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a b s t r a c t
Symbolic characterisations of bisimilarities for the applied pi calculus proposed so far are
sound but incomplete, even restricted to the finite fragment of the calculus. In this paper
we present a novel approach to symbolic semantics for the applied pi calculus, leading to
a notion of symbolic bisimulation which is both sound and complete with respect to the
standard labelled bisimilarity.Moreover, our framework accommodates replications hence
works for the full calculus.
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1. Introduction
The applied pi calculus [1] can be regarded as a generalisation of the spi calculus [3] in that it allows user-provided
primitives for cryptographic operations. Security protocols are described as processes in applied pi calculus. The calculus
inherits the constructs for communication, concurrency and scope extrusion from the original pi calculus. Security properties
such as secrecy and authentication can be expressed by trace properties, namely the reachability property, while other
several security properties, which cannot be defined by trace properties, such as anonymity, privacy and strong secrecy,
are expressed as an indistinguishability property from the view of attackers and formalised by the notion of observational
equivalence [1]. Observational equivalence is a contextual equivalence relation such that A ≈ B implies C[A] ≈ C[B] for any
context C . Contexts model active attackers who can intercept and forge messages. Thus observational equivalence captures
security properties in the presence of active attackers.
The universal quantification over contexts makes observational equivalence difficult to verify. Hence an alternative
characterisation, namely labelled bisimilarity, is introduced in [1] which relies on direct comparison of labelled transitions
rather than on contexts. As in the standard operational semantics for the pi calculus and value-passing CCS, in the applied pi
calculus an input may give rise to an infinite number of branches, which hinders the efforts to develop automated tools for
the calculus. The standard approach to overcoming this problem is to develop a symbolic theory which avoids such infinite
branching. The basic idea is to represent all possible values offered by the environment with a single ‘‘schematic variable’’.
Symbolic semantics have been developed smoothly for value-passing CCS and the original pi calculus, as well asmany of their
derivatives [14,8,17]. However, it turns out that defining a symbolic semantics for the applied pi calculus is unexpectedly
technically difficult [13]. Despite various efforts from the community, up until now no complete symbolic semantics has
been established for the applied pi calculus, even when restricted to the finite fragment of the calculus, i.e. the fragment
without replications. Incompleteness generally leads to the detections of false attacks, which is undesired. On the other
hand, replications were ruled out from [13] mainly due to difficulties arising from (implicitly) infinitely many name binders
in recursively defined terms such as !νn.P .
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Symbolic bisimulations for value-passing CCS [14] and the pure pi calculus [15,8] are indexed by boolean conditions to
constrain the sets of values which schematic variables may take. To achieve completeness, when comparing two processes
for bisimilarity, it is necessary to decompose the indexing condition into several sub-conditions in such a way that the two
processes can simulate each other’s transitions under each sub-condition. In the applied pi calculus a symbolic bisimulation
will be indexed by constraints each of which encompasses a similar condition as well as deducibilities. The concept of
deducibilities is by now widely used in modelling security protocols to represent all the messages that can be computed
by intruders from a given set of messages [21,11,4,13]. As such they cannot, and should not, be decomposed. In the previous
work on symbolic bisimulation for the applied pi calculus, not only conditions and deducibilities are entangled together
in constraints, but also constraints and processes are mixed in transitions and bisimulations. This makes it impossible to
decompose indexing conditions, thus causing incompleteness. For instance, in the framework proposed in [13], a triple
(A;C;N ), where A is a process,C a constraint, andN a naming environment, constitutes a ‘‘symbolic process’’, which is the
basic entity of the symbolic semantics. A constraint contains deducibilities and equality/inequality tests. Consequently, in
[13] symbolic transitions are of the form (A;C;N ) α−→ (A′;C ′;N ′) and symbolic bisimulation is of the form (A;CA;NA) ≈s
(B;CB;NB), where constraints CA and CB are required to be equivalent.
Now consider the following processes:
A = (νs, k,m).(a(x).P | {s/y, k/z})
B = (νs, k,m).(a(x).Q | {s/y, k/z})
where
P = if x = s then a⟨enc(n1,m)⟩ else a⟨enc(n2,m)⟩
Q = if x = k then a⟨enc(n1,m)⟩ else a⟨enc(n2,m)⟩.
The two processes differ only in the choice of s and k in the tests x = s and x = k. The equivalence between processes
which only differs in some choices of terms is common when describing security properties [3]. Both processes listen on
channel a for messages. The equality test x = s in A can only be satisfied when x takes the value s indirectly via y, the alias
of s. Similarly x = k in B holds if and only if x takes the value k via z. In this example, m is unaccessible. Although different
input values of xmay lead to different choices on the conditional branches in A and B, in concrete semantics, this does not
make any difference to outside observers. The reason is that without the decryption key m, the ciphertexts enc(n1,m) and
enc(n2,m) are meaningless to the attackers. Thus A and B are observationally equivalent in concrete semantics. However,
in the symbolic semantics as proposed in [13], A and B are not symbolically bisimilar. To see this, consider the following
sequence of symbolic transitions performed by A, according to the symbolic semantics of [13],
(A; ∅;N ) a(x)−−→ ((νs, k,m).(P | {s/y, k/z}); {νs, k,m.{s/y, k/z}  x};N )
−→ ((νs, k,m).(a⟨enc(n1,m)⟩ | {s/y, k/z}); {νs, k,m.{s/y, k/z}  x, x = s};N ).
When B tries to simulate A’s transitions step by step, we can easily see that the constraints generated by B’s evolutions are
either {νs, k,m.{s/y, k/z}  x, x = k} or {νs, k,m.{s/y, k/z}  x, x ≠ k}, depending onwhich conditional branch it chooses.
However, as analysed above, neither of them can be equal to {νs, k,m.{s/y, k/z}  x, x = s}. Hence there is no way for B to
match the above transitions of A in that symbolic semantics.
It is well-known that decomposition of boolean conditions is necessary to achieve completeness for symbolic
bisimulations [14,17]. But it is difficult to decompose constraints in [13], because deducibilities and conditions are entangled
together. To harness the difficultywe need to separate constraints from processes and conditions from deducibilities. To this
end we extend the language for boolean expressions with two novel operators, σ I Φ , read ‘‘σ guardsΦ ’’, and Hn.Φ , read
‘‘hide n in Φ ’’. In σ I Φ , the substitution σ represents (partial) environmental knowledge for the variables occurring in Φ .
In Hn.Φ the name n is made local in Φ . With these operators we are able to make constraints completely independent
of processes and to clearly separate conditions from deducibilities. In our framework, a possible sequence of symbolic
transitions from A is as follows:
A
true,a(x)−−−−→ (νs, k,m) · (P | {s/y, k/z})
Φ,τ−−→ (νs, k,m) · (a⟨enc(n1,m)⟩ | {s/y, k/z})
whereΦ = Hs, k,m.({s/y, k/z} I (x = s)).
As a result our notion of a symbolic bisimulation will be of the form A ≈(D,Φ) B, whereD is a set of deducibilities andΦ
a condition formula, only the latter is subject to decomposition when A and B are compared for bisimulation.
Having hiding in formulae also helps to keep track of the scope of names in constraints, which enables us to
handle replication smoothly. The technique used in [13] to overcome the difficulties caused by structural equivalence is
‘‘intermediate representations’’, which behave like a normal form. To transform a process in the applied pi calculus to an
intermediate process, all name binders of the original process must be pulled out to the top level. Unfortunately, this cannot
be applied to replications because there are implicitly infinitely many name binders in a replication term, as pointed out
in [13]. In our framework, we devise an ‘‘on-the-fly’’ approach to handling replications, which, in combination with hiding,
78 J. Liu, H. Lin / Theoretical Computer Science 458 (2012) 76–112
enables transformation and unfolding of replications to be performed alternately, which solves the ‘‘infinitely many name
binders’’ problem.
Thepaper is organised as follows. Relatedwork is discussed in the remainingpart of this section. The syntax and semantics
of applied pi calculus, as well as an intermediate representation, are briefly reviewed in Section 2. Section 3 introduces the
constraint systems. The symbolic semantics is presented in Section 4 where its soundness and completeness are proved. In
Section 5 the symbolic theory is applied to verify a security protocol. The paper is concluded with Section 6. Proofs of most
lemmas are collected in the Appendices.
An extended abstract of this paper appeared in SOFSEM’10 [18].
Related work The most relevant work is [13] which is a source of inspiration for our work. As already discussed, the
symbolic semantics proposed there is sound but incomplete; also their results are restricted to the replication-free fragment
of the applied pi calculus. The notion of ‘‘intermediate processes’’ used in ourwork is adapted from there. In [12], for a smaller
subset of the applied pi calculus without Else branches nor replications, observational equivalence is shown equivalent to
symbolic trace equivalence on determinate processes. An ad hoc symbolic method relying on a notion of unification is
proposed in [7] for the analysis of security protocols in a calculus akin to the applied pi calculus. A tool on top of ProVerif is
presented in [6], which is based on simple match of execution paths, and thus is sound but incomplete.
Extended pi-calculus [16] and psi-calculi [5] have been designed with similar goals as applied pi calculus. A symbolic
semantics for psi-calculi is proposed in [20]. Psi-calculus differs from applied pi calculus in two important aspects: it does
not distinguish between names and variables, and it does not employ structural equivalence when defining operational
semantics. As a consequence of blurring names and variables, deducibilities can be reduced to ‘‘freshness of names’’, a
notion already available in the repository of techniques for the pi-calculus. One may say that, from a process algebra point
of view, psi-calculi are ‘‘purer’’ than applied pi calculus. Consequently, symbolic semantics can be developedmore smoothly
in psi-calculi than in applied pi calculus. In contrast, we take applied pi calculus ‘‘as is’’, and tackle the technical challenges
caused by the ‘‘impure’’ features presented in applied pi calculus. As have discussed before, the technical difficulties
involved in developing a theory of symbolic bisimulation for applied pi calculus arise exactly from structural equivalence
and constraints: the former requires the (rather complicated) machinery of intermediate representations, and the latter
necessitates the separation between conditions and deducibilities. On the other hand, with these impure features it is easier
to model security protocols in applied pi calculus, and many security protocols have been successfully analysed/verified in
the calculus.
A sound symbolic semantics for spi calculus is introduced in [10]. Recently this semantics has been revised to achieve
completeness, using a form of decomposition on constraints [9]. Spi calculus has a fixed set of cryptographic primitives, and
consequently its semantic theories are simpler than those of applied pi calculus. In comparison, our symbolic semantics
is irrelevant to the choices of cryptographic operations and hence is more general. Applied pi calculus introduces several
important and useful features, such as active substitutions, alias outputs for complex data and structural equivalence, which
do not present in spi calculus. Dealing these features requires novel techniques which are not provided in [9]. For example,
even for defining a sound symbolic semantics for applied pi calculus intermediate representations are needed to overcome
the difficulties arising from active substitutions and structural equivalence [13]. Moreover, replications in [9] are restricted
to input-guarded while we treat general replications.
2. Applied pi calculus
2.1. Syntax
We assume two disjoint, infinite setsN and V of names and variables, respectively. A signature is a finite set of function
symbols, ranged over by f , g, h, enc, dec , each having a non-negative arity. A function symbol with arity 0 is a constant
symbol. Terms, ranged over byM,N , are built up from names and variables by function applications:
L,M,N ::= terms
a, b, c, . . . , k, . . . ,m, n, . . . , s names
x, y, z variables
f (M1, . . . ,Mℓ) function application.
We write var(M) and name(M) for the variables and names inM , respectively, and let atom(M) = var(M) ∪ name(M).
A ground term is a term containing no variables.
We rely on a sort system including a universal base sort and channel sort. The sort system splits N and V respectively
into channel namesNch and base namesNb, channel variables Vch and base variables Vb. Function symbols are required to
take arguments and produce results of the base types only. Terms are required to be well-sorted. Hence the set of terms of
channel sort contains channel names and channel variables only. Wewill use a, b, c, d as channel names, s, k as base names,
and x, y, z as variables; meta variables u, v, w are used to range over both names and variables. Tuples such as u1 · · · uℓ and
M1 · · ·Mℓ will be denoted byu and M , respectively.
Plain processes are constructed using the standard operators 0 (nil), | (parallel composition), νn (name restriction), if-
then-else (conditional), u(x) (input), u⟨N⟩ (output), and ! (replication). Extended processes are created by extending plain
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processes with active substitutions that float and apply to any process coming into contact with it. The grammar for plain
processes and extended processes is given below1:
Pr ,Qr , Rr ::= plain processes Ar , Br , Cr ::= extended processes
0 Pr
Pr | Qr Ar | Br
!Pr νn.Ar
νn.Pr νx.Ar
if M = N then Pr else Qr {M/x}
u(x).Pr
u⟨N⟩.Pr .
As in the pi calculus, u(x), νn and νx are binding, which lead to the usual notions of bound and free names and variables. We
shall use fn(Ar), fv(Ar), bn(Ar) and bv(Ar) to denote the sets of free names, free variables, bound names and bound variables,
respectively, of Ar . In particular fv({M/x}) = var(M) ∪ {x} and fn({M/x}) = name(M). Let fnv(Ar) = fn(Ar) ∪ fv(Ar) and
bnv(Ar) = bn(Ar) ∪ bv(Ar). We shall identify processes which are α-convertible. Captures of bound names and bound
variables are avoided by implicit α-conversion.
Substitutions are sort-respecting finite partial mappings. Substitutions of terms for variables, ranged over by σ , θ ,
are always required to be cycle-free. Applications of substitutions to expressions will be written in postfix notation. The
application of substitution σ to substitution {M1/x1, . . . ,Mn/xn} is defined componentwise: {M1/x1, . . . ,Mn/xn}σ =
{M1σ/x1, . . . ,Mnσ/xn}. The domain and range of a substitution are defined thus: dom(σ ) = { x | x ≠ xσ } and
ran(σ ) = {M | x ∈ dom(σ ), xσ = M }, respectively. We write var(σ ) and name(σ ) for the sets of variables and names
occurring in σ , respectively. Also let atom(σ ) = var(σ ) ∪ name(σ ). We say σ is idempotent if dom(σ ) ∩ var(ran(σ )) = ∅.
The functional composing of two substitutions σ1 and σ2 is denoted by σ1 ◦ σ2, and σ ∗ is the result of composing σ with
itself repeatedly until an idempotent substitution is reached. We denote by σ |V the restriction of σ on a set V of variables
and names. Note that σ1σ2, which is the application of σ2 to σ1, is in general different from σ1 ◦ σ2 and σ2 ◦ σ1; but when
σ1 = σ2, they are all equal. If dom(σ1) ∩ dom(σ2) = ∅ then σ1 ∪ σ2 denotes the union of σ1 and σ2. We also write σ1 ⊆ σ2
if there exists a σ such that σ1 ∪ σ = σ2.
Active substitutions are required to be defined on the base sort only, for otherwise the coincidence between labelled
bisimilarity and observational equivalence, which is the main result (Theorem 1) of [1], will not hold.2
In an extended process, active substitutionsmust be cycle-free and there is atmost one substitution for each variable and
exactly one when the variable is restricted. The domain of an extended process Ar , written dom(Ar), is the set of variables x
for which Ar contains a substitution {M/x} not under νx. We say Ar is closed if every variable is either bound or defined by
an active substitution.
A renaming ϱ is a partial mapping which maps names to names and variables to variables, and dom(ϱ) and ran(ϱ)
are defined as expected. The application of a renaming to an expression is written in prefix notation. Different from
substitutions, when a renaming is applied to an extended process Ar , it may replace some variables in dom(Ar). For instance,
{y/x}(a⟨c⟩.0 | {b/x}) = a⟨c⟩.0 | {b/y}. We write ϱ|V for the restriction of ϱ on the set V of variables and names. Given a
finite set ξ ⊂ N ∪ V , we say ϱ is well-formed on ξ if dom(ϱ) ⊆ ξ and for any u, v ∈ ξ , u ≠ v implies ϱ(u) ≠ ϱ(v).
2.2. Semantics
A context is an extended process with a hole and an evaluation context is a context in which the hole is not under a
replication, an input, an output or a conditional. A term context is a term with holes. Terms are equipped with an equational
theory=E that is an equivalence relation closed under substitutions of terms for variables, one-to-one renamings and term
contexts. Structural equivalence,≡, is the smallest equivalence relation on extended processes closed by evaluation context
and α-conversion, and such that:
Par-0 Ar ≡ Ar | 0
Par-A Ar | (Br | Cr) ≡ (Ar | Br) | Cr
Par-C Ar | Br ≡ Br | Ar
Repl !Pr ≡ Pr |!Pr
New-0 νn.0 ≡ 0
New-C νu.νv.Ar ≡ νv.νu.Ar
New-Par Ar | νu.Br ≡ νu.(Ar | Br)when u /∈ fnv(Ar )
Alias νx.{M/x} ≡ 0
Subst {M/x} | Ar ≡ {M/x} | Ar{M/x}
Rewrite {M/x} ≡ {N/x} whenM =E N.
1 We use subscript ‘‘r ’’ (for ‘‘raw’’) to distinguish the original processes from the intermediate processes to be introduced in Section 2.3.
2 Here is a counter example which is also mentioned in [5]: let Ar = νc.(c.a | {c/x}) and Br = νc.(0 | {c/x}). Obviously Ar and Br are labelled bisimilar
since their frames are the same and both have no transitions. However, they are not observational equivalence since for the context x(y), Ar | x(y) ⇓a but
Br | x(y) ⇓̸a .
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The internal reduction is the smallest relation on extended processes closed by structural equivalence and application of
evaluation contexts such that:
Then if M = M then Pr else Qr τ−→ Pr
Else if M = N then Pr else Qr τ−→ Qr ifM,N are ground terms andM ≠E N
Comm a⟨M⟩.Pr | a(x).Qr τ−→ Pr | Qr{M/x}.
We denote by =⇒ the reflexive and transitive closure of τ−→. We write Ar ⇓a when Ar can send a message on a, that is,
when Ar =⇒ C[a⟨M⟩.Pr ] for some evaluation context C that does not bind a.
Definition 2.1. Observational equivalence (≈) is the largest symmetric relationR between closed extended processes with
the same domain such that Ar R Br implies:
1. if Ar ⇓a then Br ⇓a;
2. if Ar =⇒ A′r , then Br =⇒ B′r and A′r R B′r for some B′r ;
3. C[Ar ]RC[Br ] for all closing evaluation contexts C.
2.3. Intermediate representation
The notion of an intermediate representation was introduced in [13] as a means to circumvent the difficulties caused by
structural equivalence in developing symbolic semantics for the applied pi calculus. It can be regarded as an encodingwhich
preserves bisimilarity. The representation is a calculus by itself.
The grammar of intermediate processes is given below:
intermediate plain processes intermediate framed processes
P,Q , R := 0 F ,G,H := P
P | Q {M/x}
!Pr F | G
if M = N then P else Q intermediate extended process
u(x).P A, B, C := F
u⟨N⟩.P νn.A.
Intermediate processes are required to be applied, namely each variable in dom(A) occurs only once in A. For example,
a⟨f (k)⟩ | {k/x} is appliedwhile a⟨f (x)⟩ | {k/x} is not. For an intermediate framedprocess F , wewriteϕ(F) for the substitution
obtained by taking the union of the active substitutions in F . For example, ϕ(a⟨f (k)⟩ | {k/x} | {h(k)/y}) = {k/x, h(k)/y}. An
intermediate evaluation context is an intermediate extended process with a hole not under a replication, an input, an output,
or a conditional.
Our setting is somewhat different from [13], but the essence remains the same. There are mainly two differences: we
use α-conversion while they use name environments to record whether the atoms are bound or free; we have replications
while they do not. These intermediate processes are a selected subset of the original processes. It turns out that it is sufficient
to build symbolic semantics on top of intermediate processes only. In this sense they serve as a ‘‘normal form’’ and indeed
facilitates the development of a symbolic theory.
The function Γ defined in Fig. 1 turns an extended process into an intermediate extended process (‘‘↓’’ in [13]), where
we assume that bound names are pairwise-distinct and different from free names. It transforms an extended process into
an intermediate extended process by pulling name binders to the top level, applying active substitutions and eliminating
variable restrictions. For example, Γ (νx.(a⟨f (x)⟩.νn.a⟨n⟩ | νk.{h(k)/x})) = νn.νk.(a⟨f (h(k))⟩.a⟨n⟩ | 0). For the parallel
composition Ar | Br , Br may use the variables defined by Ar ’s active substitutions, and vice versa. To ensure that Γ (Ar | Br)
is applied, we have to apply the union of their active substitutions repeatedly until idempotent.
A replication !Pr implicitly contains infinitely many bound names, and we cannot pull all of them to the top level at once.
A feasible solution is to work ‘‘on-the-fly’’ and keep !Pr invariant under Γ . In other words, the intermediate representation
of replication !Pr is itself. It can be shown that Γ preserves α-conversion.
Intermediate structural equivalence ≡i is the smallest equivalence relation on intermediate processes, closed by
application of intermediate evaluation context and α-conversion such that
Par-0i A≡i A | 0
Par-Ai A | B≡i B | A
Par-Ci A | (B | C)≡i (A | B) | C .
Let≃ be the smallest equivalence relation on intermediate processes closed under intermediate evaluation context and
α-conversion such that
New-E νn.A≃ A if n /∈ fn(A)
New-C νn.νm.A≃ νm.νn.A
Rewrite A{M/x} ≃ A{N/x} if M =E N.
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Γ (0) = 0 Γ (u(x).Pr) = νn.u(x).P where Γ (Pr) = νn.P
Γ (!Pr) =!Pr Γ (u⟨N⟩.Pr) = νn.u⟨N⟩.P where Γ (Pr) = νn.P
Γ (if M = N then Pr else Qr) = νn.νm.if M = N then P else Q
where Γ (Pr) = νn.P,Γ (Qr) = νm.Q
Γ (Ar | Br) = νn.νm.(F | G)(ϕ(F) ∪ ϕ(G))∗
where Γ (Ar) = νn.F ,Γ (Br) = νm.G
Γ (νn.Ar) = νn.Γ (Ar) Γ ({M/x}) = {M/x} Γ (νx.Ar) = Γ (Ar)\x
where Γ (Ar)\x is obtained by replacing {M/x} in Γ (Ar) to 0
Fig. 1. Transformation.
Commi a⟨M⟩.P | a(x).Q τ−→i P | Q {M/x}
Theni if M = N then P else Q τ−→i P ifM =E N
Elsei if M = N then P else Q τ−→i Q ifM ≠E N
Repi !Pr τ−→i νm.(P |!Pr) where Γ (Pr) = νm.P
Ini a(x).P
a(M)−−→i P{M/x} Outchi a⟨c⟩.P a⟨c⟩−−→i P
Outti a⟨M⟩.P νx.a⟨x⟩−−−→i P | {M/x} where x ∈ Vb and x /∈ fv(a⟨M⟩.P)
Openchi
A
a⟨c⟩−−→i B a ≠ c
νc.A
νc.a⟨c⟩−−−→i B
Scopei
A
α−→i B n /∈ name(α)
νn.A
α−→i νn.B
Pari
A
αϕ(B)−−−→i νn.F
A | B α−→i νn.(F | B) bv(α) ∩ fv(B) = {n} ∩ fn(B) = ∅
Structi
A ≡i C α−→i D ≡i B
A
α−→i B
Fig. 2. Intermediate transition rules.
Intermediate labelled transition relation
α−→i is the smallest relation on intermediate extended processes defined by the
rules in Fig. 2. In the Pari rule, when α is an input a(M), M may use variables defined in the active substitutions in B. To
keep the result process applied, ϕ(B) is applied to α. For example, a(x).b⟨x⟩ | {k/y} a(y)−−→i b⟨k⟩ | {k/y} can be derived from
a(x).b⟨x⟩ a(k)−−→i b⟨k⟩. Similar to Section 2.2, we denote by=⇒i the reflexive and transitive closure of τ−→i, and write α=⇒i for
=⇒i α−→i=⇒i, and α=⇒i for α=⇒i if α is not τ and=⇒i otherwise.
We encode observational equivalence into intermediate semantics. We introduce the notion of intermediate
observational equivalence and show its coincidence with observational equivalence.
Definition 2.2. Intermediate observational equivalence is the largest symmetric relation ≈i on closed intermediate
extended processes with the same domain such that A≈i B implies:
1. If A ⇓ia then B ⇓ia;
2. If A =⇒i A′, then B =⇒i B′ for some B′ such that A′≈i B′;
3. For any namesl, variablesz ⊆ dom(A), intermediate framed process E with dom(E)∩dom(A) = ∅ and fv(E) ⊆ dom(E, A),
let A = νn.F and B = νm.H with fn(E) ∩ (n ∪ m) = ∅. Then νl.νn.(Eϕ(F) | F\z)≈i νl.νm.(Eϕ(H) | H\z).
The relationship between observational equivalence and intermediate observational equivalence is stated in the
following Theorem 2.1, which is a variant of Theorem 5.2 in [13]. The difference is that the former discusses observational
equivalence, while the latter discusses labelled bisimilarities.
Theorem 2.1. Ar ≈ Br iff Γ (Ar)≈i Γ (Br).
The intuition behind the proof of this theorem is as follows. Observe that the first two requirements in the definition
of observational equivalence, concerning ⇓a and τ=⇒, respectively, are simplified version of the second requirement in
82 J. Liu, H. Lin / Theoretical Computer Science 458 (2012) 76–112
labelled bisimilarity [1,13], concerning α=⇒, since the former involves only the cases where α is τ or an output on channel
a. Hence the proof technique used in Theorem 5.2 in [13] is applicable for Theorem 2.1. For the third requirement, which
involves arbitrary context, the basic idea is: if we apply the transformation function Γ to an context Cr , the effects of Cr in
the original semantics will be transformed into the effects of eliminating restricted variables, adding processes in parallel,
and adding name binders in the intermediate semantics. In other words, for a closed extended process Ar and evaluation
context Cr , we have Γ (Cr [Ar ]) = νn1.νm.νn2.Gϕ(F)[F\x], wherex are the variables eliminated by Cr , Γ (Cr) = νn1.νn2.G
and Γ (Ar) = νm.F . This also explains the rationale of the third requirement in Definition 2.2. The full proof of Theorem 2.1
is deferred to Appendix B.1.
The above theorem says that to fully abstract the observational equivalence in symbolic semantics, one can work with
its intermediate counterpart. Symbolic semantics is built on top of an abstract labelled transition system and thus symbolic
bisimulation is an abstract bisimulation defined on the labelled transition. Therefore we need to continue to transform the
intermediate observational equivalence into the following intermediate labelled bisimilarity.
Definition 2.3. Two intermediate extended processes A and B are intermediate statically equivalent, written A ∼i B, if
1. dom(A) = dom(B)
2. for any terms M and N such that var(M,N) ⊆ dom(A), Mϕ(F1) =E Nϕ(F1) iff Mϕ(F2) =E Nϕ(F2), where A = νn1.F1,
B = νn2.F2, and name(M,N) ∩ {n1,n2} = ∅.
Definition 2.4. Intermediate labelled bisimilarity (≈l,i ) is the largest symmetric relation R on closed intermediate
processes such that AR B implies,
1. A ∼i B
2. if A
α−→i A′ with f v(α) ⊆ dom(A) and bn(α) ∩ fn(B) = ∅, then B α=⇒i B′ and A′R B′ for some B′.
Lemma 2.1. ≈l,i is closed under≃ on closed intermediate extended processes.
The following lemma shows that intermediate labelled transitions are to some extend closed under operations of adding
parallel composition and eliminating active substitutions.
Lemma 2.2. Assume dom(E) ∩ fv(F) = fn(E) ∩ (n ∪ m) = var(α) ∩z = ∅.
1. νn.F a(Mϕ(E))−−−−→i νm.H implies νn.(Eϕ(F) | F\z) a(M)−−→i νm.(Eϕ(H) | H\z);
2. νn.F α−→i νm.H implies νn.(Eϕ(F) | F\z) α−→i νm.(Eϕ(H) | H\z) when α is not an input.
Corollary 2.1. Assume dom(E) ∩ fv(F) = fn(E) ∩ (n ∪ m) = var(α) ∩z = ∅.
1. νn.F a(Mϕ(E))=⇒ i νm.H implies νn.(Eϕ(F) | F\z) a(M)=⇒i νm.(Eϕ(H) | H\z);
2. νn.F α=⇒i νm.H implies νn.(Eϕ(F) | F\z) α=⇒i νm.(Eϕ(H) | H\z) when α is not input.
Proof. Using Lemma 2.2 several times. 
Next we show intermediate observational equivalence coincides with intermediate labelled bisimilarity, which consists
of Propositions 2.1 and 2.2. The first proposition shows that intermediate labelled bisimilarity is a congruence, thus it implies
intermediate observational equivalence. The second proposition shows the other direction of implication.
Proposition 2.1. For any namesl, variables y ⊆ dom(F), intermediate framed process E with fv(E) ⊆ dom(E, F) and
dom(E) ∩ dom(F) = fn(E) ∩ (n ∪ m) = ∅. Then νn.F ≈l,i νm.H implies νl.νn.(Eϕ(F) | F\y) ≈l,i νl.νm.(Eϕ(H) | H\y).
Proof. We construct a setR as follows:
R = { (νl.νn.(Eϕ(F) | F\y), νl.νm.(Eϕ(H) | H\y)) | νn.F ≈l,i νm.H }
where dom(E) ∩ dom(F) ≠ ∅ and fv(E) ⊆ dom(E, F). We will prove R ⊆≈l,i . First we prove that each pair in R
is intermediate statically equivalent. To this end, according to Definition 2.3, assume terms M,N with var(M,N) ⊆
dom(E, F\y) and
M(ϕ(Eϕ(F)) ∪ ϕ(F\y)) =E N(ϕ(Eϕ(F)) ∪ ϕ(F\y)). (1)
From dom(E) ∩ dom(F) = ∅, we have M(ϕ(Eϕ(F)) ∪ ϕ(F\y)) = (Mϕ(Eϕ(F)))ϕ(F\y) = (Mϕ(E))ϕ(F). Similarly we have
N(ϕ(Eϕ(F)) ∪ ϕ(F\y)) = (Nϕ(E))ϕ(F). Thus we can reduce Eq. (1) to (Mϕ(E))ϕ(F) =E (Nϕ(E))ϕ(F). From hypothesis
νn.F ≈l,i νm.H , we can easily know (Mϕ(E))ϕ(H) =E (Nϕ(E))ϕ(H). Similarlywe can derive thatM(ϕ(Eϕ(H))∪ϕ(H\y)) =
(Mϕ(E))ϕ(H) =E (Nϕ(E))ϕ(H) = N(ϕ(Eϕ(H))∪ϕ(H\y)). Thus we haveM(ϕ(Eϕ(H))∪ϕ(H\y)) =E N(ϕ(Eϕ(H))∪ϕ(H\y)).
That means νn.(Eϕ(F) | F\y) ∼i νm.(Eϕ(H) | H\y).
Nowwe proceed to prove each pair inR is behaviourally equivalent. Consider the normal derivation of the intermediate
labelled transition. We only discuss the case when α is a⟨c⟩, as the other cases are similar. Assume νl.νn.(Eϕ(F) | F\y) ≡i
νl.νn.(a⟨c⟩.P | F1) a⟨c⟩−−→i A = νl.νn.(P | F1). The process a⟨c⟩.P occurs either in E or in F , hence there are two possibilities.
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1. Assume Eϕ(F) ≡i a⟨c⟩.P | E1 and E1 | F\y ≡i F1 for some E1. Then E ≡i a⟨c⟩.P ′ | E ′1 with P ′ϕ(F) = P and E ′1ϕ(F) = E1 for
some P ′, E ′1. Then νl.νm.(Eϕ(H) | H\y) ≡i νl.νm.(a⟨c⟩.P ′ϕ(H) | E ′1ϕ(H) | H\y) a⟨c⟩−−→i B = νl.νm.(P ′ϕ(H) | E ′1ϕ(H) | H\y).
Since A = νl.νn.(P | F1) = νl.νn.(P ′ϕ(F) | E ′1ϕ(F) | F\y) and B = νl.νm.(P ′ϕ(H) | E ′1ϕ(H) | H\y), by the construction of
R, we can know that (A, B) ∈ R.
2. Assume F ≡i a⟨c⟩.P | F2 | {T/y} and Eϕ(F) | F2 ≡i F1 for some F2. Then νn.F a⟨c⟩−−→i A1 = νn.(P | F2 | {T/y}). From
νn.F ≈l,i νm.H , we know that νm.H a⟨c⟩=⇒i νm1.H1 ≈l,i A1. Using Corollary 2.1 to add E in parallel and eliminatey,
and then using Scopei to add restrictionsl, we obtain νl.νm.(Eϕ(H) | H\y) a⟨c⟩=⇒i B = νl.νm1.(Eϕ(H1) | H1\y). From
A = νl.νn.(P | F1) ≡i νl.νn.(P | Eϕ(F) | F2), we know that (A, B) ∈ R. 
Proposition 2.2. If A≈i B then A ≈l,i B.
Proof. Assume A = νn.F ≈i νm.H = B, to show A ≈l,i B, we can construct the following set
R =

(νn.F , νm.H) | νc.νn.
i∈I
ai⟨Mi⟩

j∈J
bj⟨cj⟩
 
k∈Kz
dk
 F\y≈i νc.νm.
i∈I
ai⟨Ni⟩

j∈J
bj⟨cj⟩
 
k∈K
dk
H\y
where
1. c is the sequence c1, c2, . . . , c|J|;
2. ai, bj, dk /∈ fn(F ,H) are pairwise-distinct names and are different fromc,n,m;
3. y ⊆ dom(F),yϕ(F) = M andyϕ(H) = N (we write M for the sequenceM1, . . . ,M|I|, andN for N1, . . . ,N|I|).
We omit the object of dk as it is not important. We will proveR ⊆≈l,i . Let C = νc.νn.(i∈I ai⟨Mi⟩ |j∈J bj⟨cj⟩ |k∈K dk |
F\y) and D = νc.νm.(i∈I ai⟨Ni⟩ |j∈J bj⟨cj⟩ |k∈K dk | H\y). We will show that νn.F ≈l,i νm.H .
First we prove that νn.F and νm.H are intermediate statically equivalent. According to the definition, assume L1ϕ(F) =E
L2ϕ(F) with var(L1, L2) ⊆ dom(F) and name(L1, L2) ∩ (n ∪ m) = ∅, we prove that L1ϕ(H) =E L2ϕ(H). Consider
E = a1(x1).a2(x2). · · · .a|I|(x|I|).if L1{x/y} = L2{x/y} then d else 0 where d is a fresh name. We put E inside C and have
νc.νn.(i∈I ai⟨Mi⟩ | j∈J bj⟨cj⟩ | k∈K dk | F\y | Eϕ(F\y)) =⇒i C1 = νc.νn.(j∈J bj⟨cj⟩ | k∈K dk | F\y | if L1ϕ(F\y){M/y}
= L2ϕ(F\y){M/y} then d else 0). Since L1ϕ(F\y){M/y} = L1ϕ(F) =E L2ϕ(F) = L2ϕ(F\y){M/y}, the conditional branch jumps
to then and we can see that C1 ⇓id,b,d and C1 ⇓̸ia. Since C ≈i D, according to Definition 2.2, the equivalence should be closed
under the parallel composition of any process. Thus the only possibility for D is that νc.νn.(i∈I ai⟨Mi⟩ | j∈J bj⟨cj⟩ |
k∈K dk | H\y | Eϕ(H\y)) =⇒i D1 = νc.νn.(j∈J bj⟨cj⟩ | k∈K dk | H ′ | if L1ϕ(H\y){M/y} = L2ϕ(H\y){M/y} then d else 0)
with D1 ⇓id,b,d and D1 ⇓̸ia. This requires L1ϕ(H\y){M/y} =E L2ϕ(H\y){M/y}. From L1ϕ(H) = L1ϕ(H\y){M/y} and
L2ϕ(H\y){M/y} = L2ϕ(H), we have L1ϕ(H) =E L2ϕ(H). Hence νn.F ∼i νm.H .
Now we proceed to show the behaviour equivalence between νn.F and νm.H . We only detail the proof for the cases
when α is a⟨c⟩ and νx.a⟨x⟩ here, as the other cases are similar.
1. Assume νn.F ≡i νn.(a⟨c⟩.P | F1) a⟨c⟩−−→i νn.(P | F1). The proof is divided into four cases, according to whether a, c occur inc. If not, a, c are free names, and they can be used directly. But if a, c are bounded byc , we cannot directly refer to them.
Instead, we need to use an additional input action in the context to take them out from the corresponding output.
(a) When a, c /∈c , consider the context dl | a(x).if x = c then dl else 0, where dl is fresh. Then
νc.νn.
i∈I
ai⟨Mi⟩

j∈J
bj⟨cj⟩
 
k∈K
dk
 dl | a(x).if x = c then dl else 0 | F\y

=⇒i C1 = νc.νn.
i∈I
ai⟨Mi⟩

j∈J
bj⟨cj⟩
 
k∈K
dk
 P | F1\y

.
From C ≈i D, we can know that
νc.νm.
i∈I
ai⟨Ni⟩

j∈J
bj⟨cj⟩
 
k∈K
dk
 dl | a(x).if x = c then dl else 0 | H\y

=⇒i D1≈i C1.
We know that C1 ⇓̸idl . Thus it should be D1 ⇓̸idl . Since a is different from ai, bj, dk, the only possibility is that D1 =
νc.νm.(i∈I ai⟨Ni⟩ | j∈J bj⟨cj⟩ | k∈K dk | H ′) and H\y a⟨c⟩=⇒i H ′. Then νm.H a⟨c⟩=⇒i νm.H1 with H1\y = H ′. Hence we
know that (νn.F1, νmH1) ∈ R.
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(b) When a = cj with j ∈ J and c /∈c , consider the context bj(u).u(x).if x = c then (dl | bj⟨u⟩) else 0 where dl is fresh.
Note that each time we consume a bj⟨u⟩, we need to generate a new one since we require each name inc has an
output action.
(c) When c = ck with k ∈ J and a /∈c , consider the context bj(v).a(x).if x = v then (dl | bj⟨v⟩) else 0 where dl is fresh.
(d) When a = cj and c = ck with j, k ∈ J , consider the context bj(u).bk(v).u(x).if x = v then (dl | bj⟨u⟩ | bk⟨v⟩) else 0
where dl is fresh.
2. Assume νn.F ≡i νn.(a⟨M⟩.P | F1) νx.a⟨x⟩−−−→i νn.(P | {M/x} | F1) with x /∈ fv(F ,H). In observational equivalence, internal
transitions can never make term M free or generate an active substitution for M . Thus, we need to construct a context
that is able to provide the information for the terms that already being output previously.
(a) When a /∈c , consider the context d | a(x).(d | al⟨x⟩)with al fresh, then
νc.νn.
i∈I
ai⟨Mi⟩

j∈J
bj⟨cj⟩

k∈K
dk
 d | a(x).(d | al⟨x⟩)  F\y

τ−→i C1 = νc.νn.
i∈I
ai⟨Mi⟩
 al⟨M⟩  
j∈J
bj⟨cj⟩
 
k∈K
dk | P | F1\y

.
The output al⟨M⟩ makes M to be accessed by environment through al in future. Similar as above analysis, we have
D =⇒i D′ = νc.νm.(i∈I ai⟨Mi⟩ | al⟨N⟩ | j∈J bj⟨cj⟩ | k∈K dk | H ′) and H\y νx.a⟨x⟩=⇒ i H ′ | {N/x}. Then
νm.H νx.a⟨x⟩=⇒ i νm.H1 with H1\y,x = H ′. Hence we know that (νn.F1, νmH1) ∈ R.
(b) When a = cj, j ∈ J , consider the context bj(u).u(x).(al⟨x⟩ | bj⟨u⟩)with al fresh. 
With these results, we can encode the original observational equivalence into intermediate labelled bisimilarity, as stated
in Corollary 2.2. Intermediate labelled bisimilarity is much closer to the symbolic bisimilarity due to its underlying labelled
transition systems.
Corollary 2.2. Ar ≈ Br iff Γ (Ar) ≈l,i Γ (Br).
Proof. This is a corollary of Theorem 2.1, Propositions 2.1 and 2.2. 
The following lemmas assert that intermediate transitions and intermediate static equivalence are closed w.r.t the
application of well-formed renamings, which are used to cope with the problems caused by conflicting of bound
names/variables in further discussions. Their proofs are also deferred to Appendix B.
Lemma 2.3. Suppose A α−→i A′, ϱ is well-formed on ξ , fnv(α, A) ⊆ ξ , and bnv(α) ∩ atom(ϱ) = ∅. Then ϱ(A) β−→i ϱ(A′) where
β = ϱ(α).
Lemma 2.4. Suppose A α=⇒i A′ and ϱ is well-formed on ξ and fnv(α, A) ⊆ ξ and bnv(α)∩atom(ϱ) = ∅. Then ϱ(A) β=⇒i ϱ(A′)
where β = ϱ(α).
Lemma 2.5. Suppose fnv(A) ⊆ ξ , ϱ is well-formed on ξ , and ϱ(A) β−→i B, where fnv(β) ⊆ ϱ(ξ) and bnv(β) ∩ atom(ϱ) = ∅.
Then there exists exactly one α such that ϱ(α) = β and fnv(α) ⊆ ξ . Moreover, A α−→i A′ for some A′ such that ϱ(A′) = B.
Lemma 2.6. Suppose fnv(A) ⊆ ξ , ϱ is well-formed on ξ , and ϱ(A) β=⇒i B, where fnv(β) ⊆ ϱ(ξ) and bnv(β) ∩ atom(ϱ) = ∅.
Then there exists exactly one α such that ϱ(α) = β and fnv(α) ⊆ ξ . Moreover, A α=⇒i A′ for some A′ such that ϱ(A′) = B.
Lemma 2.7.
1. Suppose A
νx.a⟨x⟩−−−→i B, y ∈ Vb and y /∈ fv(A). Then A νy.a⟨y⟩−−−→i {y/x}(B).
2. Suppose A
νc.a⟨c⟩−−−→i B, d ∈ Nch and d /∈ fn(A). Then A νd.a⟨d⟩−−−→i {d/c}(B).
Lemma 2.8.
1. Suppose A
νx.a⟨x⟩=⇒ i B, y ∈ Vb and y /∈ fv(A). Then A νy.a⟨y⟩=⇒ i {y/x}(B).
2. Suppose A
νc.a⟨c⟩=⇒ i B, d ∈ Nch and d /∈ fn(A). Then A νd.a⟨d⟩=⇒ i {d/c}(B).
Proof. This is essentially a corollary of Lemmas 2.3 and 2.7. 
Lemma 2.9. Assume dom(A) = dom(B) and ϱ is well-formed on fnv(A, B). Then A ∼i B iff ϱ(A) ∼i ϱ(B).
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3. Constraints
Symbolic bisimulations for value-passing CCS [14] and pi calculus [15,8] are indexed by boolean conditions under which
transitions can be fired, and to achieve completeness it is essential to decompose the indexing boolean conditions when
comparing processes for bisimilarity. In the applied pi calculus a symbolic bisimulation will be indexed by constraints each
of which encompasses a similar condition as well as deducibilities. The concept of deducibilities is by now widely used
in modelling security protocols to represent the messages that can be computed by intruders from a given set of messages
[21,11,4,13]. In the previouswork on symbolic bisimulation for the applied pi calculus, not only conditions and deducibilities
are entangled together in constraints, but also constraints and processes are mixed in transitions and bisimulations. This
makes it impossible to decompose conditions, thus causing incompleteness.
In our framework constraints are separated from processes. Furthermore, a constraint is split into a ‘‘trail’’ of
deducibilities and a formula, only the latter is subject to decomposition when two processes are compared for bisimilarity.
3.1. Trails
A deducibility takes the form x : U where U is a finite subset of Nch ∪ Vb and x ∈ V and x /∈ U . Let name(U) = U ∩ N
and var(U) = U ∩ V . A set of deducibilities is a trail if it can be ordered x1 : U1, . . . , xℓ : Uℓ in such a way that,
1. x1 · · · xℓ are pairwise-distinct and do not appear in any Uj (1 ≤ j ≤ ℓ);
2. for each 1 ≤ i < ℓ, we have name(Ui) ⊇ name(Ui+1) and var(Ui) ⊆ var(Ui+1).
We shall useD, E,F to range over trails.
Let E = { xi : Ui | 1 ≤ i ≤ l } be a trail. We write dom(E) for the set {x1 · · · xℓ} and atom(E) for the set dom(E)∪ ℓi=1 Ui.
We shall often abuse the notation by writing fnv(E) for atom(E). A substitution θ respects E if
1. dom(θ) = dom(E);
2. for each 1 ≤ i ≤ ℓ, we have var(xiθ) ⊆ Ui, name(xi θ) ∩ Ui = ∅.
Given an intermediate extended process A = νn.F , a trial E is compatible with A if
1. dom(E) ∩ dom(A) = ∅;
2. var(
ℓ
i=1 Ui) ⊆ dom(A), fv(A) ⊆ dom(A) ∪ dom(E);
3. for each xi : Ui and y ∈ var(Ui), we have xi /∈ var(yϕ(F)).
Our notion of a deducibility relies on a set of names and variables rather than a set of terms [21,4] or a frame [13]. By
dropping the details, a collection of processes can share a common trail. In the above definition of a trail, the sets Ui are
in increasing order on variables while decreasing on names. Ui records the variables which can be used and names which
cannot be used by xi. In other words, the set of possible values for xi consists of terms which contain at most the variables in
Ui and do not contain the names in Ui. Intuitively var(Ui) can be understood as a snapshot of the environmental knowledge
at the time when xi is input. Since the knowledge never decreases, the order of deducibilities on variables reflects a coarse-
grained order of inputs recorded by timing information [10,9]. The compatibility between trails and processes ensures that
‘‘symbolic’’ processes will be instantiated to produce legal concrete processes (more explanations on this later).
Example 3.1. Assume A = x3⟨k⟩ | c(x) | { h(x1)/y} | {g(x1, x2)/z}, D = {x1 : ∅, x2 : {y}, x3 : {y, z}} and E = {x3 : {c},
x1 : ∅, x2 : {y}}. We can verify that bothD and E are compatible with A. Intuitively,D says that x1 can only be instantiated
to ground terms, x2 to terms containing no variables other than y, and x3 to terms containing no variables other than y and
z. E specifies the same restrictions on x1 and x2, while asserts that x3 can only be instantiated to ground terms which does
not contain the name c. Let θ = {m/x1, h(y)/x2, c/x3}. Then θ respectsD but not E since the latter forbids x3 to access c.
3.2. Formulae
Formulae are specified by the following grammar:
Φ, Ψ ::= Hn.Φ | Φ ∧ Φ | σ I Φatom | Φatom
Φatom ::= true | M = N | M ≠ N
where n ∈ N and σ is an idempotent substitution of term for variables. We shall identify σ I Φatom with Φatom when
dom(σ ) = ∅, and write fn(Φ) and fv(Φ) for the sets of free names and free variables ofΦ , respectively. In particular,
fn(Hn.Φ) , fn(Φ) \ {n} fv(Hn.Φ) , fv(Φ)
fn(σ I Φ) , name(σ ) ∪ fn(Φ) fv(σ I Φ) , var(σ ) ∪ fv(Φ).
In Hn.Φ the name n is binding, and we shall identify α-convertible formulae.
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Definition 3.1. The satisfiability relation |= between idempotent substitutions θ and formulae Φ is defined inductively on
the structure ofΦ:
θ |= true
θ |= M = N if Mθ =E Nθ
θ |= M ≠ N if Mθ ≠E Nθ
θ |= σ I Φ if θσ is cycle-free and (θσ )∗ |= Φ
θ |= Φ ∧ Ψ if θ |= Φ and θ |= Ψ
θ |= Hn.Φ if ∃m /∈ fn(Hn.Φ) ∪ name(θ) s.t. θ |= {m/n}Φ.
In σ I Φ , read ‘‘σ guards Φ ’’, σ represents the environmental knowledge accumulated so far to define some variables
occurring inΦ , henceΦ should be evaluated with the application of σ . Having substitutions embedded in formulae echoes
the fact that active substitutions are part of the syntax of extended processes in applied pi calculus. Hn.Φ hides n in Φ . In
pure pi calculus, a restricted name can never appear in any constraint since this private information cannot be accessed. In
contrast, the applied pi calculus provides a mechanism to indirectly access a datum which may contain restricted names.
For example, for process νk. (a(x).if x = h(k) then c⟨ok⟩ else 0 | {k/y}), the other processes in the environment can quote k
by y:
νk. (a(x). if x = h(k) then c⟨ok⟩ else 0 | {k/y}) | a⟨y⟩
τ−→ νk. (if h(y) = h(k) then c⟨ok⟩ else 0 | {k/y})
≡ νk. (if h(k) = h(k) then c⟨ok⟩ else 0 | {k/y})
τ−→ νk. (c⟨ok⟩ | {k/y}).
To reflect this we equip every equality test on terms with its own ‘‘private’’ environmental knowledge, which relies on
the introduction of hidden names in formulae. This makes it possible for formulae to ‘‘stand alone’’, without depending
on processes, which significantly simplifies technical developments. In particular, α-conversion, which was forbidden in
the symbolic semantics of [13], is allowed in our framework. Furthermore, introducing hidden names enables us to handle
replications smoothly, which is beyond the scope of [13].
We call the pair (D,Φ) a constraint, whereD is a trail andΦ a formula. We denote byΩ(D,Φ) the set of substitutions
that respects D and satisfies Φ . Note that ‘‘θ respects D ’’ if and only if θ ∈ Ω(D, true), and Ω(D,Φ) ⊆ Ω(D, true) for
anyΦ . We also observe thatΩ(D,Φ ∧ Ψ ) = Ω(D,Φ) ∩Ω(D,Ψ ). For a collection of formulaeΣ , we writeΩ(D,Σ)
to refer to the set

Ψ∈Σ Ω(D,Ψ ).
Example 3.2. Suppose Φ = Hm.Hs.({enc(m, s)/y} I (dec(x, s) = m)) and Ψ = Hk.({h(k)/y} I (x = h(k))) where
enc , dec and h are encryption, decryption and a one-way hash function, respectively. With the equational theory given by
dec(enc(x, y), y) =E x, we have {enc(m, s)/x} |= dec(x, s) = m. From {y/x}{enc(m, s)/y} = {enc(m, s)/x}, we obtain that
{y/x} |= Φ . Similarly {y/x} |= Ψ . On the other hand, formulae such as Hm.Hs.(dec(x, s) = m) and Hm.(x = h(m)) can
never be satisfied by any substitution. In particular, let D = {x : {y}}, then we can deduce that Ω(D,Φ) = Ω(D,Ψ ) =
Ω(D, x = y) = {{M/x} | var(M) ⊆ {y}, M =E y }.
Lemma 3.1. Let ϱ be a renaming, θ a cycle-free substitution of terms for variables, and dom(θ) ∩ atom(ϱ) = ∅. Then
ϱ(θ∗) = (ϱ(θ))∗.
Lemma 3.2. Let θ be an idempotent substitution,Φ a formula, and ϱ a well-formed renaming on ξ such that fn(θ,Φ) ⊆ ξ ⊂ N .
Then θ |= Φ iff ϱ(θ) |= ϱ(Φ).
Lemma 3.3. Let θ be an idempotent substitution. Then
(1) θ |= Hn.Φ iff θ |= {m/n}(Φ) for any m /∈ fn(Hn.Φ) ∪ name(θ).
(2) θ |= Φ iff θ |fv(Φ) |= Φ .
Given a constraint (D,Φ) and an intermediate extended process A such that D is compatible with A. For any θ ∈
Ω(D,Φ), Γ (Aθ) is an instance of A but not Aθ since we require intermediate processes to be applied. The compatibility
between D and A ensures that θ will not bring in any cycle to the active substitutions of A. For example, assume
A = νs, k. if x = s then a⟨c⟩ else a⟨c⟩ | {s/y, k/z}, D = {x : {y, z}} and θ = {y/x}. Then θ ∈ Ω(D, true) and
Γ (Aθ) = νs, k.if s = s then a⟨c⟩ else a⟨c⟩ | {s/y, k/z}.
Lemma 3.4. Suppose θ is an idempotent substitution, A = νn.F an intermediate extended process such that {n} ∩ name(θ) = ∅
and fv(A)\dom(A) ⊆ dom(θ), and θ ∪ ϕ(F) is cycle-free. Then Γ (Aθ) = νn.F(θϕ(F))∗ = νn.(Fθ)ϕ(Fθ)∗.
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Assume u, v ∈ Nch ∪ Vch.
Thens if M = N then P else Q M=N, τ−−−−→ P
Elses if M = N then P else Q M≠N, τ−−−−→ Q
Comms u⟨M⟩.P | v(x).Q u=v, τ−−−→ P | Q {M/x}
Ins u(x).P
true, u(x)−−−−→ P Outchs u⟨v⟩.P true, u⟨v⟩−−−−→ P
Outts u⟨M⟩.P true, νx.u⟨x⟩−−−−−−→ P | {M/x} Reps !Pr true, τ−−−→ νm.(P |!Pr)
x ∈ Vb, x /∈ f v(u⟨M⟩.P) where Γ (Pr ) = νm.P
Pars
A
Ψ , α−−→ νn.F
A | B Φ, α−−→ νn.(F | B) bv(α) ∩ f v(B) = ∅{n} ∩ fn(B) = ∅
Φ ,

Ψ if fv(Ψ ) = ∅
σ ∪ ϕ(B) I Ψ ′ else if Ψ = σ I Ψ ′ and dom(B) ∩ dom(σ ) = ∅
Openchs
A
Φ, u⟨c⟩−−−→ A′
νc.A
Φ, νc.u⟨c⟩−−−−−→ A′
u ≠ c
c ∈ Nch
Scopes
A
Ψ , α−−→ A′ n/∈name(α)
νn.A
Φ, α−−→ νn.A′
Φ ,

Ψ if n /∈ fn(Ψ )
Hn.Ψ otherwise
Structs
A ≡i B Φ, α−−→ B′ ≡i A′
A
Φ, α−−→ A′
Fig. 3. Symbolic transition rules.
4. Symbolic semantics
A symbolic action is either an internal action τ , an input action u(x)with u ∈ Nch ∪ Vch and x ∈ V , an output action u⟨v⟩
with u, v ∈ Nch ∪ Vch, or a bound output action νw.u⟨w⟩with u ∈ Nch ∪ Vch andw ∈ Nch ∪ Vb.
Symbolic transition relations
Φ, α−−→, where Φ is a formula and α a symbolic action, are defined on intermediate extended
processes by the rules in Fig. 3.
In Scopes, we hide the restricted name n in Ψ so that it will not be exposed to the environment. In Pars, when A is put in
parallel with B, some of the variables recorded in the formulaΨ will be subject to the active substitutions in B, therefore we
extract these substitutions from B (using operator ϕ) and add them to Ψ so that the resulting formulaΦ contains necessary
environmental knowledge.
When unfolding a replication !Pr , we transform the original plain process Pr to Γ (Pr) first. As mentioned before, we
employ an ‘‘on-the-fly’’ approach to handle replications which enables transformation and unfolding of replications to be
performed alternately. This gives rise to a problem that the result of evolution of an intermediate framedprocessmay contain
bound names. In order to obtain an intermediate extended process, in Pars rule the parallel component is placed inside the
restricted name before juxtaposing it.
Example 4.1. Assume A = νm.νk.(a(x).R | {enc(m, k)/y}) where R = if dec(x, k) = m then P else Q . By Ins, Pars and
Scopes, we can derive that
A
true,a(x)−−−−→ B = νm.νk.(R | {enc(m, k)/y}).
By Thens, we know that R
dec(x,k)=m,τ−−−−−−−→ P . Using Pars, we have that R | {enc(m, k)/y} {enc(m,k)/y}I(dec(x,k)=m),τ−−−−−−−−−−−−−−−→ P . Finally using
Scopes, we have
B
Φ, τ−−→ νm.νk.(P | {enc(m, k)/y})
whereΦ = Hm.Hk.({enc(m, k)/y} I (dec(x, k) = m)).
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Example 4.2. Assume Pr = νn.a⟨h(n)⟩, where h is a one-way hash function. Then clearly Γ (Pr) = νn.a⟨h(n)⟩. By Reps and
Pars we obtain
!Pr true, τ−−−→ νn.(a⟨h(n)⟩ |!Pr)
!Pr | a(x).b⟨x⟩ true, τ−−−→ νn.(a⟨h(n)⟩ |!Pr | a(x).b⟨x⟩)
.
And we have the following symbolic transitions:
!Pr | a(x).b⟨x⟩ true, τ−−−→ νn.(a⟨h(n)⟩ |!Pr | a(x).b⟨x⟩)
a=a, τ−−−→ νn. (!Pr | b⟨h(n)⟩)
true, νz.b⟨z⟩−−−−−−→ νn. (!Pr | {h(n)/z}).
Given a trail D = { xi : Ui | 1 ≤ i ≤ ℓ } which is compatible with A, and a symbolic transition A Φ,α−−→ A′ such that
bnv(α) ∩ fnv(D) = ∅, we define a new trail
X(α, dom(A),D) ,

D ∪ {x : dom(A)} α is u(x)
{ xi : Ui ∪ {c} | 1 ≤ i ≤ ℓ } α is νc. u⟨c⟩
D otherwise.
Intuitively, function X updates the current trail after each transition. It records the abstract current environment
knowledge on input and prevents the prior input variables from using the fresh names generated by bound outputs. It
will be established by Lemma 4.1 below that X(α, dom(A),D) is compatible with A′. But before that let us illustrate this
with an example.
Example 4.3. In this example, symbolic transitions are drawn on the left while trails are on the right. We start from an
empty trail. After each transition, the updated trail is computed according toX defined above:
νk.νc.νd. a(x).b⟨h(k)⟩.a⟨c⟩.b(y).a⟨d⟩ ∅
true,a(x)−−−−→ νk.νc.νd. b⟨h(k)⟩.a⟨c⟩.b(y).a⟨d⟩ {x : ∅}
true,νz.b⟨z⟩−−−−−−→ νk.νc.νd. (a⟨c⟩.b(y).a⟨d⟩ | {h(k)/z}) {x : ∅}
true,νc.a⟨c⟩−−−−−−→ νk.νd. (b(y).a⟨d⟩ | {h(k)/z}) {x : {c}}
true,b(y)−−−−→ νk.νd. (a⟨d⟩ | {h(k)/z}) {x : {c}, y : {z}}
true,νd.a⟨d⟩−−−−−−→ νk. {h(k)/z} {x : {c, d}, y : {d, z}}.
The private channel names c and d are opened after the input of x, hence x cannot access c, d. When y is received, the
knowledge z is available to y. Thus y can access z. It is straightforward to check that the updated trails are compatible with
the updated processes.
The following two lemmas, Lemmas4.1 and4.2, establish the connections between symbolic transitions and intermediate
transitions. Their proofs can be found in Appendix D.
Lemma 4.1. Assume D is compatible with A and A Φ, α−−→ A′ with bnv(α) ∩ atom(D) = ∅. Let E = X(α, dom(A),D),
θ ′ ∈ Ω(E,Φ) and θ = θ ′|dom(D). Then E is compatible with A′, θ ∈ Ω(D, true) and Γ (Aθ) αθ
′−→i Γ (A′θ ′).
Lemma 4.2. Assume D is compatible with A and Γ (Aθ)
β−→i B such that θ ∈ Ω(D, true), fv(β) ⊆ dom(A) and bnv(β) ∩
atom(D, θ) = ∅.
1. If β is a(M), then, for any x of the sort of M and x /∈ fv(A,M,D), there existΦ, u, A′ such that
(a) A
Φ, u(x)−−−→ A′
(b) θ ∪ {M/x} ∈ Ω(E,Φ ∧ u = a) where E = D ∪ {x : dom(A)}
(c) Γ (A′(θ ∪ {M/x})) = B;
2. Otherwise, there existΦ, α and A′ such that
(a) A
Φ, α−−→ A′
(b) θ ∈ Ω(E,Φ) where E = X(α, dom(A),D)
(c) αθ = β and Γ (A′θ) = B.
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The symbolic weak transition relations
Φ, γ=⇒, where γ ranges over {α, ϵ}, are generated by the following rules:
A true, ϵ=⇒ A
A
Φ, α−−→ B implies A Φ, α=⇒ B
A
Φ, τ−−→Ψ , γ=⇒ B implies A Φ∧Ψ , γ=⇒ B
A
Φ, γ=⇒ Ψ , τ−−→ B implies A Φ∧Ψ , γ=⇒ B.
We write Φ,α=⇒ to mean Φ, α=⇒ if α is not τ and Φ, ϵ=⇒ otherwise.
The weak versions of Lemmas 4.1 and 4.2 also hold (again their proofs are deferred to Appendix D).
Lemma 4.3. Assume D is compatible with A and A Φ, α=⇒ A′ with bnv(α) ∩ atom(D) = ∅. Let E = X(α, dom(A),D),
θ ′ ∈ Ω(E,Φ) and θ = θ ′|dom(D). Then
1. E is compatible with A′, θ ∈ Ω(D, true)
2. Γ (Aθ) αθ
′=⇒i Γ (A′θ ′) .
Lemma 4.4. Assume D is compatible with A and Γ (Aθ) β=⇒i B such that θ ∈ Ω(D, true), fv(β) ⊆ dom(A) and
bnv(β) ∩ atom(D, θ) = ∅.
1. If β is a(M) then, for any x of the sort of M and x /∈ fv(A,M,D), there existΦ, u, A′ such that
(a) A
Φ, u(x)=⇒ A′
(b) θ ∪ {M/x} ∈ Ω(E,Φ ∧ u = a) where E = D ∪ {x : dom(A)}
(c) Γ (A′(θ ∪ {M/x})) = B;
2. Otherwise, there existΦ, α and A′ such that
(a) A Φ, α=⇒ A′
(b) θ ∈ Ω(E,Φ) where E = X(α, dom(A),D)
(c) αθ = β and Γ (A′θ) = B.
To define symbolic bisimulation, we need a symbolic method to compare the knowledge of two intermediate extended
processes. The notion of symbolic static equivalence is defined using similar techniques developed in [13,4].
Definition 4.1 (Symbolic Static Equivalence). Let (D,Φ) be a constraint, A = νn1.F1 and B = νn2.F2 intermediate extended
processes. A and B are symbolically statically equivalentw.r.t. (D,Φ), written A ∼(D,Φ) B if
1. D is compatible with A and B,
2. dom(A) = dom(B),
3. for some fresh variables x1, x2 ∈ Vb, let E = D ∪ {x1 : dom(A), x2 : dom(A) }
Φi = Hni. ϕ(Fi) I (x1 = x2), i = 1, 2. ThenΩ(E,Φ ∧ Φ1) = Ω(E,Φ ∧ Φ2).
Intuitively, x1 = x2 can be understood as representing a set of concrete equality tests on terms like M = N . The above
definition symbolically characterises the idea that such equality tests will be satisfied simultaneously by the frames of the
concrete processes corresponding to A and B. The following lemma establishes the correspondence between symbolic static
equivalence and intermediate static equivalence. Its proof is deferred to Appendix D.
Lemma 4.5. SupposeD is compatible with A and B. Then A ∼(D,Φ) B iff Γ (Aθ) ∼i Γ (Bθ) for all θ ∈ Ω(D,Φ).
For notational convenience, we shall let
[α = β] ,

u = v α = u(x), β = v(x) or α = νw.u⟨w⟩, β = νw.v⟨w⟩
(u = v) ∧ (w = w′) α = u⟨w⟩, β = v⟨w′⟩
true α = β = τ
false otherwise.
In the following definition, we assume x ∈ Vch, y ∈ Vb and c ∈ N .
Definition 4.2 (Symbolic Bisimulation). A constraint indexed family of symmetric relations S = {S(D,Φ)} between interme-
diate extended processes is a symbolic bisimulation if for any S(D,Φ) ∈ S and any (A, B) ∈ S(D,Φ),
1. A ∼(D,Φ) B
2. for some ∆ = {x, y, c} such that ∆ ∩ fnv(A, B,Φ,D) = ∅, if A Φ1, α−−→ A′ with bnv(α) ⊆ ∆, then there is a collec-
tion of formulae Σ such that Ω(F ,Φ) ⊆ Ω(F ,Σ), where F = X(α, dom(A),D), and for any Ψ ∈ Σ there are
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Fig. 4. Symbolic transition graphs for Example 4.4.
Φ2, β, B′ satisfying
(a) B
Φ2,β=⇒ B′;
(b) Ω(F ,Ψ ) ⊆ Ω(F , [α = β] ∧ Φ2);
(c) (A′, B′) ∈ S(F ,Ψ ).
We write A ≈(D,Φ) B if there is a symbolic bisimulation S = {S(D,Φ)} such that (A, B) ∈ S(D,Φ).
In addition to being statically equivalent, for two processes to be symbolically bisimilar with respect to a compatible
constraint, for every transition of one process which updates the current constraint, the other process is required to mimic
the transition under a decomposition of the formula in such a way that the residual processes can continue to simulate each
other with respect to the updated constraint and each formula in the decomposition.
Before we indulge in the soundness and completeness proofs of symbolic bisimulation with respect to concrete
bisimulation as defined in Section 2.2, let us illustrate the definition with two small examples which are outside the scope
of any previous theory of symbolic bisimulation for the applied pi calculus. Amore realistic example will be discussed in the
next section.
Example 4.4. Consider the following definitions:
A = νk, c.(a(x).(c⟨d⟩ | c(y) | if x = k then c(z).b⟨c⟩ else 0) | {k/w})
B = νk, c.(a(x).(c⟨d⟩ | c(y) | c(z).if x = k then b⟨c⟩ else 0) | {k/w}).
This is a variant of Example 10.3 in [13]. The test x = k can only be satisfied when x takes the value k byw. When the test is
evaluated to true, both A and B can output on channel b; when the test is evaluated to false, both cannot output on channel
b. Hence in concrete semantics we have A ≈l B. But they are not symbolically bisimilar according to the notion of symbolic
bisimulation introduced there. Here we show they are symbolically bisimilar according to Definition 4.2.
To be more intuitive, the symbolic transition graphs of A, B are drawn in Fig. 4. As in Example 3.2, let F = {x : {w}}, we
can derive thatΩ(F , x = w) = Ω(F ,Φ) = {{M/x} | var(M) ⊆ {w}, M =E w }. SimilarlyΩ(F , x ≠ w) = Ω(F ,Ψ ) =
{{M/x} | var(M) ⊆ {w}, M ≠E w }.We can verify that the following sets constitute a symbolic bisimulation (the symmetric
pairs are omitted):
S(∅, true) = {(A, B)}
S({x:{w}}, x=w) = {(A1, B1), (A3, B1), (A2, B2), (A6, B3), (A5, B2), (A6, B4)}
S({x:{w}}, x≠w) = {(A1, B1), (A2, B2), (A4, B3), (A7, B5), (A7, B2), (A7, B3)}
S({x:{w,c}}, x=w) = {(A8, B6)}
S({x:{w,c}, y:{w}}, x=w) = {(A9, B7)}
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where
A1 = νk, c.(c⟨d⟩ | c(y) | if x = k then c(z).b⟨c⟩ else 0 | {k/w})
A2 = νk, c.( if x = k then c(z).b⟨c⟩ else 0 | {k/w})
A3 = νk, c.(c⟨d⟩ | c(y) | c(z).b⟨c⟩ | {k/w})
A4 = νk, c.(c⟨d⟩ | c(y) | {k/w})
A5 = νk, c.(c(z).b⟨c⟩ | {k/w})
A6 = νk, c.(c(y) | b⟨c⟩ | {k/w})
A7 = νk, c.{k/w}
A8 = νk.(c(y) | {k/w})
A9 = νk.{k/w}
B1 = νk, c.(c⟨d⟩ | c(y) | c(z). if x = k then b⟨c⟩ else 0 | {k/w})
B2 = νk, c.(c(z).if x = k then b⟨c⟩ else 0 | {k/w})
B3 = νk, c.(c(y) | if x = k then b⟨c⟩ else 0 | {k/w})
B4 = νk, c.(c(y) | b⟨c⟩ | {k/w})
B5 = νk, c.(c(y) | {k/w})
B6 = νk.(c(y) | {k/w})
B7 = νk.{k/w}.
Theorem 4.1. Suppose D is compatible with two intermediate extended processes A and B. Then A ≈(D,Φ) B if and only if
Γ (Aθ) ≈l,i Γ (Bθ) for all θ ∈ Ω(D,Φ).
Proof. (=⇒) We construct a binary relation R on closed intermediate extended processes as follows, and show it is an
intermediate bisimulation:
R =

(C, D)
 A ≈(D,Φ) B, ϱ(C) = Γ (Aθ), ϱ(D) = Γ (Bθ)θ ∈ Ω(D,Φ), ϱ is well-formed on fnv(C,D)

.
Assume (C,D) ∈ R. Then there exist A and B such that A ≈(D,Φ) B, ϱ(C) = Γ (Aθ), ϱ(D) = Γ (Bθ), θ ∈ Ω(D,Φ), and
ϱ is well-formed on fnv(C,D) (here ρ is used to avoid the clashes of bound names and bound variables). We verify that R
indeed satisfies the two conditions in Definition 2.4. By Lemmas 4.5 and 2.9, the required intermediate static equivalence
C ∼i D follows immediately. Now let C α−→i C ′. We show that there is a matching transition from D, D α=⇒i D′ such that
(C ′,D′) ∈ R. We start by analysing the simplest case when α is τ :
1. α is τ and C
τ−→i C ′. By Lemma 2.3, applying ϱ to the transition, we obtain that ϱ(C) τ−→i ϱ(C ′). From ϱ(C) = Γ (Aθ) and
Lemma 4.2, there existΦ1 and A′ such that
A
Φ1, τ−−−→ A′ θ ∈ Ω(F ,Φ1) Γ (A′θ) = ϱ(C ′)
where F = X(τ , dom(A),D) = D . It is easy to see that θ ∈ Ω(F ,Φ ∧ Φ1) from θ ∈ Ω(D,Φ). From the hypothesis
A ≈(D,Φ) B and Definition 4.2, there exists a collection Σ of formulae such that Ω(F ,Φ ∧ Φ1) ⊆ Ω(F ,Σ) and
θ ∈ Ω(F ,Ψ ) for some Ψ ∈ Σ . Moreover there existΦ2 and B′ such that
B
Φ2, ϵ=⇒ B′ Ω(F ,Ψ ) ⊆ Ω(F ,Φ2) (A′, B′) ∈ S(F ,Ψ ).
By Lemma 4.3 there exists a sequence of internal intermediate transitions starting from Γ (Bθ) and ending at Γ (B′θ):
Γ (Bθ) =⇒i Γ (B′θ).
Since ϱ(D) = Γ (Bθ), we can invoke Lemma 2.5 to remove ϱ, resulting in a D′ such that
D =⇒i D′ ϱ(D′) = Γ (B′θ).
Letϱ′ = ϱ|fnv(C ′,D′). Thenϱ′(C ′) = ϱ(C ′) andϱ′(D′) = ϱ(D′). Since fnv(C ′,D′) ⊆ fnv(C,D),ϱ′ iswell-formed on fnv(C ′,D′).
Hence (C ′,D′) ∈ R.
2. α is a⟨c⟩. This case is similar since a, c ∈ fn(C) and F = X(a⟨c⟩, dom(A),D) = D .
3. α is a(M)with var(M) ⊆ dom(C). HereM may contain some names which are not in fn(C,D), hence we need to prevent
these names from being affected by ϱ. To this end let ξ = name(M)\fn(C,D) = {c1 · · · cn}. We select n pairwise-distinct
fresh names {d1 · · · dn} and construct a new renamingϱ = {d1/c1 · · · dn/cn}. Since fnv(C,D)∪ atom(M) = fnv(C,D)∪ ξ ,
we can infer that
ϱ ◦ϱ is well-formed on fnv(C,D) ∪ atom(M). (2)
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By Lemma 2.3, applying ϱ ◦ϱ to transition C a(M)−−→i C ′, we obtain
ϱ(C) = (ϱ ◦ϱ)(C) c(N)−−→i (ϱ ◦ϱ)(C ′) with c(N) = (ϱ ◦ϱ)(a(M)).
Clearly the variables in N satisfy var(N) ⊆ dom(ϱ(C)) = dom(A). W.l.o.g, we may assume z ∈ ∆ (see Definition 4.2) and
z is of the same sort asM , and let F = D ∪ {z : dom(A)}. From the fact that ϱ(C) = Γ (Aθ) and Lemma 4.2, there exist
Φ1, u and A′ such that
A
Φ1,u(z)−−−−→ A′
θ ∪ {N/z} ∈ Ω(F ,Φ1 ∧ u = c)
Γ (A′(θ ∪ {N/z})) = (ϱ ◦ϱ)(C ′).
Since θ ∈ Ω(D,Φ), fv(Φ1) ⊆ fv(A) and z /∈ fnv(A, B,D,Φ), by Lemma 3.3, we can derive θ ∪ {N/z} ∈ Ω(F ,Φ ∧Φ1).
Since A ≈(D,Φ) B, there exists a collection Σ of formulae such that Ω(F ,Φ ∧ Φ1) ⊆ Ω(F ,Σ) and θ ∪ {N/z} ∈
Ω(F ,Ψ ) for some Ψ ∈ Σ . Moreover there existΦ2, v, B′ such that
B
Φ2,v(z)=⇒ B′ Ω(F ,Ψ ) ⊆ Ω(F ,Φ2 ∧ u = v) A′ ≈(F ,Ψ ) B′.
And we know vθ = uθ = c . By Lemma 4.3 we obtain
Γ (Bθ)
c(N)=⇒i Γ (B′(θ ∪ {N/z})).
From ϱ(D) = (ϱ ◦ϱ)(D) = Γ (Bθ) and (2), by Lemma 2.6,
D
a(M)=⇒i D′ (ϱ ◦ϱ)(D′) = Γ (B′(θ ∪ {N/z})).
Let ϱ′ = (ϱ ◦ϱ)|fnv(C ′,D′). Then we have ϱ′(C ′) = (ϱ ◦ϱ)(C ′) and ϱ′(D′) = (ϱ ◦ϱ)(D′). Since fnv(C ′,D′) ⊆ fnv(C,D)∪ atom(M), ϱ′ is well-formed on fnv(C ′,D′). Therefore (C ′,D′) ∈ R.
4. α is νd.a⟨d⟩with d /∈ fn(C,D). In this case there may be a confliction between d and names occurring in ϱ. To avoid this
we first select a fresh name l such that l /∈ fn(C,D, ϱ, A, B,Φ,D, θ, d). By Lemmas 2.7 and 2.3, we have
C
νl.a⟨l⟩−−−→i {l/d}C ′
ϱ(C)
νl.b⟨l⟩−−−→i (ϱ ◦ {l/d})C ′ where b = ϱ(a).
Since ϱ(C) = Γ (Aθ), by Lemma 4.2 we have
A
Φ1,νl.u⟨l⟩−−−−−→ A′′ θ ∈ Ω(E,Φ1) Γ (A′′θ) = (ϱ ◦ {l/d})C ′
where E = X(νl.u⟨l⟩, dom(A),D). Assume c ∈ ∆ (see Definition 4.2). Then there exists A′ such that
A
Φ1,νc.u⟨c⟩−−−−−→ A′ A′ ≡i {c/l}A′′.
Letθ = {m/c}θ and F = X(νc.u⟨c⟩, dom(A),D) with m fresh, namely m /∈ fn(C,D, ϱ, A, B,Φ,D, θ, l, c, d). Then we
can see thatθ ∈ Ω(F ,Φ ∧ Φ1) and
Γ (A′θ) = Γ (({c/l}A′′)({m/c}θ))
= ({c/l} ◦ {m/c})Γ (A′′θ)
= ({c/l} ◦ {m/c} ◦ ϱ ◦ {l/d})C ′.
Since A ≈(D,Φ) B, there exists a collectionΣ of formulae such thatΩ(F ,Φ ∧Φ1) ⊆ Ω(F ,Σ) andθ ∈ Ω(F ,Ψ ) for
some Ψ ∈ Σ . Moreover there existΦ2, v and B′ such that
B
Φ2,νc.v⟨c⟩=⇒ B′ Ω(F ,Ψ ) ⊆ Ω(F , Φ2 ∧ u = v) A′ ≈(F ,Ψ ) B′.
Hence vθ = uθ = b. By Lemma 4.3 we obtain
Γ (Bθ) νc.b⟨c⟩=⇒ i Γ (B′θ).
Hence, by Lemma 2.8 there exists D(4) such that
Γ (Bθ) νl.b⟨l⟩=⇒i D(4) = {l/c}Γ (B′θ).
Clearly Γ (Bθ) = {m/c}Γ (Bθ). By Lemma 2.6, there exists D′′′ such that
Γ (Bθ)
νl.b⟨l⟩=⇒i D′′′ {m/c}D′′′ = D(4).
Since ϱ(D) = Γ (Bθ), by Lemma 2.6 again, there exists D′′ such that
D
νl.a⟨l⟩=⇒i D′′ ϱ(D′′) = D′′′.
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Again by Lemma 2.8, there is D′ such that
D
νd.a⟨d⟩=⇒ i D′ D′ = {d/l}D′′.
Thus D′ = ({c/l} ◦ {m/c} ◦ ϱ ◦ {l/d})Γ (Bθ). Let ϱ′ = {c/l} ◦ {m/c} ◦ ϱ ◦ {l/d}|fnv(C ′,D′). Since fnv(C ′,D′) ⊆ fnv(C,D, d), for
any n ∈ fn(C,D, d)
ϱ′(n) =

c if n = d
m else if n ≠ d and ϱ(n) = c
ϱ(n) otherwise.
Since ϱ is well-formed on fnv(C,D), we can conclude ϱ′ is well-formed on fnv(C ′,D′). Therefore (C ′,D′) ∈ R.
5. The case α = νz.a⟨z⟩with z /∈ fv(C,D) is similar. We select a fresh y, namely y /∈ fv(A, B, C,D, ϱ,D,Φ, θ, z), so that
C
νz.a⟨z⟩−−−→i C ′
C
νy.a⟨y⟩−−−→i C1 = {y/z}(C ′)
ϱ(C)
νy.b⟨y⟩−−−→i ϱ(C1).
By Lemma 2.4,
A
Φ1,νy.u⟨y⟩−−−−−→ A′′ Γ (A′′θ) = ϱ(C1) θ ∈ Ω(D,Φ ∧ Φ1).
Assume x ∈ ∆ (see Definition 4.2). Then there is some A′ such that A Φ1,νx.u⟨x⟩−−−−−→ A′ and A′ ≡i {x/z}A′′. Since var(ran(θ)) ⊆
dom(A) and x /∈ fv(A, B), we have x /∈ fv(ϱ(C), ϱ(D)) ∪ var(ran(ϱ)). The rest of the proof is the same as the above case.
(⇐=) We construct a constraint indexed family of symmetric relations S = {S(D,Φ)} as follows and show it is a symbolic
bisimulation:
S(D,Φ) = {(A, B) | for any θ ∈ Ω(D,Φ), Γ (Aθ) ≈l,i Γ (Bθ)}.
The symbolic static equivalence part A ∼(D,Φ) B follows immediately from Lemma 2.9 and Lemma 4.5. Now assume
A
Φ1,α−−→ A′ with bnv(α) ∩ fnv(A, B,D,Φ) = ∅ andΩ(F ,Φ ∧ Φ1) ≠ ∅ where F = X(α, dom(A),D). We show there are
matching transitions from B. To this end we construct the following collection of formulae:
Σ =
Ψ ∧ [αo = α] ∧ 
x∈dom(F )
(x = xθ ′) | B Ψ ,αo=⇒ B′, Γ (A′θ ′) ≈l,i Γ (B′θ ′), θ ′ ∈ Ω(F , true)

.
First we verify that Σ satisfies all the conditions of (2) in Definition 4.2. Assume Ψ ∈ Σ such that Ω(F ,Ψ ) ≠ ∅.
By the construction of Σ there is Ψ = Ψ ∧ [αo = α] ∧ x∈dom(F )(x = xθ ′) and Γ (A′θ ′) ≈l,i Γ (B′θ ′). Since
var(xθ ′) ∩ dom(F ) = ∅, we observe that xθ ′′ =E xθ ′ for any θ ′′ ∈ Ω(F , Ψ ) and any x ∈ dom(F ). Let A′ = νn.F . Then
x(θ ′′ϕ(F))∗ =E x(θ ′ϕ(F))∗ by the closure property of =E as stated in Section 2.1. In combination with Lemma 3.4 we have
Γ (A′θ ′′) ≃ Γ (A′θ ′) ≈l,i Γ (B′θ ′) ≃ Γ (B′θ ′′). Hence, by Lemma 2.1, we can deduce that Γ (A′θ ′′) ≈l,i Γ (B′θ ′′). Therefore
(A′, B′) ∈ S(F ,Ψ ) by the construction of S(F ,Ψ ).
We are left to verify that
Ω (F ,Φ ∧ Φ1) ⊆ Ω

F ,

Σ

.
Assume θ ′ ∈ Ω(F ,Φ ∧ Φ1) and let θ = θ ′|dom(D). Note that the only case where the set of constraint variables can be
increased in constructing F from D is when α is an input action. Since bv(α) ∩ fv(Φ) = ∅, we have θ |fv(Φ) = θ ′|fv(Φ). In
combination with Lemma 3.3(2), we know θ |= Φ . From Lemma 4.1, it holds that
Γ (Aθ)
β−→i Γ (A′θ ′) θ ∈ Ω(D,Φ) β = αθ ′.
Since Γ (Aθ) ≈l,i Γ (Bθ), there exists C such that
Γ (Bθ)
β=⇒i C and Γ (A′θ ′) ≈l,i C .
By Lemma 4.4 and a case analysis on β , there exist Φ2, αo and B′ such that B
Φ2,αo=⇒ B′ where αoθ ′ = β, θ ′ ∈ Ω(F ,Φ2)
and Γ (B′θ ′) = C .Noting that β = αθ ′, this exactlymeans θ ′ ∈ Ω(F , Φ2∧[αo = α]) andΓ (A′θ ′) ≈l,i Γ (B′θ ′). Moreover,
θ ′ ∈ Ω(F ,Σ) by the construction ofΣ . This concludes the proof. 
Corollary 4.1. If A ≈(D,Φ) B andΩ(D,Ψ ) ⊆ Ω(D,Φ) then A ≈(D,Ψ ) B.
Proof. This is a direct corollary of Theorem 4.1. 
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Theorem 4.2. Let Ar , Br be two closed extended processes. Then Ar ≈ Br iff Γ (Ar) ≈(∅, true) Γ (Br).
Proof. This is a direct corollary of Corollary 2.2 and Theorem4.1 (since Ar and Br are closed, dom(θ) = ∅ in Theorem4.1). 
5. Application to security protocol
We consider a slightly simplified version of the second private authentication protocol proposed in [2]. The protocol
is dedicated to providing authentication for principals that wish to communicate, without leaking their identities to third
parties. When principal Awishes to talk to principal B, they proceed as follows:
A −→ B : {NA, pub(A)}pub(B)
B −→ A : {NA,NB, pub(B)}pub(A).
Principal A generates a fresh nonce and sends it to principal B with A’s public key. Principal B checks whether the message
is of the expected form upon receipt. If it succeeds, B generates a fresh nonce NB and sends NA,NB and B’s public key to A. If
it fails, B sends a ‘‘decoy’’ message {N}pub(B) where N is a fresh nonce. The decoy message is used to prevent certain attacks,
and is shown to be crucial for protecting the identity of principals in [12].
Formally, in applied pi calculus, the session roles of initiator I(a, b) and responder R(a, b) can be modelled by the
following processes:
I(a, b) = c i⟨aenc(⟨na, pk(ka)⟩, pk(kb))⟩
R(b, a) = cr(x). if L = pk(ka) then cr⟨aenc(M, pk(ka))⟩
else cr⟨aenc(m, pk(kb))⟩
where M = ⟨π1(adec(x, kb)), ⟨nb, pk(kb)⟩⟩ and L = π2(adec(x, kb)). The identity privacy of initiators can be formalised by
the observational equivalence (or labelled bisimilarity) between the following processes C and D:
C = νn.(I(a, b) | R(b, a) | σ)
D = νn.(I(c, b) | R(b, c) | σ)
where σ = {pk(ka)/w1, pk(kb)/w2, pk(kc)/w3} andn = ka, kb, kc, na, nb, nc,m. Intuitively, observational equivalence
between C andDmeans, whatever attackers do, they cannot tell the initiator running in the protocol is a or c . The equational
theory=E is given by the following three equations:
adec(aenc(x, pk(y)), y) = x π1(⟨x, y⟩) = x π2(⟨x, y⟩) = y.
It is shown in [12] that symbolic trace equivalence coincides with observational equivalence on finite and deterministic
processes without Else branches. Combining with the tool developed in [4], a decision procedure for observational
equivalence on this class of processes is obtained in [12]. Unfortunately, this result is not applicable to processes which
contain Else branches or replications, such as C and D. As a consequence, no positive verification is carried out there to
prove that the above protocol indeed ensures identity privacy. In the rest of this section we shall demonstrate that C and D
are indeed symbolic bisimilar, hence the protocol does enjoy the identity privacy property.
Let
σ1 = {aenc(⟨na, pk(ka)⟩, pk(kb))/w4}
σ2 = {aenc(⟨nc, pk(kc)⟩, pk(kb))/w4}
σ3 = {aenc(M, pk(ka))/w5}
σ4 = {aenc(m, pk(kb))/w5}
σ5 = {aenc(M, pk(kc))/w5}
and also
Φ11 = Hn.((σ ∪ σ1) I L = pk(ka)) Ψ11 = Hn.((σ ∪ σ2) I L = pk(kc))
Φ12 = Hn.((σ ∪ σ1) I L ≠ pk(ka)) Ψ12 = Hn.((σ ∪ σ2) I L ≠ pk(kc))
Φ21 = Hn.(σ I L = pk(ka)) Ψ21 = Hn.(σ I L = pk(kc))
Φ22 = Hn.(σ I L ≠ pk(ka)) Ψ22 = Hn.(σ I L ≠ pk(kc)).
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To help grasping the proof, the symbolic transition graphs for C and D are depicted in Fig. 5, where
C1 = νn.(R(b, a) | σ | σ1)
C2 = νn.(I(a, b) | if L = pk(ka) then cr⟨aenc(M, pk(ka))⟩ else cr⟨aenc(m, pk(kb))⟩ | σ)
C3 = νn.(if L = pk(ka) then cr⟨aenc(M, pk(ka))⟩ else cr⟨aenc(m, pk(kb))⟩ | σ | σ1)
C4 = νn.(cr⟨aenc(M, pk(ka))⟩ | σ | σ1)
C5 = νn.(cr⟨aenc(m, pk(kb))⟩ | σ | σ1)
C6 = νn.(σ3 | σ | σ1)
C7 = νn.(σ4 | σ | σ1)
C8 = νn.(I(a, b) | cr⟨aenc(M, pk(ka))⟩ | σ)
C9 = νn.(I(a, b) | cr⟨aenc(m, pk(kb))⟩ | σ)
C10 = νn.(I(a, b) | σ3 | σ)
C11 = νn.(I(a, b) | σ4 | σ)
D1 = νn.(R(b, c) | σ | σ2)
D2 = νn.(I(c, b) | if L = pk(kc) then cr⟨aenc(M, pk(kc))⟩ else cr⟨aenc(m, pk(kb))⟩ | σ)
D3 = νn.(if L = pk(kc) then cr⟨aenc(M, pk(kc))⟩ else cr⟨aenc(m, pk(kb))⟩ | σ | σ2)
D4 = νn.(cr⟨aenc(M, pk(kc))⟩ | σ | σ2)
D5 = νn.(cr⟨aenc(m, pk(kb))⟩ | σ | σ2)
D6 = νn.(σ5 | σ | σ2)
D7 = νn.(σ4 | σ | σ2)
D8 = νn.(I(c, b) | cr⟨aenc(M, pk(kc))⟩ | σ)
D9 = νn.(I(c, b) | cr⟨aenc(m, pk(kb))⟩ | σ)
D10 = νn.(I(c, b) | σ5 | σ)
D11 = νn.(I(c, b) | σ4 | σ).
LetD = {x : {w1, w2, w3, w4}} and E = {x : {w1, w2, w3}}. To show C ≈(∅,true) D, we construct the following family of
constraint-indexed binary relations:
S(∅, true) = {(C,D), (C1,D1)}
S(D,Φ11∧Ψ11) = {(C3,D3), (C4,D4), (C6,D6)}
S(D,Φ11∧Ψ12) = {(C3,D3), (C4,D5), (C6,D7)}
S(D,Φ12∧Ψ11) = {(C3,D3), (C5,D4), (C7,D6)}
S(D,Φ12∧Ψ12) = {(C3,D3), (C5,D5), (C7,D7)}
S(E,Φ21∧Ψ22) = {(C2,D2), (C3,D3), (C4,D5), (C6,D7), (C8,D9), (C10,D11)}
S(E,Φ22∧Ψ21) = {(C2,D2), (C3,D3), (C5,D4), (C7,D6), (C9,D8), (C11,D10)}
S(E,Φ22∧Ψ22) = {(C2,D2), (C3,D3), (C5,D5), (C7,D7), (C9,D9), (C11,D11)}.
We decompose the constraint (D, true) into four sub-constraints: (D,Φ11 ∧ Ψ11), (D,Φ11 ∧ Ψ12), (D,Φ12 ∧ Ψ11) and
(D,Φ12 ∧ Ψ12), and (E, true) into three sub-constraints: (E,Φ21 ∧ Ψ22), (E,Φ22 ∧ Ψ21) and (E,Φ22 ∧ Ψ22). Note that we
do not need to consider S(E,Φ21∧Ψ21) because the constraint (E,Φ21 ∧ Ψ21) is unsatisfiable. Starting from the pair (C,D), we
can check this family of relations satisfies the transition-matching requirement of Definition 4.2. For instance, consider the
pair (C3,D3) ∈ S(D,Φ11∧Ψ11). Under the condition Φ11, we have C3 Φ11,τ−−−→ C4; Under the condition Ψ11, D3 can match C3’s
transition by D3
Ψ11,τ−−−→ D4 and (C4,D4) ∈ S(D,Φ11∧Ψ11).
To complete the verification we need to check symbolic static equivalence. The bold-faced pairs have the same frames,
therefore symbolic static equivalence holds trivially on these pairs. The formulae in the constraints on the rest pairs contain
negation, hence checking symbolic static equivalence for these pairs seems outside the scope of the algorithm of [4]. For
instance, in S(D,Φ11∧Ψ12) we have Ψ12 = Hn.((σ ∪ σ2) I L ≠ pk(kc)). Fortunately, Corollary 4.1 allows us to weaken these
conditions. In fact, the symbolic static equivalence on these pairs hold even when the involved formulae are weaken to
true. Moreover, it is sufficient to check that νn.(σ3 | σ | σ1) ∼(F ,true) νn.(σ4 | σ | σ2) ∼(F ,true) νn.(σ4 | σ | σ1) ∼(F ,true)
νn.(σ5 | σ | σ2), where F ranges over {D, E}. These can be verified by the procedure in [4]. Intuitively, the symbolic static
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Fig. 5. Symbolic transition graphs for C and D.
equivalence considered in this example can be so weakened because the private keys ka, kb, kc are always kept secret since
they cannot be derived by attackers during the running of the protocol, as a result the data represented by w4 and w5 are
just some meaningless random data to the attackers.
6. Conclusion
We have presented a general symbolic framework for the applied pi calculus in which a sound and complete notion of
symbolic bisimulation is devised. This is achieved by a careful separation of condition formulae from deducibilities, and
constraints from processes. Moreover, our framework accommodates replications hence our result is for the full applied pi
calculus.
Many of the technical difficulties encountered in developing a symbolic semantics for applied pi calculus are mainly
caused by the two structural equivalence rules: Ar | {M/x} ≡ Ar{M/x} | {M/x} and !Pr ≡ Pr |!Pr , both in the right to left
direction. Indeed, the intermediate representation ([13]) and the on-the-fly transformation approach to replications used
in this paper are introduced to orient the two rules from left to right while preserving labelled bisimilarity.
Introducing hiding and guards into the constraint language helps to separate conditions from deducibilities, but it also
means we cannot simply use existing techniques to decide symbolic bisimulation. After the publication of the conference
version of this paper, a symbolic style proof system for the replication-free fragment of applied pi calculus has been
developed [19], along the lines of [15,8,17], which can hopefully be mechanised.
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Appendix
This appendix consists of four sections. In Appendix A we define an alternative semantics for the applied pi calculus, and
show it is equivalent to the semantics presented in Section 2.2. The purpose of introducing this alternative semantics is to
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simplify the proofs in Appendix B which are for Theorem 2.1 and Corollary 2.2 and the lemmas in Section 2.3. Appendix C
and Appendix D contain the missing proofs in Sections 3 and 4, respectively.
Appendix A. An alternative semantics
The operational semantics of the applied pi calculus relies heavily on structural equivalence. This is because the analysis
of complex data and ‘‘alias’’ mechanism introduced in the calculus depends on structural equivalence rules such as Subst
and Rewrite. Unfortunately such a structural equivalence makes the task of developing a reasonable notion of symbolic
semantics technically difficult. Thus, as a first step, similar to [13],we need to preprocess the original semantics in Section 2.2
and rewrite it to a more convenient form while preserving the observational equivalence.
In this section we replace the two-directional rule !Pr ≡ Pr |!Pr in structural equivalence in Section 2.2 with the
one-directional !Pr τ−→ Pr |!Pr in the internal reduction, as well as replacing the Then in Section 2.2 with if M = N
then Pr else Qr
τ−→ Pr ifM =E N .
We shall show that the notions of the observational equivalence generated by the two sets of rules are exactly the same
(Theorem A.1). In other words, it is adequate to handle replications with !Pr τ−→ Pr |!Pr only.
In order to avoid confusion, in the following discussions we shall use ≡r , τ−→r , τ=⇒r , ⇓ra ≈r to refer to structural
equivalence, (strong and weak) transitions, etc. defined in Section 2, and use ≡, τ−→, =⇒, ⇓a and ≈ for the corresponding
ones generated here. To prove that ≈r coincides with ≈, we need to explore the relationship between τ−→r and τ−→. Their
transformations are mainly formalised by the following Lemmas A.2 and A.3.
We write Ar ≻1 Br if Ar can be transformed to Br by applying to a subterm (which is not under a replication, an input, a
conditional, or an output) of Ar an axiom of structural equivalence≡r , except that !Pr ≡r Pr |!Pr can only be used from left
to right; we write≻ for the reflexive and transitive closure of≻1. We say a sequence A1r ≻1 A2r ≻1 · · · ≻1 Aℓr is a linear proof
sequence of A1r ≻ Aℓr .
Since the use of evaluation context before the use of structural equivalence canbe swapped. Twoapplications of structural
equivalence as well as evaluation contexts can be condensed to one, we can always obtain a derivation for any transition in
which the use of structural equivalence occurs only once and at the last step. We shall call such a derivation a normalised
derivation.
For n ≥ 1, an n-hole evaluation context C is an extended process with n holes which are not under a replication, an input,
an output or a conditional. Wewrite C[A1r , A2r , . . . , Anr ] for the extended process obtained by filling the holes with processes.
Lemma A.1. Assume Ar ≻ Br and Ar = C[!Pr ] with C an evaluation context. Then there exist an evaluation context C ′ and a
plain process Qr such that Br = C ′[!Qr ] and C[Pr |!Pr ] ≻ C ′[Qr |!Qr ].
Proof. By induction on the length of the linear proof sequence for ≻. If the length is 0, the result holds immediately. Now
assume Ar ≻1 A1r ≻1 A2r · · · ≻1 Aℓr ≻1 Aℓ+1r = Br . By the induction hypothesis there exist a plain process Rr and an evaluation
context C ′′ such that
Aℓr = C ′′[!Rr ] C[Pr |!Pr ] ≻ C ′′[Rr |!Rr ]. (A.1)
We argue by case analysis on the axiom used in deriving Aℓr ≻1 Aℓ+1r . We give the details only for two cases when ≻1 is
Rewrite and Subst. The other cases are similar.
1. Aℓr = C ′′′[{M/x}] ≻1 C ′′′[{N/x}] = Aℓ+1r with M =E N . Since there is no way that active substitution {M/x} can occur
inside replications, it is easy to see that there exists a two-hole evaluation context D such that Aℓr = D[!Rr , {M/x}],
D[!Rr , ·] = C ′′′ and D[·, {M/x}] = C ′′. Using the Rewrite axiom, we know that D[Rr |!Rr , {M/x}] ≻1 D[Rr |!Rr , {N/x}].
Let C ′ = D[·, {N/x}] and Qr = Rr . Clearly Aℓ+1r = C ′[!Qr ]. Hence C[Pr |!Pr ] ≻ C ′′[Rr |!Rr ] ≻1 C ′[Qr |!Qr ] and the result
holds.
2. (a) Aℓr = C ′′′[Er | {M/x}] ≻1 C ′′′[Er{M/x} | {M/x}] = Aℓ+1r . Since the hole in any evaluation context has no chance to
occur under any replication, !Rr in (A.1) should occur in either Er or C ′′′. The analysis for the latter case is similar as
the above case. Nowwe consider the former case. Here there exists an evaluation contextD such that Er = D[!Rr ] and
C ′′′[D[·] | {M/x}] = C ′′. The substitution {M/x} will apply to D and Rr while rewriting Aℓr to Aℓ+1r . Let D′ = D{M/x}
and Qr = Rr{M/x}. We can easily see that Aℓ+1r = C ′′′[D′[!Qr ] | {M/x}] and C ′′′[D[Rr |!Rr ] | {M/x}] ≻1 C ′′′[D′[Qr |
!Qr ] | {M/x}]. Let C ′ = C ′′′[D′[·] | {M/x}]. Then Aℓ+1r = C ′[!Qr ] and C[Pr |!Pr ] ≻ C ′′[Rr |!Rr ] ≻ C ′[Qr |!Qr ].
(b) Aℓr = C ′′′[Er{M/x} | {M/x}] ≻1 C ′′′[Er | {M/x}] = Aℓ+1r . When !Rr in (A.1) occurs in Er{M/x}, clearly there exist an
evaluation context D and a plain process Qr such that Er = D[!Qr ] and Qr{M/x} = Rr . The rest is similar to the above
case.
3. Aℓr = C ′′′[!P ′r ] ≻1 C ′′′[P ′r |!P ′r ] = Aℓ+1r . When !P ′r is !Rr in (A.1), the result holds trivially; otherwise !Rr in (A.1) should
occur in C ′′′ and the remaining analysis is similar. 
Lemma A.2. Assume Ar
τ−→r A′r where Ar , A′r are closed. Then there exist closed Br , B′r such that Ar ≻ Br τ−→ B′r ≡r A′r .
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Proof. Consider the normalised derivation of transition Ar
τ−→r A′r . There are three cases:
1. Ar ≡r C[if M = M then Pr else Qr ] τ−→r C[Pr ] ≡r A′r with C an evaluation context. We may assume C[if M = M
then Pr else Qr ] and C[Pr ] are both closed; for otherwise we can let fv(C[if M = M then Pr else Qr ])− dom(C[if M = M
then Pr else Qr ]) = {x1, . . . , xn} and choose n fresh names s1, . . . , sn and let σ = {s1/x1, . . . , sn/xn}. Since the rewriting
≡r cannot change the domain of the process, it is easy to see that Ar = Arσ ≡r Cσ [if Mσ = Mσ then Prσ else Qrσ ] τ−→r
Cσ [Prσ ] ≡r A′rσ = A′r .
We can easily know that C[if M = M then Pr else Qr ] τ−→ C[Pr ]. Thus Ar ≡r C[if M = M then Pr else Qr ] τ−→ C[Pr ] ≡r
A′r . Now we proceed to construct the required Br and B′r as stated in the lemma. The rest of the proof goes by induction
on the number of applications of !Pr ≡r Pr |!Pr from right to left in deriving Ar ≡r C[if M = M then Pr else Qr ]. If the
number is 0, the result is immediate. So suppose the number is nonzero and consider the last application of !Pr ≡r Pr |!Pr
from right to left (we write≡1r for the application of an axiom of structural equivalence≡r ):
Ar ≡r C ′[Pr |!Pr ] ≡1r C ′[!Pr ] ≻ C[if M = M then Pr else Qr ]
where C ′ is also an evaluation context. From Lemma A.1, we know there exists D′ such that C ′[Pr |!Pr ] ≻ D′[Rr |!Rr ] and
D′[!Rr ] = C[if M = M then Pr else Qr ]. Thus there exists a two hole evaluation context D such that D[!Rr , ·] = C since
if M = M then Pr else Qr cannot occur inside the replication. Then we can derive D[Rr |!Rr , if M = M then Pr else Qr ] τ−→
D[Rr |!Rr , Pr ] and
Ar ≡r C ′[Pr |!Pr ] ≻ D[Rr |!Rr , if M = M then Pr else Qr ]
τ−→ D[Rr |!Rr , Pr ] ≡r C[Pr ] ≡r A′r .
Replacing !Rr with Rr |!Rr does not introduce fresh variables. In other words D[Rr |!Rr , if M = M then Pr else Qr ] and
D[Rr |!Rr , Pr ] are also closed. By induction hypothesis, there exist closed Br , B′r such that Ar ≻ Br τ−→ B′r ≡r A′r .
2. Ar ≡r C[ if M = N then Pr else Qr ] τ−→r C[Qr ] ≡r A′r withM ≠E N ,M,N are ground terms and C an evaluation context.
3. Ar ≡r C[a⟨M⟩.Pr | a(x).Qr ] τ−→r C[Pr | Qr{M/x}] ≡r A′r with C an evaluation context. 
Lemma A.3. Assume Ar , A′r are closed.
1. If Ar
τ−→r A′r then there is a closed A′′r such that Ar =⇒ A′′r ≡r A′r .
2. If Ar
τ−→ A′r then either Ar τ−→r A′r or Ar ≡r A′r .
Proof. 1. Assume Ar
τ−→r A′r . By Lemma A.2, there exist closed Br and B′r such that Ar ≻ Br τ−→ B′r ≡r A′r . Replacing every
left to right application of the rule !Pr ≡r Pr |!Pr in Ar ≻ Br with !Pr τ−→ Pr |!Pr , we obtain Ar ⇒ Br τ−→ B′r ≡r A′r . Letting
A′′r = B′r gives the conclusion.
2. Assume Ar
τ−→ A′r and apply transition induction.
(a) For replications, Ar ≡ C[!Pr ] τ−→ C[Pr |!Pr ] ≡ A′r , we have Ar ≡r A′r .
(b) Assume Ar ≡ C[if M = N then Pr else Qr ] τ−→ C[Pr ] ≡ A′r with M =E N . Select a fresh variable z, we have
C[if M = N then Pr else Qr ] ≡ C[if M = N then Pr else Qr | νz.{N/z}] ≡ C[νz.(if M = z then Pr else Qr |
{N/z})] ≡ C[νz.(if M = z then Pr else Qr | {M/z})] ≡ C[(if M = M then Pr else Qr ]. Then we know that
Ar ≡ C[if M = M then Pr else Qr ] τ−→r C[Pr ] ≡ A′r , namely Ar τ−→r A′r . 
Lemma A.4. 1. If Ar ⇓ra then Ar ⇓a.
2. If Ar ⇓a then Ar ⇓ra.
Proof. 1. From the definition of Ar ⇓ra, we know that Ar =⇒r Cr [a⟨M⟩.Pr ] with Cr an evaluation context and a /∈ bn(Cr).
Then using Lemma A.3 several times we have Ar =⇒ Br ≡r Cr [a⟨M⟩.Pr ]. Assume there are N times of rewriting of
!Qr ≡r Qr |!Qr from right to left in Br ≡r Cr [a⟨M⟩.Pr ]. Similar to the analysis of Lemma A.2, we consider the last
application:
Br ≡r C ′[Qr |!Qr ] ≡1r C ′[!Qr ] ≻ Cr [a⟨M⟩.Pr ].
We can easily see that the free channel names do not change during the rewriting of ≡r . As we have done in the proof
of Lemma A.2, we know there exists a two hole context D such that Br ≡r D[Qr |!Qr , a⟨M⟩.Pr ] with a /∈ bn(D) and ≡r
only contains N − 1 times of rewriting of !Qr ≡r Qr |!Qr from right to left. Continue to use this method, we have that
there exists a context C such that Br ≻ C[a⟨M⟩.Pr ] with a /∈ bn(C). Replacing every left to right application of the rule
!Pr ≡r Pr |!Pr in Br ≻ C[a⟨M⟩.Pr ]with !Pr τ−→ Pr |!Pr , we obtain Ar =⇒ Br =⇒ C[a⟨M⟩.Pr ]. In other words Ar ⇓a.
2. From Ar ⇓a, we have Ar =⇒ Cr [a⟨M⟩.Pr ] with a /∈ bn(Cr). Replacing the reduction !Pr τ−→ Pr |!Pr with !Pr ≡r Pr |!Pr , we
have that Ar =⇒r Cr [a⟨M⟩.Pr ]. Thus we have that Ar ⇓ra. 
Theorem A.1. ≈r coincides with≈.
J. Liu, H. Lin / Theoretical Computer Science 458 (2012) 76–112 99
Proof. 1. (=⇒) We construct a set S of pairs of closed extended processes such that
S = { (Ar , Br) | Ar ≡r ≈r ≡r Br }
and show S ⊆≈. Assume (Ar , Br) ∈ S because of Ar ≡r Cr ≈r Dr ≡r Br for some Cr and Dr .
(a) Assume Ar =⇒ A′r . Using Lemma A.3 several times, we have Ar =⇒r A′r or Ar ≡r A′r . When Ar =⇒r A′r , we have
Cr =⇒r A′r . By the definition of≈r , there exists D′r such that Dr =⇒r D′r ≈r A′r . Repeated applications of Lemma A.3
give a B′r such that Br =⇒ B′r ≡r D′r . Hence (A′r , B′r) ∈ S. When Ar ≡r A′r , let B′r = Br . Then Br =⇒ B′r and
A′r ≡r Ar ≡r≈r≡r Br = B′r . Hence (A′r , B′r) ∈ S.
(b) If Ar ⇓a, then by Lemma A.4, we have Ar ⇓ra. From Cr ≡r Ar , we have Cr ⇓ra. From Cr ≈r Dr , we have Dr ⇓ra. From
Dr ≡r Br , we have Br ⇓ra. Using Lemma A.4 again, we have Br ⇓a.
(c) Since ≡r and ≈r are both closed by evaluation contexts, we have Cr [Ar ] ≡r Cr [Cr ] ≈r Cr [Dr ] ≡r Cr [Br ], namely
(Cr [Ar ],Cr [Br ]) ∈ S for any evaluation context Cr .
2. (⇐=) We construct a set R of pairs of closed extended processes such that
R = { (Ar , Br) | Ar ≡r ≈≡r Br }
and show that R ⊆≈r . Assume (Ar , Br) ∈ S because of Ar ≡r Cr ≈ Dr ≡r Br for some Cr and Dr .
(a) Assume Ar
τ=⇒r A′r . Then we have Cr =⇒r A′r . Using Lemma A.3 several times, we have Cr =⇒ C ′r ≡r A′r . By the
definition of ≈, there exists D′r such that Dr =⇒ D′r ≈ C ′r . Repeated applications of Lemma A.3 give Dr =⇒r D′r or
Dr ≡r D′r . Since Br ≡r Dr , we have Br =⇒r D′r or Br ≡r D′r . In the former case, let B′r = D′r and in the latter case let
B′r = Br . We have (A′r , B′r) ∈ R.
(b) If Ar ⇓ra, then Cr ⇓ra. Then by Lemma A.4, we have Cr ⇓a. >From Cr ≈ Dr , we have Dr ⇓a. Using Lemma A.4 again, we
have Dr ⇓ra. From Dr ≡r Br , we have Br ⇓ra.
(c) Since ≡r and ≈ are both closed by evaluation contexts, we have Cr [Ar ] ≡r Cr [Cr ] ≈ Cr [Dr ] ≡r Cr [Br ], namely
(Cr [Ar ],Cr [Br ]) ∈ R for any evaluation context Cr . 
Since the operational semantics defined in this section gives the same notion of observational equivalence as that defined
by the rules in Section 2.2, in the rest part of this appendix we shall always use the operational semantics in this section.
Appendix B. Proofs in Section 2.3
This section is organised as follows: Appendix B.1 is devoted to the proof of Theorem 2.1, while Appendix B.2 establishes
some useful properties regarding renamings which will be used in Appendix C.
B.1. Proof of Theorem 2.1
The proofs of the following Lemma B.1 is similar to Lemma A.4 in [13], while Lemmas B.2 and B.3 are similar to Lemma
4.5 (the cases for−→i and α−→i) and Proposition 4.6 in [13] respectively. Although our framework differs slightly from theirs,
the techniques developed there are still applicable. Thus we only sketch the proofs for these lemmas below.
We can simply extend the definition of Γ to the evaluation contexts by adding the rule for the hole Γ ([·]) = (·).[·],
where (·)will be treated as restrictions. For example Γ ([·] | νn.a⟨c⟩) = (·).νn.([·] | a⟨c⟩).
Lemma B.1. Let C be an evaluation context in which bound names and bound variables are pairwise-distinct and different from
the free ones. Letx be the variables such that the hole is in the scope of an occurrence of νx in C. Then there exist some namesn1,n2 and an intermediate framed evaluation context G such that Γ (C) = νn1.(·).νn2.G, and for all extended processes A,
Γ (C[A]) = νn1.νm.νn2.(G[F ]ϕ(G[F ])∗)\x
where Γ (A) = νm.F for some sequence of namesmwith {m}∩ ({n1,n2}∪ fn(C)) = ∅ and some intermediate framed process F .
In particular, when Ar is closed, no active substitution in C can apply to Ar and thus we have Γ (Cr [Ar ]) = νn1.νm.
νn2.Gϕ(F)[F\x] withx ∩ dom(G) = ∅.
Lemma B.2. If B ≃ A α−→i A′ with f v(B, A) ∩ bv(α) = ∅. Then there exists B′ such that B α−→i B′ ≃ A′.
Proof. By induction on the number of rewriting steps of≃. 
Corollary B.1. Suppose B ≃ A α=⇒i A′ with f v(B, A) ∩ bv(α) = ∅. There exists B′ such that B α=⇒i B′ ≃ A′ .
Proof. By repeated applications of Lemma B.2. 
We need to explore the internal reduction between the original one and the intermediate one, which is formalised by
the following Lemma B.3 and Lemma B.8, as well as their weak versions, Lemmas B.4 and B.9.
Lemma B.3. If Ar
τ−→ A′r then Γ (Ar) τ−→i B ≃ Γ (A′r) for some B.
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Proof. Consider the normalised derivation of transition of Ar
τ−→ A′r . 
Lemma B.4. If Ar =⇒ A′r then Γ (Ar) =⇒i B ≃ Γ (A′r) for some B.
Proof. Using Lemmas B.3 and B.2 several times. 
Lemma B.5. If A ≃ C[a⟨M⟩.P]with evaluation context C and a /∈ bn(C). Then A = C ′[a⟨N⟩.Q ]with evaluation context C ′ and
a /∈ bn(C ′).
Proof. The proof is by induction on the number of rewriting steps used in transforming A into C[a⟨M⟩.P]. Intuitively,≃ can
only swap name binders, eliminate or add some redundant name binders and rewriting a termM to an equivalent term by
equational theory. These operations do not affect the structure of an intermediate extended process. 
Lemma B.6. If Ar ⇓a then Γ (Ar) ⇓ia.
Proof. From Ar ⇓a, we have Ar =⇒ Cr [a⟨M⟩.Pr ]with Cr an evaluation context and a /∈ bn(Cr). By Lemma B.4, there exists
B such that Γ (Ar) =⇒i B ≃ Γ (Cr [a⟨M⟩.Pr ]). By Lemma B.1, Γ (Cr [a⟨M⟩.Pr ]) = νn1.νm.νn2.G\x[a⟨Mϕ(G)⟩.Pϕ(G)] where
Γ (Cr) = νn1.(·).νn2.G and Γ (a⟨M⟩.Pr) = νm.a⟨M⟩.P and a /∈ bn(νn1.νm.νn2.G\x). Thus Γ (a⟨M⟩.Pr) ⇓ia. By Lemma B.5,
we have B ⇓ia and finally Γ (Ar) ⇓ia. 
Now we proceed to prove Lemma B.8, which requires some preparation. We say an extended process Ar is open when
it contains no restricted variable and every name binder is under an input, an output, or a conditional. For example
a(x).νn.a⟨n⟩ | {s/y} is an openprocesswhile νn.(a(x).a⟨n⟩ | {s/y}) is not.Wewriteϕ(Ar) for the union of active substitutions
of an open process Ar . We say Ar is applied when each variable in dom(Ar) occurs only once. The following function S pulls
out all name binders in an extended process to the top level.
Definition B.1 (Scope S).
S(0) = 0 S(!Pr) =!Pr S(νn.Ar) = νn.S(Ar) S({M/x}) = {M/x}
S(u(x).Pr) = νn.u(x).Qr where S(Pr) = νn.Qr
S(u⟨N⟩.Pr) = νn.u⟨N⟩.Qr where S(Pr) = νn.Qr
S(if M = N then Pr else Qr) = νn.νm.if M = N then P ′r else Q ′r where S(Pr) = νn.P ′r and S(Qr) = νm.Q ′r
S(Ar | Br) = νn.νm.(Cr | Dr) where S(Ar) = νn.Cr and S(Br) = νm.Dr
S(νx.Ar) = νn.νx.Br where S(Ar) = νn.Br .
Note that for an applied process Ar , we have that S(Ar) = Γ (Ar) since there is no variable restriction in Ar and all the
active substitutions have already been applied.
Lemma B.7. Let Γ (Ar) ≡i νm.F with F an intermediate framed process. Then
1. Ar ≡ νn1.Br with Br an open and applied process;
2. S(Br) = νn2.F andn1 ∪n2 = m;
3. ϕ(Br) = ϕ(F);
4. fv(Br) ⊆ fv(Br) and dom(Ar) = dom(Br).
Proof. The proof goes by induction on the length of the linear proof sequence for Γ (Ar) ≡i νm.F . First we show the base
step when the length is 0, namely Γ (Ar) = νm.F . To prove these statements, we apply induction on the structure of Ar . We
shall only detail the proof for parallel composition and variable restriction here as the other cases are trivial.
1. Ar = A1r | A2r . By the definition of Γ (−)we have
Γ (A1r ) = νm1.F1, Γ (A2r ) = νm2.F2, wherem1 ∪m2 = m
Γ (Ar) = νm1.νm2.(F1 | F2)ϕ(F1 | F2)∗
(F1 | F2)ϕ(F1 | F2)∗ = F .
By the induction hypothesis, there existn11,n12,n21,n22, B1r , B2r such that
A1r ≡ νn11.B1r A2r ≡ νn21.B2r
S(B1r ) = νn12.F1 S(B2r ) = νn22.F2n11 ∪n12 = m1 n21 ∪n22 = m2
ϕ(B1r ) = ϕ(F1) ϕ(B2r ) = ϕ(F2)
fv(B1r ) ⊆ fv(A1r ) fv(B2r ) ⊆ fv(A2r )
dom(A1r ) = dom(B1r ) dom(A2r ) = dom(B2r ).
Using the structural equivalence, we have
Ar ≡ νn11.νn21.(B1r | B2r ) ≡ νn11.νn21.(B1r | B2r )ϕ(B1r | B2r )∗.
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Applying the active substitutions to the process does not change the free variables and the domain in the process, hence
we have fv(B1r | B2r )ϕ(B1r | B2r )∗) ⊆ fv(Ar) and dom(B1r | B2r )ϕ(B1r | B2r )∗) = dom(Ar). From ϕ(B1r ) = ϕ(F1) and
ϕ(B2r ) = ϕ(F2), we can see ϕ(B1r | B2r )∗ = ϕ(F1 | F2)∗. Pull out the rest restricted names in (B1r | B2r )ϕ(B1r | B2r )∗ we
obtain that
S((B1r | B2r )ϕ(B1r | B2r )∗) = νn12.νn22.(F1 | F2)ϕ(F1 | F2)∗.
Clear {n11,n12,n21,n22} = {m1,m2}.
2. Ar = νx.A′r . W.l.o.g, we assume that Γ (A′r) = νm.(F | {M/x}). By induction hypothesis, we have that A′r ≡ νl1.B′r with
B′r an open and applied process, S(B′r) = νl2.(F | {M/x}) andl1 ∪l2 = m and dom(A′r) = dom(B′r) and fv(B′r) ⊆ fv(A′r).
Note that the name restrictions pulled out by S can only occur in F . Thus we can see that B′r = Br | {M/x} with Br an
open and applied process and S(Br) = νl2.F . Then we can deduce that Ar ≡ νx.νl1.B′r = νx.νl1.(Br | {M/x}) ≡ νl1.(Br |
νx.{M/x}) ≡ νl1.Br . We can easily know that dom(Ar) = dom(Br) and fv(Br) ⊆ fv(Ar).
For the inductive step, we discuss by case analysis on the last axiom used in deriving ≡i. We only detail the proof for
the case when the last axiom is the commutative law. The other cases are similar. Assume Γ (Ar) ≡i νm.G[A | B] ≡1i
νm.G[B | A] = νm.F . By the induction hypothesis, we can deduce that Ar ≡ νn1.Dr with Dr an open and applied
process S(Dr) = νn2.G[A | B] andn1 ∪n2 = m. Since S only pulls out the name restrictions from Dr , we can see that
Dr = Cr [A′r | B′r ]where S(A′r) = νl11.A, S(B′r) = νl12.B and S(Cr) = νl21.(·).νl22.G andl11∪l12∪l21∪l22 =n2. We construct
a process Br by letting Br = Cr [B′r | A′r ] and clearly Br is also open and applied and Ar ≡ νn1.Dr ≡ νn1.Br . Moreover
S(Br) = νl21.νl11.νl12.νl22.G[B | A]. This concludes the proof. 
Lemma B.8. Assume Ar is closed and Γ (Ar)
τ−→i A. Then there exists a closed A′r such that Ar τ−→ A′r and Γ (A′r) ≃ A.
Proof. By induction on the normalised derivation of Γ (Ar)
τ−→i A. In the following G denotes a framed evaluation context.
We only take the case for the expansion of replication as the example here. The other cases are similar.
Assume Γ (Ar) ≡i νn.G[!Pr ] τ−→i νn.νm.G[P |!Pr ] ≡i A with Γ (Pr) = νm.P . By Lemma B.7, we have Ar ≡ νn1.Br
and S(Br) = νn2.G[!Pr ] andn1 ∪n2 = n. Since the bound names in Pr cannot be pulled out, there exists Cr such that
Br = Cr [!Pr ] and S(Cr) = νn21.(·).νn22G andn21 ∪n22 = n2. Hence Ar ≡ νn1.Br = νn1.Cr [!Pr ] τ−→ νn1.Cr [Pr |!Pr ] and
Γ (νn1.Cr [Pr |!Pr ]) = νn1.νn21.νm.νn22.G[P |!Pr ] ≃ νn.νm.G[P |!Pr ] ≡i A. Let νl be the sequence νn1.νn21.νm.νn22. Since
≡i only changes the combination of the parallel composition, there exists F such that A = νn.νm.F and F ≡i G[P |!Pr ].
Moreover we have Γ (νn1.Cr [Pr |!Pr ]) = νl.G[P |!Pr ] ≡i νl.F . By Lemma B.7, there exists open and applied Dr such that
νn1.Cr [Pr |!Pr ] ≡ νl1.Dr and S(Dr) = νl2.F andl1 ∪l2 =l. Let A′r = νl1.Dr . Then we have Ar τ−→ νn1.Cr [Pr |!Pr ] ≡ A′r and
Γ (A′r) = νl1.νl2.F ≃ A. Since Ar is closed and the Br ,Dr we choose satisfy fv(Br ,Dr) ⊆ fv(Ar) and dom(Br ,Dr) ⊆ dom(Ar),
we know that A′r is also closed. 
Lemma B.9. Assume Ar is closed and Γ (Ar) =⇒i A. Then there exists a closed A′r such that Ar =⇒ A′r and Γ (A′r) ≃ A.
Proof. Using Lemmas B.2 and B.8 several times. 
Lemma B.10. If Γ (Ar) ⇓ia then Ar ⇓a.
Proof. From Γ (Ar) =⇒i C[a⟨M⟩.P] and Lemma B.9, we know there exists A′r such that Ar =⇒ A′r and Γ (A′r) ≃ C[a⟨M⟩.P].
By Lemma B.5, we have Γ (A′r) = C ′[a⟨N⟩.Q ]. By Lemma B.7, we have Ar ≡ Cr [a⟨N⟩.Qr ] with evaluation context Cr and
a /∈ bn(Cr). Thus Ar ⇓a. 
In fact,≃ is a congruence, as stated in the following lemma.
Lemma B.11. If νn.F ≃ νm.H, then νn.(Eϕ(F) | F\y) ≃ νm.(Eϕ(H) | H\y) for any variablesy and intermediate framed process
E with dom(E) ∩ dom(F) = fn(E) ∩ (n ∪ m) = ∅.
Proof. The proof goes by induction on the length of the linear proof sequence for≃. When the length is 0, the result holds
trivially. For the inductive step, w.l.o.g., we may assume νn.F ≃ νl.F ′ ≃1 νm.H . By the induction hypothesis, we have
νn.(Eϕ(F) | F\y) ≃ νm.(Eϕ(F ′) | F ′\y). Now we show νn.(Eϕ(F ′) | F ′\y) ≃ νm.(Eϕ(H) | H\y). We only detail the proof for
the case when the last axiom is Rewrite. The other cases are trivial.
Assume the rewriting is νl.F ′ = νk.G1[A{M/x}] ≃ νk.G1[A{N/x}] = νm.H where G1 is an intermediate framed
evaluation context.We can assume thatAdoes not contain restrictions, otherwisewe can adjust the context part.We also can
safely assume that x is fresh andl =k = m (otherwise we can use α-conversion). Then F ′ = G1[A{M/x}] = (G1[A]){M/x}
and H = G1[A{N/x}] = (G1[A]){N/x}. Then
Eϕ(F ′) | F ′\y = Eϕ((G1[A]){M/x}) | [(G1[A]){M/x}]\y
= Eϕ((G1[A]){M/x}) | G1[A]\y{M/x}
= (Eϕ(G1[A]) | G1[A]\y){M/x} ≃ (Eϕ(G1[A]) | G1[A]\y){N/x}
= Eϕ((G1[A]){N/x}) | [(G1[A]){N/x}]\y = Eϕ(H) | H\y.
Hence we can conclude that νn.(Eϕ(F) | F\y) ≃ νm.(Eϕ(H) | H\y). 
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Theorem 2.1. Ar ≈ Br iff Γ (Ar)≈i Γ (Br).
Proof. 1. To prove Ar ≈ Br implies Γ (Ar)≈i Γ (Br), we construct the following set
S = { (A, B) | A ≃ Γ (Ar), Ar ≈ Br , Γ (Br) ≃ B }
and prove S ⊆ ≈i .
(a) First we show that A ⇓ia implies B ⇓ia. By Lemma B.5, we have Γ (Ar) ⇓ia. From Lemma B.10, we can see that Ar ⇓a.
From Ar ≈ Br , we have Br ⇓a. Then from Lemmas B.6 and B.5, we have that B ⇓ia.
(b) Assume A =⇒i A′ then we will show that there exists B′ such that B =⇒i B′ and (A′, B′) ∈ S. By Corollary B.1 we have
Γ (Ar) =⇒i A′′ ≃ A′. By Lemma B.9, we have Ar =⇒ A′r with Γ (A′r) ≃ A′′ ≃ A′. From Ar ≈ Br , there exists B′r such that
Br =⇒ B′r ≈ A′r . By Lemma B.4 and Corollary B.1, we know that there exists B′ such that B =⇒i B′ ≃ Γ (B′r). Hence
(A′, B′) ∈ S.
(c) Assume A = νn.F and B = νm.H . For any E,l,y, let C = νl.νn.(Eϕ(F) | F\y) and D = νl.νm.(Eϕ(H) | H\y).
We need to show that (C,D) ∈ S. Let Cr = νy.νl.(E | [·]). Assume Γ (Ar) = νn1.F1 and Γ (Br) = νm1.H1 and
then Γ (Cr [Ar ]) = νl.νn1.(Eϕ(F1) | F1\y) and Γ (Cr [Br ]) = νl.νm1.(Eϕ(H1) | H1\y). Using Lemma B.11, we have
Γ (Cr [Ar ]) ≃ C and Γ (Cr [Br ]) ≃ D because of νn.F ≃ νn1.F1 and νm.H ≃ νm1.H1. Since ≈ is closed by context,
namely Cr [Ar ] ≈ Cr [Br ], we know that (C,D) ∈ S.
2. To prove Γ (Ar)≈i Γ (Br) implies Ar ≈ Br , we construct the following set
R = { (Ar , Br) | Γ (Ar) ≃ ≈i ≃ Γ (Br) }
and showR ⊆≈. Assume Γ (Ar) = νn.F ≃ νn1.F1≈i νm1.H1 ≃ νm.H = Γ (Br).
(a) First we prove that Ar ⇓a implies Br ⇓a. By Lemmas B.6 and B.5, we know that νn1.F1 ⇓ia. Since νn1.F1≈i νm1.H1, we
have νm1.H1 ⇓ia. By Lemmas B.5 and B.10 we have that Br ⇓a.
(b) Assume Ar =⇒ A′r , we need to show there exists B′r such that Br =⇒ B′r and (A′r , B′r) ∈ R. By Lemma B.4 and
Corollary B.1, we know νn1.F1 =⇒i A such that Γ (A′r) ≃ A. Since νn1.F1≈i νm1.H1, we have νm1.H1 =⇒i B≈i A. By
Corollary B.1 and Lemma B.9, there exists B′r such that Br =⇒ B′r and Γ (B′r) ≃ B. Thus (A′r , B′r) ∈ R.
(c) For any evaluation context Cr , if the bound names in it are not pairwise distinct or different from the free ones, we
can use α-conversion to Cr [Ar ] = C ′r [ϱ(Ar)], Cr [Br ] = C ′r [ϱ(Br)]. Then we will have a new sequence Γ (ϱ(Ar)) =
ϱ(Γ (Ar)) ≃ νn1.ϱ(F1)≈i νm1.ϱ(H1) ≃ ϱ(Γ (Br)) = Γ (ϱ(Br)). Hence we may assume that the bound names in Cr
are pairwise distinct and different from the free ones. By Lemma B.1, we have Γ (Cr [Ar ]) = νl1.νn.νl2.Gϕ(F)[F\y]
and Γ (Cr [Br ]) = νl1.νm.νl2.Gϕ(H)[H\y] for some intermediate framed evaluation context G. Since G does not
contain bound names, we know that G ≡i E | [·] for some intermediate framed process E. Hence by Lemma B.11,
we have Γ (Cr [Ar ]) ≃ νl1.νl2.νn1.Gϕ(F1)[F1\y] ≡i νl1.νl2.νn1.(Eϕ(F1) | F1\y)≈i νl1.νl2.νm1.(Eϕ(H1) | H1\y) ≡i
νl1.νl2.νm.Gϕ(H1)[H1\y] ≃ Γ (Cr [Br ]). Hence (Cr [Ar ],Cr [Br ]) ∈ R. 
The definition of intermediate labelled bisimilarity ≈l,i encompasses not only behavioural equivalence on process
dynamics, but also static equivalence for the partial environmental knowledge exposed by processes. Thus, before proving
Lemma 2.1, we need to establish some closure properties of static equivalence.
Lemma B.12. ∼i is an equivalence relation closed w.r.t.≃ and≡i.
Proof. First observe that, when A ≡i B, A = νn.F and B = νn.H and ϕ(F) = ϕ(H). Since≡i is an equivalence, we know that
∼i is an equivalence relation closed w.r.t.≡i.
For≃, the proof goes by induction on the length of the linear proof sequence for≃. When the length is 0, the result holds
trivially. For the inductive step, w.l.o.g., we may assume A ∼i A′ ≃ B ≃1 C . By the induction hypothesis, we have A ∼i B.
Now we show A ∼i C as follows:
1. B = C[D{M/z}] ≃1 C[D{N/z}] = C and M =E N . Assume C[D] = νm.F . Then for each x ∈ dom(A) we have
xϕ(F{M/z}) =E xϕ(F{N/z}). Let A = νn.H . Since A ∼i B, for any N1,N2 with name(N1,N2) ∩ {n,m} = ∅, N1ϕ(H) =E
N2ϕ(H) iff N1ϕ(F{M/z}) =E N2ϕ(F{M/z}). Since M =E N , N1ϕ(F{M/z}) =E N1ϕ(F{N/z}) and N2ϕ(F{M/z}) =E
N2ϕ(F{N/z}). Thus N1ϕ(H) =E N2ϕ(H) iff N1ϕ(F{N/z}) =E N2ϕ(F{N/z}). Therefore A ∼i C .
2. According to Definition 2.3 for ∼i, A ∼i C holds immediately for the cases when B = νl.νn.D ≃ νl.D = C and when
B = νl.νn.νm.D ≃ νl.νm.νn.D = C . 
Lemma 2.1. ≈l,i is closed under≃ on closed intermediate extended processes.
Proof. We construct the following set
R = { (A, B) | A ≃ ≈l,i ≃ B }
and will show thatR ⊆≈l,i . Suppose A ≃ C ≈l,i D ≃ B. From Lemma B.12, we can see that A ∼i B. Now assume A α−→i A′,
then we will find some B′ such that B α=⇒i B′ and (A′, B′) ∈ R. By Lemma B.2, we know there exists C ′ such that C α−→i C ′.
From C ≈l,i D, there exists D α=⇒i D′ ≈l,i C ′. By Corollary B.1, we have that B α=⇒i B′ ≃ D′. Finally we know that
(A′, B′) ∈ R. 
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Lemma 2.2. Assume dom(E) ∩ fv(F) = fn(E) ∩ (n ∪ m) = var(α) ∩z = ∅.
1. νn.F a(Mϕ(E))−−−−→i νm.H implies νn.(Eϕ(F) | F\z) a(M)−−→i νm.(Eϕ(H) | H\z);
2. νn.F α−→i νm.H implies νn.(Eϕ(F) | F\z) α−→i νm.(Eϕ(H) | H\z) when α is not an input.
Proof. 1. Assume νn.F ≡i νn.G[a(x).P] a(Mϕ(E))−−−−→i νn.G[P{(Mϕ(E))ϕ(G)/x}] ≡i νm.H . Since applications of the three rules
for ≡i only change the combination way of parallel composition, we know that F\z ≡i G\z[a(x).P] and ϕ(F) = ϕ(G).
Thus we have νn.(Eϕ(F) | F\z) ≡i νn.(Eϕ(G) | G\z[a(x).P]) a(M)−−→i νn.(Eϕ(G) | G\z[P{(M(ϕ(Eϕ(G)) ∪ ϕ(G))/x)}]) =
νn.(Eϕ(G) | G\z[P{(Mϕ(E))ϕ(G)/x}]). Since the input transition does not change the bound names in the process, using
α-conversion, we have νm.H = νn.{n/m}(H) = νn.H ′. Again, since applications of the three rules for ≡i only change
the combination way of parallel composition, we can derive H ′\z ≡i G\z[P{(Mϕ(E))ϕ(G)/x}] and ϕ(H ′) = ϕ(G). Thus we
have νn.(Eϕ(G) | G\z[P{(Mϕ(E))ϕ(G)/x}]) = νn.(Eϕ(H ′) | G\z[P{(Mϕ(E))ϕ(G)/x}]) ≡i νn.(Eϕ(H ′) | H ′\z). From the
hypothesis fn(E) ∩ (n ∪ m) = ∅, using α-conversion to change back the bound names m, we have νn.(Eϕ(H ′) | H ′\z) ≡i
νm.(Eϕ(H) | H\z). Hence νn.(Eϕ(F) | F\z) a(M)−−→i νm.(Eϕ(H) | H\z).
2. We only treat the expansion of replication here, as the other cases are similar. Assume νn.F ≡i νn.G[!Pr ] τ−→i νn.νl.G[P |
!Pr ] ≡i νm.H with Γ (Pr) = νl.P . As in the proof of 1, we can derive F\z ≡i G\z[!Pr ] and ϕ(F) = ϕ(G). Adding the parallel
composition and restrictions, we have νn.(Eϕ(F) | F\z) ≡i νn.(Eϕ(G) | G\z[!Pr ]) τ−→i νn.νl.(Eϕ(G) | G\z[P |!Pr ]).
Similar to the input case of 1, we can α-convert νm to νn.νl. and obtain νm.H = νn.νl.H ′ for some H ′. Hence
νn.νl.H ′ ≡i νn.νl.G[P |!Pr ]. Since applications of the three rules for ≡i only change the combination way of parallel
composition, we obtain G\z[P |!Pr ] ≡i H ′\z and ϕ(G) = ϕ(H ′). Adding parallel composition and restrictions, we have
νn.νl.(Eϕ(G) | G\z[P |!Pr ]) ≡i νn.νl.(Eϕ(H ′) | H ′\z) = νm.νl.(Eϕ(H) | H\z). Therefore νn.(Eϕ(F) | F\z) ≡i νn.(Eϕ(G) |
G\z[!Pr ]) τ−→i νn.νl.(Eϕ(G) | G\z[P |!Pr ]) ≡i νm.νl.(Eϕ(H) | H\z). 
B.2. Properties of renamings
In this section we explore the closure properties w.r.t renamings which will be used in Appendix C. Technically, we need
to use renamings to avoid capture caused by bound names and bound variables. We will show that the intermediate static
equivalence∼i and the intermediate transitions α−→i are both closed w.r.t renamings.
We begin this section by showing that part (2) of the Definition 2.3 (for ∼i) is equivalent to the following statement:
for any terms M and N with var(M,N) ⊆ dom(A), then for anyl1,l2,H1,H2 such that A = νl1.H1 and B = νl2.H2 and
name(M,N) ∩ {l1,l2} = ∅,Mϕ(H1) =E Nϕ(H1) iffMϕ(H2) =E Nϕ(H2).
Lemma B.13. Suppose ϱ is well-formed on ξ and atom(M,N) ⊆ ξ . Then M =E N iff ϱ(M) =E ϱ(N).
Proof. The ‘‘=⇒’’ direction follows immediately from the fact that =E is preserved by renaming, and we only detail the
‘‘⇐=’’ direction here. Assume ϱ(u) = v for an arbitrary u ∈ atom(M,N). Since ϱ is well-formed on ξ ,
1. if u ∈ dom(ϱ) then {v/u} ⊆ ϱ.
2. if u ∈ ξ \ dom(ϱ) then ϱ(u) = u = v and v /∈ atom(ran(ϱ)).
Since dom(ϱ−1) = ran(ϱ), we obtain ϱ−1(v) = u in either case. Hence ϱ−1(ϱ(M)) = M and ϱ−1(ϱ(N)) = N . Since ϱ−1 is
also a renaming, applying ϱ−1 to ϱ(M) =E ϱ(N)we obtain ϱ−1(ϱ(M)) =E ϱ−1(ϱ(N)), namelyM =E N . 
From the above proof, we also obtain that, if ϱ is well-formed on ξ then ϱ−1 is also well-formed on ϱ(ξ).
It is easy to see that {l1/n1,l2/n2} is well-formed on {n1,n2} ∪ fnv(A, B,M,N) and {l1/n1,l2/n2}(Mϕ(Fi)) = Mϕ(Hi).
Hence in what follows, we can choose arbitrary names when discussing A ∼i B.
Lemma 2.3. Suppose A α−→i A′,ϱ is well-formed on ξ , fnv(α, A) ⊆ ξ , bnv(α)∩atom(ϱ) = ∅, andβ = ϱ(α). Thenϱ(A) β−→i ϱ(A′).
Proof. By transition induction on A α−→i A′.
1. Elsei. if M = N then P else Q τ−→i Q with M,N are ground terms and M ≠E N . Then by Lemma B.13 we obtain
ϱ(M) ≠E ϱ(N) immediately.
2. Repi. !Pr τ−→i νm.(P |!Pr) where Γ (Pr) = νm.P . We may assume that {m} ∩ name(ϱ) = ∅ as capture can be avoided by
α-conversion. Then !ϱ(Pr) τ−→i νm.(ϱ(P) |!ϱ(Pr)) follows from Γ (ϱ(Pr)) = νm.ϱ(P).
3. The cases for Theni, Commi, Outchi, Outti and Openchi are trivial.
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4. Scopei. νn.A
α−→i νn.A′ because A α−→i A′ and n /∈ name(α). Since n may cause confliction, we select a fresh name l
so that ϱ ◦ {l/n} is well-formed on ξ ∪ {n}. By the induction hypothesis we have ϱ ◦ {l/n}(A) β−→i ϱ ◦ {l/n}(A′) with
β = ϱ ◦ {l/n}(α) = ϱ(α) and l /∈ name(β) since n /∈ α and l is fresh. Finally we have ϱ(νn.A) = νl.ϱ ◦ {l/n}(A) β−→i
νl.ϱ ◦ {l/n}(A′) = ϱ(νn.A′).
5. Structi. We can easily verify that≡i is closed under ϱ, from which the conclusion follows immediately. 
Lemma 2.4. Suppose A α=⇒i A′ and ϱ is well-formed on ξ and fnv(α, A) ⊆ ξ and bnv(α)∩atom(ϱ) = ∅. Then ϱ(A) β=⇒i ϱ(A′)
where β = ϱ(α).
Proof. Since fnv(A′) ⊆ fnv(A) ∪ atom(α) ⊆ ξ ∪ bnv(α) and bnv(α) ∩ atom(ϱ) = ∅, ϱ is well-formed on ξ ∪ bnv(α). The
results holds by using Lemma 2.3 several times. 
Lemma 2.5. Suppose fnv(A) ⊆ ξ , ϱ is well-formed on ξ , and ϱ(A) β−→i B, where fnv(β) ⊆ ϱ(ξ) and bnv(β) ∩ atom(ϱ) = ∅.
Then there exists exactly one α such that ϱ(α) = β and fnv(α) ⊆ ξ . Moreover, A α−→i A′ for some A′ such that ϱ(A′) = B.
Proof. By transition induction on ϱ(A)
β−→i B.
1. Ini. Assume A = a(x).P and ϱ(A) = b(x).ϱ(P) b(N)−−→i ϱ(P){N/x} and x is fresh. Since ϱ is well-formed on ξ and
fnv(β) ⊆ ϱ(ξ), clearly there is exactly one a(M) such that fnv(a(M)) ⊆ ξ , ϱ(M) = N . Also A a(M)−−→i P{M/x} = A′
and ϱ(A′) = ϱ(P){N/x}.
2. The cases for Theni, Elsei, Repi, Outchi, Outti and Openchi are similar.
3. Commi. This case follows immediately from the fact that ϱ can never assign two different names in A to a same name
since ϱ is well-formed.
4. Pari. Suppose A = A1 | A2 and ϱ(A1) | ϱ(A2) β−→i νn.(F | ϱ(A2)) = B from ϱ(A1) β−→i νn.F . W.l.o.g assume
{n} ∩ name(ϱ) = ∅. By the induction hypothesis, there exists exactly one α such that ϱ(α) = β and fnv(α) ⊆ ξ .
Also A1
α−→i νn.H with νn.ϱ(H) = νn.F . Hence by Pari we obtain A1 | A2 α−→i νn.(H | A2) = A′ and ϱ(A′) = B.
5. Scopei. Assume ϱ(A) = νn.D β−→i νn.D′ because D β−→i D′ with n /∈ name(β). Since nmay appear in name(ϱ), we need to
avoid the confliction. Let
ϱ = ϱ if n /∈ ran(ϱ)
ϱ ◦ {l/d} else if ϱ(d) = n and d ≠ n and l is fresh.
Thenϱ is also well-formed on ξ .
If ϱ(d) = n with d ≠ n, then we know that d /∈ fnv(A), for otherwise n ∈ ϱ(A) which contradicts with ϱ(A) = νn.D.
Thus in either case we have ϱ|fnv(A) =ϱ|fnv(A). Henceϱ(A) = ϱ(A).
Since n /∈ name(β) and fnv(β) ⊆ ϱ(ξ), n /∈ ran(ϱ) and fnv(β) ⊆ ϱ(ξ). Let A = νm.C with m a fresh name. Then
ϱ(A) = ϱ(A) = νm.ϱ(C) = νn.({n/m} ◦ϱ)(C) = νn.D. Also {n/m} ◦ϱ is well-formed on ξ ∪ {m}. By the induction
hypothesis, C
α−→i C ′ and ({n/m} ◦ϱ)(C ′) = D′, ({n/m} ◦ϱ)(α) = β and fnv(α) ⊆ ξ ∪ {m}. Since l, n ∈ name(β),
d,m /∈ name(α). Hence ϱ(α) = ({n/m} ◦ϱ)(α) = β . From fnv(C ′) ⊆ fnv(C) ∪ atom(α) and bnv(α) ∩ atom(ϱ,ϱ) = ∅,
we can infer ({n/m} ◦ ϱ)(C ′) = ({n/m} ◦ ϱ)(C ′) = D′. Finally, by Scopei, we obtain A = νm.C α−→i νm.C ′ and
ϱ(νm.C ′) = νm.ϱ(C ′) = νn.({n/m} ◦ ϱ)(C ′) = νn.D′.
6. Structi. ϱ(A) ≡i C β−→i C ′ ≡i B. Then there exists D such that D ≡i A and ϱ(D) = C . By the induction hypothesis, there
exists D′ such that D α−→i D′ and ϱ(D′) = C ′. Moreover, there exists A′ such that A′ ≡i D′ and ϱ(A′) = B. Hence A α−→i A′
by Structi. 
Lemma 2.6. Suppose fnv(A) ⊆ ξ , ϱ is well-formed on ξ , and ϱ(A) β=⇒i B, where fnv(β) ⊆ ϱ(ξ) and bnv(β) ∩ atom(ϱ) = ∅.
Then there exists exactly one α such that ϱ(α) = β and fnv(α) ⊆ ξ . Moreover, A α=⇒i A′ for some A′ such that ϱ(A′) = B.
Proof. Spelling out ϱ(A) β=⇒i Bwe get
ϱ(A)
τ−→i B1 τ−→i · · · τ−→i Bi β−→i Bi+1 τ−→i Bi+2 τ−→i · · · τ−→i Bn = B.
Note that
i
j=1
fnv(Bj) ⊆ fnv(A) ⊆ ξ and
n
j=i+1
fnv(Bj) ⊆ fnv(A, α) ∪ bnv(α) ⊆ ξ ∪ bnv(α). Since bnv(β) ∩ atom(ϱ) = ∅ and
ϱ(α) = β , bnv(α) ∩ atom(ϱ) = ∅. Thus ϱ is well-formed on ξ ∪ bnv(α). Now we can use Lemma 2.5 to obtain a sequence
A
τ−→i C1 τ−→i · · · τ−→i Ci α−→i Ci+1 τ−→i · · · τ−→i Cn such that ϱ(Cj) = Bj for each 1 ≤ j ≤ n. Therefore A α=⇒i A′ where
A′ = Cn. 
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Lemma 2.7.
1. Suppose A
νx.a⟨x⟩−−−→i B, y ∈ Vb and y /∈ fv(A). Then A νy.a⟨y⟩−−−→i {y/x}(B).
2. Suppose A
νc.a⟨c⟩−−−→i B, d ∈ Nch and d /∈ fn(A). Then A νd.a⟨d⟩−−−→i {d/c}(B).
Proof. Consider the linear proof sequence.
1. A ≡i C[a⟨M⟩.P] νx.a⟨x⟩−−−→i C[P | {M/x}] ≡i B and x is fresh. Then clearly we can see that A ≡i C[a⟨M⟩.P] νy.a⟨y⟩−−−→i C[P |
{M/y}] ≡i {y/x}(B).
2. A ≡i νn.νc.C[a⟨c⟩.P] νc.a⟨c⟩−−−→i C[P] ≡i B and c is fresh. Then clearly we can see that A ≡i νn.νd.{d/c}(C)
[a⟨d⟩.{d/c}(P)] νd.a⟨d⟩−−−→i {d/c}(C[P]) ≡i {d/c}(B). 
Lemma 2.9. Assume dom(A) = dom(B) and ϱ is well-formed on fnv(A, B). Then A ∼i B iff ϱ(A) ∼i ϱ(B).
Proof. 1. First we prove the ‘‘=⇒’’ direction. Assume A ∼i B. We have dom(ϱ(A)) = dom(ϱ(B)) since dom(A) = dom(B).
Given two terms M,N with var(M,N) ⊆ dom(ϱ(A)), let name(M,N)\fn(ϱ(A), ϱ(B)) = {c1 · · · cn}. Select n pairwise-
distinct fresh names {d1 · · · dn} and construct a new renaming ϱ = {d1/c1 · · · dn/cn}. Let A = νn.F and B = νm.H
with {n,m} ∩ name(ϱ,M,N) = ∅. We can easily verify that ϱ−1 ◦ ϱ is well-formed on fnv(ϱ(A), ϱ(B),M,N),
(ϱ−1 ◦ϱ)(Mϕ(ϱ(F))) = [(ϱ−1 ◦ϱ)(M)]ϕ(F), and (ϱ−1 ◦ϱ)(Nϕ(ϱ(H))) = [(ϱ−1 ◦ϱ)(N)]ϕ(H). By Lemma B.13,
Mϕ(ϱ(F)) =E Nϕ(ϱ(F))
⇔ [(ϱ−1 ◦ϱ)](Mϕ(ϱ(F))) =E [(ϱ−1 ◦ϱ)](Nϕ(ϱ(F)))
⇔ [(ϱ−1 ◦ϱ)(M)]ϕ(F) =E [(ϱ−1 ◦ϱ)(N)]ϕ(F)
⇔ [(ϱ−1 ◦ϱ)(M)]ϕ(H) =E [(ϱ−1 ◦ϱ)(N)]ϕ(H)
⇔ [(ϱ−1 ◦ϱ)](Mϕ(H)) =E [(ϱ−1 ◦ϱ)](Nϕ(H))
⇔ Mϕ(ϱ(H)) =E Nϕ(ϱ(H)).
2. For the ‘‘⇐=’’ direction, assume ϱ(A) ∼i ϱ(B). let M,N be two terms with var(M,N) ⊆ dom(A, B). Let A = νn.F and
B = νm.H with {n,m} ∩ name(ϱ,M,N) = ∅. Let name(M,N)\fn(A, B) = {c1 · · · cn} and select n pairwise-distinct
fresh names {d1 · · · dn} to construct a new renaming asϱ = {d1/c1 · · · dn/cn}. Then we have ϱ ◦ϱ is well-formed on
ξ ∪ fnv(A, B,M,N). By Lemma B.13,
Mϕ(F) =E Nϕ(F)
⇔ (ϱ ◦ϱ)(Mϕ(F)) =E [(ϱ ◦ϱ)](Nϕ(F))
⇔ [(ϱ ◦ϱ)(M)]ϕ(ϱ(F)) =E [(ϱ ◦ϱ)(N)]ϕ(ϱ(F))
⇔ [(ϱ ◦ϱ)(M)]ϕ(ϱ(H)) =E [(ϱ ◦ϱ)(N)]ϕ(ϱ(H))
⇔ (ϱ ◦ϱ)(Mϕ(H)) =E (ϱ ◦ϱ)(Nϕ(H))
⇔ Mϕ(H) =E Nϕ(H).
This concludes the proof. 
Lemma B.14. ≈l,i is closed by well-formed renamings.
Proof. We construct the set:
R = { (ϱ(A), ϱ(B)) | A ≈l,i B, ϱ is well-formed on fnv(A, B) }
and show that R ⊆≈l,i . The intermediate static equivalence ϱ(A) ∼i ϱ(B) holds immediately by Lemma 2.9. For the
behaviour equivalence,
1. ϱ(A)
τ−→i C . Using Lemma2.5 to removeϱ, we obtainA τ−→i A′withϱ(A′) = C . FromA ≈l,i B, there exist B =⇒i B′ ≈l,i A′.
Applying ϱ to the transition we obtain ϱ(B) =⇒i ϱ(B′). Let ϱ′ = ϱ|fnv(A′,B′). Then ϱ′ is well-formed on fnv(A′, B, ) and
ϱ′(A′) = C and ϱ′(B′) = D and (C,D) ∈ R.
2. The analysis of the case when α = a⟨c⟩ is similar as above.
3. ϱ(A)
b(N)−−→i C . Assume name(M)− fn(ϱ(A), ϱ(B)) = {c1, . . . , cn}. Choosing pairwise distinct fresh names d1, . . . , dn and
letϱ = {d1/c1, . . . , dn/cn},ϱ−1 = {c1/d1, . . . , cn/dn} and N ′ = ϱ(N). Applyingϱ to the transition, by Lemma 2.3, we
have ϱ(A)
b(N ′)−−→i ϱ(C). Using Lemma 2.5 to remove ϱ, then A a(M)−−→i A′ with ϱ(a(M)) = b(N ′) and ϱ(A′) = ϱ(C). From
A ≈l,i B, there exist B a(M)=⇒i B′ ≈l,i A′. Applying ϱ to the transition we obtain ϱ(B) b(N
′)=⇒i ϱ(B′). Then applyingϱ−1 we get
ϱ(B)
b(N)=⇒i D = ϱ−1(ϱ(B′)). It is easy to verify that ϱ′ = (ϱ−1 ◦ ϱ)|fnv(A′,B′) is well-formed on fnv(A′, B′). And ϱ′(A′) = C
and ϱ′(B′) = D. Thus (C,D) ∈ R.
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4. ϱ(A)
νx.b⟨x⟩−−−→i C . In this case, x may occur in fnv(A, B). From x /∈ fnv(ϱ(A), ϱ(B)) and dom(ϱ) ⊆ fnv(A, B), we have
x /∈ ran(ϱ). Choosing a fresh variable z and by Lemma 2.7, we have ϱ(A) νz.b⟨z⟩−−−→i {z/x}(C). Now we can use Lemma 2.5
to remove ϱ and obtain that A
νz.a⟨z⟩−−−→i A′ with ϱ(a) = b, ϱ(A′) =ϱ(C). From A ≈l,i B, there exist B νz.a⟨z⟩=⇒ i B′ ≈l,i A′. By
Lemma 2.3, we have ϱ(B)
νz.b⟨z⟩=⇒ i ϱ(B′). Then by Lemma 2.8 we have ϱ(B) νx.b⟨x⟩=⇒ i D = {x/z}(ϱ(B′)). We can easily verify
that ϱ′ = {x/z} ◦ ϱ|fnv(A′,B′) is well-formed on fnv(A′, B′). From ϱ′(A′) = C , we have (C,D) ∈ R.
5. The analysis of the case when α = νc.a⟨c⟩ is similar as above. 
Lemma B.15. ≈i is closed by well-formed renamings.
Proof. We construct the set:
R = { (ϱ(A), ϱ(B)) | A≈i B, ϱ is well-formed on fnv(A, B) }
and prove R ⊆ ≈i . The first two requirements in Definition 2.2 are satisfied by R according to the analysis in the
above proof. Now we will prove that R satisfies the third requirement. Consider E with dom(E) ∩ dom(ϱ(A)) = ∅ and
fv(E) ⊆ dom(E, ϱ(A)). Now let A = νn.F and B = νm.H withn,m fresh. Assume fnv(E) − fnv(ϱ(A), ϱ(B)) = {u1, . . . , un}.
Choose fresh v1, . . . , vn and let ϱ = {v1/u1, . . . , vn/un}. Let E ′ = ϱ−1(ϱ(E)). Since dom(ϱ(E)) ∩ dom(ϱ(A)) = ∅ and
fnv(ϱ(E)) ⊆ {v1, . . . , vn}∪fnv(ϱ(A), ϱ(B)), we can deduce that dom(E ′)∩dom(A) = ∅ and fnv(E ′) ⊆ {v1, . . . , vn}∪fnv(A, B).
Thuswe have C = νn.(E ′ϕ(F) | F)≈i νm.(E ′ϕ(H) | H) = D and fnv(C,D) ⊆ {v1, . . . , vn}∪ fnv(A, B). Let ϱ′ =ϱ−1◦ϱ|fnv(C,D).
We can easily know that ϱ′ is well-formed on fnv(C,D) and ϱ′(C) = νn.(Eϕ(F) | ϱ(F)) and ϱ′(D) = νm.(Eϕ(H) | ϱ(H)).
Thus (νn.(Eϕ(F) | ϱ(F)), νm.(Eϕ(H) | ϱ(H))) ∈ R. 
Appendix C. Proofs in Section 3
Lemma C.1. Assume σ = σ1 ∪ σ2 is cycle-free. Then
1. σ ∗ ◦ σ ∗1 = σ ∗ ◦ σ ∗2 = σ ∗.
2. σ ∗ = (σ ∗1 ∪ σ ∗2 )∗ = (σ ∗1 σ ∗2 )∗ ∪ (σ ∗2 σ ∗1 )∗.
3. σ1σ ∗ = (σ ∗1 σ ∗2 )∗ and σ2σ ∗ = (σ ∗2 σ ∗1 )∗.
Proof. 1. For any x ∈ dom(σ ), we have (xσ1)σ ∗ = xσ ∗. In other words σ ∗ = σ ∗ ◦σ1. Hence σ ∗ = σ ∗ ◦σ1 = σ ∗ ◦σ1 ◦σ1 =
· · · = σ ∗ ◦ σ ∗1 . The proof for σ ∗ ◦ σ ∗2 = σ ∗ is similar.
2. We first show σ ∗ ◦ (σ ∗1 ∪ σ ∗2 ) = σ ∗. Suppose x ∈ dom(σ1). Then x(σ ∗ ◦ (σ ∗1 ∪ σ ∗2 )) = (x(σ ∗1 ∪ σ ∗2 ))σ ∗ = (xσ ∗1 )σ ∗ =
x(σ ∗ ◦ σ ∗1 ) = xσ ∗. Similarly we can derive x(σ ∗ ◦ (σ ∗1 ∪ σ ∗2 )) = xσ ∗ when x ∈ dom(σ2). Hence σ ∗ ◦ (σ ∗1 ∪ σ ∗2 ) = σ ∗.
From this we have σ ∗ = σ ∗ ◦ (σ ∗1 ∪ σ ∗2 ) = σ ∗ ◦ (σ ∗1 ∪ σ ∗2 )∗ = (σ ∗1 ∪ σ ∗2 )∗. Therefore,
(σ ∗1 ∪ σ ∗2 )∗ = (σ ∗1 ∪ σ ∗2 )∗ ◦ (σ ∗1 ∪ σ ∗2 ) ◦ (σ ∗1 ∪ σ ∗2 )
= (σ ∗1 ∪ σ ∗2 )∗ ◦ (σ ∗1 σ ∗2 ∪ σ ∗2 σ ∗1 )∗ = (σ ∗1 σ ∗2 ∪ σ ∗2 σ ∗1 )∗ = (σ ∗1 σ ∗2 )∗ ∪ (σ ∗2 σ ∗1 )∗.
3. Since σ = σ1 ∪ σ2, σ ∗ = σ ∗ ◦ (σ1 ∪ σ2) = σ1σ ∗ ∪ σ2σ ∗. The result follows immediately using 2. 
Lemma C.2. Suppose θ and σ are idempotent substitutions such that dom(θ) ∩ dom(σ ) = ∅ and θ ∪ σ is cycle-free. Then
1. (σθ)∗ = σ(θσ )∗ and (θσ )∗ = θ(σθ)∗.
2. Assume σ = σ1 ∪ σ2 and σˆ2 = σ2(θσ )∗, then we have that ((θσ1)∗σ2)∗ = (θσ1)∗σˆ2 = (θ(σ1 ∪ σˆ2))∗ = ((θσˆ2)σ1)∗ =
(θσ )∗.
Proof. 1. As shown in the proof of the above lemma and the hypothesis that θ and σ are idempotent, we have (θ ∪ σ)∗ =
(θσ ∪σθ)∗ = (θσ )∗∪ (σθ)∗, as well as (θ ∪σ)∗ = (θ ∪σ)∗ ◦ (θ ∪σ) = θ(σθ)∗∪σ(θσ )∗.Hence (θσ ∪σθ)∗ = θ(σθ)∗
and (σθ)∗ = σ(θσ )∗.
2. Let θˆ = (θσ )∗. Then
θˆ ◦ [θ(σ1 ∪ σˆ2)] = [θ(σ1 ∪ σˆ2)]θˆ = (θ(σ1θˆ ∪ σˆ2θˆ ))
= (θ(σ1θˆ ∪ σ2θˆ )) = (θσ )θˆ = θˆ ◦ (θσ ) = θˆ .
Therefore θˆ = θˆ ◦ (θ(σ1 ∪ σˆ2)) = θˆ ◦ (θ(σ1 ∪ σˆ2))∗ = (θ(σ1 ∪ σˆ2))∗. Moreover ((θσˆ2)σ1)∗ = (θσ )∗ for
(θσˆ2)σ1 = θ(σ1 ∪ σˆ2). From dom((θ(σ1 ∪ σˆ2))∗) = dom(θˆ) and (θ(σ1 ∪ σˆ2))∗ is idempotent, we know that the
application of θˆ to (θ(σ1 ∪ σˆ2))∗ has no effect. From dom(θ) ∩ dom(σ ) = ∅ and ran(σˆ2) ∩ dom(θ) = ∅, we know that
((θσ1)(θσ1))σˆ2 = ((θσ1)σˆ2)((θσ1)σˆ2) = (θ(σ1 ∪ σˆ2))(θ(σ1 ∪ σˆ2)). Hence (θσ1)∗σˆ2 = (θ(σ1 ∪ σˆ2))∗. Furthermore we
have θˆ ◦[(θσ1)∗σ2] = [(θσ1)∗σ2]θˆ = [(θσ1)∗σˆ2]θˆ = [θ(σ1∪ σˆ2)]∗ θˆ = θˆ . Hence θˆ = θˆ ◦((θσ1)∗σ2)∗ = ((θσ1)∗σ2)∗. 
Lemma 3.1. Let ϱ be a renaming, θ a cycle-free substitution of terms for variables, and dom(θ) ∩ atom(ϱ) = ∅. Then
ϱ(θ∗) = (ϱ(θ))∗.
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Proof. The result relies on the fact that θ1 ◦ θ2 = θ2θ1 when dom(θ1) = dom(θ2) and dom(θ1) ∩ atom(ϱ) = ∅ and
ϱ(θ1 ◦ θ2) = ϱ(θ2θ1) = ϱ(θ2)ϱ(θ1) = ϱ(θ1) ◦ ϱ(θ2). 
Lemma 3.2. Let θ be an idempotent substitution,Φ a formula, and ϱ a well-formed renaming on ξ such that fn(θ,Φ) ⊆ ξ ⊂ N .
Then θ |= Φ iff ϱ(θ) |= ϱ(Φ).
Proof. By induction on the structure ofΦ ,
1. Φ isM = N . Clearly ϱ(Mθ) = ϱ(M)ϱ(θ) and ϱ(Nθ) = ϱ(N)ϱ(θ). Similar to Lemma B.13 we can see thatMθ =E Nθ iff
ϱ(M)ϱ(θ) = ϱ(N)ϱ(θ).
2. Φ isM ≠ N . Similar to the above case.
3. Φ is σ I Ψ . From Lemma 3.1 we can derive ϱ((θσ )∗) = (ϱ(θσ ))∗ = (ϱ(θ)ϱ(σ ))∗.
4. Φ is Hn.Ψ . W.l.o.g we may assume n /∈ name(ϱ). Select a fresh name l. Then
θ |= Hn.Ψ ⇔ ∃m /∈ fn(Hn.Ψ , θ) θ |= {m/n}(Ψ )
⇔ θ |= {l/n}(Ψ ) (applying {l/m} on both sides, using induction hypothesis )
⇔ ϱ(θ) |= ϱ({l/n}(Ψ )) ( by induction hypothesis )
⇔ ϱ(θ) |= {l/n}ϱ(Ψ ) (l, n /∈ name(ϱ))
⇔ ∃k /∈ fn(Hn.ϱ(Ψ ), ϱ(θ)) ϱ(θ) |= {k/n}ϱ(Ψ )
⇔ ϱ(θ) |= ϱ(Hn.Ψ ). 
Lemma 3.3. Let θ be an idempotent substitution. Then
1. θ |= Hn.Φ iff for any m /∈ fn(Hn.Φ) ∪ name(θ), θ |= {m/n}(Φ).
2. θ |= Φ iff θ |fv(Φ) |= Φ .
Proof. 1 follows immediately from Lemma 3.2. Now we show 2 by induction on the structure of Φ . The only interesting
case is Φ = σ I Ψ . Let θ1 = θ |fv(Φ) and θ = θ1 ∪ θ2. Then dom(θ2) ∩ var(σ ) = ∅. We first prove the ‘‘if’’ direction.
Assume θ1 |= Φ . Then θ1σ is cycle free and (θ1σ)∗ |= Ψ . Hence θσ is also cycle-free. By Lemma C.1(2) we obtain
(θσ )∗ = (θ1σ)∗ ∪ (θ2σ)(θ1σ)∗, which implies (θσ )∗|fv(Ψ ) = (θ1σ)∗|fv(Ψ ). Now the induction hypothesis gives (θσ )∗ |= Ψ .
Hence θ |= Φ .
For the ‘‘only if’’ direction, assume θ |= Φ . We also have (θ |fv(Φ)σ)∗|fv(Ψ ) = (θσ )∗|fv(Ψ ). A similar argument gives
θ |fv(Φ) |= Φ . 
Lemma 3.4. Suppose θ is an idempotent substitution, A = νn.F an intermediate extended process, such that {n}∩name(θ) = ∅,
fv(A)\dom(A) ⊆ dom(θ), and θ ∪ ϕ(F) is cycle-free. Then Γ (Aθ) = νn.F(θϕ(F))∗ = νn.(Fθ)ϕ(Fθ)∗.
Proof. We first show Γ (Fθ) = F(θϕ(F))∗ = (Fθ)ϕ(Fθ)∗, by structural induction on F .
1. F = P . Then Γ (Pθ) = Pθ , hence the conclusion holds.
2. F = {M/x}. Then Γ ({Mθ/x}) = {Mθ/x}. Clearly x /∈ var(M,Mθ) by hypothesis. Hence we have {Mθ/x}∗ = {Mθ/x},
Mθ = M(θ{Mθ/x}) and (θ{M/x})∗ = θ{Mθ/x}. The conclusion holds.
3. F = F1 | F2. Then, by the induction hypothesis, we have
Γ (F1θ) = F1(θϕ(F1))∗ = (F1θ)ϕ(F1θ)∗
Γ (F2θ) = F2(θϕ(F2))∗ = (F2θ)ϕ(F2θ)∗.
Since ϕ(Γ (F1θ)) = (ϕ(F1)θ)∗ and ϕ(Γ (F2θ)) = (ϕ(F2)θ)∗, we get
ϕ(Γ (F1θ) | Γ (F2θ))∗ = ((ϕ(F1)θ)∗ ∪ (ϕ(F2)θ)∗)∗
= (ϕ(F1)θ ∪ ϕ(F2)θ)∗
= (ϕ(F)θ)∗ by Lemma C.1(2).
Therefore
Γ (Fθ) = [(F1θ)ϕ(F1θ)∗ | (F2θ)ϕ(F2θ)∗](ϕ(Fθ))∗
= (F1θ)[ϕ(Fθ)∗ ◦ ϕ(F1θ)∗] | (F2θ)[ϕ(Fθ)∗ ◦ ϕ(F2θ)∗]
= (F1θ)ϕ(Fθ)∗ | (F2θ)ϕ(Fθ)∗ by Lemma C.1(1)
= (Fθ)ϕ(Fθ)∗
= F(θϕ(F))∗ by Lemma C.2(1)
Since Γ (Aθ) = νn.Γ (Fθ), we know that Γ (Aθ) = νn.F(θϕ(F))∗. 
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Appendix D. Proofs in Section 4
Lemma D.1. Assume F Φ,α−−→ νn.H, then it holds that
1. {n} ∩ name(ϕ(H)) = ∅, ϕ(F) ⊆ ϕ(H).
2. If α ≠ τ thenΦ = true.
3. If fv(Φ) ≠ ∅ thenΦ = ϕ(F) I Ψ .
Proof. The proof is straightforward by transition induction. 
Lemma D.2. SupposeD is compatible with A and θ ∈ Ω(D, true). Then
1. If A ≡i B thenD is compatible with B and Γ (Aθ) ≡i Γ (Bθ).
2. If Γ (Aθ) ≡i C then there is B such that A ≡i B and Γ (Bθ) = C.
Proof. By induction on the lengths of the linear proof sequences for≡i, respectively. 
Lemma 4.1. Assume D is compatible with A and A Φ, α−−→ A′ with bnv(α) ∩ atom(D) = ∅. Let E = X(α, dom(A),D),
θ ′ ∈ Ω(E,Φ) and θ = θ ′|dom(D). Then E is compatible with A′, θ ∈ Ω(D, true) and Γ (Aθ) αθ
′−→i Γ (A′θ ′).
Proof. The proof goes by transition induction on A Φ, α−−→ A′.
1. Thens. A = if M = N then P else Q M=N, τ−−−−→ P = A′. Clearly E = D , E is compatible with P which is also closed,
θ = θ ′ and var(ran(θ)) = ∅. HenceMθ =E Nθ . Then Γ (Aθ) = if Mθ = Nθ then Pθ else Q θ , and Γ (A′θ ′) = Pθ . Hence
Γ (Aθ)
τ−→i Γ (A′θ ′).
2. Elses. A = if M = N then P else Q M≠N, τ−−−−→ Q = A′. Clearly E = D , θ = θ ′, and var(ran(θ)) = ∅. SinceD is compatible
with A, we have Mθ ≠E Nθ and var(Mθ,Nθ) = ∅. Hence Γ (Aθ) = if Mθ = Nθ then Pθ else Q θ and Γ (A′θ ′) = Q θ .
Therefore Γ (Aθ)
τ−→i Γ (A′θ ′).
3. Comms. A = u⟨M⟩.P | v(x).Q u=v, τ−−−→ P | Q {M/x} = A′. Similarly we have θ = θ ′, and hence Γ (Aθ) = a⟨Mθ⟩.Pθ |
a(x).Q θ
τ−→i Pθ | (Q θ){Mθ/x} = Γ (A′θ ′).
4. Reps. A = !Pr true, τ−−−→ νm.(P |!Pr) = A′ with Γ (Pr) = νm.P . Then E = D , θ = θ ′, and var(ran(θ)) = ∅. We may
assume that {m} ∩ name(θ) = ∅ by α-conversion. Hence Γ (Aθ) = !Prθ and Γ (A′θ ′) = νm.(Pθ |!Prθ). Therefore
Γ (Aθ)
τ−→i Γ (A′θ ′).
5. Ins. A = u(x).P true, u(x)−−−−→ P = A′. We have E = D ∪{x : ∅} and E is compatible with A′. Hence θ ′ = θ ∪{M/x}. Therefore
Γ (Aθ) = a(x).Pθ a(M)−−→i (Pθ){M/x} = Γ (A′θ ′).
6. Outchs. A = u⟨v⟩.P true, u⟨v⟩−−−−→ P = A′. Clearly θ = θ ′. Therefore Γ (Aθ) = a⟨c⟩.Pθ a⟨c⟩−−→i Pθ = Γ (A′θ ′).
7. Outts. A = u⟨M⟩.P true, νx.u⟨x⟩−−−−−−→ P | {M/x} = A′. Then E = D . Clearly E is compatible with A′ and θ = θ ′. Hence
Γ (Aθ) = a⟨Mθ⟩.Pθ νx.a⟨x⟩−−−→i Pθ | {(Mθ)/x} = Γ (A′θ ′).
8. Openchs. νc.A
Φ, νc.u⟨c⟩−−−−−→ A′ because A Φ, u⟨c⟩−−−→ A′. Then E = νc.D , θ ′ = θ , and c /∈ name(θ). Furthermore E
is also compatible with A and A′. By the induction hypothesis we have Γ (Aθ)
a⟨c⟩−−→i Γ (A′θ). Hence Γ ((νc.A)θ) =
νc.Γ (Aθ)
νc.a⟨c⟩−−−→i Γ (A′θ).
9. Pars. A = F | H Φ,α−−→ νn.(F ′ | H) = A′ because F Ψ ,α−−→ νn.F ′ where bv(α) ∩ fv(H) = {n} ∩ fn(H) = ∅. Suppose
D = { xi : Ui | 1 ≤ i ≤ ℓ }. (D.1)
In order to apply the induction hypothesis, we need to construct a new trail which is compatible with F . Let
D1 = { xi : Ui ∩ dom(F) | 1 ≤ i ≤ ℓ }.
It is easy to verify thatD1 is compatible with F . By α-conversion wemay assume {n} ∩ name(θ) = ∅. By Lemma D.1 we
have {n} ∩ fn(ϕ(F ′ | H)) = ∅. We introduce the following three abbreviations:θ = (θϕ(F | H))∗, θ ′ = (θ ′ϕ(F ′ | H))∗, E1 = X(α, dom(F),D1).
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In the rest of the proof we distinguish two cases, depending on whether α is an input or not:
(a) α is u(x). From the definition of functionXwe know that
E = D ∪ {x : dom(F | H)}
E1 = D1 ∪ {x : dom(F)}.
Let Uℓ+1 = dom(F | H) and xℓ+1 = x. Then we have
E = { xi : Ui | 1 ≤ i ≤ ℓ+ 1 }
E1 = { xi : Ui ∩ dom(F) | 1 ≤ i ≤ ℓ+ 1 }. (D.2)
Hence
θ ′ = θ ∪ {M/x} (D.3)
for someM and
var(ran(θ ′)) ⊆ dom(F | H). (D.4)
In combination with Lemma D.1 we obtainΦ = Ψ = true, ϕ(F) ⊆ ϕ(F ′) and fv(F ′) ⊆ fv(F) ∪ {x}. By the induction
hypothesis we know E1 is compatible with νn.F ′. Since D is compatible with F | H , using (D.1) and (D.2) we can
verify that E is compatible with A′. Henceθ ′ = (θ ′ϕ(F ′ | H))∗
= (θϕ(F | H) ∪ {Mϕ(F | H)/x})∗ from (D.4)
=θ ∪ {Mϕ(Fθ | Hθ)/x} by Lemma C.1(2).
Now we proceed to construct two substitutions respecting D1 and E1 respectively. Let θ1 = θϕ(Hθ) and θ ′1 =
θ ′ϕ(Hθ ′). Since x /∈ fv(H), it holds that Hθ = Hθ ′. Hence, similar to Eq. (D.3)).
θ ′1 = θ1 ∪ {Mϕ(Hθ)/x}. (D.5)
Clearly θ ′1 ∈ Ω(E1, true) and θ1 ∈ Ω(D1, true). By Lemma 3.4 we have
Γ (Aθ) = F(θϕ(F | H))∗ | H(θϕ(F | H))∗
= F((θϕ(Hθ))ϕ(F))∗ | Hθ ( by Lemma C.2(2))
= Γ (F(θϕ(Hθ))) | Hθ
= Γ (Fθ1) | Hθ
Γ (A′θ ′) = νn.(F ′(θ ′ϕ(F ′ | H))∗ | H(θ ′ϕ(F ′ | H))∗)
= νn.(((F ′(θ ′ϕ(Hθ ′)))ϕ(F ′))∗ | Hθ ′)
= νn.(Γ (F ′θ ′1) | Hθ).
(D.6)
Since u is of channel type, let a = uθ . By the induction hypothesis, Γ (Fθ1) a(N)−−→i Γ (νn.F ′θ ′1), a(N) = (u(x))θ ′1.
Finally, by Pari, we have Γ (Aθ) = Γ (Fθ1) | Hθ a(M)−−→i νn.(Γ (F ′θ ′1) | Hθ) = Γ (A′θ ′) and a(M) = (u(x))θ ′.
(b) α is not an input action. Then dom(D) = dom(E) since α cannot be a bound output. Moreover, θ ′ = θ and henceθ ′ =θ . Let θ1 = (θϕ(H))∗. We first verify that θ1 |= Ψ . Since θ ′ ∈ Ω(E,Φ) and θ ′ = θ , θ |= Φ . If fv(Ψ ) = ∅ then
θ1 |= Ψ follows from Lemma 3.3(2). Otherwise, by LemmaD.1(3), we haveΦ = ϕ(F | H) I Ψ ′ andΨ = ϕ(F) I Ψ ′.
By Lemma C.2 we have (θϕ(F | H))∗ = ((θϕ(H))∗ϕ(F))∗. Hence from (θϕ(F | H))∗ |= Ψ ′ we know θ1 |= Ψ by
definition. Similar to case (a), E1 is compatible with νn.F ′ and E is compatible with A′, also θ1 ∈ Ω(E1,Ψ ) and
θ1 ∈ Ω(D1, true). By Lemma 3.4 we have
Γ (Aθ) = F(θϕ(A))∗ | H(θϕ(A))∗
= F((θϕ(H))∗ϕ(F))∗ | Hθ ( by Lemma C.2(2))
= Γ (Fθ1) | Hθ
Γ (A′θ ′) = νn.(F ′(θϕ(F ′ | H))∗ | H(θϕ(F ′ | H))∗)
= νn.((F ′(θϕ(H))∗ϕ(F ′))∗ | Hθ)
= νn.(Γ (F ′θ1) | Hθ).
By the induction hypothesis, Γ (Fθ1)
αθ1−→i νn.Γ (F ′θ1). Since the constraint variables appearing in α must be of the
channel type, αθ1 = αθ . Hence by Pari, we have Γ (Aθ) αθ−→i Γ (A′θ).
10. Scopes. νn.A
Φ, α−−→ νn.A′ because A Ψ , α−−→ A′. Recall that θ ′ ∈ Ω(E,Φ) and θ = θ ′|dom(D). Since nmay appear in θ ′ and θ ,
to avoid confliction we select a fresh l and construct two new substitutions thus
θ1 = {l/n}(θ), θ ′1 = {l/n}(θ ′).
Since fnv(Φ) ⊆ fnv(νn.A), n /∈ fnv(Φ); Since θ ′ ∈ Ω(E,Φ), by Lemma 3.2 we have θ ′1 ∈ Ω(E,Ψ ), θ1 ∈ Ω(D, true)
and θ1 = θ ′1|dom(D). Clearly D and E are compatible with A and A′, respectively. Hence, by the induction hypothesis,
Γ (Aθ1)
αθ ′1−→i Γ (A′θ ′1) and E is compatible with A′. By Scopei and n /∈ name(α, θ ′1), we obtain νn.Γ (Aθ1)
αθ ′1−→i
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νn.Γ (A′θ ′1). Since n /∈ fnv(νn.Γ (Aθ1), α, θ1, θ ′1), we know {n/l} is well-formed on fnv(νn.Γ (Aθ1), αθ ′1), θ = {n/l}(θ1)
and θ ′ = {n/l}(θ ′1). Let A1 = {m/n}(A) = νk.F for some freshm,k. By Lemma 3.4 and Lemma 3.1,
{n/l}Γ (νn.(Aθ1)) = {n/l}Γ (νm.{m/n}(Aθ1))
= νm.{n/l}(Γ (A1θ1)) = νm,k.{n/l}(Γ (Fθ1))
= νm,k.Γ (Fθ) since l /∈ fn(F)
= Γ (νm.(A1θ)) = Γ ((νn.A)θ).
Similarly, since l /∈ fn(A′), we have {n/l}Γ (νn.(A′θ ′1)) = Γ ((νn.A′)θ ′). Hence, by Lemma 2.3, Γ ((νn.A)θ) αθ
′−→i
Γ ((νn.A′)θ ′).
11. Structs. Follows immediately from Lemma D.2. 
Lemma 4.2. Assume D is compatible with A and Γ (Aθ)
β−→i B such that θ ∈ Ω(D, true), fv(β) ⊆ dom(A) and bnv(β) ∩
atom(D, θ) = ∅.
1. If β is a(M), then, for any x of the sort of M and x /∈ fv(A,M,D), there existΦ, u and A′ such that
(a) A
Φ, u(x)−−−→ A′
(b) θ ∪ {M/x} ∈ Ω(E,Φ ∧ u = a) where E = D ∪ {x : dom(A)}
(c) Γ (A′(θ ∪ {M/x})) = B;
2. Otherwise, there existΦ, α and A′ such that
(a) A
Φ, α−−→ A′
(b) θ ∈ Ω(E,Φ) where E = X(α, dom(A),D)
(c) αθ = β and Γ (A′θ) = B.
Proof. We prove the lemma by transition induction.
1. Ini. Γ (Aθ) = a(x).P a(M)−−→i P{M/x} = B. In this case A = u(x).Q with uθ = a and Q θ = P . Hence u(x).Q true,u(x)−−−−→ Q = A′.
Since dom(A) = dom(A′) = ∅, E is compatible with A′ . Moreover, θ ∪ {M/x} ∈ Ω(E, true) and Γ (A′(θ ∪ {M/x})) =
Q (θ ∪ {M/x}) = (Q θ){M/x} = B.
2. The cases for Theni, Elsei, Commi, Repi,Outchi and Outti are trivial.
3. Pari. Γ (Aθ) = C | D β−→i νn.(C ′ | D) because C βϕ(D)−−−→i νn.C ′. Then A = F | H for some H such that F(θϕ(A))∗ = C ,
H(θϕ(A))∗ = D and ϕ(C | D) = ϕ(Aθ)∗. LetD = { xi : Ui | 1 ≤ i ≤ ℓ }. As in the proof of the previous lemma, we let
D1 = { xi : Ui ∩ dom(F) | 1 ≤ i ≤ ℓ } and distinguish two cases depending on whether β is an input action or not.
(a) β = a(M). Let E1 = D1 ∪ {x : dom(F)} and θ1 = θϕ(D). By the induction hypothesis and Lemma D.1, there exist
u, νn.F ′ such that
F
true,u(x)−−−−→ νn.F ′ uθ1 = a
νn.Γ (F ′(θ1 ∪ {Mϕ(D)/x})) = νn.C ′.
By Pars and the fact that var(M) ⊆ dom(A), we derive
A = F | H true,u(x)−−−−→ νn.(F ′ | H) = A′
θ ∪ {M/x} ∈ Ω(E, true ∧ u = a).
As discussed in Eq. (D.6) in the proof of the previous lemma,
Γ (Aθ) = Γ (Fθ1) | D = C | D
Γ (A′(θ ∪ {M/x})) = νn.(Γ (F ′(θ1 ∪ {Mϕ(D)/x})) | D)
= νn.(C ′ | D).
(b) β is not input. Then βϕ(D) = β . Let θ1 = (θϕ(H))∗. By the induction hypothesis there exist Ψ , α and νn.F ′ such
that
F
Ψ , α−−→ νn.F ′
Let E1 = X(α, dom(F),D1) then θ1 ∈ Ω(E1,Φ)
αθ1 = β, νn.Γ (F ′θ1) = νn.C ′.
By Lemma D.1, we know Ψ = ϕ(F) I Ψ ′ when fv(Ψ ) ≠ ∅. Let
Φ =

Ψ if fv(Ψ ) = ∅
ϕ(F | H) I Ψ ′ otherwise.
Then θ |= Φ and θ ∈ Ω(E,Φ). By Pars we can derive A = F | H Φ,α−−→ νn.(F ′ | H) = A′. Moreover, as in the previous
case, we have
Γ (Aθ) = Γ (Fθ1) | D = C | D
Γ (A′θ ′) = νn.(Γ (F ′θ1) | D) = νn.(C ′ | D).
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4. Openchi. Γ (Aθ) = νc.C νc.a⟨c⟩−−−→i C ′ because C a⟨c⟩−−→i C ′ with a ≠ c . Since c /∈ atom(θ) ∪ fn(Γ (Aθ)), we may let A = νc.D
and Γ (Dθ) = C . By the induction hypothesis we have D Φ,u⟨c⟩−−−→ D′ for some u and D′ such that uθ = a and Γ (D′θ) = C ′.
Since a ≠ c , we have u ≠ c. Hence A = νc.D Φ,νc.u⟨c⟩−−−−−→ D′.
5. Scopei. Γ (Aθ) = νn.C β−→i νn.C ′ = B because C β−→i C ′ with n /∈ name(β). Let θ1 = {l/n}(θ) where l a fresh
name. Since dom(θ) ∩ dom(A) = ∅ and fn(Γ (Aθ)) = fn(Aθ) = fn(A) ∪ name(θ |fv(A)), n /∈ fn(A) ∪ name(θ |fv(A)).
Hence θ1|fv(A) = θ |fv(A) and θ1 ∈ Ω(D, true). Let A = νn.D. Then Γ (Aθ) = Γ (Aθ1) = νn.Γ (Dθ1). Now consider the
case when β = a(M). By the induction hypothesis we have D Ψ , u(x)−−−→ D′, θ1 ∪ {M/x} ∈ Ω(E,Ψ ), (u(x))θ1 = β and
Γ (D′θ1) = C ′. Hence A Φ,α−−→ A′ = νn.D′ and θ1 ∪ {M/x} ∈ Ω(E,Φ) where Φ = Ψ if n /∈ fn(Ψ ) and Hn.Ψ otherwise.
Since fv(Φ, u) ⊆ fv(A), fv(A′) ⊆ fv(A) ∪ {x} and θ1|fv(A) = θ |fv(A), by Lemma 3.3 we obtain θ ∪ {M/x} ∈ Ω(E,Φ),
(u(x))θ = β and Γ (A′(θ ∪ {M/x})) = B. The case when β is not an input is easier.
6. Structs. Follows immediately from Lemma D.2. 
Lemma 4.3. Assume D is compatible with A and A Φ, α=⇒ A′ with bnv(α) ∩ atom(D) = ∅. Let E = X(α, dom(A),D),
θ ′ ∈ Ω(E,Φ) and θ = θ ′|dom(D). Then
1. E is compatible with A′, θ ∈ Ω(D, true)
2. Γ (Aθ) αθ
′=⇒i Γ (A′θ ′).
Proof. First, if α is τ , then E = D , and hence θ ′ = θ . The lemma can be proved by repeated applications of Lemma 4.1. 
Lemma 4.4. Assume D is compatible with A and Γ (Aθ)
β−→i B such that θ ∈ Ω(D, true), fv(β) ⊆ dom(A) and bnv(β) ∩
atom(D, θ) = ∅.
1. If β is a(M) then, for any x of the sort of M and x /∈ fv(A,M,D), there existΦ, u, A′ such that
(a) A
Φ, u(x)=⇒ A′
(b) θ ∪ {M/x} ∈ Ω(E,Φ ∧ u = a) where E = D ∪ {x : dom(A)}
(c) Γ (A′(θ ∪ {M/x})) = B;
2. Otherwise, there existΦ, α and A′ such that
(a) A Φ, α=⇒ A′
(b) θ ∈ Ω(E,Φ) where E = X(α, dom(A),D)
(c) αθ = β and Γ (A′θ) = B.
Proof. By repeated applications of Lemma 4.2. 
Now we prove that the definition of symbolic static equivalence coincides with the concrete one.
Lemma 4.5. SupposeD is compatible with A and B. Then A ∼(D,Φ) B iff ∀ θ ∈ Ω(D,Φ) : Γ (Aθ) ∼i Γ (Bθ).
Proof. (=⇒) Given θ ∈ Ω(D,Φ), two terms M,N with var(M,N) ⊆ dom(A), assume A = νn1.F1 and B = νn2.F2
where {n1,n2} ∩ name(θ,M,N) = ∅. By Lemma 3.4 we have Γ (Aθ) = νn1.F1(θϕ(F1))∗ and Γ (Bθ) = νn2.F2(θϕ(F2))∗.
W.l.o.g. assumeM(ϕ(F1)θ)∗ =E N(ϕ(F1)θ)∗. We need to showM(ϕ(F2)θ)∗ =E N(ϕ(F2)θ)∗. Let θ ′ = θ ∪ {M/x1,N/x2} and
Φi = Hni.ϕ(Fi) I (x1 = x2), i = 1, 2. ThenΩ(E,Φ ∧ Φ1) = Ω(E,Φ ∧ Φ2).
We have
M(ϕ(F1)θ)∗ = (x1θ ′)(ϕ(F1)θ ′)∗ since x1, x2 /∈ fv(F1)
= x1(θ ′ϕ(F1))∗ Lemma C.1(1).
Similarly,
N(ϕ(F1)θ)∗ = x2(θ ′ϕ(F1))∗
M(ϕ(F2)θ)∗ = x1(θ ′ϕ(F2))∗
N(ϕ(F2)θ)∗ = x2(θ ′ϕ(F2))∗.
From these we can deduce
M(ϕ(F1)θ)∗ =E N(ϕ(F1)θ)∗
⇒ x1(θ ′ϕ(F1))∗ =E x2(θ ′ϕ(F1))∗
⇒ θ ′ ∈ Ω(E,Φ ∧ Φ1) Lemma 3.3
⇒ θ ′ ∈ Ω(E,Φ ∧ Φ2)
⇒ x1(θ ′ϕ(F2))∗ =E x2(θ ′ϕ(F2))∗
⇒ M(ϕ(F2)θ)∗ =E N(ϕ(F2)θ)∗.
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(⇐=) Assume Φi = Hni.ϕ(Fi) I (x1 = x2), i = 1, 2. According to Definition 4.1 we need to show Ω(E,Φ ∧
Φ1) = Ω(E,Φ ∧ Φ2). W.l.o.g. we may assume θ ′ ∈ Ω(E,Φ ∧ Φ1) and θ ′ = θ ∪ {M/x1,N/x2}. We will show
that θ ′ ∈ Ω(E,Φ ∧ Φ2). Since x1, x2 /∈ fv(Φ), by Lemma 3.3 we have θ ∈ Ω(D,Φ). Again assume A = νn1.F1 and
B = νn2.F2 where {n1,n2} ∩ name(θ ′) = ∅. Then Γ (Aθ) = νn1.F1(θϕ(F1))∗ and Γ (Bθ) = νn2.F2(θϕ(F2))∗. From
Γ (Aθ) ∼i Γ (Bθ) we obtain M(ϕ(F1)θ)∗ =E N(ϕ(F1)θ)∗ iff M(ϕ(F2)θ)∗ =E N(ϕ(F2)θ)∗. As in the previous case, we can
derive x1(θ ′ϕ(F1))∗ =E x2(θ ′ϕ(F1))∗ ⇔ x1(θ ′ϕ(F2))∗ =E x2(θ ′ϕ(F2))∗. Therefore θ ′ ∈ Ω(E,Φ ∧ Φ2). 
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