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1. Introduction
The purpose of this article is to generalize to the context of table algebras, and thereby prove in a
uniform way, several results of E. Adan-Bante [1–4] on the decomposition of products of irreducible
characters and of conjugacy classes of ﬁnite p-groups. These results yield optimal lower bounds on
the number of constituents in the decompositions.
Table algebras were introduced by Z. Arad and the author [5] for the exact purpose of synthesizing
arguments, or of ﬁnding new results and arguments, on products of characters and products of con-
jugacy classes. We soon learned that we had re-discovered a variant of several prior concepts, which
include C-algebras, hypergroups, fusion rule algebras, and the adjacency (or Bose–Mesner) algebras of
association schemes. See [8, Section 1] for a brief historical survey. Among the consequences of the
main theorems of this article are new results for fusion rule algebras and association schemes, as we
note later in this section.
Some deﬁnitions, notation, and review of known facts are needed to establish our context. The
deﬁnition below of table algebra is as in [9, Deﬁnition 1.1]. It is equivalent to the notion of a real,
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in [5].
Deﬁnition 1.1. A table algebra (A, B) is a ﬁnite-dimensional algebra A over the complex numbers C,
and a distinguished basis B = {b0 = 1A,b1,b2, . . . ,bd} for A such that the following properties hold:
(1.1a) For all 0 i, j  d, bib j =∑dl=0 βi jlbl , where each coeﬃcient (structure constant) βi jl is in
R0.
(1.1b) There is an algebra antiautomorphism ∗ of A such that (∗)2 = idA and B∗ = B . (So ∗ has
order at most two, and permutes the elements of B . Set bi∗ := b∗i .)
(1.1c) For all 0 i, j  d, βi j0 = 0 if j = i∗ , and βii∗0 = βi∗ i0 > 0.
Remark 1.1. For any table algebra (A, B), Theorem 3.14 of [6] (or Lemma 2.9 of [5] in the commutative
case) implies that there exists a unique algebra homomorphism | | : A → C (called the (positive) degree
map) such that |bi | = |b∗i | > 0 for all 0 i  d. The values |bi | are called the degrees of (A, B).
Deﬁnition 1.2. A table algebra (A, B) is called standard if for all bi ∈ B , |bi | = βii∗0.
Example 1.1. For any ﬁnite group G , the group algebra CG with basis G is a standard ta-
ble algebra. Here, the antiautomorphism is induced from inversion on G , and the degree map
is the augmentation map (so |g| = 1, all g ∈ G). Another example of a standard table alge-
bra is (Z(CG),Cla(G)), the center of CG with basis Cla(G), the set of sums over the var-
ious conjugacy classes of G . The antiautomorphism and degree map for Z(CG) are the re-
strictions of those for CG . Yet another table algebra is (Ch(G), Irr(G)), the set of complex-
valued class functions on G with pointwise addition and multiplication, and with basis the
set of irreducible characters of G . The (anti)automorphism is given by complex conjugation on
Irr(G), extended linearly; and the degree |χ | = χ(1), all χ ∈ Irr(G). This algebra is not stan-
dard (unless G is abelian), as the principal character 1G has coeﬃcient 1 in the decomposition
of χχ .
Example 1.2. A ﬁnite-dimensional fusion rule algebra, as deﬁned in [10, pp. 47–48], is a commutative
table algebra such that all the structure constants βi jl are integers, and βii∗0 = 1 for all 0 i  d. So
for any ﬁnite group G , (Ch(G), Irr(G)) is an example of a fusion rule algebra. A fusion ring, or based
ring, as in [11], shares the properties of a fusion rule algebra, but is not necessarily commutative.
Example 1.3. The Bose–Mesner (or adjacency) algebra of an association scheme is an example of
a standard table algebra. Given an association scheme (in the sense of [13]) on an underlying set
with n < ∞ elements, each relation of the scheme is encoded in an n × n 0/1 matrix. The set of
these adjacency matrices forms a basis for the algebra that it generates, and Deﬁnition 1.1 is satis-
ﬁed, where the antiautomorphism is matrix transpose. The degree of each adjacency matrix is the
sum over any of its rows, and this well deﬁned positive integer is the valency of the corresponding
relation.
Remark 1.2. Any table algebra (A, B) can be rescaled (as in Section 2 of [5]) to one which is standard.
Speciﬁcally, if B ′ := {(|bi |/βii∗0)bi | 0  i  d}, then (A, B ′) is a standard table algebra [6, Theo-
rem 3.15], [5, Theorem 2.10].
Deﬁnition 1.3. Let (A, B) be a table algebra. For all 0  i  d, the stable degree σ(bi) is deﬁned as
σ(bi) = |bi |2/βii∗0; and the order of B is
o(B) :=
d∑
i=0
σ(bi).
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(i) Stable degrees are invariant under rescalings of B .
(ii) If B is standard then σ(bi) = |bi | for all i.
(iii) If G is any ﬁnite group, then o(G) = o(Cla(G)) = o(Irr(G)) = card(G).
(iv) If B is the set of adjacency matrices of an association scheme, then o(B) is the cardinality of the
underlying set of the scheme.
Deﬁnition 1.4. Let (A, B) be a table algebra and let S , T be nonempty subsets of B . Deﬁne
ST :=
⋃
s∈S,t∈T
SuppB(st); S∗ = {s∗ | s ∈ S}; S+ =
∑
s∈S
s (in A).
If b ∈ B , write {b}S as bS , S{b} as Sb.
Remark 1.4. Note that if B is standard, then o(B) = |B+|.
Deﬁnition 1.5. Let (A, B) be a table algebra. A nonempty subset C of B is called a closed subset (or a
table subset) of B if C∗C ⊆ C .
Remark 1.5. For C a nonempty subset of B , Deﬁnition 1.5 is equivalent to CC ⊆ C [9, Corollary 2.6].
Furthermore, (〈C〉,C) is again a table algebra when C is closed.
Deﬁnition 1.6. Let (A, B) be a table algebra and C a closed subset of B . A subset of B of the form bC
(resp. Cb) for some b ∈ B is called a right (resp. left) coset of C in B .
Remark 1.6. (See [7, Proposition 4.2], [6, Proposition 4.7].) The family of right cosets (resp. left cosets)
of C in B forms a partition of B .
We restrict our deﬁnition below of “quotient table algebra by a closed subset” to the commutative
case. The deﬁnition in general may be found in [6, Section 4.1] and [9, Deﬁnition 2.4].
Deﬁnition 1.7. Let (A, B) be a commutative, standard table algebra and C a closed subset of B . For
each b ∈ B ,
b//C := o(C)−1(bC)+ = o(C)−1
∑
x∈bC
x; B//C := {b//C | b ∈ B}; and
A//C := 〈B//C〉, the linear span.
Remark 1.7. (See [6, Proposition 4.8, Theorem 4.9].) Assume the hypotheses of Deﬁnition 1.7. Let
e := o(C)−1C+ . Then e is an idempotent, and each b//C = μbbe, for some μb ∈ R>0. It follows that
A//C = Ae is an algebra with multiplicative identity e, (A//C, B//C) is a commutative, standard table
algebra, and x → xe is an algebra epimorphism from A to A//C , with b → μ−1b b//C for all b ∈ B .
Furthermore, o(B//C) = o(B)/o(C). As a further consequence, for all 0 i, j  d,
SuppB//C (bi//C · b j//C) =
{
bl//C
∣∣ bl ∈ SuppB(bib j)}. (1.1)
Of course, bl//C = bk//C exactly when bk ∈ blC .
Remark 1.8. Let (A, B) be a commutative, standard table algebra. Let C , D , E be closed subsets of B .
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that C E and C ∩ E are closed subsets, {b//E | b ∈ C} spans 〈C E//E〉, and the correspondence
b//E → b//C ∩ E for all b ∈ C is well deﬁned and extends linearly to an algebra isomorphism
between 〈C E//E〉 and 〈C//C ∩ E〉. In particular, o(C E//E) = o(C//C ∩ E).
(ii) Suppose that C ⊆ D ⊆ B . It follows from [9, Proposition 2.13] that D//C is a closed subset of
B//C , and (B//C)//(D//C) = B//D . Also, every closed subset of B//C is of the form D//C for
some such D .
Example 1.4. (See [5, p. 139], [7, Example 1.2].) For G a ﬁnite group, the closed subsets of G are of
course the subgroups of G . The closed subsets of Cla(G) correspond to the normal subgroups of G , in
that a closed subset C consists of the sums over a set of G-conjugacy classes whose union is a normal
subgroup N . The obvious bijection between Cla(G)//C and Cla(G/N) preserves structure constants,
and so yields an algebra isomorphism between Z(CG)//C and Z(C(G/N)). The closed subsets of
Irr(G) also correspond to the normal subgroups of G , in that any closed subset C = Irr(G/N) for some
N  G . Replacing each χ ∈ Irr(G) by χ(1)χ yields the standard rescaling Irr(G)′ . Then Irr(G)′//C ′ is
in bijection with certain positive scalar multiples of sums over the G-conjugacy classes of Irr(N);
a correspondence that preserves structure constants.
Deﬁnition 1.8. (See [6, Section 4.1], [5, Proposition 3.2].) Let (A, B) be a table algebra. An element
bi ∈ B is called linear (or thin) if bib∗i = βii∗01. The set of all linear elements of B is denoted L(B).
Remark 1.9. (See [6, Proposition 4.6], [5, Proposition 3.2(ii)].) Let (A, B) be a standard table algebra.
(i) |bi | 1 for all 0 i  d, and equality holds iff bi is linear.
(ii) L(B) is a group; in particular, it is a closed subset of B .
(iii) If bi ∈ L(B) and b j ∈ B , then both bib j and b jbi are in B .
(iv) If S ⊆ L(B) then |S+| = card(S).
Example 1.5. Let G be a ﬁnite group. The linear elements of Cla(G) comprise Z(G), the center of G .
The linear elements of Irr(G) are the usual linear characters. The linear elements of the basis of
adjacency matrices for the Bose–Mesner algebra of an association scheme are permutation matrices.
Deﬁnition 1.9. Let (A, B) be a commutative, standard table algebra. Deﬁne L(0)(B) = {1}, L(1)(B) =
L(B), and for i  1,
L(i+1)(B) = preimage in B of L(B//L(i)(B)),
so that L(i+1)(B)//L(i)(B) = L(B//L(i)(B)) (see Remark 1.8(ii)). Each L(i)(B) is a closed subset of B , and
L(i+1)(B) ⊇ L(i)(B) for all i  0.
Remark 1.10. Let G be a ﬁnite group. The normal subgroups that correspond (as in Example 1.4) to
the closed subsets L(i)(Cla(G)) are the terms of the upper central series for G:
Z0(G) = {1} ⊆ Z1(G) = Z(G) ⊆ Z2(G) ⊆ · · · .
The normal subgroups that correspond to the closed subsets L(i)(Irr(G)′) are the terms of the lower
central series for G:
L0(G) = G ⊇ L1(G) = [G,G] ⊇ L2(G) =
[
G, [G,G]]⊇ · · · .
Deﬁnition 1.10. Let (A, B) be a commutative, standard table algebra. We say that B is nilpotent if
L(n)(B) = B for some n > 0. The minimal such n is called the nilpotence class of B .
H.I. Blau / Journal of Algebra 323 (2010) 1581–1592 1585Remark 1.11. This deﬁnition is shown in the proof of Proposition 2.3 below to be equivalent to
Deﬁnition 1.16 of [7] for commutative table algebras. Hanaki’s deﬁnition of nilpotence for associa-
tion schemes [12, Deﬁnition 2.1] coincides with ours for commutative schemes, as does Gelaki and
Nikshych’s deﬁnition of nilpotence for based rings [11, Deﬁnition 4.4, Theorem 4.16] in the commu-
tative case.
Remark 1.12. It follows from Deﬁnition 1.10 and Remark 1.10 that if G is a ﬁnite group, then the
following statements are equivalent:
(i) G is a nilpotent group.
(ii) (Z(CG),Cla(G)) is a nilpotent, commutative standard table algebra.
(iii) (Ch(G), Irr(G)′) is a nilpotent, commutative standard table algebra.
Deﬁnition 1.11. (See [7, Deﬁnition 1.18], [9, Deﬁnition 1.8].) Let (A, B) be a table algebra. Then (A, B)
is called an integral table algebra (ITA) if every structure constant βi jl and every degree |bi | is a
rational integer. Also, B is called p-valenced for a ﬁxed rational prime p if every stable degree σ(bi) =
pni for some ni ∈ Z0.
Remark 1.13. We will show in Theorem 2.4 below that if (A, B) is a p-valenced, commutative standard
ITA such that o(B) is a power of p, then (A, B) is nilpotent and o(C) is a power of p for every closed
subset C of B .
Remark 1.14. For any ﬁnite group G , each of (CG,G), (Z(CG),Cla(G)), and (Ch(G), Irr(G)) is an ITA,
as is the adjacency algebra of any association scheme. If G is a p-group, then each of (CG,G),
(Z(CG),Cla(G)), (Ch(G), Irr(G)) is p-valenced. If (A, B) is a fusion rule algebra with |bi | = pni ,
ni ∈ Z0 for all i, then the standard rescaling (A, B ′) is again a p-valenced ITA (see Proposition 2.5
below). In particular, for any p-group G , (Ch(G), Irr(G)′) is a p-valenced ITA.
Deﬁnition 1.12. Let (A, B) be a commutative, standard table algebra. For each b ∈ B , deﬁne the stabi-
lizer of b in L(B) as
Sb :=
{
x ∈ L(B) ∣∣ xb = b}.
It is immediate from the associative law that Sb is a subgroup of L(B).
Deﬁnition 1.13. Let (A, B) be a commutative, standard table algebra. Deﬁne
γ (B) := min{card(Sc) ∣∣ c ∈ B//L(i)(B) and card(Sc) > 1, all i  0},
if there exists some such c with card(Sc) > 1. Otherwise, arbitrarily ﬁx γ (B) > 1.
Remark 1.15. Note that for c ∈ B//L(i)(B), Sc denotes a subgroup of L(B//L(i)(B)) = L(i+1)(B)//L(i)(B).
We prove in Proposition 2.6 below that if c ∈ L(2)(B)\L(1)(B), then {b0}  Sc ⊆ L(1)(B). Hence, if B
is nilpotent of class at least two then γ (B) is deﬁned by the ﬁrst alternative of Deﬁnition 1.13. If
B = L(B), then Sc = {b0 = 1} for all c ∈ B . In any case, γ (B) > 1.
Deﬁnition 1.14. Let (A, B) be a commutative table algebra. For all 0 i, j  d, deﬁne
η(bi,b j) := card
(
SuppB(bib j)
); η(bi) := card(SuppB(bib∗i )).
So η(bi,b j) and η(bi) are positive integers, the number of constituents that appear with positive
coeﬃcient in the decomposition of bib j , or of bib∗i , in terms of B . Note that these numbers are
invariant under rescalings of B .
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Theorem 1.1. Let (A, B) be a nilpotent, commutative, standard table algebra. Let γ = γ (B). Then for all b ∈ B,
η(b) >
(
logγ |b|
)
(γ − 1).
Corollary 1.2. Let (A, B) be a commutative, standard table algebra that is p-fractional (as in Deﬁnition 2.1
below) and p-valenced for some prime p. Suppose also that o(B) = pN for some N ∈ Z>0 . Then for all b ∈ B,
η(b) >
(
logp |b|
)
(p − 1).
Corollary 1.3. (See [2, Theorem A].) Let G be a ﬁnite p-group for some prime p, and let g ∈ G. Let Cl(g) denote
the conjugacy class of g, with card(Cl(g)) = pn for some n ∈ Z0 . Then the product Cl(g) · Cl(g−1) is the
union of at least n(p − 1) + 1 distinct conjugacy classes of G.
Corollary 1.4. Fix a prime p. Let (A, B) be the adjacency algebra of a commutative association scheme that
is p-valenced and with o(B) = pN for some N ∈ Z>0 . If b ∈ B and |b| = pn for n ∈ Z0 , then η(b) n(p −
1) + 1.
Corollary 1.5. Fix a prime p. Let (A, B) be a fusion rule algebra that is p-valenced and with o(B) = pN for
some N ∈ Z>0 . If b ∈ B and |b| = pn for some n ∈ Z0 , then η(b) 2n(p − 1) + 1.
Corollary 1.6. (See [1, Theorem A].) Let G be a ﬁnite p-group for some prime p, and let χ ∈ Irr(G) with
χ(1) = pn for some n ∈ Z0 . If χ denotes the complex conjugate of χ , then χχ has at least 2n(p − 1) + 1
irreducible constituents.
Remark 1.16. If b′ is the standard rescaling of b ∈ B as in Corollary 1.5 then |b′| = p2n (see Remark 1.2
above or the proofs in Section 3). The situation of Corollary 1.6 is a special case of Corollary 1.5. This
serves to explain the difference between the lower bounds n(p − 1) + 1 for products of conjugacy
classes and 2n(p − 1) + 1 for products of irreducible characters.
Theorem 1.7. Let (A, B) be a commutative, standard ITA such that for some ﬁxed prime p andm,N ∈ Z>0 the
following hold: o(B) = pN ; for all 0 i, j, l d, then |bi | = pmni for some ni ∈ Z0 , and if η(bi,b j) > 1 then
pm−1|βi jl . Then it follows that for any bi,b j ∈ B with |bi | = |b j | = pm, either η(bi,b j) = 1 or η(bi,b j) 
(p + 1)/2.
Corollary 1.8. (See [3, Theorem A].) Suppose that G is a ﬁnite p-group and g,h ∈ G with card(Cl(g)) = p =
card(Cl(h)). Then the product Cl(g) · Cl(h) either consists of a single conjugacy class or is the union of at least
(p + 1)/2 conjugacy classes.
Corollary 1.9. Fix a prime p. Let (A, B) be the adjacency algebra of a commutative association scheme such
that for some m,N ∈ Z>0 the following hold: o(B) = pN ; for all 0 i, j, l d, then |bi | = pmni for some ni ∈
Z0 , and if η(bi,b j) > 1 then pm−1|βi jl . Then for any bi,b j ∈ B with |bi | = |b j | = pm, either η(bi,b j) = 1
or η(b j,b j) (p + 1)/2.
Corollary 1.10. Fix a prime p and positive integer N. Let (A, B) be a fusion rule algebra such that o(B) = pN ,
and for all 0  i  d, |bi | = pni for some ni ∈ Z0 . Then for any bi,b j ∈ B with |bi | = |b j | = p, either
η(b j,b j) = 1 or η(bi,b j) (p + 1)/2.
Corollary 1.11. (See [4, Lemma 2.3, Theorem A].) Suppose that G is a ﬁnite p-group and χ,θ ∈ Irr(G) with
χ(1) = θ(1) = p. Then χθ either has a single irreducible constituent or is a linear combination of at least
(p + 1)/2 irreducible characters.
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Throughout this section, (A, B) is a commutative standard table algebra. The notation of Section 1
is in force. Set L = L(B).
Proposition 2.1. (See [5, Section 2], [7, Propositions 2.4, 2.5], [6, Proposition 2.2].) There exists a positive
deﬁnite Hermitian form (,) on A such that for all 0 i, j, l d, (bi,b j) = δi j |bi | and (bi,b jbl) = (b j,bib∗l ) =
(bl,b∗j bi).
The following result is an immediate consequence.
Proposition 2.2. For all 0 i, j, l d,
bi ∈ SuppB(b jbl) ⇔ b j ∈ SuppB
(
bib
∗
l
) ⇔ bl ∈ SuppB(b∗j bi).
Proposition 2.3. Let C be a closed subset of B. Then B is nilpotent if and only if C and B//C are nilpotent.
Proof. Composition series and composition factors (quotients) are deﬁned for commutative table
algebras in [7, Section 1], and a Jordan–Hölder type theorem is proved [7, Theorem 5] that es-
tablishes invariance (up to isomorphism) of composition factors. By Deﬁnition 1.9, each quotient
L(i+1)(B)//L(i)(B) is an abelian group. So if B is nilpotent, each composition factor of B is a sec-
tion of an abelian group, and thus is also an abelian group. Conversely, if each composition factor
of B is an abelian group, then B contains a minimal nontrivial closed subset that consists of linear
elements, so that L(B) = {1}. Since the composition factors of B//L(B) are abelian groups, induction
on card(B) yields that B//L(B) is nilpotent, hence so is B . We have shown that
B is nilpotent ⇔ the composition factors of B are abelian groups. (2.1)
The conclusion of Proposition 2.3 follows immediately from (2.1) and the invariance of composition
factors. 
Deﬁnition 2.1. (See [9, Deﬁnition 1.7].) (A, B) is called p-fractional for some prime p if each structure
constant βi jl = npm for some n,m ∈ Z0 (depending on i, j, l).
Remark 2.1. Every ITA is p-fractional for all primes p.
Theorem 2.4. Suppose that (A, B) is p-valenced and p-fractional for some prime p. Suppose also that
o(B) = pN for some N ∈ Z>0 . Then (A, B) is nilpotent, and if C is any closed subset of B then o(C) = pM
for some M ∈ Z0 with M  N.
Proof. Since p|o(B), Lemma 4.3 of [9] implies that p|o(L) = card(L). Then the abelian group L con-
tains a subgroup (and closed subset) Q with p = card(Q ) = o(Q ). By [9, Lemma 4.2], (A//Q , B//Q )
is also a commutative, standard table algebra that is p-valenced and p-fractional, with o(B//Q ) =
o(B)/o(Q ) = o(B)/p. By induction on o(B) or card(B), (A//Q , B//Q ) is nilpotent. Since Q = L(Q ) is
nilpotent, then (A, B) is nilpotent by Proposition 2.3.
Let C be any closed subset of B . Then C Q //Q is a closed subset of B//Q , and again by induction
on o(B), we have that o(C Q //Q ) is a p-power. Since o(C Q //Q ) = o(C//C ∩ Q ) by Remark 1.8(i),
and since C ∩ Q = {1} or Q , and o(C//C ∩ Q ) = o(C)/o(C ∩ Q ), it follows that o(C) = pM for some
M ∈ Z0. Since o(C) o(B) by Deﬁnition 1.3, we have M  N . 
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o(B) = pN for some positive integer N. Let B ′ be the standard rescaling of B. Then (A, B ′) is a p-valenced and
p-fractional commutative standard table algebra, with o(B ′) = pN . Furthermore, if |bi | = pni , some ni ∈ Z0
for all 0 i  d, then (A, B ′) is integral, |b′i | = p2ni for all 0 i  d, and if β ′i jl is a structure constant for B ′
where η(bi,b j) > 1, then p|β ′i jl .
Proof. (A, B ′) is p-valenced and p-fractional by [9, Lemma 4.4]; and o(B ′) = o(B) = pN since stable
degrees are invariant under rescaling. Suppose that for all 0  i  d, |bi | = pni for some ni = Z0.
Since βii∗0 = 1 by the deﬁnition of fusion rule algebra, Remark 1.2 yields that b′i = |bi |bi = pni bi and
|b′i | = |bi |2 = p2ni . As β ′i jl is the coeﬃcient of b′l in the decomposition of b′ib′j , it follows that
β ′i jl = pni pn jβi jl/pnl = pni+n j−nlβi jl.
Now βi jl ∈ Z0 by the deﬁnition of fusion rule algebra, and if βi jl > 0 we have |bi ||b j| = |bib j | |bl|.
In this case, ni +n j −nl  0, and in any case, β ′i jl ∈ Z0. If βi jl > 0 and η(bi,b j) > 1, then |bi ||b j | > |bl|.
Hence, ni + n j − nl > 0 and so p|β ′i jl . 
Proposition 2.6. Suppose that B is nilpotent and B = L(B). Then for any c ∈ L(2)(B) \ L(B), Sc =
SuppB(cc
∗)  {b0}.
Proof. By deﬁnition of L(2)(B), c//L · c∗//L = b0//L. Then by (1.1), SuppB(cc∗) ⊆ L. Since c /∈ L,
SuppB(cc
∗)  {b0} by Deﬁnition 1.8. Now by Proposition 2.2 and Remark 1.9(iii), x ∈ SuppB(cc∗) ⇔
c ∈ SuppB(xc) ⇔ c = xc ⇔ x ∈ Sc . 
Lemma 2.7. If (A, B) is any commutative, standard table algebra and b ∈ B, then
η(b) η(b//L) + card(Sb) − 1.
Proof. By Eq. (1.1), we may index a subset of SuppB(bb
∗) as b0 = 1A,b1, . . . ,bm such that {bi//L |
0 i m} is the set of distinct elements of SuppB//L(b//L · b∗//L). So m + 1 = η(b//L). For each x ∈
Sb , b ∈ SuppB(xb) implies that x ∈ SuppB(bb∗) by Proposition 2.2. Since x ∈ L, x//L = o(L)−1(xL)+ =
o(L)−1L+ = b0//L. So x = bi , 1  i m, for all x ∈ Sb \ {b0}. Thus, SuppB(bb∗) contains the disjoint
union of {bi | 0 i m} and Sb \ {b0}. The lemma follows. 
Lemma 2.8. If (A, B) is any commutative, standard table algebra and b ∈ B, then |b//L| = |b|/ card(Sb) 1.
Proof. For x, y ∈ L, bx = by iff xy−1 ∈ Sb . Thus, card(bL) = card(L)/ card(Sb). Then
|b//L| = o(L)−1|(bL)+| = 1
card(L)
card(bL) · |b| = 1
card(L)
· card(L)
card(Sb)
· |b| = |b|
card(Sb)
.
Remark 1.9(i) yields that |b//L| 1. 
Our ﬁnal lemma is easily checked by elementary differential calculus, and must be very well
known.
Lemma 2.9. Deﬁne the real-valued function f on the real interval (1,∞) by f (x) = ln xx−1 for all x > 1. Then f
is strictly decreasing on (1,∞).
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Proof of Theorem 1.1. Let (A, B) be a nilpotent, commutative, standard table algebra of nilpotence
class n > 0. If B = L(B), then for any b ∈ B , we have that |b| = 1, η(b) = 1, and for any γ > 1,
(logγ |b|)(γ − 1) = 0. So we may assume that n > 1.
Let γ = γ (B), γ1 = γ (B//L). Then 1 < γ , by Proposition 2.6. If n > 2, then γ  γ1 by Proposi-
tion 2.6 and Deﬁnition 1.13. If n = 2, so that B//L = L(B//L), then we may set γ1 so that γ  γ1. So
in any case, γ  γ1. Now Lemma 2.7, induction on n, and Lemma 2.8 yield, for any b ∈ B ,
η(b) η(b//L) + card(Sb) − 1 >
(
logγ1 |b//L|
)
(γ1 − 1) + card(Sb) − 1
= (logγ1(|b|/ card(Sb)))(γ1 − 1) + card(Sb) − 1
= (ln(|b|/ card(Sb))) (γ1 − 1)lnγ1 + card(Sb) − 1.
Lemma 2.9 and 1 < γ  γ1 imply that γ1−1lnγ1 
γ−1
lnγ . Since |b|/ card(Sb)  1 by Proposition 2.8, we
have that
η(b) >
(
ln
(|b|/ card(Sb))) (γ − 1)lnγ + card(Sb) − 1
= (ln |b|) (γ − 1)
lnγ
− (ln(card(Sb))) (γ − 1)lnγ + card(Sb) − 1.
If card(Sb) = 1 then η(b) > (ln |b|) (γ−1)lnγ = (logγ |b|)(γ − 1), which is the desired conclusion. So
we may assume that card(Sb) > 1. Thus Deﬁnition 1.13 yields that 1 < γ  card(Sb). Then by
Lemma 2.9,
γ − 1
lnγ
 card(Sb) − 1
ln(card(Sb))
,
hence
card(Sb) − 1
(
ln
(
card(Sb)
)) (γ − 1)
lnγ
.
It follows that η(b) > (ln |b|) (γ−1)lnγ = (logγ |b|)(γ − 1). 
Proof of Corollary 1.2. By Theorem 2.4 and [9, Lemma 4.2], (A, B) is nilpotent, o(C) is a p-power
for any closed subset C of B , and (A//C, B//C) is again p-fractional and p-valenced, with o(B//C) a
p-power. So for any i  0 and c ∈ B//L(i)(B), o(Sc) = card(Sc) is a p-power. Then by Deﬁnition 1.13
and Proposition 2.6, γ = γ (B) p. So γ−1lnγ  p−1ln p , by Lemma 2.9.
Hence by Theorem 1.1,
η(b) >
(
logγ |b|
)
(γ − 1) = (ln |b|) (γ − 1)
lnγ

(
ln |b|) (p − 1)
ln p
= (logp |b|)(p − 1). 
If G is a ﬁnite p-group, then (Z(CG),Cla(G)) satisﬁes the hypotheses of Corollary 1.2. Thus Corol-
lary 1.3 is an immediate consequence of Corollary 1.2, as is Corollary 1.4.
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some N ∈ Z>0. Let b ∈ B with |b| = pn for some n ∈ Z0. By Proposition 2.5, the standard rescaling
(A, B ′) is p-valenced and p-fractional, with o(B ′) = o(B) = pN , and |b′| = p2n . So Corollary 1.2 applies
and yields η(b′) > 2n(p − 1). Since η(b) = η(b′), the result follows. 
Corollary 1.6 is a special case of Corollary 1.5, and it follows immediately.
Proof of Theorem1.7. Let (A, B) satisfy the hypotheses of Theorem 1.7. We may assume that bi,b j ∈ B
with |bi | = |b j | = pm , and bib j =∑tl=1 λlcl where t > 1, the cl are distinct elements of B , and λl ∈ Z>0
for all 1  l  t . We wish to show that t  p+12 . So we may suppose that p > 2. By hypothesis, for
each 1 l t , pm−1|λl and |cl| = pmnl for some nl ∈ Z0.
If some |cl| = 1 (that is, nl = 0), then cl ∈ L(B). Then cl ∈ SuppB(bib j) implies that b jc∗l = b∗i , by
Proposition 2.2 and Remark 1.9(iii). Then by Remark 1.9(iii) and Corollary 1.2,
η(bi,b j) = η
(
bi,b jc
∗
l
)= η(bi,b∗i )m(p − 1) + 1 p.
So it suﬃces to assume that nl  1 for all 1 l t . Now
p2m = |bi||b j| = |bib j| =
t∑
l=1
λl|cl| = pm
t∑
l=1
λl p
m(nl−1). (3.1)
Then (3.1) and t > 1 yield that for each 1 l t , pm > λl pm(nl−1)  pm(nl−1) . It follows that nl = 1 for
1  l  t; that is, |cl| = pm . Now (3.1) implies that pm =∑tl=1 λl . Since pm−1|λl for each l, we have
λl = pm−1λ′l for some λ′l ∈ Z>0, and
bib j = pm−1
t∑
l=1
λ′lcl, where
t∑
l=1
λ′l = p and |cl| = pm, 1 l t. (3.2)
By Proposition 2.2 and Remark 1.9(iii), |x| = 1 and x ∈ SuppB(bib∗i ) ⇔ |x| = 1 and bi = bix ⇔ x ∈ Sbi .
Moreover, for x ∈ Sbi , |bi | = (xbi,bi) = (x,bib∗i ) by Proposition 2.1.
It follows that each x ∈ Sbi occurs in the decomposition of bib∗i with coeﬃcient |bi | = pm . If d ∈
SuppB(bib
∗
i ) and |d| = pmn for some n > 0, then
p2m = |bi|
∣∣b∗i ∣∣= ∣∣bib∗i ∣∣> |d|
implies that |d| = pm . If d occurs with coeﬃcient β in the decomposition of bib∗i , then η(bi,b∗i ) > 1
yields that β = pm−1β ′ for some β ′ ∈ Z>0. Thus we have, for some r, s ∈ Z0, β ′u ∈ Z>0 for 1 u  r,
τ ′u ∈ Z>0 for 1 u  s, and du, gu ∈ B with |du | = |gu| = pm ,
bib
∗
i = pmS+bi + pm−1
r∑
u=1
β ′udu, b jb∗j = pmS+b j + pm−1
s∑
u=1
τ ′u gu. (3.3)
It follows from (3.3) that
p2m = ∣∣bib∗i ∣∣= pmo(Sbi ) + pm−1
r∑
u=1
β ′u pm.
Hence, pm−1|o(Sbi ). Since o(Sbi ) is a p-power by Theorem 2.4, o(Sbi ) equals pm−1 or pm . The same
is true for o(Sb j ). Therefore,
H.I. Blau / Journal of Algebra 323 (2010) 1581–1592 1591bib
∗
i = pmS+bi where o(Sbi ) = pm, or bib∗i = pmS+bi + pm−1
r∑
u=1
β ′udu, (3.4)
where o(Sbi ) = pm−1, r  1, |du | = pm for each u, and
∑r
u=1 β ′u = p − 1.
Suppose that the second alternative of (3.4) holds. It follows immediately from Eq. (1.1) that
SuppB//L(bi//L · b∗i //L) consists of b0//L and a set of distinct elements from the du//L, 1  u  r.
So η(bi//L) r + 1. By Lemma 2.8, |bi//L| = |bi |/ card(Sbi ) = pm/pm−1 = p. Then Corollary 1.2 forces
η(bi//L)  p. Hence, r  p − 1. Since ∑ru=1 β ′u = p − 1, then r = p − 1 and all β ′u = 1. A similar
argument holds for b j , so we have
bib
∗
i = pmS+bi where o(Sbi ) = pm, or
bib
∗
i = pmS+bi + pm−1
p−1∑
u=1
du, where o(Sbi ) = pm−1 and |du| = pm;
b jb
∗
j = pmS+b j where o(Sb j ) = pm, or
b jb
∗
j = pmS+b j + pm−1
p−1∑
u=1
gu, where o(Sb j ) = pm−1 and |gu| = pm. (3.5)
By Proposition 2.1 and (3.2),
(bib j,bib j) = p2m−2
t∑
l=1
(
λ′l
)2|cl| = p3m−2 t∑
l=1
(
λ′l
)2
. (3.6)
Proposition 2.1 also implies that (bib j,bib j) = (b∗i bi,b jb∗j ).
Suppose that o(Sbi ) = pm . Then by (3.5),
(
b∗i bi,b jb
∗
j
)= p2m ∑
x∈Sbi∩Sb j
= p2m card(Sbi ∩ Sb j ).
Then by (3.6),
pm−2
t∑
l=1
(
λ′l
)2 = card(Sbi ∩ Sb j ).
Now
∑t
l=1(λ′l)
2 
∑t
l=1 λ′l = p by (3.2), so card(Sbi ∩ Sb j ) must equal pm−1 or pm . If card(Sbi ∩ Sb j ) =
pm−1, then
∑t
l=1(λ′l)
2 = p =∑tl=1 λ′l . Hence, (λ′l)2 = λ′l = 1 for all l, and t = p > (p+1)/2. If card(Sbi ∩
Sb j ) = pm , then
∑t
l=1(λ′l)
2 = p2 = (∑tl=1 λ′l)2. But (∑tl=1 λ′l)2 > ∑tl=1(λ′l)2 unless t = 1, which is a
contradiction.
A similar argument holds if o(Sb j ) = pm , so we may assume that the alternatives of (3.5) where
o(Sbi ) = o(Sb j ) = pm−1 are in effect. Let Y = {du}p−1u=1 ∩ {gu}p−1u=1 . Then
(
b∗i bi,b jb
∗
j
)= p2m card(Sbi ∩ Sb j ) + p2m−2∑
y∈Y
|y|
 p2m · pm−1 + p3m−2(p − 1) = 2 · p3m−1 − p3m−2.
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∑t
l=1(λ′l)
2  2 · p3m−1 − p3m−2, whence
t∑
l=1
(
λ′l
)2  2p − 1. (3.7)
The Cauchy–Schwarz inequality, applied to the t-tuples (λ′l) and (1), implies that
p2 =
(
t∑
l=1
λ′l
)2
= ((λ′l) · (1))2  [(λ′l) · (λ′l)][(1) · (1)]=
t∑
l=1
(
λ′l
)2 · t.
Since
∑t
l=1(λ′l)
2  2p − 1 by (3.7), we have p2  (2p − 1)t . Then t  p2/(2p − 1) > p/2. Since p is
odd, t  (p + 1)/2 and Theorem 1.7 is proved. 
Proof of Corollary 1.8. If G is a ﬁnite p-group then (Z(CG),Cla(G)) satisﬁes the hypotheses of Theo-
rem 1.7 with m = 1. The conclusion follows. 
Proof of Corollary 1.9. The adjacency algebra (A, B) satisﬁes by assumption the hypotheses of Theo-
rem 1.7. 
Proof of Corollary 1.10. Let the fusion rule algebra (A, B) satisfy the hypotheses of Corollary 1.10. By
Proposition 2.5, the hypotheses of Theorem 1.7 hold for the standard rescaling (A, B ′) with m = 2.
So if bi,b j ∈ B with |bi | = |b j | = p, then |b′i | = |b′j | = p2, and by Theorem 1.7, the desired conclusion
holds for η(b′i,b
′
j) = η(bi,b j). 
Proof of Corollary 1.11. If G is a ﬁnite p-group, then the hypotheses of Corollary 1.10 hold for
(Ch(G), Irr(G)). 
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