Abstract. This paper is on the classical Knotting Problem: for a given manifold N and a number m describe the set of isotopy classes of embeddings N → S m . We study the specific case of knotted tori, i. e. the embeddings S p × S q → S m . The classification of knotted tori up to isotopy in the metastable dimension range m ≥ p + 3 2 q + 2, p ≤ q, was given by A. Haefliger, E. Zeeman and A. Skopenkov. We consider the dimensions below the metastable range, and give an explicit criterion for the finiteness of this set of isotopy classes in the 2-metastable dimension:
Introduction
This paper is on the classical Knotting Problem: for a given manifold N and a number m describe the set of isotopy classes of embeddings N → S m . For a recent survey see [Sko07L] . This subject was actively studied in the sixties [Hud63, Hae66C] and there has been a renewed interest for it in the last years [CRS04, CeRe03, CrSk08] .
This problem generalizes the subject of classical knot theory. In contrast with the classical situation of simple closed curves in R 3 , a complete answer can sometimes be obtained in higher dimensions. We work in the smooth category except when explicitly indicated otherwise.
Knots. For knots S
q → S m an explicit classification in some dimensions, and a complete rational classification in codimension at least 3 is known:
Theorem 0. [Hae66A, Cor. 6 .7] Assume that q + 2 < m < 3 2 q + 2. Then up to isotopy the set of smooth embeddings S q → S m is infinite if and only if q + 1 is divisible by 4.
Links. The classification of links S p ⊔S q → S m is the next natural problem after knots. In codimension at least 3 there is an exact sequence involving the set of links up to isotopy and certain homotopy groups [Hae66C] . In some dimension range, called 2-metastable, there is an explicit description of the isotopy classes of links S p ⊔ S q → S m modulo knots S p → S m and S q → S m in terms of homotopy groups of spheres and Stiefel manifolds ([Hae66A] , a short proof was given in [Sko09] Knotted tori. In this paper we study the classification of knotted tori, i.e. smooth embeddings S p × S q → S m . This theory generalizes the theory of 2-component links of the same dimension (Figure 1 ). The investigation of knotted tori is a natural next step (after link theory) towards the classification of embeddings of arbitrary manifolds [Sko07F, Web67] , by the handle decomposition theorem. This subject is also interesting because of many interesting examples (e.g. [Hud63, MiRe71, Sko02] ).
There exists an explicit description of the set of knotted tori in the metastable dimension m ≥ p+
The exactness is proved using the Habegger-Kaiser techniques of studying the complement of an almost embedding.
Organization of the paper. In §2 we state our main theoretical result (Theorem II). In §3 we define the β-invariant. In §4, which is the main part of the paper, we prove the completeness of the β-invariant. In §5 we prove Theorem II, using the previous result. In §6 we easily deduce Theorem I from Theorem II. In §7 we state some open problems. In Appendix we discuss the embedded surgery on self-intersection sets which is required for our proofs.
In a subsequent publication we are going to generalize Theorem I for arbitrary m > 2p + q + 2 by reducing the classification of knotted tori to the classification of links. The main idea
In this section we state our main theoretical result. We present an analogue of the Koschorke exact sequence, which reduces the classification of embeddings
We tacitly use the well-known facts that in codimension at least 3 concordance implies isotopy and any concordance or isotopy is ambient [Hud69] .
Almost embeddings. (Hirsch) Informally, an almost embedding is a map admitting only 'local' self-intersections (see Figure 4) . To give a formal definition, fix a codimension 0 ball B p+q ⊂ S p × S q (see Figure 1b) . A map f : S p × S q → S m is an almost embedding, if the following two conditions hold:
An almost concordance is defined analogously, except that the ball B p+q is replaced by B p+q × I. Figure 4 f B • Figure 6 Commutative group structure. (A. Skopenkov) The S p -parametric connected sum operation gives a natural commutative group structure on the set of embeddings S p × S q → S m up to concordance (see Figure 5 ). This structure is well-defined for m > 2p + q + 2 [Sko08] . We shall give the formal definition in §5.
Action of knots on knotted tori. For m > p + q + 2 the set of embeddings S p+q → S m up to concordance is a group with respect to the connected sum operation [Hae66A] . The same operation gives an action of this group on the set of embeddings S p × S q → S m up to concordance. In §5 we shall prove that this action is injective for m > 2p + q + 2. Notice that the set of orbits of the action is in a one-to-one correspondence with the set of embeddings S p × S q → S m up to concordance smooth outside a finite set (Figure 6 ). 
This theorem immediately yields estimates of the order and the rank of the group
given the appropriate estimates for the group E m (S p × S q ). Theorem II also easily implies the Haefliger formula for the group of links S q ⊔ S q → S m in the 2-metastable range [Hae66C] . A short proof of this classical result (together with Theorem II for p = 0) is given in [Sko09] . Theorem II for p = 0 is analogous to the Koschorke exact sequence: compare Theorems 3.1 and 3.5 in [Sko09] , and Theorem 3.1 in [Kos90] .
in Theorem II is a new invariant and it is the main tool of this paper. It generalizes both (a) the normal bordism β-invariant of link maps [ HaKa98, Kos88] ; and (b) the β-invariant of knotted tori [Sko07F, Sko08, cf. also Hae66C, Hud63] .
The key idea of this invariant is the following. Fix a base point * ∈ S p and a codimension 0 ball
The β-invariant measures the linking of f ( * × S q ) and (a certain retract of) f B p+q . The main idea of the paper is that from this point of view the study of almost embeddings S p × S q → S m is similar to the study of link maps S q ⊔ S p+q → S m . So we can apply the full advantage of the Habegger-Kaiser technique to our problem. Now let us concentrate on what is done in addition to the technique of [HaKa98] .
Sketch of the proof of Theorem II. Let us outline the verification of exactness at the term E m (S p × S q ). We need to prove that any almost embedding f : . This is the most difficult step, which requires the conditions β(f ) = 0 and m ≥ p + 4 3 q + 2. By the argument of [HaKa98] we may assume that f | * ×S q is null-homotopic outside f B p+q . So we can span f ( * × S q ) by a (not necessarily embedded) disc D q+1 in S m − f B p+q . Then we can remove the self-intersection of the disc using the embedding theorem.
This completes the proof in case when the interior of D q+1 also does not intersect f (S p × S q − B p+q ). The opposite case, as well as exactness at the terms
and Ω m p,q , is proved by an appropriate relative version of this argument (see §4).
The β-invariant
In this section we shall give a detailed construction of the β-invariant of almost embeddings S p × S q → S m . Idea of the β-invariant. The visualization of this idea is based on an analogy of low-dimensional almost embeddings f ⊔g : S 1 ⊔S 0 → S 2 . Such an almost embedding is defined analogously to the above, if one fixes a segment B 1 ⊂ S 1 . A simple almost concordance invariant of such an almost embedding is the linking number lk(f, g) which assumes its values in Z 2 . Evidently, this invariant is incomplete (see Figure 7) 
In the situation of Figure 7 the β-invariant, constructed as follows, is useful. Take a double point ∆ of the map f : S 1 → S 2 . Generically f −1 ∆ consists of two points. Join these two points by an arc C ∆ ⊂ S 1 . The image f C ∆ is a cycle, and the number β(f, g) = ∆ lk(f C ∆ , g) (mod 2), where the summation is over all double points of f , is an almost isotopy invariant (well-defined only if lk(f, g) = 0).
To realize this idea in higher dimensions we construct: (i) an analogue of the cycle f C ∆ , see the definition of the cyclef below; and (ii) a generalization of the linking number lk(f C ∆ , f ( * × S q )), see the definition of β(f ) below.
Definition of the double point data. The construction of all framings below is obvious, so the reader may ignore steps (3) and (2) in all the definitions below. Besides, these steps are not used in the paper except in the proof of easy Proposition 4.3.
Definition of the normal bordism group Ω s (P ∞ , lλ) [Kos88L] . An lλ-manifold is the triple consisting of (1) a manifold M ('link'); (2) a line bundle λ M on M ; and (3) an isomorphismḡ :
('skew framing'), where ν(M ) is the stable normal bundle of M . The normal bordism group Ω s (P ∞ , lλ) is the set of s-dimensional lλ-manifolds up to bordism (with analogous bundle structure). The disjoint union commutative group structure is evidently defined on this set.
Hereafter denote by s = 2p + 3q − 2m + 2, l = m − p − q − 1 and n = p + q. By 
Let the vectors {e This gives the required isomorphismḡ :
Definition of the beta-invariant β(f ). (1)
The manifold β = β(f ). Put
(2) The line bundle λ β on β. Denote by pr : β → ∆ the obvious composition
Restrict the stable isomorphismḡ : ν(∆) ∼ = (l + 1)λ ∆ given by the definition of the double point (m − n)λ-manifold, step (3), to the bundle < e
Restricting the previous isomorphism to the manifold β we get an isomorphism
Proof. We need to check the following:
(1) The class of β(f ) does not depend on the choices in the construction. Indeed, we made the following four choices. In the definition of the cyclef we took an extensionī : C∆ → D p+q . In the definition of the double point (m − n)λ-manifold, step (3), we took a trivialization of the bundle N (D p+q , S m ). In the definition of β(f ), step (1), we took an extensionf : D q+1 → S m . And in step (3) of the same definition we took a trivialization of N (D q+1 , S m ). Clearly, these extensions and trivializations are unique up to homotopy, hence the class of β(f ) is well-defined.
(2) If f 1 and f 2 are almost concordant, then β(f 1 ) = β(f 2 ). Indeed, let f : S p × S q × I → S m × I be a general position almost concordance between f 1 and f 2 . One can construct analogously as above the β-invariant β(f ) of this almost concordance. Then it is a bordism between β(f 1 ) and β(f 2 ). Thus β(f 1 ) = β(f 2 ). Now we give a relative version of the above construction (see Figure 8 ).
Definition of a proper almost embedding
is said to be a proper almost embedding if the following conditions hold:
(i) f is an embedding outside B p+q ; and
A proper almost concordance is defined analogously, except that the ball B p+q is replaced by 
Definition of the relative beta-invariants β(f ) and β(f, g). The definition of the (relative) β-invariant β(f ) of a proper almost embedding f :
is completely analogous to the definition of the invariant β(f ) above, except that the map f | * ×S q is replaced by f | * ×D q . Given a proper map g :
, define the β-invariant β(f, g) analogously to β(f ), only replace the map f | * ×D q by the map g.
An obvious observation is:
Completeness of the β-invariant
In this section we prove the completeness of the β-invariant: 
This isomorphism is given by the formula g → β(f ′ , g).
In particular, if β(f ) = 0 and g :
′ (by Proposition 3.2 above). This assertion forms the basis of the following argument.
Proof of 4.1 modulo Lemma III. The proof consists of 3 steps:
(1) Construction of a web, whose interior misses Im f . Take a proper almost embedding f :
be a proper almost embedding (properly almost concordant to f ) such that the isomorphism of Lemma III holds.
Without loss of generality assume that f ′ is a general position immersion such that 
This theorem is proved completely analogously to [Hud69, Theorem 9.2.1]. By smoothing theory it follows that h
−1f
Emb is properly homotopic rel D 
Example. {(D
The following proposition shows how to express the β-invariant via the homotopy class g ∈ π q (D m − Im F, ∂). This can be considered as an alternative definition of the β-invariant β(f, g). 
the class g is sent to β(f, g).
Here the first arrow is the suspension map. The second map is the SpanierWhitehead duality. The third arrow is induced by the mapf defined in §3. The fourth map is given by the Pontryagin-Thom construction (see [Kos88L] for details). This proposition is proved by a direct verification. In fact, it suffices to prove it for a map f : B p+q → S m , which can be done analogously to [HaKa98, Proposition 3.2]. Due to this assertion it is useful to know the homotopy type of Im f . It is given by the following proposition. 
To prove this proposition note that both of these spaces can be obtained from
by appropriate contractions (Figure 9 ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Since R has dimension at most 3q + 3p − 2m + 2, it follows by the assumption m ≥ p + So it remains to make the classifying map ∆ → P ∞ (s+1)-connected by a proper almost concordance of f . This is made by the following theorem: Here s = 2p + 3q − 2m + 2 and n = p + q. The proof of Theorem 4.6 is completely analogous to the proof of [HaKa98, Theorem 4.5]. We shall present it in Appendix.
Thus we have proved modulo Theorem 4.6 the completeness of the β-invariant.
Proof of Theorem II
In this section we deduce Theorem II from the completeness of the β-invariant. Remark. The relative β-invariant is a map • •
Lemma 5.2. (cf. [Ne84] and [Sko09, Th. 3 .1], see Figure 10 ) For every m > 2p + q + 2 there is an exact sequence
Proof of 5.1 modulo Lemma III.
The construction of ω x proceeds in 3 steps:
By Lemma III from §4 the map f is properly almost concordant to a proper almost embedding Definition of additive inverses. Let f : S p × S q → S m be an almost embedding. By the inverse of f we mean the almost embedding given by the formula (−f )(x, y) = σ m f (x, σ q y), where σ k is the reflection of S k across the hyperplane x 1 = 0.
Definition of the neutral element. Denote by 0 the standard embedding
Group Structure Theorem 5.4. [cf. Sko08] A commutative group structure on the set of almost embeddings S p ×S q → S m up to almost concordance is well-defined for m > 2p + q + 2 and q > 1 by the above construction.
The analogues of this theorem for proper almost embeddings and smooth embeddings are also true. These versions and Theorem 5.4 itself are proved similarly to the Group Structure Theorem in [Sko08] .
Consider a triple of proper almost embeddings f 1 , f 2 and f 3 = f 1 + f 2 . One can see that up to homotopyf 3 =f 1 ∨f 2 andf 3 =f 1 +f 2 , where '+' denotes the S p -parametric connected sum relatively to the boundary. So β(f 3 ) = β(f 1 ) ⊔ β(f 2 ), hence β(f 1 + f 2 ) = β(f 1 ) + β(f 2 ). Now we are going to prove that the action of embeddings S p+q → S m on the set of embeddings
is the group of all embeddings S p × S q → S m up to concordance (with the S p -parametric connected sum group structure).
is a homomorphism taking an embedding g : S p+q → S m to the connected sum of g and the standard embedding S p × S q → S m . (The connected sum is made along an arc I joining the images of the embeddings; these images are assumed to be contained in distinct half-spheres).
Proposition 5.6. The homomorphism σ :
In fact this proposition immediately implies the case 'p + q + 1 divisible by 4' of Theorem I, by Theorem 0 in §1. The restriction m > 2p + q + 2 is essential, e. g. the action
Proof of Proposition 5.6. It suffices to construct a left inverse Since the restriction of c to the boundary is a smooth concordance, by Proposition 5.6 it follows that the restriction of g to the boundary is unknotted. Thus we may assume that g is a smooth embedding. By the concordance extension theorem the restriction of c to the boundary extends to an ambient concordance of S m −D m . So c can be extended to an almost concordance of f without adding new self-intersections. The latter is an almost concordance between f and an embedding f ′ :
So the proof of Theorem II is completed.
Proof of Theorem I
In this section we deduce Theorem I from Theorem II. Thus we need a classification of almost embeddings S p × S q → S m . We summarize this classification and the above results in the following theorem. 
The groups in the second column of 6.1 are well-known rationally:
Theorem 6.2. Assume that p + First we prove Theorem I modulo Theorem 6.1 and 6.2. Then we prove Theorems 6.1 and 6.2 themselves, using some known results.
Proof of Theorem I modulo 6.1 and 6.2. (1) Case when q + 1, p + q + 1 are not divisible by 4. Recall that if X → Y → Z is an exact sequence with finite X and Z, then Y is also finite. Applying this 4 times to the last 3 columns of Theorem 6.1 starting from the bottom, we are done, because by Theorem 6.2 the groups in the second column of 6.1 are finite when q + 1, p + q + 1 are not divisible by 4.
(2) Case when p+q +1 is divisible by 4. By Theorems 6.1(1) and 6.2(1) it follows directly that the group E m (S p × S q ) is in this case infinite. . By Theorem 6.2(1) the group E m (S q ) in this case is infinite. Take an infinite order element x. The obstruction to existence of a (p + 1)-frame on the embedding x : S q → S m belongs to the group π q−1 (V m−q,p+1 ). By Theorem 6.2(4) this group is in our case finite. So for some positive integer N the embedding N x extends to a smooth embedding
Clearly, H has an infinite order.
(4) Case when q + 1 is divisible by 4, . Construction of the embedding T . By Theorem 6.2(4) the group π q (V m−q,p ) is in this case infinite. Take an infinite order element x of this group. Consider the map τ : π q (V m−q,p ) → E m (D p × S q ) from 6.1(4). This map takes the element x to the canonical p-frame D p × S q → S m of the standard sphere S q ⊂ S m . The complete obstruction to extension of this p-frame to a (p + 1)-frame belongs to π q−1 (S m−p−q−1 ). The latter group is in our case finite. So for some positive integer N the element N τ (x) can be extended to a smooth embedding S p ×S q → S m , which is the desired torus T .
Proof that T has an infinite order. It suffices to prove that the element τ (x) ∈ E m (D p × S q ), which is the restriction of T to D p × S q , has an infinite order. Suppose to the contrary. Then N τ (x) = 0 for some positive integer N . So by Theorem 6.1(4) N x belongs to the image of the map E m+1 (S q+1 ) → π q (V m−q,p ). But the group E m+1 (S q+1 ) is in our case finite. This contradiction proves that T has infinite order.
(5) Case when q + 1 is divisible by 4, m = p + 
(2).
Proof that W has an infinite order. Consider the exact sequence 6.1(2). By Theorem 6.1(2) it suffices to prove that E m+1 (S p × S q+1 ) is in our case finite. Since q + 1 is divisible 4, it follows by Theorem 6.2 that π q+1 (V m−q,p ) and E m+1 (S q+1 ) are finite. An easy computation shows that π p+q+1 (S m−q−1 ) is also finite in our case. So by Theorems 6.1(3)-(4) it follows that E m+1 (S p × S q+1 ) is finite.
In the rest of this section we shall prove Theorems 6.1 and 6.2. Assertions (1) and (2) of Theorem 6.1 are reformulations of Proposition 5.6 and Theorem II which were proved in §5. [Sko08] can be dropped. We present an alternative proof to keep the paper self-contained. 
Proof of assertion (3) in

Appendix. Surgery on the double point manifold
Here we perform a surgery on the double point manifold ∆ to make the classifying map ∆ → P ∞ sufficiently highly connected. This is required for the proof of Lemma III.
Let f : D n → M m be a general position proper immersion such that f | ∂D n is an embedding. The embedding theorem [Hud69] , cf. Theorem 4.2 above, allows us to remove the self-intersection of f by a homotopy rel ∂D n under certain conditions. In the dimension range, where the embedding theorem is not true, we give an approach to the simplification of the double point data of f in some sense.
The purpose of this section is to prove that the classifying map ∆ → P ∞ can be made (s + 1)-connected by a homotopy of the map F rel ∂D n , provided that (i) M m is (s + 1)-connected; (ii) 2s ≤ 2n − m − 2; and (iii) s ≤ m − n − 3 (Theorem 4.6).
Proof of Theorem 4.6. The procedure of making ∆ → P ∞ (s+ 1)-connected is done in 2 steps:
Step 1. Making ∆ connected and π 1 (∆) → π 1 (P ∞ ) surjective (i. e.∆ connected).
Step 2. Killing the elements of Ker(π i (∆) → π i (P ∞ )) for 1 ≤ i ≤ s. These two steps are sufficient, because the map π i+1 (∆) → π i+1 (P ∞ ) = 0 is surjective for 1 ≤ i ≤ s. If ∆ = ∅, then we first need to create a self-intersection (for example, by the Whitney finger moves).
In both steps 1 and 2 we make the following Whitney-Haefliger trick, performing a surgery on ∆. First let us construct the Habegger-Kaiser standard model for doing surgery on a framed i-sphere of double points of an n-disc immersed into S m . Standard model for doing surgery. [HaKa98] We will make use of the model manifold R m = R×R i+1 ×R 2n−m−i ×R m−n−1 ×R m−n−1 and of two embeddings, g + and g − of R n = R i+1 ×R 2n−m−i ×R 2n−m−1 into R m intersecting transversally along 0×S
i ×R 2n−m−i ×0×0. For example, one may take g − (x, y, z) = (|x| 2 −1, x, y, 0, z) and g + (x, y, z) = (1 − |x| 2 , x, y, z, 0). The sphere S i bounds a ball D i+1 ⊂ R i+1 ⊂ R n . Furthermore, the sphere
− , where D i+1 ± = g ± (∪D i+1 ), bounds a ball D i+2 ⊂ R × R i+1 ⊂ R m with corners along S i . Pushing one of the two caps across D i+2 does the surgery. More precisely, the double points of the resulting regular homotopy form the trace of this surgery. Now we are going to make some preparations for doing surgery, which are a bit different, in Steps 1 and 2.
Step 1 (making ∆ and∆ connected). Evidently, one can make ∆ = ∅. Take a pair of points (a, b), (c, d) belonging to distinct components of∆. One can assume that they are outside the triple point set. Consider the spheres S 0 = {{a, b}, {c, d}}, S Step 2 (killing the elements of Ker(π i (∆) → π i (P ∞ ))). Assume that g : S i → ∆ represents an element of Ker(π i (∆) → π i (P ∞ ), 1 ≤ i ≤ s. Since 2i ≤ dim ∆ − 1 (because 2s ≤ 2n − m − 2), it follows that g can be assumed to be an embedding. By general position the triple point set has dimension ≤ 3n − 2m. Since s ≤ m − n − 3, it follows that i + 3n − 2m ≤ dim ∆ − 1, so generically Im g does not contain triple points. Now, since the composition S i → P ∞ is trivial, it follows that (m − n)λ ∆ | S i is trivial. Then N (S i , ∆) is stably trivial and hence trivial. Denote this bundle by η. Since S i → P ∞ is trivial, it follows that S i is also trivially covered in∆. Denote by S Thus we obtain an embedding of a collar neighborhood of the sphere S i+1 into S m . It can be extended to an embedding of the disc D i+2 , whose interior does not intersect f D n , provided that i + 2 + n ≤ m− 1 and 2(i + 2) ≤ m− 1 (which follows from n + s + 3 ≤ m, because s ≤ n − 1).
Finally, consider the following partial (m−n−1)-framing of the sphere S i+1 . On the disc D 
