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Liouville Quantum Gravity on the complex tori
Franc¸ois David ∗, Re´mi Rhodes †, Vincent Vargas ‡
Abstract
In this paper, we construct Liouville Quantum Field Theory (LQFT) on the toroidal topology in
the spirit of the 1981 seminal work by Polyakov. Our approach follows the construction carried out by
the authors together with A. Kupiainen in the case of the Riemann sphere. The difference is here that
the moduli space for complex tori is non trivial. Modular properties of LQFT are thus investigated.
This allows us to sum up the LQFT on complex tori over the moduli space, to compute the law of the
random Liouville modulus, therefore recovering (and extending) formulae obtained by physicists, and
make conjectures about the relationship with random planar maps of genus one, eventually weighted by
a conformal field theory and conformally embedded onto the torus.
Key words or phrases: Liouville Quantum Gravity, complex tori, modular covariance, Gaussian multiplicative chaos, KPZ
formula, Polyakov formula.
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1 Introduction
Given a two dimensional connected compact Riemann manifold (M, g) without boundary, one introduces
the convex Liouville functional defined on maps X :M → R
S(X, g) :=
1
4π
∫
M
(|∂gX |2 +QRgX + 4πµeγX)λg (1.1)
where ∂g, Rg and λg respectively stand for the gradient, Ricci scalar curvature and volume form in the
metric g and Q,µ, γ > 0 are constants to be discussed later. If Q = 2γ , finding the minimizer u (if exists)
of this functional allows one to uniformize (M, g). Indeed, one defines a new metric by setting g′ = eγug
and the new metric g′ has constant Ricci scalar curvature Rg′ = −2πµγ2. These are the foundations of the
classical Liouville theory, also known under the name of uniformization of 2d Riemann surfaces.
For probabilists, Liouville quantum field theory (LQFT) can be seen as a randomization of the Liouville
action. This randomization is made in the spirit of the Feynmann path integral representation of the Brow-
nian motion and applies to surfaces instead of paths for the Brownian motion. Formally, one looks for the
construction of a random field X with law given heuristically in terms of a functional integral
E[F (X)] = Z−1
∫
F (X)e−S(X,g)DX (1.2)
where Z is a normalization constant and DX stands for a formal uniform measure on some space of maps
X :M → R (In fact, in the case of LQFT, X turns out to live in the space of distributions rather than in the
space of of maps). This formalism describes the law of the log-conformal factor X of a formal random metric
of the form eγXg on M . Of course, this description is purely formal and giving a mathematical description
of this picture is a longstanding problem since the work of Polyakov [30]. It turns out that for the particular
values
γ ∈]0, 2], Q = 2
γ
+
γ
2
, (1.3)
this field theory is expected to become a Conformal Field Theory (CFT for short, see [13, 20] for a background
on this topic). The rigorous construction of such an object has been carried out in [12] in the case of the
Riemann sphere and in [22] in the case of simply connected Riemann structures with boundary. In the case
of the torus, there is an important physics literature on the topic (see [3, 19, 21] for instance and also the
recent work [2] which performs very interesting numerical simulations in relation with planar maps) but up
to now no rigorous construction.
The aim of this paper is precisely to construct rigorously this CFT when the underlying Riemann
manifold (M, g) has the topology of the torus. A specific feature of complex tori is the non triviality of the
modular space as the conformal structures on the torus can be parameterized by a fundamental domain for
the action of PSL2(Z) on the upper half-plane H (see next section for exact definitions). Hence complex
tori are usually seen as a good way to probe a theory with respect to its modular dependency: the reader
may consult [26] (and references therein) for recent progresses concerning the classical Liouville equation
on tori. The non triviality of the modular space was also our original motivation to study genus one LQFT
as a way to test the robustness of the approach developed in [12] in view of the more ambitious task of
constructing LQFT on all compact Riemann surfaces with arbitrary large genus. We will show that Liouville
quantum gravity on tori naturally enjoys additional modular invariance properties besides more standard
CFT properties. Another important question is about summing all the possible moduli dependent LQFT
on tori over the moduli space. In particular, the modulus of the random surface becomes a random variable,
the law of which will be computed in section 6.
Let us further mention that there is a growing literature on the study of random planar maps (RPM)
with genus higher than one, see [6, 7, 4, 10, 27] for instance. In particular, it has been shown in this case that
RPMs converge to the so-called ”Brownian torus”, a toroidal variant of the Brownian map (work in progress
by Bettinelli and Miermont). Liouville quantum gravity on tori is conjecturally related to these objects: we
will formulate some precise mathematical conjectures in section 6.3 in the case of genus one RPMs. As a
2
byproduct, we give explicit conjectures on the law of the random modulus of the scaling limit of random
planar maps, eventually weighted by a model of statistical physics at its critical point and conformally
embedded onto the torus.
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2 Background and notations
There are at least two canonical ways to describe all the possible complex structures on tori.
First, given an element τ called the modular parameter in the upper half-plane H = {z ∈ C; Im(z) > 0},
we can consider the associate two-dimensional lattice Γτ = Z + τZ and the complex structure on the
torus Tτ := C/(Z+ τZ) induced by the canonical projection from C (equipped with its canonical complex
structure) to Tτ . Two such complex structures are equivalent if their modulus parameters τ, τ
′ are conjugated
by an element of the modular group M
∃ψ ∈M, ψ(τ) = τ ′. (2.1)
The modular group M is the group of all linear fractional transformations of the upper half plane H of the
form
τ 7→ aτ + b
cτ + d
, a, b, c, d ∈ Z, ad− bc = 1. (2.2)
The modular group is isomorphic to the projective special linear group PSL2(Z) and is generated by the
maps τ 7→ ψ1(τ) := τ + 1 and z 7→ ψ2(τ) := −1/τ . One can check that if (2.1) holds with ψ given by (2.2)
then the application
z 7→ (cτ + d)z (2.3)
is a bijective conformal map between Tψ(τ) and Tτ .
It is then natural to ask for a fundamental domain for this equivalence class of conformal structures.
Let us introduce the moduli space S defined as the quotient H/M equipped with the Riemann structure
inherited from H equipped with the Poincare´ metric via the canonical projection. We call λS = d
2z/Im(z)2
the volume form on S. A fundamental domain for the action of M on H is classically given by
{z ∈ H; |Re(z)| < 1
2
, |z| > 1}. (2.4)
The Riemann surface S is not compact.
Throughout this paper, we will use a different though equivalent procedure to describe the complex
structures of tori based on the fact that complex structures on a Riemann surface are equivalent to conformal
structures. Our approach will be thus to consider a fixed surface with the topology of the torus, say the
usual torus T = C/Γi, and to modify the metric on T as a function of τ in order to define different conformal
structures indexed by τ . More precisely, we denote by pτ : T→ Tτ the mapping defined by
∀x = (x1, x2) ∈ T, pτ (x) = x1 + τx2 (2.5)
and consider on T the complex structure inherited from this mapping, which we call τ -complex structure. The
corresponding conformal structure can be described as the class of all metrics on T conformally equivalent
to the metric gˆτ that we construct below.
It will be convenient to introduce first the volume form, Laplace-Beltrami operator and gradient with
respect to the standard metric on T, respectively denoted by λ, △ and ∂. We will further denote by ∂i and
∂ij the partial derivatives in this metric.
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Then we consider the metric (with x = (x1, x2) ∈ T)
gˆτ (x)dx
2 = |dx1 + τdx2|2 (2.6)
Observe that gˆτ is “flat”, i.e. has curvature 0. The volume form, Laplace-Beltrami operator and gradient
with respect to this metric will be denoted respectively by λτ , △τ and ∂τ and are given by
dλτ = Im(τ) dλ (2.7)
△τ = Im(τ)−2
(
|τ |2∂11 − 2Re(τ)∂12 + ∂22
)
(2.8)
∂τ = Im(τ)−2
(|τ |2∂1 − Re(τ)∂2 , −Re(τ)∂1 + ∂2) (2.9)
We will further denote by mτ (f) the mean value of the function f in the metric gˆτ , namely
mτ (f) =
1
λτ (T)
∫
T
f dλτ . (2.10)
Recall also that a function f : T 7→ C is holomorphic if and only if it solves the following Cauchy-Riemann
equations:
− Re(τ)
Im(τ)
∂f
∂x
+
1
Im(τ)
∂f
∂y
= i
∂f
∂x
(2.11)
In particular, the mapping pτ : T→ Tτ is a conformal map when T is equipped with the τ -complex structure.
Notice also that ∫
T
|∂τϕ|2τ dλτ =
1
Im(τ)
∫
T
|τ∂1ϕ− ∂2ϕ|2 dλ. (2.12)
Finally, as the Sobolev spaces H1(T, gˆτ ) do not depend on τ , we will simply denote by H
1(T) the space
H1(T, gˆτ ), whatever the choice of the metric gˆτ .
Finally, given an element ψ(z) = az+bcz+d in PSL2(Z) (with ad − bc = 1), we associate the unimodular
transformation
ψ˜ : x = (x1, x2) ∈ (T, gˆψ(τ)) 7→ ψ˜(x) = (dx1 + bx2, cx1 + ax2) ∈ (T, gˆτ ). (2.13)
The reader may easily check with the Cauchy-Riemann equations (2.11) that this mapping is a biholomor-
phism. In fact, the map pτ ◦ ψ˜ ◦ p−1ψ(τ) is given by (2.3). Furthermore ψ˜ ◦ ϕ = ϕ˜ ◦ ψ˜ for every ψ, ϕ ∈M. We
further set ψt(z) = az+cbz+d and correspondingly ψ˜
t(x) = (dx1 + cx2, bx1 + ax2) if ψ(z) =
az+b
cz+d ∈ M (we just
switch the role of b, c).
Remark 2.1. Throughout the paper, we will make use of the Dedekind function η and the theta function
of Jacobi ν1, the basic properties of which are recalled in the appendix A.
3 Green functions and Gaussian Free Fields
Here we collect a few facts about the Green functions and Gaussian Free Fields on tori.
3.1 Green function
The Green function Gτ on the torus T equipped with the metric gˆτ is the unique solution to
−△τGτ (w, ·) = 2π(δw − 1
Im(τ)
),
∫
T
G(w, ·) dλτ = 0 (3.1)
with the properties that Gτ (x,w) = Gτ (w, x) and Gτ is smooth in (x,w) except along the diagonal x = w.
Because of the translation invariance of △, we have Gτ (x,w) = Gτ (x− w, 0), hence it is customary to call
Gτ (x) := Gτ (x, 0) the Green function.
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We can expand the Green function along the eigenvalues of −(2π)−1△τ . For this, let us define for
n,m ∈ Z
∀x = (x1, x2) ∈ T, fn,m(x) = Im(τ)−1/2 e2πinx1+2πimx2 .
It is readily seen that the family (fn,m)mn,∈Z is an orthonormal basis of L
2(λτ ). Furthermore we have
−△τfn,m = 2π
( 2π
Im(τ)2
|τn−m|2)fn,m.
Therefore the family (fn,m)n,m is a family of eigenfunctions of the operator −(2π)−1△τ with associate
eigenvalues ( 2πIm(τ)2 |τn−m|2)n,m. Hence we have the usual eigenfunction expansion of the Green function
Gτ (x) =
∑
(n,m) 6=(0,0)
cn,m(τ)e
2πinx1+2πimx2 (3.2)
with
cn,m(τ) =
Im(τ)
2π|nτ −m|2 . (3.3)
The exact shape of the Green function on tori is well known, see for instance [25, Ch. II, Th 5.1] where the
computations rely on some algebraic and geometric tools from elliptic curves. For the sake of completeness,
we give a direct elementary proof in appendix B by adapting the proof in [8, section 3.3]:
Proposition 3.1. We have the following exact expression for the Green function
∀x = (x1, x2) ∈ T, Gτ (x) = πIm(τ)x22 − ln
∣∣∣ϑ1(x1 + τx2, τ)
η(τ)
∣∣∣. (3.4)
From this exact form of the Green function, it is readily seen that
Gτ (z, w) = ln
1
|z − w| +O(|z − w|
2) + cτ
for some constant cτ which only depends on τ .
Now we describe the behavior of the Green function under the action of PSL2(Z). We claim
Proposition 3.2. The Green function Gτ possesses the following modular invariance
∀τ ∈ H, ∀ψ ∈ M, ∀x ∈ T, Gψ(τ)(x) = Gτ (ψ˜(x)). (3.5)
Proposition 3.3. Consider any real valued ϕ ∈ L2(T) and expand it as a Fourier series (converging in
L2(T))
ϕ(x) =
∑
(n,m)∈(Z2)
ϕn,me
2πinx1+2πimx2 . (3.6)
Then we have the algebraic relation
∀ψ ∈M, ∀(n,m) ∈ (Z2), ϕ
ψ˜t
−1
(n,m)
= (ϕ ◦ ψ)n,m. (3.7)
Proof of Propositions 3.2 and 3.3. Notice that
cn,m(ψ(τ)) = cψ˜t−1(n,m)(τ), (3.8)
from which it is plain to deduce that the Green functions satisfies the relations
Gψ(τ)(x) = Gτ (ψ˜(x)). (3.9)
Let us remark that this representation is indeed compatible with the structure of PSL2(Z). More precisely,
a Mo¨bius transform ψ(z) of T uniquely determines the coefficients a, b, c, d up to a global multiplicative sign.
Therefore there are two reparametrizations ψ˜(x),−ψ˜(x) of the torus attached to ψ. Furthermore, because
the Green function is real valued, we have Gτ (−ψ˜(x)) = Gτ (ψ˜(x)) = Gτ (ψ˜(x)), hence our claim. The proof
of Proposition 3.3 results from the same argument.
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3.2 Gaussian Free Fields
Here we follow the usual strategy to define the continuum Gaussian Free Field given the eigenfunction
expansion of the Green function (3.2). Though the case of tori is not treated in [15], the reader can easily
adapt the arguments in [15] to establish the claims below.
The Gaussian Free Field Xτ with vanishing mean in the metric gˆτ is defined as the sum
Xτ (x) =
∑
(n,m)∈(Z2)∗
αn,mcn,m(τ)
1/2e2πinx1+2πimx2 (3.10)
where the sequence (αn,m)(n,m)∈(Z2)∗ has the law of an i.i.d. sequence of standard Gaussian random variables
on some probability space (Ω,F ,P). The series converges in the dual Sobolev space H−1(T) (whose topology
does not depend on τ). It is obvious to check that the covariance kernel of this Gaussian random distribution
is exactly the function Gτ . Furthermore, this series representation is also convenient to see that, P-almost
surely, the mapping τ 7→ Xτ ∈ H−1(T) is measurable. From Proposition 3.2, we deduce
Proposition 3.4. (Modular invariance of the GFF) The GFF Xτ possesses the following modular
invariance
∀τ ∈ H, ∀ψ ∈M, Xψ(τ) = Xτ ◦ ψ˜ in law. (3.11)
Let us now recall a few facts on the partition function of the GFF. The free field partition function on
the torus Tτ equipped with the flat metric gˆτ is given by
ZFF(τ) =
1√
Im(τ)|η(τ)|2 . (3.12)
The reader may easily follow the sketch of proof given in [20] based on a regularized determinant to establish
rigorously this statement. Because the maps ψ1, ψ2 generate PSL2(Z), one can check with the help of (A.2)
that ZFF(ψ(τ)) = ZFF(τ) for any ψ in the modular group M. So ZFF(τ) is a modular invariant function.
Now we want to extend the notion of GFF on tori to conformally equivalent metrics. This concept requires
some precision in view of the construction of Liouville quantum gravity on tori. First there are infinitely
many different complex structures on T, which are equivalent up to PSL2(Z). So we have to consider a
log-conformal factor, call it ϕτ , that depends on all the possible complex structures on T parameterized
by τ ∈ H and that is compatible with such an algebraic structure. Second, having in mind (in the end) to
sum over the complex structures on tori, the mapping τ 7→ ϕτ must be smooth enough. This motivates the
following definition
Definition 3.5. (Modular log-conformal factor) A real-valued mapping
ϕ : τ ∈ H→ ϕτ ∈ H1(T)
is called a modular log-conformal factor if it is measurable, satisfies
∀ψ ∈ M, ϕψ(τ) = ϕτ ◦ ψ˜ (3.13)
and the condition that the mapping
τ ∈ H 7→
∫
T
|∂τϕ|2τ dλτ (3.14)
is invariant under the action of the modular group.
The partition function of the GFF in the metric eϕτ gˆτ will be denoted by Z
FF(eϕτ gˆτ ). Recall that thanks
to the conformal invariance of the GFF (with its central charge c = 1), ZFF is nothing but the function
ZFF(eϕτ gˆτ ) = e
1
96π
∫
T
|∂τϕτ |
2
τ dλτZFF(τ). (3.15)
When ϕτ = 0, we will simply write Z
FF(τ) instead of ZFF(gˆτ ). Notice that it is plain to construct
modular log-conformal factors in terms of their Fourier expansion:
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Proposition 3.6. Assume that we are given a sequence (ϕn,m)n,m∈Z of measurable functions on the moduli
surface S such that
∀τ ∈ S,
∑
n,m
|ϕn,m(τ)|2 < +∞, ϕn,m(τ) = ϕ−n,−m(τ). (3.16)
Extend each function to the whole half plane by setting
∀ψ ∈M, ∀τ ∈ S, ϕn,m(ψ(τ)) = ϕψ˜t−1(n,m)(τ) (3.17)
Then the following function ϕ is a modular log-conformal factor
ϕτ (x) =
∑
n,m
ϕn,m(τ)cn,m(τ)
1/2e2πinx1+2πimx2 . (3.18)
Proof. The modular compatibility is established with the help of Proposition 3.3 and (3.8). Finally,∫
T
|∂τϕτ |2τ dλτ =
1
Im(τ)
∫
T
|τ∂1ϕτ − ∂2ϕτ |2 dλ
=
1
Im(τ)
∫
T
|2πi
∑
n,m
(τn −m)ϕn,m(τ)cn,m(τ)1/2e2πinx1+2πimx2 |2 dλ
=
4π2
Im(τ)
∑
n,m
|τn−m|2|ϕn,m(τ)|2cn,m(τ)
=2π
∑
n,m
|ϕn,m(τ)|2.
This latter quantity is finite for all τ and is invariant under M by construction.
3.3 Circle-average approximations of the GFF
As the GFF belongs to H−1(T) and is not a function, it will be sometimes convenient to work with a
regularized version of this process. In our context, it is convenient to work with circle average regularizations
of the GFF. The point here is that the circles are expressed in the metric gˆτ and do not look like circles
when seen with Euclidean eyes. This reflects our convention to work in the fixed space T; this is in fact
equivalent to working in Tτ with Euclidean circle average regularizations.
The ǫ-circle centered at z0 in the metric gˆτ is the set {z0 + cτ (ǫeiθ); θ ∈ [0, 2π]} where
cτ (z) = Re(z)− Re(τ)
Im(τ)
Im(z) + i
Im(z)
Im(τ)
. (3.19)
Denote by Xτ,ǫ the ǫ circle-average regularization of the GFF Xτ
Xτ,ǫ(x) =
1
2π
∫ 2π
0
Xτ (x+ cτ (ǫe
iθ)) dθ. (3.20)
Of course, the above notation is formal as it does not make sense to evaluate the GFF at x + cτ (ǫe
iθ)
and then integrate over θ. Yet it makes sense to evaluate the GFF against the uniform measure over this
circle (this is standard ) and this can be understood as a way to give sense to the above integral, hence
our notation. The reader may check via the Kolmogorov criterion that we can find a modification of Xτ,ǫ
that is both continuous in ǫ and x. The covariance kernel of this Gaussian process is the regularized Green
function
E[Xτ,ǫ(x)Xτ,ǫ(0)] =: Gτ,ǫ(x) =
1
4π2
∫ 2π
0
∫ 2π
0
Gτ
(
x+ cτ (ǫe
iθ)− cτ (ǫeiθ
′
)
)
dθdθ′. (3.21)
We claim that:
7
Proposition 3.7. For each fixed τ ∈ H we have the convergence
E[Xτ,ǫ(x)
2] + ln ǫ→ Θ(τ) (3.22)
as ǫ→ 0, uniformly with respect to x ∈ T, where
Θ(τ) = − ln 2π − 2 ln |η(τ)|. (3.23)
Proof. By translational invariance of the law of the GFF, if suffices to establish the convergence at one fixed
point x to get the uniform convergence over T. Thus we choose x = 0. Recall the expression of the Green
function of Proposition 3.1 and write
Gτ (x) = πIm(τ)x
2
2 + ln |η(τ)| + ln
1
|pτ (x)| − ln |F (pτ (x))| (3.24)
where we have set
Fτ (x) =
∣∣ν1(pτ (x), τ)
pτ (x)
∣∣.
As the function ν1(x, τ) is analytic at x = 0 and ν1(0, τ) = 0, the function F is continuous at x = 0 and
Fτ (0) = ∂xν1(0, τ). Let us mention that Fτ (0) 6= 0. Indeed one has
∂xϑ1(0, τ) = 2πη(τ)
3. (3.25)
Let us admit for a while this relation. This shows that 1/F (x) is well defined and continuous over a
neighborhood of 0.
Therefore, on a neighborhood of 0 and plugging the expression (3.24) into the regularized expression
(3.21) evaluated at x = 0, we can write (using the Landau notation)
E[Xτ,ǫ(0)
2] =
∫ 2π
0
∫ 2π
0
ln
1
|pτ (cτ (ǫeiθ − ǫeiθ′))| dθdθ
′ + ln |η(τ)| − ln |Fτ (0)|+ o(ǫ).
Observe now that pτ (cτ (x)) = x and that
∫ 2π
0
∫ 2π
0
ln 1
|eiθ−eiθ′ |
dθdθ′ = 0. Indeed, notice first that
∫ 2π
0
∫ 2π
0
ln
1
|eiθ − eiθ′ | dθdθ
′ = 2π
∫ 2π
0
ln
1
|1− eiθ| dθ = 2π limr↑1
∫ 2π
0
ln
1
|1− reiθ| dθ.
Then use the series expansion of ln(1− x) for |x| < 1 into the relation∫ 2π
0
ln
1
|1− reiθ | dθ =
1
2
∫ 2π
0
ln
1
1− reiθ dθ +
1
2
∫ 2π
0
ln
1
1− re−iθ dθ.
The relation follows easily. Hence, we get
E[Xτ,ǫ(0)
2] = ln
1
ǫ
+ ln |η(τ)| − ln |Fτ (0)|+ o(ǫ).
Our claim follows by taking the limit as ǫ→ 0 and by using (3.25).
Let us finally show (3.25). By defining the analytic function
ξ(z) = q
1
12
∞∏
n=1
(1 − q2ne2iπz), q = eiπτ ,
it is readily seen that from (A.4) that
ϑ1(z, τ) = −ieiπzξ(1)ξ(z)(1− e−2iπz)ξ(−z).
By differentiating at z = 0 and noticing that ξ(1) = η(τ), it is obvious to check that
∂zϑ1(0, τ) = 2πη(τ)
3,
which completes the proof.
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3.4 Gaussian multiplicative chaos
Next we turn to the construction of the interaction measure eγX dλgˆτ . Recall that X is distribution valued
and therefore it is not clear at first sight how to define such a random measure. This context falls under the
scope of the theory of Gaussian multiplicative chaos [23]. We explain below how we use it.
Define the random measure
Mγ,τ,ǫ := ǫ
γ2
2 eγ(Xτ,ǫ−
Q
2 ln Im(τ)) dλgˆτ . (3.26)
Proposition 3.8. For γ ∈]0, 2[, the following limit exists in probability
Mγ,τ := lim
ǫ→0
Mγ,τ,ǫ = e
γ2
2 Θτ−
γQ
2 ln Im(τ) lim
ǫ→0
eγXτ,ǫ−
γ2
2 E[X
2
τ,ǫ] dλgˆτ (3.27)
in the sense of weak convergence of measures. This limiting measure is almost surely non trivial, without
atom and is (up to the multiplicative constant e
γ2
2 Θτ−
γQ
2 ln Im(τ)) a Gaussian multiplicative chaos of the field
Xτ with respect to the measure λgˆτ .
Furthermore, for any modular transformation ψ ∈ M, we have
(Xψ(τ),Mγ,ψ(τ))
law
= (Xτ ◦ ψ˜, ψ˜−1 ∗Mγ,τ ), (3.28)
where ψ˜−1 ∗Mγ,τ is the pushforward measure of Mγ,τ by ψ˜−1.
Remark 3.9. Recall the definition of the push forward of a measure: given two measured spaces (A,A) and
(B,B), a measurable map f : (A,A)→ (B,B) and a measure m on (A,A), the push forward f ∗m of f by
m is the measure on (B,B) defined by f ∗m(C) = m(f−1(C)) for C ∈ B.
Proof. The convergence in probability results from the main result in [33]. Then the fact that the measure
is non trivial, diffuse and is a Gaussian multiplicative chaos are standard facts of Gaussian multiplicative
chaos theory (the reader may consult [31] for instance).
What has to be checked is the modular transformation rule. In what follows, in order to avoid confusion,
we will further index with τ a circle average regularized process to indicate the metric with respect to which
circles have to be understood: for instance (Xτ ◦ ψ˜)ǫ,ψ(τ) means that Xτ ◦ ψ˜ has been regularized at scale ǫ
in the metric gˆψ(τ) . From Proposition 3.4, we have
(Xψ(τ),Mγ,ψ(τ),ǫ)
law
= (Xτ ◦ ψ˜, ǫ
γ2
2 eγ((Xτ◦ψ˜)ǫ,ψ(τ)−
Q
2 ln Im(ψ(τ))) dλgˆψ(τ)). (3.29)
Let us rewrite the latter measure as
ǫ
γ2
2 eγ((Xτ◦ψ˜)ǫ,ψ(τ)−
Q
2 ln Im(ψ(τ))) dλgˆψ(τ)
=
Im(ψ(τ))
Im(τ)
e−
γQ
2 ln Im(τ)e
γ2
2
(
E[(Xτ◦ψ˜)
2
ǫ,ψ(τ)]+ln ǫ
)
eγ(Xτ◦ψ˜)ǫ,ψ(τ)−
γ2
2 E[γ((Xτ◦ψ˜)
2
ǫ,ψ(τ)] dλgˆτ . (3.30)
We use the main result of [33] to claim that the random measures
eγXτ,ǫ◦ψ˜−
γ2
2 E[Xτ,ǫ◦ψ˜
2] dλgˆτ
and
eγ(Xτ◦ψ˜)ǫ,ψ(τ)−
γ2
2 E[(Xτ◦ψ˜)
2
ǫ,ψ(τ)] dλgˆτ
converge in probability to the same random measure on T, which is nothing but the Gaussian multiplicative
chaos eγXτ◦ψ˜−
γ2
2 E[Xτ◦ψ˜
2] dλgˆτ . Furthermore, since ψ˜ maps T onto itself and has determinant 1, we have that
eγXτ◦ψ˜−
γ2
2 E[Xτ◦ψ˜
2] dλgˆτ = ψ˜
−1 ∗ eγXτ− γ
2
2 E[X
2
τ ] dλgˆτ .
9
By using Proposition 3.7 and taking the limit as ǫ→ 0 in (3.30), we deduce that
(Xψ(τ),Mγ,ψ(τ))
law
= (Xτ ◦ ψ˜, Im(ψ(τ))
Im(τ)
e−
γQ
2 ln Im(ψ(τ))e
γ2
2 Θψ(τ) ψ˜−1 ∗Mγ,τ).
Finally, by using the relations (derive the second one by using (A.2))
Im(ψ(τ)) = Im(τ)|ψ′(τ)| and |η(ψ(τ))| = |ψ′(τ)|− 14 |η(τ)|, (3.31)
it is readily seen that
Im(ψ(τ))
Im(τ)
e−
γQ
2 ln Im(ψ(τ))e
γ2
2 Θψ(τ) = e−
γQ
2 ln Im(τ)e
γ2
2 Θτ .
This completes the proof.
4 Liouville Quantum Gravity on tori
As we have overviewed all the necessary background, we can now investigate the construction of the Liouville
quantum field theory on tori. Basically, in what follows, we construct the LQFT for each complex structure
τ ∈ H. These LQFT will possess some modular invariance properties as well as standard features of conformal
field theories, which we address in this section.
Let us now fix τ ∈ H: this parameter characterizes the complex structure on T in terms of the metric
gˆτ put on T. We further fix any modular conformal factor ϕτ and consider the metric gτ = e
ϕτ gˆτ , which is
conformally equivalent to gˆτ . This fixes the metric on T with respect to which we will construct LQFT. We
also introduce the GFF Xgτ with vanishing mean with respect to gτ ; we denote by Xgτ ,ǫ the associated ǫ
circle-average regularization. One has the following identity in law
Xgτ −mτ (Xgτ ) law= Xτ . (4.1)
Now we consider the two main parameters of LQFT, namely
γ ∈]0, 2[ and µ > 0, (4.2)
which are respectively called coupling constant and cosmological constant.
Finally, we choose distinct marked points (zi, αi)i=1,...,n with zi ∈ T and αi ∈ R for all i = 1, . . . , n.
Recall that one marked point serves to remove any degree of freedom with respect to the automorphisms
of the tori (three marked points are needed for the sphere or the disk, see [12, 22]). n > 1 marked points
allows to define correlation functions for Liouville QFT and LQG on the torus.
4.1 Definition of the partition function
We give now the definition function of the partition function in the metric gτ for some fixed τ ∈ H. It is
expressed in terms of a limiting procedure so that we first define the ǫ-regularized partition function for
every measurable bounded function F of H−1(T)
Π(zi,αi)iγ,µ (gτ , F, ǫ) :=Z
FF(gτ )
∫
R
E
[
F (c+Xgτ ,ǫ −
Q
2
ln Im(τ) +
Q
2
ϕτ )
∏
i
ǫ
α2i
2 eαi(c+Xgτ ,ǫ(zi)−
Q
2 ln Im(τ)+
Q
2 ϕτ (zi))
(4.3)
exp
(
− Q
4π
∫
T
Rgτ (c+Xgτ )λgτ − µǫ
γ2
2
∫
T
eγ(c+Xgτ ,ǫ−
Q
2 ln Im(τ)+
Q
2 ϕτ ) dλgˆτ
)]
dc,
We want to inquire if the limit
Π(zi,αi)iγ,µ (gτ , F ) := lim
ǫ→0
Π(zi,αi)iγ,µ (gτ , F, ǫ), (4.4)
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exists and is non trivial, meaning that it belongs to ]0,+∞[. Non-triviality of the limit will be expressed in
terms of the following two conditions, which correspond to the Seiberg bounds for the torus∑
i
αi > 0, (4.5)
∀i, αi < Q. (4.6)
The first observation we make is that existence and non triviality of the limit do not depend on the
modular log-conformal factor ϕτ . Moreover we have an explicit relation between the cases ϕτ = 0 and
ϕτ 6= 0:
Theorem 4.1. (Weyl anomaly)
Let us consider a bounded measurable functional
F : h ∈ H−1(T)→ F (h) ∈ R.
Then the two following statements are equivalent:
1) the limit Π
(zi,αi)i
γ,µ (gτ , F ) exists and is non trivial,
2) the limit Π
(zi,αi)i
γ,µ (gˆτ , F ) exists and is non trivial.
In case they both exist and are non trivial, we have the following Weyl anomaly
ln
Π
(zi,αi)i
γ,µ
(
gτ , F
)
Π
(zi,αi)i
γ,µ
(
gˆτ , F
) = 1 + 6Q2
96π
∫
T
|∂τϕτ |2τ dλgˆτ . (4.7)
In particular, this shows that the central charge of LQFT on tori is cL = 1 + 6Q
2.
Remark 4.2. This property is an expected feature of all the conformal field theories (CFT) that can be
rigorously constructed. Informally speaking, if ZCFT(g) stands for the partition function of any CFT in the
background metric g on a compact surface S without boundary, then it is expected that for all conformally
equivalent metric g′ = eϕg, we have the relation
ZCFT(e
ϕg) = e
c
96π
∫
S
|∂ϕ|2g+2RgϕdλgZCFT(g). (4.8)
Therefore, for any CFT, we should have an explicit dependence on the conformal factor of the metric in
terms of the Liouville action (with vanishing cosmological constant) 196π
∫
S |∂ϕ|2g + 2Rgϕdλg up to some
multiplicative factor c, called the central charge.
Proof.
First, we notice that one can replace Xgτ by Xτ in the definition (4.3) by making the change of variable
c′ = c+mτ (Xgτ ) and using identity (4.1). Therefore, in the sequel, we will work with Xτ in place of Xgτ .
Now, the strategy is to use the Girsanov transform in the ǫ- regularized expression (4.3) to the exponential
term
exp
(
− Q
4π
∫
T
RgτXτ dλgτ
)
,
which has the effect of shifting the field Xτ by
− Q
4π
∫
T
RgτGτ (· − z)λgτ (dz) = −
Q
2
(ϕτ −mτ (ϕτ )).
This Girsanov transform is valid provided that we have renormalized the expression (4.3) by the exponential
of 12 of the variance of the term
Q
4π
∫
T
RgτXτ dλgτ . This variance can be computed with the help of the relation
for curvature
Rgτ = −e−ϕτ△τϕτ
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and is given by
Q2
16π
∫
T
|∂τϕτ |2τ dλgˆτ .
Then we make the changes of variables v = c+ Q2mτ (ϕτ ) to get
Π(zi,αi)iγ,µ
(
gτ , F, ǫ
)
=e
6Q2
96π
∫
T
|∂τϕτ |
2
τ dλgˆτ ZFF(gτ )
∫
R
E
[
F (v +Xτ − Q
2
ln Im(τ))
∏
i
ǫ
α2i
2 eαi(v+Xτ,ǫ(zi)−
Q
2 ln Im(τ)) exp
(
− µeγvǫ γ
2
2
∫
T
eγ(Xτ,ǫ−
Q
2 ln Im(τ)) dλgˆτ
)]
dv.
Finally, by using (3.15) we get
Π(zi,αi)iγ,µ
(
gτ , F, ǫ
)
=e
1+6Q2
96π
∫
T
|∂τϕτ |
2
τ dλgˆτΠ(zi,αi)iγ,µ
(
gˆτ , F, ǫ
)
.
All our claims are then a straightforward consequence of this relation.
Notice that the above theorem does not give any information on the existence of the limit. It just allows
us to argue that the analysis of the case ϕτ = 0 is equivalent in some sense to the analysis of the case
ϕτ 6= 0. It is then more convenient to focus on the case ϕτ = 0 as the curvature term (4.3) vanishes because
of the relation Rgˆτ = 0. This observation will be used throughout the remaining part of the paper: the
properties of LQFT in the metric gτ can be obtained from those of LQFT with metric gˆτ . The theorem
below investigates the convergence of the partition function (4.3) as ǫ→ 0 in the background metric gˆτ .
Theorem 4.3. (Convergence of the partition function Π
(zi,αi)i
γ,µ (gˆτ , 1))
1) If (4.5) fails to hold then
∀ǫ > 0, Π(zi,αi)iγ,µ (gˆτ , 1, ǫ) = +∞.
2) Otherwise, i.e. if (4.5) holds, the limit
lim
ǫ→0
Π(zi,αi)iγ,µ (gˆτ , 1, ǫ) := Π
(ziαi)i
γ,µ (gˆτ , 1)
exists. It is nonzero if and only if (4.6) holds.
3) If (4.5)+(4.6) hold, Π
(zi,αi)i
γ,µ (gˆτ , F ) is well defined for all bounded F : R×H−1(T)→ R and is given by
Π(zi,αi)iγ,µ (gˆτ , F ) = Z
FF(gˆτ )e
Cτ (z)
∫
R
ec
∑
i αiE
[
F (c+Xτ +Hτ − Q
2
ln Im(τ)) exp
(
−µeγc
∫
T
eγHτ dMγ,τ
)]
dc
where (denoting z = {zi}i)
Cτ (z) =
∑
i<j
αiαjGτ (zi − zj) + Θ(τ)
2
∑
i
α2i −
Q
2
ln Im(τ)
∑
i
αi and H
z
τ (x) =
∑
i
αiGτ (x− zi).
Proof. use the same strategy as in [12] .
Remark 4.4. By combining Theorems 4.1 and 4.3, we see that (4.5)+(4.6) are also necessary and sufficient
in order that the partition function in any background metric gτ = e
ϕτ gˆτ (i.e. the ǫ → 0 limit of (4.3))
exists and is non trivial.
We denote by M+(T) the space of positive measures on T equipped with the topology of weak conver-
gence. More generally when (4.5)+(4.6) hold then we will define Π
(zi,αi)i
γ,µ (gτ , F ) for all bounded F : H
−1(T)×
12
M+(T)→ R by a limit of the form (4.3) where one simply replaces F (c+Xgτ ,ǫ(zi)− Q2 ln Im(τ) + Q2 ϕτ (zi))
in the definition of (4.3) by
F (c+Xgτ ,ǫ −
Q
2
ln Im(τ) +
Q
2
ϕτ , ǫ
γ2
2 eγ(c+Xgτ ,ǫ−
Q
2 ln Im(τ)+
Q
2 ϕτ )dλgˆτ ).
Under this more general framework, the Wey anomaly formula (4.7) is still valid and we have the following
formula
Π(zi,αi)iγ,µ (gˆτ , F )
= ZFF(gˆτ )e
Cτ(z)
∫
R
ec
∑
i αiE
[
F (c+Xτ +Hτ − Q
2
ln Im(τ), eγceγHτ dMγ,τ ) exp
(
− µeγc
∫
T
eγHτ dMγ,τ
)]
dc
(4.9)
4.2 Main properties
Here we study the main properties of the LQFT on tori. Once again, we only consider the case when the
background metric is gˆτ . The more general case of metrics that are conformally equivalent to this metric
can easily be recovered thanks to Theorem 4.1.
Let us start with the scaling properties with respect to the cosmological constant µ.
Theorem 4.5. (KPZ scaling laws)We have the following exact scaling relation for the Liouville partition
function with insertions (zi, αi)i
Π(ziαi)iγ,µ (gˆτ , 1) = µ
−
∑
i αi
γ Π
(ziαi)i
γ,1 (gˆτ , 1).
The proof of this statement is similar to [12, Th 3.4] and we let the reader check the details (just make
the changes of variables c′ = c+ 1γ lnµ in the expression for the partition function in Theorem 4.3). Notice
that the exponent of µ differs from the case of the sphere and this is mainly due to the fact that tori have
vanishing curvature.
Now we focus on modular invariance/covariance of the partition function, namely we describe the be-
havior of the partition function under the action of M =PSL2(Z)). Recall that we have associated to each
element of the modular group ψ(z) = az+bcz+d (with ad− bc = 1) the conformal map
ψ˜ : x = (x1, x2) ∈ (T, gˆψ(τ)) 7→ ψ˜(x) = (dx1 + bx2, cx1 + ax2) ∈ (T, gˆτ ).
Theorem 4.6. (Modular invariance and KPZ formula) Consider an element ψ of the modular group
M. Then
Π(zi,αi)iγ,µ (gˆψ(τ), 1) =
(∏
i
|ψ′(τ)|−△αi
)
Π(ψ˜(zi),αi)iγ,µ (gˆτ , 1),
where the conformal weight is defined by △α = α2 (Q− α2 ).
Now we introduce the Liouville field φτ and the Liouville measure e
γφτ dλgˆτ . Basically these two objects
respectively stand for the log-conformal factor and volume form of some formal random metric eγφτ gˆτ
describing the random geometry of interest in LQFT. We will establish their modular invariance.
Let ϕτ be a modular log-conformal factor and set gτ = e
ϕτ gˆτ . We define a probability law P
γ,µ
(zi,αi)i,gτ
on H−1(T) ×M+(T) through its functional expectations
E
γ,µ
(zi,αi)i,gτ
[F ] =
Π
(ziαi)i
γ,µ (gτ , F )
Π
(ziαi)i
γ,µ (gτ , 1)
, (4.10)
defined for all bounded measurable F on H−1(T) ×M+(T).
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Definition 4.7. (modular Liouville field/measure)
The couple of random variables (φτ , e
γφτ dλgτ ), respectively the Liouville field and Liouville measure, taking
values in H−1(T)×M+(T) is defined under the probability measure Pγ,µ(zi,αi)i,gτ by relation (4.10).
From Theorem 4.1 (or rather its extension described at the end of the previous subsection), we see that
Proposition 4.8. The law of the couple Liouville field/measure (φτ , e
γφτ dλgτ ) under P
γ,µ
(zi,αi)i,gτ
does not
depend on the metric gτ = e
ϕτ gˆτ in the conformal equivalence class of gˆτ , i.e. it does not depend on the
modular log-conformal factor ϕτ .
Now we study the behavior of this law under modular transformations. Recall that f ∗m stands for the
pushforward of the measure m by the mapping f .
Theorem 4.9. The law of the couple Liouville field/measure is modular invariant: i.e. the law of
(φψ(τ), e
γφψ(τ) dλgˆψ(τ)) under P
γ,µ
(zi,αi)i,gˆτ
is the same as that of
(φτ ◦ ψ˜ +Q ln |ψ˜′(τ)|, ψ˜−1 ∗ eγφτ dλgτ ) under Pγ,µ(ψ˜(zi),αi)i,gˆτ
for any modular transformation ψ ∈M.
Proof of Theorems 4.6 and 4.9. Let F be a bounded continuous functional on H−1(T) × M+(T). From
Theorem 4.3, we have
E
γ,µ
(zi,αi)i,gˆψ(τ)
[F (φψ(τ), e
γφψ(τ) dλgψ(τ))]
=ZFF(gˆψ(τ))e
Cψ(τ)(z)
∫
R
ec
∑
i αiE
[
F
(
c+Xψ(τ) +H
z
ψ(τ) −
Q
2
ln Im(ψ(τ)), eγH
z
ψ(τ)eγcMγ,ψ(τ)
)
exp
(
− µeγc
∫
T
eγH
z
ψ(τ) dMγ,ψ(τ)
)]
dc× 1
Π
(zi,αi)i
γ,µ (gˆψ(τ), 1)
.
From Proposition 3.2, we have
Cψ(τ)(z) =
∑
i<j
αiαjGψ(τ)(zi − zj) +
Θ(ψ(τ))
2
∑
i
α2i −
Q
2
ln Im(ψ(τ))
∑
i
αi
=
∑
i<j
αiαjGτ (ψ˜(zi)− ψ˜(zj)) + Θ(ψ(τ))
2
∑
i
α2i −
Q
2
ln Im(ψ(τ))
∑
i
αi
=Cτ (ψ˜(z)) + ln |ψ′(τ)|
∑
i
(
α2i
4
− αiQ
2
),
where we have used the following relations
Im(ψ(τ)) = Im(τ)|ψ′(τ)| and Θ(ψ(τ)) = Θ(τ) + 1
2
ln |ψ′(τ)|. (4.11)
The first relation results from a direct computation whereas the second is derived from A.2 together with
the fact that the mappings τ 7→ τ +1 and τ 7→ −1/τ generateM. Furthermore, from Proposition 3.2 again
Hzψ(τ)(x) =
∑
i
αiGψ(τ)(x − zi) =
∑
i
αiGτ (ψ˜(x) − ψ˜(zi)) = H ψ˜(z)τ (ψ˜(x)).
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Hence
ZFF(gˆψ(τ))e
Cψ(τ)(z)
∫
R
ec
∑
i αiE
[
F
(
c+Xψ(τ) +H
z
ψ(τ) −
Q
2
ln Im(ψ(τ)), eγH
z
ψ(τ)eγcMγ,ψ(τ)
)
exp
(
− µeγc
∫
T
eγH
z
ψ(τ) dMγ,ψ(τ)
)]
dc
=ZFF(gˆτ )e
Cτ (ψ˜(z))
∫
R
ec
∑
i αiE
[
F
(
c+Xψ(τ) +H
ψ˜(z)
τ ◦ ψ˜ −
Q
2
ln Im(ψ(τ)), eγH
ψ˜(z)
τ ◦ψ˜eγcMγ,ψ(τ)
)
exp
(
− µeγc
∫
T
eγH
ψ˜(z)
τ ◦ψ˜ dMγ,ψ(τ)
)]
dc×
∏
i
|ψ′(τ)|−△αi .
It remains to use Proposition 3.8 and (4.11) again to see that this latter quantity is equal to∫
R
ec
∑
i αiE
[
F
(
c+Xτ ◦ ψ˜ +H ψ˜(z)τ (ψ˜(x)) −
Q
2
ln Im(τ) +Q ln |ψ′(τ)|, ψ˜−1 ∗ eγHψ˜(z)τ eγcMγ,τ
)
exp
(
− µeγc
∫
T
eγH
ψ˜(z)
τ dMγ,τ
)]
dc× ZFF(gˆτ )eCτ (ψ˜(z))
∏
i
|ψ′(τ)|−△αi
=Eγ,µ
(ψ˜(zi),αi)i,gˆτ
[F (φτ ◦ ψ˜ +Q ln |ψ′(τ)|, ψ˜−1 ∗ eγφτ dλgτ )]×Π(ψ˜(zi),αi)iγ,µ (gˆτ , 1)
∏
i
|ψ′(τ)|−△αi .
Gathering all the above considerations, this proves all our claims.
5 The case γ = 2
The case γ = 2 requires some special care because it does not enter the framework of standard Gaussian
multiplicative chaos theory. Indeed, recall that by [23] we have almost surely
lim
ǫ→0
ǫ2e2Xτ,ǫ dλgˆτ → 0. (5.1)
Formally, we know (see [17, 18]) that an extra push of order (ln 1ǫ )
1/2 is necessary to make this measure
converge towards a non trivial limit. Yet, the case of GFF on tori does not exactly enter the framework of
[17, 18]. We explain here how to bridge this gap.
So we consider the family of random measures
M2,τ,ǫ :=
√
π/2(ln
1
ǫ
)1/2ǫ2e2(Xτ,ǫ−ln Im(τ)) dλgˆτ . (5.2)
We claim
Proposition 5.1. The following limit exists in probability
M2,τ := lim
ǫ→0
M2,τ,ǫ =
√
π/2e2Θτ−2 ln Im(τ) lim
ǫ→0
(ln
1
ǫ
)1/2e2Xτ,ǫ−2E[X
2
τ,ǫ] dλgˆτ (5.3)
in the sense of weak convergence of measures (with Θτ defined in 3.23). Almost surely, this limiting measure
is non trivial, without atom and is (up to the multiplicative constant
√
π/2e2Θτ−2 ln Im(τ)) a critical Gaussian
multiplicative chaos of the field Xτ with respect to the measure λgˆτ . This measure has negative moments of
all orders.
Furthermore, for any modular transformation ψ ∈ M, we have
(Xψ(τ),M2,ψ(τ))
law
= (Xτ ◦ ψ˜, ψ˜−1 ∗M2,τ ), (5.4)
where ψ˜−1 ∗M2,τ is the pushforward measure of M2,τ by ψ˜−1.
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It remains to show that the random measure gives finite mass to T almost surely (notice that the
expectation is infinite)
Proposition 5.2. Almost surely we have M2,τ (T) < +∞.
From now on we fix µ > 0 and γ = 2, yielding Q = 2. We give now the definition function of the ǫ-
regularized partition function in the metric gτ for some fixed τ ∈ H for every measurable bounded function
F
Π
(zi,αi)i
2,µ (gτ , F, ǫ) := (5.5)
ZFF(gτ )
∫
R
E
[
F
(
c+Xgτ ,ǫ −
Q
2
ln Im(τ) +
Q
2
ϕτ ,
√
π/2(ln
1
ǫ
)1/2ǫ2e2(c+Xgτ ,ǫ−
Q
2 ln Im(τ)+
Q
2 ϕτ )dλgˆτ
)
∏
i
ǫ
α2i
2 eαi(c+Xτ,ǫ(zi)−ln Im(τ)+ϕ
ǫ
τ (zi))
exp
(
− 1
2π
∫
T
Rgτ (c+Xτ )λgτ − µ
√
π/2(ln
1
ǫ
)1/2ǫ2
∫
T
e2(c+Xτ,ǫ−ln Im(τ)+ϕ
ǫ
τ) dλgˆτ
)]
dc.
From this stage onwards, the properties of LQG on tori with γ = 2 as well as their proofs is exactly the
same as for γ = 2, namely all the theorems we stated remain valid if we take γ = 2.
Proof of Proposition 5.1. We will construct the random measure in the interior of T and then show that
this measure gives finite mass to T. Observe first that the GFF Xτ inside T can be decomposed as
Xτ = Xτ,Dir + P
τ (5.6)
where Xτ,Dir and P
τ are independent, Xτ,Dir is a GFF on T in the metric gˆτ with Dirichlet boundary
condition on ∂T and P τ is the harmonic extension (in the metric gˆτ ) of the restriction of Xτ to the
boundary of T. In particular, P τ is a smooth Gaussian process in the interior of T. We denote by Xτ,Dir,ǫ
and P τ,ǫ the ǫ-circle average of the two processes.
The crucial lemma is the following
Lemma 5.3. The family of random measures
(ln
1
ǫ
)1/2e2Xτ,Dir,ǫ−2E[X
2
τ,Dir,ǫ] dλgˆτ
converges in probability in the sense of weak convergence of measures towards a non trivial limit, which is
atom free and possesses negative moments of all order. Furthermore, almost surely
Admitting for a while this lemma, it is clear that the random measure M2,τ,ǫ converges in probability
in the interior of T as it can be rewritten as
M2,τ,ǫ =
√
π/2e2E[X
2
τ,Dir,ǫ]+2 ln ǫ lim
ǫ→0
(ln
1
ǫ
)1/2e2P
τ,ǫ−2E[(P τ,ǫ)2]e2Xτ,Dir,ǫ−2E[X
2
τ,Dir,ǫ] dλgˆτ .
Proposition 3.7 and the fact that the Gaussian process P τ is continuous inside T allows us to conclude
easily.
Proof of Lemma 5.3 and Proposition 5.2. The point is that the convergence is established in [18] with a
white noise decomposition of the GFF Xτ,Dir instead of the circle average regularization we are dealing
with. We explain now how the convergence for white noise decomposition implies convergence of the circle
average approximations.
Let us denote by X¯τ another GFF with Dirichlet boundary condition on ∂T, independent of everything,
admitting a white noise decomposition based on the heat kernel of the Brownian motion killed upon touching
the boundary ∂T constructed in the manner explained in [18, section 6]. Let us denote by (X¯wnτ,ǫ )ǫ the
16
corresponding white noise approximations, which are measurable with respect to the underlying white noise
W distributed on [1,+∞[×T. From [18, section 6], the family of random measures
M¯ǫ := (ln
1
ǫ
)1/2e2X¯
wn
τ,ǫ−2E[(X¯
wn
τ,ǫ )
2] dλgˆτ
converges in probability in the sense of weak convergence on measures on T towards a limiting random
measures M¯ possessing all the desired properties, which is a measurable function of the white noise W ,
i.e. M¯ = F (W ) for some measurable function F . Furthermore from [18, section 6], we have almost surely
M¯(T) < +∞. Hence, denoting by M¯ ′ the measure on T defined by
M¯ ′ = e2P
τ−2E[(P τ )2] dM¯
we have
E[M¯ ′(T)|M¯ ] = M¯(T) < +∞.
As we will show below that the measure M2,τ has the same law as M¯
′ up to a deterministic multiplicative
factor, this will show Proposition 5.2.
Let us denote by (X¯caτ,ǫ)ǫ the circle average regularization of the GFF X¯τ . Now, we show convergence
in probability of (ln 1ǫ )
1/2 e2X¯
ca
τ,ǫ−2E[(X¯
ca
τ,ǫ)
2]dλgˆτ towards the same limit M¯ . The ideas in the following stem
from the techniques developed in [31] along with some some variant of lemma 49 in [33] (we will not recall
lemma 49 as our proof will be self contained). For this, we introduce an independent copy X˜τ of X¯τ , and
(X˜caτ,ǫ)ǫ its circle average approximation. Let us define for t ∈ [0, 1] and x ∈ T
Zǫ(t, x) =
√
tX˜caτ,ǫ(x) +
√
1− tX¯caτ,ǫ(x).
Now, we set
M˜ǫ = (ln
1
ǫ
)1/2 e2X˜
ca
τ,ǫ−2E[(X˜
ca
τ,ǫ)
2]dλgˆτ .
We first show that the random measures (M˜ǫ)ǫ converge in law to M¯ = F (W ). From [32, Proof of
Theorem 2.1], one gets that for all 0 < α < 1 and ball B ⊂ T such that dis(B, ∂T) > 0
lim
ǫ→0
∣∣E[M˜ǫ(B)α]− E[M¯ǫ(B)α]∣∣
6 c
α(1− α)
2
CA lim
ǫ→0
∫ 1
0
E
[(
(ln
1
ǫ
)1/2
∫
T
e2Zǫ(t,·)−2E[Zǫ(t,·)
2] dλ∂
)α]
dt
+ cCA lim
ǫ→0
∫ 1
0
E
[(
sup
0 6 i< 1
Aǫ
(ln
1
ǫ
)1/2
∫
[2iAǫ,2(i+1)Aǫ]2∩B
e2Zǫ(t,x)−2E[Zǫ(t,x)
2]dθ
)α]
dt,
where
CA = lim
ǫ→0
sup
|x−x′| > Aǫ
|E[X˜caτ,ǫ(x)X˜caτ,ǫ(x′)]− E[X¯wnτ,ǫ (x)X¯wnτ,ǫ (x′)]|
and
CA = lim
ǫ→0
sup
|x−x′| 6 Aǫ
|E[X˜caτ,ǫ(x)X˜caτ,ǫ(x′)]− E[X¯wnτ,ǫ (x)X¯wnτ,ǫ (x′)]|.
The reader can check that CA is bounded independently of A and lim
A→∞
CA = 0. Since
E
[ (
(ln 1ǫ )
1/2
∫
T
e2Zǫ(t,x)−2E[Zǫ(t,x)
2] λgˆτ (dx)
)α ]
is also bounded independently of everything for any fixed
τ (by comparison with Mandelbrot’s multiplicative cascades as explained in the [17, appendix] and [18,
appendix B.4]), we are done if we can show that for all t ∈ [0, 1]
lim
ǫ→0
E
[(
sup
0 6 i< 1
Aǫ
(ln
1
ǫ
)1/2
∫
[2iAǫ,2(i+1)Aǫ]2∩B
e2Zǫ(t,x)−2E[Zǫ(t,x)
2] λgˆτ (dx)
)α]
= 0. (5.7)
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Notice that this quantity is less than
(
ln
1
ǫ
)α/2
ǫαE
[(
esupx∈B 2Zǫ(t,x)−2E[Zǫ(t,x)
2]
)α]
. (5.8)
To estimate this quantity, we use the main result of [1]: more precisely, setting
mǫ = 2 ln
1
ǫ
− 3
2
ln ln
1
ǫ
,
we claim that there exist two constants C, c > 0 such that for ǫ small enough
∀v > 0, P
(∣∣∣max
x∈B
2Zǫ(t, x)−mǫ
∣∣∣ > v) 6 Ce−cv.
In particular we get that for α < c
sup
ǫ
E
[(
esupx∈B 2Zǫ(t,x)
)α]
<∞.
Plugging this estimate into (5.8), we see that the quantity (5.8) is less than
C′
(
ln
1
ǫ
)α/2
ǫ2αeαmǫ = C′
(
ln
1
ǫ
)−α
.
for some constant C′ > 0. This proves the claim (5.7), hence the convergence in law of the random measures
(M˜ǫ)ǫ towards M¯ = F (W ).
Now we deduce that the family (W, M˜ǫ)ǫ converges in law. Take any smooth function R on [1,+∞[×T
with compact support in the interior of T, any continuous function g with compact support in the interior
of T and any bounded continuous function G on R. We have by using the Girsanov transform
E[eW (R)G(M˜ǫ(g))] = e
1
2Var[W (R)]E[G(M˜ǫ(e
Tǫ(R)g)] (5.9)
where Tǫ(R) is defined by
x ∈ T 7→ Tǫ(R)(x) := E[X˜caτ,ǫ(x)W (R)].
This is a continuous function which converges uniformly as ǫ→ 0 towards the continuous
z ∈ ∂D 7→ T (R)(x) := E[X˜τ (x)W (R)].
The quantity in the right-hand side of (5.9) converges as ǫ→ 0 towards
e
1
2Var[W (R)]E[G(M¯(eT (R)g)] = E[eW (R)G(M¯(g))].
Hence our claim about the convergence in law of the couple (W, M˜ǫ)ǫ towards (W, M¯ = F (W )).
Now we consider the family (W, M˜ǫ, F (W ))ǫ, which is tight. Even if it means extracting a subsequence,
it converges in law towards some (W ,M,M¯). We have just shown that the law of (W ,M) is that of
(W , F (W)), i.e. the same as the law of (W ,M¯). Hence M = M¯ almost surely. Therefore M˜ǫ − F (W )
converges in law towards 0, hence in probability. Since the convergence in probability of the family (M˜ǫ)ǫ
implies the convergence of probability of every family that has the same law as (M˜ǫ)ǫ, this entails the
convergence in probability of the random measures (ln 1ǫ )
1/2e2Xτ,Dir,ǫ−2E[X
2
τ,Dir,ǫ] dλgˆτ towards some limit
that has the same law as M¯ .
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6 LQG on tori: law of the Liouville modulus and conjecture re-
lated to random planar maps
6.1 Reminders on LQFT and LQG
Before stating our result, let us briefly (and softly) recall to mathematicians how one builds Liouville
quantum gravity (LQG) out of the Liouville QFT (on manifolds with fixed topology, here the torus). It
would be more convenient for the reader to be familiar with the basic axiomatic of conformal field theories
(CFT, see for instance [20, Section 2]) before reading this section.
The LQG partition function is the product of three independent conformal field theory (CFT): mat-
ter+ghost+LQFT (see [30, 19]). We will not explain in further details what these objects correspond to:
what will be important for us is just the fact that the partition function of the ghost CFT and (in many
cases) the matter field CFT are explicitly known. These partition functions depend on the background
metric on which they are computed.
So, to construct Liouville quantum gravity on tori, we basically need the three ingredients below:
1. the partition function of the ghost CFT: the ghost CFT is defined for instance in [19], the partition
function on the tori is calculated in [29, 21]
ZGhost(e
ϕτ gˆτ ) = e
− 2696π
∫
T
|∂τϕτ |
2
τ dλτ
|η(τ)|4
2 Im(τ)
. (6.1)
2. the partition function of LQFT: it is nothing but the quantity Π
(zi,αi)i
γ,µ (eϕτ gˆτ ) studied in this paper.
3. a CFT for the matter field: for each metric gτ on T, it consists in the partition function ZMatter(gτ )
and a set of correlation functions for the“primary” matter fields θi denoted by
ZMatter(gτ , θi1(z1), . . . , θin(zn))
where n > 1 and i1, . . . , in belong to a fixed set I and z1, . . . , zn are distinct points in T. These
correlation functions are supposed to obey the following rules
• (modular covariance) for every ψ ∈ M, ZMatter(gˆψ(τ)) = ZMatter(gˆτ ) and
ZMatter(gˆψ(τ), θi1(z1), . . . , θin(zn))
ZMatter(gτ , θi1(ψ˜(z1)), . . . , θin(ψ˜(zn)))
=
( n∏
k=1
|ψ′(τ)|−△mik
)
, (6.2)
where △mik is the conformal weight of the primary matter field θik (we restrict ourselves to the
case of rational CFT and to spin s = 0 primary fields such that △mik is real).
• (Weyl anomaly) for every metric eϕτ gˆτ conformally equivalent to gˆτ
ZMatter(e
ϕgˆτ ) = e
cm
96π
∫
T
|∂τϕτ |
2
τ dλτZMatter(gˆτ ) (6.3)
and
ZMatter(e
ϕgˆτ , θi1(z1), . . . , θin(zn))
ZMatter(gˆτ , θi1(z1), . . . , θin(zn))
= e
cm
96π
∫
T
|∂τϕτ |
2
τ dλτ (6.4)
where cm 6 1 is the central charge of the matter field CFT.
Remark 6.1. The most elementary example of matter field for CFT that the reader can have in mind is
that of the compactified boson explained in [20].
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Remark 6.2. (Conformal ansatz) Let us explain in passing an important concept in physics called the
conformal ansatz [30, 11, 14], which fixes the value of Q (hence γ) in terms of cm. The choice of the metric
gˆτ is somewhat arbitrary and result from the need of fixing the conformal gauge: i.e we have picked up
arbitrarily a family of representatives (gˆτ )τ of all the conformal structures on T. Yet physics should not
depend on this choice and should remain the same had we chosen another family of representatives, call it
(eϕτ gˆτ )τ , for some modular log-conformal factor ϕτ . This means that the partition function for LQG with
n marked points (zi)i is
ZMatter(e
ϕτ gˆτ , z1, . . . , zn)ZGhost(e
ϕτ gˆτ )Π
(zi,αi)i
γ,µ (e
ϕτ gˆτ ) (6.5)
and should not depend on the conformal factor eϕτ [30, 24, 11, 14]. By using the Weyl anomalies of Theorem
4.1 and (6.1)+(6.4), we see that this product is equal to
e
cm+1+6Q
2
−26
96π
∫
T
|∂τϕτ |
2
τ dλτZMatter(gˆτ , z1, . . . , zn)ZGhost(gˆτ )Π
(zi,αi)i
γ,µ (gˆτ ). (6.6)
Therefore the quantity cm + 1 + 6Q
2 − 26 must vanish and this directly gives the famous KPZ relation [24]
γ =
√
25− cm −
√
1− cm√
6
with γ ∈]0, 2] for cm 6 1. (6.7)
Furthermore, for modular invariance to be preserved, the (αi)i (satisfying the Seiberg bounds) must be chosen
in such a way that △mik +△αi = 1, that is
△mik +
α
2
(Q − α
2
) = 1. (6.8)
When △mik = 0, this means that αi = γ.
6.2 Law of the Liouville modulus
Let us go now back to the main point of this section. In what follows, we will assume that we are given the
n-point correlation function of a matter field CFT ZMatter with cm 6 1 (i.e. the content of 2 above). We fix
the value of γ ∈]0, 2] according to the relation (6.7) in such a way that we may assume that the conformal
factor ϕτ vanish, i.e. ϕτ = 0, because of Weyl invariance.
We define the n-correlation function of LQG on tori with parameters cm, µ and n primary fields (θik)k
at the points z1, . . . , zn applied to a bounded continuous functional G on H
−1(T)×M+(T)× S by
Z
(zk,θik )k
cm,µ,LQG
(G) =
∫
S
ZMatter(gˆτ , θi1(z1), . . . , θin(zn))Π
(zk,αk)k
γ,µ (gˆτ , G(., τ))Im(τ)
nZGhost(gˆτ )dτ.
From Theorem 4.3 as well as (3.12)+(6.1), it can be rewritten as
Z
(zk,θik )k
cm,µ,LQG
(G) = (6.9)
1
2
∫
S
∫
R
ec
∑
k αkE
[
G
(
Xτ − Q
2
ln Im(τ) +Hτ + c, e
γc+γHτ dMγ,τ , τ
)
e−µe
γc
∫
T
eγHτ dMγ,τ
]
× eCτ(z)ZMatter(gˆτ , θi1(z1), . . . , θin(zn))Im(τ)n
√
Im(τ)|η(τ)|2λS(dτ) dc.
provided that this quantity is finite. In what follows, we wish to see the modulus τ as a random variable.
Therefore we have to deal with positive quantities. So we assume in the following that the matter field
correlation functions are positive and that the above integral is finite when G = 1 (this is for instance the
case for the correlation functions of the compactified boson with imaginary background charge [20]). Our
purpose below is to find an explicit expression for the probability density of the Liouville modulus.
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Definition 6.3. (Law of the Liouville measure/field/modulus) The joint law of the Liouville field,
measure and modulus of LQG on tori with parameters cm, µ and n primary fields (θik)k at the points
z1, . . . , zn is defined by
E
(zk,θik )k
cm,µ,LQG
[G(φ, Z, τ)] =
Z
(zk,θik )k
cm,µ,LQG
(G)
Z
(zk,θik )k
cm,µ,LQG
(1)
(6.10)
for every bounded continuous functional G on H−1(T) ×M+(T) × S. We denote by P(zk,θik )kcm,µ,LQG the corre-
sponding probability measure.
Proposition 6.4. (Joint law of the Liouville volume/modulus) Under P
(zk,θik )k
cm,µ,LQG
, the volume of
space Z(T) and Liouville modulus τ are independent. The volume follows the Gamma law Γ(γ−1
∑
i αi, µ)
on R+, i.e. has density
µ
∑
i αi
γ
Γ
(∑
i αi
γ
)1R+(y)y∑i αiγ −1e−µy dy, (6.11)
whereas the Liouville modulus has the probability law on S
1
R
E
[(∫
T
eγHτ dMγ,τ
)−∑i αi
γ
]
eCτ(z)ZMatter(gˆτ , θi1(z1), . . . , θin(zn)) Im(τ)
n
√
Im(τ)|η(τ)|2λS(dτ) (6.12)
where R is a deterministic renormalizing constant fixed so as to have a probability measure on S. Condi-
tionally on the Liouville modulus τ , the fixed volume LQG measure has law
E
n,(θik )k
cm,µ,LQG
[G(Z(dx))|Z(T) = y, τ ] =
E
[
G
(
y
eγHτ dMγ,τ∫
T
eγHτ dMγ,τ
)( ∫
T
eγHτ dMγ,τ
)−∑i αi
γ
]
E
[( ∫
T
eγHτ dMγ,τ
)−∑i αi
γ
] . (6.13)
Proof. Let us start from the relation (6.9) and make the change of variables y = eγc
∫
T
eγHτ dMγ,τ to get
(for some G which does not depend on the Liouville field)
Z
(zk,θik )k
cm,µ,LQG
(G) =
1
2γ
∫
S
∫
R+
y
1
γ
(∑
i αi
)
−1
E
[
G
(
y
eγHτ dMγ,τ∫
T
eγHτ dMγ,τ
, τ
)(∫
T
eγHτ dMγ,τ
)−∑i αi
γ
]
e−µy
× eCτ (z)ZMatter(gˆτ , θi1(z1), . . . , θin(zn))Im(τ)n
√
Im(τ)|η(τ)|2λS(dτ)dy. (6.14)
From this relation we get that
E
(zk,θik )k
cm,µ,LQG
[G(Z(T), τ)]
=
1
Z
(zi,αi)i
cm,µ,LQG
(1)
∫
S
∫
R+
G
(
y, τ
)
y
1
γ
(∑
i αi
)
−1
( ∫
Tn
E
[(∫
T
eγHτ dMγ,τ
)−∑i αi
γ
]
e−µy
× eCτ(z)ZMatter(gˆτ , θi1(z1), . . . , θin(zn))Im(τ)n
√
Im(τ)|η(τ)|2λS(dτ).
This proves our first claim about the independence of the volume and the modulus together with their
respective laws. The second claim about the conditional law is then a direct consequence of (6.14).
6.3 Conjectures related to genus= 1 rooted maps and quadrangulations
In this section we will present some precise conjectures on the connection of our results to the work on
discrete models of 2d gravity, randoms surfaces and random planar maps. The standard way to discretize 2d
quantum gravity coupled to matter fields is to consider a statistical mechanics model (corresponding ai its
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critical point to a conformal field theory with central charge cm), defined on a random lattice, corresponding
to the random metric.
We formulate below precise mathematical conjectures on the relationship of LQG to that setup in the
simplest case of pure gravity, i.e. when there is no coupling with matter. The reader may easily extend our
conjectures to the general case by adapting to the torus the general picture drawn in [12].
There are numerous results on random lattices with the topology of the torus, from the first results of
[5] using the random matrices techniques pioneered in [9] to recent results of for instance [6, 7, 4, 10, 27].
For simplicity we shall discuss only quadrangulations but these considerations can be straightforwardly
extended to more general maps (bipartite quadrangulations, triangulations, etc.) .
Let Q1N be the set of rooted quadrangulations with N faces with the topology of the torus. From [4], we
have
Q1N ∼ C AN
for some constants A, C > 0. For bipartite triangulations A = 12.
Now to each quadrangulation Q ∈ Q1N we associate a standard conformal structure (by gluing Euclidean
squares along their edges as prescribed by the quadrangulation). Such a complex manifold is conformally
equivalent to T equipped with the metric gˆτ for some unique τ ∈ S. So we consider a conformal map sending
this quadrangulation equipped with its complex structure to (T, gˆτ ) such that the root gets mapped to 0.
We give volume a2 to each quadrilateral and we denote νQ,a the corresponding volume measure on T.
For µ¯ > µ¯c = lnA, the full partition of the rooted quadrangulations of the torus reads
Zµ¯ =
∑
N
e−µ¯N |Q1N | (6.15)
converges and we can sample a random quadrangulation according to this partition function. We are inter-
ested in the regime where the system samples preferably the quadrangulations with a large number of faces.
Therefore, we are interested in the limit µ¯ → µ¯c in the following regime: we assume that µ¯ depends on a
parameter a > 0 such that
µ = µ¯c + µa
2 (6.16)
where µ is a fixed positive constant. Now, we consider the random measure νa,µ on the tori defined by
E
a,µ[F (νa,µ)] =
1
Za
∑
N
e−(µ−µ¯c)N
∑
Q∈Q1N
F (νT,a),
for positive bounded functions F where Za is a normalization constant. We denote by P
a,µ the probability
law associated to Ea,µ.
We can now state a precise mathematical conjecture:
Conjecture 1. Under Pa,µ and under the relation (6.16), the family of random measures (νa,µ)a>0 con-
verges in law as a→ 0 in the space of Radon measures equipped with the topology of weak convergence towards
the law of the Liouville measure Z under P
(0,0)
cm=0,µ,LQG
(see next subsection for an explicit description).
The superscript (0, 0) in P
(0,0)
cm=0,µ,LQG
means that we consider the 1 point correlation function of LQG
with z1 = 0 and a primary matter field that is the identity θi1 = 1 with dimension △i1 = 0.
Note that νa,µ(S
2) converges in law under Pa,µ as a→ 0 towards a Γ(1, µ) distribution, which corresponds
precisely to the law of the volume of the space for LQG with these parameters (see Proposition 6.4 or below).
The reader may consult [2] for further discussions and numerical simulations on this topic.
6.4 Explicit expression of the law of subsection 6.3
We give here a description for all values of the central charge cm < 1 so that we can discuss below the
law when random planar maps are weighted by a discretized CFT. Recall the relation (6.7) between the
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central charge and γ. Notice that n = 1 and θi1 = 1 (no primary matter field) so that △mi1 = 0. Formula
(6.8) then gives α1 = γ. Since θi1 = 1, we only need to know the partition function for the CFT on the
torus, ZMatter(gˆτ ) (that we denote ZMatter(τ) when there is no confusion). This partition function depends
explicitly on the operator content of the theory, and of the fusion rules between the primary operators, see
[13] for a detailed discussion. In the special case (of interests for string theory) where the matter fields are
D copies of GFF, the central charge of the matter sector, and the partition function are simply [19, 21]
cm = D , ZMatter(gˆτ ) = Z
FF(τ)
cm
, (6.17)
for some positive constant C. In the general case ZMatter(gˆτ ) is more complicated, but it is always a modular
invariant function (under transformations of τ by the modular groupM), and with the correct transforma-
tion law under conformal changes of the metric gˆτ discussed in 6.1.
Using the definition of the law of the Liouville measure and the formula (6.17), one has
E
(0,0)
cm,µ,LQG
[G(Z, τ)] =
1
R
∫
R+
∫
S
E
[
G
(
y
eγHτ dMγ,τ∫
T
eγHτ dMγ,τ
, τ
)( ∫
T
eγHτ dMγ,τ
)−1]
(6.18)
Im(τ) e
Θτ
2 γ
2−Qγ2 ln Im(τ)ZMatter(τ)
√
Im(τ)|η(τ)|2λS(dτ)e−µy dy,
where R is a renormalization constant so as to deal with a probability measure. and Hτ (z) = γGτ (z).
Observe that this quantity is modular invariant. It is then readily seen that
• the law of the volume of space Z(T) follows the law Γ(1, µ).
• the law of the Liouville modulus is given by (up to constant to deal with probability law)
ZMatter(τ)
√
Im(τ)|η(τ)|2λS(dτ)
thereby recovering the formula in [2, 21] in the special case 6.17.
We precise here a few examples of different CFT with various central charge
• Pure gravity: this is the case when the CFT has central charge cm = 0, for instance when there is
no matter field coupled to gravity (in which case ZMatter(τ) = 1) or the scaling limit of 2d critical
percolation coupled to gravity. Then (6.7) shows that γ =
√
8/3.
• Ising model: the Ising model at criticality has central charge cm = 12 , in which case (6.7) gives
γ =
√
3. In that case, ZMatter(τ) =
∣∣ϑ2(0,τ)
2η(τ)
∣∣+ ∣∣ϑ3(0,τ)2η(τ) ∣∣+ ∣∣ϑ4(0,τ)2η(τ) ∣∣, where ϑ2, ϑ3, ϑ4 are the auxiliary
theta functions (see [13]).
• Compactified boson with imaginary background charge E: it can be seen as a suitable shifted
GFF with values in R \ (2πZ) (see [20, lecture 1 section 4] or [16, section 2.1.3]). The central charge
is cm = 1− 6E2 for E > 0, in which case (6.7) gives γ =
√
4 + E2 − E.
Notice however that for cm = 1, the vertex operator e
2Xτ does not satisfy the Seiberg bound so that one
must adapt our conjectures in the case of random planar maps weighted by CFT with central charge 1.
A Special functions
The reader may consult [34] for the content of this section. We consider the special functions:
• The Dedekind’s η function
η(τ) = q
1
12
∞∏
n=1
(1− q2n), q = eiπτ (A.1)
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is a function satisfying the following relations
η(τ + 1) =e
iπ
12 η(τ), η(−1/τ) =
√
τ/i η(τ). (A.2)
• The theta function is the exponentially convergent series
ϑ1(z, τ) =− i
∑
n∈Z
(−1)nq(n+ 12 )2e(2n+1)πiz, q = eiπτ (A.3)
defined for z ∈ C and τ ∈ H. It admits the product representation
ϑ1(z, τ) = −iq 16 eπizη(τ)
∞∏
m=1
(1− q2me2πiz)(1 − q2m−2e−2πiz). (A.4)
B Proof of Proposition 3.1
Let us set for s > 0
F (s) =
∑
(n,m) 6=(0,0)
1
|nτ −m| s2 e
2πinx1+2πimx2 . (B.1)
Recalling the following relation for a > 0∫ ∞
0
t
s
2−1e−ta dt = a−
s
2Γ(
s
2
),
we deduce
Γ(
s
2
)F (s) =
∑
(n,m) 6=(0,0)
∫ ∞
0
t
s
2−1e2πinx1+2πimx2−t|nτ−m|
2
dt.
Recall now the Poisson summation formula
Lemma B.1. Let f : R→ C such that |f(x)| 6 C(1+|x|)α for some C > 0 and α > 1. Then∑
m
f(x+m) =
∑
m
fˆ(m)e2πimx
where fˆ(u) =
∫
R
e−2πiuxf(x) dx.
By setting
fn(x) =
√
π
t
e−
(2πx−i2tnRe(τ))2
4t −tn
2|τ |2,
one can check that fˆn(m) = e
−t|nτ−m|2. By applying Lemma B.1 for each fixed n and then summing over
n, we deduce
Γ(
s
2
)F (s) =
∫ ∞
0
t
s
2−1
( ∑
m 6=0
e2πimx2−t|m|
2
+
∑
n6=0,m
fn(x2 +m)e
2iπnx1
)
dt
=
∫ ∞
0
t
s
2−1
( ∑
m 6=0
e2πimx2−t|m|
2
)
dt+
√
π
∑
n6=0,m
( ∫ ∞
0
t
s−3
2 e−
(2πx2+2πm−i2tnRe(τ))
2
4t −tn
2|τ |2 dt
)
e2iπnx1
=
∫ ∞
0
t
s
2−1
( ∑
m 6=0
e2πimx2−t|m|
2
)
dt
+
√
π
∑
n6=0,m
( ∫ ∞
0
t
s−3
2 e−
π2(x2+m)
2
t
−tn2Im(τ)2 dt
)
e2iπnx1+2iπnRe(τ)(x2+m).
24
Now recall the Hobson’s representation for modified Bessel function of the second kind (β, k, q > 0)∫ ∞
0
tβ−1e−k
2t− q
2π2
t dt = 2(qπ/k)βKβ(2πkq). (B.2)
We use this formula to get
Γ(
s
2
)F (s) =
∑
m 6=0
e2πimx2
|m|s + 2
√
π
∑
n6=0,m
(π|x2 +m|
|n|Im(τ)
) s−1
2
K s−1
2
(2π|n|Im(τ)|x2 +m|)e2iπnx1+2iπnRe(τ)(x2+m)
Now we take s = 2 and use the exact expression K 1
2
(x) =
√
π
2xe
−x for x > 0 to obtain
F (2) =
∑
m 6=0
e2πimx2
|m|2 + π
∑
n6=0,m
1
|n|Im(τ)e
−2π|n|Im(τ)|x2+m|e2iπnx1+2iπnRe(τ)(x2+m).
Now we take the sum n 6= 0,m = 0 out of the double sum and then combine the positive/negative values of
m,n in the same sum to get
F (2) =2
∑
m > 1
cos(2πmx2)
m2
+
π
Im(τ)
∑
n > 1
1
n
(
e−2πnIm(τ)x2+2iπnx1+2iπnRe(τ)x2 + e−2πnIm(τ)x2−2iπnx1−2iπnRe(τ)x2
)
+
π
Im(τ)
∑
n,m > 1
1
n
(
q2nm(e2πiz)n + q¯2nm(e−2πiz)n + q¯2nm(e2πiz)n + q2nm(e−2πiz)n
)
where we have set q = eiπτ and z = x1 + τx2. The first sum is standard Fourier series
∑
m > 1
cos(2πmx2)
m2
= π2(x2 − x+ 1
6
).
For the remaining sums, we perform the sums over n by using the relation − ln(1 − x) = ∑n > 1 xnn for
x ∈ C with |x| < 1. We obtain
F (2) =2π2(x22 − x2 +
1
6
)− 2π
Im(τ)
ln |1− e2iπz | − 2π
Im(τ)
ln
∏
m > 1
|1− q2me2πiz ||1− q2me−2πiz|.
By using the relation (A.4), we deduce
F (2) = 2π2x22 −
2π
Im(τ)
ln
∣∣∣ϑ1(z, τ)
η(τ)
∣∣∣ with z = pτ (x),
which completes the proof.
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