Abstract This paper theoretically investigates the influence of intermittency on determining average transfer velocities using different measuring techniques. It is shown that all measuring techniques can significantly be biased by intermittency. Mass balance and eddy correlation measurements are only biased when the concentration difference between the air and the water is spatially or temporally inhomogeneous over the measurement interval. Mean transfer velocities calculated either from mean boundary layer thicknesses or from thermographic techniques, which compute the mean transfer velocity either from concentration differences of from time constants, are biased toward lower values. The effects can be large and a simple stochastic bimodal model is used to estimate the effect.
Introduction
The exchange of inert and sparingly soluble gases including climaterelevant species such as carbon dioxide, methane, and fluorochlorocarbons between the atmosphere and oceans is controlled by a thin 20-200 µm thick mass boundary layer at the top of the ocean. For a long time, mass balance techniques, which infer the mean flux density across the water interface from temporal concentration changes, were the only techniques to investigate air-sea gas transfer experimentally, both in the field and in laboratory facilities. These techniques do not give any detailed insight into the mechanisms themselves. The last two decades have shown significant progress in developing new techniques for a more detailed investigation of the underlying transport mechanisms. Nowadays three further experimental approaches are available.
Eddy correlation and profile measurements are elegant micrometerological measuring technique. These are techniques that allow direct measurements of the flux density of important species such as CO 2 in the field. The measurements, however, are conducted at the "wrong" side in the air space. Because the gas transfer of sparingly soluble gases is controlled by the transport across the water sided mass boundary layer, only a small fraction of the total concentration difference between air and water remains in the air side. Therefore it is experimentally very difficult to resolve these small concentration differences and to measure fluxes reliably. Early eddy correlation measurements gave transfer velocities that were one or even two orders of magnitude higher than geochemical mass balance methods and thus stirred a lot of controversy [4] . Meanwhile, the reliability of measurements using these techniques has been demonstrated although the accuracy is still low [16] .
With the pioneering work of Asher and Pankow [2] , techniques became available that use fluorescent dyes to visualize concentration fields close to the water interface in small laboratory facilities. Concentration fields can either be made visible by using fluorescent pH-indicators and acid or alkaline gases [11] or dyes that are sensitive to oxygen quenching [14] . These techniques are suitable to measure instantaneous and averaged vertical concentration profiles. A mean transfer velocity can be inferred from the mean boundary layer thickness and the known diffusion coefficient of the transported species.
A forth technique, known as the controlled flux technique (CFT, [9] ), applies a known flux density and determines the transfer velocity either by measuring the concentration difference across the mass boundary layer or the time constant of transfer across the boundary layer. This technique can be applied most easily using heat as a proxy tracer and infrared imaging. This technique works both with the given net heat flux across the ocean (passive thermography, [6] ) or infrared radiation applied, e. g., by a CO 2 laser (active thermography, [7, 8] ). The resulting imaging technique gives measurements with high temporal and spatial resolution. These techniques have been used recently by a number of research groups both in the field and in lab facilities [1, 3, 5, 15] .
Obviously, the four basic measuring techniques investigate air-sea gas transfer at different temporal and spatial scales. Therefore the question arises whether these techniques really do measure the same thing. So far this has been taken for granted. However, discrepancies between results from the active controlled flux technique and mass balance techniques [1, 3] casted doubt on the simple equivalence of all these techniques. This paper addresses this question in a general way. Given the fact that air-sea gas transfer is an intermittent process, i. e., underlies statistical fluctuations, and that modern measurement techniques resolve these intermittencies, the general question arises as how to take correct averages for the different techniques. This question has not been addressed previously and will be analyzed theoretically in this paper.
The plan of this paper is as follows. First the intermittency of air-sea gas transfer is discussed in Section 18.2. This includes experimental evidence (Section 18.2.1), a discussion of the characteristic scales that deter- mine the gas exchange process (Section 18.2.2), a discussion of the question as how to average transfer velocities correctly for an intermittent process (Section 18.2.3), and the introduction of simple bimodal probabilistic model that helps to understand the influence of intermittency on the averaging process (Section 18.2.4). In Section 18.3, it is discussed how averaging over an intermittent process influences the measured mean transfer velocities for four basic techniques which are used to investigate gas transfer experimentally. This includes classical mass balance techniques (Section 18.3.1), eddy correlation measurements (Section 18.3.2), measurements of the mean boundary layer thickness (Section 18.3.3), and thermographic techniques (Section 18.3.4). Finally, in Section 18.4 some first direct experimental evidence for the strong intermittent nature of the mass transfer process across the water interface from active thermographic measurements is presented.
Intermittency of Air-Sea Gas Transfer

Experimental Evidence
As long as only mass balance methods were available for measurements, the stochastic nature of the gas transfer process across the air-water surface was not directly evident from measurements. Therefore it is not surprising that it required imaging measurement techniques to reveal the intermittent nature of the transport process. Interestingly, imaging wave measurement techniques gave the first evidence, where microscale breaking events could be detected in image sequences of wave slope images. Fig. 18 .1 shows such an event observed in the large Delft wind/wave flume at a wind speed of only 3.6 m/s on October 5, 1990 . The breaking wave leaves a patch behind that shows high turbulent mixing, as it is evident from the irregular surface structures. The whole event shown in the four images covers a time interval of just 0.3 s. Later, patches of high fluxes that could be associated with microscale wave breaking were observed directly in infrared imagery by Jessup et al. [10] .
The microscale breaking events indicate that the transfer process can highly vary on time scales of a fraction of a second and the horizontal spatial scales of several centimeters. Because the relevant scales for mesoscale to global modeling are much larger, an adequate integration has to be performed.
Characteristic Scales of the Transfer Process
The flux of chemical species across the air-water interface is characterized by the transfer velocity:
Because of the division by the concentration difference, this quantity is independent from the concentration difference and has the units of a velocity. It can be thought as the velocity by which an imaginary piston pushes the species through the aqueous mass boundary layer. Therefore it is also known as the "piston velocity". The characteristic vertical length scale is the thickness of the mass boundary layer, i. e., the layer that is dominated by molecular diffusion. The corresponding time constant indicates the time necessary for the tracer to pass this layer. Independent of any assumptions about the transport mechanism, these scales can be defined as follows. The boundary layer thickness z * ("film thickness") is given by
where D is the constant of diffusivity.
Geometrically, z * is given as the interception of the tangent to the concentration profile at the air-water interface with the bulk (or some other reference) concentration level:
With the help of z * , the time constant t * can then be defined as
Finally, a horizontal spatial scale can be defined by assuming that the mass boundary layer is advected by a surface velocity u s
With typical transfer velocities between 5 and 50 cm/h, a molecular diffusion coefficient D of 2 · 10 −5 cm 2 /s, the time constant t * is of the order of only 0.1 to 10 s, and the boundary layer thickness z * is between 14 to 140 µm. Assuming a surface velocity of 0.1 m/s, the horizontal scale x * is between 0.01 and 1 m.
The above values clearly indicate that air-sea gas transfer is controlled at small temporal and spatial scales. In the context of larger water bodies, i. e., the depth of the mixed surface layer or the depth of rivers and laboratory facilities, however, air-water gas exchange is a slow process. Transfer velocities in the order of 5 and 50 cm/h results in time constants between 2 h and 3 months for water depthes between 1 and 100 m. For biogeochemical mass balances, not the instantaneous transfer velocities at scales natural to the process itself are of importance, but values averaged over much larger spatial and temporal scales. Moreover, the different measuring techniques discussed in the introduction also measure the gas transfer rates inherently at different temporal and spatial scales. In order to compare the results of the different measuring techniques in a correct way, it is imperative to know over which scales and in which way averages are taken.
How to Determine Average Transfer Velocities Correctly?
The averaging of the transfer velocity measurement over an area A and the time span ∆t results in
It is important to note that the division of averaged flux densities by an average concentration difference is in general not equal to the above correct averaging procedure:
This means that for every measuring technique a careful analysis of fluctuations of both the flux density and the concentration difference is required. The main goal of this investigation is to quantify the extent by which a spatially and/or temporally varying exchange process biases the averaging.
Probabilistic Approach: A Simple Bimodal Model for Intermittency
In order to get a better handle of the variations a simple stochastic model is introduced. We assume the transfer velocity to be a stochastic variable with a probability density function (PDF) p(k). Then the mean transfer velocity is given by
The most simple case is to assume a simple bimodal distribution of the transfer velocity:
• A fraction α of the surface and/or time shows enhanced transfer velocity, f > 1 times of the mean, thus providing the fraction γ = αf ≤ 1 of the total flux. This corresponds to patches on the water surface with high exchange rates, possibly caused by microscale breaking events.
• The other fraction 1 − α shows a reduced transfer velocity g < 1 times of the mean. For a correct mean k, g is not a free parameter, but related to α and f by
Thus the bimodal model has two free parameters: the enhanced fraction γ ≥ α of the flux provided by a small fraction α < 1/2 of the surface. In the limit of α 1, the model is determined only by γ. This simple bimodal model will be used in the following to give a quantitative estimate of the intermittence on the averaging procedures for different measuring techniques.
Averaging with Different Techniques
Mass Balance Techniques
The general assumptions with mass balance techniques are that the mean flux density is estimated from (slow) temporal changes in the concentration in water and that the concentration in the air is assumed to be constant. For short time periods and under spatially homogeneous conditions, the concentration difference can also assumed to be constant and the averaging
results in an unbiased average of transfer velocity. However, spatially inhomogeneous conditions might yield biased averages. Even in a laboratory facility, conditions are not homogeneous when the transfer velocity depends strongly on fetch. In areas with high transfer rates, the concentration difference diminishes and if this effect is not compensated for rapidly enough by horizontal mixing, the mean transfer velocity is underestimated. It is also noteworthy to mention that in evasion experiments (αc a c w ), only concentration fluctuations in the water body are of importance, while in invasion experiments (αc a c w ) only the concentration fluctuations in the atmosphere can cause a bias in the estimate of the mean transfer velocity.
Eddy Correlation and Profile Techniques
Eddy correlation techniques determine a mean flux density directly from the correlation of concentration and vertical velocity fluctuations:
(18.10)
When the concentration difference is homogenous and temporally constant, the eddy correlation technique gives, as mass balance techniques, an unbiased mean transfer velocity in Eq. (18.9). The same arguments apply for atmospheric profile techniques where the flux density is determined from the mean steepness of the profile. However, horizontal inhomogeneities in the concentration fields can cause similar biases in the averages as with mass balance techniques.
Boundary Layer Thickness and Concentration Fields
Visualization techniques using fluorescent dyes yield mean vertical concentration profiles. If these profiles show a sufficiently good vertical resolution, it is possible to determine the mean boundary layer thickness z * from the profile after Eq. (18.3). According to Eq. (18.2), averaging the mean boundary layer thickness, however, results in an averaging of the inverse transfer velocity:
Now, the bimodal model, introduced in Section 18.2.4, can be used to estimate to what extend the averaging over the inverse transfer velocity causes a bias. This can be done by relating 1/ 1/k to k . The calculations give
The bias can be quite significant. We assume, e. g., that 25% of the surface area has two times the mean gas transfer rate and 75% of surface only 2/3 of the mean gas transfer rate. Then both fractions of the surface provide half of the flux each, α = 1/4, γ = 1/2, and averaging of 1/k gives only 0.8 times the correct mean transfer velocity. If a small fraction α 1 of the surface provides a fraction γ of the flux, the mean is lower by the factor 1 − γ and the mean transfer velocity can be underestimated considerably. From this train of thoughts, we can conclude that a mean mass boundary layer thickness estimated from mean vertical profiles without knowing the fluctuations, it is not possible to determine a reliable mean transfer velocity.
The correct way to estimate an unbiased transfer velocity is to average the concentration gradient at the interface, because according to Eq. (18.3) this quantity is directly proportional to the flux density and thus the same averaging procedure is applied as for the mass balance and eddy correlation techniques:
Thermography
With thermographic techniques, there are essentially two ways to determine the transfer velocity. With the static technique a constant flux density j is given (passive technique) or applied (active technique) and the mean concentration difference is determined. The concentration difference across the boundary layer can most simply be obtained from surface measurements if it is possible to switch the constant flux density on and off. When no flux density across the thermal boundary layer occurs, the surface concentration is equal to the bulk concentration. If the flux cannot be switched, it is still possible to estimate the bulk concentration from measurements of the distribution of the surface concentration under the assumption that surface renewal takes place. Then the mean of the probability density function gives the mean surface concentration and the minimum value the bulk concentration. Further details can be found in Schimpf et al. [13] . In any case, the concentration difference across the boundary layer is now fluctuating and must be averaged. This corresponds again to an averaging of the inverse transfer velocity:
and the same bias occurs as with averaging of the boundary layer thickness. The correct averaging procedure would be to average the inverse concentration difference:
The second way to determine the transfer velocity using thermographic techniques is to probe the temporal response of the mass boundary layer on a temporally changing heat flux density. This could either be a short pulse [7] or a periodic variation [12] . Essentially, this technique applies methods of linear system theory to the investigation of the exchange process through the aqueous heat boundary layer and measures the amplitude damping and phase shift of the periodic temperature variation at the water surface (the output of the "black box") as a function of the frequency of the periodically varying heat flux density (the input).
A theoretical treatment of the transport process through a mass boundary layer with a periodically varying concentration flux density at the interface has been first given by Jähne et al. [9] . Both turbulent diffusion models and extended surface renewal models were investigated. For a nonreactive species and negligible horizontal variations, the non-steady 1-D transport equations for the mean concentration C are given by
The z-coordinate is defined zero at the interface and positive downwards, K(z) is a depth dependent turbulent diffusion coefficient, and λ(z), a depth dependent surface renewal rate. Generally, power laws are assumed for the z dependencies of the turbulent diffusivity and the surface renewal rate:
The classical surface renewal model (depth independent surface renewal rate λ) is given with p = 0, while at a surface covered with a surface film, the surface renewal rate at the surface must be zero and thus p > 0. With the eddy diffusion models, m = 2 at a clean free water surface and m = 3 at a film covered surface. These equations can be made dimensionless with the scale parameters for the transfer across the boundary layer: z * , t * , and the concentration difference ∆C. Then the dimensionless quantities C + = C/∆C, T + = t/t * , and Z + = z/z * are obtained. In addition, a power law is assumed for the z dependencies of the turbulent diffusivity and the surface renewal rate. where ω + = ωt * is the dimensionless frequency normalized by the time constant t * . The boundary conditions are given by the periodically varying flux density applied at the surface: 
The penetration depth z e = (1 + iω + ) −1/2 is a complex quantity. For a better understanding of the solution, it is useful to part this expression into an amplitude and a phase function:
Then the amplitude and phase (argument) of the solution are
(18.23) These equations say that an exponentially decaying temperature wave is penetrating from the interface into the water. The higher the frequency, the lower are the amplitude and the penetration depth. At the surface (z + ), the equations reduce to
All other models give a similar response (Table 18 .1, Fig. 18 .2). At low frequencies of the applied heat flux density, the amplitude of the temperature response is constant and equal to the response at a constant flux density (Fig. 18.2a) . With increasing frequency, the amplitude decreases gradually and the phase shift increases first linearly. At high frequencies ω + = ωt * > 1, the phase shift reaches a maximum value of π /4(45 o ) and the amplitude continues to decrease with the square root of the frequency. At high frequencies, all models give identical results. Because of the low penetration depth, the penetration of the heat is limited to the vicinity of the surface that is dominated by molecular diffusion. The phase shift reaches a maximum value of π /4. This can be used to verify the phase measurements. The amplitude decreases with the square root of the frequency and depends only on the diffusion coefficient for heat in water. Therefore the measured temperature amplitude can be used to calibrate the applied flux density (Table 18 .1).
The phase shift at low frequency is directly proportional to the fre-
The constant κ depends on the model and lies in a narrow range between 0.33 and 0.55 [9] . The measurement of the phase shift at low frequencies thus offers a second possibility to determine the transfer velocity This averaging results in an even more serious bias for mean transfer velocity than averaging the inverse transfer velocity:
For the same conditions as discussed in Section 18.3.3 (α = 0.25, γ = 0.5), the phase shift is 7/4 = 1.75 too high, and the mean transfer velocity is only 4/7 ≈ 0.76 of the true value, which is only about 5% lower than 0.8 for averaging of the inverse transfer velocity in Eq. (18.12). This means that measurements of the transfer velocity from either the amplitude response or the phase shift are biased by about the same factor towards lower values and there is no way to infer the intermittency from biases of mean values directly. The discussion in this section concentrated on active thermography using periodically varying heat fluxes. However, for measurements with short laser pulses from which time constant can be derived as well [1, 7] , should show the same bias as the measurements with periodically varying heat fluxes.
Experimental Results from Active Thermography
The first measurements with active thermography using a periodically varying heat flux density were reported by Jähne et al. [9] . At that time, the instrument accuracy was sufficient to capture mean transfer velocities but the data quality was not high enough to allow a detailed analysis of the amplitude damping and the phase response.
Recently, some preliminary measurements were conducted in the Heidelberg Aeolotron. The setup is shown in Fig. 18.3 . A 100 W CO 2 laser with a beam expanded to a line in vertical vertical direction and rapidly scanned in horizontal direction was used to illuminate the marked patch of the image in the lower left section on the water surface and further to the left. The wind is blowing from the right to the left.
Infrared images were taken with an Amber Radiance infrared camera, which takes 60 frames per second with a resolution of 256 × 256 pixel and a NEDT of less than 20 mK. The switching frequencies for the heating of the water surface by the laser ranged from 0.025 Hz to more than 10 Hz. Further details of the setup and measurements can be found in Popp [12] .
Some original infrared images are shown in Figs. 18.4 and 18.5. At 2 m/s wind speed the homogeneously heated patch is still very homogeneous after 0.5 s (Fig. 18.4a) . Obviously the penetration of the heat is still confined to the part of the mass boundary layer that is still dominated by molecular diffusion. Half a second later (Fig. 18.4b) , the first structures become visible and they are fully developed 3 s after start of the heating (Fig. 18.4f) . The characteristic time constant t * was determined to be about 3 s. Thus this infrared image sequence nicely demonstrates how the turbulence increases with increasing distance from the water interface. It can also be observed that the shear current in the boundary layer causes the heated boundary layer to be convected to the left beyond the heated patch. At 7 m/s, already 0.5 s after the start of the heating, fine scale turbulent structures become visible. This clearly indicates that the turbulence penetrates much closer to the water surface and that the boundary layer is much thinner. The characteristic time constant t * was determined to be about 0.14 s. Therefore the boundary layer is already in equilibrium with the applied heat flux after 0.5 s and all infrared images in Fig. 18 .5 look the same. Because of the shorter characteristic time constant, the heated boundary layer is convected only a shorter distance. The surface velocity u s is higher, but it increases only with the friction velocity (u s ∝ u * ), while the time constant t * is proportional to the inverse squared friction velocity (t * ∝ u −2 * ). According to Eq. (18.5) this leads to a horizontal length scale x * ∝ u −1 * . The measurements of the amplitude damping as a function of the switching frequency at wind speeds ranging from 2.9 to 6.2 m/s are shown in Fig. 18.6 . The measurements show little scatter and agree well with the model predictions. The constant amplitude response gradually changes to an amplitude damping that increases with the square root of the fre- quency as predicted. In this range the measurements at all wind speeds coincide. This directly proves that the transport very close to the interface is dominated by molecular diffusion. At low frequencies in the constant range, the amplitude response is lower at higher wind speeds. Because the heat flux density is the same at all wind speeds, the amplitude response is inversely proportional to the transfer velocity.
The measurements of the phase speed as a function of the dimensionless frequency ω + = ωt * are shown in Fig. 18.7 . In this presentation, the relation between the phase shift and the dimensionless frequency should be the same for all wind speeds, except for some variation at low frequencies because of different values of κ in Eq. (18.25). The experimental values generally agree with the model predictions. Especially at high frequencies, the scatter is low and the maximum values agree very well with the predicted value of π /4. At low frequencies, the scatter is quite large, so that different models still cannot be distinguished. tions are required to determine the cause for this scatter and to reduce it in further measurements.
Discussion and Conclusions
This paper theoretically investigated the influence of intermittency on determining average transfer velocities using different measuring techniques. It was shown that all measuring techniques can be biased by intermittency:
• Mass balance and eddy correlation measurements only cause no bias in the measurement of the mean transfer velocity as long as the concentration difference between the air and the water is spatially and temporally homogeneous over the measurement interval. When this condition is not met, e. g., if the transfer velocity shows a significant fetch dependency in a linear wind wave facility or the concentration difference across the air-sea interface varies spatially in a field experiment, the mean values are significantly biased.
• Mean transfer velocities calculated either from mean boundary layer thicknesses or from thermographic techniques, which compute the mean transfer velocity either from concentration differences of from time constants, are biased toward lower values.
The effects can be large and if the probability density distribution can be described by a bimodal distribution in which a small fraction α 1 of the surface area provides a fraction γ of the flux, the measured transfer velocity is by the factor 1 − γ smaller than the true value.
The possible bias towards smaller values for thermographic techniques makes the discrepancy between thermographic measurements and mass balance measurements, which have been reported, e. g., by Asher et al. [1] , even larger. Intermittency cannot explain the difference. Thus the reason for this discrepancy still remains unsolved and calls for further research.
Fortunately, thermographic technique and boundary layer visualization techniques can measure not only mean values but give a direct insight into the statistical variations of the transfer process. It should therefore be possible to estimate the probability density functions and thus to compute correct mean transfer velocities in future experiments.
Our research group will perform detailed simultaneous measurements of gas exchange and heat exchange in different wind/wave facilities in conjunction with a better stochastic modeling of the transfer mechanisms in the near future.
