High performance computing (HPC) facilities consist of a large number of interconnected computing units (or nodes) that execute highly complex scientific simulations to support scientific research. Monitoring such facilities, in realtime, is essential to ensure that the system operates at peak efficiency. Such systems are typically monitored using a variety of measurements and log data which capture the state of the various components within the system at regular intervals of time. As modern HPC systems grow in capacity and complexity, the data produced by current resource monitoring tools at a scale that is no longer feasible to be visually monitored by analysts. We propose a method that transforms the multidimensional output of resource monitoring tools to a low dimensional representation that facilitates the understanding of the behavior of a High Performance Computing (HPC) system. The proposed method automatically extracts the lowdimensional signal in the data which can be used to track the system efficiency and identify performance anomalies. The method models the resource usage data as a three dimensional tensor (capturing resource usage of all compute nodes for different resources over time). A dynamic matrix factorization algorithm, called dynamicMF, is proposed to extract a lowdimensional temporal signal for each node, which is subsequently fed into an anomaly detector. Results on resource usage data show anomalies identified which are correlated with anomalous events identified over the syslog messages.
I. INTRODUCTION
High performance computing (HPC) is at the forefront of scientific discovery and engineering innovation. To ensure HPC system is operating at its peak efficiency, analysts typically rely on system monitoring tools to monitor the system performance and identify anomalies.
Several tools exist for collecting and visualizing resource usage data from large scale HPC installations (e.g. Texas Advanced Computing Center TACC Stats [7] , XSEDE Metrics on Demand or XDMoD [14] , etc.). Such tools can produce large amounts of high dimensional resource usage data at a high temporal frequency for each computational node in the system. However, collected monitoring data is typically large and unwieldy, so monitoring is often challenging and insufficient.
Existing automated monitoring methods can identify only those anomalous scenarios in which an individual node exhibits significant deviation for individual resources. These methods often miss anomalies that are under the threshold. Such anomalies, are weakly manifested across several nodes and multiple system resources and can be potentially detected by understanding the interactions between the different aspects of the system. A tensor decomposition based method [16] jointly models the interactions across the nodes, resources, and time, and produces a single time varying signal that can be used for tracking the overall system performance. However, identifying the specific nodes that are performing anomalously can't be performed with this method.
Observed system behavior, captured as resource usage information by tools such as TACC Stats, can be decoupled into node and metric specific behaviors. Further, the node behavior can be decoupled into time-invariant (or static) and time-dependent (or dynamic) terms. This "decoupling" is achieved using a dynamic matrix factorization method which operates on the sequence of node-usage matrices, collected over time (See Figure 1 ). The output of the proposed algorithm is a set of low-dimensional representations for the metrics and the nodes that facilitate understanding of the system in multiple ways. In particular, the dynamic node representation allows for tracking the performance of each node. Additionally, we use the proposed algorithm to produce a node level anomaly statistic and show that many performance anomalies, identified from message logs, cooccur with the identified anomalies.
The paper is organized as follows. The key problem addressed in this paper is outlined in Section II, along with the proposed model, dynamicMF. Results on a week long TACC Stats data for the Lonestar 4 system in the Texas Advanced Computing Center are discussed in Section III. Section IV provides a brief overview of related works in this area and conclusion is presented in Section V. Each panel corresponds to a compute node and consists of time-varying usage metrics for a variety of system resources.
II. PROPOSED METHODOLOGY
We describe the proposed dynamicMF algorithm in this section. The algorithm is motivated by the fact that, while the performance of an HPC system is captured for many nodes and in the context of several resources, the metrics and the nodes exhibit a clustering pattern: several resources produce correlated usage metrics and many nodes behave similarly, either due to their computing specifications or the workload.
A. Problem Setting
We consider an HPC system consisting of N compute nodes. A resource usage monitoring program, such as TACC Stats periodically reports usage data corresponding to M different resource usage metrics (CPU consumption, memory usage, network usage are three typical examples). At a given time t, the variable z nmt denotes the m th resource's usage for node n in the time interval ending at time t. We collect all of these variables at time t in a matrix Z t ∈ R N ×M , such that Z t [n, m] = z nmt .
B. Proposed Model
The proposed model assumes that the nodes and the metrics can be represented as vectors in two distinct latent K-dimensional spaces (K N, M ), respectively. Thus each metric is represented as a K-dimensional vector, v m ∈ R K , where each of the K dimensions denote a canonical characteristic of the corresponding metric. For the nodes, we assume two representations. The first representation is static over time, denoted asū n ∈ R K , and characterizes the base behavior of the node. The second representation is time-dependent, denoted as u nt ∈ R K , and captures the dynamic behavior of the node.
Assuming that the above representations, including
, are known, the observed behavior for each node and metric combination, i.e., z nmt , is generated by a functional interaction between the three representations. In this paper, we assume a linear interaction of the following form:
where is an element-wise product. For the entire resource usage matrix, the interaction can be written as: Figure 2 illustrates the interaction between components of the proposed model to generate the observation for each metric and node pair in a given time window. Figure 2 : Illustration of the assumed interactions between the observed data (z nmt ) and the latent variables ( u nt ,ū n , v m ) at a given time t for node n and metric m in the proposed dynamicMF model.
C. Inference Problem
The proposed generative model (See Figure 2) shows how the observations are generated through interactions between the three low-dimensional representations. However, given that these representations are unknown, the actual problem here is that of inference, i.e., given the observed resource usage data, {Z t } T t=1 , estimate V,Ū, and { U t } T t=1 . Each of the inferred entities provides a distinct insight into the system performance. The latent metric characteristics (v m ) map the metrics into a common space, where one can understand the similarity between the various metrics from the data. For instance, one would expect all metrics pertaining to the network resource appear similar in the latent space. However, how would input/output related metrics compare with the network metrics? Such relations are quantifiable using the latent space representation. Similar insights can be derived for the nodes using the static node characteristics (ū n ).
However, the dynamic node characteristics ( u nt ) is the key output of the proposed model that allows for tracking the behavior of each node over time using a few latent characteristics. The information in matrices { U t } T t=1 is obtained from the observed resource usage data after "explaining away" the static node and metric behavior. Thus, the residual Kdimensional signal is expected to better provide information about the true dynamic behavior of each node.
D. Estimating Latent Representations
We pose the problem of estimating the latent entities, V,Ū, and { U t } T t=1 , as an optimization problem that minimizes the error between the observed data ({Z t } T t=1 ) and reconstruction obtained in (2) . The optimization problem can be written as:
where · F represents the Frobenius norm.
E. Optimization
In order to solve the optimization problem as stated in (3), we use Adam algorithm [12] as the main building block to jointly optimize over the entire set of variables. The Adam algorithm performs first-order gradient-based optimization of stochastic objective functions, based on adaptive estimates of lower-order moments, and has been highly successful in the training of deep neural networks. Typically, as a gradientbased method, one step of Adam algorithm only requires one pass over the data. In addition, its optimization with momentum allows the algorithm to work well for minibatches of data instead of the entire dataset. Beside its fast computation, this algorithm is also efficient in terms of memory usage and well-suited for training model with many parameters. Algorithm 1 provides the pseudo-code for our approach.
For the experiments conducted in this paper, we implement the dynamicMF algorithm using TensorFlow [1] . The for iter ∈ {1, · · · , max iter} do UpdateŪ, V, { U t } T t=1 simultaneously using one step of Adam optimizer end for hyper-parameters of the Adam optimizer are set by following the suggestion in the original paper [12] , i.e. α = 0.001 (step size), β 1 = 0.9, β 2 = 0.999 (decay rate in exponential moving average).
F. Anomaly Detection
By using the resulting latent valuesŪ, {Û t } T t=1 and V, we can derive an anomaly score for node n at time step t which can be defined as a discrepancy between model and observation, i.e.:
III. EXPERIMENTAL RESULTS
In this section, we present the experimental results by applying the dynamicMF algorithm to analyze real resource usage logs for a large HPC system, and identify potential system anomalies.
A. Dataset
The dataset used in the experiments is a subset of data obtained from Lonestar 4 cluster located at the Texas Advanced Computing Center (TACC) 1 . This cluster consists of 1888 computing nodes from which the records of 1709 nodes are used in this study. The resource usage data is collected using the TACC Stats system monitor [7] which records various resources usage statistics at each computational node every 10 minutes. In our experiments, we use a set of 86 resource usage statistics with a resolution of 10 minutes from 1:10:01 March 1 st 2013 to 23:40:01 March 7 th 2013. Totally, we have data of 1000 timesteps that will be used for analysis in our experiments. See Table I for the complete list of resource usage statistics used in this paper. As different statistics have different scale and units, we have normalized them to have zero mean and unit variance.
In addition to resource usage statistics, we also have information of computing jobs that performed in Lonestar 4. In particular, for each node that job was assigned to, the system records its start time and end time. There is also the set of system log messages that outputs log traces from programs running on the HPC system, including the messages from the applications. 
B. Optimization performance and effect of different K
The performance of the optimization algorithm (See Algorithm 1) in estimating the latent representations is shown in Figure 3 . Results are shown for K = 3, 5, and 10. For each K, the objective function decays with each optimization step and converges. Using a larger number of latent dimensions results in a better fit. In this paper, we choose K = 10 to report the subsequent findings. Note that the average error between the model and observations is approximately 0.57 for K = 10 (See Figure 3 inset).
C. Analyzing latent representations
In this section we illustrate how the latent representations obtained using dynamicMF can be used to gain insights about the underlying system. The first latent representation (V) provides a characterization of the metrics. A twodimensional visualization of the metric representation is shown in Figure 4 . We use Principal Component Analysis (PCA) [11] for visualization. Figure 4 reveals insights regarding the characteristics of metrics. While metrics within coarse category they cluster, whereas there are outliers such as llite_work_listxattr, vm_pgmajfault. Figure 5 shows the K components of the time-varying u nt for two different nodes in the system. Two different nodes with significantly different workloads respectively c336-203 (red plot) had significantly heavy workload with 60 executed jobs, and c325-312 (blue plot) had a significantly light workload with 9 executed jobs. In Figure 5 , these two nodes exhibit similar patterns of having sporadic spikes at some certain time steps. Although it looks counterintuitive to have similar patterns for nodes with two different workloads, one may note that even for node with zero job submitted from users in HPC system, it still has system-level jobs running in the background which make the node have different resource usage at different time, causing sporadic spikes in the temporal behavior as seen in the figure. In addition, what we observe in Figure 5 is the latent temporal representation of nodes after "explaining away" the overall time-independent componentū n . Hence, spikes appear in the temporal representation are as a result of unusual resource consumptions in each node.
D. Finding anomalies using dynamicMF
In this section, we analyze the association of our resulting hidden values and common errors obtained from system log messages. In particular, there are three frequent error types that we extracted from system log messages: (1) write error, (2) segmentation fault and (3) inode error. Write error is a type of error that happens in the system log with the format "ost write operation failed with −122". This is a linux error that happens when disk quota is exceeded 2 . Segmentation fault is a common error type when a program tries to write or read in an invalid memory location. Inode error happens when ll inode revalidate fini() fails and returns with error code −43. We associate the error types from system log with our resource usage statistics.
In our analysis, we use the anomaly score defined in Section II-F and analyze its correspondence to the frequent system log error types mentioned above. To compare, we also show results using an adapted anomaly detection method that constructs a three-way tensor using the resource usage data and then uses tensor reconstruction error as the anomaly score for the entire system [16] . We adapt the method to produce a score for each node individually. Figure 6 shows three typical examples of two computing nodes for each system log error. On write error, we do not observe any association between write error and anomaly score as the write error happens as a result of exceeding disk quota, this kind of erratic behavior does not reflect in resource consumption. Residual values can be seen in Figure 6a . On the other hand, the segmentation faults in Figure 6b and inode errors in Figure 6c occur very close and even identical to the peaks of the anomaly score. As segmentation fault and inode errors are typical examples of buggy programs, these errors are usually results of faulty programming practice. This can lead to the programs with inefficient resource usage, which can be subsequently observed by our resource usage statistics. The tensor based method (red plot in Figure 6 ) produces a metric shows high anomaly values that are temporally close to some of the errors.
IV. RELATED WORK
The dynamic matrix factorization algorithm proposed here falls under the general purview of unsupervised representation learning [2] , that includes a variety of tasks such as dictionary learning, independent component analysis, autoencoders, matrix factorization and various forms of clustering. In particular, a relevant topic is sparse coding [4] , where the objective is to learn over-complete and sparse bases for a given data set.
Solutions for detecting and predicting faults in large high performance computing installations have typically relied on message logs [17, 13, 8, 15] or resource usage data [9, 3] , or both [6, 10, 5] . Since this paper focuses on the detection task, we present a brief overview of related methods that deal with detecting faults. Methods operating on message logs typically aggregate message logs by an entity of interest, e.g., a computational node/block [13, 17] or a job [8] , and identify anomalous entities using different data representations, such as message arrival statistics [13] , vector representation derived from the message content [17] or a state machine that models the dynamic behavior of the entity [8] . However, message logs are typically noisy and often incomplete, which has led to methods that analyze alternate data sources such as resource usage metrics [9, 3] . However, these solutions perform a node-specific or jobspecific analysis of resource usage to identify anomalous nodes [9] or jobs [3] . Recently, solutions that combine resource usage data and message logs to improve fault detection have been proposed [10, 5] . The Crude system uses resource usage data to improve the performance of a PCA driven anomaly detection method [17] that operates at node and job level. However, none of the existing methods model the temporal dimension to better identify faults. In a recent work, a tensor based representation of the resource usage data was used to identify anomalies at the system level [16] . The method relies on low rank approximation of a three way tensor. However, the method does not provide a node level estimate of system behavior and anomalies.
V. CONCLUSIONS AND FUTURE DIRECTIONS
In this study, we propose dynamicMF -a dynamic matrix factorization method which takes both global and local behaviors of the system into account to analyze for variations. This method is applied to a list of time-varying resource usage matrices. In our experiments from Lonestar 4 system, dynamicMF helps reduce the dimension of resource usage statistics and provide visualization at a nodespecific level. The proposed anomaly statistic allows for an easy identification of performance anomalies. Planned future study is to leverage job information for analysis to find the interaction between jobs and the resource usage in an automated approach to leverage performance anomalies. -1409551. Access to computing and data resources was provided by University at Buffalo Center for Computational Research.
