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1 Einfu¨hrung
Die numerische Simulation ist ein etabliertes Werkzeug in vielen ingenieurtechnischen Anwen-
dungen. Insbesondere bei der Konstruktion und Auslegung von Bauteilen aus einem Faser-Kunst-
stoff-Verbund (FKV) ist eine zuverla¨ssige Vorhersage der Steifigkeits- und Festigkeitseigenschaf-
ten entscheidend. Die bei der Bauteilsimulation verwendeten konstitutiven Beziehungen fu¨r die
effektiven Eigenschaften des Verbundes sind ha¨ufig angepasst an die Pha¨nomenologie einer be-
stimmten Verbundstruktur und an spezifische Verbundbestandteile. Die Bestimmung der entspre-
chenden Parameter erfordert ha¨ufig eine Vielzahl experimenteller Untersuchungen, wobei man-
che Parameter, zum Beispiel fu¨r die Eigenschaften in Dickenrichtung, nur schwer oder gar nicht
bestimmbar sind. Vor diesem Hintergrund wurden in den letzten Jahren numerische Verfahren
entwickelt, die den experimentellen Aufwand auf eine geringe Anzahl von Grundversuchen an
den Verbundbestandteilen reduzieren sollen.
Sogenannte Mehrskalen-Ansa¨tze nutzen den hierarchischen Aufbau von FKV zur Identifika-
tion von charakteristischen La¨ngenskalen der Materialstruktur. Fu¨r typische FKV, wie glasfaser-
versta¨rktes Polypropylen (GF-PP), ko¨nnen drei Betrachtungsebenen unterschieden werden. Die
Mikroebene besteht dabei ausschließlich aus einzelnen Filamenten der Versta¨rkungsfaser und
reinem Matrixmaterial. Die Mesoebene repra¨sentiert die na¨chst gro¨ßere La¨ngenskala und besteht
aus konsolidierten Faserbu¨ndeln (Rovings), die aufgrund ihres hohen Faservolumengehalts als
homogen betrachtet werden, und den mit Matrixmaterial gefu¨llten Zwischenra¨umen. Auf Makro-
oder auch Bauteilebene wird der FKV letztendlich nur als homogenes Kontinuum mit effekti-
ven Materialeigenschaften betrachtet. Die Einteilung ist in Abb. 1.1 anhand einer idealisierten
Verbundstruktur dargestellt.
1.1 Motivation und Zielstellung
Die mechanischen Eigenschaften von FKV sind bestimmt durch das Materialverhalten der einzel-
nen Verbundbestandteile sowie durch deren geometrische Anordnung. Ausgehend von der Mikro-
ebene kann das effektive Materialverhalten des Verbundes durch eine schrittweise Modellierung
der einzelnen La¨ngenskalen ermittelt werden. Fu¨r die Modellierung der Mikroebene sind hierfu¨r
neben einem geeigneten geometrischenModell der mikroskopischenWerkstoffstruktur, dieMate-
rialeigenschaften der Verbundbestandteile sowie numerische Modelle zur Erfassung wesentlicher
Scha¨digungsmechanismen erforderlich.
Vor diesem Hintergrund ist das Ziel der vorliegenden Arbeit die Entwicklung einer Model-
lierungsstrategie, die es ermo¨glicht, die wesentlichen inelastischen Pha¨nomene des Materialver-
haltens auf der mikroskopischen La¨ngenskala abzubilden. Das Verfahren soll die zuvor genann-
ten Einflussfaktoren - Geometrie, Verbundbestandteile und Scha¨digungspha¨nomene - kombiniert
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Abbildung 1.1: Einteilung der hierarchischen Materialstruktur eines FKV in die Mikro-, Meso-
und Makroebene anhand einer idealisierten Verbundgeometrie.
in einer Simulation erfassen. Fu¨r die Diskretisierung der lokalen Werkstoffstruktur wird eine
ho¨herwertige Variante der erweiterten Finiten-Elemente-Methode (XFEM) entwickelt. Speziell
die Abbildung gekru¨mmter Materialgrenzen innerhalb der Verbundstruktur soll durch die Ver-
wendung von Ansatzfunktionen ho¨herer Ordnung verbessert werden.
In Ka¨stner (2009) konnte gezeigt werden, dass die inelastischen Materialeigenschaften von
glasfaserversta¨rkten Polypropylen bei Belastungen quer zur Versta¨rkungsfaser signifikant durch
das nichtlineare, dehnratenabha¨ngige Materialverhalten der polymeren Matrix bestimmt werden.
Ausgehend von diesen Beobachtungen soll im Rahmen der vorliegenden Arbeit ein effizientes
Materialmodell zur Beschreibung von Polypropylen auf Basis von fraktionalen Evolutionsglei-
chungen entwickelt werden. Die Anwendung der fraktionalen Differentialrechnung erlaubt dabei
eine signifikante Reduktion der notwendigen Materialparameter zur Beschreibung eines ausge-
pra¨gten viskoelastischen Materialverhaltens.
Fu¨r jede der zuvor genannten La¨ngenskalen ko¨nnen charakteristische Scha¨digungsmechanis-
men identifiziert werden. Wie in Abb. 1.2 zu erkennen, kommt es bereits vor dem Versagen
des FKV-Bauteils auf mikroskopischer Ebene des Verbundes zu einer Scha¨digung der Grenz-
fla¨che zwischen den Materialphasen sowie des umliegenden Matrixmaterials. Wa¨hrend die La-
ge der Grenzfla¨chenscha¨digung durch die lokale Werkstoffstruktur a priori definiert ist, ko¨nnen
Lokalisierungszonen im Bereich der polymeren Matrix an beliebigen Punkten auftreten. Fu¨r
die effiziente Modellierung beider Pha¨nomene werden zwei unterschiedliche Ansa¨tze kombi-
niert. Die Beschreibung der Grenzfla¨chenscha¨digung erfolgt auf Basis einer angepassten XFEM-
Formulierung. Die kinematische Realisierung eines Verschiebungssprunges an der Materialgren-
ze in Kombination mit einem Koha¨sivzonenmodell erlaubt hierbei die Modellierung einer suk-
zessiven Degradation der Grenzfla¨che. Das Versagen der Matrix wird demgegenu¨ber durch ein
nichtlokales, verzerrungsgesteuertes Kontinuumsscha¨digungsmodell abgebildet.
Die vorliegende Arbeit gliedert sich dabei wie folgt. Nachdem in Abschnitt 1.2 die Pha¨nomeno-
logie von glasfaserversta¨rkten Polypropylen diskutiert wird, sind in Abschnitt 1.3 die Grundlagen
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Abbildung 1.2: Mikroskopische Scha¨digung eines faserversta¨rkten Kunststoffes.
zur Berechnung effektiver Spannungs-Verzerrungsbeziehungen auf Basis einer mehrskaligenMo-
dellierungsstrategie angegeben. In Kapitel 2 werden die Grundprinzipien einer kontinuumsme-
chanischen Beschreibung heterogener Ko¨rper zusammengefasst. Sie bilden die Basis fu¨r die Dis-
kretisierung, Linearisierung und Algebraisierung des mechanischen Feldproblems auf Basis der
XFEM in Kapitel 3. Dies beinhaltet die Vorstellung einer programmiertechnischen Umsetzung
der Modellierung unter Ausnutzung moderner Grafikprozessoren (GPU). Die ho¨herwertige Be-
schreibung schwacher und starker Unstetigkeiten im Verschiebungsfeld, die durch Materialgren-
zen und deren Versagen hervorgerufen werden, auf Basis der XFEM ist Gegenstand von Kapitel 4.
Dies umfasst neben verbesserten Verfahren zur Beschreibung gekru¨mmter Grenzfla¨chenverla¨ufe
auch Methoden zur konsistenten Integration von Elementen mit angereichertem Verschiebungs-
ansatz. Die konstitutiven Beziehungen zur Beschreibung der Verbundbestandteile, Glasfaser und
Polypropylen, sowie fu¨r die Abbildung der Grenzfla¨chen- und Matrixscha¨digung sind in Kapitel
5 zusammengefasst. Die gesamte Modellierungsstrategie wird in Kapitel 6 zur Berechnung ef-
fektiver Spannungs-Verzerrungsbeziehungen auf Mikroebene angewendet. Dies beinhaltet einen
systematischen Aufbau und Parametrisierung des Gesamtmodells, die Analyse von Mikrostruk-
tureinflu¨ssen und die Simulation des Scha¨digungsverhaltens bei mehrachsiger Belastung. Eine
Zusammenfassung und kritische Diskussion der Erkenntnisse in Kombination mit einem Aus-
blick u¨ber mo¨gliche weiterfu¨hrende Arbeiten ist in Kapitel 7 gegeben.
1.2 Pha¨nomenologie des Materialverhaltens von
glasfaserversta¨rkten Polypropylen
Die Entwicklung einer Modellierungsstrategie zur Beschreibung des scha¨digungsbehafteten in-
elastischen Materialverhaltens von FKV in der vorliegenden Arbeit orientiert sich an den von
Ka¨stner (2009) durchgefu¨hrten experimentellen Untersuchungen an Glasfaser-Polypropylenver-
bunden (GF-PP-Verbunden) sowie dessen konstitutiven Bestandteilen. Die wesentlichen Erkennt-
nisse der Untersuchungen sind im Folgenden zusammengefasst.
Fu¨r die Untersuchung des makroskopischen Materialverhaltens von GF-PP-Verbunden wur-
den am Institut fu¨r Textil- und Bekleidungstechnik (ITB) der TU Dresden Zugprobeko¨rper ei-
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nes Verbundes mit unidirektionaler Versta¨rkungsstruktur angefertigt. Zur Analyse der Richtungs-
abha¨ngigkeit des effektiven Materialverhaltens wurden unterschiedliche Faserorientierungen α
relativ zur Probenla¨ngsachse untersucht. Im Rahmen von monotonen Zugversuchen bei unter-
schiedlichen Belastungsgeschwindigkeiten konnten fu¨r die Orientierungen α = 0◦, 45◦, 90◦ die
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Abbildung 1.3: Effektive Spannungs-Dehnungskurven fu¨r einen unidirektional versta¨rkten
GF-PP-Verbund in Abha¨ngigkeit von der Faserorientierung α und der
Belastungsgeschwindigkeit.
kennen, dass das effektive Verhalten des Verbundes bei einer Belastung in Faserla¨ngsrichtung
(α = 0◦) durch die linearelastischen Eigenschaften der Glasfaser (GF) dominiert wird. Eine
Variation der Belastungsgeschwindigkeit hat keinen Einfluss auf die Spannungsantwort. Beim
Erreichen der Zugfestigkeit der Versta¨rkungsfaser kommt es zu einem abrupten Versagen der
Zugprobe. Demgegenu¨ber zeigt das effektive Materialverhalten bei einer Faserorientierung von
α = 45◦ und α = 90◦ relativ zur Belastungsrichtung eine deutliche Nichtlinearita¨t sowie eine
signifikante Geschwindigkeitsabha¨ngigkeit. Das Verhalten des Verbundes wird dabei wesentlich
durch die nichtlinearen Materialeigenschaften der Polypropylen Matrix sowie durch unterschied-
liche Scha¨digungspha¨nomene bestimmt. Die Evolution der Scha¨digung von der Mikroebene bis
zum kompletten Versagen der Probe fu¨hrt nach dem Erreichen eines Spannungsmaximums zu
einem sukzessiven Abfall der Steifigkeit.
Die gewonnen Ergebnisse, speziell fu¨r die Faserorientierungen α = 45◦ und α = 90◦, sollen
in Kapitel 6 fu¨r die Verifikation der im Rahmen der vorliegenden Arbeit entwickelten Modellie-
rungsstrategie verwendet werden.
1.2.1 Pha¨nomenologie des Matrixwerkstoffs Polypropylen
Wie in Abb. 1.3 gezeigt, wird das effektive Materialverhalten von GF-PP-Verbunden bei einer
Belastung quer zur Versta¨rkungsfaser wesentlich von den nichtlinearen Eigenschaften der Matrix
bestimmt. Vor diesem Hintergrund erfolgte in Ka¨stner (2009) die experimentelle Charakterisie-
rung von Polypropylen (PP) anhand von einachsigen Zugversuchen. Neben monotonen Zugver-
suchen bei unterschiedlichen Belastungsgeschwindigkeiten wurden hierfu¨r Relaxationsversuche
und zyklische Be- und Entlastungsversuche mit und ohne Haltezeiten durchgefu¨hrt. Eine Aus-
wahl dieser Versuche bilden die Basis fu¨r die Formulierung eines nichtlinear viskoelastischen
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Materialmodells in Abschnitt 5.2 und sind daher im Folgenden dargestellt.
Fu¨r die Identifikation der Geschwindigkeitsabha¨ngigkeit des Materialverhaltens von Polypro-
pylen wurden monotone Zugversuche bei unterschiedlichen Belastungsgeschwindigkeiten durch-
gefu¨hrt. Die in Abb. 1.4 (a) dargestellten Spannungs-Dehnungskurven zeigen, dass sich in Ab-
ha¨ngigkeit der Dehnrate ε˙ eine unterschiedliche Spannungsantwort einstellt. Die Belastungsge-
schwindigkeit hat weiterhin einen Einfluss auf das nachkritische Verhalten der Polypropylen-
Proben. Wa¨hrend bei hohen Dehnraten ein abruptes Spro¨dversagen zu beobachten ist, fu¨hren
geringe Dehnraten zur Ausbildung einer Lokalisierungszone in Form einer Einschnu¨rung. Mit
Hinblick auf die Anwendung von Polypropylen als Matrixwerkstoff in einem FKV ist der Deh-
nungsbereich ε ≤ 0, 05 von besonderem Interesse. Die Ausschnittsvergro¨ßerung der Spannungs-
Dehnungskurven fu¨r diesen Bereich in Abb. 1.4 (b) zeigt eine nichtproportionale Zunahme der
Spannung in Abha¨ngigkeit der Belastungsgeschwindigkeit sowie eine ausgepra¨gte Nichtlinearita¨t
fu¨r diesen Dehnungsbereich.









































Abbildung 1.4: In monotonen Zugversuchen ermittelte effektive Spannungs-Dehnungskurven fu¨r
den Matrixwerkstoff Polypropylen bei unterschiedlichen Belastungsgeschwin-
digkeiten: (a) bis zum Versagen der Probe und (b) fu¨r den Dehnungsbereich
ε ≤ 0, 05.
Eine Quantifizierung der im Rahmen der Zugversuche nachgewiesenen Geschwindigkeits-
abha¨ngigkeit des Materialverhaltens kann anhand von Relaxationsversuchen durchgefu¨hrt wer-
den. Hierbei wurden Polypropylen Zugproben mit einer Belastungsgeschwindigkeit von ε˙ =
450%/min monoton bis zu einem Dehnungsniveau von ε = 0, 045 belastet. Ein konstant halten
der Dehnung erlaubt daraufhin die Trennung des geschwindigkeitsabha¨ngigen und geschwindig-
keitsunabha¨ngigen Anteils der Spannungsantwort. Die ermittelte Spannungs-Zeitkurve ist in Abb.
1.5 semilogarithmisch dargestellt. Nach einer Haltezeit von th = 48h wird von einer abgeschlos-
senen Relaxation des geschwindigkeitsabha¨ngigen Anteils der Spannung, der U¨berspannung,


































Abbildung 1.5: Semilogarithmischer Spannungs-Zeitverlauf eines Relaxationsversuchs fu¨r den
Matrixwerkstoff Polypropylen bei einem Dehnungsniveau von ε = 0, 045 und
einer Haltezeit von th = 48h.
1.2.2 Mikro- und mesoskopische Scha¨digungspha¨nomene
Neben den nichtlinearen, geschwindigkeitsabha¨ngigen Eigenschaften des Matrixmaterials ha-
ben Scha¨digungspha¨nomene auf den unterschiedlichen La¨ngenskalen einen erheblichen Einfluss
auf das effektive Materialverhalten von FKV. Vor diesem Hintergrund wurden am Institut fu¨r
Leichtbau und Kunststofftechnik (ILK) der TU Dresden mikromechanische Analysen anhand
von Schliffbildern durchgefu¨hrt. Fu¨r glasfaserversta¨rkte Polypropylenverbunde konnten hierbei
charakteristische Scha¨digungsmechanismen identifiziert werden. Wie in Abb. 1.6 (a) zu erken-
nen, kommt es auf Mikroebene zu einem Versagen der Grenzfla¨che zwischen den Filamenten
und dem umliegenden Matrixmaterial. Ausgehend von den Grenzfla¨chenrissen fu¨hrt eine weite-
re Scha¨digung der Matrix bei zunehmender Belastung zur Ausbildung einer Lokalisierungszone.
Diese kann sich auf mesoskopischer Ebene u¨ber die Grenzen des Rovings hinweg ausbreiten (vgl.
Abb. 1.6 (b)) und zusammen mit dem Versagen der Versta¨rkungsfasern auf makroskopischer Ebe-
ne zu einem Totalversagen des Verbundbauteils fu¨hren (vgl. Abb. 1.6 (c)).
Die experimentellen Beobachtungen des Verbundverhaltens auf Mikro- und Mesoebene mo-
tivieren die Entwicklung eines effizienten Verfahrens zur Beschreibung der Grenzfla¨chen- und
Matrixscha¨digung durch die Kombination eines diskontinuierlichen (XFEM) und kontinuierli-
chen (Kontinuumsscha¨digungsmodell) Scha¨digungsansatzes.
1.3 Mehrskalige Modellierung von
Faser-Kunststoff-Verbunden
Die mehrskalige Modellierung von Faser-Kunststoff-Verbunden in der vorliegenden Arbeit ba-
siert auf den Ansa¨tzen von Ka¨stner (2009). Sie wurden bereits erfolgreich fu¨r die linear-elastische
Homogenisierung und fu¨r die Berechnung des effektiven viskoelastischen Materialverhaltens an-
gewendet. Im Verlauf der Arbeit soll die Modellierungsstrategie daher auch fu¨r die Berechnung
effektiver, scha¨digungsbehafteter Spannungs-Verzerrungsbeziehungen verwendet werden.
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Abbildung 1.6: Evolution der Scha¨digung in GF-PP-Verbunden u¨ber die einzelnen La¨ngenska-
len: (a) mikroskopische Scha¨digung der Grenzfla¨che zwischen Faser und Matrix
sowie der Matrix selbst, (b) Ausbreitung der Lokalisierungszone auf Mesoebene
und (c) Totalversagen des Verbundbauteils (Hufenbach u. a. (2011)).
1.3.1 Identifikation repra¨sentativer Volumenelemente
Die Berechnung effektiver Spannungs-Verzerrungsbeziehungen auf der mikroskopischen Struk-
turebene von FKV soll auf Basis von repra¨sentativen Volumenelementen (RVE) erfolgen. In Ver-
bindung mit der Finiten-Elemente-Methode erlaubt dieser Ansatz die Beru¨cksichtigung beliebi-
ger geometrischer Strukturen sowie Verbundbestandteile. Entsprechend seines Namens sollte ein
RVE die wesentliche Aufteilung des Verbundes in seine konstitutiven Bestandteile sowie deren
Anordnung wiedergeben. Fu¨r eine regellose Verteilung der Verbundbestandteile kann hierfu¨r ein
Ausschnitt aus der lokalen Materialstruktur erstellt werden, der eine statistische Verteilung auf-
weist. Kann demgegenu¨ber in der lokalen Anordnung der Verbundbestandteile eine periodisch
wiederkehrendes Muster erkannt werden, ist es mo¨glich, die lokale Struktur durch ein idealisier-
tes Geometriemodell anzuna¨hern. Beispielhaft ist dies in Abb. 1.7 fu¨r eine unidirektionale hexa-
gonale Anordnung der Versta¨rkungsfasern auf Mikroebene dargestellt. Unter der Voraussetzung
der periodischen Fortsetzbarkeit des RVE ko¨nnen fu¨r die Mikrostruktur zwei unterschiedliche
repra¨sentative Ausschnitte identifiziert werden.
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Abbildung 1.7: Identifikation eines RVE am Beispiel einer unidirektionalen hexagonalen Anord-
nung der Versta¨rkungsfasern.
1.3.2 Ermittlung effektiver Spannungs-Verzerrungsbeziehungen
Fu¨r die Berechnung effektiver Spannungs-Verzerrungsbeziehungen auf Basis von RVE-Modellen
der lokalen Materialstruktur bedarf es eines physikalisch sinnvollen Zusammenhangs zwischen
den integralen, effektiven Spannungen σ¯ und Verzerrungen ε¯ und den Spannungs- σ(x) und
Verzerrungsfeldern ε(x) innerhalb des RVE-Modells. Ein mo¨glicher Zusammenhang ergibt sich
aus der Mittelwertbildung u¨ber das Gebiet des RVE BRVE. Mit V RVE dem Volumen des RVE gilt












sowie der inneren Arbeit




σ(x) : ε(x)dV. (1.3)
Die Mittelwertgro¨ßen erlauben die Formulierung eines A¨quivalenzkriteriums nach Hill (1963,
1972)
σ¯ : δε¯ = {σ(x) : δε(x)}. (1.4)
Dieses besagt, dass die virtuelle Arbeit der effektiven inneren Lasten σ¯ : δε¯ a¨quivalent des vo-
lumetrischen Mittelwerts {σ(x) : δε(x)} nach (1.3) ist. Unter Vorgabe der effektiven Spannung
oder Verzerrung kann damit anhand von
σ¯ = {σ(x)}, (1.5)
ε¯ = {ε(x)} (1.6)
eine effektive Spannungs-Verzerrungsbeziehung berechnet werden. Die hierfu¨r notwendigen Rand-
bedingungen fu¨r das numerische Modell ko¨nnen durch eine Modifikation der Mittelungsformeln
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(1.1) und (1.2) bestimmt werden. Sie ko¨nnen unter Ausnutzung der Definition des infinitesimalen













u¨berfu¨hrt werden (Ka¨stner (2009)). Hierbei ist u der Verschiebungsvektor, n der nach außen
gerichtete Einheitsnormalenvektor und t der Spannungsvektor auf dem Rand des RVE. Zur Si-
cherung von (1.7) und (1.8) ko¨nnen neben konstanten Spannungsvektorrandbedingungen und li-
nearen Verschiebungsrandbedingungen auch periodische Randbedingungen vorgegeben werden.
Letztere eignen sich besonders fu¨r die Modellierung sich periodisch fortsetzender RVE. Das Ver-
schiebungsfeld auf dem Rand des Modells x ∈∂BRVE
u(x) = ε¯ ·x+ uP(x) (1.9)
setzt sich zusammen aus einem Term mit der vorgegebenen effektiven Verzerrung ε¯ und dem
periodischen Verschiebungsanteil uP(x). Fu¨r ihn gilt entsprechend Abb. 1.8 (a)
uP(xi+) = uP(xi−), mit xi+ ∈ ∂BRVE,i+ und xi− ∈ ∂BRVE,i−. (1.10)
Die Periodizita¨t der Verschiebungen fu¨hrt dabei zu einem antiperiodischen Verlauf der Span-
nungsvektoren auf gegenu¨berliegenden Ra¨ndern. Die Umsetzung der periodischen Randbedin-
gungen im Rahmen der Finiten-Elemente-Methode (vgl. Kapitel 3) erfolgt durch die Definition
sogenannter Masterknoten. Entsprechend der Darstellung in Abb. 1.8 (b) wird fu¨r jedes Paar ge-
genu¨berliegender Seiten ein Masterknoten Mi definiert. Fu¨r dessen Verschiebung u
Mi gilt
uMi = u(xi+)− u(xi−). (1.11)
Die Zwangsbedingung erlaubt, durch die Vorgabe der Verschiebung an dem Masterknoten, die
Generierung einer Relativverschiebung an gegenu¨berliegenden Seiten des RVE. Unter Ausnut-
zung des Prinzips der virtuellen Arbeit kann gezeigt werden, dass der effektive Spannungstensor
σ¯ direkt aus den Reaktionskra¨ften der Masterknoten FMi berechnet werden kann. Fu¨r die einzel-





mit Ai der Fla¨che der RVE-Seite, die dem Masterknoten Mi zugeordnet ist.
Das zuvor definierte Verfahren kann zur Bestimmung der Auswirkungen eines effektiven ma-
kroskopischen Beanspruchungszustandes auf die Mikro- und Mesoebene verwendet werden. Die
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1 Einfu¨hrung
Abbildung 1.8: Periodische Randbedingungen: (a) Periodizita¨t der Verschiebungen an gegen-
u¨berliegenden Ra¨ndern und (b) Definition der Masterknoten Mi zur effizienten
Vorgabe effektiver Lasten oder Deformationen.
Vorgabe effektiver Spannungen σ¯ oder Verzerrungen ε¯ erlaubt daru¨ber hinaus die Berechnung ef-
fektiver Spannungs-Verzerrungsbeziehungen. Die ermittelte effektive Materialantwort ergibt sich
nach (1.1) und (1.2) aus den gemittelten lokalen Spannungs- und Verzerrungsfeldern.
Das Verfahren soll in Kapitel 6 zum Vergleich des effektivenMaterialverhaltens mit den experi-
mentellen Ergebnissen einachsiger Zugversuche an unidirektional (UD) versta¨rkten Verbundpro-
ben (vgl. Abschnitt 1.2) verwendet werden. Die Periodizita¨t eines UD-Verbundes erlaubt dabei
den Vergleich des experimentell beobachteten makroskopischen Materialverhaltens mit der ef-
fektiven Materialantwort eines mikroskopischen RVE-Modells der lokalen Materialstruktur. Der
effektive Beanspruchungszustand ergibt sich aus den Randbedingungen des einachsigen Zugver-
suchs. Fu¨r den Verzerrungszustand gilt mit der effektiven La¨ngsdehnung ε¯ in x1-Richtung
ε¯11 = ε¯, ε¯22 6= 0, ε¯33 6= 0, ε¯ij = 0 fu¨r i 6= j. (1.13)
In hinreichendem Abstand zur Einspannung der Zugprobe (vgl. Abb. 1.9 (a)) ergibt sich aufgrund
der freien Probenra¨nder der einachsige Spannungszustand
σ¯11 = σ¯, σ¯ij = 0 sonst. (1.14)
In Abha¨ngigkeit der Orientierung der Versta¨rkungsfasern α relativ zur Belastungsrichtung, las-
sen sich aus der mikroskopischen Materialstruktur des UD-Verbundes geeignete RVE-Modelle
ableiten. Beispielhaft ist dies in Abb. 1.9 (b) fu¨r die Faserorientierungen α = 90◦ und α = 45◦
dargestellt.
Unter Vorgabe der effektiven La¨ngsdehnung ε¯ gelten fu¨r die Verschiebungen des Masterkno-
tens M1
uM11 = ε¯D1, (1.15)
mit D1 der La¨nge des RVE in x1-Richtung. Zur Behinderung der Starrko¨rperbewegungen wer-
den zusa¨tzlich ausgewa¨hlte Verschiebungskomponenten an Knoten im Gebiet des RVE zu Null
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Abbildung 1.9: Ableitung geeigneter RVE-Modelle zur Abbildung einer makroskopischen ein-
achsigen Zugbelastung: (a) Probenausschnitt mit einachsigen Spannungszustand
und (b) mo¨gliche RVE-Modelle der mikroskopischen Materialstruktur fu¨r Faser-
orientierung von α = 90◦ und α = 45◦.
gesetzt. Die effektive Spannung σ¯ folgt mit (1.12) aus der Reaktionskraft am Masterknoten M1







Die Formulierung eines mechanischen Feldproblems auf Basis der Kontinuumsmechanik erfor-
dert drei wesentliche Gleichungssa¨tze: die kinematischen Beziehungen, die Bilanzgleichungen
und die Materialgleichungen. Wa¨hrend die beiden Erstgenannten umfassend in den Abschnit-
ten 2.1 und 2.2 dargestellt werden, bietet Abschnitt 2.3 lediglich einen allgemeinen Einblick in
die Materialtheorie. Die konkrete Formulierung der Materialgleichungen ist Gegenstand des ei-
gensta¨ndigen Kapitels 5.
2.1 Kinematik
Die Definition kinematischer Beziehungen dient der Beschreibung der Bewegung eines Ko¨rpers
und der mo¨glichen, daraus resultierenden Verzerrungen. Die definierten Gro¨ßen und deren zeitli-
che Ableitung werden in den folgenden Abschnitten fu¨r die Formulierung der Bilanzgleichungen
und der konstitutiven Beziehungen verwendet. Die Ausfu¨hrungen orientieren sich an der Darstel-
lung von Wriggers (2001) und sind detaillierter in Truesdell und Noll (2004) und Haupt (2002)
zu finden.
Allgemeine kinematische Zusammenha¨nge
Ausgangspunkt fu¨r die Beschreibung der Bewegung und der Deformation eines homogenen Ko¨r-
pers K, als Teilgebiet des Euklidischen Raumes K ⊂ R3, ist die Definition einer beliebigen
Konfiguration ϕ: K → R3
x = ϕ(X, t), (2.1)
welche die Momentankonfiguration eines Punktes zum Zeitpunkt t beschreibt. Sie bezieht sich
auf die Referenzkonfiguration X, die beliebig gewa¨hlt werden kann. In der praktischen Anwen-
dung wird hierfu¨r meist die Ausgangskonfiguration zum Zeitpunkt t0, die zu Beginn eines De-
formationsprozesses vorliegt, verwendet. Die Differenz der Ortsvektoren von Momentan- und
Ausgangskonfiguration definiert den Verschiebungsvektor
u(X, t) = ϕ(X, t)−X. (2.2)
Im Rahmen der vorliegenden Arbeit wird eine geometrisch lineare Theorie verfolgt. D.h. be-
zogen auf eine charakteristische La¨nge des betrachteten Ko¨rpers lK sind die auftretenden Defor-
mationen und Rotationen klein. Fu¨r den VerschiebungsgradientenH = ∇Xu bedeutet dies
δH = ‖H‖ =
√
H : H≪ 1. (2.3)
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Anhand von (2.2) ist weiterhin zu erkennen, dass die Momentankonfiguration und die Ausgangs-
konfiguration sehr dicht beieinander liegen. Bei der Definition von Feldgro¨ßen und Feldgleichun-
gen kann daher auf eine Unterscheidung hinsichtlich des Bezugs auf die Momentankonfiguration
bzw. auf die Ausgangskonfiguration verzichtet werden. Im Folgenden beziehen sich alle Feldglei-
chungen auf den Ortsvektor x und die Zeit t. Bei der Definition eines Verzerrungsmaß ko¨nnen









mit dem symmetrischen Anteil des Gradienten∇s.
Erweiterte kinematische Zusammenha¨nge heterogener Ko¨rper
Die kinematische Beschreibung des Ko¨rpers K durch die Definitionen (2.2) und (2.4) muss fu¨r
die Modellierung heterogener Ko¨rper erweitert werden (Hettich (2007)). Hierfu¨r wird angenom-
men, dass sich der Ko¨rperK mit dem Gebiet B und dem Volumen V in eine beliebige Anzahl von
Teilko¨rpern aufteilt, die den beiden Festko¨rperphasenKa undKb zugeordnet werden ko¨nnen (vgl.
Abb. 2.1 (a)). Die Gesamtheit aller Grenzfla¨chen ∂B zwischen den beiden Festko¨rperphasen setzt
sich aus Teilen ungescha¨digter Grenzfla¨chen ∂Bmi und Teilen, an denen diskrete Risse auftreten
∂Bcj zusammen. Fu¨r die Grenzfla¨che ∂Bm =
nm⋃
i=1











Abbildung 2.1: (a) Definition des Ko¨rpers K und dessen innere Struktur. (b) Kinematik des
Grenzfla¨chenrisses.
tinuierlich, der Gradient der Verschiebung jedoch diskontinuierlich ist. Dies soll im Folgenden




∂Bcj auftretenden Risse zu einer Diskontinuita¨t im Verschiebungsfeld und damit
zu einer starken Unstetigkeit. Die zu definierende Abbildungsfunktion fu¨r das Verschiebungsfeld
muss in der Lage sein, den durch den Riss induzierten Verschiebungssprung
JuKc = u+ − u− auf ∂Bc (2.5)
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abzubilden (vgl. Abb. 2.1 (b)). Die Gesamtheit der kinematischen Anforderungen an das Ver-
schiebungsfeld fu¨hrt zu einem erweiterten Verschiebungsvektor
u(x, t) = uˆ(x, t) +
nm∑
i=1
Fmi (x) aˆi(x, t) +
nc∑
j=1
F cj (x) bˆj(x, t). (2.6)
Er setzt sich aus dem gewo¨hnlichen, kontinuierlichen Anteil uˆ, den mit den ungescha¨digten
Grenzfla¨chen assoziierten Anteilen aˆi und den mit den Grenzfla¨chenrissen einher gehenden An-
teilen bˆj zusammen. Da alle Teilvektoren kontinuierliche Funktionen darstellen, mu¨ssen die zu-
vor formulierten Kontinuita¨tsanforderungen durch eine entsprechende Wahl der skalarwertigen
Funktionen Fmi und F
c
j realisiert werden. Die konkreten Funktionen sind in Kapitel 3 im Rahmen
der Einfu¨hrung in die erweiterte Finiten-Elemente-Methode angegeben.
Wie im vorhergehenden Abschnitt erwa¨hnt, beschra¨nkt sich die vorliegende Arbeit auf eine
geometrisch lineare Theorie. Als Verzerrungsmaß dient daher der technische Verzerrungstensor








(∇F cj ⊗ bˆj)s + F cj∇sbˆj
]
. (2.7)
Der Index s bezeichnet dabei den symmetrischen Anteil des entsprechenden Terms.
2.2 Kinetik und Bilanzgleichungen
Neben den bereits formulierten kinematischen Zusammenha¨ngen bedarf die kontinuumsmecha-
nische Beschreibung des Zustands des Ko¨rpers K weiterer physikalischer Zustandsgro¨ßen. Sie
bilden die Basis fu¨r integrale Bilanzgleichungen, die unter der Voraussetzung, dass es sich um
hinreichend glatte Feldgro¨ßen handelt, in lokale Formen fu¨r differentielle Teilgebiete u¨berfu¨hrt
werden ko¨nnen. Fu¨r die Beschreibung des mechanischen Feldproblems sind die Massebilanz, die
Impulsbilanz, die Drehimpulsbilanz sowie der 1. und 2. Hauptsatz der Thermodynamik erforder-
lich. Sie sind ausfu¨hrlich unter anderem in Haupt (2002) angegeben. Im folgenden sollen lediglich






als Volumenintegral der Dichte ρ ist eine grundlegende Eigenschaft des Ko¨rpers K. Da im vorlie-
genden Fall keinerlei Massestro¨me bzw.Massequellen und -senken beru¨cksichtigt werden, gilt fu¨r
die zeitliche Ableitung m˙ = 0. Lokal gilt im Fall einer geometrisch linearen Theorie ρ = konst..
Die Impulsbilanz folgt aus der Bilanzierung der zeitlichen A¨nderung des Impulses infolge an
dem Ko¨rper angreifender a¨ußerer Oberfla¨chen- t und Massenkra¨fte f . Die lokale Form folgt aus
der Anwendung des GAUSSschen Integralsatzes und der Einfu¨hrung des Spannungstensors σ,
des Normalenvektors n , der Definition des Spannungsvektors t = n ·σ und weiterer Annahmen
∇ ·σ + ρ f = ρ u¨ ∀ x ∈ B. (2.9)
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Im statischen Fall entfa¨llt der Tra¨gheitsterm und (2.9) geht in die Gleichgewichtsbedingung
∇ ·σ + ρ f = 0 ∀ x ∈ B (2.10)
u¨ber.
Die Drehimpulsbilanz bilanziert analog zur Impulsbilanz die zeitliche A¨nderung des Drehim-
pulses in Abha¨ngigkeit aller an dem Ko¨rper von außen angreifender Momente. Aus der lokalen
Form folgt unter Ausnutzung der Impulsbilanz die Symmetrie des Spannungstensors σ = σT .
Die verbleibenden Bilanzen, der 1. und 2. Hauptsatz der Thermodynamik, dienen der Kopplung
unterschiedlicher Feldprobleme sowie der Sicherung der thermodynamischen Zula¨ssigkeit.
2.3 Materialgleichungen
Die vollsta¨ndige kontinuumsmechanische Beschreibung eines Randwertproblems verlangt neben
den bereits eingefu¨hrten kinematischen Beziehungen und den Bilanzen einen weiteren Satz von
Gleichungen, der die individuellen Materialeigenschaften des betrachteten Ko¨rpers definiert. Die
Notwendigkeit zusa¨tzlicher Beziehungen erschließt sich ebenfalls aus der mathematischen Be-
trachtung der zuvor definierten Bilanzgleichungen. Hierbei u¨bersteigt die Anzahl der eingefu¨hrten
abha¨ngigen Variablen die der Bilanzgleichungen.
Fu¨r ein rein mechanisches Feldproblem liefert die Definition einer Spannungs-Verzerrungsbe-
ziehung sechs zusa¨tzliche Gleichungen. Sie la¨sst sich in ihrer allgemeinsten Form als ein Funk-
tional
σ(x, t) = F
τ≤t
[ε(x, τ)] (2.11)
angeben. Sie genu¨gt der Definition eines einfachen Materials bei dem der aktuelle Spannungszu-
stand eines Punktes lediglich von der Deformationsgeschichte in seiner differentiellen Umgebung
abha¨ngig ist. Entsprechende Materialgleichungen sind dadurch auf beliebigen La¨ngenskalen ein-
setzbar.
Fu¨r die Definition eines Materialmodells bei dem es aufgrund von verzerrungsgesteuerten
Scha¨digungsprozessen zu einer starken Lokalisierung der Deformation kommt, fu¨hrt dieses Prin-
zip der lokalen Wirkung jedoch zu einem unphysikalischen Materialverhalten (Bazˇant (1976);
Kuhl (2000)). Abhilfe schafft die Definition einer charakteristischen La¨ngenskala innerhalb der
konstitutiven Gleichungen, welche der Limitierung der Lokalisierungszone dient (Bazˇant und
Jira´sek (2002)). Entsprechende Spannungs-Verzerrungsbeziehungen lassen sich allgemein durch
eine Erweiterung von (2.11)
σ(x, t) = F
τ≤t, y∈ΩNL
[ε(y, τ)] (2.12)
angeben. Die Spannungszustand eines Punktes ist hierbei zusa¨tzlich abha¨ngig von der Deforma-
tionsgeschichte in einer zu definierenden nichtlokalen Umgebung ΩNL.
Ein Spezialfall von (2.11) bilden Koha¨sivzonenmodelle. Hierbei erfolgt die Definition eines an
einer Grenzfla¨che u¨bertragbaren Spannungsvektors als ein Funktional
tc(x, t) = F
τ≤t
[JuKc(x, τ), q(x, τ)] (2.13)
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in Abha¨ngigkeit des zeitlichen Verlaufs des Verschiebungssprungs JuKc und einem Satz innerer
Variablen q (vgl. Abb. 2.1 (b)).
Die Allgemeinheit der Materialgleichungen (2.11) – (2.13) erlaubt die Abbildung nichtlinearer
Zusammenha¨nge zwischen den Spannungen und den Deformationen. Dieses Verhalten wird im
Verlauf der Arbeit allgemein als materielle oder physikalische Nichtlinearita¨t bezeichnet.
2.4 Randwertproblem
Fu¨r die Berechnung eines mechanischen Randwertproblems auf Basis der Kontinuumsmechanik
ist das Lo¨sen eines gekoppelten Differentialgleichungssystems – bestehend aus den kinemati-
schen Beziehungen, den Bilanzgleichungen und den Materialgleichungen – erforderlich. Da es
sich bei einem Teil der Gleichungen um partielle Differentialgleichungen handelt, ist zusa¨tzlich
ein kompletter Satz von Rand- und U¨bergangsbedingungen zu formulieren.
Der a¨ußere Rand des Ko¨rpers ∂B teilt sich auf in einen Teil, auf dem die Verschiebung
u = u¯ ∀ x ∈ ∂Bu (2.14)
als wesentliche Randbedingung und in einen Teil, auf dem der Spannungsvektor
n ·σ = t¯ ∀ x ∈ ∂Bt (2.15)
als natu¨rliche Randbedingung vorgegeben wird.
An den Grenzfla¨chen zwischen den Materialphasen werden U¨bergangsbedingungen in der
Form von Forderungen an die Kontinuita¨t des Spannungsvektors gestellt. Fu¨r die Gesamtheit
aller ungescha¨digten Ra¨nder ∂Bm gilt
nm · JσK = 0 und JuK = 0 ∀ x ∈ ∂Bm (2.16)
mit dem Sprungoperator JAK = Ab−Aa. Fu¨r die Gesamtheit der inneren Grenzfla¨chen, an denen
Risse auftreten ∂Bc gilt entsprechend der Koha¨sivzonentheorie
nc ·σa = nc ·σb = tc ∀ x ∈ ∂Bc. (2.17)
Dabei wird die u¨bertragbare Spannung tc durch ein materialspezifisches Koha¨sivzonenmodell
(cohesive zone model oder traction seperation law (TSL)) bestimmt (vgl. Abschnitt 5.3). Da eine
analytische Lo¨sung des Gleichungssystems nur fu¨r wenige Spezialfa¨lle mo¨glich ist, soll das Pro-
blem nun in die schwache Form u¨berfu¨hrt werden, die eine Lo¨sung mittels der Finiten-Elemente-
Methode ermo¨glicht. Ausgangspunkt bildet die lokale Form der Impulsbilanz fu¨r den statischen
Fall (2.10), die skalar mit einer vektoriellen Funktion δu multipliziert und u¨ber das Volumen des
Ko¨rpers integriert wird ∫
B
(∇ ·σ) · δu dV +
∫
B
(ρ f) · δu dV = 0. (2.18)
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Die Funktion δu, ha¨ufig auch virtuelle Verschiebung oder Wichtungsfunktion genannt, darf da-
bei die wesentlichen Randbedingungen nicht verletzen (δu = 0 ∀ x ∈ ∂Bu) und muss den
Stetigkeitsanforderungen der Verzerrungs-Verschiebungsbeziehung (2.4) genu¨gen.
Durch partielle Integration des ersten Terms in (2.18), Anwendung des GAUSSschen Integral-
satzes und Einarbeitung der natu¨rlichen Randbedingung (2.15) ergibt sich die schwache Form der
Randwertaufgabe (Wriggers (2001))∫
B
σ : ∇sδu dV −
∫
B
(ρ f) · δu dV −
∫
∂Bt
t¯ · δu dA = 0. (2.19)
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3 Diskretisierung, Linearisierung und
Algebraisierung des
Randwertproblems
Die Lo¨sung des in Abschnitt 2.4 formulierten Randwertproblems (RWP) (2.19) soll im Rahmen
der vorliegenden Arbeit aus Basis der erweiterten Finiten-Elemente-Methode (XFEM) erfolgen.
Die XFEM erlaubt die effiziente Modellierung der in Abschnitt 2.1 dargestellten kinematischen
Felder innerhalb heterogener Ko¨rper. Im Gegensatz zur gewo¨hnlichen FEM, bei der die Vernet-
zung an den Verlauf der Diskontinuita¨ten angepasst werden muss, erlaubt die XFEM die Ab-
bildung von starken (Risse) und schwachen (Materialgrenzen) Unstetigkeiten im Verschiebungs-
feld unabha¨ngig von der zugrunde liegenden Vernetzung. Die wesentlichen Zusammenha¨nge der
Methode sind in Abschnitt 3.1 dargestellt. Die Entwicklung einer verbesserten XFEM auf Ba-
sis ho¨herwertiger Elementformulierungen ist demgegenu¨ber Gegenstand von Kapitel 4. In den
Abschnitten 3.2 und 3.3 erfolgt die Diskretisierung und Linearisierung des Randwertproblems,
bevor in Abschnitt 3.4 eine effiziente programmiertechnische Umsetzung vorgestellt wird. Sie
kombiniert die Vorteile leistungsstarker Hauptprozessoren (CPU) mit denen moderner Grafikpro-
zessoren (GPU).
3.1 Einfu¨hrung in die erweiterte
Finite-Elemente-Methode
Die erweiterte Finite-Elemente-Methode (XFEM, eXtended Finite Flement Method) basiert auf
dem Partition of Unity (PU) Konzept von Babusˇka u. a. (1994) und ist eng verwandt mit des-
sen Anwendung im Rahmen der PU-Methode (Babusˇka und Melenk (1997), PUM) bzw. PUFEM
(Melenk und Babusˇka (1996)). DenMethoden gemein ist die globale bzw. lokale Verbesserung ei-
ner beliebigen Na¨herungslo¨sung durch die gezielte Anreicherung des Ansatzraums basierend auf
der Kenntnis der Eigenschaften der Lo¨sung. Die XFEM selbst wurde zuna¨chst von Belytschko
und Black (1999) fu¨r die Modellierung von Rissen auf Basis der linearelastischen Bruchmecha-
nik (LEBM) eingefu¨hrt. Sie erlaubt die Modellierung lokaler Unstetigkeiten im Verschiebungs-
feld unabha¨ngig von dem zugrundeliegenden FE-Netz. Der Verschiebungsansatz wurde dafu¨r
lokal mit der asymptotischen Lo¨sung des Rissspitzennahfeldes angereichert. Eine Erweiterung
der Methode durch Moe¨s u. a. (1999) erlaubt die Abbildung la¨ngerer Risspfade. Die Anreiche-
rung in hinreichender Entfernung zur Rissspitze erfolgt dabei auf Basis der Sprungfunktion. Die
schnelle Akzeptanz der Methode fu¨hrte in den folgenden Jahren zu einer Erweiterung des Anwen-
dungsgebietes auf verschiedenste Problemstellungen, wie die Modellierung von Materialgrenzen
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(Belytschko u. a. (2001); Sukumar u. a. (2001); Moe¨s u. a. (2003); Ka¨stner u. a. (2011)), von Ver-
festigungen (Chessa u. a. (2002)) oder von Problemen der Fluid-Struktur Kopplung (Zilian und
Legay (2008)). Eine Vielzahl von Vero¨ffentlichungen befassen sich seither mit den numerischen
Eigenschaften sowie der Verbesserung der Methode. Neben den im folgenden Abschnitt ange-
geben Arbeiten wurde eine umfassende Zusammenstellung zur Entwicklung der XFEM von Be-
lytschko u. a. (2009) und von Fries und Belytschko (2010) vero¨ffentlicht.
Die Modellierung von Unstetigkeiten innerhalb finiter Elemente erfolgt in der vorliegenden
Arbeit durch die Definition spezieller X-Elemente, die die gewo¨hnlichen Elemente in Bereichen
der Diskontinuita¨t ersetzen. Wie in Abbildung Abb. 3.1 dargestellt, richtet sich die Wahl der
Anreicherung nach der Art der Unstetigkeit.
Abbildung 3.1: FE-Netz mit gewo¨hnlichen Elementen und X-Elementen und deren Einteilung
nach der Art der Unstetigkeit.
Die den X-Elementen zugeordneten Knoten weisen im Allgemeinen eine gro¨ßere Anzahl von
Freiwerten auf als die gewo¨hnlicher Elemente. Wa¨hrend dies keinerlei Auswirkung auf die struk-
turellen Eigenschaften der Gesamtsteifigkeitsmatrix hat, fu¨hrt es in Abha¨ngigkeit von der Anrei-
cherungsfunktion zu einer lokalen Verletzung der Kontinuita¨t zwischen angereicherten und nicht
angereicherten Elementen (Verlust der partition of unity). Der damit einhergehende Genauig-
keitsverlust sowie das suboptimale Konvergenzverhalten kann durch die Beru¨cksichtigung von
U¨bergangselementen kompensiert werden (Chessa u. a. (2003); Fries (2008)). Alternativ kann
die Kontinuita¨t auch durch die gezielte Wahl der Anreicherungsfunktion sichergestellt werden.
Die von Zi und Belytschko (2003) vorgestellte Anreicherungsfunktion fu¨r starke Unstetigkeiten
gewa¨hrleistet das Verschwinden der Anreicherung auf Elementkanten, die nicht von der Diskonti-
nuita¨t geschnitten werden. Das Verschiebungsfeld angrenzender gewo¨hnlicher Elemente ist damit
unbeeinflusst von den zusa¨tzlichen Freiheitsgraden der angereicherten Elemente. Dieselben po-
sitiven Kontinuita¨tseigenschaften weist die von Moe¨s u. a. (2003) vero¨ffentlichte Anreicherungs-
funktion fu¨r schwache Unstetigkeiten auf. Beide Anreicherungsfunktionen sind in Abschnitt 3.1.2
angegeben und werden im Rahmen der vorliegenden Arbeit verwendet.
Der von der Vernetzung unabha¨ngige Verlauf der Diskontinuita¨ten macht es erforderlich, fu¨r
deren Lokalisierung alternative Verfahren anzuwenden. Beginnend mit den Arbeiten von Be-
lytschko u. a. (2001), Sukumar u. a. (2001) und Stolarska u. a. (2001) wird hierfu¨r ha¨ufig die
Level-Set (LS)-Methode von Osher und Sethian (1988) angewendet. Bei diesem, urspru¨nglich
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fu¨r die Modellierung und Verfolgung von Grenzfla¨chen angewendeten Verfahren, wird der Ver-
lauf der Diskontinuita¨t durch eine implizite Funktion dargestellt. Die Grundlagen der LS-Methode
im Zusammenhang mit der XFEM sind in Abschnitt 3.1.1 zusammengefasst. Die konkrete nume-
rische Umsetzung, speziell fu¨r die Beschreibung gekru¨mmter Unstetigkeiten, sowie die Ableitung
der LS-Funktion aus Geometriedaten ist Gegenstand von Abschnitt 4.1.
Die Approximation diskontinuierlicher Verschiebungs- und Verzerrungsfelder innerhalb der
angereicherten Elemente verhindert eine direkte Anwendung von Standardquadraturregeln auf
das gesamte Elementgebiet. Fu¨r die entsprechenden Elemente mu¨ssen daher angepasste Integra-
tionsmethoden entwickelt werden. Eine Auswahl von Verfahren und deren Vergleich hinsichtlich
der numerischen Eigenschaften ist in Abschnitt 4.2 gegeben.
3.1.1 Lokalisierung von Unstetigkeiten
Die Lokalisierung von Unstetigkeiten im Rahmen der XFEM soll in der vorliegenden Arbeit
durch die von Osher und Sethian (1988) eingefu¨hrte Level-Set-Methode erfolgen. Basis des Ver-
fahrens ist die implizite Beschreibung einer Fla¨che ∂B(t) ⊂ R3 durch die Funktion ϕ : R3×R→
R
∂B(t) = {x ∈ R3|ϕ(x, t) = 0}. (3.1)
Eine Funktion, die diesen Anforderungen genu¨gt, ist der vorzeichenbehaftete Abstand (signed
distance function)
ϕ(x, t) = ± min
x∂B∈∂B(t)
‖x− x∂B‖, (3.2)
die im Folgenden als Level-Set (LS)-Funktion bezeichnet wird. Das Vorzeichen der Funktion be-
stimmt dabei die Lage des Punktes x relativ zu der Oberfla¨che ∂B. Fu¨r geschlossene Oberfla¨chen
entspricht dies einer Position innerhalb oder außerhalb des zugeordneten Gebiets B. Fu¨r hetero-
gene Ko¨rper mit mehreren Materialphasen (vgl. Abb. 3.2) wird fu¨r jede Grenzfla¨che ∂Bj eine
eigensta¨ndige LS-Funktion ϕj definiert.
Abbildung 3.2: Heterogener Ko¨rper mit entsprechenden Level-Set-Funktionen ϕj = 0.
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< 0 fu¨r x ∈ Bb,j ,
= 0 fu¨r x ∈ ∂Bj ,
> 0 fu¨r x ∈ B\Bb,j .
(3.3)
Aus der impliziten Beschreibung der Fla¨che lassen sich direkt grundlegende geometrische Eigen-




Fu¨r die Anwendung der LS-Funktion im Rahmen der XFEM erfolgt ha¨ufig der U¨bergang zu






aus den Knotenwerten ϕˆi,j und den von den natu¨rlichen Elementkoordinaten ξ abha¨ngigen Ele-
mentformfunktionenNi berechnet.
Anhand von (3.5) ist zu erkennen, dass die Approximationsgu¨te der Unstetigkeit wesentlich
durch die Ordnung der zugrundeliegenden Elementformfunktionen bestimmt ist. Die Verwendung
von linearen Elementen liefert daher fu¨r gekru¨mmte Diskontinuita¨ten nur suboptimale Ergebnis-
se und verlangt nach einer feinen Diskretisierung. Die ho¨herwertigere Elementformfunktionen
sind demgegenu¨ber in der Lage komplexe gekru¨mmte Verla¨ufe bzw. Materialstrukturen besser
abzubilden. Dre´au u. a. (2010) und Moumnassi u. a. (2011) haben gezeigt, dass eine akkurate
Beschreibung der Geometrie fu¨r eine optimale Konvergenz der Lo¨sung substanziell ist.
In der Literatur finden sich verschiedene Ansa¨tze zur Beschreibung gekru¨mmter Unstetigkei-
ten im Rahmen der XFEM. In Dre´au u. a. (2010) erfolgt eine stu¨ckweise lineare Approximation
von gekru¨mmten Materialgrenzen auf einem geometrischen Subnetz, das durch sukzessive lokale
Unterteilung des Ursprungsnetzes im Bereich der Unstetigkeit erstellt wird. Eine ho¨herwertige
Elementformulierung fu¨r das Netz des Feldproblems stellt dabei sicher, dass die gewonnenen
Grenzfla¨cheninformationen abgebildet werden ko¨nnen. Das erstellte Subnetz ermo¨glicht weiter-
hin die Verwendung von Standardquadraturregeln fu¨r die Integration der angereicherten Elemen-
te. Wa¨hrend gute Ergebnisse fu¨r die Beschreibung von Fehlstellen erzielt wurden, lieferte die
Beschreibung von Materialgrenzen eine Verletzung der Kontinuita¨tseigenschaften. Fu¨r den zwei-
dimensionalen Fall konnte dieser Umstand durch eine Korrektur der Anreicherungsfunktion be-
seitigt werden. Eine Verallgemeinerung des Vorgehens auf dreidimensionale Problemstellungen
verbleibt jedoch ungelo¨st. Eine Modifikation der zuvor genannten Methode wurde von Legrain
u. a. (2012) vorgestellt. Unter Verwendung der gleichen Subnetz Strategie wird die schwache Un-
stetigkeit der Materialgrenze jedoch durch eine HEAVISIDE-Anreicherung abgebildet. Die Kon-
tinuita¨tsanforderungen an der Materialgrenze werden dabei auf Basis der NITSCHE-Methode in
die schwache Form des Randwertproblems eingebracht.
Ein alternativer Ansatz wurde von Cheng und Fries (2010) vorgestellt. Hierbei erfolgt die Ap-
proximation gekru¨mmter Materialgrenzen durch die Verwendung ho¨herwertiger Formfunktionen
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fu¨r die Feldvariablen und die LS-Funktion. Die Aufteilung des Elementgebiets in krummlinig be-
randete Integrationsbereiche sichert die Konsistenz zwischen Quadratur und dem Unstetigkeits-
verlauf.
Zusammenfassend kann aus den zuvor genannten Arbeiten abgeleitet werden, dass die alleinige
Verbesserung der Geometrieapproximation keine optimalen Ergebnisse liefert. Eine ho¨herwertige
XFEM Formulierung sollte daher eine konsistente Genauigkeit fu¨r Geometrie und Feldvariable
aufweisen. Vor diesem Hintergrund wird in den folgenden Abschnitten eine XFEM Modellie-
rung vorgestellt, die auf der Verwendung quadratischer Elementformulierungen basiert. Die Ver-
wendung gleicher Formfunktionen fu¨r die Approximation der Feldvariablen und der Geometrie
ermo¨glicht mit (3.5) die Beschreibung gekru¨mmter Unstetigkeiten. Fu¨r die konkrete Berechnung
der LS-Knotenwerte sind in Abschnitt 4.1 zwei unterschiedlichen Ansa¨tze sowie deren Vor- und
Nachteile angegeben.
3.1.2 Approximation von Unstetigkeiten
Die numerische Lo¨sung des in Abschnitt 2.4 formulierten Randwertproblems auf Basis der XFEM
erfordert die Beschreibung diskontinuierlicher Verschiebungsfelder. Hierfu¨r wird das kontinu-
ierliche Standardverschiebungsfeld mit diskontinuierlichen Feldern u¨berlagert (vgl. (2.6)). Die
kinematischen Eigenschaften der Diskontinuita¨t werden dabei durch eine sogenannte Anreiche-
rungsfunktion bestimmt. Die Beru¨cksichtigung schwacher (Materialgrenzen) und starker (Risse)
Unstetigkeiten im Verschiebungsfeld erfordert hierbei die Definition zweier unterschiedlicher An-
reicherungsfunktionen.
Schwache Unstetigkeiten
Der an Materialgrenzen auftretende Steifigkeitssprung infolge unterschiedlicher Materialeigen-
schaften in Kombination mit der Forderung nach Kontinuita¨t des Spannungsvektors fu¨hrt zu einer
schwachen Unstetigkeit im Verschiebungsfeld. Zur Beschreibung der entsprechenden Kinematik
wurde von Moe¨s u. a. (2003) eine Anreicherungsfunktion angegeben, die den Einflussbereich der
Anreicherung auf einzelne, von der Unstetigkeit geschnittene, Elemente beschra¨nkt. Die Struktur








mit den Elementformfunktionen Ni, der n
K Elementknoten und den vorzeichenbehafteten Ab-
sta¨nden ϕˆi der Knoten zur Unstetigkeit (vgl. Abschnitt 3.1.1). Die kinematischen Eigenschaften
der Anreicherungsfunktion sind in Abb. 3.3 dargestellt. Die U¨berlagerung mit einer kontinuierli-
chen Formfunktion ermo¨glicht die Modellierung eines schwach diskontinuierlichen Feldes.
Starke Unstetigkeiten
Die Modellierung eines durch das Versagen der Materialstruktur hervorgerufenen Sprungs im
Verschiebungsfeld verlangt nach einer weiteren Anreicherungsfunktion. Hierfu¨r soll in der vor-
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Abbildung 3.3: Modellierung eines schwach diskontinuierlichen Feldes durch die U¨berlagerung
einer kontinuierlichen Formfunktion und der Anreicherungsfunktion (3.6).
liegenden Arbeit der Ansatz von Zi und Belytschko (2003) verwendet werden. Wie bereits bei
der Anreicherungsfunktion fu¨r schwache Unstetigkeiten, kann die Funktion nur in einer element-
bezogenen Notation angegeben werden. Abweichend zu (3.6) wird fu¨r jeden Elementknoten eine














mitNi und ϕˆi den Formfunktionen und den vorzeichenbehafteten Absta¨nden der n
K Elementkno-
ten. Die Produktbildung aller nK Form- und Anreicherungsfunktionen sichert das Verschwinden
des stark diskontinuierlichen Feldes auf den Elementkanten, die nicht von der Unstetigkeit ge-
schnitten werden. Die Kinematik der Anreicherung ist exemplarisch in Abb. 3.4 fu¨r einen Knoten
dargestellt. Der unstetige Verlauf der Anreicherungsfunktion erzeugt dabei eine starke Diskonti-
nuita¨t im Verlauf der Formfunktion.
Abbildung 3.4: Modellierung eines stark diskontinuierlichen Feldes durch die U¨berlagerung einer




Fu¨r die in der schwachen Form des RWP (2.19) enthaltene virtuelle Verschiebung δu gelten ent-
sprechend der GALERKIN-Methode die gleichen kinematischen Zusammenha¨nge und Anforde-
rungen wie fu¨r das Standardverschiebungsfeld (2.6). Entsprechend la¨sst sich δu ausdru¨cken durch
δu(x, t) = δuˆ(x, t) +
nm∑
i=1
Fmi (x) δaˆi(x, t) +
nc∑
j=1
F cj (x) δbˆj(x, t), (3.8)
als U¨berlagerung des kontinuierlichen Feldes δuˆ und der diskontinuierlichen Felder Fmi δaˆi und




j bestimmt wird. Das















σ : F cj∇sδbˆj + σ : (∇F cj ⊗ δbˆj)s dV = (3.9)
∫
∂Bt










t¯ · δbˆj dA.
Wie in Abschnitt 3.1.2 dargestellt, basiert die Anreicherungsfunktion fu¨r starke Unstetigkeiten
F cj auf der Signumfunktion. Fu¨r den Gradienten gilt entsprechend ∇F cj = δcjncj , mit ncj dem
Normalenvektor der starken Unstetigkeit. Das Volumenintegral u¨ber den Summanden mit ∇F cj
in (3.9) kann entsprechend der Eigenschaften der DIRAC-Funktion δ in das Oberfla¨chenintegral
∫
B
σ : (∇F cj ⊗ δbˆj)s dV =
∫
∂Bcj
σ : (ncj ⊗ δbˆj)s dA =
∫
∂Bcj
tcj · δbˆj dA (3.10)
u¨berfu¨hrt werden, wobei tcj den u¨ber die Unstetigkeit ∂Bcj u¨bertragenen Spannungsvektor dar-
stellt.
Die Zusammensetzung der virtuellen Verschiebung erfolgt aus den unabha¨ngigen Teilvektoren
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δuˆ, δaˆi und δbˆj . Entsprechend kann (3.9) als einen Satz von 1 + nm + nc Integralgleichungen∫
B
σ : ∇sδuˆ dV =
∫
∂Bt
t¯ · δuˆ dA
∫
B
σ : [Fm1 ∇sδaˆ1 + (∇Fm1 ⊗ δaˆ1)s] dV =
∫
∂Bt










t¯ · δaˆnm dA (3.11)
∫
B
σ : F c1∇sδbˆ1 dV +
∫
∂Bc1
tc1 · δbˆ1 dA =
∫
∂Bt
t¯ · δbˆ1 dA
...∫
B
σ : F cnc∇sδbˆnc dV +
∫
∂Bcnc
tcnc · δbˆnc dA =
∫
∂Bt
t¯ · δbˆnc dA
ausgedru¨ckt werden. Das gesamte Gleichungssystem ist u¨ber den Spannungstensor σ gekoppelt.
Entsprechend der Grundzu¨ge der FEM wird fu¨r die Lo¨sung des Gleichungssystems (3.11) das








sowie Me und Mxe, den Mengen gewo¨hnlicher Elemente
und X-Elemente. Die Einteilung der Gesamtheit der Elemente in die beiden Elementtypen erfolgt
entsprechend der Abb. 3.5. Die X-Elemente ko¨nnen dabei durch eine oder mehrere Unstetigkeiten
geschnitten werden.






mit den zu den nK Knoten geho¨renden Formfunktionen Ni(ξ) und den physikalischen Knoten-
koordinaten xˆi. Die Formfunktionen sind dabei abha¨ngig von den natu¨rlichen Koordinaten ξ. Im
Rahmen der vorliegenden Arbeit werden ausschließlich zweidimensionale Rechteck- und dreidi-
mensionale Hexaederelemente verwendet, deren natu¨rliche Koordinaten im Bereich −1 ≤ ξi ≤ 1
verlaufen. Die Korrespondenz zwischen physikalischen und natu¨rlichen Koordinaten ist in Abb.
3.6 exemplarisch fu¨r ein 20 Knoten (Serendipity) Hexaederelement dargestellt.
Entsprechend des isoparametrischen Konzepts basiert die Beschreibung des Verschiebungsfel-
des auf denselben Formfunktionen wie die Geometrieapproximation. Wa¨hrend sich der kontinu-







Abbildung 3.5: Aufteilung des Berechnungsnetz in ne gewo¨hnliche Elemente und nxe X-Elemen-
te mit angereicherten Verschiebungsfeld.
Abbildung 3.6: Korrespondenz zwischen (a) natu¨rlichen und (b) physikalischen Elementkoordi-
naten eines isoparametrischen 20 Knoten (Serendipity) Hexaederelements.
Elementtypen abgebildet werden muss, sollen die diskontinuierlichen Anteile aˆi und bˆi nur in
unmittelbarer Umgebung der Unstetigkeiten und damit innerhalb der X-Elemente beru¨cksichtigt





ergibt sich aus der Interpolation der Knotenverschiebungsvektoren uˆi durch die zu den n
K Knoten
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mit nm,xe und nc,xe der Anzahl schwacher und starker Unstetigkeiten im Elementgebiet und den
assoziierten, zusa¨tzlichen Knotenverschiebungsvektoren aˆl,i und bˆk,i.
Fu¨r die numerische Umsetzung werden die Verschiebungsfelder in die Matrix-Vektorschreib-
weise
u = N dˆ (3.16)
u¨berfu¨hrt. Die Besetzung der ElementformfunktionsmatrixN und des Elementverschiebungsvek-
tors dˆ richtet sich nach dem jeweiligen Elementtyp. Fu¨r gewo¨hnliche Elemente gilt
dˆ = dˆu =
[
uˆT1 . . . uˆ
T










N1 0 0 . . . NnK 0 00 N1 0 . . . 0 NnK 0
0 0 N1 . . . 0 0 NnK

 (3.18)
Der Elementverschiebungsvektor eines X-Elements entha¨lt neben den Verschiebungsfreiwer-
ten des kontinuierlich verlaufenden Verschiebungsfeldes die Freiwerte der im Element verlau-
fenden, diskontinuierlichen Felder. Wa¨hrend in der numerischen Umsetzung die Freiwerte kno-























uˆT1 . . . uˆ
T







aˆTk,1 . . . aˆ
T







bˆTl,1 . . . bˆ
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Die diskrete Form der Verzerrungs-Verschiebungsbeziehung la¨sst sich unter Ausnutzung der
VOIGTschen-Notation ausdru¨cken als




ε11 ε22 ε33 γ23 = 2ε23 γ13 = 2ε13 γ12 = 2ε12
]T
. (3.27)
Entsprechend gilt fu¨r die vektorielle Form des Spannungstensors
σ =
[
σ11 σ22 σ33 σ23 σ13 σ12
]T
. (3.28)
Die Struktur der DifferentialoperatormatrixB la¨sst sich fu¨r die einzelnen Elementtypen aus der
Verzerrungs-Verschiebungsbeziehung (2.4) und der Besetzung des Elementverschiebungsvektors
dˆ ableiten. Die Zuordnung zwischen den Koordinaten des Verzerrungstensors und den partiellen







Der Vektor der Verschiebungsgradienten ∂u
∂x
entha¨lt dabei alle partiellen Ableitungen der Ver-

























Da die Verschiebungsfelder zuvor als Funktionen der natu¨rlichen Elementkoordinaten definiert
wurden, mu¨ssen die partiellen Ableitungen mit (3.13) mit Hilfe der Kettenregel umgeformt wer-












































mit der JACOBI-Matrix J. Die Determinante der JACOBI-Matrix J = detJ beschreibt das
Verha¨ltnis zwischen einem differentiellen Volumenelement in den physikalischen und den na-
tu¨rlichen Koordinaten. Sie ermo¨glicht die Transformation der Volumenintegration u¨ber das phy-
sikalische Elementgebiet in eine Integration u¨ber die natu¨rlichen Koordinaten∫
Be




f(ξ)J(ξ) dξ1 dξ2 dξ3. (3.32)
Mit (3.31) kann der Vektor der Verschiebungsgradienten mittels der partiellen Ableitungen nach
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Es verbleibt die Berechnung der partiellen Ableitungen der Verschiebungskomponenten nach
den natu¨rlichen Koordinaten aus der diskreten Beschreibung des Verschiebungsfeldes (3.16). Fu¨r


















N1,ξ1 0 0 . . . NnK,ξ1 0 0
N1,ξ2 0 0 . . . NnK,ξ2 0 0
N1,ξ3 0 0 . . . NnK,ξ3 0 0
0 N1,ξ1 0 . . . 0 NnK,ξ1 0
0 N1,ξ2 0 . . . 0 NnK,ξ2 0
0 N1,ξ3 0 . . . 0 NnK,ξ3 0
0 0 N1,ξ1 . . . 0 0 NnK,ξ1
0 0 N1,ξ2 . . . 0 0 NnK,ξ2




Die Besetzung der Matrix B fu¨r X-Elemente richtet sich, wie bei der Matrix der Formfunktio-





















































































































































Durch die Aufteilung des Gebiets B in eine endliche Anzahl finiter Elemente entsprechend
(3.12) und die Anwendung der Vektornotation fu¨r die virtuelle Verschiebung und den Span-
nungstensor, kann das Gleichungssystem (3.11) algebraisiert werden. Fu¨r eine beliebige Wahl

























































Das in (3.39) angegebene Gleichungssystem zur Bestimmung des Gleichgewichts la¨sst dich kom-
pakt ausdru¨cken durch
f int − f ext = 0. (3.40)
Der Vektor der inneren Knotenkra¨fte f int ergibt sich dabei aus der Gesamtheit der Terme auf
der linken Seite des Gleichungssystems (3.39). Entsprechend setzt sich der Vektor der a¨ußeren
Knotenkra¨fte f ext aus den Termen der rechten Seite, plus etwaiger Einzelkra¨fte, die direkt an den
Knoten angreifen, zusammen. Im Allgemeinen ko¨nnen beide Vektoren abha¨ngig vom aktuellen
Deformationszustand sein (f int = f int(u) und f ext = f ext(u)). Da sich die vorliegende Arbeit
auf geometrisch lineare Problemstellungen beschra¨nkt und deformationsabha¨ngige a¨ußere Las-
ten ausgeschlossen werden, stellt lediglich der Vektor der inneren Knotenlasten eine Funktion des
Verschiebungszustands dar. Die Kopplung zwischen dem Deformationszustand und den resultie-
renden Reaktionskra¨ften liefern die in Kapitel 5 angegebenen konstitutiven Beziehungen. Diese
sind an die Pha¨nomenologie des Materialverhaltens von Faser-Kunststoff-Verbunden angepasst
und weisen eine ausgepra¨gte Nichtlinearita¨t auf. Vor diesem Hintergrund erfolgt die Bestimmung
des Gleichgewichts (3.40) auf Basis eines inkrementellen, iterativen Lo¨sungsverfahrens.
Basis der inkrementellen Berechnung des Gleichgewichts ist die Aufteilung des Zeitfensters
der Simulation t ∈ [0; tmax] in eine endliche Anzahl diskreter Zeitschritte t = [0 . . . tk . . . tmax]T .
Im Folgenden sei tk eine bekannte Konfiguration, fu¨r die das Gleichgewicht entsprechend (3.40)
erfu¨llt ist. Ausgehend von dieser Lo¨sung soll das Gleichgewicht zum Zeitpunkt tk+1 iterativ auf
Basis eines NEWTON-RAPHSON-Verfahrens bestimmt werden. Hierfu¨r erfolgt zuna¨chst die De-
finition eines Residuumvektors
R(tk+1u) = f int(
tk+1u)− tk+1f ext = 0. (3.41)
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Wie bereits zuvor erwa¨hnt, folgt aus den konstitutiven Beziehungen ein nichtlinearer Zusam-
menhang zwischen der Verschiebungslo¨sung und den inneren Knotenkra¨ften. Fu¨r die iterative
Berechnung des Verschiebungsvektors tk+1u wird daher (3.41) zuna¨chst anhand einer TAYLOR-
Reihenentwicklung linearisiert. Unter Vernachla¨ssigung von Termen ho¨herer Ordnung ergibt die
Entwicklung im Punkt tk+1ui−1






tk+1δui = 0. (3.42)
Der Verschiebungsvektor tk+1ui−1 ist dabei die Lo¨sung des vorangegangenen i − 1-ten Iterati-
onsschrittes. Auf ihm basierend erfolgt die Berechnung der Tangentensteifigkeitsmatrix tk+1Ki
des aktuellen und des Residuumvektors R(tk+1ui−1) des vorherigen Iterationsschrittes. Fu¨r den
Fall, dass die Iteration i die erste fu¨r den aktuellen Zeitpunkt tk+1 ist, entspricht der Vektor der
bekannten Gleichgewichtslo¨sung tku. Durch Umstellung der Gleichung (3.42) kann anhand von
tk+1Ki tk+1δui = f int(
tk+1ui−1)− tk+1f ext (3.43)
der Verschiebungszuwachs tk+1δui berechnet werden. Der hierfu¨r notwendige innere Knoten-
kraftvektor berechnet sich ausgehend von der bekannten Verschiebungslo¨sung tk+1ui−1 aus den





Fu¨r gewo¨hnliche Elemente entha¨lt der Elementkraftvektor lediglich Terme korrespondierend zu
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(3.46)
entha¨lt zusa¨tzlich Terme entsprechend den Freiwerten der schwach und stark diskontinuierlichen



























Der fu¨r die Auswertung der Integrale erforderliche Spannungstensor σ sowie der Spannungsvek-
tor tcl mu¨ssen anhand der konstitutiven Beziehungen aus dem bekannten aktuellen Deformations-
zustand berechnet werden (vgl. Kapitel 5).
Die Tangentensteifigkeitsmatrix ergibt sich aus der partiellen Ableitung des Residuumvektors
nach dem Verschiebungsvektor. Da in der vorliegenden Modellierung ausschließlich materielle










































mit der Materialtangentensteifigkeit C in der aktuellen Konfiguration. Sie ist aus den konsti-
tutiven Beziehungen des jeweiligen Elements abzuleiten. Beispielhaft ist dies in Kapitel 5 fu¨r
ausgewa¨hlte Materialmodelle dargestellt.
Die Zusammensetzung der Tangentensteifigkeitsmatrix fu¨r X-Elemente richtet sich nach der










































































Die Teilmatrizen ergeben sich aus den partiellen Ableitungen der Komponenten des inneren Kno-
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dA wenn n = l.
(3.62)
Die Materialtangentensteifigkeit Tc ergibt sich aus der partiellen Ableitung des u¨bertragenen
Spannungsvektors an der Diskontinuita¨t nach dem Verschiebungssprung. Exemplarisch ist dies






setzt sich zusammen aus der Lo¨sung von (3.43) und der Summe der Verschiebungszuwa¨chse
aller vorangegangenen Iterationen des aktuellen Zeitinkrements. Fu¨r die Verschiebungslo¨sung
gilt entsprechend
tk+1u = tku+ tk+1∆u. (3.64)
Die aktualisierte Lo¨sung erlaubt eine Neuberechnung des inneren Knotenkraftvektors und der
Tangentensteifigkeitsmatrix. Die erneute Auswertung von (3.43) fu¨hrt zu einer sukzessiven An-
na¨herung an die Verschiebungslo¨sung. Ein Abbruch des Iterationsverfahrens erfolgt durch die
Definition eines oder mehrerer Kriterien, z.B.:
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• Unterschreiten eines kritischen absoluten oder relativen Wertes des Residuumvektors,
• Unterschreiten eines kritischen absoluten oder relativen Verschiebungszuwachses und /
oder
• Erreichen einer maximalen Iterationsanzahl.
3.4 Parallelisierte nichtlineare FE-Rechnung
Die Entwicklung numerischer Verfahren zur Simulation des nichtlinearen Materialverhaltens von
Faser-Kunststoffverbunden erfordert in der Regel die Implementierung neuartiger Diskretisie-
rungsverfahren und angepasster Materialmodelle. Fu¨r die Umsetzung sind dabei zwei grundle-
gende Ansa¨tze denkbar. Zum Einen bieten u¨bliche kommerzielle FE-Pakete die Mo¨glichkeit,
einzelne neue Funktionalita¨ten anhand spezieller Schnittstellen zu implementieren. Alternativ
ermo¨glicht die Entwicklung einer eigensta¨ndigen FE-Umgebung gro¨ßtmo¨gliche Flexibilita¨t bei
der Umsetzung der Modellierungsstrategie. Vor diesem Hintergrund wurde in der vorliegenden
Arbeit der letztgenannte Ansatz verfolgt. Basierend auf der mathematischen Entwicklungsum-
gebung MATLAB wurde ein implizites FE-Paket entwickelt, das es erlaubt, die Kinematik von
FKV-Werkstoffen effizient auf Basis der XFEM zu modellieren. Anhand spezieller Schnittstel-
len ko¨nnen beliebige Materialmodelle fu¨r das mechanische Verhalten der einzelnen Verbundbe-
standteile implementiert werden. Ausgewa¨hlte Scha¨digungspha¨nomene ko¨nnen durch die Kom-
bination der XFEM mit einem Koha¨sivzonenmodell sowie durch ein nichtlokales Kontinuums-
scha¨digungsmodell erfasst werden. Die Vielzahl der nichtlinearen Prozesse fu¨hrt dabei zu ei-
nem erheblichen numerischen Aufwand, speziell bei der Berechnung dreidimensionaler Mo-
delle. Zur Reduktion der Berechnungszeiten wurden daher Teile des inkrementellen, iterativen
Lo¨sungsalgorithmus von der CPU (Hauptprozessor, Central Processing Unit) auf die GPU (Gra-
fikprozessor, Graphics Processing Unit) verlagert.
Seit der Einfu¨hrung der CUDA-Schnittstelle (Compute Unified Device Architecture) durch
NVIDIA im Jahr 2007, ko¨nnen NVIDIA Grafikkarten entgegen ihrer eigentlichen Bestimmung
nicht nur zur Grafikdarstellung, sondern auch als allgemeiner Coprozessor verwendet werden.
Unter der Voraussetzung einer kompatiblen Grafikkarte ermo¨glicht die Schnittstelle den Zugriff
auf den Grafikspeicher und die Verarbeitung der Daten auf dem Grafikprozessor. Die wesentli-
chen Unterschiede zwischen der CPU und der GPU liegen dabei in der Architektur der Rechen-
einheiten begru¨ndet. Auch wenn der Aufbau der beiden Prozessoren stark variiert, so ko¨nnen
doch gewisse Parallelen in der Zusammensetzung gefunden werden. Wie in Abb. 3.7 dargestellt
verfu¨gen CPUs u¨ber eine geringe Anzahl von arithmetisch-logischen Einheiten (ALU), die jedoch
mit einer sehr hohen Taktgeschwindigkeit angesprochen werden. Ein Großteil der Architektur ei-
nes CPU entfallen auf die Kontrolleinheit, die den Datenstrom organisiert und auf die ALUs ver-
teilt und den Zwischenspeicher (Cache), in dem die zu verarbeitenden Daten vorgehalten werden.
Der Aufbau erlaubt eine effiziente und schnelle Abarbeitung unterschiedlichster Rechenoperatio-
nen. Ein Grafikprozessor besteht im Vergleich zur CPU aus einer sehr großen Anzahl, langsam
getakteter ALUs und einer vergleichsweise kleinen Kontroll- und Zwischenspeichereinheit. Die
35
3 Diskretisierung, Linearisierung und Algebraisierung des Randwertproblems
Architektur ist dafu¨r ausgelegt eine große Anzahl gleicher, einfacher Operationen parallel ab-
zuarbeiten. Die Parallelisierungsvariante wird dabei ha¨ufig auch als SIMD (Single Instruction
Multiple Data) bezeichnet. Die schnelle, parallele Abarbeitung einer großen Menge von Daten
auf der GPU verlangt nach einer schnellen Anbindung an den Speicher. Grafikkarten sind da-
her mit einem eigensta¨ndigen physikalischen Speicher (DRAM) ausgestattet, der eine wesentlich
ho¨here Bandbreite ermo¨glicht als der Hauptspeicher (DRAM) des CPUs. Als Konsequenz daraus
mu¨ssen alle Daten vor der Berechnung in den Speicher der GPU kopiert werden. Da die Anbin-
dung des Grafikspeichers zum Hauptspeicher relativ langsam ist, sollten diese Operationen auf
ein Minimum reduziert werden.
Abbildung 3.7: Vergleich des schematischen Aufbaus einer CPU und einer GPU, aus Speicher
(DRAM), Zwischenspeicher (Cache), Kontrolleinheit (Control) und arithmetisch-
logischen Einheiten (ALU) (vgl. NVIDIA (2013)).
Die Beschleunigung einer FE-Simulation durch die Einbindung der GPU in einen Teil der Be-
rechnung kann auf vielfa¨ltige Weise erfolgen. Einen U¨berblick u¨ber verschiedene Ansa¨tze wurde
von Georgescu u. a. (2013) zusammengetragen. Der am ha¨ufigsten praktizierte Ansatz besteht in
der Portierung des kompletten oder eines Teils des Gleichungssystemlo¨sers auf die GPU. Der
hierfu¨r notwendige Programmieraufwand reduziert sich in der Regel auf die Einbindung einer
entsprechenden Programmbibliothek. Eine umfassende und frei verfu¨gbare Zusammenstellung
von Sparse- und Linear-Algebra-Routinen bietet das Paket CUSP (2014).
Bei der Wahl des Gleichungssystemlo¨sers sind zuna¨chst direkte und iterative Verfahren zu un-
terscheiden. Die Vorteile eines direkten Gleichungssystemlo¨sers liegen dabei in dessen Robust-
heit gegenu¨ber schlecht konditionierten oder mit Nulleintra¨gen auf der Hauptdiagonalen verse-
henen Systemmatrizen. Beide Probleme ko¨nnen in einer anwendungsorientierten, nichtlinearen
FE-Rechnung, speziell im Zusammenhang mit der Modellierung von Scha¨digungspha¨nomenen,
auftreten. Demgegenu¨ber zeigen iterative Gleichungssystemlo¨ser eine wesentlich bessere Paral-
lelisierbarkeit, womit sie besonders fu¨r die Architektur einer GPU geeignet sind.
Zur Evaluierung der Anwendbarkeit eines iterativen oder direkten Gleichungssystemlo¨sers so-
wie fu¨r die Bewertung der Auswirkung auf die Rechenzeit eines Modells, sollen im Folgenden
verschiedene Lo¨ser anhand von einfachen zwei- und dreidimensionalen FE-Modellen hinsichtlich
ihrer numerischen Effizienz untersucht werden. Ein quadratisches bzw. quaderfo¨rmiges Berech-
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nungsgebiet wird dafu¨r homogen mit quadratischen 8-Knoten Rechteck- bzw. 20-Knoten He-
xaederelementen vernetzt und mit Verschiebungsrandbedingungen belastet. Fu¨r die Lo¨sung des
Gleichungssystems (3.43) werden zwei direkte und ein iterativer Gleichungssystemlo¨ser vergli-
chen. Bei den direkten Verfahren kommt neben dem in MATLAB implementierten BACKSLASH-
Operator, der auf einer Cholesky-Zerlegung basierte CHOLMOD2-Operator aus dem SUITESPAR-
SE-Programmpaket von Davis (2013) zum Einsatz. Beide Verfahren nutzen ausschließlich die
CPU. Als iteratives Lo¨sungsverfahren wird eine in dem Programmpaket CUSP enthaltene Rou-
tine der konjugierten Gradienten (CG, Conjugate Gradients) angewendet. Er wird zusammen
mit einem JACOBI-Vorkonditionierer ausschließlich auf der GPU ausgefu¨hrt. Alle Berechnun-
gen werden auf einem Rechenknoten, ausgestattet mit einer AMD FX-8350 CPU (8 ALUs mit
einer Taktrate von 4 GHz) und einem NVIDIA GTX680 GPU (1536 ALUs mit einer Taktrate
von 1 GHz), durchgefu¨hrt. Die Berechnungszeiten zum Lo¨sen des Gleichungssystems (3.43) ei-
nes zwei- und dreidimensionalen Modells sind in Abb. 3.8 in Abha¨ngigkeit vom Freiheitsgrad































Abbildung 3.8: Rechenzeiten zum Lo¨sen des Gleichungssystems (3.43) in Abha¨ngigkeit vom
Freiheitsgrad fu¨r: (a) zwei- und (b) dreidimensionale FE-Modelle. Verglichen
werden die auf der CPU ausgefu¨hrten direkten Lo¨sungsverfahren BACKSLASH
und CHOLMOD2 mit dem auf der GPU berechneten iterativen Verfahren der kon-
jugierten Gradienten (CG).
Der Vergleich der direkten und iterativen Verfahren fu¨r zwei- und dreidimensionale Modelle
zeigt, dass die Rechenzeiten signifikant von der Besetzung und der Bandbreite der Systemma-
trix abha¨ngen. Wa¨hrend die direkten Verfahren fu¨r alle zweidimensionalen Diskretisierungen mit
schwach besetzten Systemmatrizen ku¨rzere Rechenzeiten als das iterative Verfahren liefern, fa¨llt
deren Effizienz fu¨r dreidimensionale Modelle mit sta¨rker besetzten Systemmatrizen wesentlich
ab. Unter den beiden direkten Verfahren beno¨tigt der CHOLMOD2 Gleichungssystemlo¨ser durch-
weg geringere Rechenzeiten als der MATLAB eigene BACKSLASH-Operator. An dieser Stelle
sei nochmals darauf verwiesen, dass iterative Verfahren bei schlecht konditionierten Systemma-
trizen schlecht oder gar nicht konvergieren. Vor diesem Hintergrund erfolgt die Auswahl des
Gleichungssystemlo¨sers in Abha¨ngigkeit vom zu berechnenden Problem. Fu¨r zweidimensionale
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Tabelle 3.1: Rechenzeiten zum Lo¨sen des Gleichungssystems (3.43) fu¨r unterschiedliche direkte
und iterative Gleichungssystemlo¨ser.
Modelldimension Freiheitsgrad Eintra¨ge 6= 0 Rechenzeiten / s
BACKSLASH CHOLMOD2 CG
2D
454 12533 0,02 0,02 0,04
1670 49117 0,06 0,04 0,09
6406 194481 0,23 0,17 0,28
25094 773993 1,52 0,88 1,06
99334 3088090 6,17 3,21 5,58
395270 12336531 35,00 18,17 35,43
1567966 49314597 222,53 101,06 249,74
3D
8028 1085201 2,48 0,86 0,51
56364 8658673 198,59 25,61 3,15
421452 69141368 -1 1039,59 39,46
1 Die Lo¨sung konnte Aufgrund von Hauptspeichermangel nicht ermittelt werden.
Modelle kommt dabei ausschließlich der CPU basierte CHOLMOD2 Lo¨ser zum Einsatz. Dreidi-
mensionale Modelle werden zuna¨chst mit einem iterativen, GPU basierten CG Verfahren gelo¨st.
Fu¨hrt dieses nach einer zu definierenden Anzahl von Iterationen nicht zu einer zufriedenstellen-
den Lo¨sung, erfolgt ein automatischer Wechsel zu dem CHOLMOD2 Gleichungssystemlo¨ser.
Eine weitere Mo¨glichkeit zur Beschleunigung der inkrementellen FE-Simulation bietet die
Portierung der Berechnung der Elementsteifigkeitsmatrizen sowie der inneren Elementknoten-
kraftvektoren auf die GPU. Speziell bei nichtlinearen FE-Simulationen entfa¨llt ein Großteil der
Rechenzeit auf diese Operationen. Da die Berechnung der einzelnen Elementbeitra¨ge in der Re-
gel unabha¨ngig von anderen Elementen ist, sind diese Berechnungsschritte gut geeignet fu¨r eine
Parallelisierung. Ein entsprechendes Verfahren wurde von Płaszewski u. a. (2010) fu¨r 2D und von
Macioł u. a. (2010) fu¨r 3DModelle untersucht. Speziell fu¨r dreidimensionale Elemente konnte ein
signifikanter Geschwindigkeitszuwachs erzielt werden. Da in der vorliegenden Arbeit stark nicht-
lineare Prozesse simuliert werden und das inkrementelle, iterative Lo¨sungsverfahren eine ha¨ufige
Berechnung der Tangentensteifigkeit und der inneren Knotenkra¨fte erfordert, wurde basierend
auf dem letztgenannten Ansatz eine hybride Lo¨sungsstrategie entwickelt. Die Berechnungsschrit-
te innerhalb einer Iteration werden dabei in Abha¨ngigkeit von ihrer Parallelisierbarkeit auf die
CPU und die GPU verteilt. Der prinzipielle Ablauf ist in Abb. 3.9 veranschaulicht. Innerhalb ei-
ner Iteration wird zuna¨chst die Verschiebungslo¨sung zusammen mit allen notwendigen inneren
Variablen der einzelnen Elemente in den Grafikspeicher portiert. Dies ermo¨glicht die paralle-
le Berechnung der Elementsteifigkeitsmatrizen auf der GPU. Nach der Ru¨ckportierung in den
Hauptspeicher kann die globale Steifigkeitsmatrix assembliert und der Verschiebungszuwachs
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auf der CPU mittels eines geeigneten Gleichungssystemlo¨sers berechnet werden. Die Auswahl
des Verfahrens erfolgt dabei nach den im vorhergehenden Absatz angegebenen Kriterien. Die an-
schließende parallele Aktualisierung der Elementknotenkraftvektoren erfolgt erneut auf der GPU,
wohingegen die abschließende Berechnung des Residuumvektors und das Pru¨fen der Abbruch-
bedingung auf der CPU ausgefu¨hrt wird. Das Verfahren nutzt dabei effizient die Vorteile beider
Rechenkerne. Unabha¨ngige und ha¨ufig wiederkehrende Operationen werden parallelisiert auf der
GPU ausgefu¨hrt. Rechenintensive und schlecht bzw. gar nicht parallelisierbare Rechenschritte
verbleiben demgegenu¨ber auf der CPU.
Abbildung 3.9: Prinzipieller Ablauf der Bestimmung des Gleichgewichts in einer nichtlinearen
FE-Rechnung und die Aufteilung der Berechnungsschritte auf die CPU und die
GPU zur optimalen Ausnutzung derer individueller Eigenschaften.
Zur Darstellung der Effizienz dieses hybriden Lo¨sungsverfahrens sind in Abb. 3.10 die Be-
rechnungszeiten fu¨r das Erstellen der Gesamtsteifigkeitsmatrix und des inneren Knotenkraftvek-
tors im Vergleich mit einer rein CPU basierten Berechnung dargestellt. Hierfu¨r wurden erneut
die bereits zuvor beschriebenen, homogen vernetzten, zwei- und dreidimensionalen Modelle mit
unterschiedlichen Diskretisierungen berechnet. Die konkreten Rechenzeiten sind in Tab. 3.2 in
Abha¨ngigkeit von der Elementanzahl zusammengefasst.
Man kann erkennen, dass das parallelisierte, hybride CPU-GPU Verfahren fu¨r zwei- und dreidi-
mensionale Modelle durchweg effizienter arbeitet als eine rein serielle Berechnung auf der CPU.
In Abha¨ngigkeit von der Modelldimension und der Elementanzahl konnte eine Reduktion der Be-
rechnungszeiten vom Faktor ×3 . . . × 860 fu¨r die Gesamtsteifigkeitsmatrix und ×3 . . . × 30 fu¨r
den inneren Knotenkraftvektor erzielt werden.
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Abbildung 3.10: Rechenzeiten fu¨r das Erstellen der Gesamtsteifigkeitsmatrix und des inneren
Knotenkraftvektors in Abha¨ngigkeit von der Elementanzahl fu¨r: (a) zwei- und
(b) dreidimensionale FE-Modelle. Verglichen wird eine rein CPU basierte Be-
rechnung mit einem hybriden Lo¨sungsverfahren entsprechend Abb. 3.9.
Tabelle 3.2: Rechenzeiten fu¨r das Erstellen der Gesamtsteifigkeitsmatrix und des inneren Knoten-




K f int K f int
2D
64 0,31 0,35 0,10 0,10
256 0,94 1,16 0,18 0,19
1024 4,13 4,65 0,46 0,47
4096 24,74 18,64 1,64 1,67
16384 209,39 80,98 6,52 6,61
65536 4961,87 476,10 27,23 27,23
262144 94296,41 3247,66 109,70 107,64
3D
512 13,87 9,90 1,02 0,82
4096 378,11 85,27 6,27 3,67




Fu¨r die verbesserte Approximation gekru¨mmter Unstetigkeiten, soll im folgenden Kapitel eine
ho¨herwertige XFEM entwickelt werden. Die Verwendung ho¨herwertiger Elementformulierungen
erlaubt dabei die Beschreibung gekru¨mmter Unstetigkeiten innerhalb des Elementgebiets. Fu¨r die
Bestimmung der erforderlichen Level-Set-Funktion werden in Abschnitt 4.1 zwei unterschiedli-
che Verfahren diskutiert und hinsichtlich ihrer Anwendbarkeit und Genauigkeit verglichen.
Die gekru¨mmt verlaufenden Unstetigkeiten verhindern die Anwendung von Standardquadra-
turregeln fu¨r das gesamte Elementgebiet. Fu¨r die Integration der X-Elemente mu¨ssen daher alter-
native Verfahren angewendet werden. In Abschnitt 4.2 werden zuna¨chst unterschiedliche Ansa¨tze
im Rahmen einer zweidimensionalen Modellierung verglichen. Basierend auf den gewonnenen
Erkenntnissen erfolgt daraufhin die Formulierung eines dreidimensionalen Integrationsverfahrens
fu¨r ho¨herwertige X-Elemente.
Evaluierungsproblem
Die entwickelten Methoden zur Lokalisierung von Unstetigkeiten, als auch zur Integration von
Elementenmit angereicherten Verschiebungsansatz, werden in den folgenden Abschnitten anhand
eines Einschlussproblems evaluiert. Ein zylindrischer, isotroper, linear-elastischer Einschluss mit
denMaterialparameternE1, ν1 und dem Radius a ist dabei eingebettet in einen gro¨ßeren Zylinder
mit dem Radius b und isotropem, linear-elastischemMaterialverhalten (E2, ν2). Am Außenradius
des a¨ußeren Zylinders ist die Verschiebung entsprechend Abb. 4.1 vorgegeben. Die analytische
Lo¨sung fu¨r das linear-elastische, mechanische Feldproblem kann fu¨r die rotationssymmetrische
Anordnung aus dem radialen Kra¨ftegleichgewicht, dem HOOKEschen Gesetz und den kinema-
tischen Beziehungen der Kreisscheibe gewonnen werden (vgl. Balke (2010)). Unter der Voraus-
setzung, dass die Verschiebungen und der Spannungsvektor am Materialu¨bergang stetig sind, gilt
























(λ1 + µ1 + µ2)b
2
(λ2 + µ2)a2 + (λ1 + µ1)(b2 − a2) + µ2b2 (4.2)
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und den Lame´-Konstanten λ = Eν
(1+ν)(1−2ν)
und µ = E
2(1+ν)
. Die ebenen Dehnungen in Radial-





































fu¨r a ≤ r ≤ b,
. (4.4)
Fu¨r die entsprechenden Spannungen gilt in Abha¨ngigkeit der Materialparameter
σr = 2µεr + λ(εr + εθ), (4.5)
σθ = 2µεθ + λ(εr + εθ). (4.6)
Abbildung 4.1: Einschlussproblem.
Zur Bewertung der Genauigkeit der entwickelten numerischen Verfahren werden im Folgenden
stets zwei Fehlernormen berechnet, die LEBESQUE (L2)- und die Energienorm (en). Entsprechend
Fish und Belytschko (2007) berechnet sich die L2-Norm aus der normierten Abweichung des















Sie ermo¨glicht damit eine Aussage u¨ber die Gu¨te der Approximation der prima¨ren Feldvaria-
blen. In Abha¨ngigkeit von der Anwendung kann neben der Genauigkeit der Verschiebungslo¨sung
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auch der Fehler bei den abgeleiteten Feldgro¨ßen (Spannung, Verzerrung) von Interesse sein. Eine
entsprechende Aussage kann auf Basis der Energienorm



















getroffen werden. Sie vergleicht die im Berechnungsgebiet gespeicherte potentielle Energie mit
der der Referenzlo¨sung. Die Berechnung der relativen Fehlernormen fu¨r ausgewa¨hlte Diskretisie-
rungsstufen ermo¨glicht des Weiteren eine Aussage u¨ber die Konvergenz der einzelnen Verfahren
bei Netzverfeinerung.
Die Berechnung der Fehlernormen sowie der Konvergenzraten erfolgt im Rahmen der vorlie-
genden Arbeit fu¨r ein quadratisches Berechnungsgebiet Ω entsprechend der Anordnung in Abb.
4.1. Mit einer Kantenla¨nge von 10 mm wird der innere Zylinder mit dem Radius a = 3, 9894mm
und denMaterialkennwertenE1 = 1000MPa, ν1 = 0, 2 komplett eingeschlossen. Der Radius des
a¨ußeren Zylinders mit den Materialkennwerten E2 = 100 MPa, ν2 = 0, 4 betra¨gt b = 10 mm.
Auf dem gesamten Rand des Berechnungsgebietes werden wesentliche Randbedingungen ent-
sprechend der analytischen Lo¨sung (4.1) vorgegeben. Die Diskretisierung des Berechnungsge-
biets erfolgt durch eine homogene Vernetzung mit einer Teilung von 8, 16, 32, 64 und 128 in x1
und x2 Richtung. Fu¨r die Evaluierung dreidimensionaler Modelle werden zusa¨tzlich 2 Elemente
in x3 Richtung beru¨cksichtigt.
4.1 Ho¨herwertige Level-Set-Funktion
In den folgenden Abschnitten 4.1.1 und 4.1.2 werden zwei unterschiedliche Ansa¨tze zur Berech-
nung der Level-Set-Funktion (3.5) diskutiert.
4.1.1 Globale Level-Set-Funktion
Wie in Abschnitt 3.1 dargestellt, erfolgt die praktische Anwendung der LS-Funktion fu¨r die
XFEM u¨blicherweise auf Basis der diskreten Form (3.5). Die Knotenwerte ϕˆi,j entsprechen dabei
dem vorzeichenbehafteten Abstand des i-ten Knotens zu der j-ten Unstetigkeit. Existieren mehre-
re LS-Funktionen innerhalb eines Modells (vgl. Abb. 3.2), so kann ein Knoten mehrere LS-Werte
aufweisen. Ein Wechsel des Vorzeichens in den knotenbasierten LS-Werten eines Elements weist
dabei auf den Verlauf einer Unstetigkeit innerhalb des Elementgebiets hin. Wa¨hrend ein Element
theoretisch durch beliebig viele Unstetigkeiten geschnitten werden kann, soll die Anzahl der Dis-
kontinuita¨ten pro Element in der vorliegenden Modellierung auf zwei begrenzt werden.
Erfolgt die Zuordnung der LS-Knotenwerte elementu¨bergreifend, so entspricht dies einer glo-
balen Lokalisierung der Unstetigkeiten (vgl. Abb. 4.2). Die Interpolation der Knotenwerte durch
die Elementformfunktionen fu¨hrt zu einer impliziten Beschreibung der Diskontinuita¨t. Die Gu¨te
der Approximation wird im Folgenden anhand von akademischen Beispielen sowohl qualitativ
43
4 Ho¨herwertige erweiterte Finite-Elemente-Methode
als auch quantitativ untersucht. Fu¨r die qualitative Analyse soll eine analytisch gegebene ku-
gelfo¨rmige Unstetigkeit durch eine auf den Elementformfunktionen basierenden LS-Funktion
abgebildet werden. Die Knotenwerte der LS-Funktion werden elementu¨bergreifend fu¨r den i-ten
Knoten aus
ϕˆi = ‖xi − xs‖ − R (4.9)
berechnet. Der Mittelpunkt der Kugel mit dem Radius R ist durch den Punkt xs gegeben. Die
Verwendung bilinearer und trilinearer Formfunktionen fu¨r eine zweidimensionale respektive drei-
dimensionale Approximation der originalen Unstetigkeit Γd fu¨hrt zu erheblichen Abweichungen
von der urspru¨nglichen Unstetigkeit (vgl. Abb. 4.2). Unabha¨ngig von der Dimension ist die LS-
Funktion nicht in der Lage, die Kru¨mmung innerhalb der einzelnen Elemente abzubilden. Der
Abbildung 4.2: Globale LS-Beschreibung einer kugelfo¨rmigen Unstetigkeit Γd auf Basis linearer:
(a) 2D Rechteck- und (b) 3D Hexaederelemente.
auftretende Geometriefehler kann durch die Verwendung einer feineren Vernetzung bzw. von
Elementen ho¨herer Ordnung reduziert werden. Bereits die Verwendung quadratischer Element-
formulierungen fu¨hrt bei gleichbleibender Elementgro¨ße zu einer signifikanten Verbesserung der
Approximation. Die in Abb. 4.3 dargestellte bi- bzw. triquadratische LS-Funktion zeigt nur mini-
male Abweichungen von dem Verlauf der originalen Unstetigkeit.
Die Quantifizierung des Genauigkeitszuwachses erfolgt anhand einer Konvergenzuntersuchung
zu dem in Abb. 4.1 dargestellten Einschlussproblem. Die Beschreibung der Materialgrenze zwi-
schen inneren und a¨ußeren Zylinder erfolgt dabei auf Basis der XFEM mit einem schwach ange-
reicherten Verschiebungsfeld. Fu¨r die Integration der X-Elemente mit gekru¨mmten Unstetigkeits-
verla¨ufen im Elementgebiet wird eine konsistente Integration auf Basis von ho¨herwertigen Inte-
grationsbereichen verwendet (vgl. Abschnitt 4.2). Die berechneten Fehlernormen (4.7) und (4.8)
sind in Abb. 4.4 u¨ber der charakteristischen Elementkantenla¨nge h aufgetragen. Der U¨bergang
von linearen zu quadratischen Formfunktionen liefert fu¨r eine zwei- und dreidimensionale Mo-
dellierung einen signifikanten Zuwachs an Genauigkeit, sowohl fu¨r die Verschiebungslo¨sung als
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Abbildung 4.3: Globale LS-Beschreibung einer kugelfo¨rmigen Unstetigkeit Γd auf Basis quadra-

























Abbildung 4.4: Konvergenzuntersuchung fu¨r die Approximation gekru¨mmter Unstetigkeiten
auf Basis einer globalen Level-Set-Wert Berechnung: (a) die normalisierte L2
Norm und (b) die normalisierte Energienorm fu¨r bilineare (Q4) und biquadra-
tische (Q8) Rechteckelemente sowie trilineare (H8) und triquadratische (H20)
Hexaederelemente.
auch fu¨r die abgeleiteten Feldgro¨ßen. Die ermittelten Konvergenzraten sind in Tab. 4.1 zusam-
mengefasst. Wie zu erwarten, liefern die quadratischen Elementformulierungen eine verbesserte
Konvergenz, im Vergleich zu den linearen Ansa¨tzen.
4.1.2 Lokale Level-Set-Funktion
Im vorhergehenden Abschnitt erfolgte die Berechnung der Knotenwerte fu¨r die LS-Funktion di-
rekt aus der impliziten, analytischen Beschreibung einer Unstetigkeit. Da eine solche Funktion
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Tabelle 4.1: Konvergenzraten fu¨r die LEBESQUE- ‖e‖L2 und die Energienorm ‖e‖en eines Ein-
schlussproblems unter Verwendung bilinearer (Q4) und biquadratischer (Q8) Recht-
eckelemente, trilinearer (H8) und triquadratischer (H20) Hexaederelemente und einer
globalen Berechnung der Level-Set-Werte.
Elementtyp Q4 Q8 H8 H20
‖e‖L2 2,18 2,48 2,20 2,45
‖e‖en 1,22 1,53 1,37 1,51
nur fu¨r einzelne geometrische Spezialfa¨lle verfu¨gbar ist, mu¨ssen fu¨r die Abbildung komplexerer
Geometrien alternative Verfahren fu¨r die Bestimmung der LS-Knotenwerte entwickelt werden.
Eine entsprechende Methode fu¨r die U¨berfu¨hrung von CADGeometrien in eine LS-Beschreibung
wurde ju¨ngst von Moumnassi u. a. (2011) vero¨ffentlicht. Hierbei stand speziell die Abbildung
scharfkantiger Konturen im Vordergrund. Gekru¨mmte Strukturen werden in Anlehnung an die
Arbeiten von Dre´au u. a. (2010) durch ein lokal adaptiv verfeinertes Subnetz erfasst. Im Rah-
men der vorliegenden Arbeit wird ein alternativer Ansatz verfolgt. Er basiert auf der von Ka¨stner
(2009) motivierten lokalen LS-Beschreibung. Die Rekonstruktion der Unstetigkeit erfolgt dabei
elementweise anhand diskreter Punkte. Ein a¨hnliches Verfahren wird von Pereira u. a. (2009)
fu¨r die Beschreibung von Rissen angewendet. Die Erweiterung der Methode auf LS-Funktionen
ho¨herer Ordnung erlaubt eine signifikante Verbesserung der Beschreibung gekru¨mmter Unstetig-
keiten.
Das von Ka¨stner u. a. (2011) dargestellte Verfahren, basierend auf linearen Elementformulie-
rungen, nutzt die Schnittpunkte der Elementkanten xˆs mit der Geometriefla¨che Γd fu¨r die lokale
Rekonstruktion der Unstetigkeit. Je nach Art der Problemstellung, zwei- oder dreidimensional,







innerhalb eines einzelnen Elements angena¨hert. Der i-te Knotenwert der LS-Funktion im j-ten
Element kann damit durch
ϕˆji = min
ψ
‖xi − xs(ψ)‖ (4.11)
berechnet werden. Der gesamte Ablauf der lokalen Berechnung der LS-Funktion ist dabei in
Abb. 4.5 fu¨r ein einzelnes trilineares Hexaederelement dargestellt und kann in die folgenden drei
wesentlichen Schritte zusammengefasst werden:
1. Identifikation der Schnittpunkte der Elementkanten mit der Unstetigkeit Γd;
2. Elementweise Approximation des Unstetigkeitsverlaufs durch eine Gerade (2D) oder Para-
meterfla¨che (3D);
3. Berechnung des lokalen vorzeichenbehafteten Abstands ϕˆji fu¨r jeden Knoten i des Elements
j relativ zu den zuvor definierten Geraden bzw. Parameterfla¨chen. Setzt sich im dreidimen-
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sionalen Fall die Parameterfla¨che aus mehreren Teilfla¨chen (Drei- und Vierecke) zusam-
men, so wird entsprechend der Forderung (3.2) stets der minimale Abstand ausgewa¨hlt.
Der Verlauf der Unstetigkeit ist damit implizit durch die LS-Funktion (3.5) gegeben.
Abbildung 4.5: Berechnung der lokalen LS-Funktion ϕj fu¨r ein trilineares Hexaederelement ent-
sprechend der zuvor beschriebenen Teilschritte.
Wa¨hrend die Schnittpunkte mit den Elementkanten mit dem Originalverlauf u¨bereinstimmen, ge-
hen die Informationen u¨ber die Kru¨mmung innerhalb der Elemente durch die lineare Rekonstruk-
tion mit (4.10) verloren. Die lokale Rekonstruktion der Unstetigkeit fu¨hrt zu abweichenden Kno-
tenwerten der LS-Funktion in angrenzenden Elementen (vgl. Abb. 4.6). Bei der Anwendung der
LS-Funktion innerhalb der XFEM fu¨hrt dies zu einer Verletzung der Kontinuita¨tsanforderungen
an die prima¨ren Feldvariablen an den Elementkanten angrenzender X-Elemente (vgl. Abschnitt
3.1.2).
Zur Reduzierung der zuvor erwa¨hnten Diskontinuita¨t sowie fu¨r eine verbesserte Approxima-
tion gekru¨mmter Unstetigkeiten wurde das Konzept der lokalen LS-Berechnung auf die Ver-
wendung ho¨herwertiger Elementformulierungen erweitert. Eine Ausnutzung der Eigenschaften
ho¨herwertiger Formfunktionen erfordert dabei ein angepasstes Berechnungsverfahren fu¨r die lo-
kalen LS-Knotenwerte. Entsprechend dem in Abb. 4.7 dargestellten Vorgehen werden neben den
Schnittpunkten mit den Elementkanten zusa¨tzliche Punkte auf der Geometriefla¨che Γd identifi-
ziert. Hierfu¨r wird zuna¨chst fu¨r jede mo¨gliche Paarung zweier Kantenschnittpunkte xˆsk und xˆ
s
l







bestimmt. Ausgehend von diesem Startpunkt erfolgt die Identifikation eines weiteren diskreten
Punktes auf der Geometriefla¨che Γd. Hierfu¨r ist neben dem Startpunkt der Richtungsvektor r
m
kl er-
forderlich. Fu¨r zweidimensionale Problemstellungen kann dieser aus dem Richtungsvektor zwi-
schen den beteiligten Kantenschnittpunkten
rmkl ⊥ tmkl mit tmkl = xˆsk − xˆsl (4.13)
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Abbildung 4.6: Lineare elementweise Rekonstruktion der Unstetigkeit Γd, basierend auf den
Schnittpunkten mit den Elementkanten: (a) abweichende Knotenwerte in angren-
zenden Elementen und die resultierende zweidimensionale und (b) dreidimensio-
nale LS-Approximation.
abgeleitet werden. Fu¨r dreidimensionale Problemstellungen ist die Identifikation des Richtungs-
vektors rmkl ungleich schwieriger, da ausgehend von dem Startpunkt xˆ
m
kl eine Vielzahl von Such-
richtungen mo¨glich sind. Als zuverla¨ssig wurde ein Verfahren zur Bestimmung des Richtungs-
vektors rmkl auf Basis der Tangentenvektoren der beteiligten Elementkanten tk und tl identifiziert
(vgl. Abb. 4.7). Es gilt
rmkl = tk + Tkltl, (4.14)




−1 0 −1 1 −1 0 0 0 0 0 0
−1 −1 0 0 1 −1 0 0 0 0 0
0 −1 −1 0 0 1 −1 0 0 0 0
−1 0 −1 −1 0 0 1 0 0 0 0
1 0 0 −1 0 0 0 −1 0 0 −1
−1 1 0 0 0 0 0 1 −1 0 0
0 −1 1 0 0 0 0 0 −1 −1 0
0 0 −1 1 0 0 0 0 0 1 −1
0 0 0 0 −1 1 0 0 −1 0 −1
0 0 0 0 0 −1 −1 0 −1 −1 0
0 0 0 0 0 0 −1 1 0 −1 −1






bestimmt wird. Das Verfahren ist in Abb. 4.7 fu¨r eine dreidimensionale Problemstellung skizziert.
Mit den zusa¨tzlichen diskreten Stu¨tzstellen xˆsi kann entsprechend des bereits zuvor verwendeten
Abbildung 4.7: Identifikation zusa¨tzlicher diskreter Punkte auf der Geometriefla¨che Γd fu¨r drei-
dimensionale Problemstellungen.
Ansatzes (4.10) eine lokale quadratische (2D) bzw. biquadratische (3D) Parameterfunktionen de-
finiert werden. Diese ermo¨glicht mit (4.11) die Berechnung der lokalen LS-Knotenwerte.
Der resultierende elementu¨bergreifende Verlauf der LS-Funktion fu¨r die lokale Rekonstruktion
einer kugelfo¨rmigen Unstetigkeit ist in Abb. 4.8 fu¨r den zwei- und dreidimensionalen Fall skiz-
ziert. Unabha¨ngig von der Dimension der Problemstellung, liefert das Verfahren eine sehr gute
U¨bereinstimmung zwischen LS-Funktion und der original Unstetigkeit Γd. Neben den Schnitt-
punkten mit den Elementkanten wird auch die Kru¨mmung des Unstetigkeitsverlaufs innerhalb
der Elemente erfasst. Die berechneten lokalen LS-Werte angrenzender Elemente zeigen nur mi-
nimale Abweichungen. Entsprechend kann durch die Verwendung von ho¨herwertigen Elementen,
in Verbindung mit einem angepassten LS-Berechnungsverfahren, die zuvor erwa¨hnte Diskonti-
nuita¨t linearer Elemente signifikant reduziert werden.
Zur Evaluierung des Verfahrens wurde erneut eine Konvergenzuntersuchung zu dem in Abb.
4.1 dargestellten Einschlussproblem durchgefu¨hrt. Wie bei der Analyse der globalen Level-Set-
Funktion in Abschnitt 4.1.1, wird bei der Approximation gekru¨mmter Unstetigkeiten auf Ba-
sis quadratischer Elemente eine konsistente Integration entsprechend der Ausfu¨hrungen in Ab-
schnitt 4.2 durchgefu¨hrt. Die berechneten Fehlernormen (4.7) und (4.8) fu¨r unterschiedliche Dis-
kretisierungsstufen sind in Abb. 4.9 dargestellt. Der Vergleich des Fehlerniveaus mit den Er-
gebnissen der globalen Level-Set-Berechnung in Abb. 4.4 zeigt nur minimale Abweichungen.
Das entwickelte Verfahren zur lokalen, elementweisen Rekonstruktion der Unstetigkeit auf Ba-
sis diskreter Stu¨tzstellen ist zuverla¨ssig in der Lage, gekru¨mmte Verla¨ufe auch innerhalb des
Elementgebiets zu erfassen. Die in Tab. 4.2 zusammengefassten Konvergenzraten sind speziell
fu¨r die quadratischen Elementformulierungen auf dem Niveau der entsprechenden globalen LS-
Approximation. Die Abweichungen bei der Verwendung linearer Ansa¨tze ist auf unterschiedliche
Kontinuita¨tseigenschaften der LS-Funktion zuru¨ckzufu¨hren. Der methodenbedingte stetige Ver-
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Abbildung 4.8: Ho¨herwertige elementweise Rekonstruktion der UnstetigkeitΓd basierend auf den
Schnittpunkten mit den Elementkanten und zusa¨tzlichen Stu¨tzstellen innerhalb
der Elemente: (a) zweidimensionale und (b) dreidimensionale LS-Approxima-
tion.
lauf der global berechneten LS-Funktion kann, wie schon zuvor erwa¨hnt, bei einer elementweisen
Berechnung der Level-Set-Werte und unter Verwendung linearer Formfunktionen nicht sicherge-
stellt werden.
Tabelle 4.2: Konvergenzraten fu¨r die LEBESQUE- ‖e‖L2 und die Energienorm ‖e‖en eines Ein-
schlussproblems unter Verwendung bilinearer (Q4) und biquadratischer (Q8) Recht-
eckelemente, trilinearer (H8) und triquadratischer (H20) Hexaederelemente und einer
lokalen Berechnung der Level-Set-Werte.
Elementtyp Q4 Q8 H8 H20
‖e‖L2 1,99 2,48 2,01 2,45
‖e‖en 1,15 1,53 0,99 1,51
4.2 Konsistente numerische Integration
Die Lo¨sung eines Randwertproblems auf Basis der diskretisierten Variante der schwachen Form
(3.39) erfordert die Integration der prima¨ren und sekunda¨ren Feldvariablen u¨ber die einzelnen
Elementgebiete. Entsprechend der in den vorangegangenen Abschnitten erla¨uterten Grundlagen
der FEM fu¨hrt dies zu einer Integration der polynomialen Elementformfunktionen bzw. deren
Ableitungen. Standardquadraturregeln, wie die GAUSS-Integration, liefern lediglich exakte Er-
gebnisse fu¨r polynomiale Funktionen. Bereits die Beru¨cksichtigung verzerrter Elemente fu¨hrt
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Abbildung 4.9: Konvergenzuntersuchung fu¨r die Approximation gekru¨mmter Unstetigkeiten auf
Basis einer lokalen, elementweisen Level-Set-Berechnung: (a) die normalisierte
L2 Norm und (b) die normalisierte Energienorm fu¨r bilineare (Q4) und biqua-
dratische (Q8) Rechteckelemente sowie trilineare (H8) und triquadratische (H20)
Hexaederelemente.
aufgrund der Geometrietransformation zu einem Abfall der Genauigkeit. Wesentlich schwerwie-
gender ist jedoch der Genauigkeitsverlust bei der Integration diskontinuierlicher Funktionen, wie
sie in den zuvor beschriebenen X-Elementen auftreten. Die Modellierung starker und schwacher
Unstetigkeiten im Elementgebiet verhindert eine direkte Integration des gesamten Elements. Vor
diesem Hintergrund werden in der Literatur eine Vielzahl von Ansa¨tzen zur Integration angerei-
cherter Elemente diskutiert. Einzelne Varianten sollen in den folgenden Abschnitten diskutiert,
erweitert und anhand von numerischen Beispielen evaluiert werden.
4.2.1 Zweidimensionale Integration









. . . dV in eine endliche Anzahl von
Teilbereichen, in denen die zu integrierenden Funktionen einen kontinuierlichen Verlauf auf-
weisen (Moe¨s u. a. (1999)). Die Aufteilung in standardisierte Bereiche wie Drei- und Vierecke
erlaubt dabei die Anwendung von Standardquadraturregeln. Da dieses Vorgehen speziell fu¨r drei-
dimensionale Problemstellungen sehr aufwa¨ndig ist, werden in der Literatur alternative Verfahren
diskutiert.
In dem von Ventura (2006) vorgestellten Verfahren werden die diskontinuierlich verlaufenden
Funktionen durch a¨quivalente polynomiale Funktionen angena¨hert. Deren kontinuierlicher Ver-
lauf ermo¨glicht die Verwendung von Standardquadraturregeln u¨ber das gesamte Elementgebiet.
Ein neuerer Ansatz von Natarajan u. a. (2009, 2010) basiert auf der SCHWARZ-CHRISTOFFEL-
Transformation polygonaler Bereiche, die durch die Unterteilung des Elementes durch die Un-
stetigkeit entstehen. Die Transformation auf kreisrunde Gebiete erlaubt die Anwendung von
Mittelpunkt- oder GAUSS-CHEBYSHEV-Quadraturregeln. Komplett geschnittene Elemente ver-
langen dabei nach zwei getrennten Transformationen, wa¨hrend teilweise geschnittene Elemente,
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wie z.B. Rissspitzenelemente, mit nur einer Transformation erfasst werden ko¨nnen. Ein wesent-
licher Nachteil der Methode, die auf einer Transformation in die komplexe Ebene basiert, besteht
in der Tatsache, dass sie auf den zweidimensionalen Fall beschra¨nkt ist.
Fu¨r die Integration von 1/rα Singularita¨ten, wie sie charakteristisch fu¨r das Rissspitzennahfeld
der auf der linearelastischen Bruchmechanik basierten XFEM sind, wurden von Mousavi und
Sukumar (2010a) und Park u. a. (2009) spezielle Transformationstechniken entwickelt, die eine
direkte und akkurate Integration ermo¨glichen. Beide Ansa¨tze sind fu¨r zwei- und dreidimensionale
Problemstellungen geeignet. Zur Beseitigung der Singularita¨ten ko¨nnen alternativ spezielle Qua-
draturregeln auf Basis von Momentenverfahren bestimmt werden, die ein direktes Integrieren der
angereicherten Elemente ermo¨glichen (Mousavi u. a. (2010); Mousavi und Sukumar (2010b)).
Da die abgeleiteten Quadraturregeln stets nur fu¨r bestimmte Fa¨lle der Elementaufteilung und -
anreicherung gu¨ltig sind, ist das Verfahren besonders fu¨r eine dreidimensionale Anwendung als
sehr aufwa¨ndig einzustufen. Vielversprechender ist dem gegenu¨ber eine von Mousavi und Suku-
mar (2011) vorgestellte Methode zur Integration beliebiger Polytope, wie sie bei der Teilung eines
Elements durch eine Unstetigkeit entstehen. Das Verfahren basiert auf dem von Lasserre (1998)
vorgestellten Ansatz zur Reduktion der Integrationsordnung, welcher in Abschnitt 4.2.1 na¨her
vorgestellt und erweitert wird. Eine weitere, in der Literatur ha¨ufig diskutierte Methode zur Re-
duktion des Integrationsaufwands ergibt sich aus der Kombination der XFEMmit dem sogenann-
ten strain-smoothing-Verfahren. Der in Abschnitt 4.2.1 untersuchte Ansatz hat seinen Ursprung
in netzfreien Berechnungsverfahren und wurde von Liu u. a. (2007) auf die FEM erweitert. Fu¨r
eine auf linearen Ansatzfunktionen basierende XFEM konnte durch Bordas u. a. (2011) gezeigt
werden, dass das Verfahren bei einem reduzierten numerischen Aufwand a¨hnliche Genauigkeiten
liefert wie herko¨mmliche Integrationsverfahren. Die Konvergenz fu¨r Elemente ho¨herer Ordnung
wurde von Bordas u. a. (2011) zuna¨chst nur im Zusammenhang mit unangereicherten Elementen
untersucht. Die beobachteten suboptimalen Konvergenzraten sind in U¨bereinstimmung mit den
Untersuchungen von Ka¨stner u. a. (2013) zur Kombination der Methode mit der XFEM fu¨r ein
magnetostatisches Feldproblem.
Die drei Verfahren - ho¨herwertige Integrationsbereiche, LASSERRE-Integration und strain-
smoothing - werden im Folgenden na¨her erla¨utert und hinsichtlich ihrer Genauigkeit und Kon-
vergenz verglichen.
Ho¨herwertige Integrationsbereiche
Die in Abschnitt 4.1 beschriebene ho¨herwertige XFEM, bei der gekru¨mmte Unstetigkeitsverla¨ufe
innerhalb des Elementgebiets erfasst werden ko¨nnen, verlangt nach einer konsistenten Aufteilung
des Elementgebiets in Integrationsbereiche. Ausgehend von den Arbeiten von Ka¨stner (2009)
und Cheng und Fries (2010) wurde daher ein Verfahren entwickelt, bei dem angereicherte Ele-
mente in krummlinig berandete Standardgeometrien aufgeteilt werden. Beispielhaft ist dies in
Abb. 4.10 dargestellt. Basierend auf den Eckknoten eines X-Elements und den Schnittpunkten
der Level-Set-Funktion mit den Elementkanten erfolgt zuna¨chst die Identifikation von Drei- und
Vierecksbereichen, die ausschließlich in den durch die LS-Funktion generierten Teilbereichen des
Elements liegen. Durch die Bestimmung zusa¨tzlicher diskreter Punkte der Level-Set-Funktion im
Elementgebiet kann daraufhin der Kantenmittelpunkt der ho¨herwertigen Integrationsbereiche so
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modifiziert werden, dass er konsistent zu dem gekru¨mmten Verlauf der Unstetigkeit ist. Hierfu¨r
wird das gleiche Lokalisierungsverfahren eingesetzt welches bereits in Abschnitt 4.1.2 zur Be-
stimmung der Stu¨tzstellen fu¨r die Berechnung der LS-Funktion verwendet wurde. Konkret wer-
den in der vorliegenden Arbeit Bereiche mit quadratischer Geometrieinterpolation genutzt.
Abbildung 4.10: Integration eines biquadratischen, von der Level-Set-Funktion ϕj geschnittenen
Elements durch die Aufteilung der polygonalen Teilgebiete in ho¨herwertige In-
tegrationsbereiche. Die Verwendung standardisierter Geometrien erlaubt die An-
wendung von Standardquadraturregeln.
Fu¨r das Gebietsintegral eines Elements mit nint Integrationsbereichen gilt damit∫
V e





J e J int dψ, (4.16)
mit der JACOBI-Determinante J e aus der Geometrietransformation zwischen physikalischen Ko-
ordinaten und natu¨rlichen Elementkoordinaten und der JACOBI-Determinante J int resultierend aus
der Transformation zwischen natu¨rlichen Elementkoordinaten und den natu¨rlichen Koordinaten
des jeweiligen Integrationsbereichs.
LASSERRE-Integration
Das Integrationsverfahren von Lasserre (1998, 1999) erlaubt die Integration kontinuierlicher, po-
sitiv homogener Funktionen f u¨ber beliebige N-dimensionale Gebiete. Ist f im gesamten Inte-
grationsgebiet kontinuierlich differenzierbar, so kann der Integrationsaufwand auf eine (N − 1)-
dimensionale Integration u¨ber den Rand Γ reduziert werden. Das Verfahren wurde bereits erfolg-
reich von Mousavi und Sukumar (2011) und von Ka¨stner u. a. (2013) auf Problemstellungen im
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Zusammenhang mit der XFEM angewendet. In beiden Arbeiten wurde der Ansatz von Lasserre
(1998) zur Integration u¨ber konvexe Polytope verwendet. In der vorliegenden Arbeit soll dieser
Ansatz entsprechend dem Lemma 2.2 von Lasserre (1999) auf beliebige, gerad- und krummlinig
berandete Gebiete verallgemeinert werden.
Wa¨hrend der mathematische Hintergrund detailliert in Lasserre (1998, 1999) dargestellt ist,
sollen im Folgenden nur die wesentlichen, an die Problemstellung angepassten Zusammenha¨nge
der Methode beschrieben werden. Hierzu ist f : RN → R eine positiv homogene Funktion mit
der Ordnung q. Fu¨r sie soll gelten f(λx) = λqf(x) fu¨r alle λ ∈ R, λ > 0, x ∈ RN und
Ω ⊂ RN einem Gebiet mit dem (N − 1)-dimensionalen Rand Γ ⊂ R(N−1). Entsprechend der








mit 〈x,n〉 - dem Skalarprodukt des Ortsvektors x und dem nach außen gerichteten Einheitsnor-
malenvektor n auf dem Rand Γ.
Basierend auf einer speziellen Form von (4.17) wurde von Mousavi und Sukumar (2011) ei-
ne Quadraturregel fu¨r die Integration einer homogenen Funktionen u¨ber ein konvexes Polytop
hergeleitet. Die nQP Quadraturpunkte liegen dabei ausschließlich auf dem Rand Γ von Ω.
Nach dem gleichen Verfahren kann dies mit Hilfe von (4.17) fu¨r beliebige GebieteΩ vollzogen
werden. Fu¨r eine Quadraturregel zur Integration von f u¨ber den Rand Γ soll gelten
∫
Γ




mit den Quadraturpunktkoordinaten xj und -gewichten ωj . Die Kombination von (4.17) und








mit x˜j = xj und ω˜j = 〈xj ,nj〉 ωj fu¨r die Approximation des Gebietsintegrals. Da (4.19) ledig-
lich fu¨r eine einzelne homogene Funktionen geeignet ist, verlangt die Integration einer Linear-
kombination aus homogenen Funktionen g(x) =
∑p
k=1 gk(x) die individuelle Integration jeder
einzelnen Funktion gk. Fu¨r die Anwendung der Methode im Zusammenhang mit der erweiterten
Finiten-Elemente-Methode bedeutet dies, dass alle zu integrierenden Funktionen gk bekannt sein
mu¨ssen. Da dies im Allgemeinen nicht der Fall ist, wurde von Mousavi und Sukumar (2011) eine
Erweiterung zur LASSERRE-Integration vorgestellt. Sie erlaubt es, beliebige Linearkombinatio-
nen von homogenen Funktionen zu integrieren, ohne jede einzelne explizit zu kennen.
Fu¨r die Integration der Linearkombinationen g(x) =
∑p
k=1 gk(x) soll Q˜ eine Quadraturregel
entsprechend (4.19) sein. Fu¨r die p qk-homogenen Funktionen gk(x) gilt gk(λx) = λ
qkgk(x) fu¨r
alle λ ∈ R, λ > 0. Weiterhin soll gewa¨hrleistet sein, dass g(x) stetig ist und auch außerhalb von
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Ω berechnet werden kann. Das Gebietsintegral von g(λx) kann auf Basis einer Quadraturregel













Nx als p Un-
bekannte Ik betrachtet werden. Durch die Wahl von p voneinander verschiedener Koeffizienten
λ > 0 kann mit (4.20) ein lineares Gleichungssystem
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fu¨r die Berechnung der unbekannten Integrale aufgestellt werden. Die Anwendung der zuvor
beschriebenen Quadraturregel (4.19) erlaubt die Berechnung der rechten Seite von (4.21) auf
Basis einer Randintegration u¨ber Γ. Das Gesamtintegral ergibt sich dann durch Auflo¨sung des




k=1 Ik. Das Verfahren erlaubt die Integration beliebiger Funktionen, die sich aus der Linear-
kombination homogener Funktionen ergeben, ohne diese explizit zu kennen. Die Quadraturpunk-
te befinden sich dabei ausschließlich auf dem Rand des Integrationsgebiets. Fu¨r die Berechnung
der Integrale in der schwachen Form des Randwertproblems (3.39) stellt jede Matrixkomponente
der einzelnen Integranden eine individuelle Funktion g(x) dar.
Die Anwendung der Methode auf X-Elemente soll im Folgenden anhand eines zweidimen-
sionalen Beispiels verdeutlicht werden. Wie in Abb. 4.11 dargestellt, werden einzelne Elemente
durch die Unstetigkeit in jeweils zwei polygonale Bereiche aufgeteilt. Definiert werden diese
Bereiche durch die Elementknoten, den Schnittpunkten der Level-Set-Funktion mit den Element-
kanten und durch zusa¨tzliche diskrete Punkte der LS-Funktion im Elementgebiet. Letztere sind
dabei nur bei der Approximation gekru¨mmter Unstetigkeitsverla¨ufe auf Basis von ho¨herwertigen
Elementformulierungen erforderlich.
Entsprechend dem zuvor beschriebenen Verfahren kann die Gebietsintegration u¨ber die einzel-
nen Polygone mittels (4.19) und (4.21) in eine Randintegration u¨berfu¨hrt werden. Fu¨r die Inte-
gration entlang der Polygonkanten wird eine Geometrietransformation mittels eindimensionaler
LAGRANGEscher Formfunktion in Kombination mit einer Standard-GAUSS-Quadratur angewen-
det.
Ein wesentlicher Nachteil der Methode ist die Vielzahl einzelner Integrationen, die notwen-
dig sind, um die rechte Seite von (4.21) zu berechnen. In Abha¨ngigkeit vom Integranden mu¨ssen
hierfu¨r die Anzahl p sowie die Ordnungen qk der homogenen Funktionen abgescha¨tzt werden.
Dies soll anhand der Integration der Steifigkeitsmatrix eines biquadratischen Rechteckelements
verdeutlicht werden. Der Integrand ergibt sich aus der mehrmaligen Produktbildung der quadra-
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Abbildung 4.11: Integration eines biquadratischen, von der Level-Set-Funktion ϕj geschnittenen
Elements durch Reduktion der Gebietsintegration auf eine Randintegration u¨ber
die Kanten der polygonalen Teilgebiete. Die Integration entsprechend (4.21) ver-
langt nach einer p-fachen Integration anhand der durch den Koeffizienten λp
verschobenen Quadraturpunkte.













Dies fu¨hrt zu einem mo¨glichen Spektrum qk = 0...10-homogener Funktionen im Integranden.
Entsprechend mu¨ssen fu¨r die Integration der Steifigkeitsmatrix p = 11 unabha¨ngige Randintegra-
le (vgl. (4.21)) mit p unterschiedlichen Koeffizienten λ gelo¨st werden. Berechnet man die rechte
Seite von (4.21) unter Verwendung von (4.19), fu¨hren diese Koeffizienten zu einer Verschiebung
der Quadraturpunkte (vgl. Abb. 4.11). Aus diesem Umstand leitet sich ein zweiter wesentlicher
Nachteil der Methode ab. Mo¨gliche interne Variablen, die fu¨r die Auswertung des Integranden
erforderlich sind, mu¨ssen p-fach fu¨r jeden Quadraturpunkt abgespeichert werden.
Zusammenfassend erlaubt die Methode eine Reduktion der Integrationsordnung von einem
Gebietsintegral auf ein Randintegral. Dieser Vorteil geht aber in erheblichen Maß auf Kosten
des numerischen Aufwands sowie des erforderlichen Speicherbedarfs. Die numerischen Eigen-
schaften des Verfahrens werden am Ende dieses Abschnitts mit den zusa¨tzlich beschriebenen
Integrationsmethoden verglichen.
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Strain Smoothing
Das strain-smoothing-Verfahren bzw. dessen Anwendung in der FEM (SFEM, Liu u. a. (2007))
und der XFEM (SmXFEM, Bordas u. a. (2010)) hat seinen Ursprung im Stabilized Conforming
Nodal Integration Verfahren fu¨r netzfreie Berechnungsmethoden (Chen u. a. (2001)). Das Ver-
zerrungsfeld innerhalb eines zu definierenden Gebiets wird dabei durch eine konstante nichtlokal
gemittelte Verzerrung ersetzt. Die sich daraus ableitenden speziellen Eigenschaften des Verfah-
rens wurden von Bordas u. a. (2011) wie folgt zusammengefasst:
• Unter Verwendung des GAUSSschen Integralsatzes kann die Gebietsintegration in eine
Randintegration u¨berfu¨hrt werden.
• Es werden keinerlei partielle Ableitungen der Formfunktionen beno¨tigt.
• Das Verfahren ist unempfindlich gegenu¨ber Netzverzerrungen, da keine isoparametrische
Geometrietransformation notwendig ist.
Die im Folgenden angegebenen grundlegenden Zusammenha¨nge des Verfahrens orientieren
sich an den Arbeiten von Bordas u. a. (2010, 2011). Entsprechend dem Namen des Verfahrens
ist der Kernpunkt die U¨berfu¨hrung des kontinuierlich verlaufenden Verzerrungsfeldes ε in eine
nichtlokal gemittelte Verzerrung ε¯. Im Zusammenhang mit der (X)FEM erfolgt dies innerhalb
einer endlichen Anzahl von Teilbereichen Ωsmi , den sogenannten smoothing cells eines Elementes






Die Wichtungsfunktion Φ(x) muss dabei den Anforderungen
Φ > 0 und
∫
Ωsmi
Φ(x)dx = 1 (4.24)




1/Vi ∀ x ∈ Ωsmi
0 ∀ x /∈ Ωsmi
(4.25)
verwendet. Vi entspricht dabei dem Volumen des Bereichs Ω
sm
i . Die U¨berfu¨hrung eines konti-
nuierlich verlaufenden Verzerrungsfeldes in ein gebietsweise konstantes Verzerrungsfeldes ist in
Abb. 4.12 exemplarisch dargestellt. Das Elementgebiet wurde dafu¨r in 4 Mittelungsbereiche ein-
geteilt. Die fu¨r die Berechnung der gemittelten Verzerrung notwendige Gebietsintegration kann
unter Ausnutzung des GAUSSschen Integralsatzes in eine Randintegration u¨berfu¨hrt werden.
Fu¨r die Verzerrungen innerhalb eines angereicherten, isoparametrischen Elements gilt entspre-











bˆk = Bdˆ. (4.26)
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Abbildung 4.12: U¨berfu¨hrung eines kontinuierlich verlaufenden Verzerrungsfeldes in eine ge-
bietsweise konstante Verzerrung durch die gewichtete Mittelung anhand von
(4.23).




enthalten dabei die partiellen Ableitungen der
Formfunktionen N,x und deren Produkt mit den Anreicherungsfunktionen (NF
m),x, (NF
c),x.
Die Anwendung von (4.23) auf die Verzerrungs-Verschiebungsbeziehung fu¨hrt zu einer gemittel-






































bˆk = B¯i dˆ, (4.27)







Unter Ausnutzung des GAUSSschen Integralsatzes lassen sich die in (4.27) enthaltenen Gebiets-
integrationen in Randintegrationen u¨berfu¨hren. Fu¨r die in den Differentialoperatormatrizen auf-































4.2 Konsistente numerische Integration
Abbildung 4.13: Anwendung des strain-smoothing-Verfahrens auf ein X-Element: (a) Auftei-
lung der durch die LS-Funktion generierten Elementteilbereiche in eine endliche
Anzahl von Mittelungsbereichen, (b) Exemplarische Verteilung der gemittelten
Verzerrung ε¯ij im Elementgebiet.
mit n, dem nach außen gerichteten Einheitsnormalenvektor auf dem Rand Γsmi des jeweiligen
Mittelungsbereichs. Die Integration entlang der Bereichskontur Γsmi erfolgt dabei unter Verwen-
dung einer Standard-GAUSS-Quadratur. Die Anzahl der Quadraturpunkte richtet sich nach dem
Polynomgrad der Elementformfunktionen.
Die per strain-smoothing integrierte Steifigkeitsmatrix K¯
e
eines X-Elements ergibt sich dem-

































und Vi der Materialsteifigkeitsmatrix, der gemittelten Verzerrungs-Verschiebungs-
matrix und dem Volumen des i-ten Mittelungsbereichs.
Fu¨r die Anwendung des Verfahrens auf X-Elemente mu¨ssen unter Beru¨cksichtigung der Auftei-
lung des Elementgebiets durch die Unstetigkeiten eine endliche Anzahl von Mittelungsbereichen
definiert werden. Die durch die Aufteilung des Elementgebiets generierten Teilbereiche ko¨nnten
dabei als Mittelungsbereiche genutzt werden. Da dieses Vorgehen, wie die Verwendung einer
reduzierten Integration in der Standard FEM, Nullenergiemoden hervorrufen kann, erfolgt bei
der Anwendung des Verfahrens eine weitere Unterteilung des Elements mit Hilfe einer DELAU-
NAY-Zerlegung. Speziell Elemente ho¨herer Ordnung verlangen nach einer feineren Aufteilung
der Teilbereiche. Die Aufteilung eines einfach geschnittenen X-Elements ist in Abb. 4.13 darge-
stellt. Dem zu Beginn des Abschnitts formulierten Anspruch, den Aufwand zur Einteilung des
Elementgebiets in Integrationsbereich zu verringern, wird das Verfahren damit nicht gerecht.
Vergleich und Konvergenzanalyse
Der Einfluss des Integrationsverfahrens auf die Genauigkeit eines XFEM Modells soll anhand
des in Abb. 4.1 dargestellten Einschlussproblems untersucht werden. Hierfu¨r werden sechs un-
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terschiedliche Modellierungen ausgewertet. Diese ergeben sich aus der Anwendung der drei In-
tegrationsverfahren:
(i) Aufteilung in ho¨herwertige Integrationsbereiche (IB),
(ii) LASSERRE-Integration (L) sowie
(iii) strain-smoothing-Verfahren (SM)
auf zweidimensionale Modelle mit bilinearen (Q4) und biquadratischen (Q8) Elementformulie-
rungen. Es ist dabei anzumerken, dass die zuvor dargestellten Verfahren lediglich fu¨r angereicher-
te Elemente verwendet werden. Die u¨brigen gewo¨hnlichen Elemente werden entsprechend ihrer
Elementordnung mit einer Standard-GAUSS-Quadratur integriert.
Die erzielten Fehlernormen bilinearer Rechteckelemente in Abha¨ngigkeit vom Integrationsver-
























Abbildung 4.14: Konvergenzuntersuchung fu¨r die Integration angereicherter, bilinearer Recht-
eckelemente (Q4): (a) die normalisierte L2 Norm und (b) die normalisierte
Energienorm.
QUE-Norm ist zu erkennen, dass alle drei Verfahren eine anna¨hernd gleiche Genauigkeit bei der
Approximation des Verschiebungsfeldes liefern. Bei den abgeleiteten Feldgro¨ßen fa¨llt die Genau-
igkeit des strain-smoothing-Verfahrens (SM) fu¨r grobe Vernetzungen gegenu¨ber der Verwendung
von Integrationsbereichen (IB) und der LASSERRE-Integration (L) ab. Dieser Umstand ist auf
den hohen Volumenanteil angereicherter Elemente bei groben Vernetzungen zuru¨ckzufu¨hren. Die
bereichsweise Mittelung des Verzerrungszustands in diesen Elementen fu¨hrt verfahrensbedingt
zu einer schlechteren Approximation des Verzerrungsfeldes. Die erzielten Konvergenzraten sind
in Tab. 4.3 zusammengefasst. Mit Ausnahme der Konvergenzrate fu¨r die Energienorm des strain-
smoothing-Verfahrens zeigen alle drei Methoden fu¨r bilineare Elemente ein a¨hnliches Konver-
genzverhalten. Die ho¨here Konvergenzrate des SM-Verfahrens bei der Energienorm ist auf den
starken Abfall des Fehlers im Bereich der drei gro¨bsten Vernetzungen zuru¨ckzufu¨hren.
Die Konvergenzkurven der Integrationsverfahren unter Verwendung biquadratischer Rechteck-
elemente (Q8) sind in Abb. 4.15 dargestellt. Erneut liefern die ho¨herwertigen Integrationsberei-
che und die LASSERRE-Integration ein a¨quivalentes Fehlerniveau. Wa¨hrend alle Verfahren eine
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Abbildung 4.15: Konvergenzuntersuchung fu¨r die Integration angereicherter, biquadratischer
Rechteckelemente (Q8): (a) die normalisierteL2 Norm und (b) die normalisierte
Energienorm.
a¨hnliche Konvergenz aufweisen (vgl. Tab. 4.3), kommt es zu einem erheblichen Abfall der Genau-
igkeit fu¨r das strain-smoothing-Verfahren. Dies betrifft neben der Approximation der abgeleiteten
Feldgro¨ßen (Energienorm) auch die Verschiebungslo¨sung (L2-Norm). Der Vorteil einer verbes-
serten Approximation der mechanischen Felder durch die ho¨here Ordnung der Formfunktionen,
geht durch die bereichsweise Mittelung der Verzerrungen innerhalb der angereicherten Elemente
teilweise verloren.
Tabelle 4.3: Konvergenzraten fu¨r Integration mittels ho¨herwertiger Integrationsbereiche (IB),
LASSERRE-Verfahren (L) und strain-smoothing (SM) unter Verwendung bilinearer
(Q4) und biquadratischer (Q8) Rechteckelemente.
Integrationsverfahren IB L SM
Elementtyp Q4 Q8 Q4 Q8 Q4 Q8
‖e‖L2 1,95 2,49 1,95 2,49 2,06 2,48
‖e‖en 1,02 1,51 1,02 1,51 1,30 1,54
4.2.2 Dreidimensionale Integration
In Abschnitt 4.2.1 wurden drei Verfahren zur Integration angereicherter Elemente vorgestellt und
anhand einer zweidimensionalen Problemstellung untersucht. Wa¨hrend die Verwendung ho¨her-
wertiger, an den Verlauf der Unstetigkeiten angepasster Integrationsbereiche und die LASSERRE-
Integration ein optimales Konvergenzverhalten zeigen, kommt es zu einem erheblichen Abfall
der Genauigkeit bei der Anwendung des strain-smoothing-Verfahrens auf ho¨herwertige Element-
formulierungen. Das Verfahren nach LASSERRE ist das Einzige, das ohne eine zusa¨tzliche Un-
terteilung der durch die Level-Set-Funktion generierten Elementteilbereiche auskommt. Dieser
Vorteil geht in erheblichen Maß auf Kosten des numerischen Aufwands. Speziell die Speicherung
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interner Variablen, wie sie z.B. fu¨r die Evaluierung von inelastischen Materialmodellen beno¨tigt
wird, fu¨hrt zu einem signifikanten Speichermehrbedarf im Vergleich zur Integration mittels ange-
passter Integrationsbereiche. Vor diesem Hintergrund wurde fu¨r die dreidimensionale Umsetzung
der ho¨herwertigen XFEM die Integration mittels konsistenter Integrationsbereiche ausgewa¨hlt.
Abbildung 4.16: Aufteilung angereicherter Hexaederelemente in tetraederfo¨rmige Integrations-
bereiche auf Basis einer dreidimensionalen DELAUNAY-Zerlegung. Inkonsis-
tenz zwischen eben berandeten Tetraedern und dem gekru¨mmten Verlauf der
Unstetigkeit.
Entsprechend dem zweidimensionalen Vorgehen werden fu¨r die Definition der Integrationsbe-
reiche in einem ersten Schritt die Schnittpunkte der Elementkanten mit den Level-Set-Funktionen
bestimmt (vgl. Abschnitt 4.2.1). Zusammen mit den Eckknoten in den einzelnen Elementteilbe-
reichen bilden diese mehrere - mindestens jedoch zwei - Punktmengen fu¨r die anschließende Zer-
legung des Elements in tetraederfo¨rmige Integrationsbereiche auf Basis einer dreidimensionalen
DELAUNAY-Zerlegung. Dies ist exemplarisch in Abb. 4.16 fu¨r ein Modell mit kugelfo¨rmigen Ein-
schluss dargestellt. Die ebenen Dreiecksfla¨chen der erzeugten Tetraeder sind dabei nicht konsis-
tent mit dem doppelt gekru¨mmten Verlauf der Unstetigkeit im Elementgebiet. Diese Abweichung
kann durch den U¨bergang zu Tetraedern mit quadratischer Geometrieinterpolation und der Identi-
fikation zusa¨tzlicher Punkte der Level-Set-Funktionminimiert werden. Entsprechend dem in Abb.
4.17 skizzierten Vorgehen werden dabei die Mittelknoten der Tetraederkanten, welche die Uns-
tetigkeit enthalten, so modifiziert, dass deren Verlauf mit der Level-Set-Funktion u¨bereinstimmt.
Fu¨r die Identifikation der zusa¨tzlichen Punkte im Elementgebiet wird das gleiche Verfahren ver-
wendet, wie fu¨r die lokale Level-Set-Berechnung (vgl. Abschnitt 4.1.2). Die Einfluss einer kon-
sistenten Integration auf die Genauigkeit einer ho¨herwertigen XFEM kann anhand der in Abb.
4.18 dargestellten Konvergenzuntersuchung verdeutlicht werden. Hierbei wurde das Einschluss-
problem, welches zu Beginn des Kapitels vorgestellt wurde, dreidimensional modelliert. Neben
der Auswirkung des U¨bergangs von linearen (H8) zu quadratischen (H20) Hexaederelementen
wurde auch der Einfluss der konsistenten Aufteilung des Elementgebiets in gekru¨mmt berandete
Integrationsbereiche untersucht. Die Ergebnisse fu¨r die Verwendung von eben bzw. gekru¨mmt
berandeten Tetraedern sind mit dem Zusatz T4 bzw. T10 gekennzeichnet.
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Abbildung 4.17: Konsistente Aufteilung angereicherter Hexaederelemente in gekru¨mmt beran-
dete, tetraederfo¨rmige Integrationsbereiche durch die Modifikation der aus einer
























Abbildung 4.18: Konvergenzuntersuchung fu¨r die Integration angereicherter, trilinearer (H8)
und triquadratischer (H20) Hexaederelemente mittels eben (T4) und gekru¨mmt
(T10) berandeten Tetraederbereichen: (a) die normalisierte L2 Norm und (b) die
normalisierte Energienorm.
Es ist zu erkennen, dass die Beschreibung gekru¨mmter Unstetigkeiten im Elementgebiet auf
Basis triquadratischer Hexaederelemente (H20) eine konsistente Integration mittels gekru¨mmt
berandeter Tetraederbereiche (T10) erfordert. Die Inkonsistenz zwischen der gekru¨mmten Be-
schreibung der Unstetigkeit und den eben berandeten Tetraederbereichen (T4) fu¨hrt zu einem
erheblichen Abfall bei der erreichbaren Genauigkeit. Das erzielte Konvergenzverhalten der drei-
dimensionalen Umsetzung des Integrationsverfahrens ist in U¨bereinstimmung mit den zweidi-
mensionalen Ergebnissen in Abschnitt 4.2.1.
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4.2.3 Grenzfla¨chenintegration
Das Versagen einer Grenzfla¨che zwischen zwei Materialien wird im Rahmen der vorliegenden
Arbeit auf Basis eines Koha¨sivzonenmodells abgebildet. Es steuert die u¨bertragbare Spannung
zwischen zwei Materialphasen in Abha¨ngigkeit vom Verschiebungssprung an der Grenzfla¨che.
Wie in Kapitel 3 dargestellt, folgen aus der Beru¨cksichtigung einer starken Unstetigkeit im Ver-
schiebungsfeld auf Basis der XFEM zusa¨tzliche Randintegrale in der schwachen Form des Rand-
wertproblems (3.39). Fu¨r die Integration des Spannungsvektors u¨ber den Verlauf der Unstetigkeit
im Elementgebiet muss aus der impliziten Level-Set-Beschreibung der Unstetigkeit eine Quadra-
turregel abgeleitet werden.
In Anlehnung an die in Abschnitt 4.1.2 beschriebene lokale Berechnung der Level-Set-Funkti-
on erfolgt dies auf Basis der Bestimmung diskreter Stu¨tzpunkte der Level-Set-Funktion xˆΓ. Fu¨r
die Erfassung gekru¨mmter Unstetigkeitsverla¨ufe innerhalb ho¨herwertiger Elemente mu¨ssen ne-
ben den Schnittpunkten mit den Elementkanten zusa¨tzliche Punkte im Elementgebiet identifiziert
werden. Ausgehend von dem Mittelpunkt zwischen zwei Randschnittpunkten erfolgt dies durch
das in Abb. 4.7 dargestellte Verfahren. Die Gesamtmenge der Punkte innerhalb eines Elements,
die zu ein und derselben Unstetigkeit geho¨ren, erlaubt die explizite Beschreibung des Verlaufs







Im zweidimensionalen Fall ko¨nnen hierfu¨r eindimensionale, quadratische LAGRANGEsche Form-
funktionen verwendet werden. Fu¨r eine dreidimensionale Modellierung ist aufgrund der Vielfa¨l-
tigkeit des Unstetigkeitsverlaufs eine weitere Unterteilung der Diskontinuita¨t erforderlich. Wie
in Abb. 4.19 dargestellt, werden zuna¨chst mit Hilfe einer DELAUNAY-Zerlegung n
a
Dreiecks-
fla¨chen aus den Schnittpunkten mit den Elementkanten bestimmt. Durch die Modifikation der
Kantenmittelknoten entsprechend der zuvor bestimmten zusa¨tzlichen Punkte im Elementgebiet,
wird die Konsistenz zwischen dem Verlauf der Unstetigkeit und den Dreiecksfla¨chen gewa¨hrleis-
tet. Die Quadraturregel fu¨r das gesamte Randintegral ergibt sich aus der Summation der Quadra-






















Wobei ψj , wj die Quadraturpunkte und -gewichte einer Standardquadraturregel und J
a
i die JA-
COBI-Determinante fu¨r das Dreiecksgebiet sind.
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Abbildung 4.19: Bestimmung einer Quadraturregel zur Grenzfla¨chenintegration: (a) doppelt
gekru¨mmter Grenzfla¨chenverlauf, (b) konsistente Aufteilung der Grenzfla¨che





Fu¨r die Modellierung des effektiven mechanischen Verhaltens von Faser-Kunststoff-Verbunden
(FKV) ist es neben der Beschreibung der Kinematik und der Werkstoffstruktur entscheidend,
entsprechende konstitutive Beziehungen zu formulieren. Im Rahmen der vorliegenden Modellie-
rungsstrategie umfasst dies die Beschreibung des Materialverhaltens der einzelnen Verbundbe-
standteile sowie die Abbildung charakteristischer Scha¨digungspha¨nomene.
Das mechanische Verhalten der Glasfaser kann dabei durch das in Abschnitt 5.1 angegebene
isotrope, linear elastische Materialmodell abgebildet werden. Fu¨r die Modellierung des komple-
xen, inelastischen Verhaltens des Matrixwerkstoffes Polypropylen erfolgte die Formulierung ei-
nes nichtlinearen fraktional-viskoelastischenMaterialmodells. Die entsprechenden ein- undmehr-
achsigen Beziehungen sowie die linearisierten Evolutionsgleichungen sind in Abschnitt 5.2 zu-
sammengefasst.
Wie in Abschnitt 3.1.2 dargestellt, erlaubt die XFEM die Abbildung starker Unstetigkeiten.
In Kombination mit dem in Abschnitt 5.3 angegebenen Koha¨sivzonenmodell ist sie in der Lage,
diskretes Grenzfla¨chenversagen zwischen unterschiedlichen Materialbereichen abzubilden. Ent-
sprechend der experimentellen Beobachtungen zum Scha¨digungsverhalten von FKV tritt neben
der Grenzfla¨chenscha¨digung auch Versagen innerhalb der einzelnen Materialphasen auf. Beson-
ders eine Scha¨digung der polymeren Matrix fu¨hrt in der Regel zu einer signifikanten Reduktion
der Steifigkeit des Verbundes. Im Unterschied zum Versagen der Grenzschicht, wo der Risspfad
a priori durch die innere Struktur des Werkstoffs gegeben ist, sind die Lokalisierungszonen der
Matrix wesentlich von der Art der Belastung abha¨ngig. Fu¨r die effiziente Modellierung der Ma-
trixscha¨digung wird daher in Abschnitt 5.4 ein Kontinuumsscha¨digungsmodell formuliert.
5.1 Modellierung der Glasfaser
Die Modellierung der Glasfaser erfolgt im Rahmen der vorliegenden Arbeit auf Basis eines iso-
tropen, linear elastischen Materialmodells. Die elastischen Materialkennwerte, E-Modul EGF =
73 GPa und Querkontraktionszahl νGF = 0, 22 orientieren sich an den Ausfu¨hrungen von Schu¨r-
mann (2005).









mit dem Schubmodul G = E/(2(1 + ν)) und dem Kompressionsmodul K = E/(3(1 − 2ν)).
Neben der Definition der Spannungs-Verzerrungsbeziehung, wird fu¨r die Modellierung der line-
ar elastischen Glasfaser in einer inkrementellen, iterativen FE-Rechnung die Materialtangenten-
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steifigkeit beno¨tigt (vgl. Abschnitt 3.3). Sie ergibt sich aus der partiellen Ableitung des Span-














5.2 Modellierung polymerer Matrixwerkstoffe
Das Materialverhalten des Matrixwerkstoffes Polypropylen wurde von Ka¨stner (2009) anhand
von einachsigen Zug- und Relaxationsversuchen sowie Be- und Entlastungsversuchen mit und
ohne Zwischenrelaxation als viskoplastisch klassifiziert. Basierend auf den experimentellen Un-
tersuchungen wurde ein nichtlineares, viskoplastisches Materialmodell formuliert (Ka¨stner u. a.
(2012)). Die 19 Parameter des Gesamtmodells sind dabei zum Teil aufwendig iterativ aus experi-
mentellen Ergebnissen abzuleiten.
Die Modellierung im Rahmen der vorliegenden Arbeit verfolgt einen alternativen Ansatz. Er
basiert auf der Verwendung der fraktionalen Viskoelastizita¨t, deren Evolutionsgleichungen Ab-
leitungsoperatoren mit gebrochen rationaler Ordnung enthalten (Gorenflo (1997); Koeller (1984);
Mainardi und Gorenflo (2007); Smit und de Vries (1970)). Sie erlauben die Beschreibung komple-
xer Kriech- und Relaxationsprozesse u¨ber mehrere Dekaden mittels weniger Materialparameter
(Mu¨ller u. a. (2011); Mu¨ller u. a. (2013)).
Ein an die Pha¨nomenologie des Thermoplasts Polypropylen angepasstes Modell ist in Ab-
schnitt 5.2.1 dargestellt. Der Vergleich des Modells mit einachsigen experimentellen Untersu-
chungen in Abschnitt 5.2.2 zeigt eine gute U¨bereinstimmung fu¨r unterschiedliche Belastungs-
situationen. Entsprechend der Erfordernisse fu¨r eine Implementierung des Modells in eine in-
krementelle, iterative FE-Rechnung (vgl.: Kapitel 3) werden die konstitutiven Beziehungen in
Abschnitt 5.2.3 fu¨r den mehrachsigen Belastungszustand verallgemeinert und in Abschnitt 5.2.4
linearisiert. Entsprechend der Verwendung des Werkstoffs als Matrixmaterial in FKV beschra¨nkt
sich der Anwendungsbereich desModells auf den Bereich infinitesimaler Verzerrungen ε ≤ 0, 05.
5.2.1 Nichtlineare fraktionale Viskoelastizita¨t
Die Modellierung des nichtlinearen viskoelastischenMaterialverhaltens von Polypropylen basiert
auf einer additiven Zerlegung der Spannung
σ = σeq + σov (5.3)
in eine dehnratenunabha¨ngige Gleichgewichtsspannung σeq und eine dehnratenabha¨ngige U¨ber-




1 + β|ε|ε. (5.4)
Die Grundsteifigkeit c0 wird dabei mit steigendem Dehnungsniveau in Abha¨ngigkeit des Parame-
ters β herabgesetzt.
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Die Abbildung der dehnratenabha¨ngigen U¨berspannung erfolgt durch ein Modell der fraktio-
nalen Viskoelastizita¨t. In diesem Zusammenhang erfolgt die Definition des fraktionalen Elements
als zusa¨tzliches rheologisches Grundelement (vgl. Abb. 5.1). Dessen Spannung
σ = c1 τ
α Dαε, (5.5)
ist direkt proportional zur fraktionalen Ableitung der Dehnung. Das fraktionale Element ist defi-
niert anhand von drei Parametern der Steifigkeit c, der charakteristischen Relaxationszeit τ und
der fraktionalen Ableitungsordnung α = {R|0 ≤ α ≤ 1}.
Abbildung 5.1: Fraktionales Element als zusa¨tzliches rheologisches Grundelement.
Der fraktionale Ableitungsoperator Dα entspricht der Definition von RIEMANN-LIOUVILLE
(Oldham und Spanier (1974)) und ist im Anhang A na¨her beschrieben. Mit der Beziehung τ = η
c1
kann gezeigt werden, dass die rheologischen Grundelemente Feder und Da¨mpfer als Grenzfa¨lle



















D1εov = ηε˙ov Da¨mpfer. (5.7)
Die Reihenschaltung von linear elastischer Feder und fraktionalen Element liefert das frak-
tionale MAXWELL-Element, das fu¨r die Modellierung der dehnratenabha¨ngigen U¨berspannung
verwendet werden kann (vgl.: Abb. 5.2 (a), Koeller (1984)). Die in Abb. 5.2 (b) abgebildete Rela-
xationsfunktion erlaubt eine anschauliche Interpretation der Parameter. Aufgrund der Kinematik
ε = εe + εov und der konstanten Spannung innerhalb des fraktionalen MAXWELL-Elements ist






gegeben. Die LAPLACE-Transformation erlaubt fu¨r den Fall konstanter Materialparameter eine














Hierbei stelltEα(x) die MITTAG-LEFFLER-Funkion dar (Diethelm u. a. (2005); Friedrich (1991);












































Abbildung 5.2: Fraktionales viskoelastischesMaterialmodell: (a) Rheologisches Modell, (b) Nor-
mierte Relaxationsfunktion des fraktionalen MAXWELL-Elements
Die in (5.8) gegebene Evolutionsgleichung repra¨sentiert ein linear viskoelastisches U¨berspan-
nungsmodell (mit einer linearen Differentialgleichungsstruktur und konstanten Materialparame-
tern). Dieses ist in der Lage das Relaxationsverhalten typischerMatrixwerkstoffe, wie das Epoxid-
harz RTM6 oder dem Thermoplast Polypropylen, anhand von drei Parametern abzubilden (Mu¨ller
u. a. (2013)).
Zusa¨tzlich zu dem ausgepra¨gten Relaxationsverhalten zeigt der Werkstoff Polypropylen je-
doch ein ausgesprochen nichtlinear viskoelastisches Verhalten wa¨hrend der Belastung. Dessen
Modellierung erfordert eine Erweiterung des bereits beschrieben Materialmodells. Ein effekti-
ver Ansatz hierzu wurde in Ka¨stner u. a. (2012) vorgestellt. Er basiert auf der Definition einer
spannungsabha¨ngigen Viskosita¨tsfunktion die es ermo¨glicht die Viskosita¨t eines Standard MAX-
WELL-Elements zu variieren. Konkret sinkt die Viskosita¨t mit steigender U¨berspannung. Der An-
satz wurde fu¨r die Verwendung mit fraktionalen MAXWELL-Elementen modifiziert, so dass die
charakteristische Relaxationszeit in Abha¨ngigkeit der erreichten U¨berspannung degradiert wird







τ entspricht dabei der Bezugs-Relaxationszeit und s0 einem Normalisierungsparameter. Durch
Ersetzen der konstanten Relaxationszeit in (5.8) mit der Viskosita¨tsfunktion (5.10) entsteht eine






die nun eine nichtlineare fraktionale Differentialgleichung darstellt. Die nichtlineare Struktur ver-
hindert dabei die U¨berfu¨hrung in eine explizite Form durch die LAPLACE-Transformation. Fu¨r die
Lo¨sung von (5.11) wird daher ein iterativer Lo¨sungsalgorithmus, basierend auf einem Pra¨diktor-
Korrektur-Verfahren, angewendet (vgl.: Anhang B).
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= c1 ε (5.12)
u¨berfu¨hrt, mit dem fraktionalen Integraloperator Iα (vgl.: Anhang A). Das aus der Definiti-
on des fraktionalen Integraloperators resultierende Integral wird basierend auf einem ADAMS-













mit der Gammafunktion Γ, den Quadraturkoeffizienten ai,k+1 und ( )
.i mit i = 0...k + 1 den
konstitutiven Variablen zu diskreten Zeitpunkten (ε(t0) = ε
.0). Dies erlaubt die Isolierung der













Gleichung (5.14) stellt jedoch keine explizite Lo¨sung von (5.11) dar, da die aktuelle U¨berspan-
nung implizit in der charakteristischen Relaxationszeit τ˜ = τ˜(σov.k+1) enthalten ist. Die Lo¨sung
erfordert daher einen Pra¨diktorschritt, bei dem die U¨berspannung angena¨hert wird. Hierfu¨r wird
die fraktionale Integralgleichung (5.12) erneut diskretisiert, diesmal jedoch unter Verwendung













Da hierbei die Diskretisierung des Integrals ohne der gesuchten U¨berspannung σov.k+1 aus-
kommt, kann ein expliziter Ausdruck fu¨r den Pra¨diktorwert
pσ








angegeben werden. Eine Korrektur des ermittelten Na¨herungswerts pσ
ov.k+1 erfolgt durch das
Einsetzen in (5.10), respektive (5.14). Erneutes Einsetzen der gewonnenen Lo¨sung in die zuvor
genannten Evolutionsgleichungen fu¨hrt dabei zu einer iterativen Verbesserung des Ergebnisses.
Der Gesamtablauf zur U¨berspannungsberechnung la¨sst sich damit wie folgt zusammenfassen:
1. Pra¨diktorschritt: Berechnung der U¨berspannung σov.k+10 = pσ
ov.k+1 aus (5.16)
2. Korrekturschritte k = 1...N :
a) Berechnung der Relaxationszeit τ˜ = τ˜ (σov.k+1k−1 ) aus (5.10)
b) Berechnung der U¨berspannung σov.k+1k aus (5.16)
c) Pru¨fen der Konvergenz |σov.k+1k − σov.k+1k−1 | < Tol.
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5.2.2 Validierung des Materialmodells fu¨r Polypropylen
Das in Abschnitt 5.2.1 dargestellte Materialmodell nichtlinearer, fraktionaler Viskoelastizita¨t ist
in der Lage, das inelastische Verhalten des Matrixwerkstoffs Polypropylen abzubilden. Es basiert
dabei lediglich auf sechs Parametern - zwei fu¨r die Modellierung der Gleichgewichtslage und vier
fu¨r die viskose U¨berspannung.
Die Bestimmung der Parameter erfolgte im vorliegenden Fall ausschließlich auf Basis der
experimentellen Ergebnisse des Relaxationsversuches. Eine Fehlerquadratoptimierung erlaubte
dabei die Anpassung der Modellantwort an die experimentellen Ergebnisse. Der Vergleich der
Relaxationsfunktion des linear viskoelastischen Modells (vgl.: (5.9) und Abb. 5.2 (b)) mit der
Spannungs-Zeitkurve des Relaxationsversuchs liefert dabei die Startwerte fu¨r die Optimierung.
Die ermittelten Parameter auf Basis der von Ka¨stner (2009) vero¨ffentlichten experimentellen Er-
gebnisse sind in Tab. 5.1 zusammengefasst.
Tabelle 5.1: Materialparameter des nichtlinear viskoelastischen Modells fu¨r Polypropylen.
c0 β c1 τ α s0
605MPa 31, 5 966 MPa 1185, 5 s 0, 47 3, 1 MPa
Das Modellverhalten fu¨r monotone, einachsige Zugversuche sowie fu¨r einen Relaxationsver-
such ist in Abb. 5.3 mit den experimentellen Ergebnissen verglichen.
(a)


























































Abbildung 5.3: Modellverhalten (Linien) im Vergleich mit experimentellen Ergebnissen (Sym-
bole) fu¨r Polypropylen: (a) Spannungs-Dehnungskurven fu¨r monotone Zugver-
suche bei drei unterschiedlichen Dehnraten bis zu einem Dehnungsniveau von
ε ≤ 0, 05, (b) Spannung-Zeitkurve fu¨r einen Relaxationsversuch bei ε¯ = 0, 045
und einer Haltezeit von th = 48 h
Das Modell ist dabei in der Lage, sowohl das nichtlineare, dehnratenabha¨ngige Verhalten
wa¨hrend der Belastung, als auch das Relaxationsverhalten bei konstanter Dehnung abzubilden.
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5.2.3 Mehrachsige Verallgemeinerung
Die Nutzung des in Abschnitt 5.2.1 dargestellten Materialmodells innerhalb einer mehrdimensio-
nalen FE-Rechnung erfordert die mehrachsige Verallgemeinerung der konstitutivenBeziehungen.
Entsprechend der experimentellen Untersuchungen von Ka¨stner (2009) erfolgt dies auf Basis der
Annahme eines isotropen Materialverhaltens. Die Zerlegung der konstitutiven Variablen in ihren
deviatorischen und volumetrischen Anteil erlaubt die Definition unterschiedlicher Zug- und Tor-
sionseigenschaften, wobei zuna¨chst fu¨r beide Anteile ein inelastisches Verhalten angenommen
wird.
Ausgangspunkt fu¨r die mehrachsige Verallgemeinerung ist die Aufspaltung der symmetri-
schen, tensoriellen, konstitutiven Variablen in den deviatorischen und volumetrischen Anteil. Der
infinitesimale Verzerrungstensor ε




teilt sich auf in den Verzerrungsdeviator eij und die volumetrische Verzerrung
1
3
εmmδij . Die glei-
che Aufteilung wird auf den Spannungstensorσ und dessen Bestandteileσeq undσov angewendet





σ( )mmδij . (5.18)
Eine Mo¨glichkeit der mehrachsigen Verallgemeinerung der durch (5.4) gegebenen nichtlinear
elastischen Gleichgewichtslage ist in Ka¨stner (2009) angegeben. Fu¨r den deviatorischen, respek-
tive volumetrischen Anteil der Gleichgewichtsspannung gilt
seqij =
2Geq
1 + βG‖ekl‖eij , (5.19)
σeqmm =
3Keq
1 + βK |εnn|εmm, (5.20)
wobei Geq undKeq Schub- und Kompressionsmodul und ‖ekl‖ = √eklekl und |εnn| = √εmmεnn
die Normen des korrespondierenden Anteils des Verzerrungstensors darstellen.












definiert, mit den entsprechenden Moduln Gov und Kov und den charakteristischen Relaxations-
zeiten τ˜G und τ˜K . Wa¨hrend Letztere im Fall linearer Viskoelastizita¨t Konstanten darstellen, sind es





Die mehrachsige Verallgemeinerung der Viskosita¨tsfunktion (5.10) erfolgt unter Verwendung














, mit ( ) = G, K. (5.23)
Die Verwendung des vollsta¨ndigen U¨berspannungstensors fu¨hrt zu einem System gekoppelter
nichtlinearer, fraktionaler Differentialgleichungen ((5.21) und (5.22)).
Die zuvor getroffene Aufspaltung der konstitutiven Variablen in ihren deviatorischen und vo-
lumetrischen Anteil erlaubt die Definition unterschiedlicher Materialeigenschaften fu¨r Zug- und
Schubbelastung. Deren Ermittlung kann anhand von geeigneten Zug- und Torsionsversuchen er-
folgen. Da im vorliegenden Fall lediglich experimentelle Ergebnisse aus einachsigen Zugver-
suchen vorliegen, werden die Parameter der mehrachsigen konstitutiven Beziehungen aus den
einachsigen Materialparametern unter Annahme einer konstanten Querkontraktionszahl abgelei-
tet. Eine optische Auswertung von Zug- und Relaxationsversuchen mittels Grauwertkorrelation
(ARAMIS) besta¨tigt die Zula¨ssigkeit des Ansatzes fu¨r das Thermoplast Polypropylen. Die Quer-
kontraktionszahl wurde daraufhin auf ν = 0, 4 festgesetzt. Eine Korrespondenz zwischen den
Parametern des einachsigen und des mehrachsigen Modells ist in Tab. 5.2 zusammengefasst.
Tabelle 5.2: Zuordnung zwischen einachsigen und mehrachsigen Materialparametern unter der


































τ τG = τK = τ Relaxationszeit
α α Fraktionale Ablei-
tungsordnung
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5.2.4 Einbindung in eine iterative FE-Rechnung
Die Einbindung des nichtlinearen viskoelastischen Materialmodells in eine FE-Rechnung er-
folgt auf Basis des in Kapitel 3 dargestellten iterativen Lo¨sungsverfahrens. Wie in Abschnitt 3.3
angeben, ist es hierfu¨r notwendig aus den verallgemeinerten konstitutiven Beziehungen einen
Spannungsalgorithmus in Verbindung mit einer konsistenten Materialtangentensteifigkeit abzu-
leiten. Die zeitlich nichtlokalen Eigenschaften der fraktionalen Differential- und Integralope-
ratoren in den Evolutionsgleichungen des U¨berspannungsmodells machen es hierbei erforder-
lich, dass zu jedem Zeitpunkt der Spannungsberechnung die konstitutiven Variablen und die
Spannungs-Verzerrungszusta¨nde vorhergehender Zeitschritte abrufbar sind.
Im Folgenden markiert der obere Index ti, mit i = 1...k + 1, diskrete Werte der konstitutiven
Variablen, korrespondierend zu den Zeitinkrementen der inkrementellen FE-Rechnung. Der Index
i = k+1markiert dabei den aktuellen Zeitschritt mit dem aus dem iterativen Lo¨sungsalgorithmus
bekannten Verzerrungszustand tk+1εij . Alle weiteren Gro¨ßen mit i = 0...k werden als bekannt an-
gesehen. Entsprechend der im vorhergehenden Abschnitt eingefu¨hrten Aufteilung der konstituti-
ven Variablen erfolgt die Abspaltung des deviatorischen Anteils des aktuellen Verzerrungstensors
tk+1eij =
tk+1 εij − 1
3
tk+1εmm, (5.24)
mit tk+1εmm dem volumetrischen Anteil.
Der zu ermittelnde Spannungszustand tk+1σ =tk+1 σeq +tk+1 σov setzt sich aus der Gleich-
gewichtsspannung σeq und der U¨berspannung σov zusammen. Fu¨r beide Spannungen wird der












































gegeben ist. Fu¨r die u¨berspannungsabha¨ngige charakteristische Relaxationszeit gilt








, mit ( ) = G, K, (5.31)
wodurch die Gleichungen (5.28) bis (5.31) ein nichtlineares, fraktionales Differentialgleichungs-
system darstellen. Die Lo¨sung erfolgt unter Verwendung desselben iterativen Lo¨sungsalgorithmus
wie bei den einachsigen Evolutionsgleichungen in Abschnitt 5.2.1. Die Differentialgleichungen



















= 3Kov tk+1εmm. (5.33)
Die Verwendung eines ADAMS-MOULTON-Verfahrens (implizites Mehrschrittverfahren) erlaubt











































































u¨berfu¨hren. Da der gesuchte U¨berspannungstensor implizit durch die charakteristischen Relaxa-
tionszeiten tk+1 τ˜G und
tk+1 τ˜K enthalten ist, muss fu¨r die iterative Lo¨sung der Gleichungen ein
erster Na¨herungswert fu¨r die U¨berspannung ermittelt werden. Hierfu¨r wird ein Pra¨diktorverfahr-
en eingesetzt, welches die fraktionalen Integralgleichungen (5.32) und (5.33) basierend auf einem


































5.2 Modellierung polymerer Matrixwerkstoffe
wobei bi,k+1 den Quadraturkoeffizienten (vgl.: Anhang B). Die Diskretisierung erlaubt eine Isola-
tion der gesuchten U¨berspannungsanteile und damit eine U¨berfu¨hrung der Evolutionsgleichungen






































Die Anwendung des in Abschnitt 5.2.1 dargestellten Iterationsschemas fu¨hrt zu einer sukzessiven
Verbesserung der Lo¨sung.
Wie zu Beginn des Abschnitts erwa¨hnt, verlangt der iterative Lo¨sungsalgorithmus der FE-
Rechnung neben dem Spannungsalgorithmus eine konsistenteMaterialtangentensteifigkeit. Diese
























dessen Bestandteile aus den partiellen Ableitungen des zuvor ermittelten Spannungsalgorithmus
























































Die nichtlineare Struktur der Evolutionsgleichungen der U¨berspannung (5.34) und (5.35) fu¨hrt zu
einem linearen Gleichungssystem












fu¨r den Tangentenmodul Cov. Fu¨r die auftretenden Tensoren und Faktoren gelten neben den De-









































In Anbetracht eines komplexen FE-Modells kann die Berechnung des konsistenten Tangen-
tenmoduls des U¨berspannungsmodells sehr rechenintensiv sein. Eine fu¨r u¨bliche inkrementelle
Rechnungen ausreichende Na¨herung stellt der Tangentenmodul des a¨quivalenten linear visko-
elastischen Modells








Die Modellierung der Grenzfla¨chenscha¨digung basiert in der vorliegenden Arbeit auf einem Ko-
ha¨sivzonenansatz. Die Versagenstheorie wurde erstmals von Dugdale (1960) und Barenblatt (1962)
vorgestellt. Sie unterscheidet sich dabei grundlegend von dem durch Griffith (1921) eingefu¨hrten
Modells eines spro¨den Versagens. Im Rahmen der Koha¨sivzonentheorie kommt es zu einer kon-
tinuierlichen Degradation der Grenzfla¨chensteifigkeit. Der Abbau erfolgt innerhalb einer erwei-
terten Prozesszone und wird durch die Separation der beiden Rissufer gesteuert (vgl. Abb. 2.1
(b)). Die Kopplung zwischen dem Verschiebungssprung und dem u¨bertragbaren Spannungsvek-
tor ist durch ein Koha¨sivzonenmodell definiert. Hierbei werden grundsa¨tzlich anfangs-steife und
anfangs-nachgiebige Modelle unterschieden. Die Auswahl eines geeigneten Modells richtet sich
dabei nach dem jeweiligen Anwendungsfall. Das effektive mechanische Verhalten heterogener
Ko¨rper wird bei anfangs-nachgiebigen Modellen bereits vor Eintreten einer Grenzfla¨chenscha¨di-
gung durch das Koha¨sivzonenmodell signifikant beeinflusst. Bei der Verwendung einer anfangs-
steifen Formulierung wird das vorkritische Verhalten demgegenu¨ber ausschließlich durch die Ma-
terialmodelle der einzelnen Materialphasen bestimmt. Eine Gegenu¨berstellung ausgewa¨hlter Mo-
delle erfolgt in Abschnitt 5.3.3. Zuvor werden in Abschnitt 5.3.1 die kinematischen Grundgro¨ßen
der Grenzfla¨chenscha¨digung und in Abschnitt 5.3.2 ein Initialisierungskriterium definiert.
5.3.1 Kinematik koha¨siver Grenzfla¨chenscha¨digung
Fu¨r die Modellierung eines Verschiebungssprunges an der Grenzfla¨che zwischen zwei Materia-
lien wurde in Abschnitt 2.1 ein erweitertes Verschiebungsfeld definiert, das in Abschnitt 3.2 mit
Hilfe der XFEM diskretisiert wurde. Innerhalb des diskretisierten Verschiebungsansatzes eines
X-Elements wird der Verschiebungssprung an der Grenzfla¨che ∂Bc durch die zusa¨tzlichen Kno-
tenfreiwerte bˆi definiert. Zusammen mit den Elementformfunktionen Ni der n
K Knoten eines





Ausgehend von dem Normalenvektor der Grenzfla¨che n la¨sst sich der Verschiebungssprung ent-
sprechend Abb. 5.4 (a) in einen skalarwertigen Normalenanteil JuKn und den vektoriellen Tan-
gentialanteil JuKt zerlegen
JuKc = JuKn n+ JuKt. (5.57)




c · [1− n⊗ n], (5.59)
mit 1 dem zweistufigen Einheitstensor. Auf eine weitere Zerlegung des Tangentialanteils kann un-












Abbildung 5.4: (a) Aufteilung der Separation JuKcl und des Spannungsvektors t
c
l in ihren Nor-
mal- und Tangentialanteil. (b) Einfluss des Grenzfla¨chenfestigkeitsparameters λ
auf das Initialisierungskriterium (5.61).
Fu¨r die Steuerung der Degradation unter einer Zug-Schub-Mischbelastung erfolgt entspre-




〈JuKn〉2 + λ2|JuKt|2 (5.60)
mit 〈x〉 = 1
2
(x + |x|) den MACAULAY-Klammern und λ einem Wichtungsparameter zwischen




Koeffizienten der Grenzfla¨chenfestigkeit in Tangential- und Normalenrichtung (vgl. Ortiz und
Pandolfi (1999)).
5.3.2 Scha¨digunginitialisierung
Fu¨r die Anwendung anfangs-steifer Koha¨sivzonenmodelle fu¨r die Modellierung der Grenzfla¨-
chenscha¨digung ist die Formulierung eines Initialisierungskriteriums notwendig. Bei Erreichen
dieses Kriteriums werden die zusa¨tzlichen Knotenfreiwerte zur Abbildung des Verschiebungs-
sprunges aktiviert und die u¨bertragbare Spannung an der Grenzfla¨che durch das Koha¨sivzonen-
modell gesteuert. Im Rahmen der vorliegenden Arbeit erfolgt die Initialisierung des Versagens
auf Basis eines effektiven Spannungskriteriums nach Brewer und Lagace (1988)√
〈tn〉2 + λ−2|tt|2 = σmaxn . (5.61)
Die kritische Spannung σmaxn entspricht dabei der Grenzfla¨chenfestigkeit in Normalenrichtung.
Der Einfluss des Parameters λ auf das Initialisierungskriterium ist in Abb. 5.4 (b) dargestellt.
Die MACAULAY-Klammern sichern die Insensitivita¨t der Scha¨digung gegenu¨ber einer Druckbe-
lastung der Grenzfla¨che. Die Normal- und Tangentialspannung an der Grenzfla¨che ergeben sich




tn = t ·n, (5.62)
tt = t · [1− n⊗ n]. (5.63)
Die Berechnung des Spannungsvektors auf der Unstetigkeit erfolgt dabei mittels des Normalen-
vektors n aus dem Spannungstensor σ. Da dieser im Allgemeinen lediglich in den Quadratur-
punkten bekannt ist, erfolgt entsprechend dem Vorgehen von Wells und Sluys (2001) die Berech-




ψ(x− ξ) σ(ξ) dξ∫
Ωcz
ψ(x− ξ) dξ . (5.64)
Im Rahmen der vorliegenden Arbeit wird fu¨r das Mittelungsgebiet Ωcz ein kugelfo¨rmiger Be-
reich um den Grenzfla¨chenpunkt x definiert. Sein Radius entspricht der charakteristischen La¨nge
der Wichtungsfunktion ψ(x) (5.100) und korreliert im Rahmen der vorliegenden Modellierung
mit der mittleren Elementkantenla¨nge des zugrundeliegenden FE-Netzes. Die nichtlokale Span-
nung wird dabei lediglich fu¨r die Initialisierung des Versagens verwendet und fu¨hrt nicht zu einer
nichtlokalen Scha¨digungsformulierung. Die numerische Umsetzung der nichtlokalen Spannung
erfolgt auf Basis der Quadraturpunkte ξi in Ω










Ausgehend von den thermodynamischen Prinzipien der Materialmodellformulierung in Lubli-






abzuleiten. Mit den von Ortiz und Pandolfi (1999) formulierten Annahmen soll die freie Energie
Φc = Φc(JuKeff, q) (5.67)
lediglich eine Funktion von der effektiven Separation JuKeff (5.60) und einem Satz innerer Varia-









fu¨r JuKn ≥ 0 (5.68)







einer effektiven, skalarwertigen Grenzfla¨chenspannung.
Die im Folgenden vorgestellten Koha¨sivzonenmodelle sind ausschließlich von der effektiven
Separation JuKeff abha¨ngig. Zur Sicherung der Irreversibilita¨t der Grenzfla¨chenscha¨digung erfolgt
die Definition der Belastungsfunktion
f(JuKeff, ω) = JuKeff − ω, (5.70)







Die Funktion f dient der Identifikation von Be- und Entlastungszusta¨nden. Die Irreversibilita¨t der
Scha¨digung wird dabei durch Be- und Entlastungsbedingungen der Kuhn-Tucker-Form
f ≤ 0, ω˙ ≥ 0, ω˙f = 0 (5.72)
sichergestellt. Die Entlastung der Grenzfla¨che f < 0 erfolgt elastisch unter Verwendung der






wobei sich teff(ω) aus dem gewa¨hlten Koha¨sivzonenmodell ableitet.
Ein ha¨ufig verwendeter Ansatz ist das von Ortiz und Pandolfi (1999) angegebene anfangs-










Hierbei ist e die EULERsche Zahl und JuKmax die effektive Separation bei Erreichen des Span-
nungsmaximums. Das Modell ist dabei aufgrund seiner geschlossenen Beschreibung auf Basis
einer einzigen Funktion besonders einfach zu implementieren. Die entsprechende Evolution der
Normal- und Tangentialspannung in Abha¨ngigkeit der Separarationskomponenten ist in Abb. 5.5
(a) dargestellt. Als zweites Modell soll ein anfangs-steifer Ansatz mit linearer Degradation unter-





JuKmax wenn ω < JuK
max
0 wenn ω ≥ JuKmax (5.75)
beginnt bei der maximal ertragbaren Grenzfla¨chennormalspannung σmaxn . Die charakteristische
Separation JuKmax definiert dabei den Punkt bei dem die effektive Grenzfla¨chenspannung ver-
schwindet. Die Initialisierung des Scha¨digungsprozesses erfolgt dabei bei Erreichen des in Ab-
schnitt 5.3.2 formulierten Kriteriums. Die Evolution der Normal- und Tangentialspannung in



































Abbildung 5.5: Evolution der Normal- und Tangentialspannung in Abha¨ngigkeit der Normal- und
Tangentialseparation fu¨r: (a) ein anfangs-nachgiebiges und (b) ein anfangs-steifes
Koha¨sivzonenmodell mit linearer Degradation.
Neben der Definition des an einer Grenzfla¨che u¨bertragbaren Spannungsvektors tc, ist fu¨r die
Implementierung des Modells in einen inkrementelles, iteratives FE-Lo¨sungsverfahren die Ablei-








⊗ (JuKnn+ λ2JuKt)+Keff (n⊗ n+ λ2(1− n⊗ n)) . (5.76)
Das Verhalten beider Ansa¨tze und deren Einfluss auf das effektive Verhalten eines hetero-
genen Ko¨rpers soll im Folgenden anhand eines Einschlussproblems demonstriert werden. Das
hierfu¨r untersuchte Modell ist in Abb. 5.6 (a) dargestellt. Es besteht aus einem Wu¨rfelfo¨rmigen
Grundko¨rper mit einer Kantenla¨nge von 1mm und einem zylindrischen Einschluss mit einem Ra-
dius von 0, 25mm. Das FE-Modell besteht aus 25×25×4 = 2500 20-Knoten-Hexaederelementen.
Fu¨r die Beschreibung des mechanischen Verhaltens des umliegenden Materials wird das in Ab-
schnitt 5.2 angegebene nichtlineare, fraktionale Viskoelastizita¨tsmodell in Kombination mit den
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fu¨r Polypropylen identifizierten Parametern angewendet. Der zylindrische Einschluss wird hin-
gegen isotrop linearelastisch modelliert. Die Materialkennwerte E = 73 GPa, ν = 0, 22 ori-
entieren sich an den Materialeigenschaften von Glasfasern. Fu¨r die Grenzfla¨chenfestigkeit gilt
σmaxn = 20 MPa und fu¨r deren Verha¨ltnis zur Festigkeit in Tangentialrichtung λ = 2. Die Gro¨ße
der charakteristischen Separation richtet sich nach dem verwendeten Koha¨sivzonenmodell. Fu¨r
den anfangs-nachgiebigen Ansatz in (5.74) gilt JuKmax = 0, 005mm, wohingegen fu¨r das anfangs-
steife Modell in (5.75) JuKmax = 0, 01mm gilt. Das Gesamtmodell wird monoton, verschiebungs-
gesteuert mit der effektiven Dehnung ε¯ in x1 Richtung belastet. Hierfu¨r werden die in Abschnitt
1.3.2 erla¨uterten periodischen Randbedingungen angewendet. Fu¨r die Evaluierung der Model-
lantwort sind in Abb. 5.6 (b) die effektiven Spannungs-Verzerrungskurven unter Anwendung der
beiden Koha¨sivzonenmodelle der eines ungescha¨digten Ko¨rpers gegenu¨bergestellt. Es ist zu er-



















Abbildung 5.6: Evaluierung unterschiedlicher Koha¨sivzonenmodelle anhand eines Einschluss-
problems: (a) Modellaufbau und (b) Vergleich effektiver Spannungs-Verzerrungs-
kurven.
kennen, dass das anfangs-nachgiebige Modell bereits ab Beginn der Belastung einen Einfluss auf
die Steifigkeit des Gesamtmodells hat. Das anfangs-steife Modell wird erst bei Erreichen der kri-
tischen Grenzfla¨chenspannung aktiviert. Die anschließende Degradation fu¨hrt zu einer Abnahme
der Steifigkeit des Gesamtmodells.
5.4 Matrixscha¨digung
Die Beschreibung der Matrixscha¨digung soll im Rahmen der vorliegenden Arbeit auf Basis eines
Kontinuumsscha¨digungsmodells erfolgen, da die Lage der Lokalisierungszonen im Gegensatz
zum Grenzfla¨chenriss wesentlich von der Verbundstruktur und dem Belastungszustand abha¨ngen.
Die Abbildung von Scha¨digungspha¨nomenen auf Basis von Kontinuumsscha¨digungsmodellen
basiert auf dem Ansatz effektiver Spannungen. Eingefu¨hrt von Kachanov (1958) fu¨r die Model-
lierung von Kriechversagen, wurde der Ansatz seither auf eine Vielzahl von Problemstellungen
angewendet, u. a. Materialermu¨dung (Lemaitre (1971)), Kriechen (Rabotnov (1963)), plastische
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Scha¨digung (Lemaitre (1985)) und Scha¨digung spro¨der und quasispro¨der Materialien (Krajcino-
vic und Fonseka (1981); Fonseka und Krajcinovic (1981)).
Grundlage des Konzepts effektiver Spannungen ist die Annahme, dass die Degradation der
Materialsteifigkeit die Folge von sich bildenden, wachsenden und sich vereinigendenMikrorissen
und Poren ist (Simo (1987)). Die Abbildung im Rahmen der Kontinuumsmechanik la¨sst sich
anhand eines Volumenelements eines gescha¨digten Ko¨rpers darstellen. Das Volumenelement ist
dabei groß genug um eine Vielzahl von Defekten zu enthalten, jedoch klein genug um im Rahmen





Abbildung 5.7: Gescha¨digter Ko¨rper und entsprechendes Volumenelement mit Defekten.
mit dem Normalenvektor n gilt damit, dass die urspru¨ngliche Fla¨che A0 durch die Fla¨che der
Defekte AD verringert wird, wodurch die effektive Oberfla¨che A˜ entsteht. Fu¨r die Raumrichtung





angeben (Lemaitre (1984)), wobei Dn = 0 den ungescha¨digten Ausgangszustand und Dn =
Dmax ≤ 1 den kritischen Versagenszustand darstellt. Fu¨r den Fall, dass die Verteilung der Defekte
eine Abha¨ngigkeit von dem Normalenvektor n aufweist, fu¨hrt dieser Ansatz zu einer tensoriellen
Gro¨ße (Chow und Wang (1987)). Im Vergleich dazu genu¨gt bei einer gleichma¨ßigen Verteilung
der Defekte die Definition einer skalarwertigen Scha¨digungsvariableD, was zu dem im folgenden
Abschnitt angegebenen isotropen Scha¨digungsansatz fu¨hrt.
Die Verringerung der Oberfla¨che in Folge einer Scha¨digung hat direkte Auswirkung auf die
Spannungskonzentration in dem entsprechenden Querschnitt. Fu¨r den effektiven Spannungsvek-







mit dem Nennspannungsvektor t.
5.4.1 Isotroper Kontinuumsscha¨digungsansatz
Grundlage eines isotropen Kontinuumsscha¨digungsmodells bildet die Annahme einer gleichma¨-
ßigen Verteilung der Defekte und einer Unabha¨ngigkeit der Scha¨digungsvariableD von der Ori-
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entierung der betrachteten Oberfla¨che. Entsprechend folgt aus (5.78) fu¨r den effektiven Span-
nungstensor σ˜ bezogen auf den Nennspannungstensor σ
σ˜ =
σ
1−D bzw. σ = (1−D)σ˜. (5.79)
Anschaulich bedeutet dies, dass die effektiven im Material auftretenden Spannungen gro¨ßer sind
als die nach außen u¨bertragenen Spannungen. Entsprechend der von Lemaitre (1984) eingefu¨hrten
Hypothese der Verzerrungsa¨quivalenz gilt weiterhin, dass die Verzerrungen des gescha¨digten Ma-
terials aus den gleichen konstitutiven Beziehungen berechnet werden wie die des ungescha¨digten
Materials mit Ausnahme, dass die Nennspannungen durch die effektiven Spannungen ersetzt wer-
den. Im Falle linearelastischen Materialverhaltens fu¨hrt dies zu







σ = (1−D)C : ε. (5.81)
Als interne Variable hat die Scha¨digungsvariable D direkten Einfluss auf die spezifische freie
Energie f = f(ε,D). Entsprechend der u¨blichen Definitionen im Rahmen der Kontinuumsscha¨-
digungsmechanik ist sie gegeben durch
f(ε, D) = (1−D)f0(ε), (5.82)
wobei f0(ε) die spezifische freie Energie des ungescha¨digten Materials darstellt. Fu¨r die thermo-










Y wird dabei in Analogie zur Bruchmechanik als Energiefreisetzungsrate infolge Scha¨digung
G = −Y bezeichnet. Die Auswertung der CLAUSIUS-DUHEM-Ungleichung fu¨hrt zu der not-
wendigen Bedingung
D˙ ≥ 0 (5.86)
fu¨r die thermodynamische Zula¨ssigkeit des Ansatzes (Lemaitre (1984)).
Da die Verteilung der Defekte im Allgemeinen unbekannt ist, muss die Scha¨digungsvariable
D durch entsprechende konstitutive Beziehungen bestimmt werden. Hierfu¨r wird zuna¨chst eine
Belastungsfunktion eingefu¨hrt, die das Gebiet scha¨digungsfreier Deformation von dem Gebiet
mit Scha¨digung abgrenzt. Entsprechend dem Vorgehen in Abschnitt 5.3 fu¨r die Grenzfla¨chen-
scha¨digung erfolgt die Definition einer skalaren Belastungsfunktion
g(ε, κ) = εv(ε)− κ, (5.87)
86
5.4 Matrixscha¨digung








Der Grenzwert fu¨r das erstmalige Einsetzen der Scha¨digung ist dabei ε0. Ein Wachstum der
Scha¨digung liegt bei g = 0 vor. Die Irreversibilita¨t der Scha¨digung wird durch eine zusa¨tzliche
Be- und Entlastungsbedingung in der Kuhn-Tucker-Form
g ≤ 0, κ˙ ≥ 0, κ˙g = 0 (5.89)
sichergestellt.
Zur vollsta¨ndigen Definition des Scha¨digungsmodells verbleibt die Verbindung der scha¨di-
gungsantreibenden Geschichtsvariablen κ mit der Scha¨digungsvariablen D. Hierfu¨r erfolgt die
Definition eines Entfestigungsgesetzes. Da beide Gro¨ßen monoton wachsend sind, ist es zula¨ssig
hierfu¨r einen expliziten Ansatz zu wa¨hlen (Brekelmans u. a. (1992)). Im Folgenden wird hierfu¨r











Das Anwachsen der Scha¨digungsvariablen ist dabei durch den Maximalwert Dmax limitiert. Der
Einfluss der charakteristischen Verzerrungen ε0 und εf auf den Spannungs-Dehnungsverlauf im
Falle einer monotonen, einachsigen Zugbelastung und linearelastischen Materialverhaltens ist in
Abb. 5.8 (a) dargestellt (εv = ε). Die kritische Verzerrung ε0 = σf/E entspricht dabei dem
Quotient aus Zugfestigkeit σf und E-Modul E.
Abbildung 5.8: Einachsige Zugbelastung mit linearelastischemMaterialverhalten und exponenti-
eller Degradation der Steifigkeit infolge verzerrungsgesteuerter Scha¨digung: (a)
Spannungs-Dehnungsverlauf und Einfluss der charakteristischen Parameter, (b)




Fu¨r die Definition eines a¨quivalenten Verzerrungsmaßes εv existieren in der Literatur eine Viel-
zahl von Ansa¨tzen. Grundsa¨tzlich unterscheidet man hierbei assoziierte Modelle, bei denen das
Verzerrungsmaß eine Funktion der Energiefreisetzungsrate Y ist (u. a. Bazˇant und Pijaudier-
Cabot (1988); Simo (1987)) und nicht-assoziierte Modelle, in denen die a¨quivalente Verzerrung
eine reine Funktion des Verzerrungstensors darstellt (u. a. Mazars (1981)). Wa¨hrend erstgenannte
Modelle einen symmetrischen scha¨digungsfreien Bereich im Verzerrungsraum generieren, erlau-
ben letztgenannteModelle eine an den Deformationsmode (Zug, Druck oder Scherung) angepass-
te Scha¨digungsformulierung (u. a. Brekelmans u. a. (1992); de Vree u. a. (1995); Mazars (1986)).
Eine grundlegende Form der a¨quivalenten Verzerrung la¨sst sich in der von Jira´sek und Patza´k
(2002) verwendeten Notation angeben
εv =
√
ε : M : ε. (5.91)
Der MetriktensorM dient hierbei der Transformation des Verzerrungstensors in eine skalare Ver-




εT M ε. (5.92)
Eine alternative a¨quivalente Verzerrung wurde von de Vree u. a. (1995) vorgestellt




1 + k2J2 mit k1 =
γ − 1




Sie basiert auf der ersten I1 und zweiten J2 Invariante des Verzerrungstensors. Mit γ dem
Verha¨ltnis von Zug- und Druckfestigkeit erlaubt der Ansatz die Abbildung unterschiedlicher
Scha¨digungseigenschaften bei Zug- und Druckbeanspruchung, wie es charakteristisch fu¨r spro¨de
und quasispro¨de Materialien ist. Im Verlauf der Arbeit wird der Ansatz fu¨r die Modellierung der
Scha¨digung von Polypropylen eingesetzt.
Wie bereits zu Beginn des Abschnitts dargestellt, entsprechen in der Theorie der Kontinu-
umsscha¨digungsmechanik die nominalen Spannungen σ nicht den effektiven Spannungen σ˜,
welche durch die konstitutiven Beziehungen des ungescha¨digten Materials gegeben sind (vgl.
Abschnitt 5.2). Daher ist es erforderlich, die in Abschnitt 5.2.4 ermittelte konsistente Tangenten-









wobei der erste Summand die Sekantensteifigkeit darstellt (vgl. Abb. 5.8 (a)). Der zweite Term
kann mit dem Entfestigungsgesetz (5.90), der Geschichtsvariable (5.88) und der Definition der
















0 fu¨r εv < κ,




Sie ist damit ein Indikator fu¨r Be- und Entlastung.
Die Evaluierung des Kontinuumsscha¨digungsmodells erfolgt im Folgenden anhand eines nu-
merischen Beispiels. Das in Abb. 5.9 (a) dargestellte Viertelmodell einer Lochscheibe unter ein-
achsiger Zugbeanspruchung erlaubt die Untersuchung eines inhomogenen Verzerrungszustands.
Das Materialverhalten wird dabei als isotrop linearelastisch angenommen. Die Materialparameter
E = 1500 MPa, ν = 0, 4 orientieren sich an der Anfangstangentensteifigkeit von Polypropylen
(vgl. Abschnitt 5.2). Die Probe wird monoton, verschiebungsgesteuert bis zu einer Maximal-
verschiebung von u¯ = 0, 1 mm belastet. Fu¨r die charakteristischen Verzerrungen des Entfesti-
gungsgesetzes (5.90) gelten ε0 = 0, 02 und εf = 0, 2. Die a¨quivalente Verzerrung berechnet sich
mit M = 1 der Einheitsmatrix aus (5.92). Die effektiven Kraft-Wegverla¨ufe unterschiedlicher
Diskretisierungen sind in Abb. 5.9 (b) gegenu¨bergestellt. Es ist zu erkennen, dass der Diskre-
tisierungsgrad einen erheblichen Einfluss auf den Kraft-Verschiebungsverlauf hat. Speziell fu¨r
feine Vernetzungen kommt es zu einem instabilen Anwachsen der Scha¨digung und damit zu ei-
nem sprunghaften Versagen der Struktur. Der Vergleich der Scha¨digungsverteilung in Abb. 5.9
(c) zeigt, dass sich bei allen Diskretisierungen ein Scha¨digungsband ausbildet, dessen Breite mit
der Elementkantenla¨nge korreliert. Es ist keine Konvergenz der Lo¨sung erkennbar.
Der entscheidende Mangel der zuvor vorgestellten Scha¨digungformulierung ist der zugrunde-
liegende Kontinuumsansatz eines einfachen nicht-polaren Materials (Bazˇant und Jira´sek (2002);
Noll (1972)), wonach die Spannungen an einem beliebigen Punkt nur von der aktuellen Defor-
mation und der Temperatur sowie deren vorherigem zeitlichen Verla¨ufen an demselben Punkt
abha¨ngen. Dieser Ansatz setzt voraus, dass das konstitutive Verhalten eines Materials auf ei-
ner beliebig kleinen La¨ngenskala betrachtet werden kann und die Interaktion der Materialpunkte
vollsta¨ndig u¨ber die Bilanzgleichungen definiert ist (vgl. Abschnitt 2.2 und 2.3). Fu¨r ein verzer-
rungsbasiertes Kontinuumsscha¨digungsmodell fu¨hrt dies zu einer Lokalisierung der Scha¨digung.
Fu¨r den Grenzfall einer unendlich feinen Vernetzung verschwindet die Scha¨digungszone und da-
mit die dissipierte Energie, was letztendlich zu einem unphysikalischen Verhalten der FE-Lo¨sung
fu¨hrt (Bazˇant (1976)). Eine detaillierte mathematische Diskussion des Lokalisierungsproblems
und des damit verbundenen Verlusts der Stabilita¨t bzw. Eindeutigkeit der Lo¨sung wurde von Kuhl
(2000) vero¨ffentlicht. Es konnte gezeigt werden, dass die Lokalisierung der Scha¨digung zu einer
A¨nderung des zugrunde liegenden Feldgleichungstyps von elliptisch zu hyperbolisch fu¨hrt. Ent-
sprechend sind die eingangs formulierten Anfangs- und Randbedingungen unzureichend und das
Problem wird schlecht gestellt (Sluys (1992)).
Entsprechend der allgemeinen Materialmodellformulierung in Abschnitt 2.3 kann dieser Man-
gel durch die Definition einer charakteristischen La¨ngenskala innerhalb der konstitutiven Glei-
chungen beseitigt werden. Sie dient der Limitierung der Lokalisierungszone (Bazˇant und Jira´sek
(2002)). Im Zusammenhang mit der Scha¨digungsmodellierung entspricht diese Abmessung zum
Beispiel der Gro¨ße der Prozesszone. Eine solche nichtlokale Formulierung beinhaltet in der Regel
Integrale bzw. Gradienten der inneren Variablen. Einen umfassenden U¨berblick u¨ber die Hinter-
gru¨nde nichtlokaler Materialmodellierung wurde von Bazˇant und Jira´sek (2002) vero¨ffentlicht.
Im folgenden Abschnitt wird ein integralbasierter Ansatz dargestellt, der es erlaubt, die Netz-
abha¨ngigkeit der Kontinuumsscha¨digungsformulierung zu eliminieren und eine Konvergenz des












Abbildung 5.9: Evaluierung des Kontinuumsscha¨digungsmodells anhand einer Lochscheibe
(Viertelmodell): (a) Testanordnung, (b) Kraft-Verschiebungsverla¨ufe und (c)
Scha¨digungsverteilung bei Maximalbelastung in Abha¨ngigkeit der mittleren Ele-
mentkantenla¨nge h.
5.4.2 Nichtlokale Formulierung
Wie im vorangegangen Abschnitt dargestellt, fu¨hren lokal formulierte verzerrungsgesteuerte Kon-
tinuumsscha¨digungsformulierungen zu einer erheblichen Netzabha¨ngigkeit der Lo¨sung. Eine Kon-
vergenz zu einem physikalisch sinnvollen Ergebnis ist nicht gewa¨hrleistet. Abhilfe schafft die
Definition einer charakteristischen La¨nge innerhalb der konstitutiven Gleichungen. Im Rahmen
der vorliegenden Arbeit soll dies auf Basis einer integralbasierten nichtlokalen Formulierung er-
folgen (Pijaudier-Cabot und Bazˇant (1987)). Hierbei werden lokale innere Variablen durch deren
entsprechende ra¨umlich gemittelte und gewichtete nichtlokale Pendants ersetzt. Fu¨r die nichtlo-




ψ(x− ξ) y(ξ) dξ∫
Ω
ψ(x− ξ) dξ , (5.97)
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wobei ψ(x) die Wichtungsfunktion darstellt. Die einfachste Definition fu¨r solch eine Wichtungs-
funktion stellt die Sprungfunktion dar. Entsprechend wa¨re ψ = 1 innerhalb eines zu definierenden
Mittelungsgebiets und ψ = 0 außerhalb. Eine wesentlich bessere Wahl, speziell im Hinblick auf
die Konvergenz der Lo¨sung bei Netzverfeinerung, stellen kontinuierlich verlaufende Funktionen
dar. Bazˇant und Pijaudier-Cabot (1988) verwendeten hierfu¨r eine Exponentialfunktion entspre-



















ergibt sich fu¨r das Integral von ψ(x) u¨ber ein unendliches Gebiet die La¨nge r bzw. die Fla¨che
eines Kreises oder das Volumen einer Kugel mit dem Durchmesser r. Die Form der Wichtungs-
funktion ist in Abb. 5.10 (b) beispielhaft fu¨r den zweidimensionalen Fall dargestellt. Da (5.98)
theoretisch zu einem unendlich großen Einflussgebiet fu¨hrt, wobei Punkte außerhalb des Radi-











wenn ‖x‖ ≤ r
0 wenn ‖x‖ > r
(5.100)
verwendet. Da zwischen den Wichtungsfunktionen keine signifikanten Unterschiede hinsichtlich
der numerischen Eigenschaften und der erzielten Ergebnisse festgestellt werden konnten, wird im
Folgenden ausschließlich (5.98) angewendet.
Wa¨hrend in der grundlegenden Arbeit zur nichtlokalen Scha¨digungsmodellierung (Bazant u. a.
(1984)) alle inneren Variablen als nichtlokal behandelt wurden, konnte in spa¨teren Vero¨ffentlich-
ungen gezeigt werden, dass es ausreichend ist, nur eine der scha¨digungsbezogenen Variablen als
nichtlokal zu betrachten (Bazˇant und Pijaudier-Cabot (1988)). Neben der a¨quivalenten Verzerrung
εv und der Geschichtsvariablen κ ist auch die Scha¨digungsvariableD hierfu¨r geeignet, wobei die
Ergebnisse je nach Wahl der nichtlokalen Variable abweichen ko¨nnen (Jira´sek (1998)).





ψ(x− ξ) εv(ξ) dξ∫
ΩCDM
ψ(x− ξ) dξ , (5.101)











Im Rahmen der numerischen Umsetzung erfolgt die Auswertung von (5.101) unter Verwen-
dung der Standard-Quadraturpunkte und deren assoziierten Volumens V = w J als Produkt des
Quadraturgewichts w und der Jacobideterminante J . Wie in Abb. 5.10 (a) dargestellt, berechnet
sich die nichtlokale a¨quivalente Verzerrung des Empfa¨ngerpunkts x aus den lokalen a¨quivalenten









die innerhalb eines zu definierenden Interaktionsradius rCDM liegen. Der gleiche Radius fungiert
als charakteristische Abklingla¨nge r innerhalb der Wichtungsfunktion (5.98) bzw. (5.100). Spezi-
elle Aufmerksamkeit bei der Auswahl der Interaktionspunkte ist bei der Analyse repra¨sentativer
Volumenelemente (RVE) und bei der Verwendung periodischer Randbedingungen erforderlich














Abbildung 5.10: Nichtlokale Integralformulierung fu¨r den zweidimensionalen Fall: (a) Interak-
tionsradius rCDM eines einzelnen Empfa¨ngerpunkts und die beru¨cksichtigten
Quellpunkte, (b) Wichtungsfunktion (5.98) mit einem Interaktionsradius von
r = 1 mm, (c) Einflussbereich fu¨r den Fall eines RVE Modells mit periodischen
Randbedingungen (vgl. Abschnitt 1.3.2).
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Fu¨r die Validierung der Netzunabha¨ngigkeit der nichtlokalen Formulierung wurde das in Abb.
5.9 (a) dargestellte Problem erneut fu¨r verschiedene Diskretisierungsstufen (mittlere Element-
kantenla¨nge h = {0, 1; 0, 05; 0, 025} mm) sowie Elementordnungen (bilineare und biquadrati-
sche Rechteckelemente) ausgewertet. Der Interaktionsradius betrug bei allen Rechnungen rCDM =
0, 1 mm. Die entsprechenden effektiven Kraft-Verschiebungsverla¨ufe sind in Abb. 5.11 (a) und
(b) dargestellt. Es ist zu erkennen, dass fu¨r bilineare Elemente ab einer Elementkantenla¨nge von
h ≤ rCDM/2 von einer konvergierten Lo¨sung ausgegangen werden kann. Fu¨r biquadratische
















Abbildung 5.11: Evaluierung der nichtlokalen Kontinuumsscha¨digungsformulierung anhand ei-
ner Lochscheibe (vgl. Abb. 5.9 (a)): Kraft-Verschiebungsverla¨ufe fu¨r bilinea-
re (a) und biquadratische Rechteckelemente mit unterschiedlicher Elementkan-
tenla¨nge h und (c) Scha¨digungsverteilung bei Maximalbelastung.
Scha¨digungszone ist weitestgehend unabha¨ngig von der Netzfeinheit (vgl. Abb. 5.11 (c)).
Wie im vorhergehenden Abschnitt beschrieben, erfordert die Modifikation der Spannungs-
Verzerrungsbeziehung eine Anpassung derMaterialtangentensteifigkeit. Eine konsistente Beru¨ck-
sichtigung der nichtlokalen Eigenschaften der Scha¨digungsformulierung wurde von Jira´sek und
Patza´k (2002) und Huerta u. a. (2003) hergeleitet.
Ausgehend von der konsistenten Materialtangentensteifigkeit (5.94) der lokalen Formulierung
erfolgt die Beru¨cksichtigung der nichtlokalen a¨quivalenten Verzerrung durch eine Anpassung der
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Hierbei sind Csek die Sekantensteifigkeit und Cnichtlokal der nichtlokale Anteil des Steifigkeitsten-
sors. Wa¨hrend Csek im Allgemeinen symmetrisch ist, ist die Symmetrie des nichtlokalen Anteils
Cnichtlokal abha¨ngig von der gewa¨hlten Form der a¨quivalenten Verzerrung. Symmetrie ist dabei
nur zu erreichen wenn ∂εv/∂ε einem skalaren Vielfachen von σ˜ entspricht. Fu¨r die a¨quivalente
Verzerrung (5.91) trifft dies nicht zu.
Wie in dem vorhergehenden Beispiel gezeigt, ist fu¨r eine konvergierende Lo¨sung ein Inter-
aktionsradius notwendig, der mehrere Elemente einschließt. Entsprechend ist die Materialtan-
gentensteifigkeit eines Quadraturpunktes nicht nur von den Verzerrungen innerhalb des eigenen
Elements, sondern auch von denen der umliegenden Elemente abha¨ngig. Fu¨r die Gesamtsteifig-
keitsmatrix der FE-Rechnung bedeutet dies neben dem Verlust der Symmetrie auch, dass sich das
Profil der Matrix und die Anzahl der von Null verschiedenen Eintra¨ge im Laufe der Berechnung
a¨ndern. Dies ist in Abb. 5.12 anschaulich dargestellt. Hierbei handelt es sich um das Profil der
Steifigkeitsmatrix aus einer nichtlokalen Berechnung des in Abb. 5.9 (a) dargestellten Problems,
mit einer mittleren Elementkantenla¨nge von h = 0, 05 mm und einem Interaktionsradius von
rCDM = 0, 1 mm. Mit fortschreitender Belastung kommt es zu einer Scha¨digung der Struktur und
einemWachstum der entsprechenden inneren Variablen. Entsprechend der Definition der Tangen-
tensteifigkeit (5.105) ergeben sich zusa¨tzliche Eintra¨ge und die Bandbreite der Matrix nimmt zu.
Neben diesen fu¨r die numerische Umsetzung negativen Eigenschaften ermo¨glicht die Verwen-
dung der kompletten Tangentensteifigkeit das Erreichen von Konvergenzraten ho¨herer Ordnung.
In Abb. 5.13 ist der Verlauf des relativen Residuumfehlers der vorher besprochenen Beispiel-
rechnung fu¨r die einzelnen Lastschritte dargestellt. Wa¨hrend unter Verwendung der lokalen Se-
kantensteifigkeit lediglich lineare Konvergenz zu beobachten ist, fu¨hrt die Beru¨cksichtigung des
nichtlokalen Anteils zu einer quadratischen Abnahme des Fehlers. Der zusa¨tzliche numerische
Aufwand zur Berechnung des nichtlokalen Anteils fu¨hrt jedoch dazu, dass die Gesamtrechenzeit
auf ein Vielfaches der Rechnung basierend auf der Sekantensteifigkeit anwa¨chst. Da bei u¨blichen
nichtlinearen Rechnungen bei einem relativen Residuumfehler von 0, 1 % die Iteration abge-
brochen wird, ist es ratsam fu¨r große Modelle mit vielen Lastschritten auf die Berechnung des
nichtlokalen Anteils zu verzichten. Weiterhin wurde im Rahmen der Untersuchung festgestellt,
dass in Abha¨ngigkeit der a¨quivalenten Verzerrung die Verwendung der Tangentensteifigkeit zu
einem instabilen Verhalten des Iterationsverfahrens fu¨hren kann. Demgegenu¨ber fu¨hrte die Ver-
wendung der Sekantensteifigkeit auch fu¨r komplexe Definitionen der a¨quivalenten Verzerrung zu
einer stabilen Konvergenz des Lo¨sungsalgorithmus.
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Abbildung 5.12: Profil und die Anzahl der von Null verschiedenen Eintra¨ge Nnz der Gesamtstei-
figkeitsmatrix fu¨r: (a) den ersten rein elastischen Lastschritt sowie bei halber (b)
und (c) vollsta¨ndiger Belastung.
Abbildung 5.13: Entwicklung des relativen Residuumfehlers innerhalb der einzelnen Lastinkre-
mente unter Verwendung: (a) der lokalen Sekantensteifigkeit und (b) der voll-
sta¨ndigen nichtlokalen Tangentensteifigkeit. Die rein elastischen Lastinkremen-
te sind blau gekennzeichnet.
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6 Simulation unidirektional versta¨rkter
GF-PP-Verbunde
Die in den vorhergehenden Kapiteln entwickelten Verfahren zur Beschreibung der lokalenMateri-
alstruktur sowie des inelastischen, scha¨digungsbehafteten Materialverhaltens von FKV sollen im
Folgenden fu¨r die Simulation des Materialverhaltens eines GF-PP- Verbundes zusammengefu¨hrt
werden. Die Ausnutzung der in Abschnitt 1.3 formulierten A¨quivalenzkriterien erlaubt die Be-
rechnung von effektiven Spannungs-Dehnungskurven anhand von repra¨sentativen Ausschnitten
der lokalen Materialstruktur.
In Abschnitt 6.1 erfolgt zuna¨chst eine Parametrisierung und Evaluierung der Modellierungs-
strategie anhand der in Abschnitt 1.2 dargestellten experimentellen Untersuchungen an unidirek-
tional versta¨rkten GF-PP-Zugproben. Basierend auf den Ergebnissen wird in Abschnitt 6.2 der
Einfluss des Faservolumengehalts auf die effektiven inelastischen Eigenschaften untersucht. Ab-
schließend erfolgt in Abschnitt 6.3 die Analyse des Scha¨digungsverhaltens unter mehrachsiger
Belastung. Etwaige geometrische Gro¨ßen sind bezogen auf einen Durchmesser der Glasfaser von
dGF = 10 µm.
6.1 Parametrisierung des Verbundmodells und
Berechnung des effektiven mikroskopischen
Verhaltens
Die idealisierte mikroskopische Materialstruktur eines GF-PP-Verbundes besteht entsprechend
Abb. 1.7 aus parallel zueinander verlaufenden Einzelfasern. Eine hexagonale Faseranordnung
sichert die transversale Isotropie des Verbundes. Aus dem Volumenverha¨ltnis von Glasfasern und
Polypropylen zum Gesamtvolumen des Verbundes ergibt sich ein Faservolumengehalt von vF =
0, 5. Die Generierung eines numerischen Modells auf Basis der XFEM erfolgt entsprechend Abb.
6.1 aus den in Abb. 1.9 dargestellten RVE der mikroskopischen Materialstruktur.
Wie in Abschnitt 1.2 anhand von experimentellen Untersuchungen an GF-PP-Zugproben dar-
gestellt, zeigt der Verbund ein ausgepra¨gtes nichtlineares und geschwindigkeitsabha¨ngiges Ma-
terialverhalten bei einer Belastungsrichtung die nicht mit der Orientierung der Versta¨rkungsfa-
sern u¨bereinstimmt. Fu¨r die numerische Analyse dieses Verhaltens stehen daher die Faserori-
entierungen α = 45◦ und α = 90◦ relativ zur Belastungsrichtung im Vordergrund (vgl. Abb.
1.9). Die makroskopische Dehnung ε¯(t) wird dabei mittels periodischer Randbedingungen mo-
noton auf das numerische Modell u¨bertragen. Die Belastungsgeschwindigkeiten entsprechen mit
˙¯ε = {0, 9; 9; 90}%/min denen der experimentellen Untersuchungen.
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Abbildung 6.1: XFEM-Modell des mikroskopischen RVE eines unidirektional versta¨rkten Ver-
bundes fu¨r die Analyse einer Faserorientierung von: (a) α = 90◦ und (b) α = 45◦
relativ zur Belastungsrichtung (vgl. Abb. 1.9).
Der systematische Aufbau sowie die Parametrisierung der Gesamtmodellierungsstrategie er-
folgt zuna¨chst anhand einer Faserorientierung von α = 90◦ und dem in Abb. 6.1 (a) darge-
stellten numerischen Modell. Eine isotrop linear elastische Modellierung der Glasfasern (EGF =
73 GPa, νGF = 0, 22) und der Polypropylen-Matrix (EPP =, νPP = 0, 4) fu¨hrt unabha¨ngig
von der Belastungsgeschwindigkeit zu dem in Abb. 6.2 (a) abgebildeten effektiven Spannungs-
Dehnungsverlauf. Der Vergleich mit den experimentell bestimmten Spannungs-Dehnungskurven
fu¨r unterschiedliche Dehnraten zeigt, dass lediglich die Tangentensteifigkeit zu Beginn der Belas-
tung durch das Modell korrekt abgebildet wird. Die inelastischen Pha¨nomene, die im Experiment
zu dem ausgepra¨gt nichtlinearen Verlauf fu¨hren, ko¨nnen demgegenu¨ber nicht erfasst werden.




















Abbildung 6.2: Linear elastische Simulation des effektiven Materialverhaltens eines UD-GF-PP-
Verbundes und einer Faserorientierung von α = 90◦: (a) Vergleich der effektiven
Spannungs-Dehnungskurve (Linie) mit experimentellen Ergebnissen (Symbole)
und (b) lokale Verzerrungsverteilung ε11(x) bei ε¯ = 0, 01.
Eine wesentliche Verbesserung der Modellierung kann durch die viskoelastische Beschreibung
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der Polypropylen-Matrix auf Basis des in Abschnitt 5.2 formulierten fraktionalen Materialm-
odells erzielt werden. Der Vergleich der errechneten effektiven Spannungs-Dehnungskurven fu¨r
unterschiedliche Belastungsgeschwindigkeiten mit den experimentellen Ergebnissen in Abb. 6.3
(a) zeigt eine gute Approximation der Geschwindigkeitsabha¨ngigkeit sowie des nichtlinearen
Verlaufs der Spannung bis zum Erreichen des experimentellen Spannungsmaximalwerts. Der
sich anschließende Abfall der experimentell ermittelten Kurven ist auf unterschiedliche Scha¨-
digungspha¨nomene zuru¨ckzufu¨hren. Entsprechend der in Abschnitt 1.2.2 vorgestellten mikro-
mechanischen Analysen an gescha¨digten Verbundbauteilen kommt es auf Mikroebene zu einem
Versagen der Grenzfla¨che zwischen den Verbundbestandteilen sowie zu einer Ausbildung von
Lokalisierungszonen im Bereich der Matrix. Beide Scha¨digungsmechanismen ko¨nnen durch eine
Erweiterung der Modellierungsstrategie durch die im Rahmen der vorliegenden Arbeit entwickel-
ten Verfahren erfasst werden.




















Abbildung 6.3: Nichtlineare Simulation des effektiven Materialverhalten eines UD-GF-PP-Ver-
bundes und einer Faserorientierung von α = 90◦ unter Beru¨cksichtigung des
viskoelastischen Verhaltens der Matrix: (a) Vergleich der effektiven Spannungs-
Dehnungskurven (Linien) mit experimentellen Ergebnissen (Symbole) und (b)
lokale Verzerrungsverteilung ε11(x) bei ε¯ = 0, 01 und ˙¯ε = 0, 9 %/min.
Die in Abschnitt 3.1 formulierte Anreicherungsstrategie fu¨r schwache und starke Unstetigkei-
ten in Kombination mit der in Abschnitt 5.3 eingefu¨hrten Koha¨sivzonentheorie erlaubt die effizi-
ente Modellierung des Versagens der Grenzfla¨che zwischen Faser und Matrix. Da die effektiven
Eigenschaften des Verbundes vor Eintreten der Scha¨digung ausschließlich durch das Material-
verhalten der Bestandteile bestimmt wird, erfolgt die Beschreibung der Grenzfla¨chenscha¨digung
auf Basis des in Abschnitt 5.3 eingefu¨hrten anfangs-steifen Koha¨sivzonenmodells mit einer li-
nearen Degradation der u¨bertragbaren Spannung. Fu¨r die Bestimmung der Parameter – maxi-
mal ertragbare Grenzfla¨chennormalspannung σmaxn , charakteristische Separation JuK
max und Ko-
effizient der Grenzfla¨chenfestigkeit in Tangential- und Normalenrichtung λ – wurde das lokale
Spannungsfeld an der Grenzfla¨che sowie die Evolution der Scha¨digung analysiert. Die Span-
nung σmaxn = 21 MPa entspricht demnach der Normalspannung an der Grenzfla¨che in Bereichen
wo die Fla¨chennormale mit der Belastungsrichtung zusammenfa¨llt. Der Wert gewa¨hrleistet eine
Scha¨digungsinitialisierung auf dem Belastungsniveau, bei dem in der vorhergehenden Simulati-
on die berechneten Spannungs-Dehnungskurven von den experimentellen Ergebnissen abwichen.
99
6 Simulation unidirektional versta¨rkter GF-PP-Verbunde
Die charakteristische Separation JuKmax = 0, 27 µm und der Koeffizient λ = 2 fu¨hren zu einer
guten Approximation des sich anschließenden Spannungsplateaus. Der Verlauf der berechneten
effektiven Spannung ist in Abb. 6.4 (a) in Abha¨ngigkeit von der Belastungsgeschwindigkeit mit
den experimentell ermittelten Kurven gegenu¨bergestellt. Es ist zu erkennen, dass die Grenzfla¨-
chenscha¨digung zu einer Limitierung des Spannungsniveaus und zu einem sukzessiven Abfall
der Steifigkeit fu¨hrt. Das sich abzeichnende erneute Ansteigen der Spannungs-Dehnungskurve
bei Erreichen der Maximalbelastung ist auf die intakte Matrix zuru¨ckzufu¨hren. Nach dem Erlie-
gen der Grenzfla¨chenscha¨digung tra¨gt sie fasst ausschließlich die Last innerhalb des Verbundes.
Eine Analyse des Verzerrungsfeldes zeigt, dass sich die Deformation in der Na¨he der Grenz-
fla¨chenrissspitze konzentriert.




















Abbildung 6.4: Nichtlineare Simulation des effektiven Materialverhalten eines UD-GF-PP-Ver-
bundes und einer Faserorientierung von α = 90◦ unter Beru¨cksichtigung des
viskoelastischen Verhaltens der Matrix und der koha¨siven Grenzfla¨chenscha¨di-
gung: (a) Vergleich der effektiven Spannungs-Dehnungskurven (Linien) mit expe-
rimentellen Ergebnissen (Symbole) und (b) lokale Verzerrungsverteilung ε11(x)
bei ε¯ = 0, 01 und ˙¯ε = 0, 9 %/min.
Unter der Annahme, dass das Ausbilden dieser Lokalisierungszonen an den Rissspitzen der
Ausgangspunkt fu¨r das Versagen der Matrix ist, wird das numerische Modell um den in Ab-
schnitt 5.4 eingefu¨hrten verzerrungsgesteuerten, nichtlokalen Kontinuumsscha¨digungsansatz er-
weitert. Die a¨quivalente Verzerrung berechnet sich nach (5.93) mit γ = 6, dem Verha¨ltnis aus
Druck- und Zugfestigkeit, aus dem lokalen Verzerrungsfeld. Die scha¨digungsantreibende nicht-
lokale a¨quivalente Verzerrung ergibt sich anhand von (5.101) mit der empirisch gewa¨hlten cha-
rakteristischen La¨nge r = 2, 7 µm. Die charakteristische Verzerrung fu¨r das Einsetzen der Scha¨-
digung und deren Evolution betra¨gt ε0 = 0, 0475 respektive εf = 0, 1. Eine Maximalwert von
Dmax = 0, 9 fu¨r den Scha¨digungsparameter D sichert die numerische Konvergenz der Rechnung.
Die berechneten Spannungs-Dehnungskurven in Abb. 6.5 (a) zeigen, dass die fortschreitende
Scha¨digung im Bereich der Matrix zu einem totalen Versagen des Verbundes fu¨hrt. Das Niveau
der residualen Spannungen ist dabei abha¨ngig von dem zuvor definierten zula¨ssigenMaximalwert
des Scha¨digungsparameters. Eine Anhebung des Wertes erfordert jedoch die Implementierung
spezieller Stabilisierungsverfahren fu¨r die Deformation vollsta¨ndig gescha¨digter Elemente. Eine
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exemplarische Verteilung des Scha¨digungsparameters in Abb. 6.5 (b) dargestellt. Wie erwartet,
kommt es zu einer Ausbildung von Lokalisierungszonen in der Na¨he der Grenzfla¨chenrissspitze.




















Abbildung 6.5: Nichtlineare Simulation des effektiven Materialverhalten eines UD-GF-PP-Ver-
bundes und einer Faserorientierung von α = 90◦ unter Beru¨cksichtigung des vis-
koelastischen Verhaltens der Matrix, der koha¨siven Grenzfla¨chenscha¨digung und
der Kontinuumsscha¨digung der Matrix: (a) Vergleich der effektiven Spannungs-
Dehnungskurven (Linien) mit experimentellen Ergebnissen (Symbole) und (b)
Scha¨digungsverteilungD(x) bei ε¯ = 0, 01 und bei ˙¯ε = 0, 9 %/min.
Basierend auf dem vollsta¨ndig parametrisierten Modell zur Beschreibung des mikroskopischen
Verhaltens unidirektional versta¨rkter GF-PP-Verbunde soll nun das effektive Verhalten des Mo-
dells fu¨r eine Faserorientierung von α = 45◦ ermittelt werden. Das FE-Modell des idealisier-
ten RVE der lokalen Materialstruktur ist in Abb. 6.1 (b) dargestellt. Die ermittelten Spannungs-
Dehnungskurven sind in Abb. 6.6 (a) den experimentellen Ergebnissen gegenu¨bergestellt. Abb.
6.6 (b) zeigt die lokale Scha¨digungsverteilung bei einer effektiven Dehnung von ε¯ = 0, 015 und
einer Belastungsgeschwindigkeit von ˙¯ε = 9 %/min. Der Vergleich der Simulationsergebnisse
mit den experimentellen Daten zeigt eine gute qualitative U¨bereinstimmung. Die Dehnraten-
abha¨ngigkeit des Materialverhaltens wird allerdings speziell im Bereich der scha¨digungsfreien
Belastung durch das Modell u¨berscha¨tzt. Es ist anzunehmen, dass dieser Umstand in einem er-
heblichen Maß auf die periodischen Randbedingungen, speziell fu¨r die lastfreien Ra¨nder, zu-
ru¨ckzufu¨hren ist. In weiterfu¨hrenden Arbeiten sollte daher die Anwendbarkeit alternativer Rand-
bedingungsformulierungen untersucht werden (vgl. Coenen u. a. (2012); Glu¨ge (2013); Inglis
u. a. (2008)). Das durch das Versagen der Faser-Matrixgrenzfla¨che bestimmte Spannungsmaxi-
mum der Simulation ist in guter U¨bereinstimmung mit dem im Experiment beobachteten Ver-
halten. Der sich anschließende Abfall der Spannung wird durch ein fortschreitendes Versagen
der Grenzfla¨che sowie eine lokale Degradation des Matrixmaterials verursacht. Die verbleiben-
de Restspannung bei Maximalbelastung ist erneut auf den zuvor gewa¨hlten Maximalwert des
Scha¨digungsparameters (Dmax = 0, 9) zuru¨ckzufu¨hren.
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Abbildung 6.6: Nichtlineare Simulation des effektiven Materialverhalten eines UD-GF-PP-Ver-
bundes und einer Faserorientierung von α = 45◦ unter Beru¨cksichtigung des vis-
koelastischen Verhaltens der Matrix, der koha¨siven Grenzfla¨chenscha¨digung und
der Kontinuumsscha¨digung der Matrix: (a) Vergleich der effektiven Spannungs-
Dehnungskurve (Linien) mit experimentellen Ergebnissen (Symbole) und (b)
Scha¨digungsverteilungD(x) bei ε¯ = 0, 015 und ˙¯ε = 9 %/min.
6.2 Analyse des Mikrostruktureinflusses auf das
Scha¨digungsverhalten
Die entwickelteModellierungsstrategie erlaubt eine effiziente Beschreibung des mikroskopischen
Materialverhaltens. Die automatisierte Modellgenerierung auf Basis der XFEM ermo¨glicht eine
schnelle Vera¨nderung der mikroskopischen Materialstruktur und damit die Analyse der Auswir-
kung auf das effektive Materialverhalten. Exemplarisch ist dies im Folgenden anhand einer Va-
riation des Faservolumengehalts vF demonstriert. Unter Beibehaltung der a¨ußeren Abmessungen
des RVE der mikroskopischen Materialstruktur (vgl. Abb. 6.1 (a)) erfolgt die Variation von vF
anhand des Faserradius.
Die Profile eines RVE mit einem Faservolumengehalt von vF = {0, 3; 0, 4; 0, 5; 0, 6; 0, 7} und
einer Faserorientierung von α = 90◦ sind in Abb. 6.7 (a) dargestellt. Die Analyse einer effektiven
einachsigen Zugbelastung bis zum Erreichen einer effektiven Dehnung von ε¯ = 0, 01 bei einer
Belastungsgeschwindigkeit von ˙¯ε = 9%/min fu¨hrt zu den in Abb. 6.7 (b) dargestellten effektiven
Spannungs-Dehnungskurven.
Die lokale Scha¨digungsverteilung in Abha¨ngigkeit des Faservolumengehalts ist in Abb. 6.8
dargestellt. Wie zu erwarten, fu¨hrt eine Anhebung des Faservolumengehalts zu einem Anstieg der
Steifigkeit des Verbundes. Das spannungsinduzierte Versagen der Grenzfla¨che ist daher bei ge-
ringen Faservolumengehalten sehr gering ausgepra¨gt. Etwaige Lokalisierungszonen im Bereich
der Rissspitze, die zur Initialisierung einer Matrixscha¨digung fu¨hren, treten nur fu¨r hohe Faser-
volumengehalte auf. Zusammenfassend liefert das Modell ein realistisches Bild des mikrosko-
pischen Versagensverhaltens, wobei eine experimentelle Verifikation fu¨r anschließende Arbeiten
wu¨nschenswert wa¨re.
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Abbildung 6.7: Analyse des Einflusses des Faservolumengehalts auf die mikroskopische Scha¨di-
gung von GF-PP-Verbunden: (a) Variation der RVE Geometrie und (b) effektive
Spannungs-Dehnungskurven fu¨r unterschiedliche Faservolumengehalte.
6.3 Analyse des Scha¨digungsverhaltens unter
mehrachsiger Zug- / Druckmischbelastung
Das in Abb. 6.1 (a) dargestellte RVE eines UD-Verbundes erlaubt die Analyse des mikroskopi-
schen Scha¨digungsverhaltens bei mehrachsiger Zug- / Druckmischbelastung in der x1−x2 Ebene.
Entsprechende Lastfa¨lle ko¨nnen experimentell nur schwer oder gar nicht analysiert werden.
Exemplarisch soll im Folgenden der kritische effektive mehrachsige Spannungs- / Verzerrungs-
zustand identifiziert werden, bei dem es zur Initialisierung einer lokalen Scha¨digung kommt.
Konkret werden die in Abb. 6.9 (a) dargestellten 60 Lastkonfigurationen homogen, inkremen-
tell und verschiebungsgesteuert mittels periodischer Randbedingungen auf das FE-Modell aufge-
bracht. Die Berechnung der Spannungsantwort erfolgte jeweils bis zum Erreichen eines Scha¨di-
gungskriteriums (Grenzfla¨chen- oder Matrixscha¨digung). Die ermittelten Punkte in der effekti-
ven Verzerrungsebene ε¯11 − ε¯22 und der effektiven Spannungsebene σ¯11 − σ¯22 sind in Abb. 6.9
(b) - (c) aufgetragen. Fu¨r ausgewa¨hlte Drucklastfa¨lle tritt dabei keine Scha¨digung im Bereich
des RVE auf. Eine Erweiterung des untersuchten Verzerrungsgebiets hin zu kleineren effekti-
ven Verzerrungen ist dabei aufgrund des geometrisch linearen Ansatzes des Modells nur bedingt
zula¨ssig. Unabha¨ngig davon erlauben die Ergebnisse die Rekonstruktion einer Versagenskurve im
effektiven Verzerrungs- und Spannungsraum. Im Hinblick auf eine anschließende Modellierung
u¨bergeordneter Strukturebenen ko¨nnen die Versagenspunkte zur Parametrisierung eines effekti-
ven Versagensmodells verwendet werden.
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Abbildung 6.8: Lokale Scha¨digungsverteilung in Abha¨ngigkeit des Faservolumengehalts.
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Abbildung 6.9: Analyse des Scha¨digungsverhaltens unter mehrachsiger Zug- / Druckmischbelas-
tung: (a) effektive Verzerrungszusta¨nde ε¯11 − ε¯22 fu¨r eine verschiebungsgesteu-
erte FE-Simulation und die identifizierten Versagenspunkte in der effektiven (b)
Verzerrung- bzw. (c) Spannungsebene.
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7 Zusammenfassung und Ausblick
Moderne FKV zeigen in Abha¨ngigkeit ihrer Verbundbestandteile, ihrer Materialstruktur und der
Art der Belastung ein ausgepra¨gt nichtlineares Verhalten. Ausschlaggebend hierfu¨r sind im We-
sentlichen die inelastischen Materialeigenschaften der polymeren Matrix sowie unterschiedli-
che Scha¨digungspha¨nomene. Ein zuverla¨ssiges Werkzeug zur Bestimmung der effektiven Eigen-
schaften eines Verbundes bieten mehrskalige Modellierungsverfahren. Sie nutzen den hierarchi-
schen Aufbau der lokalen Materialstruktur zur Identifikation charakteristischer La¨ngenskalen.
Ausgehend von der kleinsten, ingenieurtechnisch sinnvollen Betrachtungsebene – der Mikroska-
la – ko¨nnen die effektiven Verbundeigenschaften anhand von Homogenisierungsverfahren be-
stimmt werden. Neben einem Modell der lokalen Materialstruktur sind hierfu¨r lediglich Ma-
terialmodelle fu¨r die Verbundbestandteile sowie Ansa¨tze zur Beschreibung charakteristischer
Scha¨digungsmechanismen erforderlich.
Im Fokus der vorliegenden Arbeit stand die Modellierung des inelastischen, scha¨digungsbe-
hafteten Verhaltens von GF-PP-Verbunden. Fu¨r dessen Charakterisierung wurden zuna¨chst expe-
rimentelle Untersuchungen an Polypropylen- und Verbundproben ausgewertet. Es konnte gezeigt
werden, dass das inelastische Verhalten eines unidirektional versta¨rkten Verbundes bei einer Be-
lastung senkrecht zur Faserrichtung wesentlich durch das nichtlinear viskoelastische Verhalten
der Matrix dominiert wird. Die mikromechanische Analyse von Schliffbildern eines gescha¨digten
Verbundes hat gezeigt, dass dem Versagen des Bauteils eine sukzessive Scha¨digung der Grenz-
schicht zwischen Faser und Matrix sowie der Matrix selbst vorausgeht.
Basierend auf den Erkenntnissen der experimentellen Untersuchungen wurden im Rahmen
der vorliegenden Arbeit Ansa¨tze zur effizienten Beschreibung der lokalen Materialstruktur auf
Basis der erweiterten Finiten-Elemente-Methode (XFEM), der viskoelastischen Modellierung
der Polypropylenmatrix durch ein fraktionales Materialmodell und fu¨r die Abbildung lokaler
Grenzfla¨chen- und Matrixscha¨digung durch eine Kombination aus Koha¨sivzonen- und Kontinu-
umsscha¨digungsmodell erarbeitet.
Die Anwendung der XFEM ermo¨glicht eine effiziente Beschreibung schwacher und starker
Unstetigkeiten im Verschiebungsfeld, deren Verlauf unabha¨ngig von den Elementgrenzen des zu-
grundeliegenden FE-Netzes ist. Beide Unstetigkeitsarten werden im Rahmen der vorliegenden
Arbeit kombiniert beru¨cksichtigt. Materialgrenzen innerhalb der Materialstruktur stellen schwa-
che Unstetigkeiten dar. Deren Versagen initialisiert zusa¨tzlich eine starke Unstetigkeit, welche
die schwache u¨berlagert. Die Lokalisierung der Unstetigkeit innerhalb der Elemente erfolgt im-
plizit durch die Formulierung einer Level-Set-Funktion (LS-Funktion). In ihrer diskretisierten
Form weist sie jedem Knoten einen vorzeichenbehafteten Abstand zu einer Unstetigkeit zu. Die
Interpolation des Funktionsverlaufs erfolgt daraufhin durch die Formfunktionen des zugrunde-
liegenden Elements. Die Qualita¨t der LS-Funktion ist direkt abha¨ngig von der Ordnung der Ele-
mentformulierung. Speziell fu¨r gekru¨mmte Unstetigkeitsverla¨ufe konnte gezeigt werden, dass die
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Verwendung von linearen Formfunktionen nur zu einer suboptimalen Approximation fu¨hrt. Eine
wesentliche Verbesserung der Approximationsgu¨te, sowohl qualitativ als auch quantitativ, konnte
durch die Verwendung quadratischer Elementformulierungen erzielt werden. Fu¨r die Bestimmung
der notwendigen Knotenwerte der LS-Funktion wurde ein lokales elementweises Triangulations-
verfahren entwickelt. Es erlaubt die lokale Rekonstruktion des Unstetigkeitsverlaufs auf Basis der
Bestimmung diskreter Stu¨tzstellen. Es ist damit speziell fu¨r die U¨berfu¨hrung explizit gegebener
Geometrien (CAD-Modelle) in ein XFEM-Modell geeignet.
Das Auftreten von Unstetigkeiten im Verschiebungsfeld im Bereich ausgewa¨hlter Elemente
erfordert die Formulierung eines angepassten Integrationsverfahrens. Anhand einer zweidimen-
sionalen Betrachtung wurden, speziell im Hinblick auf krummlinige Unstetigkeitsverla¨ufe inner-
halb quadratischer Elemente, unterschiedliche Integrationsverfahren erarbeitet und hinsichtlich
ihrer numerischen Eigenschaften verglichen. Neben der Aufteilung der durch die LS-Funktion
generierten Elementteilbereiche in standardisierte, ho¨herwertige Integrationsbereiche wurde die
LASSERRE-Integration sowie ein sogenanntes strain-smoothing Verfahren untersucht. Die bei-
den letztgenannten Verfahren zeigten suboptimale Eigenschaften hinsichtlich ihrer Genauigkeit
bzw. ihrer Anwendbarkeit in einer materiell nichtlinearen FE-Rechnung. Vor diesem Hintergrund
wurde die Verwendung ho¨herwertiger Integrationsbereiche auf die Anwendung in einer dreidi-
mensionalen FE-Rechnung erweitert.
Die Fu¨lle notwendiger Elemente zur FE-Modellierung von Verbundwerkstoffen sowie die ho-
he Anzahl von Lastschritten innerhalb einer inkrementellen, iterativen FE-Rechnung fu¨hren zu
einem erheblichen numerischen Aufwand. Zur Reduktion der Rechenzeit wurde innerhalb der
vorliegenden Arbeit ein Verfahren entwickelt, das die einzelnen Rechenoperationen effizient auf
den Hauptprozessor (CPU) und auf den Grafikprozessor (GPU) verteilt. Die Architektur moder-
ner GPU im Kombination mit angepassten Programmpaketen erlaubt eine signifikante Reduktion
der Rechenzeit bei parallel ablaufenden Berechnungen.
Eine effiziente Modellierung des nichtlinear viskoelastischen Materialverhaltens von Polypro-
pylen kann durch die Verwendung konstitutiver Beziehungen mit gebrochenrationalen (fraktio-
nalen) Ableitungsordnungen erzielt werden. Fraktionale Evolutionsgleichungen erlauben die Be-
schreibung komplexer Kriech- und Relaxationsprozesse u¨ber mehrere Dekaden anhand weni-
ger Parameter. Zur verbesserten Approximation der ausgepra¨gten Nichtlinearita¨t des Material-
verhaltens von Polypropylen wurde das U¨berspannungsmodell eines fraktionalen MAXWELL-
Elements um eine nichtlinear elastische Gleichgewichtslage und eine u¨berspannungsabha¨ngige
Viskosita¨tsfunktion erweitert. Der Vergleich mit den experimentellen Ergebnissen einachsiger
Zugversuche zeigt eine gute U¨bereinstimmung zwischen Modellantwort und realem Material-
verhalten. Fu¨r die Verwendung des Materialmodells innerhalb einer materiell nichtlinearen FE-
Rechnung wurden die konstitutiven Beziehungen fu¨r den mehrachsigen Fall verallgemeinert und
die relevanten Gro¨ßen, eine konsistente Materialtangentensteifigkeit und ein Spannungsalgorith-
mus abgeleitet.
Die Beschreibung ausgewa¨hlter mikroskopischer Scha¨digungspha¨nomene erfolgt im Rahmen
der vorliegenden Arbeit durch eine Kombination von Koha¨sivzonen- und Kontinuumsscha¨di-
gungsmodell. Das Koha¨sivzonenmodell steuert die u¨bertragbare Spannung zwischen Faser und
Matrix in Abha¨ngigkeit von dem Verschiebungssprung an der Grenzfla¨che. Die Evaluierung un-
terschiedlicher Ansa¨tze fu¨r die Degradation der u¨bertragbaren Spannung im Bereich der Grenz-
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fla¨che fu¨hrte zur Auswahl eines anfangs-steifen Ansatzes mit linearer Evolutionsgleichung. Die
Initialisierung der Grenzfla¨chenscha¨digung erfolgt auf Basis eines effektiven Spannungskrite-
riums, welches es erlaubt, den Einfluss einer kombinierten Zug-Schub-Mischbelastung zu er-
fassen. Die im Experiment beobachtete Scha¨digung der Matrix wird in der vorliegenden Mo-
dellierung durch ein isotropes Kontinuumsscha¨digungsmodell abgebildet. Die Formulierung ei-
nes integralbasierten nichtlokalen Ansatzes verhindert dabei die Netzabha¨nigigkeit der Lo¨sung
und sichert die Konvergenz des Verfahrens hin zu einem physikalisch sinnvollen Ergebnis. Als
scha¨digungsantreibende Gro¨ße wurde eine a¨quivalente Verzerrung formuliert, welche die Be-
ru¨cksichtigung unterschiedlicher Scha¨digungseigenschaften bei Zug- und Druckbeanspruchung
erlaubt.
Wa¨hrend das fraktionale Viskoelastizita¨tsmodell systematisch auf Basis der einachsigen expe-
rimentellen Untersuchungen an Polypropylenproben parametrisiert wurde, erfolgte die Bestim-
mung der scha¨digungsrelevanten Parameter anhand der Ergebnisse aus Zugversuchen an Ver-
bundproben mit einer Faserorientierung von 90◦ relativ zur Belastungsrichtung. Das FE-Modell
zur Analyse des inelastischen Materialverhaltens auf der Mikroebene wurde aus einem RVE der
lokalen Materialstruktur abgeleitet. Durch die schrittweise Erweiterung des Modells zur Abbil-
dung der einzelnen Scha¨digungspha¨nomene und dem Vergleich der Modellantwort mit den expe-
rimentellen Ergebnissen konnten die Parameter der Scha¨digungsmodelle bestimmt werden. Die
berechneten effektiven Spannungs-Dehnungskurven fu¨r Modelle mit einer Faserorientierung von
90◦ und 45◦ zeigen eine gute qualitative und quantitative U¨bereinstimmung mit dem im Experi-
ment beobachteten Verhalten.
Das vollsta¨ndig parametrisierte Verbundmodell erlaubt die Analyse von Mikrostruktureinflu¨s-
sen und die Beru¨cksichtigung von mehrachsigen Belastungszusta¨nden. Exemplarisch wurde dies
im Rahmen der vorliegenden Arbeit anhand des Mikrostrukturmodells fu¨r eine Faserorientierung
von 90◦ demonstriert. Es konnte gezeigt werden, dass eine Vera¨nderung des Faservolumenge-
halts nicht nur einen Einfluss auf die Steifigkeit des Verbundes hat, sondern auch signifikant das
lokale Scha¨digungsverhalten beeinflusst. Eine Verifikation der Ergebnisse anhand experimentel-
ler Untersuchungen wa¨re jedoch fu¨r weiterfu¨hrende Arbeiten wu¨nschenswert. Es konnte weiter-
hin gezeigt werden, dass mittels des mikroskopischen Verbundmodells eine Versagenskurve im
Spannungs- bzw. Verzerrungsraum rekonstruiert werden kann. Die Ergebnisse ko¨nnen in wei-
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Fraktionale Differential- und Integralrechnung
Die fraktionale Differential- und Integralrechnung erlaubt die Beru¨cksichtigung von gebrochen-
rationalen Ableitungs- und Integrationsordnungen α. Die historische Entwicklung und die funda-
mentalen Zusammenha¨nge wurden unter Anderen von Gorenflo undMainardi (1997, 2000, 2008)
sowie Oldham und Spanier (1974) zusammengefasst. Im Folgenden sind lediglich die wesentli-
chen und fu¨r die Anwendung im Rahmen der Materialmodellierung notwendigen Definitionen
und Verfahren dargestellt.
A Fraktionale Differential- und Integraloperatoren
In der Literatur sind unterschiedliche Zuga¨nge zur fraktionalen Differentialrechnung dokumen-
tiert. Sie unterscheiden sich durch die Definition des fraktionalen Ableitungsoperators. Die am
ha¨ufigsten verwendeten Definitionen wurden von RIEMANN-LIOUVILLE, CAPUTO und GRU¨N-
WALD-LETNIKOV eingefu¨hrt (vgl. Diethelm (2010); Oldham und Spanier (1974)). Die beiden
erstgenannten Definitionen basieren auf Integralformulierungen und ko¨nnen daher als kontinuier-
liche Ansa¨tze charakterisiert werden. Basierend auf einem generalisierten Differenzenquotienten,
repra¨sentiert der letztgenannte Ansatz demgegenu¨ber einen diskreten Zugang. In Anlehnung an
das u¨bliche Vorgehen im Rahmen der Materialmodellformulierung, wird in der vorliegenden Ar-
beit ausschließlich die Definition nach RIEMANN-LIOUVILLE verwendet.
Die RIEMANN-LIOUVILLE Definition der fraktionalen Ableitung basiert auf der CAUCHY-






(x− ξ)n−1f(ξ)dξ, 0 < x < b, n ∈ N. (A.1)




ξx−1 exp(−ξ)dξ, x ∈ R, (A.2)






(x− ξ)α−1f(ξ)dξ, x > 0 , α ∈ R+\0. (A.3)
und definiert damit den fraktionalen Integraloperator Iα. Der fraktionale DifferentialoperatorDα













, m− 1 < α < m;
dm
dxm
f(x), α = m
(A.4)
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mit α ∈ R+\0 undm ∈ N+. Weiterhin soll gelten, dass D0 = I0 = I˜ , mit I˜ dem Einheitsopera-
tor. Es kann gezeigt werden, dass die Rechts- und Linksinverse des fraktionalen Integraloperators
(A.3) unter Verwendung des fraktionalen Ableitungsoperators (A.4) und der fraktionalen Ord-
nungm− 1 < α < m den Einheitsoperator ergibt DαIα = IαDα = I˜ .
Anhand von (A.3) und (A.4) wird deutlich, dass es sich bei dem fraktionalen Integral und der
fraktionalen Ableitung um nicht-lokale Operatoren handelt. Dies bedeutet, dass die Ableitung re-
spektive das Integral einer Funktion f an einem Punkt x von dem gesamten Verlauf der Funktion
f(ξ) im Bereich ξ ∈ [0; x] abha¨ngt. Entsprechend muss fu¨r die Auswertung von fraktionalen
Operatoren der gesamte Verlauf der entsprechenden Funktionen gespeichert werden. Ein weite-
rer wesentlicher Unterschied zwischen einer fraktionalen Ableitung nach RIEMANN-LIOUVILLE
und einer ganzzahligen Ableitung ist der Umstand, dass die fraktionale Ableitung einer konstan-
ten Gro¨ße ungleich null sein kann.
Die Lo¨sung linearer fraktionaler Differential- und Integralgleichungen kann ha¨ufig durch die
Anwendung der LAPLACE-Transformation erfolgen (vgl. Miller und Ross (1993)). Fu¨r die Trans-
formation der fraktionalen Ableitung nach RIEMANN-LIOUVILLE in den LAPLACE Raum gilt
L{Dαf(x); s} = sαf˜(s)−
m−1∑
i=0
sm−1−iDig(0+), mit g(t) = Im−αf(t) (A.5)
undm− 1 ≤ α ≤ m, m ∈ N+, s ∈ C.
B Iterative Lo¨sung nichtlinearer fraktionaler
Differentialgleichungen
Die im vorhergehenden Abschnitt angegebenen fraktionalen Operatoren treten ha¨ufig im Zusam-
menhang mit fraktionalen Differential- und Integralgleichungen auf. Wa¨hrend die meisten li-
nearen Gleichungen durch die Anwendung der LAPLACE-Transformation gelo¨st werden ko¨nnen
(vgl. Diethelm (2010); Gorenflo und Mainardi (1997); Podlubny (1999)), erfordern nichtlinea-
re Zusammenha¨nge im Allgemeinen alternative Lo¨sungsverfahren. Eine Auswahl numerischer
Lo¨sungsverfahren wurden von Diethelm u. a. (2005, 2002); Diethelm und Freed (1998, 2002)
sowie Weilbeer (2005) angegeben.
Im Rahmen der vorliegenden Arbeit erfolgt die Lo¨sung nichtlinearer fraktionaler Differential-
gleichungen auf Basis des von Diethelm u. a. (2002) vorgestellten numerischen Lo¨sungsverfah-
rens. Dessen Darstellung erfolgt anhand der allgemeinen fraktionalen Differentialgleichung
Dαf(x) = u(x, f(x)), α, x ∈ R+. (B.6)
Die fraktionale Ableitung der zu ermittelnden Funktion f(x) ist dabei gleich einer, potentiell
nichtlinearen, Funktion u(x, f(x)). Die Allgemeinheit dieser Gleichung sowie des Lo¨sungsver-
fahrens erlaubt eine Anwendung im Rahmen der Materialmodellformulierung in Abschnitt 5.2.
Ohne Beschra¨nkung der Allgemeinheit werden im Folgenden homogene Anfangsbedingungen
fu¨r alle Funktionen und Variablen angenommen.
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Anhang
Das numerische Lo¨sungsverfahren basiert auf der Kombination eines generalisierten implizi-
ten ADAMS-MOULTON- und einem expliziten ADAMS-BASHFORTH-Verfahren. Beide Techni-
ken sind zu einem Pra¨diktor-Korrektor-Verfahren zusammengefasst.
Mit (A.4) als Definition fu¨r den fraktionalen Ableitungsoperator in (B.6) kann die Differen-
tialgleichung als stark singula¨re VOLTERRA Integralgleichung zweiter Art klassifiziert werden.
Entsprechend den Ausfu¨hrungen von Weilbeer (2005) wu¨rde eine direkte numerische Lo¨sung
spezielle Regularisierungsverfahren verlangen. Um dies zu vermeiden, kann (B.6) in eine gleich-
wertige fraktionale Integralgleichung u¨berfu¨hrt werden. Hierfu¨r wird zuna¨chst der fraktionale In-
tegraloperator (A.3) auf beide Seiten der Differentialgleichung angewendet. Unter Verwendung
der homogenen Anfangsbedingungen, kann (B.6) in





(x− ξ)α−1u(ξ, f(ξ))dξ (B.7)
u¨berfu¨hrt werden. Erneut handelt es sich bei (B.7) um eine VOLTERRA Integralgleichung zweiter
Art, jedoch mit einem schwach singula¨ren Integranden. Ein Beweis das die Lo¨sung von (B.7)
auch fu¨r (B.6) zutrifft wurde von Diethelm und Ford (2002) vero¨ffentlicht.
Fu¨r die numerische Lo¨sung von (B.7) wird der Definitionsbereich [0; x] zuna¨chst in eine end-
liche Anzahl von Stu¨tzstellen xj mit j = 0, 1, ..., n + 1 unterteilt. Weiterhin wird angenommen,
dass die Lo¨sung der Funktion f(xj) an allen Punkten xj , j = 0, 1, ..., n bekannt und die Lo¨sung
am Punkt xn+1 zu ermitteln ist. In einem ersten Schritt wird das Integral der rechten Seite in eine
Summe von Teilintegralen zerlegt
xn+1∫
0





(xn+1 − ξ)α−1u˜i(ξ, f(ξ))dξ. (B.8)
Jedes Teilintegral kann nun analytisch durch eine Approximation des Funktion u˜i(ξ, f(ξ)) gelo¨st
werden. Mit der Annahme eines stu¨ckweise linearen Verlaufs (Trapezregel), fu¨hrt diese Metho-
de zu einem impliziten ADAMS-MOULTON-Verfahren. Das Gesamtintegral in (B.7) kann damit
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Fu¨r die Wichtungskoeffizienten gilt
a0,n+1 =




(xn+1 − xi−1)α+1 + (xn+1 − xi)α[α(xi−1 − xi) + xi−1 − xn+1]
(xi − xi−1)α(α+ 1)
+
(xn+1 − xi+1)α+1 − (xn+1 − xi)α[α(xi − xi+1)− xi+1 + xn+1]
(xi+1 − xi)α(α + 1) , (B.10)













ai,n+1u(xi, f(xi)) + an+1,n+1u(xn+1, f(xn+1))
)
. (B.11)
Zur Bestimmung der Lo¨sung der Differentialgleichung verbleibt die Isolation des Funktions-
wertes f(xn+1). Ist dies aufgrund der Struktur der Gleichung nicht mo¨glich, kann die Lo¨sung
iterativ innerhalb eines Pra¨diktor-Korrektor-Verfahren ermittelt werden. Eine erste Abscha¨tzung
des Funktionswertes f(xn+1) in der rechten Seite von (B.11) kann auf Basis eines expliziten
ADAMS-BASHFORTH-Verfahrens ermittelt werden (vgl. Diethelm u. a. (2002)). Im Gegensatz zu
dem zuvor beschriebenen impliziten Verfahren erfolgt hierbei die Approximation der Funktion
u˜i(ξ, f(ξ)) = u(xi−1, f(xi−1)) innerhalb eines Teilintegrals durch einen konstanten Verlauf. Die









ersetzt werden. Fu¨r die Koeffizienten gilt
bi,n+1 =
(xn+1 − xi)α − (xn+1 − xi+1)α
α
. (B.13)
Das Einsetzen der Quadraturregel in (B.7) erlaubt die Lo¨sung der fraktionalen Integralgleichung

















ai,n+1u(xi, f(xi)) + an+1,n+1u(xn+1, pf(xn+1))
)
. (B.15)
Durch erneutes Einsetzten der gewonnen Lo¨sung in (B.15) als neuen Pra¨diktorwert kann das
Ergebnis sukzessiv bis zum Erreichen eines Abbruchkriteriums verbessert werden.
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