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POSITIVE CONES AND GAUGES ON ALGEBRAS WITH
INVOLUTION
VINCENT ASTIER AND THOMAS UNGER
Abstract. We extend the classical links between valuations and orderings on
fields to Tignol-Wadsworth gauges and positive cones on algebras with involu-
tion. We also study the compatibility of gauges and positive cones and prove a
corresponding Baer-Krull theorem.
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2 VINCENT ASTIER AND THOMAS UNGER
1. Introduction
The links between valuations and orderings on fields are well-known and are
an essential tool in real algebra and in quadratic form theory, see for instance
[6, 11, 14].
In the recent papers [16, 17] and the book [18], Tignol and Wadsworth in-
troduced and started the development of the theory of “gauges”, valuation-like
functions on simple algebras (with and without involution), while in the past
few years, we studied signatures of hermitian forms and their links to positivity
[1, 2, 4] and used them to propose “positive cones”, a notion of ordering for simple
algebras with involution, cf. [3].
It is therefore natural to wonder if there could be links between gauges and
positive cones, and if so, if they would be similar to the classical ones in the field
case between valuations and orderings. This paper presents a positive answer to
both questions. We show that, on an algebra with involution (A, σ), the most
natural construction of a “valuation ring” associated to a positive cone leads to a
unique σ-special gauge (Section 5). We then show that a notion of compatibility
between σ-special gauges and positive cones can be described by several equivalent
conditions, reminiscent of the field case (Section 6). We conclude the paper by
studying the lifting of positive cones from the residue algebra of a gauge, and
prove a result similar to the classical Baer-Krull theorem (Section 7).
The lack of commutativity and the presence of zero divisors make the proofs
more involved than in the field case, and require careful use of the theory of
gauges, Dubrovin valuation rings, positive cones and hermitian forms.
2. Notation
Let F be a field of characteristic different from 2. In this paper A will always
denote an F -algebra and σ an F -linear involution. We will explicitly indicate
when A is finite-dimensional over F , simple or semisimple. We let Sym(A, σ) :=
{a ∈ A | σ(a) = a} and Sym(A, σ)× := Sym(A, σ)∩A×. For each n ∈ N we denote
the involution (aij)i,j 7→ (σ(aji))i,j on Mn(A) by σt. For a1, . . . , aℓ ∈ Sym(A, σ),
we denote the hermitian form Aℓ×Aℓ → A, (x, y) 7→ σ(x1)a1y1+ . . .+σ(xℓ)aℓyℓ by
〈a1, . . . , aℓ〉σ. For a ∈ A×, we denote the inner automorphism A→ A, x 7→ axa−1
by Int(a).
Let XF denote the space of orderings of F . We make the convention that
orderings in XF always contain 0. If P ∈ XF , we denote by FP a real closure of
F at P .
For P ∈ XF and k a subfield of F we denote the convex closure of k with
respect to P , {x ∈ F | ∃m ∈ k −m 6P x 6P m}, by Rk,P . By vk,P we denote
the valuation on F with valuation ring Rvk,P = Rk,P . We also denote the unique
maximal ideal of Rk,P by Ik,P . Recall that Ik,P = {x ∈ F | ∀ε ∈ k× ∩ P − ε 6P
x 6P ε}.
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Let v be a valuation on F . Recall from [14, p. 72] that v and P are called
compatible if for all a, b ∈ F , 0 <P a 6P b implies v(a) > v(b); see [14, Lem. 7.2]
for equivalent characterizations. Also recall from [14, Thm. 7.21] that if v is
compatible with P , then v = vk,P for some subfield k of F .
Several of our results use matrices with quaternion coefficients, cf. Zhang’s
paper [20], from which we recall what we need in Appendix A. Throughout the
paper we make the convention that eigenvalue means right eigenvalue.
3. Valuations, Dubrovin valuation rings, Morandi value functions
and Tignol-Wadsworth gauges
Our main goal in this paper is to associate Tignol-Wadsworth gauges to positive
cones. Our proofs use Dubrovin valuation rings and Morandi value functions. For
the convenience of the reader, we briefly recall these notions from Morandi’s paper
[13] before presenting gauges in more detail.
Definition 3.1. A subring B of a simple Artinian ring S is a Dubrovin valuation
ring of S provided that there is an ideal J of B such that
(1) B/J is simple Artinian;
(2) If s ∈ S \B then there are b1, b2 ∈ B with b1s, sb2 ∈ B \ J .
Note that in this case, J = J(B), the Jacobson radical of B. Any invariant
valuation ring R of a division algebra D (i.e., a subring R of D such that for all
d ∈ D×, dRd−1 = R, and d ∈ R or d−1 ∈ R) is a Dubrovin valuation ring of D.
Also, if B is a Dubrovin valuation ring of S, then Mn(B) is a Dubrovin valuation
ring of Mn(S), cf. [13, pp. 606–607].
In general, there is no “valuation map” associated to a Dubrovin valuation
ring. However, Morandi showed that such a map, which we call a Morandi value
function, exists under certain conditions, cf. [13, Thm 2.3 and §ff.].
Definition 3.2 ([13, Def. 2.1]). Let S be a simple Artinian ring and let Γ be a
totally ordered abelian group. A function w : S → Γ ∪ {∞} is called a Morandi
value function on S provided that for all s, t ∈ S:
(1) w(s) =∞ if and only if s = 0 and w(−1) = 0;
(2) w(s+ t) > min{w(s), w(t)};
(3) w(st) > w(s) + w(t);
(4) Im(w) = w(st(w)), where st(w) = {s ∈ S× | w(s−1) = −w(s)}.
Lemma 3.3 ([13, Lem. 2.2]). Let w be a Morandi value function on S.
(1) If s ∈ st(w) and t ∈ S then w(st) = w(ts) = w(s) + w(t).
(2) st(w) is a subgroup of S× and w : st(w)→ Γ is a homomorphism.
(3) If w(s) 6= w(t), then w(s+ t) = min{w(s), w(t)}.
(4) Rw := {s ∈ S | w(s) > 0} is a ring and Iw := {s ∈ S | w(s) > 0} is a
two-sided ideal of Rw.
Morandi obtains in particular:
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Theorem 3.4 ([13, Cor. 2.5]). Let S be a finite-dimensional central simple algebra
and B a Dubrovin valuation ring of S with Jacobson radical J(B). Then there is
a Morandi value function w on S with B = Rw and J(B) = Iw if and only if B
is integral over its centre.
Gauges were defined as a general notion of “valuation map” on finite-dimensional
semisimple F -algebras by Tignol and Wadsworth, cf. [16, 17, 18]. Therefore, we
assume for the remainder of this section that A is a finite-dimensional semisimple
F -algebra.
Definition 3.5. Let v : F → Γv∪{∞} be a valuation on F and let Γ be a totally
ordered abelian group, containing Γv. A map w : A→ Γ ∪ {∞} is
(1) a v-value function on A if for all x, y ∈ A and λ ∈ F , we have
w(x) =∞⇔ x = 0; w(x+ y) > min{w(x), w(y)}; w(λx) = v(λ) + w(x);
(2) surmultiplicative if w(1) = 0 and w(xy) > w(x) + w(y), for all x, y ∈ A;
(3) a v-norm if A has a “splitting basis”, i.e., an F -basis {e1, . . . , em} such that
w(
m∑
i=1
λiei) = min
16i6m
(v(λi) + w(ei)), ∀λ1, . . . , λm ∈ F.
Let w be a surmultiplicative v-value function on A and let γ ∈ Γ. We consider
the abelian groups
A>γ := {x ∈ A | w(x) > γ}, A>γ := {x ∈ A | w(x) > γ}, and Aγ := A>γ/A>γ
and define
grw(A) :=
⊕
γ∈Γ
Aγ,
which is a graded grv(F )-algebra. Recall that a homogeneous 2-sided ideal I of
grw(A) is a 2-sided ideal such that I =
⊕
γ∈Γ Iγ where Iγ := Aγ∩I and that grw(A)
is called (graded) semisimple if it does not contain any nonzero homogeneous two-
sided nilpotent ideal.
If w is a surmultiplicative v-value function on A, we write (as for Morandi value
functions)
Rw := {a ∈ A | w(a) > 0} and Iw := {a ∈ A | w(a) > 0}
for A>0 and A>0, respectively.
Definition 3.6. Let v : F → Γv∪{∞} be a valuation on F and let Γ be a totally
ordered abelian group, containing Γv. A map w : A→ Γ∪{∞} is a v-gauge on A
if it is a surmultiplicative v-value function that is a v-norm and such that grw(A)
is a semisimple grv(F )-algebra.
If σ is an F -linear involution on A, then a gauge (and more generally a v-value
function) w on A is called σ-invariant if w ◦ σ = w, and σ-special if w(σ(x)x) =
2w(x) for all x ∈ A.
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Remark 3.7. The existence of a σ-special gauge implies that σ is anisotropic, as
observed in the first line of the proof of [17, Prop. 1.1]. Also, a σ-special gauge is
σ-invariant, cf. [17, Prop. 1.1].
Note that if w is a v-gauge on A, then A0 = Rw/Iw is a finite-dimensional
semisimple Fv-algebra which is not simple in general, cf. [16, Prop. 21. and §ff.]
and also that the link between Morandi value functions and gauges, which we
will use later in this paper, is described in [16, Prop. 2.5]. If w is σ-invariant, σ
induces an involution on A0, which we denote by σ0, and, if σ0 is anisotropic, [17,
Prop. 1.1 (b)⇒(a)] shows that w is σ-special.
For future use we record the following two results.
Lemma 3.8. Let w be a σ-special v-value function on A, where v is any valuation
on F . Let a ∈ Sym(A, σ) and r ∈ N. Then w(a) > α if and only if w(a2r) > 2rα.
Proof. By induction on r. Since w(a2
r+1
) = w(σ(a2
r
)a2
r
) = 2w(a2
r
), we have
w(a2
r+1
) > 2r+1α if and only if w(a2
r
) > 2rα. 
Proposition 3.9. Let w be a σ-special surmultiplicative v-value function on A,
where v is any valuation on F . Then grw(A) is semisimple.
Proof. Since w is surmultiplicative and σ-special, we have w ◦ σ = w, cf. Re-
mark 3.7. Thus σ induces an involution σ˜ on each Aα. Let I be a homogeneous
nilpotent 2-sided ideal of grw(A), and let a ∈ Iα for some α ∈ Γ, so a = b + A>α
for some b ∈ A>α. If w(b) > α then a = 0. If w(b) = α then w(σ(b)b) = 2α and
σ˜(a)a = σ(b)b + A>2α in A2α = A>2α/A>2α (by definition of the product in the
graded ring, cf. [18, p. 98]). Since I is a 2-sided ideal, σ˜(a)a ∈ I and thus there
is r ∈ N such that (σ˜(a)a)2r = 0. Therefore, (σ(b)b)2r +A>2·2rα = 0 in A2·2rα, i.e.,
w((σ(b)b)2
r
) > 2 · 2rα. By Lemma 3.8 we get w(σ(b)b) > 2α, so w(b) > α and
thus a = 0. 
Finally, by combining the proofs of several results in [17], we obtain:
Proposition 3.10. Let B be a finite-dimensional simple F -algebra with F -linear
involution τ and let y be a τ -invariant v-gauge on B such that charFv = 0. Then:
(1) Let (F h, vh) be the henselization of (F, v). If τ⊗idFh is anisotropic on B⊗FF h,
then y is the unique τ -invariant v-gauge on B and is tame and τ -special.
(2) If y is τ -special, then y is the unique τ -invariant v-gauge on B and is tame.
Proof. We first observe that F h-algebra B ⊗F F h is tame since char(F h)vh =
charFv = 0, cf. [17, Sec. 2, §1] and by [16, Prop. 1.13].
(1) Let y′ be another τ -invariant v-gauge on B. We follow the second paragraph
of the proof of [17, Thm. 6.1] and only indicate the main steps: both y ⊗ vh and
y′⊗ vh are τ ⊗ id-invariant vh-gauges on B⊗F F h. Since τ ⊗ id is anisotropic, [17,
Thm. 2.2] (which we may use since B⊗F F h is tame) shows that y = y′, and also
that y is tame and τ -special.
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(2) Since y is τ -special, y ⊗ vh is τ ⊗ id-special on B ⊗F F h. Therefore, by
Remark 3.7, τ ⊗ id is anisotropic and we conclude by (1). 
4. Positive cones
We recall the following from [3]:
Definition 4.1. Let F be a field and A an F -algebra. Let σ be an F -linear
involution on A. Let P ∈ XF . A prepositive cone P on (A, σ) over P is a subset
P of Sym(A, σ) such that
(P1) P 6= ∅;
(P2) P + P ⊆ P;
(P3) σ(a) ·P · a ⊆ P for all a ∈ A;
(P4) PF := {u ∈ F | uP ⊆ P} is equal to P (we say that P is the ordering
associated to P);
(P5) P ∩ −P = {0} (we say that P is proper).
A prepositive cone that is maximal with respect to inclusion is called a positive
cone.
Note that a prepositive cone P induces a partial ordering 6P on A defined by
a 6P b if and only if b − a ∈ P. Moreover, since P is closed under sums, we
have a 6P b and c 6P d implies a + c 6P b+ d. As usual, we write a <P b for
a 6P b and a 6= b.
Remark 4.2. Let P ⊆ A, P 6= {0} and suppose P satisfies (P5), then to prove
PF = P for a given P ∈ XF , it suffices to prove that P ⊆ PF .
Example 4.3. Let E be one of F , F (
√−1) or (−1,−1)F and let denote the
identity on F or conjugation in the remaining cases. Let P ∈ XF . Recall that
M ∈ Sym(Mn(E), t) is positive semidefinite with respect to P if and only if
xtMx ∈ P for all x ∈ En (see Appendix A for the quaternionic case). The only
two (pre)positive cones on (E, ) over P are P and −P , since Sym(E, ) = F .
Therefore, by [3, Prop. 4.10], the only two (pre)positive cones on (Mn(E),
t) are
the set PSDn(E, P ) of positive semidefinite matrices with respect to P and the
set of negative semidefinite matrices with respect to P .
4.1. Positive cones on finite-dimensional simple algebras with involu-
tion. In this section let A be a finite-dimensional simple F -algebra with F -linear
involution σ and let P be a positive cone on (A, σ) over P ∈ XF . The following
proposition is a reformulation of [3, Prop. 5.8] together with [3, Thm. 7.5]:
Proposition 4.4. Let (L,Q) be an ordered field extension of (F, P ). Then P ⊗
1 := {a ⊗ 1 | a ∈ P} is contained in a unique positive cone on (A ⊗F L, σ ⊗ id)
over Q.
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For a subset S of A, we define
CP (S) := {
r∑
i=1
uiσ(xi)sixi | r ∈ N, ui ∈ P, xi ∈ A, si ∈ S}.
Lemma 4.5. Let P× := P ∩ A×. Then P = CP (P×).
Proof. By [3, Def. 3.11 and Thm. 7.5], P = CP (S) for some set S of invertible
elements in A. Therefore, P is contained in CP (P
×), and contains it by (P2),
(P3) and (P4). 
Recall that the involution σ is called positive at P if the form TrdA(σ(x)x) is
positive definite at P , cf. [3, §6].
Proposition 4.6. The involution σ is positive at P if and only if (A⊗F FP , σ ⊗
id) ∼= (MnP (DP ), t), where nP ∈ N, DP ∈ {FP , FP (
√−1), (−1,−1)FP }, and
denotes the identity on FP and conjugation in the remaining cases.
Proof. By [4, Rem. 4.7], σ is positive at P if and only if (A ⊗F FP , σ ⊗ id) ∼=
(MnP (DP ), Int(ΦP ) ◦ t), where ΦP is a positive definite matrix over DP . This
matrix has a square root
√
ΦP , and applying Int(
√
ΦP
−1
) gives the desired iso-
morphism. 
Remark 4.7.
(1) Recall that if 1 ∈ P, then the involution σ is positive at P , cf. [3, Cor. 7.7].
(2) By Proposition 4.6, if σ is positive at P there exist extensions L of F (even
finite ones), with L ⊆ FP such that (A⊗F L, σ ⊗ id) ∼= (MnP (EL), t), where
EL ∈ {L, L(
√−1), (−1,−1)L}. For any such extension L we fix such an
isomorphism fL : (A⊗F L, σ ⊗ id) ∼−→ (MnP (EL), t).
Definition 4.8. Assume that σ is positive at P . If a ∈ Sym(A, σ), its FP -
eigenvalues are defined to be the right eigenvalues (cf. Appendix A) of the ma-
trix fFP (a ⊗ 1) ∈ MnP (DP ). Note that they belong to FP since fFP (a ⊗ 1) ∈
Sym(MnP (DP ),
t).
Proposition 4.9. Assume that 1 ∈ P. Let a ∈ Sym(A, σ). Then a ∈ P if and
only if all FP -eigenvalues of a are nonnegative. Consequently, 1 − a ∈ P if and
only if all FP -eigenvalues of a are < 1.
Proof. By Proposition 4.4, the positive cone P extends to a positive cone P ′ on
(A⊗F FP , σ ⊗ id) over P ′, the unique ordering of FP , which is carried by fFP to
the positive cone fFP (P
′) on (MnP (DP ),
t) over P ′ (cf. Proposition 4.6 for the
notation). By Example 4.3 and since 1 ∈ P, fFP (P ′) must be PSDnP (DP , P ′).
The result follows since a ∈ P if and only if fFP (a⊗ 1) ∈ PSDnP (DP , P ′). 
Proposition 4.10. Assume that F is real closed (thus P is its unique ordering)
and that 1 ∈ P. Then P is the set of all hermitian squares of (A, σ).
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Proof. By Remark 4.7 and Proposition 4.6, (A, σ) ∼= (Mm(D), t) where m ∈ N
and D ∈ {F, F (√−1), (−1,−1)F}. By [3, Thm. 7.5] there is a unique positive
cone on (Mm(D),
t) over P containing 1, and by Example 4.3 this positive cone
must be PSDm(D,P ). The result follows since every element of PSDm(D,P )
is a hermitian square (the necessary results for the standard argument in the
quaternion case can be found in Appendix A). 
4.2. Positive cones on finite-dimensional semisimple algebras with in-
volution. We assume in this section that A is a finite-dimensional semisimple
F -algebra equipped with an F -linear involution σ. By [9, 1.2.8] we may assume
that
(A, σ) = (A1, σ1)× · · · × (Ar, σr)× (B1, τ1)× · · · × (Bs, τs),
where each Ai is a simple F -algebra with F -linear involution σi, and each Bj is
equal to B′j × B′′j where B′j and B′′j are simple F -algebras and τj is an F -linear
involution such that τj(B
′
j) = B
′′
j .
For 1 6 i 6 r + s, we denote by ei the element (0, . . . , 0, 1, 0, . . . , 0) of A with
1 in the i-th position.
Proposition 4.11. Let P be a prepositive cone on (A, σ) over P ∈ XF . Then
P = P1 × · · · ×Pr × {0} × · · · × {0},
where each Pi is either a prepositive cone on (Ai, σi) over P , or {0}, and at least
one of P1, . . . ,Pr is not {0}.
Proof. Let Pi = σ(ei)Pei. Obviously Pi ⊆ Sym(Ai, σi), and it is immediate
that Pi satisfies (P1), (P2), (P3), and also (P5) (since Pi ⊆ P). Furthermore
P ⊆ (Pi)F and by Remark 4.2 we have either Pi = {0} or Pi is a prepositive
cone on (Ai, σi) over P . Now let 1 6 i 6 s. Then Pr+i = {0}, since otherwise
it would be a prepositive cone on (Bi, τi), contradicting [3, Rem. 3.3]. Since,
for a ∈ P, we have a = (σ(e1)ae1, · · · , σ(er+s)aer+s), we obtain that P =
P1 × · · · ×Pr × {0} × · · · × {0}. Finally, one of P1, . . . ,Pr must be different
from {0}, otherwise P = {0}, contradicting property (P4). 
Corollary 4.12. Let P be a positive cone on (A, σ) with 1 ∈ P. Then s = 0
and
P = P1 × · · · ×Pr,
where each Pi is a positive cone on (Ai, σi) over P with 1 ∈ Pi.
Furthermore, if F is real closed then P is equal to the set of hermitian squares
in (A, σ).
Proof. The first part of the statement is a direct consequence of Proposition 4.11.
For the second part, by Proposition 4.10, the elements of each Pi are hermitian
squares, and the result follows. 
Lemma 4.13. Let P be a positive cone on (A, σ). Then:
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(1) If
∑ℓ
i=1 ai = 0 with a1, . . . , aℓ ∈ P, then ai = 0 for all i.
(2) If 1 ∈ P, then σ(a)a = 0 implies a = 0 for all a ∈ A.
Proof. (1) This follows from the fact that P is proper.
(2) By Corollary 4.12, 1 ∈ Pi for 1 6 i 6 r and the result follows from the fact
that the forms 〈1〉σi are anisotropic by [3, Ex. 3.9]. 
5. Gauges from positive cones
In this section we construct gauges from positive cones in a natural way, inspired
by the classical case of valuations and orderings.
Let A be an F -algebra, σ an F -linear involution on A, P a prepositive cone on
(A, σ), and k a subfield of F . Following Holland [7, §4], we define the following:
Rk,P := {a ∈ A | ∃m ∈ k ∩ P σ(a)a 6P m},
Ik,P := {a ∈ A | ∀ε ∈ k× ∩ P σ(a)a 6P ε}.
Our general strategy is as follows: we first construct a gauge corresponding to
Rk,P for some specific algebra with involution, cf. Section 5.1, by showing that
Rk,P is a Dubrovin valuation ring in this case and using Theorem 3.4 and [16,
Prop. 2.5]. We then address the general case by first reducing to the special case
via a scalar extension, and then by showing that the restriction of the gauge thus
obtained is still a gauge.
We denote σ(a)a by n(a). Lemmas 5.1 and 5.2 below are reformulations of
Holland’s results in our context.
Lemma 5.1. Assume that 1 ∈ P and let a, b ∈ A. Then
(1) n(a) >P 0;
(2) n(a+ b) 6P 2(n(a) + n(b));
(3) n(ab) = σ(b)n(a)b;
(4) if a is invertible, then n(a−1) = n(σ(a))−1.
Proof. (1) Since 1 ∈ P, we have σ(a)a ∈ P.
(2) We have
n(a + b) 6P 2(n(a) + n(b))⇔ −σ(a + b)(a + b) + 2(σ(a)a+ σ(b)b) ∈ P
⇔ 2σ(a)a + 2σ(b)b− (σ(a)a+ σ(a)b+ σ(b)a + σ(b)b) ∈ P
⇔ σ(a)a + σ(b)b− σ(a)b− σ(b)a ∈ P
⇔ σ(a− b)(a− b) ∈ P,
which is true by (P3) since 1 ∈ P.
(3) and (4) are direct. 
Lemma 5.2. Assume that 1 ∈ P. Then Rk,P is a subring of A and Ik,P is an
ideal of Rk,P .
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Proof. Since 0 ∈ P we obtain that 1 6P 1, and so 1 ∈ Rk,P . By Lemma 5.1,
n(a+ b) 6P 2(n(a) + n(b)), so if a, b ∈ Rk,P then a+ b ∈ Rk,P , and if a, b ∈ Ik,P
then a+ b ∈ Ik,P.
For the product, we start with a, b ∈ Rk,P , so n(a) 6P r and n(b) 6P s for
some r, s ∈ k ∩ P . We have r − n(a) ∈ P, so rn(b) − σ(b)n(a)b ∈ P, i.e.,
rn(b)− n(ab) ∈ P. Since s− n(b) =: α ∈ P, we get β := r(s− α)− n(ab) ∈ P.
Since r ∈ P , rα ∈ P, and thus β + rα = rs − n(ab) ∈ P. Hence n(ab) 6P rs
and so ab ∈ Rk,P .
Assume now a ∈ Ik,P and b ∈ Rk,P , with s−n(b) =: α ∈ P for some s ∈ k∩P .
Let ε ∈ k× ∩ P . Then ε − n(a) =: β ∈ P so εn(b) − σ(b)n(a)b = σ(b)βb ∈ P,
thus ε(s− α)− n(ab) = σ(b)βb and εs− n(ab) = εα + σ(b)βb ∈ P. This shows
n(ab) 6P εs for every ε ∈ k× ∩ P and thus ab ∈ Ik,P . The computation showing
ba ∈ Ik,P is similar. 
Remark 5.3.
(1) The hypothesis 1 ∈ P is necessary since, by definition of Ik,P , to have 0 ∈ Ik,P
we must have 1 ∈ P.
(2) If 1 ∈ P, we have P ∩F = P (cf. [3, Prop. 3.8(1)], which also holds if (A, σ)
is an F -algebra with F -linear involution), and it follows from the definition
of Rk,P that Rk,P ∩ F = Rk,P and Ik,P ∩ F = Ik,P .
Lemma 5.4. Assume that 1 ∈ P. Let u ∈ A be unitary, i.e., σ(u)u = 1. Then
u ∈ R×k,P.
Proof. We have σ(u)u = 1 ∈ P, so σ(u)u 6P 1 and thus u ∈ Rk,P . Since u−1 is
also unitary, we get u ∈ R×k,P . 
For the remainder of Section 5, A will be a finite-dimensional simple F -algebra
with F -linear involution σ and P will be a positive cone on (A, σ) such that
1 ∈ P. Note that, up to replacing σ by Int(a) ◦ σ and P by aP, for some
a ∈ P×, we may always assume that 1 ∈ P, cf. [3, Lemma 3.5, Prop. 4.4] (where
we also use that if a ∈ P×, then a−1 ∈ P× by (P3)).
5.1. Special case with index 6 2 and conjugate transposition. Let E be
one of F , C := F (
√−1) or H := (−1,−1)F and let (A, σ) = (Mn(E), t), where
denotes the identity on F or conjugation in the remaining cases. Let P ∈ XF
and let P be a positive cone on (A, σ) over P with 1 ∈ P.
Since 1 ∈ P, the positive cone P is then equal to PSDn(E, P ) by Example 4.3
and extends to the positive cone P ′ = PSDn(E⊗F FP , P ′) on (A⊗F FP , σ⊗ id) ∼=
(Mn(E ⊗F FP ), t), where P ′ is the unique ordering on FP . Identifying A with
its image in A⊗F FP , it is clear that Rk,P = Rk,P′ ∩A. Note that if at = a, then
a ⊗ 1 ∈ Mn(E ⊗F FP ) is always diagonalizable by congruences with eigenvalues
in FP by the Principal Axis Theorem, cf. Appendix A for the quaternionic case.
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5.1.1. Eigenvalue characterizations.
Lemma 5.5. Let a ∈ A =Mn(E). Then
(1) a ∈ Rk,P (resp. a ∈ Ik,P) if and only if at ∈ Rk,P (resp. at ∈ Ik,P).
(2) a ∈ Rk,P if and only if all FP -eigenvalues of ata are in Rk,P ′.
(3) a ∈ Ik,P if and only if all FP -eigenvalues of ata are in Ik,P ′.
(4) a ∈ R×k,P if and only if a is invertible and all FP -eigenvalues of ata are in
R×k,P ′ = Rk,P ′ \ Ik,P ′.
Proof. Let u ∈Mn(E ⊗F FP ) be unitary and such that utatau = diag(λ1, . . . , λn)
with λ1, . . . , λn ∈ FP .
(1) Let α ∈ k ∩ P . Then, after identifying a and a ⊗ 1, and since P ′ =
PSDn(E ⊗F FP , P ′),
α− ata ∈ P ⇔ α− ata ∈ P ′
⇔ α− utatau ∈ P ′ [by (P3)]
⇔ the FP -eigenvalues of ata are 6 α
⇔ the FP -eigenvalues of aat are 6 α [by Remark A.1]
⇔ α− aat ∈ P ′
⇔ α− aat ∈ P.
(2) “⇐”: There is m ∈ k ∩P ′ such that |λ1|, . . . , |λn| 6 m. Thus m− utatau ∈
P ′ = PSDn(E⊗F FP , P ′). Therefore au ∈ Rk,P′ and so a ∈ Rk,P′ by Lemma 5.4.
It follows that a ∈ Rk,P = Rk,P′ ∩ A.
“⇒”: By (1), at ∈ Rk,P . Therefore, ata ∈ Rk,P and thus there is m ∈ k ∩ P
such thatm−(ata)t(ata) = m−(ata)2 ∈ P ⊆ P ′. Hence, using that u−1 = ut and
property (P3), we obtain m−ut(ata)2u ∈ P ′, i.e., diag(m−λ21, . . . , m−λ2n) ∈ P ′.
Since P ′ is the set of positive semidefinite matrices with respect to P ′, we have
m− λ2i > 0 for i = 1, . . . , n, and the result follows.
(3) Same argument as for (2), mutatis mutandis.
(4) Let a ∈ A be invertible. Then using (1) and (2),
a ∈ R×k,P ⇔ a and a−1 ∈ Rk,P
⇔ a and (a−1)t = (at)−1 ∈ Rk,P
⇔ all FP -eigenvalues of ata and (ata)−1 are in Rk,P ′
⇔ all FP -eigenvalues of ata and their inverses are in Rk,P ′
[by Remark A.1]
⇔ all FP -eigenvalues of ata are in Rk,P ′ \ Ik,P ′. 
Lemma 5.6. Let a ∈ Sym(A, σ). Then a ∈ Rk,P (resp. a ∈ Ik,P) if and only if
all FP -eigenvalues of a are in Rk,P ′ (resp. in Ik,P ′).
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Proof. Since at = a, there exists a unitary matrix u in Mn(E ⊗ FP ) such that
utau is diagonal. A standard argument, using the Principal Axis Theorem for a
and Lemma A.2(3), shows that the FP -eigenvalues of a
ta = a2 are the squares of
the FP -eigenvalues of a. The result then follows by Lemma 5.5, since for x ∈ FP ,
x ∈ Rk,P ′ if and only if x2 ∈ Rk,P ′ (and similarly for Ik,P ′). 
Remark 5.7. There are invertible elements a in A such that a 6∈ Rk,P and
a−1 6∈ Rk,P . For instance, consider a =
(
ε 0
0 ε−1
)
, with ε ∈ Ik,P \ {0}, and apply
Lemma 5.6.
Proposition 5.8. Let a ∈ A. Then
(1) a ∈ Rk,P if and only if ata ∈ Rk,P.
(2) a ∈ Ik,P if and only if ata ∈ Ik,P.
(3) a ∈ R×k,P if and only if ata ∈ R×k,P.
Proof. Let u be a unitary matrix in Mn(E⊗FP ) such that, after identifying a and
a ⊗ 1, utatau = diag(λ1, . . . , λn) with λ1, . . . , λn ∈ FP . Then u−1(ata)(ata)u =
(u−1atau)(u−1atau) = diag(λ21, . . . , λ
2
n). The result follows by using Lemma 5.5
and the fact that, for x ∈ FP , x ∈ Rk,P ′ if and only if x2 ∈ Rk,P ′, and x ∈ Ik,P ′ if
and only if x2 ∈ Ik,P ′. 
5.1.2. Morandi value functions. Let i and j be the generators of the quaternion
division algebra H = (−1,−1)F over F . Consider the rings
RH,k,P := {a0 + a1i+ a2j + a3ij | a0, a1, a2, a3 ∈ Rk,P}
and
RC,k,P := {a0 + a1
√−1 | a0, a1 ∈ Rk,P}.
We denote by RE,k,P the ring Rk,P , RC,k,P or RH,k,P when E = F , C or H ,
respectively. Observe that since Rk,P is convex in F with respect to P , we have
q ∈ RE,k,P if and only if the norm of q, nE(q) := qq, is in Rk,P (using that nE(q)
is a sum of squares in F ), i.e.,
(5.1) RE,k,P = {q ∈ E | nE(q) ∈ Rk,P}.
Similarly, we define
(5.2) IH,k,P := {a0 + a1i+ a2j + a3ij | a0, a1, a2, a3 ∈ Ik,P},
(5.3) IC,k,P := {a0 + a1
√−1 | a0, a1 ∈ Ik,P}
and
IF,k,P := Ik,P .
This time we obtain for E = F , C or H that
(5.4) IE,k,P = {q ∈ E | nE(q) ∈ Ik,P}.
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Lemma 5.9. The ring RE,k,P is an invariant valuation ring of E, and in par-
ticular a Dubrovin valuation ring of E. Furthermore, its unique maximal ideal is
IE,k,P .
Proof. Let q ∈ E. If q 6∈ RH,k,P , then nE(q) 6∈ Rk,P and so nE(q−1) = nE(q)−1 ∈
Rk,P , i.e., q
−1 ∈ RE,k,P . Also, if a ∈ E× and q ∈ RE,k,P , then aqa−1 ∈ RE,k,P since
nE(aqa
−1) = nE(q).
Let q ∈ RE,k,P \ {0}. We have the following equivalences: q is not invertible in
RE,k,P ⇔ q−1 6∈ RE,k,P ⇔ nE(q−1) 6∈ Rk,P ⇔ nE(q)−1 6∈ Rk,P ⇔ nE(q) ∈ Ik,P ⇔
q ∈ IE,k,P . Therefore, IE,k,P is the set of noninvertible elements of RE,k,P and is
thus its unique maximal ideal. 
We denote by vE,k,P the valuation associated to the invariant valuation ring
RE,k,P . Since Rk,P = RE,k,P ∩ F , vE,k,P is an extension of vk,P . Moreover, by [19,
Thm. 2.1 and §ff.], vE,k,P is the unique extension of vk,P to E and
(5.5) vE,k,P (x) =
1
2
vk,P (nE(x)) = vE,k,P (x),
for all x ∈ E.
Lemma 5.10. For all x1, . . . , xr ∈ E \ {0} we have
vE,k,P (nE(x1) + · · ·+ nE(xr)) = 2min{vE,k,P (xi) | i = 1, . . . , r}.
Proof. We may assume that vE,k,P (x1) 6 · · · 6 vE,k,P (xr). We have
vE,k,P (nE(x1) + · · ·+ nE(xr)) = 2vE,k,P (x1)
⇔ vE,k,P (nE(x1) + · · ·+ nE(xr)) = vE,k,P (nE(x1))
⇔ vE,k,P (1 + nE(x2x−11 ) + · · ·+ nE(xrx−11 )) = 0.
Since vE,k,P (x1) 6 · · · 6 vE,k,P (xr), we have vE,k,P (xix−11 ) > 0. From (5.5)
it follows that vE,k,P (nE(xix
−1
1 )) > 0. Therefore, vE,k,P (1 + nE(x2x
−1
1 ) + · · · +
nE(xrx
−1
1 )) > 0. If we had vE,k,P (1+nE(x2x
−1
1 )+ · · ·+nE(xrx−11 )) > 0, we would
have 1+nE(x2x
−1
1 )+· · ·+nE(xrx−11 ) ∈ IE,k,P , i.e., 1+nE(x2x−11 )+· · ·+nE(xrx−11 ) ∈
Ik,P . Since each nE(xix
−1
1 ) is a sum of squares in F (by definition of nE) and Ik,P
is convex with respect to P , we would obtain 1 ∈ Ik,P , a contradiction. 
Remark 5.11. Let M ∈ Mn(H) and consider its “characteristic polynomial”
pM , cf. Appendix A. Then pM ∈ C[X ] = F (
√−1)[X ] by definition, and also
pM ∈ FP [X ], as recalled in Appendix A. Therefore pM ∈ F [X ] = C[X ] ∩ FP [X ].
Moreover, if M ∈Mn(RH,k,P ), the coefficients of pM are in RC,k,P by definition of
pM . Therefore they are in RC,k,P ∩ F = Rk,P .
Proposition 5.12. We have Rk,P = Mn(RE,k,P ) and Ik,P = Mn(IE,k,P ). In
particular Rk,P is a Dubrovin valuation ring of Mn(E).
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Proof. “⊇”: Let M ∈ Mn(RE,k,P ). Then M tM ∈ Mn(RE,k,P ) and pM tM(X) =
u0+u1X+ · · ·+un−1Xn−1+Xn ∈ Rk,P [X ], cf. Remark 5.11. By Cauchy’s bound
on the roots of a polynomial, the FP -eigenvalues of M
t
M are in the interval
[−(µ + 1), µ+ 1] (with respect to P ′), where µ = max{|u0|P , . . . , |un−1|P}. Since
µ ∈ Rk,P ⊆ Rk,P ′ and Rk,P ′ is convex in FP with respect to P ′, the FP -eigenvalues
of M
t
M are in Rk,P ′. By Lemma 5.5 we obtain that M ∈ Rk,P .
“⊆”: Let M ∈ Rk,P , i.e., there is r ∈ k ∩ P such that r − M tM ∈ P. If
M = (mij), the diagonal of the matrix r −M tM is (r −
∑n
i=1mi1mi1, . . . , r −∑n
i=1minmin) and since the diagonal elements of a positive semidefinite matrix
with respect to P belong to P , cf. Example 4.3, we obtain
∑n
i=1mijmij 6P r
for j = 1, . . . , n. Since the norms mijmij are sums of squares of the coordinates
of mij over F , we deduce that the squares of the coordinates of the mij are all
bounded by r and thus belong to Rk,P . In particular all the coordinates of mij
belong to Rk,P , i.e., mij ∈ RE,k,P for all i, j ∈ {1, . . . , n}.
The statement for Ik,P is proved in the same way, mutatis mutandis, and the
final statement follows from [13, p. 607]. 
Proposition 5.13. The ring Rk,P is integral over Rk,P ∩ F = Rk,P ⊆ Z(Rk,P).
Proof. LetM ∈ Rk,P . ThenM ∈Mn(RE,k,P ) by Proposition 5.12, and is a root of
pM , which is a monic polynomial with coefficients in Rk,P (see Remark 5.11). 
Corollary 5.14. There is a Morandi value function wk,P : Mn(E) → Γ ∪ {∞},
for some totally ordered abelian group Γ, such that
(1) Rk,P = Rwk,P , Ik,P = Iwk,P ;
(2) st(wk,P) = st(Rk,P), where st(Rk,P) := {x ∈Mn(E)× | xRk,Px−1 = Rk,P};
(3) R×k,P = {s ∈ st(Rk,P) | wk,P(s) = 0}.
Proof. This is an immediate consequence of Proposition 5.13 and [13, Thm. 2.3
and §ff.], since Rk,P is a Dubrovin valuation ring of Mn(E) by Proposition 5.12.

Corollary 5.15. The Morandi value function wk,P is a vk,P -gauge on Mn(E) and
A0 = (Mn(E))0 is simple.
Proof. Since charFvk,P = 0, the defect of wk,P is equal to 1, cf. [16, p. 710] and
the result follows from [16, Prop. 2.5]. 
Proposition 5.16. Let M = (mij) ∈Mn(E). Then
wk,P(M) = min
i,j
{vE,k,P (mij)} = wk,P(M t).
Proof. The second equality follows from the first and (5.5). We now prove the
first equality. Following [13, p. 609], we define the Morandi value function wE,k,P :
Mn(E) → ΓvE,k,P ∪ {∞} by wE,k,P (M) := mini,j{vE,k,P (mij)}. It is clear that
RwE,k,P = Mn(RE,k,P ) = Rwk,P . Since wE,k,P |F = vk,P = wk,P|F , it follows from
[13, Prop. 2.6(4)] that wE,k,P = wk,P . 
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5.2. The general case. We return to the case of an arbitrary finite-dimensional
simple F -algebra A with F -linear involution σ, and with positive cone P on (A, σ)
over P ∈ XF such that 1 ∈ P.
Let L be a finite extension of F with L ⊆ FP , such that fL : (A⊗F L, σ⊗id) ∼−→
(MnP (EL),
t), where EL ∈ {L, L(
√−1), (−1,−1)L}, cf. Remark 4.7. Let Q ∈ XL
be an extension of P to L. Let P ′ be the unique positive cone on (A⊗F L, σ⊗ id)
over Q that extends P, cf. Proposition 4.4, i.e., P ′ ∩ A = P.
Finally, let Q be the unique positive cone on (MnP (EL),
t) over Q such that
1 ∈ Q, cf. Example 4.3. Observe that Q = fL(P ′) since both are maximal
positive cones over Q and contain 1.
Consider the diagram
(A⊗F L, σ ⊗ id) ∼
fL
// (MnP (EL),
t)
wk,Q

(A, σ)
ι
OO
Γ ∪ {∞}
where ι is the canonical morphism a 7→ a ⊗ 1, and wk,Q is the Morandi value
function on MnP (EL) obtained from Q in Corollary 5.14. We define
wk,P := wk,Q ◦ fL ◦ ι.
Thus, wk,P(a) = wk,Q(fL(a⊗ 1)).
A priori wk,P depends on fL. However, we will show in Theorem 5.21 that it
is a σ-special vk,P -gauge and therefore unique.
Lemma 5.17. We have σ(Rk,P) ⊆ Rk,P and σ(Ik,P) ⊆ Ik,P.
Proof. Since P ′ is an extension of P, we have Rk,P′∩A = Rk,P . Since fL(P ′) =
Q, it follows that fL(Rk,P′) = Rk,Q, and the result follows by Lemma 5.5(1). 
Lemma 5.18. The map wk,Q ◦ fL is a vk,P -norm on the F -vector space A⊗F L.
Proof. A direct computation shows that wk,Q ◦ fL is a vk,Q-norm on A⊗F L, since
wk,Q is a vk,Q-norm onMnP (EL), cf. Corollary 5.15. Let {ℓ1, . . . , ℓr} be a splitting
basis of L over F for the vk,P -norm vk,Q and {e1, . . . , es} a splitting basis of A⊗F L
over L for the vk,Q-norm wk,Q ◦ fL. Then {eiℓj | i = 1, . . . , s, j = 1, . . . , r} is a
basis of A ⊗F L and a direct computation shows that it is a splitting basis over
F for the vk,P -value function wk,Q ◦ fL. 
Lemma 5.19. The map wk,P : A → Γ ∪ {∞} is a surmultiplicative vk,P -value
function and a vk,P -norm. Furthermore, Rk,P = {a ∈ A | wk,P(a) > 0} and
Ik,P = {a ∈ A | wk,P(a) > 0}.
Proof. That wk,P is a surmultiplicative vk,P -value function is a direct consequence
of the fact that wk,Q is a surmultiplicative vk,Q-value function. By Lemma 5.18,
wk,Q ◦ fL is a vk,P -norm on the finite dimensional F -vector space A⊗F L and by
restriction, wk,P is also a vk,P -norm, cf. [18, Prop. 3.14].
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With reference to the proof of Lemma 5.17 we have, for a ∈ A:
a ∈ Rk,P ⇔ a⊗ 1 ∈ Rk,P′
⇔ fL(a⊗ 1) ∈ Rk,Q
⇔ wk,Q(fL(a⊗ 1)) > 0 [by Corollary 5.14]
⇔ wk,P(a) > 0,
and similarly for Ik,P . 
Proposition 5.20. wk,Q is a
t-special vk,Q-value function on MnP (EL) and wk,P
is a σ-special vk,P -value function on A.
Proof. Let a = (aij) ∈ MnP (EL), and let i0, j0 be such that min{vEL,k,Q(aij) |
i, j = 1, . . . , nP} = vEL,k,Q(ai0j0). Then wk,Q(a) = vEL,k,Q(ai0j0) by Proposi-
tion 5.16 and wk,Q(a
ta) > wk,Q(a
t) + wk,Q(a) = 2wk,Q(a) = 2vEL,k,Q(ai0j0) by
surmultiplicativity. Since
∑
i aij0aij0 is one of the diagonal coefficients of a
ta, and
vEL,k,Q(
∑
i aij0aij0) = 2min{vEL,k,Q(aij0) | i = 1, . . . , nP} = 2vEL,k,Q(ai0j0) (see
Lemma 5.10), we have wk,Q(a
ta) = min{vEL,k,Q((ata)ij) | i, j = 1, . . . , nP} 6
2vEL,k,Q(ai0j0). It follows that wk,Q(a
ta) = 2vEL,k,Q(ai0j0) = 2wk,Q(a).
We now consider wk,P . We have
wk,P(σ(a)a) = 2wk,P(a)⇔ wk,Q
(
(fL ◦ ι)(σ(a)a)
)
= 2wk,Q(fL ◦ ι(a))
⇔ wk,Q
(
(fL ◦ ι)(σ(a))(fL ◦ ι)(a)
)
= 2wk,Q(fL ◦ ι(a))
⇔ wk,Q(fL(σ ⊗ id(a⊗ 1))fL(a⊗ 1)) = 2wk,Q(fL(a⊗ 1))
⇔ wk,Q(fL(a⊗ 1)tfL(a⊗ 1)) = 2wk,Q(fL(a⊗ 1)),
which is true by the first part of the proof. 
Theorem 5.21. The map wk,P is the unique σ-special vk,P -gauge on A.
Proof. By Lemma 5.19 and Proposition 5.20, wk,P is a σ-special surmultiplicative
vk,P -value function on A that is a norm and whose associated graded algebra is
semisimple by Proposition 3.9. Uniqueness follows from Proposition 3.10(2). 
We finish this section with a description of the elements in st(wk,P) := {a ∈
A× | wk,P(a−1) = −wk,P(a)}, cf. [16, p. 709] (and also [16, Lem. 1.3] for some
properties of st):
Proposition 5.22.
(1) Let a ∈ Sym(A, σ)×. Then a ∈ st(wk,P) if and only if all FP -eigenvalues of a
have the same vk,P -value.
(2) Let a ∈ A×. Then a ∈ st(wk,P) if and only if all FP -eigenvalues of σ(a)a have
the same vk,P -value.
Proof. We denote v by vk,P and w by wk,P.
(1) Let λ1, . . . , λn be the FP -eigenvalues of a, ordered such that vk,P ′(λ1) 6
· · · 6 vk,P ′(λn) (so that w(a) = vk,P ′(λ1) by definition of w and Proposition 5.16).
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The FP -eigenvalues of a
−1 are λ−11 , . . . , λ
−1
n , and have values −vk,P ′(λn) 6 · · · 6
−vk,P ′(λ1), so that w(a−1) = −vk,P ′(λn). Therefore w(a) = −w(a−1) if and only
if vk,P ′(λ1) = vk,P ′(λn) if and only if vk,P ′(λ1) = · · · = vk,P ′(λn).
(2) Since w is σ-special (and thus σ-invariant), we have the equivalences
w(a−1) = −w(a)⇔ 2w(a−1) = −2w(a)⇔ w(a−1σ(a−1)) = −w(σ(a)a)
⇔ w((σ(a)a)−1) = −w(σ(a)a)
and the result follows from (1). 
5.3. Explicit computation in the special case with index 6 2 and arbi-
trary involution. The content of this section was partially inspired by a talk of
J.-P. Tignol at the 2009 conference “Positivity, Valuations, and Quadratic Forms”
at the University of Konstanz.
Let (A, σ) = (Mn(E), adh) with (E, ) as in Section 5.1 and h = 〈e1, e2, . . . , en〉−,
where e1, . . . , en ∈ F× = Sym(E, ) \ {0}. Let P ∈ XF and let P be a positive
cone on (A, σ) over P and with 1 ∈ P.
Let e = diag(e1, . . . , en) ∈ Mn(F ) ⊆ Mn(E). Then σ = Int(e−1) ◦ t. Let P ′
be the unique extension of P to (A ⊗F FP , σ ⊗ id), cf. Proposition 4.4. After
canonically identifying (A⊗F FP , σ ⊗ id) with (Mn(E ⊗F FP ), Int(e−1 ⊗ 1) ◦ t),
we consider the isomorphism
f = Int(
√
e⊗ 1) : (Mn(E ⊗F FP ), Int(e−1 ⊗ 1) ◦ t) ∼−→ (Mn(E ⊗F FP ), t).
Then f(P ′) is a positive cone over P ′, and thus f(P ′) = PSDn(E ⊗F FP , P ′),
the positive cone of all positive semidefinite n × n-matrices over E ⊗F FP , cf.
Example 4.3. Observe that RE⊗FP ,k,P ′ ∩ E = RE,k,P and so vE⊗FP ,k,P ′ extends
vE,k,P (which itself extends vk,P ).
For a ∈Mn(E) we have
a ∈ Rk,P ⇔ a⊗ 1 ∈ Rk,P′
⇔ ∃m ∈ N m− σ ⊗ id(a⊗ 1)a⊗ 1 ∈ P ′
⇔ ∃m ∈ N f(m− σ ⊗ id(a⊗ 1)a⊗ 1) ∈ f(P ′)
⇔ ∃m ∈ N m− f(σ ⊗ id(a⊗ 1))f(a⊗ 1) ∈ f(P ′)
⇔ ∃m ∈ N m− f(a⊗ 1)tf(a⊗ 1) ∈ f(P ′)
⇔ f(a⊗ 1) ∈ Rk,f(P′)
⇔ f(a⊗ 1) ∈ Mn(RE⊗FP ,k,P ′),
where the last equivalence follows from Proposition 5.12. A direct computation
gives, if a = (aij)i,j, that
f(a⊗ 1) = (√ei ⊗ 1(aij ⊗ 1)
√
ej ⊗ 1−1)i,j
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and thus that f(a⊗1) ∈Mn(RE⊗FP ,k,P ′) is equivalent to vE⊗FP ,k,P ′(
√
ei ⊗ 1(aij ⊗
1)
√
ej ⊗ 1−1) > 0 for every i, j, i.e.,
vE,k,P (aij) > −1
2
vk,P (e
−1
i ej),
since vE⊗FP ,k,P ′ extends vE,k,P . Therefore
(5.6)
Rk,P = {(aij)i,j ∈Mn(E) | ∀i, j vE,k,P (aij) > −1
2
vk,P (e
−1
i ej)}
=:
(
{vE,k,P (x) > −1
2
vk,P (e
−1
i ej)}
)
i,j
.
Similarly, we obtain
Ik,P = {(aij)i,j ∈Mn(E) | ∀i, j vE,k,P (aij) > −1
2
vk,P (e
−1
i ej)}
=:
(
{vE,k,P (x) > −1
2
vk,P (e
−1
i ej)}
)
i,j
.
Therefore,
Rk,P/Ik,P =
(
{vE,k,P (x) > −1
2
vk,P (e
−1
i ej)}/{vE,k,P(x) > −
1
2
vk,P (e
−1
i ej)}
)
i,j
.
Observe that if 1
2
vk,P (e
−1
i ej) 6∈ ΓvE,k,P , i.e., if vk,P (ei) 6= vk,P (ej) mod 2ΓvE,k,P , then
{vE,k,P (x) > −1
2
vk,P (e
−1
i ej)} = {vE,k,P (x) > −
1
2
vk,P (e
−1
i ej)}
and so
(5.7) {vE,k,P (x) > −1
2
vk,P (e
−1
i ej)}/{vE,k,P(x) > −
1
2
vk,P (e
−1
i ej)} = {0}.
The following statement is clear:
Lemma 5.23. Let g : (B1, τ1) → (B2, τ2) be an isomorphism of F -algebras with
F -linear involution, let Q1 be a positive cone on (B1, τ1) over Q ∈ XF and let
Q2 = g(Q1). Then Q2 is a positive cone on (B2, τ2) over Q, and g restricts to an
isomorphism from Rk,Q1 to Rk,Q2 and from Ik,Q1 to Ik,Q2.
Larmour [12, §3] defined residue forms of hermitian forms over valued divi-
sion algebras with involution. We recall what we need from [12]. Select a set
of nonzero elements πr ∈ Sym(E, ), for r in some index set J , such that the
vE,k,P (πr) are all distinct modulo 2ΓvE,k,P and {vE,k,P (πr) + 2ΓvE,k,P | r ∈ J} =
{vE,k,P (x) + 2ΓvE,k,P | x ∈ Sym(E, )}. Then we can write h ≃⊥r∈J hr, where
hr = 〈ur,1πr, . . . , ur,nrπr〉− for units ur,ℓ. The residue forms of h are then the forms
h˜r = 〈ur,1 + IE,k,P , . . . , ur,nr + IE,k,P 〉ϑr over (RE,k,P/IE,k,P , ϑr), where ϑr is the
involution induced by Int (πr) ◦ .
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Proposition 5.24. The number of simple components of the semisimple Fvk,P -
algebra Rk,P/Ik,P is the number of residue forms of h, and the matrix sizes of its
components are equal to the dimensions of the corresponding residue forms.
Proof. Let h1, . . . , hr be hermitian forms over (E, ) and γ1, . . . , γr all different in
ΓvE,k,P /2ΓvE,k,P such that h ≃ h1 ⊥ · · · ⊥ hr with dimhi = ni and, writing
h1 = 〈e1, . . . , en1〉−, h2 = 〈en1+1, . . . , en1+n2〉−, . . .
and
I1 = {1, . . . , n1}, I2 = {n1 + 1, . . . , n1 + n2}, . . .
we have
• vE,k,P (ei) = γℓ for every i ∈ Iℓ;
• γℓ1 6= γℓ2 mod 2ΓvE,k,P whenever ℓ1 6= ℓ2.
Then, using (5.7) and the computation leading to it, we obtain
Rk,P/Ik,P ∼=


M1 0
0 M2
. . . 0
0 Mr

 ∼= M1 × · · · ×Mr,
where, for ℓ = 1, . . . , r,
Mℓ =
(
{vE,k,P (x) > −1
2
vk,P (e
−1
i ej)}/{vE,k,P(x) > −
1
2
vk,P (e
−1
i ej)}
)
i,j∈Iℓ
=
(
{vE,k,P (x) > 0}/{vE,k,P(x) > 0}
)
i,j∈Iℓ
=Mnℓ(RE,k,P/IE,k,P),
which is simple since RE,k,P/IE,k,P is a division ring. 
Corollary 5.25. h has only one residue form if and only if Rk,P is a Dubrovin
valuation ring of Mn(E).
Proof. Assume that h has only one residue form. Then the proof of Proposi-
tion 5.24 together with (5.6) shows that Rk,P = Mn(RE,k,P ), which is a Dubrovin
valuation ring of Mn(E) since RE,k,P is a valuation ring of E.
Conversely, if Rk,P is a Dubrovin valuation ring of Mn(E), then Rk,P/Ik,P is
simple and so h has only one residue form by Proposition 5.24. 
6. Compatibility of positive cones and σ-special gauges
In this section we let A be a finite-dimensional simple F -algebra with F -linear
involution σ, we fix P ∈ XF and a positive cone P on (A, σ) over P such that
1 ∈ P. Recall that this implies P ∩ F = P , cf. Remark 5.3(2). If S ⊆ T are
subsets of A we say that S is P-convex in T if for all s1, s2 ∈ S and t ∈ T ,
s1 6P t 6P s2 implies t ∈ S.
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Let w be a σ-special v-gauge on A. As recalled in Remark 3.7, w is then σ-
invariant and, as before, we denote the induced involution on A0 = Rw/Iw by σ0.
Recall that Rw ∩ F = Rv and Iw ∩ F = Iv since w|F = v and thus that A0 is an
Fv-algebra. Denote the canonical projections Rv → Fv and Rw → A0 by πv and
πw, respectively. Note that πw extends πv.
Inspired by the classical compatibility conditions between valuations and or-
derings, we consider the following properties:
(C1) for all a, b ∈ A, 0 6P a 6P b implies w(b) 6 w(a);
(C2) Rw is P-convex in A;
(C3) Iw is P-convex in A;
(C4) Iw is P-convex in Rw;
(C5) πw(P ∩ Rw) is a prepositive cone on (A0, σ0) over P := πw(P ∩Rv);
(C6) a ∈ P ∩ Iw ⇒ a <P 1;
(C7) 1 + Sym(Iw, σ) ⊆ P.
It is clear that (C1) implies (C2) and (C3), and also that (C3) implies (C4).
Using only the definitions of (C1), . . . , (C7), the equivalences (C4) ⇔ (C5) and
(C6) ⇔ (C7) can both be proved in an elementary way:
Proposition 6.1. (C4) implies (C5). More precisely under the hypothesis (C4)
we have:
(1) Iv = Iw ∩ F is P -convex in Rv = Rw ∩ F , and so P := πv(P ∩ Rv) is an
ordering on Fv.
(2) The set πw(P ∩ Rw) is a prepositive cone on (A0, σ0) over P .
Proof. (1) Let a ∈ Rw∩F and b ∈ Iw∩F be such that 0 6P a 6P b. Since 1 ∈ P,
P = P ∩ F , so 0 6P a 6P b and by hypothesis we obtain a ∈ Iw, so a ∈ Iw ∩ F .
(2) Let P := πw(P ∩Rw). We obviously have P 6= ∅, P +P ⊆ P and, for
πw(a) ∈ P and πw(x) ∈ A0, σ0
(
πw(x)
)
πw(a)πw(x) ∈ P.
We check P ∩ −P = {0}. Let a ∈ Rw ∩P be such that πw(a) ∈ P ∩ −P,
i.e., there is b ∈ P ∩ Rw such that πw(a) = −πw(b). Then a + b ∈ Iw. Therefore
0 6P a 6P a+ b and by P-convexity of Iw, we get a ∈ Iw, so πw(a) = 0.
We show that P is over P , i.e., that (P)Fv = P by showing that P ⊆ (P)Fv , cf.
Remark 4.2 (P 6= {0} since 1 ∈ Rw\Iw). Let πw(u) ∈ P with u ∈ P∩Rv = P∩Rw,
and let πw(a) ∈ P with a ∈ P∩Rw. Then ua ∈ P∩Rw by (P4) and the definition
of gauge, so πw(ua) ∈ P. 
Note that we will show in Theorem 6.10 that πw(P ∩Rw) is actually maximal,
i.e., is a positive cone on (A0, σ0) over P .
Proposition 6.2. (C5) implies (C4).
Proof. Let a ∈ Rw and b ∈ Iw be such that 0 6P a 6P b. So a ∈ P and
b = a + c for some c ∈ P ∩ Rw. Then 0 = πw(b) = πw(a) + πw(c), therefore
πw(a) = −πw(c) ∈ πw(P ∩Rw) ∩ −πw(P ∩ Rw) = {0}, so a ∈ Iw. 
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Proposition 6.3. (C5) implies that v is compatible with P .
Proof. It suffices to show that πv(P ∩Rv) is an ordering on Fv. The set πv(P ∩Rv)
is closed under sum and product and satisfies Fv ⊆ πv(P ∩ Rv) ∪ −πv(P ∩ Rv).
Thus to show that πv(P ∩ Rv) is an ordering on Fv we only need to show that it
is proper. This follows from the observation that P ∩Rv = P ∩F ∩Rv = P ∩Rv
and thus πv(P ∩Rv) = πw(P ∩ Rv) ⊆ πw(P ∩ Rw), which is proper. 
Proposition 6.4. (C6) and (C7) are equivalent.
Proof. Assume that (C6) holds, i.e., a ∈ P ∩ Iw ⇒ 1 − a ∈ P (since a 6= 1).
Let a ∈ Sym(Iw, σ). Then a = σ(a) and, using (P3) and 1 ∈ P, a2 ∈ P ∩ Iw.
Therefore 1 − a2 ∈ P. By Proposition 4.9, all FP -eigenvalues of a2 are less than
1 and so all FP -eigenvalues of a are in (−1, 1). Thus 1 + a only has positive
FP -eigenvalues, and so 1 + a ∈ P by Proposition 4.9.
Conversely, assume that (C7) holds. Let a ∈ P ∩Iw. Then a, and thus −a, are
in Sym(Iw, σ). Therefore 1 − a ∈ P by the assumption, i.e., a 6P 1. The result
follows since 1 6∈ Iw. 
We now consider the vk,P -gauge wk,P .
Proposition 6.5. (C1), . . . , (C7) hold for wk,P.
Proof. We first prove (C1), from which (C2), (C3), (C4) and (C5) follow. Let
a, b ∈ A such that 0 6P a 6P b. Then b − a ∈ P and thus, with notation as in
Section 5.2 for L = FP , and in particular EFP ∈ {FP , FP (
√−1), (−1,−1)FP }, we
have fFP (b⊗ 1− a⊗ 1) ∈ Q. (Note that Q = PSDnP (EFP , P ′), cf. Example 4.3.)
Let u ∈MnP (EFP ) be unitary such that utfFP (b⊗1−a⊗1)u = diag(d1, . . . , dnP )
with di ∈ P ′. Then utfFP (b⊗ 1)u = utfFP (a⊗ 1)u+ diag(d1, . . . , dnP ) and so
wk,Q(u
tfFP (b⊗ 1)u) = wk,Q(utfFP (a⊗ 1)u+ diag(d1, . . . , dnP )).
Observe that since a ∈ P, the matrix utfFP (a ⊗ 1)u is in Q and thus positive
semidefinite with respect to P ′. Therefore, if x is the i-th diagonal element of
utfFP (a⊗1)u, then x ∈ P ′. Thus 0 6P ′ x 6P ′ x+di and, since vk,P ′ is compatible
with P ′ we obtain vk,P ′(x + di) 6 vk,P ′(x), i.e., vEFP ,k,P ′(x + di) 6 vEFP ,k,P ′(x).
Using Proposition 5.16 yields
wk,Q(u
tfFP (b⊗ 1)u) 6 wk,Q(utfFP (a⊗ 1)u).
In conclusion,
wk,Q(u
tfFP (b⊗ 1)u) = wk,Q(u−1fFP (b⊗ 1)u) = wk,Q(fFP (b⊗ 1)),
since u ∈ R×wk,Q ⊆ st(wk,Q) by Lemma 5.4 and Corollary 5.14, and where we use
[16, Lem. 1.3(ii), (ii’)] for the final equality. Similarly, we have wk,Q(u
tfFP (a ⊗
1)u) = wk,Q(fFP (a⊗ 1)) and the result follows since wk,P = wk,Q ◦ fFP ◦ ι.
Finally, we prove (C6). Then (C7) follows by Proposition 6.4. Let a ∈ P ∩
Iwk,P . Let u ∈MnP (EFP ) be unitary such that utfFP (a⊗ 1)u = diag(ε1, . . . , εnP )
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with εi ∈ P ′. By Lemma 5.6, ε1, . . . , εnP ∈ Ivk,P ′ , and thus utfFP (1 − a ⊗ 1)u =
diag(1 − ε1, . . . , 1 − εnP ) with 1 − ε1, . . . , 1 − εnP ∈ P ′ \ {0}, which proves that
fFP (1− a⊗ 1) ∈ Q \ {0} by Proposition 4.9, and thus 1− a ∈ P \ {0}. 
The fact that (C7) holds for wk,P can be strengthened as follows:
Proposition 6.6. Let c ∈ P ∩ Rwk,P be such that πwk,P(c) ∈ A×0 , and let ε ∈
Sym(Iwk,P , σ). Then c+ ε ∈ P.
Proof. We use the notation from the start of Section 5.2 with L = FP . Since
P = A∩P ′, Rwk,P = A∩Rwk,P′ , Iwk,P = A∩Iwk,P′ and fFP is an isomorphism of
algebras with involution, we may assume that F = FP and P is its unique ordering,
(A, σ) = (Mn(E),
t) (with E as in Section 5.1), and P = PSDn(E, P ). Note
that Rwk,P =Mn(RE,k,P ) and Iwk,P = Mn(IE,k,P ) in this case by Proposition 5.12
and Corollary 5.14. We identify A0 = Rwk,P/Iwk,P with Mn(E0), where E0 :=
RE,k,P/IE,k,P and the map πwk,P with the canonical projection Mn(Rwk,P) →
Mn(E0).
Observe that if a ∈ Rwk,P , then pa(X) ∈ Rvk,P [X ] by Remark 5.11 and that by
Cauchy’s bound on the roots of a polynomial and the fact that Rvk,P is convex,
the eigenvalues of a in F are already in Rvk,P .
Let u ∈ Mn(E) be unitary such that utcu = diag(u1, . . . , un) with u1, . . . , un ∈
F . Then u ∈ R×wk,P by Lemma 5.4 and so πwk,P(u) ∈ A×0 . Since c ∈ Rwk,P ,
we have utcu ∈ Rwk,P . Since πwk,P(c) ∈ A×0 we get that πwk,P(utcu) ∈ A×0 =
Mn(E0)
×, and using that πwk,P(u
tcu) = diag(πvk,P (u1), . . . , πvk,P (un)), we obtain
u1, . . . , un ∈ R×vE,k,P = RvE,k,P \ IvE,k,P . Hence, using that u1, . . . , un ∈ F , we
obtain u1, . . . , un ∈ R×vk,P . Moreover, since c ∈ PSDn(E, P ) we know that utcu ∈
PSDn(E, P ), and thus that u1, . . . , un ∈ P .
Observe that by [20, Thm. 8.1(6)], we have pc(X) = putcu(X), and thus pc(X) =
(X − u1)2 · · · (X − un)2 by the definition of putcu(X), cf. Appendix A. It follows
that πvk,P (pc)(X) = (X − πvk,P (u1))2 · · · (X − πvk,P (un))2 and so πvk,P (pc)(X) is a
polynomial in Fvk,P [X ], whose roots in Fvk,P are πvk,P (u1), . . . , πvk,P (un).
Consider now the matrix c + ε. It follows from the description of IE,k,P in
equations (5.2) and (5.3) that if q = q1 + q2j ∈ IH,k,P with q1, q2 ∈ C, then
q1, q2 ∈ IC,k,P . Therefore, it follows from the definition of the polynomials pM in
Appendix A that πvC,k,P (pc+ε) = πvC,k,P (pc) (it suffices to consider vC,k,P since, by
definition, the coefficients of pc and pc+ε are in C). Let λ be a root of pc+ε in
F , i.e., a right eigenvalue of c + ε. Since pc+ε(X) ∈ Rvk,P [X ], as observed above,
πvk,P (λ) is a root in Fvk,P of πvC,k,P (pc+ε) = πvC,k,P (pc), so there is i ∈ {1, . . . , n}
such that πvk,P (λ) = πvk,P (ui). Thus there is εi ∈ Ivk,P such that λ = ui+εi. If we
had ui + εi <P 0, then we would have εi <P −ui <P 0 and by convexity of Ivk,P
we would deduce ui ∈ Ivk,P , a contradiction. Therefore ui + εi ∈ P , proving that
all the eigenvalues of c+ε are in P , i.e., that c+ε ∈ PSDn(E, P ), as required. 
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Using a more sophisticated argument, namely that a σ-special v-gauge on (A, σ),
where v is a valuation on F with residue characteristic zero, is unique by Propo-
sition 3.10(2), we can show that statements (C1), . . . , (C7) are all equivalent:
Proposition 6.7. (C1),. . . , (C7) are equivalent.
Proof. Since Rv = Rw ∩ F , Iv = Iw ∩ F and P = P ∩ F , each of the properties
(C1),. . . , (C7) implies the corresponding property where A is replaced by F , w
is replaced by v, and P is replaced by P . Therefore, any of these properties
implies that v is compatible with P , i.e., v = vk,P for some subfield k of F , cf.
[14, Thm. 7.21]. By Theorem 5.21, wk,P is a σ-special v-gauge on (A, σ) and
w = wk,P. The other properties then hold since they hold for w = wk,P by
Proposition 6.5. 
Definition 6.8. We say that w and P are compatible if any one of the equivalent
properties (C1), . . . , (C7) holds.
Assume now that w is compatible with P. As observed in the proof of Propo-
sition 6.7, v and P are then compatible. Let Q be the ordering on Fv that is
induced by P and let Q be the unique positive cone on (A0, σ0) that is over Q
and such that 1 ∈ Q. Observe that Q exists by property (C5). We denote by
P ′ the unique ordering on FP and by v
′ the natural extension of v = vk,P to FP ,
given by the convex closure of k with respect to P ′, i.e., v′ = vk,P ′. Since both w
and wk,P are σ-special v-gauges on A, we have w = wk,P by Theorem 5.21.
The following lemma is folklore. We provide a proof for the convenience of the
reader.
Lemma 6.9. The residue field (FP )v′ is a real closure of Fv at Q.
Proof. By [8, Thm. 1, p. 66], (FP )v′ is real closed. It is also algebraic over Fv
(since FP is algebraic over F ) and it is immediate that the ordering induced on
(FP )v′ by P
′ extends the ordering on Fv induced by P (i.e., Q). Therefore (FP )v′
is a real closure of Fv at Q. 
In light of Lemma 6.9, we may take (Fv)Q = (FP )v′ as a real closure of Fv at
Q in the considerations below. Furthermore, P ′ is then a lifting of the unique
ordering Q′ of (Fv)Q.
Theorem 6.10. Q = πw(P ∩ Rw).
Proof. Let P ′ be the unique extension of P to (A⊗F FP , σ⊗ id). We denote the
v′-gauge wk,P′ by w
′.
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Consider the diagram
(6.1)
(A, σ) // (A⊗F FP , σ ⊗ id)
⊆ ⊆
Rw //
πw

Rw′
πw′
((A⊗F FP )0, (σ ⊗ id)0)
(A0, σ0) // (A0 ⊗Fv (Fv)Q, σ0 ⊗ id)
?
ι
OO
where the horizontal arrows are induced by scalar extension, πw′ denotes the
canonical residue map associated to w′, and ι denotes the injective homomor-
phism of algebras with involution that is induced by the map Ω−1 from [17, (1.5),
Prop. 1.3, and first half of p. 116], i.e., ι : πw(x) ⊗ πv′(y) 7→ πw′(x ⊗ y) (or, in
the notation of [17], x˜ ⊗ y˜ 7→ x˜⊗ y). Note that the lower part of the diagram is
commutative by the definition of ι.
By Proposition 4.10, P ′ is the set of hermitian squares in (A ⊗F FP , σ ⊗ id),
and by Corollary 4.12, Q′ is the set of hermitian squares in (A0⊗Fv (Fv)Q, σ0⊗ id).
Observe that ι−1
(
πw′(P
′ ∩ Rw′)
)
is a prepositive cone over Q′. Indeed, with
reference to Definition 4.1:
• properties (P1) and (P2) are clear;
• (P3) follows from the fact that ι is a morphism of algebras with involution
and πw′(P
′ ∩Rw′) is a prepositive cone by property (C5);
• (P5) holds since πw′(P ′ ∩Rw′) is a prepositive cone and ι is injective;
• (P4) holds if the associated ordering of ι−1(πw′(P ′ ∩ Rw′)) on (Fv)Q is
Q′ =
(
(Fv)Q
)2
. This is the case since it contains (Fv)
2
Q by (P3), and
nothing more by (P5).
We now show that Q′ = ι−1
(
πw′(P
′ ∩ Rw′)
)
. Since ι−1
(
πw′(P
′ ∩ Rw′)
)
is a
prepositive cone over Q′ and contains 1, it is contained in a positive cone over
Q′ containing 1, i.e., in Q′. (Recall that Q′ is the unique positive cone over Q′
containing 1.)
For the reverse inclusion, let x ∈ Q′. Then x = (σ0 ⊗ id)(y)y for some y ∈
A0 ⊗Fv (Fv)Q. Applying ι to x and letting z ∈ Rw′ be such that πw′(z) = ι(y),
we have ι(x) = (σ ⊗ id)0(πw′(z))πw′(z) = πw′((σ ⊗ id)(z)z), which belongs to
πw′(P
′ ∩ Rw′) (since P ′ contains 1, and thus all hermitian squares). Note that
the final equality follows from the definition of the involution (σ ⊗ id)0.
Finally, we show Q = πw(P ∩ Rw). Since πw(P ∩ Rw) is a prepositive cone
over Q, cf. (C5), and contains 1, we have πw(P ∩ Rw) ⊆ Q (the unique positive
cone on (A0, σ0) over Q, containing 1).
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For the other inclusion we first show that Q× ⊆ πw(P ∩ Rw). The result will
then follow since Q = CQ(Q
×) ⊆ πw(P ∩ Rw), where the first equality holds by
Lemma 4.5 and the inclusion holds by definition of CQ since πw(P ∩ Rw) is a
prepositive cone over Q.
Let a = πw(b) ∈ Q× with b ∈ Rw. The lower part of diagram (6.1) then yields
diagram (6.2):
(6.2)
b ✤ //
❴
πw

b⊗ 1
❴
πw′

πw′(b⊗ 1)
a ✤ // a⊗ 1
❴
ι
OO
Observe that a ⊗ 1 ∈ Q′× and so ι(a ⊗ 1) = πw′(c) for some c ∈ P ′ ∩ Rw′ by
the first part of the proof, and πw′(c) is invertible.
The commutativity of diagram (6.2) then implies that πw′(b ⊗ 1) = πw′(c), so
b ⊗ 1 = c + ε for some ε ∈ Iw′. Thus, since c ∈ P ′ and by Proposition 6.6,
b⊗ 1 ∈ P ′ and so b ∈ P. 
Remark 6.11. Observe that by Theorem 6.10, we can replace (C5) by
(C5’) πw(P ∩ Rw) is a positive cone on (A0, σ0) over Q.
7. The Baer-Krull theorem for positive cones and gauges
In this section we let A be a finite-dimensional simple F -algebra with F -linear
involution σ. Let w : A→ Γ∪ {∞} be a v-gauge on A. For each n ∈ N we define
(7.1) wn :Mn(A)→ Γ ∪ {∞}, wn((aij)i,j) := min
i,j
{w(aij)}.
Assume that w is invariant under σ. Let U = diag(u1, . . . , un) with ui ∈ R×v =
Rv \ Iv. Then
(Int(U) ◦ σt)((aij)i,j) = (uiu−1j σ(aji))i,j
and so
wn
(
(Int(U) ◦ σt)((aij)i,j)) = min
i,j
{w(uiu−1j σ(aji))}
= min
i,j
{w(aji) + v(ui)− v(uj)}
= min
i,j
{w(aji)}
= wn((aij)i,j),
i.e., wn is invariant under Int(U) ◦ σt. It follows that Int(U) ◦ σt induces an invo-
lution on each (Mn(A))γ, where the index γ ∈ Γ indicates the grading associated
to wn.
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Lemma 7.1.
(
(Mn(A))0, (Int(U) ◦ σt
)
0
) ∼= (Mn(A0), Int(πwn(U)) ◦ (σ0)t), where
πwn((xij)i,j) := (πw(xij))i,j for (xij)i,j ∈Mn(Rw).
Proof. Using the definition of wn, it is easy to check that
(Mn(A))0 = {wn > 0}/{wn > 0} = Mn({w > 0})/Mn({w > 0}) ∼= Mn(A0)
by doing the quotients entry by entry. Denote this isomorphism (Mn(A))0
∼−→
Mn(A0) by ξ. Since u1, . . . , un ∈ Rv \ Iv, a simple computation shows that
ξ(πwn((Int(U) ◦ σt)(X))) = Int(πwn(U)) ◦ (σ0)t(πwn(X)), for all X ∈ Rwn =
Mn(Rw). 
For r ∈ N, we call a hermitian form h r-anisotropic if r × h := h ⊥ · · · ⊥ h (r
times) is anisotropic.
Lemma 7.2. Let R be a ring and let τ be an involution on R. Let s1, . . . , sn ∈
Sym(R, τ) ∩ R× and S = diag(s1, . . . , sn). Then for any r ∈ N, Int(S) ◦ τ t
is r-anisotropic on Mn(R) if and only if the hermitian form 〈s1, . . . , sn〉τ is r-
anisotropic.
Proof. Since Int(S)◦τ t is adjoint to the hermitian form 〈s−11 , . . . , s−1n 〉τ , a straight-
forward matrix computation shows that Int(S) ◦ τ t is r-anisotropic on Mn(R) if
and only if the hermitian form 〈s−11 , . . . , s−1n 〉τ is r-anisotropic. The result follows
since the forms 〈s−11 , . . . , s−1n 〉τ and 〈s1, . . . , sn〉τ are isometric. 
Recall from Remark 3.7 that the existence of a σ-special gauge implies that σ is
anisotropic. This observation will be used in what follows for several involutions.
Proposition 7.3. Let n ∈ N. Then:
(1) wn is a v-gauge on Mn(A), and is tame if charFv = 0.
(2) If the involution σ0 on A0 is n-anisotropic, then wn is σ
t-special.
Proof. (1) The fact that wn is a surmultiplicative v-value function is a straight-
forward computation. Let {aℓ} be a splitting basis of A with respect to w and
let {Eij} denote the standard basis of Mn(F ). Then an easy computation shows
that {aℓEij} is a splitting basis of Mn(A) with respect to wn. Finally, the map
(Mn(A))γ →Mn(Aγ), (aij) + (Mn(A))>γ 7→ (aij +Mn(A>γ))
induces an isomorphism of the graded algebras grwn(Mn(A)) and Mn(grw(A)),
and since the latter is semisimple (one can show directly that it does not contain
any nontrivial 2-sided nilpotent homogeneous ideal since grw(A) does not), the
former is also semisimple. We conclude that wn is a v-gauge on Mn(A), which is
tame if charFv = 0, cf. [16, Def. 1.5].
(2) The indices 0 below are with respect to the gradings induced by w and
wn, as appropriate. We follow the arguments in the proof of [10, Prop. 2.12
(iii)⇒(i)] (without the restriction that σ is of the first kind and noting that the
assumption that j is a norm appears to be missing): Since σ0 is n-anisotropic,
(σ0)
t is anisotropic on Mn(A0) by Lemma 7.2 with U = In. By Lemma 7.1 with
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U = In we have
(
(Mn(A))0, (σ
t)0
) ∼= (Mn(A0), (σ0)t) and so we obtain that (σt)0
is anisotropic on (Mn(A))0. Since w is σ-invariant, wn is σ
t-invariant and the
result follows from [17, Prop. 1.1 (b)⇒(a)] 
We recall the following presentation of the classical Baer-Krull theorem from
[15, pp. 27–28]: Let Ω := {ωi}i∈I ⊆ F× be such that {v(ωi)}i∈I is a Z/2Z-basis of
Γv/2Γv and let Ωprod be the set of all finite products of elements of Ω (including
1).
Each a ∈ F can be written in the form a = ub2ρ with v(u) = 0, b ∈ F and
ρ ∈ Ωprod. Let η : Ω → {−1, 1} be any map, extended multiplicatively to Ωprod.
Then, for Q ∈ XFv ,
P(η,Q) := {a = ub2ρ ∈ F | πv(u) · η(ρ) ∈ Q}
is an ordering on F that is a lifting of Q (i.e., πv(P(η,Q) ∩ Rv) = Q), and all the
liftings of Q are of this form.
Assume now that w is σ-special. Let Q be a positive cone on (A0, σ0) over
Q ∈ XFv , such that 1 ∈ Q. By the classical Baer-Krull theorem, v is compatible
with P(η,Q) and therefore v = vk0,P(η,Q) for some subfield k0 of F , cf. [14, Thm. 7.21].
We define
P(η,Q) :=
{ r∑
i=1
uiρiσ(xi)xi
∣∣∣ r ∈ N, ui ∈ R×v , πv(ui)·η(ρi) ∈ Q, ρi ∈ Ωprod, xi ∈ A}
and observe that uiρi ∈ P(η,Q). Note that 1 ∈ P(η,Q). Our objective is to show
that P(η,Q) is a prepositive cone on (A, σ) over P(η,Q), that projects into the
positive cone Q, cf. Theorem 7.7.
Lemma 7.4. Let ω ∈ F× be such that v(ω) 6∈ 2Γv and let v′ be the unique
extension of v to F (
√
ω). Then, using the (tame) v′-gauge w⊗v′ on A⊗F F (
√
ω),
we have
(A⊗F F (
√
ω))0 ∼= A0.
Proof. First note that by [16, Cor. 1.26], w⊗v′ is a tame v′-gauge since w is a tame
v-gauge (a consequence of charFv = 0, cf. [16, Def. 1.5]). A direct computation
shows that
F (
√
ω)>γ = {a + b
√
ω | v(a) > γ, v(b) > γ − 1
2
v(ω)}
and
F (
√
ω)>γ = {a + b
√
ω | v(a) > γ, v(b) > γ − 1
2
v(ω)}
= {a + b√ω | v(a) > γ, v(b) > γ − 1
2
v(ω)},
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since v(ω) 6∈ 2Γv. Therefore, F (
√
ω)γ ∼= Fγ . Then, using the description of the
grading on a tensor product (cf. [16, §1.4]), we have
(A⊗F F (
√
ω))0 =
∑
γ∈Γ
Aγ ⊗F0 F (
√
ω)−γ ∼=
∑
γ∈Γ
Aγ ⊗F0 F−γ = (A⊗F F )0 = A0.

Lemma 7.5. Let B be a finite-dimensional simple F -algebra with F -linear in-
volution τ , equipped with a z-gauge y and such that there is a positive cone T
on (B0, τ0) over T ∈ XFz with 1 ∈ T . For all u1, . . . , uℓ ∈ Rz \ Iz such that
πz(ui) ∈ T , the hermitian form 〈u1, . . . , uℓ〉τ is strongly anisotropic.
Proof. We first show that for all ℓ ∈ N and u1, . . . , uℓ ∈ Rz \ Iz with πz(ui) ∈ T ,
the hermitian form 〈πz(u1), . . . , πz(uℓ)〉τ0 is anisotropic over (B0, τ0). Assume
therefore that there exist x1, . . . , xℓ ∈ Ry such that
∑ℓ
i=1 πz(ui)τ0(πy(xi))πy(xi) =
0. Then, by Lemma 4.13, every πz(ui)τ0(πy(xi))πy(xi) is zero, and since πz(ui) 6= 0
it follows that τ0(πy(xi))πy(xi) = 0 for every i. Therefore, πy(xi) = 0 for every i
by Lemma 4.13 and since 1 ∈ T . Since there is no bound on ℓ, it follows that
〈πz(u1), . . . , πz(uℓ)〉τ0 is strongly anisotropic over (B0, τ0).
Starting with the gauge y on B, we define the gauge yℓ on Mℓ(B) by following
the construction in (7.1). By Lemma 7.2, and with S := diag(u1, . . . , uℓ), the
involution Int(πyℓ(S)) ◦ τ t0 is strongly anisotropic on Mℓ(B0) and so (Int(S) ◦ τ t)0
is strongly anisotropic on (Mℓ(B))0 by Lemma 7.1. Then by Proposition 7.3 with
n = 1, the gauge yℓ is Int(S) ◦ τ t-special, and thus Int(S) ◦ τ t is anisotropic on
Mℓ(B). Therefore, the form 〈u1, . . . , uℓ〉τ is anisotropic by Lemma 7.2, and thus
strongly anisotropic since there is no bound on ℓ. 
Proposition 7.6. For all u1, . . . , uℓ ∈ Rv \ Iv and all ρ1, . . . , ρℓ ∈ Ωprod such that
πv(ui)η(ρi) ∈ Q, the hermitian form 〈u1ρ1, . . . , uℓρℓ〉σ is strongly anisotropic.
Proof. Let ω1, . . . , ωr be the finitely many ωi ∈ Ω that occur in the products
ρ1, . . . , ρℓ ∈ Ωprod and let L := F (
√
η(ω1)ω1, . . . ,
√
η(ωr)ωr). Observe that the
hermitian forms 〈u1ρ1, . . . , uℓρℓ〉σ⊗id and 〈u1η(ρ1), . . . , uℓη(ρℓ)〉σ⊗id are isometric
over (A⊗F L, σ⊗ id) since η(ρ1)ρ1, . . . , η(ρℓ)ρℓ are nonzero squares in L. Applying
Lemma 7.4 r times, we obtain (A ⊗F L)0 ∼= A0. Applying Lemma 7.5 with
B = A⊗F L and since πv(ui)η(ρi) ∈ Q, we obtain that 〈u1η(ρ1), . . . , uℓη(ρℓ)〉σ⊗id
is strongly anisotropic over (A ⊗F L, σ ⊗ id). Therefore, 〈u1ρ1, . . . , uℓρℓ〉σ⊗id is
strongly anisotropic over (A⊗F L, σ ⊗ id) and the result follows. 
Theorem 7.7 (Baer-Krull).
(1) P(η,Q) is a prepositive cone on (A, σ) over P(η,Q) and
πw(P(η,Q) ∩ Rw) ⊆ Q.
(2) If P is the unique positive cone over P(η,Q) containing P(η,Q), then w = wk0,P
and
πw(P ∩ Rw) = Q.
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In particular, P is compatible with w.
(3) The number of positive cones P on (A, σ) such that πw(P ∩Rw) = Q is 2r,
where r = dimΓv/2Γv.
Proof. (1) Properties (P1), (P2) and (P3) from Definition 4.1 are clearly satisfied.
Property (P5) follows from Proposition 7.6.
For (P4), and using that (P5) holds, it suffices to show that P(η,Q) ⊆ (P(η,Q))F ,
cf. Remark 4.2. Thus, let a ∈ P(η,Q) and write a = ub2ρ with v(u) = 0, b ∈ F ,
ρ ∈ Ωprod and πv(u)η(ρ) ∈ Q. Then, following the definition of P(η,Q),
a(uiρiσ(xi)xi) = (uui)(ρρi)σ(bxi)bxi,
which is an element of P(η,Q).
(2) By Theorem 5.21, wk0,P is the unique σ-special v-gauge and w = wk0,P .
Therefore, w and P are compatible by Proposition 6.5, and we conclude with
Theorem 6.10.
(3) For every P ∈ XF that is a lifting of Q, there is one positive cone P on
(A, σ) over P that is a lifting of Q by (1) and (2). By [3, Thm. 7.5], P and −P
are the only positive cones on (A, σ) over P , so P is the unique positive cone on
(A, σ) over P that is a lifting of Q.
Since every positive cone on (A, σ) that is a lifting of Q is over an ordering that
is a lifting of Q (by (C5)), we obtain that the number of liftings of Q is exactly
the number of liftings of Q, i.e., 2r by the classical Baer-Krull theorem. 
Appendix A. Quaternionic matrices and eigenvalues
Given an ordering P on F , several of our proofs consist of a reduction to the
case of matrices over L, L(
√−1) and (−1,−1)L, where L is an extension of F
contained in FP . When L = FP , the results that we need in those cases follow from
the equivalent results over R, C and H, using the completeness of the first-order
theory of real closed fields in the language of rings (a consequence of Tarski’s
quantifier elimination, which can be found in most books on model theory; an
easily readable statement of which can be found in [5, Thms. 2.80, 2.81]).
Let R be a real closed field, C := R(
√−1) and H := (−1,−1)R, and let
denote idR, complex conjugation or quaternion conjugation, respectively.
The theory of eigenvalues of real (symmetric) and complex (hermitian) matrices
is well-known. Quaternionic matrices have also been studied extensively, see for
example [20], from which we recall the following results.
Let i and j denote the generators of the quaternion division algebra H over R.
Let M = M1 +M2j ∈Mn(H) with M1,M2 ∈ Mn(C).
A quaternion λ ∈ H is a left (resp. right) eigenvalue of M if and only if
Mx = λx (resp. Mx = xλ), for some x ∈ Hn \ {0}. Note that M is invertible if
and only if all its left and right eigenvalues are nonzero, cf. [20, Thm. 4.3].
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We denote by χM the matrix(
M1 M2
−M2 M1
)
∈ M2n(C)
and consider the “characteristic polynomial” pM(X) := det(X ·I2n−χM) ∈ C[X ].
In fact, by the proof of [20, Thm. 8.1(5)], pM(X) belongs to R[X ].
By [20, Thm. 8.1(5)] the Cayley-Hamilton theorem holds for M , i.e., pM(M) =
0, and, for a quaternion λ ∈ H , pM(λ) = 0 if and only if λ is a right eigenvalue of
M .
Remark A.1. Straightforward computations show that for M,N ∈ Mn(H), the
right eigenvalues of MN are exactly the right eigenvalues of NM and, in case
M is invertible, the right eigenvalues of M−1 are exactly the inverses of the right
eigenvalues of M .
The Principal Axis Theorem holds for quaternion matrices by [20, Cor. 6.2]: if
M ∈Mn(H) is such that M t = M , then there exist a unitary matrix U ∈Mn(H)
(i.e., U
t
= U−1) and scalars λ1, . . . , λn ∈ R such that U tMU = diag(λ1, . . . , λn).
A matrix M ∈ Mn(H) such that M t = M is called positive semidefinite if
xtMx > 0 for all x ∈ Hn, cf. [20, Rem. 6.1]. Negative semidefinite matrices are
defined similarly.
Lemma A.2. Let M ∈Mn(H). Then
(1) If M
t
= M , then M is positive semidefinite if and only if M only has non-
negative right eigenvalues.
(2) If U ∈ Mn(H) is invertible, then the right eigenvalues of M are precisely the
right eigenvalues of U−1MU .
(3) If M
t
= M and λ ∈ H, then λ is a right eigenvalue of M if and only if
for every unitary U ∈ Mn(H) such that U tMU is diagonal, λ is one of the
diagonal elements.
(4) If M
t
= M , then M is positive semidefinite if and only if whenever U is
unitary such that U
t
MU is diagonal, its diagonal elements are nonnegative.
Proof. (1) This is [20, Rem. 6.1].
(2) This is immediate.
(3) Let λ ∈ H be a right eigenvalue of M . Observe that since M t = M ,
the standard argument shows that λ ∈ R. Let U tMU = diag(λ1, . . . , λn) for
λ1, . . . , λn ∈ R. By (2) there exists x ∈ Hn \ {0} such that U tMUx = xλ. If, for
instance, x1 6= 0, we obtain λ1x1 = x1λ = λx1. The result follows. Conversely,
the diagonal elements of U
t
MU are clearly right eigenvalues of U
t
MU , and the
result follows from (2).
(4) This follows from (1) and (3). 
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