I. INTRODUCTION
Due to increased use of digital imaging and video in consumer electronics and multimedia applications, the LMS adaptive algorithm was extended from 1-D to 2-D and has taken many shapes of implementation. However, these ways update the filter coefficients only along the horizontal direction on a 2-D plane [1] . Consequently, these algorithms cannot sufficiently exploit information in 2-D signals.
Different types of 2-D adaptive algorithms, which can update the filter coefficients both along the horizontal and the vertical directions on a 2-D plane, were later developed and applied to reduce noise in image signals. One of the most efficient algorithms that have shown high performance in image noise removal is the 2-D RLS algorithm [2] , [3] . This algorithm suffers from its high computational complexity. Also, it suffers from stability problems when the forgetting factor is small and tracking capability when it is high [4] .
In this paper, we propose a new 2-D second order recursive inverse adaptive filtering technique, based on the recently proposed second order recursive inverse algorithm [5] , that uses the second order recursive estimate of the autocorrelation matrix and cross-correlation vector which in turn provide an improved performance over that of the 2-D RLS algorithm, and a more stable performance since it does not require the inversion of the autocorrelation matrix. 
II. REVIEW OF THE SECOND-ORDER RECURSIVE INVERSE ALGORITHM
In the recently proposed Second-Order Recursive Inverse (RI) adaptive algorithm [5] , the weights update equation is given as:
with,
where
R k and p k are the instantaneous autocorrelation matrix and cross-correlation vector, respectively. They are estimated recursively, using the second order estimates, as:
where 1  and 2  are the forgetting factors, k x is the tap-input vector and k d is the desired response.
III. PROPOSED ALGORITHM Equation (1) describes the filter weights update equation of the Second-Order RI algorithm [5] . It can be generalized into its 2-D form as:
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For 2-D applications, there can be a number of ways that data can be reused. One possible way is shown in Fig. 1 [7] . In this scheme, as shown in Fig. 1b , we consider a mask of 3×3 pixels which move horizontally to the right by one column at a time until the end of each row. Afterward, the same process is repeated with the next row below until the last 9 pixels of the image are reached. At the end of each process of the mask, the data are reshaped as shown in Fig.  1a , starting from the last pixel in the lower right corner. Fig. 1 . Rectangular configuration of data-reusing in 2-D, [7] .
The filter output is given by the following 2-D convolution: 
IV. SIMULATION RESULTS
In order to see the performance of the proposed algorithm, it is applied to a 2-D ALE in [7] . In this setting, the original image with noise, that recovered by the 2-D RLS algorithm.
V. CONCLUSION
In this paper, a two-dimensional (2-D) version of the recently proposed second order Recursive Inverse (2 nd order RI) algorithm is introduced. The proposed approach avoids the use of the inverse autocorrelation matrix in the coefficient update. Instead, a second order estimate of the autocorrelation matrix and cross correlation vector, which provide an improved and a more stable performance, are used. Also, the filter coefficients are updated both along the horizontal and vertical directions on a 2-D plane Simulations show that the proposed algorithm outperforms the 2-D RLS algorithm.
