The Pickands dependence function characterizes an extreme value copula, a useful tool in the modeling of multivariate extremes. A new estimator is presented along with its convergence properties and performance through simulation.
Introduction
Tail dependence is an important issue in several areas like finance, environment, engineering, among others, given the concern on the impact of the occurrence of joint extreme events. The copula concept provides a margin-free tool to describe the dependence structure of a random vector. Focusing on the bivariate case from now on, given a random pair (X, Y) with joint distribution function (df) H, then it may be represented as
for all x, y ∈ , where F and G are the marginal df's of X and Y, respectively. We always assume that F and G are continuous and thus copula C is unique (Sklar, 1959) . Considering U = F(X) and V = G(Y), we may also write
for all u, v ∈ [0, 1]. Extreme-value copulas arise in the limit of an increasing sample length of copulas of componentwise maxima of independent or strongly mixing stationary sequences (Deheuvels, 1984; Hsing, 1989) . Extreme-value copulas are completely determined by the Pickands dependence function, A: [0, 1] → [1/2, 1], which is convex and satisfies t ∨ (1t) ≤ A(t) ≤ 1, ∀t ∈ [0, 1], where x ∨ y = max(x, y). More precisely, for all 0 ≤ u, v ≤ 1,
Modeling applications of extreme-value copulas can be seen in Tawn (1988) , Ghoudi, Khoudraji, and Rivest (1998) , Frees and Valdez (1998) , Coles, Heffernan, and Tawn (1999) , Cebrian, Denuit, and Lambert (2003) , McNeil, Frey, and Embrechts (2005) , Salvadori, De Michele, Kottegoda, and Rosso (2007) , amongst others. For instance, in volatile and bear markets, a dependence measure often used in lieu of Pearson's correlation to account for extreme events dependence is the so-called tail dependence coefficient (TDC) introduced in Sibuya (1960), usually denoted λ, which corresponds to 2(1 -A(0.5)). The TDC ranges in [0, 1]. The null boundary case corresponds to asymptotic tail independence, a very important topic in the statistics of extremes. Indeed, this case may not correspond to perfect independence but to a "residual" one that must be taken into account in order to avoid misleading risk estimates. See, e.g., Beirlant, Goegebeur, Segers, and Teugels (2004) and references therein. Other representations than (1) may be considered, e.g., based on the stable tail dependence function, l: [0, ∞) 2 → [0,∞), which is convex, homogeneous of order one (i.e., l(αx, αy) = αl(x, y) for α > 0), satisfies x ∨ y ≤ l(x, y) ≤ x + y, ∀x, y ≥ 0, and l(x, y) = (x + y)A(y/(x + y)), thus leading to
and thus, as well,
Therefore, statistical inference on a bivariate extreme-value copula can be reduced to the estimation of a univariate Pickands dependence function (or a bivariate stable tail dependence function, although they are related). Several parametric and non-parametric estimators of the Pickands dependence function are found in the literature. A wide survey on this topic is presented in Beirlant et al. (2004) . Nonparametric estimation has been essentially based on the Pickands estimator (Pickands, 1981) and on the Capéraà-Fougères-Genest (CFG) estimator (Capéraà, Fougères, & Genest, 1997) . Further modifications of the former can be seen in Deheuvels (1991) and Hall and Tajvidi (2000) , while the latter can be found in Jiménez, Villa-Diharce, and Flores (2001) , Zhang, Wells, and Peng (2008) , and Gudendorf and Segers (2011) ; for both, see Segers (2007) . All these approaches assume known margins, which is rather unrealistic in practice. Nonparametric versions of the Pickands and CFG estimators based on unknown margins are addressed in Abdous and Ghoudi (2005) , Genest and Segers (2009) , and Gudendorf and Segers (2012) .
Pickands Dependence Function: Estimators and Properties
Let (X, Y) be a random pair with joint df H and continuous marginal df's F and G, respectively, such that, U = F(X) and V = G(Y). Let C be a bivariate extreme-value copula, i.e. of the form (1), characterizing the dependence between X and Y. Thus C is the df of the random pair (U, V).
Consider S = −log(U), T = −log(V) and
with ξ(0) = S and ξ(1) = T. The random variables (rv's) S and T are Exponential with unit mean value and ξ(t) is also exponentially distributed with mean values 
Whenever the margins F and G are unknown, the natural approach is to consider the respective marginal empirical df's F n and G n and take
where is the indicator function. The replacement of U i and V i everywhere in the expressions above by, respectively, ˆi U and ˆi V , leads now to
In order to satisfy the endpoint constraints A(0) = A(1) = 1, endpoint corrected versions were considered, namely,
Further developments on this topic can be found in Segers (2007 Genest and Segers (2009) . Another correction of the Pickands estimator based on Hall and Tajvidi (2000) is to consider 
where ℂ n is the empirical copula process
The classical theory of empirical processes states that the weak limit α of the process
is a centered Gaussian process with covariance
The weak limit ℂ of the process   CC n n n  is closely related to α, namely,
If A is twice continuously differentiable on (0, 1) and sup {0 < t < 1} t(1t)A''(t) < ∞, then the following weak convergence results hold, as n → ∞, in the space ([0, 1]) of continuous and real-valued functions on [0, 1] equipped with the topology of uniform convergence:
See Genest and Segers (2009, Theorem 3 .2) and Gudendorf and Segers (2012, Theorem 1) .
In the case of known margins, the results (3) and (4) hold with Ĉ n replaced by C n and thus ℂ n replaced by α n , as well as process ℂ replaced by α in (5) and (6). These were already proved in Segers (2007) .
The new estimator can be stated for the Pickands dependence function based on Ferreira and Ferreira (2012), and will be denoted FF. Define
with η(0) = U and η(1) = V. By Proposition 3.1 of Ferreira and Ferreira (2012), we have
 
By an analogous reasoning used above, let 
in ([0, 1]) equipped with the topology of uniform convergence.
Proof:
Considering u = e − s in the integral of (7), Gudendorf and Segers (2012) . Now the assertion follows by applying the functional delta method (van der Vaart & Wellner, 1996) . For the case of known margins, replace Ĉ n by C n , ℂ n by α n , and ℂ by α, respectively, in (7) and (8). See Gudendorf and Segers (2012) and references therein. Furthermore, Propositions 1 and 2 are extensible to the d-variate case for d > 2 as stated, respectively, in Lemma 1 and Theorem 1 of Gudendorf and Segers (2012) .
Simulations
Consider the most interesting case for practical purposes of unknown margins, where the performance of the new estimator is examined through simulation and compared with the corrected version of CFG and Hall and Tajvidi estimators. Specifically, 1000 random samples of size n = 100, and of n = 1000 were generated for each of the following models: logistic, asymmetric logistic, Hüsler-Reiss, negative logistic, asymmetric negative logistic, bilogistic, negative bilogistic, Dirichlet, and asymmetric mixed. A description of the latter can be found in Beirlant et al. (2004) .
The empirical mean integrated squared error,
, was computed for each estimator and the obtained values are reported in Tables 1-3 (the numbers in brackets correspond to standard errors). The values of the parameters of each model were chosen in order to have the TDC (λ = 2(1 -A(0.5))) approximately 0.5 and the boundary cases 0 and 1, corresponding to Tables 1, 2, and 3, respectively. In the unit bound case in Table 3 , i.e., λ ≈ 1, the considered asymmetric versions coincide with the respective symmetric models and thus omitted. Also, in the asymmetric mixed model, the largest value achieved by λ correspond to 0.5 already reported in Table  1 . Observe that the unit TDC scenario presents the smallest errors. Note the FF estimator has an overall good performance, particularly in the boundary cases of asymptotic tail independence (λ ≈ 0) and λ ≈ 1 (see Tables 2 and 3) . Neglog 3.948×10 -4 (3.246×10 -5 ) 5.368×10 -4 (4.482×10 -5 ) 4.584×10 -4 (3.713×10 -5 ) Aneglog 6.150×10 -4 (3.735×10 -5 ) 7.542×10 -4 (4.435×10 -5 ) 6.787×10 -4 (4.027×10 -5 ) Bilog 8.055×10 -4 (5.198×10 -5 ) 9.542×10 -4 (6.003×10 -5 ) 8.872×10 -4 (5.600×10 -5 ) Negbilog 4.231×10 -4 (3.147×10 -5 ) 5.505×10 -4 (4.182×10 -5 ) 4.786×10 -4 (3.489×10 -5 ) Dir 7.399×10 -4 (4.869×10 -5 ) 8.956×10 -4 (5.916×10 -5 ) 8.117×10 -4 (5.214×10 -5 ) Amix 4.249×10 -4 (3.462×10 -5 ) 5.617×10 -4 (4.730×10 -5 ) 4.748×10 -4 (3.752×10 -5 )
Note: Numbers in brackets correspond to standard errors (2.394×10 -9 ) 3.539×10 -9 (2.262×10 -9 ) 6.118×10 -10 (3.926×10 -10 ) HR 4.930×10 -10 (2.935×10 -9 ) 4.413×10 -9 (2.768×10 -9 ) 5.571×10 -10 (3.625×10 -10 ) Neglog 4.001×10 -9 (2.451×10 -9 ) 3.709×10 -9 (2.378×10 -9 ) 5.826×10 -10 (3.753×10 -10 ) Bilog 3.913×10 -9 (2.400×10 -10 ) 3.610×10 -9 (2.312×10 -9 ) 6.220×10 -10 (4.000×10 -10 ) Negbilog 4.131×10 -9 (2.464×10 -9 ) 3.517×10 -9 (2.276×10 -9 ) 5.985×10 -10 (2.869×10 -10 ) Dir 2.074×10 -6 (5.517×10 -7 ) 2.033×10 -6 (6.234×10 -7 ) 1.250×10 -6 (4.285×10 -7 )
Note: Numbers in brackets correspond to standard errors
Conclusion
A new estimator for the Pickands dependence function, an important map in generating extreme value copulas, was presented. It was found via simulation that it may be used as an alternative to the well-known CFG estimator, especially in the limiting situation of asymptotic tail independence. Thus, it may have a promising performance in testing independence, a crucial issue in statistics of extremes.
