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Hardware Impairments and Imperfect Channel
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Abstract—The performance of a multiuser communication
system with single-antenna transmitting terminals and a multi-
antenna base-station receiver is analytically investigated. The
system operates under independent and non-identically dis-
tributed rank-1 Rician fading channels with imperfect channel
estimation and residual hardware impairments (compensation
algorithms are assumed, which mitigate the main impairments)
at the transceiver. The spatial multiplexing mode of operation is
considered where all the users are simultaneously transmitting
their streams to the receiver. Zero-forcing is applied along with
successive interference cancellation (SIC) as a means for efficient
detection of the received streams. New analytical closed-form
expressions are derived for some important performance metrics,
namely, the outage probability and ergodic capacity of the
entire system. Both the analytical expressions and simulation
results show the impact of imperfect channel estimation and
hardware impairments to the overall system performance in the
usage scenarios of massive MIMO and mmWave communication
systems.
Index Terms—Hardware impairments, imperfect channel es-
timation, massive MIMO, Rician fading, spatial multiplexing,
successive interference cancellation (SIC), zero-forcing (ZF),
mmWave communications.
I. INTRODUCTION
SPATIAL multiplexing represents one of the most promi-nent techniques used for multiple input-multiple output
(MIMO) transmission systems [1]. In order to reduce the
computational complexity at the receiver, linear detectors
are usually employed such as zero-forcing (ZF), or a sim-
plified nonlinear yet capacity-efficient method of successive
interference cancellation (SIC). These two techniques can be
combined (ZF-SIC) in order to provide an appropriate tradeoff
between performance and computational complexity (e.g., see
[2] and references therein). The popularity of ZF-SIC is mainly
due to the fact that it achieves a high spectral efficiency
and a substantial capacity gain, e.g., the V-BLAST approach
[3]. This is achieved by the sequential detection/decoding of
each stream, while it cancels the intra-stream interference at
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the same time; an efficient technique for MIMO transmission
systems.
Performance assessment of ZF and ZF-SIC has been ex-
tensively studied in the technical literature to date [4]–
[11]. All of these studies assumed perfect channel estima-
tion at the receiver during communication and non-impaired
hardware at the transceiver; this is an ideal and a rather
overoptimistic scenario for practical communication systems.
Wireless transceiver hardware is usually subject to many
impairments: I/Q imbalance, phase noise, and high-power
amplifier nonlinearities [12]. These impairments are typically
mitigated with the aid of certain compensation algorithms.
Nevertheless, inadequate compensation mainly due to the
imperfect parameter estimation and/or time variation of the
hardware characteristics may result to residual impairments,
which are added to the transmitted/received signal [13]. It has
been verified from both analytical and experimental results,
e.g., [12], [14], that residual impairments can be modeled
as additive noise-like signals with certain properties. In ad-
dition, an erroneous channel estimation may occur due to
imperfect feedback/feedforward signaling and/or rapid channel
variations. Several recent research works have investigated
non-ideal system configurations, governed by either impaired
hardware at the transceiver [15], [16] or imperfect estimates
of the channel gains [17], [18] focusing on the limited case
of Rayleigh channel fading. Nonetheless, the joint impact of
hardware impairments and channel estimation errors for ZF(-
SIC) systems has not been studied into the open technical
literature so far.
Rician fading is more general than Rayleigh and more
realistic for practical communication systems [19]. This occurs
because the scenario of line-of-sight (LOS) signal propagation
is included in the Rician fading model. Two cornerstone
paradigms of the promising 5G deployments, massive MIMO
[20] and millimeter-wave (mmWave) communications [21],
rely mostly on LOS (or near-LOS) signal propagation (e.g.,
see [22]–[24] and references therein). Recent relevant works
studying the performance of spatial multiplexing systems
in Rician fading channels, e.g., [25]–[29], assumed either
perfect channel estimation or non-impaired hardware at the
transceiver. Pioneer works in [25]–[27] analyzed the perfor-
mance of ZF for Rician fading channels including spatial
correlation at the transmitter side for the general case of
arbitrary (finite) ranges of the antenna array at the transceiver.
Studies in [28], [29] focused on massive MIMO (i.e., deriving
2asymptotic performance limits) and virtual MIMO systems via
multiway relaying transmission, correspondingly.
Current work presents a unified analytical performance
study of ZF and ZF-SIC receivers for non-ideal transmission
systems, operating under rank-1 Rician fading channels with
independent and non-identically distributed (i.n.i.d.) statistics
for each transmitter.1 This is a suitable model for distributed-
MIMO systems, where the involved users maintain arbitrary
distances with the receiver and themselves (e.g., consider a
heterogeneous cellular network). The rank-1 channel model
limitation implies that at most one of the received streams
experiences Rician fading, whereas all the remaining ones un-
dergo Rayleigh channel fading conditions. Higher rank chan-
nel conditions correspond to more LOS-propagated signals;
nonetheless, small antenna apertures and large transmitter-
receiver distances are likely to yield rank-1 channels [30].
Further, rank-1 channel conditions can be justified as rele-
vant in heterogeneous networking infrastructures (e.g., op-
portunistic scheduling of femto-cells within macro-cell de-
ployments) [26], [31], and/or in mmWave communications
using beamspace MIMO transmission design [32]. The ideal
communication scenario with perfect hardware and channel
estimates is only considered as a special case. A direct
applicability of the presented framework can be found in
any wireless communication system with LOS or near-LOS
transmission using non-ideal equipment. Particular emphasis
is given in MIMO systems with large number of antennas,
where the vast yet finite antenna array consists of low-cost
(non-ideal) hardware.
The contributions of this work are summarized as follows:
• Novel closed-form expressions are derived with respect
to the outage probability of each transmitted stream.
• A new analytical expression for the ergodic capacity of
the Rician-faded stream in terms of a single infinite se-
ries representation and a corresponding new closed-form
expression for the remaining Rayleigh-faded streams
(and the entire system sum-capacity) are presented. The
aforementioned analytical expression of the Rician-faded
signal, although in a non-closed form, is straightforward,
not computationally complex and is formed by rapidly
converging series.
• These formulae tightly approximate the performance of
the general case, while they become exact under perfect
channel estimation.
• The derived results are more computationally efficient
than existing methods, such as numerical manifold in-
tegrations and exhaustive simulations.
The rest of this paper is organized as follows: Section II
describes the considered system model. In Section III some
key statistical properties of the received signal-to-noise ratio
(SNR) for each stream are analyzed. The derivation of the
considered system metrics of outage probability and ergodic
1Minimum mean-squared error (MMSE) represents another linear detection
scheme where MMSE outperforms ZF at the cost of a higher computational
burden since the noise variance is required in this case. Their performance gap
becomes marginal in a moderately medium-to-high signal-to-noise ratio (SNR)
regime [7]. For mathematical tractability, we focus on ZF/ZF-SIC herein and
we leave the investigation of MMSE for a future work.
capacity are provided in Section IV, while some relevant
numerical results are illustrated in Section V. Finally, Section
VI concludes the paper.
Notation: Vectors and matrices are represented by lowercase
bold typeface and uppercase bold typeface letters, respectively.
X−1 is the inverse of X and xi denotes the ith coefficient
of x. The coefficient in the ith row and jth column of
X is presented as [X]ij . A diagonal matrix with entries
x1, · · · , xn is defined as diag{xi}ni=1. The superscripts (·)T
and (·)H denote transposition and Hermitian transposition,
respectively, ⊗ is the Kronecker product between matrices,
‖ · ‖ corresponds to the vector Euclidean norm, while | · |
represents the absolute (scalar) value. Trace and determinant
of X are, respectively, given as tr[X] and det[X]. In addition,
Iv stands for the v× v identity matrix, E[·] is the expectation
operator, Var[·] represents statistical variance, d= represents
equality in probability distributions, d≈ denotes almost equality
in probability distributions and Pr[·] returns probability. Also,
fX(·) and FX(·) represent probability density function (PDF)
and cumulative distribution function (CDF) of the random vari-
able (RV) X , respectively. Complex-valued Gaussian RVs with
mean µ and variance σ2, non-central chi-squared and (central)
chi-squared RVs are denoted, respectively, as CN (µ, σ2),
X 2v (u) and X 2v with v degrees-of-freedom (DoF) and u is
the non-centrality parameter. Also, Beta(a, b) stands for the
(central) Beta distribution with a and b as scale parameters.
CWM (N,R) is a complex-valued central Wishart distribution
with dimension M , DoF N and scale matrix R. Moreover,
Γ(·) denotes the Gamma function [33, Eq. (8.310.1)], B(·, ·)
is the Beta function [33, Eq. (8.384.1)], Γ(·, ·) is the upper
incomplete Gamma function [33, Eq. (8.350.2)], γ(·, ·) is the
lower incomplete Gamma function [33, Eq. (8.350.1)], while
(·)p is the Pochhammer symbol with p ∈ N [33, p. xliii]. In(·)
represents the nth order modified Bessel function of the first
kind [33, Eq. (8.445)], 1F1(·, ·; ·) is the Kummer’s confluent
hypergeometric function [33, Eq. (9.210.1)], 2F1(·, ·, ·; ·) is
the Gauss hypergeometric function [33, Eq. (9.100)], Qν(·, ·)
is the generalized νth order Marcum-Q function [34], and
Qµ,ν(·, ·) stands for the standard Nuttall-Q function [35,
Eq. (86)]. Finally, O(·) is the Landau symbol, i.e., f(x) =
O(g(x)), when |f(x)| ≤ v|g(x)| ∀x ≥ x0, {v, x0} ∈ R.
II. SYSTEM MODEL
Consider a wireless communication system with M single-
antenna transmitters and a receiver equipped with N ≥ M
antennas.2 The receiver performs channel estimation, while
full-blind transmitters are assumed. The spatial multiplexing
mode of operation is implemented, where M independent data
streams are simultaneously transmitted by the corresponding
nodes. A suboptimal yet efficient linear detection scheme
of ZF is adopted which is performed at the receiver using
successive decoding or SIC. The actual and the detected signal
at the receiver are, respectively, defined as
y = H(s+ nT ) + nR +w, (1)
2From the analysis presented hereafter, the classical single-user communi-
cation scenario with M co-located transmit antennas is included as a special
case.
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Fig. 1. Block diagram of the considered system. Note that the transmit signal
s consists of M independent streams with non-identical statistics, while the
received signal y consists of N coefficients (i.e., N receive antennas) where
it generally holds that N ≥M .
and
yˆ = Hˆ(s + nT ) + nR +w, (2)
where y ∈ CN×1, yˆ ∈ CN×1, H ∈ CN×M , Hˆ ∈ CN×M ,
s ∈ CM×1 andw ∈ CN×1 are the received signal, the detected
signal, the actual flat-fading3 channel matrix, the estimated
channel matrix, the transmitted signal, and the additive white
Gaussian noise (AWGN), respectively. Let w d= CN (0, N0IN )
with N0 representing the AWGN variance and E[ssH] = pIM
with p denoting the transmit power per antenna. The hardware
impairments occurring at the transmitter and receiver side are
nT and nR. Typically, it holds from [40, Eqs. (7) and (8)]
that nT
d
= CN (0, pκ2T IM ) and nR d= CN (0, pκ2RMIN ),
whereas κT and κR represent certain parameters leveraging
the residual hardware impairments at the transmitter and
receiver. The Gaussianity of these distributions has been
verified experimentally [41, Fig. 4.13] where it relies on the
distortion noise describing the aggregate effect of several
residual hardware impairments [13], [42]4. Note that κT and
κR are inherently associated with the error-vector magnitude
(EVM) metric [43], which is widely used to quantify the
mismatch between the intended and the actual signal in RF
transceivers. In addition, EVM facilitates the identification of
specific types of degradations encountered in typical wireless
transceivers, such as the I/Q phase imbalance, local oscillator
phase noise, carrier leakage, nonlinearity, and local oscillator
frequency error [44], [45]. EVM is defined as
EVM ,
√
E[‖nl‖2]
E[‖b‖2] = κl, (3)
with l ∈ {T,R} and b ∈ {s, yˆ}, correspondingly. The
architecture of the considered system is illustrated in Fig. 1.
In the presence of perfect channel estimation, i.e., when
Hˆ = H, (1) coincides with (2). In the more realistic scenario
of channel estimation errors, we have
Hˆ , H+ σΩ, (4)
where Ω d= CN (0, IN ) whereas Ω ∈ CN×M is the channel
estimation error matrix, which is uncorrelated with the true
3A narrowband communication scenario is assumed via mutually indepen-
dent subcarrier transmissions, as in current long-term evolution (LTE) systems.
This strategy can also be used for wideband communication scenarios (e.g.,
mmWave), by establishing a vast range of multiple subcarriers, and hence
facilitating the wideband communication with the aid of multiple virtual
narrowband transmissions [36]–[39].
4In this current study, it is assumed that compensation algorithms are
applied, which mitigate the main hardware impairments [12].
channel matrix H.5 Also, 0 ≤ σ ≤ 1 is a measure of the
channel estimation accuracy. Finally, the (true) Rician channel
fading matrix with non-identical statistics is defined as
H , Hd +Hr, (5)
where
Hd , [hd 0(N×1) · · ·0(N×1)︸ ︷︷ ︸
(M−1) column vectors
], (6)
and
Hr
d
= CN
(
0, IN ⊗ diag
{
d−aii
(K + 1)
}M
i=1
)
, (7)
denoting the deterministic and random components of H,
respectively. Also, 0(N×1) stands for an N -sized vector with
all its coefficients set to zero, αi ∈ {2, 6} represents the
path-loss factor corresponding to propagation scenarios from
free-space path loss to dense urban path loss [46, Table 2.2],
K denotes the Rician-K factor, and di is the normalized
(with respect to 1km) link-distance between the ith transmitter
and the receiver. For ease of exposition and without loss of
generality, the Rician-faded signal is assumed the left-most
one with respect to H. Therefore, it holds that
[Hd]q,1 , hd =
√
d−a11 K
(K + 1)
exp
(
−j(q− 1)2piD sin(ϕ)
λ
)
,
(8)
where j ,
√−1 and 1 ≤ q ≤ N . Moreover, ϕ is
the arrival angle of the LOS signal from the corresponding
transmitter measured relative to the array boresight, D = λ/2
is the antenna spacing at the receiver, while λ is the signal
transmission wavelength. Thus, it stems that [28]
H
d
= CN
(
Hd, IN ⊗ diag
{
d−aii
(K + 1)
}M
i=1
)
. (9)
III. STATISTICS OF SNR
In the case of the classical ZF detector, upon the signal
reception, the ZF filter is applied at the receiver, i.e., the
Moore-Penrose pseudoinverse operation at the estimated chan-
nel matrix. It is defined as Hˆ† , (HˆHHˆ)−1HˆH yielding that
Hˆ†y , r, (10)
where r represents the estimated symbol vector.
Definition: In the case of the more sophisticated ZF-SIC
detector, (10) is repeated recursively in M consecutive stages,
by replacing M with M − i + 1 at the ith stage. This
denotes the corresponding interference nulling and symbol
removal from the remaining signal at the corresponding SIC
stage. This paper focuses on the ZF-SIC scenario, whereas the
conventional ZF scenario arises as a special case by setting
i = 1 (i.e., only one stage with concurrent detection of M
symbols).
5This statistical feature can be captured by adopting either maximum-
likelihood or MMSE channel estimation [17], [18].
4Typically, it holds that σ ≪ 1 [17], [18], thereby, Hˆ† can
be sufficiently approximated by the linear part of its Taylor
expansion as
Hˆ† ≈ H† (IN − σΩH†) . (11)
Note that when σ = 0 (i.e., in the case of perfect channel
estimation), (11) becomes exact since Hˆ† = H†.
Using (11) into the left-hand side of (10), we have that
r ≈ H† (IN − σΩH†)y
= H†
(
IN − σΩH†
)
(H(s+ nT ) + nR +w)
= s+ nT +H
†(nR +w)− σH†Ωs
− σH†ΩnT − σH†ΩH†(nR +w)
= s+w′, (12)
where
w′ , nT +H
†(nR +w)− σH†Ω(s+ nT )
− σH†ΩH†(nR +w). (13)
Corollary: The instantaneous approximate received SNR for
the ith stream, 1 ≤ i ≤M , is expressed as
SNRi =
p
E[w′w′H]ii
=
1
κ2T + ψ [(H
HH)−1]ii
(14)
where
ψ =
(
κ2RM +
N0
p
+ σ2M(1 + κ2T ) + σ
2
(
κ2RM +
N0
p
)
× tr [(HHH)−1]). (15)
Proof: The proof is presented in Appendix A.
The following lemmas are key results for the subsequent
analysis.
Lemma 1: In the case of i.n.i.d. rank-1 Rician fading channels,
it holds that
Yi , 1
[(HHH)−1]ii
d
=
(
d−αii
(K + 1)
)
χ2N−M+i(θi), 1 ≤ i ≤M,
(16)
where θ1
d
= Beta(N − M + i,M − 1), whereas θ1 and
Y1 are mutually independent RVs, and {θi}Mi=2 , 0. The
corresponding PDF is given by [47, Eq. (29.4)]
fYi|θi(x) =
(K + 1)
2d−αii
exp
(
− (K + 1)x
d−αii
− θi
2
)
×
(
(K + 1)x
d−αii θi
)N−M+i−1
2
IN−M+i−1
(√
θi(K + 1)x
d−αii
)
.
(17)
Proof: The proof is relegated in Appendix B.
It is noteworthy that (16) represents an extension of ZF and
ZF-SIC reception under Rayleigh-only fading channels [8],
[48], where the corresponding SNR of each stream follows a
central chi-squared PDF, such as Yi d= χ2N−M+i. For rank-
1 Rician fading channels, the Rician-faded stream follows a
non-central chi-squared PDF, conditioned on its non-centrality
parameter. In turn, SNR of the Rayleigh-faded jth stream, with
2 ≤ j ≤ M , follows an unconditional central chi-squared
PDF, by setting θi = 0 in (17), which is influenced from the
presence of the Rician-faded signal by a (K+1)-scaling factor
[26].
Lemma 2: The unconditional CDF FYi(·) can be derived as
FY1(x) = 1−
1
B(N −M + 1,M − 1)
M−2∑
j=0
(
M−2
j
)
(N −M + j + 1)
×

QN−M+1
(
1,
√
(K + 1)x
d−α11
)
−
(√
(K + 1)x
d−α11
)N−M+1
×

Q2(N−M+j+1),N−M+1
(√
(K + 1)x
d−α11
, 0
)
−Q2(N−M+j+1),N−M+1
(√
(K + 1)x
d−α11
, 1
)

, (18)
and
FYi(x) =
1−QN−M+i
(√
θi,
√
(K + 1)x
d−αii
)
= 1−
Γ
(
N −M + i, (K+1)x
2d
−αi
i
)
Γ(N −M + i) , 2 ≤ i ≤M, {θi = 0}
M
i=2.
(19)
Proof: Please refer to Appendix C for the detailed proof.
The CDF FY1(·) for the Rician-faded 1st stream, as given in
(18), is provided in a closed form in terms of finite sum series
of the Marcum-Q and Nuttall-Q functions. Unfortunately, the
Nuttall-Q function with arbitrary parameters is not included
as a standard build-in function in most popular mathematical
software platforms. Nevertheless, the certain Nuttall-Q func-
tions in (18) admit alternative closed-form solutions, which
are presented, respectively, as [49, Eqs. (6) and (7)]
Q2(N−M+j+1),N−M+1
(√
(K + 1)x
d−α11
, 0
)
=
Γ
(
3(N−M+1)+2j+1
2
)(
(K+1)x
d
−α1
1
)N−M+1
2
2
M−N−2j−2
2 Γ(N −M + 2) exp
(
(K+1)x
2d
−α1
1
)
× 1F1
(
3(N−M+1)+2j+1
2 , N −M + 2; (K+1)x2d−α11
)
, (20)
5and6
Q2(N−M+j+1),N−M+1
(√
(K + 1)x
d−α11
, 1
)
=
j+N−M2 +1∑
l=1
2j+
N−M
2 −l+1(j + N−M2 )!
( j+ 5(N−M)2
j+N−M2 −l+1
)
(l − 1)!
×
(
(K + 1)x
d−α11
)N−M+2l−1
2
QN−M+l+1
(√
(K + 1)x
d−α11
, 1
)
+ exp

−
(
(K+1)x
d
−α1
1
+ 1
)
2


j+N−M2∑
l=1
j+N−M2 −l∑
s=0
×
2j+
N−M
2 −l−s(j + N−M2 − s− 1)!
( j+ 5(N−M)2
j+N−M2 −l−s
)
(l − 1)!
(
(K+1)x
d
−α1
1
) 1−l
2
(21)
× IN−M+l
(√
(K + 1)x
d−α11
)
. (22)
Lemma 3: The CDF of SNR for the ith stream in (14) is
approached by
FSNRi(x) ≈ FYi


(
κ2RM +
N0
p + σ
2M(1 + κ2T )
)
x
1− κ2Tx

 .
(23)
Proof: The proof is provided in Appendix D.
Collecting the aforementioned statistical results, we sum-
marize the following insightful observations:
Remark 1: The computation of (18) is presented in a closed-
form solution in terms of finite sum series of the Marcum-
Q function, Kummer’s confluent hypergeometric function
and modified Bessel function of the first kind, which all
are included as standard build-in functions in most popular
mathematical software platforms. Similar non closed-form
representations of (18) in terms of infinite series including
special functions have been reported in [25]–[27], [30], [51].
On the other hand, the derived result in (18) is provided in an
exact closed form, whereas it is accurate and computationally
efficient.
Remark 2: The CDF of SNR for each received stream given
in (23) is exact in the case when hardware impairments
occur at both the transmitter and receiver sides under per-
fect channel estimation. When imperfect channel estimation
conditions occur, (23) approximates the actual SNR for each
stream (when ZF or ZF-SIC is applied at the receiver). The
approximation error is marginal for reasonable ranges of
channel estimation imperfection and/or signal distortion due
to hardware impairments (i.e., when {κ2T , κ2R, σ2} ≪ 1). This
6The expression in (22) is valid only when N and M are both even num-
bers, such that the parameter N−M+1 becomes odd. Indeed, this assumption
meets practical considerations since most antenna array architectures rely on
an even number of antennas. This occurs to accommodate hybrid couplers
and power dividers/splitters or to formulate input/output ports of selective
matrices (e.g., Butler matrices) for beamforming, e.g., see [50, §6].
approximation error vanishes for N → ∞, i.e., in massive
MIMO antenna systems.
At this point, it is noteworthy that mmWave transmission
results to higher Doppler spreads for a given user velocity.
Nevertheless, mmWave communication systems are expected
to operate on a relatively short range (e.g., femto- and/or
pico-cell coverage areas) due to their increased path loss.
Consequently, this reflects to a rather low user mobility and
thus a degrease of the corresponding velocity by an order
of magnitude as compared to conventional systems, operat-
ing near 2 − 3 GHz. In addition, the specific scenario of
mmWave transmission (i.e., LOS or near-LOS propagation)
under massive MIMO infrastructures results to an increase in
coherence bandwidth with the aid of the so-called ‘pencil-
beam’ communication [52]. In such an environment, these
communication systems do not require a significant increase
in channel update rates, thereby, resulting to marginal errors
in channel estimation [52, §VIII.B.2].
IV. PERFORMANCE METRICS
The outage probability and ergodic capacity for each stream
are analytically presented into this section.
A. Outage Probability
Outage probability of the ith stream (1 ≤ i ≤M ), P (i)out (γth),
is defined as the probability that the SNR of the ith stream
falls below a certain threshold value γth , 2R − 1, where R
stands for a given data transmission rate in bps/Hz.
Proposition 1: Outage probability of the Rician-faded trans-
mitted stream (i.e., i = 1) is directly obtained from (23), (20),
(22) and (18) as
P
(1)
out (γth) = 1−
1
B(N −M + 1,M − 1)
M−2∑
j=0
(
M−2
j
)
(N −M + j + 1)
×

QN−M+1

1,
√√√√√
(
(κ2RM+
N0
p
+σ2M(1+κ2
T
))γth
1−κ2
T
γth
)
(K + 1)−1d−αii


−


(
(κ2RM+
N0
p
+σ2M(1+κ2T ))γth
1−κ2
T
γth
)
(K + 1)−1d−αii


N−M+1
2
×

Q2(N−M+j+1),N−M+1


√√√√√
(
(κ2RM+
N0
p
+σ2M(1+κ2
T
))γth
1−κ2
T
γth
)
(K + 1)−1d−αii
, 0


−Q2(N−M+j+1),N−M+1


√√√√√
(
(κ2RM+
N0
p
+σ2M(1+κ2
T
))γth
1−κ2
T
γth
)
(K + 1)−1d−αii
, 1





.
(24)
Moreover, outage probability of the Rayleigh-faded ith trans-
mitted stream (2 ≤ i ≤M ) is directly obtained from (23) and
6(19) as
P
(i)
out (γth) = 1−
Γ
(
N −M + i, (κ
2
RM+
N0
p
+σ2M(1+κ2T ))γth
2(K+1)−1d
−αi
i
(1−κ2
T
γth)
)
Γ(N −M + i) .
(25)
Notice that γth < 1/κ2T should hold in (24) and (25),
which is usually the case7 in practical communication systems;
otherwise, P (i)out (γth) = 1.
B. Ergodic Capacity
The ergodic capacity of the ith stream is defined as the sta-
tistical mean of the instantaneous mutual information between
the corresponding transmitter and receiver (in bps/Hz). It is
explicitly defined as
Ci , E[log2(1 + SNRi)]
=
1
ln(2)
∫ 1/κ2T
0
(1− FSNRi(x))
1 + x
dx. (26)
Unfortunatelly, (26) does not have an analytical solution for
the general case and can only be calculated via numerical
integration. The particular case with a non-impaired hardware
at the transmitter side (i.e., when κT = 0) is analytically
presented as follows.
Proposition 2: The normalized8 ergodic capacity of the 1st
(Rician-faded) transmitted stream is given by
C1 =
∞∑
k=0
N−M+k∑
j=0


(
κ2RM +
N0
p + σ
2M
)
2(K + 1)−1d−α11


j
×
exp
(
(κ2RM+
N0
p
+σ2M)
2(K+1)−1d
−α1
1
)
Γ
(
−j, (κ
2
RM+
N0
p
+σ2M)
2(K+1)−1d
−α1
1
)
k!2kB(N −M + 1,M − 1)
×
M−2∑
r=0
(
M−2
r
)
γ
(
N −M + k + r + 1, 12
)
2M−N−k−r−1
. (27)
As indicated in the next section, (27) is a rapidly converging
series for reasonable (i.e. practical) accuracy levels of the
achievable data rate, becoming an efficient approach. Also,
the corresponding normalized ergodic capacity of the ith
Rayleigh-faded transmitted stream (2 ≤ i ≤M ) is given by
Ci =
N−M+i−1∑
j=0
(
(κ2RM+
N0
p
+σ2M)
2(K+1)−1d
−αi
i
)j
exp
(
− (κ
2
R
M+
N0
p
+σ2M)
2(K+1)−1d
−αi
i
)
× Γ

−j,
(
κ2RM +
N0
p + σ
2M
)
2(K + 1)−1d−αii

 . (28)
Proof: The proof is presented in Appendix E.
7As an illustrative example, typical values of κ2
T
and κ2
R
in long-term
evolution (LTE) infrastructures [43, Section 14.3.4] are in the range of
[0.0064− 0.0306].
8For ease of presentation, we normalize the ergodic capacity with the factor
1/ln(2) ≈ 1.442695.
Furthermore, it trivially follows that the sum-capacity of the
entire system is defined as
C∑ ,
M∑
i=1
Ci, (29)
which is reduced to C∑ = C1 + (M − 1)C2 (due to the
symmetry amongst the Rayleigh-faded received streams), in
the case of the conventional ZF (non-SIC) reception.
From an engineering standpoint, the following remarks
summarize some useful outcomes:
Remark 3: The outage probability and ergodic capacity of the
ith stream for an ideal ZF-SIC communication system (i.e.,
with perfect channel estimates and no hardware impairments)
are directly obtained from (24), (25), (27) and (28), respec-
tively, by setting {σ, κT , κR} = 0.
Remark 4: In the high SNR regime, when p/N0 → +∞, the
N0/p term can be neglected from (24) and (25), denoting a
non-zero outage floor. This is in contrast to the ideal scenario
(i.e., {σ, κT , κR} = 0), where the outage probability of each
stream is vanished (asymptotically tend to zero). Similarly,
using the mentioned argument in (27) and (28), an upper bound
on the achievable data rate for each stream is obtained.
Remark 5: By using the standard properties of the Marcum-Q
and Nuttall-Q functions [53, Eq. (2.10)] and [54, Th. 3], we
can observe that the outage probability of the Rician-faded
stream is a decreasing function with respect to N −M + i
(i.e., for less transmitters with a fixed number of receive
antennas and/or for more receive antennas for a given number
of transmitters) and the Rician-K factor. In addition, it is an
increasing function with respect to the system communication
imperfections (i.e., channel estimation errors and hardware
impairments), as expected. The two parameters of both the
Marcum-Q and Nuttall-Q functions in (24) are both affected
by a factor of 1/2, whereas the corresponding order of
these functions are linearly scaled (affected by a unit-factor).
Thereby, it turns out that the condition N ≫M plays a more
critical role to the system performance than communication
imperfections or propagation losses (e.g., variations on the
LOS signal power). Similar observations are obtained for the
outage probability of the remaining Rayleigh-faded streams by
using (25) and (19).
V. NUMERICAL RESULTS
In this section, analytical results are presented and compared
with Monte Carlo simulations. For ease of tractability and
without loss of generality, we assume symmetric levels of
impairments at the transceiver, i.e., equal hardware quality
at the transmitters and receiver by setting κT = κR , κ,
N0 = 1, while ϕ = 20◦. To gain more insights, we assume a
normalized distance for each node denoted as d = 1 (unless
otherwise stated). In addition, the path-loss exponent is set to
be α = 4, corresponding to a classic urban environment [46,
Table 2.2]. The 1st SIC stage corresponds to the detection of
Rician-faded stream (see (6)), while all the subsequent ones
(M − 1) correspond to the Rayleigh-faded streams. In all the
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Fig. 2. Outage probability vs. various values of the Rician-K factor, when
N = 8, M = 4, i = 1 (i.e., the 1st SIC stage), γth/N0 = 6dB, and
p/N0 = 10dB.
figures, simulation points and analytical results are denoted by
circle-marks and line-curves, respectively.
It is obvious from Fig. 2 that the outage performance
reduces for increased Rician-K values. This effect occurs
because H → Hd as Rician-K increases (i.e., the LOS
component dominate). Both the imperfect channel estimation
and hardware impairments dramatically affect the outage prob-
ability. The performance of the first SIC stage is illustrated
(i.e., when i = 1), which serves as a lower system performance
bound. This is due to the fact that the amount of co-channel
interference is reduced (canceled) for each successive stage,
and therefore, the corresponding SNR is increased, which in
turn shows that the performance of the jth stage is enhanced
as compared to the ith one, where j > i [10, §IV].
Figure 3 shows the outage performance for various SNR
regions and system imperfections. Notice that only the ideal
system setup with no imperfections asymptotically tends to
zero. All the other scenarios reach an outage (asymptotic)
floor, where no diversity order occurs in these cases. The men-
tioned outage floor explicitly follows Remark 4; the relevant
outage floor curves, however, have not been depicted to avoid
clutter. The corresponding array order and outage floor are
directly related to the amount of imperfections of the channel
estimation and impaired hardware.
A beneficial performance improvement arising when adopt-
ing the SIC-enabled reception is illustrated in Fig. 4. In
particular, the performance of the first SIC stage coincides
with the conventional ZF (non-SIC) approach, while the out-
age performance is enhanced for consecutive SIC stages (as
expected). In addition, placing more antennas for reception
greatly enhances the overall outage performance, regardless
of the amount of system imperfections, which is in agreement
with Remark 5.
In general, ergodic capacity represents a more solid per-
formance metric than outage probability since it is not
application-dependent, i.e., outage performance is directly
related to the outage threshold, which can be considered as
an application-dependent parameter. Ergodic capacity can be
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Fig. 3. Outage probability vs. various values of average SNR, when N = 8,
M = 4, i = 1 (i.e., the 1st SIC stage), γth/N0 = 6dB, and K = 7dB.
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Fig. 4. Outage probability vs. various values of average SNR, when M = 4,
γth/N0 = 3dB, and K = 10dB. Also, σ = 0.05 and κ = 0.1.
considered as a system-dependent metric since it is related
only to the system configuration and networking infrastructure
(e.g., number of antennas, modulation scheme, and transmis-
sion power). Therefore, the following numerical results use
this performance metric. In addition, outage probability may
not be the suitable performance metric for the analysis and
evaluation of massive MIMO deployments since it has low
values for larger receive antenna arrays. Eventually, outage
becomes negligible for practical applications in moderate-to-
high SNR regions. It is more convenient and/or preferable to
use the average ergodic capacity as an efficient performance
tool in massive MIMO systems.
Due to this reason, Fig. 5 presents the normalized sum
ergodic capacity in very high (yet finite) values of the receive
antenna array. An insightful observation is that the presence
of a LOS signal affects the overall performance, even when
N ≫ M . As Fig. 6 indicates, the performance enhancement
produced by a SIC-enabled reception becomes more beneficial
when the available (N −M + i) DoF are reduced (e.g., when
N = M ). In summary, the derived analytical result for the
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Fig. 5. (Normalized) Sum ergodic capacity of ZF-SIC vs. various values
of average SNR, when M = 8, and {σ, κ} = 0.15. Also, black and orange
lines correspond to the cases when K = −∞dB (i.e., Rayleigh fading) and
K = 10dB, respectively.
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TABLE I
T -TERMS REQUIRED TO BE SUMMED IN (27) TO ACHIEVE
ACCURACY UP TO THE 3RD DECIMAL PLACE
N M T
4 4 3
8 4 9
8 8 4
16 8 13
64 8 42
128 8 76
*p/N0 = 10dB, K = 6dB, and T denotes the reserved sum terms. Similar
conclusions have been observed for other p/N0 and K values.
ergodic capacity of the Rician-faded signal are based on a fast
converging series. An illustrative example is provided in Table
I.
VI. CONCLUSIONS
The performance of a multiuser communication system
with single-antenna transmitters and a multi-antenna receiver
was analyzed. The spatial mode-of-operation was investigated
and more specifically the scenario when ZF or the more
sophisticated ZF-SIC is applied at the receiver. Rank-1 Rician
fading channels with i.n.i.d. statistics for each user were
considered. This paper focused on a practical communications
system with imperfections during the communication link,
namely, imperfect channel estimation at the receiver and
impaired transceiver hardware. Regarding the latter hardware
imperfections, compensation algorithms are applied that mit-
igate the main hardware impairments. A new closed-form
expression for the outage probability was derived, while a
new analytical formula with the respect to the average ergodic
capacity was obtained. Based on the results, there were some
useful engineering observations: the impact of the mentioned
imperfections to the system performance, the definition of
asymptotic performance bounds, and the beneficial role of
SIC-enabled reception in the presence of a LOS signal prop-
agation.
APPENDIX
A. Derivation of (14)
To proceed with the analytical derivation of SNR, the
covariance matrix of w′ is required, which is computed as
E[w′w′H]
= pκ2T IM + σ
2H†Ωp(1 + κ2T )IMΩ
H
(
H†
)H
+H†(pκ2RM +N0)INH
† − σH†(pκ2RM +N0)IN
(
H†
)H
×ΩH (H†)H + σ2H†ΩH†(pκ2RM +N0)IN (H†)HΩH
× (H†)H − σH†ΩH†(pκ2RM +N0)IN (H†)H
(a)
= pκ2T IM + (pκ
2
RM +N0)(H
HH)−1 + σ2pM(1 + κ2T )
× (HHH)−1 + σ2(pκ2RM +N0)H†E
[
ΩH†
(
H†
)H
ΩH
] (
H†
)H
(b)
= p
{
κ2T IM +
[(
κ2RM +
N0
p
)
+ σ2M(1 + κ2T )
+
(
σ2
(
κ2RM +
N0
p
)
tr
[
(HHH)−1
]) ]
(HHH)−1
}
,
(A.1)
where in steps (a) and (b) we, respectively, used the equal-
ities H†(H†)H = (HHH)−1, E[ΩΩH] = MIN and
E[ΩH†(H†)HΩH] = tr[(HHH)−1]IN . Using (A.1), (14) can
be directly obtained.
B. Derivation of (16) and (17)
Dealing with ZF-SIC reception (including typical ZF as a
special case), recall that H ∈ CN×(M−i+1) at the ith SIC
stage, as specified in the definition of Section III. This is
due to the fact that during detection/decoding at the ith SIC
stage, all the previous channel impact from (i− 1) stages has
already been removed. We start by using the properties of
matrix determinants in Yi as
Yi = 1
[(HHH)−1]ii
=
det[HHH]
det[HHi Hi]
9= hHi hi − hHi Hi(HHi Hi)−1HHi hi = hHi (IN −Gi)hi,
(B.1)
where Gi , Hi(HHi Hi)−1HHi and Hi ,
[h1 · · ·hi−1 hi+1 · · ·hM ] denoting the deflated version
of H with its ith column (i.e., hi) removed.
Notice that Qi , (IN −Gi) is a N ×N matrix and repre-
sents the projection onto the null-space of HHi . In addition, it
is a Hermitian, idempotent and symmetric matrix. Therefore,
its eigenvalues are either zero or one. Particularly, they are
used as
Eigenvalues of Qi : 0, 0, . . . , 0︸ ︷︷ ︸
M−i
, 1, 1, . . . , 1︸ ︷︷ ︸
N−M+i
. (B.2)
Hence,Qi has a rank equal to N−M+i, while it is statistically
independent from hi.
Capitalizing on the latter observations and using the eigen-
value decomposition, the quadratic form of SNR in (B.1) can
be further simplified as
Yi = hHi Qihi = hHi PiΛiPHi hi, (B.3)
where Pi denotes an orthogonal (unitary) matrix satisfying
PiP
H
i = P
H
i Pi = IN and Λi = diag{λ1, . . . , λN} cor-
responds to the eigenvalues of Qi. Finally, based on (B.2),
(B.3) becomes
Yi =
N∑
k=1
λk(P
H
i hi)
H(PHi hi) =
N−M+i∑
k=1
(PHi hi)
H
k (P
H
i,khi)k,
(B.4)
where (PHi hi)k stands for the kth coefficient of vector
(PHi hi). In the trivial case when hi is zero-mean, then
PHi hi
d
= hi (i.e., isotropically distributed). This yields Yi d=
(d−αii /(K+1))χ
2
N−M+i. On the other hand, when hi is a non
zero-mean vector, i.e., Rician-distributed, the former isotropic
identity does not hold. Fortunately, it was recently indicated
in [51, Eq. (8) and §4] that (B.4) follows a conditional non-
central chi-squared distribution, in the case of a non zero-mean
hi, while its corresponding non-centrality parameter follows
a central Beta distribution, which is independent of Yi. This
yields (16) and (17).
C. Derivation of (18) and (19)
For i = 1 (i.e., the Rician-faded stream), we get [34]
FY1|θ1(x|u) = 1−
∫ ∞
x
fY1|θ1(y|u)dy
= 1−QN−M+1
(
√
u,
√
(K + 1)x
d−α11
)
. (C.1)
Thus, the corresponding unconditional CDF reads as
FY1(y) = 1−
∫ 1
0
QN−M+1
(
√
u,
√
(K + 1)x
d−α11
)
× u
N−M (1− u)M−2
B(N −M + 1,M − 1)du
= 1−
∑M−2
j=0
(M−2j )
(j+1)
B(N −M + 1,M − 1)
×
∫ 1
0
uN−M+jQN−M+1
(
√
u,
√
(K + 1)x
d−α11
)
du.
(C.2)
To capture (C.2) in a closed form, an integral of the type
J , ∫ 1
0
uaQm(
√
u, b)du needs to be solved. Implementing
integration by parts, it follows that
J =
∫ 1
0
uaQm(
√
u, b)du
= Qm(
√
u, b)
ua+1
(a+ 1)
∣∣∣∣1
0
−
∫ 1
0
ua+1
(a+ 1)
∂Qm(
√
u, b)
∂u
du
(a)
=
Qm(1, b)
(a+ 1)
−
∫ 1
0
ua+1
2(a+ 1)
(
Qm+1(
√
u, b)−Qm(
√
u, b)
)
du
(b)
=
Qm(1, b)
(a+ 1)
−
∫ 1
0
ua+
1
2
2(a+ 1)
bm exp
(
− (b
2 + u)
2
)
Im(b
√
u)du
=
Qm(1, b)
(a+ 1)
−
[ ∫ ∞
0
u2a+2
(a+ 1)
bm exp
(
− (b
2 + u2)
2
)
Im(bu)du
−
∫ ∞
1
u2a+2
(a+ 1)
bm exp
(
− (b
2 + u2)
2
)
Im(bu)du
]
, (C.3)
where (a) and (b) arise due to [55, Eqs. (2) and (16)]. Then,
by definition, (C.3) reads as9
J = 1
(a+ 1)
× {Qm(1, b)− bm[Q2(a+1),m(b, 0)−Q2(a+1),m(b, 1)]} .
(C.4)
Using (C.4) into (C.2), the desired result in (18) is obtained.
For 2 ≤ i ≤ M , noticing that FYi(y) = 1 −
∫∞
x
fYi(y)dy,
it yields (19).
D. Derivation of (23)
The CDF of SNR for the ith stream is defined as
FSNRi(x) , Pr [SNRi ≤ x] = Pr
[
Yi ≤ ψx
1− κ2Tx
]
. (D.1)
Referring back to (15), the cumbersome parameter
tr[(HHH)−1] is included within the auxiliary variable
ψ. The analytical representation of tr[(HHH)−1] is infeasible
for the considered rank-1 Rician fading channel. This occurs
because the inverse non-central Wishart PDF is involved,
which is generally unknown so far. Nevertheless, it can be
efficiently approximated by a corresponding inverse central
Wishart PDF. More specifically, let
Z
d
= CWM
(
N −M + i, diag
{
d−aii
(K + 1)
}M
i=1
+
1
N
HHd Hd
)
.
(D.2)
Then, the Gramian matrix HHH can be approached by a
central Wishart distribution, such that
HHH
d≈ Z. (D.3)
9To our knowledge, the derived expression in (C.3) is novel and has not
been reported elsewhere into the literature. Note that the integral in J cannot
be considered as a special case of [56, App. D].
10
It was indicated in [57] that the Gramian HHH and Z share
the same expected value, while there is a slight difference
between their variances in the order of O(N−1). Moreover,
the accuracy of the aforementioned approximation for a rank-1
Gramian HHH was tested and verified in [27, §VI.B.2].
Therefore, tr[(HHH)−1] ≈ tr[Z−1], while it holds from
[58, Lemma 6] that
E
[
tr[(HHH)−1]
] ≈ E [tr[Z−1]] = M − i+ 1
N −M + i− 1 , N > M
(D.4)
and
Var
[
tr[(HHH)−1]
] ≈ Var [tr[Z−1]]
=
(M − i+ 1)N
(N −M + i− 1)2((N −M + i− 1)2 − 1) , N > M + 1.
(D.5)
Obviously, both the above expectation and the corresponding
variance (i.e., second order statistic) take very low values for
the considered case study, especially when N ≫ M . Thus,
tr[(HHH)−1] ≪ 1. Furthermore, recall that {κ2T , κ2R} ≪ 1.
Consequently, keeping in mind that base stations are normally
equipped with advanced low-noise amplifiers (LNAs), while
it usually holds that σ2 ≪ 1 [13, Fig. 3], the parameter
σ2(κ2RM + N0/p) tr[(H
HH)−1] can be neglected from ψ,
thus, the latter term can be relaxed as
ψ ≈
(
κ2RM +
N0
p
)
+ σ2M(1 + κ2T ). (D.6)
Using (D.6) into (D.1) yields (23).
E. Derivation of (27)
Using (25) into (26), while setting κT = 0, it yields that
Ci|θi =
∫ ∞
0
QN−M+i
(√
θi,
√
((κ2RM+
N0
p
+σ2M(1+κ2
T
))x)
(K+1)−1d
−αi
i
)
1 + x
dx.
(E.1)
To further proceed, the Marcum-Q function can be expanded
as [59]
Qm(
√
a,
√
bx) =
∞∑
k=0
m+k−1∑
j=0
(
a
2
)k ( bx
2
)j
exp
(− bx2 )
k!j! exp
(
a
2
) , m ∈ N+, (E.2)
and
Qm(0,
√
bx) =
m−1∑
j=0
(
bx
2
)j
exp
(− bx2 )
j!
, m ∈ N+. (E.3)
Then, an integral of the following type appears∫ ∞
0
xj exp
(− bx2 )
1 + x
dx, (E.4)
which can be directly evaluated in a closed-form solution with
the aid of [33, Eq. (3.383.10)]. Thereby, the desired result in
(28) is extracted for the Rayleigh-fading case, using (E.1),
(E.3) and (E.4).
For the more challenging Rician-fading case, the condition-
ing on the Beta-distributed θ1 parameter needs also to be
averaged out. Hence, following similar steps as in deriving
(28) and using (E.2), we get
C1 =
∫ 1
0
C1|θ1(u)fθ1(u)du
=
∞∑
k=0
N−M+k∑
j=0


(
κ2RM +
N0
p + σ
2M
)
2(K + 1)−1d−α11


j
×
exp
(
(κ2RM+
N0
p
+σ2M)
2(K+1)−1d
−α1
1
)
Γ
(
−j, (κ
2
RM+
N0
p
+σ2M)
2(K+1)−1d
−α1
1
)
k!2kB(N −M + 1,M − 1)
×
∫ 1
0
uN−M+k(1− u)M−2 exp
(
−u
2
)
du. (E.5)
After some straightforward algebra, we arrive at (27).
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