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INTRODUCTON . /
In the field of education, the experimenter often encoumter a special problem in the statistical design of his experiment; the lack of a control group (for example, see Hersberger(1985) ). Often, the scientist has devised a new educational program which he believes will augment or improve on the techniques presently used to teach skills of some sort to students. To test whether this new program is in fact an improvement, the scientist must approach an educational institute and obtain approval to teach his program to the target students. Since most of these programs appear beneficial to the students, the institute usually agrees to having the program implemented with one stipulation; that everyone who qualifies for the program is admitted into it. As such, the experimenter is not allowed to split the students into an experimental group and a control group, and the control group must be forgone. Often, nothing statistical can be salvaged from the data, but we suggest a statistic to measure the efficacy of the program for certain set-ups of the experiment when no control group is available.
The experimental set-up we address is one in which even in the experimental school, not all of the students available for the program actually qualify. This situation is especially common in the field of gifted or special education, where only those students who achieve some minimum (or maximum) score on an entrance exam are admitted. Further, we assume there are other schools available where the program will not be implemented, but the tests to determine admittance and to measure increases in learning skills can be administered. These schools we call the comparison schools.
Typically we see in the analysis of data by standard techniques that these other schools are pooled together and used as a control group. Often there is substantial evidence that these schools cannot be considered as members of the same porulation, and as such the pooling is improper. An allowance for the , -.-. 1
.
.-. .-.
"school" effect must be made. We deal with the case in which the "school" effect is clearly present, and the typical analysis is therefore inappropriate.
In section 2 we specify the statistical model used to describe the data, and show that frequently the data can be analyzed properly using standard analysis of variance techniques. In section 3 we deal with the case where the assumptions for the standard analysis of variance technique are not satisfied, and recommend an alternate statistic. It is shown that under reasonable assumptions this distribution will be approximately a t-distribution. In section 4 we analyze the data obtained by Hersberger (1983) ,using the proposed statistic. The value of k merely distinguishes which student in the various classes we have, where 1 < k : nij.
We then assume for 0 s i < m, 0 < j s 1, 1 < k < ni
where i N(0,, 2 ), i.i.d. for all i, j, k, and 6 N Fit independent of {C and 8j, i ej, for some distribution function Fi. ijk 2 p ', Except for the distribution of the 6 j's , this is easily seen to be simply a reparametricization of the standard 2 x m analysis of variance design. The 6's measure the expected differences in the scores of the qualifying and non-qualifying students of the same school.
As a special case of the general model, we consider the case where 61 2 = = = S, for some constant 5. In this case, it is easy to see that 0 6 measures how much additional average difference qualifying students have over non-qualifying students when compared to qualifying students for the comparison schools. Unless there is a reason for believing the program school is special (without the presence of the program), the effect 6 -6 must be attributed to the program. We therefore call 6 0 -6 the program effect.
By straightforward analysis of variance techniques (see Graybill ( Of course, this test statistic can be implemented by most statistical computer packages by simply specifying the contrast 60 m I a i= 1"
"
To test the assumption that 61 = 62 = " = 6m = 6, one could temporarily delete the program school from the data set and rim an analysis of variance with a high significance (say a = .5 or .75) to test for interaction. If there is no evidence of interaction, it seems reasonable to accept that 61 = 62 6 M The statistic in (2.7) could then be used to test for significance of the program and give an estimate of the quantitative average effect of the program.
For the data of Hersberger(1 9 8 3 ). it was found (perhaps surprisingly) that on the majority of measures there was no interaction in the control schools, and as such there is reason to believe the simple test procedure outlined above is appropriate in numerous experiments of the prescribed form.
THE STATISTIC WHEN INTERACTION IS PRESENT
Of course, occasionally there will be evidence of interaction at an unacceptable significance level. In such a case, the simple procedure outlined above is not applicable, and we must consider the more general model. Even in The main theorem of this paper, dealing with the asymptotic distribution of t*, we now state. would then have a t-distribution with m-1 degrees of freedom. The idea of t* is to estimate q 2/2 and use these to provide an estimate of the w.'s. We know that 2 has a very reliable estimator available, ;2 given in equation (3.6).
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A Therefore, we can use as an estimate of n the statistiz n2 given in equation (3.7), and using w* in equation (3.5) as an estimate of w. in equati.n (3.12) w.P find the resultant statistic is t*.
To establish that t* is indeed asymptotically t-distributed, we need the * following lemma.
LENIMA 3.3.
If {X : n =, 2, J is a sequence of random variables whe--.
1)
for some measure U, Xn has density fn with respect to -. , 2) f < k* g for all n, and some density g, and n
3) f f, for f a density, n then for any function h(x,y) where h(x,y) is continuous with respect to y for p-almost all x, and for any function S(x) where 6(Xn) 0 h(X n 6(Xn)) h(X,%), where X has density f.
Remark:
Condition 3) can be weakened to X $ X, some random variable, and the n ..
result is still true. It should be pointed out that conditions 1) and 2) coupled with X X does not imply fn f. However, this weakening only complicates the n n2
proof of the lemma, and since theorem 3.1 only requires the lemma as stated, we Let Y be a random variable with density g of condition 2). Then limr P(Ye A(y)) =0.
As such, for all c>O0, there is a yo> 0 where for all * Y-1 o Y y<Y 0 , P(Yc A(y)) < F/k. Thus, for all n, if y < yo then P(X n EA(y)) isk P(Y cA(y)) < e.
(3.15).
Choose an N where for n> N. y < y 0 , P(II 6(x) n 6o II>Y) < e. Then we have that *P(II s' P(X c A~y)). e 2e, n * we have that h(X~,6X) h(X 6 0 ) 0 ,which completes the proof of the * lemma.0
We now proceed to establish theorem 3.1 as a consequence of lemua 3.3.
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PROOF OF THEOREM 3.1.
Let us first establish that for wil as in (3.S), we have data of the study, we do select some particular measurements to illustrate the application of the analysis outlined above. The two measures selected are a .
computational measure, and a value of mathematics measure.
Below is a listing of the class means, standard deviations, and sample sizes for the computational measure, with a corresponding plotting of the class means.
- Table 1 Thus, we find that the program effect is significant at the p = .000006 level, and conclude the program has a significant effect on computational skills.
The next measure we consider is the value of mathematics measure. Below is a listing of the class means, standard deviations and sample sizes, with a plotting of the class means.
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Aftao~.~* ***~. *•*°*-* !. I: A test for interaction with the program school deleted yields an F-value of 1.51, which has a .23 level of significance. As such, the assumption of equality of the differences may be suspect, so the analysis outlined in section 3 is 13
