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초록
음성 변환(Voice Conversion)은 원천 화자의 언어 정보를 유지하면서 변환 대상 화
자의 음성과 발화를 합성하는 작업이다. 즉, 목소리 데이터에서 언어적 특징과 스타일
특징을 분리할 수 있다는 가정하에, 스타일 특징만을 변환하는 작업을 일컫는다.
기존에 제시된 음성 변환 연구들은 스타일 변환을 하나의 함수 형태로 모델링하여
결정론적이다. 즉, 기존의 음성 변환 모델은 한 원천 화자의 입력에 대해 단 하나의
억양을 가지는 발화만을 생성하는 것으로 제한된다.하지만 실제 화자는 하나의 스크립
트에서 다양한 억양을 가지는 발화를 생성 할 수 있기 때문에 기존 연구들은 한계점을
지닌다.
이러한한계를극복하기위해모델에확률적인정보를부여하기위한방법으로변분
자동 인코더(Variational Auto-Encoder)를 사용하였다. 변분 자동 인코더는 딥러닝의
생성형 모델의 일환으로, 확률분포에서 잡음을 샘플링하여 기존 데이터의 분포를 생성
해내는 모델이다. 본 논문에서는 화자의 억양, 즉 스타일을 담당하는 부분을 변분 자동
인코더로 모델링함으로써 분포에서 샘플링 할 때 마다 다양한 억양을 가지는 음성을
합성하는 새로운 접근법을 제안한다.
실험에 따르면 화자의 스타일 기능을 가우시안 분포의 잠복 공간으로 매핑 할 수
있다는 것이 입증되었다. 특히, 2-3 시그마 범위 내에 존재하는 샘플들에 대해 억양이
확연하게 바뀌는 것을 확인하였다. 본 논문은 또한 잠복 공간의 사후 분포를 역 자기
회귀성 유동 (Inverse Autoregressive Flow)로 보다 복잡하게 만드는 방법을 제시함
으로써 보다 다양한 억양으로 음성을 변환 할 수 있었다. 결과적으로 변환된 음성은
다양한 억양을 가질 뿐만 아니라 기존의 결정론적 모델보다 우수한 음질을 제공한다.
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제 1 장 서론
1.1 연구 배경
다른 사람들, 특히 유명인들의 목소리를 모방하는 것은 끊임없이 관심을 끄는 주
제다. 이에, 다른 사람들의 목소리를 모방하는 방법으로 문자를 특정인의 목소리로
읽어내는 문자-음성 변환 방식 (Text-to-Speech)과, 기존 화자의 음성에서 특정 화자의
음성으로 목소리를 바꾸는 음성 변환 방식 (Voice Conversion)이 대두되었다. 두 가지
방법은 그 파이프라인이 거의 동일하다. 음성 변환 방식은 문자-음성 변환 방식의 한
일종으로,음성-문자-음성의과정을거치게된다.즉,원천화자의음성에서문자에관한
정보를 추출해내고, 이를 다시 목표 화자의 음성으로 생성해내는 것이다. 상대적으로
음성-문자 변환은 문자-음성 변환 방식에 비해 쉬운 편이기 때문에 문자-음성 변환 방
식을 잘 모델링하는 것이 음성 변환 문제의 핵심이 되었다. 따라서, 음성 변환 연구들은
문자-음성 변환 방식의 연구에 초점을 맞추고 있다.
기존의 문자-음성 변환 연구의 파이프라인은 문자열과 음성 신호에 대한 전처리
과정 및 다양한 모듈들이 필수적이기 때문에 매우 복잡한 과정을 거치게 된다 [3]. 우선
문자열을 음소 기호로 변환해야 하며, 각 문자열이 발화하는 음성의 시간 길이에 따라
문자열과 음성 신호를 시간대별로 나누어 쌍으로 맞추어 주는 작업이 필요하다. 또한
특정 화자의 주파수를 예측하는 작업이나 샘플링 방식 등 복잡한 신호처리가 뒤따른다.
최근에 이런 복잡한 파이프라인을 심층 신경 네트워크 구조(Deep Neural Network)를
이용하여 하나의 커다란 신경망으로 대체하는 연구가 등장하면서, 문자-음성 변환 방
식의 새로운 패러다임을 제시하였다 [4]. 본 연구에서도 복잡한 파이프라인을 사용하는
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대신 심층 신경 네트워크 구조를 이용하여 전체 구조를 구성하였다.
심층 신경 네트워크는 이와 같이 다양한 분야에서 유망한 결과를 보여 주었고, 음성
변환 모델에서도 심층 신경 네트워크를 사용하는 모델이 등장하기 시작하였다.심층 신
경 네트워크 학습을 통한 음성 변환 모델은 언어적 기능과 스타일 기능으로 구분할 수
있는 잠재적 공간으로의 매핑을 배우는 것을 목표로 한다. 그런 다음 모델은 기존 화자
의발화의언어적정보를유지하면서변환대상의화자에대한스타일정보를적용한다.
[5] 및 [6]은 동일한 스크립트를 읽는 소스 및 대상 데이터 쌍이 있는 병렬 코퍼스에서
음성 변환 모델을 학습하였다.
위와 같이 쌍으로 존재하는 데이터는 획득하기 어렵고, 크기도 제한되어있기 때문
에, 비병렬 데이터에 대해 비감독 방식(Unsupervised Learning)으로 훈련된 음성 변환
모델이연구되었다. [7]는화자의특성을포함하고문자열과독립적인기본주파수 (F0)
기능을 사용하여 음성 신호를 변환하였다. 이 방법을 사용하여 다양한 화자 데이터에
대한 모델을 학습한 다음 F0이 화자의 스타일을 대표하는 피쳐라고 가정하고 각 F0
에 대해 다른 목소리를 생성한다. 비슷한 방식으로, [8]는 음소의 확률을 나타내는 음소
사후 분포 그램 (Phoneme Posterior Grams, PPGs) 개념을 도입하였다. 기존 화자로
부터 추출된 PPG가 화자의 스타일과 무관하다는 가정에서 시작하여, 화자는 화자의
발화로부터의 PPG와 F0를 이용하여 변환 된 음성을 합성한다.
그러나, 이 모델은 학습되어 파라미터들의 고정되어있기 때문에 하나의 기존 화자
발화에 대해 단지 하나의 억양만을 갖는 결정론적인 출력을 갖는다는한계가존재한다.
동화를 읽거나 많은 사람들 앞에서 연설을 할 때, 사람들은 똑같은 문장을 읽더라도
매번 다른 억양으로 발화한다. 이것은 다른 사람들의 스타일 차이가 아니라 한 개인의
발화 간에도 차이가 있음을 시사한다. 본 논문에서는 사람이 발화할 때 다양한 억양을
가지는 목소리를 생성하기 위해서는 확률적인 정보가 필요하다는 가정을 한다. [9]에
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는 억양을 위한 특징을 추출하려고 시도하지만 신경망을 사용하는 end-to-end 방식은
아니며 확률적 정보는 다루지 않았다.
최근에는 변분 자동 인코더 (Variational Auto-Encoder) 및 생성형 적대 네트워크
(Generative Adversarial Network)과 같은 다양한 확률론적 생성 모델이 도입되어 다
양한 생성 문제에 대해 확률 정보를 사용할 수 있게 되었다. [10]와 [11]에서 변분 자동
인코더를 사용하여 언어적 정보를 나타내는 확률적 잠재 변수를 발화로부터 학습한다.
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1.2 연구 내용 및 공헌
본 연구에서는 다양한 억양을 가지는 발화를 합성하기 위해 확률적 정보를 변분
자동 인코더를 이용하여 모델에 부여한다.변분 자동 인코더는 비교적 단순한 가우시안
분포에서 샘플링된 사전확률분포와, 데이터를 조건부로 하는 사후확률분포를 가깝게
하면서 학습하는 방식의 모델이다.
모델은크게음성-문자변환을담당하는음소분류기(Phoneme Classifier)와변환된
음소를 다시 음성으로 변환하기 위한 문자-음성 변환을 담당하는 음성 생성기(Speech
Synthesizer)로 구성된다. 음소 분류기는 원천 화자의 음성에서 스타일을 제외한 문자
열의 정보만을 추출해내며 음성 합성기는 조건부 변분 자동 인코더 구조를 이용하여
억양을 나타내는 잠재 공간을 학습하고 언어적 정보는 앞서 예측된 음소 분류기의 출
력값으로 고정하여 조건부 변수로 사용한다.특정 억양을 조건부 변수로 고정하는 것은
쉽지 않으며 스타일에 대해 레이블링된 데이터를 구하기도 쉽지 않으므로 잠재적인
공간에서 무작위 값을 샘플링하는 것은 다양한 억양을 생성하기에 좋은 접근법이다.
또한, 비교적 단순한 가우시안 분포를 사후확률 분포로 사용하는 기존의 변분 자동
인코더와는 달리 본 모델에서는 가우시안 분포에 비해 복잡한 사후확률분포를 사용하
기 위하여 역 자기회귀성 유동(Inverse Auto-regressive Flow) 방식을 적용하였다. 이
방식을 적용하면 더 복잡한 사후 확률분포를 사용하기 때문에 기존의 가우시안 분포를
사용하는 변분 자동 인코더에 비해 더 다양한 억양을 가지는 음성을 생성할 수 있을
것이라 기대하였다.
결과적으로, 똑같은 억양을 가지는 발화만을 생성하는 기존의 결정론적 모델과는
달리,본모델은다양한억양으로단일화자의발화를생성할수있다.기존의음성변환
연구들 중에서 억양을 다양화하려는 시도는 없었으며, 확률적 정보를 사용하여 접하지
않은 데이터에 대해 성능 저하없이 다양한 억양으로 변환된 발화를 만들어 냈다. 또한,
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역 자기회귀성 유동 방식을 통해 음성 전체적으로 기존 변분 자동 인코더 방식에 비해
더욱 다양한 억양을 가지는 음성을 생성해내는 것을 확인하였다. 추가적으로, 제안된









제 2 장 배경이론 및 관련 연구
2.1 음성신호처리
2.1.1 이산화 및 양자화
자연적으로 존재하는 음성 신호는 아날로그 형식으로, 연속적인 형태를 띈다. 음성
신호를 컴퓨터가 처리할 수 있는 형태로 바꾸기 위해서는 이산화 및 양자화 과정이
필수적이다. 연속적인 시간의 아날로그 신호를 구간 단위의 시간대로 샘플링하는 방
법을 이산화(Discretization)라고 하며, 표본추출 된 신호를 컴퓨터가 인지할 수 있는
비트(bit) 형태로 구간별로 나누어 주는 것을 양자화(Quantization)이라고 한다. 즉,
이산화 과정은 시간축에 대해 구간을 나누는 것이며, 양자화는 진폭축에 대해 구간을
나누는 것이라 할 수 있다. 이산화 과정 시 무작위로 샘플링을 하게 되면 정보의 손실이
나타나게 된다. 정보의 손실 없이 이산화하는 방법은 나이퀴스트 정리에 따라 원본의
최대 주파수의 2배 이상의 표본주파수로 표본을 추출하여야 한다. 나이퀴스트 정리에
따르면, 표본화 주파수가 2배보다 작을 경우, 고주파끼리의 간섭이 일어나 정보가 손
실된다. 양자화는 8bit 또는 16bit의 형태로 하며, 8bit는 256개의 구간, 16bit는 65536
개의 구간으로 나누어연속적인 진폭을 구간별로 나눈다.이산화와 양자화 과정을 모두
마치면, 분석 가능한 디지털화 된 음성 데이터를 얻을 수 있다.
2.1.2 스펙트로 그램 변환
디지털화된 음성 데이터는 그 자체로 분석이 가능하지만 분석하기에 크기가 너무
크고, 특정 피쳐로서의 역할을 하기에 성능이 떨어지기 때문에 대부분의 음성신호 분
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석에서 음성 데이터를 스펙트로 그램으로 변형하여 분석한다. 또한, 스펙트로 그램이
시간과 주파수의 2차원 형태의 피쳐로, 마치 그림과 같기 때문에 음성 신호를 시각화
하여 분석하는 것에도 유용하게 사용되므로 음성학에서 자주 사용되고 있다. 기존의
음성 데이터를 스펙트로 그램으로 변형하는 방법은 주파수대별로 단시간 푸리에 변환





변환된 스펙트로 그램은 전체 주파수 영역대를 모두 똑같은가중치로 변형한형식이다.
본 연구에서는 인간의 발화의 변환에 관한 연구이기 때문에 고주파수대의 음성신호는
상대적으로 불필요하다. 이를 위해 멜-스펙트로 그램(Mel-spectrogram)을 사용한다.
멜-스펙트로그램이란 인간이 들을 수 있는 고유 주파수 영역대에 가중치 가지는 멜-필
터(Mel-filter)를적용하여스펙트로그램을한번더변환한피쳐다.멜-필터를사용하게
되면 인간이 들을 수 있는 주파수 영역대인 저주파수의 특징이 더욱 강조되고, 주파수
영역대가 로그-스케일로 늘어나게 된다.
2.1.3 보코더
스펙트로그램은 실제 음성 신호에서 위상값을 제거하였기 때문에 다시 들을 수 있
는 형태인 음성 신호로 복구하기 위해서는 위상값을 복원해주는 보코더가 필요하다.
보코더는 음성의 크기값만을 담고있는 스펙트로그램이나 멜-스펙트로그램을 실제 음
성신호형태로다시복원하는것을목적으로한다.기존의보코더는가우시안-혼합모델
(Gaussian Mixture Model)을 사용하여 선 스펙트럴 쌍이나 비주기성 파라미터를 예
측하여 실제 음성 신호를 복원하였다. 최근에는 [12]에서 제시한 종단 신경망 보코더를
이용하여 오직 신경망만으로도 음성신호의 복원이 가능해졌으며, 기존의 보코더보다
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성능도 더 개선됨을 확인하였다. 하지만 구현이 어렵고 학습시간이 매우 오래걸린다는
단점이 존재하며, 웨이브넷의 자기 회귀성 구조 특성 상 음성 신호를 복원하기 위해
매우 오랜 시간이 소요된다는 점에서 한계점이 존재했다. 이를 해결하기 위해 [13]는
역 자기 회귀성 유동을 이용하여 자기 회귀성 구조를 없애면서 빠르게 음성 신호를
복원하는 방법을 고안하였고, 현재 구글 어시스턴트에 탑재되어 사용되고 있다. 이와
는 별개로, 본 논문에서 사용한 간단한 보코더 방식은 그리핀-림 알고리즘(Griffin-Lim
Algorithm) [14]이다. 이 방식은 반복적인 수행을 통해 복원값에 가장 가까운 역 단시
간 푸리에 변환을 찾아내는 방식이다. 이 방법은 간단하면서도 빠른 복원이 가능하기
때문에 현재도 널리 이용되고 있다.
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2.2 음성 변환
Figure 2.1: 음성 변환 도식화
음성 변환이란 원천 화자의 발화에서 언어적 특징만을 추출해낸 후 목표 화자의
목소리, 즉 스타일을 입혀 원천 화자가 발화한 문장을 목표 화자의 음성으로 발화하는
것을 의미한다. 음성 변환은 음성 데이터에서 언어적 특징과 스타일 특징을 어떻게 분
리할 것인가가 핵심이다. 음성 변환은 크게 2가지로 나뉘는데, 동일한 문장을 말하면서
발화 시간이 거의 비슷한 서로 다른 두명의 화자가 발화한 데이터쌍이 존재할 경우,
그리고 위와 같은 데이터쌍이 존재하지 않을 경우 두가지로 나뉜다. 첫번째의 경우,
언어적 특징이 완전히 동일하기 때문에 언어적 특징에 대해 고려할 필요 없이 스타일
에 대한 변환만 고려하면 된다. 딥러닝을 이용하면 각 프레임별로 목표 화자에 가깝게
학습하게 되면 비교적 쉽게 학습이 가능하다.
하지만 완전히 동일한 문장에 대해 비슷한 발화 시간을 가지는 데이터쌍이 매우
부족하며, 다양한 목표화자로의 음성 변환이 어렵기 때문에 이 방법은 선호되지 않는
다. 따라서 두번째로 제시된 데이터 쌍이 필요없는 음성 변환에 대한 연구가 활발히
진행되었다. 이 방법은 음성 데이터에서 음성 인식을 통하여 언어적 정보를 추출한 뒤,
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목표 화자에서 화자의 목소리 스타일 특성을 가장 잘 나타내는 F0 피쳐를 뽑아 다시
음성을 합성하는 형태였다.
최근 딥러닝에서 다양한 생성 모델이 조명을 받으면서 적대적 생성 네트워크나 변
분 자동 인코더를 이용한 음성 변환에 관한 연구도 활발히 진행되었다. 적대적 생성
네트워크를 이용하여 더욱 음질이 뛰어난 음성 변환을 한 연구도 존재한다 [11].
가장최근에는이미지스타일변환에서사용하던방법을적용하여인스턴스정규화
방법으로 음성 변환을 직접적으로 한 연구도 존재한다. 이 연구 역시 언어적 정보와
스타일 정보를 나누기 위한 네트워크를 설계하는데,기존 연구들은 스타일 정보를 제대





변분 자동인코더는 잠재 변수 모델(Latent Variable Model)의 일종이다. 잠재 변수
모델이란 잠재 변수 z가 주어졌을 때의 조건부 확률 P (X|z; θ)를 모델링하는 모델을
일컫는다. 실제로 우리가 원하는 데이터의 분포 P (X)를 다음과 같이 표현할 수 있다.
P (X) =
∫
P (X|z; θ)P (z)dz (2.2)
변분 자동 인코더에서는 가우시안 분포를 위의 P (z)로 사용한다. 즉 구하고자 하는
모델에서 P (z)를 알고, 신경망을 이용하여 P (X|z)를 모델링 한다면 실제 데이터 분포
P (X)를 구할 수 있다.
하지만 실제로 z에 대한 어떤 학습도 없이 가우시안 분포에서 무작위로 샘플링하여
사용하게 되면 P (X|z)의 값이 대부분 0이기 때문에, P (X)를 구하는 것이 무의미하
다. 이를 위해서 샘플링된 z가 X를 잘 생성할 수 있도록 학습을 시켜주어야 한다. 즉,
완전히 무작위적인 z를 샘플링하는 것이 아니라, X를 잘 생성할 수 있는 z를 샘플링하
겠다는것이목적이다.이것은확률분포 P (z|X)로표현할수있다.이를위해서는변분
자동인코더의인코더 부분에 대한학습이 필요하다.즉 변분 자동인코더의 전체적인 구
조는 X를 잘 생성할 수 있는 z, 즉 P (z|X)를 학습하는 인코더와 P (X|z)를 학습하는
디코더의 구조로 나뉜다.
변분 자동 인코더를 학습하기 위한 목적함수는 ELBO [1]라 불리우며, 최대가능도
방법을 이용하여 학습한다. 모델이 배우고자 하는 식은 다음과 같다.
maximize(logP (X)−D[Q(z|X||P (z|X)]) (2.3)
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즉,주어진데이터의가능도 P (X; θ)를최대화하며실제 P (z|X)와인코더가배우고
자하는 분포 Q(z|X)의 거리를 가깝게 만들어줄 쿨벡-라이블러 발산값을 최소화시키는
것이 목적이다. 하지만 위 식은 실제 분포 P (X; θ)를 모델링하는 것이 불가능하기 때
문에 계산할 수 있는 형태로 변형을 거칠 필요가 있다.
logP (X)−D[Q(z|X||P (z|X)] = logP (X)−Ez∼Q[logQ(z|X)− logP (z|X)] (2.4)
베이즈 정리에 의해 P (z|X)는 다음과 같이 변형할 수 있다.
logP (X)− Ez∼Q[logQ(z|X)− logP (X|z)− logP (z)]− logP (X) (2.5)
최종적인 목적함수는 다음과 같다.
Ez∼Q[logP (X|z)]−D[Q(z|X)||P (z)] (2.6)
위의 식은 Q의 분포를 따르는 z에 대해 모델링이 가능하고, 따라서 계산이 가능하다.
2.3.2 최적화
목적함수를 최적화하기 위한 방법으로 경사하강법(Gradient Descent Method)를
사용한다. 모델의 구조 상 인코더에서 학습된 Q(z|X)의 분포에서 해당 z를 샘플링하는
과정에서 경사하강법의 흐름이 끊어지게 된다. 따라서 경사하강법의 흐름을 이어주기
위해서 재 매개변수화 속임수(reparameterization trick)라는 특별한 방법을 사용한다.
그림 2.2와 같이 학습된 Q(z|X)의 N(µ, σ)의 분포에서 샘플링하는 것이 아니라,
ε ∼ N(0, 1)를 이용하여 z = µ + σ ∗ ε으로 z를 샘플링하게되면 경사하강법의 흐름이
끊어지지않으면서 학습을 시킬 수 있게된다.
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Figure 2.2: 재 매개변수화 속임수 [1]
2.3.3 조건부 변분 자동인코더
조건부 변분 자동인코더는 변분 자동인코더에 고정된 조건을 추가로 부여하기 위
해 사용되는 방법이다. 목적함수는 거의 동일하며 단지 조건부 분포로써의 파라미터가
추가된다. 최종 식은 다음과 같다.
Ez∼Q[logP (Y |z,X)]−D[Q(z|Y,X)||P (z|X)] (2.7)
여기서 X는 고정된 조건부 확률변수이며, Y는 실제로 생성하고자 하는 데이터의
분포이다.
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2.4 역 자기회귀성 유동
Figure 2.3: 역 자기회귀성 유동의 효과 [2]
확률적 변분 추론(Stochastic Variational Inference)는 연속적인 잠재 변수에 대해
효율적인 학습이 가능한 방법으로, 추론 네트워크를 학습한다는 것은 곧 사후 확률분
포를 학습하는 과정이라 할 수 있다. 본 연구에서 사용하는 변분 자동 인코더는 변분
추론 학습 모델로써, 추론 네트워크와 생성 네트워크로 나뉘게된다. 기존의 변분 자동
인코더의 경우 추론 네트워크의 사후확률 분포를 가우시안 분포로 가정하였다.하지만
모든 사후확률 분포를 가우시안 분포로 가정하게되면 복잡한 사후확률 분포에 대해
제대로 추론하지 못하는 결과를 얻게 된다.
그림 2.3을 보면 가장 왼쪽의 그림이 사전 확률분포이며, 중간 그림이 가우시안으
로 사후 확률분포를 가정할 경우에 대한 추론 결과이다. 이 경우에 사전 확률 분포와
유사하게 분포를 이루지 못할 뿐만 아니라 각각의 사후 확률분포도 가우시안의 형태로
남아있게되어 실제 분포와 달라지는 경향을 보인다. 이를 해결하기 위해 더욱 유연
한 추론 네트워크를 만들고자 역 자기회귀성 유동을 사용한다. 역 자기회귀성 유동을
사용하게 되면 그림 2.3의 가장 오른쪽 그래프와 같이 사전 확률분포와 비슷하게 추
론하면서도 사후 확률분포 역시 복잡한 분포로 추론이 가능하다. 관련 수식은 다음과
같다.
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위 수식에서 zT는 역 자기회귀성 유동을 거친 사후확률분포를 나타내며 z0는 기존
의 가우시안 확률 분포이다. 이 아이디어는 [15]에서 사용하였지만, 일반 비선형 함수의
경우 위 수식의 마지막 부분인 자코비안 행렬의 결정자값을 구하는 계산에 드는 비용
이 매우 높았기 때문에 일부 가능한 함수들만 위 수식으로 분포를 변형할 수 있었다.
하지만 역 자기회귀성 유동을 사용하게 되면 선형 변환 후 비선형 함수로 활성화하는
평범한 네트워크 구조인 함수에 대해 자코비안 행렬의 결정자값을 쉽게 구할 수 있기
때문에 분포의 변형도 간단하다. 즉, 한 번의 역 자기회귀성 유동이 신경망으로 대체될
수 있다. 추론 모델에 대해 역 자기회귀성 유동을 적용한 최종 식은 다음과 같다.
zt−1 = (zt − µ(zt))/σ(zt) (2.9)
log det
∣∣∣∣dzt−1dzt
∣∣∣∣ = − D∑
i=1
log σi (2.10)














여기서 D는자코비안행렬의차원을뜻하며, σt,i는 t번째역자기회귀성유동신경망의
i번째 차원에 대한 값을 뜻한다.
[2]에서는 변분 자동 인코더의 학습 개선을 위해 프리빗 알고리즘이라는 새로운 알
고리즘을 소개하고 있는데, 이 방법은 사전 확률분포와 사후 확률분포가 초기에 너무
빨리 가까워져 쿨벡-라이블러 발산값이 0에 너무 빨리 수렴하는 현상을 막기 위함이다.
초기에 쿨벡-라이블러 발산이 0에 수렴하게 되면 모델이 사후 확률분포에 대한 정보를
학습하지 못하고 사전 확률분포에 머무르게 되는 현상이 발생하게 되는데, 이를 방지
16
하기 위함이다. 이 알고리즘의 핵심은 쿨벡-라이블러 발산의 하한값을 임의의 값으로





maximum(λ,Ex∼M [DKL(q(zj |x)|p(zj))]) (2.12)
위 식에서 DKL은 기존의 쿨벡-라이블러 발산을 나타내며, K개의 소그룹으로 잠재 변
수의 차원을 나눈 뒤에, 각각의 값이 임의의 λ 이상일 경우만 그 값을 취하는 형식이다.
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2.5 관련 연구
[8]는 두개의 모듈로 구성된 심층 인공 신경망을 사용하는 음소 기반 다대일(many-
to-one) 음성 변환 시스템을 제안했다. 첫번째 모듈은 원본 화자의 발화에서 음소를
인식하는 것이고,두번째 모듈은인식된 음소를 기반으로하여 목표 화자의 발화를 생성
하는 것이다. 그러나 이 모델의 경우 변환 단계에서 원본 화자의 발화에 따라 단 하나의
발화만을 생성 할 수있는 결정론적 모델이다. [16]는 원본 화자와 목표 화자의 발화에
대해 동일 음소의 발화 시간이 일치해야한다는 제한을 극복하기 위해 시퀀스-시퀀스
모델(Sequence-to-Sequence Model)을 도입하여 모델을 개정하였다.
일부 연구에서는 변분 자동인코더 및 생성형 적대 신경망과 같은 생성 모델을 사
용하여 비감독형 음성 변환 방법을 제안하였다. [10]는 변분 자동인코더를 이용하여 오
디오에서 얻은 잠재변수에 대해 대상 화자의 화자 식별자를 조건으로 추가하여 음성을
변환하는 방법을 제안하였다. 즉, 이 모델에서는 오디오의 언어적인 부분을 잠재변수에





억양을 갖는 발화를 만들 수 없다는 점에서 한계가 존재한다.
[4], [18], [19], [12], [20] 및 [21]와 같은 텍스트를 기반으로 음성을 생성하는 음성
합성 시스템에서 많은 연구가 수행되었다. 텍스트에서 직접적으로 오디오를 생성하는
[22]도 소개되었다. [19]에서는 매 시간 단계마다 억양에 해당하는 정보와 기본 주파수
에 해당하는 음소 정보를 조건으로 하여 음성을 생성하였다. 그러나 본 연구는 매 시간
단계마다 다른 기본 주파수값이 아닌 모든 시간 단계에 걸쳐 억양 정보를 담고있는 단
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하나의 잠재적인 벡터로 억양을 다양화하는 방법을 제안하였다.
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제 3 장 제안 기법
제안된 방법은 다대일 모델을 기반으로하며, 이는 모든 화자의 발화를 단일 화자의
발화로 변환하는 모델이다. 모델은 크게 음소 분류기와 음성 합성기로 구조화된다. 첫
째로, 음소 분류기는 원천 화자의 발화로부터 화자의 발화 스타일과는 독립적인 언어
특성을 추출하여 목표 화자의 발화를 생성하기 위한 조건으로 사용한다. 음성 합성기
는 추가적인 확률론적 변수를 입력으로 받아서 다양한 음성 스타일을 생성한다. 음소
분류기는 음성 합성기가 학습되기 이전에 미리 학습시켜 놓는 방식으로, 각 모듈을
개별적으로 학습한다. 전체적으로, 음소 분류기에서 음성 프레임을 입력으로 받아 각
프레임에대한음소를예측하고,이예측된음소를조건으로하여조건부변분자동인코
더구조를가진음성합성기를통해최종적으로변환된음성을생성한다.음성합성기는




스 레이어 직전의 로짓은 언어적인 정보만을 담고있는 것으로 가정한다. 주어진 음성
스펙트로그램프레임들과원-핫인코딩(ont-hot encoding)된데이터쌍은 xs,t, ys,t로표
현된다. 이때 아랫첨자 s는 화자를 나타내며, t는 시간 단계를 나타낸다. 음소분류기는
언어적 특징을 다음과 같이 추출한다.
cs,t = f(xs,t, ht−1) (3.1)
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여기서 f는 음소 분류기를 나타내며, h는 은닉 상태를, c는 각 시간 단계 t의 프레
임에 대한 확률 벡터를 나타낸다. 학습 단계에서, 가능도를 최대화하기 위해 크로스-엔







−ys,t log cs,t (3.2)
LPC는 음소 분류기의 손실 함수를 뜻한다.
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3.2 음성 합성기
음성 합성기는 음소 분류기로부터 출력된 음소의 확률을 입력으로 취하며, 매 타임
스텝마다 목표 화자의 발화 스펙트럼을 추정한다. [8]에서 영감을받은 결정론적 기준
모델을 베이스라인 모델로 삼아 제안 모델의 효과와 비교한다. 베이스 라인 모델은 단
순히 [4]이 제안한 두 개의 CBHG 모듈로 구성된다. 음소 분류기에서 추출한 언어적
특징을 조건으로 사용하는 조건부 변분 자동인코더 (CVAE) 기반 모델을 제안한다.
조건부 변분 자동인코더는 인코더인 추론 모델과 디코더인 생성 모델로 구성된다.추론
모델은 목표 화자의 모든 시간 단계에 걸친 음소 확률 벡터의 연결 벡터인 ctgt와 음
성 프레임 xtgt가 입력으로 주어지고, 사후확률 ztgt을 추정하는 모델이다. 관련 수식은
다음과 같다.
µtgt, σtgt = g(xtgt, ctgt) (3.3)
ztgt = µtgt + σtgt ∗ ε (3.4)
여기서 g는 조건부 변분 자동인코더의 추론 모델을 나타내며, ε 은 평균 0, 분산 1인
표준 정규분포에서 샘플링된 값이다. 최종적으로, 이미 고정된 언어적 정보를 담고있는
ctgt과 사후확률인 ztgt을 이용하여 생성모델 h가 다양한 억양을 가지는 스펙트로그램
들을 생성한다.
x̂tgt = h(ztgt, ctgt) (3.5)
조건부 변분 자동인코더의 학습 단계에서 가능도를 직접적으로 계산하는 것이 불
가능하기 때문에, ELBO라 불리는 가능도의 최소 경계값을 이용하여 이 값을 최대화
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함으로써 모델을 학습한다. ELBO를 구하는 식은 다음과 같다.
ELBO = Ez∼Q(·|C,X)[logP (X|z, C)]−D[Q(z|C,X)||P (z|C)] (3.6)
여기서 X는 각 음성 프레임에 대한 확률 변수를 의미하며, C는 음소 확률에 대한
확률 변수를 의미한다. Q는 사후 확률의 근사값을 의미하며 D는 쿨벡-라이블러 발산
을 의미한다. 이때, z가 C에 대해 독립적으로 샘플링되기 때문에, 본 모델에서는 사전
확률로 P (z|C) 대신 P (z)를 사용하였다. ELBO에 따라 재구성 손실함수 Lrec와 쿨
벡-라이블러 발산 값 Lkld을 포함한 음성 합성기의 전체 손실함수를 계산하면 다음과
같다.






tgt − 2 log σtgt − 1) (3.8)
LSS = Lrec + Lkld (3.9)





다음, 분포 N(0, I)에서 잡음 벡터를 샘플링한다. 잡음 벡터 및 분류기로부터 추출된 언
어적정보를 담은 벡터는 입력값으로써 음성 합성기를 통과한다.다양한 억양의 변환된
발화를 얻기 위해 무작위로 잡음을 반복적으로 샘플링한다. 이렇게 생성된 스펙트로그
램을 원시 파형으로 복원하기 위해 그리핀-림 알고리즘 (Griffin-Lim Algorithm) [14].
이때 추가적으로 생성되는 잡음을 제거하기 위해 예측된 스펙트로그램에 1.2의 거듭
제곱을 취한다.
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3.4 역 자기회귀성 유동 적용
보다 다양한 억양을 가지는 음성을 생성하기 위해 기존의 변분 자동 인코더에서
적용한 표준 정규분포에서 ε을 샘플링하는 것 보다 더 복잡하고 유연한 사후 분포를
만드는 것의 필요성이있다.역 자기회귀성 유동은 초기 표준 정규분포에서 반복적이고
가역적인 변환 체인을 사용하여 더욱 복잡한 사후 확률 분포를 만드는 일종의 정규화
흐름이다. 정규화 흐름에 따르면 확률밀도 함수는 다음과 같이 전개된다.






여기서 z0는 3.2절에서 설명한 ztgt, 즉 초기 잠재 벡터이며 zT는 역 자기회귀성
유동을 적용한 최종 벡터이다. 위 방정식을 계산하기 위해서는 반복 횟수 T에 대해
자코비안 행렬식을 계산하는 것이 필수적이다. 그러나 자코비안 행렬식을 계산하는 것
은 계산 상 매우 비싸다. 따라서 하방삼각 가중치 행렬을 갖는 자동 회귀 네트워크가
결정자의 계산을 단순화 하기 위해 구성되었다.
zt−1 = (zt − µ(zt))/σ(zt) (3.11)
log det
∣∣∣∣dzt−1dzt
∣∣∣∣ = − D∑
i=1
log σi (3.12)
이방법을이용하면,각시간단계에서 z, µ, σ 사이의관계를이용하여사후확률밀
도 함수를 쉽게 계산할 수 있다. 역 자기회귀성 유동을 이용한 본 모델의 음성 합성기에
대한 최종 손실함수는 다음과 같이 계산된다.
LSS = ||xtgt − x̂tgt||22 +
1
2





여기서 zT는 역 자기회귀성 유동을 통과한 최종 잠재 벡터이며, σt는 각 t번째 역
자기회귀성 유동 네트워크의 분산 값이다.
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3.5 모델 구조
음소 분류기의 구조는 128개의 은닉 차원, 8개의 1차원 합성곱 필터 뱅크, 4개의
하이웨이 블록 (highway block) [23] 및 드롭 아웃 비율 0.2를 포함하는 CBHG 모듈
로 구성된다. CBHG는 기본적으로 다양한 커널 크기의 합성곱 계층을 사용하며 gated
recurrent unit (GRU)이 추가된 메모리 셀이다.
2개의양방향 LSTM층과 256개의은닉노드로구성된 2개의완전히연결된 (fully-
connected) 은닉층으로 구성된 추론 모델이다. 그런 다음 마지막으로 완전히 연결된
은닉층의 출력은 z 의 평균 µ과 분산 σ을 나타내는 두 개의 16 차원 벡터로 투영된다.
생성 모델은 256개의 은닉 차원, 8개의 1차원 합성곱 필터 뱅크, 8개의 하이웨이
블록 및 드롭 아웃 비율 0.2를 포함하는 두 개의 CBHG 모듈로 구성된다. 출력은 선형
스펙트로그램에투사된다.역자기회귀성유동을사용하는모델의경우 12개의역자동
회귀 선형 은닉층을 사용하였다. 조건부 변분 자동인코더를 훈련하는 동안 쿨벡-라이
블러 발산이 너무 빨리 수렴되는 것을 제한하기 위해 [2]에 언급 된 프리빗(freebits)
알고리즘을 사용하였다. 세부 하이퍼 파라미터는 λ ∈ [0.125, 0.5, 1.0, 2.0]과 K ∈ [4,
8, 16]을 사용했다. 모델의 전체적인 구조는 그림 3.1에 묘사되어있다.
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Figure 3.1: 전체 모델 구조
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제 4 장 실험 및 결과
4.1 실험 설계
음소 분류기는 TIMIT 코퍼스 [24]에서 음소적으로 균형 잡힌 6,300 개의 발화와 미
국 영어의 8개 주요 방언의 630개 발화자 데이터셋에 대해 학습되었다. 이 데이터 셋은
각 음성 파일에 대한 문자열 스크립트와 함께 음소쌍이 제공된다. 고유 음소의 갯수는
총 61개로 구성되어 있다. 이 데이터는 각 음소가 음성 데이터에서 어느 시간까지 발화
되고 있는지에 대한 정보를 담고있다. 예를 들어, 0s부터 100ms까지는 ’s’, 100ms부터
500ms까지는 ’ah’가발화된다는정보를담고있다.이데이터셋의샘플링률은 16,000Hz
이며 주로 음성 인식분야에서 널리 쓰이는 데이터셋이다.
조건부 변분 자동인코더 기반 음성 합성기는 Librispeech 데이터셋 [25] 중 하나인
LJ Speech 데이터셋을 이용하여 학습하였다. LibriSpeech 데이터셋 역시 음성 인식
분야에 널리 쓰이는 데이터셋으로, 총 약 1,000시간의 발화와 이에 대한 스크립트로
구성되어 있다. 샘플링률은 16,000Hz이며 잡음이 없는 깨끗한 데이터셋과 잡음이 포
함된 데이터셋으로 구성되어 있다. 모든 음성 데이터는 영어로 발화되었다. LJ Speech
데이터셋은 7권의논픽션책자를읽는단한명의화자에대해 13,100개의짧은오디오
클립으로 구성되어있으며 총 길이는 약 24 시간이다. 경험적으로, 단일 화자의 목소리
에 대해 학습하기 위해 최소 12 시간의 데이터가 필요하고 본 연구의 목표화자가 단
한명이기 때문에 LJ Speech 데이터셋을 사용하였다.
본 논문에서는 CMU Arctic 코퍼스 [26]를 원천 발화로 사용하였다. 이 데이터셋은
약 1,200 개의 음성학적으로 균형 잡힌 영어 발화가있는 18 개의 단음 연설 데이터베
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멜 필터뱅크 채널 수 80(개)
MFCC 개수 40(개)
사전 증폭 비율 0.97
스팩트로그램 채널 수 256
정규화 최대 데시벨 35(db)
정규화 최소 데시벨 −55(db)
이스로 구성되어있다. LJ Speech 데이터가 여성의 목소리이기 때문에 이중에서 여성
화자와 남성 화자에 대한 데이터를 모두 사용하여 여성-남성간의 음성 변환, 여성-여성
간의 음성 변환에 대해 실험하였다.
음성 데이터의 전처리 과정은 표 4.1에 정리되어있으며 세부사항은 다음과 같다.
우선 샘플링 비율 16kHz로 샘플링된 파형을 2초 단위로 분할하고, 계수 0.97로 사전
증폭하였다.멜스펙트로그램은 25ms프레임크기, 5ms프레임홉및한(Hann)윈도우
함수를 사용하여 단시간 푸리에 변환 (STFT)을 통해 계산되었다. 그 다음, 80 채널을
가지는멜필터뱅크를사용하여 STFT크기를멜스케일로변환하였다.이후셉스트랄
분석을 통해 멜 스케일된 스펙트로그램에서 변형된 40 개의 멜 주파수 셉스트랄 계수
(MFCC)를 음소 분류기의 입력값으로 사용하였다.
훈련 과정에서 사용된 최적화 도구는 다음과 같다. 우선 음소 분류기의 경우 최적
화를 위한 경사하강법 최적화 도구로써 Adam optimizer [27]을 β1 = 0.9, β2 = 0.999,
ε = 1e − 8 및 3e-4의 고정된 학습률로 사용하였다. 훈련된 음소 분류기로부터 추론된
해당음소레이블을조건부변분자동인코더기반음성합성기에대해학습시켰다.음소
분류기의 학습 시와 동일한 Adam 최적화 도구를 사용하여 배치 크기를 32로 사용하였
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다. 학습률의 경우 조정을 거쳤는데, 초기 학습률을 5e-4로 고정시킨 다음 150,000 회
반복한 후 1e-4로 조정하였다. 모든 실험 및 코드는 Python 및 Pytorch로 구현되었다.
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4.2 음소 분류기 학습 결과
음소분류기학습결과가장성능이좋은분류기는 73퍼센트의정확도를보였다.그
림 4.1은 예측한 음소들의 확률값을 각 프레임별로 도식화 한 것의 예시이다. 가로축은
각 프레임들의 시간축을 나타내며, 세로축은 61개의 음소들을 나타낸다. 각 픽셀들은
0 1사이의 확률값들을 가지며 세로축으로 모든 픽셀을 더할 경우 합이 1이 된다. 픽셀
의 색이 하얀색에 가까울수록 확률값이 1에 가까움을 의미한다. 위 혼동행렬에서 볼
수 있듯이 확률값들이 여러 값으로 산포되어있는 것이 아니라 특성 음소에 집중적으로
높은 것을 확인할 수 있다.
Figure 4.1: PPGs 샘플
혼동 행렬을 기반으로 분석을 진행한 결과, 분류기의 가장 빈번한 오답의 경우 ’s’/
’z’, ’ah’/ ’aa’, ’ae’/ ’eh’및 ’ax’/ ’ix’인 것을 발견하였다. 이 음소쌍들은 거의 같은
발음을 가리키며, 인간이 판단하기에도 맞추기 어려운 음소쌍들이다.
음소 분류기의 학습 성능을 더 높이기위한 시도는 하지 않았는데, 이는 본 논문의
목적이음소분류기의학습성능을높이는것이아니라같은음소확률벡터에서다양한
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억양을 가지는 발화를 생성해낼 수 있는가이기 때문이다.데이터 양을 늘리거나 모델의
구조를 바꾸는 등 음소 분류기의 성능을 높일 수 있는 여지가 남아있지만 이는 향후
연구로써 남겨두었다. 모델 구조를 더 복잡하거나 자기회귀성 구조를 가지도록 하게되
면 음소의 특성상 앞에 어떤 음소가 나왔느냐가 다음 음소 예측에 매우 좋은 정보로
작용할 것이기 때문에 성능 향상이 예상된다.
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4.3 다양한 억양
본 논문에서 제안된 모델이 멜 스펙트로 그램을 플로팅하고 변환된 샘플을 직접
듣는 방식을 통해 다양한 억양을 가진 발화를 생성함을 확인했다. 결과는 ε이 µ에서
보다 더 멀리 있는 값에서 샘플링될수록 모델이 훨씬 더 다른 억양으로 발화를 생성함
을 보여주었다. 여기서 억양의 변화란, 똑같은 문장을 발음하지만 발화 중간의 단어간
또는 단어 내의 음의 높낮이가 달라짐을 의미한다. 그러나 ε 가 3σ 이상의 분포에서
샘플링되면언어정보가손실되어합성된발화가올바른문장을나타내지않는것을확
인하였다.이는 µ값에가까울수록가장일반적인해당화자의발음,억양에대한정보를
바탕으로 생성하게 되고, 2 3σ사이에 있는 샘플의 경우 학습할 때 입력값으로 충분히
접하지 못했지만 해당 화자가 간헐적으로 사용하는 억양에 대한 정보를 학습한 것으로
사료된다. 그리고 3σ 이상의 샘플의 경우 학습시 거의 이 데이터를 접해보지 못했기
때문에 완전히 새로운 분포를 생성하여 언어적인 특성에도 악영향을 끼치는 것으로
판단된다.
또다른 실험으로, ε의 변화로 인해 억양 변화가 어떤 방식으로 변하는 지 보간 실험
을 수행하였다. 먼저, 가장 다른 억양을 가진 두 개의 발화를 샘플링하여 ε 값을 측정
한 다음, ε을 다음과 같이 변경하면서 실험을 수행하였다.
ε = αε1 + (1− α)ε2 (4.1)
여기서 α는 [0,1]의 범위 내에 존재하는 실수값이다. 결과적으로 멜 스펙트로그램을
ε을 변화시켜가며 그려보았을 때, 그 변화에 따라 연속적으로 변화하는 것을 확인할
수 있었다. 변화를 보여주는 그림은 그림 4.2, 그림 4.3에서 확인할 수 있다. 그림을
보면, 전반적인 형태는 비슷하지만 시간에 따른 변화가 올라가거나 내려가느냐에 따른
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Figure 4.2: ε에 따른 억양의 변화
추세가 달라짐을 확인할 수 있고, 이것이 억양의 변화로 이어짐을 확인하였다.
그러나 샘플을 직접 들었을 때, ε의 변화로 인한 억양의 명백한 변화를 인식하는
것은 어려웠다. α를 10개로 나누어 샘플을 들어봤을 때, 억양의 변화가 특정한 경계
근처에서 이산적으로 일어나는 것을 확인할 수 있었다. 이는 사람이 들을 수 있는 가청
범위 내에서는 이산적으로 변화하지만, 멜 스펙트로그램으로 확인해봤을 때 그 변화
가 충분히 존재하는 것임을 알 수 있다. 멜 스펙트로그램의 gif 파일 및 샘플들의 변화
과정은 ”https://soobinseo.github.io”에서 확인할 수 있다.
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Figure 4.3: ε에 따른 억양의 변화 2
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4.4 품질 평균 의견 점수 (MOS quality)
기본 모델과 비교할 때, 제안된 모델의 결과는 다양한 억양뿐만 아니라 더 나은 품
질을 가지는 것을 확인하였다. 5-scale Mean Opinion Score (MOS)는 생성된 발화의
자연스러움을 평가하는 데 사용되었다.기본 모델을 포함하여 바닐라 변분 자동 인코더
와역자기회귀성유동을거친변분자동인코더,총 3가지모델을사용하여실험하였다.
각 원천 발화는 CMU-arctic corpus에서 무작위로 뽑은 남성과 여성의 목소리이며, 남
성과여성각각 2개의샘플을음성변환하였다.이세가지모델에서생성된총 12개의
발화문과 8개의 정답 데이터셋이 무작위 순서로 제시되고 평가되었다. 정답 데이터셋
은 원천 화자의 기존 데이터, 목표 화자의 기존 데이터에서 샘플링하여 제시되었다. 표
4.1에서 볼 수 있듯이, 변분 자동인코더를 사용하는 두 모델 모두 기준 모델보다 높은
점수를 보였다. 이는 변분 자동 인코더의 역할이 억양만을 변화시키는 것이 아니라 다
양한 확률적 모델링을 통해 가장 자연스러운 스타일의 억양을 찾아서 음성을 생성하는
것으로 사료된다. 이 결과값들은 1σ 이하의 값에서 샘플링을 한 경우이며, 앞에서도 언
급했듯이 µ에 가까울수록 해당 화자가 발화하는 모든 데이터들 중 자연스러운 경향을
학습한 것으로 사료된다.
Table 4.2: Mean Opinion Score (MOS)
Model MOS score
Ground-truth (LJ Speech) 4.83± 0.07
Ground-truth (Arctic) 4.24± 0.18
Vanilla VAE 2.70± 0.25
VAE with IAF 2.47± 0.29
Non-VAE (baseline) 2.23± 0.27
다음 그림은 훈련이 진행되면서 멜-스펙트로그램의 변화를 나타낸다. 그림 4.4, 4.5,
4.6는 각각 10,000번, 30,000번, 50000번 훈련을 진행한 결과이며, 훈련을 거듭할수록
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아래의 원본과 가까워짐을 확인할 수 있다. 약 100,000번 이상 훈련을 진행한 경우에는
더이상 음질의 향상이 없음을 확인하였다.
Figure 4.4: 10000번 훈련 결과
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Figure 4.5: 30000번 훈련 결과
Figure 4.6: 50000번 훈련 결과
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4.5 절제 연구
4.5.1 역 자기회귀성 유동의 효과
멜 스펙트로그램을 도식화하면서 동시에 샘플을 들어본 결과 멜 스펙트로그램이
활성화되는 구간은 비슷하지만 추세가 내려가는 추세이거나 올라가는 추세이냐에 따
라 억양이 달라짐을 확인하였다. 그림 4.7에서 볼 수 있듯이, 전체 발화의 일부분만이
변분 자동인코더만을 사용할 때 z을 따라 약간 변화하지만, 역 자기회귀성 유동을 거친
z의 경우 발화가 시간축 전체적으로 변화하는 경향이 있음을 확인하였다. 역 자기회귀
성 유동을 거치지 않은 Non-IAF의 그림을 보게되면 250 에서 300 시간축에 대해서만
내려가는 추세, 일직선인 추세임을 확인할 수 있다. 하지만 역 자기회귀성 유동을 적용
한 IAF의 그림을 보면 시간축에 대해 전체적으로 추세가 변화한다. 또한 변환된 여러
개의 발음을 샘플링한 결과 역 자기회귀성 유동을 사용할 때 샘플 간의 억양의 차이를
증가시키는 것도 확인하였다. 즉, 추세의 기울기가 급격히 변한다거나 완전히 달라짐을
확인할 수 있었다.
이것은 z 가 역 자기회귀성 유동을 통화함으로써 근사한 사후분포가 더 복잡해짐에
따라 전체적으로 스타일에 대한 분포를 잘 근사하였고,이것이 억양의 전체적인 변화에
영향을 미치는 것으로 분석된다.
4.5.2 멜 스펙트로그램과 선형 스펙트로그램의 차이
[4]에서는 멜 스펙트로그램과 선형 스펙트로그램을 주요 특징으로 사용했으며 멜
스펙트로그램을 사용하는 모델이 약간 더 나은 성능을 보였다. 데이터의 멜 스펙트로그
램과예측한멜스펙트로그램의차이값을손실함수로사용한이유는멜스펙트로그램이
사람의 가청 주파수대에 있는 특징들에 대한 정보를 많이 담고 있으며, 이렇게 예측된
멜 스펙트로그램을 바탕으로 음성을 생성한다면 사람이 듣기에 선명한 음성이 생성될
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Figure 4.7: 역 자기회귀성 유동 적용 비교 실험 결과
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것이라는 가정이 있기 때문이다.
본 논문에서 역시 동일한 절제 시험이 수행되었다. 첫 번째 모델은 멜 스펙트로그램
을 사용하여 음성 합성기를 학습 한 후, 포스트 네트워크를 추가하여 선형 스펙트로그
램을 출력하는 2 단계 모델이다. 대조적으로, 두 번째 모델은 음성 합성기를 교육하기
위해 선형 스펙트로그램을 직접 사용하였다. 그 결과 멜 스펙트로그램을 생성한 후
포스트 넷을 통해 선형 스펙트로그램을 생성하는 경우가 선형 스펙트로그램을 직접 생
성하는 경우보다 음질이 좋아졌다. 이 결과는 약 10개의 샘플을 각 모델에서 추출하여
직접 청음한 결과이다. 대조적으로, 억양의 변화는 크게 다르지 않았다. 이것은 모델의




영향을 미쳤다. 프리빗 알고리즘은 사전 확률분포와 사후 확률분포간의 쿨벡-라이블러
발산에 대한 수렴 속도를 조절해주는 역할을 한다. 억양은 λ < 1에서 학습 할 때 거의
변하지 않았고 λ > 1에서는 ε에 따라 억양이 변화되었음을 확인할 수 있었다. 그림 4.8
과 4.9을 보면 그 차이를 알 수 있다. 그림 4.8의 λ = 1의 경우 ε의 변화에 따라 멜 스
펙트로그램의 변화가 아주 미세하거나 거의 없는 것을 확인할 수 있다. 이에 비해 그림
4.9의 경우 λ = 2일 때 시간축 150 200 사이에서 변화가 확연하게 보임을 알 수 있다.
이 샘플을 직접 들어보았을 때 단어의 발음은 거의 바뀌지 않으면서 억양만 달라지는





것이다. 실험을 바탕으로, 적절한 λ를 찾는 것은 성공적인 학습에 매우 중요한 역할을
했다. 경험적으로 λ = 2.0 및 K = 16인 모델이 가장 좋은 성능을 보였다.
Figure 4.8: λ = 1일 때 멜-스펙트로그램 변화
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Figure 4.9: λ = 2일 때 멜-스펙트로그램 변화
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제 5 장 결론
5.1 결론
음성 변환은 음성 합성과 동시에 기계 학습 분야에서 중요한 이슈로 떠올랐다. 음성
변환의 가장 대표적인 방법은 음성-문자 변환 후 문자-음성 변환의 2단계로 나뉘게 된
다. 본 연구에서는 문자-음성 변환 과정에 조건부 변이 자동 인코더를 사용하여 확률적
정보를 추가하고, 이를 통해 다양한 억양을 가지는 발화를 생성하는 새로운 음성 변환
모델을 제시하였다. 본 모델은 다양한 원천 화자의 목소리를 한 명의 목표 화자의 목
소리로 변환하는 모델이며, 다양한 억양이라 함은 목표 화자가 동일한 문장을 읽으며
발화할 때 매 샘플마다 다른 억양을 가지는 발화를 생성하는 것을 의미한다.
본 논문 이전에도 변분 자동 인코더를 사용한 음성 변환 연구가 존재했지만, 이 연
구들은 언어 특성을 잠재 공간에 매핑하였기 때문에 억양에 대한 확률적 정보를 음성
변환에 활용할 수 없었다. 이에 비해 본 논문은 언어 기능을 사전 교육하고 고정시킨 뒤
잠재공간에 억양에 대한 정보를 매핑함으로써 억양의 다양성을 음성 변환에 적용할 수
있었다.또한 다양한 억양을 가지는 음성을 생성하는 것뿐만 아니라 기존의 결정론적인
모델에 비해 보다 우수한 MOS 성능을 얻을 수 있었다.
다양한 억양을 가지는 발화를 생성하는 것을 확인한 후에 잠재 변수를 선형적으로
보간하는 실험을 진행하였다.보간 실험은 억양이 어떤 규칙을 가지고 선형적으로 잠재
공간에 매핑되어 있는지 확인하는 작업이므로 그 의의가 크다. 보간 실험의 결과로 잠
재 공간의 변화가 억양과 선형적인 관계가 있다는 것을 찾기는 힘들었다. 또한 프리빗
알고리즘은 사용한 학습은 경험적으로 음성의 억양 변화에 중요한 영향을 미친다는
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것을 보여주었다. 본 논문은 또한 더 복잡한 사후확률분포를 만들기 위해 역 자기회귀
성 유동을 사용했다. 결과적으로 역 자기회귀성 유동을 적용한 모델은 전반적으로보다
다양한 억양을 가지는 음성을 생성했다. 이 외에도 손실함수로 멜-스펙트로그램과 선
형 스펙트로그램을 사용했을 때의 차이, 그리고 다양한 하이퍼-파라미터를 조정하면서
다양한 절제 연구를 진행하였다.
이 연구는 음성 변환에 국한되지 않고 기존의 문자열에서 음성을 생성하는 TTS
분야에서도 활용될 수 있기 때문에 그 활용도가 높다. 특히 같은 문장을 읽어도 감정
에 따라 문장의 발화가 달라지듯이 이 연구를 활용하면 다양한 억양을 가지는 발화를
문자열에서 생성해낼 수 있을 것이다.
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5.2 향후 발전 방향
이 연구는 두가지 한계점이 존재한다. 첫번째는 생성된 샘플의 음질이 완전하지 않
다는 것이다.샘플의음질을 향상시키기 위해서는 음성 분류기의 성능을 높이거나 음성
합성기에서 주의 구조를 이용하는 방법을 시도해볼 수 있다. 음소 분류기는 모델의 구
조를 자기회귀성 구조로 바꾸어 성능을 높일 수 있을 것으로 에상된다. 음소 분류기의
특성 상 프레임 별 음소를 예측하게 되는데, 이전의 예측된 음소를 바탕으로 프레임과
함께 다음 음소를 예측하는 구조를 설계한다면 음소는 앞뒤 음소간의 관계가 중요하기
때문에 예측의 정확도가 높아질 것으로 예상된다. 음성 합성기의 경우 예측된 음소들
중 어느 음소를 집중적으로 볼지에 대한 주의 구조를 설계한다면 더욱 성능을 높일 수
있을 것으로 예상된다. 기존에 주의 구조를 사용한 연구들이 이미 좋은 성과를 내고
있고, 음성 합성의 분야에서도 주의 구조는 필수적으로 활용되고 있기 때문에 주의 구
조의 장점을 활용한다면 합성된 음성의 음질을 높이는데에 좋은 영향을 끼칠 것으로
예상된다.
두번째로, 이 연구는 다양한 억양을 가지는 음성을 생성하는 모델을 입증했지만, 원
하는억양을추출해내기위해잠재공간을제어하지는못한다는것을보간실험을통해
알아내었고, 이런 측면에서 한계점이 존재한다. 잠재 공간을 제어하지 못하면 다양한
억양에 대한 제어가 불가능해지며, 이렇게 되면 다양한 억양을 가지는 음성을 생성하
더라도 원하는 억양으로 생성하지 못하게 되기 때문에 실제로 서비스에 적용하거나
유용하게 사용하기 위해서는 향후 연구가 필수적이다. 잠재공간을 제어하기 위해서는
사후 확률분포가 잘 나뉘어져있고, 사전확률분포 역시 더 복잡한 분포를 사용하는 연
구를 생각해볼 수 있을 것이다. 향후 보다 복잡하고 제어 가능한 사전 확률 네트워크를
설계함으로써 이 문제를 해결할 것으로 기대한다.
다양한 억양을 가지는 음성을 합성하는 연구의 의의는 최종적으로 사람들이 어떤
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상황에서 어떤 억양으로 발화를 하는지, 각 상황에 맞는 억양을 가지는 발화의 생성이
다. 향후에 감정 등의 레이블을 조건으로 추가하여 네트워크를 학습하고 감정에 따라
다른 억양을 가지는 음성을 생성하는 연구도 진행될 수 있을 것이다.
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Abstract
Voice Conversion with Diverse Intonation
using Conditional Variational Auto-Encoder
Soobin Suh
Department of Industrial Engineering
The Graduate School
Seoul National University
Voice conversion is a task of synthesizing an utterance with target speaker’s voice
while maintaining linguistic information of the source utterance. While a speaker can
produce varying utterances from a single script with different intonations, conven-
tional voice conversion models were limited to producing only one result per source
input. To overcome this limitation, we propose a novel approach for voice conversion
with diverse intonations using conditional variational autoencoder (CVAE).
Experiments have shown that the speaker’s style feature can be mapped into a
latent space with Gaussian distribution. We have also been able to convert voices
with more diverse intonation by making the posterior of the latent space more com-
plex with inverse autoregressive flow (IAF). As a result, the converted voice not
only has a diversity of intonations, but also has better sound quality than the model
without CVAE.
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