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Abstract
This paper addresses the problem of modeling tex-
tual conversations and detecting emotions. Our
proposed model makes use of 1) deep transfer
learning rather than the classical shallow meth-
ods of word embedding; 2) self-attention mecha-
nisms to focus on the most important parts of the
texts and 3) turn-based conversational modeling for
classifying the emotions. The approach does not
rely on any hand-crafted features or lexicons. Our
model was evaluated on the data provided by the
SemEval-2019 shared task on contextual emotion
detection in text. The model shows very competi-
tive results.
1 Introduction
Emotional intelligence has played a significant role in many
application in recent years [Krakovsky, 2018]. It is one of the
essential abilities to move from narrow to general human-like
intelligence. Being able to recognize expressions of human
emotion such as interest, distress, and pleasure in commu-
nication is vital for helping machines choose more helpful
and less aggravating behavior. Human emotions are a men-
tal state that can be sensed and hence recognized in many
sources such as visual features in images or videos [Boubenna
and Lee, 2018], as textual semantics and sentiments in texts
[Calefato et al., 2017] or even patterns in EEG brain signals
[Jenke et al., 2014]. With the increasing number of messag-
ing platforms and with the growing demand of customer chat
bot applications, detecting the emotional state in conversa-
tions becomes highly important for more personalized and
human-like conversations [Zhou et al., 2018].
This paper addresses the problem of modeling a conver-
sation that comes with multiple turns for detecting and clas-
sifying emotions. The proposed model makes use of trans-
fer learning through the universal language modeling that
is composed of consecutive layers of Bi-directional Long
Term Short Term Memory (Bi-LSTM) units. These layers
are learned first in sequence-to-sequence fashion on a general
text and then fine-tuned to a specific target task. The model
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also makes use of an attention mechanism in order to focus
on the most important parts of each text turn. Finally, the pro-
posed classifier models the changing of the emotional state of
a specific user across turns.
This article is an extension of the work done for the
Semeval-2019 Task-3 [Chatterjee et al., 2019b] including a
discussion on the identification of vocabulary related to feel-
ing by the attention layer. The paper is organized as follows.
In Section 2, the related work is introduced. Then, we present
a quick overview of the task and the datasets in Section 3.
Section 4 describes the proposed model architecture, some
variants and hyperparameters settings. The experiments and
results are presented in Section 5. Section 6 concludes the
study.
2 Related Work
Transfer learning or domain adaptation has been widely used
in machine learning especially in the era of deep neural net-
works [Goodfellow et al., 2016]. In natural language process-
ing (NLP), this is done through Language Modeling (LM).
Through this step, the model aims to predict a word given
some context. This is considered as a vital and important ba-
sics in most of NLP applications. Not only because it tries
to understand the long-term dependencies and hierarchical
structure of the text but also for its open and free resources.
LM is considered as unsupervised learning process which
needs only corpus of unlabeled text. The problem is that LMs
get overfitted to small datasets and suffer catastrophic forget-
ting when fine-tuned with a classifier. Compared to Com-
puter Vision (CV), NLP models are typically more shallow
and thus require different fine-tuning methods. The devel-
oping of the Universal Language Model Fine-tuning (ULM-
FiT) [Howard and Ruder, 2018] is considered like moving
from shallow to deep pre-training word representation. This
idea has been proved to achieve CV-like transfer learning
for many NLP tasks. ULMFiT makes use of the state-of-
the-art AWD-LSTM (Average stochastic gradient descent -
Weighted Dropout) language model [Merity et al., 2018].
Weight-dropped LSTM is a strategy that uses a DropConnect
[Wan et al., 2013] mask on the hidden-to-hidden weight ma-
trices, as a means to prevent overfitting across the recurrent
connections.
On the other hand, one of the recent trend in deep learn-
ing models is the attention Mechanism [Young et al., 2018].
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Attention in neural networks are inspired from the visual at-
tention mechanism found in humans. The main principle is
being able to focus on a certain region of an image with “high
resolution” while perceiving the surrounding image in “low
resolution”, and then adjusting the focal point over time. This
is why the early applications for attention were in the field of
image recognition and computer vision [Larochelle and Hin-
ton, 2010]. In NLP, most competitive neural sequence trans-
duction models have an encoder-decoder structure [Vaswani
et al., 2017]. A limitation of these architectures is that it en-
codes the input sequence to a fixed length internal represen-
tation. This cause the results going worse performance for
very long input sequences. Simply, attention tries to over-
come this limitation by guiding the network to learn where
to pay close attention in the input sequence. Neural Machine
Translation (NMT) is one of the early birds that make use of
attention mechanism [Bahdanau et al., 2014]. It has recently
been applied to other problems like sentiment analysis [Ma
et al., 2018] and emotional classification [Majumder et al.,
2018].
3 Data
The datasets provided by the task organizers of Semeval-2019
Task-3 are collections of labeled conversations [Chatterjee et
al., 2019b]. Each conversation is a three turn talk between
two persons. The conversation labels correspond to the emo-
tional state of the last turn. Conversations are manually classi-
fied into three emotional states for happy, sad, angry and one
additional class for others. In general, released datasets are
highly imbalanced and contains about 4% for each emotion
in the validation (development) set and final test set. Table
1 shows the number of conversations examples and emotions
provided in the official released datasets.
Dataset Data size Happy Sad Angry
Training 30160 5191 6357 6027
Validation (Dev) 2755 180 151 182
Testing 5509 369 308 324
Table 1: Used datasets.
4 Proposed Models
In this section, we present the proposed model architecture
for modeling a conversation through language models encod-
ing and classification stages. Also, we explain the the train-
ing procedures used and the external resources for training
the language model. In addition to the basic architecture, We
will describe the used variants of the model for evaluation. Fi-
nally, we will list the hyperparameters used for building and
training these models.
4.1 Model Architecture
In figure 1, we present our proposed model architecture. The
model consists of two main steps: encoder and classifier. We
used a linear decoder to learn the language model encoder as
we will discuss later. This decoder is replaced by the classi-
fier layers. The input conversations come in turns of three.
After tokenization, we concatenate the conversation text but
keep track of each turn boundaries. The overall conversation
is inputted to the encoder. The encoder is a normal embed-
ding layer followed by AWD-LSTM block. This uses three
stacked different size Bi-LSTM units trained by ASGD (Av-
erage Stochastic Gradient Descent) and managed dropout be-
tween LSTM units to prevent overfitting. The conversation
encoded output has the form ofCEnc = [T 1Enc⊕T 2Enc⊕T 3Enc]
where T i is the ith turn in the conversation and ⊕ denotes a
concatenation operation and T iEnc = {T i1, T i2, . . . , T iNi}. The
sequence length of turn i is denoted by Ni. The size of T ij is
the final encoding of the j’s sequence item of turn i.
For classification, the proposed model pays close attention
to the first and last turns. The reasons behind this are that the
problem is to classify the emotion of the last turn. Also, the
effect of the middle turn appear implicitly on the encoding of
the last turn as we used Bi-LSTM encoding on the concate-
nated conversation. In addition to these, tracking the differ-
ence between the first and the last turn of the same person
may be beneficial in modeling the semantic and emotional
changes. So, we apply self-attention mechanism followed
by an average pooling to get turn-based representation of the
conversation. The attention scores for the ith turn Si is given
by:
Si = Softmax{Wi.T iEnc} (1)
Where Wi is the weight of the attention layer of the ith
turn and Si has the form of Si = {Si1, Si2, ..., SiNi}. The
output of the attention layer is the scoring of the encoded turn
sequence Oi = {oi1, oi2, . . . , oiNi} which has the same length
as the turn sequence and is given by Oi = Si  T iEnc where is the element-wise multiplication. The difference of the
pooled scored output of O1 and O3 is computed as Odiff. The
Input of the linear block is Xin is formed by:
Xin = [Odiff ⊕O3pool] (2)
The fully connected linear block consist of two different
sized dense layers followed by a Softmax to determine the
target emotion of the conversation.
4.2 Training Procedures
Training the overall models comes into three main steps:
1. The LM is randomly initialized and then trained by
stacking a linear decoder in top of the encoder. The LM
is trained on a general-domain corpus. This helps the
model to get the general features of the language.
2. The same full LM after training is used as an initializa-
tion to be fine-tuned using the data of the target task
(conversation text). In this step we limit the vocabu-
lary of the LM to the frequent words (repeated more tan
twice) of target task.
3. We keep the encoder and replace the decoder with the
classifier and both are fine-tuned on the target task.
Figure 1: Proposed model architecture (Model-A).
For training the language model, we used the Wikitext-
103 dataset [Merity et al., 2016]. We train the model on the
forward and backward LMs for both the general-domain and
task specific datasets. Both LMs -backward and forward- are
used to build two versions of the same proposed architecture.
The final decision is the ensemble of both. Our code is re-
leased at https://github.com/WaleedRagheb/Attentive- Emo-
context. However we tried the uni-directional models, exper-
imental studies shows that the ensemble models give a better
performance. Training the self-attention layer uses the same
learning rates used in the classification layers group.
We used Pytorch 1 to build the whole model and make use
of Fastai 2 libraries for applying the training strategies and
fine-tuning the language models. For text preprocessing, the
text is first normalized and tokenized. Special tokens were
added for capitalized and repeated words. we keep the punc-
tuation and the emotions symbols in text. We used Spacy 3
and the wrapper of FastText 4. The models are trained and
tested on Nvidia GEFORCE GTX 1080 GPU.
4.3 Model Variations
In addition to the model - Model-A - described by Figure 1,
we tried five different variants. Each variant modify the clas-
sifier layer groups. Studying the effect of these variants will
provide a good model ablation analysis.
The first variant -(Model-B)- is formed by bypassing the
self attention layer. This will pass the output of the encoder
directly to the average pooling layer such that XBin = [Tdiff ⊕
T 3pool] where Tdiff is the difference between the first and third
pooled encoded turns of the conversations.
-(Model-C)- is to input a pooled condensed representation
to the whole conversation Cpool rather than the last turn to the
1https://pytorch.org/
2http://www.fast.ai/
3https://spacy.io/
4https://fasttext.cc/
linear layer block. In this case: XCin = [Odiff⊕Cpool]. We also
studied two versions of the basic model where only one input
is used XDin = Odiff -(Model-D)- and X
E
in = O
3
pool -(Model-
E). In these two variants, we just change the size of the first
linear layer.
Also, we apply the forward direction LM and classifier
only without ensemble them with the backward direction and
keep the same basic architecture -(Model-F).
4.4 Hyperparameters
We use the same set of hyperparameters across all model vari-
ants. For training and fine-tuning the LM, we use the same
set of hyperparameter of AWD-LSTM proposed by [Merity
et al., 2018] replacing the LSTM with Bi-LSTM and keep
the same embedding size of 400 and 1150 hidden activations.
We used weighted dropout of 0.2 and 0.25 as the input em-
bedding dropout and the learning rate is 0.004. We fine-tuned
the LM by all provided datasets in table 1. We train the LM
for 14 epochs using batch size of 128 and limit the number
of vocabulary to all token that appear more than twice. For
classifier, we used masked self-attention layers and average
pooling. For the linear block, we used hidden linear layer of
size 100 and apply dropout of 0.4. We used Adam optimizer
[Dozat and Manning, 2017] with β1 = 0.8 and β2 = 0.99.
The base learning rate is 0.01. We used the same batch size
used in training LMs but we create each batch using weight
random sampling. We used the same weights provided by the
organizers (0.4 for each emotion). We train the classifier on
training set for 30 epochs and select the best model on vali-
dation set to get the final model.
5 Results & Discussions
The results of the test set for different variants of the model
for each emotion is shown in table 2. The table shows the
value of precision (P), recall (R) and F1 measure for each
emotion and the micro-F1 for all three emotional classes.
Results
Models Happy Sad Angry Micro
P R F1 P R F1 P R F1 F1
A 0.7256 0.7077 0.7166 0.8291 0.776 0.8017 0.7229 0.8054 0.7619 0.7582
B 0.7341 0.6514 0.6903 0.7401 0.82 0.778 0.7049 0.8255 0.7604 0.7439
C 0.7279 0.6972 0.7122 0.7765 0.792 0.7842 0.6941 0.8221 0.7527 0.7488
D 0.7214 0.7113 0.7163 0.8128 0.764 0.7876 0.6965 0.8087 0.7484 0.749
E 0.7204 0.7077 0.714 0.8205 0.768 0.7934 0.7026 0.8087 0.752 0.7512
F 0.7336 0.669 0.6998 0.8377 0.764 0.7992 0.738 0.7752 0.7561 0.75
Table 2: Test set results of the basic proposed model and its variants.
The micro-F1 scores are the official metrics used in this task.
Model-A gives the best performance F1 for each emotion
and the overall micro-F1 score. However some variants of
this model give better recall or precision values for different
emotions, Model-A compromise between these values to give
the best F1 for each emotion. Removing the self-attention
layer in the classifier -Model-B- degraded the results. Also,
inputting a condensed representation of the all conversation
rather than the last turn -Model-C- did not improve the results.
Even modeling the turns difference only -Model-D- gives bet-
ter results over Model-C. These proves empirically the impor-
tance of the last turn in the classification performance. This
is clear for Model-E where the classifier is learned only by
inputting the last turn of the conversation. Ensemble the for-
ward and backward models was more useful than using the
forward model only -Model-F.
Comparing the results for different emotions and different
models, we notice the low performance in detecting happy
emotion. This validate the same conclusion of Chatterjee
et.al in [2019a]. They justify this by the difficulties even
for human level annotation to discriminate between happy
and many other emotions. The model shows a significant
improvement over the EmoContext organizer baseline (F1:
0.5868). Also, comparing to other participants in the same
task with the same datasets, the proposed model gives com-
petitive performance and ranked 11th out of more than 150
participants. The proposed model can be used to model multi-
turn and multi-parties conversations. It can be used also to
track the emotional changes in long conversations.
One of the most attractive outcomes of applying the atten-
tion mechanism is its ability to process all the input sequences
with different weights of attentions. It usually pays closer
attention to the most important parts that influence the net-
work decision. To validate these findings, we compared the
most important tokens in terms of attention scores with sen-
timent and emotional lexicons. We found EmoLex proposed
by S.Mohammad et al. in [2018] [2013] a good example.
EmoLex is created with a high-quality, moderate-sized, emo-
tion and polarity lexicon. It has entries for more than 10,000
word-sense pairs. We extracted the words related Emocon-
text emotions for happy (Joy) and sad (sadness) and angry
(anger). Table 3 shows the results of matching the top 20%
attention scored tokens with EmoLex in both validation (Dev)
and testing testsets. The self-attention layers proposed in the
first T1 and last turn T3 in the conversation seems to pay close
attention to the corresponding emotional words. This is clear
with the diagonal in table 2. However the mentioned diffi-
culties in Happy emotion detection, the self-attention focuses
in parts of text related to joy with a significant difference be-
tween the sadness and anger lexicon words. This significance
is decreased between the sadness and anger words. However,
the attention model is well focused to the correct emotions.
Lexicon-based
Datasets Joy Sadness Anger
A
tte
nt
io
n-
ba
se
d Happy (V) 42.57% 4.95% 4.05%(T) 39.27% 7.97% 7.36%
Sad (V) 21.66% 40.58% 23.04%(T) 20.59% 32.25% 26.04%
Angry (V) 21.07% 26.05% 39.73%(T) 22.02% 22.97% 35.02%
Table 3: Matching Percentages of emotion related words in
the top 20% attention scored parts of the text in T1 and T2 in
Validation (V) and Testing (T) datasets .
6 Conclusions
In this paper, we present a new model used for Semeval-2019
Task-3 [Chatterjee et al., 2019b]. The proposed model makes
use of deep transfer learning rather than the shallow mod-
els for language modeling. The model pays close attention
to the first and the last turns written by the same person in
3-turn conversations. The classifier uses self-attention layers
and the overall model does not use any special emotional lex-
icons or feature engineering steps. The results of the model
and its variants show a competitive results compared to the
organizers baseline and other participants. Our best model
gives micro-F1 score of 0.7582. The model can be applied
to other emotional and sentiment classification problems and
can be modified to accept external attention signals and emo-
tional specific word embedding.
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