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Let F be a ﬁeld, char(F) /= 2, and S ⊆ GLn(F), where n is a positive
integer. In this paper we show that if for every distinct elements
x, y ∈ S, x + y is singular, then S is ﬁnite. We conjecture that this
result is true if one replaces ﬁeld with a division ring.
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1. Introduction
Let R be a commutative ring, Z(R) be the set of zero-divisors of R and Reg(R) = R \ Z(R). The
regular graph of R, Reg(Γ (R))was ﬁrst introduced in [2]. It is the (undirected) graph with all elements
of Reg(R) as vertices, and for distinct elements x, y ∈ Reg(R) the vertices x and y are adjacent if and
only if x + y ∈ Z(R). In [1,2] some graph theoretic properties of Reg(R) have been studied. A clique in
a graph is a set of pairwise adjacent vertices. The clique number of a graph G, denoted by ω(G), is the
order of a largest clique in G. Let F be a ﬁeld. In this paper Mn(F) and GLn(F) denote the set of n × n
matrices and the set of n × n non-singular matrices over F , respectively. Clearly, for every ﬁeld F and
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any positive integer n, Reg(Mn(F)) and Z(Mn(F)) are the set of non-singular matrices and the set of
singular matrices ofMn(F), respectively. In this paper wewould like to study the clique number of the
regular graphs of matrix algebras.
2. Finiteness of the clique number of regular graphs
In the following theorem we show that for every ﬁeld F with char(F) /= 2, ω(Reg(Γ (Mn(F)))) is
ﬁnite.
Theorem 1. Let F beaﬁeldwithchar(F) /= 2,andnbeapositive integer.Thenω(Reg(Γ (Mn(F)))) < ∞,
and moreover
ω(Reg(Γ (Mn(F))))
n∑
k=0
k!
(
n
k
)2
.
Proof. Let F be a subset of GLn(F) such that det(A + B) = 0, for every distinct elements A, B ∈ F.
Let X = [xij] denote the n by n matrix whose entries are indeterminate. For every A ∈ F we deﬁne
fA(X) = det(A + X). It is easily seen that fA(X) is a polynomial in the polynomial ring F[x11, . . . , xnn].
We claim that {fA(X)|A ∈ F} is a linearly independent set over F . Assume that for somepositive integer
m,
m∑
i=1
cAi fAi(X) = 0,
where Ai ∈ F and cAi ∈ F , for 1 im. Since for every i, j, i /= j, det(Ai + Aj) = 0, we conclude that
cAj fAj(Aj) = cAj det(2Aj) = 0. Thus cAj = 0, for every j, 1 jm. So the claim is proved. Clearly, fA(X)
is contained in the F-vector space L, generated by the set
B = {xi1j1 · · · xikjk |k = 0, 1, . . . , n, {i1, . . . , ik}, {j1, . . . , jk} ⊆ {1, . . . , n}}.
The number of monomials of degree k inB is k!
(
n
k
)2
. Thus dimF L = ∑nk=0 k!
(
n
k
)2
. Since fA(X) ∈ L,
we conclude that
|F|
n∑
k=0
k!
(
n
k
)2
. 
Remark 1. In the case char(F) = 2, the result of Theorem 1 is not true. To see this let F be an inﬁnite
ﬁeld with char(F) = 2, and consider the set of upper triangular matrices of order n whose all main
diagonal elements are 1. This implies that ω(Reg(Γ (Mn(F)))) = ∞.
Remark 2. Wecan improve the upper boundgiven in the previous theorem. LetFbe a subset ofGLn(F)
such that det(A + B) = 0, for every distinct elements A, B ∈ F. It is easily seen that for every A ∈ F
in the determinant expansion of fA(X), det(X) appears. Since the number of monomials in det(X) is
n!, we have
|F|
n∑
k=0
k!
(
n
k
)2
− n! + 1.
Corollary 1. Let F be a ﬁeld, char(F) /= 2 and r, n (r  n) be two positive integers. Assume that F ⊆
Mn(F). If every element ofF has rank r andmoreover for every distinct elements A, B ∈ F, rank(A + B) <
r, thenF is ﬁnite.
Proof. By contradiction assume thatF is inﬁnite. We know that for every A ∈ F there exists an r × r
submatrixAr such that rank(Ar) = r. SinceF is inﬁnite by pigeonhole principle, there exists an inﬁnite
S. Akbari et al. / Linear Algebra and its Applications 431 (2009) 1715–1718 1717
family of F, say Σ , such that the related r × r submatrices of the elements of Σ have the same
indices for their rows and columns.We note that since char(F) /= 2, for every two elements A, B ∈ Σ ,
Ar /= Br . Moreover, for every A ∈ Σ , Ar is a non-singular matrix, whereas for each A, B ∈ Σ , Ar + Br
is singular which contradicts Theorem 1. 
Corollary 2. Let D be a ﬁnite dimensional division ring over its center F and char(D) /= 2. Then
ω(Reg(Γ (Mn(D)))) < ∞.
Proof. For every element a ∈ D, deﬁne a linear transformation La : D −→ D, by La(x) = ax for each
x ∈ D. By considering the regular representation of this F-linear transformation for every element of
D, D can be embedded in Mm(F), where [D : F] = m. Thus Mn(D) is isomorphic to a subalgebra of
Mmn(F). Now, Theorem 1 completes the proof. 
Conjecture. Let D be a division ring, char(D) /= 2 and n be a natural number. Then
ω(Reg(Γ (Mn(D)))) < ∞.
The determination of the exact value ofω(Reg(Γ (Mn(F)))) seems so hard. It is obvious that for every ﬁeld
F with char(F) /= 2, ω(Reg(Γ (M1(F)))) = 2. In the following we prove that ω(Reg(Γ (M2(F)))) = 5.
Theorem 2. For every ﬁeld F with char(F) /= 2, ω(Reg(Γ (M2(F)))) = 5.
Proof. First by considering the following matrices, we obtain ω(Reg(Γ (M2(F)))) 5(
1 0
0 1
)
,
(
0 1
1 0
)
,
(
0 −1
−1 0
)
,
(
0 1
−1 −2
)
,
(
0 −1
1 −2
)
.
Now, we show that ω(Reg(Γ (M2(F)))) 5. Assume that T = {A1, . . . , A6} ⊆ GL2(F) and the sum
of every two elements of T is singular. Suppose that fAi(X) is the polynomial deﬁned in the proof
of Theorem 1. Evidently, each of these polynomials is contained in the F-vector space generated
by {1, x11, x12, x21, x22, x11x22 − x12x21}. As we saw in the proof of Theorem 1, {fAi(X)|1 i 6} is a
linearly independent set.We show that these six polynomials anddet(X) are also linearly independent.
Suppose that
6∑
i=1
cifAi(X) + c det(X) = 0,
where c, c1, . . . , c6 ∈ F . By putting X = Ai, we ﬁnd that 4ci + c = 0, for 1 i 6. If c = 0, then ci = 0,
for i = 1, . . . , 6, as desired. Thus assume that c /= 0. Now, using the above equations we obtain
6∑
i=1
fAi(X) − 4 det(X) = 0,
which implies that
r1 + r2x11 + r3x12 + r4x21 + r5x22 + 2 det(X) = 0,
where ri ∈ F for 1 i 5, and this is a contradiction. Thus ω(Reg(Γ (M2(F)))) = 5. 
3. Maximal clique of regular graphs
Let F be aﬁeldwith char(F) /= 2. By considering all diagonalmatriceswithmaindiagonal elements
±1 we obtain a maximal clique of order 2n for Reg(Γ (Mn(F))). The next theorem provides a maximal
clique for Reg(Γ (Mn(D))), where D is a division ring and n is a positive integer.
Theorem 3. For every division ring D, char(D) /= 2, diag(±1, . . . ,±1) (the set of all diagonal matrices
with diagonal entries in the set {−1, 1}) forms a maximal clique for Reg(Γ (Mn(D))).
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Proof. It sufﬁces to prove that for every matrix A ∈ Mn(D), there exists an element M ∈
diag(±1, . . . ,±1) such that A + M is non-singular. We apply induction on n. Clearly, for n = 1 the
assertion is true. Assume that the assertion is true for n and let A be an (n + 1) × (n + 1) matrix.
Let U be the n × n submatrix in the left upper corner of A. By induction hypothesis there exists V ∈
diag(±1, . . . ,±1) such that U + V is a non-singular matrix. Let B be the following (n + 1) × (n + 1)
matrix
B =
⎡
⎢⎢⎢⎢⎣
0
V
...
0
0 · · · 0 x
⎤
⎥⎥⎥⎥⎦ ,
where x is an indeterminate. It sufﬁces to prove that x may be chosen from {−1, 1} such that A + B is
non-singular. By the elementary row operations one can reduce A + B to the following form⎡
⎢⎢⎢⎢⎣
∗
V + U ...
∗
0 · · · 0 x + u
⎤
⎥⎥⎥⎥⎦ .
Now, there exists a ∈ {−1, 1} such that a + u /= 0. Thus A + B is non-singular and the proof is
complete. 
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