Foreign exchange rate (forex) forecasting has been the subject of several rigorous investigations due to its importance in evaluating the bene¯ts and risks of the international business environments. Many methods have been researched with the ultimate goal being to increase the reliability and e±ciency of the forecasting method. However as the data are inherently dynamic and complex, the development of accurate forecasting method remains a challenging task if not a formidable one. This paper proposes a new weight of the fuzzy time series model for a daily forecast of the exchange rate market. Through this method, the weights are assigned to the fuzzy relationships based on a probability approach. This can be implemented to carry out the frequently recurring fuzzy logical relationship (FLR) in the fuzzy logical group (FLG). The US dollar to the Malaysian Ringgit (MYR) exchange rates are used as an example and the e±ciency of the proposed method is compared with the methods proposed by Yu and Cheng et al. The result shows that the proposed method has enhanced the accuracy and e±ciency of the daily exchange rate forecasting opportunities.
Introduction
In the present global¯nancial crisis, foreign exchange rates and foreign assets are indispensable indicators in the international¯nancial markets. Some Asian countries' currencies, such as, the Indonesian Rupiah (IDR), the Thailand Baht (THB), the Philippines Peso (PHP), the Mohar Nepal (NPM), the Taka Bangladesh (BDT) and others have sharply decreased in value as compared to the US dollar since 1997. This has led to a serious economic impact resulting in the slowdown of the economic activities in these countries.
The continuing depreciation trend of the US dollar has attracted many researchers to explore the currency trading, especially in establishing an e±cient method to forecast the volatile exchange rates. Many methods have been proposed ranging from the linear and the non-linear regression to arti¯cial intelligence algorithm. For example in the linear and the non-linear regression, in Ref. 1 , the forecasting exchange rates with the linear and the non-linear models is studied; an approach to the volatility of the exchange rate forecasting by using the quartile regression is presented in Ref. 2 ; a robust regression approach based on the S-estimation method for the monthly exchange rates model is suggested in Ref. 3 . In the time series analyses, the comparison of Autoregressive Integrated Moving Average (ARIMA) with the arti¯-cial neural network (ANN) for the exchange rates is presented in Refs. 4 and 5, the ARIMA modeling for the vagaries of the Euro is described; the comparison of the performance of the time series model in the exchange rates forecasting is explained in Ref. 6 ; the capability of the Fractionally Integrated Generalized Autoregresive Conditional Heteroscedatic (FIGARCH) and the Autoregressive Fractionally Integrated Moving Average (ARFIMA) models for the exchange rate forecasting is investigated in Ref 7 ; the linkages between the exchange rate movements, the order°ow and the expectations of the macroeconomics variables by using the macro and the micro approaches is examined in Ref. 8 . On the other hand, in the application of hybrid model; the neural network (NN) into foreign exchange rate forecasting model is applied in Ref. 9 ; the multistage Radical Basis Function Neural Networks (RBF NN) ensemble learning for foreign exchange rate (forex) forecasting is presented in Ref. 10 ; a new hybrid ANN with the fuzzy logic regression model for the time series forecasting is discussed in Ref. 11 ; the novel non-linear ensemble forecasting model incorporating GLAR and ANN for forex is explained in Ref. 12 ; the regression NN for error correction in the forex forecasting and trading is studied in Ref. 13 ; the forex using the general regression NN is analyzed in Ref. 14. Among these methods, the fuzzy logic methods are found to be suitable due to its ability in pattern recognition and handling of the non-probabilistic uncertainties type in the forex data. Moreover, the fuzzy logic is capable of bridging the gap between the numerical data (quantitative information) and the linguistic statement (qualitative information). For example, in Ref. 15 , the fuzzy logic has been applied to make inferences based on the economic news that, more than often than not, may a®ect the currency market. In Ref. 16 , the integrating of fuzzy logic and the ARIMA model to forecast the Taiwan dollar and the US dollar is discussed. In Ref. 17 , a hierarchical fuzzy system with high input dimensions for forecasting the forex is presented. However, these studies did not detail out the fuzzi¯cation and the relationships between the di®erent linguistic in the time series data which were not considered. In Ref. 18 , a method which combines the fuzzy logic and the time series analysis with the idea to tackle the problem of the linguistic time series data is presented. Since then, this method has been widely used in the major domain problems, such as, enrolment, 18À27 stock index, 28À31 temperature, 32 and¯nancial prediction. 33 However, inaccuracy in the forecasted results and also requires a large amount of computational time to derive the fuzzy relation R which has given rise to the need to explore new methods. In Ref. 21 , a method proposed to simplify the arithmetical operations in the fuzzy time series by using the centroid method which is more e±cient than the method proposed in Refs. 18À20. Among these methods, the fuzzy relationships were considered as the basic rule in the model building as it can be used to investigate the relationships between the present linguistic time series and the past linguistic time series. 18À22,27,28,30,32 In Ref. 22 , a method is proposed to improve the rule in determining the intervals of the universe of discourse by re-dividing these intervals according to the frequency of their occurrences. However, this study fails to give a general rule for selecting the relevant number of intervals as the rules are not formulated statistically. Due to this reason, in Ref. 28 , a weighted fuzzy time series is proposed to improve the forecasting result. The weights are assigned to represent the recurrence of the fuzzy logical relationship (FLR) where, according to the authors, the assigning weights are able to represent the in°uence of a particular linguistic time series values. In Ref. 30 , the trend-weight fuzzy time series based on the recurrent FLRs is presented. The advantage of this method is that it can foresee the cycles and events which will occur and relate the fuzzy relationship in a more reasonable manner. This is because the assigning of weights increase is based on the number of recurrence, not on the linear weights like rule proposed in Ref. 28 . However, the method is still unable to solve the problem in two conditions; namely, when the frequent recurrent FLRs and when the weights values are monotonously increasing. The¯rst condition would be complicated and ine±cient by using the methods proposed as in Refs. 28 and 30, while the second condition e®ects tend to increase the forecasted results.
In this paper, we described the proposed new method to determine the weight of the fuzzy time series and the design of forecasting rules for the trend series data. In this method, the weight values are assigned by using a probability approach to tackle the issue of frequent recurrent FLRs in the fuzzy logical group (FLG). This new method is aimed at improving both methods as in Refs. 28 and 30, especially in reducing the computational time of determining the weights and improving the forecast accuracies. By using these rules, the assigned weights are more simpli¯ed and easier to use when compared with both methods. 28, 30 Moreover, this study also demonstrates the application of Sturges and the two-power of p rules to determine the number of partition in the universe of discourse because these rules are able to divide the data into appropriate intervals, by leaving no empty interval. In the proposed method, the data di®erencing are carried out in a forecasting model in order to arrive at the highest level of forecasting accuracy. To verify the e±ciency of the proposed method, daily exchange rates of the US dollar to the Malaysian Ringgit (MYR) are used as an empirical analysis and the forecasting results are compared with the methods proposed. 28, 30 This study also shows that the proposed method gives a better forecasting accuracy and manages to reduce the computational time for determining the weight of the fuzzy time series.
The Fundamental Theories in Fuzzy Time Series
This section explains the de¯nition of the fuzzy set, the fuzzy time series, and other related terminologies. These de¯nitions are to support the background, the methodology and procedure, and the data analyses as discussed in this paper.
Fuzzy set de¯nition
Let U be the universe of discourse. A fuzzy subset A on the universe of discourse U can be de¯ned as:
where A is the membership function of A, A : U ! ½0; 1, and A ðu A Þ is the degree of membership of the element u i in the fuzzy set A. If U be¯nite and in¯nite sets, then fuzzy set A can be expressed as follows 34 :
Fuzzy time series de¯nitions
Some de¯nitions of fuzzy time series have been presented in Refs. 18À20 as follows:
. . .), a subset of real numbers, be the universe of discourse on which the fuzzy sets f i ðtÞ (i ¼ 1; 2; . . .) are de¯ned in the universe of discourse Y ðtÞ and F ðtÞ is a collection of f i ðtÞ (i ¼ 1; 2; . . .). Then F ðtÞ is a fuzzy time series de¯ned on Y ðtÞ (t ¼ 1; 2; . . .). Therefore, F ðtÞ is the linguistic time series variable, where f i ðtÞ (i ¼ 1; 2; . . .), are the possible linguistic values of F ðtÞ De¯nition 2. Suppose F ðtÞ is caused by F ðt À 1Þ denoted by F ðt À 1Þ ! F ðtÞ, then this relationship can be represented by:
where \ " represent an operator, Rðt; t À 1Þ is a fuzzy relationship between F ðtÞ and F ðt À 1Þ. F ðt À 1Þ is the¯rst-order model of F ðtÞ.
Other de¯nitions given on the FLRs and FLG are as follows 28, 34 : 
Weighting rule in the fuzzy time eries
In Ref. 28 , the consideration of the recurrence FLRs in the FLG is to assign the weighted fuzzy time series. The determination of these weights can be described by using the following example. (a) Establish the FLRs:
there are¯ve relationships among linguistic time series values. (b) Establish the FLG:
called the second group. A 1 has one relationship with A 2 , but A 1 has three recurrent fuzzy relations with it self. On the other hand, no recurrence for A 2 occurs. (c) Determine the weights:
The sum values of w 2 , w 3 , and w 4 are more than w 1 , because there are three recurrences for A 1 , while no recurrence for A 2 in this group. Moreover, no weight can be found in the second group. Yu proposed that the nominators of weights are determined by using natural number (i ¼ 1; 2; . . .). However, Yus's rule 28 showed that weights are increased following the number of relationships. In addition, these weights are applied to the forecasting method.
The trend-weighted recurrence of the FLRs in the FLG is also considered in Ref. 30 . The computation of weights can be described by using Example 2 as follows:
Example 2. Referring to Example 1, the assigning of trend-weighted recurrence for the fuzzy relations can be explained as follows:
(a) Establish the FLRs: 
The sum of the weights w 2 , w 3 , and w 4 is more than w 1 , as there are three recurrences for A 1 , while there is no recurrence for A 2 in this group. In this rule, the numerator of weights increases following the recurrence and the same weight increase for the LHSs of the FLRs in the FLG. These weights are known as the trend. In Ref. 28 , these numerators by using the natural number.
The Important Weight in Fuzzy Time Series
In fuzzy time series, the forecasting model uses the fuzzy relationships among the linguistic time series values. Two fuzzy types of relationships are: (i) The same-FLR and (ii) The di®erent-FLR. Both types of relationships may occur either recurrently or frequently. The occurrence of a particular fuzzy relationship explains the number of its appearances in the past. Some of the reasons for establishing the weight factor are:
(1) To compensate the presence of bias especially when the events frequently occur.
35
(2) To raise the in°uence of the more accurate input data, and to reduce the in°u-ence of the less accurate ones. 36 Fundamentally, these are the reasons for¯nding the weights in the fuzzy relationships. Similar to methods proposed in Refs. 28 and 30, the weight factors are denoted within the weight matrix given in the following de¯nition.
is called an ordered weight aggregation (OWA) operators of dimension n if associated with F (F is a function), thus a weighting vector W can be written as 37 : 
such that (i) w i 2ð0; 1Þ, (ii) P w i ¼ 1.
Proposed Method
This section describes the proposed method in determining the weights of the FLRs by using the classical probability theory. Let a recurrence number of particular FLRs be the number of favorable outcomes and the overall total FLRs number be the total possible outcomes. Thus, weights values can be denoted as the ratio between the number of recurrence of particular FLRs and the total number of the FLRs as given in Sec. 4.1.
Proposed weight for the fuzzy logical relationships (FLRs)
. . . ; p) be a FLG and A i has n 1 relationships with itself, n 2 relationships with A j , n 3 relationships with A k , n 4 relationships with A l (n 1 ; n 2 ; n 3 ; n 4 2N). For example, let n 1 ; n 2 ; n 3 ; n 4 be the recurrence numbers of the FLRs. Thus, the weight values can be assigned as follows:
thus,
so that,
where m ¼ 1; 2; 3; . . . ; q (q < nÞ, Eq. (10) can be generalized as:
The weight elements can be presented in the weight matrix W as follows:
From De¯nition 5, the summation of weights has satis¯ed the condition as required in Eqs. (10) and (12) . Therefore, our proposed weight is signi¯cantly di®erent from the rules given by Refs. 28 and 30. Thus, the merit of this proposed rule can be described as follows:
(i) The weights are not assigned based on the chronological order of the FLRs.
(ii) The proposed rule is able to handle the frequent recurrence of particular FLRs.
(iii) The computational time of¯nding the weight values are more e±cient.
(iv) The weight has the same value for each non-recurrence of the FLRs respectively.
Example 3. Suppose that the relationship is as follows:
In this example, both recurrences occurred frequently and by using the proposed method, the weight can be calculated as follows:
By following Examples 1 and 2, determining weights based on rules proposed in Refs. 28 and 30 are:
Forecasting method
The forecasting method developed the multiplication of the midpoint intervals and the weight vectors as follows 28 : Suppose the forecast of F ðtÞ is A j1 ; A j2 ; . . . ; A jk . The defuzzi¯ed matrix is equal to the matrix of the midpoints of A j1 ; A j2 ; . . . ; A jk :
Let the corresponding weights for A j1 ; A j2 ; . . . ; A jk , be w 1 ; w 2 ; w 3 ; . . . ; w k , respectively. The¯nal forecast value is given by the product of the defuzzi¯ed matrix and the transpose weight matrix as in Eq. (14) .
where Â is the matrix product operator, F ðt þ 1Þ is a forecast value at (t þ 1), MðtÞ is a 1 Â k matrix, and WðtÞ T is a k Â 1 matrix.
The algorithm for forecasting
In this section, the proposed algorithm for forecasting is accordingly described. The algorithm uses the de¯nition given by Refs. 18 and 21 with the improvement mainly in the procedure for determining the interval number by applying Sturges 38 and two power rules. 39 The proposed algorithm is divided into seven essential steps as follows:
Step 1: De¯ne the universe of discourse U by using Eq. (14) as below:
where D min and D max are the minimal and maximal values of the historical data, D 1 and D 2 are proper positive numbers. U is then partitioned into p equal intervals, u 1 ; u 2 ; . . . ; u n , with length l. Referring to the literature review, no standard rule has been established in determining the proper number of partitions. We adopt the method proposed by Sturges method or the two powers of p rules as follows:
where p is an interval number and n is a number of data or observations. Step 2: Establish the fuzzy sets for observations. Each linguistic observation A i can be de¯ned by the intervals u 1 ; u 2 ; . . . ; u n . Each A i can be represented as in Eq. (18) . and the value of k j , can be determined as follows:
Step 3: Establish the FLRs based on the fuzzi¯ed time series data A i ! A 1 ; A 2 ; . . . ; A k where the FLR \A i ! A j " denotes \if the fuzzi¯ed time series data of time (t À 1) is A i , then the fuzzi¯ed time series data of time (t) is A j ".
Step 4: Establish the FLGs into the corresponding trends. The FLRs with the same LHSs can be grouped together to form an FLG. For example,
Step 5: Assign the weight elements by using the proposed method for each FLG as given in Sec. 4.1.
Step 6: Determine the forecast values by using the two powers of p rules as follows:
If there is no weight in FLG then the forecast value is equal to the average of the midpoint intervals of the linguistic time series values. Rule 2: Otherwise, apply Eq. (14).
Step 7: Verify the forecast accuracy using the mean square error (MSE) from Yu's and Cheng's methods acting as the benchmark for measuring the forecast accuracy.
Empirical Analysis
For demonstration purposes, we apply the proposed method to the daily exchange rate for the MYR to the US dollar and carry out a comparative study. These exchange rate data are from 28/10/2010 to 14/04/2011 for model building while the daily data from 20/04/2011 to 25/04/2011 are used as the testing data. At the end of this section, the veri¯cation of the MSE is done between the proposed method and the methods proposed as in Refs. 28 and 30. By using the algorithm given in Sec. 4.3, the forecast values can be derived as follows:
Step1: The universe of discourse for exchange rates data is de¯ned as U ¼ ½2:9992; 3:2010 and the number of partition is divided into seven equal length intervals as shown in Table 1 . Table 1 shows the universe of discourse is divided into seven evenly spaced intervals based on the two powers of p rule. Each interval is denoted by u i (i ¼ 1; 2; 3; . . . ; 7).
Step 2: Establish the fuzzy sets for observations (linguistic time series values) by using Eq. (18) as in Table 2 . Table 2 describes the seven fuzzy sets which are the linguistic time series values namely A 1 ¼ \very very low", A 2 ¼ \very low", A 3 ¼ \low", A 4 ¼ \no change", A 5 ¼ \high", A 6 ¼ \very high", A 7 ¼ \very very high". Step 3: Transform the MYR exchange rates data into the linguistic time series values and establish the FLRs as in Table 3 . Table 3 shows the transformations of the actual MYR to be the linguistic time series values. The FLRs among these values are also established.
No. Linguistic Time Series Values
Step 4: Establish the FLGs. This step reveals the FLRs with the same LHSs can be grouped into a FLG. The rest of the groups are given as in Table 4 . Step 5: Assign weights elements for each group by using the proposed method. These weights are given in Table 5 . Table 5 shows the number of recurrence of the linguistic time series values and weight elements per group. On the other hand, no weight can be found for group 7 because A 7 only has one relationship with A 6 . It can be seen that the number and the computational time of weights are simpler to generate by using our proposed rules than the rules used. 28, 30 For example, when using group 1 from Table 5 , the graph of the weight values are calculated using our rules, Yu's rule, and Cheng's rule are shown in Figs. 1À3 , respectively. Figure 1 shows the weights calculated based on the proposed method, and it is observed that there are two derived weights which are 0.83 (w 1 ) and 0.17 (w 2 ). The value of the¯rst weight is more than the second value, because the frequency of recurrence of A 1 is bigger than A 2 . This value indicates that the relationships between A 1 and itself are more than A 2 as in the¯rst group in Table 5 . Figure 2 shows the weight values obtained using Yu's rule. There are 35 weights calculated and the values vary between 0 and 0.06. Based on the trend, it is seen that the weight values increase monotonously as the number of weight increases. This indicates that the forecasted values will increase gradually when multiplied with the midpoint intervals. Therefore, the forecast errors cannot be reduced. Table 4 . Fuzzy logical groups.
FLGs
Group 1: A 1 ! A 2 , A 1 , A 1 , A 1 , A 2 , A 2 , A 2 , A 1 , A 2 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 ,  A 2 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 , A 1 , A 3 , A 3 , A 3 , A 3 , A 4 , A 4 , A 3 , A 3 , A 3 , A 3 , A 3 , A 3 , A 3 , A 3 , A 3 , A 3 , A 3 , A 3 , A 3 , A 2 , A 2 , A 3 , Table 5 . Weight elements for each group.
Group
Number of Recurrence Weight Elements
No recurrence No weight Figure 3 shows the trend of weight values in Cheng's rule. There are 35 weights computed by this rule and the values vary from 0 to 0.08. In this case, it can be seen that the weight values verses the weight number increases in a non-linear pattern. This describes that each particular FLRs has a di®erent trend of weights and it depends on the number of recurrences. Based on the results presented in Figs. 1À3, it shows that our proposed rules are convincingly more e±cient than rules proposed as in Refs. 28 and 30 for determining the weight values. These rules provide a simpler weight number, while other rules only consider the weight number to be the same with FLRs number in the FLG. Thus, our newly developed rules are appropriately e±cient to handle the frequent recurrences of the FLRs.
Step 6: Calculate the forecast values of exchange rates of MYR. In this exercise, when using the proposed method, the forecasting procedure using forex data on Friday 29, October 2010, the MYR exchange rate to one US dollar is 3.109 on In BoxÀJenkins methods, the¯rst or the second di®erencing (Ád ) process of actual data are done to remove the trend in the data. However, for this step, BoxÀJenkins method is applied to obtain a more accurate forecast and also to avoid the same forecasted value for the same linguistic time series values. The training data of MYR exchange rates are used from 10/28/2010 to 04/13/2011 by using our proposed method and the methods proposed by Yu's and Cheng's as shown in Table 6 . Table 6 shows the forecast exchange rates for MYR to US$ using the two proposed methods, the Yu's and Cheng's methods. The forecast rates using the¯rst-di®erencing (¯rst-proposed) and the second-di®erencing (second-proposed) vary with time while the results calculated using the methods proposed in Refs. 28 and 30 remain the same for the same linguistic value. For example, the forecast results are 3.099 from 10/28/2010 to 10/30/2010. Thus, the forecast results are not in°uenced by the series of time. The performances of three methods using training data are as illustrated in Fig. 4 . Figure 4 shows that there are four patterns of forecasted MYR exchange rates. The¯rst and second-proposed methods indicate that the trend of the actual MYR nancial market movements can be captured by using both methods, although not precisely. On the other hand, in Refs. 28 and 30, the methods proposed demonstrate that the actual MYR¯nancial market movements cannot be represented accurately because these methods use the same linguistic time series and has the same forecasted value unlike the classical time series approaches. Therefore, the pattern is being illustrated as a step function.
Step 7: Verify the MSE of the proposed method and MSE of Yu's and Cheng's methods by using training and testing data given in Tables 7 and 8 . The calculation of MSE is given as: Table 7 shows the comparison of the three methods from which it is found that the MSE of training data obtained by using the¯rst-proposed method is smaller than the others. This value indicates that the forecast accuracy is better by using this method in comparison with second-proposed, Yu's and Cheng's methods. Table 8 shows the MSE of the proposed method with the second di®erencing is smaller than that of the¯rst di®erencing as well as Yu's and Cheng's method based on the testing data. In this paper, the di®erencing is used to tackle the problem where the same linguistic time series has the same forecasted value. The second di®erencing is more reliable to tackle this problem in comparison with the¯rst di®erencing. Here, the applications of di®erencing data are not to remove the trend series data as in the BoxÀJenkins's procedure. Based on the results generated, it is proven that the second-di®erencing of the proposed method is better than other methods. Moreover, the combination between the weight and di®erencing in forecasting model is very useful in improving the forecast accuracy and these forecast results are illustrated in Fig. 5 . Figure 5 describes the performance of the proposed method by using the MSE of testing data in comparison with the methods proposed in Refs. 28 and 30. The number of testing used are 7, 8, 9 and 10 data and the bar chart shows the MSE for the second-di®erencing which decreases gradually to the number of testing data when compared with the others. From these tests, it shows that the proposed method (second-di®erencing) has comfortably managed to capture the trend of the actual data.
Conclusion
In this paper, we presented the weight of the FLRs in the FLG based on the probability approach. The Sturges method 38 and two power of p rules 39 were considered to determine the proper partition number of the universe of discourse. These rules are chosen in order to avoid the empty intervals because no previous studies have ever properly described the number of partition rule in the fuzzy time series.
In the proposed forecasting method, di®erencing procedure revealed a promising way in improving the forecasting accuracy. It can be seen that for every linguistic time series values, it will generate the same forecast value. In forecasting the US dollar to the MYR exchange rate forecast, it shows that the proposed method has produced a superior forecasting accuracy when compared to the method proposed by Yu and Cheng whose¯nding is contrary to ours. Finally, the weight of the fuzzy time series should be developed and adapted with type of time series data in order to reach the high level of forecasting accuracy.
