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 Se conoce como contaminación atmosférica a la presencia de toda materia o partícula en 
el aire que represente un riesgo para la salud humana frente a una exposición por un tiempo 
prolongado o que provoque daños a la infraestructura donde se encuentre. En los últimos años, en 
la ciudad de Santa Marta se han realizado investigaciones enfocadas al monitoreo y simulación de 
la distribución espacial del material particulado sobre la ciudad. Estos estudios permitieron 
determinar las medias geométricas anuales y las concentraciones diarias de PST en varios sectores 
de la ciudad, brindando la posibilidad de tomar acciones frente a los emisores de contaminación 
con el fin de salvaguardar la salud de la población. Dichos estudios sólo permiten cuantificar la 
contaminación ocurrida con lo que únicamente es posible aplicar medidas correctivas para mitigar 
el daño realizado. Sin embargo, es deseable predecir el comportamiento de las concentraciones de 
material particulado debido a que esto permitirá diseñar e implementar planes de contingencia para 
evitar sus efectos futuros. 
 Por lo anterior, en este trabajo se ha implementado una herramienta de aprendizaje de 
máquina con la cual se logró modelar el comportamiento de los niveles de concentración de PM-
10 en la ciudad de Santa Marta que a futuro permitan establecer las posibles áreas de riesgo que se 
puedan presentar en la ciudad, según lo reglamentado en la Constitución Colombiana mediante la 
Resolución 610 de 2010 del Ministerio del Medio Ambiente. Este modelo fue implementado con 
base en los datos suministrados por la Corporación Autónoma del Magdalena (CORPAMAG), 
encargada de la administración del Sistema de Vigilancia de Calidad del Aire SVCA. 
 
1. PLANTEAMIENTO DEL PROBLEMA 
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1.1.  DESCRIPCIÓN DEL PROBLEMA 
  Existen estudios que muestran los efectos sobre el medio natural y la población humana 
debido a la exposición prolongada a Partículas Suspendidas Totales (PST) como el estudio 
realizado por Garcia y Vergara (2014), donde se concluye que: “Existe niveles violatorios para 
PST y PM10 con concentraciones predominantes en el norte y sur de la ciudad de Santa Marta”. 
A su vez, según la Organización Mundial de la Salud (OMS), se estima que para cada incremento 
de PM10 hay un exceso de riesgo de muerte de 0,5% (Da Silva, 2014). Del mismo modo, la 
ausencia de sistemas de control de emisiones de partículas en centros urbanos genera una serie de 
impactos ambientales, entre ellos se encuentran los cambios a nivel económico como el resultado 
de su deposición sobre edificios y viviendas, situación que requiere mayor inversión para 
garantizar la sostenibilidad de sus instalaciones fuertemente afectadas por las constantes emisiones 
de estas partículas capaces de alterar los materiales de construcción y de causar daño por sus 
propiedades corrosivas y erosivas. Además, se identifican otros perjuicios a nivel estético como la 
reducción del campo visual por la alta presencia de las partículas en el aire y el smog, e incidir 
sobre otras actividades productivas como el turismo o el desarrollo de la zona produciendo rechazo 
de la población por vivir en lugares contaminados (Oanh y Leelasakultum, 2011; Querol et al., 
2007). 
 La ciudad de Santa Marta que cuenta con una población alrededor de 454.860 habitantes 
(DANE, 2005), no se caracteriza por ser una ciudad industrializada, aun así, cuenta con uno de los 
principales puertos nacionales para la exportación de carbón, en el cual se presenta la mayor 
cantidad de emisiones al momento de realizar el abastecimiento y almacenamiento al puerto a 
diferencia del cargue directo de carbón al buque, dando a conocer las falencias que se presentan 
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en estas actividades (Contraloría General de la República, 2012). Además, el constante aumento 
de infraestructura civil en todo el casco urbano de la ciudad y los otros puertos exportadores de 
carbón como es Puerto Nuevo, Drummond, Prodeco y demás aledaños a la ciudad contribuye, 
junto con las demás emisiones, al deterioro de la calidad del aire ya que las fuertes ráfagas de 
viento que existen en el departamento debido a su cercanía al mar, arrastran todas estas partículas 
hacia la ciudad. 
 Desde hace algunos años se han realizado investigaciones centradas a registrar datos de 
material particulado donde los resultados arrojados son preocupantes para la salud de los habitantes 
y la infraestructura en el perímetro urbano.  
 El estudio: Distribución espacial y temporal de la concentración de material particulado en 
Santa Marta, Colombia. (García, Agudelo y Jiménez, 2006), determinó las medias geométricas 
anuales y las concentraciones diarias de PST en varios sectores de la ciudad. Los resultados 
mostraron que la presencia de varios puertos de carbón, las condiciones naturales y la cercanía al 
mar, influyen de manera significativa en el contenido de PST en el centro urbano de Santa Marta. 
El estudio concluye que las medias geométricas anuales de cada Estación de Monitoreo de PST 
(EMPST) superaron los límites estipulados por el decreto 02 de 1982 del Ministerio de Ambiente, 
Vivienda y Desarrollo Territorial, con valores de 104,1g/m3, 150,7g/m3, 102,3g/m3 y 105,3g/m3, 
para las EMPST01, EMPST02, EMPST03 y EMPST04 respectivamente, mientras que las 
concentraciones diarias de PST se encontraron dentro de la norma (García, et al., 2006). Se debe 
resaltar que el análisis de las partículas suspendidas totales se realizó bajo el decreto 02 de 1982 
del Ministerio de Ambiente, en el que el límite permisible para concentraciones diarias era de 
400g/m3, por lo tanto, el valor de 322,9g/m3 estaba dentro de la normativa, pero si se compara 
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con la normativa actual descrita en la resolución 610 del Ministerio de Ambiente, Vivienda y 
Desarrollo Territorial (Min Ambiente, 2010) se observa que sobrepasa los límites de las 
concentraciones de PST diarias siendo esta de 300g/m3. 
 Aun así, casi todos los estudios que se realizan en cuanto a la calidad del aire y 
concentraciones de PST en la ciudad, solo se enfocan en tomar mediciones con motivo de 
comprobar si las industrias que generan la contaminación se encuentran dentro de los límites 
permitidos por los organismos de control o no. Con esto, se puede evidenciar el hecho de que no 
se están explotando todos los datos que pueden ser recolectados por una estación de monitoreo 
ambiental de una forma eficiente, con los cuales se pueden realizar estudios de otros tipos y extraer 
más información que pueda servir para proyecciones a futuro de cómo puede verse afectada la 
calidad del aire de la ciudad. Uno de los principales factores que pueden incidir en el hecho de que 
no se realicen más investigaciones a profundidad, es que estas estaciones almacenan una cantidad 
tan grande de datos (cada estación puede generar 8760 datos o más en un año) que se hace muy 
difícil para el investigador el manipularlos y procesarlos sin cometer errores, ya sea porque 
desconocen o no cuentan con las herramientas tecnológicas apropiadas para su tratamiento, como 
también la cantidad de variables a tener en cuenta que afectarán los resultados. 
 Por ello, es de interés preguntar: ¿Cuál es el comportamiento de los niveles de 
concentración de PM10 basados en los datos históricos recolectados por el Sistema de Vigilancia 
de Calidad del Aire de la ciudad de Santa Marta?. 
1.2.  JUSTIFICACIÓN 
 En la ciudad de Santa Marta, se han desarrollado estudios tanto descriptivos como 
predictivos para la calidad del aire en los cuales siempre es necesario manipular gran cantidad de 
	 
16	
datos respecto a las mediciones realizadas por las estaciones meteorológicas. Algunos estudios de 
este tipo, desarrollados a nivel local como la distribución espacial de PST (García et al., 2006) o 
la simulación de la distribución de PST (García. y Vergara, 2014), deja como evidencia un 
monitoreo ambiental continuo y permanente, donde es necesario extraer gran cantidad de datos de 
las estaciones de medición, obteniendo como resultado el incremento constante del volumen de 
éstos para luego ser estudiados y analizados de manera preventiva y tediosa, evitando en lo posible 
errores por la magnitud de los mismos. Por lo general, estos estudios se centran en el cálculo de 
promedios, análisis de varianzas, cálculo de medias geométricas, dispersiones y demás técnicas 
estadísticas básicas para analizar las emisiones registradas, ya que los métodos comúnmente 
usados presentan características de baja dimensionalidad (problemas lineales, cuadráticos, entre 
otros) y se hace difícil extraer mayor conocimiento con estas técnicas. El inconveniente con estos 
estudios es que solo quedan planteados y no se están explotando en mayor medida los datos que 
poseen, pudiendo extraer más información de éstos para generar políticas de control sobre las 
emisiones o alertar a la comunidad frente a posibles riesgos ambientales. 
 En los últimos años, en otros países se han realizado estudios medio ambientales en 
conjunto con otras disciplinas, como por ejemplo, la ciencia de la computación. Estudios como 
“Prediction of ozone concentration in tropospheric levels using artificial neural networks and 
support vector machine at Rio de Janeiro, Brasil” (Luna, Paredes, De Oliveira y Corrêa, 2014) 
donde se concluye que, con un coeficiente de correlación de 0,95 tanto las Redes Neuronales 
Artificiales como las Máquinas Vectoriales de Soporte son herramientas que proveen una fácil 
implementación para el modelamiento y análisis contaminantes del aire y pueden ser empleadas 
en conjunto con otras herramientas para obtener mejores resultados. Otro estudio realizado es “A 
novel hybrid forecasting model for PM10 and SO2 daily concentrations” (Wang, Liu, Quin y 
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Zhang, 2015), donde proponen la implementación del método de expansión de Taylor sobre las 
predicciones obtenidas de series de tiempo que cuentan con datos faltantes, trabajando con la 
información del error residual obtenido en dichas predicciones. El estudio, concluye que, 
notablemente el conjunto de estas herramientas, ya sea la serie Taylor con Redes Neuronales o con 
Máquinas Vectoriales es un excelente sistema para la predicción de contaminantes atmosféricos 
inclusive teniendo el problema de datos faltantes en las series de tiempo. De acuerdo a lo anterior, 
a la hora de realizar estos estudios, se deja en manos de expertos sobre el área de la computación 
el tratamiento de los datos, la selección y uso de la herramienta de predicción, donde son quienes 
poseen mayor experiencia en el tema, logrando así resultados más precisos y en menor tiempo con 
los cuales se pueden tomar decisiones más certeras. 
 Es por esto que el ejercicio académico de implementar técnicas de aprendizaje de máquina 
para obtener predicciones a futuro de la calidad del aire en la ciudad de Santa Marta, permitirá 
realizar un estudio de mayor calidad en éste contexto regional y además, fomentará la 
interdisciplinariedad para la realización de trabajos de investigación y la mejora de estos al facilitar 
la manipulación de los datos como también aplicar técnicas y modelos que a la ingeniería 
ambiental se le dificultará en gran medida usar por sí sola. Otro punto que justifica el desarrollo 
de esta investigación es el uso de métodos e implementación de herramientas actualmente usadas 
por otros investigadores en diferentes lugares del mundo con un alto nivel de éxito, como las Redes 
Neuronales Artificiales, quienes brindan la posibilidad de extraer información de modelos de datos 
más complejos como lo son los datos de monitoreo ambiental. 
 Se debe tener en cuenta que dichos estudios de calidad del aire son de gran relevancia 
debido a que existen pocas investigaciones respecto al caso en ésta ciudad y solo demuestran en 
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medida si las emisiones atmosféricas de las fuentes fijas como Prodeco, Drummond, o la sociedad 
portuaria de Santa Marta son permisibles con la normativa colombiana y no representan un daño 
a la infraestructura, sociedad y ecosistema que la ciudad conserva. Para ello, se busca establecer a 
nivel predictivo como estarán los niveles de estas emisiones atmosféricas que posiblemente 
afectarán de manera ambiental y de salud al distrito, el cual se encuentra en un actual crecimiento 
urbano en la infraestructura, industria y turismo que influyen en la calidad del aire y por 
consiguiente, las áreas de medio ambiente que se encuentren in situ o cercanías del área afectada 
como base para establecer controles de emisiones atmosféricas necesarias que rijan con la 




2. ESTADO DEL ARTE 
2.1. ANTECEDENTES 
 
Entrando al régimen local, un reciente estudio respecto a la calidad del aire en la ciudad de 
Santa Marta, titulado “Simulación de la dispersión del material particulado proveniente de 
actividades portuarias en Santa Marta” (García y Vergara, 2014), donde en esta investigación se 
determinó la variación espacio-temporal del material particulado suspendido (PST) y de la fracción 
respirable (PM10) generado por la actividad portuaria en Santa Marta, utilizando muestreadores 
de alto volumen (Hi-Vol) y la metodología estándar EPA 40 CFR Pt. 50 App. B y EPA 40 CFR 
Pt. v50 App. J. La dispersión de los contaminantes en términos de concentración se estimó 
utilizando los modelos de dispersión ISCST (Industrial Source Complex Short Term) y OCD 
(Offshore Costal Dispersión). Se concluyó que en Santa Marta existe la ocurrencia de niveles 
violatorios para PST y PM10 con concentraciones predominantes en el norte y sur de la ciudad. 
Y en cuanto a la implementación de herramientas de aprendizaje de máquina, un estudio 
realizado a nivel local es el de “Generación de reglas mediante la aplicación de algoritmos 
evolutivos para la clasificación de pescado crudo” (Bolaño, 2001). En el cual se implementaron 
tres tipos de algoritmos genéticos (incremental, simple y el steady-state) y dos tipos de algoritmos 
de Programación Genética (PG steady-state y PG incremental), con el fin de generar reglas de 
clasificación para el pescado crudo en la Planta Piloto Pesquera de Taganga con base en los 
diferentes estados en los que éste se pueda encontrar (etapa posterior al rigor mortis, etapa post-
rigor, apenas fresco y no apto para el consumo humano), sus propiedades organolépticas 
(apariencia de la piel, apariencia de los ojos, textura general, estado de los opérculos, olor de las 
branquias color de las branquias y apariencia, color y textura del músculo) y los diferentes usos 
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que se les puede dar dependiendo de los dos anteriores tales como consumo crudo, elaboración de 
conservas, compotas, embutidos, harinas para consumo animal harinas para abono, entre otros. 
En los resultados obtenidos, cada uno de los algoritmos genéticos seleccionados obtuvo un 
porcentaje de confiabilidad entre un noventa y cinco y un cien por ciento en las diferentes corridas, 
de las cuales fueron implementadas las del cien por ciento, donde el algoritmo steady-state fue 
quien brindó los mejores porcentajes de confiabilidad, pero el algoritmo incremental menores 
tiempos de ejecución. 
Por otra parte, los resultados obtenidos para los algoritmos de programación genética, brindaron 
porcentajes de confiabilidad entre el 74% y el 83%, siendo el PG incremental el de mayor 
porcentaje.  
Estos resultados, con tan alto porcentaje de confiabilidad dejan como evidencia la eficacia 
de la implementación de herramientas de aprendizaje de máquina para realizar este tipo de 
procesos. 
2.2. TRABAJOS RELACIONADOS 
En los últimos años, a nivel internacional se han desarrollado investigaciones respecto a la 
calidad del aire implementando diferentes técnicas de aprendizaje de máquina, mostrando como 
resultado un notable avance no solo en las ciencias ambientales sino también en la integración de 
las ciencias de la computación con otras ramas como éstas. Puesto que las ciencias de la 
computación y las ciencias ambientales estudian campos tan diferentes, a nivel regional se hace 
referencia a aquellos estudios donde se desarrollen investigaciones propias del campo de estudio. 
Empezando por estudios de la calidad del aire aplicando técnicas de aprendizaje de máquina a 
nivel internacional, en el estudio titulado “Prediction of ozone concentration in tropospheric levels 
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using artificial neural networks and support vector machine at Rio de Janeiro, Brasil” (Luna, et 
al., 2014), donde se realizó un análisis de componentes principales (PCA, por sus siglas en inglés) 
y predicciones de las concentraciones de O3 utilizando datos recolectados de concentraciones de 
NO2, NO, NOx, CO y O3 y además, registros de la velocidad del viento, radiación solar y 
temperatura con base en dos puntos de toma de datos en fechas diferentes. El primer punto, situado 
en la Pontificia Universidad Católica (PUC) en las fechas entre Julio a Octubre de 2011 y el 
segundo en la universidad estatal de Rio de Janeiro (UERJ) entre noviembre de 2011 y marzo de 
2012. 
Los resultados arrojados por el PCA dice que el NO, NOx y la velocidad del viento tienen un 
gran impacto en la concentración de O3, sin embargo, tanto la temperatura como la radiación solar 
son los más influyentes. 
Para las predicciones se utilizaron tanto Redes Neuronales Artificiales como Máquinas 
Vectoriales de Soporte, donde ambos arrojaron excelentes resultados. Utilizando Redes 
Neuronales Artificiales obtuvieron un MSE de la validación cruzada de 12.95 para PUC y 7.85 
para UERJ con coeficiente de correlación (R2) de 0,7543 y 0,9151 respectivamente, mientras que 
para la implementación de Máquinas Vectoriales de Soporte obtuvieron un MSE para validación 
cruzada de 13,79 y 7,66 y un R2 de 0,6915 y 0,9122 para PUC y UERJ respectivamente, mostrando 
claramente un alto nivel de exactitud para realizar estos cálculos. 
En la ciudad de Pardubice, República Checa en el año 2012, se ha realizado un estudio 
titulado “Ozone prediction on the basis of neural networks, support vector regression and methods 
with uncertainty” (Hájek y Olej, 2012), donde se implementaron diferentes herramientas de 
modelamiento como las Redes Neuronales, Máquinas Vectoriales de Soporte y métodos basados 
en la incertidumbre (un sistema de inferencia difusa optimizados con algoritmos genéticos), con 
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el fin de realizar una comparación de éstos y seleccionar el que brinde mejores resultados a la hora 
de modelar el comportamiento de las series de tiempo. La comparación de los modelos se realizó 
con base en el RMSE arrojado por cada uno, donde el sistema de inferencia arrojó un valor mínimo 
de 10.88, mientras que las Máquinas Vectoriales de Soporte 10.97 y las Redes Neuronales 16.42 
donde claramente las Redes Neuronales resultaron con un RMSE mucho más alto que el sistema 
de inferencia y las Máquinas Vectoriales. No obstante, las Redes Neuronales siguen siendo un 
excelente predictor, de fácil implementación y un costo computacional relativamente bajo 
comparado con un sistema de inferencia optimizado con algoritmos genéticos. 
Otra implementación de Redes Neuronales utilizada para realizar predicciones de datos 
meteorológicos es el trabajo titulado “Using Artificial Neural Networks for Prediction of Global 
Solar Radiation in Tehran Considering Particulate Matter Air Pollution” (Vakili et al., 2015), 
donde se realizó el modelamiento y predicción de los niveles de radiación solar en la ciudad de 
Tehran, Iran con base en el mínimo y máximo de la temperatura del aire, humedad relativa, 
velocidad del viento y el nivel de concentración de partículas PM10 y PM2.5 en el aire. La 
arquitectura de Red Neuronal utilizada fue un Perceptrón Multicapa con dos capas ocultas donde 
utilizaron la función de activación Tangente Sigmoidal para la capa de entrada, Logística 
Sigmoidal en las capas ocultas y una función de activación lineal para la capa de salida. Esta 
configuración de la Red Neuronal les permitió obtener un RMSE de entrenamiento de 0.04, en 
comparación con una configuración de sólo Logística Sigmoidal en la capa de entrada y lineal en 
la salida con un valor de 0.097. Al momento de la prueba del modelo implementado, se obtuvo un 
RMSE de 0.077 para la configuración seleccionada y 0.19 para una configuración de Tangente 
Sigmoidal para capa de entrada y lineal para la salida.  
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Gardner y Dorling (1999), en su trabajo titulado “Neural network modeling and prediction 
of hourly NOx and NO2 concentrations in urban air in London” tuvieron muy en cuenta de que la 
relación entre el NOx (Óxidos de nitrógeno) y el NO2 (dióxido de nitrógeno) con los datos 
meteorológicos es bastante compleja y extremadamente no lineal, es así que realizaron una 
comparación entre Redes Neuronales y regresores lineales planteados por Shi y Harrison (1997), 
para determinar cuál herramienta es la que mejor modela y predice los niveles de concentración 
de éstos contaminantes. Utilizaron Redes Neuronales para modelar y predecir estas variables ya 
que tienen mejor desempeño que modelos de regresión convencionales (Gardner y Dorling, 1998). 
La arquitectura planteada fue de una neurona de entrada por variable de estudio (baja nubosidad, 
base de baja nubosidad, visibilidad, temperatura, presión de vapor y velocidad del viento) y una 
única neurona de salida, dos capas ocultas con 20 neuronas cada una, con el objetivo de realizar 
un entrenamiento más rápido y evitar de que la red quede estancada en mínimos locales, pero 
también fueron conscientes de que fue una arquitectura más grande de lo necesario ya que 
teóricamente, una sola capa oculta es necesaria.  
Dentro de los resultados obtenidos por Gardner y Dorling, se pudo establecer que existe 
una correlación del 47% para el NO2 y 54% para el NOx es debida a la variación de los datos 
meteorológicos. También se logró demostrar que las Redes Neuronales tienen mayor exactitud 
modelando este tipo de series de tiempo al obtener un RMSE y un MAE inferior en comparación 
con los regresores lineales. 
En el trabajo titulado “Artificial neural networks forecasting of PM2.5 pollution using air 
mass trajectory based geographic model and wavelet transformation” Xiao Feng, et. al. (2015), 
propusieron un nuevo modelo híbrido donde combinan el análisis de la trayectoria de masas de 
aire y transformaciones wavelet aplicadas a las series de tiempo para mejorar las predicciones 
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diarias de las Redes Neuronales Artificiales de la media de concentración de PM2.5 en dos días a 
futuro. El modelo fue desarrollado para 13 estaciones de monitoreo en las provincias de Beijing, 
Tianjin y Hebei. La trayectoria de las masas de aire fue utilizada para identificar si el aire era sucio 
o limpio y se realizó una triangulación para formar la red de monitoreo, donde los principales 
parámetros para ello fueron la velocidad y dirección del viento. 
La eliminación del ruido en las series de tiempo fue realizado a través de las 
transformaciones wavelet que las descompusieron en sub series con baja variabilidad para 
finalmente realizar las predicciones sobre cada una de ellas y luego re agrupar los resultados 
obtenidos. Como resultado obtuvieron que la inclusión de la trayectoria de aire como variable de 
entrada a la red neuronal, junto con las demás variables meteorológicas usadas como la velocidad 
del viento y humedad relativa, pueden llegar a reducir el RMSE hasta en un 40%, con lo cual se 
obtuvo un sistema de modelamiento y predicción de los niveles de concentración de PM2.5 




3. MARCO TEÓRICO 
3.1. CONTAMINACIÓN ATMOSFÉRICA 
Se puede definir como la presencia en el aire de toda materia o forma de energía que 
involucre riesgo, molestia o daño para las personas y la naturaleza. Se pueden encontrar diferentes 
consecuencias ante la presencia de alguna contaminación atmosférica, como lo es la reducción de 
la visibilidad, producción de olores desagradables o notorios daños a distintos materiales del 
entorno.  
De acuerdo con lo establecido en la normativa vigente para Colombia: “la contaminación 
atmosférica es la presencia de sustancias en la atmósfera, en altas concentraciones, en un tiempo 
determinado, como resultado de actividades humanas o procesos naturales, que pueden ocasionar 
daños a la salud de las personas o al ambiente.” (Min ambiente, 2014). 
3.1.1. Efectos de la contaminación del aire 
El aire que se respira está formado por varios componentes químicos, donde los principales 
son el nitrógeno (N2), oxígeno (O2) y vapor de agua (H20). En el aire también se hallan pequeñas 
cantidades de otras sustancias, como el dióxido de carbono, argón, neón, helio, hidrógeno y 
metano. 
Las acciones antrópicas han tenido un efecto perjudicial en la composición del aire. La 
quema de combustibles fósiles y otras actividades industriales han cambiado su composición 
debido a la introducción de contaminantes, incluidos el dióxido de azufre (SO2), monóxido de 
carbono (CO), compuestos orgánicos volátiles (COV), óxidos de nitrógeno (NOX) y, partículas 
sólidas y líquidas conocidas como material particulado. Aunque todos estos contaminantes pueden 
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ser generados por fuentes naturales, las actividades humanas han aumentado sustancialmente su 
presencia en el aire. (Inche, 2004) 
Los contaminantes del aire pueden tener un efecto sobre la salud y el bienestar de los seres 
humanos. Por ello, un efecto se define como el cambio nocivo conmensurable u observable debido 
a un contaminante del aire. Dicho contaminante puede alterar la salud de los seres humanos, así 
como la de las plantas y los animales, y también pueden afectar los materiales no vivos como 
pinturas, metales, telas, entre otros. (U.S. EPA, 1996) 
3.1.2. Contaminantes del aire 
Los contaminantes en el aire están dispuestos en forma de partículas o de gases. “El 
material particulado está compuesto por pequeñas partículas líquidas o sólidas de polvo, humo, 
niebla y ceniza. Los gases incluyen sustancias como el monóxido de carbono, dióxido de azufre y 
compuestos orgánicos volátiles.” (Jiménez, 2001). 
También se puede clasificar a los contaminantes como primarios o secundarios. Un 
contaminante primario es aquél que se emite a la atmósfera directamente de la fuente y mantiene 
la misma forma química, como por ejemplo, la ceniza de la quema de residuos sólidos. Un 
contaminante secundario es aquel que experimenta un cambio químico cuando llega a la atmósfera. 
Un ejemplo es el ozono que surge de los vapores orgánicos y óxidos de nitrógeno que emite una 
estación de gasolina o el escape de los automóviles. Los vapores orgánicos reaccionan con los 
óxidos de nitrógeno en presencia de luz solar y producen el ozono, componente primario del smog. 
(Restrepo, 2007) 
Los contaminantes del aire también se han clasificado como contaminantes criterio y 
contaminantes no criterio. Los contaminantes criterio se han identificado como perjudiciales para 
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la salud y el bienestar de los seres humanos. “Se les llamó contaminantes criterio porque fueron 
objetos de estudios de evaluación publicados en documentos de criterios de calidad del aire.” 
(U.S. EPA, 1996). 
A nivel internacional, los contaminantes criterio son: 
● Monóxido de carbono (CO)  
● Óxidos de azufre (SOx)  
● Óxidos de nitrógeno (NOx)  
● Ozono (O3)  
● Plomo (Pb)  
● Material particulado (PM) 
3.2. MATERIAL PARTICULADO 
La contaminación atmosférica por material particulado se puede definir como la alteración 
de la composición natural de la atmósfera como consecuencia de la entrada en suspensión de 
partículas, ya sea por causas naturales o por la acción del hombre. 
Las partículas son frecuentemente clasificadas como primarias (emitidas directamente a 
la atmósfera) o secundarias (se forman o modifican en la atmósfera por condensación, crecimiento 
o cambio químico de los gases) y se emplean diversos términos para clasificar las partículas 
arrastradas por el viento como: aerosol, polvo, partícula, ceniza fina, niebla, vapores, humo y 
hollín. El material particulado secundario tiende a ser más fino en tamaño y se forma en la 
atmósfera a través de conversión física y química de precursores gaseosos como óxidos de 
nitrógeno  (NOx), óxidos de azufre (SOx) y compuestos orgánicos volátiles, por ejemplo, la 
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oxidación de dióxido de azufre a ácido sulfúrico y cuando las sustancias reaccionan con la luz 
solar y el vapor de agua (EPA, 2002). 
Muchas propiedades de las partículas pueden influir de manera importante en su 
comportamiento en el aire y, sus efectos sobre el medio ambiente y la salud. Según David y 
Wagner (1998), estas propiedades son: 
● Superficie: Para las partículas esféricas, la superficie varía según el cuadrado del 
diámetro. Sin embargo, para un aerosol con una concentración de masa dada, la superficie 
total del aerosol aumenta de manera inversamente proporcional al tamaño de las 
partículas. Para las partículas no esféricas o agregadas, y para las partículas con hendiduras 
o poros internos, la relación de la superficie respecto al volumen puede ser mucho mayor 
que para las esferas. 
● Volumen: El tamaño de las partículas varía según el cubo del diámetro; por tanto, las 
pocas partículas más grandes de un aerosol tienden a dominar su concentración de 
volumen (o masa). 
● Forma: La forma de una partícula afecta a su resistencia aerodinámica además de a su 
área de superficie y, por tanto, a sus probabilidades de movimiento y depósito. 
● Densidad: La velocidad de una partícula en respuesta a fuerzas gravitatorias o de inercia 
aumenta según la raíz cuadrada de su densidad. 
Debido a que son de tamaño, forma y composición variada, para su identificación se han 
clasificado en términos de su diámetro aerodinámico que corresponde al diámetro de una esfera 
uniforme de unidad de densidad que alcanza la misma velocidad terminal de asentamiento que la 
partícula de interés y que está determinado por la forma y densidad de la partícula; de acuerdo a 
esto pueden ser catalogadas como finas y gruesas (García, 2002; Bell, Samet y Dominici, 2004). 
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Generalmente se identifican diferentes rangos de tamaños de partícula. Las partículas más 
pequeñas resultan de la combustión y fuentes estacionarias, mientras que las partículas más 
grandes tienden a proceder de fuerzas mecánicas, como son el viento o el tráfico. Las partículas 
en el aire urbano tienden a presentar una distribución multimodal reflejando estas fuentes. Se han 
identificado tres modos de tamaño básico: nucleótidos (partículas con un diámetro menor que 
0.1µm), acumulación (partículas con un diámetro entre 0.1-1 ó 2 µm) y gruesas (partículas con 
un diámetro mayor de 1µm).  
En una muestra de aire urbano, las partículas gruesas componen típicamente una fracción 
pequeña de todas las partículas presentes en la muestra, pero comprenden una gran fracción con 
respecto al volumen o masa de esta. Las partículas más pequeñas contribuyen menos al volumen 
y masa total pero más a la superficie del área y el número total de partículas (Bell et al., 2004). 
 
Figura 1 Distribución del tamaño ideal de las partículas en el aire, donde se muestran las 
partículas finas y las gruesas. (EPA, 2003). 
 
Las partículas atmosféricas pueden ser emitidas por una gran variedad de fuentes de origen 
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natural o antropogénico, tales como: 
● Fuentes de combustión: En particular la combustión del diésel, donde el transporte del 
material caliente desalojado dentro de los tubos de escape o chimeneas pueden producir 
nucleaciones espontáneas de partículas antes de la emisión (Benavides, 2003). También 
incluye fuentes móviles (principalmente vehículos) y fuentes estacionarias (fuentes 
industriales primarias y plantas de poder). Una de las principales fuentes de material 
particulado fino son los procesos de combustión. 
● Fuerzas mecánicas: Incluyendo vientos, tráfico vehicular y otras actividades. (Bell, et al., 
2004). 
En la Figura 2, se puede apreciar la distribución de partículas suspendidas medidas de fuentes 
comunes de emisión. El polvo de construcción, polvo de vías y suelos, se forman de la 
pulverización de partículas grandes de tierra en las que predominan partículas del rango de 
triturado, con una moderada menor cantidad de la fracción PM2.5. La composición química que 
distingue a los polvos de origen geológico, de los productos de combustión y los aerosoles 
secundarios puede ser usada efectivamente para clasificar la concentración de masa de los TPS o 





Figura 2 Distribución de tamaño de las partículas de acuerdo a la fuente de emisión. (Chow and 
Watson, 1998). 
3.3. SERIES DE TIEMPO 
Según (Brockwell y Davis, 2002), una serie de tiempo se define como un conjunto de 
observaciones,𝑥", tomadas en un intervalo de tiempo 𝑡 = 1,2… , 𝑛 (días, semanas, meses, años, 
etc.) ordenadas cronológicamente, donde puede ser denotada como: 𝑌 = 𝑦,, 𝑦-, … 𝑜	{𝑦1}13, (1) 
 
Dichas observaciones son hechas sobre una variable en particular de la cual se desea 
conocer su comportamiento (diferentes valores que ésta pueda tomar) a través del tiempo. Las 
series de tiempo pueden encontrarse en casi todas las ramas de la ciencia, desde la sociología, 
ingeniería, biología, economía, hasta las ciencias ambientales y meteorológicas. Además, es 
posible clasificar las series de tiempo en dos grupos dependiendo de cómo sean medidas las 
observaciones; series de tiempo continuas en las cuales las observaciones son medidas 
	 
32	
continuamente en el tiempo y series de tiempo discretas en las que las observaciones son medidas 
en intervalos de tiempo. En la figura 3, puede verse un ejemplo de una serie de tiempo discreta en 
la cual se miden las ventas mensuales de vino rojo en Australia desde enero de 1980 hasta octubre 
de 1991.   
 
Figura 3 Ventas de kilo litros de vino rojo australiano desde Enero de 1980 hasta Octubre de 
1991. (Brockwell y Davis, 2002). 
 
3.3.1. Componentes básicos de una serie de tiempo 
Una serie de tiempo está compuesta por cuatro componentes principales que pueden estar 
presentes o no (tener valores altos o nulos) en una serie temporal. Estos componentes son: 
-Componente tendencial: 
La tendencia es el comportamiento predominante de una serie de tiempo, estadísticamente 
se puede definir como el cambio de la media en el tiempo en un periodo extenso. La tendencia 
puede ser creciente, decreciente o estable y puede ser modelada a través del uso de la regresión. 
La siguiente figura muestra la población de Estados Unidos en intervalos de cada diez años desde 




Figura 4 Serie de tiempo del crecimiento poblacional en Estados Unidos desde 1790 hasta 1990 
medida en intervalos de diez años. (Brockwell y Davis, 2002). 
 
- Componente estacional: 
La estacionalidad puede entenderse como el patrón de comportamiento en el que recae la 
serie de cada cierta cantidad de intervalos de tiempo (un movimiento cíclico), este patrón puede 
deberse a diferentes fenómenos que se repiten cada cierta cantidad de tiempo como lo son la 
temporada escolar, las estaciones del año, vacaciones, festividades, entre otras. 
-Componente cíclico: 
Tal como la estacionalidad, el movimiento cíclico afecta la tendencia de la serie pero que 
solo es notable cuando se observan intervalos de tiempo más prolongados que el que se ha escogido 
inicialmente para su estudio.   
- Componente irregular: 
Este último componente de una serie de tiempo es el que está compuesto por la propiedad 
aleatoria que presenta cada una de las mediciones de la serie, en pocas palabras es el azar o ruido 
que pueda presentar la serie debido a eventos que no pueden controlarse como inundaciones, 
guerras, sequías, quiebras, huelgas, desplazamientos, entre otros. Este componente puede adoptar 
valores tan altos que hace variar la tendencia o la estacionalidad en una serie de tiempo.  
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Adicional a esto, existe un quinto componente que puede presentarse en una serie de 
tiempo, este componente es llamado outlier o punto atípico el cual es atribuido principalmente a 
errores de mediciones, mal funcionamiento de la instrumentación durante un tiempo o 
simplemente no hubo una medición para ese intervalo y puede que sea asumido con valor cero. En 
la siguiente figura se resaltan los valores outliers, los cuales son los puntos que están fuera de la 
tendencia de la serie. 
 
Figura 5 Representación gráfica de los outliers, puntos resaltados en rojo con valores muy 
diferentes a la tendencia en general. (Nielsen, 2012). 
 
Sin embargo, a simple vista, el asumir un valor faltante como cero en una serie de tiempo 
puede que solo signifique un espacio vacío, pero estadísticamente este espacio vacío (y si se da el 
caso de que sean más), puede estar afectando notablemente algún componente de la serie y por 
tanto, cualquier análisis que se desee realizar.  
3.4. MEDIA GEOMÉTRICA  
Matemáticamente, la media geométrica se define como la raíz n-ésima de la productoria 
de n números. Dentro de sus principales ventajas en comparación con la media aritmética es que 
la media geométrica es menos sensible en cuanto a valores outliers se refiere, de esta forma la 
dispersión respecto a los datos no será tan grande permitiendo así realizar un cambio de escala de 
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tiempo (de horas a días, días a meses, meses a años, etc.) sin que el valor de los datos varíe 
exorbitantemente. Sin embargo, uno de sus únicos inconvenientes o limitaciones es si uno de sus 
valores es cero, el resultado también lo será, y si uno de sus valores es negativo y la cantidad es 
par, el resultado no estará definido en los reales. 
Matemáticamente, la media geométrica se define como: 
Donde 𝑥 es el dato original y x denota valor obtenido. 
3.5. FILTRO SAVITZKY-GOLAY 
El filtro Savitzky-Golay se define como una convolución simplificada de mínimos 
cuadrados de la señal y está basado en una regresión polinomial de grado 𝑝 con al menos 2𝑛	 + 	1 
puntos equidistantes (ventana espacial). Además, el principio de 2𝑛	 + 	1	muestras de puntos 
equidistantes (𝑝6	, . . . , 	𝑝6	, . . . , 	𝑝6	) representan muestras de un polinomio de grado 𝑝 
adicionalmente con media cero en medición de ruido. Matemáticamente, el filtro de Savitzky-




Donde 𝑇 es el valor original de la serie de tiempo, 𝑚 es el la ventana del filtro, 𝑛 es el 
número de enteros de convolución 𝑛 = 2𝑚 + 1,	𝑇es el valor estimado y 𝐶; es el coeficiente par el 
i-ésimo valor del filtro. 
 





Figura 6. Filtro Savitzky-Golay basado en el polinomio adecuado. 
 
3.6. ESTANDARIZACIÓN DE DATOS 
La estandarización de los datos se realiza aplicando la fórmula de la distribución normal 




Donde 𝑇>" es el dato estandarizado, 𝑇 es el dato suavizado, 𝜇 es la media y 𝜎 es la varianza 
de la serie de tiempo. 
3.7. NORMALIZACIÓN DE DATOS 
La normalización consiste en reducir el intervalo en el que se encuentra el set de datos que 
serán aplicados a la red neuronal. Normalmente se reducen al rango [0,1], aunque también pueden 
ser llevados al rango [-1, 1], esto ya depende de las preferencias de quien lo haga. 




Donde 𝑇6AB es el dato normalizado, 𝑇 es el valor a ser normalizado, [𝑚𝑖𝑛E,𝑚𝑎𝑥E] el rango del 
valor 𝑇, y[𝑎, 𝑏] el rango al cual quiere ser reducido. 
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3.8 MEDICIÓN DE ERRORES 
3.8.1. Raíz del error cuadrático medio 
La raíz del error cuadrático medio o RMSE (Root Mean Square Error, por sus siglas en 
inglés), es la raíz del promedio de los errores al cuadrado, y es muy usado comúnmente para medir 




Donde N es la cantidad de datos, 𝑇BIJK es el dato real y 𝑇LBIMes el dato predicho. 
3.8.2. Error medio absoluto 
El error medio absoluto o MAE (Mean Absolute Error, por sus siglas en inglés), es una 
métrica de medición del error basada en la media del cuadrado del error absoluto. 




Donde N es la cantidad de datos, 𝑇BIJK es el dato real y 𝑇LBIMes el dato predicho. 
3.8.3. Índice de concordancia 
El índice de concordancia o IA (Index of Agreement, por sus siglas en inglés), se define 
como una medida estandarizada del grado del error de predicción una variable de estudio y su 






Donde 𝑁 es el tamaño de la muestra de prueba, 𝑇BIJK es la serie de tiempo original, 𝑇LBIM 
es la serie de tiempo producida por el modelo de red neuronal y 𝑇BIJK es el promedio de la serie 
de tiempo real. 
3.9. APRENDIZAJE DE MÁQUINA 
El aprendizaje de máquina es una rama de la inteligencia artificial cuyo principal objetivo 
es diseñar algoritmos que permitan a las computadoras aprender a identificar patrones o 
características en base a un conjunto de información recibida. Dentro de las principales tareas para 
las cuales se diseñan estos tipos de algoritmos se encuentran la clasificación y la regresión o 
predicción, así, una vez que el algoritmo ha sido estructurado, éste es capaz de realizar la tarea 
para la cual fue diseñada con un alto grado de precisión, ya sea clasificar nuevos datos en una clase 
u otra o realizar predicciones con base a una serie de datos entregados previamente. En el 
aprendizaje de máquina, existen dos tipos principales de algoritmos, el aprendizaje no supervisado 
y el supervisado. 
El aprendizaje no supervisado se diferencia en gran medida del supervisado en el sentido 
de que no se tiene un conocimiento previo de las características de los datos antes de ser procesados 
(no ha recibido entrenamiento alguno sobre los datos que éste puede recibir), es decir que el 
algoritmo debe ser capaz de reconocer estas características a medida que recibe datos de entrada 
para poder clasificar los nuevos datos. 
El aprendizaje supervisado es el que se centra en deducir estos patrones de los nuevos datos 
con base en lo aprendido de los datos de entrenamiento. La información de entrenamiento consiste 
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en pares de muestras en las cuales una es la muestra de entrada que puede ser un vector de n 
características, y el otro es el resultado deseado, de esta manera, el algoritmo ajusta sus parámetros 
para que al momento de procesar los datos de entrada las salidas sean lo más cercanas posibles a 
la salida deseada. Dentro del grupo de algoritmos de aprendizaje supervisado se encuentran las 
Redes Neuronales Artificiales y las Máquinas Vectoriales de Soporte, las cuales son muy utilizadas 
para resolver problemas de clasificación y regresión puesto que han demostrado ser más eficaces 
y robustos que estadísticos convencionales (Radhinka y Shashi, 2009).  
3.9.1. Redes Neuronales Artificiales 
Neurona artificial 
Según Del Brío y Molina (2001), se puede definir una neurona artificial como “un 
dispositivo simple de cálculo que, a partir de un vector de entrada procedente del exterior o de 
otras neuronas, proporciona una única respuesta o salida.” 
 
Figura 7 Modelo genérico de neurona artificial (Del Brío y Molina, 2001). 
 
Tal como se ve en la figura 7, el vector  denota la serie de entradas 
 (conexiones con otras neuronas) que pueda tener la neurona. Los 
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pesos sinápticos   representan la intensidad de la conexión de la neurona pos sináptica (i) con 
la neurona pre sináptica J (ver figura 7), así, si el peso es positivo, la señal entrante excitará a la 
neurona, y si es negativo el efecto será de inhibición. 
La ecuación  en función ver figura 7 de los pesos sinápticos y las 
entradas, es el valor del potencial pos sináptico obtenido de la comunicación entre la neurona pos 
sináptica y las neuronas pre sinápticas, que luego entrará a ser evaluado por la función de 
activación. 
En el medio de la neurona se encuentra la función de activación la cual genera el 
estado de activación  en función del estado anterior y el valor del 
potencial pos sináptico. El valor obtenido de la función de activación será el que ha de verificarse 
si cumple o no con el valor deseado para producir salida alguna. De este modo, la función de salida 
de la neurona i puede escribirse como: 
 (9) 
Donde para la mayoría de los casos, la función de salida es el mismo valor del estado de 
activación. 
Por otra parte, la función de activación o también llamada función de transferencia para la 
mayoría de los casos suele considerarse que el estado presente de la neurona no depende de algún 
estado anterior, por lo tanto muchas veces se considera como . 
Esta función, también es considerada como determinista, y con un comportamiento 
creciente y continuo como lo son las neuronas biológicas. En la figura 8 pueden observarse las 




Figura 8 Funciones de transferencia más utilizadas en redes neuronales artificiales (Del Brío y 
Molina, 2001). 
 
3.9.2. Algoritmo de retro propagación del error 
El algoritmo de retro propagación del error es un algoritmo de entrenamiento para redes 
neuronales el cual está dividido en dos fases. La primera fase consta de ingresar un patrón a la red 
neuronal, en la que recibe un estímulo la capa de entrada y la señal se propaga hasta generar una 
salida. Una vez que se ha obtenido la salida, inicia la segunda fase en la que el resultado se compara 
con el valor deseado y se obtiene la diferencia (el error), el cual ahora se propaga desde la capa de 
salida hacia atrás hasta la capa de entrada para que las neuronas ajusten sus pesos sinápticos y 
logren reducir el error. En la siguiente iteración y se compara nuevamente teniendo en cuenta 
también el valor del error obtenido anteriormente. 
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3.10. MARCO LEGAL 
En la normativa colombiana, existe la RESOLUCIÓN 610 del 24 de marzo de 2010, por 
la cual se modifica la resolución 601 del 4 de abril de 2006, donde establece la Norma de Calidad 
del Aire o Nivel de Inmisión, para todo el territorio nacional en condiciones de referencia.  
  El Ministerio de Ambiente, Vivienda y Desarrollo Territorial, de acuerdo a los numerales 
10, 11 y 14 del Artículo 5 de la Ley 99 de 1993, el cual determina las normas ambientales mínimas 
y las regulaciones de carácter general aplicables a todas las actividades que puedan producir de 
manera directa o indirecta daños ambientales y dictar regulaciones de carácter general para 
controlar y reducir la contaminación atmosférica en el territorio nacional. 
Que de conformidad con los artículos 6, 10 y 12 del Decreto 948 de 1995, corresponde a 
este Ministerio establecer la norma nacional de calidad del aire, o nivel de inmisión, para todo el 
territorio nacional en condiciones de referencia y establecer la concentración y el tiempo de 
exposición de los contaminantes para cada uno de los niveles de prevención, alerta y emergencia. 
Dicho lo anterior, se puede establecer cuáles son los niveles permisibles que dicta la norma 
en el territorio nacional, sin embargo, se debe exponer el artículo que constituya el parámetro 
evaluado en el estudio de caso, siendo este el PST. Por lo tanto, se hace énfasis en el artículo 4 de 
la resolución mencionada, que dice: 
“Artículo 4. Niveles Máximos Permisibles para Contaminantes Criterio: Se establecen los 
niveles máximos permisibles en condiciones de referencia para contaminantes criterio, 
contemplados en la Tabla 1. de la presente resolución, los cuales se calcularán con el promedio 
geométrico para PST y aritmético para los demás contaminantes: 
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Tabla 1 Niveles máximos permisibles para contaminantes criterio. 




PST µg/m3 100 Anual 
  300 24 horas 
PM10 µg/m3 50 Anual 
  100 24 horas 
Nota: mg/m3 ó  µg/m3: a las condiciones de 298,15 ° K y 101,325 K Pa.  (25 ° C y 760 mm Hg) 
Parágrafo Primero: Las autoridades ambientales competentes deberán iniciar la medición de 
PM2.5, cuando se presente incumplimiento de alguno de los niveles máximos permisibles de 
PM10. Sin perjuicio de lo anterior, las autoridades ambientales pueden medir PM2.5, de acuerdo 
con lo establecido en el Protocolo para el Monitoreo y Seguimiento de la Calidad del Aire. 
Parágrafo Segundo: Las autoridades ambientales competentes que a la fecha de 
publicación de la presente resolución operen medidores de PST deberán mantenerlos operando 
siempre que se presente incumplimiento de los niveles máximos permisibles, de acuerdo con lo 
establecido en el Protocolo para el Monitoreo y Seguimiento de la Calidad del Aire. 
Parágrafo Tercero: Las autoridades ambientales competentes deben realizar las 
mediciones de los contaminantes criterio establecidos en el presente artículo, de acuerdo con los 
procedimientos, frecuencias y metodología establecidas en el Protocolo para el Monitoreo y 
Seguimiento de la Calidad del Aire que adoptará el Ministerio de Ambiente, Vivienda y Desarrollo 
Territorial. 
 Parágrafo transitorio: Hasta el 31 de diciembre de 2010 el nivel máximo permisible anual 
de PM10 será de 60 µg/m3 y el nivel máximo permisible para 24 horas de PM10 será de 150 
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µg/m3. Los niveles máximos permisibles para PM2.5 empezarαn a regir a partir del 1° de enero 
de 2011.” 
 De lo anterior, se tendrá en cuenta las concentraciones arrojadas en el estudio para la 
evaluación y análisis del cumplimiento o no de la normativa colombiana. 
3.11. ÁREA DE ESTUDIO 
La ciudad de Santa Marta bordea el sector oriental de la bahía que lleva su nombre. Está 
situada entre los 11°14'50'' de Latitud Norte y los 74°12'06'' de Longitud Occidental, a una altura 
de 6 metros sobre el nivel del mar. 
 
Figura 9. Localización geográfica del Área de estudio, Santa Marta. 
- Descripción del clima 
La información de referencia para el análisis del componente climatológico fue consultada 
en la red climatológica del Instituto de Hidrológica, Meteorología y Estudios Ambientales 
(IDEAM), para lo cual se consultó información de la estación meteorológica Simón Bolívar 
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presente año. La Tabla 2 muestra la descripción de dicha estación meteorológica. 
Tabla 2 Estación utilizada para el análisis climatológico. 
Código Tipo Nombre Sub 
Cuenca 
Dpto. Mun. Coord. Msnm F. 
instalación 
1501505 SP Simón 
Bolivar 




4 Jun 1952 
SP: Sinóptica Principal 
-Precipitaciones medias 
El régimen normal de la precipitación está determinado por la situación geográfica y por 
la influencia de algunos factores importantes, tales como la circulación atmosférica, el relieve, la 
integración entre la tierra y el mar, la influencia de áreas selváticas o boscosas. La presencia de 
la Sierra Nevada de Santa Marta trae como consecuencia cierta clase de fenómenos: se opone al 
paso de los vientos alisios que soplan del norte y noreste principalmente, por ello los flancos norte 
y noreste presentan mayor nubosidad y precipitación. Las nubes que dan contra el macizo 
ascienden por efecto del relieve y se precipitan, las que logran pasar la alta barrera, se disuelven 
por el efecto de “fohen” en la vertiente opuesta. Lo anterior explica el porqué de la característica 
seca de la vertiente occidental de la Sierra y el área de Santa Marta. 
- Rosa de vientos 
Los resultados de la Rosa de Vientos se presentan en la figura 10 como una función de 
las velocidades y direcciones del viento, para 8 direcciones predominantes manejados por la 
IDEAM. En esta, se observa un predominio en la dirección del viento de Norte, Noroeste, 
(soplando al Sur, suroeste, respectivamente), es decir, que la dirección predominante es Norte, 
con un 26% de frecuencia acumulada, seguida por las direcciones Noreste y Sur, con un 
porcentaje acumulado porcentual de 15% y 10%, respectivamente. Nótese que anualmente 
predominan unas velocidades superiores a 5m/s, es decir, la ciudad presenta vientos 
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relativamente fuertes en el transcurso del año por su cercanía al mar y sus características 
climatológicas. 
 
Figura 10 Direcciones y velocidades predominantes de los vientos en Santa Marta (IDEAM, 
1999). 
 
- Humedad relativa  
Debido a encontrarse en cercanías al Mar Caribe los valores de humedad relativa son altos, 
sin embargo, los promedios multianuales oscilan entre 72% y 79%; el promedio más bajo de 
humedad relativa se presenta en el mes de marzo, lo cual coincide con la época seca que se presenta 
en el litoral Caribe colombiano, asimismo el valor más alto coincide con la época húmeda en el 








En los datos de evaporación se observa claramente el predominio de las dos épocas más 
significativas que se presentan en el Caribe, evidenciando una abundante evaporación en los 
primeros meses del año y luego un descenso significativo a partir del mes de octubre hasta el mes 
de noviembre, debido a las abundantes precipitaciones. 
 
Figura 12 Evaporación mensual en Santa Marta (CIOH. 2014) 
 
- Brillo solar 
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En Santa Marta la deficiencia de humedad y la baja frecuencia de nubosidad en la atmósfera 
producen un aumento del brillo solar presentado valores bastante significativos hasta 280 horas. 
- Temperatura 
Las temperaturas máximas superan los 33.0ºC entre los meses de febrero y abril, mientras 
que las mínimas más bajas se encuentran por debajo de los 22ºC entre los meses de diciembre y 
enero. Los promedios mensuales de temperatura más altos que superan los 28ºC se presentan entre 
el mes de abril y el de julio. 
Tabla 3 Temperatura mensual en Santa Marta. 
Mes Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic 
Mínima 21.8 22.6 23.4 24.3 24.7 24.3 23.9 23.9 23.6 23.5 23.1 22.1 
Media 27.4 27.7 28.1 28.7 28.8 28.8 28.7 28.4 28.1 27.9 27.8 27.6 
Máxima 32.8 33.2 33.4 33.3 32.6 32.6 32.8 32.5 32.1 31.9 32.1 32.4 
 
A continuación, la tabla 4 hará énfasis en comparar los diferentes parámetros climáticos 
mencionados anteriormente que presenta la ciudad de Santa Marta. 
Tabla 4 Parámetros climáticos mensuales en Santa Marta. 
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4.1. OBJETIVO GENERAL 
 Implementar una técnica computacional que permita modelar el comportamiento de los 
niveles de concentración de PM10 en la ciudad de Santa Marta utilizando herramientas de 
aprendizaje de máquina  
4.2. OBJETIVOS ESPECÍFICOS  
● Establecer y desarrollar una metodología para el tratamiento de los datos de las series de 
tiempo de las estaciones de monitoreo de calidad del aire seleccionadas para el estudio a 
realizar en la ciudad de Santa Marta.  
● Implementar una herramienta de aprendizaje de máquina para el pronóstico de los niveles 
de material particulado en la ciudad de Santa Marta. 
● Evaluar la técnica implementada mediante el desarrollo de pruebas experimentales usando 





Cuando se realizan estudios sobre series de tiempo, la metodología a implementar está ligada 
a los datos con los que se trabaja y el tipo de resultados al que se espera llegar, es decir, depende 
del tipo de datos, la cantidad, la escala temporal en la que se encuentran y en la que se desea 
trabajar, entre otros factores. 
De esta manera, la metodología implementada para este estudio se encuentra dividida en tres 
fases. La primera incluye la selección y transformación (cambio de escala temporal) de los datos, 
eliminación de datos outliers, estandarización y normalización de los datos. Posterior a esto, la 
segunda fase corresponde al diseño del modelo de red neuronal y finalmente, la tercera fase de la 
metodología aplicada involucra el entrenamiento y validación de la red y la obtención de los 
resultados. 
 




A continación, se explican detalladamente cada una de las fases seleccionadas para ésta 
metodología: 
5.1 FASE 1 
La primera fase de la metodología a implementar cobija todo el pre procesamiento de los 
datos que se ha de realizar antes de ingresarlos a la red neuronal. Esto es debido a que los datos 
recolectados no se encuentran en la escala de tiempo deseada, poseen datos faltantes y/o outliers 
y también es necesario estandarizarlos y normalizarlos con el fin de obtener resultados más 
precisos. 
5.1.1 Selección de los datos y transformación de escala de tiempo 
La selección de los datos de las series de tiempo a trabajar se realizará teniendo en cuenta 
el tipo de variable que mide la estación de monitoreo del SVCA y la cantidad de datos disponibles 
por estación. De esta manera, se trabajará con las series de tiempo de estaciones de monitoreo que 
miden la variable PM-10 y que tengan la mayor cantidad de datos para obtener unos resultados 
más precisos a la hora de ser procesados por la red neuronal. 
La siguiente figura muestra la distribución espacial de las estaciones de monitoreo del 




Figura 14 Distribución espacial de las estaciones de monitoreo del SVCA. 
 
Tabla 5 Variables de medición de las estaciones de monitoreo. 
Estaciones de PM-10 Estaciones de PST 
Club Santa Marta (2) Invemar (1) 
Molinos Santa Marta 
(6) 
Centro Ejecutivo (3) 
Zuana (7) Cajamag (4) 
Carbograneles (9) Batallón (5) 
Don Jaca (10) Aeropuerto (8) 
Alcatraces (11) Don Jaca (10) 
 Alcatraces (11) 
 Paparé (12) 
 
Posterior a la selección de los datos a trabajar, el primer procesamiento se trata del 
escalamiento de las series de tiempo. Originalmente, los datos brindados por el SVCA se 
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encuentran medidos con una periodicidad de tres (3) días. Puesto que la escala de tiempo sobre la 
cual se desea trabajar es en meses, se hace necesario aplicar la media geométrica sobre los valores 
de cada mes de las series de tiempo y así obtener un valor mensual que no se ve afectado tan 
drásticamente por valores outliers en comparación con otros promedios. 
5.1.2 Eliminación de outliers  
Teniendo en cuenta de que éstas series de tiempo cuentan con datos atípicos debido al 
malfuncionamiento de la estación de monitoreo, o errores en la medición de los datos, las series 
de tiempo originales cuentan tanto con valores fuera del rango promedio en el que se mueve la 
serie como valores faltantes o cero. De este modo, una vez que los datos se encuentran en la escala 
de tiempo deseada, se procederá a realizar el suavizado de la serie de tiempo para reducir los datos 
outliers. Para este proceso se ha decidido aplicar el filtro de Savitzky-Golay, puesto que es un filtro 
que brinda excelentes resultados al suavizar series de tiempo tal como lo dice Orfanidis en su libro 
Introduction to Signal Procesing. El filtro Savitzky-Golay es una generalización de los filtros de 
impulso finito como lo es el filtro de promedios móviles, y puede conservar más contenido de alta 
frecuencia de la señal deseada al costo de no remover mucho ruido como el otro. Por otra parte, 
Azami et al (2012) utilizaron un filtro para suavizar la serie de tiempo a manera de pre-
procesamiento de la misma para luego extraer información de ella. Comparando los filtros de 
media móvil y Savitzky-Golay obtuvieron como resultado de que el filtro Savitzky-Golay brinda 
mejores resultados a la hora de realizar el suavizado de una serie de tiempo que el filtro de media 
móvil.  
Además, tanto el grado polinomial, como la ventana espacial para cada convolución serán 
definidos de manera objetiva teniendo en cuenta el hecho de que el filtro si realice una reducción 
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del rango de los outliers en comparación con los demás datos y, que al mismo tiempo los 
componentes de la serie no se vean afectados por el mismo. 
5.1.3 Estandarización y normalización de los datos 
Finalmente, después de haber realizado la selección, transformación y suavizado de las 
series de tiempo, la parte final de la fase de pre procesamiento corresponde a la estandarización y 
la normalización en el rango [0,1] ya que la normalización garantiza que los datos se distribuyen 
uniformemente entre las entradas de red y las salidas (Mendelssohn, 1993) y también hace que el 
entrenamiento de la red sea más rápida y eficiente en cuanto a la memoria y obtenga resultados de 
pronóstico precisos (Nicolus y Rotich, 2012). 
5.2 FASE 2 
La fase dos está enfocada en el diseño de la red neuronal donde se determinará la cantidad 
de capas y la cantidad de neuronas por capa, teniendo en cuenta principalmente el tipo de resultado 
que se espera obtener y la ventana de tiempo para los datos de entrada.  
5.2.1 Diseño de la red neuronal 
Se deben tener en cuenta ciertos factores cruciales al momento de diseñar una arquitectura 
de red neuronal. Uno de estos factores es el número de neuronas de entrada, el cual se define 
experimentalmente dependiendo de la ventana de tiempo que se desee trabajar (cantidad de datos 
por cada interación). El segundo factor determinante, es la cantidad de capas ocultas, por lo general 
sólo se utiliza una capa para regresiones. La cantidad de neuronas para la capa oculta será 
determinada utilizando la la regla de la pirámide geométrica “geometric pyramid rule” Masters 
(1993) que se define como la raíz de la multiplicación del número de entradas n por el número de 
salidas m de la Red Neuronal, que se puede expresar como: 𝑥 = 	 𝑛 ∗ 𝑚 
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Un factor decisivo para el haber utilizado los dos anteriores, es el hecho de que si se utilizan 
más capas de entrada y más neuronas por cada una de estas capas de las que se debería, los 
resultados se verán expuestos a un sobre ajuste y si por el contrario no se utilizan las suficientes 
capas y/o neuronas, la red neuronal puede llegar a no producir resultado alguno. Finalmente, otro 
factor a resaltar es el tipo de resultado que se espera obtener, es decir, si los datos a tratar serán 
utilizados para clasificación o para regresión, de esta manera se sabrá la cantidad de neuronas de 
salida. Así, si se desea realizar una clasificación, el número de neuronas dependerá de la cantidad 
de clases para clasificar, y si es de regresión como en este caso, sólo se necesitará una neurona de 
salida. 
5.3 FASE 3 
Para el desarrollo de la tercera fase, cada una de las series de tiempo será dividida en dos 
partes, siguiendo el esquema general planteado por Bowden et al. (2002), donde toman un 80% de 
los datos para el entrenamiento, mientras que el 20% restante es utilizado para la validación y 
prueba de la Red Neuronal implementada. Sin embargo, tras el preprocesamiento de las series de 
tiempo, las series resultantes cuentan con pocos datos, por lo que el 20% solo será para validación 
del modelo y no se realizará prueba de este. 
5.3.1 Entrenamiento de la red neuronal 
Antes de realizar el entrenamiento, hay que realizar un último procesamiento de los datos 
seleccionados para éste, el cual es dividirlos en tuplas de cuatro valores donde los primeros tres 
valores serán las entradas 𝑛,, 𝑛-	𝑦	𝑛P de la red neuronal y el cuarto valor será el valor esperado en 
la salida de la red neuronal que será el valor 𝑛Q siguiendo el orden en la serie de tiempo. Luego 
entonces, para la segunda iteración, el primer valor de la tupla será el segundo de la tupla anterior, 
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el segundo el tercero y así sucesivamente hasta completar el máximo de iteraciones posibles. Esta 
selección de tuplas con ventana móvil se puede definir como: 
                   (10) 
Ecuación de ventana móvil para el entrenamiento de la Red Neuronal. 
Donde xi-1, xi-2, xi-3 son los valores de entrada, xi el valor de salida generado por la Red Neuronal 
y el cuarto valor será el dato de la serie de tiempo que corresponda en índice a xi. 
 
Una vez que las tuplas de datos están construidos, el entrenamiento consiste en alimentar 
la red neuronal con el set de datos de entrenamiento cierta cantidad de veces, con el fin de que la 
red neuronal aplique el algoritmo de retro propagación y así logre ajustar sus pesos 
automáticamente hasta reducir el error a lo menos posible. Este proceso de entrenamiento se 
realizará para cada una de las funciones de activación seleccionadas y todas las series de tiempo. 
5.3.2 Validación del entrenamiento de la red neuronal 
La validación del entrenamiento de la red neuronal consiste en tomar los datos de 
validación y agruparlos de la misma manera que con los de entrenamiento con la diferencia de que 
las tuplas sólo serán de tres valores puesto que la red neuronal ya se ha entrenado. Una vez 
ingresados los datos en la red neuronal, se compararán los resultados con los datos reales utilizando 
el RMSE y el MAE  y también, se medirá el IA para cada una de las estaciones y cada una de las 
funciones de activación al igual que en el entrenamiento de la red. 
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6. RESULTADOS Y DISCUSIÓN 
Tras la implementación de la metodología seleccionada para la realización del estudio, a 
continuación, se describen los resultados obtenidos en cada una de las fases descritas previamente: 
6.1 FASE 1 
6.1.1 Selección y transformación de escala de tiempo 
Las gráficas que se presentan a continuación pertenecen a las estaciones de monitoreo del 
SVCA que miden la variable PM-10 sin procesamiento previo. En el anexo 1 se encuentran los 
datos de las estaciones de monitoreo seleccionadas. 
 
Figura 15 Serie de tiempo de la estación de monitoreo Club Santa Marta. 
 
En la figura 15, se puede observar la serie de tiempo de la estación de monitoreo Club 
Santa Marta en la escala original, donde claramente se identifican datos outliers a lo largo de toda 




Figura 16 Serie de tiempo de la estación de monitoreo Molinos Santa Marta. 
  
En la figura 16, se puede observar la serie de tiempo de la estación de monitoreo Molinos 
Santa Marta en la escala original, donde además de los datos outliers, se puede notar de que la 
serie posee un comportamiento irregular a partir de la segunda mitad en la cual los datos  se 




Figura 17 Serie de tiempo de la estación de monitoreo Zuana. 
  
La figura 17 corresponde a la serie de tiempo de la estación de monitoreo Zuana. La 
tendencia general de la serie se puede ver a simple vista de que es muy estable, pero también se 
puede ver que el valor de los outliers va incrementando conforme la serie avanza y al final se 




Figura 18 Serie de tiempo de la estación de monitoreo Carbograneles. 
  
En la figura 18, se aprecia la gráfica de la serie de tiempo para la estación de monitoreo 
Carbograneles donde, al igual que la serie de tiempo Zuana, presenta una tendencia estable salvo 
por los datos outliers que se encuentran en mayor cantidad al final de la serie. Es de notar que, a 
diferencia de las otras series de tiempo, al inicio ésta presenta valores muy altos de concentración 




Figura 19 Serie de tiempo de la estación de monitoreo Don Jaca. 
  
La figura 19 presenta la serie de tiempo para la estación de monitoreo Don Jaca. En esta 
serie de tiempo se puede notar una leve tendencia al alza en cuanto al nivel de concentración de 
PM10.  En cuanto a los datos outliers presentes, se encuentran dispersos a lo largo de toda la serie 




Figura 20 Serie de tiempo de la estación de monitoreo Alcatraces. 
La serie de tiempo para la estación de monitoreo Alcatraces se presenta en la figura 20. Es 
de notar que es una serie que cuenta con muy pocas mediciones y una tendencia bastante irregular. 
Ahora bien, la tabla 6 brinda estadísticas básicas de cada una de las series de tiempo 
anteriores. 
Tabla 6 Estadísticas básicas de las series de tiempo de PM-10. 
Estación N° de 
muestras 
Min. Max. Media Desviación 
estándar 
2 879 7.9 129.6 29.73 12.90 
6 450 13 194.5 49.25 29.60 
7 721 7.2 144.5 28.51 13.17 
9 1583 4.2 471.3 65.17 59.13 
10 793 6.1 99.2 34.80 15.15 
11 1296 3 88.7 26.04 11.08 
 
Debido a que la estación Carbograneles (9) fue dada de baja el 19 de Octubre de 2013 y la 
estación Alcatraces (11) fue dada de baja el 25 de Diciembre de 2014 , las estaciones Club Santa 
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Marta (2), Molinos Santa Marta (6), Zuana (7) y Don Jaca (10) serán las seleccionadas para 
continuar el proceso y realizar la regresión con la red neuronal. 
Sobre cada una de estas estaciones seleccionadas se aplicó la media geométrica cambiando 
la escala de tiempo de medición de 3 días a 1 mes. Las series de tiempo obtenidas se pueden ver 
en el anexo 2. A continuación, se pueden apreciar cada una de las series seleccionadas posterior al 
cambio de escala de tiempo. 
 




Figura 17 Serie de tiempo Molinos Santa Marta con intervalo de medición de 1 mes. 
 




Figura 19 Serie de tiempo Don Jaca con intervalo de medición de 1 mes. 
 
Las figuras 21, 22, 23, y 24 presentan los resultados obtenidos tras el cambio de la escala 
de tiempo de un periodo de 3 días a 1 mes aplicado a las series de tiempo Club Santa Marta, 
Molinos Santa Marta, Zuana y Don Jaca respectivamente. En la serie Club Santa Marta, se puede 
notar de que hay una tendencia al alza en cuanto al nivel de concentración de PM10, Los últimos 
datos de esta serie aún pueden ser considerados outliers puesto claramente se ve que no hacen 
parte del rango general en el que se encuentran las mediciones, aun así el incremento sigue siendo 
notable. 
En la serie Molinos Santa entre los meses 30 y 40 se aprecia un incremento abrupto que 
casi dobla el nivel de concentración de PM10 de un mes a otro pasando de un valor de 70g/m3a 
120g/m3. Aun así, en los 4 meses siguientes a esto, los valores de concentración se reducen hasta 
prácticamente cero y nuevamente volver al rango promedio de la serie con la tendencia al alza. 
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La gráfica obtenida para la serie Zuana muestra una serie de tiempo con una tendencia 
irregular y que continúa presentando datos outliers a lo largo de toda esta. Finalmente, la serie de 
tiempo Don Jaca evidencia una tendencia incremental con cambios abruptos del nivel de 
concentración de PM10 a lo largo de toda la serie. 
6.1.2 Eliminación de outliers 
Ya habiendo realizado la selección y escalado de las series de tiempo, la eliminación de 
datos outliers se ha realizado aplicando el filtro de  Savitzky-Golay con un grado de polinomio 𝑝 =7 y ventana de tiempo 𝑛 = 13 obteniendo los siguientes resultados. 
Para todas las gráficas a continuación, la línea roja punteada denota la serie de tiempo 
obtenida tras haber realizado el suavizado de ésta. Puesto que el grado polinomial del filtro ha sido 
7, la eliminación de outliers no ha sido de un cien por ciento (100%), pero a su vez, se ha realizado 
con el objetivo de poder conservar los componentes tendencial y estacional de las series. 
 




En la figura anterior, claramente se puede notar cómo incrementa el valor de las mediciones 
respecto al componente tendencial, además, cada vez son más altos los picos del componente 
estacional que tiene una frecuencia de un promedio de 6 meses, lo cual concuerda con los meses 
de abril, mayo, junio julio y hasta agosto, coincidiendo con los tiempos de vacaciones de mitad de 
año, donde la cantidad de fuentes fijas y móviles se incrementa notoriamente. 
 
Figura 21 Suavizado de la serie de tiempo Don Jaca. 
 
Al igual que la serie de tiempo de la estación Club Santa Marta, la serie de la estación Don 
Jaca presenta un incremento progresivo en cuanto al componente tendencial. En cuanto a los 
niveles altos de concentración, estos están presentes la mayor parte del año excepto de septiembre 
a noviembre donde la ocupación turística en la ciudad es realmente escasa, además de que la 




Figura 22 Suavizado de la serie de tiempo Molinos Santa Marta. 
 
Sin duda alguna, esta es la serie de tiempo más estable en cuanto a estacionalidad y 
tendencia (la cual también tiende al alza) y además también cuenta con poca presencia de datos 
outliers. Sin embargo, esta es la estación que cuenta con los registros más altos de concentración 
de PM-10, con una primera incidencia en enero y febrero de 2012, el tope más notorio entre los 




Figura 23 Suavizado de la serie de tiempo Zuana. 
 
Aun habiendo aplicado el suavizado sobre la serie de tiempo de la estación Zuana, esta 
serie es la que más datos outliers presenta en comparación con las demás. Puede observarse que 
mantiene una tendencia estable, sin embargo, las altas concentraciones de PM-10 se presentan a 
lo largo de todo el año, exceptuando los meses de baja ocupación turística (desde septiembre a 
noviembre) y puede ser debido a que se encuentra en zona de alto tráfico vehicular al igual que 
Don Jaca. 
 
En la tabla 7 se pueden observar los datos estadísticos básicos de las series de tiempo 
después de haber aplicado el filtro. Para ver los datos obtenidos en el suavizado de las series de 
tiempo, puede ver el anexo 3.  
Tabla 7 Estadísticas básicas de las series de tiempo escaladas vs suavizadas. 
Estación N° de 
muestras 
Serie Min. Max. Media Desviación 
estándar 
2 98 Escalada 17.36 55.73 28.14 7.27 
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Suavizada 18.39 56.40 28.14 6.75 
6 50 Escalada 20.77 121.85 45.22 19.20 
Suavizada 21.55 92.42 45.23 17.36 
7 84 Escalada 14.53 51.94 27.20 7.75 
Suavizada 16.39 43.53 27.20 6.81 
10 86 Escalada 14.82 62.3 33.71 11.30 
Suavizada 14.22 57.16 33.72 10.71 
 
6.1.3 Estandarización y normalización de los datos 
Como último paso en la fase de selección y procesamiento de las series de tiempo, se aplicó 
la estandarización de los datos sobre cada una de ellas y posterior a ello, se normalizaron para que 
finalmente puedan ser ingresadas a la red neuronal. Ver anexo 4 y 5 para los resultados 
respectivamente.  
6.2 FASE 2 
6.2.1 Diseño de la red neuronal 
De acuerdo a la metodología especificada, el diseño de la red neuronal en tres capas, una 
capa de entrada donde habrán tres (3) neuronas,  lo que significa que para cada iteración de la red, 
la tupla de entrada tendrá una ventana de tiempo para los datos 𝑦", 𝑦"T,, 𝑦"T- . Aplicando “rule of 
thumbs” con 𝑛	 = 	3, la ecuación queda como 	-P (3), que nos da como resultado dos (2) neuronas 
para la capa oculta y finalmente una (1) neurona para la capa de salida. En la imagen a continuación 




Figura 24 Diseño de la arquitectura de la red neuronal. 
 
6.3 FASE 3 
Finalmente, en la fase 3 se ha desarrollado el entrenamiento de la red neuronal y validación 
del mismo.  
6.3.1 Entrenamiento de la red neuronal 
El entrenamiento de la red neuronal se realizó para las funciones de transferencia 
Sigmoidea y Gaussiana con el fin de utilizar la que brinde los resultados más óptimos en cuanto 
al RMSE, MAE e IA. 
A continuación, se presentan los resultados obtenidos en cuanto al entrenamiento de la red 
neuronal para cada una de las funciones de activación. 
Tabla 8 Resultados del entrenamiento de la red neuronal utilizando diferentes funciones de 
activación. 
Estación Cantidad de pasos Error de entrenamiento 
Sig Gaus Sig Gaus 
2 153 228 0.060 0.075 
6 3540 228 0.090 0.104 
7 4848 439 0.158 0.200 




En la tabla se puede apreciar que la función Sigmoidea necesita más pasos para converger 
que la Gaussiana, sin embargo, con esta misma se obtiene un menor error en el entrenamiento, 
resultando ser más precisa. 
6.3.2 Validación de los resultados obtenidos 
Posterior al entrenamiento de la red neuronal, se realizó validación del modelo ingresando 
los datos de validación a la misma y con los resultados obtenidos se realizó la medición de los 
errores y el índice de concordancia con el objetivo de conocer el grado de error y precisión del 
modelo implementado. En la siguiente tabla se pueden observar los valores obtenidos para ambas 
funciones de activación. 
Tabla 9 Error y precisión obtenidos para las funciones de activación Sigmoidea y Gaussiana. 
Estación RMSE MAE IA 
Sig Gaus Sig Gaus Sig Gaus 
2 5.25 6.03 27.57 36.38 0.85 0.81 
6 5.76 7.57 33.19 57.43 0.95 0.93 
7 4.51 4.53 20.38 20.59 0.88 0.87 
10 4.59 4.68 21.15 21.90 0.95 0.94 
 
En la tabla 9 se puede notar que tanto para el RMSE como el MAE obtuvieron valores muy 
altos, donde posiblemente estos valores sean debidos a ruido de trasfondo que no pudo ser 
eliminado con el preprocesamiento de los datos, puesto que la fluctuación de éstos es muy alta y 
también influye el hecho de que se realizó el entrenamiento Red Neuronal con una sola variable y 
se cuentan con muy pocos datos para ello, lo que se traduce en la necesidad de la inclusión de más 
variables para que la herramienta pueda arrojar mejores resultados. 
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Por otra parte, se obtuvo un IA significativamente alto para ambas funciones de 
transferencia lo que quiere decir que la Red Neuronal puede modelar las series de tiempo de los 
niveles de concentración de PM10 con una alta precisión. Sin embargo, el haber obtenido un MAE 
con valores tan altos puede significar que realmente el IA sea inferior al obtenido, ya que éste 
puede estar arrojando valores con el ruido que viene de la serie de tiempo. Aún así, con la 
posibilidad de implementar un modelo más robusto y la inclusión de otras variables meteorológicas 
al modelo planteado el IA podría mantenerse e inclusive incrementar. 
Finalmente, teniendo en cuenta que la función Sigmoidea entregó valores inferiores en el 
error del entrenamiento y, tanto el RMSE como el MAE son inferiores en comparación con la 
función Gaussiana además de que también brinda un mayor índice de concordancia, es por tanto 
la función de activación con la que la red neuronal realiza el mejor modelado de las series de 
tiempo. 
En las figuras 30, 31, 32 y 33 se presenta gráficamente los resultados obtenidos tras el 
entrenamiento y validación del modelo de Red Neuronal implementado para el modelado del 
comportamiento de las series de tiempo Club Santa Marta, Don Jaca, Molinos Santa Marta y Zuana 
respectivamente. La línea gris representa la serie de tiempo en escala mensual, la línea azúl son el 
80% del total de los datos suavizados que fueron utilizados para el entrenamiento de Red Neuronal, 
la línea verde denota el 20% restante utilizado para la validación del modelo y la línea roja los 





Figura 25 Predicciones realizadas sobre la serie de tiempo Club santa marta. 
 
Los resultados a apreciar en la figura 30 son los obtenidos para la serie Club santa Marta 
donde los valores obtenidos para la validación del modelo son muy similares a los de la serie de 







Figura 26 Predicciones realizadas sobre la serie de tiempo Don Jaca. 
 
La serie de tiempo Don Jaca y los resultados obtenidos para su modelado se pueden 
observar en la figura 31, donde se puede notar que en la depresión los datos arrojados por la Red 
Neuronal llegan más abajo que los suavizados, pero esto ha de ser debido al cambio tan fuerte de 





Figura 27 Predicciones realizadas sobre la serie de tiempo Molinos Santa Marta. 
 
El modelado realizado para la serie de tiempo Molinos Santa Marta, que se puede ver en 
la figura 32 muestra que la Red Neuronal realizó un modelado bastante cercano a los datos 
suavizados puesto que la serie no tiene cambios abruptos de un momento a otro, sino que por el 




Figura 28 Predicciones realizadas sobre la serie de tiempo Zuana. 
 
Para la serie de tiempo Zuana, se puede ver en la figura 33 de que la Red Neuronal le es más 
difícil realizar un modelado preciso cuando la serie de tiempo presenta tantos altibajos en un 
periodo de tiempo tan corto. Se puede notar un un pequeño desfase en algunos puntos de la 
validación del modelo, sin embargo continúa siendo bastante preciso y mantiene la tendencia de 





Con el desarrollo de este trabajo, se ha logrado implementar un sistema de modelado y 
predicción del comportamiento de una variable para el nivel de concentración de PM-10 en la 
ciudad de Santa Marta. Dicho sistema se basa en los datos históricos de las estaciones de monitoreo 
del SVCA y un modelo de red neuronal artificial entrenada con el algoritmo de retro propagación 
del error. El modelo de red neuronal artificial seleccionado fue un sistema de 3 neuronas de 
entrada, 2 en la capa oculta y una neurona de salida, entrenada con el algoritmo de retro 
propagación del error y la función Sigmoidea como funcioón de transferencia, puesto que presentó 
valores inferiores tanto en el RMSE como el MAE y un mayor IA en comparación con la función 
Gaussiana. Del mismo modoo, gracias a la facilidad para trabajar con problemas de alta 
dimensionalidad que brindan las redes neuronales frente a modelos estadísticos tradicionales, se 
ha logrado obtener un sistema con un nivel de precisión bastante aceptable aun contando con series 
de tiempo tan irregulares como lo son las medioambientales y aún así, el alto índice de 
concordancia obtenido muestra que el modelo de Red Neuronal Implementado logra modelar el 
comportamiento de las series de tiempo con bastante exactitud. 
Es por esto que el éxito en la implementación de una herramienta de modelado y/o 
predicciones de una sola variable e inclusive, modelos más complejos, no solo se debe al trabajo 
realizado sino también a la calidad de la información con la que se cuenta, ya que series de tiempo 
con una cantidad considerable de datos faltantes o datos outliers incrementa la dificultad para 
obtener resultados coherentes y hace necesario realizar más procedimientos para ello. Y 
finalmente, la adopción y el incremento en el uso de estos sistemas que utilicen herramientas de 
aprendizaje de maquina, facilita enormemente el trabajo a los investigadores ya que pueden 
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obtener mejores resultados en menos tiempo, brindando así la posibilidad de enfocarse más en el 
análisis de los resultados que en el proceso de tratamiento y procesamiento de los datos. 
8. RECOMENDACIONES Y TRABAJOS FUTUROS 
En el futuro, la adición de un modelo del error para el dispositivo de medición usado en el 
proceso de monitoreo de la calidad del aire, podría mejorar la representación de los datos por el 
modelo de red neuronal puesto que la inconsistencia en la frecuencia de medición de los 
dispositivos complica las posibilidades de realizar este tipo de estudios. Adicionalmente, si se 
pudiera contar con otras variables como mediciones climáticas, esto permitiría realizar estudios 
más robustos que el actualmente implementado y del mismo modo, el SVCA sería una 
infraestructura de monitoreo más confiable. 
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10. ANEXOS 
 
ANEXO 1 DATOS DE LAS ESTACIONES DE MONITOREO SELECCIONADAS. 
Estación Alcatraces 
1 2 3 4 5 6 7 8 
29.4 45.9 18.8 9 26.6 28.5 15.9 9.3 
33.7 30.6 22.1 11.1 26.3 29.5 27.8 13.6 
31.3 47.5 5.2 12 27.3 30.7 22.9 13.6 
21.6 59.5 33.1 5.8 22.8 19.8 22.2 13.4 
26.1 60.4 25.6 11.6 26.3 23.3 11.2 6.3 
31.2 42.7 25.6 3.4 24.6 29.3 9.7 6.9 
30.3 25.2 37.7 11.3 28.8 22.3 19.9 11.3 
17.1 23.9 17 11.7 24.5 25.6 15.7 12.3 
26.8 26.6 18.7 14.8 26.9 32.9 17.2 16.6 
26.9 38.1 18.8 15.3 38 30.4 35.1 15.3 
40 31.4 32.8 11.1 31.1 28.9 14.9 6 
31.3 31.1 20.6 20.4 50.1 23.1 28.4 15.4 
32.4 25.6 20.5 20.9 35.5 6 15.8 13.8 
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58.3 22.3 19 24.3 31.2 8.6 25.1 15.4 
41.3 30.2 10.8 23.6 38.2 19.5 41.8 18.7 
38.9 41.8 11.7 21.3 36.6 9.6 22 15.8 
35.6 31.4 16 10.5 39.2 14.4 23 15.9 
31.6 25.9 14 5.4 44 31.2 19.5 18.3 
27.9 23.4 13 15.1 45.7 21.5 14.8 20.3 
26.7 31.1 15.6 20.6 53.7 20.7 12 19.8 
54.7 17.7 9.6 16.8 45.5 35.6 22.5 20.3 
70.7 17.5 10.4 7.4 46.3 20.9 14.2 24.3 
56.4 12.9 18.8 19.9 37 23.6 13.3 23.4 
71.4 20.6 12.9 16.4 29.8 41.7 10.4 22 
61.1 27.2 13.3 24.5 34.1 24.7 13.4 23.8 
41.7 30 12 25.3 30.4 29.9 12.5 26.5 
44.4 21.9 11.6 31 37.5 16.6 12.4  
 
Estación Carbograneles 
1 2 3 4 5 6 7 8 
37.8 45.1 14.7 22.3 16.2 29.9 24.5 29.7 
49.8 46 25 28.3 16.5 31.8 32.9 25 
67 36.5 17.5 34.7 12.5 25 23.9 32.4 
66.6 33.2 21 34.9 12.9 21.7 28.6 27.4 
49.5 35.2 14.6 28.4 8.3 21.6 29.1 21.6 
72.1 25 36.9 42.8 19.8 22.8 25.8 24 
73.3 36.9 15.8 37.3 15.9 17.6 33.6 23.1 
47.7 46.9 20.5 48.1 16.8 23.1 28.8 25.4 
101.1 36.7 17.9 38.7 14.7 30 33.8 30.7 
64.8 31.6 32.6 37.9 15.2 24.2 25.5 22.9 
98.3 37.2 23.9 49.9 16.9 24.2 32.6 22.6 
97.8 39.3 27.3 40.5 18.9 24.3 25.4 25 
61.7 39.4 20.1 33.2 14.9 13.7 28 48.8 
99.2 36.8 19.2 12.3 17.1 19.6 24.7 28.5 
98.3 45.7 16.3 26.7 16.3 35.9 31.2 16 
109.4 36.3 17.6 35.3 18.9 37.3 24 20.6 
89.6 35.4 15 37.8 20.9 24.1 31 22.7 
85.6 28.6 19.8 50.3 12.4 23.8 28.9 21.1 
77.6 19.8 19.3 12.8 10.9 16.7 27.4 28.6 
100.6 24.4 16.7 46.9 14 17 29.5 21.4 
113.9 17.3 22.2 42.8 12 18.9 22.7 20.9 
85.2 27.4 15.2 14.9 26.3 42.6 26.4 41.9 
112.3 24.5 26 46.9 16.7 23.4 20.9 21.3 
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87.9 29.5 17.9 43.6 12.4 48.7 30.3 17.7 
68 18.3 31.2 12.9 19 20.1 22.3 23.8 
26.2 18.6 26.5 33 18.6 17.2 33.7 38.8 
49.3 13.9 24.9 39.8 14.7 21 23.6 30.8 
61.5 21.9 12.6 12.8 14.3 20.5 32 25.4 
82.7 24.5 20.9 44.6 11.9 54.2 34.3 24.3 
101.8 19.2 19 51.1 13.1 76.9 42.8 30.3 
94.2 31.5 24.9 40.8 12.8 25.4 34.2 24.3 
79.7 31.4 19 40.8 25.4 79.6 34.8 21.6 
105.6 36.9 26.1 39.5 17.7 24.5 34.1 19.7 
102.3 28.7 21 12.7 12.2 54.5 35.2 25.6 
106.8 39.1 28.1 36.3 15 13.9 33.3 15.7 
96.1 38 20 38.4 17 20.5 36.4 26.8 
79.9 46.1 31.8 39.8 19.2 17.9 30 37.6 
73.1 35.5 41.7 42.8 15.3 18.5 35.2 37.3 
90.7 36.3 31.8 38.7 16.7 65.7 51.2 29.3 
56.4 47.1 28.6 39.7 25.9 44.6 74.2 26 
82.5 34.2 28.4 45.5 22.9 19 63.4 27 
74.6 22.6 19.8 42.6 18.5 41.4 59.6 33.6 
66.9 39.1 16.6 24.2 25.2 34.9 45.6 25.7 
69.3 25.9 10.8 38.9 30.2 46.4 68.2 25.6 
74.7 34.8 27.2 41.1 18.1 34.3 36.5 25.8 
64.6 24.7 20.9 44.7 25.6 34 42.9 18.5 
20.3 22.4 32.1 35.6 20.2 47.2 30.5 37.5 
53.6 17.6 21 43.9 19.6 47 60.2 25.1 
50.1 33.8 37.3 25.2 16.8 44.8 34.6 56.9 
57.8 27.3 30.7 28.3 30.6 36.2 35.8 32.7 
44.8 28.6 30 40 20.9 40.7 29.6 46 
41.4 18.7 19.4 41.4 29.4 36.6 36.9 35.9 
43 27.1 37.4 53 22.4 31.7 32.4 96.7 
14.1 16.1 21.3 41.8 36.2 14.9 44.2 32.1 
37.9 39.8 34.1 38.5 15.4 15.5 37 39.7 
56.6 12.9 18.1 24.2 28.8 11.4 41.2 48.2 
41 29.6 29.7 30.7 21.4 22.7 29.5 32.8 
20.6 20.9 17.4 47.2 34.1 20.2 46.7 144.5 
34 25.2 29.1 37.8 23.2 24.4 45.8 34.6 
29.7 24.5 17.7 57.1 34.9 23.1 42.2 39.8 
63.8 32.9 33.6 44.7 16.2 29.3 27.1 38.4 
18.4 22.8 19.6 38.8 24.8 40.5 62.6 40 
39 33.2 32.3 51.4 15.2 22.3 46.9 71.2 
39 14.5 32 42.5 26.4 22.3 42.2 46.9 
40.4 23.9 25.3 79 14.2 25.5 51.1 41.4 
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57 19.6 19.1 34.4 25.1 22.9 57.2 36 
50.8 32.3 33.7 25 15.4 24.9 66 30.9 
44.4 19.3 20.2 35.2 27.9 58.7 48.3 80.9 
37.3 7.9 16.3 19.6 18.7 27.6 57.8 32.2 
39.7 15.1 18.3 25.6 16.9 22.4 46.2 18.4 
42.9 8.3 14.4 27.2 34.3 26.8 43.6 18.4 
47.5 11.3 13.5 32.1 16.5 22 42.1 38.3 
45.1 10.8 33.6 26.8 36.6 20.9 42.4 40.2 
34.5 23 25.7 30.2 19.1 21.5 40.9 33.1 
50.9 13.5 34.4 37.1 54.2 20.8 38.2 31 
35.5 22.6 19.1 17.6 15.1 39.7 41.8 21.3 
39.1 8.3 22.2 32.2 11.8 28.6 43.1 29.8 
41.3 19.1 20.5 19.7 26.7 40.3 40.5 28.3 
26.5 14.1 20.7 27.4 36.5 40.1 35.5 92 
35.5 34.7 32.7 22.8 24.7 22.4 43.9 18.2 
15.4 21.1 39.1 24.9 36.4 44.6 37.5 25.7 
30.8 17.9 30.4 33.9 17.4 26.6 39.8 26.1 
17.6 17 32.1 28.4 29.3 18.5 47.7 21 
13.1 15.8 40.5 36.1 31.7 35.1 39.4 24.4 
26.5 19.6 27.5 28.6 52.3 19.8 36.8 26.6 
25.6 14.3 18.1 31.9 40.4 59.4 46.5 23.7 
20.1 27.8 28.9 30.9 43.8 18.4 40.5 31.3 
18.1 18.1 19.3 17.8 29 40.3 41.6 15.9 
25.1 20.4 31.7 17.6 41.6 27.8 39.1 33.8 
25.5 14.8 32.9 17.7 27.3 27.3 54 23.5 
31.7 17.8 18.8 23 54.4 22.3 38.2 25 
13.9 16.2 25.7 23.1 15.3 18 36.2 17.3 
25.4 9 12.4 41.2 10.9 35 36.3 81.8 
29.3 23.5 25.6 21.8 22.6 17.8 28.9 66.1 
28.1 11.3 26.7 19.6 34 46.8 37 17.2 
30.9 23.2 21 16.5 26.8 34.6 32.4 25.1 
18.5 15.4 17.9 19.8 56.1 56.1 29.4 26.2 
29.8 21.8 27.5 15.1 17.2 21.6 31.8 32 
28.8 12.7 22.3 17.6 31.2 19 39.1 19.5 
31.8 23.2 28.9 23.4 15.2 44.3 37.2 24.7 
31.2 13.5 49.6 21.4 23.8 18.7 27.7 25.3 
20 14.6 30.9 13.7 11.9 18.2 29.8 23.4 
22.1 9.7 18.2 12.6 12.9 35.3 31.9 22.4 
39.3 26.4 20.7 20.9 12.7 14.5 34 34.1 
26.2 26.6 16.1 20.2 27 68.3 32.5 20.5 
35.1 31.1 19 18.8 13.2 25 22.6 24.4 
29.6 13.3 23.1 16.9 25.1 32.2 32.2 35.8 
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35.7 15.1 20.8 34.6 19.4 37.3 23.3 25.3 
26.6 11 16 36 32.3 29.2 31.8 14.5 
37.8 20.9 27.6 16 13.3 14.6 30.5 21.1 
39.8 12.9 33.2 21.7 21.6 19 28.4 18.1 
26.2 21.5 16.4 18.7 18.3 23.6 28.5 34.8 
30.7 14.4 19 17.4 22.8 17.6 33.6 22.8 
21.6 20.9 21.6 16.8 16 41.5 29 22.7 
35.7 15.4 23.4 17.6 28.7 50.9 23 29.7 
42.9 19.7 32.3 27.6 21.3 52.8 31.8 37.3 
35.5 13.1 27.5 21.5 22.3 29.6 32.4 45.1 
18 20.5 21.5 13 28.8 14.2 34.6 95.5 
40.7 12.6 26 9.1 16.4 19.3 82.6 36.4 
19.6 12.4 19.2 13.6 22.6 40.4 20.5 29.7 
34.6 4.2 33.9 21.6 16.3 21.8 30.6 24.2 
14.3 17.3 20.7 15.7 26.4 32 26.9 31.6 
42.5 8.7 29.4 11.2 13.7 21.2 23.7 17.6 
37.6 12.7 23.2 15.3 40.6 19 21.6 18.4 
42.9 21.4 28.1 10.9 16.8 18.8 37.9 22.4 
53.5 12.2 28.1 33.6 38.7 31.8 41.5 14.6 
31.7 22.1 26.3 23.3 32.1 15.9 20.1 49.8 
37.2 9.6 17.4 21 21.4 33.9 25.4 30.1 
33.6 17.8 20.1 16.5 29.3 24.6 25.6 26.5 
37.3 9.5 23.6 21.3 44.8 20.9 26.3 18.4 
25.2 19.7 25.4 11.4 20.4 28.7 22.8 19.2 
90.3 11.1 40.6 16.8 27.4 40.5 23.7 19.3 
35.1 17.5 30 18.5 24.7 20.9 28.1 21.2 
39.3 7.8 21.3 15.2 33.2 25.6 29.7 16.8 
51.8 15.4 25.9 22.9 23.7 36.9 40.7 17.8 
34.7 7.5 32.4 14.8 16.2 35.1 29.8 14.4 
70 12.4 19.5 23.2 31 20.7 28.8 44.2 
39.9 22 17.7 21.3 38.5 20.2 22.5 13.4 
41.1 14.4 24 37.3 26.3 23.5 54.1 21.2 
33.6 25.2 27.5 14.3 15.8 28 31.4 25.7 
47 17.7 28.3 27.2 18.4 35 27.8 21.5 
47.9 8.6 20.3 15 16.4 31 20.9 28.1 
33.3 9.6 28.3 17.6 14.2 23.8 22.4 12.9 
49.9 27.6 27.6 10 24.7 30 22.5 19.7 
40.8 8.9 32.4 15.7 37 20.3 54.4 32.2 
47.8 32.1 20.9 22.1 10.9 25.2 58.9 93.9 
36.6 16.8 24.8 16.2 15.9 42.5 44.3 40.9 
48.2 12 22 12.6 20.5 20.9 39.7 18.1 
43.5 35.9 17 17 15.8 25.3 24.5 42 
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50.3 11.6 22.5 16.4 18.3 27 32.4 76.2 
34 32.4 15.4 17.9 27.2 16.4 25.8 57.3 
41.1 16.2 16.3 13.2 17.8 23.3 30.9 15.1 
44 28.6 24.6 16.8 19.8 38.2 27.7 18 
44.8 16.6 18.9 17.2 20.3 20.9 20.5 20.4 
35.9 34.6 26.1 12.4 41.9 24.1 64.3 14 
35.7 7 11.6 13.2 19.1 23.9 29.5 13.4 
16.7 35.6 12.8 12.6 18.6 22.6 39.3 21.7 
40.2 9.4 18.3 12.5 26.3 20.9 53.7 32.5 
38 37 19.9 15 21 26.7 48.9 15.2 
44.4 14.5 15.1 11.9 29.1 25.8 48.9 13.1 
40.2 45.3 18.6 13.2 15.4 22.3 37.4 22.9 
38.6 13.9 23.9 11.3 16.7 15.9 29.1 30.2 
38.3 34.3 7.2 13.1 13.8 26.3 46.8 21.8 
42 14.1 16.3 11.6 19.5 26.5 46.2 18 
40.6 24.8 27.2 12.5 13.3 24.7 73 87.6 
33.8 15.2 23.9 10.7 18.9 23 39.2 21.1 
41.7 36.2 16 14.3 24.9 28.2 34.1 30.4 
37.8 13.9 18.5 14.1 22.1 25.5 26.2 26.4 
39.9 34.3 16.7 13.2 21.1 30.2 25.8 23.4 
32.2 13.5 12.9 15.9 12.3 25.4 23.7 25.1 
54.9 25.5 19.9 9.5 34.4 31 24.9 15.4 
44.1 16.6 34.3 22 34.5 18.3 23.7 19.8 
52 15.2 23.5 14.4 22.4 26.4 22.7 13.6 
40.5 13.4 24.2 19.2 21.6 19.5 24.1 13.1 
49.6 13.3 25 9.4 19 26.3 42.1 21.8 
35.5 27.6 33.2 26.6 18.8 22.7 25.6 43.2 
38.2 14.8 27.1 17.2 20.4 23.3 20.6 24.3 
41 28.8 34.6 18.8 29.8 27 17.3 16.2 
33.8 10.9 26.6 12 21 27.2 27 25.6 
34.9 19.1 36 11.9 19.3 29.8 26.9 26.1 
38.9 17.5 37.1 12.3 14.7 27.2 25.3 27.5 
29.2 22.5 39.8 11.1 18.2 24.4 28.9 33.1 
38.5 15.7 30.1 16.5 20.9 32 40.4 22.7 
29.1 28.2 38.5 17.4 16.7 25.9 38.7 97.5 
42.2 13 25.3 27.6 22.8 25.3 38.5 19.2 
47.1 21.9 21.9 14.1 22.3 32.9 38.1  
 
Estación Club Santa Marta 
1 2 3 4 5 6 7 8 
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51.2 34.8 21.9 33 13.4 18.4 51.2 27.3 
21.9 33.7 35.7 15.2 24.3 33.3 33.5 44 
31.8 31.8 28.8 25.3 17.8 15.8 39.3 44 
32.2 37.4 35.8 14.3 22.1 20.3 40.3 47.8 
23.5 14.7 46.2 25.7 18 24.4 21.5 20.5 
24 23.7 35.6 23.4 24.6 24.6 26 28.5 
18.9 22.8 38.1 17.3 21.5 25.6 27 22.6 
30.1 27.1 28.9 23.8 25.1 23.3 33.9 48 
27.3 17.2 28.7 17.5 13.1 21.8 32.8 25.4 
26.7 25.7 30.6 34.3 44.4 22.5 32.5 16.6 
27.9 25.6 47 37.7 13.2 24.1 39 22.1 
59.4 23.8 22.7 23 27.2 21.3 42.9 20.4 
27.3 24.7 33.1 22.6 25 19.3 43.6 25.2 
26.5 22 42.4 16 11.6 19.6 31.8 82.4 
35.5 26.7 35.2 36.2 18.3 21.6 28.5 21.5 
24.5 21.9 28.9 25.8 27.2 25.5 27.2 78.2 
27.7 21.7 36.1 24.4 13 24.5 27.9 23.6 
16.1 24.2 33.8 14.9 31 24.9 35.9 20.7 
28.1 27.4 31.1 23.9 23.5 24.3 24.6 15.8 
27.6 32.4 21.8 21.7 27.4 20.1 23.3 22 
30.5 19.5 24.1 31.2 19.4 23.2 32.4 17.8 
21.9 35.2 24.5 17.5 18.3 24 39.7 31.8 
28.7 20.3 33.2 21.9 24.8 21.3 24.2 29.9 
21.1 16.5 32.2 15.4 21.9 24 28 31.5 
22.8 26 36.2 15.7 24.8 25.3 21.2 19.7 
29.6 25.6 26 21.7 17.3 25.3 23.9 30.9 
31.8 24.6 20 28.9 26.2 25.5 20.4 56.7 
23 20.8 27.3 28.1 21.8 27.9 24.3 39.3 
33.2 21.5 36.5 11.3 32.3 35.2 24.1 39.6 
30 13.3 32.7 11.6 31.6 24.5 18.5 13.7 
21.8 18.4 40.3 30.1 28.8 24.5 30.2 25 
21.9 30.3 26.6 31.4 23 27.5 31.8 22.6 
21.4 23.6 25.2 30 18.3 27.5 37.3 18.2 
34.4 21.9 28.8 21.6 21.9 25.1 24.9 21.7 
29.6 18.7 21.4 15.3 22.8 27.1 20.1 14.6 
35 17.2 12 19.3 14.6 28.6 46.6 45.1 
21.8 16.2 21.9 25.5 54.6 24.9 23.6 15.3 
19.8 15.5 24.9 16.8 29.2 23.8 31.2 18.1 
19 17.6 28.3 32.5 22.2 25.3 26.6 38.7 
19.3 27.5 25.3 20.6 25.9 24.8 54 13.3 
26.5 13.8 17.2 21.5 18.4 33.8 22.7 30.1 
13.9 41.2 21.9 29.3 14.9 31.9 28.2 17 
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15.4 17.1 21 22.5 82.4 28.1 29 20.6 
20.6 18.8 40.6 23.1 20 31.5 27.5 19.1 
21.1 22.3 24.5 9 34.1 32.5 24.6 23.4 
17 22.1 30.4 24.8 14.9 26.2 33.8 24.4 
17.2 20.7 20.6 19.5 16.2 25.6 25.4 20.7 
22.4 18.6 28.9 17.4 15.5 31.2 26.5 26 
24.5 21.3 17.6 24.3 28.6 24.6 41.7 31.4 
21.4 32.3 25.9 18.6 49.3 35.1 36.5 17.3 
24.7 22 33.5 16.8 12.7 27.4 27.8 22.1 
22.3 24.3 28.2 23.1 55.9 29.9 32.8 21.5 
20.6 24.8 30.1 15.1 30.9 49.6 18.3 34.2 
23.4 17.1 23.9 15.4 26.5 33.9 29.5 66.9 
7.9 21.8 27.5 12.8 14.9 42.1 30.2 22.4 
17 17.9 19.8 12.5 25.8 31.6 33.8 19 
16.1 17.7 40.8 32.2 13.2 26.9 13.6 16.7 
23.7 17.7 35 17.2 26.1 47.5 36.6 39 
27.3 22 18.3 17.7 28.6 30 25.5 31.1 
71.4 20.5 22.2 17.3 24.2 30.2 31.7 73.8 
27 19.5 32.2 23.8 13.9 50.7 73 21.4 
13.1 21.6 21.7 25.2 36.2 39.3 15.3 21.7 
28.3 20.2 26.9 20.6 19.9 38.5 30.6 16.1 
30.4 16.5 21.5 21.6 20.3 36.1 26.8 26.3 
21.4 11.7 26.5 17.3 23 30.6 71.8 15.5 
23.2 16.7 27.2 17.3 44.9 32.6 34.9 32.1 
31.1 19.7 30.5 22.7 21.6 35.8 46.1 21.5 
46.4 24.4 41.2 19.3 26.3 42.2 38.1 52.7 
28.8 21.9 47.7 41.5 18.4 41.7 53.3 74.6 
36.9 21.4 34.4 12.5 18.9 35 19.8 79.6 
30.4 23.4 40.9 20.3 54.3 37.3 32.8 38.4 
24.8 27.5 42.8 18.1 45.8 43.5 32.9 25.7 
24.4 21.2 36.7 13.6 19.1 26.4 39.9 40.6 
35.6 13.9 54.1 43.5 44.8 34.4 81.9 58.4 
29.1 19.7 36 37.1 30.4 27.9 26.6 11.1 
25.4 25.1 48.2 40.9 13.6 32.6 56.7 129.6 
50 19.8 56.5 38.1 19.6 36.9 33.1 51.8 
46.3 23.9 33.5 21.1 22.7 32.5 55.8 59.5 
45 27.1 29.9 16.1 50.5 31.2 45.8 53.4 
36.8 24.2 38.9 21.4 24.1 29.3 34 49 
35.3 21.4 37.8 15.9 25.2 27.1 41.6 30.9 
36.8 30.6 35.5 25.1 21.9 33.5 29 49.7 
40.5 22.4 26.4 11.2 26.1 41 59.1 29.8 
25.9 28.3 31.9 15.1 45.6 27.6 71.7 60.6 
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37.1 27.4 46.6 14.3 40.9 32.6 36.5 26.4 
34.1 23.8 42.7 24.3 17.9 31.7 38 26.3 
23.5 40.7 31.6 45.6 34.2 26.3 32.5 32.7 
32.9 48.2 33.5 18.2 64.6 37.5 58.7 29.2 
33 35.6 31.2 16.9 14.7 36 61.9 21.8 
27.4 30.9 16.5 10.9 35.3 36.9 90.6 79.8 
19.6 36.9 33.6 31.8 40 25.5 37.1 42.2 
25.1 37.9 16.2 19.5 21.3 28.5 16 56.4 
22.7 31.6 36.1 48.7 23.7 33.6 34.8 51.5 
36 48 22.1 20.6 23.1 23.9 52.9 52.7 
41.9 45.2 27.7 46.4 28.3 36 42.1 20.5 
29.7 41.9 16.5 27.2 29.9 45.9 33.7 53.6 
40.4 36.8 19.4 13.4 20.2 25.5 28.7 60 
45.6 33.9 26.5 13.3 18.3 26.4 29.4 59.4 
36.2 27.4 31 19.5 19.8 43.2 39 59.2 
30.9 18.1 20.8 18.8 26.5 36.3 51.6 45.5 
35.6 47.9 23.7 35.2 23.1 26.6 39.5 66.6 
36.2 28.3 40.6 20.1 27.1 59.9 49.7 46.2 
22 25.1 26.9 34.1 22.9 27.5 35.4 60 
37.9 30.6 24.4 29 22.5 30 32 58.1 
32.9 36.8 23.7 31.3 20.5 31.1 30.3 73.4 
27 48.5 19.5 20.8 34.6 27.1 37.6 24.8 
53.6 28.6 20 43.7 22.9 72.6 34.8 92.8 
36.1 21.5 16.7 20.7 23 21.9 27.7 58.4 
22.6 25.5 44.6 45.1 22.7 32.1 80.8 56.6 
35.8 26 40.6 12.5 22.4 49.3 26.3  
 
Estación Don Jaca 
1 2 3 4 5 6 7 8 
0 30.7 29 42.7 19.9 28.8 41.4 33.3 
0 34.3 23.2 30.9 30.7 26.5 26.6 15 
38.5 18.9 23.8 13.5 29.1 35 17.9 19.4 
31.7 19.9 15.2 14.1 24 32.5 43.8 14.5 
30 40.2 33.1 27 28.3 59.2 37.4 25.2 
31.9 34 32.2 24 26.4 57.9 39 43.2 
31.1 23.8 36.5 40.9 41.2 53.3 23.1 48.1 
24.9 23.9 36.1 24.5 38.9 25.4 35.4 25.4 
14.4 18.1 35.1 25.5 22.3 28.3 35.1 29.7 
31.2 35.8 20.5 14.2 27.1 65.6 44.5 17.3 
24.3 29.3 27 21.9 31.8 58.5 39.4 30 
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33.6 32.9 27 30.2 38.1 64.5 31.9 21.7 
19.4 43.7 23.9 33.2 19.5 53.1 38.2 38.2 
6.1 39.7 21.9 39.7 27.5 69.2 30.7 17.8 
18.2 23.3 17 31 15.9 41.6 65.9 29.9 
47.9 33 24.6 34.2 63.7 26.3 43.2 28.6 
23.6 40.9 12.2 15 60.5 47.3 59.4 27.5 
22.2 37.8 18 26.6 37.1 47.9 40.4 28.3 
18.5 34 19.1 18.8 22.4 37.2 32 36.3 
18.3 35.2 34.4 42.1 86.5 41.6 39.8 23.9 
23.2 28.1 21.1 16.1 25.1 60.6 42 18.3 
23.5 25.3 19.2 33.8 34.7 44.6 46.4 35.9 
13.5 28.2 22.9 47.8 25 69.3 41.3 20.5 
18.3 42.5 25.9 20 22 46.3 44.1 32.3 
19.5 24 12.1 18.8 36.4 73.1 49.9 27.7 
19.1 22.9 16.5 30.2 32.6 56.2 43.1 26.3 
26.6 28.8 16.1 18.1 28.9 30.1 35.9 37 
22.4 28.7 23.4 29.3 34 41.3 57.4 38 
23.7 36.7 14.9 23.7 32.4 43.5 41.9 59.2 
21.7 35.1 22.1 40.9 67.1 63.1 39.4 53 
7.9 31.2 19.3 13.8 49.7 47.7 73.5 51.7 
12.3 17 23.9 18.6 49.8 46.9 54.5 37.5 
22.5 19.7 13.9 27.7 17.5 37.4 57 51.4 
24 27.6 20.5 21.7 14.3 48.5 87.5 60.3 
22.6 34.5 12.6 25.5 21.9 35.6 50.8 38.1 
18 28.8 29 17.7 30.5 40 51.5 61.6 
15.6 34.6 19.2 21.4 26.2 53.1 46.2 44.9 
15.5 19 15.8 32.3 24.4 43.4 68.9 52.4 
25.9 30.6 20.2 21.1 32.9 48.2 72.3 41.9 
24.4 36.6 14.3 19.1 41 48.3 64.1 27.4 
26.6 38.3 21.7 27.5 35.4 36 67.3 38.7 
19 26.2 13 18.6 32 38.9 67.7 46.7 
22.8 24.7 18.1 13.9 41 29.4 64.7 32.9 
20 23.3 15.4 13.7 34.9 35.8 61.9 47.3 
28.6 20.6 13.6 12.3 43.5 29.6 78.7 61.3 
7.4 30.5 14.6 18.7 27.9 44.3 54.1 62.4 
28.6 30.1 15.2 18.7 33.6 28.8 47 34.9 
26 16 10.2 18.1 20.2 31.5 51.2 71.6 
24.5 20.5 16.7 21.5 29.6 32.1 44.1 65.2 
20.8 18.8 13.6 18.1 29 39 60.4 66.7 
28.5 24 12.7 25.2 27.8 28.9 64 57.8 
40.1 19.7 18.1 24.5 16.3 32.2 53.6 57.7 
41.9 19.2 20.4 26.8 20.5 27.3 43.8 48.9 
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52.5 22.5 15.7 20.8 20.4 32.3 26.6 40.1 
40.1 24.5 14.9 26.7 31.4 37.2 57.2 72.8 
45.5 30.5 17.9 18.8 38.1 35.2 41.4 59 
30.3 25.5 18.4 12 18.9 38.1 49.7 44.9 
28.7 27.4 14.9 14.5 26.9 29 52.9 53.8 
41.4 26.5 14.7 18 31.6 38.4 40.2 60.2 
29.5 30.3 16.2 22.9 16.8 44.7 55.5 48.2 
35.9 35 24.2 18.7 46.1 30.4 53.9 60 
41.6 46.9 16 42.4 19.1 29.3 62.4 53.6 
31.6 62 9.5 22 28.3 41.6 89 52.9 
42.8 25.9 17.8 18.3 33.3 52.2 35.6 75.4 
41.3 49.8 19.8 25.1 23.1 42.4 67.5 75.7 
40.9 32.4 19.4 21.2 23.1 51.2 63.4 84.8 
41.9 31.5 18.1 21.5 29.6 21.2 74.4 42.8 
35.7 59.6 11.3 18.7 22.5 47.1 65.9 48.9 
36.3 45.2 17 15.6 17 47.5 46.4 45.9 
34.9 35.6 15.6 22.4 24.5 25.6 47.3 20.2 
37.6 34 18.4 30.4 24.9 36.5 39 57.6 
47.4 43.3 16.2 23.9 28 28.9 48.7 76.5 
37.1 38 16.2 15.5 26.5 99.2 61.2 54.1 
33 54 10.4 22.5 20.2 42.8 63.4 19.3 
31.7 59.9 19.4 28.8 19.5 65.6 44 34.9 
35.6 38 18.2 29.1 18 36.2 51.7 35.2 
35.6 60.9 29.5 16.4 26.7 35.8 55.5 18.8 
32.8 58.1 40.8 45.1 26.6 28.6 60.1 32.6 
49 55.3 33 31.2 25.2 28.7 60 42.5 
50.7 56.6 39.2 19.9 30.8 34.1 46.6 50.2 
31.4 32.3 25.7 33.2 29.6 45.3 27.8 37.2 
35.3 48.1 29.8 34.7 27.3 34.7 47.9 63.8 
37.8 55.9 32.1 19.8 30.4 32.5 27.6 60 
29.9 24.6 30.4 21.5 40.5 35.9 48.2 70.5 
44.6 30.6 39.4 36.9 26.1 25.7 30.5 38.5 
40.4 52.6 30.5 38.5 23.3 40.9 56.3 65.8 
47.9 38.6 27.1 42.2 24.1 48.6 47.9 56.4 
35.2 36.5 24.2 23.5 24.2 41.7 17.7 32.3 
24.2 45.8 33.9 52.4 31.7 40.8 58.2 18.1 
41.4 45.5 32.2 49.3 28.8 39.9 39.2 46.9 
42.5 46.7 25.9 77.2 32.2 29 25.2 55 
66.1 35.5 38.9 84.8 31.8 39.5 21 39.2 
46.4 70.9 36 47.2 39.9 33.9 29.8 52.4 
46.3 74.6 54.2 26.5 33.9 31.5 24.8 48.2 
39.8 61.4 50.8 38.4 28.5 38.7 18.9 32.8 
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30.6 50 48.6 52.7 32.9 40.8 21.9 42.2 
40.5 36.4 56.9 57.3 26.8 40.3 22.4 62.3 
48.6 37.1 44.1 17 33.6 27.6 23.2 36.3 
50.9 21.8 32.6 14.2 32.1 24.3 20.1 35.1 
       35.4 
 
Estación Molinos 
1 2 3 4 5 6 7 8 
33.9 95.7 24.3 45.8 36.6 20.7 68.6 57.7 
43.8 38.6 29.5 42.5 29.1 88.2 122 59.9 
30.8 63.4 17.1 41.9 27.1 58.3 53.7 79 
18.2 81 25.5 44.9 33.1 90 26 63.9 
22.1 67.9 24.5 42.2 47.1 33.5 16.9 74.2 
32.7 24.5 26.6 42.8 36.1 124.5 27.9 47.2 
18.1 24.6 35.1 41.7 34.2 30.7 36.4 53.3 
20.6 36.2 27.2 42.4 32.1 87.3 48.4 93 
41.3 21.3 31 47 37.6 84.5 45.8 81.2 
26.4 23.3 49.3 38.4 40.8 106.3 39.4 105.5 
22.8 29.7 24.7 45.8 24.9 69.8 37.9 66.3 
21.3 65.6 29.6 47.4 30.3 33.8 91.3 85.5 
28.8 38.5 22.2 42.3 28.4 42 44 49.4 
18.9 39.7 22.6 47.8 26.2 78.8 17.6 112.6 
57.1 45 26.6 42.8 21.4 29.5 48.2 88.6 
37.5 47.4 24.8 33.8 29.4 89.4 23.8 35.3 
27.6 24.5 32.4 35.4 70.1 116.7 19.6 26.5 
22.6 34.5 29.6 36.9 35.7 130 28.8 41.3 
27.3 28.5 23.9 32.4 22.7 83.1 17.7 127.8 
25.3 41.7 25.9 46.2 37.9 40.9 17.2 60.5 
19.4 96.8 24.6 32.1 45.7 104.8 17.9 56 
25.3 41.4 25.5 33.4 55.9 79.6 13 110.7 
27.8 43.3 24.2 31.4 32.5 60.1 14.5 38.6 
35.1 46.1 26.5 37.2 31 162.6 30.6 29.5 
27.1 37 34.5 33.3 45.5 73.6 38.4 30.3 
47.1 26.1 33.4 42.7 35.5 89.4 36.4 100.7 
24.2 60.2 26.7 36.9 42.2 77.5 33.9 45.3 
23.9 45.7 30.7 40.7 40.3 78.7 73.8 16.2 
30.8 31.5 28.4 45 31.4 108.7 53.4 15.4 
23.6 35.5 32.8 31.5 62.8 106.9 93.4 40.1 
32.8 27.8 27.3 31.1 81.2 53.9 67 170.7 
27.5 25.7 39.8 37.6 95 46.9 18.3 97.6 
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19.2 46.5 27.7 43 43.8 39.4 97 55.4 
23.4 28.5 28 40.1 40.2 73.2 37 45.1 
39.3 26.9 33.9 30 42.7 101.7 26.2 51.6 
32.4 30 30.2 42.5 53.7 124.8 65.4 53.4 
26.1 28.5 30.5 37.4 43.5 147.7 75 18.7 
19.7 19.6 29.6 41.6 24.5 194.5 59.8 60.2 
26.2 19.9 30.2 34.8 42.9 118.1 53.4 23 
25.8 29.1 31.8 52.1 44.6 65.9 37.9 60.3 
22 37.2 32.7 21.8 45.9 77.3 72.7 36.5 
41.5 40 40.6 28.6 92.4 93.8 45.4 58 
28.4 39.1 32.4 169.4 44.1 134.1 64.9 42.3 
44.1 21.5 34.1 24.7 32.6 142.5 91 53.2 
29.9 59.3 46.6 28 19.9 142.7 59.2 28.8 
90.5 31.8 54.7 38.7 84.2 163.3 49.5 58.5 
84.8 29.4 29.2 24.2 59.2 27.6 37.2 53.2 
20.5 29.1 45 57 67.5 48.4 43.8 41.2 
72.1 27.5 45.1 40.2 76 20.4 68.1 38.2 
72.6 19 39.1 36.3 79.6 131.4 47.6 52.4 
54.5 24.6 34.6 40.4 48.4 116.8 104.6 42.8 
78.6 47.7 54.4 50.2 91.8 99.4 62.8  
69.6 40.4 50.2 39.1 57.7 22.4 144.8  
38.2 27.9 44.6 29.5 98.7 65.7 87.9  
89.5 24.7 59.9 36 78.3 62.4 91.8  
74.6 27.5 40 32.4 141.4 66.5 67.9  
92.1 28.8 41.7 41.7 62.8 66.6 77.7  
 
Estación Zuana 
1 2 3 4 5 6 7 8 
19.6 17.3 19.2 16.8 18.3 28.6 25.3 17.2 
14.3 21.4 20.7 27.6 16 25.8 40.4 25.1 
37.6 22.1 23.2 13 26.3 28.8 38.5 26.2 
53.5 17.8 28.1 13.6 29.1 25.5 29.7 32 
37.2 19.7 17.4 15.7 16.7 25.4 32.4 19.5 
37.3 17.5 40.6 15.3 13.3 24.7 21.6 24.7 
35.1 15.4 21.3 33.6 24.9 24 23.1 25.3 
34.7 22 32.4 21 21.1 28.9 30.7 23.4 
39.9 25.2 17.7 21.3 34.4 27.4 22.9 22.4 
33.6 17.7 27.5 16.8 22.4 22.7 25 34.1 
33.3 27.6 20.3 15.2 19 20.9 28.5 20.5 
40.8 32.1 27.6 23.2 20.4 22.3 20.6 24.4 
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36.6 35.9 20.9 37.3 21 23.6 22.7 35.8 
43.5 32.4 22 27.2 19.3 34.3 21.1 25.3 
34 28.6 17 17.6 14.7 34.2 28.6 14.5 
44 34.6 15.4 15.7 20.9 34.1 21.4 21.1 
35.9 35.6 24.6 16.2 22.8 33.3 20.9 18.1 
16.7 37 26.1 17 29.9 30 41.9 34.8 
38 45.3 11.6 17.9 25 51.2 21.3 22.8 
40.2 34.3 12.8 16.8 21.6 63.4 17.7 22.7 
38.3 24.8 19.9 12.4 17.6 45.6 23.8 29.7 
40.6 36.2 18.6 12.6 30 36.5 38.8 37.3 
41.7 34.3 7.2 15 24.2 30.5 30.8 45.1 
39.9 25.5 27.2 13.2 13.7 34.6 25.4 95.5 
54.9 15.2 16 13.1 35.9 29.6 24.3 36.4 
52 27.6 16.7 12.5 24.1 32.4 30.3 29.7 
38.2 28.8 19.9 14.1 16.7 37 24.3 24.2 
33.8 19.1 23.5 15.9 18.9 29.5 21.6 31.6 
34.9 22.5 25 22 23.4 45.8 19.7 17.6 
29.2 28.2 27.1 19.2 20.1 27.1 25.6 18.4 
29.1 21.9 26.6 26.6 21 46.9 15.7 22.4 
42.2 25 37.1 18.8 54.2 51.1 26.8 14.6 
45.1 21 30.1 11.9 25.4 66 37.6 49.8 
36.5 36.9 25.3 12.3 24.5 57.8 37.3 30.1 
35.2 20.5 22.3 16.5 13.9 43.6 29.3 26.5 
36.9 32.6 34.7 27.6 17.9 42.4 26 18.4 
36.7 27.3 28.4 16.5 65.7 38.2 27 19.2 
37.2 19.2 42.8 12.9 19 43.1 33.6 19.3 
39.4 17.6 48.1 19.8 34.9 35.5 25.7 21.2 
45.7 19.8 37.9 16.8 34.3 37.5 25.6 16.8 
28.6 19.3 49.9 15.2 47.2 47.7 25.8 17.8 
24.4 22.2 33.2 18.9 36.2 36.8 18.5 14.4 
27.4 26 26.7 17.1 36.6 40.5 37.5 44.2 
29.5 31.2 37.8 18.9 31.7 39.1 25.1 13.4 
18.6 24.9 12.8 12.4 15.5 38.2 56.9 21.2 
24.5 20.9 14.9 14 20.2 28.9 32.7 25.7 
31.5 24.9 43.6 26.3 23.1 32.4 46 21.5 
36.9 26.1 33 12.4 40.5 31.8 35.9 28.1 
39.1 28.1 39.8 18.6 22.3 37.2 96.7 12.9 
46.1 31.8 44.6 14.3 22.9 27.7 32.1 19.7 
47.1 31.8 40.8 13.1 58.7 29.8 39.7 32.2 
34.2 28.4 39.5 25.4 22.4 31.9 48.2 93.9 
39.1 16.6 36.3 12.2 22 32.5 32.8 40.9 
34.8 27.2 39.8 17 21.5 22.6 144.5 18.1 
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22.4 32.1 38.7 15.3 39.7 23.3 34.6 42 
33.8 37.3 45.5 25.9 40.3 30.5 39.8 76.2 
28.6 30 24.2 18.5 22.4 28.5 38.4 57.3 
27.1 37.4 41.1 25.2 26.6 29 40 15.1 
39.8 34.1 35.6 18.1 35.1 31.8 71.2 18 
29.6 29.7 25.2 20.2 59.4 34.6 46.9 20.4 
25.2 29.1 41.4 16.8 27.8 20.5 41.4 14 
32.9 33.6 41.8 20.9 22.3 26.9 36 13.4 
33.2 32.3 24.2 22.4 35 21.6 30.9 21.7 
23.9 25.3 47.2 15.4 46.8 41.5 80.9 32.5 
32.3 33.7 57.1 23.2 56.1 25.4 32.2 15.2 
7.9 16.3 38.8 16.2 19 26.3 18.4 13.1 
23 14.4 42.5 15.2 18.7 23.7 18.4 22.9 
22.6 33.6 25 14.2 35.3 29.7 38.3 30.2 
19.1 34.4 19.6 15.4 68.3 29.8 40.2 21.8 
34.7 22.2 27.2 18.7 32.2 22.5 33.1 18 
17.9 39.1 26.8 16.9 29.2 27.8 31 87.6 
19.6 32.1 37.1 16.5 19 22.4 21.3 21.1 
27.8 27.5 32.2 19.1 23.6 54.4 29.8 30.4 
20.4 28.9 19.7 15.1 41.5 44.3 28.3 26.4 
17.8 31.7 22.8 26.7 25.8 24.5 92 23.4 
16.2 32.9 28.4 24.7 15.9 25.8 18.2 25.1 
23.5 25.7 28.6 17.4 26.5 27.7 25.7 15.4 
23.2 25.6 17.8 40.4 23 64.3 26.1 19.8 
21.8 21 17.7 29 25.5 39.3 21 13.6 
23.2 27.5 23.1 27.3 25.4 48.9 24.4 13.1 
14.6 28.9 21.8 15.3 18.3 37.4 26.6 21.8 
26.4 30.9 16.5 22.6 19.5 46.8 23.7 43.2 
31.1 20.7 15.1 26.8 22.7 73 31.3 24.3 
15.1 19 23.4 17.2 23.3 34.1 15.9 16.2 
20.9 20.8 13.7 15.2 27.2 25.8 33.8 25.6 
21.5 27.6 20.9 11.9 27.2 24.9 23.5 26.1 
20.9 16.4 18.8 12.7 32 22.7 25 27.5 
19.7 21.6 34.6 13.2 25.3 42.1 17.3 33.1 
20.5 32.3 16 19.4 24.5 20.6 81.8 22.7 
12.4 21.5 18.7 13.3 23.9 27 66.1 97.5 
ANEXO 2 SERIES DE TIEMPO OBTENIDAS TRAS LA ESCALA DE TIEMPO 
Estación Club Santa Marta 
Año Mes MedGeom Año Mes MedGeom 
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2007 8 27.72667794 2011 9 21.77993475 
2007 9 28.55692661 2011 10 20.79347246 
2007 10 26.58294547 2011 11 23.01312636 
2007 11 24.84407959 2011 12 25.08949259 
2007 12 18.92689215 2012 1 23.60285784 
2008 1 19.22948245 2012 2 27.76025842 
2008 2 25.31308185 2012 3 21.23378569 
2008 3 29.4685269 2012 4 27.72867444 
2008 4 35.52057915 2012 5 26.06013144 
2008 5 29.73694701 2012 6 30.81825034 
2008 6 33.670036 2012 7 23.63306166 
2008 7 32.6336727 2012 8 23.97674321 
2008 8 25.84008427 2012 9 19.85398322 
2008 9 24.14174296 2012 10 22.28349862 
2008 10 23.64151198 2012 11 23.64894948 
2008 11 18.91223149 2012 12 26.86240012 
2008 12 21.30014536 2013 1 28.10502331 
2009 1 21.02381977 2013 2 32.45904801 
2009 2 18.41652309 2013 3 35.41074825 
2009 3 21.71193557 2013 4 35.24180825 
2009 4 24.47666113 2013 5 32.1509603 
2009 5 36.08134405 2013 6 31.13898924 
2009 6 31.60134442 2013 7 33.8600033 
2009 7 29.30479063 2013 8 36.30908296 
2009 8 34.48923552 2013 9 33.30101251 
2009 9 29.68423338 2013 10 27.53422404 
2009 10 28.53471339 2013 11 25.81344283 
2009 11 22.73325188 2013 12 29.87272677 
2009 12 26.23035742 2014 1 29.8625026 
2010 1 25.55121369 2014 2 26.85818555 
2010 2 35.75400068 2014 3 39.12584422 
2010 3 38.58855293 2014 4 39.35305111 
2010 4 29.85252163 2014 5 40.90294592 
2010 5 24.28242062 2014 6 43.07356933 
2010 6 25.36608356 2014 7 36.42396925 
2010 7 22.4086153 2014 8 35.38109563 
2010 8 26.52550915 2014 9 28.44167761 
2010 9 20.63696659 2014 10 26.19652101 
2010 10 21.03828249 2014 11 26.97695194 
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2010 11 23.28581326 2014 12 21.53676345 
2010 12 18.42531054 2015 1 23.52022833 
2011 1 17.36437417 2015 2 32.99379136 
2011 2 19.88617494 2015 3 24.02108484 
2011 3 23.04457286 2015 4 39.6562056 
2011 4 25.75337061 2015 5 52.24219603 
2011 5 19.32660385 2015 6 33.63192538 
2011 6 24.51230527 2015 7 48.14333648 
2011 7 22.85679451 2015 8 55.73842578 
2011 8 22.31472779    
 
 
Estación Don Jaca 
Año Mes MedGeom Año Mes MedGeom 
2008 7 38.50000000 2012 3 26.42350879 
2008 8 26.44353614 2012 4 31.7820183 
2008 9 19.61164687 2012 5 33.07213825 
2008 10 20.58131688 2012 6 29.656791 
2008 11 17.22777609 2012 7 35.48292769 
2008 12 21.55804194 2012 8 24.60226604 
2009 1 35.15404646 2012 9 26.2703556 
2009 2 38.7689714 2012 10 22.84688334 
2009 3 36.35935326 2012 11 27.78153935 
2009 4 39.30969699 2012 12 31.83040881 
2009 5 40.71879016 2013 1 38.02169547 
2009 6 27.87933152 2013 2 47.70048154 
2009 7 34.22563048 2013 3 49.0215968 
2009 8 30.09828479 2013 4 45.78756203 
2009 9 28.00446472 2013 5 35.29908337 
2009 10 27.92145618 2013 6 32.9344917 
2009 11 21.77809566 2013 7 39.35046562 
2009 12 35.67381278 2013 8 38.93255878 
2010 1 41.69041104 2013 9 37.10212085 
2010 2 50.63820616 2013 10 35.84036023 
2010 3 38.65592426 2013 11 30.28101635 
2010 4 38.76071829 2013 12 36.20237017 
2010 5 28.5232072 2014 1 44.56281257 
2010 6 20.60429206 2014 2 49.13920456 
	 
102	
2010 7 19.80055981 2014 3 62.31160644 
2010 8 19.11258533 2014 4 58.55148196 
2010 9 14.82621993 2014 5 45.68833523 
2010 10 16.17078447 2014 6 58.76035165 
2010 11 16.32287453 2014 7 52.40928188 
2010 12 16.08585814 2014 8 37.59697785 
2011 2 32.95512282 2014 9 24.59874006 
2011 3 34.18656714 2014 10 24.9572104 
2011 4 31.06711023 2014 11 25.9566437 
2011 5 27.36321042 2014 12 28.71389821 
2011 6 24.86550939 2015 1 50.78531941 
2011 7 24.29423658 2015 2 42.63708527 
2011 8 23.36874055 2015 3 56.58644768 
2011 9 17.50665925 2015 4 59.72149813 
2011 10 19.78578186 2015 5 41.57616209 
2011 11 22.10328046 2015 6 37.38091913 
2011 12 25.35417117 2015 7 45.94004474 
2012 1 30.60287991 2015 8 41.7462341 
2012 2 45.25261733    
 
Estación Molinos 
Año Mes MedGeom Año Mes MedGeom 
2011 8 29.05400386 2013 9 34.23294051 
2011 9 26.35592673 2013 10 30.52945176 
2011 10 27.04939408 2013 11 39.82738123 
2011 11 27.66308317 2013 12 48.96178196 
2011 12 27.72662615 2014 1 44.20781498 
2012 1 56.36646828 2014 2 63.25135471 
2012 2 67.79585274 2014 3 67.15551179 
2012 3 32.82214294 2014 4 58.81999399 
2012 4 41.17546419 2014 5 87.93916219 
2012 5 37.37489178 2014 6 76.15156155 
2012 6 27.26668305 2014 7 121.8560664 
2012 7 33.17543273 2014 8 53.86565051 
2012 8 28.49077795 2014 9 45.80855985 
2012 9 22.02423294 2014 10 37.33500777 
2012 10 28.69655734 2014 11 20.77968236 
2012 11 26.97951691 2014 12 46.97909236 
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2012 12 30.63706447 2015 1 60.92869701 
2013 1 33.51808244 2015 2 56.35061609 
2013 2 43.13098121 2015 3 74.22368139 
2013 3 44.35502945 2015 4 72.81103518 
2013 4 43.85067837 2015 5 52.72643282 
2013 5 35.63563491 2015 6 46.80628994 
2013 6 36.96225528 2015 7 42.55200848 
2013 7 40.79229979 2015 8 44.93251943 




Año Mes MedGeom Año Mes MedGeom 
2007 12 16.74156504 2011 10 21.14218045 
2008 1 38.22458424 2011 11 20.95577886 
2008 2 34.35398776 2011 12 23.69343971 
2008 3 42.81070571 2012 1 21.96684271 
2008 4 35.79671893 2012 2 36.22043646 
2008 5 30.91452189 2012 3 24.93812329 
2008 6 36.61850058 2012 4 32.73186258 
2008 7 30.0442362 2012 5 31.45504898 
2008 8 21.33209975 2012 6 41.5 
2008 9 21.74733727 2012 10 22.36133022 
2008 10 20.9032263 2012 11 24.34809392 
2008 11 17.68947135 2012 12 25.94252325 
2008 12 27.080209 2013 1 29.36450561 
2009 1 31.09537712 2013 2 36.55558238 
2009 2 24.48379134 2013 3 45.06395727 
2009 3 23.03454159 2013 4 37.70529566 
2009 4 26.53522023 2013 5 29.55223846 
2009 5 29.89725923 2013 6 27.98765546 
2009 6 25.26208644 2013 7 29.58288784 
2009 7 28.97017353 2013 8 39.78163476 
2009 8 24.00150916 2013 9 29.20755889 
2009 9 23.19636335 2013 10 24.90374378 
2009 10 22.31408687 2013 11 25.66567167 
2009 11 15.21761103 2013 12 25.95378836 
2009 12 26.70181077 2014 1 28.83007796 
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2010 1 33.07922602 2014 2 42.43804471 
2010 2 35.76977884 2014 3 51.94610751 
2010 3 33.79199942 2014 4 34.00912185 
2010 4 33.8850437 2014 5 28.22140273 
2010 5 24.36278243 2014 6 27.43886595 
2010 6 18.70080728 2014 7 26.20698656 
2010 7 19.36781929 2014 8 24.16431418 
2010 8 20.82518242 2014 9 35.49978344 
2010 9 14.53036413 2014 10 23.2695437 
2010 10 16.93174577 2014 11 20.01833239 
2010 11 17.69222032 2014 12 20.43515453 
2010 12 16.07941626 2015 1 36.37783541 
2011 1 19.75034069 2015 2 18.25028109 
2011 2 16.68354292 2015 3 28.29938411 
2011 3 20.96235029 2015 4 20.47373761 
2011 4 18.77499287 2015 5 31.67297194 
2011 5 15.84016404       
 
ANEXO 3 DATOS OBTENIDOS EN EL SUAVIZADO DE LAS SERIES DE TIEMPO 
Estación Club Santa Marta 
 
Año Mes Suavizado Año Mes Suavizado 
2007 8 27.81507 2011 9 22.1801 
2007 9 27.99646 2011 10 20.86147 
2007 10 27.96204 2011 11 23.21711 
2007 11 23.34652 2011 12 24.22452 
2007 12 19.2695 2012 1 25.31955 
2008 1 19.85603 2012 2 24.46183 
2008 2 24.77993 2012 3 24.72763 
2008 3 29.28172 2012 4 25.96647 
2008 4 32.97848 2012 5 27.74153 
2008 5 33.85031 2012 6 27.78812 
2008 6 32.36038 2012 7 26.22539 
2008 7 30.59608 2012 8 22.37615 
2008 8 27.81308 2012 9 21.3157 
2008 9 24.49263 2012 10 21.50824 
2008 10 21.58129 2012 11 23.85931 
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2008 11 21.03975 2012 12 25.83363 
2008 12 21.128 2013 1 29.45569 
2009 1 19.09605 2013 2 32.60036 
2009 2 19.10061 2013 3 34.83208 
2009 3 22.71188 2013 4 34.2459 
2009 4 26.54328 2013 5 32.67896 
2009 5 31.12768 2013 6 32.35395 
2009 6 32.84376 2013 7 34.20313 
2009 7 32.9834 2013 8 34.66034 
2009 8 31.44062 2013 9 32.10156 
2009 9 30.05756 2013 10 29.83436 
2009 10 28.18588 2013 11 27.1869 
2009 11 23.81047 2013 12 26.76908 
2009 12 24.01171 2014 1 29.06172 
2010 1 29.71253 2014 2 31.58613 
2010 2 33.98212 2014 3 35.54109 
2010 3 35.65204 2014 4 39.50351 
2010 4 31.35463 2014 5 42.38767 
2010 5 26.6175 2014 6 41.69593 
2010 6 23.54309 2014 7 37.38862 
2010 7 23.48983 2014 8 34.02235 
2010 8 23.79578 2014 9 30.3624 
2010 9 23.04053 2014 10 25.61482 
2010 10 21.96729 2014 11 24.75324 
2010 11 20.76949 2014 12 24.95191 
2010 12 18.39761 2015 1 23.11512 
2011 1 19.29115 2015 2 26.76682 
2011 2 19.9688 2015 3 32.86239 
2011 3 22.07766 2015 4 39.16227 
2011 4 23.66847 2015 5 42.86814 
2011 5 23.16724 2015 6 43.21652 
2011 6 22.77165 2015 7 44.07401 
2011 7 22.67545 2015 8 56.40169 
2011 8 22.16984    
 
Estación Don Jaca 
Año Mes Suavizado Año Mes Suavizado 
2008 7 38.30587 2012 3 33.81835 
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2008 8 27.09457 2012 4 31.77217 
2008 9 19.79082 2012 5 30.62576 
2008 10 17.64032 2012 6 31.95257 
2008 11 19.75135 2012 7 32.30789 
2008 12 24.65418 2012 8 27.11217 
2009 1 30.83688 2012 9 25.25186 
2009 2 37.66632 2012 10 23.99801 
2009 3 40.52046 2012 11 26.09041 
2009 4 38.52096 2012 12 32.29179 
2009 5 36.07335 2013 1 39.50739 
2009 6 33.5954 2013 2 47.30367 
2009 7 32.27484 2013 3 48.05783 
2009 8 29.7758 2013 4 43.80205 
2009 9 28.15386 2013 5 37.93831 
2009 10 25.1274 2013 6 34.68126 
2009 11 26.58572 2013 7 36.70659 
2009 12 34.29592 2013 8 39.05462 
2010 1 41.77201 2013 9 37.66749 
2010 2 46.5757 2013 10 34.49748 
2010 3 44.35701 2013 11 32.47507 
2010 4 35.55256 2013 12 34.78149 
2010 5 28.37783 2014 1 44.43729 
2010 6 22.53116 2014 2 53.0945 
2010 7 19.24828 2014 3 56.60817 
2010 8 17.75211 2014 4 56.16547 
2010 9 16.66086 2014 5 56.30379 
2010 10 14.22728 2014 6 53.90593 
2010 11 15.48676 2014 7 47.52946 
2010 12 21.61038 2014 8 40.81701 
2011 2 28.86122 2014 9 27.58186 
2011 3 32.96647 2014 10 21.41224 
2011 4 32.23658 2014 11 26.49379 
2011 5 28.53572 2014 12 32.69205 
2011 6 24.81693 2015 1 41.89699 
2011 7 23.79259 2015 2 51.79884 
2011 8 21.50384 2015 3 57.16626 
2011 9 20.75515 2015 4 53.49925 
2011 10 17.80811 2015 5 44.13226 
2011 11 21.05444 2015 6 38.89243 
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2011 12 27.96303 2015 7 44.51723 
2012 1 33.18691 2015 8 42.05599 
2012 2 35.65727    
 
Estación Molinos 
Año Mes Suavizado Año Mes Suavizado 
2011 8 28.33379 2013 9 35.41376 
2011 9 30.00308 2013 10 34.53823 
2011 10 21.55232 2013 11 36.24958 
2011 11 25.93189 2013 12 46.15908 
2011 12 39.44958 2014 1 51.20898 
2012 1 51.40689 2014 2 61.01406 
2012 2 54.57321 2014 3 59.03637 
2012 3 49.4513 2014 4 68.28545 
2012 4 38.2862 2014 5 83.33883 
2012 5 31.67566 2014 6 91.22721 
2012 6 32.36318 2014 7 92.42105 
2012 7 31.485 2014 8 73.96952 
2012 8 25.92131 2014 9 44.74988 
2012 9 26.84888 2014 10 30.22573 
2012 10 25.92934 2014 11 29.1226 
2012 11 26.52738 2014 12 44.14029 
2012 12 30.69424 2015 1 53.11197 
2013 1 36.06449 2015 2 67.4994 
2013 2 41.43497 2015 3 71.55124 
2013 3 44.0791 2015 4 67.00711 
2013 4 41.78332 2015 5 57.01484 
2013 5 38.7408 2015 6 46.81278 
2013 6 38.05112 2015 7 41.67165 
2013 7 38.868 2015 8 45.16542 
2013 8 36.08577    
 
Estación Zuana 
Año Mes Suavizado Año Mes Suavizado 
2007 12 16.92507 2011 10 18.68658 
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2008 1 36.8457 2011 11 20.53045 
2008 2 38.41074 2011 12 23.69122 
2008 3 37.50035 2012 1 27.19679 
2008 4 36.96608 2012 2 27.1626 
2008 5 35.61773 2012 3 30.23387 
2008 6 32.59082 2012 4 33.03884 
2008 7 28.83411 2012 5 34.06449 
2008 8 25.55654 2012 6 32.33611 
2008 9 19.6658 2012 10 29.82024 
2008 10 18.41321 2012 11 23.41655 
2008 11 22.67125 2012 12 23.95845 
2008 12 26.08379 2013 1 30.4887 
2009 1 26.60964 2013 2 39.13739 
2009 2 27.01865 2013 3 41.01913 
2009 3 25.41688 2013 4 37.26364 
2009 4 25.06137 2013 5 31.36181 
2009 5 27.67774 2013 6 29.24872 
2009 6 28.04514 2013 7 31.24863 
2009 7 27.48891 2013 8 33.53768 
2009 8 25.42248 2013 9 32.08809 
2009 9 22.23252 2013 10 27.70625 
2009 10 19.56349 2013 11 22.16013 
2009 11 20.35778 2013 12 24.70844 
2009 12 25.14565 2014 1 34.70383 
2010 1 31.05531 2014 2 41.8165 
2010 2 36.39996 2014 3 43.53179 
2010 3 36.38161 2014 4 40.0836 
2010 4 30.08814 2014 5 30.14151 
2010 5 25.3506 2014 6 24.01345 
2010 6 21.19352 2014 7 25.73448 
2010 7 18.43936 2014 8 30.71075 
2010 8 17.8953 2014 9 26.63964 
2010 9 17.49527 2014 10 25.25024 
2010 10 16.74445 2014 11 23.20385 
2010 11 16.39024 2014 12 23.16786 
2010 12 17.08654 2015 1 25.52018 
2011 1 18.79207 2015 2 27.48567 
2011 2 18.64617 2015 3 25.32224 
2011 3 18.98575 2015 4 20.52651 
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2011 4 18.05755 2015 5 31.7885 
2011 5 19.23284    
 
 
ANEXO 4 ESTANDARIZACIÓN DE LAS SERIES DE TIEMPO 
Estación Club Santa Marta 
Año Mes Estandarizado Año Mes Estandarizado 
2007 8 -0.048775955 2011 9 -0.882536079 
2007 9 -0.021937685 2011 10 -1.07764272 
2007 10 -0.027030789 2011 11 -0.729098942 
2007 11 -0.709950477 2011 12 -0.580040609 
2007 12 -1.313193866 2012 1 -0.418017572 
2008 1 -1.226410365 2012 2 -0.544927954 
2008 2 -0.497861312 2012 3 -0.505600008 
2008 3 0.168231389 2012 4 -0.32229897 
2008 4 0.715211587 2012 5 -0.059656709 
2008 5 0.844209097 2012 6 -0.052763298 
2008 6 0.623755918 2012 7 -0.283987431 
2008 7 0.362707015 2012 8 -0.853528766 
2008 8 -0.049071052 2012 9 -1.010433859 
2008 9 -0.540369811 2012 10 -0.981945978 
2008 10 -0.97113809 2012 11 -0.634077198 
2008 11 -1.051264553 2012 12 -0.34195377 
2008 12 -1.038207367 2013 1 0.193973155 
2009 1 -1.338857177 2013 2 0.659263264 
2009 2 -1.338183551 2013 3 0.989472334 
2009 3 -0.803852872 2013 4 0.902740531 
2009 4 -0.23695302 2013 5 0.670893209 
2009 5 0.441363008 2013 6 0.622803893 
2009 6 0.695277763 2013 7 0.896412717 
2009 7 0.715938406 2013 8 0.964062211 
2009 8 0.487666618 2013 9 0.585459681 
2009 9 0.28302598 2013 10 0.250002207 
2009 10 0.006089332 2013 11 -0.141721714 
2009 11 -0.641304056 2013 12 -0.203542994 
2009 12 -0.611528129 2014 1 0.135680805 
2010 1 0.23197573 2014 2 0.509196904 
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2010 2 0.863712025 2014 3 1.094379829 
2010 3 1.110795845 2014 4 1.680666299 
2010 4 0.474942991 2014 5 2.107411838 
2010 5 -0.225970705 2014 6 2.005060311 
2010 6 -0.680866601 2014 7 1.367742647 
2010 7 -0.688745895 2014 8 0.869663322 
2010 8 -0.643476957 2014 9 0.328131885 
2010 9 -0.755226165 2014 10 -0.374329558 
2010 10 -0.914024321 2014 11 -0.501809641 
2010 11 -1.091252131 2014 12 -0.472415033 
2010 12 -1.442200673 2015 1 -0.744189758 
2011 1 -1.309990224 2015 2 -0.2038771 
2011 2 -1.209724651 2015 3 0.698033967 
2011 3 -0.897693941 2015 4 1.630176066 
2011 4 -0.662314207 2015 5 2.178502632 
2011 5 -0.736476974 2015 6 2.230049392 
2011 6 -0.795009236 2015 7 2.356924829 
2011 7 -0.809243644 2015 8 4.180950455 
2011 8 -0.884054976    
 
Estación Don Jaca 
Año Mes Estandarizado Año Mes Estandarizado 
2008 7 0.427477018 2012 3 0.008685212 
2008 8 -0.618802723 2012 4 -0.182271666 
2008 9 -1.300416015 2012 5 -0.289258811 
2008 10 -1.501108257 2012 6 -0.165436699 
2008 11 -1.304099431 2012 7 -0.132276291 
2008 12 -0.846548819 2012 8 -0.617159944 
2009 1 -0.269556909 2012 9 -0.790770914 
2009 2 0.367791742 2012 10 -0.907784769 
2009 3 0.634150648 2012 11 -0.712514492 
2009 4 0.447549961 2012 12 -0.133779139 
2009 5 0.219129609 2013 1 0.539607703 
2009 6 -0.012121715 2013 2 1.267184695 
2009 7 -0.135361356 2013 3 1.337565939 
2009 8 -0.3685801 2013 4 0.940400948 
2009 9 -0.519946201 2013 5 0.393174485 
2009 10 -0.802386138 2013 6 0.089214713 
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2009 11 -0.666290989 2013 7 0.278226496 
2009 12 0.05325367 2013 8 0.497353337 
2010 1 0.750949691 2013 9 0.367901398 
2010 2 1.199247768 2013 10 0.072063955 
2010 3 0.992192099 2013 11 -0.116674973 
2010 4 0.170527756 2013 12 0.098569291 
2010 5 -0.499044734 2014 1 0.999683908 
2010 6 -1.044677062 2014 2 1.807606571 
2010 7 -1.351047261 2014 3 2.135515251 
2010 8 -1.490675823 2014 4 2.094201039 
2010 9 -1.592514848 2014 5 2.107109139 
2010 10 -1.819625891 2014 6 1.883331981 
2010 11 -1.702086749 2014 7 1.288256831 
2010 12 -1.130608036 2014 8 0.661825965 
2011 2 -0.453932211 2014 9 -0.573326983 
2011 3 -0.07081515 2014 10 -1.14909899 
2011 4 -0.138931683 2014 11 -0.674869428 
2011 5 -0.484309033 2014 12 -0.096424934 
2011 6 -0.831360341 2015 1 0.762613776 
2011 7 -0.926956168 2015 2 1.686691046 
2011 8 -1.140550624 2015 3 2.187598145 
2011 9 -1.210420811 2015 4 1.845379441 
2011 10 -1.485449459 2015 5 0.971217309 
2011 11 -1.182489699 2015 6 0.48221651 
2011 12 -0.537754948 2015 7 1.007143603 
2012 1 -0.050243654 2015 8 0.777452159 
2012 2 0.180300065    
Estación Molinos 
Año Mes Estandarizado Año Mes Estandarizado 
2011 8 -0.97329895 2013 9 -0.565561891 
2011 9 -0.877164274 2013 10 -0.615983717 
2011 10 -1.363845391 2013 11 -0.517426527 
2011 11 -1.111625021 2013 12 0.053263968 
2011 12 -0.333137594 2014 1 0.344089276 
2012 1 0.355486956 2014 2 0.908766182 
2012 2 0.537835796 2014 3 0.794870172 
2012 3 0.2428636 2014 4 1.327527222 
2012 4 -0.400137087 2014 5 2.194454847 
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2012 5 -0.780839834 2014 6 2.648748794 
2012 6 -0.741245483 2014 7 2.717502454 
2012 7 -0.791819605 2014 8 1.654873971 
2012 8 -1.112234118 2014 9 -0.027892385 
2012 9 -1.058815109 2014 10 -0.864341819 
2012 10 -1.111771982 2014 11 -0.927871193 
2012 11 -1.07733025 2014 12 -0.062998517 
2012 12 -0.837359951 2015 1 0.453682698 
2013 1 -0.528086161 2015 2 1.282258335 
2013 2 -0.218798655 2015 3 1.51560507 
2013 3 -0.066522438 2015 4 1.253907414 
2013 4 -0.198736938 2015 5 0.678449967 
2013 5 -0.373956372 2015 6 0.09091106 
2013 6 -0.413675569 2015 7 -0.205168077 
2013 7 -0.366631325 2015 8 -0.003960936 
2013 8 -0.526860616    
 
Estación Zuana 
Año Mes Estandarizado Año Mes Estandarizado 
2007 12 -1.508151652 2011 10 -1.249748967 
2008 1 1.414075247 2011 11 -0.979266133 
2008 2 1.643656608 2011 12 -0.515601274 
2008 3 1.510108034 2012 1 -0.00135686 
2008 4 1.431733471 2012 2 -0.006372711 
2008 5 1.233939292 2012 3 0.444162738 
2008 6 0.789911644 2012 4 0.855633376 
2008 7 0.238826716 2012 5 1.006089034 
2008 8 -0.241971199 2012 6 0.752546879 
2008 9 -1.106104844 2012 10 0.383485082 
2008 10 -1.289851101 2012 11 -0.555894222 
2008 11 -0.665223983 2012 12 -0.476400262 
2008 12 -0.164627315 2013 1 0.481543904 
2009 1 -0.087488065 2013 2 1.750250608 
2009 2 -0.027489515 2013 3 2.026289307 
2009 3 -0.262458861 2013 4 1.475383676 
2009 4 -0.314609782 2013 5 0.609623676 
2009 5 0.069194843 2013 6 0.299647801 
2009 6 0.123090184 2013 7 0.593020714 
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2009 7 0.041495159 2013 8 0.92881022 
2009 8 -0.261636626 2013 9 0.716165072 
2009 9 -0.729583701 2013 10 0.073377259 
2009 10 -1.121112795 2013 11 -0.740202485 
2009 11 -1.004595902 2013 12 -0.366382604 
2009 12 -0.302245992 2014 1 1.099877014 
2010 1 0.564661943 2014 2 2.143259161 
2010 2 1.348687453 2014 3 2.394880397 
2010 3 1.345995773 2014 4 1.88905389 
2010 4 0.422784724 2014 5 0.430613819 
2010 5 -0.272180768 2014 6 -0.468332301 
2010 6 -0.881997745 2014 7 -0.215868577 
2010 7 -1.286015212 2014 8 0.514117857 
2010 8 -1.365825192 2014 9 -0.083087583 
2010 9 -1.424506656 2014 10 -0.286903363 
2010 10 -1.534647166 2014 11 -0.587095004 
2010 11 -1.586606856 2014 12 -0.592375393 
2010 12 -1.484464405 2015 1 -0.247304977 
2011 1 -1.23427433 2015 2 0.041020116 
2011 2 -1.255677332 2015 3 -0.276340964 
2011 3 -1.205862884 2015 4 -0.97984401 
2011 4 -1.342024251 2015 5 0.672216403 
2011 5 -1.169617273    
 
 
ANEXO 5 NORMALIZACIÓN DE LAS SERIES DE TIEMPO 
Estación Club Santa Marta 
Año Mes Normalizado Año Mes Normalizado 
2007 8 0.2478014 2011 9 0.09952864 
2007 9 0.25257422 2011 10 0.06483161 
2007 10 0.25166848 2011 11 0.12681532 
2007 11 0.13022061 2011 12 0.1533233 
2007 12 0.02294208 2012 1 0.18213686 
2008 1 0.03837534 2012 2 0.1595676 
2008 2 0.16793775 2012 3 0.16656153 
2008 3 0.28639317 2012 4 0.1991591 
2008 4 0.38366606 2012 5 0.24586641 
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2008 5 0.40660649 2012 6 0.24709231 
2008 6 0.36740193 2012 7 0.20597228 
2008 7 0.32097798 2012 8 0.10468719 
2008 8 0.24774892 2012 9 0.07678378 
2008 9 0.1603782 2012 10 0.08184996 
2008 10 0.08377199 2012 11 0.14371363 
2008 11 0.06952261 2012 12 0.19566376 
2008 12 0.07184465 2013 1 0.29097099 
2009 1 0.01837822 2013 2 0.37371643 
2009 2 0.01849801 2013 3 0.43243956 
2009 3 0.11352137 2013 4 0.4170155 
2009 4 0.2143367 2013 5 0.37578465 
2009 5 0.33496586 2013 6 0.36723263 
2009 6 0.38012111 2013 7 0.41589019 
2009 7 0.38379532 2013 8 0.42792072 
2009 8 0.34320032 2013 9 0.36059147 
2009 9 0.3068078 2013 10 0.30093498 
2009 10 0.25755844 2013 11 0.23127228 
2009 11 0.14242844 2013 12 0.22027821 
2009 12 0.14772367 2014 1 0.28060449 
2010 1 0.29772922 2014 2 0.34702919 
2010 2 0.41007482 2014 3 0.45109591 
2010 3 0.45401528 2014 4 0.55535889 
2010 4 0.3409376 2014 5 0.63124971 
2010 5 0.21628975 2014 6 0.6130479 
2010 6 0.13539278 2014 7 0.49970973 
2010 7 0.13399156 2014 8 0.41113318 
2010 8 0.14204201 2014 9 0.31482927 
2010 9 0.12216896 2014 10 0.18990617 
2010 10 0.09392889 2014 11 0.1672356 
2010 11 0.06241137 2014 12 0.17246302 
2010 12 0 2015 1 0.12413163 
2011 1 0.02351181 2015 2 0.2202188 
2011 2 0.04134266 2015 3 0.38061126 
2011 3 0.09683302 2015 4 0.5463799 
2011 4 0.13869207 2015 5 0.64389223 
2011 5 0.12550324 2015 6 0.65305911 
2011 6 0.11509409 2015 7 0.67562216 
2011 7 0.11256269 2015 8 1 
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2011 8 0.09925853       
 
Estación Don Jaca 
Año Mes Normalizado Año Mes Normalizado 
2008 7 0.56076298 2012 3 0.45625378 
2008 8 0.29966459 2012 4 0.40860062 
2008 9 0.12956847 2012 5 0.38190205 
2008 10 0.07948586 2012 6 0.41280177 
2008 11 0.12864927 2012 7 0.42107693 
2008 12 0.24283071 2012 8 0.30007455 
2009 1 0.38681865 2012 9 0.25675005 
2009 2 0.54586856 2012 10 0.22754932 
2009 3 0.61233825 2012 11 0.27627889 
2009 4 0.56577217 2012 12 0.4207019 
2009 5 0.50877003 2013 1 0.58874512 
2009 6 0.45106142 2013 2 0.77031146 
2009 7 0.42030706 2013 3 0.78787505 
2009 8 0.36210748 2013 4 0.6887628 
2009 9 0.32433417 2013 5 0.55220281 
2009 10 0.25385148 2013 6 0.47634986 
2009 11 0.28781393 2013 7 0.52351762 
2009 12 0.46737581 2013 8 0.57820057 
2010 1 0.64148537 2013 9 0.54589593 
2010 2 0.75335784 2013 10 0.4720699 
2010 3 0.70168724 2013 11 0.42497023 
2010 4 0.49664147 2013 12 0.47868429 
2010 5 0.32955012 2014 1 0.70355682 
2010 6 0.19338795 2014 2 0.90517336 
2010 7 0.11693347 2014 3 0.98700275 
2010 8 0.08208926 2014 4 0.97669282 
2010 9 0.0566754 2014 5 0.97991402 
2010 10 0 2014 6 0.92407059 
2010 11 0.02933181 2014 7 0.77556999 
2010 12 0.17194393 2014 8 0.6192446 
2011 2 0.34080792 2014 9 0.31101303 
2011 3 0.43641452 2014 10 0.16732953 
2011 4 0.41941608 2014 11 0.28567319 
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2011 5 0.3332274 2014 12 0.43002361 
2011 6 0.24662099 2015 1 0.64439613 
2011 7 0.22276511 2015 2 0.87499898 
2011 8 0.16946277 2015 3 1 
2011 9 0.15202671 2015 4 0.91459956 
2011 10 0.0833935 2015 5 0.696453 
2011 11 0.1589969 2015 6 0.57442319 
2011 12 0.31989001 2015 7 0.70541838 
2012 1 0.44154812 2015 8 0.64809904 
2012 2 0.49908015       
 
Estación Molinos 
Año Mes Normalizado Año Mes Normalizado 
2011 8 0.09569056 2013 9 0.19559311 
2011 9 0.11924519 2013 10 0.1832389 
2011 10 0 2013 11 0.20738709 
2011 11 0.0617983 2013 12 0.34721602 
2011 12 0.25254103 2014 1 0.41847319 
2012 1 0.42126582 2014 2 0.55682869 
2012 2 0.4659444 2014 3 0.52892222 
2012 3 0.39367117 2014 4 0.6594323 
2012 4 0.23612501 2014 5 0.87184439 
2012 5 0.14284633 2014 6 0.98315418 
2012 6 0.15254762 2014 7 1 
2012 7 0.1401561 2014 8 0.73963785 
2012 8 0.06164906 2014 9 0.32733133 
2012 9 0.07473763 2014 10 0.12238692 
2012 10 0.06176229 2014 11 0.10682113 
2012 11 0.07020111 2014 12 0.31872972 
2012 12 0.12899793 2015 1 0.44532546 
2013 1 0.2047753 2015 2 0.64834065 
2013 2 0.28055603 2015 3 0.70551459 
2013 3 0.3178663 2015 4 0.64139419 
2013 4 0.28547149 2015 5 0.50039728 
2013 5 0.24253973 2015 6 0.3564402 
2013 6 0.23280785 2015 7 0.28389575 
2013 7 0.2443345 2015 8 0.33319494 





Año Mes Normalizado Año Mes Normalizado 
2007 12 0.019705 2011 10 0.08460604 
2008 1 0.7536586 2011 11 0.15254117 
2008 2 0.81132081 2011 12 0.26899636 
2008 3 0.77777843 2012 1 0.39815524 
2008 4 0.75809368 2012 2 0.39689544 
2008 5 0.70841521 2012 3 0.51005302 
2008 6 0.59689215 2012 4 0.61339898 
2008 7 0.45848033 2012 5 0.65118779 
2008 8 0.33772195 2012 6 0.58750753 
2008 9 0.12068405 2012 10 0.49481307 
2008 10 0.0745339 2012 11 0.25887629 
2008 11 0.23141676 2012 12 0.27884218 
2008 12 0.35714783 2013 1 0.51944176 
2009 1 0.37652231 2013 2 0.83809322 
2009 2 0.39159169 2013 3 0.90742377 
2009 3 0.33257622 2013 4 0.76905697 
2009 4 0.31947787 2013 5 0.55161059 
2009 5 0.41587517 2013 6 0.4737563 
2009 6 0.42941166 2013 7 0.54744055 
2009 7 0.40891805 2013 8 0.63177826 
2009 8 0.33278274 2013 9 0.57836979 
2009 9 0.21525202 2013 10 0.41692564 
2009 10 0.11691462 2013 11 0.21258498 
2009 11 0.14617928 2013 12 0.30647448 
2009 12 0.32258319 2014 1 0.67474381 
2010 1 0.54031789 2014 2 0.9368022 
2010 2 0.73723564 2014 3 1 
2010 3 0.73655959 2014 4 0.87295539 
2010 4 0.50468367 2014 5 0.50665004 
2010 5 0.33013445 2014 6 0.28086855 
2010 6 0.17697133 2014 7 0.34427795 
2010 7 0.07549733 2014 8 0.52762312 
2010 8 0.05545206 2014 9 0.37762755 
2010 9 0.04071348 2014 10 0.32643668 
2010 10 0.01305032 2014 11 0.25103982 
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2010 11 0 2014 12 0.24971359 
2010 12 0.02565435 2015 1 0.33638231 
2011 1 0.08849269 2015 2 0.40879874 
2011 2 0.08311706 2015 3 0.32908956 
2011 3 0.09562858 2015 4 0.15239603 
2011 4 0.06142996 2015 5 0.56733153 
2011 5 0.10473212       
 
