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Abstract
We show that, in a generic setting, self-affine and almost self-affine measures are
exact dimensional, with local dimension equal almost everywhere to the information
dimension and given by the zero of a superadditive pressure functional.
1 Introduction
For m ≥ 2 let T1, . . . , Tm be a set of linear contractions on IRN , let ω1, . . . , ωm ∈ IRN be
a set of translation vectors, and let S1, . . . , Sm : IR
N → IRN be the affine transformations
Si(x) = Ti(x) + ωi (i = 1, . . . , m).
The contractions {S1, . . . , Sm} form an iterated function system (IFS). By the well-known
theorem of Hutchinson, see [10, 15], this IFS has a unique attractor, that is a unique
non-empty compact set Eω ⊂ IRN such that
Eω =
m⋃
i=1
Si(E
ω).
We refer to Eω as a self-affine set, writing Eω to emphasise its dependence on the vector
of translations ω = (ω1, . . . , ωm) ∈ IRNm.
Whilst a great deal is known about the dimensions of self-similar sets, see for example
[10, 15], determination of the Hausdorff and box dimensions of self-affine sets can be chal-
lenging, not least because the dimensions need not vary continuously with (ω1, . . . , ωm).
A covering argument, involving dividing up the components of Eω into appropriate pieces,
shows that, for all ω, the Hausdorff and lower and upper box-counting dimensions satisfy
dimH (E
ω) ≤ dimB (Eω) ≤ dimB (Eω) ≤ min{d0, N}, (1.1)
where d0, termed the affinity dimension, satisfies
lim
k→∞
1
k
log
∑
|i|=k
φd0(Ti) = 0
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(see Section 4 for the notation used here).
For many self-affine sets equality holds in (1.1), at least in a ‘generic’ sense, see [5, 6,
7, 14, 18, 19, 24, 25]. In particular this is true for LmN -almost all (ω1, . . . , ωm) ∈ IRmN ,
provided ‖Ti‖ < 12 for all i, see [6, 25]. Nevertheless, for many regular self-affine sets such
as affine Sierpin´ski carpets (where the Si map the unit square onto rectangles selected from
a rectangular grid) the dimension is in general strictly less than the affinity dimension,
see [1, 4, 12, 13, 20, 21].
A variant of self-affine sets with rather more randomness was recently introduced
[16]. Here there is a scaled independent random translation at each stage of the iterated
construction of the set to yield a statistically self-affine set, and this was shown to have
Hausdorff and box dimensions min{d0, N} almost surely, provided only that ‖Ti‖ < 1 for
all i.
It is natural to consider multifractal aspects of measures supported by these sets. In
particular, self-affine measures, which may be thought of as Bernoulli measures on a code
space projected onto self-affine sets in the natural way, have been studied in various cases.
Again, multifractal quantities need not vary continuously with the defining parameters,
and there are two approaches. One can consider measures on specific self-affine sets, such
as affine Sierpin´ski carpets, see [2, 17, 22]. Alternatively, one can seek generic formulae
valid almost surely across some parameter space. In particular, the almost sure generalized
q-dimensions of measures on self-affine sets [9] and on almost self-affine sets [11], have been
obtained for certain ranges of q.
In this paper we consider the pointwise or local dimension of measures, that is
lim
r→0
logµω(B(x, r))
log r
.
We show that in a generic situation µω is exact dimensional, that is, for almost all ω
in some parameter space, the local dimension of µω exists and takes a common value d1
at µω-almost all x, where d1 is the zero of a superadditive pressure functional (4.5) and
equals the information dimension D1(µω).
To establish this, we obtain a deterministic upper bound for the local dimensions
by utilizing the upper bounds for the Lq-dimensions as q ր 1 together with the lower
semicontinuity of a family of pressure functions P (s, q) at q = 1, see Proposition 5.2. The
almost sure lower bound comes from an integral estimate, Theorem 5.3.
We end with estimates in the more general case when µ is a Gibbs measure on the
code space.
2 Dimensions of measures
In this section we review the multifractal definitions and properties that we will require;
see [8, ?] for full accounts.
We denote the closed ball of radius r with center x by B(x, r). Let ν be a Borel regular
probability measure on IRN . The Hausdorff dimension and packing dimension of ν are
defined by
dimH ν = sup
{
s : lim inf
r→0
log ν(B(x, r))
log r
≥ s, for ν-almost all x
}
,
2
dimP ν = sup
{
s : lim sup
r→0
log ν(B(x, r))
log r
≥ s, for ν-almost all x
}
.
If for some s
lim
r→0
log ν(B(x, r))
log r
= s,
(with the limit existing) for ν-almost all x, we say that ν is exact of dimension s, in which
case s = dimH ν = dimP ν.
We write Mr for the family of r-mesh cubes in IRN , that is cubes of the form
[j1r, (j1 + 1)r)× · · · × [jNr, (jN + 1)r) where j1, . . . , jN ∈ Z. Let ν be a Borel probability
measure on RN . For q 6= 1 we define the lower and upper generalized q-dimensions or
Lq-dimensions of ν to be
Dq(ν) = lim inf
r→0
log
∑
Mr
ν(C)q
(q − 1) log r , D
q
(ν) = lim sup
r→0
log
∑
Mr
ν(C)q
(q − 1) log r . (2.1)
For q = 1, D1(ν) and D
1
(ν), also termed the lower and upper information dimensions,
are defined by
D1(ν) = lim inf
r→0
∑
Mr
ν(C) log ν(C)
log r
, D
1
(ν) = lim sup
r→0
∑
Mr
ν(C) log ν(C)
log r
. (2.2)
If Dq(ν) = D
q
(ν), we write Dq(ν) for the common value which we refer to as the gener-
alized q-dimension.
We will need the following lemma on several occasions.
Lemma 2.1 Let ν be a probability measure on some measure space X and let f : X → IR+
be ν-measurable. Write
F (q) =
1
q − 1 log
∫
f q−1dν (q 6= 1)
F (1) =
∫
log fdν
Then F : IR→ IR ∪ {−∞,∞} is a monotonic increasing function. Moreover, if 0 < a ≤
f(x) ≤ b <∞ for all x ∈ X for some a and b, then F : IR→ IR is continuous.
Proof. Monotonicity of F follows from Jensen’s inequality. If f is bounded away from 0
and ∞, continuity at q 6= 1 follows from the bounded convergence theorem. For q close
to 1, note that∫
f q−1dν =
∫
exp
(
(q − 1) log f)dν = ∫ (1 + (q − 1) log f +O((q − 1)2))dν
= 1 + (q − 1)
∫
log fdν +O((q − 1)2),
so
log
∫
f q−1dν = (q − 1)
∫
log fdν +O((q − 1)2),
giving continuity of F (q) at q = 1.
It is often convenient to express generalized dimensions as integrals of measures of
balls rather than as moment sums.
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Proposition 2.2 The generalized dimensions have integral forms:
Dq(ν) = lim inf
r→0
log
∫
ν(B(x, r))q−1dν(x)
(q − 1) log r , D
q
(ν) = lim sup
r→0
log
∫
ν(B(x, r))q−1dν(x)
(q − 1) log r ,
(2.3)
for q > 0, q 6= 1, and
D1(ν) = lim inf
r→0
∫
log ν(B(x, r))dν(x)
log r
, D
1
(ν) = lim sup
r→0
∫
log ν(B(x, r))dν(x)
log r
. (2.4)
Moreover, Dq(ν) and D
q
(ν) are monotonic decreasing in q.
Proof. Identity (2.3) is straightforward for q > 1, see, for example, [?]. The case of
0 < q < 1 was established in [23].
For q = 1, given 0 < r < 1, for each x ∈ IRN write C(x) for the r-mesh cube containing
x. Then ∑
Mr
ν(C) log ν(C) =
∫
log ν(C(x))dν(x) ≤
∫
log ν(B(x,
√
Nr)dν(x),
and dividing by log r and taking the limits gives that the expressions of (2.2) are at least
the corresponding ones of (2.4).
For the opposite inequalities, fix 0 < r < 1 and write C˜ for the cube of side 3r formed
by the 3N cubes in Mr consisting of C and its immediate neighbours. Let Sk (k =
1, 2, 3, . . .) be the set of mesh cubes
Sk = {C ∈Mr : 2k−1ν(C) ≤ ν(C˜) < 2kν(C)}.
Then ∑
C∈Sk
ν(C) ≤ 21−k
∑
C∈Sk
ν(C˜) ≤ 21−k3N
∑
C∈Mr
ν(C) = 21−k3N . (2.5)
Writing C˜(x) for the cube C˜ containing x,∫
log ν(B(x, r))dν(x) ≤
∫
log ν(C˜(x))dν(x)
=
∑
C∈Mr
ν(C) log ν(C˜)
≤
∞∑
k=1
∑
C∈Ck
ν(C) log(2kν(C))
≤
∞∑
k=1
∑
C∈Ck
ν(C)
(
log ν(C) + k log 2
)
=
∑
C∈Mr
ν(C) log ν(C) +
∞∑
k=1
3N21−kk log 2,
using (2.5). Since the right hand sum is finite, dividing by log r and taking the limit
completes the argument for q = 1.
Monotonocity of Dq(ν) and D
q
(ν) follows from Lemma 2.1.
The local dimensions of a measure are related to the generalized dimensions as q
approaches 1.
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Proposition 2.3 Let ν be a Borel probability measure on IRN . Then for ν almost-all x
lim
qց1
Dq(ν) ≤ lim inf
r→0
log ν(B(x, r))
log r
≤ lim sup
r→0
log ν(B(x, r))
log r
≤ lim
qր1
D
q
(ν). (2.6)
Proof. For the right hand inequality, let q < 1 and let D
q
(ν) < t < s. From (2.3) there is
a constant c such that ∫
ν(B(x, r))q−1dν(x) ≤ cr(q−1)t
for all 0 < r ≤ 1, so that∫ (
ν(B(x, r))
rs
)q−1
dν(x) ≤ cr(q−1)(t−s).
Setting r = 2−k for k = 1, 2, . . . and summing, we get∫ ∞∑
k=1
(
ν(B(x, 2−k))
2−ks
)q−1
dν(x) ≤ c
∞∑
k=1
2−k(1−q)(s−t) <∞.
It follows that, for ν-almost all x, limk→∞ ν(B(x, 2
−k))/2−ks =∞. By comparing ν(B(x, r))
with ν(B(x, 2−k)) where 2−k < r ≤ 2−k+1, this implies that limr→0 ν(B(x, r))/rs =∞ so
lim supr→0 log ν(B(x, r))/ log r ≤ s. This is so for all s > Dq(ν), giving the right hand
inequality.
The left hand inequality is similar.
3 Almost self-affine sets and measures
In this section we recall the code space representation of almost self-affine sets, of which
self-affine sets are a special case.
As is usual, we index a subset of IRN constructed in a hierarchical manner by a code
space or sequence space. Then a measure on the code space may be projected to a measure
on the set. Let m ≥ 2. For k = 0, 1, 2, . . . let Ik be the set of all k-term sequences of
integers 1, 2, . . . , m, that is Ik = {(i1, . . . , ik) : 1 ≤ ij ≤ m}; we regard I0 as just containing
the empty sequence ∅. We abbreviate members of Ik by i = (i1, . . . , ik) and write |i| = k
for the number of terms in i. We write I = ∪∞k=0Ik for the set of all such finite sequences,
and I∞ for the corresponding set of infinite sequences, so I∞ = {(i1, i2, . . .) : 1 ≤ ij ≤ m}.
Juxtaposition of i and j is denoted by ij. We write i|k = (i1, . . . , ik) for the curtailment
after k terms of i = (i1, i2, . . .) ∈ I∞, with a similar notation if i ∈ Ik′ and k ≤ k′. We
write i  j if i is a curtailment of j. If i, j ∈ I∞ then i ∧ j denotes the common initial
subsequence of i and j, that is the maximal sequence such that both i∧ j  i and i∧ j  j.
We topologise I∞ using the metric d(i, j) = 2
−|i∧j| for distinct i, j ∈ I∞ to make I∞ a
compact metric space. The cylinders Ci = {j ∈ I∞ : i  j} for i ∈ I form a base of open
and closed neighbourhoods for I∞.
Let T1, . . . , Tm be a set of linear contractions on IR
N . For each i = (i1, . . . , ik) ∈ Ik
let ωi = ωi1,...,ik ∈ IRN be a translation vector, and let ω = {ωi : i ∈ I} denote the family
of such translations. We assume throughout that there is some non-empty compact set
B ⊂ IRN such that
Ti1(B) + ωi1,...,ik ⊆ B (3.1)
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for all i = (i1, . . . , ik) ∈ Ik and for all ω under consideration. This ensures that each
i = (i1, i2, . . .) ∈ I∞ determines a nested set of affine copies of B with intersection the
single point
xω(i) =
∞⋂
k=0
(Ti1 + ωi1)(Ti2 + ωi1,i2) · · · (Tik + ωi1,...,ik)(B) (3.2)
= lim
k→∞
(Ti1 + ωi1)(Ti2 + ωi1,i2) · · · (Tik + ωi1,...,ik)(x) (3.3)
= ωi1 + Ti1ωi1,i2 + Ti1Ti2ωi1,i2,i3 + · · · . (3.4)
It is easily checked that, given (3.1), these limits exist, that (3.3) is independent of x ∈ IRN ,
and that the map i 7→ xω(i) is continuous for every ω.
We term the compact set Eω given by the aggregate of these points,
Eω =
⋃
i∈I∞
xω(i) ⊂ IRN , (3.5)
an almost self-affine set, and this may be written as
Eω =
∞⋂
k=0
⋃
i1,...,ik∈Ik
(Ti1 + ωi1)(Ti2 + ωi1,i2) · · · (Tik + ωi1,...,ik)(B), (3.6)
which represents the standard hierachical way of constructing a fractal set Eω, see [11, 16].
In the special case where ωi1,...,ik = ωik for all i = (i1, . . . , ik) ∈ Ik, the set Eω is the
unique non-empty compact subset of IRN satisfying
Eω =
m⋃
i=1
Si(E
ω) (3.7)
where Si(x) = Ti(x) + ωi (i = 1, . . . , m) are contracting affine transformations, so E
ω is
the attractor of the iterated function system {S1, . . . , Sm} and Eω is a self-affine set. (By
a slight abuse of notation we write ω = (ω1, . . . , ωm) for the translation parameters in this
situation.)
Let µ be a finite Borel regular measure on I∞. For each ω, we define µ
ω, the projection
of µ measure onto IRN , by
µω(A) = µ{i : xω(i) ∈ A} (3.8)
for A ⊆ IRN , or equivalently by∫
f(x)dµω(x) =
∫
f(xω(i))dµ(i) (3.9)
for every continuous f : IRN → IR. Then µω is a Borel measure supported by Eω.
In particular, given ‘probabilities’ p1, . . . , pm (so that pi > 0 for each i and
∑m
i=1 pi = 1)
we may define a Bernoulli measure µ on I∞ by setting
µ(Ci) = pi ≡ pi1pi2 . . . pik (i = i1 . . . ik) (3.10)
for each cylinder Ci and extending to general subsets of I∞ in the usual way. With E
ω an
almost self affine set, the projected measure µω on Eω given by (3.8) and (3.9) is termed
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an almost self-affine measure, and if Eω is a self-affine set (3.7) µω is termed a self-affine
measure, in which case
µω(A) =
m∑
i=1
piµ
ω(S−1i (A)), (3.11)
for A ⊆ IRN , see [8, 15].
4 The pressure functions
The fractal and multifractal behaviour of self-affine and almost self-affine sets and mea-
sures depend on certain ‘subadditive pressure functionals’ defined in terms of singular
value functions of the linear mappings Ti, see [3, 6, 9, 11, 25].
Let T : IRN → IRN be a non-singular linear contraction. The singular values αi ≡
αi(T ) of T (i = 1, . . . , N) are the positive square roots of the eigenvalues of T
∗T , where
T ∗ is the transpose or adjoint of T . Equivalently they are the lengths of the principal
semi-axes of the image T (B) of the unit ball B. We adopt the convention that 1 > α1 ≥
α2 ≥ · · · ≥ αN > 0. The singular value function φs(T ) is then defined for 0 ≤ s ≤ N as
φs(T ) = α1α2 · · ·αm−1αs−m+1m ,
where m is the integer such that m − 1 < s ≤ m, with the convention that φs(T ) =
(α1α2 · · ·αN)s/N if s ≥ N . The singular value function φs(T ) is decreasing in s and is
submultiplicative, that is φs(Tij) ≤ φs(Ti)φs(Tj) for all i, j ∈ I, where we write Ti =
Ti1Ti2 · · ·Tik for i = i1, . . . , ik ∈ I.
Let
α+ = max
i=1,...,N
α1(Ti) and α− = min
i=1,...,N
αn(Ti).
This gives the bounds
α
s|i|
− ≤ φs(Ti) ≤ αs|i|+ (i ∈ I).
The following expressions, which may be thought of as subadditive pressure function-
als, are central to the theory of self-affine measures. It is helpful to view them both as
sums over cylinders and as integrals.
For s ≥ 0 and q ≥ 0, q 6= 1 define:
P (s, q) = lim
k→∞
1
k
log
∑
|i|=k φ
s(Ti)
1−qµ(Ci)
q
q − 1 ≡ limk→∞
1
k
log
∫ (
φs(Ti|k)
−1µ(Ci|k)
)q−1
dµ(i)
q − 1 ,
(4.1)
and for s ≥ 0 and q = 1,
P (s, 1) = lim
k→∞
1
k
∑
|i|=k
µ(Ci) log
(
φs(Ti)
−1µ(Ci)
) ≡ lim
k→∞
1
k
∫
log
(
φs(Ti)
−1µ(Ci|k)
)
dµ(i).
(4.2)
These limits exist for a Bernoulli measure µ since, from the submultiplicativity of the
φs(Ti), the sums in (4.1) form a sub- or supermultiplicative sequence in k (depending on
whether 0 < q < 1 or q > 1), and the sum in (4.2) is superadditive. We note the following
properties of P (s, q).
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Lemma 4.1 For each q ≥ 0, P (s, q) is strictly monotonic increasing and continuous in
s. More precisely,
0 < h logα−1+ ≤ P (s+ h, q)− P (s, q) ≤ h logα−1− (s ≥ 0, h > 0). (4.3)
For each s ≥ 0, P (s, q) is monotonic increasing in q, is lower semicontinuous in q and
continuous for q 6= 1. Moreover, there are 0 < β− ≤ β+ <∞ such that
(q′− q)β− ≤ (q′−1)P (s, q′)− (q−1)P (s, q) ≤ (q′− q)β+ (0 ≤ q ≤ q′ < 1 or 1 < q ≤ q′).
(4.4)
Proof. Inequalities (4.3) follow from the definitions (4.1),(4.2) of P (s, q), noting that
φs(Ti)α
kh
− ≤ φs+h(Ti) ≤ φs(Ti)αkh+ .
Fixing s ≥ 0, Lemma 2.1 gives that for each k, log∑|i|=k φs(Ti)1−qµ(Ci)q/(q − 1) =
log
∫ (
φs(Ti|k)
−1µ(Ci|k)
)q−1
dµ(i)/(q − 1) (with the logarithmic definition when q = 1) is
continuous and increasing with q, so the same is true for the limit P (s, q). Moreover,
these expressions are superadditive for each q, so by a standard property of superadditive
sequences, P (s, q) is not only the limit as k →∞ in (4.1) and (4.2) but also the supremum
over k. Since these expressions are continuous, P (s, q) is lower semicontinuous as the
supremum of a family of continuous functions.
Inequalities (4.4), which imply continuity for q 6= 1, follow from the definitions
(4.1),(4.2) of P (s, q), taking β− = log(α
−s
+ mini µ(Ci)) and β+ = log(α
−s
− maxi µ(Ci)).
Note that in certain cases, for example when φs(Ti) is multiplicative, then P (s, q) may
be continuous for all q ≥ 0, s ≥ 0; this happens if the Ti are similarities or if the Ti can
all be represented by diagonal matrices with respect to some basis.
The previous lemma guarantees that, for each q ≥ 0, there is a unique number dq > 0
such that P (dq, q) = 0; specifically the dq satisfy
P (dq, q) = lim
k→∞
1
k
log
∑
|i|=k φ
dq(Ti)
1−qµ(Ci)
q
q − 1 = 0 (q 6= 1)
P (d1, 1) = lim
k→∞
1
k
log
∑
|i|=k
µ(Ci) log
(
φd1(Ti)
−1µ(i)
)
= 0. (4.5)
Lemma 4.2 For q ≥ 0, dq is strictly monotonic decreasing in q. Furthermore, dq is
continuous at all q 6= 1 and is upper semicontinuous at q = 1.
Proof. As P (s, q) is strictly increasing in q and increasing in s, the solution dq of P (dq, q) =
0 is strictly decreasing in q.
To show upper semicontinuity of dq at q ≥ 0, let s > dq. Then P (s, q) > 0, so by lower
semicontinuity of P (s, q) in q, there exists δ > 0 such that if |q− q′| < δ then P (s, q′) > 0
and so s > dq′ by monotonicity. Thus dq is upper semicontinuous at q.
A symmetric argument using the upper semicontinuity of P (s, q) in q at q 6= 1 shows
that dq is lower semicontinuous at q 6= 1.
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5 Dimensions of measures on almost self-affine sets
We now derive estimates for the local dimensions of µω. We assume throughout that the
support Eωsatisfies (3.1) for some non-empty compact B.
We recall the following upper bound for generalized q-dimensions.
Proposition 5.1 Let µ be a Bernoulli measure on I∞. If q ≥ 0, q 6= 1 then Dq(µω) ≤
min{dq, N} for all ω such that (3.1) is satisfied.
Proof. This upper bound is derived in [9, Proposition 4.1, Theorem 6.2] by subdivision
of the sets Ti(B) and applying Ho¨lder’s inequality to the parts.
Note that Proposition 5.1 is also valid for q = 1, though we do not need this here.
Taking the limit as q ր 1 of the above estimate gives an upper bound for the local
dimensions.
Proposition 5.2 Let µ be a Bernoulli measure on I∞. For any ω let µ
ω be the projection
of µ onto Eω given by (3.8). Then
lim sup
r→0
log µω(B(x, r))
log r
≤ min{d1, N}
for µω-almost all x ∈ IRN .
Proof. By Proposition 5.1 D
q
(µω) ≤ dq for all 0 < q < 1. Hence, using the right hand
inequality of (2.6),
lim sup
r→0
logµω(B(x, r))
log r
≤ lim
qր1
D
q
(µω) ≤ lim
qր1
dq ≤ d1,
using the upper semicontinuity of dq. Recall also that the upper local dimension of any
measure on IRN is at most N almost everywhere.
Given that the dimension of Eω need not be continuous in the translations ω, we can
only expect to show that min{d1, N} is also a lower bound for local dimensions for almost
all constructions, in some sense. It is convenient to express this in probabilistic language.
Thus let Ω = {ωi : i ∈ I} and let P be a probability measure on Ω such that the random
vectors ωi are jointly measurable. We write E for expectation with respect to P. Here is
a general result which we specialize to more specific probability distributions in the next
section.
Theorem 5.3 Let µ be a Bernoulli measure on I∞ given by (3.10) and let µ
ω be the pro-
jection of µ onto Eω. Suppose that there are numbers s < min{d1, N} that are arbitrarily
close to min{d1, N} for which there exists c <∞ such that
E
(|xω(i)− xω(j)|−s) ≤ c
φs(Ti∧j)
(i 6= j ∈ I∞). (5.1)
Then, for almost all ω, the measure µω is exact dimensional, with
lim
r→0
logµω(B(x, r))
log r
= D1(µω) = min{d1, N}
for µω-almost all x.
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Proof. Let s be such that (5.1) holds. By (3.8), for all i ∈ I∞ and 0 < r < 1,
µω(B(xω(i), r)) = µ(j :| xω(i)− xω(j) |≤ r)
= µ
(
j : rs|xω(i)− xω(j)|−s ≥ 1)
≤
∫
I∞
rs|xω(i)− xω(j)|−sdµ(j).
Using (5.1),
E
(
µω(B(xω(i), r))
) ≤ E ∫
I∞
rs|xω(i)− xω(j)|−sdµ(j)
≤ rs
∫
I∞
c
φs(Ti∧j)
dµ(j)
≤ crs
∞∑
k=1
φs(Ti|k)
−1µ(Ci|k). (5.2)
Since µ is an ergodic measure on I∞ and {log(φs(Ti)−1µ(Ci)}i∈I is superadditive, the sub-
additive ergodic theorem(see [26]) implies that 1
k
log
(
φs(Ti|k)
−1µ(Ci|k)
) → P (s, 1) (given
by (4.2)) for µ-almost all i ∈ I∞. Hence, if s < d1, then for µ-almost all i ∈ I∞, we have
limk→∞
(
φs(Ti|k)
−1µ(Ci|k)
)1/k → exp(P (s, 1)) < 1, so the series (5.2) converges. Thus if
t < s < d1
E
(
r−tµω(B(xω(i), r))
) ≤ c0rs−t
for all 0 < r < 1, for some c0, for µ-almost all i. Taking r = 2
−l and summing,
E
∞∑
l=1
2ltµω(B(xω(i), 2−l)) ≤ c0
∞∑
l=1
2−l(s−t) <∞.
Since the limiting behaviour of the measure of balls is determined by the discrete radii
2−l, it follows that, for µ-almost all i ∈ I∞,
r−tµω(B(xω(i), r))→ 0
as r → 0, for almost all ω. Hence, for almost all ω,
lim inf
r→0
log µω(B(x, r))
log r
≥ t, (5.3)
for µω-almost all x, and this is true for all t < min{d1, N}, by choosing s with t < s <
for which (5.1) holds. Thus (5.3) holds with t = min{d1, N}, and the opposite estimate
required comes from Proposition 5.2.
Finally, if a probability measure ν is exact dimensional of dimension d then D1(ν) = d;
this follows from the definitions (2.4) using the dominated convergence theorem, or see
[27]. Thus, in our case, D1(µω) = min{d1, N} almost surely.
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6 Specific cases
We specialize Theorem 5.3 to two cases of particular interest. First we consider a self-affine
measure supported by a self-affine set.
Theorem 6.1 For Si(x) = Ti(x) + ωi (i = 1, 2, . . . , m) let E
ω be the self-affine subset of
IRN satisfying (3.7). Let µ be the Bernoulli measure on I∞ given by (3.10) and let µ
ω be
the projection of µ onto Eω, that is the self-affine measure satisfying (3.11). Assume that
‖Ti‖ < 12 for all 1 ≤ i ≤ m. Then, for Nm-Lebesgue almost all (ω1, . . . , ωm) ∈ IRNm, the
measure µω is exact dimensional, with
lim
r→0
log µω(B(x, r))
log r
= D1(µω) = min{d1, N} (6.1)
for µω-almost all x.
Proof. It was shown in [6, Lemma 2.2] for ‖Ti‖ < 13 and [25] for ‖Ti‖ < 12 that, for all
ρ > 0 and 0 < s < N with s non-integral,∫
ω1,...,ωm∈B(0,ρ)
dω1 . . . dωm
|xω(i)− xω(j)|s ≤
c
φs(Ti∧j)
,
for all distinct i, j ∈ I∞, where xω(i) is the point obtained by taking ωi1,...,ik = ωik for
all (i1, . . . , ik) in (3.2)-(3.4). By taking B a sufficiently large ball in IR
N we may ensure
that (3.1) holds for all ω1, . . . , ωm ∈ B(0, ρ) for any given ρ. The conclusion follows from
Theorem 5.3, regarding normalised Nm-dimensional Lebesgue measure on B(0, ρ)m as a
probability measure.
Note that in the setting of Theorem 6.1 we have almost surely thatDq(µω) = min{dq, N}
for 1 < q ≤ 2, see [9].
We now consider measures on statistically self-affine sets of the form considered in
[16, 11]. In particular this enables us to remove the restriction of ‖Ti‖ < 12 of the previous
theorem.
Theorem 6.2 Let Eω be the almost self-affine subset of IRN satisfying (3.6). Let µ be the
Bernoulli measure on I∞ given by (3.10) and let µ
ω be the almost self-affine measure on Eω
given by (3.8). Suppose that ‖Ti‖ < 1 for all 1 ≤ i ≤ m. Let D be a bounded region in IRN
and let P be a probability measure on Ω such that {ωi : i ∈ Ω} are independent identically
distributed random vectors in D with a distribution that is absolutely continuous with
respect to N-dimensional Lebesgue measure. Then, for P-almost all ω ∈ Ω, the measure
µω is exact dimensional with
lim
r→0
log µω(B(x, r))
log r
= D1(µω) = min{d1, N} (6.2)
for µω-almost all x.
Proof. By taking B a sufficiently large ball in IRN we may ensure that (3.1) holds for
all ω. It was shown in [16], see also [11], that for this model, for all 0 < s < N with s
non-integral,
E
(|xω(i)− xω(j)|−s) ≤ c
φs(Ti∧j)
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for all distinct i, j ∈ I∞, where xω(i) is the random point given by (3.2)-(3.4) for each
i ∈ I∞. The conclusion is immediate from Theorem 5.3.
Note that in the setting of Theorem 6.2 we have that Dq(µω) = min{dq, N} almost
surely for all q > 1, see [11].
7 Gibbs measures
We may also get estimates for the local dimensions when µ is an invariant Gibbs measure
on I∞. Recall that a probability measure µ on I∞ is aGibbs measure if there is a continuous
f : I∞ → IR and a real number P (f), the pressure of f , such that for some a > 0,
a−1 ≤ µ(Ci|k)
exp
(− kP (f) +∑k−1j=0 f(σj(i)) ≤ a (i ∈ I∞, k ∈ Z
+), (7.1)
where σ is the shift on I∞ given by σ(i1, i2, . . .) = (i2, i3, . . .). According to the variational
principle, given f : I∞ → IR satisfying an ǫ-Ho¨lder condition, that is |f(i)−f(j)| ≤ cd(i, j)ǫ
for some ǫ > 0, c > 0, there exists an invariant Gibbs measure satisfying (7.1), and this
provides a wide range of Gibbs measures. Note that from (7.1),
b−1µ(Ci)µ(Cj) ≤ µ(Cij) ≤ bµ(Ci)µ(Cj) (i, j ∈ I), (7.2)
where b = a3 > 0. In particular {bµ(Ci)}i is submultiplicative, and {b−1µ(Ci)}i is
supermultiplicative, and this is enough to guarantee the existence of the limits in the
definitions (4.1) and (4.2), since, for example in the case of 0 ≤ q < 1, the limit
limk→∞
1
k
log
∑
|i|=k φ
s(Ti)
1−qbqµ(Ci)
q/(q − 1) exists with a value unaltered if the bq term
is dropped. As before, P (s, q) is continuous in s and strictly monotonic in s, so the
definition (4.5) of dq (q ≥ 0) remains valid in this case.
It follows from (7.1) that there are constants 0 < c− ≤ c+ < 1 such that ck− ≤
µ(Ci) ≤ ck+ for all i ∈ Ik. Thus Lemma 4.1 remains true (taking β− = log(α−s+ c−) and
β+ = log(α
−s
− c+) in (4.4)) except that we can no longer guarantee that P (s, q) is lower
semicontinuous at q = 1.
Thus we get the following variants of Proposition 5.2 and Theorem 5.3.
Proposition 7.1 Let µ be a Gibbs measure on I∞. For any ω let µ
ω be the projection of
µ onto Eω given by (3.8). Then
lim sup
r→0
logµω(B(x, r))
log r
≤ min{lim
qր1
dq, N}
for µω-almost all x ∈ IRN .
Theorem 7.2 Let µ be an invariant Gibbs measure on I∞ and let µ
ω be the projection
of µ onto Eω. Suppose that there are numbers s < min{d1, N} that are arbitrarily close
to min{d1, N} for which there exists c <∞ such that
E
(|xω(i)− xω(j)|−s) ≤ c
φs(Ti∧j)
(i 6= j ∈ I∞).
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Then, for almost all ω,
min{d1, N} ≤ lim
r→0
log µω(B(x, r))
log r
≤ min{lim
qր1
dq, N} (7.3)
for µω-almost all x.
Proof. The proof is similar to that of Theorem 5.3. For an invariant Gibbs measure,
{log(φs(Ti)−1b−1µ(Ci)}i∈I is superadditive by (7.2), and since every invariant Gibbs mea-
sure is ergodic, the subadditive ergodic theorem gives that
lim
k→∞
1
k
log
(
φs(Ti|k)
−1µ(Ci|k)
)
= lim
k→∞
1
k
log
(
b−1φs(Ti|k)
−1µ(Ci|k)
)
= P (s, 1)
for µ-almost all i ∈ I∞. Hence, if s < d1, then for µ-almost all i ∈ I∞, we have that
limk→∞
(
φs(Ti|k)
−1µ(Ci|k)
)1/k → exp(P (s, 1)) < 1, so the series (5.2) converges. The
proof concludes as in Theorem 5.3.
Of course, Theorem 7.2 may be specialized to self-similar measures and almost self-
similars measures; thus if µ is a Gibbs measure rather than a Bernoulli measure in The-
orems 6.1 and 6.2, the conclusions (6.1) and (6.2) are replaced by (7.3).
For Gibbs measures it is not clear that P (s, q) need be lower semicontinuous in q at
q = 1, so we cannot proceed as before to get equality throughout (7.3). It would be of
interest to know when we do get equality here.
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