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Abstract
Document clustering deals with assigning documents to groups (called clusters) in accordance with the general clustering rule,
‘high intra-cluster document similarity and low inter-cluster document similarity’. In this study, we propose a novel heuristics for
clustering news headlines. News headlines are grammatically and semantically different from larger bodies of text, like blog posts
and reviews. Based on the heuristics, we implemented versions of the frequent term-based and frequent noun-based clustering
algorithms. Both these algorithms, along with k-means, regular frequent term and frequent noun clustering were evaluated using
ﬁve datasets - Reuters343, Reuters2388 (news headlines), CICLing-2002, Hep-ex and KnCr (scientiﬁc abstracts). On interpreting
the results based on common external cluster quality evaluation measures (purity, entropy and F measure), it was found that the
heuristics performed at par with, or even better than, traditional clustering algorithms and few other intuitive algorithms, when
tested using the datasets comprising of news headlines. However, on using the datasets comprising of scientiﬁc abstracts, the
results were not favorable.
c© 2012 The Authors. Published by Elsevier Ltd.
Selection and/or peer-review under responsibility of the Department of Computer Science & Engineering, National Institute of
Technology Rourkela.
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1. Introduction
Cluster analysis or clustering is the task of assigning a set of objects into groups (called clusters) so that the
objects in the same cluster are more similar (in some sense or another) to each other than to those in other clusters.
Cluster analysis ﬁnds applications in numerous ﬁelds. Document clustering (also referred to as text categorization) is
closely related to the concept of data clustering. Document clustering is a more speciﬁc technique for unsupervised
document organization, where generally high dimensional documents are the objects in consideration. A large number
of studies has investigated document clustering as a methodology for improving search and retrieval, automatic topic
identiﬁcation, document browsing, as well as the primitive task of classiﬁcation.
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News headlines are different from previously studied larger bodies of text, such as search results, blog posts and
reviews. They are constricted, succinct (often limited to a single sentence) and do not guarantee correctness of
grammar. This results in smaller dimensionality of a corpus, allowing us to try modiﬁed versions of the regular
clustering methods as well as various heuristics. Clustering headlines instead of the news posts themselves could
provide a signiﬁcant gain in execution time. Further, an efﬁcient algorithm for clustering of news headlines may ﬁnd
many applications, like creating groups of similar news from different sources1.
In this paper, we propose a novel heuristics which could be incorporated into frequent term-based clustering to
yield better results. We implemented heuristic versions of both frequent term and frequent noun clustering algorithm.
These algorithms were then evaluated using two datasets (Reuters343 and Reuters2388) of 343 and 2388 news head-
lines pertaining to 26 topics (extracted from the Reuters corpus). We also tested our heuristics on three other short
text corpuses namely CICLing-2002, hep-ex, and KnCr (comprising of scientiﬁc abstracts). The results were then
interpreted using commonly used cluster quality measures (purity, entropy, F measure). Since we are concerned with
the clustering quality of the algorithms and do not investigate clustering with an application in mind, the evaluation
parameters are external measures which assess the results of the clustering algorithms against a pre-deﬁned set of
classes (or categories).
The next section is a summary of different studies in document clustering, classiﬁcation of clustering algorithms,
and various innovative algorithms. Our heuristics is introduced in section 3 and the clustering algorithms, deﬁned.
Section 4 accounts for the datasets used to evaluate the results and the evaluation parameters. Results of the studies
are discussed in section 5 and a ﬁnal conclusion is drawn in section 6.
2. Background
Clustering algorithms can broadly be classiﬁed as partitional or hierarchical (Han & Kamber 2006). Partitional
algorithms partition the document space into a speciﬁc number of groups, using the iterative relocation principle.
K-means, k-medioids, bisecting k-means (Steinbach, et al. 2000) are a few examples of partitional algorithms. Hier-
archical clustering algorithms, on the other hand, begin with all the documents in the document space as individual
clusters and iteratively merge the most similar clusters. In contrast to this bottom-up approach (also called the agglom-
erative approach), hierarchical clustering can be top down (or the divisive approach). While it has often been argued
that hierarchical clustering yields better quality clusters, partitional methods are preferred often because of their linear
time complexity. Apart from this, Carpineto et al. (Carpineto, et al. 2009) proposed an alternate classiﬁcation of
clustering algorithms based on how well they are prepared to produce sensible, comprehensive, and compact cluster
labels. However, this classiﬁcation type is based on clustering as a technique to improve browsing of search results.
Over the years, a number of intuitive clustering algorithms have been developed. Cutting et al. (Cutting, et al. 1992)
introduced two linear time partitional clustering algorithms - Buckshot and Fractionation, both being used as methods
to choose initial centers for their cluster subroutine. Cutting et al. also pointed out that Buckshot is a faster clustering
algorithm whereas Fractionation produced a better clustering. Beil et al. (Beil, et al. 2002) discussed two variants of
frequent term-based clustering, one partitional and the other hierarchical. Both the algorithms are based on a greedy
technique to identify frequent term sets. Zamir and Etzioni (Zamir & Etzioni 1998) introduced another interesting
linear time clustering algorithm, Sufﬁx Tree Clustering (STC). One notable difference between STC and previously
discussed algorithms is that STC does not treat a document as a set of words, but as an ordered sequence of words.
This algorithm proceeds by constructing a sufﬁx tree of all the sentences of all the documents in the corpus. Apart
from these, there are a number of proposed clustering algorithms (Guha, et al. 2000) (Pantel & Lin 2002) (Steinbach
et al. 2000) each with their beneﬁts.
A popular aspect of investigating document clustering as an application is in improving web search results, towards
which many studies have been directed ((Maarek, et al. 2000) (Zamir & Etzioni 1998) (Zamir & Etzioni 1999) (Cutting
et al. 1992)). However, our heuristic is motivated by the recent trend in clustering short-text. Shrestha et al. (Shrestha,
et al. 2012), in their study of clustering short text evaluated variants of hierarchical agglomerative clustering and
spectral clustering (Luxburg 2007) on four different short text corpora - CICLing-2002, hep-ex, and KnCr (Pinto,
1Such an approach is used by Google News.
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et al. 2007) and LDC (paragraphs of news posts concerning the Death of Diana). Few other studies have dealt with
clustering abstracts instead of full text in papers (Makagonov, et al. 2004) (Pinto, et al. 2006) and other short text
domains (Pinto & Rosso 2006) (Koller & Sahami 1997). Zamir and Etzioni (Zamir & Etzioni 1998) also found that
clusters based on snippets were almost as good as clusters created using full text of web documents.
3. Clustering Algorithm
In this section we introduce the novel heuristics that we propose, and discuss in details the clustering algorithms
being used. This has been followed up with an account of the reﬁnement process.
Before feeding our corpus of headlines (and abstracts) to the clustering algorithms, common preprocessing steps
are applied and each feature is separated. We consider only unigram features, and use feature presence measure to
represent in the vector space model. In preliminary experiments, we found that considering term frequency * inverse
document frequency had an adverse effect as the total dimensionality of the corpus was substantially low.
3.1. The Hypothesis
The heuristics is intended to be used for modifying the general frequent term-based clustering algorithm, which
forms clusters by ﬁrst ﬁnding the most frequent terms in the corpus and them bundling the documents containing each
of these terms into a cluster. This is based on the premise that each document is related to a topic which is manifested
by the presence of a related term (key term). We aim at making the process of ﬁnding these key terms easy.
Our hypothesis states, “the lesser the number of terms in a document, the easier it is to identify the key term.”
Evidently, this obligates the assumption that each document contains only one such key term. To understand this
hypothesis, consider two news headlines:
H1: BALDRIGE PREDICTS SOLID U.S. HOUSING GROWTH
H2: JANUARY HOUSING SALES DROP, REALTY GROUP SAYS
Both these headlines belong to the class “HOUSING”. After preprocessing, H1 is left with 4 terms, while H2 has
6 terms. Table 1 shows the terms (and corresponding frequencies in the entire corpus) of both H1 and H2 as well as
the list of terms in H1 and H2 combined, in order of their occurrence in the corpus. On proceeding with the general
frequent term-based clustering algorithm, it is noticed that januari will be chosen as a key term, followed by sale
and so on. However, there are no classes januari or sale in the corpus. While applying our hypothesis, we apply
the frequent term-based clustering algorithm, to each document separately and try to ﬁnd a key term in each (although
term frequency in the entire corpus is considered). Now, on processing H2 ﬁrst, januari will be chosen as a key
term, which again is incorrect. The correct key term, hous comes third in H2. On the other hand, processing H1
(which has 4 terms) directly identiﬁes hous as the key term, which is correct. Thus, it is easier to identify the key
term from a document with less number of terms.
Table 1: Illustration of the hypothesis. (Terms are stemmed to their roots)
Entire corpus H1 (4 terms) H2 (6 terms)
Term Freq. Term Freq. Term Freq.
januari 12 januari 12
sale 10 sale 10
hous 9 hous 9 hous 9
group 6 group 6
growth 5 growth 5
baldrig 2 baldrig 2
drop 2 drop 2
solid 2 solid 2
realti 1 realti 1
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3.2. The Heuristics Algorithms
We built two heuristic algorithms - Frequent Term plus, which is the heuristic version of the frequent term-based
clustering algorithm and Frequent Noun plus, which has the modiﬁcation that all non-nouns are removed in prepro-
cessing. Algorithm 1 is a representation of the Frequent Term plus algorithm.
While implementing the heuristics in clustering algorithms, the number of terms (after preprocessing) in each
document is counted. The documents are then arranged in reverse order of number of terms in each. For each
document, an attempt is made to identify the key term. Whenever a key term is found, all unclustered documents
containing the key term are gathered to form a cluster. While ﬁnding a key term, each term is checked if it occurs
more in unclustered documents. This is followed till the third most occurring term in a document.
Algorithm 1 Frequent Term plus algorithm
Require: featureList; {List of features and their frequencies in the corpus}
Require: documentList; {List of documents and the number of features contained in each}
1: reverseSort(documentList);
2: for all document in documentList do
3: sort(document) {Sort terms in document in order of frequency in corpus}
4: repeat
5: Select a term from the document
6: if countTermIn(term, unclusteredDocs) > countTermIn(term, clusteredDocs) then
7: createCluster(term)
8: update(unclusteredDocs)
9: else
10: Skip term
11: end if
12: until Key term found or 3 iterations over
13: end for
14: applyReﬁnement()
3.3. Reﬁnement
Reﬁnement is applied to the clustering, produced by an algorithm, to possibly increase the quality of the clusters. In
out experiments, all clusters with three or less number of documents are marked as unclustered, and these documents
are assigned to the most similar cluster. Further, k-means algorithm is applied to the remaining clusters, taking them
as the initial seeds.
4. Evaluation
The evaluation technique used in this study focuses on the overall quality of the clusters produced by the algorithm.
This is essentially an external measure of cluster quality, as indicated by Steinbach et al. (Steinbach et al. 2000) and
in (Manning, et al. 2008), which requires the corpus to be pre-categorized into classes by a human. We evaluate our
heuristic algorithms using ﬁve different datasets, and compare the results with general frequent term-based clustering
(as well as the frequent noun version) and traditional k-means algorithm. Comparisons are also made with few well
known related studies.
4.1. The Datasets
Five different datasets were used to evaluate the results of our clustering algorithms. The datasets along with the
number of documents in each and their class distribution is described in Table 2. Since our study was motivated
by the unique nature of news headlines, the ﬁrst two corpuses (Reuters343 and Reuters2388) consist purely of news
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Table 2: Datasets used for evaluation of results.
Name of Dataset Document No. of No. of Class distribution
type docs. classes
Reuters343 headlines 343 26 {24,23,22,21,21,20,19,19,19,15,14,13,12,12,11,10,
10,8,8,8,8,7,5,5,5,4}
Reuters2388 headlines 2388 26 {4,6,13,16,18,18,21,23,30,35,37,37,37,39,46,47,55,
78,94,111,126,181,197,212,369,538}
CICLing-2002 abstracts 48 4 {11,15,11,11}
Hep-ex abstracts 2922 9 {2623,271,18,3,1,1,1,1,1}
KnCr abstracts 900 16 {169,160,119,99,66,64,51,31,30,29,22,20,14,12,8,6}
headlines. Both these datasets were created by extracting headlines from the 90 category split of Reuters-21578
corpus used by Joachims (Joachims 1998). The other three corpora namely CICLing-2002, Hep-ex, and KnCr, were
created from scientiﬁc abstracts, and have been used previously for short text clustering ((Pinto et al. 2007), (Shrestha
et al. 2012)). The abstracts in the CICLing-2002 dataset belong to the ﬁeld of computational linguistics collected from
the CICLing 2002 conference. Those in the Hep-ex datasets are from the domain of Physics, while the KnCr corpus
is accumulated from the MEDLINE documents (Pinto & Rosso 2006).
4.2. Cluster Quality Measures
The three cluster quality measures used to interpret the output of the algorithms are Purity, Entropy and F measure.
Their mathematical expressions, as described below, are deﬁned for the set of classes C = c1,c2, ...,ci and set of
clusters K = k1,k2, ...,k j. n is the total number of documents in the corpus, ni the size of class i, n j the size of cluster
j and ni j is the number of documents of class i in cluster j. pi j is the probability that a member of cluster j belongs to
class i.
• Purity(K,C) = 1n ∑ jmaxi |k j ∪ ci|
• Entropy EK = 1n ∑ j n j∑i−pi jlog(pi j)
• F measure FK = 1n ∑i nimax j F(i, j)
The calculation of overall F measure requires the calculation of F measure of cluster j and class i using the formula,
F(i, j) = 2∗Recall(i, j)∗Precision(i, j)Recall(i, j)+Precision(i, j) , where, Precision(i, j) =
ni j
n j
and Recall(i, j) = ni jni
Purity values range between 0 and 1, with the purity measure of a good clustering approaching 1 and vice versa. It
has also been pointed out in (Manning et al. 2008) that high purity can be easily achieved if the number of clusters is
large, or purity is 1 if each document gets its own cluster. Thus, purity measure cannot alone be used to trade off the
quality of the clustering against the number of clusters. Entropy, a measure introduced by Shannon (Shannon 2001),
is an external evaluation method which accounts for the ‘goodness’ of a ﬂat clustering, as indicated by Steinbach et al.
(Steinbach et al. 2000). However, just like purity measure, maximum entropy is achieved when each cluster contains
only one document. F measure is another external quality measure which combines the precision and recall ideas
from information retrieval.
5. Results
For evaluation of our proposed heuristics, we implement four algorithms, in addition to k-means clustering algo-
rithm. The ﬁve algorithms in comparison are:
K-means (regular)
Frequent-term (regular) [FT]
Frequent-nouns (regular) [FN]
Frequent-term plus (heuristic) [FTplus]
Frequent-nouns plus (heuristic) [FNplus]
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The results discussed in this section were obtained on performing the experiments on an Intel Core 2 Duo machine
with clock frequency 2.4GHz and 1GB of primary memory.
Table 3(a) and Figure 1(a) summarizes the cluster quality evaluation measures obtained for each of the ﬁve algo-
rithms using the Reuters343 dataset. To determine the quality of the clusters produced in terms of these values, note
that for purity measure, the closer it is to 1, the better is the clustering. Similarly, for F measure, the larger the F
measure, the better is the cluster quality. However, in case of entropy, it is just the opposite. The lesser the entropy
measure, the better is the clustering produced. In short, the cluster quality is directly proportional to the purity and F
measure values, whereas it is inversely proportional to the entropy measure.
Similarly, Tables 3(b) to 3(e) and Figures 1(b) to 1(e) summarizes the cluster quality evaluation measures obtained
for each of the algorithms using the Reuters2388, CICLing-2002, Hep-ex and KnCr datasets respectively. For the
later three datasets it was not possible to evaluate the FN and FNplus algorithms, as these datasets were available in
preprocessed (and stemmed) form.
As evident in Figure 1(a) (using Reuters343 dataset), frequent noun plus produced the best cluster quality. Both
the heuristic algorithms, frequent term plus and frequent noun plus showed improved performance compared to the
regular frequent term and frequent noun clustering algorithms. Moreover, k-means clustering produced the poorest
cluster quality. On observing the evaluation measures, it was noticed that the purity and F measure values increase
in the order k-means, FT, FTplus, FN, FNplus, and entropy measure decreases in the same order. The quality of the
clusters produced by each of these algorithms can hence be arranged in this order.
In Figure 1(b) (using Reuters2388 dataset), although the entropy measure decreases in the order k-means, FT,
FTplus, FN, FNplus, the purity and F measure values remain almost same in each case. Judging only in terms of
entopy value, FNplus produces the best clustering. A thing to be noted in this regard is that, the lesser is the entropy
value, the less out-of-place documents are in the produced clusters (relate to entropy in chemical atoms).
Using the other three datasets (CICLing-2002, Hep-ex, and KnCr), the results were a little absurd. With the
CICLing-2002 dataset (Figure 1(c)) and KnCr dataset (Figure 1(e)) each of the purity, entropy and F measure values
remained almost constant (with a little drop or rise in FT) for all algorithms. In case of the Hep-ex dataset (Figure
1(d)) k-means was the best performer in terms of all evaluation measure. In fact, FT and FTplus performed worse.
Although the average F measure values in most studies (Larsen & Aone 1999) (Steinbach et al. 2000) lies around
0.5 and 0.6, our study projects a much higher score (using Reuters343 dataset). This may be attributed to two signif-
icant dimensions of our study, which makes it different from many related work - 1. News headlines are essentially
small text, compared to larger bodies of text like news posts and reviews. 2. The corpus used for evaluation is
small and hand manipulated. However, Beil et al. (Beil et al. 2002) reported a F measure similar to that of FTplus
with their implementation of bisecting k-means on a corpus of papers related to aeronautical system, medicine and
information retrieval. They also reported entropy values similar to the ones achieved by us, although on evaluat-
ing using the Reuters corpus, the entropy was much higher. Steinbach et al. (Steinbach et al. 2000) also reported
Table 3: Cluster quality measures for each algorithm.
(a) Reuters343
k-means FT FTplus FN FNplus
Purity 0.57 0.63 0.64 0.72 0.83
Entropy 1.09 0.83 0.59 0.55 0.27
F measure 0.50 0.62 0.68 0.76 0.86
(b) Reuters2388
k-means FT FTplus FN FNplus
Purity 0.4 0.34 0.3 0.34 0.28
Entropy 1.51 1.12 1.01 0.93 0.91
F measure 0.44 0.4 0.38 0.42 0.38
(c) CICLing
k-means FT FTplus
Purity 0.58 0.52 0.56
Entropy 1.18 1.02 1.17
F measure 0.49 0.42 0.37
(d) Hep-ex
k-means FT FTplus
Purity 0.22 0.07 0.07
Entropy 0.22 0.13 0.1
F measure 0.33 0.13 0.12
(e) KnCr
k-means FT FTplus
Purity 0.18 0.31 0.12
Entropy 0.82 1.03 0.83
F measure 0.18 0.18 0.14
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(e) KnCr
Fig. 1: Cluster quality measures for each algorithm.
much lower entropy values in their original implementation of bisecting k-means algorithm. Thus, it can be inferred
that our heuristics perform comparably (or even better) with traditional clustering methods as well as other intuitive
algorithms.
While the results obtained using the Reuters343 dataset indicated enhanced performance with the heuristic algo-
rithms, the results were not consistent with the Reuters2388 dataset. A possible explanation of this outcome is that,
while our heuristics was aimed at identifying the key term corresponding to a class and subsequently building a cluster
using it, the Reuters2388 corpus comprises of numerous headlines which do not contain the same key term as other
documents in the class (and sometimes do not contain a key term at all). As each document contains a limited number
of features, ﬁnding a secondary key term is difﬁcult and thus leads to a certain degree of noise.
The absurd cluster quality measures obtained while using the CICLing-2002, Hep-ex and KnCr datasets can be
explained as a result of the different nature of these datasets. Unlike news headlines, these datasets comprises of
scientiﬁc abstracts, which are full-ﬂedged paragraphs with multiple complete sentences. This leads to a higher di-
mensionality of the corpus. Further, this can also be attributed to the uneven class distribution of documents in these
datasets.
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6. Conclusion
We proposed a novel heuristics which could be incorporated into the regular frequent term-based clustering and
frequent noun-based clustering algorithms to produce better results. The heuristics was implemented along with tra-
ditional k-means, frequent term and frequent noun clustering, evaluated using ﬁve datasets - Reuters343, Reuters2388
(news headlines), CICLing-2002, Hep-ex and KnCr (scientiﬁc abstracts), and the results interpreted based on purity,
entropy and F measure.
On investigating the results, it was concluded that, using a small noiseless dataset of news headlines (Reuters343)
our heuristic clustering algorithms performed at par with, or even better than, traditional clustering algorithms and few
intuitive algorithms like bisecting k-means, buckshot and fractionation. The general order of increasing performance
was k-means, FT, FTplus, FN, FNplus, based on all three evaluation measures. However, with a larger and noisier
dataset of news headlines (Reuters2388) the performance variations were mild; Although, based on a single evaluation
measure (entropy), the general order of increasing performance remained the same. While using datasets comprising
of scientiﬁc abstracts (CICLing-2002, Hep-ex and KnCr) there was no apparent performance increase. In fact, in
one case (using Hep-ex dataset), the cluster quality of frequent term and frequent term plus algorithms degraded over
k-means.
Future work may include ﬁnding a method to reduce the dimensionality of short text corpuses. The heuristics
may also be extended to news headlines and description (instead of headlines only) to address the problem of noisy
headlines. Further, word sense disambiguation can be done as news headlines are indited by experts and they usually
follow a variety of linguistic styles.
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