Using the duality theorem of linear programming, it is shown that, for a linear inverse problem, the non-existence of a non-negative solution is equivalent to the existence of a positive-resolving kernel associated with a negative solution average. If no such resolving kernel can be found, we are then guaranteed the existence of a non-negative solution.
INTRODUCTION
Appealing to the duality theorem of linear programming, Heustis (1988) gave a non-rigorous argument that, for a linear inverse problem, there is an equivalence between the non-existence of non-negative resolving kernels and the existence of a strictly positive annihilator. In a similar fashion, we demonstrate here another such duality between seemingly disparate aspects of inverse theory, this time involving non-negative solutions. Specifically, the nonexistence of a non-negative solution is equivalent to the existence of a non-trivial non-negative resolving kernel with an associated negative solution average.
THEORY
In a usual linear inverse problem, we seek information about the unknown solution, rn(r), from N data values given by Ei = G,(r)rn(r) dr i = 1, . . . , N where I is the appropriate domain of definition of the problem, and the G, are a set of known data kernel functions, assumed to be linearly independent. A resolving kernel is any linear combination of data kernels: 6(r) = C a,G,(r); linearity guarantees that the associated solution average
is a property shared by all solutions. In Backus-Gilbert theory, a resolving kernal is constructed to approximate a delta distribution at some target location r , ; i.e.
6(r) = 6(r -ro). Here, we retain the conventional name 'resolving kernel' for an arbitrary linear combination of data kernels, without regard to 'deltaness'.
h z ( r ) u ( r ) dr = o is called an annihilator, and can be added to any solution to give another solution. Huestis (1988) showed that the existence of a strictly positive annihilator, a+(r), is equivalent to the non-existence of a non-trivial 6 2 0:
Any non-zero function a(r), satisfying
(throughout, we assume that 6 is not identically the zero function). Note that this result is dependent only on the data kernels, and is independent of the data values. The linear independence of the kernels guarantees the existence of a solution for any set, E j . An immediate consequence is
if the problem has a strictly positive annihilator, a large enough multiple of it can be added to any solution t o give another solution which is non-negative. The converse of (3), however, is not true, in general.
- ( Thus, a particular data set might require all solutions to be two-signed, a fact readily discovered with linear programming. If so, we are then guaranteed the ability to construct some 6(r) 2 0.
In fact, a somewhat stronger result can be shown.
Combining (2) and (3):
Suppose there exists a 8(r) 2 0, such that the associated A < 0. Then it is obvious from (1) that there is no non-negative solution. We argue here that the converse is also true:
This result is perhaps not as obvious as it might seem at first glance. Perhaps a two-signed solution can be so dominated by its positive portions, that when it is averaged over any non-negative 8, the resulting f i must be positive. Such will not be the case.
As an aside, no claim is made here that (4) has value in applications. Rather, it is a strictly theoretical result, which further ties together two different aspects of inverse theory: the construction of resolving kernels and solution averages in Backus-Gilbert Theory, and the question of solution existence under the imposition of non-linear constraints (positivity).
Rather than demonstrating (4) directly, we show its contrapositive:
using the duality theorem of linear programming (Gass 1975; p. 118 If the primal problem has a finite optimum then the dual also has a finite optimum, with min f = max h. If, on the other hand, f is unbounded, then the dual problem has n o feasible solution.
Using these notions, an approach similar to that taken by Huestis (1988) is used to give a non-rigorous but convincing argument for the truth of ( 5 ) . Assume the domain I is bounded, and is partitioned into k subdomains of equal measure, A . This partition is an artifice to create a finite-dimensional problem to which the theory of linear programming duality can be applied. For a complete result, k must ultimately be allowed to become arbitrarily large, to approach the true infinite-dimensional problem as the limiting case. Let g, be a step function approximation t o G,(r) over the jth subdomain. Then, the existence of some non-negative 6 can be approximated by the expressions To cast (6) and (7) in the form of primal-problem constraints, express each a; as the difference of two non-negative unknowns, a; = a; -a:', and admit non- Suppose (8) has a feasible solution with s k + l >0, so that 8 is non-trivial and non-negative. Then, any positive multiple of the solution is also feasible, so f is unbounded; f will only be bounded, with f = 0, in the case where the only 8 satisfying the constraints is 6 = 0 giving f i = 0.
The dual problem for (8) is readily shown t o be equivalent to the constraints: As in Huestis (1988) , this discussion does not comprise a rigorous proof, because of a lack of a careful convergence argument, as k + m. Also, the reasoning depends on I being bounded, but the result should also hold for unbounded 1.
EXAMPLES
(1) Let N = 2, I = [O, 11, and
With appropriate change of variables, this problem is equivalent to that of recovering information about the density of a radially stratified planet, from its mass E l and moment of inertia E , (Parker 1972; Huestis 1992) . Without, loss of generality, let E l = 1 and I, !, 6 = &,I3 + a2/S = 1. We wish to determine what values of E, admit a negative m for some 6 2 0, and hence preclude non-negative solutions.
-
We have:
(10) a,/3 + a2/5 = 1 a1 + E,a, < 0 For x = 0, (10) automatically holds; for x > 0, eliminate a2: Inequality (11) is true for 0 5 a1 5 7.5. For any resulting 6 2 0 , (12) gives values of E, for which f i < 0. Tightest bounds are E 2 < 0 and E 2 > 1 ; if E, is in either of these intervals, there is some 8 2 0 with f i <0, and hence no non-negative solutions. If E E (0, 1), then an m ( x ) 2 0 exists, so for any 8 2 0, m 2 0.
For -example, if E , = 2, then any a , E (3017, 7.5) will give a 6 2 0 associated with a negative f i ; if a1 = 5 , then a2 = -1013 and 8 = 5x2 -10/3x4 2 0, with f i = -513. From this, we would conclude that all solutions for this data set must be two-signed. Independently, we would have reached the same conclusion from a linear-programming approach.
Notice that this and the following example show that even when all data values are positive, it can be the case that, in some set of a,, C a;G,(r) 2 0 and C a,E, < 0. 
