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Abstract
To analyse multimodal 3-dimensional medical images, interpolation is
required for resampling which - unavoidably - introduces an interpolation
error. In this work we consider three segmented 3-dimensional images
resampled with three different neuroimaging software tools for comparing
undersampling and oversampling strategies and to identify where the over-
sampling error lies. The results indicate that undersampling to the lowest
image size is advantageous in terms of mean value per segment errors
and that the oversampling error is larger where the gradient is steeper,
showing a Gibbs effect.
1 Introduction
In the context of multimodal medical imaging Ehman et al. (2017); Misri
(2013); Zhang et al. (2017), image data of the same physical body. The
resulting images will have different geometrical resolutions in terms of
Full Width at Half Maximum (FWHM) Cecchin et al. (2015) and by
consequence with different samplings of the same Field Of View (FOV).
In many cases, two types of image sources are involved, producing:
• one (or more) morphological, high-resolution image, usually ob-
tained by Computed Tomography (CT) or by Magnetic resonance
Imaging (MRI);
• one (or more) functional, low-resolution image. A functional im-
age is typically obtained by Single Photon Emission Computed To-
mography (SPECT), Positron Emission Tomography (PET) Zhang


























by emerging systems as the Magnetic Particle Imaging (MPI) De
Marchi et al. (2017).
Thanks to their high spatial resolution, morphological images can be
used for identifying different structures of the physical body under exam
through segmentation. In order to estimate the mean activity (or any
other statistical moment) of the functional images inside each of the seg-
ments or Volumes of Interest (VOIs), it is mandatory that the segmenta-
tion and the functional images have the same size. This can be achieved
either by oversampling the functional image to reach the same resolution
of the morphological reference or by undersampling the segmentation im-
age Tustison et al. (2012); Dumitrescu and Boiangiu (2019). Despite what
common sense may suggest, the latter is preferable, due to the bigger in-
terpolation errors occurring in oversampling. This represents a paradox
(we will later refer to such effect as the resampling paradox), but also a
big waste of time since an accurate segmentation image at high resolution
(in the case of the human brain) is obtained typically after 10-20 hours of
manual work or 3-10 hours of automatic segmentation pipelines Delgado
et al. (2014).
In this paper we consider three of the most used software suites in
neuroimaging performing undersampling and oversampling of three dif-
ferent test images. The results confirm the resampling paradox and point
out that the oversampling interpolation errors are due to the Gibbs ef-
fect Sonar (2005); Lehmann et al. (1999); Fischl et al. (2002); De Marchi
et al. (2017) as the voxelwise error is mostly concentrated around the bor-
ders of the VOIs, where most of the discontinuities lie.
The authors of this paper refer to their experience in the field of PET/MRI
neuroimaging Cecchin et al. (2017), but the analysis and conclusions are
applicable for any multimodal image setting and any scanned physical
body.
The paper is organized as follows. The next section is dedicated to
mathematical formulations and preliminary definitions, in which we men-
tion some results that will be useful to understand the experimental set-
tings and the error measures. In the “Materials and Methods” section we
introduce and shortly describe the three test images used in experiments,
the tools used to perform undersampling and oversampling, the error mea-
sures defined for comparing undersampling versus oversampling and last
the measures defined for detecting the oversampling error spatial location.
Results and some explanatory comments are presented in Sections 4 and
5. Possible overcomings to the interpolation errors issues analyzed in this
paper are considered in Section 6 as well as with some recent findings
which have shown their efficiency in preventing the Gibbs effect.
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2 Mathematical definitions and prelimi-
naries
2.1 An image and its sampling
A 3-dimensional image can be defined as a trivariate function Hamann
(1992)
f : Ω ⊂ R3 → R (1)
where the domain Ω is called Field of View (FOV) and is usually
rectangular parallelepiped Ω = [a, b]× [c, d]× [e, f ].
An image is obtained by sampling Ω with a regular and equispaced 3-
dimensional grid X = {xijk} of cardinality I×J×K. The image intensity
values are later stored in an array F = f |X of size I × J ×K
Fijk = f(xijk) with
i = 1, . . . , I
j = 1, . . . , J
k = 1, . . . ,K
. (2)
The sampling grid is usually not exported to save disk space and kept
implicit.
2.2 Resampling an image
Resampling an image means to compute it over another regular and
equispaced grid X̃. We talk about undersampling if X̃ has a lower
cardinality than X, oversampling in the opposite case. Being the exact
function f not known in general, to perform resampling it is necessary to
compute the interpolant Pf of the image intensity values on the known
grid X over the evaluation grid X̃, i.e. find a function
Pf : Ω ⊂ R3 → R (3)
such that the interpolation conditions
Pf |X = f |X
are fulfilled. At last, the resampled image is computed as the array Pf |X̃ .
2.3 Boolean images and morphological operators
A Boolean image is an image sampled over a grid as in Eq. (2), but
with all Boolean entries, i.e.
M ∈ {0, 1}I×J×K ; (4)
a Boolean image can be represented equivalently by the set of its true-
valued indices
I(M) := {(i, j, k) |Mijk = 1} ⊂ Z3. (5)
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This representation allows to make some definitions (cf e.g. Haralick
et al. (1987)). Given M ∈ {0, 1}I×J×K a Boolean image, I = I(M) its
index representation, and and image F ∈ RI×J×K sampled over the same
grid, we can define:
• the volume of M , as the cardinality of the corresponding index
representation
Vol(M) = |I(M)| (6)
• the restriction of F to M as the array of the values of F in the
voxels where M is equal to 1
F [M ] := {Fijk | (i, j, k) ∈ I(M)} (7)
• the shift by a vector v ∈ Z3
Iv = {a+ v | a ∈ I}










The structuring element used in this work is the 3-dimensional cross
H = {(0, 0, 0), (1, 0, 0), (−1, 0, 0), (0, 1, 0), (0,−1, 0), (0, 0, 1), (0, 0,−1)}.
Intuitively, the dilation of a Boolean image A is a Boolean image re-
turning 1 if any of the surrounding voxel of A is 1, 0 otherwise; on the other
side the erosion returns 1 if all the surrounding voxels are 1, 0 otherwise.
2.4 Segmentation of an image
A segmentation of an image means partitioning the FOV Ω into non-
overlapping sets (cf e.g. Pham et al. (2000)) called VOIs (Volumes Of




Γp s.t. Γp ∩ Γq = ∅ ∀ p 6= q = 0, . . . , n.
For each Γp we can define a Boolean imageMp as the array of elements
(Mp)ijk =
{
1 xijk ∈ Γp
0 otherwise
with size equal to the cardinality of its sampling grid X.
The segmentation image is an array of the same size as the image
F with as value the integer number p corresponding to the number of






The zero-indexed VOI is usually the background, the part of the FOV
that does not contain the object under exam.
2.5 Statistical moments of an image inside a VOI
Computing a statistical moment µN of an image f on a VOI Γp corre-
sponds to computing the integral






being N = (n1, n2, n3) a multi-index Hu (1962); Klęsk et al. (2017). Since
the images are discrete, the moment is approximated by its discrete version
(with a slight abuse of notation, we call it µN as well)






being F [Mp] the restriction of F toMp defined in Eq. (7), Vol(Mp) the
volume cf. Eq.(6), I(Mp) the index representation as defined in Eq. (5)
and xijk belonging to the sampling grid X. cf. Eq (2).
This operation is feasible only if the image and the segmentation image
are sampled at the same grid X. To get the moment of two differently-
sampled images, it is necessary to resample either the image F or the VOI
image M to the same size of the other one.
Since the mean µ0 = µ(0,0,0) is by far the most used statistical moment
in neuroimaging, we choose it for the experiments in this paper.
3 Materials and Methods
3.1 Images
A set of three images have been used for numerical experiments
1. The 3D Shepp-Logan (SL) phantom Shepp and Logan (1974), a
picewise-constant function made by the weighted sum of character-
istic functions over different ellipsoids. The SL images have been
created in python with tomopy and nibabel Brett et al. (2020) and
saved in nifti format. The Segmention was made with a python
script by grouping the voxels of the same intinsity values. Size:
256× 256× 256;
2. A 3D isotropic MRI, T1-weighted of one of the authors’ head. Skull-
stripping and automatical segmentation was made with GIF Cardoso
et al. (2015). Size: 180× 560× 560;
3. The CT of a walnut, downloaded from
http://www.informatik.uni-leipzig.de/∼ wiebel/public_data/
along with its segmentation image Prassni et al. (2010). Size: 400×
296× 352.
5
In Fig. 1 we observe a slice of each image and the corresponding seg-
mentation image.
Figure 1: From left to right: a slice of the the SL phantom, Brain MRI and
walnut CT. In the second row the corresponding segmentation images, with a
different color used for each different VOIs.
Each image has been undersampled with a factor 2 per dimension us-
ing nibabel, except for the SL phantom; in this case the exact function
of the image is known and hence the undersampled version has been cal-
culated analytically. This corresponds to the common PET/MRI setting,
where the morphological MRI image is about (1 mm)3 per voxel whereas
the functional PET image is sampled at (2 mm)3.
The undersampled version of each image in this experiment acts as a
functional image. We decide not to take into account the Partial Volume
Effect (PVE) Müller-Gärtner et al. (1992) of the imaging systems because
the aim of this work is to investigate only the interpolation errors in
resampling. Since the high-resolution values are known, we are able to
estimate the interpolation errors that occurs in resampling.
3.2 Software used
Three different tools from commonly used neuroimaging software suites
have been used to perform interpolation for undersampling and oversam-
pling.
1. antsApplyTransforms from Advanced Normalization Tools (ANTs) Avants
et al. (2008, 2011) v2.2.0, with interpolation options:
(a) Nearest and Multilabel for undersampling segmentation;
(b) Linear, Gaussian, LanczosWindowedSinc and Splines for over-
sampling functional image;
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2. flirt from FMRIB Software Library (FSL) Jenkinson et al. (2012);
Reuter et al. (2010); Smith et al. (2004) v5.0.8, with interpolation
options:
(a) Nearest for undersampling;
(b) Trilinear and Splines for oversampling;
3. mri_convert from Freesurfer Fischl et al. (2002); Zou et al. (2004)
v5.3, with interpolation options:
(a) Nearest for undersampling;
(b) Trilinear and Splines for oversampling.
The Nearest, (Tri-)Linear, and Splines options refer to the multi-
variate splines interpolation of degree 0, 1 and 3 respectively. Multilabel
means that each VOI has been Gaussian-filtered, interpolated with cubic
splines and finally each voxel has been assigned to the argument of maxi-
mal value. Gaussian and LanczosWindowedSinc indicate a Gaussian and
Lanczos windowed sinc interpolation, respectively.
The whole dataset and code used for the experiments has been up-
loaded to the page https://github.com/pog87/GibbsEffectMultimodal
for the shake of reproducibility.
3.3 Evaluating the error
As indicator of the performance of the undersampling versus oversampling
procedures we choose the relative 2-norm error with respect to the refer-
ence mean values of the original, high-resolution image.
The reference mean values are defined as the mean intensity values of the
original high-resolution image I and the high-resolution segmentation M ,
v = µ0(I[M ]) = {µ0(I[Mp])}p=0,...,n,
being µ0 the discrete mean (10). Such values are available in our ex-
periments because of the choice to use undersampled images acting as
functional, but are unknown in real cases of multimodal image analysis .
We computed the undersampling and oversampling approximations of
v as the means:
1. by using functional image F and undersampled segmentation M−
v− = µ0(F [M−]);
2. by using oversampled functional image F+ and segmentation M
v+ = µ0(F+[M ]);
Hence, the relative 2-norm error between the reference values and the






Undersampling and oversampling errors will be compared for all the
test images and software to confirm or deny the resampling paradox. Re-
sults are presented in the dedicated section.
7
3.4 Locating the oversampling error
As the segmentation of high-resolution images is time-consuming, it is
preferable to use the oversampling procedure, but it could be a source of
larger errors. To better understand such interpolation error, it is necessary
to further investigate the source of the oversampling interpolation error.
Namely, we want to know where the voxelwise error
E = |I − F+| (12)
is larger. As an example, in Fig. 2 (bottom left) a slice of the voxelwise
interpolation error is shown.
Figure 2: Upper left: a slice of the walnut CT I. Upper right: the borders δM
computed as in Eq. (13) at the same slice. Bottom left: the pointwise absolute
error E (as in Eq. (12)) in ANTs linear interpolation. Bottom right: ∇I, the
norm of the gradient of the original image computed with Eq. (14).







means the logic or operator, and each border δMp is com-
puted as
δMp = dilate(Mp, 3)⊗ erode(Mp, 3)
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where⊗ denotes the voxelwise logic xor operator, dilate(X,n) and erode(X,n)
the binary erosion an dilation morphological operators repeated n times.
Erosion and dilation operators are implemented in scikit-image Python
package van der Walt et al. (2014). An example of δM can be found in
Fig. 2 (top right).






i = 1, 2, 3 (14)
where each partial derivative is estimated with Sobel operator (cf. Kit-
tler (1983)) in scikit-image. An example of ∇(I) is in Fig. 2 (bottom
right).
As a dissimilarity measure between images, we use the Dissimilarity
Structural SIMilarity index (DSSIM), defined as
DSSIM(A,B) := 1− SSIM(A,B)
where the Structural SIMilarity index (or SSIM, is a [0, 1]-valued similar-
ity measure which has been shown to be a stable metric for multivariate
interpolation Zhou Wang et al. (2004); Dumitrescu and Boiangiu (2019);
Marchetti (2021) and it is defined as
SSIM(A,B) =
(2ĀB̄ + c1)(2ΣAB + c2)
(Ā2 + B̄2 + c1)(Σ2A + Σ
2
B + c2)
being Ā the mean, ΣA the standard deviation, and c1, c2 two real default
constants used for stability. For the tuning of the parameters c1, c2 refer
e.g. to Zhou Wang et al. (2004). The SSIM of two identical images is 1,
which means that the DSSIM is zero.
Using scikit-image we compute the global error DSSIM(I, F+), the
error at the borders δM as DSSIM(I[δM ], F+[δM ]) and the percent ratio
between the two in order to assess how much of the error is located in the
borders.
Moreover, we want to know how much of the image gradient is located at
the borders and which part of the FOV volume is taken by the border in
terms of number of voxels.
In fact although we expect an ideal segmentation to perfectly identify
all of the different parts of the object in the FOV, in practice a segmenta-





as a measure of the ratio of the image gradient located in the VOIs
border δM . Moreover, to ensure that δM does not cover too much of
the FOV - in such case a high gradient ratio would be unavoidable - we







The results of the VOI-wise analysis are shown in Table 1. In all the
cases but one, undersampling the segmentation images leads to a smaller
relative 2-norm error on estimating the mean intensity in the VOIs.
Table 1: Relative errors in 2-norm of the mean value per VOI, computed with
Eq (11). Minimal error per software per image in red. Empty cells indicate the
same as above.
Software sampling method SL phantom Brain MRI Walnut CT
ANTs under Nearest 0.117 15 0.00251 0.00029
MultiLabel 0.11714 0.002 87 0.000 98
over Linear 0.165 59 0.024 27 0.019 65
Gaussian 0.241 97 0.056 16 0.046 05
Lanczos 0.129 89 0.014 15 0.014 25
Splines 0.127 90 0.007 91 0.007 51
FSL under Nearest 0.108 45 0.00327 0.00383
over Trilinear 0.165 28 0.024 30 0.020 25
Splines 0.10403 0.007 92 0.007 59
Freesurfer under Nearest 0.11716 0.00252 0.00029
over Trilinear 0.165 59 0.024 27 0.019 65
Splines 0.126 44 0.007 92 0.007 51
In Table 2 the DDSIM and DSSIM at the borders are listed for each
image, software and interpolation method. The ratio of the error located
in the borders is 80 to 85% for the SL phantom, whose borders host the
totality of the gradient, being the phantom a picewise-constant function.
The brain image holds the 89% of the gradient and an error percentage
of about 30-55%. The walnut image has the lowest gradient percentage
(71%) and the lowest error percentage, spanning from 19 to 31%.
5 Discussion
The resampling paradox is confirmed by this data shown in Table 1, as
the errors in estimating the mean value of the VOIs assessed by under-
sampling the segmentation image is smaller than any error produced by
oversampling the functional images. The only exception is the splines in-
terpolation in FSL, which seems to be produced by an error compensation
in the computation of the mean values. This is confirmed by its DSSIM
shown in Table 2, which is larger than the DSSIM given by the Trilinear
interpolation in FSL.
This data also indicates that the interpolation error occurring in over-
sampling is a Gibbs effect. As we can intuitively infer from Fig 2, the
pointwise error is mostly located in voxels where the gradient is higher.
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Table 2: Interpolation oversampling errors in terms of DSSIM(I, F+) (the
smaller the better), DSSIM at the segmentation border VOI DSSIM(δM) =
DSSIM(I[δM ], F+[δM ]) and its percentage. Per image, per method. Percent-
age of the image gradient at the borders δM and percentage volume of δM over
the whole FOV. Empty cells indicate the same as above.
Image Software method DSSIM DSSIM(δM) % ∇I[δM ](%) Vol(δM)(%)
SL ANTs Linear 0.037 0.031 84.2 100.0 14.9
Gaussian 0.047 0.039 82.2
Lanczos 0.042 0.035 84.0
Splines 0.041 0.034 83.4
FSL Trilinear 0.029 0.024 81.1
Splines 0.034 0.027 81.5
frees Trilinear 0.037 0.031 84.2
Splines 0.039 0.031 80.5
Brain ANTs Linear 0.063 0.034 54.5 89.2 18.9
Gaussian 0.111 0.052 46.7
Lanczos 0.081 0.034 41.8
Splines 0.103 0.034 32.6
FSL Trilinear 0.063 0.034 54.5
Splines 0.103 0.034 32.6
frees Trilinear 0.063 0.034 54.5
Splines 0.103 0.034 32.6
Walnut ANTs Linear 0.045 0.011 25.1 71.4 14.2
Gaussian 0.091 0.028 31.0
Lanczos 0.080 0.022 27.5
Splines 0.114 0.022 19.2
FSL Trilinear 0.047 0.013 27.4
Splines 0.115 0.022 19.6
frees Trilinear 0.045 0.011 25.1
Splines 0.114 0.022 19.2
This intuition is confirmed by inspecting Table 2 as the most of the error
lies at the borders of the VOIs when the gradient at the border is higher
and decreases in cases where the segmentation misses some high-gradient
zones.
In the case of the walnut CT image, it can be observed in Fig.1 and in
Fig.2 that the provided segmentation misses some of the inner skin sur-
rounding the seed and some gaps within the seed.
It is also noticeable that the error percentage in the borders has the
tendency to be lower if the error is higher, possibly showing a propagation
of the Gibbs effect around the borders.
11
6 Conclusions and future works
The sampling paradox is confirmed by this work and the presence of Gibbs
effect in oversampling is proved by the results shown in this dataset. Un-
dersampling is - as a matter of fact - the most chosen option in multimodal
neuroimaging, despite the fact that the segmentation at high resolution
results in a waste of effort and time.
In order to avoid such effect a new interpolation technique is needed al-
lowing an oversampling of functional images which minimizes the Gibbs
effect. A promising approach is given by the interpolation by convolu-
tion with the scale factor Point Spread Function (sfPSF) Cardoso et al.
(2015) which takes into account the different FWHM of the morphologi-
cal and functional images. In alternative, a spectral filtering De Marchi
et al. (2017) could be a fast and efficient way of dealing with the Gibbs
effect. Another interesting method we can consider is the Fake-Nodes in-
terpolation introduced in De Marchi et al. (2020a), which has shown to
be an effective approach for univariate interpolation without resampling
and multivariate approximation of data De Marchi et al. (2020b, 2021),
reducing both the Gibbs and Runge effects.
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ter, University of Padova (Italy) as part of the project "A computational
tool for neurodegenerative stratification using PET/RM" and partially
funded by GNCS-INδAM.
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mazione (RITA).
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