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Аннотация 
Приведены аналитические выражения для расчета количества элементарных вычисли-
тельных операций, требуемых для формирования по двум альтернативным стратегиям не-
скольких персональных областей интереса пользователей панорамной обзорной системы 
технического зрения с распределённой апертурой: стратегия 1 – формирование полного 
панорамного кадра с последующим выделением персональных областей интереса, страте-
гия 2 – непосредственное формирование области интереса для каждого пользователя. Па-
раметрами аналитических выражений являются количество камер распределённой систе-
мы, количество пользователей, разрешение кадров панорамы и пользователя. Полученные 
формулы для заданных параметров позволяют определить оптимальную по критерию ми-
нимума количества элементарных операций стратегию для формирования нескольких 
персональных областей интереса. Формирование области интереса основано только на 
априорной информации о внутренних и внешних параметрах камер, полученной в резуль-
тате их фотограмметрической калибровки по универсальному тест-объекту, и не учитыва-
ет информации о сюжетных соответствиях на пересечениях их полей зрения. 
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Введение 
Актуальным направлением развития обзорных си-
стем технического зрения (СТЗ) являются системы с 
распределённой апертурой (РА). Такие СТЗ форми-
руют панорамное фото- или видеоизображение с ши-
роким полем зрения [1, 2] по информации от не-
скольких пространственно разнесённых камер, т.е. 
являются альтернативой применению обзорных СТЗ с 
механическим перемещением линии визирования 
(ЛВ). Отказ от электромеханического управления ЛВ 
камер СТЗ для управления персональной областью 
интереса (ПОИ) пользователя обеспечивает одновре-
менную независимую работу нескольких операторов 
СТЗ. В частности, для авиационных СТЗ управление 
ЛВ и отображение ПОИ могут быть реализованы, 
например, с помощью нашлемных информационно-
управляющих систем [3, 4]. 
Можно выделить два основных подхода к формиро-
ванию панорамных изображений по информации от не-
скольких камер (с перекрывающимися полями зрения) в 
зависимости от полноты априорных сведений о них: 
 подход 1, основанный на поиске сюжетных соот-
ветствий путём выделения особых точек (ОТ), опи-
сании их окрестностей с использованием дескрип-
торов, автоматическом поиске пар соответствий по 
дескрипторам (либо по топологическим особенно-
стям [5], либо по морфологическим коэффициен-
там диффузной корреляции [6], либо по нормали-
зованным взаимным корреляционным функциям [7, 
8]) и оценке по ним матриц гомографии (либо 
непосредственно матриц внутренних и внешних 
параметров [9]) для перехода от системы координат 
одной камеры к системе координат другой камеры 
[10 – 13]; данная стратегия не требует априорных 
сведений о камерах; 
 подход 2, основанный на предварительной фото-
грамметрической калибровке камер СТЗ с РА и 
оценке матрицы гомографии по априорной инфор-
мации о матрицах внутренних и внешних парамет-
ров камер, дальности до объекта съёмки и ракурсе 
съёмки [14 – 16]. 
Подход 2 целесообразно применять, когда взаим-
ное пространственное положение камер при съёмке 
не изменяется. Его основным преимуществом являет-
ся робастность ошибки сшивки к наблюдаемым каме-
рами СТЗ с РА сюжетам и показателям качества фор-
мируемых ими изображений: пиковому отношению 
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сигнал-шум, контрастности, дисперсии яркости, пол-
ноте использования динамического диапазона и др. 
Вторым его преимуществом является формирова-
ние панорамных изображений по информации от ка-
мер не только видимого, но и других диапазонов оп-
тического спектра, поскольку для повышения ситуа-
ционной осведомлённости в условиях плохой види-
мости в СТЗ с РА, кроме телевизионных (ТВ) камер, 
могут применяться [17, 18] и иные сенсоры: инфра-
красные (ИК) камеры ближнего (Near Wave Infrared, 
NIR) и коротковолнового (Short Wave Infrared, SWIR) 
диапазона; тепловизионные (ТПВ) камеры средне-
волнового (Medium Wave Infrared, MWIR) и длинно-
волнового (Long Wave Infrared, LWIR) ИК-
диапазонов длин волн, а также камеры ультрафиоле-
тового (УФ) диапазона. Использование данных сен-
соров обусловлено наличием окон прозрачности тро-
посферы с коэффициентом пропускания излучения 
более 0,5 (для УФ-диапазона – более 0,2) для соответ-
ствующих им длин волн (табл. 1). Совмещение кад-
ров с разноспектральных камер в общем случае за-
трудняется различной физической природой форми-
руемых ими изображений: УФ-, ТВ-, NIR- и SWIR- 
камеры воспринимают отражённый объектом свет, в 
то время как ТПВ-камеры MWIR- и LWIR- диапазо-
нов – собственное тепловое излучение объекта. По-
этому совмещение изображений видимого диапазона 
с изображениями ИК-диапазонов на основе поиска 
соответствий особых точек на практике выполняется 
только для видимого и ближнего ИК-диапазонов [19]. 
Для остальных спектральных диапазонов требуется 
выполнять поиск дескрипторов по контурам [20] либо 
применять методы диффузной морфологии и диф-
фузной корреляции [6]. Однако в ряде случаев – при 
различной контрастности объектов сцены в различ-
ных спектральных диапазонах, на однородных тек-
стурах – их применение не позволяет [21] обеспечить 
совмещение с абсолютной погрешностью порядка 
единиц пикселей. 
Третьим преимуществом подхода 2, важным при 
формировании именно видеопанорам, является по-
стоянство матрицы проективного преобразования 
(гомографии) при совмещении: в отличие от подхода 
со сшивкой по особым точкам матрица гомографии 
от кадра к кадру не изменяется, поэтому эффект 
«дрожания» соседних кадров (jitter) нивелируется. 






– низкий уровень естественных помех; 
– эффективен при обнаружении ряда объектов 
искусственного происхождения: например, факелов, 
образующихся в результате сгорания ракетного топлива 
– наибольший коэффициент затухания в 




– лучшее визуальное восприятие наблюдаемой сцены 
(распознавание объектов оператором); 
– высокий контраст при хороших условиях наблюдения 
– низкое качество изображений при низкой 





– более высокая, по сравнению с видимым диапазоном, 
контрастность изображений при низкой освещённости; 
– высокая детализация изображений растительности 
– низкое качество изображений при 





– схожесть с изображениями видимого диапазона, 
поскольку сенсором воспринимается отражённый свет, а 
не собственное излучение; 
– большая дальность видимости в мороси и дыме; 
– вдвое большая величина естественной ночной 
освещенности по сравнению с видимым диапазоном 
– низкое качество изображений при 
освещённости менее 0,5 лк; 





– наилучший контраст небо-земля; 
– наименьшее затухание в тропосфере; 
– отсутствие теней 
– избыточный контраст сильно нагретых 




8 – 12 мкм 
– большая дальность видимости в условиях дыма и пыли, 
а также при низких температурах; 
– отсутствие эффекта солнечной засветки; 
– отсутствие теней 
– больший коэффициент затухания в 
атмосфере по сравнению с MWIR; 
– низкая контрастность в условиях высоких 
температур; 
– отсутствие чётких контуров объектов 
В работе выполнено обоснование выбора одной из 
двух возможных стратегий формирования ПОИ на 
панорамном изображении в СТЗ с РА и разноспек-
тральными камерами с предварительной фотограм-
метрической калибровкой в соответствии с подхо-
дом 2. В качестве критерия выбора стратегии автора-
ми принят критерий минимума элементарных вычис-
лительных операций (ЭВО), требуемых для формиро-
вания ПОИ. 
Описание геометрической модели 
для формирования сферической видеопанорамы 
в СТЗ с РА и предварительно 
откалиброванными камерами 
Технология формирования фото- или видеопано-
рам предполагает проецирование изображений камер 
СТЗ с РА на виртуальные поверхности с постоянной 
Гауссовой кривизной Kg в точках поверхности [22]. 
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Как правило [22, 23], панорамы формируют на по-
верхностях виртуальных сфер (Kg = 1) или цилиндров 
(Kg = 0) единичного радиуса. 
Без нарушения общности далее будем рассматри-
вать только сферические панорамы. 
Геометрическая постановка задачи формирования 
панорамы на поверхности виртуальной сферы еди-
ничного радиуса (ВСЕР) по информации, например, 
от трёх камер приведена на рис. 1. 
Для минимизации геометрических искажений при 
формировании панорамы на поверхности сферы или 
цилиндра необходима априорная информация об угло-
вом отклонении (крен, тангаж) систем координат камер 
относительно плоскости горизонта. Для получения ука-
занных априорных сведений может использоваться [14 –
 16] инерциальный измерительный модуль (ИИМ) на 
основе микроэлектромеханических датчиков, который 
устанавливается в корпус камеры СТЗ, условно выбран-
ной в качестве опорной. При этом для учета неколлине-
арности координатных осей ИИМ и камеры выполняет-
ся их взаимная калибровка [16, 24, 25]. 
На рис. 1 опорная камера имеет нулевой номер, а 
система координат ИИМ обозначена как OXиимYиимZиим. 
Для формирования панорамы в соответствии с 
рис. 1 требуется проецирование плоскостей изобра-
жения камер на поверхность ВСЕР. Так, для точечно-
го объекта с пространственными координатами, 
определяемыми вектором-столбцом M, попадающего 
в поля зрения камер с номерами 0 и 2 и формирую-
щего в их плоскостях изображений образы с одно-
родными пиксельными координатами m0 и m2 соот-
ветственно, пространственные координаты точки 
проекции на ВСЕР определяются вектором-столбцом 
МВСЕР = M / || M ||, где || M || – обозначение евклидовой 
нормы вектора М. 
Выбор пикселей в областях, где луч виртуальной 
сферы OMВСЕР пересекает несколько кадров, в [14 –
 16] реализован по критерию минимума углового от-
клонения от оптической оси i-й камеры радиус-
вектора, проведенного из центра ВСЕР к MВСЕР. По-
скольку минимум угла будет соответствовать макси-
мальному значению косинуса данного угла, равного, 
в свою очередь, скалярному произведению вектора, 
определяющего направление ЛВ i-й камеры, и вектора 
MВСЕР, то данный критерий можно переписать в виде: 
[( R0i R)[0, 0, 1]T] MВСЕР  max 
или 
[(R0i R) <3> ] MВСЕР  max, (1) 
где R – матрица поворота системы координат опор-
ной камеры относительно плоскости горизонта, 
θ
cos sin 0 1 0 0
sin cos 0 0 cos sin
0 0 1 0 sin cos

     
           
       
R , (2) 
а R0i – матрица поворота системы координат i-й камеры 
относительно системы координат опорной камеры, оце-
ниваемая при фотограмметрической калибровке. 
а)  
б)  
Рис. 1. Геометрическая постановка задачи формирования 
видеопанорамы: взаимное угловое положение плоскостей 
изображения камер с номерами 0, 1 и 2 (а); результат 
проецирования изображений на поверхность ВСЕР (б) 
Оператор <3> в (1) обозначает выделение 3-го 
столбца матрицы, а оператор "" – скалярное произве-
дение векторов. Матрица поворота системы коорди-
нат опорной камеры относительно себя самой R00 = I, 
где I – единичная матрица. 
В зависимости от количества ПОИ на панораме 
можно выбрать одну из двух стратегий их формиро-
вания: 
1) формирование общего панорамного кадра 
(360°  180° или иного сектора с широким полем 
зрения) и выбор из него областей, соответствую-
щих ПОИ пользователей; 
2) независимое формирование ПОИ для каждого 
пользователя. 
Целью работы является обоснование выбора оп-
тимальной по критерию минимума ЭВО стратегии 
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формирования ПОИ пользователей по априорно из-
вестным параметрам камер СТЗ и РА и количеству 
пользователей. 
Стратегия 1: алгоритм формирования ПОИ 
всех пользователей из общего панорамного кадра 
Согласно первой стратегии по информации от ка-
мер СТЗ с РА первоначально необходимо сформиро-
вать общий панорамный кадр. Алгоритм формирова-
ния сектора панорамы с угловыми размерами (рис. 2) 
по азимуту  и углу места , разрешением по го-
ризонтали и вертикали W  H пикселей и координата-
ми ЛВ виз и виз соответственно, где 
виз = 0,5 (min + max) = min + 0,5, 
виз = 0,5 (min + max) = min + 0,5, 
а min, max и min, max – соответственно минимальные 
и максимальные угловые направления на пиксели 
сектора по азимуту и углу места, содержит следую-
щие основные этапы. 
 
Рис. 2. Взаимосвязь пространственных и пиксельных 
координат при формировании сектора сферической 
панорамы 
1) Поиск угловых координат радиус-векторов, 
проведенных из оптического центра камеры к 
пикселям панорамного кадра с координатами 
(U, V ) – азимута UV и угла места UV: 
 
  .

















2) Расчет пространственных координат точек MUV, 
которые соответствуют пикселям панорамного кадра 
с координатами (U, V) на поверхности ВСЕР [22]: 
 sin cos ,
 sin ,











3) Поиск номера i-й камеры СТЗ с РА i, 
i = 0, 1, 2, …, Nк – 1, где Nк – количество камер, для 
которой выполняется критерий (1) при MВСЕР = MUV. 
Обозначим искомый номер символом nUV. 
4) Проецирование точек MUV на плоскость изоб-
ражения камеры с номером nUV согласно уравне-
нию проективной камеры [26]: 
  *  *
 (3)= /UV UV UVm m m , (5) 
*  =  UV nUV UVm P M , (6) 
где mUV – вектор-столбец однородных пиксельных 
координат проекции точки MUV на плоскость 
изображения nUV-й камеры, PnUV – матрица проек-
ции nUV-й камеры. При справедливости гипотезы о 
том, что расстояние до объектов съёмки много 
больше расстояния между камерами СТЗ с рас-
пределенной апертурой, выполняется [14 – 16, 26] 
приближённое равенство: 
0( )UV UVn in  RK RP , (7) 
где KnUV – матрица внутренних параметров nUV-й 
камеры. Матрицы внутренних параметров камер 
Ki, i = 0, 1, 2, …, Nк – 1, также вычисляют в ходе 
фотограмметрической калибровки. Подстрочный 
индекс «(3)» в операции нормировки (5) обозначает 
третий элемент вектора. 
5) Интерполяция значения яркости в точках с коор-
динатами mUV в кадрах камер с номерами nUV и 
присвоение интерполированных значений яркостям 
пикселей панорамного кадра Iпан(U, V). Например, 
для билинейной интерполяции известна [27] реали-
зация с минимальным количеством умножений и 
обращений к оперативной памяти: 
пан 4 3 2 1
2 1 3 1 1
( ) ( )
,
, – –
– –( ) ( )
I U V x y g g g g
x g g y g g g
    
   
 (8) 
где g1 = InUV
 (] x [, ] y [), g2 = InUV
 (] x [+1, ] y [), 
g3 = InUV
 (] x [, ] y [+1), g4 = InUV
 (] x [+1, ] y [+1) – ярко-
сти пикселей изображения с nUV -й камеры в 
окрестности точки (x, y),  x = x – ] x [, y = y – ] y [, 
а символом «][» обозначен оператор округления 
до ближайшего меньшего целого. 
6) Обратное проецирование (рис. 3) изображения с 
сектора панорамы на ПОИ пользователя (плос-
кость изображения касается поверхности ВСЕР в 
точке центра кадра ПОИ) с угловыми размерами 
по азимуту ПОИ и углу места ПОИ, разрешени-
ем по горизонтали и вертикали w  h пикселей и 
координатами ЛВ ПОИ и ПОИ соответственно. 
Из геометрических построений рис. 3 следует, что 
угловые направления на пиксели ПОИ в частном слу-
чае при ПОИ = ПОИ = 0 составят 
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Подставив вычисленные по (9) и (10) значения 
для uv и uv обратно в (3), выразим значения коор-
динат U и V: 
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U = uv W /  + 0,5W,   V = uv H /  + 0,5H (11) 
и получим яркость пикселя в ПОИ: 
IПОИ (u, v) = Iпан (U, V). 
Поскольку значения U и V при вычислениях яв-
ляются дробными, то по аналогии с п. 6) для вычис-
ления Iпан (U, V) необходима интерполяция значения 
яркости между пикселями панорамного кадра. 
 
Рис. 3. Пояснение к принципу проецирования 
с поверхности ВСЕР на плоскость изображения ПОИ 
При отличных от нуля значениях ПОИ и ПОИ для 
вычисления uv и uv до их подстановки в (11) целесо-
образно применить математический аппарат кватер-
нионов [28, 29] – четырёхэлементных гиперком-
плексных чисел вида q* = q0 + iq1 + jq2+ kq3, или, в век-
торной форме, q = [q0, q1, q2, q3]T, где элементы ква-
терниона (параметры Родрига–Гамильтона) рассчи-
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  cos / 2 sin / 2 ,) ( ) ( ) 
 (12) 
,  и  – соответственно углы поворота по курсу, 
тангажу и крену, а для мнимых единиц i, j и k спра-
ведливы соотношения: 
2 2 2
ij= k,  ji = – k,  jk =i, kj= – i, 
ki = j,  ik = – j,  i = j = k = –1.
 (13) 
Если для ПОИ не задаётся крен, т.е.  = 0, то 
начальным угловым направлениям на его пиксели 
(при исходном направлении ЛВ ПОИ с 
ПОИ = ПОИ = 0) могут быть поставлены в соответ-
ствие кватернионы  0uvq , вычисляемые по упрощён-
ным по сравнению с (12) формулам, т.к. cos ( / 2) = 1 
и sin ( / 2) = 0: 
     
     
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где углы  0uv  и  0uv  рассчитываются по (9). 
Для математического описания поворота пикселей 
из плоскости ПОИ на отличные от нуля углы ПОИ и 
ПОИ необходимо выполнить умножение кватернио-
нов  0uvq  на кватернион поворота qrot: 
(0)= •uv rot uvq q q , (15) 
где quv – кватернионы, задающие угловые направле-
ния на пиксели ПОИ с координатами (u, v) при угло-
вом положении ЛВ ПОИ, определяемом углами ПОИ 
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Преобразование параметров Родрига–Гамильтона 
в углы Эйлера определяется формулами [29]: 
2 2
0 2 1 3 0 1
1 2 0 3




uv uv uv uv uv uv uv
uv uv uv uv uv
q q q q q q




где функция atan2 (y, x) в отличие от функции arctg (y / x) 
позволяет сохранить информацию о координатной чет-
верти, в которой лежит измеряемый угол. 
Вычисленные по (17) значения далее подставля-
ются в (11). 
Стратегия 2: алгоритм непосредственного 
формирования ПОИ для каждого пользователя 
Согласно второй стратегии алгоритм формирова-
ния ПОИ с угловыми размерами по азимуту  и углу 
места , разрешением по горизонтали и вертикали 
w  h пикселей и координатами ЛВ виз и виз соответ-
ственно содержит следующие основные этапы [14]. 
1) Вычисление кватернионов  0uvq , задающих 
начальные угловые направления на пиксели ПОИ, 
по (14). 
2) Оценка текущего углового положения опорной 
камеры по крену и тангажу и вычисление матрицы 
поворота R по (2). 
3) Вычисление кватерниона qrot, соответствую-
щего текущему угловому положению ЛВ ПОИ, 
по (16). 
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4) Вычисление кватернионов quv по (15). 
5) Вычисление пространственных координат Muv 
проекций пикселей ПОИ на поверхность ВСЕР 
(рис. 3) как результата поворота вектора [0, 0, 1]T 
на угол, определяемый кватернионом quv [29]: 
       T  *( [ |[ ] ] )= vec • 0 0, 0, 1 •uv uv uvM q q , 
где *uvq  – комплексно-сопряжённый кватернион, а 
оператор vec() обозначает выделение векторной 
части кватерниона (последних трёх элементов). 
С учетом правил перемножения кватернионов со-
гласно (13): 
   1 3 0 2 2 3 0 1
2 2 2 2 T
0 3 1 2
2 + ,  2 – ,
+ – – .
[
]
uv uv uv uv uv uv uv uv uv
uv uv uv uv
q q q q q q q q
q q q q
M
 (18) 
6) Выбор номера камеры nuv по критерию (1). 
7) Проецирование точки Muv на плоскость изоб-
ражения камеры nuv по аналогии с (6) и (7): 
*
uv uvM m . 
8) Переход к однородным пиксельным координа-
там по аналогии с (5): *uv uvm m . 
9) Билинейная интерполяция по аналогии с (8). 
Расчет количества ЭВО для одновременного 
формирования нескольких ПОИ 
Количество ЭВО (умножений «  », сложений « + » 
и тригонометрических операций «Триг») для каждой 
из стратегий формирования NПОИ ПОИ сведено в 
табл. 2. При подсчёте в табл. 2 учитывались только те 
ЭВО, которые выполняются для каждого пикселя 
сектора панорамы или ПОИ. Операции, выполняемые 
всего один или Nк раз, не подсчитывались: например, 
вычисления выражений в квадратных скобках в (1) и 
в круглых – в (7). Также в табл. 2 не учтены вычисле-
ния, которые не зависят от текущего углового поло-
жения камер и / или ЛВ ПОИ и потому могут быть 
выполнены на этапе инициализации (флаг «Иниц.» в 
табл. 2) и сохранены в оперативной памяти: напри-
мер, выражения (3), (4) и (14). 
Из табл. 2 следует, что для формирования ПОИ 
по рассмотренным стратегиям 1 и 2 требуется соот-
ветственно 
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вычислительных операций, где ЭВО, ЭВО+ и ЭВОТриг 
обозначают количество операций умножения, сло-
жения и вызовов тригонометрических функций со-
ответственно. 
Проведённый авторами эксперимент показал, что 
на выполнение 106 вызовов тригонометрических 
функций компилятору языка С на ПЭВМ с процессо-
ром Intel Core-i5 требуется приблизительно в 28,8 раз 
больше времени, чем для ЭВО умножения и сложе-
ния, которые выполняются приблизительно за одно и 
то же время. На основании этой информации введём 
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Выражения (21) для заданной конфигурации СТЗ 
с РА (количество камер Nк, количество пользователей 
NПОИ, разрешение полного панорамного кадра WH и 
разрешение ПОИ wh) позволяют определить, какую 
из стратегий по критерию минимума ЭВО рацио-
нальнее применять. 
Табл. 2. Количество ЭВО для формирования NПОИ ПОИ 
Действие Формулы 
Стратегия 1 Стратегия 2 
 + Триг.  + Триг. 
Расчёт пространственных 
координат MUV 
(3), (4) Иниц. Иниц. Иниц. – – – 
Выбор номера камеры (1) 3NкWH 2NкWH 0 3NкNПОИwh 2NкwhNПОИ 0 
Проецирование на плоскости 
изображений камер (6), (7) 9WH 6WH 0 9NПОИwh 6NПОИwh 0 
Переход к однородным 
пиксельным координатам (5) 3WH 0 0 3whNПОИ 0 0 
Билинейная интерполяция (панорама) (8) 4WH 8WH 0 – – – 
Расчет кватернионов 
для начальных угловых 
направлений на пиксели ПОИ 
(14) Иниц. Иниц. Иниц. Иниц. Иниц. Иниц. 
Поворот ПОИ (15) 16NПОИwh 12NПОИwh 0 16NПОИwh 12NПОИwh 0 
Проецирование с панорамы на ПОИ (17), (11) 11NПОИwh 6NПОИwh 2NПОИwh – – – 
Билинейная интерполяция (ПОИ) (8) 4NПОИwh 8NПОИwh 0 4NПОИwh 8NПОИwh 0 
Проецирование с ПОИ на ВСЕР (18) – – – 10NПОИwh 5NПОИwh 0 
 
Специфика фотограмметрической калибровки 
разноспектральных камер 
Для одновременной фотограмметрической калиб-
ровки ТВ- и ИК-камер необходим универсальный 
тест-объект (ТО), обеспечивающий формирование 
высококонтрастного изображения камерами всех 
спектральных диапазонов. Универсальный ТО пред-
полагает наличие нагревателя и конструктивных эле-
ментов, обеспечивающих тепловой контраст [30 – 40]. 
Такими элементами ТО могут быть: 
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 пластины из оптического стекла [30], не пропуска-
ющего ИК-излучение; 
 размещаемые перед нагревательным элементом 
маски (стеклянные, керамические), не пропускаю-
щие ИК-излучение [31, 32]; 
 обеспечивающие лучшее излучение ИК-волн по-
крытия из плёнки или типографской краски тёмно-
го цвета [33 – 37]; 
 полупроводниковые элементы Пельтье [38]; 
 галогеновые лампы [39]; 
 заполняемые жидкостью полости [40]. 
Авторами успешно применяется универсальный 
ТО [37] следующей конструкции (рис. 4). На одной из 
сторон светлой плоской алюминиевой пластины 1 за-
креплён электронагревательный элемент (ЭНЭ) 2. 
На другой её стороне путем нанесения тонкой вини-
ловой плёнки 3 тёмного цвета сформировано изобра-
жение типа «шахматное поле» с априорно известной 
длиной стороны клетки. Для предотвращения дефор-
мации плёнки при перегреве в состав ТО включён 
терморегулятор 4, обеспечивающий автоматическое 
отключение ЭНЭ 2 при достижении максимально до-
пустимой температуры Tmax и его включение при 
снижении температуры ниже минимальной Tmin (ниже 
которой не обеспечивается необходимый для калиб-
ровки ТПВ камер тепловой контраст). Для обеспече-
ния плоскостности ТО к его обратной стороне при-
креплены рёбра жёсткости 5. Виниловая плёнка в со-
четании с теплопроводящей подогреваемой алюми-
ниевой пластиной обеспечивает малую толщину ТО и 
его быстрый прогрев при включении ЭНЭ. 
Клетки, закрытые тёмной плёнкой, на кадре с 
ТПВ-камеры формируют изображения с высокой яр-
костью; не закрытые – с низкой. Поэтому, чтобы 
изображения ТО на кадрах с ТПВ-камер совпадали с 
кадрами камер, фиксирующих отражённый свет (ТВ-, 
УФ-, NIR- и SWIR-камеры), перед калибровкой тре-
буется формировать негатив кадра с ТПВ-камеры. 
Рассмотренный ТО также может применяться и 
для калибровки УФ-камер при наличии устройства 
его подсвета в УФ-диапазоне. 
 
Рис. 4. Конструкция универсального ТО, 
применяемого авторами 
На рис. 5 показаны изображения универсального 
ТО [37] на кадрах с камер соответственно видимого, 
SWIR- и LWIR-диапазонов.  
а)    б)    в)  
Рис. 5. Изображения ТО [37] в различных спектральных диапазонах:  
видимый, 12801024 (а), негатив LWIR, 640480 (б), SWIR, 640512 (в) 
Результаты совмещения информации от сенсоров 
видимого, коротковолнового и длинноволнового ИК- 
диапазонов макета мультиспектральной панорамной 
СТЗ с РА (рис. 6) и справедливости гипотезы о том, 
что расстояние до объекта съёмки более чем на 2 по-
рядка превосходит линейное расстояние между опти-
ческими центрами камер, приведены на рис. 7. 
Сведения о камерах макета собраны в табл. 3. 
Так, в эксперименте с модернизированным (до-
бавлена SWIR-камера коротковолнового ИК-
диапазона) макетом СТЗ с РА из работы [15] при рас-
стоянии между камерами менее 0,5 м и расстоянии до 
объектов съёмки свыше 50 м достигается погреш-
ность сшивки не более единиц пикселей [21] для пар 
сюжетов «видимый – длинноволновый ИК» (рис. 7д) 
и «видимый – коротковолновый ИК» (рис. 7е). 








IDS 5240 RE Видимый 1280  1024 70° 56° 
Basler acA2000 Видимый 2048  1088 97° 52° 
Xenics XSW 640 Series SWIR 640  512 24° 18° 
ТПВ-камера на основе 
неохлаждаемого 
микроболометра 
LWIR 640  480 40° 30° 
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Рис. 6. Фотография макета СТЗ с РА: 
сверху – пять камер видимого диапазона, 
снизу слева – SWIR-камера, снизу по центру – ТПВ-камера 
Пример выбора стратегии формирования 
нескольких ПОИ для заданной конфигурации 
СТЗ с распределенной апертурой 
Допустим, что СТЗ с РА состоит из Nк = 10 разно-
спектральных видеокамер (например, по аналогии с 
конструктивом [41]) с как минимум попарно пересе-
кающимися полями зрения, которые позволяют 
сформировать сектор панорамы разрешением 
W  H = 3600  2400 пикселей (при разрешении 
20 пикселей / градус такому сектору соответствуют 
угловые размеры поля зрения    = 180° 120°), а 
разрешение ПОИ w  h = 1024  768 пикселей (при 
аналогичном угловом разрешении 
ПОИ  ПОИ  51° 38°). 
а)    б)    в)  
г)    д)  
Рис. 7. Результаты совмещения в ПОИ сюжетов различных диапазонов оптического спектра: 
кадр камеры IDS 5240 RE (а), кадр ТПВ-камеры (б), кадр SWIR-камеры (в), 
результат совмещения а) и б): кроп центральной части кадра (г),  
результат совмещения а) и в): кроп центральной части кадра (д) 
Тогда из (21) следует, что графики зависимостей 
ЭВО1 (NПОИ) и ЭВО2 (NПОИ) от количества ПОИ NПОИ 
будут иметь вид, приведённый на рис. 8. Из зависи-
мостей рис. 8 видно, что для рассматриваемой конфи-
гурации СТЗ при NПОИ  14 рациональнее применять 
стратегию 2, а при NПОИ > 14 – стратегию 1. 
Если для целеуказания в СТЗ допустима абсолют-
ная погрешность определения угловых координат ЛВ 
до 0,25°, то в (17) можно воспользоваться упрощён-
ными (табл. 4, приложение) аппроксимациями функ-
ций atan2 (y, x) и arcsin (x), которые позволяют увели-
чить скорость вычисления приблизительно в 8 раз 
(стратегия 1*). График зависимости ЭВО1*(NПОИ) для 
упрощённого вычисления обратных тригонометриче-
ских функций показан на рис. 8 пунктирной линией: в 
таком случае стратегию 2 рациональнее применять 
только до NПОИ  7. 
 
Рис. 8. Графики зависимости количества ЭВО  
для двух стратегий формирования ПОИ пользователей 
В случае приблизительного равенства ЭВО пред-
почтение следует отдавать стратегии 2, поскольку в 
ней операция билинейной интерполяции выполняется 
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всего один раз, а следовательно, и изображение в 
ПОИ имеет лучшее разрешение. 
Результаты выполнения полунатурного экспери-
мента по оценке времени формирования NПОИ из 10 
кадров на ПЭВМ с процессором Intel Core-i5 (задей-
ствовано одно ядро процессора) для стратегий 1* и 2 
приведены на столбчатых диаграммах рис. 9. Серой ли-
нией на столбцах, соответствующих стратегии 1*, отме-
чено время формирования общего панорамного кадра. 
 
Рис. 9. Время формирования NПОИ  
1024  768 пикселей на CPU 
Из сопоставления рис. 8 и 9 можно сделать вывод, 
что характер теоретических зависимостей рис. 8 для 
двух стратегий по результатам эксперимента в целом 
подтверждается. 
При реализации вычислений на GPU NVIDIA 
GeForce GTX 560 Ti (384 ядра) с применением ато-
марных арифметических функций языка CUDA C до-
стигается повышение быстродействия в среднем в 17 
раз [15], что позволяет для стратегии 2 реализовать 
как минимум две независимых ПОИ с частотой кад-
ров не менее 50 Гц. 
Демонстрация формирования ПОИ в макете пано-
рамной мультиспектральной СТЗ доступна в ви-
деоролике авторов [42]. 
Заключение 
В ходе работы исследованы две стратегии форми-
рования персональной области интереса пользователя 
на панорамном изображении по априорной информа-
ции о внутренних и внешних параметрах камер раз-
личных спектральных диапазонов. Получены анали-
тические выражения для оценки количества элемен-
тарных вычислительных операций, требуемых для 
реализации каждой из стратегий, что позволяет для 
известной конфигурации системы технического зре-
ния с распределённой апертурой минимизировать ап-
паратные и/или вычислительные затраты на реализа-
цию панорамного обзора несколькими пользователя-
ми одновременно. 
Для практической реализации персональной обла-
сти интереса размером около 1 Мп на панорамном 
изображении для одного-двух пользователей (напри-
мер, информационно-управляющие системы экипа-
жей летательных аппаратов) рациональнее применять 
стратегию непосредственного её формирования; для 
практической реализации персональных областей ин-
тереса при коллективном доступе к ресурсам панора-
мы и числе пользователей порядка десятков (напри-
мер, при дистанционном доступе к панорамным ви-
деосистемам смотровых площадок) целесообразнее 
применять стратегию с промежуточным формирова-
нием общего панорамного кадра. 
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Табл. 4. Коды функций на языке С для упрощенного вычисления обратных тригонометрических функций 
atan2(y, x) arcsin(x) 
float atan2_simple (float y, float x) 
{ 
// константа пи  
float PI = 3.1415927; 
//вспомогательные переменные 
float tmp, z; 
 
if (x == 0) 
  { 
    if (y > 0) return PI/2; 
    if (y == 0) return 0; 
    return –PI/2; 
   } 
  z = y / x; 
  if ( |z| < 1) { 
     tmp = z / (1 + 0.28*z*z); 
     if (x < 0) { 
         if (y < 0) return tmp – PI; 
         return tmp + PI; }  } 
  else { 
     tmp = PI/2 – z / (z*z + 0.28); 
     if (y < 0) return tmp – PI; } 
  return tmp; 
} 
float asin_simple (float x) 
{ 
// вспомогательные переменные 
// для хранения значений x^2, x^4 и x^8 
  float x2, x4, x8; 
   
  x2 = x * x; 
  x4 = x2 * x2; 
  x8 = x4 * x4; 
return 
(((4.533422E-2 * x2 – 1.122622E-2) * x4 + 
   (2.633428E-2 * x2 + 2.059633E-2)) * x8 + 
   (3.058204E-2 * x2 + 4.463054E-2) * x4 + 
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Strategies for generating panoramic video images without information about 
scene correspondences for multispectral distributed aperture systems 
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1 Ryazan State Radio Engineering University named after V.F. Utkin, 
390005, Ryazan, Russia, Gagarina 59/1 
Abstract 
We derive analytical expressions for calculating the number of elementary computational oper-
ations required to generate several personal regions of interest in a panoramic computer-vision dis-
tributed-aperture system using two alternative strategies: strategy 1 involves acquisition of a com-
plete panoramic frame, followed by the selection of personal regions of interest, while with strate-
gy 2 the region of interest is directly formed for each user. The parameters of analytical expres-
sions include the number of cameras in the distributed system, the number of users, and the resolu-
tion of panorama and user frames. The formulas obtained for the given parameters make it possi-
ble to determine a strategy that would be optimal in terms of a criterion of the minimum number of 
elementary computational operations for generating multiple personal regions of interest. The re-
gion of interest is generated using only a priori information about the internal and external camera 
parameters, obtained as a result of their photogrammetric calibration with a universal test object, 
and does not take into account information about scene correspondences at the boundaries of inter-
secting fields of view. 
Keywords: panoramic image, camera calibration, quaternions. 
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