Analytical approximations of the Lyapunov exponent are derived for a random displacement model with equal potential barriers and random positions of the scatterers. Two asymptotic regions are considered corresponding to high and low reflectivity of the single scattering potential. The analytical results are in terms of a distribution function W for certain phases of the transfer matrices. A functional equation for W is derived and numerically solved. This serves to validate the analytical asymptotic formulas which turn out to be accurate in the high and low reflectivity regions with dimensionless wave number K < 2 and K > 6, respectively. The high wave number asymptotics allows for an analytical examination of the sufficient conditions for Anderson localization.
Introduction
The present interest in one-dimensional disordered electron systems is mainly focused on the effect of correlated disorder, see e. g. [1 -4] , on Anderson localization in Bose-Einstein condensates [5] , or on the effect of dynamic disorder as by phonons [6] . In this paper, we give an exemplary direct insight into the properties of a random system by deriving analytical expressions of the Lyapunov exponent. This is achieved for asymptotic regions of high and low reflectivity of a single scatterer. The present contribution is thus complementary: (i) to the deep existence theorems of mathematical spectral theory, for an overview see e. g. [7, 8] , including Anderson's seminal paper [9] which contains a highly nontrivial convergence proof of a perturbation series; (ii) to scaling theory, see e. g. [10 -12] ; (iii) to numerical studies, see e. g. [13 -18] . Our model allows for arbitrary disorder, in contrast to other analytical studies: (i) on the Lloyd model [19, 20] , where disorder is confined to a Cauchy distribution; (ii) like [21] , which is limited to weak disorder; (iii) on the random dimer model [4] , which deals with a binary alloy with a discrete distribution. As will be seen, the requirement of positive Lyapunov exponents will restrict, to some extent, the set of permitted disorder distributions.
We adopt a random displacement model (RDM) which is characterized as follows: There are N equal 0932-0784 / 09 / 0300-0205 $ 06.00 c 2009 Verlag der Zeitschrift für Naturforschung, Tübingen · http://znaturforsch.com repellent scatterers with nonoverlapping potentials at random positions d n (ε n ) = (n + ε n ) d, where the random numbers ε n , n = 1, 2,...N, are statistically independent and equally distributed by a distribution function p(ε). The Hamiltonian of the RDM has "almost surely a dense pure point spectrum with exponentially decaying eigenfunctions" [22] .
The free electron regions between two neighbouring scattering potentials are characterized by the amplitudes {a n , b n }. Since eventually we are interested in localized states, which have zero particle current density, the amplitude ratio, a n /b n = exp[iϕ n ], lies on the unit circle. The disorder distribution p(ε) induces a distribution function W (ϕ) of the phases ϕ n , and W will fully characterize localization or delocalization. We have to assume that W exists in the limit of infinitely many scatterers, and that this function is the same for almost all displacement configurations ε 1 , ε 2 ,... .
According to the Oseledec-Ruelle theorem, see e. g. [7] , the asymptotic behaviour, |x| → ∞, of the solution of the stationary Schrödinger equation with stochastic potential q ω (x), −h 2 2m
ψ (x) + q ω (x)ψ(x) = Eψ(x), x ∈ R, either grows or decays exponentially for almost all disorder configurations provided certain conditions of the potential q and of the distribution function of the disor-der parameter space ω are fulfilled. We will specify the conditions for the RDM in Section 6. The asymptotic behaviour, in principle, depends on the initial condition at x = x 0 and on the energy E of the 2 × 2 transfer matrix M(x, x 0 ; E) which enters when the stationary Schrödinger equation is considered as a dynamical system:
Because the Wronskian is constant, M has determinant 1. As a consequence, the two eigenvalues µ 1,2 of M have the property µ 1 µ 2 = 1, and if µ 1 exponentially increases with |x| → ∞, then µ 2 , being the inverse of µ 1 , decreases exponentially. Moreover, if v v v 0 = (ψ(x 0 ), ψ (x 0 )) is any initial vector, then Mv v v 0 → const. µ 1 e 1 almost always; exception is when v v v 0 is parallel to the eigenvector e 2 of the exponentially decreasing eigenvalue µ 2 . Only these exceptional cases lead to physically acceptable states. Boundary conditions at x 0 , which are necessary for self-adjoinedness (e. g. in the limit x 0 → −∞), lead to discretization of the energy E n , n = 1, 2,... . Thus, if the point spectrum lies in the interval E ≥ 0 and the stochastic potential for |x| → ∞ typically leads to expontially increasing eigenvalues µ 1 in the energy interval E ≥ 0, then the bound states at E = E n are exponentially localized according to µ 2 ≡ 1/µ 1 . Obviously, the localization length at E = E n can be inferred, almost always, from the asymptotic behaviour of M(x, x 0 : E n )v v v 0 starting with any initial state v v v 0 without regard to boundary conditions. We remark that an analogous situation can be observed also for determistic one-dimensional Hamiltonians. For instance, in the case of the harmonic oscillator, the amplitude v v v = M(x, x 0 ; E)v v v 0 exponentially increases for almost all initial vectors v v v 0 ; this implies that the bound states are localized with the negative exponent. As is well known, the (asymptotically leading) exponent is proportional to x 2 , whereas random systems give rise to an asymptotic exponent linear in |x|, in general. As another deterministic example, the radial part of the wave function of the hydrogen atom behaves asymptotically proportional to exp[+|const.| r], r = x 2 + y 2 + z 2 ] > 0 for most initial conditions, whereas the bound states are proportional to exp[−|const.| r] to leading order.
The Lyapunov exponent characterizes the asymptotic behaviour of the wave function ψ(x) in the limit of large |x|. For the RDM, this exponent will be defined in terms of the free electron amplitudes A n = |a n | 2 + |b n | 2 in the limit n → ∞.
In the high energy limit, our asymptotic analytical formulas are numerically corroborated for wave numbers wK > 6, where K corresponds to the energy E(K) =h 2 /(2m) K 2 , and w is the width (support) of a single scatterer potential [the energy scale is fixed by the potential strength V =h 2 /(2m) K 2 V ; we chose mostly wK V = 3.2]. Similarly, the low energy asymptotics is approximately validated for wK < 2. However, this region is less intriguing for Anderson localization, because simply no bound state may fall into this domain. The checks are performed by means of a functional equation for the distribution W (ϕ) which we solve numerically to high accuracy; it is derived in Appendix C.
The paper is organized as follows. In the next section we briefly outline the transfer matrix formalism and define the Lyapunov exponent for the model. In Section 3 we derive a recurrence relation for the phases ϕ n and connect it with the Lyapunov exponent. Section 4 introduces the distribution W (ϕ) for the problem, and connects this function to a cumulative distribution, which obeys a linear integral equation. Some computer runs with direct simulation of the transfer phases are displayed and compared with the numerical solution of the integral equation. In Section 5 the integral equation is solved perturbatively up to third order of the reflection coefficient ρ. The Lyapunov exponent, derived from the perturbative solution, is of second order in ρ with first-and third-order terms vanishing exactly. The result gives the correct zero value of the Lyapunov exponent in the limit of a regular lattice. In Section 6, we discuss the dependence of the asymptotic Lyapunov exponent on the disorder distribution p(ε). The low energy asymptotics is derived in Section 7 from the recurrence system. There follow four appendices. In Appendix A, we outline the computer code to solve numerically the functional equation for W (ϕ). In Appendix B formulas are proved, which are used in the main text and also in Appendix C and D, where, respectively, the functional equation for W (ϕ) is derived, and W reg (ϕ) of a regular lattice is explicitly given.
Transfer Matrix and Lyapunov Exponent
The random displacement model [22] is characterized by equal, spin-independent, potential barriers with
from the origin. The ε n are independent random numbers with the identical distribution function p n (ε n ) ≡ p(ε). The latter has finite support with p(ε) = 0 for |ε| > ε * , and to avoid overlapping, one requires that ε * < 1/2(1 − w/d), where w is the width (support) of a single barrier and d the mean spacing; clearly w < d. In illustrations, we will mostly assume the constant distribution
where Θ(x) = 1 for x > 0, and Θ(x) = 0 else, is the Heaviside function. The regular case is obtained by setting all ε n = 0, which is equivalent to p(ε) = δ (ε).
In the potential-free regions the electron state ψ(x) is described (we omit spin indices) by the amplitude
The corresponding energy is E(K) =h 2 K 2 /(2m). Consecutive amplitude vectors are connected through 2 × 2 transfer matrices T n :
Constancy of the particle current density
(or equivalently of the Wronskian) implies that for all
The definition of the Lyapunov exponent Λ, used here from [23] , takes into account the dependence on the initial amplitude vector A 0 :
In the adopted model, the T n are independent, identically distributed random matrices, which are the basic prerequisites of existence theorems on Λ, see e. g. [23 -25] . We write the transfer matrix of a scatterer located in the coordinate origin as
where t and r are the transmission and reflection coefficients, respectively, and the star denotes complex conjugation. The polar form reads
In the case of scatterers with inversion symmetry, the phase σ ≡ σ (K) = ±π/2; sign changes occur at wave numbers K, where ρ(K) = 0. The matrix T n , which corresponds to the scatterer at position d n , is obtained from T 0 by translation:
It is convenient to introduce the unitarily equivalent amplitude vectors
which transform T n → M n with
For the rest of this paper, the prime of A n will be omitted. In the regular case with d n = n d, the matrices M n ≡ M 1 are the same for all n. For illustration, let us determine the Lyapunov exponent for the regular case. As compared with T 0 , the matrix M 1 contains the additional phase shift α = K d picked up by the state when the electron proceeds to the neighbouring scatterer:
The eigenvalues µ 1,2 ≡ µ 1,2 (K) of M 1 are determined from the trace S ≡ S(K) and the condition that det(M 1 ) = 1:
If 
and obtain
Clearly, if the eigenvalues µ 1,2 lie on the unit circle, then A n is bounded for any integer n. According to the definition (7), the Lyapunov exponent Λ = 0 for arbitrary initial amplitudes A 0 . On the other hand, if S 2 > 4, which corresponds to energies in a band gap, we have
which gives rise to Λ(A 0 ) = λ for almost all initial amplitudes; exception is A 0 = c 2 e 2 , where Λ = −λ . The special case S 2 = 4 corresponds to band edges and is singular with degenerate eigenvalues µ 1 = µ 2 = ±1.
Recurrence Relations
Similarly to [26] , where a random Kronig-Penney model was studied, we start with the amplitude ratio
The property |a n /b n | = 1 implies that we restrict ourselves to states with current density j(x) = 0. This is cogent when one is looking for localized states. The phases ϕ n and ϕ n−1 are connected through the matrix M n which is written in the form
From A n = M n A n−1 one finds
where
This suggests a recurrence system for Φ n instead for ϕ n . Introducing the number Ω = 2(θ + α), one immediately obtains from (21) and (22) 
The inverse function of F with Ψ = F(Φ, ρ) and
is simply given as, see Appendix B,
For ρ 2 < 1, which we always assume, the derivative is positive, i. e. (26) so that Φ → F(Φ) is bijective in the half open interval Φ ∈ [−π, π). The phase γ can be restricted to the open interval (−π/2, π/2). From (22) the initial phase is given by
By iterating (23), one obtains
At the special energies, where ρ = 0 and thus Ψ n−1 ≡ 0, there is the explicit solution
W N where
n /n can be identified as a rotation number [27] .
As to the amplitudes A n , we find from (20) the recurrence relation
By iteration we obtain A n = ∏ n ν=1 x ν A 0 . Using the relation τ = 1 − ρ 2 , we arrive at the following expression of the Lyapunov exponent:
Thus, for a given reflection coefficient ρ, the amplitudes A n and the Lyapunov exponent are fully determined by the phases Φ n , n = 1, 2,... . As a function of the wave number K, the reflection coefficient ρ can have zeros. For a square barrier potential, there are infinitely many zeros at K n which are specified in Section 5, equation (56); for illustration see Figure 5 . If ρ = 0, then the transfer matrices M n , defined in (19) , are unitary. This implies constant amplitudes A n = A 0 for all n, and thus a zero Lyapunov exponent for every disorder configuration of the RDM. Of course, such a behaviour will not be met in the case of random potential strengths when ρ → ρ n is different for different sites n.
Distribution Function of the Phases
We define the distribution function in terms of the periodic Dirac delta function as follows:
In Fig. 1 we display the computer experimental distribution function W N (Φ) for K = 1; the function was integrated over the bin width ∆Φ = 0.01. In Fig. 1 and henceforth, the wave number and potential parameter K and K V , respectively, are dimensionless after multiplication with the potential width w. As will be shown in Section 7, the triangular form of the curve can be understood from the analytical asymptotic limit ρ → 1; with the potential parameter K V = 3.2 we have ρ(K = 1) = 0.9984. In Fig. 2 the analogous distribution is shown for K = 4.7, which corresponds to a much smaller reflectivity with ρ = 0.0933. As is seen, W N (Φ) = 0 in the whole interval Φ ∈ [−π, π); the curve corresponds to the analytical approximation (up to order ρ 3 ) of the functional equation for W N (Φ) with N → ∞; see further below. We assume, that The density W (Φ) is determined by means of a conditional probability function V (x) for x ∈ [−π, π], which obeys the following linear integral equation (see Appendix C, also for interpretation):
is uniquely determined by the properties
which implies that V (π) = 1, and V (x) − x/(2π) is 2π-periodic. The density W is connected to V as follows (see Appendix C):
As it is easily seen, after partial integration with respect to ε,
In the case of the special disorder distribution (2), we have
which gives rise to
By means of discretization and for the disorder distribution (2), we have solved the integral equation (34) numerically to high accuracy; e. g. numerical normalization error of W (Φ), with the aid of the trapezoidal rule, was of the order 10 −15 . The computer code is outlined in Appendix A. Basically, this code serves to examine empirically in which wave number intervals our analytical approaches are acceptable approximations. For our standard model (see caption of Fig. 1 , but variable K), the asymptotic formulas for ρ → 1 are quantatively reliable in the interval 0 ≤ K < 2. In the opposite limit, ρ → 0, the asymptotic formula given in (55) and numerical evaluation of the integral equation are in good agreement for K > 6, see Figs. 3 and 4.
In principle, results can also be obtained by direct numerical simulation of the recurrence system (23) which was applied to obtain Fig. 1 and the point set of Figure 2 . However, for a given number N of scatterers, the fluctuations increase with wave number (or equivalently with decreasing reflection coefficient ρ). One can see this, e. g., by comparing Fig. 2 (ρ = 0.0933) with Fig. 1 (ρ = 0.9984). Going to smaller ρ, the number N, which is required to obtain results above the noise level, soon becomes prohibitively large. The integral equation (34), on the other hand, implies the limit N → ∞.
Perturbation Theory for Small Reflection Coefficient
In order to solve the integral equation perturbatively up to third order in ρ, we make the ansatz 
..,48 corresponding to Figure 3 . The discrete points log(∆(K ( j) )) are joined by straight lines.
and use the series representation (see Appendix B)
For simplicity, we assume symmetric disorder distributions, p(ε) = p(−ε). With the notation of the Fourier transform
and the abbreviations
the formal series expansion of (34) leads to the following recurrence structure:
where the function G n−1 is known in terms of the lower-order functions V 0 ,...V n−1 . The dependence on ρ enters explicitely through the ansatz (40), and implicitely through the argument Y :
and obtain the unique solution V 0 (x) = (x + π)/(2π), which obeys the conditions (35). As a consequence, the functions V 1 (x), V 2 (x),... are periodic with V n (−π) = 0. We insert the following ansatz into (44):
and compare the coefficients of the independent functions exp[imx], m ∈ Z, which lead to the equations 
1 exp(−iΩ)
For the ansatz (40), the conditions (36) are fulfilled. Let us apply the approximation to the Λ 1 term of the Lyapunov exponent, given in (33). To this end we make use of the Fourier representation (see Appendix B)
With reference to (36), we first integrate with respect to Φ:
The Φ integral is carried out up to order ρ 4 , but we omit to write down here the rather awkward fourthorder term. With the aid of partial integration we obtain
First-and third-order terms are exactly zero. We now add from (33) the term Λ 2 = ρ 2 + O(ρ 4 ) and take into account the factor 1/2 to arrive at
As it is immediately seen, the regular case, with p(ε) = δ (ε), implying p 1 = 1, is correctly reached to second order with Λ (2) = 0. The same is true to fourth order, which is not shown here. We remark that the limit to the regular case is somewhat delicate. Depending on ρ one has to exclude a measure zero set of rotation numbers Ω before going to the limit. If ρ = 0, this can be directly seen from the special case (29) which leads to qualitatively different distributions W (Φ) for rational and irrational Ω, respectively. In Fig. 3 , we compare the asymptotic approximation Λ (2) with the numerical solution of the integral equation, which in principle should give the true value of Λ. The corresponding relative error is plotted in Figure 4 . As it is seen, the relative error lies below 2% for K > 6. In Fig. 5 , we display the reflection coefficient ρ as a function of K, which explains the oscillating behaviour of Λ and Λ (2) . As mentioned in Section 3, the Lyapunov exponent is exactly zero at wave numbers K n , where the reflection coefficient ρ is zero. In the given case of a square barrier potential, the zeros are given by
Is the Asymptotic Lyapunov Exponent Positive?
According to mathematical theorems on the random displacement model [22] , the function Λ (2) should be positive in order that the self-adjoined problem (physical boundary conditions) implies exponentially decaying eigenstates, almost always. Surprisingly to the author, Λ (2) is not positive definite when considered as a function of the independent variables p 1 ∈ (−1, 1) and Ω ∈ [−π, π). Before we show this, let us discuss the assumption |p n | < 1, n = 1, 2,... , which in view of (46) ensures a well defined formal series expansion of the integral equation (34).
As a matter of fact, the condition |p n | < 1 is true for a large class of symmetric disorder distributions p(ε). To see this, we estimate p n for n = 1, 2,... , in the spirit of the mean value theorem of integrals, by choosing the minimum and maximum value of cos(yε), respectively. Since p(ε) = 1, we get simply
Clearly,p(0) = 1. However, if y = 0 and p is reasonably smooth, then cos(yε) cannot stick to its maximal or minimal value ±1 in the whole integration interval. For the piecewise constant distribution (2) we havê
with | sin(y)| < |y| for y = 0. In the case of asymmetric p(ε), we have still the property |p(y)| ≤ 1, because | p(ε) exp(iyε)| ≤ p(ε) = 1. However, for y = 0 the mean value argument does not work any more. In any case, for large wave numbers K, the argument α = dK is large, and if the function p(ε) is sufficiently smooth, then p 1 = p 1 (2αε * ) decays with some power 1/K n , which asymptotically guarantees |p n | < 1 also for asymmetric disorder distributions. As a counter example, the Bernoulli distribution p(ε) = 1/2 [δ (ε + ε * ) + δ (ε − ε * )] with Fourier transform cos(yε * ) ≡ cos(2nαε * ) leads to |p n | = 1 at discrete values of K, and could cause zero or small denominators in (46). In the existence proofs for the random displacement model [22] , some continuity of p(ε) was adopted which excludes discrete distributions.
Let us discuss the sign of Λ (2) which is determined by the factor L = 1 + p 1 + 2(p 1 ) 2 − 2p 1 cos(Ω) in (55). If p 1 is positive, then L is minimal when cos(Ω) = 1 with On the other hand, for negative p 1 we set cos(Ω) = −1 with the consequence
The function L(p 1 , Ω = −π) ≡ L min has zeros at p 1 = −1 and p 1 = −1/2, and is negative in between with
This means that there is the possibility of negative Lyapunov exponents in an interval of nonzero measure. We cannot assume cos(Ω) being sufficiently above the value (−1), because the rotation number Ω = 2(θ + α), essentially, varies linearly with K; the delay phase θ of a single barrier potential is negative and approaches zero for large wave numbers. Therefore, in order to have positive Lyapunov exponents asymptotically, which is in agreement with mathematical existence theorems, we are forced to demand the condition
This property is fulfilled for the distribution (2) with Fourier transformp(y) > −0.21723. We have checked other symmetric functions with increasing higher continuity of the form We see no conflict with Theorem 1.2 of [22] , where Anderson localization was proved for the given model under the following conditions on the disorder distribution p(ε): (1) finite support in order to ensure nonoverlapping scattering potentials; (2) continuity (more precisely "nontrivial absolutely continuous component"); (3) p(ε) ≥ 0 by definition as a probability density. These restrictions on p(ε) necessarily do not allow for arbitrary Fourier transformsp(y).
Approximation of W (Φ)
W (Φ) W (Φ) for ρ ρ ρ Close to 1
In this section we infer an analytical approximation of the distribution function W (Φ) directly from the recurrence system (23) . The map F in the recurrence system (23) is approximated by the step function F app :
As will be derived further below, from the map F app and the disorder distribution (2) one obtains the probability density in the form
with Ω r = −π + Ω + 2πr. In Figs. 6 and 7 we exemplarily compare F app with F, and W app (Φ) with W (Φ) and W N (Φ), respectively, where the latter was experimentally produced by computer for a single disorder configuration with N = 10 6 . The parameter chosen, K = 2.5 (which implies ρ = 0.965521), is already too large for a good quantitative correspondence; but in the interval 0 ≤ K ≤ 2.0 the three curves coincide graphically. In order to prove (63), it is first observed that the phases Φ n of the recursion (23) are taken modulo 2π. Thus, the function F app simply maps the half-open interval Φ ∈ [−π, π) into the constant −π:
The probability density for Φ follows from the definition (32) of W N (Φ), from the recursion (23) with Φ n = −π + Ω + 2α(ε n − ε n−1 ), and the configuration average in the limit N → ∞:
The normalization is fulfilled:
For the disorder distribution (2), integration with respect to ε leads to
The integral in (67) has the symmetry z r → −z r and is zero, if |z r | > 1. On the other hand, if |z r | < 1, the integral is equal to the length ∆ of the overlap interval of the the two Θ functions in (67). This interval is linear in |z r |, and from the extreme cases ∆(|z r | = 0) = 2 and ∆(|z r | = 1) = 0 one immediately finds ∆ = 2(1 − |z r |). Thus, we end up with the result (63). How does W app look like as a function of Φ? It is obviously continuous, and it is not hard to prove that it has exactly one peak maximum at Φ p and two kinks at Φ ± . The three points form a triangle (modulo 2π) which is superimposed over a constant level W 0 , which is zero for low K values. We remind that Φ and Ω are reduced to the half-open interval [−π, π). There are unique integers r 0 , r 1 , r 2 with z r 0 = 0, which determines the peak, and the conditions z r 1 = 1, z r 2 = −1 give the locations of the two kinks:
* + Ω r 1 modulo 2π,
For example, for K = 1 we have Ω = −0.86592 which leads to Φ p = 2.27567, Φ + = 2.87567, and Φ − = 1.67567 corresponding to the integers r 0 = r 1 = r 2 = 1. The corresponding W app reproduces the empirical distribution of Fig. 1 within about 1% relative deviations. By continuity of W app (Φ), the constant level W 0 is given by W 0 = W app (Φ + ) = W app (Φ − ). In order that W 0 > 0, there must exist at least one integer r = r 1 or r = r 2 such that This amounts to the condition, that a natural number n must exist with the property 2π n < 8αε * for at least one n ∈ {1, 2,...}. (70) With ε * = 0.1, d/w = 1.5, α ≡ dK we find that wK > π/0.6 ≈ 5.236 gives rise to W 0 > 0. In other words, in the interval 0 ≤ K ≤ 2, where W app is a good quantitative approximation with the disorder distribution (2), the level W 0 = 0. The Lyapunov exponent related to W app (Φ) can be given in the following closed form:
To prove (71), we will first restrict to sufficiently low K values which implies that W 0 = 0. Furthermore, the integers in (68), r 0 = r 1 = r 2 = 1, lead to
The result for low K will continuously extend to arbitary K > 0. In view of (33) and (52), the integral to be carried out reads
For low K, the distribution W app (Φ) is of triangular form and of the type shown in Figure 1 . There are two contributions from the intervals
where W app is linear in Φ:
Evaluation of the integral leads to
which in view of (33) gives the result (71). In Fig. 8 we display Λ app in the interval 0.2 ≤ wK ≤ 5, in comparison with the numerical solution of the integral equation (34) in connection with (39). As it is seen, there is the expected agreement for low K values, specifically for K < 2.
Conclusions
The Lyapunov exponent was determined by three independent methods: (1) the direct simulation of the relevant transfer matrix phases; (2) the numerical solution of a functional equation for the distribution of the phases; (3) analytical asymptotic formulas for the distribution function. Method (1) was feasible up to about 10 6 scatterers and delivered useful results in the low wave number range (high reflectivity), for approximately K < 5. With increasing wave number the noise level made it more and more difficult to infer a distribution function by means of computer simulation.
Method (2) turned out to be the most versatile. A cumulative distribution, i. e. a monotonically increasing function, had to be calculated from a linear integral equation; the computer code turned out to be particularly stable and accurate. With the aid of this code, the asymptotic analytical distributions were corroborated with the result that the low wave number asymptotics is quantitavely reliable for 0 ≤ K < 2, and the high wave number asymptotics for K > 6. In the latter case, surprisingly, the Lyapunov exponent could be negative, in principle. It was always positive, if the Fourier tranform of the disorder distribution p(ε) was bounded from below in the following way: if p(ε) = p(−ε) is symmetric, thenp(y) = p(ε) cos(yε) has to obeŷ p > −1/2. We examined several distributions of finite support and of different degree of continuity which all fulfilled this condition. We did not see a contradiction to the main theorem of [22] , where the assumptions on the disorder distribution function are formulated in direct rather than in Fourier space.
A. Computer Code for the Integral Equation (34)
We briefly outline the computer code to solve the integral equation (34). This is done by means of a Mathematica "module" [28] . The basic interval x ∈ [−π, π] is divided into N equal subintervals with abscissas
, where z is a generating variable. For each x i , one deter-
The parameter Ω is defined below (22) , and easily determined, modulo 2π, for a square barrier potential; for explicit expressions of the latter see for e. g. [29] . By the relation (25) one calculates the inverse function as
In order to integrate with respect to η, one divides the integra- (34) 
B. Proofs of Formulas Used
In the following we state and prove formulas which were used in the main text and are required in the next appendices. Most statements refer to the map F:
Statement (I) follows after implicit differentiation of tan(γ).
To prove (II), one integrates (I) as 8) which implies 9) and thus the symmetry {y ↔ x, ρ ↔ −ρ}. Statement (III) is proved with the aid of (II):
On the other hand,
which, together with (B.10) and (I), implies that
Starting with (IVa), we have from (III) and (I)
which, when solved for cos(z), gives (IVa). To show (IVb), one uses sin(z) = ± 1 − cos 2 (z) and fixes the sign by choosing a small positive x, which is connected with a positive z. The real and imaginary parts of (IV) are consistent with (IVa) and (IVb). As to (V), one uses (I) and formula 1.447 3. of [30] :
(B.14)
Integration from zero to x proves (V). Statement (VI) is proved similarly, this time with the aid of formula 1.447 1. of [30] :
(B.15)
Integration from zero to x leads to
where the latter sum is exactly equal to the constant term on the left-hand side.
C. Derivation of the Functional Equation for W (Φ)
In this appendix we derive the integral equation (34) for V (x) and its connection (36) with the distribution function W (Φ). The manipulations to follow are for a given wave number K, so the reflection coefficient ρ is a fixed parameter and will not be indicated as an independent variable. We start with the definition (32)
and assume that lim N→∞ W N is equivalent to the average with respect to the scatterer configurations. This amounts to average with respect to the independent random numbers ε 1 , ε 2 ,...:
By the recurrence relation (23), the phase Φ n ≡ Φ n (ε 1 , ε 2 ,... ,ε n ) depends on the random numbers ε i as follows:
where H n−1 does not depend on the random number ε n . This suggests to introduce the conditional probability density
to write
Both U N (x) and W N (x) are 2π-periodic in x and normalized to 1 in the interval x ∈ (−π, π). In an ensemble of arrays with n = 1, 2,...,N scatterers, U N (Φ − 2αε) is the average conditional probability density for the phase Φ with the last scatterer position of each array fixed.
We introduce an integral transform and a further reduction by the recursion (23):
where in the limit N → ∞ one can neglect the first term, and after resummation n − 1 → n, we obtain for large N
(C.10)
In order to carry out the y integration, it is first observed that, because of statement (I) of Appendix B, F (y) > 0. Thus, the map y → F is one to one for all y; in particular F(y) maps the interval y ∈ [−π, π) onto it with F(−π) = −π and F(π) = π. The zero y = y * of the argument of δ per in (C.10) is unique. To see this, let us assume a further zero y * * with (y * , y * * ) ∈ [−π, π).
Then there exist integers r * and r * * such that
But since F maps the half-open interval [−π, π) bijectively, we have −2π < F(y * * ) − F(y * ) < 2π which implies r * * = r * ; thus F(y * * ) = F(y * ) and y * = y * * . On the other hand, since F is onto [−π, π), one zero exists. The y integration in (C.10) now immediatley leads to the integral equation
Now we introduce the cumulative density (conditional probability function)
V (x) = Finally, for the connection between V and W , one integrates the right-hand side of (C.14) partially with respect to ε and exploites that p(ε) has finite support:
−π dyU(y),
(C.19)
D. W (Φ) in the Regular Lattice Case
The disorder distribution is now p(ε) = δ (ε), which reduces (C.14) and (C.13) to W (x) = U(x) and
This functional equation has a simple solution:
where x * is a fixed point with Y = x * , or F(x * ) = x * − Ω, which implies F (Y (x * )) = 1.
As it turns out, there exist two fixed points, but within band gaps only, which are characterized by the condition (see also p. 148 of [31] Clearly, among the two existing fixed points, the stable one has to be taken. For band energies the situation is more involved. We solved the eigenvalue problem of the transfer matrix M n ≡ M 1 with ζ n ≡ 1. The initial amplitude vector {a 0 , b 0 }, taken on the unit circle, was expressed in terms of the eigenvectors e 1 , e 2 . The matrix power then has the structure The decisive point now is that, according to Jacobi's theorem [27] , the phases φ n ≡ nλ , n = 1, 2,... , cover the unit circle densely and uniformly with distribution W (φ ) = 1/(2π), provided λ = λ (K) is irrational modulo (2π), which is the case for almost all wave numbers K. The constant distribution of φ has to be transformed to the distribution of the phases ϕ n of a n /b n = exp[iϕ n ]. Omitting details, we give the final result in terms of the phase Φ = ϕ + θ + σ , see (22) :
, R 2 < 1. In the next step, we write the left-hand side of (D. 
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