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ABSTRACT 
We characterize when a nonnegative block lower triangular matrix possesses a 
nonnegative group inverse, and when it does, we give an explicit formula for it. As a 
consequence we show that a necessary condition for the existence of such an inverse is 
that the eigenspace of the matrix corresponding to its Perron root is spanned by 
eigenvectors only. Actually we deduce a stronger result: that a necessary condition for a 
nonnegative matrix to have a nonnegative Drazin inverse is that its eigenspace corre- 
sponding to its Perron root is spanned by eigenvectors only. 
1. INTRODUCTION 
Let A be an n X n nonnegative matrix. Several authors-e.g. Berman and 
Plemmons [3], Haynsworth and Wall [6], Jain, Kwak, and Goel [7], Werner [ll, 
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121, and, more recently, also Berman and Jain [2]-have characterized in 
different ways when A possesses a nonnegative group inverse. For example, 
Berman and Plemmons characterize the existence of a nonnegative group 
inverse using nonnegative full rank factorizations of A. Haynsworth and Wall 
characterize when some power of A is equal to such an inverse. Jain, Kwak, 
and Goel base their characterization on the fact that A can be first symmetri- 
cally permuted to the block form 
i M K 0 N L 0 0  0  
and then consider what additional properties the blocks must possess in order 
for the matrix to have a nonnegative group inverse. Werner [12] shows that the 
group inverse of A exists and is nonnegative if and only if A2 has a monomial 
submatrix of order equal to the rank of A. 
In this paper we obtain a characterization for a nonnegative matrix to 
possess a nonnegative group inverse when it has first been symmetrically 
permuted to a block triangular form. Of course, one such form is the Frobe- 
nius normal form, in which the diagonal blocks are irreducible or the 1 x 1 
zero matrix. We shall not in general suppose that we have reduced our matrix 
to this form. but we wish to mention that it is completely known when the 
group inverse of a nonnegative and irreducible matrix is nonnegative, a result 
which we attribute to Haynsworth and Wall (see [S]) and to Jain, Kwak, and 
Goel (see [7]). 0 ur characterization, which makes use of a characterization due 
to Hartwig and Shoaf [5] and Meyer and Rose [S] for a general block triangular 
matrix to possess a group inverse, allows us to express the nonnegative group 
inverse explicitly. 
Assume now that A has been reduced to Frobenius normal form. Our 
results show that a necessary condition for the group inverse to exist is that in 
the block directed graph which one can associate with the Frobenius normal 
form no path exists between two vertices corresponding to irreducible blocks. 
This means, via results due to Rothblum [lo] and Richman and Schneider [9], 
that a necessary condition for the group inverse of a nonnegative matrix to 
exist and be nonnegative is that the elementary divisors corresponding to its 
Perron root are linear. In fact we are able to show a stronger result. Namely, a 
necessary condition for a nonnegative matrix to possess a nonnegative Drazin 
inverse is that its elementary divisors corresponding to its Perron root are 
linear. We prove our results in the next section. 
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The notation and background material which we use in this paper are very 
standard to the theory of nonnegative matrices and follow its exposition given 
in Berman and Plemmons [3]. Therefore we shall avoid here summarizing 
common results which we may use and refer the reader to this reference. 
2. MAIN RESULTS 
We begin by quoting a result due to Hartwig and Shoaf and, indepen- 
dently, Meyer and Rose, of which we shall make use in our main theorem.’ 
THEOREM HS&MR (Hartwig and Shoaf [5] and Meyer and Rose [S]). Let 
Then M # exists if and only if 
(i) MC, and MC2 exist and 
(ii) (1 - Mw_M,‘~,)Mz,I(Z - MI,IM?I) = 0. 
In this case 
where 
b = -M&MwM,)~, + (M&)‘M2,,(Z - M,,,M&) 
+(I - %~M&)M,,,(M$ (1) 
THEOREM 1. Let M = l”i.j)i,j=l ,,,,, n be a nonnegative lower block trian- 
gular matrix, the diagonal blocks being square. Then M# exists and is a 
nonnegative matrix if and only if the following conditions are satisfied: 
(i) MiTi exists and is nonnegative for each i = 1, . . . , n. 
(ii) Mi,j = E:=jMi, kMk.kMk,j for each pair i, j with i 2 j. 
‘See also Hartwig [4] for further generalizations. 
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(iii) Mi, j Mj, k Mk, k = 0 for each triplet f, j, k with i > j > k. 
(iv) Mi, i ML, j Mj, k = 0 for each triplet i, j, k with i > j 2 k. 
Under the above conditions M # = ( Bi j)i j= 1 , “, where 3 2 . 
i 
0 2f j>i, 
B,,j = C:=jMi,k( Mzt)3Mk,j otherwise. 
Furthermore, MM * = (C,, j)i, j= 1,, , “, where 
0 if j>i, 
ci,j = 
Ek=jMi,k( Mzk)2Mk,j otherwise. 
Moreover, fm any positive integer s, ( M *)’ = ( B$,$ I, j= I, , “, where 
0 if j>i, 
C:=jMi,k( Mkffk)2+SM~,j otherwise. 
(2) 
(3) 
(4) 
Proof. First suppose that conditions (i)-(iv) hold. In view of(i), the block 
matrix B whose blocks are given in (2) is well defined. We shall now show that 
B = M#, that is, B satisfies MBM = M, BMB = B, and MB = BM. Clearly 
(MB),,j = 0 when j > i. By (iii), the defining equations for Ml:, and the fact 
that M,, j Mj, k M,, k = 0 is equivalent to Mi, jMj, k M& = 0, we have that for 
j < 4 
(MB)i,j = & Mi,lBl,j 
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Now consider the matrix MBM. Again ( MBM)i, j = 0 when j > i, while by (ii), 
(iv), and the defining equations of the group inverse we have that for j < i, 
( MBM)i,j = [$, ( MB)i,lMl,j 
I 
= 2 Mi,,M,5M,,j = Misj. 
l=j 
Hence MBM = M. Continuing, we have (BMB),, j = 0 when j > i, while if 
j < i, we see that 
(BMB)i,j = $ Bi,l( MB)l,j 
i 
= gj kFl Mi,k( MkYk)3Mk,l f: Ml r( MCr)2Mr,j 
r=j 
= ~M~,~(M:,13M~,~(“~:)2M~,j 
= & Mi,l( M15)3Ml,j = Bi,j. 
Therefore BMB = B. Finally, (BM),, j = (MB),, j = 0 when j > i, and for j < i, 
(BM)i,j = $ Bi,lMl,j 
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by (2). Hence BM = MB and so B = M * . This completes the proof of the 
“if” part. 
The “only if” part will be proved by induction on k, the number of row 
and column blocks of M. Let “Mck, = ( Mi j)i j= 1 , . ,..., k, where k is a positive 
integer, be a k x k lower block triangular nonnegative matrix. For k = 2 it 
follows from Theorem HS&MR that -L%($ exists and is nonnegative if and only 
if conditions (i) and (ii) of that theorem are satisfied and M,'f,, M,:,, and b [see 
(l)] are all nonnegative. Since M, 1 and M, 2 are both nonnegative, it can 
readily be ascertained by pre- and postmultipiying b in (1) by Mi 2 and M: 1, 
respectively, that 
O<M;,,bM& = -M,,M2,M, 1. 3 , . 
However, Ms,s Ms, r Ml, 1 2 0, as M, 1 is also nonnegative. Hence, 
M,,,M,,,M,,, = 0 or, equivalently, MC2 h,, 1 M, 1 = 0. Consequently condi- 
tion (ii) of Theorem HS&MR reduces to’ M, 1 = M,,, M,:, M, 1 + 
M,,,M%,M,,,, and b can be rewritten as b = (M2T2)iM2,, + M2,,(M1T;)2 = 
M2,2Pk2)3M2,, + M~JP:,)~M,,,. This shows that the “only if’ part holds 
for k = 2 and -k;$ can be expressed as 
Ml? 0 
A’#- (74 - 
M2.@&)3%1 + M2,2(fif;2)3M2,1 MC2 
Now assume that the assertion holds for k = n. We want to show that it 
holds true for k = n + 1. For that purpose partition A(,+~) as follows: 
A (n+l) = 1 44 0 X,+1 M n+l, n+l 1: 
where r,+r = (M,,, 1 a.0 M,+l,,). Th en, in view of the above 2 x 2 block 
case, &(z+r, exists and is nonnegative if and only if 
J(n”, and fC+,,n+, exist and are nonnegative, (5) 
x,+1 = x,+1 -$‘+f(n, + M,+l,,,+lM,#+l,,+lr,+l, (6) 
and 
M n+l,n+l%+l~(n) = 0 (7) 
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Because J(n”, exists and is nonnegative, it follows from the application of 
conditions (i) through (iv) to A(“, that JZ(~“, = ( L$J~, j= r,, , n with Bi, j given 
as in (2). Moreover, .~(:JZ(“, = (Ci, j)i, j=l,, ,,, n, where Ci, j are as in (3). 
(6) and (7), respectively, can be expresed alternatively as 
Thus 
and 
M n+l,r = k$l Mn+l,kCk,r + M”+1,,+1M,#+l,n+lMn+l,~ 
M n+l, n+l SC1 M,+l,sMs, r = 0 
foreach r= l,..., n, which translates further to 
M n+l,r = k-$ 
r 
Mn+l,k l$ Mk,,(M,::)2% 
r 
+ M,+1.,+1Mn#+,,,+1M,+1,. 
and 
M n+l,n+l M Ms.=0 n+l,s , 
for each r,s = I,..., n. Postmultiplying (10) by M, r for each r = 1, 
and splitting up the summation appropriately now yields that 
(16) 
(11) 
..,n 
M Mr.=K+,,.M,,.+ 5 M n+l,r , 
k=r+l 
n+l,k t-r~k,@,:)2%.%,r 
(6) 
(9) 
Thus 
+ M,+I,,+~M,#+~,,+~M,+~,.M,,.. (12) 
5 Mn+l,k $ Mk,,(M,:,)2M~,rMr,. 
k=r+l 
+ M”+~,.+IM,#+~,.+~M,+~,.M,,. = 0. 
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But then, as all matrices involved are nonnegative, we can deduce that 
M ~+I.~M~,.(M~,)‘M,..M~,. = M,+L~M~,.(M;,)M,,. = 0 (13) 
or, equivalently, 
M n+l k”k r”r r = o . 3 2 (14) 
for each pair k, r with n > k > r > 1. The conditions (13) and (14), applied 
now to an expansion of (lo), yield that, for r = 1, . . , n, 
M n+l,r = k$ Mn+l,k Mk>k( Mk?k)2Mk,r + M,+I,.+~M~#+I,,,+~M,+~,. 
r 
= k$ Mn+bk”:kMk,r + Mn+l,n+lMn#+l,n+lMn+l,r 
r 
n+1 
= kG Mn+w%%%,r (15) 
r 
Finally, the implication of the existence of A(,#) on (i) through (iv) taken 
togetlrer with (ll), (14), and (15) show that conditions (i) through (iv) are also 
valid for A(~+~). The proof of the “only if” part is now complete. n 
Theorem 1 has two corollaries. 
COROLLARY 1. Let M = C”i,j)i,j=l ,..., n be a lower block triangular non- 
negative matrix for which M # exists and is nonnegative. Then M,, j Mj, k Mk, , = 0 
for each quadruple i, j, k, 1 with n > i 2 j > k > 1 2 1. 
Proof. In case that i = j, the claim is just condition (iv) of Theorem 1. 
Next let i > j. Then by Theorem 1, Mi, j = C>=jMi, r MT,. M, j. Postmultiply- 
ing this equality by Mj, k Mk, I, where j > k > 1 2 1, yields that 
Mi, j Mj, k Mk, 1 = Ib Mi,rMcrMr,jMj,kMk,l 
T-=j 
(16) 
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Now, by virtue of Theorem l(iv), Mj, jMj, k Mk, 1 = 0 and, for each r > j > k, 
M,,rM,,jMj,, = 0. Hence 
0 = (M?r)‘Mr,rMr,jMj,k = McrMr,jMj,k. (17) 
Combining (16) and (17) gives the desired result that M,, jMj, k M,, I = 0. l 
COROLLARY 2. -Let M = ( Mi, j)i, j=l,, _, n be a lower block triangular non- 
negative matrix such that M# exists and is nonnegative. For each nonnegative 
integer 1, let M{v denote the (i, j) th block of Ml. Then for i, j = 1, . . . , n, 
0 if j>i, 
C~=jMi,~M/f~~M~~kMkj otherwise. 
(18) 
Proof. Adopting the convention Mk, k - ' - I, it follows from Theorem l(ii) 
that our claim holds true for I = 1. Next assume that the claim is correct for 
some I > 1. We show that it is then also true for I + 1. Clearly, 
M/l;') = & 2 Mi ,M,I,'M,f,M,,,M,,j. 
k=j r=k ’ 
By Theorem l(iv), M,:, , M, kMk,j = 0 for each r > k. Hence 
as required. n 
The existence of a group inverse of a matrix tells us something about the 
structure of its eigenspace, if any, corresponding to the zero eigenvalue. 
Namely, the eigenspace is spanned by eigenvectors only. It is therefore 
interesting to see, as our next results will show, that in the case of a 
nonnegative matrix which possesses a nonnegative group inverse we are able 
to deduce also properties of the eigenspace corresponding to the Perron root 
of the matrix. 
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Let M be a nonnegative matrix and assume, without loss of generality, that 
it is already in lower triangular Frobenius normal form. That is, M is block 
lower triangular with square diagonal blocks which are either nonzero and 
irreducible or the 1 x 1 zero matrix. Let us assume that in this (symmetrically 
permuted) form of M there are k diagonal blocks. Then with M we may 
associate a block directed graph with k vertices, conveniently numbered 1 
through k, and edges, with a directed edge (i, j) joining vertex i to vertex j if 
and only if in M the block Mi,j # 0. A vertex j is said to correspond to an 
irreducible block if the (j, j)th block of M is irreducible. A path in the block 
directed graph of M from vertex i, to vertex i, is a sequence of directed 
edges of the form (ii, iz), (iz, i3), . . . , (ir_l, i,). 
LEMMA 1. Let M be nonnegative matrix which possesses a nonnegative 
group inverse. Then in the block directed graph of M corresponding to a 
Frobenius normal form there is no path connecting two distinct vertices corre- 
sponding to irreducible blocks. 
Proof. Without loss of generality we can assume that M is already in 
Frobenius normal form. Suppose now that (ii, ia), . . , (ir_ I, i,) is a path in the 
block directed graph of M corresonding to the Frobenius normal form which 
connects the irreducible vertices i, > i,. 
If r = 2 then, in view Theorem l(iv), Mi,,i, Mil,i2 MiP,i2 = 0. As Mil,i, is 
irreducible, it has a positive entry in every column. Thus, we must have that 
Mi,,i, Mi2,i, = 0. As Mi2, i, is irreducible, it has a positive entry in each row, 
implying that Mi,,i, = 0, which is not possible. Thus r > 2, and so MirmPlirm, 
# 0 and Mir_,,i # 0. Since Mi,,ir is irreducible, it is not possible (as was 
shown in the case r = 2) for Mir_,, i,m, to be irreducible. Hence Mi,_l, i _1 is 
the 1 x 1 zero matrix. But then Mi _*, i,_ 1 Mi _ , i is a nonzero matrix, as it is a 
product of a nonzero column vector with ‘a’ nonzero row vector. Now, by 
Theorem I(iii), Mir_P,ir_lMir_,, i, M,,,{ = 0. As Mir, i is irreducible, this latest 
equality is only possible if M,,-%, ii_,Mi,_,, i 
r 
r = 0, a contradiction. Our proof is 
done. a 
In the next lemma we shall use p( *) to denote the Perron root of a 
nonnegative matrix. 
LEMMA 2. Let M be a nonnegative matrix whose group inverse exists and is 
nonnegative. Then the eigenspace of M corresponding to p(M) is spanned by 
eigenvectors only. 
Proof. Without loss of generality we can assume that M is already in a 
Frobenius normal form. If all the diagonal blocks of M in this form are zero, 
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then p(M) = 0. But then we see from Theorem l(ii) that M = 0, so that the 
conclusion is immediate. Suppose therefore that not all the diagonal blocks of 
M in the form are zero, so that necessarily p(M) # 0. By Lemma 1 no path 
exists in the block directed graph which we can associate with the form 
connecting two vertices corresponding to irreducible blocks. In particular, 
then, no path exists in the graph connecting two irreducible blocks whose 
spectral radii equal p(M). We conclude now, using the language of Rothblum 
[lo], that the height of any basic class of M is 1 and hence the eigenspace of M 
corresponding to its Perron root is spanned by eigenvectors only. H 
Actually we can prove a stronger result than Lemma 2. To this end the 
following definition will be useful. 
DEFINITION 1. We shall denote by x.& the class of real square matrices 
A of all orders for which there exists an integer s = s(A) such that A” is 
nonnegative and such that the Drazin inverse of A, AD, is nonnegative. 
THEOREM 2. Suppose A E XA. Then p(A) E a( A), and if p(A) # 0, then 
the eigenspace of A corresponding to p( A) is spanned by nonnegative eigenvec- 
tars. 
Proof. Let A E XJ. It is well known that any square matrix A admits 
the representation A = M + N, where M* exists, N is nilpotent, and MN = 
NM = 0. Moreover, possibly with the exception of 0, all eigenvalues of A and 
M and their corresponding Jordan chains coincide (cf. Ben-Israel and Greville 
[l]). Werner 112, Theorem 2.4 and Corollary 2.61 shows that under the present 
conditions on A, one also has that both M and M* are nonnegative. Thus, in 
particular, if p(A) # 0, then p(A) = p(M) E a(M) = a( A) \ (0). In this case, 
by Lemma 2, the eigenspace of M corresponding to p(M), and hence the 
eigenspace of A corresponding to p(A), are both spanned by eigenvectors 
only. 1 
Theorem 2 has the following obvious corollary: 
COROLLARY 3. Let A be a nonnegative matrix with a nonnegative Drazin 
inverse. Then the eigenspace of A corresponding to its Per-r-on root is spanned by 
eigenvectors only. 
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