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METODOLOGI PENELITIAN 
3.1 Lokasi dan Waktu Penelitian 
Pada penelitian ini, penulis memilih tempat melakukan penelitian yaitu 
pada PT. Swastisiddhi Amagra Kabupaten Kampar Kecamatan Kampar Kiri 
Tengah. Penelitian yang dilakukan oleh penulis dimulai pada 01 Maret 2017 
sampai dengan 20 November 2017. 
PT. Swastisiddhi Amagra Kabupaten Kampar Kecamatan Kampar Kiri 
Tengah. adalah pabrik kelapa sawit (PKS) yang berfungsi sebagai tempat 
pengolahan tandan buah segar (TBS) kelapa sawit menjadi minyak kelapa sawit 
kasar atau crude palm oil (CPO), inti kelapa sawit (kernel), fiber, dan tempurung 
sawit. 
3.2 Jenis dan Sumber Data 
3.2.1 Pengertian Data 
Menurut Hasan (2006: 19), data adalah bentuk jamak dari datum. Data 
merupakan keterangan-keterangan dari suatu hal, dapat berupa sesuatu yang 
diketahui atau yang dianggap anggapan. Atau suatu fakta yang digambarkan lewat 
angka, simbol, kode, dan lain-lain. 
3.2.2 Jenis-Jenis Data 
Menurut Hasan (2006: 19-22) pengelompokan data terbagi atas empat 
yaitu: 
1. Pengelompokan Data Menurut Sumbernya. 
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 Berdasarkan sumber pengambilannya, data dibedakan menjadi dua, 
yaitu: 
a. Data Primer 
 Data primer adalah data yang diperoleh atau dikumpulkan 
langsung dilapangan oleh orang yang melakukan penelitian atau 
yang bersangkutan yang memerlukannya. Data primer ini juga 
disebut data asli atau data baru. 
b. Data Skunder 
 Data skunder adalah data yang diperoleh atau dikumpulkan oleh 
orang yang melakukan penelitian dari sumber-sumber yang telah 
ada. Data ini biasanya diperoleh dari perpustakaan atau dari 
laporan-laporan peneliti terdahulu. 
2. Pengelompokan Data Menurut Waktu Pengumpulannya. 
Berdasarkan waktu pengumpulannya, data dibedakan atas dua yaitu: 
a. Data Berskala (Time Saries) 
 Data berskala adalah data yang terkumpul dari waktu ke waktu 
untuk memberikan gambaran suatu kegiatan atau keadaan. 
b. Data Kerat Lintang (Cross Section) 
 Data kerat lintang adalah data yang terkumpul pada suatu waktu 
tertentu untuk memberikan gambaran perkembangan suatu 
kegiatan atau keadaan pada waktu itu. 
3. Pengelompokan Data Menurut Sifatnya. 
Berdasarkan sifatnya, data dibedakan atas dua yaitu: 
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a. Data Kualitatif 
 Data kualitatif adalah data yang tidak berbentuk bilangan. 
b. Data Kuantitatif 
 Data kuantitatif adalah data yang berbentuk bilangan. 
4. Pengelompokan Data Menurut Tingkat Pengukurannya. 
Berdasarkan tingkat pengukurannya (skalanya), data dibedakan atas 
empat yaitu: 
a. Data Nominal 
 Data nominal adalah data yang berasal dari pengelompokan 
peristiwa berdasarkan kategori tertentu yang perbedaannya 
hanyalah menunjukkan perbedaan kualitatif. 
b. Data Ordinal 
 Data ordinal adalah data yang berasal dari objek atau kategori 
yang disusun menurut besarnya, dari tingkat terendak ke tingkat 
tertinggi atau sebaliknya, dengan jarak atau rentang yang tidak 
harus sama. 
c. Data Interval 
 Data Interval adalah data yang berasal dari objek atau kategori 
yang diurutkan berdasarkan suatu atribut tertentu, dimana jarak 
antara tiap objek atau kategori adalah sama. 
d. Data Rasio 
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 Data rasio adalah data yang menghimpun semua ciri dari data 
nominal, dan data ordinal serta data interval dan dilengkapi titik 
nol absolut dengan makna empiris. 
3.3 Teknik Pengumpulan Data 
1.  Kuesioner  
Kuesioner adalah pengumpulan data dengan cara menyebarkan 
daftar pertanyaan kepada responden yang dijadikan sebagai sampel 
penelitian. Penelitian kuesioner penelitian ini diukur dengan mengunakan 
Slaka Likers dengan lima poin. Adapun skor yang diberikan pada setiap 
jawaban responden adalah: Berdasarkan skala ordinal ini, responden 
diminta untuk menjawab dengan nilai jawaban sebagai berikut: 
1) Untuk alternatif jawaban (Sangat Setuju = SS) diberi skor 5 
2) Untuk alternatif jawaban (Setuju = S) diberi skor 4 
3) Untuk alternatif jawaban (Kurang Sesusai = KS) diberi skor 3 
4) Untuk alternatif jawaban (Tidak Setuju = TS) diberi skor 2 
5) Untuk alternatif jawaban (Sangat Tidak Setuju = STS) diberi skor 1 
2. Wawancara 
Wawancara adalah sumber metode pengumpulan data dimana 
peneliti mendapatkan keterangan secara lisan dan langsung dari pihak-
pihak yang dianggap erat kaitannya dengan masalah yang diteliti. Usaha 
ini untuk mendapatkan keterangan-keterangan ataupun informasi dari 
sumber-sumber yang ada kaitannya dengan masalah-masalah peneliti ini. 
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Metode ini dilakukan pada bagian personalia maupun pihak-pihak yang 
terkait langsung dalam penelitian.  
Dalam penelitian ini penulis mendapatkan data dengan 
menggunakan dua metode yaitu metode kuesioner dan metode wawancara 
dengan pimpinan PT. Swastisiddhi Amagra Kabupaten Kampar 
Kecamatan Kampar Kiri Tengah. 
3.4 Populasi dan Sampel 
3.4.1 Populasi 
Populasi adalah totalis semua nilai yang mungkin, baik hasil menghitung 
atau pun pengukuran kuantiatif maupun kualitatif pada karakteristik tertentu 
mengenai objek yang lengkap (Ridwan, 2008) yang menjadi populasi dalam 
penelitian ini adalah karyawan bagian produksi PT. Swastisiddhi Amagra 
Kabupaten Kampar Kecamatan Kampar Kiri Tengah.. 
3.4.2 Sampel 
  Menurut Arikunto (2010: 174) berpendapat bahwa sampel adalah sebagian 
atau wakil populasi yang diteliti. Sedangkan menurut Sugiyono (2014: 81) 
berpendapat sample adalah bagian dari jumlah dan karakteristik yang dimiliki 
oleh populasi tersebut. Husein Umar (2008: 141) mengemukakan bahwa ukuran 
sampel dari suatu populasi dapat menggunakan bermacam-macam cara, salah 
satunya yaitu dengan menggunakan rumus slovin Jika jumlah subyeknya besar 
dapat diambil antara 10-15%  atau  20-55%. Dengan demikian peneliti mengambil 
sampel menggunakan rumus slovin, sebagai berikut: 
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  n   =   N    
            1+ Ne
2
   
Keterangan : 
n  =  Sampel  
N  = Ukuran Populasi  
e =  Persen kelonggaran ketidak telitian karena kesalahan pengambilan 
sampel yang masih dapat ditolerir atau diinginkan, disebut juga 
dengan nilai kritis 15%. 
      n      =   N    
            1+ Ne
2 
      n      =        146 
                     1+146 (0.15)
2
 
                =        146  
                   1+146 (0.0225)  
                =         146 
                        1+3.28 
                =          146 
                          4.28 
                =     34.1 ; disesuaikan oleh peneliti menjadi 34 responden. 
Dari perhitungan jumlah populasi karyawan pada tahun 2016 sebesar 
146 karyawan dengan persen kelonggaran 15% maka hasil perhitungan 
dengan menggunakan rumus slovin tersebut didapat sebesar 34 orang. Teknik 
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pengambilan sampel menggunakan metode random sampling, yaitu 
pengambilan sampel secara acak.   
3.5 Metode Analisis Data 
Metode pengolahan data dalam penelitian ini adalah menggunakan 
software SPSS versi 20.0. Analisis data dalam penelitian ini meliputi: regresi 
linear berganda, analisis deskriptif, analisis kuantitatif, uji validitas, uji reabilitas, 
uji multikoloneliritas, uji heteroskedatisitas, uji normalitas, uji R², uji F, uji t. 
Dengan menggunakan teknik analisis regresi linear berganda atau Ordinary Least 
Square (OLS). 
3.5.1 Regresi Linear Berganda 
Analisis regresi linear berganda menurut Sugiono (2010: 227) adalah 
analisis yang digunakan peneliti, bila bermaksud meramalkan bagaimana keadaan 
(naik turunnya) variabel dependen (kriterium), bila dua atau lebih variabel 
independen sebagai faktor prediktor dimanipulasi (di naik turunkan nilainya). 
Analisis regresi linear berganda bertujuan untuk menerangkan besarnya 
pengaruh Pendidikan, Motivasi dan Disiplin Kerja Terhadap Produktivitas Kerja 
Karyawan. Persamaan regresi linear secara umum untuk menguji hipotesis-
hipotesis dalam penelitian ini adalah sebagai berikut:Y = a +b1 X1+ b2X2+b3 X3+ e 
Keterangan: 
Y : Produktivitas Kerja 
a : Koefisien Konstanta 
b : Koefisien Regresi 
X1 : Pendidikan 
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X2 : Motivasi Kerja 
X3 : Disiplin Kerja 
e : Error, variabel gangguan 
3.5.2 Analisis Deskriptif 
Digunakan untuk menganalisis data dengan cara mendeskripsikan atau 
menggambarkan data yang telah terkumpul sebgaimana adanya tanpa bermaksud 
membuat kesimpulan yang berlaku umum atau generalisasi, (Sanusi, 2012). 
Analisis deskriptif meliputi penyajian data dengan tabel, grafik, diagram lingkart, 
pictogram, perhitungan mean, maksimum dan minimum. Analisis ini tidak 
dilakukan signifikan dan tidak ada taraf kesalahan karena tidak bermaksud 
membuat generalisasi. 
3.5.3 Uji Validitas dan Uji Reabilitas 
1. Uji Validitas 
 Uji validitas adalah ketepatan atau kecermatan suatu instrumen 
dalam mengukur apa yang ingin diukur. Uji validitas diperoleh dengan 
cara mengkorelasi setiap skor indikator dengan total skor indikator 
variabel. Kemudian hasil korelasi dibandingkan dengan nilai kritis pada 
taraf signifikasikan  0,05. Pengukuran dikatakan valid jika mengukur 
tujuannya dengan nyata dan benar. Berikut ini adalah kriteria pengujian 
validasi : 
A. Jika r hitung ≥ r tabel (uji 2 sisi dengan sig 0,05) maka instrument atau 
item-item pernyataan berkorelasi signifikan terhadap skor total 
(dinyatakan valid). 
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B. Jika rhitung < r tabel maka instrument atau item-item pernyataan tidak 
berkorelasi signifikan terhadap skor total (dinyatakan tidak valid). 
2. Uji Reabilitas 
Uji reabilitas adalah alat untuk mengukur suatu kuesioner yang 
mempunyai indikator dari variabel atau konstruk. Suatu kuesioner 
dinyatakan reliabel atau handal jika jawaban seseorang terhadap 
pernyataan adalah konsisten atau stabil dari wktu ke waktu pengukuran 
reabilitas dapat dilakukan dengan dua cara yaitu : 
A. Repeted measure atau pengukuran yaitu seseorang akan disodori 
pertanyaan yang sama pada waktu yang berbeda, dan kemudian dilihat 
apakah dia konsisten dengan jawabnnya. 
B. One shot atau pengukuran sekali saja dan kemudian hasilnya 
dibandingkan dengan pertanyaan yang lain atau mengukur korelasi 
antara pertanyaan dan jawaban. 
Uji reabilitas dapat dilakukan dengan bantuan program SPSS 20.0, yang 
akan memberikan fasilitas untuk mengukur reabilitas dengan uji statistik 
Crombanch Alpha. Suatu konstruk atau variabel dikatan reliabel jika memberikan 
nila crombanch alpha > 0,60. 
3.5.4 Uji Asumsi Klasik  
1. Uji Multikolinieritas 
Uji multikolianeritas bertujuan menguji apakah model regresi 
ditemukan adanya korelasi antar veriabel bebas (independen). Meskipun 
regresi yang baik seharusnya tidak terjadi korelasi antar variabel bebas. 
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Dalam penelitian ini, untuk mendeteksi ada atau tidaknya multikolianeritas 
didalam model regresi digunakan matrik korelasi variabel-variabel bebas 
dan melihat nilai toleran dan Varaian Inflation Factor (VIF) dengan 
perhitungan bantuan program SPSS 20.0. 
Jika dari matrik korelasi antar variabel bebas ada korelasi yang 
tinggi (umumnya data 0,90) maka hal ini merupakan indikasi adanya 
problem multikolinearitas adalah nilai toleran> 0,10 atau sama dengan 
nilai VIF < 10. 
2. Uji Heteroskedastisitas 
Uji heteroskedastisitas bertujuan untuk menguji apakah dalam 
model regresi terjadi ketidaksamaan varian dari residual satu pengamatan 
ke pengamatan lain. Jika varian residual dari satu pengamatan ke 
pengamatan lain tetap, maka disebut homoskedastisitas. Model regresi yag 
baik adalah yang homoskedastisitas atau tidak terjadi heteroskedastisitas.  
Dasar analisis : 
A. Jika ada pola tertentu, seperti titik-titik yang ada membentuk pola 
tertentu yang teratur (bergelombang, melebar kemudian menyempit) 
maka mengindikasikan telah terjadi heteroskedastisitas. 
B. Jika pola yang tidak jelas, serta titik-titik menyebar diatas dan 
dibawah pada sumbu Y, maka tidak terjadi heteroskedastisitas. 
3. Uji Normalitas 
Uji asumsi normalitas bertujuan untuk menguji apakah model 
regresi, variabel pengganggu atau residual memiiki distribusi atau tidak. 
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Seperti diketahui bahwa uji t dan f mengasumsikan bahwa nilai residual 
mengikuti distribusi normal. Jika asumsi ini dilanggar maka uji statistik 
tidak menjadi valid untuk jumlah sampel kecil. Ada dua cara untuk 
mendeteksi apaka residual berdistribusi normal atau tidak yaitu dengan 
analisis grafik dan uji statistik. Distribusi normal akan membentuk satu 
garis lurus diagonal dan ploting data residual akan dibandingkan dengan 
garis diagonal. Jika distribusi data residual normal, maka garis yang 
menggambarkan data sesungguhnya akan mengikuti garis diagonalnya. 
Dasar pengambilan keputusan memenuhi normalitas dan tidak, sebagai 
berikut :   
A. Jika data menyebar disekitar garis diagonal mengikuti arah garis 
diagonal atau grafik histogramnya menunjukan pola distribusi normal, 
maka model regresi memenuhi asumsi normalitas. 
B. Jika data meneyebar jauh dan tidak mengikuti garis diagonal atau grafik 
histogram tidak menunjukan pola distribusi normal, maka regresi tidak 
memenuhi asumsi normalitas. 
4. Uji Linieritas 
Uji ini bertujuan untuk mengetahui apakah data yang dimiliki 
sesuai dengan garis linier atau tidak. 
5. Uji Autokorelasi 
Autokolerasi merupakan korelasi atau hubungan yang terjadi antara 
anggota-anggota dari serangkaian pengamatan yang tersusun dalam times 
series pada waktu yang berbeda. Autokolerasi bertujuan untuk menguji 
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apakah dalam sebuah regresi linier ada kolerasi antara kesalahan 
pengganggu pada periode t jika ada berarti autokolerasi. Dalam penelitian 
keberadaan autokolerasi diuji dengan Durbin Watson. 
A. Jika angka Durbin Watson (DW) dibawah -2 berarti terdapat 
autokolerasi positif. 
B. Jika angka Durbin Watson (DW) diatas -2 sampai 2 berarti tidak ada 
autokolerasi. 
C. Jika angka Durbin Watson (DW) diatas = 2 berarti terdapat autokolerasi 
negatif (Suliyanto, 2011:126). 
3.5.5 Uji Hipotesis 
1. Uji Simultan (Uji F) 
 Menurut Ghozali (2009) uji statistik pada dasarnya menunjukkan 
apakah semua variabel independen atau bebas yang dimasukan kedalam 
model mempunyai bengaruh secara bersama-sama terhadap variabel 
independen atau terikat. 
 Untuk menguji hipotesis ini digunakakn statistik F dengan kriteria 
pengambilan keputusan sebagi berikut : 
A. Ha diterima apabila F (hitung) > F (tabel), berarti ada hubungan 
signifikan antara variabel X dengan varibael Y dan P value <0,05 
B. Ho diterima apabila F (hitung) < F (tabel), berarti tidak ada hubungan 
signifikan antara variabel X dengan varibael Y dan P value >0,05. 
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2. Uji Signifikansi Parameter Individual (Uji t) 
Parameter yang diperoleh dalam estimasi OLS, perlu ditanyakan 
bersifat signifikan atau tidak. Uji signifikan yang dimaksud dengan 
memverifikasi kesalahan atau kebenaran hipotesis nol yang dibuat. Uji ini 
diperlukan untuk mengetahui signifikan tidaknya pengaruh dari masing-
masing variabel bebas terhadap variabel terikatnya. 
Kriterianya sebagai berikut :  
Jika –ttabel<Fhitung<ttabel maka Ho diterima 
thitung<ttabel atau thitung>ttabel maka Ho ditolak 
3. Koefisien korelasi ( R ) 
Koefisien korelasi ( R ) bertujuan untuk melihat kuat atau 
lemahnya hubungan antara variabel independen dengan variabel dependen 
dan untuk mengetahui arah hubungan yang terjadi. Untuk memberikan 
interpretasi koefisien tersebut, maka dapatlah dilihat data tabel koefisien, 
Sugiono (2009) berikut: 
Tabel 3.1 Pedoman Interpretasi Koefisien Korelasi 
Interval Koefisen Tingkat Hubungan 
0,00 - 0,199 Sangat rendah 
0,20 – 0,399 Rendah 
0,40 – 0,599 Sedang 
0,60 – 0,799 Kuat 
0,80 – 1,000 Sangat kuat 
Sumber:Sugiono (2009) 
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4. Koefisien Determinasi ( R2 ) 
Koefisien Determinasi ( R
2 
) atau R Square adalah sebuah koefisien 
yang menunjukkan presentase pengaruh variabel indepanden terhadap 
variabel dependen. Nilai R
2 
berkisar dari 0 sampai 1. Jika nilai R
2 
bergerak 
mendekati 1 berarti semakin besar variasi variabel dependen yang dapat 
diterangkan oleh variabel independen. Jika dalam perhitungan nilai R
2 
sama dengan 0, ini menunjukkan bahwa variabel dependen tidak bisa 
dijelaskan oleh variabel independen. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
