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Resumen. La presente investigación propone la aplicación de métodos cuantita-
tivos computacionales de aprendizaje automático en las ciencias sociales, en es-
te caso particular se apunta a la predicción del comportamiento del riesgo país. 
El indicador seleccionado de riesgo país utilizado es el EMBI implementado 
por el Banco JP Morgan desde 1999 para monitorear el riesgo financiero y el 
retorno requerido de los mercados emergentes vs mercados seguros. El método 
de aprendizaje se aplica a la lectura subyacente del patrón/patrones de compor-
tamiento histórico del índice durante el periodo 1999 a 2018 con el objetivo de 
elaborar un algoritmo que permita proyectar el valor diario del índice con dis-
tintos horizontes de tiempo usando el método de redes neuronales no lineales. 
Dado que cada mercado /país tiene su patrón de comportamiento, su volatilidad 
histórica, se proyectaron los escenarios de Argentina, Brasil, Chile, Colombia y 
México. En esta investigación se proyectaron dos horizontes de tiempo mensual 
Dic 2018- Enero 2019 y luego Diciembre Enero 2020. Los escenarios plantea-
dos permiten el desarrollo de análisis predictivos asociados al concepto de ries-
go en la toma de decisiones, y análisis de escenarios económicos y políticos. 
Para ello el algoritmo permite pronosticar la tendencia del índice y valor diario. 
Adicionalmente se presentan medidas de performance de las series de datos 
proyectados vs la realidad. Se busca abrir el debate sobre la aplicación de estos 
métodos en las relaciones económicas internacionales. El modelo ha sido entre-
nado revisando el patrón del EMBI de los últimos 10 años, para aprender cual 
será en el largo plazo (12 meses) y en cada momento (diario) el rango del costo 
de financiamiento de cada economía, de cuáles serán los momentos de volatili-
dad, y cuál será la tendencia del costo financiero del país y cuál será el valor 
promedio del mismo. 
1   Introducción 
En 1981 el economista del International Finance Corporation, Antoine Van Agt-
mael, comenzó a utilizar el concepto de economía emergente para referirse a las eco-
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nomías que eran consideradas en transición entre economías desarrolladas y en vías de 
desarrollo. Desde entonces y dado el potencial de crecimiento y rentabilidad los mer-
cados financieros de estas economías han recibido mucha atención [1] [2]. Así se ge-
neró una gran cantidad de información sobre estos mercados, los cuales comenzaron a 
ser evaluadas por especialistas y se desarrollaron organizaciones específicas [3]. 
Los métodos de evaluación de riesgo y análisis de economía de países son en su 
mayoría cualitativos o cuantitativos determinísticos, dentro de los cuales se han desta-
cado los que analizan el EMBI (Emerging Markets Bonds Index) de JP Morgan [4]. 
El EMBI es una medida diaria del riesgo adicional respecto a una inversión segura en 
una determinada economía de un país o Región. Es un indicador que diariamente son-
dea el sentimiento de los inversores respecto del riesgo país. Refleja la percepción de 
los eventos políticos o noticias económicas incorporadas al retorno de inversión en 
estos mercados.  
El EMBI tiene variantes (por ejemplo EMBi+, EMBIG etc) que comprenden una 
selección de títulos de deuda soberana en dólares, por un grupo seleccionado de eco-
nomías emergentes [5]. Los índices incluyen variables tales como liquidez, madurez, y 
restricciones estructurales. Embi fue introducido en el año 1995 con datos desde el 31 
de diciembre de 1993 hasta la actualidad [6]. Para la construcción del índice, primero 
se definen los países y los instrumentos financieros que lo integrarán. Para la selección 
de países se utiliza un concepto de mercado emergente que agrupa en esta categoría 
países con habilidad para pagar la deuda externa, cuyas calificaciones crediticias se 
ubiquen hasta la categoría BBB+/Baa12. Se refiere a mercados emergentes, al grupo 
de países que están experimentando tasas de crecimiento económico positivas pero 
inestables, que están abriendo sus economías al exterior y que presentan riesgos e in-
certidumbre fiscal dado su transformación política, con divisas volátiles, aun sin una 
clase media fuerte, y con gran potencial de crecimiento en el mediano plazo. 
Desde el punto de vista del rating crediticio los países emisores de deuda compren-
didos en el segmento de calificación (BBB+/Baa12) muestran indicadores económicos 
que revelan solvencia fiscal con capacidad de pago de capital e intereses de sus obli-
gaciones financieras. Sin embargo estos países son vulnerables en distinto grado a 
debilitarse ante un shock externo o cambios políticos en la economía interna y en tal 
caso suspender el pago de sus obligaciones financieras. 
1.1   Relevancia del índice EMBI  
El EMBI presenta continuidad, consistencia, coherencia técnica, simpleza y capa-
cidad de síntesis, lo cual ha hecho sea muy utilizado tanto en la academia, por técnicos 
y operadores de mercado, los inversores, y por tanto por el público en general, por su 
capacidad para sintetizar una medida cuantitativa para el análisis financiero y tomar 
decisiones. Por ello una predicción del EMBI da un complemento para análisis de los 
mercados del público en general, operadores, académicos, en los escenarios a analizar 
en estos mercados. La medida del EMBI se expresa en puntos básicos (pb), donde 100 
pb equivalen a 1% y su medida refleja la diferencia entre la tasa de interés que pagan 
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los bonos en dólares emitidos por países comprendidos en el índice y el rendimiento 
de los Bonos del Tesoro de Estados Unidos. Éstos últimos se consideran de mínimo 
riesgo. Por ejemplo, un aumento de pb en el EMBI, anticipa un mayor costo de finan-
ciamiento para el país en los mercados internacionales. Los bonos más riesgosos pa-
gan un interés más alto, por lo tanto, la diferencia de estos bonos respecto a los bonos 
del Tesoro de Estados Unidos es mayor, y su retorno puede ser incierto. Esto implica 
que el mayor rendimiento que tiene un bono riesgoso es la compensación por su pro-
babilidad de incumplimiento. Mientras que una disminución, implica un menor costo 
de financiamiento y un menor riesgo con su consecuente retorno más cierto. 
1.2   EMBI- Indicador de alerta o resiliencia 
El análisis de la dispersión de los bonos soberanos [7] tiene dos vertientes. Por un 
lado, cambios en la brecha como análisis de los factores causales que lo originan y por 
otro el análisis de cambios en la brecha como sistema de alerta temprana de crisis fis-
cales [8] [9], como indicador de vulnerabilidad fiscal, y como indicador que anticipa 
crisis monetarias [10] en casos que tienen spread considerables sobre los bonos libre 
de riesgo. Es decir que, bajos niveles de brecha sobre la tasa libre de riesgo revelan un 
bajo costo de financiamiento en mercados internacionales, que revela la resiliencia 
fiscal para afrontar turbulencias o cambios repentinos en los mercados externos. Dado 
que el EMBI refleja una medida diaria del riesgo adicional respecto a una inversión 
segura, es un indicador líder ya que anticipa en tiempo real el sentimiento de los in-
versores respecto del riesgo país en cuestión. En éste artículo se usa el índice EMBI 
Global para predecir la evolución de economías usando series históricas extraídas de 
fuentes públicas [12]. 
1.3   Relevancia de la predicción del indicador riesgo país  
El EMBI puede ser usado directamente un proxy (sustituto) de valor de costo de fi-
nanciamiento del gobierno del país y el piso para el costo de financiamiento de los 
actores económicos en ese país. Tendencias estables reflejan situaciones de gobiernos 
estables en términos políticos y ordenados en términos fiscales y monetarios para 
cumplir sus obligaciones, cuando el índice es más volátil está reflejando desorden 
fiscal o monetario en las finanzas públicas con un potencial de descarrilamiento. Es 
una serie temporal de datos que permite considerarse como patrón de comportamiento 
histórico y presenta la posibilidad de estimar la trayectoria probable de los próximos 
meses. Esta proyección predice el comportamiento futuro y permite ajustar compor-
tamientos y decisiones de composición de cartera a nivel país en términos relativos y 
absolutos, como así también de anticipar necesidades de cobertura para mitigar mo-
mentos de mayores riesgos, también ayuda a limitar la exposición. Permite considerar 
la tendencia del índice a nivel general como agrupación de mercados emergentes, des-
agregarlos a nivel regional y hacer comparaciones entre índices nacionales, por ejem-
plo: situación del EMBI Brasil respecto del EMBI México en los siguientes meses. 
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Colabora a tener un patrón de comportamiento general de todos los instrumentos 
del EMBI global y país. Esto ayuda a identificar y cuantificar la fortaleza o vulnerabi-
lidad de cada país para absorber impactos globales. Por ejemplo, dada una suba de la 
tasa FED de 1/4, daría una idea de cuantos puntos básicos varia el EMBI correspon-
diente. 
1.4   Necesidad de previsión a 30 días y a 350 días  
Tim Davenport afirma que: si bien nadie tiene la habilidad de capturar y analizar 
datos desde el futuro, el modelo predictivo de escenario permite predecir el futuro 
usando datos desde el pasado y estas predicciones en un horizonte de plazo más cer-
cano tienen significados relevantes [6] tanto para la toma de decisiones de los inverso-
res, como así también para las correcciones y ajuste del modelo predictivo. 
La predicción EMBI en periodos más cercanos, permite tener un trazo del compor-
tamiento que tendrá el índice y de este modo identificar riesgos y oportunidades 
guiando al decisor para la toma de daciones en futuras transaccionales. La predicción 
de corto plazo, asigna de forma directa una probabilidad de valor futuro del índice y 
de este modo permite focalizar el análisis de los acontecimientos que lo originan o el 
debilitamiento factores que sostienen un valor potencial del índice. En este sentido, el 
modelo predictivo propuesto identifica relaciones entre diferentes factores que permi-
ten valorar riesgos o probabilidades asociadas sobre la base de un conjunto de condi-
ciones, guiando así al decisor durante las operaciones de la organización, identifican-
do la probabilidad de ocurrencia de acontecimientos y el consecuente valor del índice 
en el corto y mediano plazo. Permite tener claridad sobre el escenario de la tasa de 
retorno requerida en dólares por países en análisis y le permite al administrador de 
cartera reafirmar objetivos de inversión y exposición considerando la individualidad 
del riesgo de cada país y del conjunto o bien reformular la inversión. En particular al 
manager que tiene una profunda percepción y expertos sobre las variables que expli-
can el valor del índice y las que en la práctica predicen el comportamiento del índice 
EMBI, le brinda claridad de cuáles son los acontecimientos más probables vs las ex-
pectativas, o variables no incluidas en el análisis. Un cambio sorpresivo en el índice 
puede indicar que los acontecimientos probables, y las exceptivas no marcan el rum-
bo, sino que anticipa el devenir de acontecimientos no ponderados y que tienen algún 
patrón histórico capturado por el modelo de predicción del índice que estamos presen-
tando. La toma de decisiones en productos financieros acciones, bonos, etc., consiste 
de alguna forma descontar que sucederá en el futuro, y a atravesó de la demanda y 
oferta de estos instrumentos ajustar el precio de mercado. En este sentido la proyec-
ción de corto y mediano plazo del EMBI, provee una medida de realidad bastante 
posible sobre el comportamiento del índice y los acontecimientos que condicionan, el 
valor de los bonos denominados en dólares de cada país en bajo análisis. Es decir que 
permite visualizar un panorama de rendimientos con tendencia, desvíos y correcciones 
en el corto plazo Se puede afirmar que el modelo ha sido entrenado revisando el pa-
trón del EMBI de los últimos 10 años, para aprender cual será en el largo plazo (12 
meses) y en cada momento (diario) el rango del costo de financiamiento de cada eco-
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nomía, de cuáles serán los momentos de volatilidad, y cuál será la tendencia del costo 
financiero del país y cuál será el valor promedio del mismo. 
2.   Formulación del problema 
Se sabe que nadie tiene la habilidad de capturar y analizar datos desde el futuro 
[11], el modelo predictivo de escenario permite predecir el futuro usando datos desde 
el pasado y estas predicciones en un horizonte de plazo más cercano tienen significa-
dos relevantes tanto para la toma de decisiones de los inversores, como así también 
para las correcciones y ajuste del modelo predictivo. La predicción EMBI en periodos 
más cercanos, permite tener un trazo del comportamiento que tendrá el índice y de 
este modo identificar riesgos y oportunidades para guiar al decisor para la toma de 
decisiones en futuras transaccionales. La predicción de corto plazo, asigna de forma 
directa una probabilidad de valor futuro del índice y de este modo permite focalizar el 
análisis de los acontecimientos que lo originan o el debilitamiento factores que sostie-
nen un valor potencial del índice. 
En particular al manager que tiene una profunda percepción y expertos sobre las va-
riables que explican el valor del índice y las que en la práctica predicen el comporta-
miento del índice EMBI, le brinda claridad de cuáles son los acontecimientos más pro-
bables y cuáles las expectativas, o variables no incluidas en el análisis. Un cambio sor-
presivo en el índice puede indicar que los acontecimientos probables, y las exceptivas no 
marcan el rumbo, sino que anticipa el devenir de acontecimientos no ponderados y que 
tienen algún patrón histórico y el modelo debe capturarlo. La toma de decisiones en pro-
ductos financieros acciones, bonos, etc. consiste en descontar que sucederá en el futuro, 
y a través de la demanda y oferta de estos instrumentos, ajustar el precio de mercado. 
En este sentido se requiere de una aceptable la proyección de corto y mediano plazo 
del EMBI, que provea una posibilidad del comportamiento del índice y los aconteci-
mientos que condicionan, el valor de los bonos denominados en dólares de cada país 
bajo análisis. 
3   Solución propuesta 
En este trabajo, se propone un modelo adaptable auto-regresivo no lineal basado en 
redes neuronales con desempeño evaluado mediante análisis estocástico. Luego de 
ajustados los parámetros, se realiza una simulación Monte Carlo con rudo Gaussiano 
(Gn) y ruido Gaussiano fraccionario (fGn). Se calculan las expectativas del ensamble 
predicho para obtener series temporales determinísticas para Gn y fGn. Aquí se em-
pleando diferentes parámetros para cada ruido y se elige el pronóstico que tenga mejor 
desempeño de rugosidad estadística. 
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3.1   El problema básico 
El problema puede enunciarse como sigue: dados valores pasados distribuidos 
uniformemente en el tiempo de un proceso llamados x(n-1), x(n-2), . . . , x(n-N) donde 
N es la longitud de la serie, debe predecirse el valor presente x(n). 
Aquí se considera una secuencia {xn} y se pretende obtener una predicción para 
una serie {xe}  de 30 o 350 datos futuros. Así, en el tiempo k, la predicción es evalua-
da como 
(1) 
que es empleado por la regla de ajuste para elegir los coeficientes del filtro predictor 
basado en redes neuronales (NN). De acuerdo con el comportamiento estocástico de la 
serie, el parámetro H puede ser mayor o menor a 0,5 que corresponde a que la serie 
tenga dependencia de largo o corto alcance, respectivamente. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Diagrama en bloques del filtro predictor basado en redes neuronales. 
 
3.2   Modelo auto regresivo basado en NN 
Hay varias experiencias de ésta implementación [22] [23]. Aquí se ajustará una 
NN para implementar al predictor como muestra la Fig. 1. La topología es directa, con 
lx entradas, una capa oculta de Ho neuronas y una de salida lineal [22] [23]. La ley de 
ajuste es Levenberg-Marquardt [17]. 
Para predecir un paso adelante la secuencia {xe} el primer retardo de xn es usada 
como entrada. Por lo tanto, la salida predicha es 
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donde Fp(⋅, ξ) es el filtro predictor no lineal, con lx inputs and xe(n) es la predicción de 
salida en el tiempo n-1, y ξ contiene a los parámetros de ajuste.  
3.3   Implementación del Monte Carlo con movimiento Browniano fraccional 
 
El parámetro de Hurst H se emplea para generar el movimiento Browniano fraccio-
nario, como indica la Fig. 2, donde se destaca la diferencia para cada valor de H ele-
gido en cada ensamble. La figura muestra resultados según se detallan en [24], donde 
las líneas negras corresponden a cinco trazas para cada valor de H, las líneas magenta 
muestra las varianzas teóricas y las líneas azules muestran las estimadas por 
 
(3) 
 
donde N es el tamaño de  f(t,ω) para cada tiempo t. Finalmente, aquí se usa el méto-
do destallado en [25]. 
 
 
Fig. 2. Evolución de tres casos de movimiento Browniano fraccionario para tres valores de H, 
estimados en realizaciones de 50 trazas, con sus varianzas teóricas y estimadas indica-
das. 
3.4   Descripción del algoritmo 
En éste trabajo se afirma que si un proceso evoluciona evidenciando un determina-
do valor de H, lo hará en el futuro manteniéndolo. Para generara los ensambles, una 
vez sintonizado el filtro definido en Eq (2) se generan las predicciones mediante R 
trazas modificando a la Ec. (2) mediante 
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(4) 
 
 
 
donde q = 1, 2, …FH establece el tiempo futuro, FH el horizonte de predicción, ω=1, 
2, …R identifica cada traza, R es el tamaño del ensamble y θ es un parámetro de nor-
malización para BH. Luego de ajustado el filtro predictor, se tiene que una serie es la 
dato 
 
(5) 
y la otra está compuesta por la dato y la predicha promediando a la Ec (4), concatena-
das 
 
(6) 
 
Ambas secuencias se analizan estadísticamente como se indica en [15] [21] y esa 
estima de H debe ser consistente entre la (5) y la (6). Así se selecciona la predicción 
más adecuada según presente la adecuada similitud en rugosidad. La Tabla 1 detalla el 
método de ajuste y la selección de la mejor predicción con el fGn. 
 
Tabla 1. Algoritmo que realiza el pronóstico de series temporales. 
1. Establecer los valores iniciales del filtro predictor (NN) mediante lx, Ho (2) 
2. Elegir datos para validar el ajuste. 
3. Ajuste a los parámetros de la NN con el 85% de los datos y verificar con el 15% 
el sobreajuste 
4. Detener el ajuste si el error de verificación aumenta. 
5. Si los datos de validación no son ajustados razonablemente, volver a 1. 
6. Asignar θ de acuerdo a la heurística de la serie. 
7. Implementar el Monte Carlo asignando H descripto por la Ec. (4). 
8. Seleccionar el valor medio que dé el mejor H 
9. El valor medio y las varianzas del Monte Carlo son los resultados del algoritmo. 
10. Si los resultados no son creíbles, volver a 6 y modificar la característica de ruido 
cambiando H, 0 <H <1. 
4   Implementación en las series del EMBI 
El método se implementó con datos de varios países con datos de 2700 de longitud. 
Aquí se propone construir un modelo para pronosticar la evolución en el tiempo de los 
próximos 30 datos después del tiempo actual, que se considerará de corto alcance, y 
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los siguientes 350 datos que corresponden al largo alcance. Para ambos casos, la me-
todología utiliza un entrenamiento por lotes con un conjunto de validación del 15% de 
los datos aleatorios. En el caso de corto alcance, se utilizaron 800 datos de entrena-
miento y para el de largo alcance, 2700. La predicción se realizó mediante la simula-
ción de Monte Carlo, donde el ruido utilizado fue estacionario, estacional y pseudoa-
leatorio, aunque con una característica de rugosidad determinada por el parámetro H, 
generada de acuerdo con [24]. 
La rugosidad se evalúa mediante el parámetro H de Hurst, que se calcula utilizando 
un método basado en wavelet [15] [21]. 
Una vez completado el proceso de ajuste, se definen dos pares de secuencias. Un 
par es 
(7) 
con 
 
(8) 
 
para el pronóstico de corto alcance dado NS=800, FS=30. El otro par es 
 
(9) 
con 
 
(10) 
 
para el pronóstico de largo alcance dado NL=2700, FS=350. El par de secuencias 
debe mostrar el similitud en sus parámetros H estimados por [21]. 
4.1   Pronóstico mensual del EMBI 
En la Tabla 2 se muestran los resultados de análisis estadísticos de rugosidad para la 
predicción a 30 días. 
Nótese que los valores resaltados en negrita son los más adecuados según el criterio 
propuesto que consiste en igualar las rugosidades de las series (7) y (8). Las simulacio-
nes Monte Carlo fueron realizadas con ruidos gaussianos fraccionarios como se indica en 
cada caso. 
Tabla 2. Resultados obtenidos mediante la implementación del algoritmo a 30 días (Marzo 
2019). 
 Argentina Brasil México 
{xn} 0.66917 0.63827 0.65115 
{xn,xe} Gauss Frac 0.66941 0.63864 0.65077 
    
{xn,xe} Gauss 0.66895  0.6376 0.65128 
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4.2   Pronostico anual del EMBI 
Tabla 3. Resultados de rugosidad con la implementación del algoritmo para 350 de horizonte 
de pronostico (Dic 2019). 
 Argentina Brasil México 
Rugosidad    
{xn} 0.70392 0.647 0.54395 
{xn,xe} Gauss Frac 0.78425 0.6444 0.29233 
 Fig. 3 (a) Fig. 4 (a) Fig. 5 (a) 
    
{xn,xe} Gauss 0.58782 0.44172 0.83236 
 Fig. 3 (b) Fig. 4 (b) Fig. 5 (b) 
 
 
(a) H=0.16724. 
 
(b) H=0.5213. 
Fig. 3. Pronostico del EMBI de Argentina y su rugosidad estadística. 
 
 
(a) H=0.16724. 
 
(b) H= H=0.52786. 
Fig. 4. Pronostico del EMBI de Brasil y su rugosidad estadística. 
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(a) H=0.10089. (b) H=0.52786. 
Fig. 5. Pronostico del EMBI de México y su rugosidad estadística. 
Se emplearon series del índice EMBI de Latinoamérica, disponibles en línea [12] [13] 
aunque no estén actualizadas diariamente. La información mostrada en las gráficas, 
permite diferentes lecturas como las detalladas en la Tabla 4. 
Tabla 4. Predicción EMBI del Primer Trimestre de 2019 para varios países. 
  
Regio-
nal 
Argen-
tina Brasil Chile 
Co-
lombia México 
Ten-
dencia Sube 
Abrup-
tos movi-
mientos Igual Igual Igual 
Des-
censo 
Varia-
ción Estable 
Capri-
chosos Estable Estable Estable 
 Esta-
ble 
Rango 
450-
500 
820-
478 
260-
290 
160-
165 
225-
250 
330-
350 
4.3   Discusión 
Para la región Latinoamérica su índice comienza alrededor de los 460 bp con fluc-
tuaciones que lo pueden posicionar en el rango 490 - 500 a mediados del trimestre en 
marzo, el alza es sostenida y de pendiente muy suave, pero vuelva a caer hacia el final 
del mes de marzo cerca de los 450, lo cual es completamente aceptable. 
El comportamiento del EMBI es estable, tendiendo a incrementarse en el caso de 
Argentina que es muy volátil y a decrementarse en caso de México. El rango de varia-
ciones estimadas en Argentina se reflejan muy amplias, a nivel regional, las variacio-
nes de Chile y Brasil son moderadas y las de Colombia y México son muy reducidas. 
El rango de riesgo país en bp para Argentina se ubicará entre 800 y 600 puntos en 
el periodo con una clara tendencia descendente después de picos mayores a 840 en 
enero de 2019. La tendencia indica una caída en el trimestre y luego continua en des-
censo, respecto del rango la volatilidad histórica repercute en la amplitud del rango 
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con valores predichos con valores probables de descenso alrededor de 495 puntos en 
menos de 90 días. El escenario de variaciones es alto, pero con tendencia decreciente 
con márgenes amplios condicionados por la alta fluctuación que tiene su índice histó-
rico. El valor promedio mensual esta alrededor de los 700 puntos y con una tendencia 
anual descendente, pronóstico aceptable dado que 2019 es un año con Elecciones pre-
sidenciales en Argentina. 
En el caso de Chile comienza el año alrededor de 165 bp y con una tendencia alcis-
ta, suave y constante que se mantiene ascendente hasta finales de marzo con 160 pun-
tos, lo que indica algún factor interno o externo que presiona levemente el alza. Mien-
tras que Colombia, según este modelo empieza el año alrededor de 224 bp, y se man-
tiene en una banda en este periodo y consolidándose alrededor de 245 a fines de mar-
zo, pero con algunas predicciones de ampliación de la banda de bp hacia el fin del 
trimestre. Por su parte, según este modelo Brasil comenzara el año alrededor de los 
272 bp y tendría un comportamiento ascendente no mayor a 290 hasta el 20 de marzo 
cuando empieza a volver a los 260, con muy poca variación y movimientos regulares, 
sin altas y bajas bruscas. Por último, en el caso de México la predicción que comenza-
ría entre los 350-360 bp, con una tendencia suave y descendente hacia fines de enero 
330- 300 bp, y el resto del trimestre se mantiene entre tres 325 -350 también es acep-
table. 
5   Conclusiones 
En éste trabajo, se detalló una metodología basada en datos históricos para modelar 
el comportamiento del proceso subyacente que provoca la evolución de las medicio-
nes del EMBI. La metodología consiste en generar un filtro predictor basado en inteli-
gencia artificial, con un análisis estocástico de su comportamiento a futuro empleando 
ruido fraccionario Gaussiano. Se mostraron resultados de éste análisis para que deter-
minar qué serie es la más coincidente según el parámetro de Hurst. 
La información generada no es el valor del acierto exacto, sino generar una idea 
sobre cuál será la tendencia del índice en función de los valores históricos. Se mostró 
cómo incorporar este valor a la toma de decisiones estimando el impacto que pueden 
tener los valores pronosticados en el plan de negocios o la cartera de inversiones. En 
este último caso el EMBI, otorga una medida diaria de la percepción de los inversores 
respecto del riesgo país. Así, dado el sentido de alarma que despierta el EMBI -
incapacidad de pago por insolvencia fiscal o monetaria, este motivo nos pareció rele-
vante generar la proyección de esta serie para la región y algunos países que la com-
ponen. 
Basado en las predicciones de datos, se puede optimizar la exposición en instru-
mentos, tanto bonos como acciones, a nivel país y ayuda disminuir exposición en 
momentos que se anticipa una suba del EMBI. En este sentido, el modelo predictor 
propuesto identifica relaciones entre diferentes factores que permiten valorar riesgos o 
probabilidades asociadas sobre la base de un conjunto de condiciones. Guía así al deci-
sor durante las operaciones de la organización, identificando la probabilidad de ocurren-
cia de acontecimientos y el consecuente valor del índice en el corto y mediano plazo. 
ASAI, Simposio Argentino de Inteligencia Artificial
48JAIIO - ASAI - ISSN: 2451-7585 - Página 134
Genera claridad sobre el escenario de la tasa de retorno requerida en dólares de los 
países en análisis y le permite al administrador de cartera reafirmar objetivos de inver-
sión y exposición considerando la individualidad del riesgo de cada país y del conjunto, 
o bien reformular la inversión. 
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