Abstract-This paper analyzes the capacity of a wireless relay network composed of a large number of nodes that operate in an amplify-and-forward mode and that divide into a fixed number of levels. The source and relays are only allowed to operate at given time slots, while the destination can receive signals all the time. The capacity computation relies on the study of products of large random matrices, whose limiting eigenvalue distribution is computed via a set of recursive equations.
I. INTRODUCTION
This paper investigates a special class of wireless relay networks, the multi-level orthogonal amplified-and-forward relay network. Consider a wireless relay network with onedirectional transmission. There are three groups of nodes: the sources, the destinations and the relays. The sources send messages to destination nodes with assistance from the relay. In practice, there are cases where the sources and destinations are far from each other or there are obstructions between the sources and destinations such that direct transmission from source to destination performs poorly. Relays can be used to improve the capacity in these scenarios. In some cases, multiple levels of relays may be required. Several configurations of the network are possible. The simplest configuration is the multi-hop network. The relays send a modified version of its received signal from the source to the destination, and the destination decodes the message based on its received signal from the relays. Multi-hop network is illustrated in Figure 1 . The other possible configuration is the orthogonal relay network [11] . Sources and each level of relays are allocated orthogonal resources for transmission. The destinations listen all the time, even when the link are very weak. The additional links to the destinations can further improve the system capacity. This paper will focus on the orthogonal relay network configuration. The orthogonal relay network is illustrated in Figure 2 . An operation scheme called amplify-and-forward (AF) is adopted by the relays in this paper. In an AF relay network, the relays simply scale the received signals according to their power constraint and forward the scaled signals to the destinations. The AF operation is a reasonable strategy when relays have a limited computation power and no centralized control nor feedback exists. The AF strategy allows saving of both computation time and energy at the relays, at the price of noise amplification at each level. The impact of noise amplification on the system capacity has been quantified for the multihop AF relay network in [5] - [9] , when the number of nodes gets large, but the number of relay levels remains fixed. In [5] , general capacity scaling results for the multi-level multihop AF relay network have been derived. This paper adopts the approach in [5] and applies it to obtain a general formula for the multi-level orthogonal AF relay network. The capacity formula is the expectation of the log determinant of a product of random matrices. This work needs classical tools from Random Matrix Theory throughout, as developed in [1] - [4] .
II. SYSTEM MODEL This paper follows the similar system model as in [5] . Flatfading channel, perfectly synchronized transmission and reception among all terminals are assumed. A network with K levels of relays is considered. For completeness, let the source be the Oth level and the destination be the K + 1th level. The 
We call G1Yo the signal part and the Z' the noise part.
Let Ek be the expected covariance of Z' given that the destinations have perfect knowledge of the channels. The matrices {E },K=+ have the following recursive relationship:
YZi is the covariance matrix of the noise part.
For the Gaussian noise channel, the capacity is achieved when the entries of Xo are jointly Gaussian. Since there is no CSI at the sources and the entries of H1, HK+1,1 are i.i.d. Gaussian and independent of G2, [10] relates that the optimal Xo is distributed according to Af (0, PXI). Thus, the covariance matrix of the signal part is GIG, .
The overall capacity can then be computed as: The following result is a straightforward consequence of a result by Silverstein [4] . The empirical eigenvalue distribution of an n x n Hermitian matrix A, with real eigenvalues 
in the sense that, for each z C C+, g = gA(z) is the unique solution to (7) such that g C C+.
In the particular case where T, becomes ZgA(z) + 1 = n7 = I, the above equation
and its solution is the Stieltjes transform of the well-known Marcenko-Pastur distribution [1] . 
( 1 1) Theorem 2: For matrices G, ,I 'GI, G2f>2 -1G2 and T1 satisfying (9), (10) and (11) By induction, we conclude that the eigenvalue distribution of GH'yZk 1Gk, k = 1 K + 1 converges almost surely.
As a result, combining (7), (8) and (16) Again, capacity computation is through the LED of GHyE-'G1. The similarity between (9), (10) and (18) 
