In this paper, genetic algorithms with a variable search space function are proposed for fine gain tuning of a resolved acceleration controller which is one of model-based robotic servo controllers. To realise a stable controller, position and velocity feedback gains should be tuned suitably. Proposed genetic algorithms temporally vary the search space if a certain condition is satisfied. The variable search space function is activated in genetic algorithms if the optimal solution is not updated for fixed generations. When the function is active, an update within the fixed generations or non-updated situation for the fixed generations makes the function terminated. The proposed method is evaluated through a trajectory following control problem, in which it is tried to search better feedback gains more rapidly. Simulations are conducted by using the dynamic model of PUMA560 manipulator. The results demonstrate the effectiveness and the promise of the proposed method.
Introduction
Up to now, many control strategies have been proposed and applied to various systems in industrial fields. When designing a control system, the most complicated problem is how to tune feedback gains used in the control system. Conventionally, the gains have been experimentally and instinctively tuned by trial and error based on known model information and an operator's skill. For articulated-type industrial robot, this problem tends to become more complicated. Recently, the computing power is increased significantly, so that gains in a control system can be numerically tuned through computer simulations by using the target dynamic model. Gain tuning problem is a typical non-convex optimisation problem, so that genetic algorithms have been applied to efficiently solve this problem while avoiding undesirable local optimal solution.
For example, Deris et al. (1995) considered the stabilisation of an inverted pendulum which can be controlled by moving a car in an intelligent way. A PID controller was used to stabilise the pendulum and a neural network was applied to decide its feedback gains. To find optimal initial values of PID gains, genetic algorithms were used (Omatu and Deris, 1996) . Ya and Meng (2001) and Meng and Ya (2001) proposed a genetic algorithm-based optimised hybrid controller which is suitable for controlling both linear and non-linear systems. The controller is composed of a linear PID controller and a linear fuzzy logic controller. They applied a genetic algorithm approach to facilitate the optimal tuning of controller gains. Tsuji et al. (1998) applied genetic algorithms to feedback gains determination and result showed faster convergence.
Also, Ge et al. (2001) proposed a class of energy-based position controllers for a kind of flexible spacecraft. The feedback gains of the controller were tuned by a genetic algorithms optimisation and good gains were obtained for tip motion based on some suitable fitness functions. Senjyu et al. (1999) presented non-linear excitation control for improving electric power system transient stability using a neural network. The gains of the non-linear excitation controllers modelled by neural network are optimised by using genetic algorithms. Davidor (1991) introduced genetic algorithms and its application to robotic trajectory optimisation.
Computed torque control method (Craig, 1989) and resolved acceleration control method (Luh et al., 1980) are used for non-linear control of industrial manipulators, which are composed of a model-based portion and a servo portion. The servo portion is a closed loop with respect to the position and velocity. On the other hand, the model base portion has inertia, gravity, and Coriolis/centrifugal terms, which work for cancelling the non-linearity of manipulator. Nagata et al. (2007) and Nagata and Watanabe (2008) proposed an effective fine gain tuning method for a computed torque controller, in which genetic algorithms were applied to obtain more suitable feedback gains after manual turning process. Fuentes and Nelson (1998) applied an evolution strategy to a multi-fingered robot hands autonomous learning, in which the solution was represented by a vector composed of real number. Lee et al. (1999) presented an application of efficient evolutionary algorithm on the time optimal trajectory planning of a manipulator. They compared canonical genetic algorithms and evolution strategy for trajectory planning of robotic manipulator in two link manipulator simulation. Nagata and Watanabe (2012) proposed generalised learning-based fuzzy environment model. They estimated the stiffness of an unknown environment and systematically outputs the desired time-varying damping for stable force control.
In this paper, genetic algorithms with a variable search space function are proposed for fine gain tuning of a resolved acceleration controller which is one of model-based robotic servo controllers. To realise a stable controller, position and velocity feedback gains should be tuned suitably. Proposed genetic algorithms have the variable search space function which is activated if the optimal solution is not updated for fixed generations. The function is terminated if the optimal solution is updated, or if the optimal solution is not updated within certain generations. The propose method is evaluated through a trajectory following control problem, in which it is tried to search better feedback gains more rapidly. Simulations are conducted by using the dynamic model of PUMA560 manipulator. The results demonstrate the effectiveness of the proposed method.
Robotic servo controller

Resolved acceleration control
The dynamic model of an industrial manipulator without considering friction torque is generally given by
where M(θ) ∈ ℜ Figure 1 shows the block diagram of the resolved acceleration controller, which is known as one of model-based robotic servo controllers. Desired position, velocity and acceleration in Cartesian coordinate system have to be given to the reference of the servo system in order to apply the controller to a trajectory following control. The resolved acceleration controller generates the joint driving torque as given by
where the hat symbol means the estimated term obtained by computing inverse dynamics via recursive Newton-Euler formulation. x ∈ ℜ 6×1 consists of position vector [x, y, z] T and orientation vector [α, β, γ] T at the tip of manipulator in Cartesian coordinate system. 
are the feedback gains of velocity and position respectively, each of which is set to a positive definite diagonal matrix. Note that the diagonal elements of K v and K p have to be tuned suitably to enhance the control performance.
( ), ( , ) and ( ) M θ H θ θ G θ are called non-linear compensation terms, which act on the cancellation of non-linearity of manipulator. The non-linear compensation terms are effective to achieve a stable trajectory following control. Also, J(θ) is the Jacobian matrix which gives the relation ( ) , = x J θ θ so that the following equation is derived from the differential.
If the estimated terms are perfectly exact, then the second order error equation of this system described in equation (4) is derived by substituting equations (2) and (3) into equation (1).
where , a n d . 
When equation (5) is satisfied, the roots of the characteristic equation of equation (4) are negative real and equal. That means if K v and K p are selected based on equation (5), the roots are always located in the left half side of the real-imaginary plane. Therefore, the stability is guaranteed and the errors convergence to zero.
Fine gain tuning by using genetic algorithms with variable search space function
Basic genetic algorithms
In this subsection, genetic algorithms are used to optimise K v and K p . In order to apply genetic algorithms, K v and K p are transformed into a digit binary string as chromosome. Diagonal elements of K v and K p are encoded into 8 bits and 16 bits code respectively, so that an individual chromosome is composed of 144 ( = 8 × 6 + 16 × 6) bits. A population has 100 individuals. Each individual in initial population is generated within the expectable range obtained through the manual tuning process. For example, we have preliminarily confirmed by randomly conducted manual tuning that if each element of K v and K p in equation (2) is set to 50 ≤ K vi ≤ 220, 1,000 ≤ K pi ≤ 50,000, then undesirable singularities do not tend to occur. The singularity is a typical phenomenon after the system becomes unstable. The range of K vi is declared with the minimum value K vimin and the maximum value K vimax , and the range of K pi also declared with the minimum value K pimin and the maximum value K pimax . K pimin and K pimax are fixed in the basic genetic algorithms, and initial values of them are randomly generated within the ranges as shown Table 1 . The elite survivable strategy is adopted in the selection process. Superior six individuals can unconditionally survive as elites to the next generation. Crossover and mutation are not performed to the any elites. Other 94 individuals are newly yielded by tournament selection, crossover and mutation. The image of chromosome including the position and velocity gains, K v and K p , are shown in Figure 2 . Each individual is evaluated through the following evaluation function E V .
where T and Δt are the simulation time and the sampling width, respectively. k is the sampled discrete-time number in simulation. As can be seen, this function integrates the sum of position error e(k) = x r (k) -x(k) and velocity error ( ) ( ) ( )
in Cartesian space through the simulation time. Weight of each term is set to 0.5 to equally evaluate the position error and the velocity one. This evaluation value E V is regarded as fitness in genetic algorithms operation. Note that the smaller the fitness is, the more superior the individual is. Therefore, the fine gain tuning is an optimisation problem under the constraints of search space of K vi and K pi , where the objective function is given by equation (6). In the next subsection, we propose a novel genetic algorithms with variable search space function in order to improve the performance of fine gain tuning, i.e., so as to realise faster convergence and to find better optimal gains.
Genetic algorithms with variable search space function
When the proposed variable search function is active, the GAs works like local search. If the optimal solution is updated or not updated for ten generations, the GAs returns to the global search function. This is the original concept and has the following advantage. Even though the optimal solution is not updated in the initial large search space, a better solution can be found near the latest optimal solution. Although the proposed method may have the risk of falling into the localised solution, the chance to successfully find a better solution is expected. In this case, in order to avoid the risk, the search space can be returned to the initial large one under some condition.
Gain tuning after designing a robotic servo controller is important and indispensable task to realise a smooth motion control system. In previous work, after roughly conducted manual gain tuning, fine gain tuning was further conducted in an expected search space by using conventional genetic algorithms (Nagata et al., 2007) . However, the genetic algorithms required long calculation time until optimal gains were obtained. In order to improve the performance of convergence and to find better gains, we proposed novel genetic algorithms which have a variable search space function. The variable search space function changes only K pimin and K pimax because the search space of K p is larger than the one of K v with respect to the length of the binary code and also it is expected that the variation of K p can improve the performance of the genetic algorithms more noticeably. Figure 3 shows the flowchart of the proposed genetic algorithms, in which if the optimal gain is unchanged for ten generations then the search space is varied. That is, e.g., K pimin and K pimax are redefined temporarily based on K pibest which is the optimal gains at the generation. min best 10, 000
max best 20, 000
If equation (7) is less than 1,000, K pimin is set to 1,000. Also if equation (8) is more than 50,000, K pimax is set to 50,000. Due to equations (7) and (8), the search space for position feedback gain can be temporarily narrowed within a range of 30,000 around the optimal position gain K pibest . While the temporary search space is applied, if more optimal gains are not found for ten generations, or just when optimal gain are found, the genetic algorithms process cancels the temporary search space and returns to the default range.
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Figure 3 Flowchart of proposed genetic algorithms with variable search space function
Simulations
Desired trajectory
Simulation environments using several dynamic models of industrial robots have been developed, such as robotics toolbox (Corke, 1996) , machine vision toolbox (Corke, 2005 (Corke, , 2007 or KUKA control box (Chinello et al., 2011) . In this section, to evaluate the effectiveness of the proposed method, simulations are carried out by using the dynamic model of PUMA560 manipulator on MATLAB system (Corke, 1996) . Figure 4 shows the overview of PUMA560 manipulator. First of all, in order to apply the resolved acceleration control method to PUMA560 manipulator, the desired trajectory in Cartesian coordinate system must be prepared. Discrete values of desired position, velocity and acceleration are generated for each sampling time in advance. Figure 5 shows the simple desired trajectory designed in Cartesian space, in which the manipulator moves to the final pose from the initial pose. The tip of robot arm moves to only x-direction while keeping initial orientation. In this case, the desired trajectory consisting of x r , and r r x x is generated with 4-1-4 order polynomial equation. The initial and final position/orientation vector is set to x rstart = (0.4800, -0.1501, -0.0203, 0, pi/2, 0), x rend = (0.5536, -0.1501, -0.0203, 0, pi/2, 0), respectively. The desired trajectory can be changed by adjusting the acceleration time, the constant velocity time or the deceleration time. In this simulation, we set them such that the total simulation time is 5.0 sec, the sampling width is 0.01 sec, the acceleration and deceleration time is 1.0 sec. Figure 6 illustrates the position, velocity and acceleration of this desired trajectory in Cartesian space. Also, Figure 7 shows the desired angle, angular velocity and acceleration in joint coordinate system calculated from the same trajectory as shown in Figure 5 .
To obtain satisfactory and safe control performance with avoiding singularities, K v and K p are roughly tuned with trial and error, considering critically damped condition. We call this the manual tuning process. After the manual tuning process, K v and K p should be tuned finely to achieve a robust controller to avoid large overshoots and oscillations. In the previous work, a systematic tuning method using genetic algorithms was developed for the computed torque controller built in PUMA560 manipulator, which could be applied to the fine gain tuning process after the manual tuning process (Nagata et al., 2007; Nagata and Watanabe, 2008) . Before applying the genetic algorithms approach, we broadly investigated the characteristics of the trajectory following control. As the result, the ranges in which the robot did not become unstable were 50 ≤ K vi ≤ 220 and 1,000 ≤ K pi ≤ 50,000 respectively, so that the search space for genetic algorithms was limited within these ranges. 
Dynamic model
Inevitable friction in actual system is one of the considerable physical phenomena in simulation. In this simulation experiment, it is assumed that the friction is composed of viscous friction and Coulomb friction. Therefore, robotic dynamic model considering friction can be rewritten by
where 6 1 ( , )
is the frictional force term composed of viscous friction and Coulomb friction, which is given by
where B ∈ ℜ 6×6 is the coefficient matrix of viscous friction at each motor, G r ∈ ℜ 6×6 is the reduction gear ratio matrix which represents the motor speed to joint speed, and {sgn( )} 
diag ( 62.6, 107.8, 53.7, 76.0, 71.9, 76 .7
[0. 395, 0.126, 0.132, 0.011, 0.009, 0 .004]
[ -0.435, -0.071, -0.105, -0.017, -0.015, -0 .011]
This friction term given by equation (10) causes undesirable error in critically dumped condition, so that the estimated terms ( ), ( , ) and ( ) M θ H θ θ G θ are also subject to the modelling error. That is the reason why the fine gain turning after manual gain tuning is important for robotic servo system in order to realise more accurate trajectory following control.
Result
Fine gain tuning by using conventional genetic algorithms
Firstly, conventional genetic algorithms are used for fine gain tuning. The ranges of the search space for genetic algorithms were fixed as 50 ≤ K vi ≤ 220, 1,000 ≤ K pi ≤ 50,000. The crossover rate and mutation rate were set to 87.5% and 6.67% respectively. The dotted line in Figure 8 shows the variation of the best fitness E Vbest improved through the evolutionary history. After 1,000 generations, E Vbest decreased to 0.911 with the optimal gains given by diag (68, 182, 172, 125, 136, 82) 
diag (12, 144, 8, 904, 30, 241, 9, 012, 13, 225, 14, 158) 
Fine gain tuning by using the variable search space genetic algorithms
Next, the proposed genetic algorithms with variable search space function was applied, the simulation conditions except search space are equal to ones of the conventional genetic algorithms in the previous subsection. The search space of K vi are fixed such as 50 ≤ K vi ≤ 220 as well as the conventional genetic algorithms, on the other hand, the search ranges of K pimin and K pimax are variable as given by equations (7) and (8). The solid line in Figure 8 shows the variation of the best fitness E Vbest improved through the evolutionary history. After 1,000 generations, E Vbest decreased to 0.721 with the optimal gains given by diag (157, 212, 169, 98, 146, 180 
diag (17, 910, 3, 882, 27, 835, 14, 835, 10, 416, 22, 329) 
It was observed from the result that the proposed genetic algorithms with the variable search space function could find more optimal gains compared to the conventional genetic algorithms. Figure 9 shows the trajectory following control result in x-direction using gains given by equations (17) Figure 8 implies that the evolutional history could be improved by using the variable search space function, i.e., the optimal solution in case of using the proposed genetic algorithms could converge faster than the case of conventional genetic algorithms. It is observed from the solid line (a) that the best fitness E Vbest did not stay at the same value and decreased gradually. This means that the proposed genetic algorithms could avoid falling into local optimal solutions. The result also shows that the best fitness E Vbest could be reduced to 0.721 from 0.911 and consequently a better trajectory following performance was achieved. It is also observed from Figure 9 that the arm tip of PUMA560 manipulator could follow the desired trajectory in spite of the occurrence of small amplitude oscillations. It is further recognised from the values in Figure 10 that the x-directional position errors were less than 0.5 mm, so that it is supposed that the oscillations smaller than 0.5 mm appeared.
Discussions
Figure 9
Trajectory control result in x-direction using gains given by equations (17) and (18) It was proved from the simulation results that the proposed genetic algorisms approach with the variable search space function allows the conventional fine gain tuning to find superior feedback gains more rapidly.
Conclusions
In this paper, genetic algorithms with a variable search space function have been proposed for fine gain tuning of a resolved acceleration controller which is one of model-based robotic servo controllers. The effectiveness of the proposed method was proved through a trajectory following control simulation. The simulation was conducted by using the dynamic model of PUMA560 manipulator. It was confirmed from the simulation results that the proposed method can effectively reduce the convergence time of evolution and also search better optimal gains. It is expected that the evaluation function E V has large influence on what characteristics of individuals, i.e., feedback gains can be survived. E V given by equation (6) has two terms with an equal weight to respectively evaluate the velocity error and the position error. In future work, it is planed to further reduce ( ) e k that the effectiveness of the weight is compared through simulation while varying the rate between the two weights. Consequently, better feedback gains will be found.
