Abstract. Let H be a complex Hilbert space of dimension ≥ 2 and B(H) be the algebra of all bounded linear operators on H. We give the form of surjective maps on B(H) preserving c-numerical range of operator products when the maps satisfy preserving weak zero products. As a result, we obtain the characterization of surjective maps on M n (C) preserving c-numerical range of operator products. The proof of the results depends on some propositions of operators in B(H), which are of different interest.
Introduction and preliminaries
Let H be a complex Hilbert space with inner product ·, · , B(H) and B s (H) be the algebra of all bounded linear operators and the real linear space of all selfadjoint operators on H, respectively. For c = (c 1 , ..., c k ) ∈ R k and k ≤ dim H, the c-numerical range and c-numerical radius of A ∈ B(H) are respectively defined as W c (A) = k j=1 c j Ae j , e j : {e 1 , ..., e k } is an orthonormal subset in H , r c (A) = sup{|λ| : λ ∈ W c (A)}.
Obviously, if k = 1, we get the classical numerical range W (A) and the numerical radius w(A) of A. If (c 1 , ..., c k ) = (1, ..., 1), W c (A) and r c (A) reduce to k-numerical range and k-numerical radius of A, respectively ( [4, 8, 10] ). Numerical range (radius) and c-numerical range (radius) are important concepts and have many applications in pure and applied mathematics, especially in quantum control and quantum information. Readers can refer to [8, 21] for more information.
It is always of interest to characterize mappings with some special properties such as leaving certain functions, subsets or relations invariant, which are called preserving problems. There is a considerable interest about preservers of numerical range and generalized numerical range (radius) [3, 6, 15, 16] . Li gave the form of linear map on M n (C) preserving c-numerical range (resp. radius) [15] . It is quite different from linear maps preserving numerical range (resp. radius)on B(H)( [1] ). Hou and Di [13] gave the characterization of surjective maps preserving numerical range of operator products on B(H) and B s (H) and showed that such maps have the form A → ±UAU * for some unitary U ∈ B(H). It is natural to ask what is the form of surjective maps preserving c-numerical range of operator products. Let A, B be two algebras and Φ : A → B is a map. For A, B ∈ A, AB = 0 ⇒ Φ(A)Φ(B) = 0 (AB = 0 ⇔ Φ(A)Φ(B) = 0), Φ is called a map preserving zero product (preserving zero products on both sides). The characterization of surjective maps preserving zero products on both sides on standard operator algebras was given in [5, Lemma 2.2] . If c-numerical radius is a norm, maps preserving c-numerical radius of operator products on B(H) are maps preserving zero products on both sides. Then by [5, Theorem 2.3] , the form of maps preserving c-numerical radius of operator products for dim(H) ≥ 3 can get when r c (·) is a norm. The same result can also be obtained from [2, Theorem 3.2 and Theorem 3.3 ] . From these, it is possible to get the form of surjective maps preserving c-numerical range of operator products on B(H) only when r c (·) is a norm and the dimension of H is no less than 3.
In this article, we give the characterization of surjective maps on M n (C) preserving c-numerical range of matrix products. Moreover, we give the definition of maps preserving weak zero products (on both sides). Then we obtain the form of surjective maps on B(H) preserving c-numerical range of operator products when the maps satisfy preserving weak zero products. From this result, the characterization of surjective maps on B(H) preserving c-numerical range of operator products can get easily when r c (·) is a norm. Here dim H just needs to be greater than 1. Then the characterization of surjective maps preserving numerical range of operator products in [13] is just a special case of this result. It is worth noting that we calculate the c-numerical range of some special operators in B(H) and show a type of operators with symmetric c-numerical range whenever H is of finite or infinite dimension. They are of different interest.
Next we introduce some notations and state the assumptions in the paper.
(1) Assume c = (c 1 , ..., c k ) ∈ R k and c 1 ≥ ... ≥ c k with not all c i 's equal. (2)To avoid trivial considerations, we always assume k ≥ 2. (3) If dim H = n < ∞, we regard B(H) as M n (C), which is the set of all complex n × n matrices. Also we assume n ≥ k.
(4) F 1 (H), S and T are respectively the set of rank-1 operators, the set of operators with symmetrical c-numerical range and the set satisfying {A ∈ S : AB ∈ S and BA ∈ S f or B ∈ B(H)} in B(H).
The following are our main results.
be the set of all n × n complex matrices and Φ :
and only if Φ has one of the following forms:
(i) when c 1 + c k = 0, then there is a unitary matrix U ∈ M n (C) such that Φ(A) = ±UAU * for all A ∈ M n (C); (ii) when there exists an integer p (1 < p < k) satisfying c p + c k+1−p = 0 and c j + c k+1−j = 0 for j = 1, ..., p − 1, then there are a unitary matrix U ∈ M n (C), functions φ :
(iii) when c j + c k+1−j = 0 for j = 1, ..., k, then there are a unitary matrix U ∈ M n (C) and a function g : M n (C) → {1, −1} such that
Next result is about surjective maps on B(H) preserving c-numerical range of operator products when the maps satisfy preserving weak zero products. 
(iii) When c j + c k+1−j = 0 for j = 1, ..., k, then there are a unitary operator U ∈ B(H) and a function g : B(H) → {1, −1} such that 
The paper is organized as follows. In Section 2, we show some properties of c-numerical range, which are true whether H is finite or not. We calculate cnumerical range of rank-1, some rank-2 operators in B(H) and show a type of operators with symmetrical c-numerical range. In Section 3, the proof of main results will be given.
c-numerical range of operators on B(H)
In [15] , Li showed the properties of c-numerical range and c-numerical radius on M n (C). First we list some of them which are also true in B(H) when H is of infinite dimension. In [17] , Li described the c-numerical range for self-adjoint operators especially when H is infinite dimensional. Let S be a self-adjoint operator in B(H).
Also λ m of an infinite dimensional operator S can be defined as follows. Let
be the essential spectrum of A ∈ B(H), and let
which also equals the supremum of the set σ(S)\{S − µI has a non − trivial finite dimensional null space}.
Then S = σ(S)∩(λ ∞ (S), ∞) has only isolated points, and we arrange the elements in descending order, say, λ 1 ≥ λ 2 ≥ ... counting multiplicities. If S is infinite, then λ j (S) = λ j for each positive integer j. If S has m elements, then λ j (S) = λ j for j = 1, ..., m, and λ j = λ ∞ for j > m. Then the following property is about c-numerical range of self-adjoint operators in B(H). [15, 17] ) Let S ∈ B s (H).
Proposition 2.2. (See
, where
Next we denotec
., k. This will be used to describe c-numerical range of some operators in B(H).
Proposition 2.3. Suppose that T is a rank-1 operator in B(H), then W c (T ) is an elliptical disk with focic 1 tr(T ), c k tr(T ) and minor axis
(c 1 − c k ) T 2 − | tr(T ) | 2 or
a line segment with end pointsc 1 tr(T ) and c k tr(T ).
Proof. If dim H = k, the conclusion can be found in [6] . If dim H = n > k, adding zero to c, we
The conclusion also can be obtained. Next we prove it when H is infinite dimensional.
Assume
For 0 ≤ θ < 2π, The real part of e iθ T is denoted by Re(e iθ T ) = (e iθ T + e −iθ T * ). We calculate the non-zero eigenvalues of Re(e iθ T ), that is
Re(e iθ a) + 1 2 (Re(e iθ a)) 2 + |d| 2 > 0 and
With the notation ofc j and c j , it can be written M c (Re(e iθ T )) =c
It is shown in ( [6, 7] ) that Ω is an elliptical disc centered at pe iφ with foci (p − β)e iφ and (p + β)e iφ , and semi-minor axis α if and only if
Then we can get W c (T ) is an ellipse withc 1 tr(T ) and c k tr(T ) as foci, and
degenerates to a line segment with end pointsc 1 tr(T ) and c k tr(T ). (e iθ A + e −iθ A * ). We calculate the non-zero eigenvalues of Re(e iθ A) denoting λ 1 , λ 2 . Then
Proposition 2.4. Let A ∈ B(H) be rank-2 and there is a suitable orthonormal basis such that
Together with Equation (2.1), it follows that W c (A) is an elliptical disk with focic 1 a + c k b andc 1 b + c k a and minor axis (c 1 − c k )|d|.
(5) Without loss of generality, suppose a ≥ b. For 0 ≤ θ < 2π, the non-zero eigenvalues of Re(e iθ A) is same as that (2.2) and (2.3). Besides, for |d| 2 < 4ab, there must be φ ∈ (0,
From the results in (1), (2) and (3) above, we get
With c 1 + c k = 0 and c 2 + c k−1 = 0, we get
when k = 2 and dim H ≥ 3; or
M(θ) can be written as
If W c (A) is an ellipse, then M(θ) has the form as (2.1), i.e. there is p, q, t ∈ R and ω ∈ [0, 2π) such that
(2.5)
From (2.4), we get M(θ) = M(θ + π). Then it can be deduced p = 0 in (2.5). So (2.5) can be written as
(2.6) Taking the derivative about θ on both sides of (2.6), we get . Again take the derivative on both sides of (2.6) and let θ = π 2 , we get q 2 cos 2ω = (ċ +c) 2 (a − b) 2 . So cos 2ω has to be non-negative and then ω = 0. Then (2.3 ′ ) can be written as
Let θ = 0 in (2.4) and (2.3 ′′ ), we havė
which get |d| 2 = 4ab, a contradiction. So W c (A) is not an ellipse. 
When H is infinite dimensional, we know
where t is the integer satisfying 1 ≤ t ≤ k and c t ≥ 0 > c t+1 . Next we show ξ + η = 0 according to different cases of t:
(a) If p ≤ t and p < k − t, then ξ + η = For the self-adjoint operators with rank more than p, the symmetry of cnumerical range is associated with c j and c k+1−j for j > p, hence we failed to give a fixed conclusion.
Maps preserve c-numerical range of operator products on B(H)
In this section, first we give the definition of maps preserving weak zero products. Obviously, a map preserving zero products must be one preserving weak zero products. Next we give an example to show the inverse is not true. 
However, Φ(A)Φ(B) = U(AU
From Theorem 1.2, it can be see that for maps preserving c-numerical range of operator products on B(H), they are equivalent between preserving weak zero products and preserving zero products.
Next we show some lemmas which are useful to the proof of main theorems . 
where a > b > 0 and 0 < ε 2 < 4ab, then we know W c (AB 4 ) is not an ellipse from proposition (5), a contradiction. So A must be rank-1.
Lemma 3.4. Let T ∈ B(H), there is a function h : H × H → {1, −1} satisfying
Proof. Firstly, we will show T x, x = x, x for any unit x ∈ H or T x, x = − x, x for any unit x ∈ H. If not, there are linearly independent unit x 1 , x 2 ∈ H such that T x 1 , x 1 = x 1 , x 1 and T x 2 , x 2 = − x 2 , x 2 , then
We know either T (
Hence, we get x 1 , x 2 = x 1 2 or x 2 , x 1 = x 2 2 , a contradiction with the linear independence of x 1 , x 2 .
Assume T x, x = x, x for x ∈ H. For each f ∈ H, there isẋ
⊥ such that f =ẋ +ḟ , where [x] is the subspace spanned by x and
⊥ is orthogonal subspace of [x]. Then T x, f = T x,ẋ +ḟ = x,ẋ . So T x, f = x, f for any x, f ∈ H. Then T = I. If T x, x = − x, x holds for x ∈ H, T = −I can be get similarly. Proof of Theorem 3.4. The sufficiency is obvious, here we only show the necessity, i.e. Φ is a surjective map preserving weak zero products on both sides and W c (Φ(A)Φ(B)) = W c (AB) for all A, B ∈ B(H). Claim 1. Φ preserving rank-1 on both sides. Assume T ∈ B(H) is rank-1 andT satisfying Φ(T ) = T . For any A ∈ B(H) with AΦ(T ) = 0, there isÃ such that Φ(Ã) = A. Then W c (Φ(Ã)Φ(T )) = W c (AΦ(T )) = W c (ÃT ). Because Φ preserves weak zero products on both sides, thenÃT = 0. Thus W c (AΦ(T )) is an ellipse (line segment) with foci(end points) c 1 tr(ÃT ) and c k tr(ÃT ). By Lemma 3.3, Φ(T ) is rank-1. Similarly,T is also rank-1. Next we will finish the proof by two cases.
Case I when c 1 + c k = 0. Proof of this case will be finished by 3 steps.
Step
With c 1 + c k = 0 and Proposition ??, A 1 x, f = A 2 x, f for any x, f ∈ H. So A 1 = A 2 and Φ is injective.
Step 1.2. Φ is linear. Let A 1 and A 2 in B(H) and T ∈ B(H) be rank-one, we know tr(Φ(
. By the surjection of Φ, Φ(T ) can run over all rankone operators. So Φ(A 1 + A 2 ) = Φ(A 1 ) + Φ(A 2 ). Similarly, we can check Φ is homogeneous.
Step 1.3. There is a unitary operator U ∈ B(H) such that Φ(A) = UAU * for any A ∈ B(H) or Φ(A) = −UAU * for any A ∈ B(H) . Now we get that Φ is a linear bijection preserving rank-one operators in both directions. By [11, Lemma 1.2] , Φ has one of the following forms:
(i) There exist bijective linear operators U and V such that Φ(x⊗f ) = Ux⊗V f for any x, f ∈ H.
(ii) There exist bijective conjugate operators U and V such that Φ(x ⊗ f ) = Uf ⊗ V x for any x, f ∈ H.
If (i) holds, that is, there exist bijective linear operators U and V such that Φ(x ⊗ f ) = Ux ⊗ V f for any x, f ∈ H.
By considering W c ((x ⊗ f ) 2 ) and Proposition ??2.5(1), we get tr(
So there is a positive number r such that U −1 x = rUx and x 2 = r Ux 2 for unit x. Thus we get UU * = rI. Let U 1 = 1 √ r U and U 1 is unitary such that Φ(A) = ±U 1 AU * 1 for any A ∈ B(H). If (ii) holds, we can get there is conjugate unitary U such that Φ(A) = ±UA * U * for all A ∈ B(H) similarly as (i).
Pick an orthogonal basis {e j |j ∈ J} and define a conjugate unitary operator J : H → H by Jx = j∈Jξ j e j if x = j∈J ξ j e j . Clearly, J 2 = I, J * = J and A * = JA t J, where A t is the transpose of A respect to the basis {e j : j ∈ J}.
Let U 1 = UJ, Then U 1 is a unitary operator and Φ(A) = ±U 1 A t U * 1 for all A ∈ B(H). Thus for any A, B ∈ B(H), we have
, which is impossible.
Case II when c 1 + c k = 0.
Step 2.1. For any x, y ∈ H, there are u x , u y and λ x,y ∈ T = {λ : |λ| = 1} such that Φ(x ⊗ y) = λ x,y u x ⊗ u y and | x, y | = | u x , u y |. Specially, λ x,x ∈ {−1, 1} for any x ∈ H or λ x,x ∈ {−i, i} for any x ∈ H.
For any x ∈ H, assume Φ(x ⊗ x) = u x ⊗ v x with u x = x . By considering
For any y ∈ H, next we will show there is λ x,y ∈ T such that Φ(x ⊗ y) = λ x,y u x ⊗ u y and | u x , u y | = | x, y |. Obviously, Φ preserves orthogonality of rank-1 operators in both directions. So the ranges of Φ(x ⊗ y) and Φ(x ⊗ y) * contain in span[u x , u y ], which is the linear subspace spanned by u x , u y . Assume
If x⊥y, obviously u x ⊥w x,y , then w x,y is linearly dependant with u y . If x, y = 0, λx,x ux,wx,y x,y v x,y ⊗ u x is self-adjoint, then v x,y is also linearly dependant with u x . Similarly by considering (x ⊗ y)(x ⊗ x), we get w x,y is linearly dependant with u y . So there is a complex λ x,y such that Φ(
, we know λ x,y λ x,x u x , u y = x, y or − x, y and
In fact, between λ x,x ∈ {−1, 1} and λ x,x ∈ {i, −i}, only one holds for any x ∈ H. If not, assume there are x 0 and y 0 satisfying Φ(x 0 ⊗ x 0 ) = iu x 0 ⊗ u x 0 and Φ(y 0 ⊗ y 0 ) = u y 0 ⊗ u y 0 . Take z 0 ∈ span[x 0 , y 0 ]. Considering W c (Φ(x 0 ⊗ x 0 )Φ(z 0 ⊗z 0 )), we get λ z 0 ∈ {i, −i}. However, we get λ z 0 ∈ {1, −1} by considering W c (Φ(y 0 ⊗ y 0 )Φ(z 0 ⊗ z 0 )). That is a contradiction.
Step 2.2. There are a unitary operator U : H → H and a function g :
Step 2.1, there are u x with u x = x such that Φ(x ⊗ x) = λ x,x u x ⊗ u x for any x ∈ H. Then define a map V : H → H by V x = u x and V (e iθ x) = e iθ V x for any θ ∈ [0, 2π). Next we show V is injective. Assume there is x, y such that V x = V y. By considering (x⊗x)(y⊗y), we get y, x W c (x⊗y) = V y, V x W c (V x⊗V y). then x = ty and t 2 = 1 or t 2 = −1. Since V (tx) = tV x, it deduces V x = V y for t = 1. So x = y. Because Φ is surjective and preserves rank-1 on both sides, we get V is surjective. Then there is a bijective map V with | V x, V y | = | x, y |such that Φ(x ⊗ y) = λ x,y V x ⊗ V y for any x, y ∈ H where λ x,y ∈ T may be not same as above and we still use the same symbol. By Lemma 3.5, there are a unitary or anti-unitary operator U : H → H and θ : H → C with |θ(x)| = 1 such that V x = θ(x)Ux. So Φ(x ⊗ y) = λ x,y θ(x)θ(y)Ux ⊗ Ux for any x, y ∈ H.
Let h(x, y) = θ(x)θ(y)λ x,y , then Φ(x⊗y) = h(x, y)Ux⊗Ux for any x, y ∈ H. It is obvious that h(x, x) = λ x,x . Next we show h(x, y) ∈ {−1, 1} for any x, y ∈ H or h(x, y) ∈ {−i, i} for any x, y ∈ H. Take z ∈ span[x, y] with z, x = 0 and z, y = 0. From W c (Φ(z ⊗ z)Φ(x ⊗ y)) = W c ((z ⊗ z)(x ⊗ y)), we get h(z, z)h(x, y)W c (Uz ⊗ Ux) = W c (z ⊗ x). For W c (z ⊗ x) is an ellipse but not a circle, h(z, z)h(x, y) = 1 or − 1. With the fact h(x, x) ∈ {−1, 1} for all x ∈ H or h(x, x) ∈ {−1, 1} for all x ∈ H, we get h(x, y) ∈ {−1, 1} for any x, y ∈ H or h(x, y) ∈ {−i, i} for any x, y ∈ H. Define a function f : F 1 (H) → {−1, 1} with f (x ⊗ y) = h(x, y), then either Φ(x ⊗ y) = f (x ⊗ y)Ux ⊗ Uy for any x, y ∈ H (3.1) or Φ(x ⊗ y) = if (x ⊗ y)Ux ⊗ Uy for any x, y ∈ H. (3.2) If (3.1) holds, for any A with rankA ≥ 2 and x ∈ ker A, W c ((Φ(A)Ux⊗UAx) = W c (Ax ⊗ Ax). It implies f (x ⊗ Ax)Φ(A)Ux ⊗ UAx is self-adjoint. Then there is t x,A ∈ {−1, 1} such that U * Φ(A)Ux = t x,A Ax. In fact we can denote t x,A = t A because it is independent with x. For any x, y ∈ ker A, U * Φ(A)Ux = t x,A Ax and U * Φ(A)Uy = t y,A Ay. On the other hand, U * Φ(A)U(x + y) = t x+y,A A(x + y). So (t y,A − t x+y,A )Ay = (t x+y,A − t x,A )Ax. Similarly as Step 1.3 of the proof in Case I, it is impossible that U is antiunitary.
Step 2. The proof is finished.
