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SUMMARY
Probability matching priors are priors for which Bayesian and frequentist inference,
in the form of posterior quantiles, or confidence intervals, agree to some order of ap-
proximation. These priors are constructed by solving a first order partial differential
equation, that may be difficult to solve. However, Peers (1965) and Tibshirani (1989)
showed that under parameter orthogonality a family of matching priors can be ob-
tained. The present work shows that, when used in a third order approximation to the
posterior marginal density, the Peers-Tibshirani class of matching priors is essentially
unique.
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1 Introduction
We consider parametric models for a response Y = (Y1, . . . , Yn)
T with joint density
f(y; θ). The parameter θT = (ψ, λT ) is assumed to be a d-dimensional vector with
ψ the scalar parameter of interest. The log-likelihood function is `(θ) = `(θ; y) =
log f(y; θ). Let j(θ) = −n−1`θT θ(θ; y) be the observed information matrix and i(θ) =
n−1E {−`θT θ(θ;Y ); θ} the expected Fisher information matrix per observation.
In the absence of subjective prior information about the parameter θ, it may be
natural to use a prior which leads to posterior probability limits that are also frequentist
limits in the sense that:
prpi{ψ ≤ ψ(1−α)(Y ) | Y } = prθ{ψ(1−α)(Y ) ≥ ψ}+O(n−1)
where ψ(1−α)(Y ) is the upper (1−α) quantile of the marginal posterior density pim(ψ |
Y ). Following Datta & Mukerjee (2004) we call such priors first order probability
matching priors. In a model with a scalar parameter, Welch & Peers (1963) showed
that pi(θ) ∝ i1/2(θ) is the unique first order probability matching prior.
In models with nuisance parameters, we partition the observed and expected in-
formation matrices in accordance to the partition of the parameter; for the expected
Fisher information matrix we have the elements
iψψ(θ), i
T
ψλ(θ) = iλψ(θ), iλλ(θ).
Peers (1965) derived a class of first order matching priors for ψ, as solutions to a
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partial differential equation. See also Mukerjee & Ghosh (1997), who provided a sim-
pler derivation. In general this differential equation is not easy to solve, unless the
components ψ and λ are orthogonal with respect to expected Fisher information, i.e.
iψλ(θ) = 0. In this case Tibshirani (1989) and Nicolau (1993) show that a family of
solutions is:
pi(ψ, λ) ∝ i1/2ψψ (ψ, λ)g(λ), (1)
where g(λ) is an arbitrary function. Sometimes consideration of higher order match-
ing enables restriction of the class of functions g(λ), occasionally enabling a unique
matching prior to be defined; see Mukerjee & Dey (1993).
Levine & Casella (2003) propose solving the partial differential equation numeri-
cally, in models with a single nuisance parameter. Sweeting (2005) considers vector
nuisance parameters and introduces data-dependent priors that locally approximate the
matching priors; these are used in conjunction with a Metropolis-Hastings procedure.
Both methods require substantial computational effort. Our work is closely connected
to DiCiccio & Martin (1993), who use matching priors in approximate Bayesian infer-
ence as an alternative to more complicated frequentist formulas.
In the present paper we show that when a Laplace type approximation to the
posterior distribution is used, all priors of the form (1) lead to the same posterior
inference. If an orthogonal parameterization is not explicitly available, the differential
equations defining parameter orthogonality can be used in conjunction with (1) to
give an expression for the prior in the original parameterization. We use the invariance
argument presented in Mukerjee & Ghosh (1997) to express the matching prior in terms
of the original parameterization. In §2 we present the Laplace approximation to the
marginal posterior, and in §3 give the results on uniqueness. In §4 we discuss models
where the orthogonal components can be obtained without solving the differential
equations, arguing that the proposed approach reduces the degree of difficulty. In §5
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we illustrate the results through several examples taken from Datta & Ghosh (1995),
Sweeting (2005) and Levine & Casella (2003).
2 Approximate Bayesian inference
If pi(ψ, λ) is the prior for θ, Bayesian inference for ψ is based on the marginal posterior
density pim(ψ | y), and the Laplace approximation to this is given by:
pim(ψ | y) .= c|jp(ψˆ)|1/2 exp{`p(ψ)− `p(ψˆ)}
{
|jλλ(ψˆ, λˆ)|
|jλλ(ψ, λˆψ)|
}1/2
pi(ψ, λˆψ)
pi(ψˆ, λˆ)
,
where λˆψ is the constrained maximum likelihood estimate, `p(ψ) = `(ψ, λˆψ) is the
profile log-likelihood for ψ, θˆT = (ψˆ, λˆT ) is the full maximum likelihood estimate, and
jp(ψˆ) = −`′′p(ψˆ) is the observed information corresponding to the profile log-likelihood.
In the independently and identically distributed sampling context Tierney & Kadane
(1986) showed that the Laplace approximation has relative error O(n−3/2).
The corresponding O(n−3/2) approximation to the marginal posterior tail probabil-
ity is:
prpi(Ψ ≥ ψ | Y ) = 1− Πm(ψ | y) .= Φ(r) +
(
1
r
− 1
qB
)
φ(r) (2)
where φ and Φ are standard normal density and standard normal distribution function
respectively, and
r = sign(ψˆ − ψ)[2{`p(ψˆ)− `p(ψ)}]1/2
qB = `
′
p(ψ){jp(ψˆ)}−1/2
{
|jλλ(ψ, λˆψ)|
|jλλ(ψˆ, λˆ)|
}1/2
pi(ψˆ, λˆ)
pi(ψ, λˆψ)
(3)
(DiCiccio & Martin, 1991).
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3 First order probability matching priors
3.1 Orthogonal parameterization
When the model is given in an orthogonal parameterization the first order matching
prior for the parameter of interest ψ is given by (1). It enters approximation (2) as a
ratio so the relevant quantity is:
i
1/2
ψψ (ψˆ, λˆ)g(λˆ)
i
1/2
ψψ (ψ, λˆψ)g(λˆψ)
.
Although the function g(λ) is an arbitrary factor in (1), for sufficiently smooth g the
ratio g(λˆ)/g(λˆψ) = 1 + Op(n
−1) as a consequence of the result that λˆψ = λˆ+ Op(n−1)
under parameter orthogonality. It follows that the approximation to Πm(ψ | y) in
(2) is unique to O(n−1). Having a unique approximation to the marginal posterior
probabilities to O(n−1) leads to unique posterior quantiles for ψ to Op(n−3/2). This
can be verified by the technique of inversion of asymptotic series. The details are
outlined in the Appendix.
Another approximation to the marginal posterior, also accurate to error O(n−3/2),
is the Barndorff-Nielsen approximation discussed in DiCiccio & Martin (1991):
1− Πm(ψ | y) .= Φ{ r − r−1 log(r/qB) }; (4)
this version gives an explicit expression for the quantiles, which are also invariant to
the choice of g(·) in (1) to this order.
We call the prior
piU(ψ, λ) ∝ i1/2ψψ (ψ, λ) (5)
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the “unique matching prior” for the component ψ, under the orthogonal parameteriza-
tion ψ and λ. This uniqueness was noted in DiCiccio & Martin (1993), although with
a different approach and interpretation, but seems to have been overlooked in Casella
& Levine (2003) and Sweeting (2005).
3.2 General parameterization
Assume our model is given in a parameterization φT = (ψ, ηT ) not necessarily orthog-
onal, and denote by θT = (ψ, λT ) an orthogonal reparameterization. Since ψ is scalar
component, such a parameterization always exists, and is given as a solution to the
partial differential equation:
iψη(φ) =
∂λT (φ)
∂ψ
{
∂λT (φ)
∂η
}−1
iηη(φ), (6)
(Cox & Reid, 1987). The unique matching prior piU(ψ, λ) can be written in the original
parameterization as:
piU(ψ, η) ∝ i1/2ψψ.η(ψ, η) J(ψ, η), (7)
where iψψ.η(ψ, η) = iψψ(ψ, η)− iψη(ψ, η) {iηη(ψ, η)}−1 iηψ(ψ, η) is the (ψ, ψ) component
of the expected Fisher information in the orthogonal parameterization, and J(ψ, η) =
|∂λ/∂ηT |+ is the Jacobian of the transformation. In accordance with calling prior (5)
a unique matching prior in the orthogonal parameterization (ψ, λT ), the prior (7) shall
be referred to as the unique matching prior in the (ψ, ηT ) parameterization.
The analogy between (5) and (7) can be also justified by noting that in the orthog-
onal parameterization θT = (ψ, λT ), the unique matching prior for ψ is proportional
to the square root of the inverse of the asymptotic variance for ψˆ. For a general pa-
rameterization φT = (ψ, ηT ) the variance of ψˆ is the inverse of the partial information
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for ψ, i.e. iψψ(φ) = {iψψ.η(φ)}−1 (Severini, 2000, Ch 3.6), so the matching prior (7) in
parameterization φ is a natural extension of the unique matching prior (5). Note that
although the orthogonal reparameterization of the original model parameterization is
not unique, all solutions lead to the same expression for qB to Op(n
−1) and thus to the
same posterior quantiles limits to Op(n
−3/2).
The unique matching prior (7) is similar to the local probability matching prior
proposed by Sweeting (2005). The two priors share the term involving the partial
information iψψ.η; the extra factor in Sweeting’s local prior is proportional to a local
approximation of the Jacobian J(ψ, η), based only on the parameter of interest and on
the overall maximum likelihood estimate.
While iψψ.η(ψ, η) is usually referred to as the partial information for ψ, we note
that this applies strictly only for an orthogonal reparameterization. For an arbitrary
interest-respecting transformation of θ, the (ψ, ψ) component of the expected Fisher
information, expressed in the original parameterization, is
iψψ(φ)− ∂λ
T (φ)
∂ψ
{
∂λT (φ)
∂η
}−1
iηη(φ)
{
∂λ(φ)
∂ηT
}−1
∂λ(φ)
∂ψ
; (8)
this simplifies to the expression for the partial information for ψ, only in the case of
interest-respecting orthogonal reparameterization. This can be immediately derived
from the positive definite nature of the information block matrix component iηη(φ).
If wT denotes the row vector given by the right hand side of expression (6), then
expression (8) equals iψψ.η(ψ, η) if and only if any of the following equalities hold:
iψη(ψ, η) {iηη(ψ, η)}−1 iηψ(ψ, η) = wT {iηη(ψ, η)}−1 w{
iTψη(ψ, η)− w
}T {iηη(ψ, η)}−1 {iTψη(ψ, η)− w} = 0
which reduces to w = iTψη(ψ, η), since {iηη(ψ, η)}−1 is a positive definite matrix.
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Another version of the Laplace approximation to the marginal posterior density for
ψ can be obtained using the adjusted profile log-likelihood function, `a(ψ) = `p(ψ) −
1
2
log |jλλ(ψ, λˆψ)|:
pim(ψ | y) .= c|ja(ψˆ)|1/2 exp{`a(ψ)− `a(ψˆ)}pi(ψ, λˆψ)
pi(ψˆ, λˆ)
,
where ja(ψ) = −`′′a(ψ). This approximation also has a relative error of O(n−3/2), and
to the same order can be integrated to give the approximate posterior distribution
1− Πm(ψ | y) =
∫ ∞
ψ
pim(ψ | y) .= Φ(ra) +
(
1
ra
− 1
qBa
)
φ(ra), (9)
where
ra = sign(qBa)[2{`a(ψˆ)− `a(ψ)}]1/2
qBa = `
′
a(ψ){ja(ψˆ)}−1/2
pi(ψˆ, λˆ)
pi(ψ, λˆψ)
. (10)
Expression (10) corresponds to expression (17) for T¯ from DiCiccio & Martin (1993),
using the results that ja(ψˆ) = jp(ψˆ){1 +Op(n−1)} and ψˆa − ψˆ = Op(n−1), where ψˆa is
the point that maximizes `a(ψ); see Reid (2003).
When the model is given in an orthogonal parameterization θT = (ψ, λT ), similar
arguments to those presented in §3.1 confirm that the matching prior (5) gives unique
approximate Bayesian inference to O(n−1) using approximation (9).
If the original parameterization is φT = (ψ, ηT ) and an orthogonal reparameter-
ization θT = (ψ, λT ) has the property λˆψ = λˆ, then the Cox-Reid adjustment be-
comes parameterization invariant under interest-respecting orthogonal reparameteri-
zation. Hence the matching prior (7) gives unique approximate Bayesian inference to
O(n−3/2) in the class of first order matching priors.
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Rahul Mukerjee (personal communication) has showed that when λˆψ = λˆ, the
unique first order matching prior is second order matching if and only if the model has
the property that
∂
∂ψ
[
i
−3/2
ψψ (θ)E{`3ψ(θ)}
]
= 0;
this condition is the same as the second order matching condition for the scalar param-
eter model. He has also showed that the same result holds under the weaker condition
Eθ(λˆψ)− Eθ(λˆ) = o(n−1).
4 A note on parameter orthogonality
An orthogonal reparameterization may in some models be constructed by exploiting
the property that if λˆψ = λˆ holds for all ψ then the components ψ and λ are orthogonal
with respect to expected Fisher information (Barndorff-Nielsen & Cox, 1994, Ch 3.6).
The property λˆψ = λˆ is referred to as “strong orthogonality”.
First consider η to be a scalar nuisance parameter. If the score function correspond-
ing to the nuisance parameter η has the form
`η(ψ, η; y) ∝ h {λ(ψ, η); y} , (11)
for some functions h(·; y) and λ(·, ·) with |∂λ(ψ, η)/∂ηT | 6= 0, where the proportionality
refers to non-zero functions which depend on the parameter only, then λ and ψ are
strongly orthogonal. This follows from the equivariance of the constrained maximum
likelihood estimator ηˆψ: `η(ψ, ηˆψ) = 0 is equivalent to h {λ(ψ, ηˆψ); y} = 0, so any
solution of this equation λˆψ = λ(ψ, ηˆψ) depends on y only and not ψ, i.e. λˆψ = λˆ.
This result can be extended to the case that the nuisance parameter is a vector;
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the function h is then a vector of functions. Details are provided in the Appendix. We
use strong orthogonality in Example 2 of §5.4. For models with strong orthogonality
the difficulty of obtaining matching priors is reduced significantly.
A simple form of (11) frequently encountered is h {λ(ψ, η); y} = λ(ψ, η) − p˜(y)
where |∂λ(ψ, η)/∂ηT | 6= 0. Such is the case for the mean value reparameterization in
the exponential family model. Another class of models giving strong orthogonality of
parameters are those with likelihood orthogonality: i.e. L(ψ, η) = L1(ψ) L2{λ(ψ, η)}.
The one-way random effects model in §5.3 belongs to this class.
5 Examples
5.1 Linear exponential family
Consider a sample of independently and identically distributed observations Y =
(Y1, . . . , Yn)
T from the model:
f(yi;φ) = exp{ ψs(yi) + ηT t(yi)− c(φ)− d(yi)} (12)
where φT = (ψ, ηT ) is the full parameter and ψ the component of interest. An or-
thogonal reparameterization is given by θT = (ψ, λT ) with λ = Eθ {t+(y)}, where
t+(y) =
∑n
i=1 t(yi). This can be obtained from the orthogonality equation (6), but
more directly by noting that the arguments of the previous section ensure that λˆψ = λˆ.
Approximation (2) with the prior (1) is independent of g(·) to O(n−3/2), i.e. the match-
ing prior piU(ψ, λ) ∝ iψψ(ψ, λ) is unique; in the initial parameterization
piU(φ) ∝ i1/2ψψ.η(φ) |cηη(φ)|+.
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In approximation (2), the expression for qB simplifies to:
qB = `ψ(φ˜) i
−1/2
ψψ.η (φ˜)
{
|iηη(φˆ)|
|iηη(φ˜)|
}1/2
,
where iψψ.η(φ) = cψψ(φ)−cψηT (φ)
{
cηT η(φ)
}−1
cηψ(φ), φ˜
T = (ψ, ηˆTψ ) and φˆ
T = (ψˆ, ηˆT ).
The example is considered in DiCiccio & Martin (1993) as well.
5.2 Logistic regression
We analyze the urine data of Davison and Hinkley (1997, Example 7.8). The presence
or absence of calcium oxalate crystals in urine as well as specific gravity, pH, osmo-
larity, conductivity, urea concentration and calcium concentration are measured for 77
complete cases. The relationship between calcium oxalate crystals and the 6 explana-
tory variables is investigated under the logistic regression model. Matching priors for
logistic regression are obtained numerically in Levine & Casella (2003) and Sweeting
(2005); here we give a simple analytical solution.
The logistic regression model for a vector of independent random variables Y =
(Y1, . . . , Yn)
T is
Yi|pi ∼ Binomial(mi, pi), i = 1, . . . , n
logit(pi) = β0 + β1x1i + . . .+ βpxpi
where β = (β0, . . . , βp)
T ∈ Rp+1. The log-likelihood is:
`(β) =
n∑
i=1
yi (β0 + β1x1i + . . .+ βpxpi)−
n∑
i=1
mi log
{
1 + eβ0+β1x1i+...+βpxpi
}
.
Assume the parameter of interest is ψ = βp, and take η = (β0, . . . , βp−1)T be the
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nuisance parameter. Since the model is an exponential family, λ = Eβ {t(y)} =
Eβ(
∑n
i=1 yi, . . . ,
∑n
i=1 yixp−1i)
T is orthogonal to ψ. Writing V (β) = diag {mipi(1− pi)},
we have
iψψ(β) = x
T
p V (β)xp
iψη(β) = x
T
p V (β)X−p
iηη(β) = X
T
−pV (β)X−p.
where X is the n × (p + 1) model matrix and X−p = X − {xp} is the n × p matrix
obtained by removing the column vector xp.
Note also that iηη(β) = ∂λ/∂η
T . The unique matching prior has the form:
piU(β) ∝ i1/2ψψ.η(β)|iηη(β)|+, (13)
with iψψ.η(β) = iψψ(β)− iψη(β) {iηη(β)}−1 iηψ(β). When assessing inference for ψ = βp,
the Lugannani and Rice formula (2) is used with the entries r and qB having the
following expressions:
r = sign(ψˆ − ψ)[2{`(βˆ))− `(β˜)}]1/2
qB = `ψ(β˜) i
−1/2
ψψ.η (β˜)
{
|iηη(βˆ)|
|iηη(β˜)|
}1/2
,
where for convenience we write β˜ for the constrained maximum likelihood estimate
(βˆ0,ψ, . . . , βˆp−1,ψ) and βˆ for the maximum likelihood estimate.
For illustration, we take ψ = β6, the coefficient of the effect of calcium concentration
on the presence of calcium oxalate crystals in urine. The 95% posterior probability
intervals using the Bayesian approach with matching prior (13) are given in Table 1
and Figure 1. Also shown are two (first order) normal approximations and the third
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95% CI for β6 p-value
Normal approximation to m.l.e. βˆ6 (0.3169 1.250) 4.9887e-004
Normal approximation to conditional m.l.e.βˆc6 (0.2631 1.160) 9.3724e-004
Third order frequentist approximation (0.3224 1.208) 6.6893e-006
Laplace approximation with prior (13) (0.3213 1.211) 5.3555e-006
Table 1: Comparison of 95% confidence intervals for β6 and comparison of p-values for
testing H0: β6 = 0
order approximation to the conditional distribution of
∑n
i=1 x6iyi given t = λˆ. The
frequentist calculations were carried out using the cond package in the hoa library
bundle for R (Brazzale, 2000). Although this package does not provide the Bayesian
solution explicitly, the components needed are readily derived from the workspace.
In Figure 1, Bayesian marginal posterior quantiles from (4) are compared to similar
quantities for the frequentist third-order approximation to the p-value.
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Figure 1: Modified likelihood root for third order frequentist approximation (solid line)
and posterior quantile from approximation (4) as an approximation to the marginal
posterior for β6 (dotted line).
5.3 Random effects model
Consider the one-way random effects model Yij = µ + τi + ²ij, for i = 1, . . . , k and
j = 1, . . . , ni, where τi and ²ij are mutually independent with τi ∼ N(0, σ2τ ) and
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²ij ∼ N(0, σ2). For each i, the log-likelihood component is
`(µ, σ2τ , σ
2; yi) = −1
2
(ni − 1) log σ2 − 1
2
log(σ2 + niσ
2
τ )−
1
2
niµ
2 (σ2 + niσ
2
τ )
−1
−1
2
s2i
σ2
− 1
2
niy¯
2
i· (σ
2 + niσ
2
τ )
−1 + niy¯i·µ (σ2 + niσ2τ )
−1 ,
where y¯i· = n−1
∑ni
j=1 yij and s
2
i =
∑ni
j=1(yij − y¯i·)2. Note this has the form of an
exponential family log-likelihood, with some canonical parameters depending on the
sample size. The log-likelihood function for the model is
`(µ, σ2τ , σ
2) = −1
2
(N − k) log σ2 − 1
2
k∑
i=1
log(σ2 + niσ
2
τ )−
1
2
µ2
k∑
i=1
ni (σ
2 + niσ
2
τ )
−1
−1
2
k∑
i=1
s2i
σ2
− 1
2
k∑
i=1
niy¯
2
i· (σ
2 + niσ
2
τ )
−1 + µ
k∑
i=1
niy¯i· (σ2 + niσ2τ )
−1 ,
where N =
∑k
i=1 ni.
If ψ = µ is the parameter of interest, η = (σ2τ , σ
2)T is orthogonal to µ and a unique
matching prior is obtained from (5). However the (ψ, ψ) component of the expected
Fisher information matrix is a function only of the nuisance parameter:
iψψ(ψ, σ
2
τ , σ
2) ∝
k∑
i=1
ni (σ
2
τ + niσ
2)−1,
which, for η1, η2 > 0, meets the regularity assumptions stated in Lemma 1. Therefore
we can further simplify the unique matching prior for ψ = µ to the flat prior:
piU(ψ, η) ∝ 1.
When ψ = σ2 is the parameter of interest with η = (σ2τ , µ)
T being the nuisance
component, the orthogonality equations are more complicated. We can take λ2 = σ
2
τ ;
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note that λˆ2,ψ = y¯··. Then the differential equation (6) can be used to obtain λ1.
Things simplify significantly for the balanced design n1 = . . . = nk = n. The score
functions corresponding to the nuisance parameter η have the form:
`η1(ψ, η) = (ψ + nη1)
−2
{
−nk
2
(ψ + nη1) +
n2
2
k∑
i=1
(y¯i· − η2)2
}
`η2(ψ, η) = nk(ψ + nη1)
−1 {y¯·· − η2} .
By making use of Lemma 4, we identify λ1 = ψ+ nη1 and λ2 = η2 as being orthogonal
to the interest parameter ψ. Moreover for this reparameterization we have strong
orthogonality: λˆ1,ψ = λˆ1 =
n
k
∑k
i=1(y¯i· − y¯··)2 and λˆ2,ψ = λˆ2 = y¯·· for all ψ.
Another way to obtain the orthogonal reparameterization is by using the mean value
transformation; when all ni’s are equal the random effects model is a full exponential
family model, with canonical parameters (ψ−1, (ψ + nη1)−1, η2(ψ + nη1)−1).
Regardless of the method used, we find the partial information for ψ, iψψ.η(ψ, η) ∝
ψ−2, and the Jacobian of the transformation |∂λ/∂ηT | = n. Then by using (7) we
obtain the prior:
piU(ψ, η) ∝ ψ−1 (14)
which gives unique approximate matching inference based on matching priors in the
orthogonal parameterization (ψ, λT ).
The prior proposed by Levine & Casella (2003) gives the same approximate Bayesian
inference as (14). However, the Bayesian inference associated with their prior is signif-
icantly more computationally intensive than the methods suggested here.
We performed a simulation study following Levine & Casella (2003). We randomly
generated 100,000 data sets from the random effects model with n = 10 and k = 3,
for µ = 10 and στ = σ = 1. For each simulated data set, 95% posterior intervals were
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constructed for ψ = σ2, by using the approximation to marginal posterior probability
as given by (4). The computational work involved calculating this approximate tail
probability for a grid of 200 values for ψ in (0.01, 3). The posterior interval was
easily obtained by spline smoothing. The simulated coverage of the 95% posterior
intervals was 94.991%; the coverage obtained by Levine & Casella using a Metropolis
Hastings algorithm with the prior pi(ψ, η) ∝ ψ−1(ψ+ nη1)−1 was 92.3%. The accuracy
of our approach was also confirmed by the shape of the approximate marginal posterior
probability function; the Bayesian p-value function for ψ, as approximated by (4), is
almost identical to the exact one given by the chi-square distribution.
5.4 More theoretical examples
In this section we obtain first order matching priors for some examples discussed in
Datta & Ghosh (1995) and Sweeting (2005).
Example 1. Inverse Gaussian model. Suppose that Yi ∼ IG(µ, σ2) with pdf
f(y;µ, σ2) =
y−3/2√
2piσ2
exp
{
−(y − µ)
2
2σ2µ2y
}
, y > 0,
where µ > 0 and i = 1, . . . , n. This parameterization is orthogonal and the expected
information matrix is i(µ, σ2) = diag(µ−3σ−2, σ−4/2). When ψ = σ2 and λ = µ
we have strong orthogonality; λˆψ = λˆ = y¯, where y¯ = n
−1∑n
i=1 yi. Hence all the
first order matching priors lead to unique approximation to the marginal posterior
distribution as given by (2), and the unique matching prior is piU(σ
2, µ) ∝ σ−2. When
the interest parameter is ψ = µ we do not have strong orthogonality any longer; λˆψ =
n−1
∑n
i=1 y
−1
i + y¯ψ
−2 − 2ψ−1. The unique matching prior (5) is piU(µ, σ2) ∝ µ−3/2σ−1.
Datta & Ghosh (1995) propose the reverse reference prior piRR(µ, σ
2) ∝ µ−3/2σ−2, as
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it is a matching prior for each parameter in turn. This prior is of the form (1) with
g(λ) = λ−1/2, so both priors piRR(µ, σ2) and piU(µ, σ2) result in the same approximate
Bayesian inference to order O(n−1).
Example 2. Multivariate Normal mean. Suppose that Yi ∼ N(µi, 1) with µi ∈ R
for i = 1, . . . , p, and take the parameter of interest to be ψ = (µ21 + . . .+ µ
2
p)
1/2. Datta
& Ghosh (1995) use the reparameterization (ψ, λ1, . . . , λp−1) with µ1 = ψ cosλ1, µ2 =
ψ sinλ1 cosλ2 , ... , µp−1 = ψ
∏p−2
i=1 sinλi cosλp−1, and µp = ψ
∏p−2
i=1 sinλi sinλp−1; the
information in this reparameterization is i(ψ, λ) = diag(1, ψ2, ψ2 sin2 λ1, . . . , ψ
2
∏p−2
i=1 sin
2 λi).
This reparameterization also gives strong orthogonality, as we now show. The con-
strained maximum likelihood estimate λˆp−1,ψ is the solution of `λp−1(ψ, λ) = 0, where
`λp−1(ψ, λ) ∝ yp−1 sinλp−1 − yp cosλp−1,
yielding
λˆp−1,ψ = λˆ = arctan
yp
yp−1
.
Next, we note that the score function corresponding to coordinate λp−2, `λp−2(ψ, λ) has
the form
`λp−2(ψ, λ) ∝ yp−2 sinλp−2 − (yp−1 cosλp−1 + yp sinλp−1) cosλp−2,
and therefore the solution λˆp−2,ψ of the score equation `λp−2(ψ, λ) = 0 is
λˆp−2,ψ = λˆp−2 = arctan
yp−1
yp−2
cos λˆp−1 +
yp
yp−2
sin λˆp−1.
We continue with backward procedure, which resembles the one introduced in the
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Appendix and obtain λˆψ = λˆ. Having strong orthogonality, the unique matching prior
is piU(ψ, λ) ∝ 1. Datta & Ghosh (1995) and Tibshirani (1989) obtained piR(ψ, λ) ∝
Πp−1k=1 sin
p−1−k λk as a first order matching prior for ψ; this prior is also a reference prior.
Both priors give the same posterior quantiles to third order.
Example 3. Normal mean product. Suppose that we have Yi ∼ N(µi, 1) independent
variables with i = 1, 2. As in Datta & Ghosh (1995) we consider the orthogonal
parameterization ψ = 2µ1µ2, λ = µ
2
1 − µ22. The unique matching prior is piU(ψ, η) ∝
(ψ2 + λ2)−1/4, which is also the reference prior obtained by Datta & Ghosh.
Example 4. Exponential mean ratio. Let Y1 and Y2 be independent exponential
random variables with means η and ψη respectively. A version of the orthogonal
parameter is λ = ψη2 and the information matrix is i(ψ, λ) = diag(ψ−2, 1
2
λ−2). Our
approach suggests the unique matching prior piU(ψ, λ) ∝ ψ−1; in terms of the original
parameterization piU(ψ, η) ∝ η. The reference prior piR(ψ, λ) ∝ ψ−1λ−1 is a matching
prior not only for ψ but also for λ and leads to the same approximate Bayesian inference
to order O(n−1).
Example 5. Normal coefficient of variation. Suppose that Yi ∼ N(µ, σ2), for
i = 1, . . . , n and assume ψ = σ−1µ is the parameter of interest, while η = σ. The
information matrix for this example is given in Sweeting (2005) as
i(ψ, η) =
 1 η−1ψ
η−1ψ 2η−2(1 + 1
2
ψ)
 ,
giving the partial information for ψ as iψψ.η(ψ, η) ∝ (1 + 12ψ2)−1. An orthogonal
component for ψ is λ = η (1 + 1
2
ψ2)1/2 and the unique matching prior in the initial
parameterization, obtained by (7), is piU(ψ, η) ∝ 1.
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Example 6. Log-normal mean. Suppose that Yi ∼ N(µ, σ2) and the interest
parameter is ψ = µ + 1
2
σ2, with nuisance parameter η = σ2. We use the infor-
mation matrix given in Sweeting (2005) to calculate the partial information for ψ
as iψψ.η(ψ, η) = η
−1(1 + 1
2
η)−1. The orthogonal component is λ = ψ − 1
2
η − log η;
Datta & Ghosh (1995) describe how to construct the orthogonal parameterization for
this model. The unique matching prior, in the original parameterization, is given by
piU(ψ, η) ∝ η−3/2(1 + 12η)1/2.
Example 7. Weibull distribution. Consider a sample Y1, . . . , Yn distributed accord-
ing to the density function:
f(y;φ) = βη (ηy)β−1 exp{−(ηy)β} where y > 0 and β, η > 0.
For the interest parameter ψ = β an orthogonal component, as derived in Severini
(2000, Ch 4.5), is λ = log η+(γ−1)/ψ, where γ denotes Euler’s constant. The informa-
tion matrix in terms of the orthogonal reparameterization is i(ψ, λ) ∝ diag (ψ−2(pi2/6− 1), ψ2).
Thus the unique prior, expressed in the original parameterization is piU(ψ, η) ∝ ψ−1η−1.
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A Appendix
A.1 Invariance of qB
Lemma 1 Assume that g(λ) is a smooth function such that g(λ) 6= 0 and g′(λ) is
continuous for all λ. If we denote by qgB the qB quantity from (3) under the matching
prior pig(ψ, λ) ∝ i1/2ψψ (ψ, λ) g(λ), then qgB can be approximated with second order relative
error, without detailed specification of the function g(λ).
Proof. For simplicity, we prove the lemma for scalar λ; the vector λ case is shown in a
similar way. Due to the parameter orthogonality when ψ is in its moderate deviation
region ψ = ψˆ + n−1/2∆ψ, we have λˆψ = λˆ + n−1∆ψ,λ, where ∆ψ,λ = Op(1). More
precisely, if we denote by θ0 = (ψ0, λ0) the true parameter value, Cox & Reid (1989)
show that for fixed ∆ψ we have:
∆ψ,λ = −n
1/2jψλ(θ0)
iλλ(θ0)
∆ψ +
1
2
iψ2λ(θ0)
iλλ(θ0)
∆2ψ +Op(n
−1/2),
where iψ2λ(θ0) = n
−1E[∂3`(θ)/∂ψ2∂λ; θ0].
Applying the mean value theorem to g(λ) we find
g(λˆψ) = g(λˆ) + n
−1 ∆ψ,λ g′(ξψ,λ)
where ξψ,λ is between λˆ and λˆψ; as g(λ) 6= 0 for all λ we can also write:
g(λˆψ)
g(λˆ)
= 1 + n−1∆ψ,λ
g′(ξψ,λ)
g(λˆ)
. (A-1)
Since g′(λ) is continuous, for ‖ξψ,λ − λˆ‖ < n−1|∆ψ,λ| with ∆ψ,λ = Op(1) we obtain
that g′(ξψ,λ) − g′(λˆ) → 0 in probability as n → ∞. Dividing by g(λˆ) 6= 0 gives
g′(ξψ,λ)/g(λˆ) − g′(λˆ)/g(λˆ) → 0 in probability as n → ∞. We consider models for
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which the regularity assumptions, that require consistency of the maximum likelihood
estimators, are met. In other words, under the regularity assumptions we have that
λˆ → λ0 in probability as n → ∞. Now, using the smoothness of function g that
assures the ratio g′/g to be continuous we ascertain that g′(ξψ,λ)/g(λˆ)→ g′(λ0)/g(λ0)
in probability as n→∞, which implies:
g′(ξψ,λ)
g(λˆ)
= Op(1).
Therefore we conclude that in (A-1) the ratio g(λˆψ)/g(λˆ) can be approximated to
Op(n
−1) accuracy, and thus qB is invariant to error of order Op(n−1) under Peers-
Tibshirani priors. In particular, if q˜B equals qB under the prior piU(ψ, λ) ∝ i1/2ψψ (ψ, λ),
we have:
qgB = q˜B{1 +Op(n−1)}.
The same reasoning shows the invariance to Op(n
−1) of the marginal posterior density
under Peers-Tibshirani priors. The approximation to qgB enables further a similar
approximation to the marginal posterior tail probability 1− Πgm(ψ | y).
A.2 Invariance of Πgm(ψ | y) under matching priors
Lemma 2 Under the above assumptions for g(λ), all the first order matching priors
pig(ψ, λ) of the form (1) result in marginal posterior probabilities Πgm(ψ | y) that have
a unique approximation to O(n−1), when ψ − ψˆ is Op(n−1/2).
Proof. To show this result we use approximation (4), to the marginal posterior Πgm(ψ |
y), and write r∗ = r − r−1 log(r/qB). Denote by rg and r∗g the signed likelihood root
and r∗ statistic respectively, corresponding to prior pig(θ), and by r˜ and r˜∗ the same
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quantities corresponding to prior piU(θ).
Using Lemma 1, when ψ − ψˆ is Op(n−1/2) we express qgB as qgB = q˜B{1 + n−1C},
where C = Op(1). We show first that a similar relationship between r
∗g
B and r˜
∗
B holds.
For this we consider the asymptotic expansion of the signed likelihood root r in terms
of qB (see Reid, 2003) r = qB + n
−1/2Aq2B + n
−1Bq3B, with A,B = Op(1) which gives
further:
r∗ = qB +
A
n1/2
(q2B + 1) +
1
n
{
Bq3B + (B − 3A2/2)qB
}
.
Writing such expansions for both r∗gB and r˜
∗ and using (A-2) we find that r∗g = r˜∗ +
n−1Cq˜B +Op(n−3/2), or:
r∗g = r˜∗(1 + n−1C), (A-2)
to order Op(n
−3/2). Next we prove a similar result for the standard normal approxi-
mation of r∗g and r˜∗ respectively.
The Taylor series expansion of Φ(x(1 + n−1c) with respect to x gives
Φ
{
x(1 +
c
n
)
}
= Φ(x) +
c
n
x φ(x)
= Φ(x){1 +O(n−1)} for all x > 0 (A-3)
to O(n−3/2). The relative error is a consequence of the ratio xφ(x)/Φ(x) being bounded
for all non-negative values; the range of the ratio for all x ≥ 0 is given by the range
corresponding to 0 ≤ x ≤ 1.
Using (A-3) with (A-2) gives
Φ(r∗g) = Φ(r˜∗) (1 + n−1D) r˜∗ ≥ 0, (A-4)
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where D = Op(1). For r˜
∗ < 0, one needs to calculate the tail probability instead of
cumulative distribution at value r˜∗. More precisely same result can be established for
1− Φ(r˜∗), by using (A-4) for −r˜∗ and then the fact Φ(−r˜∗) = 1− Φ(r˜∗).
We conclude that for smooth functions g(λ) all matching priors of form (1) lead to
unique approximation to the marginal posterior tail probability 1 − Πm(ψ | y), with
relative error of at most O(n−1), as given by Φ(r˜∗), or its asymptotically equivalent
version (2).
The result was proved in DiCiccio & Martin (1993) by using the relationship be-
tween qB (denoted by T in their paper) and the variable U introduced by Barndorff-
Nielsen (1986) which, when used in an expression of form (2) or (4), provides inference
accurate to order O(n−3/2). They establish that in the orthogonal parameterization
we have qB = U +Op(n
−1), which added to results of Barndorff-Nielsen (1986) demon-
strate the second order accuracy of p-values and confidence limits obtained by using qB
approach with any matching prior. The exact invariance of qB under reparameteriza-
tion only, in addition to the approximate invariance to error of order Op(n
−1) under the
choice of matching priors, extends the result to models in a general parameterization.
A.3 Invariance of posterior quantiles ψˆ(1−α)(pig, y) under match-
ing priors
Lemma 3 Assume that g(λ) is a smooth function as before. Let 0 < α < 1 and denote
by ψˆ(1−α)(pig, y) the posterior quantile corresponding to prior pig(θ) ∝ i1/2ψψ (θ) g(λ), which
is defined by Πgm{ψˆ(1−α)(pig, y) | y} = 1− α. Then
ψˆ(1−α)(pig, y) = ψˆ(1−α)(piU , y) +Op(n−3/2); (A-5)
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that is, the posterior quantile is unique to Op(n
−3/2) under the class of matching priors
pig(θ).
Proof. Let zα denote the 100(1− α) percentile point of a standard normal variate and
let jψψ(ψ, λ) stand for the (ψ, ψ) component of the inverse of the observed information
matrix. Cornish-Fisher inversion of the Edgeworth expansion for the marginal posterior
distribution of ψ leads to:
ψˆ(1−α)(pig, y) = ψˆ + n−1/2{jψψ(θˆ)}1/2 zα
+ n−1{jψψ(θˆ)}1/2 u1(zα, pig, y) +Op(n−3/2),
where u1(zα, pi
g, y) = A11(pi
g, y) + A12(y) + (z
2
α + 2)A3(y) with
A11(pi
g, y) = {jψψ(θˆ)}−1/2
{
pigψ(θˆ)
pig(θˆ)
jψψ(θˆ) +
pig
λT
(θˆ)
pig(θˆ)
jλψ(θˆ)
}
(A-6)
pigψ(θ) = ∂pi
g(θ)/∂ψ, pigλ(θ) = ∂pi
g(θ)/∂λ and expressions for A12 and A3 are given in
Mukerjee & Reid (1999). To prove that ψˆ(1−α)(pig, y) is unique to Op(n−3/2) under the
class of matching priors pig(θ), it amounts to show that u1(zα, pi
g, y), or furthermore
A11(pi
g, y) does not depend on g(λ) to order Op(n
−1/2).
Taking the partial derivatives of the prior pig(θ)
pigψ(θ) = g(λ)
∂
∂ψ
{iψψ(θ)}1/2
pigλ(θ) = g(λ)
∂
∂λ
{iψψ(θ)}1/2 + {iψψ(θ)}1/2 ∂
∂λ
g(λ)
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we remark that the factor in braces in (A-6) simplifies to:
{iψψ(θˆ)}−1/2
[
∂
∂ψ
{iψψ(θˆ)}1/2
]
jψψ(θˆ)
+ {iψψ(θˆ)}−1/2
[
∂
∂λT
{iψψ(θˆ)}1/2
]
jλψ(θˆ) + {g(λˆ)}−1
{
∂
∂λT
g(λˆ)
}
jλψ(θˆ).
This remark concludes our proof that (A-5) holds, as the sum of the first two terms
corresponds to
∂/∂ψ{piU(θˆ)}
piU(θˆ)
jψψ(θˆ) +
∂/∂λT{piU(θˆ)}
piU(θˆ)
jλψ(θˆ),
while the last term is Op(n
−1/2) since jλψ(θˆ) = Op(n−1/2), because of parameter or-
thogonality, and gλT (λˆ)/g(λˆ) = Op(1) due to the assumptions for g(λ); see also Lemma
1.
A.4 On strong orthogonality: vector nuisance parameter
Lemma 4 Assume the score function for the parametric model f(y;ψ, η) has the form
`η1(ψ, η; y) ∝ h1 {λ1(ψ, η1); y} (A-7)
`η2(ψ, η; y) ∝ h2 {λ2(ψ, η1, η2), h1(·)f2,1(·); y} (A-8)
and, for a general k = 2, 3, . . . , d− 1, of the form:
`ηk(φ; y) ∝ hk {λk(ψ, η1, . . . ηk), h1(·)fk,1(·), . . . , hk−1(·)fk,k−1(·); y} (A-9)
where the proportionality refers to factors that are non trivial functions of parameters
only. Then the reparameterization (ψ, λT ) is an orthogonal one, with λˆψ = λˆ.
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Proof. We first note that in all expressions (A-7) to (A-9) the dependence of the
components hk is via products of terms involving only h1, . . . , hk−1. At the same time,
more freedom is allowed for the dependence of hk on other quantities fk,l(·), although
it is only through products of form hl(·)fk,l(·) with l < k. Similarly, the functions hk
may depend on λ1, . . . , λk−1 alone for k = 2, . . . , d− 1.
To show that for these models, in the (ψ, λT ) parameterization, we have λˆψ = λˆ, we
need to calculate the constrained maximum likelihood estimates λˆψ for each component
in part. The particular dependence of the score function for η on the components ηk
yields λ1 = λ1(ψ, η1), λk = λk(ψ, η1, . . . , ηk) for k = 2, . . . , d − 1, thus underlining a
forward procedure to determine them. The approach is illustrated by Example 2 of
§5.4.
We begin by solving the score equation corresponding to the first component of ηˆψ,
ηˆ1,ψ. Using (A-7) the equation `η1(ψ, ηˆψ) = 0 is equivalent to
h1(λ1; y) = 0 for λˆ1,ψ = λ1(ψ, ηˆ1,ψ).
The solution is λˆ1,ψ is free of ψ because it depends only on y; hence λˆ1,ψ = λˆ1. We
continue next with the score equation for the subsequent nuisance parameter η2, and
equate it to 0, i.e. `η2(ψ, ηˆψ) = 0. From (A-8) this is equivalent to solving
h2
{
λ2, h1(λˆ1ψ; y)f2,1(ψ, ηˆψ); y
}
= 0 for λˆ2,ψ = λ2(ψ, ηˆ1,ψ, ηˆ2,ψ).
However, since h1 {λ1(ψ, ηˆ1,ψ)} = 0, the equation simplifies to h2(λ2, 0) = 0, which of
course has a solution λˆ2,ψ = λ2(ψ, ηˆ1,ψ, ηˆ2,ψ) free of ψ. By mathematical induction one
deduces that λˆk,ψ = λˆk for each k = 1, . . . , d− 1.
Lemma 4 states that for all the models f(y;ψ, η) for which the score equations
corresponding to the nuisance parameter η can be written in the form (11), or more
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generally (A-9), the orthogonal component does not have to be constructed from the
partial differential equations. The orthogonal component is revealed from the score
equation for the nuisance parameter.
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