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MOTIVIC WAVE FRONT SETS
by
Michel Raibaut
Abstract. — The concept of wave front set was introduced in 1969-1970 by M. Sato in the hyperfunctions context ([1] and [34])
and by L. Ho¨rmander ([23]) in the C∞ context. Howe in [25] used the theory of wave front sets in the study of Lie groups
representations. Heifetz in [22] defined a notion of wave front set for distributions in the p-adic setting and used it to study some
representations of p-adic Lie groups.
In this article, we work in the k((t))-setting with k a characteristic zero field. In that setting, balls are no longer compact but
working in a definable context provides good substitutes for finiteness and compactness properties. We develop a notion of definable
distributions in the framework of [13] and [14] for which we define notions of singular support and Λ-wave front sets (relative to
some multiplicative subgroups Λ of the valued field) and we investigate their behaviour under natural operations like pull-back,
tensor product, and products of distributions.
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2 MICHEL RAIBAUT
1. Introduction
The concept of wave front set was introduced in 1969-1970 by M. Sato in the hyperfunctions context ([1] and [34]) and
by L. Ho¨rmander ([23]) in the C∞ context. For any distribution u in Rn, a point x is said to be a smooth point of u if u can
be represented on a neighbourhood of x by a C∞ function. The complement of the smooth locus is called singular support
of u. The wave front set of u is a set denoted by WF(u) and contained in T ∗(Rn), the image of its projection on Rn is the
singular support of u and it is conic with respect to multiplication by positive scalars in the fibers of T ∗(Rn). For instance,
if M is a submanifold of Rn and u is the integration of test functions along M , then the singular support is M and its wave
front set is the conormal space of M minus the zero section. The main idea of the definition of the wave front set is the
characterisation of smoothness using the Fourier transform. Indeed, the Fourier transform of a distribution with compact
support is representable by a function and this distribution is smooth, namely globally representable by a C∞ function or
equivalently its singular support is empty, if and only if its Fourier transform is rapidly decreasing. If the distribution is not
smooth then we can consider the set of critical directions where Fu is not rapidly decreasing. Using this idea, a point (x0, ξ0)
with ξ0 non-zero is called microlocally smooth, if there is a neighbourhood Ux0 of x0, if there is a conical neighbourhood Γ
of ξ0, such that for any test function in D(Ux0) the restriction of the Fourier transform of the compact support distribution
ϕu is rapidly decreasing in Γ. The wave front set of u is the complement in T ∗(Rn) \ {0} of the microlocally smooth locus.
This analysis which takes into account space variables x in Rn and frequency variables ξ in (Rn)∗ \ {0} is called microlocal
analysis. For instance, Kashiwara and Schapira in their treatise [29] assign a microsupport to any sheaf on a real manifold.
The concept of wave front set allowed a better understanding of operations on distributions such as product, restriction,
pull-back or push-forward (see for instance [23], [24],[20] and [18]) and it is useful in the study of propagation of singularities
by pseudo-differential operators (see [24]).
Howe in [25] used the theory of wave front sets in the study of Lie groups representations. Heifetz in [22] studied some
representations of p-adic Lie groups. To do this, he defined a notion of wave front set for distributions in the p-adic setting.
He proved the p-adic analogues of the usual real results, for instance the projection of the wave front set on the singular
support and the construction of the pull-back of a distribution. Recently, Aizenbud and Drinfeld in [2] used this work to
study the wave front set of the Fourier transform of algebraic measures. The construction by Heifetz is done by analogy
with the real construction. For instance, the Lebesgue measure on Rn is replaced by the p-adic Haar measure on Qnp which
is locally compact. As Qp is totally disconnected, the test functions of D(R
n) are replaced by Schwartz-Bruhat functions of
S(Qnp ), namely locally constant functions with compact support. A distribution is an element of the dual of S(Q
n
p ). The real
exponential is replaced by an additive character on Qp with conductor Zp. The multiplicative group (R
∗
+,×) is replaced by a
finite index subgroup of Q×p denoted by Λ. In particular real cones are replaced by Λ-cones. For instance, this point of view
was recently used by Cluckers, Comte and Loeser in [4] and Forey in [19] to define a notion of tangent cones in p-adic and
t-adic contexts. Finally, the notion of rapidly decreasing is replaced by the notion of bounded support. In [8], the author with
Cluckers, Halupczok and Loeser revise and generalize some of the results of Heifetz. Using Cexp-class functions introduced in
[7], we introduce a class of distributions called distributions of Cexp-class which is stable under Fourier transformation and
has various forms of uniform behaviour across non-archimedean local fields. Their wave front set is the complement of the
zero locus of a Cexp-class function.
In this article we present a notion of wave front set in the motivic context, as suggested by Loeser in [31]. Motivic
integration, introduced by Kontsevich in 1995 in a Lecture in Orsay [30], is an integration theory over k((t)), where k is a
characteristic zero field. The field k((t)) endowed with the t-adic topology is totally disconnected and it is not locally compact.
There is no possible way to define a real Haar measure invariant by translation. The values of the motivic measure are not
reals but elements, sometimes called in this context motives, of a Grothendieck ring of varieties. This theory was developed
by Denef and Loeser in a geometric way in [16] and in an arithmetic way in [17]. In this last paper some specialization results
of motivic integrals on p-adic integrals are proved. Later, by analogy with integration of constructible functions against the
Euler characteristic in real geometry, Cluckers – Loeser generalized these works, defining in [13] and [14] (announced in
[9], [10], [12]) a motivic integration of constructible exponential functions with specialization results to p-adic integrals.
Hrushovski and Kazhdan defined also a motivic integration theory with additive characters and definable distributions for
the theory of algebraically closed valued fields of equicharacteristic zero ([26] and [27]).
In this article we use the point of view of Cluckers – Loeser. The measurable sets are definable parts for the Denef–Pas
language of models of the theory Hac ,0 of Henselian valued fields with residue characteristic zero and discrete value group.
We recall in section 2 some of the constructions of [13] and [14] used all along the paper. In particular the notions of
constructible exponential functions, motivic integrals and motivic Fourier transforms. In section 5 we define a notion of
definable distributions and the Fourier transform of a definable distribution. Even if the motivic Schwartz-Bruhat functions
are not finite linear combinations of characteristic functions of balls, a definable distribution is determined by just its values
on characteristic functions of balls (Theorem 5.18). In section 6 we define the notions of singular support and Λ-motivic
wave front set of a definable distribution where Λ is a definable multiplicative subgroup of the valued field. In Example
6.16 we describe the wave front set of the definable distribution induced by a definable set which is locally a graph of
a definable function. We prove results on the projection of the wave front set (Theorem 6.20), pull-back of a definable
distribution (Theorem 6.21), tensor product and product (Definition 6.25 and 6.28), analogous to the classical real and
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p-adic results. These proofs use in the real and p-adic settings a stationary phase formula. We give its motivic version in
section 4 (Proposition 4.2). The classical settings use also in a crucial way the compactness of the sphere (real or p-adic).
In our context, where the t-adic spheres are not compact, finiteness results come from the definability of our objects. In
particular we prove in the section 3 (Proposition 3.3), that any definable and continuous function defined on a bounded and
closed subset of k((t))
n
with integer values takes finitely many values.
2. Motivic integration and constructible motivic functions
For the reader’s convenience we shall start by recalling briefly some definitions, notations and constructions from [13] and
[14] that will be used in this article. For an introduction to this circle of ideas we refer to the surveys [11], [6] and [21] and
the notes [9], [10] and [12].
2.1. Denef-Pas, Presburger language. — We fix a field k of characteristic zero and we denote by Fieldk the category
of fields containing k. For any field K in this category we consider the field of Laurent series K((t)) endowed with its natural
valuation
ord : K((t)) \ {0} −→ Z
extended by ord 0 = +∞, and with the angular component mapping
ac : K((t))→ K
defined by ac (x) = xt−ord x mod t if x 6= 0 and ac (0) = 0.
We shall use the three sorted language introduced by Denef and Pas in [32]
LDP,P = (LVal,LRes,LOrd, ord , ac )
with sorts corresponding respectively to valued field, residue field and value group variables. The languages LVal and LRes
are the ring language LRings = (+,−, ·, 0, 1) and the language LOrd is the Presburger language
LPR = {+,−, 0, 1,≤}∪ {≡n| n ∈ N, n > 1},
with ≡n symbols interpreted as equivalence relation modulo n. Symbols ord and ac will be interpreted respectively as
valuation and angular component, so that for any K in Fieldk the triple (K((t)),K,Z) is a structure for LDP,P . We shall
also add constant symbols in the Val-sort and in the Res-sort for elements of k((t)), resp. of k.
We will work with the LDP,P -theory Hac ,0 of structures whose valued field is Henselian, with residue field characteristic
zero, and with value group Z. Denef and Pas proved in [32] the following theorem on elimination of valued field quantifiers.
Theorem 2.1 (Denef-Pas [32], Presburger [33]). — Every formula φ(x, ξ, α) without parameters in the LDP,P -
language, with x variables in the Val-sort, ξ variables in the Res-sort and α variables in the Ord-sort is Hac ,0-equivalent to
a finite disjunction of formulas of the form
ψ(ac f1(x), ..., ac fk(x), ξ) ∧ η(ord f1(x), ..., ord fk(x), α),
with ψ a LRes-formula, η a LOrd-formula without quantifiers and f1, ..., fk polynomials in Z[x]. The theory Hac ,0 admits
elimination of quantifiers in the valued field sort.
2.2. Definable subassignments. — From now on we will work with the Denef-Pas language enriched with constant
symbols in the Val-sort and in the Res-sort for elements of k((t)), resp. of k, and we will denote this language also by LDP,P .
2.2.1. Definable subassignments and definable morphisms. — Let ϕ be a formula respectively in m, n and r free variables
in the various sorts. For every field K in Fieldk, we denote by hϕ(K) the subset of
h[m,n, r](K) := K((t))m ×Kn × Zr
consisting of points satisfying ϕ. The assignment K 7→ hϕ(K) is called a definable subassignment or definable set. For
instance we will denote by {∗} the definable subassignment h[0, 0, 0] defined by K 7→ Spec K. A definable morphism F
between two definable subassignments hϕ and hψ is a collection of applications parametrized by K in Fieldk
F (K) : hϕ(K)→ hψ(K)
such that the graph map K 7→ GraphF (K) is a definable subassignment. Definable subassignments and definable morphisms
are precisely objects and morphisms of the category of definable subassignments over k denoted by Defk. More generally,
for any definable subassignment S in Defk, we will consider the category DefS of definable subassignments over S whose
objects are definable morphisms θZ in Defk from a definable Z to S and morphisms are definable maps g : Y → Z such that
θY = θZ ◦ g.
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2.2.2. Finiteness of some definable functions. — We deduce from Theorem 2.1 on quantifier elimination the following
corollary which will be crucial in the proof of Proposition 3.3 on definable compactness.
Corollary 2.2. — For non negative integers m,n and r, every definable map from h[0, n, 0] to h[m, 0, r] or from h[0, 0, r]
to h[m,n, 0] or from h[0, n, r] to h[m, 0, 0] takes finitely many values.
2.2.3. Points and fibers. — A point x of a definable set X is by definition a couple x = (x0,K) where K is an extension of
k and x0 is a point of X(K). The field K will be denoted by k(x) and called residue field of x.
Let f be a definable morphism from a subassignment of h[m,n, r] denoted by X to a subassignment of h[m′, n′, r′] denoted
by Y . Let ϕ(x, y) be the formula which describes the graph of f , where x runs over h[m,n, r] and y runs over h[m′, n′, r′].
For every point y = (y0, k(y)) of Y , the fiber Xy is the object of Defk(y) defined by the formula ϕ(x, y0) which has coefficients
in k(y) and k(y)((t)). Taking fibers at y gives rise to a functor i∗y : DefY → Defk(y).
2.2.4. Dimension. — For any positive integer m, an algebraic subvariety Z of Amk((t)) induces a definable subassignment hZ
of h[m, 0, 0] with hZ(K) equal to Z(K((t))) for any extension K of k. The Zariski closure of a subassignment S of h[m, 0, 0]
is by definition the subassignment of the intersection W of all algebraic subvarieties Z of Amk((t)) such that hZ contained S.
The dimension KdimS of S is naturally defined as dimW . More generally, the dimension of a subassignment S of h[m,n, r]
is defined as the dimension Kdimp(S) where p is the projection from h[m,n, r] to h[m, 0, 0]. It is proved in [13], using results
of Pas [32] and van den Dries [35], that isomorphic definable subassignments in Defk have the same dimension.
2.3. Grothendieck rings and exponentials. —
2.3.1. The category RDefexpk . — For any definable subassignment Z in Defk, the subcategory RDefZ of DefZ whose objects
are definable morphisms piY with Y a subassignment of a product Z × h[0, n, 0], with n a non negative integer and piY the
canonical projection on Z, has been introduced in [13].
Example 2.3. — If Z is the point h[0, 0, 0], then the subcategory RDefZ is the category of definable sets in the ring language
with coefficients from k.
More generally, in [14] motivic additive characters were considered in this context through the category RDef expZ whose
objects are triples (piY , ξ, g) with piY a definable set in RDefZ , ξ a definable morphism from Y to h[0, 1, 0] and g a definable
morphism from Y to h[1, 0, 0]. A morphism from (piY ′ , ξ
′, g′) to (piY , ξ, g) in RDef
exp
Z is a morphism h from Y
′ to Y satisfying
the equalities
piY ′ = piY ◦ h, ξ
′ = ξ ◦ h, g′ = g ◦ h.
Remark 2.4. — The functor piY 7→ (piY , 0, 0) allows to identify RDefZ as a full subcategory of RDef
exp
Z .
2.3.2. The Grothendieck ring K0(RDef
exp
Z ). — As an abelian group it is the free abelian group over symbols [piY , ξ, g]
modulo the following relations:
Isomorphism. For any isomorphic (piY , ξ, g) and (piY ′ , ξ
′, g′), we consider the relation
(R1) [piY , ξ, g] = [piY ′ , ξ
′, g′]
Additivity. For piY and piY ′ definable subassignments of some piX in RDefZ and for ξ and g defined on the union Y ∪ Y ′,
we consider the relation
(R2) [piY ∪Y ′ , ξ, g] + [piY ∩Y ′ , ξ|Y ∩Y ′ , g|Y ∩Y ′ ] = [piY , ξ|Y , g|Y ] + [piY ′ , ξ|Y ′ , g|Y ′ ].
Compatibility with reduction. For any piY in DefZ , for any definable morphism f from Y to h[1, 0, 0] with ord f(y) ≥ 0 for
any y ∈ Y , we consider the relation
(R3) [piY , ξ, g + f ] = [piY , ξ + f, g]
with f the reduction of f modulo (t).
Sum over the line. Let p be the canonical projection from Y [0, 1, 0] to h[0, 1, 0]. If the morphisms piY [0,1,0], g and ξ all
factorize through the canonical projection from Y [0, 1, 0] to Y , then we consider the relation
(R4) [Y [0, 1, 0]→ Z, ξ + p, g] = 0.
This Grothendieck group is endowed with a ring structure by setting
(R5) [piY , ξ, g] · [piY ′ , ξ
′, g′] = [piY⊗ZY ′ , ξ ◦ pY + ξ
′ ◦ p′Y , g ◦ pY + g
′ ◦ p′Y ]
where Y ⊗Z Y ′ is the fiber product of Y and Y ′ above Z, pY is the projection to Y and pY ′ is the projection to Y ′. The
element [IdZ , 0, 0] is the multiplicative unit of K0(RDef
exp
Z ). The Grothendieck ring K0(RDefZ) is defined as above and the
functor defined in Remark 2.4 induces an injection K0(RDefZ)→ K0(RDef
exp
Z ).
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Remark 2.5. — The element [piY , ξ, g] of the Grothendieck ring K0(RDef
exp
Z ) will be denoted by e
ξE(g)[piY ]. We will
abbreviate e0E(g)[piY ] by E(g)[piY ], e
0E(0)[piY ] by [piY ] and e
0E(g)[IdZ ] by E(g).
Remark 2.6 (Interpretation of E). — The element E(g) inK0(RDef
exp
Z ) can be viewed as the exponential (at the valued
field level of the definable morphism g from Z to h[1, 0, 0], said otherwise, it is a motivic additive character on the valued
field evaluated in g. More precisely, by relations (R3) and (R5), E can be interpreted as a universal additive character which
is trivial on the maximal ideal of the valuation ring. This is compatible with specialization to p-adic fields as explained in
Section 9 of [14].
Remark 2.7 (Interpretation of e). — The element e(ξ) in K0(RDef
exp
Z ) can be considered as the exponential (at the
residue field level) of the definable morphism ξ from Z to h[0, 1, 0]. By relation (R4), e can be interpreted as a universal
additive character on the residue field. For instance in the case where Z is the point, the relation [h[0, 1, 0]→ {∗}, p, 0] = 0
should be interpreted as an abstraction of the classical nullity of the sum of a non trivial character over elements of a finite
field. Relation (R3) expresses compatibility under reduction modulo the uniformizing parameter between the exponentials
over the valued field and over the residue field.
2.4. Constructible exponential functions. —
2.4.1. Constructible motivic functions. — In the p-adic context (see [15], [28], [14] and [5]), for instance over the field Qp
itself, one fixes Ψ : K → C× an additive character trivial on pZp and non trivial on the set ord x = 0 and one denotes by
Ap the ring Z[1/p, 1/(1 − p−i)]. For any X contained in some Qmp and definable for the Macintyre language, it is natural
to define the Ap-algebra of constructible functions on X denoted by C(X) and generated by function of the form |f | ord (h)
where f and h are definable functions from X to Qp and h does not vanish. In [14], also a variant with additive characters is
introduced, called constructible exponential functions on X and denoted by C(X)exp. The algebra C(X)exp is generated by
C(X) and functions of the form ψ(g) with g : X → Qp with ψ a non-trivial additive character on Qp. Analogously, Cluckers
– Loeser consider in [13] the ring
A = Z
[
L,L−1,
(
1
1− L−i
)
i>0
]
,
where L is a symbol, and they define the ring C(Z) of constructible motivic functions on a definable set Z by
C(Z) := K0(RDefZ)⊗P0(Z) P(Z),
where P(Z), called ring of Presburger constructible functions, is the subring of the ring of functions from the set of points of
Z to A, generated by constant functions, definable functions from Z to Z and functions of the form Lβ with β a definable
function from Z to Z. Here, P0(Z) is the subring of P(Z) generated by the constant function L and the characteristic
functions 1Y of definable subsets Y of the base Z. The tensor product is given by the morphism from P0(Z) to K0(RDefZ)
sending 1Y to the class [Y → Z] of the canonical injection from Y to Z and sending L to the class [Z[0, 1, 0] → Z] of the
canonical projection to Z.
2.4.2. Constructible exponential functions. — For any definable set Z in Defk, the ring C(Z)
exp of constructible exponential
functions is defined in [14] by
C(Z)exp := C(Z)⊗K0(RDefZ) K0(RDef
exp
Z ),
where we use the morphism a 7→ a ⊗ 1Z from K0(RDefZ) to C(Z). For any integer d, we denote by C≤d(Z)exp the ideal
generated by the characteristic functions 1Z′ of subassignments Z
′ of Z of dimension at most d. This family of ideals is a
filtration of the ring C(Z)exp and the graded ring associated
C(Z)exp = ⊕d∈NC
≤d(Z)exp/C≤d−1(Z)exp
is called ring of constructible exponential F -unctions.
Remark 2.8. — Constructible F -unctions can be compared to the equivalence classes of Lebesgue measurable functions
(equality up to a zero measure set). In this article we will just write function for F -unction; the difference still being visible
in the notation C(Z)exp versus C(Z)exp.
2.5. Pull-back of constructible exponential functions. — A definable map f : Z → Z ′ in Defk induces a pull-back
morphism (cf. §5.4 in [13]and §3.4 in [14])
f∗ : C(Z ′)exp → C(Z)exp.
Indeed, the fiber product along f induces a pull-back morphism from K0(RDefZ′)
exp to K0(RDefZ)
exp and the composition
by f induces also a pull-back morphism from P(Z ′) to P(Z). These pull-backs are compatible with their tensor product.
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Remark 2.9. — A constructible exponential function E(g)e(ξ)⊗ αLβ can be thought of as
z ∈ Z 7→ E(g(z))e(ξ(z))⊗ α(z)Lβ(z) ∈ C({z})exp.
More generally, the constructible exponential function [piY ]E(g)e(ξ) ⊗ αLβ can be thought of as
z ∈ Z 7→ [Yz ]E(g|Yz)e(ξ|Yz)⊗ α|YzL
β|Yz ∈ C({z})exp.
By Corollary 2.2, the restrictions α|Yz and β|Yz take finitely many values, but [Yz] should be considered as a kind of motive
standing for a possibly infinite sum over elements in Yz, which is a definable subset of some power of the residue field. With
E and e, the expression [piY ]E(g)e(ξ) is a kind of exponential motive, standing for possibly infinite exponential sums. In the
p-adic case, the finiteness of the residue field allows one to see [Yz] as a finite sum again.
2.6. Push-forward of constructible exponential functions. — For S in Defk, Cluckers – Loeser construct in [13, 14]
a functor IexpS from the category DefS to the category Ab of abelian groups:
IexpS :


DefS −→ Ab
(θZ : Z → S) 7−→ (ISC(θZ)
exp ⊂ C(Z)exp)
(θZ
f
→ θY ) 7−→ (ISC(θZ) exp
f !
→ ISC(θY )exp)
satisfying natural axioms implying its uniqueness, see Theorems 10.1.1 and 13.2.1 in [13] and Theorem 4.1.1 in [14]. The
elements of ISC(θZ)
exp are called θZ-integrable motivic constructible exponential functions on Z or simply θZ-integrable
functions.
Example 2.10. — The ring ISC(IdS)
exp is all of C(S)exp, namely, every function in C(S)exp is already integrable up to S
itself, with the identity map S → S as structural morphism.
Remark 2.11. — We will often simply say S-integrable instead of θZ-integrable and write ISC(Z)
exp when the structural
morphism θZ is implicitly clear.
The functor IexpS and the integrable functions are constructed simultaneously. The functor IS is first defined in [13] in
the setting without exponential and extended in [14] in the exponential setting to IexpS . In particular, for any Z in DefS ,
ISC(Z)
exp is a graded subgroup of C(Z)exp defined as
(2.1) ISC(Z)
exp := ISC(Z)⊗K0(RDefZ) K0(RDefZ)
exp,
where ISC(Z) is a graded subgroup of C(Z) called the group of S-integrable constructible functions on Z. The natural
morphism of graded groups from ISC(θZ) to ISC(θZ)
exp is injective. We will use the following axioms (see Theorem 10.1.1
in [13] and §13.2 in [14]):
Axiom 1 (Fubini). — Let S be in Defk. Let f : θX → θY be a definable morphism in DefS. A constructible function ϕ
on X is θX-integrable if and only if ϕ is f -integrable and f!ϕ is θY -integrable namely:
ϕ ∈ ISC(θX)
exp ⇔ ϕ ∈ IY C(f)
exp and f!ϕ ∈ ISC(θY )
exp.
Axiom 2 (Projection formula). — Let S be in Defk. For every morphism f : θZ → θY in DefS, and every α in C(Y )exp
and β in ISC(θZ)
exp, if f∗(α)β belongs to ISC(θZ)
exp, then f!(f
∗(α)β) = αf!(β).
Axiom 3 (Volume of balls). — Let θY be in DefS, and
Z = {(y, z) ∈ Y [1, 0, 0] | ord (z − c(y)) = α(y), ac (z − c(y)) = ξ(y)}
where α : Y → Z, ξ : Y → h[0, 1, 0] \ {0} and c : Y → h[1, 0, 0] are definable morphisms. Denote by f : Z → Y the
morphism induced by the projection from Y ×h[1, 0, 0] to Y , and θZ its composition with θY . Then, the constructible function
[1Z ] is θZ-integrable if and only if L
−α−1[1Y ] is θY -integrable. In that case, in the ring ISC(Y )
exp we have the equality
f!([1Z ]) = L
−α−1[1Y ].
By Axiom 3, the volume of a ball {z ∈ h[1, 0, 0] | ord (z − c) = α, ac (z − c) = ξ} with α in Z, c in k((t)) and ξ in k, ξ 6= 0
is Lα−1. This is natural by analogy with the p-adic case.
Axiom 4 (Relative balls of large volume). — Let θY be in DefS and
Z = {(y, z) ∈ Y [1, 0, 0] | ord z = α(y), ac z = ξ(y)}
where α : Y → Z, ξ : Y → h[0, 1, 0] \ {0} are definable morphisms. Let f : Z → Y be the morphism induced by the projection
from Y [1, 0, 0] to Y . Suppose that the constructible function [1Z ] is (θY ◦ f)-integrable and moreover α(y) < 0 holds for every
y in Y , then f!(E(z)[1Z ]) = 0.
The previous axiom is also natural by analogy with the p-adic case, where an additive character evaluated in the identity
function and integrated over a large ball is naturally zero.
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Theorem 2.12 (Change of variables formula, Theorem 5.2.1 of [14]). — Let f : X → Y be a definable isomorphism
between definable subassignments of dimension d. Let ϕ be in C≤d(Y )exp with a nonzero class in Cd(Y )exp. Then [f∗(ϕ)]
belongs to IY C
d(f)exp and
f!([f
∗(ϕ)]) = Lord (Jacf)◦f
−1
[ϕ].
We give some ideas of the construction of this pushforward and refer to [13] and [14] and to the surveys [6], [11] and [21]
for further details. For instance, we fix a base S, we consider a definable morphism f : Y → S where Y is a subassignment
of some h[m,n, r] and we denote by Γf the graph of f . By fonctoriality the morphism f! is the composition p! ◦ i! where
i : Y → Γf and p : Γf → S are the canonical injection and projection. Thus, it is enough to know how to construct the
push-forward morphisms for injections and projections. The case of definable injection is done using extension by zero of
constructible functions, and an adjustment with a Jacobian to match the induced measures. Using the axiom of the volume
of balls and the change of variables formula we observe that the construction of the push-forward morphism for a projection
is done by induction on the valued field dimension. For instance, Γf can be seen as a definable subassignment of S
′[1, 0, 0]
where S′ is the definable set S[m− 1, n, r] and the push-forward p! will be the composition p
(m−1)
! ◦pi! where pi : Γf → S
′ and
p(m−1) : S′ → S are canonical projections. The construction does not depend on the order of such projections and the main
tool is the cell decomposition theorem restated below. Once the valuative dimension is zero we have to define a push-forward
of a projection from some S[0, n′, r′] to S. This is done using the indepedance between the residue field and the value group,
coming from Theorem 2.1. The push-forward along residue variables is simply the push-forward induced by composition at
the level of Grothendieck ring cf. [13] §5.6. The integration along Z-variables corresponds to summing over the integers, cf.
[13] §4.5.
Remark 2.13 (On the projection axiom). — In [14, Proposition 13.2.1,(2)], it is proved that for a definable morphism
f : X → S, α in C(S), and β in ISC(X), the constructible function f∗(α)β is S-integrable and
f!(f
∗(α)β) = αf!(β).
This result can be extend to the exponential case using the definition given by the formula 2.1 and applying the point (2) of
Proposition 13.2.1 in [14].
2.7. Cell decomposition. — Let C be a definable subassignment in Defk. Let α : C → Z, ξ : C → h[0, 1, 0] \ {0} and
c : C → h[1, 0, 0] be definable morphisms.
• The cell ZC,c,α,ξ with basis C, center c, order α and angular component ξ, is
ZC,c,α,ξ =
{
(y, z) ∈ C[1, 0, 0]
ord (z − c(y)) = α(y)
ac (z − c(y)) = ξ(y)
}
Note that this definable set is a family of balls B(c(y) + ξ(y)tα(y), α(y) + 1) parametrized by the base C. The axiom 3 gives
the push-forward morphism corresponding to the projection of this cell on its base C, that is, integration in the fibers of
this projection map.
• The cell ZC,c with basis C and center c is
ZC,c = {(y, z) ∈ C[1, 0, 0] | z = c(y)} .
The change of variables formula gives in particular, the push-forward morphism corresponding to the projection of that cell
on its base. More generally, a definable subassignment Z of S[1, 0, 0] for some S in Defk is called a 1-cell or a 0-cell if there
exists a definable isomorphism
λ : Z → ZC,c,α,ξ ⊂ S[1, s, r] or λ : Z → ZC,c ⊂ S[1, s, 0],
called presentation of the cell Z, where the base C is contained in S[0, s, r] and such that the morphism pi ◦ λ is the identity
on Z with pi the projection to S[1, 0, 0].
Let us state a variant of Denef-Pas Cell Decomposition theorem [32], Theorem 7.2.1 of [14], that will be used in the proof
of the definable compactness Proposition 3.3.
Theorem 2.14 (Cell decomposition). — Let X be a definable subassignment of S[1, 0, 0] with S in Defk.
1. The definable set X is a finite disjoint union of cells.
2. For every ϕ in C(X) there exists a finite partition of X into cells Zi with presentation (λi, ZCi) and ϕ|Zi = λ
∗
i p
∗
i (ψi),
with ψi in C(Ci) and pi : ZCi → Ci the projection. Similar statements hold for ϕ in P(X) and in K0(RDefX).
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2.8. A compatibility relation between pull-back and push-forward. —
Proposition 2.15. — Let S be a definable set in Defk and g : W → W ′ be a definable morphism in DefS. Let X be a
definable set in DefS. We denote by piW the projection from W ×S X to W and by piW ′ the projection from W ′×S X to W ′.
Let ϕ be a constructible exponential function in C(W ′ ×S X)exp.
1. If [ϕ] is piW ′ -integrable then [(g × IdX)∗ϕ] is piW -integrable. Furthermore, if g is onto then this implication is an
equivalence.
2. If [ϕ] satisfies the condition (1) then
(2.2) piW ! [(g × IdX)
∗ϕ] = g∗(piW ′![ϕ]).
The p-adic analogue of Proposition 2.15 holds naturally, since evaluation in points determines both sides of the equality
in the p-adic case.
Proof. — This formula can be easily checked at the level of evaluation of points and can be proved at the level of the ring
of constructible exponential functions by induction on the dimension, using cell decompositions and the construction of the
motivic integral. A complete proof is given in [3].
2.9. Relative integration. — All of the previous notions can be done relatively to a parameter space, as is done throughout
in [13] and in [14]. To this end, one works with DefP for a definable subassignment P , with relative dimensions (relative to
P ) for objects of DefP and with relative Jacobians for isomorphisms in DefP .
We fix some notations for the relative setting. Let p : X → P be a morphism in Defk, with all fibers of dimension d. We
denote by C≤dP (X)
exp the ideal of C(X) generated by the characteristic functions 1X′ of subassignments X
′ of X of relative
dimension at most d. One forms CP (X)
exp again as
⊕d∈NC
≤d
P (X)
exp/C≤d−1P (X)
exp.
In particular, if p is the identity id : P → P then CP (P ) exp = C(P ) exp. One writes similarly IPCP (X)exp for the con-
structible exponential functions relative to P which are relatively integrable (namely relatively integrable for the structure
morphism p : X → P ).
We recall some notations of Section 7 of [14]. Let p : X → P be a morphism in Defk, with all fibers of dimension d. We
denote by IP (X)
exp or by Ip(X)
exp the C(P )exp-module of functions ϕ in C(X)exp whose class [ϕ] in
CdP (X)
exp := C≤dP (X)
exp/C≤d−1P (X)
exp
lies in IPCP (X)
exp. For ϕ in IPCP (X)
exp we write µP (ϕ) or µp(ϕ), or p!(ϕ), to denote the function in C(P )exp which is the
relative integral (in relative dimension d) in the fibers of p.
2.10. Fourier transform, convolution, Schwartz-Bruhat functions. — In this subsection we recall constructions of
Fourier transform and convolution product from §7 of [14]. We use notations from 2.9.
2.10.1. Fourier transform. —
Notation 2.16. — For an integer m, we denote by Vx and Vy the definable set h[m, 0, 0] with x and y variables. We denote
by V(x,y) the product Vx × Vy and by px and py the canonical projections from V(x,y) to Vx, resp. Vy . For P a definable set,
we still denote by px and py the canonical projections from P × V(x,y) to P × Vx and P × Vy. We extend this notation also
for other products of this type.
We consider the constructible exponential function in C(P × V(x,y))
exp
E(x | y) = E
(
m∑
i=1
xiyi
)
.
For any constructible exponential function ϕ in IP (P × Vx)
exp, the constructible exponential function p∗x(ϕ)E(x | y) in
C(P × V(x,y))
exp is pY -integrable and as usual the Fourier transform is defined as the C(P )exp-linear application
F :
{
IP (P × Vx)exp −→ C(P × Vy)exp
ϕ 7−→ F(ϕ) = py!(p∗x(ϕ)E(x | y)).
Notation 2.17. — Instead of writing p∗x(ϕ) we will sometimes write ϕ(p, x), with p running over P . Instead of writing py!
we will sometimes write
∫
x∈Vx
. With this notation we have
F(ϕ) : (p, y) 7→
∫
x∈Vx
ϕ(p, x)E(x | y)dx.
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Example 2.18. — Consider a definable function α : P → Z, the ball
Bα = {(p, x) ∈ P × Vx | min ord xi ≥ α(p)},
and its characteristic function 1Bα . Then, by Proposition 7.3.1 of [14], we have F(1Bα) = L
−mα1B−α+1.
2.10.2. Convolution. — We denote by x+ y the morphism from P × V(x,y) to P × Vz , which maps (p, x, y) to (p, x+ y).
Definition 2.19. — Let f be in IP (P×Vx)exp and g be in IP (P×Vx)exp. The constructible exponential function p∗x(f)p
∗
y(g)
lies in Ix+y(P × V(x,y))
exp and the convolution product of f and g is the constructible exponential function in C(P × Vz)exp
f ∗ g := µx+y(p
∗
x(f)p
∗
y(g)).
Remark 2.20. — We consider the definable bijection h from P × V(z,y) to P × V(x,y) which maps (p, z, y) on (p, z − y, y).
The order of the relative Jacobian over P of this map is equal to 0. Thus, by the change of variables formula we have
p∗x(f)p
∗
y(g) = µh(h
∗(p∗x(f)p
∗
y(g))).
By the equality pz = (x+ y) ◦ h and functoriality of the construction we deduce
f ∗ g = µpz (h
∗(p∗x(f)p
∗
y(g))).
Using notation for integrals as in 2.10.1 we have the usual convolution formula:
f ∗ g = (p, z) 7→
∫
y∈Vy
f(p, z − y)g(p, y)dy =
∫
x∈Vx
f(p, x)g(p, z − x)dx.
We denote by V the definable set h[m, 0, 0] for m a positive integer.
Proposition 2.21 ([14], Proposition 7.4.2). — The convolution product (f, g) 7→ f ∗ g yields a C(P )exp-linear map
IP (P × V )
exp × IP (P × V )
exp → IP (P × V )
exp
and it endows IP (P × V ) exp with an associative and commutative law.
Proposition 2.22 ([14], Proposition 7.4.3). — If f and g are two functions in IP (P × V )exp, then we have
F(f ∗ g) = F(f)F(g).
2.10.3. Schwartz-Bruhat functions. — In the p-adic setting (see for instance Chapter 7 of [28]), a Schwartz-Bruhat function
is a locally constant function with compact support. In particular such a function has a bounded support and is constant
on balls of sufficiently large (valuative) radius r. In the motivic setting Cluckers and Loeser give §7.5 of [14] the following
definition.
Definition 2.23. — Let V be the definable set h[m, 0, 0] for a positive integer m. Let P be a definable set. The set
of Schwartz-Bruhat functions on V with parameters in P denoted by SP (P × V ) is the C(P )exp-module of constructible
functions ϕ in IP (P × V )exp which satisfy two conditions
• Bounded support condition. There is a definable function α−(ϕ) : P → Z such that ϕ.1Bα = ϕ, for all definable function
α : P → Z with α < α−(ϕ). In this situation we will say that ϕ has support in the ball Bα−(ϕ).
• Locally constant condition. There is a definable function α+(ϕ) : P → Z such that ϕ ∗ 1Bα = L
−αmϕ, for all definable
function α : P → Z with α > α+(ϕ). Intuitively, this condition means that ϕ is constant on balls of radius α big enough.
Remark 2.24. — It is easily checked that given α− as in Definition 2.23, any other definable function α : P → Z with
α ≤ α− can serve instead of α− in the first condition of Definition 2.23, and likewise, given α+, any definable α with α ≥ α+
can serve instead of α+ for the second condition.
Cluckers and Loeser prove in [14, Theorem 7.5.1] the following theorem
Theorem 2.25. — Fourier transform induces an isomorphism
F : SP (P × V )→ SP (P × V ),
and for every Schwartz-Bruhat function ϕ in SP (P × V ) we have
(F ◦ F)(ϕ) = L−mϕˇ,
where ϕˇ is i∗ϕ with i : P × V → P × V which sends x to −x.
Proposition 2.26. — The convolution product of Schwartz-Bruhat functions in SP (P ×V ) is a Schwartz-Bruhat function.
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Proof. — Let ϕ and ψ in SP (P ×V ). The functions ϕ et ψ are integrable and the convolution product ϕ∗ψ is also integrable
by proposition 2.21. For any definable function γ ≥ max(α+(ϕ), α+(ψ)), we have
(ϕ ∗ ψ) ∗ 1Bγ = ϕ ∗ (ψ ∗ 1Bγ) = ϕ ∗ (L
−γmψ) = L−γmϕ ∗ ψ
For any definable function γ ≤ min(α−(ϕ), α−(ψ)), by the projection axiom we obtain
(ϕ ∗ ψ)1Bγ = (x+ y)![p
∗
x(ϕ)p
∗
y(ψ)(x + y)
∗1Bγ ] = ϕ ∗ ψ.
Indeed, ϕ is supported in the ball Bα−(ϕ), ψ is supported in the ball Bα−(ψ) and for any x with ord x ≥ α
−(ϕ) and y with
ord y ≥ α−(ψ) we have ord x+ y ≥ γ impliying the equality
(1B
α−(ϕ)
◦ px)(1B
α−(ψ)
◦ py)(x + y)
∗1Bγ = (1Bα−(ϕ) ◦ px)(1Bα−(ψ) ◦ py).
Proposition 2.27. — The product of Schwartz-Bruhat functions in SP (P×V ) is a Schwartz-Bruhat function in SP (P×V ).
Proof. — Let ϕ and ψ be in SP (P×V ). By the inversion formula for the Fourier transform, there are ϕ′ and ψ′ two Schwartz-
Bruhat functions such that ϕ = F(ϕ′) and ψ = F(ψ′). Thus, we have the equalities ϕ.ψ = F(ϕ′)F(ψ′) = F(ϕ′ ∗ ψ′), by
proposition [14, 7.4.3]. By the proposition 2.26 the convolution product ϕ′ ∗ ψ′ is a Schwartz-Bruhat function therefore the
product ϕ.ψ is a Schwartz-Bruhat function on X by [14, Theorem 7.5.1].
Definition 2.28 (Restriction of a Schwartz-Bruhat function). — Let V be the definable set h[m, 0, 0] for a positive
integerm and let X be an open definable subset of V . The set SP (P×X) of Schwartz-Bruhat functions on X with parameters
in P is the set of Schwartz-Bruhat functions ϕ in SP (P × V ) such that ϕ1P×X = ϕ.
Proposition 2.29. — For any Schwartz-Bruhat function ϕ in SP (P × X) the constructible exponential function
ψ : (p, x, ξ) 7→ ϕ(p, x)E(x | ξ) is a Schwartz-Bruhat function in SP×Vξ(P × Vξ ×X) with
α−(ψ) : (p, ξ) 7→ α−(ϕ)(p) and α+(ψ) : (p, ξ) 7→ max(α+(ϕ)(p),−ord ξ).
Proof. — The constructible exponential function ψ is (P ×Vξ)-integrable with a bounded support because ϕ is P -integrable
with a bounded support Bα−(ϕ). For any α bigger than α
+(ψ), using Remark 2.20, the multiplicativity of the additive
character E and the axiom of projection 2.6 we obtain, in notation with integrals,
ψ ∗ 1Bα = (p, z, ξ) 7→ E(z | ξ)
∫
y∈Bα(p,ξ)
ϕ(p, z − y)E(−y | ξ)dy.
Using the fact that α(p, ξ) ≥ −ord ξ and axiom (R3) for exponentials we deduce that the constructible exponential function
(z, y, ξ, p) 7→ E(−y | ξ) is equal to 1 on the definable set
Cα = {(z, y, ξ, p) | ord (y) ≥ α(p, ξ)}.
Then, as α is bigger than α+(ϕ), using the convolution identity on ϕ we obtain ψ ∗ 1Bα = L
−αmψ.
2.10.4. Locally integrable function. — Let V be the definable set h[m, 0, 0].
Definition 2.30 (Locally integrable functions). — Let X be an open subassignment of V . A locally P -integrable func-
tion on P × X is a constructible function u in C(P × X) exp such that for any definable function α : P → Z, the function
1Bαu lies in IP (P ×X)
exp.
Proposition 2.31. — Let X be an open subassignment of V and u be a locally P -integrable function on P ×X. Then, for
any Schwartz-Bruhat function ϕ in SP (P × V ), the product ϕu lies in IP (P × V ) exp.
Proof. — By Proposition 2.25, there is a Schwartz-Bruhat function ψ in SP (P × X) such that ϕ is equal to F(ψ). The
function
(p, x, y)→ u(p, x)1B
α−(ϕ)
(p, x)ψ(p, y)E(x | y)
lies in IP (P × Vx × Vy). Therefore, by Fubini axiom the function uϕ, equal to uF(ψ), lies in IP (P × V ).
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3. Bounded Z-valued Presburger functions
In real or p-adic analysis, finiteness properties are often proved using compactness. For instance the corresponding versions
of the following lemma 3.1 are easy consequences of the compactness of the spheres. In our setting, finiteness will follow from
definability via the quantifier elimination Theorem 2.1 and from cell decompositions. Lemma 3.1 will be a key tool in the
proof of properties of the motivic wave front set.
Lemma 3.1. — We consider Z endowed with the discrete topology and we denote by B the unit ball of h[1, 0, 0] defined by
ord x ≥ 0. For every integer m ≥ 1, any continuous definable function β from Bm to Z≥0 is bounded above.
Remark 3.2. — For analogous properties in the context of algebraically closed valued fields, ACVF(0, 0), see Lemma 11.6
in [26] and Lemma 7.5 in [36].
Proof. — We prove the lemma by induction on the number m of valued field sort variables.
Suppose first that m = 1, and let β : B → Z≥0 be a continuous definable map. This map is a Presburger function
on B, so by the Cell Decomposition Theorem 2.14, there is a finite partition of B in cells λC : BC → ZC where λC is a
definable bijection, ZC is a definable subset of h[1, nC , rC ] and C is a definable subset of h[0, nC , rC ] endowed with a definable
morphism ψC : C → Z and the canonical projection pC : ZC → C, such that the following diagram commutes :
BC
λC //
β

	
ZC
pC

Z≥0 C
ψC
oo
We prove that β takes finitely many values on every cell.
If ZC is a 0-cell, then by definition rC equals 0 and it follows from Theorem 2.1.1 of [13], see also Theorem 2.1, that the
range of ψC : C ⊂ h[0, nC , 0]→ Z is finite. Hence, the restriction β|BC takes finitely many values.
If ZC is a 1-cell, then by definition there are definable morphisms α : C → h[0, 0, 1], ξ : C → h[0, 1, 0]\{0} and c : C → h[1, 0, 0]
such that
ZC = {(η, l, z) ∈ C[1, 0, 0] | ord (z − c(η, l)) = α(η, l), ac (z − c(η, l)) = ξ(η, l)}.
The projection pC is surjective, so the range of β|BC is equal to the range of ψC . By definition we have the following
commutative diagram, where i is the canonical injection and p the canonical projection
h[1, 0, 0] ⊃ BC
λC //
i
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
	
ZC ⊂ h[1, 0, 0]× h[0, nC , rC ]
p
uu❦❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
h[1, 0, 0]
This means that λC has the following form:
λC :
{
BC −→ ZC
z 7−→ (η(z), l(z), z).
In particular, as λ is a surjective function, if (η, l, z) belongs to ZC then necessarily η(z) = η and l(z) = l. By definition of
ZC we have the disjoint union over the base C
ZC =
⊔
(η,l)∈C
{η, l} ×Bη,l
where Bη,l is the fiber over (η, l), which equals the ball B
(
c(η, l) + ξ(η, l)tα(η,l), α(η, l) + 1
)
. By the previous remark
λ−1C ({η, l} ×Bη,l) = Bη,l
and the map (η, l) 7→ Bη,l is injective. Indeed, if there is (η′, l′) such that Bη,l = Bη′,l′ then for any z in the ball, (η, l, z) and
(η′, l′, z) belongs to ZC and by the remark (η, l) = (η(z), l(z)) = (η
′, l′). Note that for every z in the ball, β is constant on
the ball Bη(z),l(z) and equal to ψC(η(z), l(z)).
Again by the quantifier elimination theorem 2.1 and syntactical analysis of quantifier free formulas,
c : C ⊂ h[0, nC , rC ]→ h[1, 0, 0]
takes finitely many values. For notational simplicity we suppose that c is constant. We claim that there is M ≥ 0 such that
for all (η, l), if ψC(η, l) > M then α(η, l) ≤ M . Otherwise, for all M ≥ 0 there is (ηM , lM ) ∈ C such that ψC(ηM , lM ) > M
and α(ηM , lM ) > M , then the sequence (cM := c + ξ(ηM , lM )t
α(ηM ,lM )) has a limit c which clearly belongs to B. On the
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one hand the sequence (β(cM ) = ψC(ηM , lM )) goes to infinity, and on the other hand β(c) ∈ Z and thus β(c) 6= ∞. This
contradicts that β is continuous and in particular constant on a neighborhood of c.
So, there is M ≥ 0 such that for all (η, l), if ψC(η, l) > M then α(η, l) ≤M . We define
CM := {(η, l) ∈ C | ψ(η, l) > M, α(η, l) ≤M}.
Note that β is bounded on C \ CM because ψC is bounded by M on it.
We prove now that β is also bounded on CM . Let us focus on the part CMM where α = M , the other parts CMi of CM
where α = i are treated similarly.
We denote by pi(CMM ) the image of CMM under the projection to h[0, nC , 0]. For any η in pi(CMM ) we denote by CMM,η
the set of (η, l) which belong to CMM . Fix η in pi(CMM ), the map
ξ(η,−) : CMM,η ⊂ {η} × h[0, 0, rC ]→ h[0, 1, 0] \ {0}
is definable and by the quantifier elimination theorem, it takes finitely many values. Hence, there are finitely many balls
B(c+ ξ(η, l)tM ,M + 1), so the restriction β|CMM,η and ψ|CMM,η take finitely many values. We can consider the map{
pi(CMM ) −→ h[0, 0, 1]
η 7−→ maxψ|CMM,η .
This map is clearly definable. By using the quantifier elimination theorem once more, and syntactical analysis, this map
takes finitely many values, which implies that ψC and β|BC take finitely many values. s the cell decomposition involves
finitely many cells, β takes finitely many values.
Now let m > 1 be general and let r : Bm → Z be a definable function. Consider for every y in Bm−1 the function
ry : z ∈ B 7→ r(y, z). This is a definable function, which, by induction, has finite range. Then, we can consider the function
µ :
{
Bm−1 −→ Z≥0
y 7−→ max ry.
This function is definable. One easily checks that this function is moreover continuous. By the induction hypothesis applied
to µ, we conclude that µ takes finitely many values, and consequently r takes finitely many values.
Proposition 3.3. — For every integer m ≥ 1, any continuous definable function β : X → Z defined on a closed bounded
definable subset of h[m, 0, 0] takes only finitely many values.
Proof. — The definable set X of h[m, 0, 0] being bounded, we can suppose it is contained in the ball Bm. As X is closed,
consider the continuous extension β˜ of β by 0 to the ball Bm. We are done by Lemma 3.1 applied once to β˜|β˜−1(Z≥0) and
once to −β˜|β˜−1(Z≤0).
Remark 3.4. — 1. The definable function ord on B \ {0} is not bounded, but the punctured ball is not closed. Any
extension of this function to a function B → Z is not continuous.
2. The definable function −ord : h[1, 0, 0] \B → Z is not bounded, but h[1, 0, 0] \B is also not bounded.
For all integers m ≥ 1 and n ≥ 0, by a closed bounded definable set of h[m,n, 0] we mean a definable set which is closed for
the discrete topology on the residue field and the valuation topology on the valued field and which has bounded projection
on h[m, 0, 0]. We deduce the following corollaries.
Corollary 3.5. — For every integers m ≥ 1 and n ≥ 0, any continuous definable function β : X → Z defined on a closed
bounded definable subset of h[m,n, 0] takes finitely many values, where h[m,n, 0] is endowed with the product topology of the
t-adic topology on h[m, 0, 0] and the discrete topology on h[0, n, 0].
Proof. — From β one can easily construct a definable continuous map β˜ : h[m + n, 0, 0] → Z having the same range as β
and having bounded support. Apply Proposition 3.3 to β˜ to finish the proof.
Corollary 3.6. — Let P be a definable set in Defk and m ≥ 1 and n ≥ 0 two integers. Let X be a closed and bounded
definable subset of h[m,n, 0]. Let β be a continuous definable function from P ×X to Z, where respectively P and P ×X are
endowed with the discrete topology and the product topology. For any p in P , the restriction βp of β to the product {p} ×X
take finitely many values and the maps {
P −→ Z
p 7−→ max βp
and
{
P −→ Z
p 7−→ minβp
are well defined and definable.
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4. Motivic oscillatory integrals
We develop a motivic analogue of Proposition 1.1 of [22] about p-adic oscillatory integrals. Over the reals conic sets
naturally occur; in the p-adic context Heifetz replaces the multiplicative group (R∗+,×) by an arbitrary finite index subgroup
Λ of Q×p . As Forey in its definition of a t-adic tangent cone in [19], we use the following definable subgroups of h[1, 0, 0]
×.
Definition 4.1. — Let n ≥ 1 be an integer, we consider
Λn := {x ∈ h[1, 0, 0] | (n | ord x) ∧ ac x = 1}.
Let P be in Defk and let n, m, m
′ be nonnegative integers. Let X and V be open definable subassignments of h[m, 0, 0],
resp. of h[m′, 0, 0]. Let ϕ be a Schwartz-Bruhat function in SP (P ×X). Let g be a definable function from P ×X × V to
h[1, 0, 0]. We denote by S the product P × V × Λn. On the product S ×X we consider the definable function
q : (p, λ, x, v) 7→ λg(p, x, v).
Then the constructible exponential function pi∗P×X(ϕ)E(q) belongs to IS(S×X)
exp, where piP×X is the canonical projection
from S ×X to P ×X . We define
Iϕ := piP×V×Λn!(pi
∗
P×X(ϕ)E(q)) ∈ C(S)
exp,
namely, in notation with integrals,
Iϕ : (p, λ, v) 7→
∫
X
ϕ(p, x)E(λg(p, x, v))dx.
With this notation we can now formulate the following analogue of Proposition 1.1 of [22].
Proposition 4.2. — With notations from just before the proposition, we make the following assumptions.
1. For each p in P and v in V , the map x 7→ g(p, x, v) is C1, we write gradxg(p, x, v) for its gradient.
2. There are definable maps NR and Ngrad from P to Z such that, for any p in P , all x with ordx ≥ α−(ϕ)(p), all y with
ord y > α+(ϕ)(p), and all v ∈ V ,
(4.1) ord gradxg(p, x, v) ≤ Ngrad(p) and ordR(p, x, y, v) ≥ NR(p),
where R is a definable function satisfying the equality
(4.2) g(p, x+ y, v) = g(p, x, v)+ < gradxg(p, x, v), y > + < R(p, x, y, v)y, y > .
Then, the constructible exponential function Iϕ has a bounded support in the λ-variable with bound only depending on p in
P . More precisely, there is a definable function A : P → Z such that
(4.3) Iϕ1B−A−Ngrad = Iϕ,
with
B−A−Ngrad = {(p, v, λ) ∈ P × V × Λn | ord λ ≥ −A(p)−Ngrad(p)},
in particular, A can be chosen as max(Ngrad −NR + 1, α
+(ϕ)).
Proof. — Using previous notations we prove the equality Iϕ1JA′ = 0 for any definable function A
′ : P → Z, where
JA′ = {(p, λ, v) ∈ P × V × Λn | −NR(p)− 2A
′(p) < ord λ < −A(p)−Ngrad(p)}.
We deduce 4.3 by the inclusion of (P × V × Λn) \ B−A−Ngrad in the union
⋃
A′≥A JA′ . Consider now a definable function
A′ ≥ A. By definition we have A′ ≥ α+(ϕ). Then, the convolution equality on ϕ implies the equality:
Iϕ = (p, λ, v) 7→
∫
x∈B
α−(ϕ)(p)
LA
′(p)m
(∫
z∈B
α−(ϕ)(p)
ϕ(p, z)1BA′(p)(x− z)dz
)
E(λg(p, x, v))dx
which is equal (by Fubini and projection axioms) to
Iϕ = (p, λ, v) 7→ L
A′(p)m
∫
z∈B
α−(ϕ)(p)
ϕ(p, z)
(∫
x∈B
α−(ϕ)(p)
1BA′(p)(x− z)E(λg(p, x, v))dx
)
dz.
By relation 4.2, and the definition of NR, we have the inequality
(4.4) ord λR(p, z, x, v)(x− z) · (x− z) ≥ ord λ+NR(p) + 2A
′(p).
for any (p, x, z, v) with ord (z − x) ≥ A′(p), and λ in Λn. If −NR − 2A′ < ord λ, then E (λR(p, z, x, v)(x − z) · (x− z)) = 1
by axiom R3 and using the morphism property of E it is enough to prove that
(4.5)
(
(p, λ, v, z) 7→
∫
x∈B
α−(ϕ)(p)
1BA′(p)(x− z)E(λgrad g(p, z, v) · (x− z))dx
)
· 1JA′(p) = 0
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First by the change of variables formula this is equivalent to show(
(p, λ, v, z) 7→
∫
x∈B
α−(ϕ)(p)
1BA′(p)(x)E(λgrad g(p, z, v) · x)dx
)
· 1JA′(p) = 0
Below, we denote
Bα−(ϕ) = {(p, z, v) ∈ P × h[2m, 0, 0]× V | ord (x− z) ≥ α
−(ϕ)(p)}.
By assumption, for any (p, x, z, v) in Bα−(ϕ), the vector grad g(p, z, v) is different from zero, written as (ui(p, z, v)), and we
suppose that for any (p, x, z, v) in Bα−(ϕ) we have
ord u1(p, z, v) = min ord ui(p, z, v) = ord grad g(p, z, v)
otherwise, we stratify Bα−(ϕ) and work stratum by stratum. We consider new variables
(y1 = λu1(p, z, v)x1 + · · ·+ λum(p, z, v)xm, y2 = x2, . . . , ym = xm).
Applying the change of variables formula and axioms of subsection 2.6, we obtain the equality between constructible functions
in (λ, p, z, v) ∫
x∈BA′(p)
E(λgrad g(p, z, v) · x)dx = L−λu1(p,z,v)L−(m−1)A
′(p)
∫
y1∈BN(p,z,v,λ)
E(y1)dy1
with N(p, z, v, λ) = ordu1(p, z, v)+A
′(p)+ ordλ. In particular, for any λ with ordλ < −A′(p)−Ngrad(p) and any (p, x, z, v)
in Bα−(ϕ), we have N(p, z, v, λ) < 0 by 4.1. Then, we conclude that the intersection JA′ ∩ {(p, z, v, λ) | N(p, z, v, λ) ≥ 0} is
∅ and by [14, Proposition 7.3.1], we deduce the equality of constructible functions in (p, z, v, λ)(∫
BN
E(y1)dy1
)
1JA′ = L
−N1{(p,z,v,λ)|N(p,z,v,λ)≥1}1JA′ = 0
which implies 4.5.
5. Definable distributions
5.1. Operations on Schwartz-Bruhat functions. —
Notation 5.1. — For V = h[m, 0, 0], the notation Vx means V using variables x. We will also use for a product Vx × Vy
the notation Vx,y which elements are denoted by (x, y). We will also use this notation for other Cartesian products. For any
definable set, we denote by piP×VP (or simply by piP when the context is clear) the canonical projection from P × V to P .
Before giving the definition of a definable distribution, we give some properties of Schwartz-Bruhat functions.
Lemma 5.2 (Pull-back of Schwartz-Bruhat functions). — Let m > 0 be an integer and V be the definable set
h[m, 0, 0]. Let g : W → W ′ be a definable morphism. For any Schwartz-Bruhat function ϕ in SW ′(W ′ × V ), the pull-back
(g × IdV )∗ϕ is a Schwartz-Bruhat function in SW (W × V ).
Proof. — Let ϕ be a Schwartz-Bruhat function in SW ′(W
′×V ). We denote by β− the definable function α−(ϕ)◦g :W → Z.
Using the equality ϕ = ϕ1B
α−(ϕ)
we obtain
(g × IdV )
∗ϕ = ((g × IdV )
∗ϕ)
(
(g × IdV )
∗1B
α−(ϕ)
)
= ((g × IdV )
∗ϕ) 1B
β−
.
In particular, for any β < β− from the equality 1Bβ1Bβ− = 1Bβ− we deduce
((g × IdV )
∗ϕ) 1Bβ = (((g × IdV )
∗ϕ) 1B
β−
)1Bβ = ((g × IdV )
∗ϕ) 1B
β−
= (g × IdV )
∗ϕ.
Let β+ = α+(ϕ) ◦ g :W → Z. By definition of the convolution product we have
ϕ ∗ 1B
α+
= piW ′×Vx![(piW ′×Vz )
∗ϕ · 1B
α+(ϕ)
◦ d]
with V = Vx = Vz and d the definable map from Vx ×Vz to h[m, 0, 0] which maps (x, z) on x− z. In notation with integrals,
ϕ ∗ 1B
α+
: (w, x) 7→
∫
{(w,x)}×Vz
ϕ(w, z)1B
α+(ϕ)(w)
(x− z)dz.
By Proposition 2.15 we have the equality
(g × IdVx)
∗ ◦ piW ′×Vx! = piW×Vx! ◦ (g × IdVx×Vz)
∗
implying
(g × IdVx)
∗(ϕ ∗ 1B
α+(ϕ)
) = piW×Vx![(g × IdVx×Vz)
∗[(piW×Vz )
∗ϕ · 1B
α+(ϕ)
◦ d]]
= piW×Vx![((g × IdVz)
∗ϕ)(1B
β+
◦ d)] = ((g × IdV )∗ϕ) ∗ 1B
β+
.
In particular we have the equality: (g × IdVx)
∗ϕ = Lβ
+m((g × IdVx)
∗ϕ) ∗ 1B
β+
.
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Let β ≥ β+. By associativity of the convolution product we obtain
(g × IdV )∗ϕ = Lβ
+m ((g × IdV )∗ϕ) ∗ 1B
β+
= Lβ
+m ((g × IdV )∗ϕ) ∗
(
1B
β+
∗ Lβm1Bβ
)
=
(
Lβ
+m ((g × IdV )∗ϕ) ∗ 1B+
β
)
∗ Lβm1Bβ = L
βm ((g × IdV )∗ϕ) ∗ 1Bβ .
We conclude that (g × IdV )∗ϕ is a Schwartz-Bruhat function in SW (W × V ).
Remark 5.3 (Pull-back and restriction of Schwartz-Bruhat functions). — In this remark, we generalize the previ-
ous lemma to the case of restrictions of Schwartz-Bruhat functions. Let V be the definable set h[m, 0, 0] for m > 0. Let
g : W → W ′ be a definable morphism. Let X be an open definable subset of V . Let ϕ be a Schwartz-Bruhat function in
SW ′(W
′×X) which means, following Definition 2.28, that ϕ belongs to SW ′(W ′×V ) and satisfies the equality ϕ1W ′×X = ϕ.
As, the constructible exponential function (g × IdV )∗1W ′×X is equal to 1W×X , we have the equalities
(g × IdV )
∗ϕ = (g × IdV )
∗(ϕ1W ′×X) = ((g × IdV )
∗ϕ)1W ′×X ,
and we conclude that (g × IdV )∗ϕ belongs to SW (W ×X).
Definition 5.4 ((g × IdX)-convenient Schwartz-Bruhat functions). — Let m > 0 be an integer. Let g :W →W ′ be
a definable morphism. Let X be an open definable set of h[m, 0, 0]. A Schwartz-Bruhat function ϕ in SW (W ×X) is said to
be (g × IdX)-convenient if and only if
• ϕ is (g × IdX)-integrable over W ×X and (g × IdX)!ϕ belongs to IW ′ (W ′ ×X)exp,
• there is a definable function β+ :W ′ → Z such that α+(ϕ) = β+ ◦ g,
• there is a definable function β− :W ′ → Z such that α−(ϕ) = β− ◦ g.
Lemma 5.5 (Push-forward of Schwartz-Bruhat functions). — Let V be the definable set h[m, 0, 0] with m > 0. Let
g : W → W ′ be a definable morphism. Let ϕ be a Schwartz-Bruhat function in SW (W × V ). If ϕ is (g × IdV )-convenient
then the push-forward (g × IdV )!ϕ belongs to SW (W × V ).
Proof. — By assumption the constructible function ϕ is (g × IdV )-integrable and (g × IdV )!ϕ belongs to IW ′(W ′ × V ).
There are definable functions β+ and β− from W ′ to Z such that α+(ϕ) = β+ ◦ g and α−(ϕ) = β− ◦ g. Using the previous
notations, for any definable function β from W ′ to Z with β ≤ β−, by the projection formula we have
((g × IdV )!ϕ) · 1Bβ = (g × IdV )!
(
ϕ1Bβ◦g
)
By definition β ◦ g ≤ α−(ϕ) then ϕ1Bβ◦g = ϕ and we can conclude that (g × IdV )!ϕ1Bβ = (g × IdV )!ϕ.
We prove now the equality
((g × IdV )!ϕ) ∗ 1B
β+
= Lβ
+m(g × IdV )!ϕ.
Indeed, using these definitions, projection formula and Fubini axiom we obtain
((g × IdV )!ϕ) ∗ 1B
β+
= piW ′×V !((piW ′×Vz )
∗((g × IdVz )!ϕ) · 1Bβ+ ◦ d)
= piW ′×V !
(
(g × IdV×Vz )!((piW×Vz )
∗ϕ · 1B
β+◦g
◦ d)
)
= (g × IdV )!piW×V !((piW×Vz )
∗ϕ · 1B
α+(ϕ)
◦ d)) = Lβ
+m(g × IdV )!ϕ.
Let β be a definable function from W ′ to Z with β ≥ β+. Using again the associativity of the convolution product we have
(g × IdV )!ϕ ∗ 1Bβ = (L
β+m(g × IdV )!ϕ ∗ 1B
β+
) ∗ 1Bβ = L
β+m(g × IdV )!ϕ ∗ (1B
β+
∗ 1Bβ )
= Lβ
+m(g × IdV )!ϕ ∗ L−βm1B
β+
= L−βm(g × IdV )!ϕ.
We conclude (g × IdV )!ϕ belongs to SW (W × V ).
Remark 5.6 (Pushforward and restriction of Schwartz-Bruhat functions). — In this remark, we generalize the
previous lemma to the case of restrictions Schwartz-Bruhat functions. Let g : W → W ′ be a definable morphism. Let
V be the definable set h[m, 0, 0] for m > 0. Let X be an open definable subset of V . Let ϕ be a Schwartz-Bruhat function
in SW (W ×X) which means following the definition 2.28 that ϕ belongs to SW (W [m, 0, 0]) and satisfies ϕ · 1W×X = ϕ. We
assume ϕ to be (g × IdX)-compatible. As the constructible function (g × IdV )∗1W ′×X is equal to 1W×X , we have by the
projection axiom 2 the equalities
(g × IdV )!(ϕ1W×X) = (g × IdV )!(ϕ(g × IdX)
∗1W ′×X) = 1W ′×X · (g × IdV )!ϕ.
meaning that (g × IdV )!ϕ belongs to SW ′(W ′ ×X
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5.2. Definable distributions. — We introduce in this subsection a notion of definable distributions. In the ACVF(0, 0)
context, Hrushovski and Kazhdan introduced a notion of definable distribution in §11 of [26], see also §5 of Yin’s paper [36].
Definition 5.7 (Definable distributions). — Let P be a definable set in Defk. Let V be the definable set h[m, 0, 0] for
m > 0. A definable distribution u on V with parameters relative to P , will be a family u = (uΦW )ΦW∈DefP where for each
ΦW in DefP , uΦW is a C(W )
exp-linear map
uΦW : SW (W × V ) −→ C(W )
exp
such that for any ΦW and ΦW ′ in DefP , for any definable morphism g : W →W ′ two compatibility conditions are satisfied:
1. Pull-back condition: for any ϕ in SW ′(W
′ × V ) we have
g∗ < uΦW ′ , ϕ >=< uΦW , (g × IdV )
∗ϕ > ∈ C(W )exp.
Note that by Lemma 5.2, (g × IdV )∗ϕ belongs to SW (W × V ).
2. Push-forward condition: for any (g × IdV )-convenient Schwartz-Bruhat function ϕ in SW (W × V ) we have
(a) < uΦW , ϕ > is g-integrable,
(b) g! < uΦW , ϕ >=< uΦW ′ , (g × IdV )!ϕ > ∈ C(W
′)exp.
Remark that by lemma 5.5 (g × IdV )!ϕ belongs to SW ′(W ′ × V ).
The set of definable distributions on V with parameters relative to P will be denoted by S′P (V ).
Notations 5.8. — Using notations 5.1, for any definable morphism ΦW in DefP , for any definable set V , we denote
uΦW×V := upiP×V
P
◦(ΦW×V )
, uP×V := upiP×V
P
and uP := uIdP .
Remark 5.9 (C(P )exp-module structure on S′P (V )). — For any ΦW in DefP , for any l in C(P )
exp, the pull-back Φ∗W (l)
belongs to C(W )exp. There is a natural C(P )exp-module structure on S′P (V ): for any definable distribution u, we define a
distibution l · u by
(l · u)ΦW = (Φ
∗
W (l)uΦW ) : ϕ 7→< uΦW ,Φ
∗
W (l)ϕ >,
for any ΦW in DefP . Indeed, let ΦW and ΦW ′ be two definable subsets in DefP and g : ΦW → ΦW ′ be a definable morphism
in DefP . Using the definition of (l · u)Φ′
W
, the equality between ΦW and ΦW ′ ◦ g, the pull-back condition of u and the
definition of (l · u)ΦW , we obtain
g∗ < (l · u)Φ′
W
, ϕ >=< (l · u)ΦW , (g × IdV )
∗ϕ > .
Let ϕ be (g× IdV )-convenient Schwartz-Bruhat function in SW (W ×V ). Using the projection formula, the equality between
ΦW and ΦW ′ ◦ g and the assumption on ϕ, we have
(g × IdV )! (Φ
∗
W (l)ϕ) = Φ
∗
W ′(l)(g × IdV )!ϕ ∈ SW ′(W
′ × V ).
Then, we conclude using the push-forward condition on u:
(g × IdV )! < (l · u)ΦW , ϕ >=< (l · u)Φ′W , (g × IdV )!ϕ > .
Proposition 5.10 (Product by a Schwartz-Bruhat function). — Let V be the definable subset h[m, 0, 0] for m > 0.
Let φ be a Schwartz-Bruhat function in SP (P × V ) and u be a definable distribution in S′P (V ). For any ΦW in DefP we
define the C(W )exp-linear form ((ΦW × IdV )∗φ) · uΦW by
< ((ΦW × IdV )
∗φ) · uΦW , ϕ >:=< uΦW , ((ΦW × IdV )
∗φ) · ϕ >
The family (((ΦW × IdV )∗φ) .uΦW )ΦW∈DefP is a definable distribution denoted by φ · u.
Proof. — Let V be the definable subset h[m, 0, 0] for m > 0. Let φ be a Schwartz-Bruhat function in SP (P × V ) and u
be a definable distribution in S′P (V ). By Lemma 5.2 and by Corollary 2.27, for any definable morphism ΦW in DefP , the
constructible exponential function (ΦW × IdV )∗φ is a Schwartz-Bruhat function in SW (W ×V ) and for any Schwartz-Bruhat
function ϕ in SW (W × V ), the product ((ΦW × IdV )
∗φ) · ϕ is a Schwartz-Bruhat function in SW (W × V ). Thus, the linear
form ((ΦW × IdV )∗φ) ·uΦW is well defined. We prove now that φ ·u is a definable distribution. Let g be a definable morphism
from W to W ′. Let ΦW and ΦW ′ be two definable morphisms in DefP such that ΦW = ΦW ′ ◦ g. We have the identity
(5.1) (ΦW × IdV )
∗φ = (g × IdX)
∗(ΦW ′ × IdV )
∗φ.
Let ϕ be a Schwartz-Bruhat function in SW ′(W
′ × V ). Using the definition, 5.1 and the compatibility relations of u we
deduce
g∗ < ((ΦW ′ × IdV )
∗φ) · uΦW ′ , ϕ >=< ((ΦW × IdV )
∗φ) · uΦW , (g × IdV )
∗ϕ > .
Let ϕ be a Schwartz-Bruhat function in SW (W × V ) which is (g × IdV )-compatible, by relation 5.1 and projection formula
2, the constructible exponential function ((ΦW × IdV )∗φ) · ϕ is also (g × IdV )-integrable with the relation
(g × IdV )!(((ΦW × IdV )
∗φ) · ϕ) = ((ΦW ′ × IdV )
∗φ) · (g × IdV )!ϕ.
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The product ((ΦW × IdV )∗φ) · ϕ is a Schwartz-Bruhat in SW (W × V ) with
α−(((ΦW × IdV )
∗φ) · ϕ) = min(ΦW ′(α
−(φ)) ◦ g, α−(ϕ))
and
α+(((ΦW × IdV )
∗φ) · ϕ) = max(ΦW ′(α
+(φ)) ◦ g, α+(ϕ)),
using Proposition2.27 and the equalities
α−((ΦW × IdV )
∗φ) = ΦW ′(α
−(φ)) ◦ g and α+((ΦW × IdV )
∗φ) = ΦW ′(α
+(φ)) ◦ g.
We deduce from that point and the (g× IdV )-compatibility of ϕ that ((ΦW × IdV )∗φ) ·ϕ is also (g× IdV )-compatible and in
particular < ((ΦW × IdV )∗φ) ·uΦW , ϕ > equal to < uΦW , ((ΦW × IdV )
∗φ) ·ϕ > is g-integrable and by the projection formula
we have
g! < ((ΦW × IdV )∗φ) · uΦW , ϕ > = < uΦW ′ , (g × IdV )!(((ΦW × IdV )
∗φ) · ϕ) >
= < uΦW ′ , ((ΦW ′ × IdV )
∗φ) · (g × IdV )!ϕ >
= < ((ΦW ′ × IdV )∗φ)uΦW ′ , (g × IdV )!ϕ >,
and the result follows.
Example 5.11 (Restriction of a definable distribution). — Let V be the definable subset h[m, 0, 0] for m > 0. Let φ
be a Schwartz-Bruhat function in SP (P × V ) and u be a definable distribution in S′P (V ). Let X be an open definable set
of h[m, 0, 0]. By the previous proposition we define the restriction of u to X as the product 1P×X · u meaning that for any
definable morphism ΦW in DefP and for any Schwartz-Bruhat function in SW (W ×X) we have
< (1P×Xu)ΦW , ϕ >:=< uΦW , 1W×X · ϕ > .
We will denote by S′P (X) the set of definable distribution 1P×X · u.
Example 5.12 (Locally integrable functions). — Let P be a definable subset in Defk. Let m > 0 be an integer and
X be a definable open subset of h[m, 0, 0]. Let u be a P -locally integrable function on P ×X (see Definition 2.30). For any
definable map ΦW : W → P and the projection piW : W × X → W , we denote by uΦW the pull-back (ΦW × IdX)
∗u. By
Proposition 2.31, that function induces a C(W )exp-linear
(5.2) < uΦW , ϕ >= piW ! (((ΦW × IdX)
∗u) · ϕ) ∈ C(W )exp
namely, in notation with integrals:
< uΦW , ϕ >= w ∈ W 7→
∫
X
u(ΦW (w), x)ϕ(w, x)dx.
We prove that (uΦW )ΦW∈DefP is a definable distribution. Let’s prove the compatibility conditions. Let ΦW and ΦW ′ be two
definable subsets in DefP and g : ΦW → ΦW ′ be a definable morphism in DefP . Let ϕ be a Schwartz-Bruhat function in
SW ′(W
′ ×X). Using definition 5.2 the equality ΦW ′ ◦ g = ΦW , Proposition 2.15 we obtain
g∗ < uΦW ′ , ϕ >=< uΦW , (g × IdX)
∗ϕ > .
Let ϕ be a Schwartz-Bruhat function in SW (W ×X) which is (g × IdX)-compatible. The constructible function uΦW · ϕ is
equal to
(
(g × IdX)∗(uΦW ′ )
)
· ϕ. As ϕ is (g × IdX)-integrable, we deduce from the projection axiom (and remark 2.13) that
uΦW · ϕ is (g × IdX)-integrable with the equality
(g × IdX)!(uΦW · ϕ) = uΦW ′ · ((g × IdX)! · ϕ),
As (g× IdX)!ϕ is a Schwartz-Bruhat function by lemma 5.5, the constructible function uΦW ′ ·((g× IdX)! ·ϕ) is piW ′ -integrable
by Proposition 2.31, then using the equality piW ′ ◦ (g × IdX) = g ◦ piW and Fubini axiom, we deduce that the constructible
function < uΦW , ϕ > is g-integrable, with the equality
g! < uΦW , ϕ >=< uΦW ′ , (g × IdV )!ϕ > .
Example 5.13 (Dirac measures). — Let P be a definable subset, m be a positive integer and X be an open definable
subset of h[m, 0, 0]. Fix a point x0 in X and (IdW × ix0)
∗ be the restriction morphism from C(W ×X)exp to C(W ×{x0})exp.
For any ΦW in DefP we define the C(W )exp-linear form δx0,ΦW by
< δx0,ΦW , ϕ >= (IdW × ix0)
∗(ϕ).
We observe that the family (δx0,ΦW ) is a distribution (keeping track of the rational point {x0}). Let’s check the compatibility
conditions. Let ΦW and ΦW ′ be two definable sets in DefP and g : ΦW → ΦW ′ be a definable morphism in DefP . For any
Schwartz-Bruhat function ϕ in SW ′(W
′ ×X), using the equality of functions
(g × IdX) ◦ (IdW × ix0) = (IdW ′ × Idx0) ◦ (g × Idx0)
on W × {x0}, we deduce the equality
(g × Idx0)
∗ < δx0,ΦW ′ , ϕ >=< δx0,ΦW , (g × IdX)
∗ϕ > .
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For any (g × IdX)-compatible Schwartz-Bruhat function ϕ in SW (W ×X), ϕ is (g × IdX)-integrable then, (for instance
by Proposition 14.2.1 in [13]), the constructible function (IdW × ix0)
∗(ϕ) is (g × Idx0)-integrable with the equality
(g × Idx0)! < δx0,ΦW , ϕ >=< δx0,ΦW ′ , (g × IdX)!ϕ > .
5.3. Definable distribution and average formula. — In the p-adic setting, a distribution u ∈ S′(Zp) is a linear form
on the space S(Zp) of Schwartz-Bruhat functions on Zp see for instance Chapter 7 of [28]. A Schwartz-Bruhat function ϕ
on Zp, is a locally constant function with a bounded support. In particular there is an integer r such that the functions ϕ
and x 7→ ϕ(x) < u, 1B(x,l+1) > are constant on any ball of valuative radius l ≥ r. As all the balls of valuative radius l + 1
are disjoint, we can write
ϕ =
∑
(ai)∈F
l+1
p
ϕ(a)1B(a,l+1)
where for any (ai) in F
l+1
p , a is the sum
∑l+1
i=0 aip
i. Then, for any such a we have∫
B(a,l+1)
ϕ(x) < u, 1B(x,l+1) > dx = p
−(l+1)ϕ(a) < u, 1B(a,l+1) >,
and by Chasles relation we obtain
< u,ϕ >=
∑
(ai)∈F
l+1
p
< u,ϕ(a)1B(a,l+1) >= p
(l+1)
∫
Zp
ϕ(x) < u, 1B(x,l+1) > dx.
We conclude that a distribution is known as soon as it is known on characteristic functions of balls, and furthermore
evaluations should satisfy this average formula. The situation is similar in the motivic case. We introduce the notation
Notation 5.14. — Let P be a definable set in Defk. Let V be the definable set h[m, 0, 0] with m > 0. Let ΦW be a
definable morphism in DefP . For any definable function α
− and α+ from W to Z, satisfying α+ ≥ α− we consider
tα−,α+ := (w, z, x) 7→ 1Bα− (w)(x)1Bα+ (w)(x− z) ∈ SW×Vz (W × Vz,x).
Proposition 5.15 (Motivic average formula). — Let P be a definable set in Defk. Let V be the definable set h[m, 0, 0]
with m > 0. Let u be a definable distribution in S′P (V ). Let ΦW be a definable morphism in DefP . Let ϕ be a Schwartz-
Bruhat function in SW (W × Vz). For any definable function α− and α+ from W to Z with α+ ≥ α+(ϕ) and α− ≤ α−(ϕ)
we have the equality
< uΦW , ϕ >= piW !
(
Lαmϕ < uΦW×Vz , tα−,α+ >
)
∈ C(W )exp
with piW : W × Vz →W the canonical projection. In notation with integrals, the formula is
< uΦW , ϕ >= w 7→ L
α+(w)m
∫
z∈Vz
ϕ(w, z) < uΦW×Vz , 1Bα+(w)(· − z)1Bα− > dz.
Proof. — By the inequalities
α+ ≥ α+(ϕ) ≥ α−(ϕ) ≥ α−
and the convolution identity on ϕ, we have
ϕ = Lα
+m(ϕ ∗ 1B
α+
) · 1B
α−
= Lα
+m(piW × IdVx)!
(
ϕ · tα−,α+
)
.
We denote by ψ the constructible exponential function ϕ · tα−,α+ . It is a (piW × IdVx)-convenient Schwartz-Bruhat function
in SW×Vz (W × Vz × Vx) with
α−(ψ) :
{
W × Vz −→ Z
(w, z) 7−→ α−(ψ)(w, z) = α−(ϕ)(w)
and α+(ψ) :
{
W × Vz −→ Z
(w, z) 7−→ α+(ψ)(w, z) = α+(w).
The result follows from the push-forward compatibility conditions on u.
Example 5.16 (Splitting balls). — Let P be a definable set in Defk. Let V be the definable set h[m, 0, 0] with m > 0.
Let u be a definable distribution in S′P (V ). Let ΦW : W → P be a definable morphism. Following the motivic average
formula, for any definable function β+, β−, α+, α− from W to Z satisfying β+ ≥ α+ ≥ α− ≥ β− we have the relation
< uΦW×Vz , tα−,α+ >= (piW×Vz )!
(
Lβ
+mtα−,α+ < u(ΦW×Vz)×Vx , s 7→ tβ−,β+(w, x, s) >
)
.
Remark 5.17. — By the motivic average formula, the following extension theorem shows that it is enough to define a
definable distribution (uΦW ) in S
′
P (X) only on the Schwartz-Bruhat functions of type tα−,α+ with convenient compatibility
relations.
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Theorem 5.18 (Extension theorem). — Let P be a definable set in Defk. Let V be the definable set h[m, 0, 0] withm > 0.
For any definable morphism ΦW in DefP , we consider a C(W × Vz)exp-linear map uΦW×Vz defined on the C(W × Vz)
exp-
submodule of SW×Vz(W × Vz,x) generated by the constructible exponential functions tα−,α+ defined in 5.14, with values in
C(W × Vz)
exp. We assume:
• Integrability condition. For any tα−,α+ defined in 5.14, the constructible function < uΦW×Vz , tα−,α+ > is W -integrable.
• Pullback condition. For any definable set ΦW and ΦW ′ in DefP , for any definable morphism g : W → W ′ in DefP
such that ΦW = g ◦ ΦW ′ , for any definable functions α− and α+ from W to Z, satisfying α+ ≥ α− we have
(5.3) (g × IdVz )
∗(< uΦW ′×Vz , tα−,α+ >) =< uΦW×Vz , (g × IdVz×Vx)
∗(tα−,α+) > ∈ C(W × Vz)
exp.
• Pushforward condition. Let ΦW : W → P be a definable morphism. For any definable function β+, β−, α+, α− from
W to Z with β+ ≥ α+ ≥ α− ≥ β− we have the relation
(5.4) < uΦW×Vz , tα−,α+ >= (piW×Vz )!
(
Lβ
+mtα−,α+ < u(ΦW×Vz)×Vx , s 7→ tβ−,β+(w, x, s) >
)
.
With these assumptions, this family extends uniquely as a definable distribution (uΦW ) in S
′
P (V ) using the motivic average
formula : for any ΦW in DefP , ϕ in SW (W × V )
(5.5) < uΦW , ϕ >:= L
α+(ϕ)mpiW !
(
ϕ < uΦW×Vz , tα−(ϕ),α+(ϕ) >
)
∈ C(W )exp.
Proof. — Uniqueness comes from the motivic average formula. The existence is the main point to prove. Let ΦW be in
DefP . Let ϕ be a Schwartz-Bruhat function in SW (W × V ). Using the fact that the constructible exponential function
< uΦW×Vz , tα−(ϕ),α+(ϕ) > is piW -integrable by the integrability condition, using Proposition 2.31, we define < uΦW , ϕ >
by equation 5.5. We check that this definition does not depend on the choice of α−(ϕ) and α+(ϕ). Let β− ≤ α−(ϕ) and
β+ ≥ α+(ϕ). By 5.4, we have the equality
Lα
+(ϕ)m
(
piW×VzW
)
!
(ϕ < uΦW×Vz , tα−,α+ >) =
Lα
+(ϕ)m
(
piW×VzW
)
!
(
ϕ
(
pi
W×Vz,x
W×Vz
)
!
(
Lβ
+mtα−,α+ < u(ΦW×Vz)×Vx , s→ tβ−,β+(w, x, s) >
))
Applying Fubini axiom, we obtain
Lα
+(ϕ)m
(
piW×VzW
)
!
(ϕ < uΦW×Vz , tα−,α+ >) =
Lβ
+(ϕ)m
(
piW×VxW !
)
!
(
piW×Vz×VxW×Vx
)
!
(
Lα
+mϕtα−,α+ < u(ΦW×Vz)×Vx , s→ tβ−,β+(w, x, s) >
)
.
By the pull-back condition, we have the equality,
< u(ΦW×Vz)×Vx , s→ tβ−,β+(w, x, s) >=
(
piW×Vz×VxW×Vx
)∗ (
< uΦW×Vx , s→ tβ−,β+(w, x, s) >
)
then using the projection axiom (and remark 2.13) we obtain the equality
Lα
+(ϕ)m
(
piW×VzW
)
!
(ϕ < uΦW×Vz , tα−,α+ >) =
Lβ
+(ϕ)m
(
piW×VxW !
)
!
(
< uΦW×Vx , tβ−,β+ >
(
piW×Vz×VxW×Vx
)
!
(
Lα
+mϕtα−,α+
))
,
we conclude applying the convolution condition on ϕ
Lα
+(ϕ)m
(
piW×VzW
)
!
(ϕ < uΦW×Vz , tα−,α+ >) = L
β+(ϕ)m
(
piW×VxW !
)
!
(
< uΦW×Vx , tβ−,β+ > ϕ
)
.
It follows by C(W )exp-linearity of the integral that uΦW is also C(W )
exp-linear. We prove now the compatibility relations.
Let g :W →W ′ be a definable morphism. Let ΦW and ΦW ′ be two definable sets in DefP such that ΦW = ΦW ′ ◦ g.
• Let ϕ be a Schwartz-Bruhat function in SW ′(W ′ × V ). From equality 5.5 for ΦW ′ and Proposition 2.15 we get
g∗ < uΦW ′ , ϕ >= piW ′!
(
(g × IdVz )
∗
(
Lα
+(ϕ)mϕ < uΦW ′×Vz , tα−(ϕ),α+(ϕ) >
))
,
applying the pull-back assumption we obtain
g∗ < uΦ′
W
, ϕ >= piW ′!
(
L(α
+(ϕ)◦g)m < uΦW×Vz , tα−(ϕ)◦g,α+(ϕ)◦g > (g × IdV )
∗ϕ
)
and using equality 5.5 we conclude
g∗ < uΦW ′ , ϕ >=< uΦW , (g × IdVz)
∗ϕ > .
by the equalities α+((g × IdVz)
∗ϕ) = g∗α+(ϕ) and α−((g × IdVz )
∗ϕ) = g∗α−(ϕ).
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• Let ϕ be a (g× IdV )-convenient Schwartz-Bruhat function in SW (W ×V ). Let’s prove that < uΦW , ϕ > is g-integrable.
By definition, there are two definable functions β+ and β− fromW ′ to Z such that β+ ◦g = α+(ϕ) and β− ◦g = α−(ϕ).
By Proposition 5.5 and its proof, the constructible exponential function (g × IdVz)!ϕ is a Schwartz-Bruhat function in
SW (W × V ) with α
+((g × IdVz )!ϕ) equal to β
+ and α−((g × IdVz)!ϕ) equal to β
−. By the relation ΦW = ΦW ′ ◦ g and
the compatibility relation on pull-back we have the equality
< uΦW×Vz,tα−(ϕ),α+(ϕ) >= (g × IdVz )
∗ < uΦW ′×Vz , tβ−,β+ > .
But the Schwartz-Bruhat function ϕ is (g × IdVz )-integrable, then by the projection axiom (and the remark 2.13) the
constructible exponential function
(
(g × IdVz)
∗ < uΦW ′×Vz , tβ−,β+ >
)
ϕLα
+(ϕ)m is also (g × IdVz )-integrable with the
equality in C(W ′ × Vz)
(5.6) (g × IdVz)!
(
(g × IdVz)
∗ < uΦW ′×Vz , tβ−,β+ > ϕL
α+m
)
=< uΦW ′×Vz , tβ−,β+ > (g × IdVz )!(ϕL
α+m).
This constructible function isW ′-integrable by application of the integrability assumption, Proposition 2.31 and the fact
that the constructible function (g × IdVz )!(ϕL
α+m) is in SW ′(W
′ × V ). Thus, by Fubini, the constructible exponential
function < uΦW×Vz , tα−(ϕ),α+(ϕ) > ϕL
α+(ϕ)m is piW ′ ◦ (g × IdVz )-integrable, namely (g ◦ piW )-integrable, but it is also
piW -integrable by the integrability condition and proposition 2.31, then, by Fubini, < uΦW , ϕ > is g-integrable and by
equality (5.6) we get
g! < uΦW , ϕ >=< uΦW ′ , (g × IdVz)!ϕ >,
which finishes the proof.
Remark 5.19. — Note that, a priori, the data α+(ϕ) and α−(ϕ) are not canonically defined. Following the context, we
can fix for any Schwartz-Bruhat function such data. We can use the extension theorem to obtain a definable distribution.
Thanks to the motivic average formula we obtain the independence of the definable distribution from the data.
5.4. Fourier transform on definable distributions. —
Definition 5.20 (Fourier transform of a definable distribution). — Let P be a definable set. Let V be the definable
subset h[m, 0, 0] for a positive integer m. Let (uΦW ) be a definable distribution in S
′
P (Vξ). We define F(u) in S
′
P (Vx) as the
definable distribution (F(uΦW )) where for any definable ΦW in DefP ,
∀ϕ ∈ SW (W × V ), < FuΦW , ϕ >:=< uΦW ,Fϕ >∈ C(W )
exp.
Proof. — Let ΦW and ΦW ′ be two definable subsets in DefP and g :W →W ′ be a definable morphism with ΦW = g ◦ΦW ′ .
Let ϕ be a Schwartz-Bruhat function in SW ′(W
′ × Vx). By the definition and compatibility condition on u we have
g∗ < FuΦW ′ , ϕ >=< uΦW , (g × IdVξ)
∗Fϕ > .
By Proposition 2.15 we obtain the equality
(g × IdVξ)
∗(Fϕ) = F((g × IdVx)
∗ϕ) : (w, ξ) 7→
∫
x∈V
ϕ(g(w), x)E(x | ξ)dx
which implies the equality
g∗ < FuΦW ′ , ϕ >=< FuΦW , (g × IdVx)
∗ϕ > .
Let ϕ be a (g × IdVx)-compatible Schwartz-Bruhat function SW (W × Vx). By Fubini as in Example 5.12 we obtain the
equality
(g × IdVξ)! (Fϕ) = F ((g × IdVx)!ϕ) ∈ SW ′(W
′ × Vξ).
By the definition and push-forward relation we have
g! < FuΦW , ϕ >=< uΦW ′ , (g × IdVξ)! (Fϕ) >=< FuΦ′W , (g × IdVξ)!ϕ > .
Proposition 5.21. — Let P be a definable set. Let V be the definable subset h[m, 0, 0] for a positive integer m. The Fourier
transform is an isomorphism on S′P (V ) with inverse defined for any definable distribution u in S
′
P (V ) by: for any definable
ΦW in DefP ,
∀ϕ ∈ SW (W × V ), < FuΦW , ϕ >:=< uΦW ,L
mF ϕˇ > .
where ϕˇ is (w, x) 7→ ϕ(w,−x).
Proof. — This follows from the isomorphism of the Fourier transform at the level of Schwartz-Bruhat functions.
The following theorem is a motivic analogous of the usual Paley-Wiener theorem in real analysis. It will be used in the
proof of Theorem 6.20.
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Theorem 5.22 (Motivic Paley-Wiener theorem). — Let P be a definable set. Let Vx and Vξ be the definable subset
h[m, 0, 0] with m a positive integer. Let u be a definable distribution in S′P (Vx). Let ϕ be a Schwartz-Bruhat function in
SP (P × Vx). Denote by uϕ the constructible exponential function < uP×Vξ , ϕE(· | ·) > in C(P × Vξ)
exp with
ϕE(· | ·) : (p, x, ξ) 7→ ϕ(p, x)E(x | ξ).
If there is a definable function α−(uϕ) from P to Z such that uϕ = uϕ1B
α−(uϕ)
, then the constructible exponential function
uϕ is a Schwartz-Bruhat function in SP (P × Vξ) and as a definable distribution Fuϕ is equal to (L−mϕ)u.
Proof. — We prove that uϕ is a Schwartz-Bruhat function in SP (P ×Vξ) with data α−(uϕ) given by assumption, and α+(uϕ)
be the definable function from P to Z equal to max(1− α−(ϕ), α−(uϕ)).
• For any definable function β− from P to Z, with β− ≤ α−(uϕ) we have the equalities
uϕ · 1B
β−
=
(
uϕ · 1B
α−(uϕ)
)
· 1B
β−
= uϕ · 1B−α (uϕ) = uϕ.
• We denote by φ the constructible exponential function
φ : (p, x, ξ) 7→ ϕ(p, x)E(x | ξ)1B
α−(uϕ)(p)
(ξ).
By Proposition 2.29, φ is a Schwartz-Bruhat function in SP×Vξ(P ×Vξ,x) with α
+(φ) chosen as max(α+(ϕ),−α−(uϕ))
and α−(φ) equal to α−(ϕ). With that choice, this function is (piP × IdVx)-compatible. By the push-forward condition
5.7 on the definable distribution u, we deduce that the constructible exponential function uϕ is piP -integrable.
• Let β+ be a definable function from P to Z with β+ ≥ α+(uϕ). By definition of the convolution product and the
pull-back conditions on u we have
uϕ ∗ 1Bβ = piP×Vη !
〈
uP×Vη,ξ , ψ
〉
.
where
Ψ : (p, η, ξ, x) 7→ φ(p, x, ξ)1B
β+(p)
(η − ξ)
is (piP×Vη × IdVx)-compatible Schwartz-Bruhat function in SP×Vη (P × Vη,ξ,x). By the push-forward compatibility on u
we have
uϕ ∗ 1B+
β
= piP×Vη !
〈
uP×Vη,ξ ,Ψ
〉
=
〈
uP×Vη , (piP×Vη × IdVx)!Ψ
〉
= L−mβ
+
uϕ.
Indeed, using the inequality β+ ≥ α−(uϕ) we obtain the relation
1B
α−(uϕ)
(ξ)1B
β+
(η − ξ) = 1B
α−(uϕ)
(ξ)1B
α−(uϕ)
(η)1B
β+
(η − ξ) = 1B
α−(uϕ)
(η)1B
β+
(η − ξ)
which implies by the projection axiom 2 and exponential properties 2.3.2
(piP×Vη × IdVx)!Ψ = φF(1Bβ+ )
and we conclude by the relations F(1B
β+
) = L−mβ
+
1B
1−β+
and β+ ≥ 1− α−(ϕ). Thus, the constructible exponential
function uϕ is a Schwartz-Bruhat function in SP (P × Vξ).
Let’s prove that as a distribution Fuϕ is equal to (L
−mϕ)u. By Proposition 5.10 and Example 5.12 we want to prove the
following equality for any ΦW in DefP and ψ in SW (W × V )
piW !
(
(ΦW × IdVy )
∗
(
Fuϕ
)
· ψ
)
=< uΦW ,
(
(ΦW × IdVx)
∗ (
L−mϕ
))
ψ > .
Let β− be a definable function from W to Z such that β− ≤ α−(uϕ) and 1− (β− ◦ ΦW ) ≥ α+(ψ).
Using the definition of Fuϕ, the pull-back and push-forward compatibility relations on u and the Fourier transform of the
characteristic function 1B
β−
we have
Fuϕ =
〈
uP×Vy ,L
−mβ−ϕ
(
1B
1−β−
◦ d
)〉
.
By the pull-back compatibility relation we have
(ΦW × IdVy )
∗
(
Fuϕ
)
=< uΦW×Vy , (ΦW × IdVy,x)
∗(L−mβ
−
ϕ(1B
1−β−
◦ d)) > .
We consider now the constructible exponential function
Ψ = (w, x, y) 7→ (ΦW × IdVy,x)
∗(L−mβ
−
ϕ[1B
1−β−
◦ d])(w, x, y)ψ(w, y)
which is a (piW × IdVx)-compatible Schwartz-Bruhat function in SW×Vy (W × Vy,x) with
(piW × IdVx)!Ψ = L
−m ((ΦW × IdVx)
∗ϕ)ψ,
using the convolution formula on ψ with the assumption 1− (β− ◦ΦW ) ≥ α+(ψ).
By Example 5.12, the previous point and the pull-back compatiblity relation we conclude
< (ΦW × IdVy )
∗Fuϕ, ψ >= piW !(
(
(ΦW × IdVy )
∗
(
Fuϕ
))
· ψ) =< uΦW ,L
−m
(
(ΦW × IdVy )
∗ϕ
)
ψ > .
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6. Motivic wave front sets of a definable distribution
6.1. Notations. — Let V be the definable set h[m, 0, 0] for a positive integer m. Let T ∗(V ) \ {0} be the cotangent space
V × (V \ {0}) of V without the zero section. We denote by (x, ξ) the elements of T ∗(V ). For a positive integer n we consider
the definable subgroup Λn of (h[1, 0, 0] \ {0},×) (defined in definition 4.1) and the closed and bounded definable set of Vξ
Bn :=
n−1⊔
r=0
Br \Br+1 = {ξ ∈ V | 0 ≤ ord ξ ≤ n− 1},
with ord ξ = min{ord ξi | 1 ≤ i ≤ m}.
Remark 6.1. — For any ξ in V \ {0}, there is a unique r in {0, . . . , n− 1} equal to the rest of the euclidean division of ord ξ
by n, such that there is λ in Λn and ξ˜ in Br \Br+1 with ξ = λξ˜.
6.2. Singular support of a definable distribution. —
Definition 6.2 (Smooth point and singular support). — Let P be a definable set and V be the definable subset
h[m, 0, 0] for a positive integer m. A definable distribution u in S′P (V ) is said to be smooth at a point x in V if and
only if there are a definable function rx from P to Z and a Schwartz-Bruhat function ψ in SP (P ×V ) such that the definable
distributions 1B(x,rx)u and 1B(x,rx)ψ are equal. Namely for any definable set ΦW in DefP , for any Schwartz-Bruhat function
ϕ in SW (W × V ) we have
< uΦW ,
(
(ΦW × IdV )
∗1B(x,rx)
)
· ϕ >=< (ΦW × IdV )
∗
(
1B(x,rx)ψ
)
, ϕ > .
The complement of the set of smooth points is called singular support of u denoted by SS u.
Remark 6.3. — As the smoothness condition is open, the singular support is a closed subset of X . These sets are not
defined by a first order condition and a priori are not definable.
6.3. Motivic microlocal smooth data of a definable distribution. — We recall first the definition by Heifetz in [22]
of the p-adic wave front set of a definable distribution.
Definition 6.4 (p-adic wave front set of a definable distribution). — Let u be a definable distribution in S′(Qmp ).
Let Λ be a subgroup of Q∗p with finite index. Let Ψ a non trivial additive character on Qp which is trivial on pZp. A point
(x0, ξ0) in T
∗(Qmp ) with ξ0 6= 0 is called Λ-microlocally smooth, if and only if there are integers rx0,ξ0 > 0 and rˇx0,ξ0 > 0 such
that for any Schwartz-Bruhat function ϕ in S(B(x0, rx0,ξ0)), there is an integer Nϕ such that for any λ in Λ
ord λ ≤ Nϕ ⇒ < u,ϕΨ(· | λξ) > 1B(ξ,rˇx0,ξ0 ) = 0.
The complement in T ∗(Qmp ) \ {0} of the set of Λ-microlocally smooth points is called Λ-wave front set of u.
Remark 6.5. — This definition implies two problems in the k((t))-setting.
1. This definition is local and not global, and globalisation arguments use the compactness of the p-adic sphere.
2. Furthermore, the induced functions r and rˇ in (x0, ξ0) are a priori not definable, because the microlocal statement is
not first order.
As a solution of these problems, we introduce the following notion.
Definition 6.6 (Motivic microlocal smooth data). — Let V be the definable set h[m, 0, 0] with m a positive integer.
Let P be a definable set in Defk. We assume P and Z endowed with the discrete topology. Let u be a definable distribution
in S′P (V ). A Λn-microlocally smooth data of u is a quadruple (A, r, rˇ, N) with
1. A is a definable subset of P × Vx ×Bn.
2. r : A → Z and rˇ : A → Z are two definable and continuous maps such that for any (p, x0, ξ0) in A, the product
{p} ×B(x0, r(p, x0, ξ0))×B(ξ0, rˇ(p, x0, ξ0))
is contained in A and we have the inequalities rˇ(−,−, ξ0) ≥ n ≥ ord ξ0 + 1.
3. N : B → Z is a definable and continuous map with
B = {((p, x0, ξ0), x
′, r′) ∈ A× Vx′ × Z | B(x
′, r′) ⊂ B(x0, r(p, x0, ξ0))}
such that we have the equality of constructible exponential functions in C(Λn ×D)exp
(< uΛn×D, T > 1E) 1BN =< uΛn×D, T > 1E
where
E =
{
((p, x0, ξ0), x
′, r′, ξ) ∈ A× Vx′ × Z× Vξ
B(x′, r′) ⊂ B(x0, r(p, x0, ξ0))
ξ ∈ B(ξ0, rˇ(p, x0, ξ0))
}
,
D = P × Vx0 × Vξ0 × Vx′ × Z× Vξ
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T is the Schwartz-Bruhat function in SΛn×D(Λn ×D × V ) defined by
T (λ, (p, x0, ξ0, x
′, r′, ξ) , x) = 1B(x′,r′)(x)E(x | λξ),
and
BN = {(λ, (p, x0, ξ0, x
′, r′) , ξ) ∈ Λn × B × Vξ | ord λ ≥ N(p, x0, ξ0, x
′, r′)}.
Remark 6.7. — In the previous definition and below we will denote in the same way, 1E as a function on C(Λn ×D)exp or
in C(D)exp. As well, we will denote in the same way 1BN as a function on C(Λn ×D)
exp or in C(Λn × B)exp.
Proposition 6.8 (Restriction of a Λn-definable data). — Let P be a definable set. Let V be the definable subset
h[m, 0, 0] with m > 0. Let u be a definable distribution in S′P (V ). Let (A1, r1, rˇ1, N1) be a Λn-definable data of u. Let
(A2, r2, rˇ2, N2) be a quadruple such that A2 is a definable subset of A1, r2 and rˇ2 are two definable continuous maps from
A2 to Z such that r2 ≥ r1 and rˇ2 ≥ rˇ1. We assume also that for any (p, x0, ξ0) in A2, the product
{p} ×B(x0, r2(p, x0, ξ0))× (B(ξ0, rˇ2(p, x0, ξ0)) ∩Bn)
is contained in A2 and N2 is a definable continuous map from B2 = B ∩ (A2 × Vx′ × Z) to Z such that N2 ≤ N1|B2 . With
these assumptions, (A2, r2, rˇ2, N2) is a Λn-definable data.
Proof. — By assumptions the constructible exponential function 1BN1|B2 is equal to 1BN21BN1|B2 and
E2 :=
{
(p, x0, ξ0, x
′, r′) ∈ B2 × Vξ
B(x′, r′) ⊂ B(x0, r2(p, x0, ξ0)) ⊂ B(x0, r1(p, x0, ξ0))
ξ ∈ B(ξ0, rˇ2(p, x0, ξ0)) ⊂ B(ξ0, rˇ1(p, x0, ξ0))
}
is contained in E1 giving the equality 1E21E1 = 1E2. Using these equalities and the fact that (A, r1, rˇ1, N1) is a Λn-definable
data, we obtain the equality
< uΛn×D, T > 1E21BN2 =< uΛn×D, T > 1E2 .
6.4. Motivic wave front set. —
Definition 6.9 (Λn-motivic microlocally smooth points). — Let u be a definable distribution in S
′
P (V ) with V equal
to h[m, 0, 0] with m a positive integer.
• A point (x0, ξ0) in V ×Bn is a Λn-microlocally smooth point of u if and only if there are definable functions rx0,ξ0 and
rˇx0,ξ0 from P to Z≥n, there is a continuous and definable function Nx0,ξ0 : Bx0,ξ0 → Z from the definable set
Bx0,ξ0 = {(p, x
′, r′) ∈ P × Vx′ × Z | B(x
′, r′) ⊂ B(x0, rx0,ξ0(p))}
such that (
< uΛn×Dx0,ξ0 , Tx0,ξ0 > 1Ex0,ξ0
)
· 1BNx0,ξ0
=< uΛn×Dx0,ξ0 , Tx0,ξ0 > 1Ex0,ξ0
where Dx0,ξ0 is the product P × Vx′ × Z× Vξ,
Ex0,ξ0 = {[(p, x
′, r′), ξ] ∈ Bx0,ξ0 × Vξ | ξ ∈ B(ξ0, rˇx0,ξ0(p))} ,
Tx0,ξ0 is the Schwartz-Bruhat function in SΛn×Dx0,ξ0 (Λn ×Dx0,ξ0 × V ) defined by
Tx0,ξ0(λ, [p, x
′, r′, ξ] , x) = 1B(x′,r′)(x)E(x | λξ),
and
BNx0,ξ0 = {(λ, [p, x
′, r′] , ξ) ∈ Λn × Bx0,ξ0 × Vξ | ord λ ≥ Nx0,ξ0(p, x
′, r′)}.
• A point (x0, ξ0) in T ∗(V ) is Λn-microlocally smooth if and only if there is a λ in Λn such that λξ0 belongs to Bn and
(x0, λξ0) is Λn-microlocally smooth. We denote by SΛn(u) the set of Λn-microlocally smooth points of u.
Remark 6.10. — By restriction, a point (x0, ξ0) in V ×Bn which belongs to the underset A of a Λn-microlocally smooth
data (A, r, rˇ, N) is a Λn-microlocally smooth point. Inversely, let (x0, ξ0) be a Λn-microlocally smooth point with data rx0,ξ0 ,
rˇx0,ξ0 and Nx0,ξ0 . We consider the definable set
A = {(p, x, ξ) ∈ P × V ×Bn | ord (x− x0) ≥ r(p, w0, ξ0), ord (ξ − ξ0) ≥ rˇ(p, x0, ξ0)}
and the continuous definable functions
r :
{
A −→ Z
(p, x, ξ) 7−→ r(p, x0, ξ0)
, rˇ :
{
A −→ Z
(p, x, ξ) 7−→ ord rˇ(p, x0, ξ0)
, N :
{
B −→ Z
(p, x0, ξ0, x
′, r′) 7−→ Nx0,ξ0(p, x
′, r′).
The data (A, r, rˇ, N) is a Λn-definable data of u.
Definition 6.11 (Λn-motivic wave front set). — Let V be the definable set h[m, 0, 0] with m a positive integer. Let u
be a definable distribution in S′P (V ). The Λn-motivic wave front set of u denoted by WFΛn(u) is the complement of the set
of the Λn-microlocally smooth points of u in T
∗(V ) \ {0}.
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Remark 6.12. — By definition the set of Λn-microlocally smooth points of u and the Λn motivic wave front set of u are
conical, in the following, we will just consider covector ξ in Bn. It follows also from the remark 6.10 that
WFΛn(u) ∩ (V ×Bn) =
⋂
A∈A
piV×Bn(A
c),
where A is the set of support of Λ-definable microlocally smooth A, and for such support of A, Ac denotes its complement
in P × V ×Bn.
Remark 6.13 (Recovering Heifetz definition). — Assume here the parameter set P is a point. Let u be a definable
distribution in S′(V ) with V the definable set h[m, 0, 0] with m > 0. Let’s prove that any Λn-motivic microlocally smooth
point of u is also Λn-microlocally smooth in the sense of Heifetz. Let (x0, ξ0) be a Λn-motivic microlocally smooth point of u
and consider the data rx0,ξ0 , rˇx0,ξ0 and N(x0, ξ0) given in definition 6.9 By application of the definable compactness Lemma
3.3 on the continuous and definable function N(x0, ξ0), for any Schwartz-Bruhat function ϕ in S(B(x0, rx0,ξ0)) we define
Nϕ = min
z∈B(x0,rx0,ξ0)
Nx0,ξ0(z, α
+(ϕ)).
We denote by Bx0 and Bξ0 the balls B(x0, rx0,ξ0) and B(ξ0, rˇx0,ξ0). Using the convenient notation [x0, ξ0] for the product
{(x0, ξ0)} × Λn × Vξ, we prove the equality
(6.1) < u[x0,ξ0], ϕE(· | ·) > 1Bξ01BNϕ =< u[x0,ξ0], ϕE(· | ·) > 1Bξ0
with
ϕE(· | ·) : (λ, ξ, x) 7→ ϕ(x)E(x | λξ).
Let ψ be the constructible exponential function
ψ : (λ, ξ, z, x) 7→ 1B
α+(ϕ)
(x− z)E(x | λξ)
which is a (piΛn×Vξ × IdVx)-compatible Schwartz-Bruhat function in SΛn×Vξ,z(Λn × Vξ,z,x). By the convolution identity for ϕ
and the push-forward compatibility conditions of u we obtain the equality
< u[x0,ξ0], ϕE(· | ·) >= pi[x0,ξ0]!
(
L−α
+(ϕ)mϕ < u[x0,ξ0]×Vz , ψ >
)
.
With notations of Definition 6.6 and the pull-back relations on u we have
i∗[x0,ξ0]×Vz×{α+(ϕ)} (< uΛn×D, T > 1E) =< u[x0,ξ0]×Vz , ψ > 1Bξ0 1Bx0 .
Thus, we obtain equality (6.1) using the equality
< uΛn×D, T > 1E1BN =< uΛn×D, T > 1E
and from the definition of Nϕ the equality
i∗[x0,ξ0]×Vz×{α+(ϕ)}1BN =
(
i∗[x0,ξ0]×Vz×{α+(ϕ)}1BN
)
· 1BNϕ .
Example 6.14 (The Schwartz-Bruhat function case). — Let V the definable set h[m, 0, 0] with m > 0. Let P be a
definable set. We consider u a Schwartz-Bruhat function in SP (P × V ). By example 5.12, this constructible exponential
function defines a definable distribution with an empty wave front set. Indeed, we prove that the quadruple (A, r, rˇ, N) is a
Λn-definable data where A is the product P × V ×Bn, and r, rˇ and N are definable functions defined by
r :
{
A −→ Z
(p, x, ξ) 7−→ α−(u)(p)
, rˇ :
{
A −→ Z
(p, x, ξ) 7−→ ord ξ + 1
and
N :
{
B −→ Z
(p, x0, ξ0, x
′, r′) 7−→ 1−max (α+(u)(p), r′)− ord ξ0.
Indeed, by definition of T we obtain (using variables to be explicit)
< uΛn×D, T > 1E = F
(
u(p,−)1B(x′,r′)
)
(λξ)1E
By the definition of N we obtain the relation
< uΛn×D, T > 1E =< uΛn×D, T > 1E1BN
using the fact that F
(
u(p,−)1B(x′,r′)
)
is a Schwartz-Bruhat function with support in the ball B1−max(α+(u)(p),r′) because
max (α+(u)(p), r′) ≥ α+
(
u(p,−)1B(x′,r′)
)
.
Example 6.15 (Wave front set of a Dirac measure). — By Example 5.13, the motivic wave front set of a Dirac mea-
sure at a point x0 of h[m, 0, 0] is {x0} × (V \ {0}).
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Example 6.16 (Wave front set of a distribution defined by a smooth variety)
Assume the base field k = Q, the parameter space P is a point, and n ≥ 1. Let d ≥ 2 be a integer. Let Vx be the definable
set h[d− 1, 0, 0] and Vy be the definable set h[1, 0, 0]. Let g be a polynomial map in Vx and X be the graph of g in Vx × Vy .
We consider the definable distribution u on S′(V ) defined for any ϕ in S(V ) by
< u,ϕ >=
∫
X
ϕ|XdµX =
∫
Vx
ϕ(x, g(x))dx.
As g has Q-coefficients, we can consider the p-adic versions of that distribution. By the same proof as in the real case [24,
Example 8.2.5], the Λn-p-adic wave front set is the conormal space to the variety Xp. We show that the result is the same
in this motivic setting. The function (IdVx × g)
∗ϕ is a Schwartz-Bruhat function in S(Vx) with the data
α−((IdVx × g)
∗ϕ) = α−(ϕ) and α+((IdVx × g)
∗ϕ) = α+(ϕ)−min ord x∈B
α−(ϕ)
dg(x),
where the existence of min ord x∈B
α−(ϕ)
dg(x) follows from the definable compactness lemma 3.3. The Λn-motivic wave front
set of u is equal to the conormal bundle of X . Indeed, the definable distribution vanishes on any Schwartz-Bruhat function
with support in (Vx × Vy) \ X , then its singular support is contained in X . Let (x0, g(x0)) be a point on X . Let r be an
integer. We consider a non zero covector (ξ, η) and the integral
< u, 1B(x0,g(x0)),rE(· | λ(ξ, η)) >=
∫
Br
E(λ(((x + x0) | ξ) + g(x+ x0)η))dx.
Using Taylor expansion we have
E(λ(x | ξ + g(x)η)) = E(λ(x0 | ξ + g(x0)η))E(λ((ξ + η
tdg(x0)) | x))E(ληRg(x0, x)x | x).
By definable compactness the function x 7→ ordRg(x0, x) admits a minimum NR on the ball Br.
– If (ξ, η) is not colinear to (− tdg(x0), 1) then by Proposition 4.2, λ 7→< u, 1B(x0,g(x0)),rE(· | λ(ξ, η)) > has a bounded
support. This implies that the point ((x0, g(x0)), (ξ, η)) is microlocally smooth.
– If (ξ, η) is colinear to (− tdg(x0), 1) then by specialization on p-adic integrals, the integral
∫
x∈Br
E(ληRg(x0, x)x | x)dx
does not have a bounded support in λ. Hence, the point ((x0, g(x0)), (ξ, η)) is not microlocally smooth.
For a definable set X which is locally a graph of a definable function, we can define a definable distribution by
< u,ϕ >=
∫
X
ϕ|XdµX ,
Its singular support will be contained in X , and its Λn-motivic wave front set will be contained in the conormal bundle of X .
6.5. Projection. — We recall first the statement in the p-adic setting of Heifetz [22].
Proposition 6.17. — Let U be an open set of Qmp with pi the canonical projection of T
∗(U) on U . Let u be a distribution
in S′(U). Let Λ be a subgroup of Q∗p with finite index. The projection pi(WFΛ(u)) is equal to the singular support of u.
Remark 6.18. — The inclusion of the projection pi(WFΛu) in the singular support of u is easy. It is still true in the motivic
setting by proposition 6.19. The main point to prove the inverse inclusion is the compactness of the p-adic sphere. In the
motivic setting we have such inequality up to a Λn-definable data, see Proposition 6.20. Indeed, the finiteness will come from
the application of the compactness Lemma 3.3 on definable and continuous functions defined on a definable data.
Proposition 6.19. — Let P be a definable set, n ≥ 1, V = h[m, 0, 0] with m ≥ 1 and piV be the projection from T
∗(V )\ {0}
to V . Let u be a definable distribution in S′P (V ). The projection piV (WFΛn(u)) is contained in the singular support of u.
Proof. — Let a be a smooth point of u. By Definition 6.2 there is a definable function ra from P to Z and a Schwartz-Bruhat
function ψ in SP (P × V ) such that for any definable set ΦW in DefP , for any Schwartz-Bruhat function ϕ in SW (W × V )
we have the equality in C(W )exp
< uΦW ,
(
(ΦW × IdV )
∗1B(a,ra)
)
· ϕ >=< (ΦW × IdV )
∗ψ, ϕ > .
We consider the definable set
A = {(p, x, ξ) ∈ P × T ∗(V ) \ {0} | x ∈ B(a, ra(p))}
and the definable functions from A to Z defined by
r :
{
A −→ Z
(p, x, ξ) 7−→ ra(p)
, rˇ :
{
A −→ Z
(p, x, ξ) 7−→ 1 + ord ξ.
The constructible exponential functions < upiΛn×D , T > and F(φ)(λξ) are equal with φ the Schwartz-Bruhat function in
SD(Λn ×D × V ) defined by
φ(λ, (p, x0, ξ0, x
′, r′, ξ) , x) = ψ(p, x)1B(x′,r′)(x).
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The Fourier transform of φ is still a Schwartz-Bruhat function. Thus we obtain the relation
< upiΛn×D , T > 1E =< upiΛn×D , T > 1E1BN
with
N :
{
B −→ Z
(p, x0, ξ0, x
′, r′) 7−→ −ord ξ0 − α−(F(φ))(p, x0, ξ0, x′, r′).
Then, the quadruple (A, r, rˇ, N) is a Λn-microlocally smooth data of u. As there is no condition on ξ in the definition of A,
this prove that a does not belong to the projection piV (WFΛn(u)).
Theorem 6.20. — Let P be a definable set, n ≥ 1, V = h[m, 0, 0] with m ≥ 1. We denote by pi : P × T ∗(V ) → V and
piV : T
∗(V ) → V the canonical projections. Let u be a definable distribution in S′P (V ). For any Λn-definable microlocally
smooth data (A, r, rˇ, N) of u, the singular support of u is contained in the projection pi(Ac), where Ac is the complement of
A in P × (T ∗(V ) \ {0}). As a consequence, we have the following inclusions
piV (WFΛn(u)) ⊂ SS(u) ⊂
⋂
A∈A
pi(Ac),
where A is the set of support of Λ-definable microlocally smooth data.
Proof. — Let (A, r, rˇ, N) be a Λn-definable microlocally smooth data. Let a be a point which is not in the projection pi(Ac).
Then, for every p in P , for every ξ0 in Bn, the point (p, a, ξ0) belongs to A. For any parameter p in P , by Proposition 3.3,
the restrictions of the definable and continuous maps r(p, a,−) and rˇ(p, a,−) defined on the closed bounded and definable
set Bn admit a maximum ra(p) and rˇa(p). Applying Corollary 3.6 the following functions are definable
ra :
{
P −→ Z
p 7−→ ra(p) = max r(p, a,−)
and rˇa :
{
P −→ Z
p 7−→ rˇa(p) = max rˇ(p, a,−)
.
Using these morphisms we define a convenient Λ-definable data (Ba, Ra, Rˇa, Na).
– We consider
Ba = {(p, x0, ξ0) ∈ P × Vx0 ×Bn | x0 ∈ B(a, ra(p))}.
By construction of ra, Ba is contained in A.
– For all (p, x0, ξ0) in Ba we denote
Ra :
{
Ba −→ Z
(p, x0, ξ0) 7−→ ra(p)
and Rˇa :
{
Ba −→ Z
(p, x0, ξ0) 7−→ rˇa(p).
We set
Ba := {((p, x0, ξ0), x
′, r′) ∈ Ba × Vx′ × Z | B(x
′, r′) ⊂ B(x0, ra(p))}
and we consider
Ea := {((p, x0, ξ0, x
′, r′), ξ) ∈ Ba × Vξ | ξ ∈ B(ξ0, rˇa(p))}.
– Using Corollary 3.6 we consider the definable and continuous functions
Na :
{
Ba −→ Z
(p, x0, ξ0, x
′, r′) 7−→ minN(p, x0,−, x
′, r′)
and Na :
{
P −→ Z
p 7−→ minN(p, a,−, a, 2ra(p))
.
By Proposition 6.8 the quadruple (Ba, Ra, Rˇa, Na) is a definable data of u and we prove below the equality in C(P × Vξ′)exp
(6.2) < uP×Vξ′ , 1B(a,2ra)E(· | ·)) > 1BNa =< uP×Vξ′ , 1B(a,2ra)E(· | ·)) > .
Then, using Proposition 5.22 this constructible exponential function is also a Schwartz-Bruhat function in SP (P × Vξ′ ), its
inverse Fourier transform represents the definable distribution L−mu1B(a,2ra) and is a Schwartz-Bruhat function. Thus, a
does not belong to the singular support of u.
We prove now equality (6.2). By definition we have the equality
(6.3) < uΛn×D, T > 1Ea1BNa =< uΛn×D, T > 1Ea ∈ C(Λn ×D)
exp.
We consider the morphisms
ia :
{
Λn × P × Vξ0,ξ −→ Λn ×D
(λ, p, ξ0, ξ) 7−→ (λ, (p, a, ξ0, a, 2ra(p), ξ))
and M :
{
Λn × P × Vξ0,ξ −→ P × Vξ′
(λ, p, ξ0, ξ) 7−→ (p, ξ′ = λξ)
.
By relation (6.3) and the pull-back compatibility relation of u we obtain the equality
< uΛn×P×Vξ0,ξ , (ia × IdV )
∗T > i∗a(1Ea1BNa ) =< uΛn×P×Vξ0,ξ , (ia × IdV )
∗T > i∗a(1Ea),
with
(ia × IdV )
∗T : (λ, p, ξ0, ξ, y) 7−→ 1B(a,2ra(p))E(y | λξ), i
∗
a1Ea : (λ, p, ξ0, ξ) 7−→ 1B(ξ0,rˇa(p)(ξ)
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and
i∗a1BNa : (λ, p, ξ0, ξ) 7−→ 1BNa(p)(λ).
By Proposition 2.29 the constructible functions (ia×IdV )∗(T )i∗a(1Ea1BNa ) and (ia×IdV )
∗(T )i∗a(1Ea) are (M×IdV )-compatible
Schwartz-Bruhat functions in SP×Vξ′ (P × Vξ′,x). Then, applying the push-forward morphism M! and the push-forward
compatibility relation of u we obtain the equality which induces equality 6.2
< uP×Vξ′ , (M × IdV )!
(
(ia × IdV )
∗(T ) · i∗a(1Ea1BNa ))
)
>=< uP×Vξ′ , (M × IdV )! ((ia × IdV )
∗(T ) · i∗a(1Ea)) > .
6.6. Pull-back. — In the following theorem we explain how to construct the pull-back f∗u of a definable distribution
relatively to a convenient Λ-microlocally smooth data. For any mx, my, n positive integers, when there is no confusion, we
will simply denote by Bn the definable sets B
(mx)
n of h[mx, 0, 0] and B
(my)
n of h[my, 0, 0].
Theorem 6.21. — Let mx, my and n be positive integers. Let pi be the canonical projection of T
∗(Vy) to Vy. Let
f : Vx = h[mx, 0, 0]→ Vy = h[my, 0, 0]
be a C1 definable function. Let P be a definable set and u be a definable distribution in S′P (Vy). We assume
1. the distribution u admits a Λ-microlocally smooth data (A = P ×A, r, rˇ, N), with A an open and closed definable set of
Vy ×Bn. We assume the projection pi(A) to be an open and closed definable set of Vy and for any y0 in pi(A), we will
suppose Ay0 = {ξ ∈ Bn | (y0, ξ) ∈ A} to be closed and open.
2. there is δ > 0, Nδ in Z such that for any (x, ξ) in f
−1(pi(A)) × Bn, if (f(x), ξ) /∈ A then |tdf(x)ξ| ≥ δ > 0 and
ord tdf(x)ξ ≤ Nδ. In particular this implies the inclusion
Nf := {(y, ξ) ∈ T
∗(pi(A)) \ {0} | ∃x ∈ f−1(pi(A)), y = f(x), tdf(x)ξ = 0} ⊂ A.
3. there is a definable function Rf such that
(6.4) (f(x+ z) | ξ) = (f(x) | ξ) + (df(x)z | ξ) + (Rf (x, z, ξ)z | z).
There is a constant NR, such that for any x in f
−1(pi(A)), for any z in Vx and any ξ in Bn we have ordRf (x, z, ξ) ≥ NR.
With these assumptions
1. there is a definable distribution f∗u in S′P (f
−1(pi(A))) such that we have the inclusion
WFΛn(f
∗u) ⊂ f∗(ΛnA
c) ∪ Uf,A
where
ΛnA
c = {(y, λξ) ∈ T ∗(Vy) \ {0} | (y, ξ) /∈ A}, Uf,A = {(x, η) ∈ f
−1(pi(A)) × Vη | η /∈ im
tdf(x)}
and
f∗(ΛnA
c) = {(x, η) ∈ T ∗(f−1(pi(A))) \ {0}, ∃(y, ξ) ∈ ΛnA
c, y = f(x), tdf(x)ξ = η}.
2. for any (B, rB , rˇB, NB) a Λ-definable microlocally smooth data of u with same assumptions such that pi(B) ∩ pi(A) is
non empty the two pull-backs are equal on the Schwartz-Bruhat functions of SW (f
−1(pi(A) ∩ pi(B))).
3. if u is a Schwartz-Bruhat function in SP (P × V ) the construction gives
f∗u = L−mxu ◦ (IdP × f).
Remark 6.22. — By the second point of the theorem we can patch all the f∗u along some Λ definable data (all of them if
P is for instance a point). In the real and p-adic settings it is proved that extension of the pull-back f∗ from the definable
distribution defined by smooth functions to the definable distribution is unique (see [24, Theorem 8.2.4] and [8, Theorem
2.9.3]). In our setting, there is no topology on motives which can give such unicity. Nevertheless, the construction here is
parallel to the construction of the p-adic and real case. By specialization theorems in [14] of motivic integrals to p-adic
integrals, this construction specializes on the construction of the pull-back in the p-adic setting. In particular, in Remark
6.23 below, we recover Theorem 2.8 of Heifetz [22].
Proof. — We start defining optimal radius functions, useful for the proof.
• We define a continuous definable map Ry : P × pi(A)→ Z such that
(6.5) ∀p ∈ P, ∀y0 ∈ pi(A), ∀(y, ξ) ∈ B(y0, Ry(p, y0))×Bn, (y, ξ) ∈ A⇔ (y0, ξ) ∈ A.
Indeed, for any p in P , for any y0 in pi(A) by definable compactness (Corollary 3.6) the definable and continuous function
r(p, y0,−) admits a maximum on the closed and bounded definable set Ay0 and we consider the definable function
ry0,max :
{
P −→ Z
p 7−→ max r(p, y0,−)|Ay0 .
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Similarly, we consider the definable and continuous function
Ry :
{
P × pi(A) −→ Z
(p, y0) 7−→ max r(p,−,−)|A∩(B(y0,ry0,max(p))×Bn).
Let p be in P , y0 be in pi(A) and (y, ξ) be in B(y0, Ry(p, y0))×Bn.
– If the point (y0, ξ) belongs to A then by Definition 6.6 we have the inclusion
B(y0, r(p, y0, ξ))× (B(ξ, rˇ(p, y0, ξ)) ∩Bn) ⊂ A,
and (y, ξ) belongs to A because by definition the ball B(y0, Ry(p, y0)) is contained in the ball B(y0, r(p, y0, ξ)).
– If the point (y, ξ) belongs to A, then again by definition of Ry(p, y0) we have the inclusion
B(y,Ry(p, y0))× (B(ξ, rˇ(p, y, ξ))×Bn) ⊂ B(y, r(p, y, ξ)) × (B(ξ, rˇ(p, y, ξ))×Bn) ⊂ A
and we conclude that (y0, ξ) belongs to A by the equality of balls B(y,Ry(p, y0)) and B(y0, Ry(p, y0)).
• By Corollary 3.6, the construction and the continuity of rˇ, we define a continuous definable function
Rˇy :
{
P × pi(A) −→ Z
(p, y0) 7−→ max rˇ(p, y0,−)|Ay0 .
By assumption 2 on rˇ, we have Rˇy(p, y0) ≥ n ≥ ord ξ0 + 1 for any ξ0 in Bn.
• By Corollary 3.6, the construction and the continuity of N , we define a continuous definable map
N :
{
B −→ Z
(p, y0, ξ0, y
′, r′) 7−→ minN(p, y0,−, y
′, r′)|Ay0
with
B = {((p, y0, ξ0), y
′, r′) ∈ A× Vy′ × Z | B(y
′, r′) ⊂ B(y0, r(p, y0, ξ0))}.
By definition of N and by Proposition 6.8, the quadruple (A, r, rˇ, N) is a definable data.
• We define a continuous definable map
N :
{
P × pi(A) −→ Z
(p, y0) 7−→ minN(p, y0,−, y0, Ry(p, y0) + 1)|Ay0 .
Again the existence follows from Corollary 3.6. In particular, for any (p, y0) in P × pi(A), for any ξ0 in Ay0 , we have
N (p, y0) = N(p, y0, ξ0, y0, Ry(p, y0) + 1)
The continuity comes from the construction and the continuity of N and Ry.
• We define a definable and continuous map Rx : P × f−1(pi(A)) → Z. As f is continuous, for any p in P , for any y0 in
pi(A), the inverse image f−1(B(y0, Ry(p, y0))) is open, and for any x0 in the fiber of y0, we denote by Rx(p, x0) the smallest
integer such that the ball B(x0, Rx(p, x0)) is contained in the inverse image f
−1(B(y0, Ry(p, y0)))
Rx(p, x) = min {a ∈ Z | f(B(x, a)) ⊂ B (f(x), Ry(p, f(x)))} .
namely
Rx(p, x) = min{a ∈ Z | ∀x
′ ∈ Vx, ord (x
′ − x) ≥ a⇒ ord (f(x′)− f(x)) ≥ Ry(p, f(x))}.
As the function (p, x) 7→ Ry(p, f(x)) is definable, Rx is also definable and continuous (locally constant by construction).
• For any ΦW in DefP we denote by
Ry,ΦW = Ry ◦
(
ΦW × Idpi(A)
)
, Rˇy,ΦW = Rˇy ◦
(
ΦW × Idpi(A)
)
,
and
NΦW = N ◦
(
ΦW × Idpi(A)
)
, Rx,ΦW = Rx ◦
(
ΦW × Idf−1(pi(A))
)
.
1. Definition of (f∗u)ΦW . In order to define the definable distribution f
∗u we will use the extension Theorem 5.18. We
fix a definable morphism ΦW in DefP and a definable function α
− :W → Z. By assumption pi(A) is closed, then f−1(pi(A))
is closed and by Proposition 3.3 we may consider the definable map
Rx,α− :
{
W −→ Z
w 7−→ max{Rx,ΦW (w, x) | x ∈ f
−1(pi(A)), ord x ≥ α−(w)}.
We consider a definable function α+ :W → Z satisfying the inequalities
(6.6) α+ ≥ Rx,α− and α
+ ≥ α−.
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Inspired by the proof in the p-adic case in [22] or [8], we explain the strategy of the construction.
1. We show the existence of the following constructible exponential function in C(W × Vz)exp
(6.7) < (f∗u)ΦW×Vz , tα−,α+ >:= piW×Vz !(ψIf,α− ,α+)
where ψ is the constructible exponential function in C(W × Vz,ξ)exp
ψ : (w, ξ, z) 7→
〈
uΦW×Vξ,z , y 7→ χΦW (w, z, y)E(y | ξ)
〉
,
with
χΦW = (ΦW × IdVz,y)
∗χ, χ : (p, z, y) 7→ 1B(f(z),Ry(p,f(z))(y)
and If,α−,α+ is the constructible exponential function in C(W × Vz,ξ)
exp
If,α−,α+ : (w, ξ, z) 7→
∫
x∈Vx
1B
α−(w)
(x)1f−1(pi(A))(x)1Bα+(w)(x− z)E(−f(x) | ξ)dx.
2. We prove the assumptions of the extension Theorem 5.18 and by its application we define for any ϕ in SW (W ×V ) the
constructible exponential function in C(W )exp
(6.8) < (f∗u)ΦW , ϕ >= piW !
(
Lα
+(ϕ)mxϕ < (f∗u)ΦW×Vz , tα−(ϕ),α+(ϕ) >
)
choosing α+(ϕ) ≥ Rx,α−(ϕ).
3. We consider the restriction of f∗u to f−1(pi(A)) in S′P (f
−1(pi(A))).
Step 1. Existence of < (f∗u)ΦW×Vz , tα−,α+ >. Let ΦW a definable morphism in DefP and α
+ and α− two definable
morphims from W to Z satisfying conditions 6.6. We consider
(ΛnA)W = {(w, z, ξ) ∈W × Vz,ξ | ord z ≥ α
−(w) and ∃λ ∈ Λn, (f(z), λ
−1ξ) ∈ A}
and
(ΛnA
c)W = {(w, z, ξ) ∈ W × Vz,ξ | ord z ≥ α
−(w) and ∀λ ∈ Λn, (f(z), λ
−1ξ) /∈ A}.
These sets are definable and we have the decomposition
Bα−(w) × Vξ = ΛnAw ⊔ ΛnA
c
w.
• By Λn-microlocally smoothness, we define CA : {(w, z) ∈W × Vz | z ∈ Bα−(w)} → Z a definable function such that
(6.9) ψ · 1(ΛnA)W 1BCA = ψ · 1(ΛnA)W ,
with BCA = {(w, z, ξ) ∈W × Vz,ξ | ord ξ ≥ CA(w, z)}.
• By assumption on f and A, we define CAc : {(w, z) ∈ W × Vz | z ∈ Bα−(w)} → Z a definable function such that
(6.10) If,α−,α+ · 1(ΛnAc)W 1BCAc = If,α−,α+ · 1(ΛnAc)W ,
with BCAc = {(w, z, ξ) ∈W × Vz,ξ | ord ξ ≥ CAc(w, z)}.
• Defining the constructible exponential function IA by
IA(w, z, ξ) = 1(ΛnA)W (w, z, ξ)1BCA(w)(ξ) + 1(ΛnAc)W (w, z, ξ)1BCAc (w)(ξ),
we obtain the equality
ψIf,α−,α+ = ψIf,α−,α+IA.
The function ψIf,α−,α+ will be ξ-integrable which will imply by 6.7 the existence of the constructible exponential function
< (f∗u)ΦW×Vz , tα−,α+ > in C(W × Vz)
exp.
Existence of CA. As (A, r, rˇ, N) is a Λ-microlocally smooth data, using notations E , D and T of Definition 6.6 we have
the equality
< uΛn×D, T > 1E1BN =< uΛn×D, T > 1E ∈ C(Λn ×D)
exp.
We consider now the morphism
if :
{
P × Λn × Vz,ξ0,ξ −→ Λn × D
(p, λ, z, ξ0, ξ) 7−→ (λ, (p, f(z), ξ, f(z), Ry(p, f(z)), ξ)) .
By the pull-back compatibility relation of u we obtain the equality in the ring C(P × Λn × Vz,ξ0,ξ)
exp
i∗f
(
< uΛn×D, T > 1E1BN
)
=< uP×Λn×Vz,ξ0,ξ , (if × IdV )
∗T > i∗f(1E)i
∗
f (BN )
with
(if × IdV )
∗T : ((p, λ, z, ξ0, ξ), y) 7−→ χ(p, z, y)E(y | λξ) , i
∗
f (1E) : (p, λ, z, ξ0, ξ) 7−→ 1B(ξ0,Rˇy(p,f(z)))(ξ)
and
i∗f (1BN ) : (p, λ, z, ξ0, ξ) 7−→ 1BN(p,f(z))(λ).
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We consider the morphism
m :
{
P × Λn × Vz × Vξ0 × Vξ −→ P × Vz × Vξ′
(p, λ, z, ξ0, ξ) 7−→ (p, z, ξ′ := λξ).
The constructible exponential function (if × IdV )
∗(T ) · i∗f(1E1BN ) is a (m× IdVy )-compatible Schwartz-Bruhat function in
SP×Λn×Vz,ξ0,ξ(P × Λn × Vz,ξ0,ξ × Vy), then by the push-forward compatibility relation of u we obtain the equality
m!
〈
uP×Λn×Vz,ξ0,ξ , (if × IdV )
∗(T ) · i∗f(1E1BN )
〉
=
〈
uP×Vz,ξ′ , (m× IdVy )!
((
if × IdV )
∗(T ) · i∗f (1E1BN
))〉
and we deduce
< uP×Vz,ξ′ , ζ > 1{ord ξ′≥N (p,f(z))} =< uP×Vz,ξ′ , ζ > .
using the constructible exponential function C(P × Vz,ξ′,y)exp
ζ : (p, z, ξ′, y) 7→ E(y | ξ′)1(ΛnA)P (p, z, ξ
′)χ(p, z, y).
By pull-back relation of u by (ΦW × IdVξ′,z ), we obtain relation (6.9) with CA the definable map (w, z) 7→ N (ΦW (w), f(z)).
Existence of CAc . We consider the definable morphism
m :
{
Λn × Vξ ×W × Vz −→ Vξ′ ×W × Vz
(λ, ξ, w, z) 7−→ (ξ′ := λξ, w, z)
We consider the constructible exponential function
J : (λ, ξ, w, z) 7→ If,α−,α+(w, λξ, z).
If a couple (x, ξ) belongs to B(z,Rx,ΦW (w, z)) × Bn then by definition of Rx,ΦW (w, z), f(x) belongs to the image
f(B(z,Rx,ΦW (w, z))) contained in the ball B(f(z), Ry(ΦW (w), f(z))), and by definition of Ry, the couple (f(x), ξ) belongs
to A if and only if the couple (f(z), ξ) belongs to A. Thus, for any (w, z, λξ) in (ΛnA
c)W , for any x in B(z,Rx(ΦW (w), z))
the couple (f(x), ξ) does not belong to A and by assumption we have |tdf(x)ξ| ≥ δ > 0 namely ord tdf(x)ξ ≤ Nδ. By
Proposition 4.2, we conclude that
J · 1{ord λ≥CAc (w)} = J
with CAc the definable map −max(Nδ −NR+1, α
+)−Nδ. By the direct image by m and Fubini we deduce relation (6.10).
Integrability of ψIf,α−,α+ . We consider the constructible exponential function
θ : (w, z, y, x, ξ) 7→ χΦW (w, z, y)E(y − f(x) | ξ)tα−,α+(w, z, x)1f−1(pi(A))(x)IA(w, z, ξ)
with
IA(w, z, ξ) = 1(ΛnA)W (w, z, ξ)1BCA(w)(ξ) + 1(ΛnAc)W (w, z, ξ)1BCAc (w)(ξ),
and
tα−,α+(w, z, x) = 1Bα+(w)(z − x)1Bα−(w)(x).
As each variable x and ξ is bounded in the parameters w and z by the relations
(6.11) ord x ≥ α−(w) and ord ξ ≥ min(CA(w), CAc(w))
the constructible exponential function θ is piW×Vz -integrable and piW×Vz×Vξ -integrable.
Using Proposition 2.29, we deduce that θ is a (piW×Vz,ξ×IdVy )-compatible and (piW×Vz×IdVy )-compatible Schwartz-Bruhat
function in SW×Vz,x,ξ(W × Vz,x,ξ,y) with
α+(θ)(w, z, ξ, x) = max(Ry,ΦW (w, f(z)),−min(CA(w), CAc(w)))
and
α−(θ)(w, z, ξ, x) = min(ord f(z), Ry,ΦW (w, f(z))).
Then, by the push-forward condition of u, we deduce that < uΦW×Vξ,z,x , θ > is piW×Vz -integrable and also piW×Vz,ξ -integrable
with the equality
ψIf,α−,α+ = piW×Vz,ξ! < uΦW×Vξ,z,x, θ >
By Fubini we obtain that ψIf,α−,α+ is piW×Vz -integrable and we can consider
(6.12) < (f∗u)ΦW×Vz , tα−,α+ >= piW×Vz !(ψIf,α−,α+) =< uΦW×Vz , (piW×Vz × IdVy )!θ >
Step 2. Extension theorem. Let ΦW be a definable morphism in DefP .
• Integrability condition of the extension theorem.
Let α+ and α− be definable functions from W to Z satisfying 6.6. Using conditions 6.11 the constructible exponential
function θ is (piW × IdVy )-integrable and also a (piW × IdVy )-compatible Schwartz-Bruhat function in SW×Vz,x,ξ(W ×Vz,x,ξ,y).
Then, by the push-forward property of the definable distribution u and by Fubini, the constructible exponential function
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< (f∗u)ΦW×Vz , tα−,α+ > is piW -integrable.
• Pull-back assumption of the extension theorem.
Let ΦW and ΦW ′ be two definable sets in DefP . Let g : W →W
′ be a definable morphism in DefP such that ΦW = g ◦ΦW ′ .
We have by construction
(g × IdVz)
∗(< (f∗u)ΦW ′×Vz , tα−,α+ >) = (g × IdVz )
∗
(
piW×Vz ! < uΦW ′×Vz,x,ξ , θ >
)
.
The equality
(g × IdVz)
∗(< (f∗u)ΦW ′×Vz , tα−,α+ >) =< (f
∗u)ΦW×Vz , (g × IdVz×Vx)
∗(tα−,α+) >
in C(W × Vz)
exp follows from Proposition 2.15 and the pull-back compatibility of u.
• Push-forward axiom of the extension theorem.
Let ΦW : W → P be a definable morphism. For any definable function β+, β−, α+, α− from W to Z, satisfying the
inequalities 6.6, β+ ≥ α+ and α− ≥ β− we have the relation
(6.13) < (f∗u)ΦW×Vz , tα−,α+ >= (piW×Vz )!
(
Lβ
+mtα−,α+ < (f
∗u)(ΦW×Vz)×Vx , s 7→ tβ−,β+(w, x, s) >
)
.
by application of the definition 6.12, the push-forward compatibility condition of u and Fubini, see also example 5.16.
2. Independence in the data. For any (B, rB , rˇB , NB) a Λ-definable microlocally smooth data of u with same
assumptions such that pi(B) ∩ pi(A) is non empty, the two constructions of f∗u on S(f−1(pi(A) ∩ pi(B))) coincide. Indeed,
by the motivic average formula or Remark 5.19, we obtain that the construction of the pull-back f∗u for the microlocally
smooth data (A, r˜, ˜ˇr, N˜) gives the same definable distribution when r˜ ≥ r, ˜ˇr ≥ rˇ and N ≥ N˜ . Then in our case, the result
follows considering this fact and the definable functions max(r, rB), max(rˇ, rˇB) and min(N,NB).
Remark 6.23 ( Localization and Heifetz formula). — Let ΦW be a definable morphism in DefP and ϕ be a Schwartz-
Bruhat function in SW (W×V ). Let x0 be a point in V . Let rx0 :W → Z be a definable function such that rx0 ≥ Rx,ΦW (−, x0).
We denote by Bx0 the ball of center x0 and valuative radius rx0 . Considering α
+(ϕ) ≥ Rx,ϕ1Bx0 by equality 6.8 we have
< (f∗u)ΦW , ϕ1Bx0 >= w 7→ L
−α+(ϕ)(w)m
∫
z∈B
α−(ϕ)(w)
(ϕ1Bx0 )(w, z)(∫
ξ∈Vξ
〈
uΦW×Vξ,z , χΦW (w, z, ·)E(· | ξ)
〉(∫
x∈Vx
1B
α+(ϕ)(w)
(x− z)E(−f(x) | ξ)dx
)
dξ
)
dz
with χΦW : (w, z, y) 7→ 1B(f(z),Ry,ΦW (w,f(z)))(y).
By assumption on rx0 and construction of Rx,ΦW (w, x0), we have for any w in W and z in Bx0 the equality
B(f(z), Ry,ΦW (w, f(z))) = B(f(x0), Ry,ΦW (w, f(x0))).
Applying Fubini and the convolution formula for ϕ1Bx0 and the equality
{(x, z) | z ∈ Bα−(ϕ), x ∈ B(z, α
+(ϕ))} = {(x, z) | x ∈ Bα−(ϕ), z ∈ B(x, α
+(ϕ))},
we obtain the motivic version of the Heifetz formula in [22]
< (f∗u)ΦW , ϕ1Bx0 >= w 7→
∫
ξ∈Vξ
〈
uΦW×Vξ , χΦW (w, x0, ·)E(· | ξ)
〉(∫
x∈Vx
(ϕ1Bx0 )(w, x)E(−f(x) | ξ)dx
)
dξ.
3. Function case. Suppose that u is a Schwartz-Bruhat function in SP (P × V ). For any definable set ΦW in DefP , we
consider uΦW equal to (ΦW × IdV )
∗u. As in Example 6.14, we consider the definable data (P × Vy ×Bn, r, rˇ, N).
Let α−, α+ be definable functions from W to Z satisfying relations 6.6. By definition of Rx and Ry, for any w in W , for any
z in the ball Bα+(w) we have the inclusion
(6.14) f(B(z, α+)) ⊂ B(f(z), Ry(ΦW (w), f(z))).
By definition we have
< (f∗u)ΦW×Vz , tα−,α+ >= piW×Vz ! < uΦW×Vz,ξ,x , θ > .
Then, applying Fubini on 6.7, the projection axiom and the inverse Fourier transform formula and example 6.14 we obtain
the relation
< (f∗u)ΦW×Vz , tα−,α+ >= L
−mx < (u ◦ (IdP × f))ΦW×Vz , tα−,α+ > .
Then, by the extension theorem (or the average formula), we obtain that
f∗u = Lmxu ◦ (IdP × f).
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4. Wave front set of f∗u.
Let (x0, η0) a point of f
−1(pi(A)) × Vη \ {0} which does not belong to f∗(ΛnAc) with η0 in im( tdf(x0)). As η0 is different
from zero, one has that tdf(x0) is also different from zero. By definition, for any ξ0 in Vξ with
tdf(x0)(ξ0) = η0, the point
(f(x0), ξ0) belongs to ΛnA.
For any point η in the ball B(η0, ord η0 + 1), the fiber
tdf(x0)
−1(η) is contained in the definable set ΛnAf(x0). Indeed, for
such η there is a λ in Λn such that η is equal to λη0, then the fiber
tdf(x0)
−1(η) is equal to λtdf(x0)
−1(η0) which is contained
in ΛnAf(x0).
We prove that the point (x0, η0) is a Λ-microlocally smooth point of f
∗u. We denote by Px0,η0 the intersection
tdf(x0)
−1(η0) ∩ Af(x0). By definable compactness (Proposition 3.3), we define rˇf(x0) as the definable function
rˇf(x0) :
{
P −→ Z
p 7−→ minξ,Af(x0) rˇ(p, f(x0), ξ).
For any p in P , we consider the open definable subset
Cx0,η0,p =
⋃
ξ∈Px0,η0
B(ξ, rˇf(x0)(p)).
By assumption, for any ξ in Bn, thanks to the inequality rˇf(x0)(p) ≥ ord ξ, the definable set Cx0,η0,p is contained in Bn. We
denote by Ccx0,η0,p the closed subset Bn \ Cx0,η0,p. We consider the definable set
Eη0 = {ξ ∈ ΛnC
c
x0,η0,p
| ord η0 −Nδ ≤ ord ξ ≤ ord η0 − min
x∈B(x0,rx0,η0 (p))
ord tdf(x)}.
By the previous remark, the definable function ξ 7→ ord (tdf(x0)ξ − η) takes finite values on the set Eη0 and by definable
compactness this function takes finitely many values. In particular it has a maximum denoted by Mη0 . We define rx0,η0(p)
as Rx,P (x0) and rˇx0,η0(p) as ord η0 + 1. We consider the continuous and definable function
Nx0,η0 :
{
Bx0,η0 −→ Z
(p, x′, r′) 7−→ min(Np,f(x0), Cx0,η0,x′,r′,p)
defined on
Bx0,η0 = {(p, x
′, r′) ∈ P × Vx′ × Z | B(x
′, r′) ⊂ B(x0, rx0,η0(p))}.
with for any (p, x′, r′) in Bx0,η0
Cx0,η0,x′,r′,p = min (−ord η0 −max(ord η0 −NR + 1, r
′),−Mη0 −max(Mη0 −NR + 1, r
′)) .
We obtain that the point (x0, η0) does not belong to WFΛn(f
∗u) proving the equality
< (f∗u)Λn×Dx0,η0 , T > 1Ex0,η01BNx0,η0 =< (f
∗u)Λn×Dx0,η0 , T > 1Ex0,η0 ,
where Dx0,η0 is the product P × Vx′ × Z× Vη,
Ex0,η0 = {((p, x
′, r′), ξ) ∈ Bx0,η0 × Vξ | ξ ∈ B(ξ0, rˇx0,η0(p))} ,
Tx0,ξ0 is the Schwartz-Bruhat function in SΛn×Dx0,η0 (Λn ×Dx0,η0 × V ) defined by
Tx0,η0(λ, (p, x
′, r′, ξ) , x) = 1B(x′,r′)(x)E(x | λξ),
and
BNx0,η0 = {(λ, (p, x
′, r′) , ξ) ∈ Λn × Bx0,η0 × Vξ | ord λ ≥ Nx0,η0(p, x
′, r′)}.
By the equality rx0,η0 = Rx,P (x0) we can apply the localization point (Remark 6.23) and obtain
< (f∗u)Λn×Dx0,η0 , T > (λ, p, x
′, r′, η) =∫
ξ∈Vξ
< uP×Vξ , χ(p, x0, ·)E(· | ξ) >
∫
s∈Vs
1B(x′,r′)(s)E((s | λη)− (f(s) | ξ))dsdξ.
By the change of variables formula we obtain
< (f∗u)Λn×Dx0,η0 , T > (λ, p, x
′, r′, η) =
L−ord λm
∫
ξ∈Vξ
< uP×Vξ , χ(p, x0, ·)E(· | λξ) >
∫
s∈Vs
1B(x′,r′)(s)E(λδ(s, ξ, η))dsdξ.
where δ(s, ξ, η) = (s | η)− (f(s) | ξ).
By 6.4 we have the equality
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(6.15)
∫
s∈Vs
1B(x′,r′)(s)E(λδ(s, ξ, η))ds
= E(λδ(x0, ξ, η))
∫
s′∈Vs
1B(x′,r′)(x0 + s
′)E(λδ(tdf(x0)ξ − η | s
′))E(Rf (x0, s
′, ξ)s′ | s′)ds.
By lemma 3.3, for any p in P , the definable and continuous function ord tdf admits a minimum on the ball B(x0, rx0,η0)
(1).
1. Let ξ be in Vξ with ord ξ > ord η0 −minx∈B(x0,rx0,η0 (p)) ord
tdf(x) we have
ord tdf(x)(ξ) − η = ord η = ord η0
then λ→ Ix′,r′(λ, η, ξ) has a bounded support in the ball BCx0,η0,x′,r′,p .
2. Let ξ be in ΛnCx0,η,p such that ord ξ ≤ ord η0 −minx∈B(x0,rx0,η0 (p)) ord
tdf(x), then
λ 7−→< uP×Vξ , χ(p, x0, ·)E(· | λξ) > 1ΛnCx0,η0,p(λξ)
has support in the ball BN (p,f(x0))−ord η0+minx∈B(x0,rx0,η0 (p)) ord
tdf(x).
Indeed, there is µ in Λn and ξ˜ in Cx0,η,p such that µξ˜ = ξ. Note that
ord µ ≤ ord ξ ≤ ord η0 − min
x∈B(x0,rx0,η0(p))
ord tdf(x)
then, for any λ in Λn, if
ord λ ≤ N (p, f(x0))− ord η0 + min
x∈B(x0,rx0,η0 (p))
ord tdf(x)
then ord λµ ≤ N (p, f(x0)) and
< uP×Vξ , χ(p, x0, ·)E(· | λξ) >=< uP×Vξ , χ(p, x0, ·)E(· | (λµ)ξ˜) >= 0.
3. Let ξ be in ΛnC
c
x0,η0,p
such that ord ξ ≤ ord η0 −minx∈B(x0,rx0,η0(p)) ord
tdf(x).
There is µ in Λn and ξ˜ in C
c
x0,η,p
such that µξ˜ = ξ. By construction of Ccx0,η0,p, the point (f(x0), ξ˜) does not belong
in A then by assumption on f and A, we have the relation ord tdf(x0)ξ˜ ≤ Nδ
(a) If ord ξ < −Nδ + ord η0, then ord µ ≤ −Nδ + ord η0 − n and we have
ord ( tdf(x0)ξ − η) = ord
tdf(x0)ξ ≤ ord η0
(b) If ξ belongs to the bounded and closed set Eη0 then
ord ( tdf(x0)ξ − η) = ord
tdf(x0)ξ ≤Mη0
In these cases, by Proposition 4.2, λ→ Ix′,r′(λ, η, ξ) has a bounded support in the ball BCx0,η0,x′,r′,p .
6.7. Tensor product and product of definable distributions. — Let P be a definable set in Defk and dx and dy
be two positive integers. Let Vx and Vy be the definable sets h[dx, 0, 0] and h[dy, 0, 0]. Let (uΦW ) in S
′
P (Vx) and (vΦW ) in
S′P (Vy) be two definable distributions.
Lemma 6.24. — For any definable setW in DefP , for any Schwartz-Bruhat function ϕ in SW (W×Vx×Vy) the constructible
exponential function ψ equal to < vΦW×Vx , ϕ > in C(W × Vx)
exp is a Schwartz-Bruhat function in SW (W × Vx) with
α+(ψ) = α+(ϕ) ◦ piW and α
−(ψ) = α−(ϕ) ◦ piW .
Furthermore, for any definable map g from W to W ′, if ϕ is (g × IdVx,y )-compatible then, < vΦW×Vx , ϕ > is (g × IdVx)-
compatible.
Proof. — As ϕ is a Schwartz-Bruhat function in SW (W × Vx × Vy), using Fubini, we observe it is also a Schwartz-Bruhat
function in SW×Vx(W × Vx × Vy) with same data. In particular, this Schwartz-Bruhat function is (piW × IdVy )-compatible.
Then, for any definable function α from W × Vx to Z satisfying α ≤ α
−(ϕ), the equalities
ϕ1B
α−(ϕ)
= ϕ and 1Bα1Bα−(ϕ) = 1Bα−(ϕ)
imply the equality
< vΦW×Vx , ϕ > 1Bα =< vΦW×Vx , ϕ > .
(1)in the case where df vanishes on this ball, it is enough to apply the definable compactness on the intersection between B(x0, rx0,η0 ) and
ord tdf ≤ α, for any constant α.
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As ϕ is (piW × IdVy )-integrable, by the push-forward assumption on v, the constructible exponential function < vΦW×Vx , ϕ >
is W -integrable then using the pushforward relations on v on the convolution product definition we obtain the equality
< vΦW×Vx , ϕ > ∗1Bα+(ϕ) =< vΦW×Vx , ϕ ∗ 1B+α (ϕ) >= L
α+(ϕ)dx < vΦW×Vx , ϕ >
and as in the proof of Lemma 5.2 we obtain the same relation for any definable function α from W ×Vy to Z which is bigger
than α+(ϕ). We conclude that < vΦW×Vx , ϕ > is a Schwartz-Bruhat function in SW (W × Vx).
Let g be a definable map from W to W ′ and assume ϕ is (g × IdVx,y )-compatible. Then by assumption ϕ is (g × IdVx,y )-
integrable and there are definable functions β+ and β− from W ′ to Z such that α+(ϕ) = β+ ◦ g and α−(ϕ) = β− ◦ g.
In particular ϕ is (g × IdVx) × IdVy compatible then using the push-forward relation on v, ψ equal to < vΦW×Vx , ϕ > is
(g × IdVx)-compatible.
Definition 6.25 (Tensor product of definable distributions). — Let P be a definable set in Defk and dx and dy be
two positive integers. Let Vx and Vy be the definable sets h[dx, 0, 0] and h[dy, 0, 0]. Let (uΦW ) in S
′
P (Vx) and (vΦW ) in S
′
P (Vy)
be two definable distributions. If for any definable function ΦW from W to P and for any Schwartz-Bruhat function ϕ in
SW (W × Vx,y) we have the equality
< uΦW , < vΦW×Vx , ϕ >>=< vΦW , < uΦW×Vy , ϕ >>
then we define
< (u ⊗ v)ΦW , ϕ >:=< uΦW , < vΦW×Vx , ϕ >> .
It is a definable distribution in S′P (Vx × Vy).
Example 6.26. — If P is a point and if f and g are locally integrable functions respectively on Vx and Vy , then f ⊗ g is
the usual tensor product on Vx × Vy and the previous equality follows from Fubini.
Proof. — By the previous lemma, the above evalutions make sense. Let g : W → W ′ be a definable map and ϕ be a
Schwartz-Bruhat function in SW (W × Vx,y). Using the pull-back relations on u and v we have
g∗ < (u⊗ v)ΦW , ϕ > = g
∗ < uΦW ′ , < vΦW ′×Vx , ϕ >>
=< uΦW , (g × IdVx)
∗(< vΦW ′×Vx , ϕ >) >
=< uΦW , < vΦW ′×Vx , (g × IdVx)
∗ϕ >> .
If ϕ is (g × IdVx,y )-compatible then by the previous lemma, < vΦW×Vx , ϕ > is also (g × IdVx)-compatible and using the
push-forward relations on u and v we have
g! < (u⊗ v)ΦW , ϕ > = g! < uΦW , < vΦW×Vx , ϕ >>
=< uΦW ′ , (g × IdVx)! < vΦW×Vx , ϕ >>
=< uΦW ′ , < vΦW ′×Vx , (g × IdVx)!ϕ >> .
As in the real setting and in the p-adic setting we have
Proposition 6.27 (Wave front set of u⊗ v). — Let P be a definable set in Defk and dx and dy be two positive integers.
Let Vx and Vy be the definable sets h[dx, 0, 0] and h[dy, 0, 0]. Let (uΦW ) in S
′
P (Vx) and (vΦW ) in S
′
P (Vy) be two definable
distributions. Let n be a positive integer and Λn the corresponding subgroup of h[1, 0, 0]
×. If the tensor product u ⊗ v exists
then,
WFΛn(u⊗ v) ⊂

 {(x, ξ, y, η) | (x, ξ) ∈WFΛn(u) and (y, η) ∈WFΛn(v)}∪ {(x, ξ, y, 0) | (x, ξ) ∈WFΛn(u) and y ∈ SS(v)}
∪ {(x, 0, y, η) | (y, η) ∈WFΛn(v) and x ∈ SS(u)}.


Proof. — We use in this proof notation of Definition 6.9. If (x0, ξ0) and (y0, η0) does not belong to WFΛnu and WFΛnv with
ξ 6= 0 and η 6= 0 then, there are definable functions rx0,ξ0 , rˇx0,ξ0 , ry0,η0 , rˇy0,η0 from P to Z and definable and continuous
functions
Nx0,ξ0 : Bx0,ξ0 → Z, Ny0,η0 : By0,η0 → Z
satisfying
(6.16) (< uΛn×Dx0,ξ0 , Tx0,ξ0 > 1Ex0,ξ0 )1BNx0,ξ0
=< uΛn×Dx0,ξ0 , Tx0,ξ0 > 1Ex0,ξ0
and
(6.17) (< vΛn×Dy0,η0 , Ty0,η0 > 1Ey0,η0 )1BNy0,η0 =< vΛn×Dy0,η0 , Ty0,η0 > 1Ey0,η0
We consider
r(x0,y0),(ξ0,η0) = max(rx0,ξ0 , ry0,η0), rˇ(x0,y0),(ξ0,η0) = max(rˇx0,ξ0 , rˇy0,η0)
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and
N(x0,y0),(ξ0,η0) = max(N(x0,ξ0), N(y0,η0)).
By definition of the tensor, by previous identities 6.16 and 6.17, and by the equivalencies
B((x′, y′), r′) ⊂ B((x0, y0), r(x0,y0),(ξ0,η0))
⇔ B(x′, r′) ⊂ B(x0, r(x0,y0),(ξ0,η0)) and B(y
′, r′) ⊂ B(y0, r(x0,y0),(ξ0,η0))
and
ord λ ≥ N((x0, y0), (ξ0, η0))(x
′, y′, r′)⇔ ord λ ≥ N(x0, ξ0)(x
′, r′) ∧ ord λ ≥ N(y0, η0)(y
′, r′)
namely
1B((x0,y0),(η0,ξ0))(λ, p, x
′, y′, r′) = 1B(x0,ξ0)(λ, p, x
′, r′)1B(y0,η0)(λ, p, y
′, r′).
we obtain
(< (u⊗ v)Λn×D(x0,y0),(ξ0,η0) , T(x0,y0),(ξ0,η0) > 1E(x0,y0),(ξ0,η0))1BN(x0,y0),(ξ0,η0)
=< (u ⊗ v)Λn×D(x0,y0),(ξ0,η0) , T(x0,y0),(ξ0,η0) > 1E(x0,y0),(ξ0,η0)
which means that the point ((x0, y0), (ξ0, η0)) does not belong to WFΛn(u ⊗ v).
If (x0, ξ0) does not belong to WFΛn(u) and y0 is a smooth point, then as before there are data rx0,ξ0 , rˇx0,ξ0 , Nx0,ξ0 satisfying
6.16. By Definition 6.2, there are also a definable function ry0 and a Schwartz-Bruhat function ψ in SP (P × Vy) such that
1B(y0,ry0)u and 1B(y0,ry0)ψ are equal. Then using Example 6.14 and same ideas as before we obtain that ((x0, y0), ξ0) does
not belong to WFΛn(u⊗ v). The last case is similar.
As in the real case and in the p-adic case, using the construction of the tensor product and the pull-back Theorem 6.21
we obtain locally the definition of the product of two definable distributions
Definition 6.28 (Product of definable distributions). — Let n ≥ 1. Let u and v be two definable distributions in
S′P (V ) and denote by i the diagonal injection
i : ∆ = {(x, y) ∈ V 2 | x = y} → V × V.
If the tensor product u⊗ v exists, if (P ×A, r, rˇ, N) is a Λ-microlocally smooth data of u⊗ v such that
(6.18) A ⊂ V 2 ×B2
n
\ (WFΛn(u⊗ v) ∪ {(x, y), (ξ, η) | ξ = −η})
then we define a product u · v in S′P (pi(A) ∩∆) equal to i
−1(u⊗ v).
In particular, we have the inclusions
WFΛn(u · v) ⊂ i
∗(ΛnA
c)
and
{(x, ζ) | ∃ξ, η ζ = ξ + η, (x, ξ) ∈WFΛn(u), (x, η) ∈WFΛn(v)} ⊂ i
∗(ΛnA
c).
Proof. — The construction follows from Theorem 6.21 applied to u⊗ v. Note that tdi(x0)(ξ, η) = ξ + η, then, the inclusion
6.18 follows from the assumption 2 of 6.21.
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