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ABSTRACT 
D. Sweet’s clever QR decomposition algorithm for Toeplitz matrices is consid- 
ered. It requires only 0( n’) flops to factor an n X n matrix. We analyze the algorithm 
to point out its deficiencies, and compare it against two other Toeplitz solvers. 
1. INTRODUCTION 
An order-( n + 1) matrix T is Toeplitz if ail elements on each diagonal are 
equal, 
l% a1 a2 . . . % 
\ 
a-1 a0 ffl 
. . . a n-1 
T= a-2 a-1 a0 
. . . a n-2 . 
(1.1) 
a -n a-,+1 a_,+2 ... ffo , 
*The work of the first author was supported in part by the Office of Naval Research under 
contract NOOO14-85KUO74, and that of the second author by a Cornell University Sage 
Graduate Fellowship. 
LINEAR ALGEBRA AND ITS APPLICATIONS 88/89:495-506 (1987) 495 
0 Elsevier Science Publishing Co., Inc., 1987 
52 Vanderbilt Ave., New York, NY 10017 00243795/87/$3.50 
496 FRANKLIN T. LUK AND SANZHENi: QIAO 
The problem of solving the system of linear equations TX = b is important in 
many areas of pure and applied mathematics. This paper concerns the fast 
[O(n2)] algorithms [2, 8, 14-161 f or solving such systems. Asymptotically 
superfast [O(n log2 n)] algorithms have also been proposed [3, 4, 9, 121. 
Ammar and Gragg [l] present the super-fast Toeplitz algorithm of de Hoog 
[9] and Musicus [12] in terms of a generalization of Schur’s algorithm [13]. 
Bunch [S] investigates the stability properties of several well-known al- 
gorithms [3, 4, 10, 15, 161 for factoring or inverting Toeplitz matrices. He 
shows that the algorithms are unstable, except possibly for the case where T 
is symmetric and positive definite, and remarks in the Addendum that a 
novel, stable Toeplitz QR decomposition algorithm has been devised by 
Sweet [14]. The new method improves on the lattice algorithm described in 
Cybenko [8] in that no special ladder structure (cf. Morf and Lee [ll]) is 
required of the Toeplitz matrix. 
Sweet’s new algorithm is the subject of this paper. In Section 2 we discuss 
the method and show why it may compute an inaccurate decomposition 
when certain submatrices of T are ill conditioned. In Section 3 we compare 
the method against the algorithms of Bareiss [Z] and Trench [15, 161 by 
presenting four different classes of examples, and conclude that each method 
has it own merits and failings. 
2. SWEET’S ALGORITHM 
By deleting the first row and column of T, we obtain an order-n 
submatrix T_ 1, _ 1 (T_ 1 for short). Suppose the two matrices have these QR 
decompositions 
T=QR and T_,=Q_,R_,, (2.1) 
where the triangular factors have nonnegative diagonal elements (so that the 
QR decompositions are unique). It follows that 
where 
Ul 
f42 
UE . 
U” 
\ 
=QT, 
I 
I 
ff-l\ 
a-2 
. > 
a -n, 
(2.3) 
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and that the matrix fi is transformable to R by a product J1 of 2n - 1 plane 
rotations: 
],R=R. 
Since T is Toeplitz, we have 
and 
(2.4) 
V 
i 
= R + en+ lwT, (2.5) 
a0 
(2.6) 
I '0' ‘a \ -n 
, e n+1= 0 ) WC . a-1 . 
\I/ \o , 
Rewriting (2.5), we get 
Q(R - zwT), (2.7) 
where 
z = QTen+,. (2.8) 
The matrix R - zwT can be triangularized (back to ii) by a product Jz of 
2n - 1 plane rotations: 
J,(R - zw’) = ?i. w9 
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Briefly, Sweet’s algorithm proceeds as follows: 
Jl J2 - 
R+R-+R-ZWT’R. (2.10) 
Two key ideas are that only O(n) flops are required to go from the ith - - 
column of R to the ith column of R, and that the ith column of R generates 
the (i + l)st column of I?. Starting with the 2nd column of 8, we determine 
the 2nd column of ?i, thus getting the 3rd column of Z? to restart the process. 
The overall computation requires O(n’) flops. One may naturally think of 
Sweet’s method as computing successive columns of R, so that (2.10) would 
become 
Yet the vectors u and z are unknown. The former is found by solving a 
lower triangular system of linear equations 
The transformations in (2.10) compute the matrix ET (hence RT 1) one row at 
a time. The sequence of rotations G,, G,_ 1,. . . , G, for annihilating elements 
n, n - 1,. . . ) 2 of u is found in the following manner. Define 
[f = u; + u;+l + * * * + u; (2.11) 
for i=l,..., n, with ti > 0. Hence 
Suppose ur is known. We compute 
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and determine the rotation G, from the equation 
Then, when us is available, we calculate 
and get G, from 
It is clear that the updating scheme 
[jz+,=+Lj2 (2.12) 
may lead to numerical difficulty. For example, suppose we do threedecimal- 
digit arithmetic and 
u = (1,0.666X lo-s)7 
The scheme (2.12) will give 
.$=l and t;=O=u,“. 
Somewhat better results will be obtained if double-precision arithmetic is 
used. Then 
.$f = 1 and [i = 0.00004 = (0.632 x 10-2)2 = ~2”. 
Defining another order-n submatrix T- 1, -(,,+ 1j (T-, for short) of T by 
deleting its first row and last column, we present the following results. 
LEMMA 1. If T_, is nonsingular and T_, is singular, then the vector u 
has the form (X ,..., X,O)T. 
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Proof. Since columns 2, 3,. . . , n of T_, are the same as columns 
1,2,. . .) n-lof T-1, we conclude that column 1 (call it a) of T_, must be a 
linear combination of the first n - 1 columns of T_ r. The lemma follows from 
(2.3), which says that a = Q_ ru. W 
LEMMA 2. Zf the vector u has the fm 
uT=(X ,...) X,0(&)), 
then the updating scheme (2.12) may be unstable. 
FACT 1. Zf T_ 1 is well conditioned and T_, is ill conditioned, then the 
updating scheme (2.12) may be unstable. 
The last column 
lower triangular set 
Defining 
z of QT is computed in a similar fashion to u; we solve a 
of equations 
(2.13) 
we derive a similar updating scheme 
2 qj+l=lj;-2; (2.14) 
and obtain some like results. 
LEMMA 3. Zf T is nonsingulur and T_, is singular, then the vector z has 
the form (X ,..., X,O)T. 
Proof. Since T_, is singular, there is a nonnull n-vector b satisfying 
T_ ,b = 0. Hence 
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where ? is an (n + 1) X n matrix consisting of the first n columns of T, and r 
is some nonzero constant. It follows that the last column of Q must have its 
last element equal to zero. n 
LEMMAS. Zf the vector z bus the fm 
zT=(X ,..., X,0(E)), 
then the updating scheme (2.14) may be unstable. 
FACT 2. Zf T is well conditioned and T_ 1 is ill conditioned, then the 
updating scheme (2.14) may be unstable. 
A recurrence similar to (2.10) can be derived for Q. We get from (2.2) 
and (2.4) that 
= Q*, 
and from (2.7) and (2.9) that 
Q, or 12QT= 
The recurrence is 
Q% 0 
o* 1 
As before, the columns of Qr are determined one at a time. A second, less 
stable algorithm for computing Q is also described in [14]. 
3. NUMERICAL COMPARISON 
We include for comparison the methods of Bareiss [2] and Trench [15, 
161. The former algorithm determines an LU decomposition of T; it is a 
matrix version of Schur’s method [13]. The latter algorithm computes T- ‘, 
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we exclude Levinson’s method to avoid a right-hand vector. Besides T, T_ 1, 
and T_ 2, we also consider the 2 X 2 leading principal submatrix of T: 
T-,= (2, rig. 
Four classes of examples (all symmetric matrices) are presented, for each of 
which only one of the four matrices T, T_,, T_,, and T_,, is ill conditioned. 
A parameter t = 10e2, 10e3,. . . , lo-’ controls the ill-conditioning. Computa- 
tions were done on a VAX 11/780 using MATLAB and a machine precision 
equal to 1.4 X lo- l7 These four error terms were determined: . 
Sweet(T) := II@ - TIIF/IITIIF~ 
sweet(Q) := IIPQ - ~IIF/II~II~y 
Bareiss := ](LU- TIIF/IITIjF, 
Trench := ]]TTP1 - ZIIF/IjZIIF, 
where I]. II F denotes the Frobenius matrix norm. The condition numbers K( .) 
were calculated with respect to the 2norm. Householder transformations 
were also used to triang.ularize the matrix T. The results were always 
satisfactory in that 
II@ - %/Il~ll~ - 10-17. 
EXAMPLE 1. Here is a well-conditioned positive definite matrix: 
i 
8 4 2 1-t’ 
T=; ; ; ;: ; , 
l-t 2 4 8 / 
with K(T) = 5.6, K( T_ 1) = 4.5, and K( T_ 3) = 3.0. Good performance is thus 
expected of the LU decomposition and inversion algorithms (cf. [6, 7]), 
whereas the submatrix T_, is ilI conditioned and Sweet’s method produced 
poor results. The results are given in Table 1. 
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TABLE 1 
RESULTS FOR EXAMPLE 1 
t C-2) 
1E - 2 1.733 
1E-3 1.734 
1E - 4 1.735 
1E - 5 1.736 
1E - 6 1.737 
1E - 7 1.7~8 
Sweet(T) 
l.lE - 14 
1.23 - 13 
7.03 - 13 
10E - 11 
1.43 - 10 
1.43 - 0 
Sweet(Q) Bareiss 
1.43 - 14 2.23 - 18 
1.53 - 13 2.23 - 18 
9.23 - 13 2.23 - 18 
1.33 - 11 2.23 - 18 
1.0E - 10 2.23 - 18 
1.0E - 0 22.2~ - 18 
Trench 
3.43 - 17 
3.7E - 17 
2.5~ - 17 
4.5E - 18 
2.0E - 17 
2.1E - 17 
EXAMPLE 2. The roles are reversed for this indefinite matrix: 
T= 
It has an i&conditioned leading 2 ~2 submatrix T_,. The other condition 
numbers are K(T) = 53, K(T_~) = 3.7, and K(T_~) = 4.1. The results are 
given in Table 2. 
It is seen that the errors of Bareiss’s method increase quadratically with 
K(T_~). This unexpected and certainly undesirable growth may be explained 
as follows. Suppose K(T_~) = 10k. Then uss = 10k, with a relative error 
= 10-i’ + k and an absolute error = 10-17+2k. When we compute the prod- 
uct LU, the large elements cancel to leave elements of the order of unity. The 
relative error is thus approximately lo- 17+2k. 
TABLE 2 
RESULTS FOR EXhMPLE 2
t K(L) Sweet(T) Sweet(Q) Bareiss Trench 
1E - 2 2.032 4.83 - 17 6.53 - 17 3.73 - 14 4.83 - 14 
1E-3 2.033 4.13 - 17 6.5E - 17 1.83 - 12 1.73 - 13 
1E - 4 2.0~4 8.1~ - 17 5.43 - 17 2.83 - 10 0.03 - 13 
1E - 5 2.0~5 4.73 - 17 5.4E - 17 4.8~ - 8 1.53 - 11 
1E - 6 2.0~6 5.03 - 17 5.03 - 17 1.23 - 6 1.43 - 10 
1E - 7 2.0~7 l.lE - 16 4.83 - 17 2.83 - 4 2.03 - 0 
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TABLE 3 
RESULTS FOR EXAMPLE 3 
t K(T) Sweet(T) Sweet( 0) Bareiss Trench 
1E - 2 5.733 4.13 - 17 6.73 - 17 1.2E - 17 2.7~ - 14 
1E - 3 5.734 1.6~ - 17 3.7E - 17 1.2E - 17 3% - 13 
1E - 4 5.735 4.23 - 17 5.13 - 17 1.2E - 17 2.3~ - 12 
1E - 5 5.736 2.63 - 17 3.33 - 17 1.23 - 17 2.3~ - 11 
1E - 6 5.737 3.13 - 17 4.73 - 17 1.23 - 17 1.8~ - 10 
1E - 7 5.738 5.93 - 17 2.63 - 17 1.23 - 17 3.13 - 9 
EXAMPLE 3. This is another surprising example. The matrix 
27 9 3 -23+t 
T=$ i ; 27 9 27 9 3 9
-23+t 3 9 27 
is positive definite, with K(T_~) = 2.6, K(T_~) = 2.3, and K(T_~) = 2.0. But 
Trench’s algorithm fared badly due to the ill-conditioning of T (see Table 3). 
EXAMPLE 4. Finally, we present a matrix 
1 3 1-t -1 
T=i i 3 1 3 1-t 
7 1-t 3 1 3 
-1 1-t 3 1 
that has an ill-conditioned 3 X3 submatrix T_,. Although K(T) = 2.6, K(T_~) 
TABLE 4 
RESULTS FOR EXAMPLE 4 
t ‘@-I) Sweet(T) Sweet( 9) Bare& Trench 
1E - 2 5.832 6.73 - 15 4.03 - 15 4.43 - 16 9.7E - 15 
1E - 3 5.833 1.43 - 13 8.23 - 14 3.63 - 15 1.5E - 13 
1E - 4 5.834 8.83 - 13 5.33 - 13 2.3~ - 13 l.lE - 12 
1E - 5 5.835 1.43 - 11 8.53 - 12 1.43 - 12 5.03 - 12 
1E - 6 5.836 5.63 - 11 3.43 - 11 1.5E - 11 8.53 - 11 
1E - 7 5.8~7 2.23 - 10 1.33 - 10 5.73 - 10 8.33 - 10 
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= 2.4, and K(T_~) = 2.0, all three methods produced poor results (see Table 
4). 
4. FINAL REMARKS 
All three methods have their advantages and shortcomings. Levinson and 
Trench’s method is undoubtedly the best known and the most widely used. 
Yet Bareiss’s algorithm is readily adaptable for parallel computations (see, 
e.g., [S]), and Sweet’s algorithm is a rare fast Toeplitz method that does not 
require well-conditioning of all principal submatrices of T. It appears that 
both Levinson and Trench’s and Bareiss’s algorithms work well on matrices 
that are symmetric and positive definite (cf. [6, 7]), whereas Sweet’s method 
produces good results when T and its submatrices T_, and T_, are well 
conditioned. 
The authors would like to thank D. Boley, R. Brent, and a referee for 
many valuable suggestions. 
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