An independent assessment is described of a dual-wavelength imaging technique, known as the temporally extrapolated absorbance method ͑TEAM͒, proposed by Yamada et al. ͓Opt. Eng. 32, 634 -641 ͑1993͔͒. The technique involves recording the temporal distribution of light transmitted across a scattering medium at two carefully chosen wavelengths at which the scattering properties of the medium are assumed to be identical. The objective is to image internal structure that absorbs more strongly at one wavelength than it does at the other. A simple theoretical treatment of TEAM is presented that employs a perturbation model of photon transport. This indicates that despite the lack of a secure theoretical basis, the technique may provide a potentially effective ad hoc method of generating images of highly scattering media. The method was also evaluated experimentally by using, for the first time to our knowledge, a single object and two wavelengths. A single-projection, two-dimensional image was obtained of a solid phantom with optical properties representative of breast tissue. The results exhibited good agreement with the theoretical model, and a small embedded feature that absorbs 3.5 times as strongly as the surrounding medium at one wavelength was revealed successfully.
Introduction
In the last 10 years we have witnessed an increasingly intense and widespread interest in the development of a medical imaging modality based on optical radiation. This research is at last culminating in new clinical devices that attempt to put these new ideas and technological advances into practice. [1] [2] [3] [4] The potential benefits are significant, including a means of imaging cerebral oxygenation and function [1] [2] [3] and a safer, more effective tool for the detection of breast disease. 4 The essential task of the new imaging techniques is to overcome the overwhelming effects of scatter of light in human tissues that severely inhibits the spatial resolution and contrast of transmission images. However, recent research has demonstrated that imaging methods based on measurements of the temporal distribution of transmitted near-infrared light, [5] [6] [7] [8] [9] or equivalent measurements in the frequency domain, 10 -13 can provide a significantly improved performance.
In principle, an optical imaging modality may enable delineation of different tissues by detecting localized changes in any of the four fundamental characteristics of tissue: the absorption coefficient a , the scatter coefficient s , the scatter anisotropy factor g, or the refractive index n. Studies of the properties of breast tissues have shown inherent variation in both scatter and absorption, 14, 15 although it has yet to be established conclusively which is the dominant or most useful source of contrast. It has also been shown that the detectability of breast lesions may be enhanced by using a range of optical wavelengths. 16, 17 For studies of cerebral function or tissue viability, the absorption signature of blood will be the most fundamental indicator. 18 In addition to the prospect of being able to image blood volume, the differences in characteristic absorption of oxyhemoglobin and deoxyhemoglobin offer the potential to derive maps of relative, or even absolute, blood oxygenation. The latter will require data to be obtained at a minimum of two wavelengths.
One could consider that the most elementary method of utilizing multiwavelength data would be to reconstruct an image at each wavelength independently and then make an appropriate comparison. However, for optical imaging methods, there may exist a more effective approach that could involve combining and processing the raw data in such a way that certain unknown and͞or undesirable attributes common to each data set can be canceled out before reconstruction of the image. These attributes may be certain properties of the tissue, systematic artifacts, or spatial or temporal variations in the tissue geometry. For example, Fantini et al. 4 have suggested that edge effects owing to variable thickness and the proximity of boundaries could be corrected by employing data at two different wavelengths.
A means of processing time-resolved transmittance data acquired at two wavelengths, known as the temporally extrapolated absorbance method ͑TEAM͒ has been proposed by Yamada et al. 19 As described in Section 2, TEAM entails reducing pairs of transmittance measurements to single line integrals suitable for conventional computed tomography ͑CT͒ image reconstruction. The method involves a number of assumptions about the data, the most fundamental of which is that the scattering properties of the tissue at the two wavelengths are essentially identical. Thus TEAM attempts to eliminate the effects of scatter common to each data set and to produce an image that characterizes the wavelength-dependent differences in absorption. Yamada and his colleagues have demonstrated subsequently the effectiveness of TEAM by using Monte Carlo simulations, 19, 20 and experimentally for axis-symmetric cylindrical phantoms with properties comparable to human tissues. 21 However, to guarantee that the phantom scattering properties remained constant, their experimental data were acquired at a single wavelength by using two phantoms having different inherent absorption.
The principal objective of this research presented was to perform an independent evaluation of TEAM by using a single phantom observed at two wavelengths. Furthermore, unlike the authors of the technique who apply the method to CT reconstruction, 19 -21 we examine the effectiveness of TEAM for single-projection imaging of a slab phantom representative of breast tissue. In the sections that follow, an account of the experimental work is preceded by a brief theoretical examination of TEAM and an analysis based on a perturbation model of photon transport.
Theory
Consider a homogenous slab of highly scattering material of thickness d. If the slab is illuminated by a pulse of light on one surface, the temporal distribution of transmitted light measured at a point immediately opposite ͓also known as the temporal point spread function ͑TPSF͔͒ will be a function of the four fundamental optical properties of the medium as described above: n, a , s , and g. For very highly scattering media, such as tissue, the last two properties are often conveniently combined in terms of the transport scatter coefficient s Ј ϭ s ͑1 Ϫ g͒. For a homogenous medium, 22 the dependence of the temporal distribution I͑t͒ on the absorption coefficient can be expressed as follows:
where c is the velocity of light in the medium. The TEAM method, as originally proposed by Yamada et al., 19 is applicable to a medium that exhibits a different absorption coefficient at two wavelengths 1 and 2 at which the other optical properties can be assumed to be unchanged. Thus a division of the TPSF acquired at one wavelength by that acquired at the other eliminates everything except an absorptiondependent factor:
where
To simplify the nomenclature, the natural logarithm of this quotient will be denoted by the function Q͑t͒:
For a homogenous medium where both absorption coefficients are constant throughout the slab volume, the parameter ⌬ a is independent of photon flight time t. For a heterogenous medium, however, ⌬ a will depend on the distribution of absorption at both wavelengths within the local volume explored by the photons. If photons were able to propagate across the slab without scatter, in a time t 0 ϭ d͞c, then ⌬ a ͑t 0 ͒ would correspond to the effective change in absorption coefficient along the line of sight. In principle, if a measurable flux of unscattered photons were to exist, an image could be formed using ⌬ a ͑t 0 ͒ in a manner similar to certain dual-energy x-ray techniques that exploit the differential absorption of bone and soft tissues. 23 Note that if the sources at the two wavelengths have different intensities, a constant term is added to the right-hand side of Eq. ͑3͒ equal to the logarithm of the intensity ratio. The innovative step proposed by Yamada et al. 19 was to assume that ⌬ a ͑t 0 ͒ along the line of sight could be derived from Q͑t 0 ͒ by extrapolation of the function Q͑t͒ obtained by experiment. In principle, the function used for extrapolation should be able to represent the form of Q͑t͒ for an arbitrary distribution in internal absorption, and initial simulations suggested that a fourth-order polynomial was suitable for the task. 19 In practice, however, the extrapolation must not be influenced too strongly by the shape of Q͑t͒ at small flight times where noise is likely to dominate. Because of the dependence on noise observed for higher-order polynomials, Oda et al. 21 elected to use linear extrapolation for their experimental data. Although Q͑t͒ is only strictly linear in the trivial case of homogenous media, linear extrapolation was able to derive sufficiently accurate estimates of ⌬ a ͑t 0 ͒ in order to employ them successfully as line integrals for a filtered-backprojection re-construction of an object consisting of concentric cylinders of different absorption. 21 It is inherently difficult to assess the form of the function Q͑t͒ when inhomogeneities are present experimentally because of the poor signal-to-noise ratio resulting from small number division at the shortest and longest flight times. Instead, we performed a preliminary analysis of Q͑t͒ using a theoretical model. The influence of localized changes of the optical properties within highly scattering media on external time-or frequency-domain measurements has been subject to considerable recent study using perturbation methods. 10,24 -27 In Section 3, a specific perturbation model based on the time-dependent diffusion equation is employed to observe how Q͑t͒ is influenced by the location of an embedded absorbing inhomogeneity.
Perturbation Model
A perturbation model has been formulated by Arridge, 24 who obtains a series of Jacobians J P ͑M͒ , which describe the rate of change of a measurable quantity M with respect to a physical property P, where P is defined at a point location within a highly scattering volume. For the following analysis, we utilize a specific form of this model expressed by Hebden and Arridge, 28 where the measurable quantity is the temporal distribution of transmitted intensity, the physical property is the absorption coefficient a , and the geometry corresponds to a source and detector coaligned on opposite sides of a slab of thickness d. For simplification, we will consider only a single point-like absorption perturbation located within the plane halfway between the two surfaces, at a distance from the optical axis. If the magnitude of the perturbation is assumed to be small, the change in the measurement can be equated to the corresponding time-dependent Jacobian J A ͑t,͒ multiplied by a constant amplitude term ⌬ A , representing the strength of the perturbation. Thus we can represent the effect of the perturbation on the temporal distribution as follows:
The function I hom ͑t͒ is the TPSF measured in the absence of the perturbation that can be expressed for various simple geometries using the Green's function of the diffusion equation. 29, 30 To describe the relative influence of a perturbation as a function of the photon flight time, it is convenient to define a contrast function 27, 28 as follows:
The model described by Hebden and Arridge 28 was employed to generate the series of contrast curves shown in Fig. 1 . The chosen parameters correspond to those of the experiment described in Section 4:
, a ϭ 0.01 mm
Ϫ1
, and at 1-mm intervals from 0 to 30 mm. Note that the horizontal axis represents the excess photon flight time, such that t ϭ 0 corresponds to the detection of an unscattered photon. In qualitative terms, these curves represent the relative influence that a point absorber at a distance from the optical axis has on transmitted photons as a function of their flight time. Note that a diffusion-based model is inherently poor at describing the behaviour of the shortest flight-time photons, and the shape of these contrast curves at t Ͻ 500 ps is rather indeterminate. The curves in Fig. 1 have employed a small ad hoc adjustment to the diffusion model suggested by Gandjbakhche et al., 27 who observed that a model based on random walk theory was in greater accordance with the physical behavior expected at short photon flight times. 28 Intuitively, one expects photons with the shortest paths between the source and detector to have the greatest probability of absorption by an onaxis absorber, and therefore the proportion of transmitted light perturbed by the absorber should tend toward 100% as the photon flight time tends toward the minimum. However, this ambiguity is of little consequence to the analysis here since we are investigating an extrapolation process that disregards the behavior at the shortest flight times where the measured flux is negligible.
Consider again two TPSFs acquired at wavelengths 1 and 2 for a slab containing an absorbing perturbation. Eq. ͑2͒ can be reexpressed using Eq. ͑4͒ as follows:
In the following analysis, the perturbation at 2 is assumed to be negligible so that ⌬ A ͑ 2 ͒ Ϸ 0. Although invoked as a convenient simplification, this is representative of the experimental situation described in Section 4. By substituting Eqs. ͑2͒ and ͑5͒ into Eq. ͑6͒, we thus obtain
Note that ⌬ a represents the wavelength-dependent difference in the absorption coefficient in the surrounding medium and is not a function of photon flight time. Taking the natural logarithm, we can redefine the function:
The right-hand term may be expanded as an infinite series:
whose higher-order terms can be disregarded if we assume that the perturbation is small such that ͉⌬ A ͑ 1 ͒ C A ͑t, ͉͒ Ͻ Ͻ 1. We satisfy this assumption by selecting a value of ⌬ A ͑ 1 ͒ ϭ 1 and ignoring values of contrast for t Ͻ 500 ps. The TEAM image or projection is equivalent to the quantity Q͑; t 0 ͒ evaluated by extrapolation, which is equal to a constant term ⌬ a ct 0 minus the extrapolated value of ⌬ A ͑ 1 ͒ C A ͑t 0 , ͒. Thus, using the contrast models shown in Fig. 1 , we simulated the TEAM method by employing a linear least-squares fitting routine to derive the intercept on the vertical axis of each curve. Fitting was performed over the most linear part of the models, between t ϭ 500 ps and t ϭ 3000 ps. The extrapolated values, multiplied by minus one, are plotted against in Fig. 2 over the range Ϯ30 mm. With the addition of a constant term ⌬ a ct 0 , this represents a linear profile across a TEAM image of the absorbing perturber within the homogeneous slab. The location of the perturber is indicated clearly by the minimum at ϭ 0, which has a full width at half maximum ͑FWHM͒ of ϳ10 mm. The profile also exhibits a small positive peak at ϭ Ϯ13 mm, which would presumably manifest itself as a bright ring around the center of the TEAM image of the perturber. This analysis has confirmed that the TEAM methodology, as originally formulated, does not have a secure theoretical basis. Nevertheless Fig. 2 suggests that TEAM may provide a potentially effective ad hoc method of generating images of highly scattering media, particularly if it reveals any advantage over alternative techniques. The perturbation model enables us to make a direct comparison with the result produced with conventional cw intensity measurements. Using the same optical and geometrical parameters as before, the TPSF profile described by Eq. ͑4͒ was integrated numerically for each value of , and the result is presented in Fig. 3 . This shows a minimum corresponding to a FWHM of ϳ15 mm and a 5% decrease in detected intensity when the perturber is centered on axis. The broader minimum compared with TEAM suggests that the latter may produce images with a spatial resolution that is inherently superior to cw images and without the necessity to reject photons with longer flight times.
Experiment

A. Phantom Construction
The phantom constructed in order to perform an experimental assessment of TEAM is illustrated in Fig.  4 . The solid slab was cast from a suspension of silica microspheres in epoxy resin. The recipe is described in detail by Firbank et al. 31 The calculated transport scatter coefficient of the slab as a function of wavelength is shown in Fig. 5 . Note that the coefficient remains virtually constant at 0.95 mm Ϫ1 over the wavelength range of 790 -820 nm. The small embedded cylinder was manufactured with precisely the same scattering properties. Absorption in the slab and the embedded cylinder was provided by two different infrared dyes, whose spectra are illustrated in Fig. 6 . The slab contained the dye with the broader spectrum, resulting in an absorption coefficient that is also virtually constant over the 790 -820 Fig. 1 over the range from t ϭ 500 ps to t ϭ 3000 ps. . Meanwhile the embedded cylinder contained the dye with the strong absorption peak centered at ϳ785 nm. The concentration of this dye was sufficient to provide an absorption coefficient of 0.01 mm Ϫ1 at 820 nm and 0.035 mm Ϫ1 at 790 nm. Thus the cylinder was effectively invisible at 820 nm but absorbed around 3.5 times as strongly as the surrounding medium at the shorter wavelength. These properties are summarized in Fig. 4 . A concern regarding the manufacture of solid tissue phantoms is the possibility of trapping small air bubbles during the insertion of the cylinder into the slab. The presence of bubbles was investigated by deliberately drilling a shallow 1-mm-diameter hole in the phantom and recording an x-ray image onto mammographic film. Only the hole was evident in an otherwise uniform image, essentially eliminating the possibility of bubbles of 1-mm size or larger being present within in the phantom. However, in theory a spectroscopically neutral feature such as an air bubble should influence data at both wavelengths equally and have negligible effect on a TEAM image.
B. Data Acquisition
Experimental data were acquired with the timeresolved imaging system described in detail elsewhere. 32 Its principal components are a Ti:sapphire laser, emitting near-infrared pulses of roughly picosecond duration, and a streak camera. The phantom was illuminated with a beam of pulses with a mean power of 1 W over an area ϳ3 mm in diameter. Light transmitted through the 45 mm thickness directly opposite the beam was relayed to the input slit of the streak camera via an optical fiber bundle, 2 mm in diameter. The streak images produced by the camera were averaged along the spatial direction to produce intensity versus time profiles with a temporal resolution of ϳ20 ps. A reference pulse is also recorded directly from the laser that enables the absolute time delay produced by the phantom to be determined. A set of data was first acquired at a wavelength 1 ϭ 790 nm and then at 2 ϭ 820 nm. Each set involved translating the phantom in two dimensions in 2.5-mm steps. The total translation was 50 mm horizontally and 25 mm vertically, resulting in 231 intensity versus time profiles per wavelength, digitized at intervals of ϳ4.5 ps. At each position, transmitted light was integrated by the streak camera for 10 s. The power of the incident laser beam was monitored throughout both sets of measurements, which enabled the data to be normalized so that the effective source intensity was identical at both wavelengths. Preprocessing involved performing several corrections for various sources of noise and system nonlinearity. This included subtraction of the dark current produced by the CCD mounted on the rear of the streak camera, a shading correction to account for the variation in gain across the face of the detector, and a correction for the nonlinear sweep of the streak camera along the temporal axis. 32 
C. Results
The function represented in Sections 2 and 3 by Q͑t͒ was generated for each position of the optical axis by dividing the TPSF acquired at 1 by that acquired at 2 and calculating the natural logarithm. This pro- cess was facilitated by initially resampling each TPSF at 5-ps intervals. A typical result is shown in Fig. 7 , which corresponds to a distance of 7 mm from the center of the cylinder. This reveals the roughly linear behavior at long flight times consistent with the model curves in Fig. 1 . The values of Q͑t͒ exhibited at short times are inevitably noisy because of small-number division, and the observed increase in Fig. 7 may be purely artifactual. A first-order polynomial was least-squares fitted to each resulting profile over the range from 500 to 1500 ps, and the intercepts on the vertical axis at t ϭ 0, equivalent to Q͑t 0 ͒ in Section 2, were recorded. These values were then used to generate an image by displaying them as gray levels as shown in Fig. 8 . The known location and size of the embedded cylinder is indicated by the white rectangle. Finally, a mean radial profile Q͑; t 0 ͒ was calculated from the data and is presented in Fig. 9 . A simple algorithm was used that calculates the distance of every image pixel from the known center of the cylinder and partitions its intensity, appropriately weighted, into two nearest-neighbor bins created at radial intervals of 2.5 mm. Finally, the radial average is computed by dividing the total intensity in each bin by the corresponding total weight.
Discussion
Despite an evidently low signal-to-noise ratio, Fig. 8 clearly indicates a minimum at the location corresponding to the embedded cylinder. The dominant source of noise in this image is the small but continuous systematic variations in the linearity and response of the detector for which various correction procedures are only partially successful. 32 Since data are acquired as a series of linear scans, this noise generally manifests as low-intensity horizontal bands across the image. Nevertheless the intensity immediately surrounding the minimum exhibits an asymmetry for which a satisfactory explanation remains elusive. Although the existence of significant bubbles has been eliminated, the possibility of heterogeneity in the distribution of scattering particles and absorbing dye within the slab cannot be totally ruled out. The asymmetry was also revealed by a cursory examination of the total intensity image generated from the 790-nm data. It is interesting to consider the possible effect of the external boundaries on the appearance of the image. The detected intensity at both wavelengths would be expected to decrease equally as the optical axis moved nearer to the edges of the phantom. Providing that light escaping from boundaries cannot reenter the slab, the linear attenuation term ⌬ a ct in Eq. ͑9͒ remains unaffected, and Q͑t͒ should be insensitive to the proximity of boundaries. The image shown in Fig. 8 shows no conclusive evidence of a boundary effect, although the optical axis was always farther than 27 mm from any edge. Unfortunately, Q͑t͒ is not so insensitive to variation in object thickness. If ⌬ a of the medium is nonzero, then the first term in Eq. ͑9͒ would vary in proportion to thickness. This variation can of course be eliminated by ensuring that ⌬ a ϭ 0, as for the examples presented above. However, the shape of the contrast function in Eq. ͑9͒ will also be dependent on thickness, although the degree of dependence has not yet been studied in detail. The application of dual-wavelength measurements to imaging of objects of irreg- ular geometry and in the vicinity of boundaries clearly merits further investigation. Geometrical factors have be shown to have a significant influence on breast images generated using an optical system based on frequency-domain measurements. 4 The radially averaged profile of the TEAM image, shown in Fig. 9 , is remarkably similar to the model prediction shown in Fig. 2 . Despite the slight asymmetry in the image, the profile exhibits evidence of the positive ring around the central minimum. Furthermore the value of Q͑; t 0 ͒ clearly converges toward zero as increases, which is consistent with ⌬ a in Eq. ͑9͒ being equal to zero at the selected wavelengths. The FWHM of the minimum, ϳ12 mm, is consistent with the geometric mean of the FWHM of the model profile ͑Ϸ10 mm͒ and the dimension of the cylinder ͑Ϸ6 mm͒.
Total intensity images were generated for each wavelength by numerically integrating the total signal in each TPSF. As expected, the image acquired at 820 nm exhibited no evidence of the embedded cylinder but revealed a 5% decrease in intensity as the line of sight moved 25 mm from the center toward the edges of the phantom. This boundary effect similarly afflicted the image acquired at 790 nm, although a central minimum ͑ϳ6%͒ owing to the cylinder was also evident. However, since the boundary should have an identical influence on each image, the effect can be eliminated by dividing the 790-nm image by the 820-nm image. A radially averaged profile generated from the ratio of total intensity images is shown in Fig. 10 . The profile is normalized so that the intensity converges toward unity as increases. The FWHM of the observed minimum due to the cylinder is ϳ25 mm. Although this is significantly larger than that of the model intensity profile shown in Fig. 3 , the result is consistent with the rule-of-thumb that states that the spatial resolution achieved using CW measurements is approximately equal to the depth of the object within the medium.
Conclusions
Despite the lack of a secure theoretical basis, the perturbation model and the laboratory experiment provide some empirical support for the TEAM imaging method. It is unlikely to yield the spatial resolution performance already noted for time-gated methods 9, 32 ; yet it may be an effective means of enhancing the contrast of certain absorbing features and enabling images to be acquired that are less affected by the proximity of boundaries. The most obvious potential clinical application is the isolation of the signal from blood, which could be achieved by exploiting the relatively strong absorption peak of deoxyhemoglobin at 760 nm. It is also feasible that some future application could warrant the administration of an artificial contrast agent if the potential clinical benefit was deemed to be significant. 33 Experimental measurements of the scattering properties of soft tissues generally exhibit a weak dependence on wavelength in the near-infrared region, 14 although the variation over an interval of ϳ30 nm may be small enough to ignore.
It became apparent during the performance of the experiment described in Section 4 that dualwavelength methods would have even greater utility if the two sets of data could be acquired simultaneously instead of consecutively. Simultaneous acquisition would have allowed for calibration of certain systematic effects, such as those resulting from variation in the jitter of the streak camera, for example, and the image shown in Fig. 8 would have been significantly less noisy. Calibration of systematic effects has been too heavily dependent so far on rather ad hoc methods, as described elsewhere. 32 The TEAM method is much more dependent on these effects than on the random noise exhibited in individual TPSF's.
An attractive feature of TEAM is that the image information is acquired from the majority of the recorded data. In this respect, it is similar to another extrapolation method that has been used to estimate the intensity of the shortest flight-time photons whose flux is below the measurable limit of the detector. 32 These studies have formed part of a broader quest to determine the information content of the TPSF. Not surprisingly, much effort has been concentrated on the need to isolate the transmitted photons having the shortest flight time through the medium. [5] [6] [7] [8] [9] However, for breastlike thicknesses of tissue, this approach is severely limited by the lack of sufficient flux at the shortest flight times. If the performance of optical imaging methods is to circumvent this limit, then we must rely on adequate information being encoded within the available distribution of longer flight-time photons. A recourse to indirect imaging methods, involving iterative reconstruction procedures for example, 34, 35 may be necessary, but one still must decide what data should be fed into the algorithms. An Orwellian maxim, "short path-length photons good, long pathlength photons bad," is probably an oversimplifica- tion; yet perhaps there has also been too much confidence placed on the information available from general quantities such as mean flight times or phase measurements in the frequency domain. Although optical imaging systems will inevitably improve and provide better quality and more suitable measurements, perhaps the means of squeezing the optimum information out of those measurements has yet to be discovered.
