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1 Introduction
Let E be an elliptic curve over a finite field Fq, where q = pn and p is prime. The elliptic
curve discrete logarithm problem (ECDLP) is the following computational problem:
Given points P,Q ∈ E(Fq) to find an integer a, if it exists, such that Q = aP . This
problem is the fundamental building block for elliptic curve cryptography and pairing-
based cryptography, and has been a major area of research in computational number
theory and cryptography for several decades.
There are many excellent books that provide a detailed background to elliptic curve
cryptography, for example [3, 12, 13, 42, 58, 114]. Hence, the goal of this article is to
survey developments from within the last five years or so. In particular we wish to
highlight some open questions and areas where more work is needed. We assume the
reader already has a good knowledge of elliptic curves and algorithms. We focus on the
case of elliptic curves, but occasionally this involves mention of higher genus curves
and their divisor class groups. However, we do not attempt to discuss all recent work
regarding the DLP for curves of genus greater than one.
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There has been a substantial amount of recent work on efficient implementation
of elliptic curves, but we do not present any of it in this survey. We also do not
discuss pairing-based cryptography. Instead, we focus entirely on the ECDLP and
related computational problems.
An active area of research is index calculus algorithms based on summation poly-
nomials. Recently several papers have suggested potential subexponential algorithms
for the ECDLP. However, we believe that elliptic curves over characteristic two fields
F2n of prime degree n are not threatened by such methods and are still safe for use.
The paper is organised as follows. Sections 2 and 3 recall basic facts on elliptic
curves and computational problems. Sections 4 and 5 discuss generic algorithms for the
ECDLP. Section 6 sketches the principle of index calculus algorithms for the discrete
logarithm problem. Sections 7 and 8 introduce the ideas of Weil descent and summation
polynomials. Section 9 discusses point decomposition in greater detail, while Section 10
reports on open questions.
2 Basic notation on elliptic curves
An elliptic curve is given in Weierstrass model as
E : y2 +A1xy +A3y = x
3 +A2x
2 +A4x+A6
such that the discriminant is non-zero. If P = (x, y) is a point on such a curve then
−P = (x,−y−A1x−A3). The point at infinity is denoted∞. Other curve models such
as Montgomery and twisted Edwards may be useful for efficient implementation, but
from the point of view of the ECDLP the various models do not play such a prominent
role as one can usually switch between them as required.
For future reference we recall the binary Edwards model [9], with D1, D2 ∈ F2n
such that D1 6= 0 and D2 6= D21 +D1,
E : D1(x+ y) +D2(x
2 + y2) = xy + xy(x+ y) + x2y2.
This curve has identity (0, 0). For P = (x, y) we have −P = (y, x). There is a point
T = (1, 1) on E of order 2, and (x, y) + T = (x+ 1, y + 1).
For a point P on any elliptic curve and a non-negative integer a we define aP to be
P +P + · · ·+P (a times). We extend this definition to all a ∈ Z using aP = (−a)(−P ).
The ECDLP is: Given P,Q on an elliptic curve to find an integer a, if it exists, such
that Q = aP .
A subfield curve is an elliptic curve whose coefficients lie in Fq but where the DLP
instance is in the larger group E(Fqn) where n > 1. Note that #E(Fq) divides #E(Fqn)
and, to ensure that #E(F2n) has a large prime factor, n is usually chosen to be prime.
The q-power Frobenius map πq(x, y) = (x
q, yq) acts on E(Fqn).
The mathematical theory of elliptic curves is extremely rich, and there are several
mathematical concepts that have been used to give results on the ECDLP.
– For the so-called anomalous curves (elliptic curves E(Fp) where p is prime such that
#E(Fp) = p) the p-adic logarithm map allows to solve the ECDLP very easily. This
approach can also be formulated in terms of a space of differentials. The details of
the algorithm are by now standard and can be found in [3, 42]. Since such curves
are an extremely special case, we do not discuss these methods further.
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– When E is not anomalous the Weil and Tate-Lichtenbaum pairings transform the
ECDLP in E(Fq) into an instance of the discrete logarithm problem in the mul-
tiplicative group of a finite field Fqk . For certain special elliptic curves the finite
field Fqk is small enough that the resulting instance can be solved using an in-
dex calculus algorithm. Again, the details are standard and the only major recent
developments have been the impressive progress on finite field discrete logarithms.
– The Xedni calculus algorithm is a variant of index calculus proposed by Silverman
that is based on lifting elliptic curves from finite fields to number fields. The pa-
per [72] analysed the algorithm and explained why this approach is not likely to be
successful. We do not discuss it further in this article.
– By an algorithm of Galbraith [41], further improved in [44], it is generally possible
to efficiently map a discrete logarithm problem in an elliptic curve E to another E′
in the same isogeny class where the problem might be easier to solve (also see [73]).
– Frey [39, 40] has discussed how the discrete logarithm problem in finite fields can be
expressed in terms of the Brauer group and “invariants” of local Brauer groups (also
see [98]). Huang and Raskind [65] have expressed the discrete logarithm problem
(in finite fields and for elliptic curves over finite fields) in terms of the “signature
calculus”. A talk by Karl Rubin (unpublished) at a conference in Ascona in May
2014 presented joint work with Alice Silverberg on using Kolyvagin systems to
transfer the ECDLP to the DLP in certain finite fields.
All these approaches to the ECDLP reveal deep connections within number theory,
but at the moment none of them has been demonstrated to have any practical
impact, so we do not discuss them here.
– One can construct algebraic-geometry codes based on elliptic curves such that
computing the minimum distance of the code is equivalent to solving the ECDLP.
Driencourt and Michon [32] first noticed this connection, and it was rediscovered
by Cheng [21]. Augot and Morain [2] have explored the use of these ideas to solve
the ECDLP, but so far the approach does not appear to be very promising.
3 Computational Problems
As mentioned, our focus in this paper is the ECDLP: Given P,Q ∈ E(Fq) to find
an integer a, if it exists, such that Q = aP . However, there are many other compu-
tational problems of interest in elliptic curve cryptography. The following two are
the most important. The Computational Diffie-Hellman problem (CDH) is: Given
P, aP, bP ∈ E(Fq) to compute abP . The Decisional Diffie-Hellman problem (DDH)
is: Given P, aP, bP,Q ∈ E(Fq) to determine if Q = abP . Currently the only known
way to solve the Computational Diffie-Hellman problem is to solve the ECDLP. The
Decisional Diffie-Hellman problem can be solved using pairings for some special elliptic
curves, but in the general case the only algorithm known to solve it requires solving
the ECDLP. Hence, in practice, the study of algorithms for the ECDLP is the main
way to assess the security of cryptographic applications of elliptic curves.
Another problem that arises in certain cryptographic protocols is the discrete loga-
rithm problem in an interval: Given points P,Q ∈ E(Fq) and an integer N < #E(Fq)
to find a if it exists such that Q = aP and 0 ≤ a < N .
In practice, many users will choose their public keys with respect to a fixed group
E(Fq) and generator P . This leads to the study of the multiple ECDLP: Given {Q1, . . . ,
QL} ⊆ E(Fq) to compute a1, . . . , aL such that Qi = aiP for all 1 ≤ i ≤ L. Clearly
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this can be done in at most L times the cost of solving a single instance, but can one
do better? We will discuss this problem in the coming sections. One can also consider
the problem of solving just one of the L instances: Can one do this significantly faster
than just taking the first instance Q1 and solving it? Kuhn and Struik [89] do consider
the “one out of L” problem, but we are not aware of any algorithm that solves that
problem in less time than a single ECDLP instance.
A variant of the Diffie-Hellman problem introduced by Boneh and Boyen [14] is
to compute a when given P, aP, a2P, a3P, . . . , adP . Problems of this type (including
the simpler case of being given P, aP, adP ) are sometimes called “discrete logarithm
problems with auxiliary inputs”. Cheon [22, 23] has given an improved algorithm to
compute the ECDLP in this case (we sketch the ideas at the end of Section 4).
Finally one can consider “interactive” computational problems, which means that
an algorithm to solve a problem is allowed to make some queries to an oracle. One
example of such an oracle that arises in some applications is a static-Diffie-Hellman
oracle: this is an oracle O that on input Q ∈ E(Fq) computes aQ for a fixed (static)
integer a. One can consider the problem of computing a given P and such an oracle O.
This problem was considered by Brown and Gallant [18]. One can also consider “one-
more” problems, which are of the following flavour: Given P, a1P, . . . , aLP and an
oracle that solves the ECDLP, to compute a1, . . . , aL using at most L−1 queries to the
oracle. Such problems are surveyed in several papers by Koblitz and Menezes [83, 84],
also see Joux, Lercier, Naccache and Thomé [75] and Granger [55]. We do not discuss
such problems further in this paper, except briefly in Section 9.3.
4 Baby-step-giant-step
The main case of interest is elliptic curves over finite fields Fq whose group order is
divisible by a prime r > 2
√
q, and where the points P,Q ∈ E(Fq) both have order r.
It follows that there is a solution a ∈ Z/rZ to Q = aP .
The baby-step-giant-step algorithm is based on the observation that, taking M =
d
√
re, one can write a = a0 + a1M where 0 ≤ a0 < M and 0 ≤ a1 < M . The idea is to
compute and store all points a0P (these are the “baby steps”) and then to sequentially
compute Q− a1(MP ) (the “giant steps”) and seek a match in the list. The point MP
is computed once at the start of the algorithm. The algorithm performs O(
√
r) group
operations and requires O(
√
r) group elements of storage. The asymptotic complexity
O(
√
r) group operations of this algorithm is optimal due to Shoup’s lower bound [109]
(building on work of Babai-Szemerédi [4] and Nechaev [97]) on the complexity of a
“generic algorithm” for solving the DLP.
Pollard (Section 3 of [101]) proposed to “interleave” the computations to improve




For elliptic curve groups in Weierstrass model one can exploit the fact that if
P = (x, y) ∈ E(Fq) then −P is easily computed and has the same x-coordinate. Hence
one can improve Pollard’s method. One takes M = d
√
2re so that a = a0 +a1M where
−M/2 ≤ a0 ≤ M/2 and 0 ≤ a1 < r/M ≈
√
r/2 ≈ M/2. One then computes two
lists {x(a0P ) : a0 = 0, 1, 2, . . . } and {x(Q − a1(MP )) : a1 = 0, 1, 2, . . . } until there is
a match on x-coordinates (meaning that Q − a1(MP ) = ±a0P ). These lists contain
one element for each equivalence class {P,−P} of points. Using Pollard’s analysis, the






A natural question is to give a tight lower bound on the number of group operations
for any algorithm of this type. The original baby-step-giant-step algorithm is non-
optimal, since the DLP can only be solved when there is a match between an element
in the list of baby steps and an element in the list of giant steps. So if a total of
k elements have been computed (two lists of size k/2) then at most (k/2)2 possible
instances of the DLPs would be solved. Chateauneuf, Ling and Stinson [20] considered
a “best possible” baby-step-giant-step algorithm under an unrealistic model where
computing an arbitrary element aP+bQ is counted as a single operation. The idea is to
compute one list of points {aiP +biQ} such that every collision aiP +biQ = ajP +bjQ
corresponds to a different value for the discrete logarithm. Hence, if the list has size





≈ k2/2 instances of the DLP; twice as many as the basic
baby-step-giant-step algorithm. The paper [20] is mainly about the combinatorics of
choosing suitable pairs (ai, bi). It is a straightforward exercise to verify that, assuming
one can construct such lists and under this unrealistic computational model, the worst-




r operations, and the




r ≈ (0.943 + o(1))
√
r operations. For elliptic
curves, when exploiting inversion, the natural lower bound for the average-case would
become ( 23 + o(1))
√
r operations. Both these lower bounds are better than what could
be expected for any method (such as Pollard rho, see below) that relies on the birthday
paradox.
As a step towards such a “best possible” algorithm, Bernstein and Lange [8] have
given an interesting variant of the baby-step-giant-step algorithm. They consider three
lists {a0P : a0 = 0, 1, 2, . . . }, {Q+a1(MP ) : a1 = 0, 1, 2, . . . } and {2Q−a2((M+1)P ) :
a2 = 0, 1, 2, . . . }, where M ≈
√
r/2. A match between any pair of lists can lead to a
solution to the DLP, so once k group elements have been computed we can hope
to solve around 3(k/3)2 = k2/3 instances of the DLP. Since k2/4 < k2/3 < k2/2
we expect the method to be better than the basic algorithm but not to match the
“ideal” lower bound. The method is described as “two grumpy giants and a baby”,
since the latter two walks are “giant step” walks but in opposite directions. Some
theoretical analysis is given in [8], but no precise statement is given of the average-case
asymptotic performance. The theoretical arguments and experimental results suggest
the algorithm has slightly better average-case running time than Pollard rho, perhaps
around (1.2 + o(1))
√
r group operations. The paper [48] analyses the algorithm in the
case of elliptic curves and exploiting inversion, and also considers efficient ways to
perform baby-step-giant-step algorithms for elliptic curves by computing “blocks” of
points and sharing inversions using the Montgomery trick. It is an open question to
determine the exact average-case running time of the “grumpy giants” algorithm and
to develop algorithms whose running time is closer to the theoretical lower bound.
We now sketch the technique due to Cheon [22, 23] and Brown-Gallant [18] for
solving ECDLP instances P,Q1 = aP,Qd = a
dP where P has order r and d | (r − 1).
Fix z ∈ (Z/rZ)∗ of order equal to (r − 1), so that zd has order (r − 1)/d. Since ad
has order modulo r dividing (r − 1)/d, we have ad ≡ (zd)x (mod r) for some integer
0 ≤ x < (r−1)/d. Writing M = d
√
(r − 1)/de and x = x0+Mx1 with 0 ≤ x0, x1 < M
we have adP = (zd)x0(zMd)x1P . Hence one can compute a list of values z−dx0Qd
and a list of values (zdM )x1P and find in O(
√
r/d) steps the matching pair (x0, x1).
Writing x = x0 + Mx1 we have a
d ≡ zdx (mod r). To find a we write a = zk and
note that k = x + y(r − 1)/d for some 0 ≤ y < d. By a similar method based on
Q1 = aP one computes y in O(
√






d}) group operations. In the extreme case where there is a factor
d | (r− 1) with d ≈ r1/2 and one is given aP and adP then one can solve the ECDLP
in O(p1/4) steps. Cheon also presents a variant for the case when d | (p + 1). For
generalisations of this method see [24, 81, 88, 105, 103, 82].
5 Pollard rho and kangaroo
The baby-step-giant-step algorithm requires large storage and is hard to parallelise or
distribute over the internet. The rho and kangaroo algorithms require less storage and
can be distributed. The basic idea is to reduce the discrete logarithm problem to the
problem of collision-finding, and then use low-storage collision-detection methods. In
the rho algorithm one seeks a collision of the form aP + bQ = a′P + b′Q while in the
kangaroo algorithm one seeks a collision of the form aP = Q + a′P . Both algorithms
exploit pseudorandom walks. We do not present all the details of these algorithms as
there are several good references [3, 42], but the main principle is to design stateless
pseudorandom walks in the group so that:
1. The next group element in the walk is computed as a deterministic function of the
current group element;
2. The cost of each step in the walk is approximately the cost of a single group
operation.
The heuristic analysis of the Pollard rho algorithm is based on the birthday paradox.
Van Oorschot and Wiener [99] explained how to use “distinguished points” to get





group operations. It is natural to believe that this running time is “optimal”, in the
sense that no algorithm based on finding collisions in a set of size r should be able to
do better than the birthday paradox. Note that the worst-case running time for Pollard
rho is unbounded.
When doing experiments one immediately notices that the variance in the running
time of the Pollard rho and kangaroo (see Section 5.1) algorithms is rather large. Hence,
the precise expected running time is only a useful guideline when one is performing
many ECDLP computations. However, if one is solving L ECDLP instances in the
same group one can do better than performing L independent instances of Pollard rho.
Kuhn and Struik [89] studied re-using all previous distinguished point values when
solving many instances and showed that if L < r1/4 then one can solve all L instances
in approximately
√
2rL group operations. The instances are solved consecutively, but
note that, since all distinguished points are stored, the storage cost is greater than
performing L computations in serial. Further discussion on this problem was given
by Hitchcock, Montague, Carter and Dawson [61], Bernstein and Lange [6, 7] and
Fouque, Joux and Mavromati [38]. In particular, [6, 7] (also see [69, 63]) study the
case where precomputation costs are ignored.1 They show that one can heuristically
achieve running time of O(r1/3) group operations for each instance of the ECDLP
after an O(r2/3) precomputation, and with a program size of O(r1/3 log(r)) bits. The
algorithms in [6, 7] solve the ECDLP instances sequentially whereas the approach
in [38] collects relations among the ECDLP instances until all (or almost all) instances
1 This is sometimes called the “non-uniform” model, but we do not discuss such interpreta-
tions in this paper. Note that an algorithm that stores a table of all discrete logs does not fit
the model since the program length is O(r log(r)) bits.
7
Authors Bit size Year Field/Method Hardware
Monico [19] 108 2002 Large p/no orbits CPU
Monico [19] 108 2004 Char 2/no orbits CPU
Bos et al. [16] 111 2009 Large p/no orbits PS3
Wenger, Wolfger [115] 112 2014 Koblitz/orbits FPGA
Wenger, Wolfger [116] 113 2015 Char 2/orbits FPGA
Table 1 Summary of record ECDLP computations.
are simultaneously solved together. Kuhn and Struik conjectured an Ω(
√
rL) lower
bound on the complexity of solving L instances of the ECDLP in the same group, and
this was recently proved in the generic group model by Yun [118].
Gallant, Lambert and Vanstone [49] and Wiener and Zuccherato [117] showed how
to exploit automorphisms of the group to get a faster algorithm. Essentially the idea
is to take an automorphism (for example, the map ψ(P ) = −P on an elliptic curve, or
a Frobenius map) and consider the rho algorithm on the set of orbits under ψ. Note
that the set of orbits is not a group, but one can still exploit the group operation
to construct pseudorandom walks. There are two ways to achieve this. One way is
to specify a unique representative of each orbit, and to define the next step in the
walk based on this representative. The other way is to define walks using a “next step
function” f : E → E that is well-defined on orbits (i.e., {ψi(f(P ))} = {f(ψi(P ))}).
In both cases the algorithm should be sped-up by approximately
√
l where l is the
average size of orbits. These approaches are slightly different to how inverses are used
to speed up the baby-step-giant-step algorithm: there we did not need to construct a
“well-defined walk” but only detect a match between two lists up to sign.
One difficulty that arises when working on orbits is useless cycles. For example, the
steps in a walk might be: P 7→ P + R 7→ −(P + R) 7→ −(P + R) + R = −P 7→ P ,
where the symbol 7→ denotes either a step in the walk (by adding a point R) or the
change of sign from moving to the unique representative of the orbit. Bos, Kleinjung and
Lenstra [17] raised some practical issues that suggest the additional overhead of dealing
with useless cycles might result in the speedup being less than
√
l. However, Bernstein,
Lange and Schwabe [10] showed how to organise the computation to minimise such
concerns. For further discussion see [15].
Most computations use pseudorandom walks where each step is an addition. But
walks that include doubling operations can be useful in practice, and more resilient
to short cycles. Zhang and Wang [119] suggested to replace doubling steps with more
efficient point halving steps when working with elliptic curves in characteristic two.
The Pollard rho algorithm is the method used to solve all large-scale ECDLP
computations. We gather the recent results in Table 1. The phrase “Koblitz” denotes
a curve E over F2 with group E(F2n) where n is prime; in this case the Frobenius
automorphism ψ(x, y) = (x2, y2) acts on the group and so one gets orbits of size 2n
from Frobenius and inversion. We write “orbits” if the algorithm exploited orbits under
some automorphism (including P 7→ −P only) and “no orbits” if not.
In November 2009 an attempt was initiated [5] to solve the Certicom challenge
ECC2K-130. This is an ECDLP challenge in E(F2131) where E is defined over F2 and
the group order is 4r for some 130-bit prime r. At time of writing (August 2015) the
computation is still running.
It is worth noting that most papers on the Pollard rho and kangaroo algorithms
rely on heuristic assumptions. One issue that has received a lot of attention is the effect
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on the running time due to the number of partitions used to define the walk: A first
heuristic was proposed by Brent and Pollard in the context of integer factorisation;
Blackburn and Murphy [11] rediscovered this idea in the case of the rho algorithm for
the ECDLP; Section 3 of Bernstein and Lange [8] discusses a refinement of the idea for
rho; Kijima and Montenegro [79] give a derivation of it and prove rigorous results for
both the rho and kangaroo algorithms (and more). Experimental results confirm the
analysis in those papers, but it is a challenging and interesting task to minimise the
use of heuristics but still get good results about these algorithms. Ravi Montenegro
and co-authors have had a number of further successes in this regard see [80, 94, 71].
5.1 Kangaroo and Gaudry-Schost methods
The kangaroo method is subtly different to the rho method. It is most suitable for the
discrete logarithm problem in an interval of length N (where N is less than the order of
the point P ). For the kangaroo method, steps in the pseudorandom walk are relatively
small jumps (in the rho method they are random jumps), and the algorithm is not
analysed using the birthday paradox. Van Oorschot and Wiener [99] showed that the
kangaroo method performs on average (2 + o(1))
√
N group operations.
A third class of algorithm is due to Gaudry and Schost [52]. This algorithm uses
“small jumps” and yet is analysed using the birthday paradox, so in some sense it
“interpolates” the kangaroo and rho algorithms.
Using these algorithms, Galbraith, Pollard and Ruprai [45] improved the average
case running time of the DLP in an interval to (1.66 + o(1))
√
N group operations.
Galbraith and Ruprai [46] also studied how to speed-up these methods when exploiting
orbits under the inversion map P 7→ −P .
An open question is to find a low-storage algorithm to solve the low Hamming
weight DLP: Given points P,Q and integers m,w find a, if it exists, such that Q = aP ,
0 ≤ a < 2m, and the Hamming weight of the binary representation of a is at most w.











group operations. No low-storage algorithm with that time
complexity is known, whereas it is easy to find a baby-step-giant-step algorithm for
this problem. For further discussion and references see Sections 13.6 and 14.8.1 of [42]




The idea of index calculus algorithms is to reduce the discrete logarithm problem to
linear algebra. Let G be a cyclic group of order r, that we denote additively to conform
to the elliptic curve notations, and let P be a generator and Q be another element
for which we want to compute the discrete logarithm. The simplest version of index
calculus is as follows:
1. Define a subset F of G, called the factor base.
2. Collect relations:
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(a) Pick random integers a and b and compute R = aP + bQ;
(b) Try to decompose R as a sum of elements of F ;
(c) In case of success, aP + bQ =
∑
Pi∈F eiPi, call it a relation, and store integers
(a, b) and the vector (ei) as a row of a matrix (the relation matrix);
(d) Repeat the procedure until we have at least #F relations.
3. Via linear algebra modulo r, compute a linear combination of the relations such
that the right-hand-side vanishes; this leads to an equation λP + µQ = 0 in G.
4. If µ is invertible modulo r, the discrete logarithm of Q is λ/µ mod r.
For a given group G, the difficulty is to choose a factor base F that has the following
properties, where the key difficulty resides in the decomposition step that must be fast
and have a high success probability:
– The set F should not be too large, since we need to collect #F relations.
– It should be the case that a large proportion of group elements can be written as
a sum of elements in F ; otherwise Step 2b will fail too often.
– Given an arbitrary group element it should be efficient to decompose it as a sum in
F , or else decide that such a decomposition does not exist; otherwise each execution
of Step 2b will take too long.
In general, the decomposition of an element will involve only a small number of
factor base elements. Therefore the matrix is usually quite sparse, and appropriate
linear algebra algorithms must be used (see Chapter 3.4 of Joux [74]).
The archetype of this algorithm is for the group F∗p where p is a large prime. In that
case, of course it would be easier to use a multiplicative notation for the group law. One
sets F = {p1, . . . , pk} to be the set of the first k primes. One can consider any group
element R ∈ F∗p as an integer in the range 1 ≤ R < p and try to factor it as a product
of primes. Denoting Lp(a) a subexponential function exp(c log(p)
a log(log(p))1−a) for
some constant c, one takes k = Lp(1/2). The set F has subexponential size and the
probability that a random integer less than p can be written as a product of primes in
F is 1/Lp(1/2). One therefore gets an algorithm with subexponential running time.
6.2 Two approaches to relations
In the literature describing index calculus algorithms for discrete logarithm computa-
tions, there are two strategies (assuming relations are converted into rows of a matrix):
– Make the relations depend on the target element whose discrete logarithm is sought,
and solve a left-kernel linear algebra problem. This is how we have presented the
method above (a vanishing linear combination of rows is a left-kernel element);
– Use relations that do not depend on the target element; solve a right-kernel linear
algebra problem; and add an additional step to deduce the discrete logarithm of
the target element. In Step 2, we would then define R = aP for a random a, and
replace Step 3 by a right-kernel computation, giving the discrete logarithms of all
the factor base elements.
The first version is much easier to analyze rigorously. Indeed, provided that we have
more relations than elements in the factor base, the left-kernel is non-trivial, and it is
usually not too difficult to randomize the algorithm in such a way that we can prove
that any non-zero kernel vector gives the discrete logarithm with a high probability.
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The main drawback is that the (costly) linear algebra step is to be done for each
discrete logarithm computation, even if several take place in the same group. In prac-
tice, especially when solving multiple instances of the ECDLP, the second version is
preferred. Obtaining the discrete logarithms of all the factor base elements with a
right-kernel computation is guaranteed only if the matrix has maximum possible rank
(namely one minus the number of factor base elements). This rank-condition is rarely
verified if we have just as many relations as the number of unknowns, so a heuristic
approach is to run the linear algebra step only when many more relations than un-
knowns have been constructed. On the theoretical side, Pomerance [102] was one of
the first to develop techniques to produce relations in a way that the rank condition is
automatically fulfilled.
This second version requires an additional step which is often simple (in particular
for the basic index calculus method sketched above when applied to F∗p). However, in
some cases, and most notably for the number field sieve algorithm, finding the logarithm
of a target element once the logarithms of the factor base elements are known is a non-
trivial step; it is often called the “individual logarithm” stage or the “descent” (not to
be confused with Weil descent).
6.3 An index calculus for elliptic curves?
The main difficulty when trying to apply the general index calculus technique to elliptic
curves is to find a factor base F so that a large proportion of elements can be written as
a sum of elements of F , while having an efficient decomposition algorithm. In general,
with basic combinatorics arguments using only the size of F and the number of elements
allowed in the decomposition, the proportion of decomposable elements is rather easy
to estimate (at least, heuristically). Having a fast algorithm for the decomposition is
the place where it is always necessary to use the structure of F (and necessarily step
away from generic algorithms). In the case of F∗p, there is a natural notion of “small
element” due to the representation as an integer; and the decomposition algorithm is
integer factorisation (e.g., using trial division followed by the Elliptic Curve method).
In the case of elliptic curves defined over prime fields, Semaev [107] proposed to
use for F the set of points whose abscissa is small when viewed as an integer. However,
the elliptic group law is deeply incompatible with the multiplication of the integers
representing the abscissae of the points. As a consequence, right now, there is no
known efficient decomposition algorithm for that choice of F , and elliptic curves over
prime fields remain unaffected by index calculus algorithms. This is no longer the case
for some elliptic curves over extension fields, and this is the subject of the rest of this
survey.
Finally, we mention the important fact that the index calculus idea can be applied
efficiently to divisor class groups of smooth projective curves of genus g > 1 [59, 27]. For
hyperelliptic curves one takes for F the set of reduced divisors whose first polynomial
in the Mumford representation is an irreducible polynomial of small degree; there is an
efficient decomposition algorithm based on factorization of polynomials and we get a
subexponential discrete logarithm algorithm when the genus goes to infinity [1]. Even
when the genus is as low as 3, this approach is faster than generic algorithms like
Pollard rho [111, 53, 26, 30].
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7 Weil descent
All recent progress on non-generic attacks on elliptic curves is related to the Weil
restriction of scalars. The basic idea is quite simple: a polynomial equation defined
over an extension field Fqn can be re-written as n polynomial equations defined over
Fq.
Lemma 1 Let q be a prime power, n ≥ 1, and fix a vector space basis {θ1, . . . , θn} for
Fqn over Fq. Let f(x1, . . . , xm) ∈ Fqn [x1, . . . , xm]. Let R = Fq[yi,j : 1 ≤ i ≤ m, 1 ≤
j ≤ n]. Then there exist unique polynomials fk(yi,j) ∈ R for 1 ≤ k ≤ n such that




Furthermore, if f(a1, . . . , am) = 0 for some a1, . . . , am ∈ Fqn then there exist bi,j ∈ Fq
such that ai =
∑n
j=1 bi,jθj and fk(bi,j) = 0 for all 1 ≤ k ≤ n.
The lemma can be directly applied to the equation of an elliptic curve over Fqn , thus
getting n equations in 2n indeterminates over Fq, that is an n-dimensional algebraic
variety. Since the elliptic curve group law can be transported to this variety, it is an
(affine model of an) Abelian variety. The GHS attack [47, 51] relies on the idea of finding
an algebraic curve C of genus g ≥ n as small as possible such that the Jacobian of C
contains the target Abelian variety. If this is the case, the original elliptic curve discrete
logarithm problem can be transferred into this Jacobian defined over Fq, where the
problem could become easier due to the subexponential index calculus. This has been
shown to be successful for a few families of elliptic curves (see [92, 25, 31, 60, 112, 93]
and Hess’s survey in [13, Chapter VIII]). In general this approach fails, because the
curves C that are constructed have a genus that is exponential in n instead of linear in
n. There has not been a lot of progress in that area in recent years, as it becomes harder
and harder to find new weak families. A recent preprint [70] did a rather systematic
study showing that there is not so much to expect anymore.
Interestingly, the idea of the Weil restriction can also be used inside the decom-
position problem of an index-calculus approach: using the formulae of the group law,
decomposing a point R into P1 + · · · + Pk, can be written as a system of polynomial
equations over Fqn , that can be converted into equations over Fq if F has a well-chosen
algebraic description over Fq. In the next section we introduce Semaev’s summation
polynomials, as they provide a way to compute this in practice.
8 Summation polynomials
Semaev’s unpublished note [107] has been enormously influential on the field. Let E
be an elliptic curve in Weierstrass model over a field k of odd characteristic. Let m ∈
N. The m-th summation polynomial Sm(x1, x2, . . . , xm) ∈ k[x1, x2, . . . , xm] has the
following defining property: Let X1, X2, . . . , Xm ∈ k. Then Sm(X1, X2, . . . , Xm) = 0
if and only if there exist Y1, Y2, . . . , Ym ∈ k such that (Xi, Yi) ∈ E(k) for all 1 ≤ i ≤ m
and (X1, Y1) + (X2, Y2) + · · ·+ (Xm, Ym) = 0 on the curve.
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Lemma 2 (Semaev [107]) Let E : y2 = x3 + A4x + A6 be an elliptic curve in short
Weierstrass model over a field of odd characteristic. The summation polynomials for
E are given as follows.
S2(x1, x2) = x1 − x2
S3(x1, x2, x3) = (x1 − x2)2x23 − 2((x1 + x2)(x1x2 +A4) + 2A6)x3
+((x1x2 −A4)2 − 4A6(x1x2)).
For m ≥ 4 let j be such that 1 ≤ j ≤ m− 3, then
Sm(x1, . . . , xm) = Resx(Sm−j(x1, . . . , xm−j−1, x), Sj+2(xm−j , xm−j+1, . . . , xm, x))
where Res denotes the resultant. For m ≥ 2, the m-th summation polynomial is an
irreducible symmetric polynomial that has degree 2m−2 in each of the variables.
One can also give such polynomials in characteristic 2. For a general formula see
Lemma 3.4 of [28]. For simplicity we consider the most important case of ordinary
elliptic curves E : y2 + xy = x3 + Ax2 + B. We have S2(x1, x2) = x1 − x2 as before
and
S3(x1, x2, x3) = (x1x2 + x1x3 + x2x3)
2 + x1x2x3 +B.
The other formulae are generated using resultants in the same way.
Summation polynomials were proposed for index calculus algorithms by Semaev [107].
Remark 2 on the last page of [107] sketched an approach based on Weil descent that
was fully developed by Gaudry [50] and Diem [28]. We sketch the current approach to
these ideas.
We consider a discrete logarithm problem in an elliptic curve E defined over Fqn ,
where q is not necessarily a prime. We choose an Fq-vector subspace V of Fqn of
dimension 1 ≤ ` < n and define the factor base to be
F = {P ∈ E(Fqn) : x(P ) ∈ V }. (1)
Then one generates random points R as in Section 6 and tries to decompose over the
factor base as R = P1 + · · ·+Pk with Pi ∈ F . To solve the decomposition problem one
computes the (k+1)-th summation polynomial and applies Weil restriction (Lemma 1)
to the polynomial
Sk+1(x1, . . . , xk, x(R)) = 0
to get a system of polynomials in Fq[yi,j ]. One then adds linear constraints on the
yi,j that corresponds to restricting the variables xi to the vector space V . We have n
equations in `k variables, and can try to solve using Gröbner basis methods. Note that
solving systems of polynomial equations is a task of great difficulty, and estimating the
complexity of such algorithms is non-trivial. Choosing ` and k is an important issue;
in general we stick to `k ≈ n in order to have as many equations as indeterminates (in
the next section, we discuss other choices).
A fundamental question is to determine the probability that a random point R
can be written as a sum of k points chosen from the set F defined in equation (1).
The first questions are whether such a set F is non-empty, and whether it can be
expected to generate the group: see Propositions 4.11 and 4.29 of Diem [28], Kohel
and Shparlinski [85], Kosters [86] and Shparlinski and Voloch [110] for some results on
these questions. In practice we make the heuristic assumption that #F ≈ #V .
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Dimension-1 factor base. When q is large and n is rather small, the best choice is
k = n and ` = 1. In that case the factor base is built from a 1-dimensional Fq-
vector space V in Fqn (as we will see, there are advantages from taking V = Fq to
be a subfield). One can therefore view F as a variety of dimension 1 over Fq, whose
cardinality is around q. Taking symmetries into account, and assuming there are no
unexpected cancellations, the number of elements that can be formed by summing up n
elements of the factor basis should be roughly #Fn/n! ≈ qn/n!. Since the group size is
roughly qn we conclude that the proportion of decomposable elements is roughly 1/n!.
It remains to evaluate the cost of solving the polynomial system. Doing a heuristic
complexity analysis for fixed n as in [50], we can assume that this takes polynomial
time, so that all necessary relations can be computed in time Õ(q), leading to a full
algorithm with heuristic running time of Õ(q2). Using double-large-prime variation
leads to an algorithm with heuristic time Õ(q2−2/n). Several practical applications of
this approach have been obtained and will be detailed in subsequent sections.
In [28], Diem did a careful study of how the cost of the polynomial system solving
step grows (exponentially) with n; he was able to prove that there exists a sequence of
prime powers Qi = q
ni
i with ni ≈
√
log(qi) such that the ECDLP in E(FQi) can be
solved (for any elliptic curve over FQi) in rigorous subexponential time LQi(2/3).
Higher dimension factor base. When n is not tiny, the 1/n! in the probability of success
for the point decomposition becomes critical. This is the case for elliptic curves over
F2n where n is prime, since the only proper subfield of F2n is Fq = F2. Here, the only
option is to take an Fq-vector space V ⊆ Fqn of dimension ` > 1 to define the factor
base. So F has cardinality roughly q`. The number of group elements formed as a sum
of k factor base points is approximately qk`/k!. Hence the probability of decomposition
success is ≈ q`k−n/k!, which can be made high (but not too high, otherwise #F is
high as well, and then we need to collect too many relations). The main difficulty lies
in solving the polynomial systems. Indeed, the number of variables is k` ≈ n which is
not small, and the degree of the equations grows exponentially with k. In [29], Diem
was able to improve the range of applicability of his rigorous subexponentiality result
with this approach, allowing n up to log q. These results (and others) shed no light on
the most important case E(F2n) with prime n. This latter case is the current subject
of very active research. Section 10.2 is dedicated to it.
9 Point decomposition: Improvements and variants
We now discuss the problem of writing a random point R as a sum of k points from the
factor base F of equation (1). As already mentioned, the standard way to do this is to
apply Weil descent to the summation polynomial equation Sk+1(x1, . . . , xk, x(R)) = 0
to get a system of polynomial equations over a (relatively small) finite field Fq.
According to [36, 77], the best approach to solve systems of polynomial equations
is to compute a Gröbner basis with respect to the grevlex order and then apply the
FGLM [34] algorithm or its sub-cubic variant [33] to transform the basis into a Gröbner
basis with respect to the lexicographical order. The running time of the FGLM algo-
rithm depends strongly on the number of solutions over the algebraic closure. The
behaviour of the grevlex order computation is also affected by this quantity. Therefore,
if q is not too large, it often makes sense to add the field equations yqi,j−yi,j = 0 to the
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system, which guarantees that it defines a zero-dimensional algebraic set and reduces
the number of solutions.
9.1 Symmetries
A simple observation is that the symmetric group Sm acts on a solution (P1, . . . , Pm) to
a point decomposition R = P1 + · · ·+Pm. Consider the action of Sm on Fq[x1, . . . , xm]
given by σ(xi) = xσ(i). If A is a ring and G is a finite group acting on A then we
denote by AG = {a ∈ A : σ(a) = a, ∀σ ∈ G} the ring of invariants. It follows
that Sm+1(x1, . . . , xm, xR) ∈ Fqn [x1, . . . , xm]Sm . One can write down generators for
the invariant ring (namely, the elementary symmetric polynomials in the xi). With
respect to these new variables the summation polynomial system has fewer solutions
(the number of solutions is reduced by m! in general) and potentially the polynomials
have lower degree.
For example, take m = 2 and let e1 = x1 + x2 and e2 = x1x2 be the first two
elementary symmetric polynomials in {x1, x2} so that Fqn [x1, x2]S2 = Fqn [e1, e2].
Using the formula for S3 from Lemma 2 we have
S3(e1, e2, XR) = (e
2
1 − 4e2)X2R − 2(e1(e2 +A4) + 2A6)XR + ((e2 −A4)
2 − 4A6e2).
For fixed XR the total degree of the polynomial is lowered from 4 to 3, and the number
of solutions is halved.
However, there is a serious issue that arises when one performs Weil descent and
restricts the variables xi to a vector subspace V . In the case where V is a subfield of
Fqn then the symmetric variables ei are also constrained to V . Hence, it is natural
to define the factor base in terms of ei ∈ V and the Weil descent process in terms
of the new variables ei proceeds in a straightforward way. More generally, as long
as V is such that the set V (2) = {v1v2 ∈ Fqn : v1, v2 ∈ V } is also a vector space
over Fq of the same dimension as V then everything goes well.2 However, if V is not
closed under multiplication then the variables ei when i ≥ 2 may take values in a
much larger set, and it is not so clear how to control the growth in variables as one
performs the Weil restriction. This issue was discussed by Huang, Petit, Shinohara
and Takagi [67] and they proposed to choose vector spaces V such that the Fq-span of
V (i) = {v1 · · · vi ∈ Fqn : v1, . . . , vi ∈ V } has as small dimension as possible. However,
there is no doubt that the number of variables increases significantly when one does
this.
To maximise the benefit from these ideas one wishes to find large groups that act
on the summation polynomials. Faugère, Gaudry, Huot and Renault [36] considered
the action of [−1] (i.e., P 7→ −P ) and also the action P 7→ P + T where T is a point
of order 2 or 4 (for twisted Edwards models in characteristic > 2). Hence, they study
invariants under the action of a group of order 2m−1m! or 4m−1m!. The paper [35]
experiments further with these ideas and computes an 8-th summation polynomial in
terms of invariant variables (previously the 8-th summation polynomial would have
been unreachable). Vitse [113] did a more systematic study of which subgroups could
be used in such a setting. Galbraith and Gebregiyorgis [43] considered the case of
binary Edwards models over E(F2n) where n is prime, combining the ideas of [67] with
2 It is not necessary that V be a subfield. If V is a one-dimensional subspace that is not a
subfield then V (2) is also a one-dimensional subspace, but V (2) 6= V .
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the use of invariants with respect to points of order 4. Even with all these ideas, the
paper [43] concludes that these algorithmic ideas are not competitive with Pollard rho.
9.2 Unrolling the resultant
Recently a number of researchers [64, 68, 78, 106]3 have independently had an idea to
lower the degree of the system of polynomial equations at the expense of more variables.
This idea is sometimes called “unrolling the resultant” or “the splitting trick”. It can
be viewed as a special case of the idea of linearisation: replacing high degree monomials
or polynomials with a new variable.
Recall from Lemma 2 that the summation polynomials are computed using the
resultant as
Sk(x1, . . . , xk) = ResT (Sk−j(x1, . . . , xk−j−1, T ), Sj+2(xk−j , xk−j+1, . . . , xk, T )).
The resultant computation leads to exponential growth in the degree of the summation
polynomials. Instead, one can use k − 2 intermediate variables Ti ∈ Fqn and consider
the system
S3(x1, x2, T1) = 0
S3(T1, x3, T2) = 0
...
...
S3(Tk−2, xk, XR) = 0.
Now take Weil descent from Fqn to Fq and impose the conditions xi ∈ V where V is an
`-dimensional Fq-vector space. Recall that the original approach leads to a system of n
polynomial equations in k` variables. The new approach gives a system having n(k−1)
equations and k`+(k−2)n variables (if k` = n then both systems have the same number
of equations as variables). The degree of the polynomial equations is dramatically
lowered, but the number of variables is dramatically increased. Experimental results
presented in [78, 106] suggest this idea can lead to improved running times, and [106]
conjectures an algorithm with subexponential complexity. However, this conjecture is
not yet demonstrated to our satisfaction (see Section 10.2 below).
Note that one can re-write the polynomials S3(Tj−1, xj+1, Tj) using symmetric
variables with respect to S3, but it is an open problem to exploit larger symmetry
groups in this situation.
9.3 Over- or under-determined systems
The point decomposition problem is, given R to find P1, . . . , Pk in the factor base
such that R = P1 + · · ·Pk. We have seen that this can be converted to a system
of polynomial equations, where one usually adjusts k to the smallest value such that
the system admits solutions over the algebraic closure. In other words, the “natural”
choice for k is the one that leads to a system with the same number of equations as
3 And more, including the first author and his PhD student Shishay Gebregiyorgis.
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unknowns. All the comparisons in this paragraph are with respect to this canonical
situation, which is not always the best choice. Taking a smaller value of k, that is,
having more equations than unknowns, is what is called an over-determined system,
while the other choice is under-determined.
The main advantage of using over-determined systems is that the systems of poly-
nomial equations have fewer variables and the degrees of the equations are lower. This
is because the summation polynomial is of lower degree. The direct consequence is
that solving these systems is much faster; in fact, there are cases where it drops from
completely infeasible to feasible with off-the-shelf tools. Of course, this does not come
for free. The success probability of the decomposition is divided by the cardinality of
the factor base each time the value of k is decremented. There is a trade-off, and it
does not always pay to use over-determined systems. In [77], Joux and Vitse give a
theoretical study of this trade-off, and a practical application to an elliptic curve over
an extension of degree 5. A particular context where this approach can be very effi-
cient is an oracle-assisted attack on the static Diffie-Hellman problem; indeed, in that
case, only one successful decomposition is needed, and we can afford a huge loss in the
probability of success [55, 56].
The opposite approach is to increase k and get an under-determined system. Since
there are more unknowns than constraints, it is a system of positive dimension; one can
also view it as a 0-dimensional system over a rational function field. For instance, let
us consider the x-coordinate xk of Pk as a parameter. Then the result of the Gröbner
basis is a generic system parametrized by xk, such that pluging any value for xk in it,
we obtain directly4 the Gröbner basis corresponding to the decomposition of R − Pk.
The advantage is immediately visible: for the price of one Gröbner basis computation,
we get many for free. But there is again a trade-off: the generic Gröbner basis is
much more costly than a single standard one. It could well be that it is impossible to
compute it. To complicate the analysis, working with a generic Gröbner basis opens
the way to sieving, as demonstrated by Joux and Vitse [76], which can have a huge
practical impact. In fact, in most cases, the generic Gröbner basis is too large, and this
technique does not pay. The most notable exception currently found in the literature
is using Nagao’s method (for hyperelliptic curves of genus > 1) that we present now.
9.4 Nagao’s approach
In the context of computing discrete logarithms in hyperelliptic curves over extension
fields, there is no known equivalent to Semaev’s summation polynomials. This was the
motivation for Nagao [95] to introduce another approach to solve the point decom-
position problem faster than by using the system of equations coming from a naive
application of the group law.
The idea is to read the decomposition equation R − (P1 + · · · + Pk) = 0 in terms
of principal divisors. Riemann-Roch theory dictates the form of the corresponding
function, even if the Pi’s are not yet known: it must be a linear combination of a few
easily-computable functions. The solving strategy is now clear: put indeterminates for
the coefficients of the linear combination and consider the conditions for the Pi to
be in the factor base. As with summation polynomials, this translates into a system
of polynomial equations that can be solved with Gröbner basis computations. A nice
4 This is true only under genericity assumptions, and with appropriate monomial orderings.
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feature of this system is that all the equations are quadratic. The approach is quite
general: it can be extended to more general curves, although the equations are no
longer quadratic [96].
Nagao’s approach is also valid for elliptic curves. However, until now, nobody man-
aged to turn this into an algorithm that is faster than an approach based on summation
polynomials. A recent remark in [104] shows however that this could be used to produce
relations almost for free in the case of elliptic curves over extension fields, although not
in a large enough quantity: other relations need to be found in another, more costly,
way.
9.5 Mixing everything
For a given discrete logarithm problem, several of the above techniques can be mixed.
For instance, Nagao’s approach can be used with under-determined systems, and then
sieving can be used.
The most impressive combination of techniques has been done by Joux and Vitse [76]
for attacking a 149-bit subgroup of an elliptic curve over Fp6 . They first used a GHS
technique to reduce to a discrete logarithm problem in a genus-3 hyperelliptic curve
over Fp2 , and then they used an under-determined Nagao-like point decomposition
approach and sieving. We remark that their fast technique naturally constructs rela-
tions that do not involve the input point, so they used a “right-kernel linear algebra”
approach as described in Section 6.2.
10 Further open questions
10.1 Ideas from the finite field DLP
Joux and others have recently made tremendous progress on the DLP in F∗qn where q
is a small prime power and n ≈ q is large (see the survey paper in this volume). A key
idea is to exploit the equation




in Fq[x]. This equation is interpreted in two ways: the left hand side is a polynomial
to be factored and the right hand side is a product of factor base elements. One also
chooses a field representation so that the Frobenius xq is represented as a rational
function of low degree. Another key idea is to substitute into equation (2) a Möbius
transform (ax+b)/(cx+d) with a, b, c, d ∈ Fqd for some small d > 1. This is based on the
fact that the automorphisms of the projective line are given by Möbius transformations.
It is tempting to seek an elliptic curve version of these ideas. One natural approach
is to use the double cover E → P1 given by (x, y) 7→ x. Pulling back equation (2) gives
div(xq − x) =
∑
P∈E(Fq),x(P )∈Fq
(P ) − 2q(∞).
However, this is un-interesting from a group-theoretic viewpoint, as the right hand side
just represents the fact that x(P ) = x(−P ) and P +(−P ) =∞. Some further obstacles
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to the method are that Aut(E) is very small compared with Aut(P1). We also have no
idea how to do the individual discrete log stage.
More generally, one can wonder whether some quasi-polynomial discrete logarithm
algorithm can be found for curves of non-zero genus. A study by Massierer [90] seems
to imply that the only curves for which one can find relations quickly are very special,
like the famous Hermitian curve. This is still quite a mystery, though.
10.2 A subexponential algorithm for elliptic curves over F2n?
The big question at the time of writing this article is whether or not the strategies
described in the previous sections can lead to a general subexponential discrete loga-
rithm algorithm for elliptic curves in characteristic 2. The key point that would lead
to such a major result is that the polynomial systems arising from the decomposition
problem after Weil restriction are not generic. It was shown in [37] that their special
structure makes them easier to solve (but in that paper the overall algorithm is not
faster than a generic discrete logarithm algorithm).
An approach that looks promising is to study the so-called first-fall degree (FFD)
of the polynomial systems. A Gröbner-basis algorithm like F4 or F5 proceeds with
polynomials of increasing degree while computing the basis, maybe backtracking to
handle smaller degree polynomials if they happen to be created along the process.
Roughly speaking, the FFD is the degree currently handled by the algorithm when
this backtrack occurs for the first time. It has been observed that this degree is often
not too far from the maximal degree that will ever occur in the algorithm. This is
the first fall degee assumption (FFDA). Therefore, being able to bound the FFD, and
assuming that the FFDA holds for the systems involved in ECDLP, we could dream
to get better estimates for the whole computation.
There has been a line of research in this direction [100, 108, 67, 62, 68, 78, 106, 87],
where bounds have been proven for the FFD and/or experiments have been performed
to give evidence to support the FFDA. None of this research definitely settled the
question of subexponentiality, but the best results so far have been obtained with the
“unrolling resultant” technique (see Section 9.2). Depending on the variant for solving
the decomposition problem and how much one is ready to believe, this has lead some
researchers to conjecture a subexponential complexity for the ECDLP in E(F2n) of
L2n(2/3) or even L2n(1/2).
After some experiments that tended to raise some doubts about the subexponen-
tiality claims, another notion has been recently introduced in an attempt to help the
analysis: the last fall degree (LFD) of a polynomial system [66, 64]. The main advantage
is that this is a well defined notion that does not depend on a particular system solving
algorithm, nor on the monomial ordering chosen for this solving. Furthermore, there
exists a solving algorithm with a complexity that can be bounded using the LFD as a
parameter. In terms of complexity estimates, it seems as good as any known Gröbner
basis or XL-like algorithm. The drawback is that the LFD is much harder to bound
than the FFD for systems related to ECDLP.
The current situation, not at all definitive, is that there is no consensus whether
there is a subexponential algorithm for ECDLP in characteristic 2. The FFDA approach
seems to be too optimistic, while the LFD approach looks more precise, but much
harder to estimate.
The future lines of research on this topic might be:
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– Prove the LFD for polynomial systems coming from the ECDLP;
– Find a new notion to help the analysis;
– Find a new strategy for solving the decomposition problem that helps the analysis.
Finally, it must be emphasized that for the moment none of the approaches are
practical at all: even with the most optimistic assumptions, the running time and
the memory usage would be extremely high for any key size currently in use. The
difficulty to make practical experiments with non-tiny examples is an explanation why
the asumptions are hard to (in-)validate5.
10.3 Breaking symmetries
When computing relations of the form R = P1 + · · ·+ Pk there is an inevitable factor
of k! in the success probability. One suggestion to mitigate this problem (according
to Section 7 of Nagao [96], Matsuo was the first to consider this idea) is to use k
disjoint factor bases and require Pi ∈ Fi. One avoids the k! factor, but the linear
algebra problem is increased by a factor of k, so one needs k times as many relations.
Nevertheless, one might therefore expect an overall speedup by a factor of (k − 1)!. A
detailed analysis is given by Galbraith and Gebregiyorgis [43], where it is explained
how to combine the approach with invariant coordinates for summation polynomials.
Diem [29] has also used disjoint factor bases, but for other reasons.
10.4 Subfield curves
A major open problem is to speed-up index calculus algorithms for the case of subfield
curves. Ideally one wishes to use the Frobenius endomorphism to either increase the
probability of successfully finding a relation or else to have a method to generate lots
of relations from each solution of a system of polynomial equations.
Gorla and Massierer [54] have given an interesting approach to this question. They
represent the ECDLP instance on a subfield curve using the trace zero variety. Then
they perform an index calculus method using summation polynomials directly on the
trace zero variety. This approach does not currently lead to a dramatic speed-up.
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