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連携処理可能なネットワークプロセッサへの処理割り当て手法に関する研究 
１はじめに 
 近年ネットワークの広帯域化により，ルータ等ネットワーク
上でパケットを処理する機器は高性能・多機能になってき
ており，汎用プロセッサよりも高速・低消費電力であり，か
つASICのような専用ハードウェアよりも柔軟性が高いネット
ワークプロセッサが注目されている．ネットワークプロセッサ
は複数の処理エンジンによりパケットを並列に処理するマ
ルチコア構成をとるが，リソース競合の低減や負荷分散，
各コアの命令メモリの制限などの問題からネットワーク処理
を部分処理にモジュール化して組み合わせることで連携処
理（Task Chaining）を行っている．この際，処理エンジンへ
の部分処理の割り当ては現在では手作業で行われている
ことも多いが，これにはネットワークプロセッサのアーキテク
チャを理解しておらねばならず，また時間と労力がかかる．
そこで近年になってその分割・割り当てを自動化する研究
が行われている[1][2]．ネットワークプロセッサに対する処
理割り当てには特徴的な点として（１）命令メモリサイズを制
約条件として用いている点，（２）マルチスレッディングを考
慮する必要がある点，（３）最適化する対象がスループット
である点などが挙げられる．本論文はこの処理割り当ての
際に重要となるデータ配置最適化手法を提案することを目
的としている． 
2問題定義 
入力と出力 入力となるアプリケーション情報はタスクグラ
フと呼ばれる有向グラフで表されているとする．各ノードが
アプリケーションの部分処理を表し，エッジはデータの受け
渡しがあることを示す．以降では，入力の各ノードをプロセ
スと呼んで p で表し，エッジをチャネルと呼んで c で表す．
各プロセスは前のプロセスからパケットのポインタ情報を含
む必要データを受け取ることで実行を開始し，終了時に次
のプロセスに対して必要データを受け渡す．全てのプロセ
スは別パケットに対してであれば並列に実行可能と仮定す
る．追加情報として，各プロセス p の命令コードサイズ
codep，1 パケットあたりの平均命令実行時間 t_execp と平
均メモリアクセス時間 t_memp，各チャネル cの平均通信時
間 t_commcと 1パケットあたりの平均利用回数を与える．%
用いる．これらについては，1プロセッサ・1スレッドで実行し
た結果を元に算出する．割り当て対象となるネットワークプ
ロセッサは，マルチスレッディングをサポートする対称型マ
ルチコアプロセッサとし，入力情報は，プロセッサコア数 M
と各プロセッサコアの命令メモリ量 codemax，スレッド数 thと
する．また，各処理エンジンは共有バスで全て接続されて
おり，そのバス上のユニットを使って自由に通信できるもの
と仮定する．出力は各プロセスをどの処理エンジンに割り
当てるかという情報となる． 
プロセスの結合と複製 1つの処理エンジンには 1つのプ
ロセスのみを割り当てることとし，プロセス数が多い場合に
はプロセスの結合(merge)を考慮することで割り当てを行う．
結合されたプロセスは，元となるプロセス組が連続した処理
であればそれらを順に実行するプロセスとなり，そうでなけ
ればチャネルから受け取ったデータによって元のプロセス
のうちどれか 1 つの処理を実行するプロセスと考える．新し
いプロセスの実行時間・メモリアクセス時間は元となったプ
ロセスの和として計算し，その間のチャネルは削除する．加
えて，1つのプロセスを複数の処理エンジンへ割り当てる複
製(replicate)を考慮する．ネットワーク上を流れるパケットは
基本的に全て並列に処理ことができるため，単純に同じ処
理を別の処理エンジンでも実行することで理想的にはスル
ープットを複製数に比例して増加させることができる．以降
ではプロセスpに割り当てられた処理エンジン数をMpで表
すこととする． 
制約条件 制約条件として 1 つのプロセスのコードサ
イズは処理エンジンで保存できる最大コードサイズ
codemaxを超えないようにする． 
性能見積りモデル 目的関数は，常にパケットが到着し続
けるような場合の最大スループットとし，メモリアクセス時や
通信時には常にスレッドを切り替えてアクセス時間を隠蔽
すると仮定する．用いる見積りモデルを式(1)に示す．ただ
し全プロセスの集合を P とし，全チャネルの集合を C，プロ
セス pに出入りするチャネルの集合を Cpとする． 
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3割り当て手法 
複製の処理だけ考えた場合，全てのプロセスに処理エ
ンジンを 1 つずつ割り当てた後，残りのプロセッサをスルー
プットが最低のプロセスに対して 1 つずつ割り当てていくこ
とでスループットを最大化することができる．文献[1]などの
手法ではこの点に着目し，問題を結合処理に絞っている．
独自の基準から優先度の高い 2つのプロセスを結合させ，
複製を行ってスループットを見積もり，次の結合を試すとい
う処理を繰り返して最大のスループットが見積もられたとき
の割り当てを解としている．優先度としては，[2]ではプロセ
ス間の通信コストを，文献[1]の割り当て手法では複製数 1
で見積もった統合後のプロセス単体でのスループットを用
いている． 
しかしこれらのアルゴリズムでは，一度結合したプロセス
を元に戻して解を探索することはないため，局所最適解に
陥ってしまっている可能性がある．そこで文献[3]では，バッ
クトラッキングによって周辺の解を探索する手法を提案して
いる． 
4データ配置最適化 
 一つのプロセッサ上で一つのプロセスを処理すると考え
た際に，スループットを最大化しようとするならばマルチス
レッドを用いてリソースアクセス時間を隠蔽するのが効果的
である．しかしマルチスレッディングによるリソースアクセス
隠蔽可能時間にも限りがあるため，マルチスレッディングの
効果を最大限に発揮するためにはデータ配置の最適化が
必要である． 
 そこで全体のスループットを最大とし，かつマルチスレッ
ディングによるメモリアクセス時間の隠蔽効果を最大化する
データ配置最適化手法を提案する．このアルゴリズムの流
れを図 1に示す． 
5計算機実験結果 
[1]の手法と[2]の手法に[3]のバックトラッキング探索を当
てたものを処理割り当て手法として，それぞれに提案した
データ配置最適化を適用した結果得られたスループットを
表 1に示す． 
 [1][2]の手法とも実験を行った全てのアプリケーションに
おいて，提案手法によってデータ配置最適化を行ったもの
と行っていないものとでスループットに大きく差が出ている．
このことからデータ配置がスループットを含めた性能に強い
影響を与えることが確認できた． 
 また実験を行った ipv4，ipsec，ipv4+ipsec の３つのアプリ
ケーション全てについてデータ配置最適化の効果が大きく
でていることから，これら以外の多くのアプリケーションにお
いても同様に高い効果を得ることができると考えられる． 
6おわりに 
 本論文では，ネットワークプロセッサへの処理割り当て時
のデータ配置最適化手法を提案し，計算機実験を行って
評価した． 
 マルチスレッディングによるレイテンシ隠蔽効果に着目し
データ配置を最適化する手法は，多くの場合において有
効であることが分かった． 
 
図１:提案アルゴリズムのフローチャート． 
 
表１:計算機実験結果（単位：Mbps）． 
 今後の課題や拡張としては，専用 HW・キャッシュを含め
たモデルでの処理割り当て及びデータ配置最適化手法の
考案などが考えられる． 
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アプリケーション Ipv4 ipsec Ipv4+ipsec 
手法[1] 
手法[1]+提案手法 
151.6 
290.7 
1.588 
7.233 
7.658 
29.18 
手法[2] 
手法[2]+提案手法 
151.6 
290.9 
1.587 
7.324 
7.686 
29.69 
