We discuss a discretization-based solution approach for a classic problem in global 1 optimization, namely the distance geometry problem (DGP). We focus our attention on a par-1 2 ticular class of the DGP which is concerned with the identification of the conformation of 3 biological molecules. Among the many relevant ideas for the discretization of the DGP in 4 the literature, we identify the most promising ones and address their inherent limitations 5 to application to this class of problems. The result is an improved method for estimating 2 6 3D structures of small proteins based only on the knowledge of some distance restraints 7 between pairs of atoms. We present computational results showcasing the usefulness of the 8 new proposed approach. Proteins act on living cells according to their geometric and chem-9 ical properties: finding protein conformations can be very useful within the pharmaceutical 10 industry in order to synthesize new drugs. 11 1 Introduction 13 Given a positive integer K and a simple weighted undirected graph G = (V, E, d),where 14 d maps edges {u,v}∈E to positive interval weights [d({u,v}),d({u,v})], the Distance 15 Geometry Problem (DGP) [38] is the problem of finding a realization of the graph G in a 16 K -dimensional Euclidean space. In other words, the DGP requires the identification of a map 17
which implies that the search process has an inherently combinatorial side. if only one of the three distances is allowed to take values into a certain interval, then the 152 intersection gives two arcs of a circle, generally disjoint, where sample points can be chosen 153 [34] . In both last situations, the discretization can be performed. More details are given in 154 the next section. 155 2.1 iBP algorithm and discretization orders 156 Let G = (V, E, d) be an instance of the MDGP and let us suppose that there exist an order a finite number D of sample positions should be selected from each of them [34] . This way, 170 we still have a discrete set of possible positions for the atom i. 171 Therefore, the discretization strongly depends on an order for the vertices (atoms) of G 172 satisfying specific properties. Definition 1 formalizes the assumptions mentioned above. Algorithm 1 The iBP algorithm. 1: iBP(i, n, d, D) 2: if (i > n) then 3: // one solution is found 4: print current conformation; 5: else 6: // coordinate computation 7: if (d ci is an interval) then 8: compute the two candidate arcs and add them to the list L 9: else 10:
compute the two candidate positions and add them to the list L 11: end if 12: for j = 1,...,|L| do 13:
if (L( j) is an arc) then 14:
take 
where S (a, b, c) stands for the area of the triangle formed by {a, b, c}. Assumption (a) 183 allows us to place the first 3 atoms uniquely and fixes the realization with respect to rotation 184 and translations. Assumptions (b.1) ensures the existence of three reference atoms for every 185 i > 3, and assumption (b.2) ensures that at most one of the three reference distances may 186 be represented by an interval. Finally, assumption (b.3) requires that the area S (a, b, c) is 187 strictly positive, which prevents the references from being collinear. Under these assumptions, 188 the MDGP can be discretized.
189
Algorithm 1 is a sketch of the iBP algorithm for solving iDDGP 3 instances. In the algo-190 rithm call, i is the current atom for which the candidate positions are searched, n is the total 191 number of atoms forming the considered molecule, d is the list of available distances (exact 192 or interval distances), and D is the discretization factor, i.e. the number of sample points that 193 are taken from the arcs in case the distance d ci is represented by an interval. In the algorithm 194 (see lines 8 and 10), we make use of a list L of positions and arcs, from which candidate 195 positions are extracted.
196
Given an order for the vertices in V satisfying the assumptions in Definition 1, the algo- the ǫ-feasibility of constraints involving distances between the current atom i and previously 208 placed atoms:
The distances involved in the above constraints are called pruning distances. 211
Protein backbone model: discretization orders and pruning devices 212
A necessary preprocessing step for solving MDGPs by this discrete approach consists in 213 finding suitable atomic orders allowing each atom v to have at least three reference atoms.
214
We name such orders discretization orders [9] . In previous works, discretization orders have 215 been either handcrafted [34] , or obtained by looking for paths on pseudo de Bruijn graphs 216 consisting of cliques of G [50], or even automatically detected by a greedy algorithm [31, 49] .
217
In fact, if we consider distances defined by bond lengths and bond angles as exact, along with 218 the peptide plane geometry, it is possible to find orders for the protein backbone (and also for 219 side chains [11]) satisfying the assumptions required for the discretization. This preprocessing 220 step can be performed efficiently, in polynomial time [49] , so that the necessary assumptions The order depicted in Fig. 2 is the one used in our numerical experiments.
232
The first three atoms, N−C α −H α , of the first amino-acid can be used as initial clique (see On the basis of the model in Fig. 2 for the protein backbone geometry, it is possible to 239 conceive other pruning devices [8, 53] to be integrated with DDF (see, Eq. 3),basedonthe 240 following considerations:
241
-Helices in proteins can be either right or left-handed. The former situation is statistically 242 more common, because of side chains steric constraints. In this work, we do not consider 243 side chains explicitly, but we suppose that it is possible to understand, from an analysis 244 of the protein sequence, whether right-handed or left-handed helices are expected to be 245 present. We call this pruning device as the chirality-based device: in some situations, it can Let v 1 be the vector from b to a and v 2 be the vector from b to c.Thex-axis for the system 266 in a can be defined by v 1 , and the unit vector in this direction isx = v 1 / v 1 . Moreover, the 267 vectorial product v 1 × v 2 gives another vector that defines the z-axis, whose corresponding 268 unit vector isẑ. Finally, the vectorial productx ×ẑ provides the vector that defines the y-axis 269 (let the unit vector beŷ). These three unit vectors are the columns of a matrix U a = xŷẑ , whose role is to 271 convert directly vertex positions from the coordinate system defined in a to the canonical 272 system.
273
Once the matrix U a has been computed, the canonical Cartesian coordinates for a candidate 274 position for the vertex i can be obtained by:
276
where θi and ω i are the angles related to the spherical coordinates of vertex i. 277 We will use the symbol θi in order to refer to the angle formed by the two segments (i, a) 278 and (a, b), and we will use the symbol ω i to refer to the angle formed by the two planes 279 defined by the triplets (a, b, c) and (b, a, i) (see Fig. 1 ). The cosine of the angles θi and ω i Definition 1), the third sphere becomes a spherical shell, and the intersection provides two 290 curves (see Fig. 1 ). These two curves correspond to two intervals,
for the angle ω i . In order to discretize these intervals, a certain number of points, say D, can 292 be chosen from the two curves.
293
As shown in [19] , the generalized procedure for the computation of atomic coordinates in 294 Algorithm 1, based on equation (4), is very stable when working on MDGP instances related 295 to real proteins. Moreover, equation (4) is also at the basis of an important technique that can 296 be used to reduce the feasible arcs obtained by sphere intersection. This technique for arc 297 reduction was firstly proposed in [20] . Another approach for arc reduction, based on Clifford 298 algebra, is presented in [30] . are not compatible with pruning distances).
312
In [20], an adaptive scheme was proposed for tailoring the branching phase of the iBP 313 algorithm so that all computed candidate positions are feasible at the current layer. The idea 314 is to identify, before the branching phase of the algorithm, the subset of positions on the 315 two candidate arcs that is feasible with respect to all pruning distances to be verified on the 316 current layer.
317
Let us suppose that, at the current layer i, the distance d ci is represented by the interval 318 [d ci ,d ci ]. By using Equation (4), two intervals for the angle ω i can be identified:
2 π], such that the distance constraints 320 
consists of intervals for ω i that are compatible with the distance d hi .
327
A discussion about how to solve the inequalities (6), by using Eq. (4), is presented in 328 details in [20] .
329
The feasible positions for the atom i can be therefore obtained by intersecting the two 330 previously computed arcs (in bold in Fig. 1 and it should not be considered at line 20 of Algorithm 1.
344
It is important to remark that this adaptive scheme is not supposed to speed up the execution 345 of the search, but rather to help in defining search trees that can actually contain solutions. and y = d 2 25 ) is represented by the blue curve in Fig. 5 .
388
It is easy to see that, unless the grid is sufficient refined (number of samples D is sufficient 389 large), a valid pair of distances (d 2 14 , d 2 25 ) can be sampled with probability zero. to detect distances between atoms that are very far in the sequence, but quite close in space 395 (≤5Å).
396
In case of all available distances are exact, the pruning distances efficiently guide the 397 search in the binary tree corresponding to the discretized search space [32, 40] . However, we can compute all other feasible conformations that can be obtained from X 1 by partial 555 reflections [32, 38] . This procedure gets rid of the flexings 1 in the molecule, but only in this 556 case the solution set is finite.
557
Applying this scheme to a modified 1AQR instance, where hydrogen distances between 558 consecutive amino-acids were removed and the threshold was lowered to 4.5 Å, four incon-559 gruent conformations are obtained, as depicted in Fig. 9 .
560
We claim that, even though interval distances pose some difficulties to the extension of 561 this combinatorial approach, it is still possible to explore all the (discrete) conformational 562 space obtained with discretization. Henceforth, we propose our New iBP as an exploratory 563 tool to enumerate protein conformations that satisfy most of the given distance restraints, 564 that can be further improved by local minimization procedures. and with reasonable precision, that can be further improved by using our solutions as starting 579 points for a local minimization solver.
580
In the presented experiments, the two compared versions of the iBP algorithm were 581 both used for identifying only one solution to the problem. However, as remarked before 582 and illustrated in Sect. 5.3,theiBP algorithm can potentially enumerate the entire solution
