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This paper considers Hammerstein equations
1 w xy t s f t q k t , s g s, y s ds, t g y1, 1 , .  .  .  . .H
y1
and presents a pseudospectral method for solving them numerically. The method is
applied to approximate the solution not to the equation in its original form, but
 .   ..rather to an equivalent equation z t s g t, y t . The function z is approximated
by a polynomial z N of degree N, with coefficients determined by collocation at the
Legendre]Gauss]Lobatto nodes. We define the desire approximation to y by
1N N w xy t s f t q k t , s z s ds, t g y1, 1 , .  .  .  .H
y1
N .  .and establish that, under suitable conditions, lim y t s y t , uniformly in t.N ª`
Advantages of the proposed method, compared with existing methods in the
literature, are discussed. An illustrative example is included to show the accuracy
of the proposed method. Q 1996 Academic Press, Inc.
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1. INTRODUCTION
In this paper we present the pseudospectral Legendre method for the
numerical solution of the Hammerstein equations
1 w xy t s f t q k t , s g s, y s ds, t g y1, 1 , 1.1 .  .  .  .  . .H
y1
 .where f , k, and g are known functions, with g s, y nonlinear in y and y
is the solution to be determined. Appropriate smoothness assumptions on
f , k, and g, to be made later, will ensure that in a suitable Banach space,
 .the right-hand side of 1.1 defines a completely continuous operator
acting on y.
 .The proposed method is applied not to Eq. 1.1 , but rather to an
equivalent equation
w xz t s g t , y t , t g y1, 1 . 1.2 .  .  . .
We therefore approximate z by a polynomial z N of degree N, with
coefficients determined by collocating
1 w xz t s g t , f t q k t , s z s ds , t g y1, 1 , 1.3 .  .  .  .  .H /y1
at Legendre]Gauss]Lobatto nodes. We then take
1N N w xy t s f t q k t , s z s ds, t g y1, 1 , .  .  .  .H
y1
as the approximation to y, and establish that, under suitable conditions
lim y N t s y t , 1.4 .  .  .
Nª`
uniformly in t. We also establish a rate for the convergence of y N to y
that is fast enough to yield, in favorable cases, impressive accuracy.
w xOur approach is different from the methods initiated in 1, p. 200; 2 .
The major difference between the analysis in these methods and that in
the proposed method is the fact that for polynomial interpolation, uniform
convergence of interpolants cannot be guaranteed for every continuous
function, regardless of the choice of the interpolation nodes. Hence, the
present analysis is based on a mean-convergence property of polynomial
  .. w xinterpolation see 2.8 . The methods in 1, 2 transform a given interval
equation into a system of nonlinear equations. This system of nonlinear
equations is solved by an iterative method. It is a disadvantage of the
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w xmethod in 1 that the definite integrals involved in these nonlinear
w xequations need to be evaluated at each step of the iteration, while in 2 ,
these definite integrals may be evaluated analytically in favorable cases.
Moreover, since approximation by piecewise-linear functions yields, at
 2 .  w x.best, O h convergence see 2 , a rather large system of nonlinear
equations has to be solved to obtain accuracy of comparable order.
In contrast, the advantages of the proposed method are that:
 .1 the definite integrals are calculated once by Gauss]Lobatto inte-
w xgration formulae 3, pp. 57]61 , and result in a set of nonlinear algebraic
  ..equations see Eq. 3.6 ;
 .2 the rate of convergence of the pseudospectral Legendre method,
when approximating smooth enough functions, is faster than any power of
 w x.1rN see 3 ;
 .3 the weight function for Legendre polynomials is one; as a result,
the convergence results, stability results, and discretization of the integral
equation are easier to obtain than with other polynomial approximations
 w x.such as Chebyshev approximations see 3 ; and
 .4 since a smaller number of nodes implies a small system of nonlin-
ear equations, the pseudospectral Legendre approximations give high
accuracy for a relatively small system of nonlinear equations see Exam-
.  .ple 1 , which reduces the number of iterations execution time .
This paper is organized as follows: In Section 2 we introduce the
fundamentals of the pseudospectral Legendre method required for our
subsequent development and discuss some convergence results. In Section
3, we introduce our method, and in Section 4 we report our numerical
findings and demonstrate the efficiency and accuracy of the proposed
method.
2. PSEUDOSPECTRAL LEGENDRE METHOD
 .Let L t be the Legendre polynomial of order N. Then theN
Legendre]Gauss]Lobatto nodes are
t s y1, t s 1, and0 N
Çt , 1 F m F N y 1, the zeros of L t , 2.1 .  .m N
Ç  .  . w xwhere L t is the derivative of L t with respect to t g y1, 1 . NoN N
explicit formulas are known for the points t , and so they are computedm
w xnumerically using existing subroutines 3 .
ELNAGAR AND RAZZAGHI582
 .In order to construct the interpolant of F t at the point t we define the
following Lagrange polynomials
2 Çt y 1 L t .  .N
f t s ? , l s 0, 1, . . . , N. 2.2 .  .l N N q 1 L t t y t .  .  .N l l
It is readily verified that
1 if l s j
f t s d s 2.3 . .l j l j  0 if l / j.
th  .  .The N degree interpolating polynomial, I F t , to F t is given byN
N
I F t s F t f t . 2.4 .  .  .  .N l l
ls0
Recall that polynomial interpolation based on Legendre]Gauss]Lobatto
points is well behaved compared to that based on equally spaced points
 w x. w xsee 4 . Clearly, I is a linear operator on C s C y1, 1 , the BanachN
w xspace of continuous, real-valued functions on y1, 1 , with the property
I 2 s I . It is therefore a projection, whose range is S , the set of allN N N
polynomials of degree F N. Furthermore, I is a bounded operator on CN
with
N
5 5I s sup f t . 2.5 .  .N j
y1FtF1 js0
 .Because I is the interpolatory operator defined by 2.4 , it follows fromN
w x5, 6 that
1 p
lim I F t y F t dt s 0, 2.6 .  .  .H N
Nª` y1
 .for every F g C, and for every p g 0, ` . In terms of the usual L norm,p
 .2.6 may be written as
lim I F t y F t s 0, 2.7 .  .  .pN
Nª`
from which it follows that
5 5sup I F - `, for all F g C. 2.8 .pN
N
Thus if I is considered as a linear operator from the space C to the spaceN
 . w xL y1, 1 then, from the Banach]Steinhaus theorem 7, p. 203 , it followsp
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that there exists a constant k ) 0, which depends only on p, such that
5 5 5 5I F F k F , for all F g C. 2.9 .p `N
For any positive integer N, let I be the orthogonal projection of L ontoN 2
 .the space spanned by f , f , . . . , f . Then, we have the following error0 1 N
w xestimates 3, pp. 293]294 .
l .THEOREM 1. For all F g H y1, 1 , l G 0, there exists a constant M
 .independent of F t and N such that
5 5 s s  s.y l . 5 5 lF y I F F MN F , 0 F s F lH y1, 1. H y1, 1.N
 .where s s s 2 s y 1r2 for s ) 0.
Thus if F g C`, then the rate of convergence of I F to F is faster thanN
any power of 1rN.
The next theorem gives an error estimate in the supremum norm.
Ç  .THEOREM 2. If t , 1 F j F N y 1, are the zeros of L t adjusted in thej N
 .  .inter¨ al y1, 1 , if F z has no singularities except a finite number of poles,
 . n < <  .  .and if for some n, F z rz ª 0 as z ª `, then I F t ª F t uniformlyN
w xon y1, 1 .
Ç .  .  .  .  .Proof. Let j t s L t and j t s j t r t y t , j s 1, 2, . . . , N y 1.N j j
w x  .By Mittag Leffler's theorem 8, p. 205 there exists a function c z, t which
 .has poles at t, t , 1 F j F N y 1, with residue F t at t and residuej
 .  .yf t F t at t such thatj j j
1
F t y I F t s c z , t dz. .  .  .HN 2p i g
In order to obtain the correct poles, we write
j t F z t 2 y 1 .  .  .
c z , t s , . 2j z z y t z y 1 .  .  .
 .and choose the contour g to encircle t and t . If F z has poles at zj j
w xwithin g , none of which lie on y1, 1 , 1 F j F s, then we have the error
s 2j t t y 1 .  .
F t y I F t q R .  . N i 2j z z y t z y 1 .  .  .i i iis1
1 j t F z t 2 y 1 .  .  .
s dz ,H 22p i j z z y t z y 1 .  .  .g
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where the contour g has been chosen to encircle not only t and t but alsoj
 .z , and where R is the residue of F z at the pole z . The conditioni i i
<  . n <F z rz ª 0 ensures that the integral tends to zero as the contour
expands to infinity, if N is sufficiently large, and we thus obtain a new
form of the error,
s 2j t t y 1 .  .
F t y I F t s y R . .  . N i 2j z z y t z y 1 .  .  .i i iis1
From the following properties of Legendre polynomials
w xL t F 1, for all t g y1, 1 .N
and
2 Ç1 y t L t s N L t y tL t , .  .  .  .N Ny1 N
we may obtain the error estimate
s < <2 Ri
F t y I F t F . .  . N < <L z y z L z z y t .  .Ny1 i i N i iis0
 .  .  .Since L z y zL z is a polynomial of degree N q 1 , we can seeNy1 N
<  .  . < w xthat L z y zL z ª ` as N ª ` for any z outside y1, 1 . SinceNy1 N
w xno z lies in y1, 1 we have therefore proved thati
F t y I F t ª 0 as N ª `. .  .N
3. DISCRETIZATION OF THE INTEGRAL EQUATION
We approximate y by a polynomial y N of degree N, with coefficients
 .determined by discretizing collocating the equation
1 w xy t s f t q k t , s g s, y s ds, t g y1, 1 , 3.1 .  .  .  .  . .H
y1
at Legendre]Gauss]Lobatto nodes t , k s 0, 1, . . . , N as follows: We firstk
find pseudospectral Legendre approximations to the functions z, defined
by
w xz s s g s, y s , s g y1, 1 . 3.2 .  .  . .
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 .Using 3.1 , we get
1
z s s g s, f s q k s, y s z s ds . 3.3 .  .  .  .  . .H /y1
The pseudospectral Legendre approximation z N to z is given by
N
Nz t s a f t . 3.4 .  .  . l l
ls0
 .The coefficients a for 0 F l F N are determined by collocating 3.3 atl
Legendre]Gauss]Lobatto nodes t :k
1N Nz t s g t , f t q k s, t z s ds . 3.5 .  .  .  .  .Hk k k k /y1
 .The integrals in 3.5 can be calculated using Gauss]Lobatto integration
 w x. N .formulae see 3 . With z t s a , k s 0, 1, . . . , N, we getk k
N N
a f g t , f t q k s , t f s w a .  . . k k k j k l j j l /ls0 js0
N
s g t , f t q k s , t w a , 3.6 .  .  .k k l k l l /
ls0
where s are Legendre]Gauss]Lobatto nodes, and the w 's are the weightsl j
w xgiven in 3, p. 61 .
2 1
w s ? , j s 0, 1, . . . , N. 3.7 .j 2N N q 1 . L t .N j
 .Note that 3.6 is a system of algebraic nonlinear equations for the
unknowns a , a , . . . , a .0 1 N
 .The required approximation to the solution y of Eq. 3.1 is obtained
and is given by
1N Ny t s f t q k t , s z s ds .  .  .  .H
y1
N
1
s f t q k t , s f s ds a , 3.8 .  .  .  . H l l /y1ls0
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or
N
Ny t f f t q k t , s w a . 3.9 .  .  .  . l l l /
ls0
4. CONVERGENCE RESULTS
 . w x.The theoretical analysis of 3.1 will be carried out in C s C y1, 1 .
It is also convenient to make the following assumptions on f , k, and g in
 .Eq. 3.1 :
 .A.1 f g C;
 . 1 <  . < q 1 <  .A.2 sup H k t, s ds - `, and lim H k t, s yÃy1F t F 1 y1 t ª t y1
 . < q w xÃk t, s dt s 0, for t g y1, 1 and q ) 1;
 .  .A.3 the function g t, y is defined and continuous on D s
w xy1, 1 = R;
 .  .A.4 the partial derivative g t, y exists and is continuous on D.y
 .With q as in assumption A.2 , let p be the number given by
1 1
q s 1. 4.1 .
p q
w x  .Note that it follows from the results of 9 , under the assumption A.2 ,
that the linear integral operator K, defined by
1 w xK¨ t s k t , s ¨ s ds, t g y1, 1 , f g L , 4.2 .  .  .  .  .H p
y1
is a compact operator from L to C, and hence it is necessarily completelyp
 w x.continuous see 7, p. 244 . Next we define a nonlinear completely contin-
uous T : L ª C byp
w xT ¨ t s f t q K ¨ t , t g y1, 1 , ¨ g L , 4.3 .  .  .  .  .  .p
and a continuous, bounded operator G by
w xG ¨ t s g t , ¨ t , t g y1, 1 and ¨ g C. 4.4 .  .  .  . .
 .  .With the above notation, Eqs. 3.1 and 3.3 can be written in operator
form as
y s TG y , y g C , 4.5 .  .
z s GT z , z g L , 4.6 .  .p
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 .  .respectively. Equations 4.5 and 4.6 are equivalent in the sense of
w x None-to-one correspondence 2 . The pseudospectral approximation z in
operator form is
z N s I GT z N . 4.7 .  .N
 .  .Moreover, under assumptions A.1 ] A.4 , the operator GT is continu-
ously Frechet differentiable on L . Its Frechet derivative at z g L is thep p
 .  .completely continuous linear operator GT z given byt
w xGT z ¨ t s g t , f t q Kz t K¨ t , t g y1, 1 . .  .  .  .  .  .  .  . .t y
4.8 .
w xBelow we give results analogous to those in 2 .
 .THEOREM 3. Let y be a geometrical isolated solution of 4.5 , and let z beÃ Ã
 .  .  .the corresponding solution of 4.6 . Suppose A.1 ] A.3 hold.
 .i If y has a nonzero index, then there exists an N such that forÃ 0
 . NN F N, 4.6 has a solution z g S satisfying0 N
5 N 5z y z ª 0 as N ª `.Ã p
 .  .ii Suppose A.4 holds, and that 1 is not an eigen¨alue of the linear
 .  .operator GT z . Then there exists a neighbourhood of z and an N suchÃ Ãt 1
N  .that for N G N a solution z of 4.7 is unique in that neighborhood, and1
5 5 5 N 5 5 5c z y I z F z y z F c z y I z ,Ã Ã Ã Ã Ãp p p1 N 2 N
where c and c are constant independent of N.1 2
 .COROLLARY 1. Under the conditions in Theorem 3 ii there exists a
constant a ) 0 such that
5 N 5 5 5z y z F a inf z y c .Ã Ãp `
cgSN
Proof. For any c g S , we haveN
5 5z y I z s z y c y I z y c .  .Ã Ã Ã Ãp pN N
5 5F z y c q I z y c .Ã Ãp pN
1rp
1 p
5 5F z s y c s ds q c z y c .  .Ã ÃH `3
y1
1rp
1
5 5F ds q c z y c ,ÃH `3 /y1
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where the second step follows from the fact that the operator I isN
bounded from C to L .p
Note that
5 5inf z y c ª 0 as N ª `Ã `
cgSN
w xfollows from the Weierstrass approximation theorem 4, Theorem 6.1.1 ,
w xand is bounded above by the use of the Jackson theorem 10, p. 147 .
 .THEOREM 4. Let y g C be a geometrically isolated solution of 4.5 , andÃ
 .  .  .let z be the corresponding solution of 4.6 . Suppose A.1 and A.3 hold.Ã
 . N  .i If y has a nonzero index, then with z as in Theorem 3 i , andÃ
 . NN G N , 3.8 defines an approximation y g C satisfying0
5 N 5y y y ª 0 as N ª `.Ã `
 .  .ii Suppose A.4 holds, and that 1 is not an eigen¨alue of the linear
 .  . N  .operator GT z . Then for N G N the approximation y gi¨ en by 3.8 ,Ãt 1
N  .with z as in Theorem 3 ii , satisfies
5 N 5 5 5y y y F b inf z y c ,Ã Ã` `
cgSN
where b is a positi¨ e constant independent of N.
Proof.
 . N  N . Ni Since T : L ª C and y s T z , it follows that for y g C,p
1N Ny t y y t s k t , s z s y z s ds .  .  .  .  .Ã ÃH
y1
1 NF k t , s z s y z s ds .  .  .ÃH
y1
1rp 1rq
1 1p NF k t , s ds = z s y z s ds .  .  .ÃH H
y1 y1
1rp
1 p N5 5F k t , s ds z y z . . ÃH p
y1
Therefore,
5 N 5 5 N 5y y y F g z y z ª 0 as N ª `,Ã Ã` p
HAMMERSTEIN EQUATIONS 589
where
1rp
1 p
g s sup k t , s ds - `. .H
y1y1FtF1
 . Nii This follows similarly, with the aid of Corollary 1. Thus y
converges uniformly to y.Ã
5. ILLUSTRATIVE EXAMPLE
EXAMPLE 1. In this section the pseudospectral Legendre method is
used to solve an integral equation reformulation of the nonlinear two-point
boundary value problem
È Y t . w xY t y e s 0, t g 0, 1 ; 5.1 .  .
Y 0 s 0 s Y 1 , 5.2 .  .  .
w xwhich is of great interest in magnetohydrodynamics 11, p. 41 . This
problem has the unique solution
ÃY t s yln 2 q ln n t , 5.3 .  .  .  . .
where
c
w xn t s , t g 0, 1 . 5.4 .  .
cos 1r2 c t y 1r2 .  . .
w  .x2Here, c is the root of crcos cr4 s 2.
 .  .Problem 5.1 with 5.2 can be reformulated as the integral equation
1 1 y t . w xy t s k t , s e dt , t g y1, 1 , 5.5 .  .  .H2 y1
where
ys 1 y t if s F t .
k t , s s 5.6 .  . yt 1 y s if t F s, .
 .is the Green's function for the homogeneous equation y t s 0.È
The proposed method was applied to approximate the solution of Eq.
 .  .5.5 , and the resulting nonlinear system of equations 3.6 was solved for
w xthe unknowns a , k s 0, 1, . . . , N by More and Cosnard's Algorithm 12 .k
All computations were carried out in double precision on a Sun-SPARCII
w xworkstation. Table I represents the error estimates using the method of 2
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TABLE I
Results for Example 1
N N5 5 5 5  .Methods z y z y y y Exec. Time sÃ Ã
w xMethod of 2
y3 y4N s 5 7.81 = 10 5.19 = 10 }
y3 y4N s 9 2.13 = 10 1.28 = 10 }
y4 y4N s 33 1.44 = 10 7.99 = 10 }
y5 y6N s 65 3.66 = 10 2.00 = 10 }
Pseudospectral
y5 y5N s 4 - 10 - 10 1.92
y6 y7N s 6 - 10 - 10 2.21
y9 y10N s 8 - 10 - 10 2.44
y1 3 y14N s 10 - 10 - 10 2.76
together with the results obtained for maximum errors and execution times
by the pseudospectral Legendre method.
The maximum errors listed in Table I show that very high accuracies are
obtained for low order pseudospectral Legendre approximations. It should
be mentioned that the above problem was solved by a piecewise-linear
w xfunction approximation method 2 , in which a rather large system of
nonlinear equations had to be solved to obtain accuracy of comparable
order.
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