We consider a discrete time Markov Decision Process, where the objectives are linear combinations of standard discounted rewards, each with a di erent discount factor. We describe several applications that motivate the recent interest in these criteria. For the special case where a standard discounted cost is to be minimized, subject to a constraint on another standard discounted cost but with a di erent discount factor, we provide an implementable algorithm for computing an optimal policy.
I. Introduction.
In recent years there is growing interest in criteria which combine long and short term considerations. These could be average and discounted costs, or several discounted costs with di erent discount factors. The areas of interest include Markov Decision Processes Feinberg 2] , Krass 12 Feinberg and Shwartz 5] investigate the existence and structure of optimal policies for the mixed-discount problem under cost constraints. Some computational procedures were suggested, to obtain -optimal policies. Krass 12] and Feinberg and Shwartz 5] describe several applications.
In this note we concentrate on two issues: the rst is motivation for the constrained mixed discount problem. We provide additional examples which illustrate the applicability of this model. The second is the derivation of a computational procedure for obtaining optimal policies for maximizing a standard discounted cost, subject to a constraint on another standard discounted cost, but with a di erent discount factor. Example 1. Consider the problem of managing a computer facility with many users. The objective is to provide acceptable service, while spending as little as possible. The state x encodes information about the number of users and about available computer resources that in uence the performance of the system, such as RAM memory, computation power/speed, disk space, etc.
For the sake of illustration, consider the simple case in which the only available decision (control) is to add a GBytes of disk space. Suppose that the cost per GByte of disk storage at time n = 0 is c d . The price of disk space has been decreasing at an exponential rate over the last ten years: denote the rate of decrease per unit time by 1 . Then the cost of purchasing a GBytes of disk space at time n is n 1 a c d . Let c p (x) be a combined measure of performance, when the state (users, resources) is x. To model the fact that demands from computer performance as a whole increase at an exponential rate, we let the p < 1 be the ratio between required performances at consecutive decision epochs.
Then maintaining \adequate performance" in the long run may be modeled by the requirement that, for some appropriate constant B p ,
Combining the di erent criteria we arrive at the following optimization problem:
where c 1 (x; a) = a c d . This is a mixed-discount Markov decision model with a constraint.
In Example 1, the di erent discount factors are a consequence of two mechanisms. The rst is the explicit dependence of the cost on time (exponential decrease of the price of disk space), while the second concerns the use of discounting as a measure of future value. Next we describe a case where di erent discounts arise due to di erent time scales.
which is a mixed-discount Markov decision model with a constraint. As a speci c example, consider a research group trying to develop a new product (for example, a new medicine). The usual discounted cost serves to aggregate the immediate cost and expected future costs and revenues. The discount factor in this case is related to the interest rate (or, more precisely, to the opportunity cost). In addition, there is a possibility that a competitor develops the same product rst. If the competitor submits a patent application rst, we may not become aware of this until much later, when our patent application process is completed (rejected, in this case). Similarly, for example in medical research, the time between the development of a drug until it is approved for marketing is extremely long (due to the required clinical tests and FDA approval). So, again, we may not become aware of the success of a competitor until long after the completion of the competitor's research. In either case, the nancial consequences can be expected to be quite signi cant: we may be unable to go into production, or may have to transfer a large part of the pro t to the competitor.
So, we assume that we do not know if and when a competitor completes the development: we can only model his success as a geometric random variable. We can view 1 ? 1 as our estimate of the rate of success of a competitor. Since the time from completion of development to actual marketing can be very long, we may take the horizon to be in nite. We assume that at time 0 the product development has not been completed by the competitors (more generally, it su ces that we know the probability that development was completed by time 0).
Introduce a new state, say x 0 , so that when we succeed in our research (and submit a patent application), we set the state x = x 0 . This state is visited at most once. Suppose that, if we submit our patent application before the competition does, then our pro t (from the time of submission) is c p . Then the choice c 1 (x; a) = c p if and only if x = x 0 , and c 1 (x; a) = 0 otherwise, implies that our total cost criterion (1) measures the total expected discounted pro t.
The mathematical program then solves the constrained problem of minimizing our costs, subject to expected pro t being above a certain margin. Other choices of c 1 yield di erent measures, such as expected lead time in submitting for a patent, etc. Note that if we know about completion of development by a competitor, then the equality in (1) is not valid: the policy will then depend on the t , leading to statistical dependence of the state process.
It is also possible to model this application by enlarging the state space, and obtaining an MDP with partial information: however, both structural results and algorithms for the latter representation are even less developed than for our representation.
Feinberg and Shwartz 4, 5] develop the theory for Markov Decision Processes with mixed discounts. For the unconstrained optimization problem, they derive explicit algorithms to obtain the optimal policy. The complexity of these algorithms is similar to that of standard discounted problems. However, no algorithms are available for the problem with constraints. Feinberg 3] shows that the constrained problem, restricted to stationary policies, is NP-hard. The complexity of the constrained problem in the class of all policies is not known.
We now describe an iterative algorithm for the computation of optimal policies in the special case of a standard discounted cost, with a constraint on a another standard discounted cost functional with a di erent discount factor. In the interest of brevity, we introduce only the non-standard part of the notation. A strategy is a function that assigns to each prehistory h n = x 0 a 0 x 1 :::x n a probability distribution ( j h n ) on A so that (A(x n ) j h n ) = 1. A strategy is called (N; 1)-stationary if for any x 2 X there exists a stationary strategy such that n ( (x n ) j h n ) = 1 for n = N + 1; N + 2; : : :
for any prehistory h n . Each strategy and initial state x induce a probability measure IP x on the canonical space H 1 = (X A) 1 , with corresponding expectation operator IE x .
We are interested in solving the following constrained optimization problem: given a bound B, maximize V 1 (x; ) = IE x 1 X n=0 n 1 c 1 (x n ; a n );
subject to V 2 (x; ) = IE x 1 X n=0 n 2 c 2 (x n ; a n ) B; (4) where 1 6 = 2 . Denote the vector (V 1 (x; ); V 2 (x; )) by V (x; ) and de ne the \performance space" U(x) = V (x; ) : 2 . To develop an algorithm for (3){(4), we use the following relation between Pareto optimality and maximization. Recall that u = (u 1 ; u 2 ) in IR 2 is called Pareto optimal in a set U if v 2 U and v i u i ; i = 1; 2; imply v = u. Let 
(i) If u 2 U is Pareto optimal, then u is a solution of (5) III. Constrained optimization: in nite horizon.
Recall that the initial condition is xed at some x: in constrained problems, the optimal policy depends on the initial state. Assume the problem is feasible, that is max V 2 (x; ) B:
Checking this condition is a standard discounted problem and, unless this inequality holds, problem (3){(4) has no solution. The problem of optimizing each of the V k is a standard discounted problem. Let A k (x) be the set of conserving actions for the corresponding problem; these are the actions that achieve the maximum in the optimality equation. We then have from the general theory of discounted Markov processes that the maximal value is obtained for any strategy such that (A k (x n )jh n ) = 1 for any h n = x 0 a 0 x 1 :::x n ; n = 0; 1; ::: : As a result we can treat the two extreme cases rather easily. For i; j = 1; 2; i 6 = j de ne a strategy to be (i; j)-lexicographic-optimal at x if maximizes V i (x; ) at x, and provides the maximal value for V j (x; ) among all strategies whose action sets are A i ( ): The computation of an (i; j)-lexicographic-optimal policy proceeds as follows. First compute A i (x) for all x. Now solve the problem of maximizing V j (x; ) over policies , where the action sets are restricted to A i ( ). This yields sets A ij (x) of conserving actions, for all x. Any policy whose actions are chosen from A ij (x) is an (i; j)-lexicographic-optimal policy.
We denote the corresponding value vector as V ij (x) 4 = fV ij 1 (x); V ij 2 (x)g. Theorem 2. If max V 2 (x; ) = B (6) then the (2; 1)-lexicographic-optimal strategy provides a solution to the constrained optimization problem.
Proof. By the hypothesis, only strategies with actions in A 2 (x) are feasible. By de nition and by properties of standard discounted problems, the (2; 1)-lexicographic-optimal strategy provides the maximal value among all feasible strategies.
Theorem 3. If the (1; 2)-lexicographic-optimal strategy is such that V 2 (x; ) B
then is a solution to the constrained optimization problem.
Proof. By de nition.
We now consider the remaining cases. For 0 < b < 1 de ne
We shall rely on the following result concerning weighted discounted criteria. Let i; j = 1; 2 be such that i > j . (6) and (7) do not hold, then necessarily the solution to the constrained optimization problem is obtained at a point V so that V 2 (x; ) = B, and moreover, the slope of the normal to any tangent hyperplane to U(x) at V is bounded away from 0 and 1. But this implies that such a solution may be found by solving (8) with b bounded away from 0 and from 1. We then have the following structural result.
Theorem 5. For some nite N = 0; 1; : : :, there is an (N; 1)-stationary strategy which solves the constrained optimization problem.
Remark. Theorem 5 is a consequence of 5, Theorem 6.8]: however, the (relatively) simple structure of our problem allows for a direct and more intuitive proof.
Proof. If either (6) or (7) holds, Theorems 2 and 3 provide the existence of stationary optimal strategies. Now assume that both (6) and (7) do not hold. By assumption (using the convexity of U(x)), the normal to any tangent hyperplane to U(x) at V 2 (x) = B has positive slope which is bounded away from 0 and 1. Therefore such a point is Pareto optimal, and can be found by solving (8) The general theory of mixed-discount MDP's under constraints 5] suggests that the number of state-time pairs where randomization is necessary is limited by the number of constrains. In particular, in the present case where there is a single constraint, there is an optimal policy with the following property. There is at most one state and at most one point in time where a random action is necessary, and furthermore, at most two actions need to be chosen with positive probability at this time-state pair. Otherwise, the policy is nonrandomized. This also follows from the argument of the proof of Theorem 5. The lexicographic policy is not randomized, and the nite-horizon problem can be solved via a linear program de ned in 5]. The presence of a single constraint implies a single randomization.
Recall the de nition of V ij , preceding Theorem 2. Remark. Some of the ideas herein extend to the higher dimensional problem maximize V 1 (x; ) subject to V k (x; ) B k ; k = 2; : : : ; K;
where each V k is a standard discounted criterion with discount factor k . For example, if max V k (x; ) = B k for some k 2, then we can restrict to actions which are conserving for V k , and consider the problem with K ? 2 constraints. However, due to the higher dimentionality, the geometry is less transparent and there are more speci c cases to deal with.
