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INTRODUCTION
HIS paper investigates the relationship between memory reliability and overall system reliability. Memory reliability is indeed a significant issue, with half of system failures attributable to faults in the random access memory 1211. Several studies have analyzed the reliability and Mean Time To Failure (MTTF) of Single Error Correcting (SEC) codes under complex modes such as partial/whole chip failures and complete row/column failures 131, 1111, 1201. It has been shown that workload characteristics (e.g., read/write ratio, utilization of memory, access patterns) have a major impact on memory reliability [19] . This paper further studies the impact of transient failures under actual memory usage patterns. Several models are developed that establish the impact of memory failures on overall system reliability. An analytical study using an existing model which characterizes an address trace with four parameters is presented. The major contribution of the paper is that it shows how different memory usage patterns affect the fault observability. This paper is an expansion of 141; specifically expanding the scope in the areas of additional program traces, a new storage allocation scheme, a study of the effects of multiprogramming, and an analysis of the accuracy of the models.
It is well known that workload has a marked effect on system reliability with several studies having empirically measured increased failure rates with increased workloads 181, 1101, [141, 1151; analytic models have also accounted for * N.S. Bowen May 14,1991; revised Oct. 17,1995. A preliminary version of 77843-3112. this relationship 151, [lS] and fault injection tools often have a "workload" aspect 1131, 1221. Error latency has been found to be very long in some cases [71, 181, 1101 . The intuitive explanation is that increased workloads raise the rate at which latent errors are activated (a latent error being either a faulty memory block or a bug in an unexercised path of software). A new explanation for this phenomenon is proposed here based on program behavior. As a program executes there are data blocks which are not used in the future but continue to be allocated. Although susceptible to faults, the premise here is that they do not contribute to failures.
An analytical explanation of the various effects seen in fault injection, used to gain insight into the failure process 121, [61, 191, 1101, 1161, 1221 , is given. The effect of injecting faults into a highly utilized database system was studied in 161; surprisingly, 51 % of the experiments were categorized as "no resulting failures." After careful analysis it was found that 22.2% were "potential hazards," where a change (not increase) in workload would have caused a failure. Additionally, several faults were overwritten (9.5%) and for 19.0% it was not known why they did not cause a failure. These 19.0% faults require better understanding. This paper offers an explanation of the above described behavior with results, based on program traces, corroborating this value.
The goal here is to study the effect of program behavior on fault observability. When the memory reference pattern is considered, the actual reliability may be greater than that predicted by traditional techniques. Therefore, this paper develops new models which achieve results more consistent with the actual value. These models are based on underlying models to predict program behavior which have been previously used in the field of cache memory performance modeling. The models are then extended to show the probability of an unobserved fault ke., given a fault occurred, the probability that it is noticed) based on various well known alloca-0018-9340/96$05.00 01996 IEEE tion schemes. The models are validated with an event driven simulation based on actual program traces. This paper is organized as follows. Section 2 develops the basic framework for the paper and shows the underlying models. In Section 3, a model is developed which shows the effect of the memory access behavior on the reliability. Section 4 studies the impact of multiprogramming on the models. Section 5 applies the methodology to study the effect of workload on fault observability.
BASIC FRAMEWORK
This section introduces basic ideas used in the development of the models. Section 2.1 discusses the basic technique used in calculating the probability of successful execution of a program. Estimations used in these calculations are found in Section 2.2. Details on the program traces used in the study are given in Section 2.3, while Section 2.4 discusses the underlying model of program behavior that is used.
Block-Time Method of Program Fault Tolerance
This section considers a general memory model which can encompass many underlying failure modes and memory structures. A block is the basic unit of information-a bit, byte, cache line, or a virtual page. The memory is the total set of blocks used by the process.
The probability that a block fails over a given time unit is defined as a. Failures are assumed to be independent from one time unit to the next. This value can be derived separately depending upon the particular failure mode. For example, a can be based on a reliability analysis done for a memory which may be protected by error correcting codes. In addition to physical failures, it can also incorporate software induced failures such as the "overlay" (i.e., a store by a program into an erroneous location), and thus a could represent the probability of a software overlay. In 1121 Endres analyzed the errors in the development of an operating system. Of the groups reported, at least 15% of these could be attributed to software overlays (Endres' groups of initialization and addressing). There are two dimensions in which the reliability of blocks and data can be viewed. On one hand, one can look at the reliability of a block over the entire time interval and then extend this to cover the entire memory space. Using this approach, the reliability of a single block over the given time period is equal to the probability that the block does not fail in the first t units (i.e., R,,,,,(t) = (1 -a)'). Once the probability that a single block survives for t units is known, one must then have F independent blocks also survive for the same time: (1) Conversely, the reliability of the entire memory over a single time unit is the probability that each block does not fail in that time unit (i.e., R,, = (1 -dF). The probability of the entire memory system surviving the given time period is:
which is the same as (1) .
The purpose of this elementary discussion is to motivate the use of a block-time basis for the reliability analysis. This is particularly important when analyzing the reliability given a particular usage pattern for the data. In both the above formulas, one has a block of data that has a fixed probability of failure which is independent of all other blocks in the memory. Thus, one can consider the blocktime as the sum of all blocks over all time that collectively must survive. The reliability of a single block over time units is equivalent to C2 blocks over a single time unit. The reliability of the memory can then be based on the total block-time product of the program.
Thus, in our system, when a process uses F blocks of data over T time units (also the total number of references), the measure of interest is whether the program successfully completes its execution. Therefore, the unit block-time is attached to the value FT meaning that F blocks must survive T units. PA is used to indicate the probability of successful completion, given the complete allocation of memory.
Estimations Used
In general, the reliability of a block is modeled with a continuous time exponential function with a constant failure rate. Using the block-time notion from the previous section, the probability of successfully completing a program, using F blocks over T references, is:
Since the block-time discussion in the prior section used a discrete time function, one must understand the differences between the discrete (i.e., (3)) and continuous models (i.e., (4)). Using a Taylor's series expansion, (3) may be expanded to:
Likewise, (4) may be expanded by:
It is concluded that since a i s small and for values of FT used in this study, the discrete and continuous expressions:
are both accurately estimated by their first two terms which are identical. Practically, this assumption implies that only one failure during the interval is considered.
Program Traces Used
There are two sets of program address traces used in this study. The first set are from a cache study with small programs. These have been selected because they have been previously used with the fractal models [17] , [26] . In the first set, two of the traces, PASCAL (a PASCAL compiler) and LISP (a program solving the n-Queens problem) are further described by Thikbaut [26] . The third trace, Synthetic, is a synthetically generated trace [25] . The second set of traces (batch5, batch5s, and batchl7) are from a large system running a commercial workload. The basic trace has been used in other studies [23] . The traces batch5 and batch17 are separate address spaces running on the system which both assume a page size of 4K bytes. The trace batch5s is the identical trace as used in batch5 except for the fact that the page size has been changed from 4K to 512 bytes. Table 1 shows the characteristics of these programs, where T is the total number of references and F the total number of bytes accessed (the Footprint). K and B are parameters of the fractal models (these are described in Section 2.4) determined by curve fitting of the trace data. The techniques for determining the parameters, K and 0, are discussed in Section 2.4 and the accuracy of the models in the appendix.
Fractal Model of Program Behavior
Fractal geometry has been used to study several aspects of cache memory performance [171, [241, [261, are those present in the cache that are never referenced again. Another measure, called unique lines, is the cumulative number of unique lines encountered (footprint). The basic measure used in 1171 is that of a line since they are studying cache behavior. Since this study applies this to a general memory model, the term block is used. We define an active block as a block that has either been referenced and is referenced in the future (e.g., live) or is referenced for the first time in the future. Each of these measures are now formally defined. The (8) which means at time t, the set of unique blocks consists of all the blocks that have been referenced at least once. The active blocks at time t are defined as the set of blocks: (9) which means that at time t, a block is active if the last reference has not yet occurred. Note that the definition of active blocks does not require the block to have been referenced for the first time at time t. The live blocks at time t are defined as the set of blocks:
( 10) which means that at time t, a block is defined as being live if it has been referenced at least once and is to be referenced at least once in the future. Thus, referring to Fig. 1 , block b, is part of the unique set at any time after t,,, part of the live set between t,, and t22, and part of the active set from the start of the trace to f, , .
Given that the set of each block type can be identified at each time unit, the next step is to determine the number of each type as a function of time. The number of unique, live and active blocks are defined as the cardinality of the respective sets:
The number of unique blocks as a function of time is equal to the positive time footprint as presented in 1171. The number of unique blocks at time t can be fitted by an equation of the form:
(14) The technique to determine the fractal parameters K and 0 is to take the actual number of unique blocks from the trace and fit this to the formula for U(t) shown in (14). Note that K and 0 are parameters of the fractal model where it is assumed that F = KT"'. An example of the actual data and the fitted curve is shown in Fig. 2a . The curve fitting was done by a least squares fit of the log-log plot. The accuracy of the curve fitting technique is discussed in the appendix.
The number of active blocks begins at F at the start of the trace. A death is defined as the event of the last reference to a block. In [17] , it is assumed that the death rate is equal to the birth rate (i.e., the increase of the unique function) from the opposite end of the trace. Thus, the number of active unique blocks at time t are defined as the set of blocks:
referenced minus the number of accumulated dead blocks at time t. This is shown in (15). 
BEHAVIOR
This section develops a set of models that analyze the reliability of a process based on its memory reference behavior.
In the context of these models, a program is defined as a fixed length address trace, that contains T total references and accesses a total of F memory locations. The primary measure of reliability is whether the program successfully completes execution. For a given memory space, the traditional view would analyze the reliability based on the total amount of memory allocated. The probability of successful execution of a program under this assumption is denoted by PA. An alternative to this perspective is to only consider the subset of the memory allocated which are actually referenced again in the future. This subset corresponds to those blocks not yet dead and is determined by using variations of the fractal models previously discussed. The probability of successful execution under this assumption is denoted by Px (R for "reference again"). The emphasis of this study is to compare reliability under the traditional view (PA) with that based on program behavior (PR). This study presents a completely different view of memory than previous reliability studies. Memory is viewed as a resource being used by an executing process. A memory failure is not necessarily considered a failure of the system under study. The system is viewed as a general purpose computer which is executing programs. Our system can potentially tolerate a memory failure. In fact, our view is that if a fault occurs and is not detected by the active program (e.g., does not cause a process using memory to fail), the fault is removed from the system for the next user. This claim is made because the next user starts with a set of empw blocks which would occur with the creation of a new I , virtual address space. This is how many operating systems allocate storage. The process of clearing the storage causes:
A hard failure to be detected and the block removed (deallocated) from the system. A soft error to be corrected in the memory. An overlay to be removed from the memory.
The mean time to failure (MTTF) is an important measure that typical studies in memory reliability develop. Given a time-based reliability expression, one can derive A series of fault models are developed that predicts whether a fault is observed by a program. These are based on the notion that failures only occur from faults affecting memory that is to be used in the future. In other words, a fault affecting a block that won't be used again (Le., a dead block) is not observable by the program.
the MTTF by /-R(t). Since our system can be viewed as continually processing jobs, a new measure is defined as the "mean number of jobs to a failure" (MJTF), which is the average number of jobs than can be run until the first failure. This is a technique that approximates MTTF (a precise time) by the job number that fails. The MJTF indicates that a failure occurred somewhere between the start and end of execution for a particular job. However, for practical values of T (in seconds) and MJTF (in days/months), MJTF is a satisfactory approximation. It is assumed that all jobs have identical characteristics (i.e., F, T, K, 8) and that there are only transient errors (i.e., a fault does not affect multiple jobs).
One important question studied using these models is to what extent do faults go unnoticed. Chillarege and Iyer found that errors can remain latent for a very long time 181. Czeck and Siewiorek found that 60 to 70 percent of the injected faults were eventually overwritten and many of the remaining faults led to normal program completion [lo]. Chillarege and Bowen performed an experiment where they injected faults into an active system and observed the manner in which the system reacted to the fault [6] . In this latter experiment, one outcome of the experiment was classified as nothing happened, that is, there were no noticeable effects from the fault that was injected in the system. They found that in 51% of the experiments the fault had no visible effect and, as discussed, it was not understood why 19% of the faults did not cause a failure. As a possible explanation of this phenomenon, the conditional probability of a process not failing, given that a fault occurred, is derived. This is defined as an unobserved fault, which means a fault occurred but did not cause a failure, and is denoted by P , .
This analysis is based on the following assumption. The process is allocated the total space (e.g., basis for PA) but only those faults to the subset of the total blocks that are active can cause a failure (e.g., PR). Note that this derivation uses the general term "in-use" blocks which refers to either active or live, depending on whether the context is Scheme I or Scheme 11, respectively. Thus, the probability of an unobserved fault is defined in (17). 
Note that the superscript I refers to the particular allocation scheme. This notation is used extensively.
In order to consider the effect of memory access behavior, Pi is refined to only consider the subset of the total blocks allocated that remain active. Once the number of active blocks during the execution of the program is known, one can proceed to find the probability of successful execution based on the usage of the data blocks. It is assumed that a failure occurs if any active block becomes faulty (e.g., in Fig. 4 we consider faults to dashed areas cause failures while faults to the solid lines do not cause failures). In the previous analysis of reliability without regard to data usage, the block-time parameter was simply calculated as the total number of data blocks times the total time of the program execution. Using the fractal model, it is known that the number of active blocks is a monotonically decreasing function and that the total block-time value is the area under the A(t) curve. Therefore, from (15) one has
Using F = KT'" as described in Section 2.4 we obtain:
and thus the probability of successful execution based on active blocks is:
Pr{ # dead-block faults 2 l}Pr{# "in-use'' block faults = 0}
Pu{ # total-block faults 2 l} (I7) where i2 is defined in (20).
( 21 1 It is interesting to understand the differences between the probability of success based on the two views of the data usage. One can think of the difference as the variance between the traditional method using the total allocation (Pi). A measure called the reliability improvement factor (RIF) [I] , which was originally intended to compare two alternative designs is defined as:
Using PA and PR as a general framework, three scenarios based on the method of storage allocation are studied. The first (the preullocuted scheme) assumes all memory is allocated at the start of execution and is discussed in Section 3.1 (a subtle variation is in Section 3.2). The second (the dynamic allocation scheme) assumes that memory is not allocated until first referenced and is discussed in Section 3.3. The third (the constrained allocation scheme) assumes that a process runs in a constrained memory environment and is discussed in Section 3.4.
Scheme l: Pre-Allocated Storage
ginning of execution and remains allocated until the prothat a fault to a block at any time causes a failure, the proband the method based On the active
where R, and X b are the reliability of two alternating deusing the "b" system. Since there is no actual reliability im- using the approximation in (7) gives:
Thus, the difference in MJTF is also approximately independent of the failure rate. Table 5 shows the improvement for Scheme I. The model predicts an average percentage difference of 42% (average over six programs). The average actual value for three of the traces is 47% (see Table 13 ).
The probability of an unobserved fault, P , is now derived for Scheme I, using (17) as a basis and (18) and (21), together with the fact that the dead block area is equal to the total minus the active area.
Thus, the improvement in the reliability estimate between = I -( 1 Table 4 shows SEF values for the six program p; == -(27) indicate the measured reliability may be different than that predicted using the traditional view by a factor of 1.33 to 1.53. The average actual value for three of the traces is 1.47 (see Table 13 in the appendix).
MJTF expressions are now derived for Scheme I. The first case considers the traditional view which is based on the total amount of allocated storage (i.e.{ P i ) . Our system model consists of a sequence of events (i.e., the execution of jobs) that succeed with probability P i . This fits the definition of a geometric process whose mean is: 1
Assuming a process only fails if an error occurs in an active block, then the probability from (21) may be used to calculate the MJTF as shown in (24). (24) A comparison of MJTF; and MJTF,' provides an indication of the differences between the analytic approach based on the total allocation and the measured effect in the field. The percentage increase in MJTF between the two techniques is calculated as simply 1 / 8 as shown in (25).
.~ Table 6 shows the probability that, given a fault, the program completes successfully for each of the six programs. The average value for Pi is 0.293. The actual value for three of the traces is 0.320 (see Table 13 ). These values are consistent with unobserved faults in the experimental data obtained by Chillarege and Bowen's fault injection experiment [61. They found that 51% of the faults had immediate effect. Of those, 32% would cause a failure under a change in workload and and 19% appeared to be completely unobservable.
Scheme IA: Resetting First Reference
This scheme is a variant of Scheme 1 which assumed all storage was allocated at time zero. The difference is that in Scheme IA it is assumed that a fault before the first reference to a block does not cause a failure. For example, a fault caused by an overlay of a programs working storage could be removed by a first reference that is a store. If the fault is a hard-error (Le., the memory is no longer usable) then an error handler could be signaled and some other memory location could be allocated). Fig. 5 helps illustrate the idea in Scheme IA. The traditional view, like Scheme I, assumes that a fault to any block at any time could cause a failure (i.e., dark and dashed lines in Fig. 5 ). However, in Scheme IA it is assumed that the first reference would detect and remove any fault that occurred from the beginning of the trace to the first reference. This means that only faults to the dashed areas (Le./ live blocks) would cause a failure. Again using the traditional view, and assuming that a fault to a block at any time causes a failure, the probability of successful execution is: cally allocated when first referenced. This is typical of a cache memory or a virtual memory situation. Furthermore, it is assumed that the block is retained until the program terminates and an error in any block causes a failure. In Fig.  6 , it is assumed that a fault to any dashed area or solid line would cause a failure. The block-time value (Y) is calculated from the area under the U(t) curve. Therefore, the probability of successful execution, assuming a fault to any dynamically allocated block causes a failure is:
which is the same as Pi used in (18) . The block-time value
(CP) is the area under the Ut) curve (live blocks). Therefore, the probability of successful completion of the program, assuming the blocks are preallocated but not considering faults before the first reference or after the last reference, is: The expressions for the SEF and MJTF are for ior, pf is refined to only consider the subset of the alloScheme IA using identical arguments as in Scheme I. These expressions are summarized in Table while the model  values are summarized in Tables 4 and 5 . The actual values for several traces are summarized in Table 13 . The conditional probability (assuming a fault happened) that no failure occurs is derived for Scheme IA. The total space considered is the set of allocated blocks while it is assumed that a fault only causes a failure if it affects the subset consisting of live blocks. The probability of an unobserved fault under these assumptions is shown in (30). The average PF model value is 0.586 and the individual values are summarized in Table 6 . The average actual value for three of the traces is 0.530 (see Table 13 ).
Scheme II: Dynamic Allocation
The previous allocation scheme assumed that all the storage was allocated at the start of execution and retained until completion. Although this may represent many situations, there are clearly cases when such a model would not apply. This section describes the case where blocks are dynamithe L(f) curve. Therefore, the probability of successful completion of the program, assuming the blocks are dynamically allocated but only considering the subset of blocks that are live, is:
The expressions for the SEF and MJTF are calculated for Scheme I1 using identical arguments as in Scheme I. These expressions are summarized in Table 3 while the values are summarized in Tables 4 and 5 .
The conditional probability (assuming a fault happened) that no failure occurs is derived for Scheme 11. The total space considered is the set of unique blocks while it is assumed that a fault only causes a failure if it affects the subset consisting of live blocks. Conversely, a fault does not cause a failure if the fault only affects the unique blocks which are no longer live (i.e., dead-blocks). The probability of an unobserved fault under these assumptions is shown in (33) and the values are summarized in Table 6 . The average value for Pf is 0.42. The actual value for three of the traces is 0.41 (see Table 13 ). 
Scheme 111: Constrained Storage Allocation
The first two schemes assumed that the programs ran with as much memory as required. The variation in those two models was based on whether the storage was pre-allocated or dynamically allocated. This third scheme goes one step farther and assumes that the programs must run in a limited amount of memory. This is typical of a process executing in a finite cache or a virtual memory environment with a constrained amount of memory. The program is allocated C memory blocks such that C is less than the total space, F, required by the program. Thus, the reliability of the process, without regard to live blocks, is:
The assumption now used is that a failure results only if a fault occurs in a live block. The probability of successful execution, assuming execution in a limited space allocation, where only faults to live blocks cause failures, is:
L, is the number of live blocks in a finite cache of size C as derived in [17] . Both cases of this model assume that T is not affected by C. This is valid if the time to resolve all misses is insignificant in regards to the total processing time. Furthermore, results in Section 4 quantify the effect of multiprogramming. The probability that a failure is not observed, given that a failure occurred, is derived in (34).
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In Section 5, P F is studied to quantify the impact of workload on the observed failure rate.
EFFECT OF MULTIPROGRAMMING }
In the models of program behavior that have been presented up to this point, it was assumed that a program runs from beginning to end without interruption. Many systems may actually allow the program to run for certain limited intervals. Therefore, the effect of time slicing on these models is studied. Scheme I (i.e., total vs. active blocks) is used as a basis for this comparison. For time slicing, it is assumed that a program executes for exactly Qf reference times at which time the program waits for W reference units. After the program waits, it continues executing. This cycle is repeated until the program terminates. There are N = 2 execution intervals. Fig. 7 shows an example of the PASCAL program under a time slicing environment. The solid lines represent the programs under execution (Qf = 100,000) and the marked lines represent the programs while waiting (W = 50,000). The heavy line represents the total number of blocks while the lighter lines represent the number of active blocks. The effect of this behavior on Scheme I is calculated. The measure that is studied is the probability of an unobserved fault. Time slicing affects this measure because of the blocks held during the waiting periods. This measure is shown in (35). It is basically a ratio of the areas under the two curves of Fig. 7 . The first term in the numerator is the area under the unbroken "active execution" curve. The second term in the numerator is the area under the "active wait" portion. The denominator is the area under the "total execution" and "total wait" curves.
The parameters of interest are the time slice duration (QJ and the wait time (W). Figs. 8 and 9 plot the probability of an unobserved fault as a function of the wait duration for the LISP and Synthetic traces for various time slice durations. There are three immediate conclusions that can be drawn: 1) For small time slice values the probability is not affected (regardless of the wait times). However, large time slice values can have a significant impact on the probability of an unobserved fault (e.g., P , changes by 5%). 2) Even for large wait times, the change has a limiting value.
3) The change may be positive or negative. Multiprogramming has an effect on P, if the value of (35) is different from (27). In order to understand these effects, (35) is rewritten as:
Notice that if the second terms of the numerator and denominator are removed, then this exactly equals (27) (i.e., Pi without time slicing). The question can be restated as:
given a fraction, how does the addition of two extra terms, one to the numerator and one to the denominator, affect the original fraction (27). Using a straightforward algebraic argument, it can be shown that if the ratio of the two new terms is greater than the original fraction, the value of the new fraction increases. Therefore, if -F(N -1) e + i (37) then the fraction in (36) increases, causing P, to decrease. Otherwise, P, increases. Equation (37) can be rewritten as:
The left hand side of (38) (the "extra" terms added in the above discussion) is clearly the average of the function A(f) sampled at the end of each time slice interval (the end points determine the amount of storage held during the wait intervals). The right hand side of (38) (the original fraction from (27)) works out to be the exact average of the function A(t) which can be calculated as: This can be explained by looking at (38). When the time slice length is very small, then the summation on the left hand side is a very good approximation of the average function value. When the two sides of (38) are equal, then the probability of an unobserved fault under multiprogramming is not changed from the nonmultiprogramming environment.
If the time slicing has an effect, then this implies that the two sides of (38) are not equal. Although W has been canceled in the left hand side of (37) and does not effect the relative value, it does effect the absolute value because W weights the second terms of (36). However, the left hand side of (37) does become the limiting value. 3) Change in unobserved probability may be positive or negative. This is because the approximation of the "average" in (38) can either be greater than or less than the exact average. The curve being sampled is characterized by a long relatively linear decrease, followed by a rather short rapid decline. Therefore, the relative change in the uhobserved probability depends on where the function is sampled. This depends on the time slice length, QI, and the length of the trace. For example, the LISP trace ended up with a low average because the last sample point was at 600,000 references (out of 610,000 total) and this point was far below the true average. This explains why the probability of an unobserved fault for the LlSP trace increased and why the 2) Large wait time, W, has a limiting value. increase was substantial (+5%). On the other hand, the Synthetic trace was only sampled three times, not near the extremes of the graph, and the sampled average was only slightly higher than the exact average. This explains why the synthetic trace had only a slight negative increase in the overall probability (-2%).
PU
Average
Low High
CONCLUSION
In this paper, a technique is developed for evaluating the probability of correct execution of a program based on the program's memory access behavior. The approach is an analytical study using an existing model which characterizes an address trace with four parameters. Three cases are developed based on the storage allocation policy (i.e., pre- allocated, dynamically allocated, or constrained in allocation). The models are able to compare the traditional view that is taken in standard memory reliability analysis to that of a real world environment where a program uses varying fractions of the memory at different instances. Using these models, it has been shown that reliability may be significantly better than the apparent reliability when the program behavior was not considered. It provides one explanation for the cause of unobserved faults along with an analytical basis for determining the extent of faults not being observed. Perhaps the most important application of these models is for a basis in understanding the observed phenomenon that failure rates increase with increased workloads. A new explanation has been proposed for this phenomenon which is based on the notion that programs often have storage allocated which is never referenced again and cannot cause a failure. Assuming a constant fault rate over increased workloads, the model shows that there could be a significant increase in observed failures. The model was validated with actual program traces as well as a synthetically generated trace and shown to be very accurate. Finally, several techniques have been shown for extracting the fractal parameters of a program trace.
APPENDIX: ACCURACY OF FRACTAL MODELS
The accuracy of the models lies in the underlying models for active blocks, A(t), unique blocks, U(t), and live blocks L(t). The basis for all the models is the number of unique blocks. The fractal parameters, K and 8 are derived from curve fitting techniques of the actual data to the function U(t) = Kt "'. The accuracy of the unique curve fit can be affected by varying the curve fitting techniques. In this section, several techniques for determining K and B are discussed and their accuracy is examined. However, the models for active blocks and live blocks are not directly linked to curve fitting techniques. These models are based on assumptions about the program behavior and simply use the fractal parameters derived for the unique block curve. The assumption for the active curve is that the trace run forwards or backwards produce the same general birth and death behavior. The assumption for the live curve is that a maximum is reached half way through the trace and that the deaths can be subtracted from the births. There are several possible techniques that can be used to determine K and 8. Before discussing the specifics, it is important to understand one constraint used in the models. It was assumed that: (39) which basically says that the fitted curve terminates at the last point of the unique curve (Le., x = T, y = F). One technique possible is a least squares fit on the log-log plot of the unique data. The value of K using the least squares fit is shown in Ta technique does not pass through the point (T, F). In Table 9 ,the accuracy of the fitted curves is compared against the actual values shown are the fraction of the total space (FTJ. Both the unique and live curves provide a very close fit (within 2%), but the active data does not fit well (14.7%).
shows the KT1/e, These produce very poor results because of the dependence on the the errors for Scheme IA. This produces very good results because the underlying live model fits very well.
for Scheme I when data when a least squares fit is done On the log-l0g data' The active curve which did not fit very well. The technique used in Table 12 was a least squares fit of order one on the log-log plot. In [26], Thikbaut's intention of the unique block curve is to use it as a base for a model which predicts the cache miss rate. He determines two sets of K (n.b., his notation is A) and 0 values by identifying a knee of the curve and using a linear regression for the points from the origin to the knee and a straight line from the knee to the last point to fit the region after the knee. Several attempts were made to fit the curve using the technique of a straight line from a knee (e.g., the first, second, etc., visible knee) to the end point but this did not improve the results.
