In this paper, we propose the use of deep neural networks to expand conventional methods of statistical feature enhancement based on piecewise linear transformation. Stereo-based piecewise linear compensation for environments (SPLICE), which is a powerful statistical approach for feature enhancement, models the probabilistic distribution of input noisy features as a mixture of Gaussians. However, soft assignment of an input vector to divided regions is sometimes done inadequately and the vector comes to go through inadequate conversion. Especially when conversion has to be linear, the conversion performance will be easily degraded. Feature enhancement using neural networks is another powerful approach which can directly model a non-linear relationship between noisy and clean feature spaces. In this case, however, it tends to suffer from over-fitting problems. In this paper, we attempt to mitigate this problem by reducing the number of model parameters to estimate. Our neural network is trained whose output layer is associated with the states in the clean feature space, not in the noisy feature space. This strategy makes the size of the output layer independent of the kind of a given noisy environment. Firstly, we characterize the distribution of clean features as a Gaussian mixture model and then, by using deep neural networks, estimate discriminatively the state in the clean space that an input noisy feature corresponds to. Experimental evaluations using the Aurora 2 dataset demonstrate that our proposed method has the best performance compared to conventional methods.
INTRODUCTION
In recent years, Automatic Speech Recognition (ASR) largely increased its performance in clean speech conditions. However, in low SNR conditions, the recognition rate drastically degrades. Therefore, it is important to reduce the mismatches between training and testing conditions [1] . Feature enhancement approaches, such as SPLICE [2] , Denoising AutoEncoder (DAE) [3] , and so on [4] [5] [6] are techniques that can be performed on the front-end for this aim. They reduce the mismatches by estimating clean features from observed noisy features.
SPLICE is composed of two steps. First, it models the input noisy feature space as a mixture of Gaussians (GMM) and calculates the posterior probability of the component index given a noisy feature. Next, the clean features are estimated as results of posterior-based weighted sum of linear transformations. However, division of the noisy space and that of the clean space based on GMM are often different from each other. In addition, division of the noisy space also depends on the type of noise.
To mitigate this problem, another approach was proposed, where the clean space is modeled as GMMs. REgularized piecewise linear mapping with DIscriminative region weighting And Long-span features (REDIAL) models the clean feature space by GMMs, and estimates their component indices that noisy features correspond to by using a discriminative approach. In REDIAL, GMM and Linear Discriminant Analysis (LDA) [7] [8] [9] are used together for discrimination. This method achieved high performance especially in the multi-condition of the Aurora 2. However, linearity of LDA is thought to limit the performance of this method because observed noisy features and clean speech states are considered to have a very complicated structure between them.
On the other hand, DAE was proposed to estimate clean features from observed noisy features non-linearly and directly by neural networks. Deep Denoising AutoEncoder (DDAE), which is stacked DAE, achieved high performance. In this case, however, it tends to suffer from well-known over-fitting problems. Therefore, another efficient approach should be investigated.
The basic idea of our method uses deep neural networks [11] and stereo (clean and noisy) data to realize a method that can estimate the states in the clean space only from observed noisy features. First, GMMs of the clean features are constructed and, by using deep neural networks, the state that an input feature corresponds to is estimated in the form of posterior probability. Next, similarly to REDIAL, linear transformations from the observed features to the clean features are trained using the above posteriors. This paper is organized as follows. We formulate the algorithm in Section 2. In Section 3, we compare our method to the conventional methods in their performance. Experimental results are given in Section 4. Finally our paper is summarized in Section 5.
ALGORITHM FORMULATION
To gain the speech recognition performance in noisy conditions, feature enhancement approaches attempt to reconstruct clean features from input noisy features. To address this problem in this paper, we use deep neural networks to calculate posterior probability of the clean speech state given an input noisy feature, and predict its corresponding clean feature by linear transformations using the posteriors as weights.
The reason why we use deep neural networks to estimate the state of the clean features is that the conventional piecewise linear transformation methods do not always divide a space into such subspaces that local linearity is satisfied well in conversion. In the training phase, we can use parallel data of clean and noisy features. So, any noisy feature has its clean version. By using the clean feature associated with an input noisy feature, we can find the clean state that the clean feature belongs to. If we're allowed to use a posterior probability of this clean state as oracle posterior, oracle SPLICE and its transformation matrices and biases can be obtained. With these parameters, accurate clean features can be reasonably obtained. Experimental discussion of this oracle SPLICE is done in the following section. We consider that performance degradation from the oracle SPLICE to ordinary SPLICE can be attributed to a division mismatch between the noisy feature space and the clean feature space. In other words, there seems to exist a complicated relation between both spaces. REDIAL tries to reduce the complexity by LDA, however linearity of LDA will limit the performance. On the other hand, DNNs are expected to be able to capture the complexity well.
The simplest way to use DNNs to estimate clean features is a direct mapping approach. It estimates the clean speech features directly using DNNs which are trained by back-propagation using a minimum mean square error criterion. This mapping technique can achieve high performance despite its simplicity. However, in open-noise conditions, the performance tends to decrease. This is due to the weakness of the restrictions on the proximity of the output clean speech features in the neural networks. Therefore, by estimating the state index of clean speech, it is possible to construct a neural network that holds explicitly number of classes of the output clean speech features.
Let {(x t , y t )} denote a set of stereo data, where x t is a clean feature at time t and y t is a noisy feature. Both of them are N dimensional vectors. Fig. 1 shows the flowchart of our method in the training phase. The first step of our method is training a probabilistic model of p(x) for clean speech features. Like REDIAL, GMMs are adopted for this purpose.
Posterior probability of the clean state given x t is obtained as follows.
In the testing phase, because we cannot use x t , p(k|x t ) cannot be applied directly. Therefore, DNNs to estimate p(k|y t ) are trained using training data of 
where σ is a vector sigmoid function, and the weight matrices V and W (n) along with the bias vectors c and b (n) are parameters of the neural networks. h (n) (y) is an ouput vector from the n-th hidden layer. d t is a feature vector after time context expansion as
The proposed method adopts deep belief nets, each layer of which is trained initially by restricted Boltzmann machine (RBM), and trained subsequently by stochastic gradient descent [11] . Using the DNNs trained above, given any input noisy feature, posterior probability of its corresponding clean state p(k|y t ) can be estimated. Finally, clean speech feature x t is predicted asx t through weighted sum of linear transformations using p(k|y t ) (See Fig. 2 ).
where A k is an affine transformation matrix which corresponds to the k-th state and e t is an expanded vector as A k can be trained using the following weighted minimum mean square error (MMSE) criterion
This equation can be solved analytically as followŝ
where
. . , e T ] and P ∈ R
T ×T is a diagonal matrix whose elements are p(k|y t ).
COMPARISON TO CONVENTIONAL STATISTICAL FEATURE MAPPING APPROACHES
This sections compares theoretically our method to conventional statistical feature mapping approaches of SPLICE, REDIAL and DAE.
SPLICE
SPLICE is a speech enhancement method, which estimates clean speech features from noisy speech features with piecewise linear transformations aŝ
In SPLICE, GMMs are adopted to model the probability p(y) of the noisy speech features as follows
Therefore, posterior p(i|y t ) is calculated as
Equation 14 shows that the GMMs in SPLICE are trained only with noisy features available in the training phase and used as they are in the testing phase. We can say that this is not good because those GMMs tend to be overfitted to the noisy features in training data. Therefore, it is better to model GMMs using clean features. Table 1 shows averaged word error rates which are experimental results in the test set A (closed-noise condition) of the Aurora 2 dataset. The oracle SPLICE weights linear transformations using posterior p(i * |x t ), where i * is an state index in the clean space.
The oracle results clearly show that, if p(i|y t ) can be estimated accurately, it definitely leads to large performance improvement. The fundamental implementation of NMN-SPLICE is somewhat similar to the oracle SPLICE. NMN-SPLICE subtracts from input features, weights linear transformations with posteriors estimated from obtained quasi-clean features [2] .
REDIAL
REDIAL is one of the approaches to estimate the clean feature state from noisy speech features. In REDIAL, this estimation is implemented by integrating GMMs with LDA. First, the dimensionality reduction matrix L of LDA is trained using {{p(k|x
Analytical solution of (18) 
Then, posterior p(k * |y t ) is approximated as p(k
. REDIAL estimates the clean speech features by weighted linear transformations aŝ
Since A k * has a large number of parameters, REDIAL calculates it based on the weighted MMSE criterion using regularization.
In theoretical comparison between our method and REDIAL, the difference is found only in how to estimate posterior of the component index from noisy features. Because LDA is linear transformation, linearity of LDA will not be adequate to capture the complex relationship between the clean states and the noisy features.
DAE
DAE is a neural network which attempts to reconstruct clean features from input nosy features directly. DDAE has a multilayer structure and it can estimate clean features asx
where U is a weight matrix. In this paper, we compared our approach to DDAE which is pre-trained with RBM in all layers and fine-tuned by back-propagation based on the MMSE criterion. Fig. 3 shows word error rates (WERs) as a function of the number of hidden layers. Those results were obtained using the Aurora 2 dataset. Set A and B were closed-noise and open-noise settings, respectively. The number of hidden nodes in each layer was fixed to 1024. From the results, the structure of multilayer improved the recognition performance in the closed-noise condition, however it was not effective in the open-noise condition.
Since DDAE has a large number of model parameters, it tends to be over-fitted to training data used. In contrast in our approach, the number of model parameters to estimate can be kept as constant against variety of the kind of environmental noises. This is because our neural network is trained whose output layer is associated with the states in the clean feature space, not in the noisy feature space. This strategy makes the size of the output layer independent of the kind of a given noisy environment. Recently, a complex denoising autoencoder using deep recurrent neural networks was proposed in [12] . Although It seems that the topology of DNNs is a key topic to optimize DNN-based methods, in the following section, we do not use recurrent networks. We consider that the network topology is independent of the main theme of this paper, where DNN is tested as posterior estimator and compared to a GMM-based estimator.
EXPERIMENTAL EVALUATION
The performance of the proposed method was evaluated using Aurora 2 database under the task of continuous digits recognition in noisy conditions. The database contains connected digits recorded in a clean environment and some types of noises are added to the utterances. Therefore, parallel data sets can be used for training. The database defined two training conditions (clean condition and multi condition) for acoustic models. In the clean condition, the HMMs were trained with only clean data. Further, the HMMs trained using clean data and noisy data were also provided and they are referred to as multiconditioned HMMs. The database also defined three sets of utterances for testing, sets A, B, and C, according to the type of noise. Three test sets are defined against noise types (sets A, B and C). Set A contains the utterances in the noise conditions which were used in recording training utterances. Set B contains the noise conditions which are not found in training utterances. In set A and set B, the same microphone and channel were used in recording training and testing utterances. In set C, a different channel condition is introduced. Continuous digits recognition experiments were carried out with the complex backend scripts with HTK 3.4 [13] . MFCC and the first and second derivations were used as basic features. For training DNNs, the KALDI toolkit was used [14] .
First, the recognition performance of the proposed method against the parameters was investigated. Fig. 4 shows WERs. The window length of temporal context expansion s in (8) and u in (10) were both fixed to 3. The number of hidden nodes in each layer is 1024. The num- ber of output classes, which equals to that of the states of the clean feature space, was set to 1024. The number of training utterances was 8,440 in the corpus. They were divided in this experiment into a development set of 844 utterances and a training set of 7,596 utterances, which were used in the step of fine tuning. In the experiment, input utterances with various types of noises added were tested. In each case of the noises, regularization of linear transformation matrices was performed similarly to RE-DIAL. To estimate parameters of regularization, 3-fold cross validation was done. According to the results in Fig. 4 , the deep architecture was also effective to estimate the state of the clean features. In addition, the most interesting point is that the effect of the deep architecture in the open-noise condition is similar to that of DDAE.
Next, we compare the performance of the proposed method to that of SPLICE, REDIAL, and DDAE. For SPLICE, the number of noisy states was set to 1024. For REDIAL, that of clean states was also set to 1024, and the dimensionality transformed by LDA was set to 64. The number of hidden layers was set to 5 in DDAE. As for context expansion, the same window length were used for READIAL, DDAE, and our method. Table 2 shows the results. It was found that the proposed method realizes significant improvement in the clean condition. In contrast, REDIAL achieved lower word error rates in the multi condition. The reason might be that the linear transformation of LDA in RE-DIAL can keep the topology of the classes (states) in the clean space. Table 3 and 4 shows the detailed results of DDAE and the proposed method in the clean condition. Although the proposed method shows a slightly higher WER on average in the closed-nose condition, it achieves a much lower WER in the open-noise condition.
CONCLUSION
We have presented a stochastic mapping technique for robust speech recognition that uses stereo data. Our novel approach models the clean features by GMMs and applies deep neural network to estimate the clean speech features and linear transform the input features to clean features weighted by the posterior. We demonstrate the method is competitive with existing feature denoising approaches on the Aurora 2 task, then our method outperforms them.
One interesting extension of the proposed method is to implement piecewise linear transformation based on DNN with neural network format, then fine tune the whole parameters. our approach has a possibility to connect the conventional statistical feature mapping and the deep learning approaches in a proper manner.
