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Abstract: 
 
Purpose: The purpose of this article is to explore the use of technology of system data 
analysis. To achieve this goal it is necessary to solve the following set of tasks: to consider 
the essential characteristics of system analysis and its concept and to identify the algorithm 
of the application system of data analysis in the framework of methodological tools. 
Design/Methodology/Approach: The system analysis of data is considered a popular method 
of scientific knowledge, similar to the study of operations, since this approach is aimed at 
optimizing the components of a particular system. Its proper application needs knowledge of 
its methods, technologies and techniques. Authors compiled, analyzed and structured all the 
elements needed to solve the system data analysis’ issues. 
Findings: Authors developed methodological tools, which can be classified according to 
some features as: the stage of solving a specific problem, the method of obtaining and 
presenting information data, the level of formalization of data. Authors also presented the 
system approach algorithm and scope, highlighting the technologies involved.  
Practical Implications: The results stressed the problem that the state is faced with the need 
to maintain a balance between the desire to regulate the state in this sphere and the needs of 
the market. The findings may be implemented into managerial practices in order to improve 
and increase the effectiveness of business administration. 
Originality/Value: The key contribution of this study is the compiled set of data analysis 
elements to practically keep business environment indicators of interest, relying not only on 
intuition, but also on framework of methodological tools. 
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1. Introduction  
  
According to the scientific definition, data analysis is a field of science that deals 
with the construction and research of mathematical methods and computational 
methods for extracting knowledge from existing data, as well as the process of 
selection, transformation and modeling of data in order to obtain the necessary 
information and management decisions. Analysis is closely related to modeling. A 
model is an object or description of an object that, under certain conditions, can 
replace the original, reproducing the properties and characteristics of the original. 
Models can be empirical, theoretical, and mixed. The basis of empirical models are 
the methods of sensory cognition as: observation; experiment; measurement and 
comparison. 
 
Theoretical models are obtained with the help of mathematical laws, based on 
rational methods of knowledge such as: analysis; synthesis; classification; 
abstraction; formalization; analogy; deduction; induction, etc. 
 
Theoretical models are built with the help of empirical facts. For example, induction 
is a logical theoretical operation of movement from a particular fact to a general 
position. However, verification of each particular fact is required, which means that 
it is based on empirical knowledge, not theoretical. And to build an empirical model 
requires a preliminary theoretical basis - the choice of the object for observation, 
hypothesis detection, etc. 
 
Therefore, theoretical and empirical models complement each other, forming a 
mixed model – that is a model based on the previous two types of models. Building 
models, modeling facilitate the study of objects and systems of interest, allow you to 
detect dependencies, make predictions. The main thing is that the model well and 
accurately reproduces the functioning of the simulated system. The most informative 
model of the system is the "black box" model. It is a system in the form of a 
rectangle with an internal structure unknown to the researcher and a set of input and 
output variables (effects).  
 
The process of building a model begins with the definition of the problem, the 
problem situation. For example, you want to know which customers make the most 
profit for your company? Or what products are bought and sold together? In other 
words, the task is to create a model of associations and forecast profitability. 
 
The next step in the construction of the model is the systematization of data, the 
selection of the most important factors that will significantly affect the final result. 
The larger the data model, the more complex it is considered. 
 
The third step is to find a model that explains the source data. The model can be 
known, formal, or exceptional, based on the experience and intuition of the analyst.  
Task is reduced to search to a method for the solution of an objective. If you want to 
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build a sales forecast model, you can use the average method by entering an 
additional seasonality factor for the accuracy of the measurements. 
 
In the fourth stage, the resulting model is tested for quality in practice.  If the quality 
of the model is acceptable, it is put into operation. Otherwise, either factors are 
added or excluded, or the model itself is changed. The main principles of building 
models are: 
 
✓ consider the expertise of the expert; 
✓ study the problem from different perspectives, to combine methods; 
✓ move from simple models to complex and more accurate models; 
✓ check the model periodicaly for accuracy, use new information, data etc.; 
 
Thus, the system analysis of data is a popular method of scientific knowledge, 
similar to the study of operations, since this approach is aimed at optimizing the 
components of a particular system.  
 
2. Literature Review  
  
Data are phenomena, facts or processes in the form of raw measurement results and 
observations. Data that is used for analysis are: 
 
✓ numerical (number of workers, 100 rubles); 
✓ interval (20%, market share); 
✓ nominal (sex, age, profession of the consumer); 
✓ rank (more/less, better/worse). 
 
Data can be compared with "new", while their analysis - with the ability to "clean" 
and realize their potential. Data analysis is a discipline dealing with decision-making 
problems in an environment where the choice of an alternative requires the analysis 
of complex information of different physical nature (Rupeika-Apoga et al., 2018). 
The subject of data analysis are the following: 
 
✓ theoretical studies aimed at finding optimal solutions to the problems 
through a systematic approach; 
✓ some research on selected aspects of interrelations of the components of the 
system; 
✓ integration of methodological tools, which is developed in the process of 
system analysis or other areas. 
 
In addition to the model, there are three important components in data analysis: 
expert, analyst and hypothesis. An expert is a specialist who professionally solves 
the problems of a particular subject area. The expert puts forward a hypothesis, tests 
the sample data to build models. Thus, in combination of computer programs and 
expert participation, truly effective analytical solutions are obtained. 
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Analyst-a specialist in the field of tools and software for data analysis, for example, 
Data Mining (Polyakova et al., 2019). In addition, it generates expert opinions, tests 
hypotheses and analyzes the results.  
 
Hypothesis-the assumption put forward by the analyst and expert on the issue of 
interest. The object of data analysis is the problems that reflect the formation of new 
and existing systems from a conceptual, technological, information, economic point 
of view. Examples of such problems are shown in Figure 1. 
 
Figure 1. Problems to solve with system analysis (Compiled by the authors).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Since the implementation of the system analysis is aimed at solving the problems 
presented in Figure 1, such an approach solves a number of the following problems: 
 
✓ identification and streamlining of structured goals of the relevant system, 
potential ways to achieve them; 
✓ modeling of system functionality; 
✓ search and selection of criteria for comparative evaluation of decisions; 
✓ division of a particular system into elements and identification of the close 
relationship between them; 
✓ determination of the importance of a separate chain of criteria, models, 
activities, technologies. 
 
Examples of problem statement in system analysis 
Formation of the socio-economic course of the state and the definition of sectoral 
development strategy 
Planning the development of weapons systems in a changing political 
environment 
Substantiation of methods of complex resolution of global and regional 
contradictions 
Feasibility study, design, implementation and scientific support of operation of 
systems for various functional purposes 
Choice of strategy and tactics of advertising campaigns to promote candidates to 
various authorities 
Business planning of marketing strategies of enterprises and firms taking into 
account competition, market instability 
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It should also be said that data analysis is a set of the following key procedures: 
 
✓ formation of goals in the development of the system; 
✓ study of the components of the system, a designation of its structure through 
analysis of the relationships; 
✓ algorithmization in achieving the goal; 
✓ model construction and verification.   
 
Data analysis is a set of techniques and methods from the fields of statistics, 
mathematics, natural sciences and economics in order to verify the truth of 
assumptions and hypotheses, scientifically based interpretation of the studied facts. 
 
3. Results  
  
Data analysis has several similar concepts due to the fact that it covers a variety of 
approaches and methods in various fields of science and activity. First of all, we are 
talking about such concepts as artificial intelligence (AI), machine learning and 
previously mentioned Data Mining. The term artificial intelligence is a scientific 
direction for solving problems of software or hardware modeling of intelligent 
human activities. In other words, an automatic AI system is able to perform creative 
functions of a person. Artificial intelligence is divided into applied and strong AI. 
The task of applied AI is to solve with the help of computers and software such 
creative tasks that do not go beyond the cognitive human ability. For example, 
speech recognition, computer vision, handwriting, etc. At the present stage, a 
promising direction is a strong artificial intelligence, which should not be inferior to 
the human intellect and even surpass it. Machine learning is the acquisition of new 
knowledge based on algorithms and computer programs. Machine learning is the 
science that explores computer algorithms that improve during problem solving.  
 
The systematic approach is aimed at the development of certain recommendations 
that contribute to the maintenance of the course of action with the active use of 
scientific achievements. Intensification of data analysis is more due to the fact that it 
has the ability to use computer technology that helps to use various methodological 
tools contained in the model. The search for the optimal solution of the problem is 
based on the formulation of the immediate goal of the system. However, there is a 
need to compare objectives and potential solutions to the problems, taking into 
account available resources and their needs. Here, data analysis has the ordering of 
actions in the study of the problem area with the use of methodological tools in the 
scientific areas. 
 
System data analysis involves the use of methodological tools, which can be 
classified according to some features: the stage of solving a specific problem, the 
method of obtaining and presenting information data, the level of formalization of 
data (Figures 2-4). 
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Figure 2. Methodological tools for the stage of solving the problem (Compiled by 
the authors)  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.  Methodological tools for the method of obtaining information (Compiled 
by the authors)  
 
 
 
 
 
 
 
 
 
 
Figure 4.  Methodological tools on the level of formalization (Compiled by the 
authors) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Types of methods of system analysis depending on the stage of solving the problem 
Method of analysis 
Synthesis method 
Estimation method 
Methods for obtaining 
information 
Experimental method 
Descriptive methods 
Types of methods depending on the degree of formalization 
Mathematical (formal) methods 
Empirical method 
Combined (mathematical and empirical) 
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The system approach allows for a full and multi-faceted verification of alternatives 
through the evaluation of quantitative and qualitative indicators of costs and 
efficiency of the system. Model always investigates any method – quantitative 
and/or qualitative. Quantitative mathematical calculations provide an opportunity to 
assess the related decisions and to consider informal factors increasing the 
objectivity of the existing opinions of researchers. In recent years, the information 
method of analysis has became widespread, which makes it easier for analysts to 
understand and apply modern mathematical methods in modeling. 
 
Methods of analysis are diverse. It all depends on what questions need to be 
answered. However, all methods are divided into two classes: one-dimensional and 
multidimensional. Multivariate methods allow you to simultaneously investigate the 
relationships of two or more variables and to test hypotheses about the causal 
relationships between them. Let's take a closer look at the key methods and 
examples of how they can be used. 
  
Association: 
This is the most well-known and available method of data analysis, which is a 
comparison of two or more elements to find a connection between them. It is used, 
in particular, in the field of retail trade in the layout of goods, sales promotion. 
Marketers have noticed that most often buyers together with strawberries buy cream, 
and together with pasta they buy sauce. 
 
Classification: 
This method is found in a variety of areas of human activity. It allows you to select 
homogeneous groups of data, objects by type, set of certain characteristics, as well 
as to have the data in a certain order, reflecting the degree of their similarity. It can 
be used to identify a particular class by comparing attributes with a known 
definition. Attributes are age, social group, gender. Examples of classification are 
the classification of goods to a certain product group, the classification of the client 
to one of the risk groups (to issue a loan/refuse to issue a loan). 
 
Clustering (cluster analysis): 
Clustering uses the common attributes in different classifications to identify clusters. 
The task of cluster analysis is to divide data into groups (clusters or classes) with 
similar values to make the right management decisions. For example, it is necessary 
to study the demand market, for this purpose consumers are divided into groups 
according to several groups of characteristics-preferences of price and quality of 
goods. It is also used in the classification of suppliers, customer segmentation in 
trade and finance, identifying situations in which there is a marriage in the 
workplace, what personal preferences of consumers bring the greatest profit, etc. 
 
The difference between classification and clustering is the presence of predefined 
classes. It is only necessary to determine which class the object belongs to. While 
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cluster analysis is aimed at determining the presence or absence of relationships 
between objects. 
 
Factor analysis: 
This analysis allows us to study and measure the impact of factors on the value of 
the studied economic indicators. This accumulates the general patterns of data, and 
their features are discarded. There are several types of factor analysis such as: 
 
✓ deterministic - the investigated indicator in the form of sum, product or 
particular factors; 
✓ stochastic (correlation) - probabilistic relationship between the factors and 
the effective indicator; 
✓ deductive - from general to particular; 
✓ inductive – from particular to general; 
✓ static and dynamic; 
✓ retrospective and prospective. 
 
Neural network: 
These are models of biological neural networks of the brain, a "black box", as its 
input data is fed the output is the result. This method of automatic analysis is used in 
forecasting and adaptive control. With the help of neural networks, you can predict 
sales volumes, stock market indicators and other important information. The method 
of neural networks solves the problem of automating the extraction of necessary 
knowledge from a huge amount of data, which are usually unstructured. 
 
Decision tree: 
It is a method of automatically analyzing data in a sequential structure, where each 
object has a single node that provides a solution (in the form of "if ... then..."). The 
decision tree starts with a question that has two answers. Each answer leads to the 
next question, which also has two possible answers, and so on. Decision trees are 
used to describe and identify data, classification, numerical prediction, regression 
analysis. 
 
Prediction: 
This method is aimed at analyzing trends, predicting events based on experience, 
analyzing past events or data instances. For example, to predict future profits. 
 
Combinations: 
These methods are most often used together, complementing and clarifying each 
other. For example, decision trees are used to build classifications. And 
classification specified when using the method of clustering. 
 
Processing with memorization: 
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As a rule, historical data are used for comparative analysis and forecasting. In this 
regard, many processes are automated in order to include them in the new model if 
necessary and to make a decision faster. Within the framework of the system 
approach, certain logical elements are also viewed, which are formed in a specific 
sequence due to the problem area of study. Figure 5 shows the system analysis 
algorithm. The modeling process itself within the framework of a system analysis 
occupies one of the 3 key areas of the considered approach (Figure 6). 
 
Figure 5.  System approach algorithm (Compiled by the authors) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. The scope of the system approach (Compiled by the authors)  
 
 
 
Stages of system analysis 
Statement of the research task 
Formation of the research area 
Choosing a basis for comparison 
Preliminary judgment 
Experimental verification of judgment 
Final judgment 
Implementation of the decision 
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In addition to modeling, it is also necessary to highlight the development and 
management requirements. All three areas in system analysis are interrelated and 
intertwined. Work on each area consists of a comprehensive analysis. Depending on 
the type of data used for analysis, the following technologies can be distinguished: 
 
✓ Data Mining (mining); 
✓ Text Mining (text analysis); 
✓ Visual Mining (visual analysis); 
✓ OLAP (online analysis); 
✓ Process Analysis (Process Mining); 
✓ Analysis of Web-resources (Web Mining); 
✓ Real-time Analysis (Real-time data Mining). 
 
Let's take a closer look at some of the data analysis technologies. The term Data 
Mining (translated into Russian means the detection of "machine" knowledge in 
primary data, data mining) studies the process of finding new and useful knowledge 
in databases by sifting a huge amount of "raw" material. By "machine" we mean 
algorithms, artificial intelligence. This technology is used for: 
  
- classification of objects, events, observations; 
- clustering-dividing the set of input vectors into groups of similar features; 
- predictions; 
- deviation analysis; 
- compression of volumes necessary for the analysis of information. 
 
In practice, Data Mining technology is used, to form targeted offers to customers 
based on their preferences. Thanks to the Internet Data Mining used by ordinary 
users every time they type their query in Google or other search engines. Text 
Mining analyzes text information by mathematical methods, interpolation, 
approximation, extrapolation, fuzzy methods. The tasks solved by Text Mining are 
reduced to obtaining structured information, classification and clustering of data, 
determining relationships, knowledge topics, and others. For example, this 
technology allows you to automatically classify into several groups published over a 
certain period of time by an Internet site lenta.ru articles and choose a topic of 
interest, for example, politics. 
 
Web Mining-analysis of information extracted from Internet resources using special 
approaches and techniques that allow you to work with a special HTML markup 
language, which stores web documents. The practical application of the technology 
of Web Mining allows you to identify more sites similar to search web resources, 
identify visitor preferences when you use those or other resources on the Internet. 
Data analysis is a key step in designing a solution to the problem. With the help of 
data analysis, a model is created, which is further tested and accompanied by a 
potential solution. 
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Thus, the system data analysis is a set of methods and techniques underlying a 
particular algorithm of actions with the formation and use of the model in order to 
solve the problem. Modeling within the framework of system analysis is one of the 
most important areas along with the development and management of requirements. 
Work on each area consists of a timely and comprehensive analysis. Automated data 
analysis significantly reduces the time and cost of processing and implementing 
analytical projects. 
 
4. Discussion  
  
Today, organizations create huge amounts of data that are updated more and more 
often, and the outdated format of data storage and traditional methods of data 
analysis do not allow to use a huge layer of information to make meaningful 
research and conclusions. All this opens the way for big data. Big data is a deep and 
interactive work with a significant amount of information, which is often updated 
and is in different sources, in order to increase the efficiency of business, improve 
competitiveness. Internal big data sources: ERP, CRM, classifiers. External big data 
sources: social networks, Internet, specialized DataSet.  
 
The term "big data" first appeared in 2008. Scientists continue to work on new 
methods of data analysis. In this work we have already got acquainted with some 
methods and technologies of big data analysis, which are borrowed from statistics 
and informatics (machine learning, classification, clustering, etc.). Every year 
CNews holds a conference "big data", where experts analyze the global market for 
big data analysis and predict its development. So, at the conference in 2018 was 
marked: 
 
✓ systematic growth of the global market for big data business intelligence 
$122 billion in 2015, in 2016 it was130 billion; 
✓ increased interest in big data analysis in Russia; 
✓ the increasing demand of corporations in an IT company in bringing order to 
their data, systematization of reference data; 
✓ focus on addressing global rather than local challenges when analyzing big 
data that affects the performance of the entire organization rather than its 
individual sites. 
 
In April 2019, within the framework of the regular conference "Analytics and big 
data 2019: How to get an effective solution", specialists of leading foreign and 
Russian companies will consider the development of the big data market in 2018, its 
efficiency, impact on the development of other technologies, risks, solutions to 
personnel problems in the field of big data analysis, development prospects in 2019. 
It is already known that the first three places in the Top 10 data analysis technologies 
are "smart applications", "smart things" and “artificial intelligence”. More actively 
master the sphere of big data in the Telecom, public and financial sector, large 
industrial enterprises and energy. 
  A. Garnov, L. Zvyagin, O. Sviridova 
37 
A serious state task in this area was its regulation and security, suppression of 
attempts to use data analysis for other purposes with unhindered access to open data. 
With regard to social networks, the state is faced with the need to maintain a balance 
between the desire to regulate the state in this sphere and the needs of the market. 
 
5. Conclusions  
  
Currently, the system data analysis is a popular method of scientific knowledge, 
similar to the study of operations, because this approach is aimed at optimizing the 
components of a particular system. The key essential characteristics of the system 
data analysis are the object, the subject, the specification of the problem existing in 
the system. The systematic approach is aimed at the development of certain 
recommendations that contribute to the maintenance of the course of action with the 
active use of scientific achievements. The intensification of the development of 
system data analysis is more due to the fact that it has the ability to use computer 
technology that helps to use various methodological tools contained in the model. 
 
Data analysis is a set of methods and techniques underlying a particular algorithm of 
actions with the formation and use of the model in order to solve the problem. 
Modeling within the framework of system analysis is one of the most important 
areas along with the development and management of requirements. Work on each 
area consists of a timely and comprehensive analysis. System analysis is a step in the 
design of the solution to the problem. With the help of data analysis, a model is 
created, which is further tested and accompanied by a potential solution. Data 
analysis is the process of research, filtering the data array to obtain the necessary and 
useful information and management decisions. Managers use data analysis to 
improve efficiency and grow their business. Huge amounts of data from companies 
are updated more and more quickly, which creates the prerequisites for leading big 
data technologies. 
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