Poyiadjis et al. (2011) show how particle methods can be used to estimate both the score and the observed information matrix for state-space models. These methods either suffer from a computational cost that is quadratic in the number of particles, or produce estimates whose variance increases quadratically with the amount of data. This paper introduces an alternative approach for estimating the score and information matrix, which has a computational cost that is linear in the number of particles. The method is derived using a combination of kernel density estimation to avoid the particle degeneracy that causes the quadratically increasing variance, and Rao-Blackwellisation. Crucially, we show the method is robust to the choice of bandwidth within the kernel density estimation, as it has good asymptotic properties regardless of this choice. Our estimates of the score and observed information matrix can be used within both online and batch procedures for estimating parameters for state-space models. Empirical results show improved parameter estimates compared to existing methods at a significantly reduced computational cost.
Introduction
State space models have become a popular framework with which to model nonlinear time series problems in engineering, econometrics and statistics; see West and Harrison (1997) , Cappé et al. (2005) and Durbin and Koopman (2001) . State space models assume that there are two stochastic processes: X t which evolves as a latent Markov process and Y t , which are partial observations from the time series. The observations are conditionally independent given the latent Markov process X t .
In an online setting, such as with target tracking, we are interested in estimating the current state X t of the latent process from a set of sequential observations y 1:t = {y 1 , y 2 , . . . , y t } at discrete time points up to time t. This is known as filtering, where we are interested in estimating the conditional density p(x t |y 1:t , θ) of the latent state given a sequence of observations, where θ is a vector of model parameters. In the case where the state and observation models are linear and Gaussian, the conditional filtered distribution can be estimated using a Kalman filter (Kalman, 1960) . In the case of nonlinear, non-Gaussian state space models a closed form expression for the conditional filtered distribution is not available. This has led to the development of a class of approximation techniques known as sequential Monte Carlo (SMC) methods, or particle filters. These filters approximate the conditional density p(x t |y 1:t , θ) with a weighted set of samples (Gordon et al., 1993; Kitagawa, 1996) . The sample values are commonly referred to as particles.
A secondary problem is to also estimate the parameters, θ. Estimation of static parameters for state space models is still an open problem which has received a lot of interest over the last decade. Initial approaches to this problem suggested that the parameters could be estimated by augmenting the state to include the unknown parameters and apply a filtering approach. However, while this scheme can be employed online, it quickly leads to particle degeneracy in the approximation for the parameters as the θ component of the augmented state comprises only of particles selected at the initialisation stage (Doucet et al., 2009) . One simple solution to this problem is to apply a kernel density approximation to θ, (Liu and West, 2001 ) where instead of sampling parameters from a finite set of particles, parameters can now be sampled from a density. However, it is often not clear how to choose the bandwidth in the kernel density approximation, nor how this approximation impacts the accuracy of estimates of the parameters.
Alternatively the problem of particle degeneracy can be partially alleviated by applying Markov chain Monte Carlo (MCMC) updates to θ (see Gilks and Berzuini, 2001; Fearnhead, 2002; Storvik, 2002) . These methods are most efficient for models where the MCMC moves can be implemented whilst storing only low-dimensional sufficient statistics of the state-process: such algorithms have been termed particle learning (Carvalho et al., 2010) . Particle learning has shown strong performance for short to medium sized data sets, but numerical studies (Andrieu et al., 2005) have shown that over long time periods these algorithms can still exhibit particle degeneracy. An alternative is to utilise SMC methods within an MCMC algorithm: a general approach termed particle MCMC (Andrieu et al., 2010) . This class of algorithm is computationally expensive and only applicable within an offline setting.
Alternatively, SMC methods can be used to perform maximum likelihood estimation of parameters. Whilst SMC techniques can provide pointwise estimates of the likelihood, for a continuous parameter θ it is difficult to determine the maximum likelihood estimate. The two most common solutions to the problem of maximum likelihood estimation in the literature are gradient based methods and the expectation-maximisation (EM) algorithm (Dempster et al., 1977) . In this paper we shall focus on the gradient based approach, however it is worth mentioning that EM algorithms have been applied to parameter estimation problems for state space models (see Fearnhead et al., 2010) . Recently Cappé (2011) developed an online version of the EM algorithm for estimating parameters in state space models. The EM algorithm can be numerically more stable and computationally cheaper than gradient based approaches when θ is high dimensional, as it can be difficult to scale the gradients in high dimensions. However, faster rates of convergence can be achieved through gradient based approaches if it is possible to employ a Newton-Raphson gradient ascent scheme (Doucet et al., 2009 ). This paper proposes a gradient ascent approach to estimate the model parameters θ of the state space model. This requires the estimation of the score vector ∇ log p(y 1:T |θ) which can be used to move the parameters in the direction of the gradient of the log-likelihood. Previous work by Poyiadjis et al. (2011) , has provided two approaches for estimating the score vector and observed information matrix. The first has a computational complexity that is linear in the number of particles, but it has the drawback that the variance of the estimates increases quadratically through time. The other method manages to produce estimates whose variance increases linearly with time, but at the expense of a computational cost that is quadratic in the number of particles. The increased computational complexity of this algorithm limits its use for online applications.
We propose a new method for estimating the score vector and observed information matrix, which can then be used to find the maximum likelihood estimate of parameters using gradient ascent methods. This method is based on combining ideas from the linear-time algorithm of Poyiadjis et al. (2011) with the kernel density estimation ideas of Liu and West (2001) . We are also able to use Rao-Blackwellisation ideas to reduce the Monte Carlo error of our estimates. The result is an algorithm whose Monte Carlo variance of the estimates of the score vector appears to only increase linearly with time. Furthermore, unlike standard uses of kernel density estimation, we are able to show our method is robust to the choice of bandwidth. For any fixed bandwidth our approach can lead to methods that consistently estimate the parameters as both the number of time-points and the number of particles both go to infinity. This paper is structured as follows. Section 2 presents the sequential Monte Carlo framework and state space model notation. The SMC framework is extended to estimating the score vector and observed information matrix in Section 3 with the approach given by Poyiadjis et al. (2011) . Section 4 presents the new approach for estimating the score vector and observed information matrix using a kernel density approximation with Rao-Blackwellisation. The results of this approach are given in Section 6 where it is shown that this new approach displays only linearly increasing variance. Finally, in Section 7 the proposed approach is applied to estimate the parameters of an autoregressive plus noise model and a stochastic volatility model.
2 Inference for state space models
State space models
Consider the general state space model where {X t ; 1 ≤ t ≤ T } represents a latent Markov process that takes values on some measurable space X ⊆ R nx . The process is fully characterised by its initial density p(x 1 |θ) = µ θ (x 1 ) and transition probability density
where θ ∈ Θ represents a vector of model parameters. For an arbitrary sequence {z i } the notation z i:j corresponds to (z i , z i+1 , . . . , z j ) for i ≤ j. We assume that the process {X t } is not directly observable, but partial observations can be made via a second process {Y t ; 1 ≤ t ≤ T } ⊆ Y ny . The observations {Y t } are conditionally independent given {X t } and are defined by the probability density p(y t |y 1:t−1 , x 1:t , θ) = p(y t |x t , θ) = g θ (y t |x t ).
In the standard Bayesian context the latent process {X 1:T } is estimated conditional on a sequence of observations y 1:T , for T ≥ 1. If the parameter vector θ is known then the conditional distribution p(x 1:T |y 1:T , θ) ∝ p(x 1:T , y 1:T , θ) can be evaluated where
If θ is unknown then it is possible to estimate θ within the Bayesian framework by assigning a prior distribution p(θ) to θ and then evaluate the joint posterior distribution
For nonlinear, non-Gaussian state space models it is not possible to evaluate the posterior density p(θ, x 1:T |y 1:T ) in closed form. MCMC schemes can be designed to represent the posterior distribution, although it is often difficult to design efficient proposal distributions in high dimensional spaces. A popular alternative to MCMC is to use SMC algorithms, which are a class of Monte Carlo approximation algorithms that take advantage of the sequential structure of the state space model, to create a sequence of proposal distributions to target the posterior distribution.
Sequential Monte Carlo algorithm
SMC algorithms allow for the sequential approximation of the conditional density of the latent state given a sequence of observations, y 1:t , for a fixed θ, which in this section we assume are known model parameters. For simplicity we shall focus on methods aimed at approximating the conditional density for the current state, X t , but the ideas can be extended to learning about the full path of the process, X 1:t . Approximations of the density p(x t |y 1:t , θ) can be calculated recursively by first approximating p(x 1 |y 1 , θ), then p(x 2 |y 1:2 , θ) and so forth. Each conditional density can be approximated by a set of N weighted random samples, called particles, where
is an approximation for the conditional distribution and δ x0 (dx) is a Dirac delta mass function located at x 0 . The set of particles {X
and their corresponding weights {w
provide an empirical measure that approximates the probability density function p(x t |y 1:t , θ), where the accuracy of the approximation increases as N → ∞ (Crisan and Doucet, 2002) .
To recursively calculate our particle approximations, we use the following filtering recursion,
If we assume that at time t − 1 we have a set of particles {X
and weights {w
which produce a discrete approximation for p(x t−1 |y 1:t−1 , θ) then we can create a Monte Carlo approximation for (6) as
where c is a normalising constant. Particle approximations as given above can be updated recursively by propagating and updating the particle set using importance sampling techniques. There is now an extensive literature on particle filtering algorithms, see for example, Doucet et al. (2000) and Cappé et al. (2007) . In this paper the particle approximations of the latent process are created with the auxiliary particle filter of Pitt and Shephard (1999) . This filter has a general form, and simpler filters can be derived as special cases (Fearnhead, 2007) . The idea is to construct an approximation of
as an importance sampling proposal to produce our weighted particle approximation to (7). We simulate from the proposal by first choosing a particle at time t − 1, with particle x (i) t−1 being chosen with probability ξ (i) t . We then propagate this to time t by sampling our particle at time t, x t , from q(x t |x (i) t−1 , y t , θ). The weight assigned to our new particle is
This can be shown to be a valid importance sampling weight by viewing both proposal and target as densities on the joint distribution of the state at time t and the particle at time t − 1. Details are summarised in Algorithm 1.
3 Parameter estimation for state space models
Maximum likelihood estimation
The maximum likelihood approach to parameter estimation aims to estimate the maximising argument of the marginal log-likelihood from the observed data:
where, log p(y 1:T |θ) = T t=1 log p(y t |y 1:t−1 , θ),
Algorithm 1 Auxiliary Particle Filter
Step 1: iteration t = 1, Sample particles {x
1 } from the prior p(x 1 |θ) and ∀i set weights w
Step 2: iteration t = 2, . . . , T . Assume a set of particles {x
and associated weights {w
that approximate p(x t−1 |y 1:t−1 , θ) and userdefined set of proposal weights {ξ
and family of proposal densities q(·|x t−1 , y t , θ).
(a) Sample indices {k 1 , k 2 , . . . , k N } from {1, . . . , N } with probabilities ξ
and normalise the weights so that
Aside from a few simple cases, it is not possible to calculate the log-likelihood in closed form. Pointwise estimates of the log-likelihood can be obtained using SMC approximations for a fixed value θ. If the parameter space Θ is discrete and low dimensional, then it is relatively straightforward to find the θ which maximises log p(y 1:T |θ). For problems where the parameter space is continuous, finding the maximum likelihood estimate (MLE) can be more difficult. One option is to evaluate the likelihood over a grid of θ values. This approach faces difficulties when the model dimension is large whereby optimising over a grid of values becomes computationally inefficient. The gradient based method for parameter estimation, also known as steepest ascent algorithm, maximises the log-likelihood function by evaluating the score vector (gradient of the log-likelihood) at the current parameter value and then updating the parameter by moving it in the direction of the gradient. For a given batch of data y 1:T the unknown parameter θ can be estimated by choosing an initial estimate θ 0 , and then recursively solving:
until convergence. Here γ k is a sequence of decreasing step sizes which satisfies the conditions
where 0.5 < α < 1. These conditions on γ k are necessary to ensure convergence to a valueθ for which ∇ log p(y 1:T |θ) = 0. A key ingredient to good statistical properties of the resulting estimator of θ, such as consistency (Crowder, 1986) , is that if the data is generated from p(y 1:T |θ * ), then
That is that the expected value of log p(y 1:T |θ), with expectation taken with respect to the data, is 0 when θ is the true parameter value.
The rate of convergence of (8) can be improved if we are able to calculate the observed information matrix. When this is possible the Newton-Raphson method can be used and the step size γ k is replaced with −γ k {∇ 2 log p(y 1:T |θ)} −1 .
Estimation of the score vector and observed information matrix
Calculating the score vector and observed information matrix for state space models can be done analytically for linear-Gaussian models (Koopman and Shephard, 1992) . In the general setting where the state space is nonlinear and non-Gaussian, it is impossible to derive the score vector and observed information exactly. In such cases sequential Monte Carlo methods can produce an approximation of the score vector and observed information matrix (Poyiadjis et al., 2011) . If we assume that it is possible to obtain a particle approximation of the latent process p(x 1:T |y 1:T , θ), then this approximation can be used to estimate the score vector ∇ log p(y 1:T |θ) using Fisher's identity (Cappé et al., 2005) ∇ log p(y 1:T |θ) = ∇ log p(x 1:T , y 1:T |θ)p(x 1:T |y 1:T , θ)dx 1:T .
( 9) A similar identity for the observed information matrix is given by Louis
where
See Cappé et al. (2005) for further details of both identities. Using Fisher's and Louis's identities it is possible to produce estimates for the score vector and observed information matrix from the first and second derivatives of the complete log-likelihood log p(x 1:T , y 1:T |θ). This is straightforward to calculate if we assume that the conditional densities (1) and (2) are twice continuously differentiable, then from the joint density (3) we get
If we introduce the notation f θ (x 1 |x 0 ) = µ θ (x 1 ), we can write this in the simpler form
Similarly we have
Poyiadjis et al. (2011) give an SMC algorithm that provides estimates of the score vector and observed information matrix using identities (9) and (10). The procedure is summarised in Algorithm 2 where the vector of the score for the complete and marginal log-likelihoods are denoted as α
1:t , y 1:t |θ) and S t = ∇ log p(y 1:t |θ), respectively. The matrices for the observed information are given as β
1:t , y 1:t |θ) and I t = −∇ 2 log p(y 1:t |θ).
Algorithm 2 Step 1: at iteration t = 1, . . . , T , (a) Apply Algorithm 1 to obtain {x
and {w
Step 2: (a) Update the estimates for α t and β t
(b) Calculate the score vector and observed information matrix
Particle degeneracy
Estimation of the score vector and observed information given in Algorithm 2 does not require that the entire path of the latent process {X
to be stored. However, the values α (i) t and β (i) t that are stored for each particle depend on the complete path-history of the associated particle. Particle approximations of this form are known to be poor due to inherent particle degeneracy over time (Andrieu et al., 2005) . Poyiadjis et al. (2011) prove that the asymptotic variance of the estimates of the score and observed information matrix provided by Algorithm 2 increases at least quadratically with time.
As a result Poyiadjis et al. (2011) introduce an alternative algorithm whose computational cost is quadratic in the number of particles, but which has better Monte Carlo properties. Del Moral et al. (2011) show that this alternative approach, under standard mixing assumptions, produces estimates of the score and observed information whose asymptotic variance only increases linearly with time. Details of this algorithm are omitted for brevity, for further details see Poyiadjis et al. (2011). 4 A new approach to estimating the score vector and observed information matrix 4.1 Kernel density methods to overcome particle degeneracy
Consider the score vector ∇ log p(y 1:t |θ). For particle x
1:t denote the path associated with that particle (which exists, even if, as in Algorithm 2, it is not stored). At time t particle i stores a value α
1:t , y 1:t |θ), which depends on the history of the particle, x (i) 1:t . The quadratically increasing variance of the estimate of the score vector which is observed in Algorithm 2 can be attributed to the standard problem of particle degeneracy in particle filters when approximating the conditional distribution of the complete path of the state (Doucet and Johansen, 2011) .
A similar issue of particle degeneracy occurs in particle filter methods that directly approximate the parameters of the model by augmenting the state vector to include the parameters. The standard approach to counteract this degeneracy is to use kernel density methods. Our approach is to use the same ideas, and in particular the approach of Liu and West (2001) , but applied to the α For simplicity we will describe the approach as it is applied to the α
The idea of Liu and West (2001) is to combine shrinkage of the α (i) t s towards their mean, together with adding noise. The latter is necessary for overcoming particle degeneracy, but the former is required to avoid the increasing variance of the α (i) t s. In practice this approach is arranged so that the combined effect is to maintain the same mean and variance of the α (i) t s. Consider iteration t of a particle filter, which results in particles x (i) t with associated weights w (i) t . As in Algorithm 2, assume that particle i is descended from particle k i at time t − 1. Currently we calculate
The idea of Liu and West (2001) is to replace α (ki)
t−1 by a draw from a kernel.
t−1 is the mean of α (ki) t−1 as k i is drawn from the discrete distribution with probabilities w (i) t−1 . Additionally denote the variance by
Let 0 < λ < 1, the shrinkage parameter, be a fixed constant and the kernel density bandwidth parameter h 2 chosen such that λ 2 + h 2 = 1. The Liu and West (2001) scheme is then complete by replacing α
t is a realisation of a Gaussian distribution N (0, h 2 Σ α t−1 ). Note that the choice of h 2 is used to ensure that the mean and variance of (15), when considering both k i and t as random, is the same as the mean and variance of α (ki) t−1 . A similar approach is possible for the β t s.
Rao-Blackwellisation
The stored values of α (i) t and β (i) t do not have any effect on the dynamics of the state. Furthermore we have a stochastic update for these terms which, when we use the kernel density approach, results in a linear-Gaussian update. This means that we can use the idea of Rao-Blackwellisation (Doucet et al., 2000) to reduce the variance in our estimates of the score vector and observed information matrix. In practice this means replacing values for α (i) t and β (i) t by appropriate distributions which are sequentially updated to account for new observations. This approach means that we do not need to add noise to the approximation at each time step as we do with the standard kernel density approach. Instead we can recursively update the distribution representing α (i) t s and estimate the score vector S t = ∇ log p(y 1:t |θ) and observed information matrix I t = −∇ 2 log p(y 1:t |θ) from the mean and variance of distributions representing the α (i) t s and β
Then from (14) and (15) we have that
where,
t−1 ), and
Similar ideas apply to the β (i) t s. The estimated score vector at each iteration is a weighted average of the α (i) t s, so we can use the means of these distributions to get the Rao-Blackwellised estimate of the score from Fisher's identity (9),
If we only want to estimate the score vector, then this shows that we only need to calculate the expected value of the α (i) t s. Note that to calculate the estimate of the observed information matrix we only need the mean of the β (i) t s, together with the mean and variance of the α (i) t s. This is because our estimate of the observed information requires
The Rao-Blackwellised estimate of this quantity replaces this by the expectation with respect to the distributions of α (i) t and β (i) t . We therefore have
If we denote E{β
t , then we get the following estimate of the observed information:
Details of this approach are summarised in Algorithm 3. Step 1: at iteration t = 1, . . . , T , (a) Apply Algorithm 1 to obtain {x
Step 2: (a) Update the mean of the approximations for α t and β t
(b) Update the score vector and observed information matrix
Theoretical justification
Whilst we have motivated the use of both the kernel density approximation and Rao-Blackwellisation as a means to avoid the impact of particle degeneracy on the O(N ) algorithm for estimating the score and information matrix, what can we say about the resulting algorithm? Here we consider both the Monte Carlo accuracy of the resulting algorithm, and the effect of the approximation error within the kernel density approximation in terms of inferences for the parameters. It is possible to implement Algorithm 3 so as to store the whole history of the state x 1:t , rather than just the current value, x t . This just involves extra storage, with our particles being x One can fix θ, the parameter value used when running the particle filter algorithm, and the data y 1:t . For convenience we drop the dependence on θ from notation in the following. The m (i) t values calculated by the algorithm are just functions of the history of the state and the past estimated score values. We can define a set of functions φ s (x 1:t ), for t ≥ s > 0, such that φ s (x 1:t ) = ∇ log g θ (y s |x s ) + ∇ log f θ (x s |x s−1 ). For t ≥ s > 0, we can define a set of functions recursively. The function m s (x 1:t ) depends on m s−1 (x 1:t ) and the set of constants S 0:s−1 through
with m 0 (x 1:t ) = 0. We then have that in Algorithm 3, m
, is the value of this function evaluated for the state history associated with the ith particle at time t.
Monte Carlo accuracy
Note that it is possible to iteratively solve the recursion (18) to get
where 0 < λ < 1 is the shrinkage parameter.
If we set λ = 1, then Algorithm 3 reverts to Algorithm 2. In this case (19) simplifies to a sum of additive functionals φ u (x 1:t ). The poor Monte Carlo properties of Algorithm 2 stem from the fact that the Monte Carlo variance of SMC estimates of φ u (x 1:t ) increase at least linearly with s − u. And hence the Monte Carlo variance of the SMC estimate of s u=1 λ s−u φ u (x 1:t ), increases at least quadratically with s.
In terms of Monte Carlo accuracy of Algorithm 3, the key is that in (19) we exponentially downweight the contribution of φ u (x 1:t ) as s − u increases. Under quite weak assumptions, such as the Monte Carlo variance of the estimate of φ u (x 1:t ) being bounded by a polynomial in s − u, we will have that the Monte Carlo variance of estimates of s u=1 λ s−u φ u (x 1:t ) will now be bounded in s. For λ < 1, we introduce the additional second term in (19). However estimating this term is less problematic: as the Monte Carlo variance of each S u−1 will depend only on u and will not increase as s increases. Empirically we observe that the resulting Monte Carlo variance of our estimates of the score only increase linearly with s for a wide-range of models.
Effect on parameter inference
Now consider the value of S t in the limit as the number of particles goes to infinity, N → ∞. We assume that standard conditions on the particle filter for the law of large numbers (Chopin, 2004) hold. Then we have that S t → E θ {m t (X 1:t )|y 1:t } = m t (x 1:t )p(x 1:t |y 1:t , θ)dt.
For t = 1, . . . , T , where we fix the data y 1:T , defineS t = E θ {m t (X 1:t )|y 1:t } to be the large N limit of the estimate of the score at time t. The following lemma expressesS t in terms of expectations of the φ s (·) functions.
Lemma 5.1 Fix y 1:T . ThenS 1 = E θ {φ 1 (X 1:t |y 1 )} and for 2 ≤ t ≤ T S t = t u=1 λ t−u E θ {φ u (X 1:t |y 1:t )} + (1 − λ)
where the expectations are taken with respect to the conditional distribution of X 1:t given y 1:u : E θ {φ s (X 1:t |y 1:u )} = φ s (x 1:t )p(x 1:t |y 1:u , θ)dt.
The proof of this is given in Appendix A. We now consider taking expectation ofS T with respect to the data. We writē S T (y 1:T ; θ) to denote the dependence on the data y 1:T and the choice of parameter θ when implementing the particle filter algorithm. A direct consequence of Lemma 1 is the following theorem.
Theorem 5.2 Let θ * be the true parameter value, and T a positive integer. Assume regularity conditions exist so that for all t ≤ T ,
where expectation is taken with respect to p(
where expectation is taken with respect to p(Y 1:T |θ * ).
Proof 5.3 This follows from Lemma 1 by showing that the expectation of each term inS T is 0. Consider the s, uth term for u ≤ s ≤ T . Then this is proportional to E θ * {φ u (X 1:T |Y 1:s )}. Taking expectation over Y 1:s gives
which is equal to 0 as (20) holds for t = u and t = u − 1.
Algorithm 3, run for parameter value θ, gives a Monte Carlo estimate of S T (y 1:T ; θ). This result shows thatS T (y 1:T ; θ) = 0 are a set of unbiased estimating equations for θ. Thus estimating θ by solving these equations will, under appropriate regularity conditions (e.g. Crowder, 1986) , result in a consistent, asymptotically normal, estimator as T → ∞.
Thus the theoretical justification for using a particle approximation of the score (Algorithm 2) and then using that approximation to update the parameters using (8), will equally apply for using Algorithm 3 to get a Monte Carlo estimate ofS T (y 1:T ; θ), and updating the parameters with
for some appropriate choice of constants γ k . Both approaches are using Monte Carlo estimates to approximately solve unbiased estimating equations.
In both cases, the resulting accuracy of the final estimate of θ will depend both on the amount of Monte Carlo error, and also the accuracy of the estimator based on solving the underlying estimating equation. Note that the statistical efficiency of the estimator obtained by solvingS T (y 1:T ; θ) = 0 may be different, and lower, than that of solving ∇ log p(y 1:T |θ) = 0. However in practice we would expect this to be more than compensated by the reduction in Monte Carlo error we get. We investigate this empirically in the following sections.
Comparison of approaches
In this section we shall evaluate our algorithm, and compare existing approaches for estimating the score vector. We will also investigate how the performance of our method depends on the choice of shrinkage parameter, λ. In order to compare estimates of the score vector with the truth, we consider a first order autoregressive plus noise state-space model where it is possible to analytically calculate the score vector using a Kalman filter (Kalman, 1960) . Here we give only the score vector estimates however, similar results also hold for estimates of the observed information matrix.
Firstly, consider the first order one-dimensional autoregressive model plus noise AR(1) given by the state space form:
As this model is linear with Gaussian noise the optimal proposal distribution is available in closed form,
with resample weights,
A comparison of the approaches is performed on a dataset simulated from the autoregressive model (21) with parameters θ * = (φ, σ, τ ) = (0.8, 0.5, 1) . Figure 1 displays the accuracy of the score vector estimates, as measured by their root mean squared (RMS) error. We expect the Monte Carlo variance of the estimates to increase at least linearly with time t. Therefore we plot the RMS error scaled by the square root of t (i.e. RMS error/ √ t) to show that that if the variance increases linearly then the RMS error will tend to a constant. We compare our new method, for different values of λ against the O(N ) (Alg. 2) and O(N 2 ) algorithms of Poyiadjis et al. (2011) . Both our method (Alg. 3) and Algorithm 2 have similar computational costs, and were implemented with N = 50, 000. The O(N 2 ) algorithm of Poyiadjis et al. (2011) is substantially slower, and we implemented this with N = 500 and N = 1, 000. The comparisons were coded in the programming language C and run on a Dell Latitude laptop with a 1.6GHz processor. Using 1,000 observations each iteration of the O(N ) algorithms take 1.11 minutes for N = 50, 000. The 
O(N
2 ) takes 5.1 minutes for N = 500 and 21.54 minutes for N = 1, 000. This corresponds to a CPU cost that, respectively, is approximately 5 and 20 times greater than the O(N ) methods.
Firstly we notice that the new method gives results that are reasonably robust to the choice of λ, with λ = 0.95 giving the most accurate results. For all three values λ = 0.95, 0.85 and 0.7, we have an RMS error that increases with the square-root of the number of observations, which is consistent with a Monte Carlo variance that is increasing linearly. This is substantially better than the O(N ) algorithm of Poyiadjis et al. (2011) , whose RMS error is increasing linearly with the number of observations. The results for the new method are comparable to those of the O(N 2 ) algorithm Poyiadjis et al. (2011) . However the new method with λ = 0.95 outperforms the O(N 2 ) algorithm, as well as having a significant reduction in computational time.
Parameter estimation
Our O(N ) algorithm, as described in Section 4, produces estimates of the score vector and observed information matrix for a given state-space model. These estimates can then be used within the steepest ascent algorithm (8) to give maximum likelihood estimates of the parameters θ.
The steepest ascent algorithm estimates parameters from batches of data y 1:T which can be useful for offline parameter estimation or when dealing with small datasets. Alternatively, we could implement recursive parameter estimation, where estimates of the parameters θ t are updated as new observations are made available. Ideally this would be achieved by using the gradient of the predictive log-likelihood,
where, ∇ log p(y t |y 1:t−1 , θ t ) = ∇ log p(y 1:t |θ t ) − ∇ log p(y 1:t−1 |θ t ).
However, getting Monte Carlo estimates of ∇ log p(y t |y 1:t−1 , θ t ) is difficult due to using different values of θ at each iteration of the sequential Monte Carlo Algorithm. Thus, following LeGland and Mevel (1997) and Poyiadjis et al. (2011) , we make a further approximation, and ignore the fact that θ changes with t. Thus we implement Algorithm 3, but updating θ t at each iteration using the following approximation to this gradient:
∇ logp(y t |y 1:t−1 , θ t ) = S t − S t−1 .
Autoregressive model
The efficiency of the various algorithms is compared in terms of their accuracy at estimating the parameters of the first order autoregressive plus noise model (21). Data is simulated from the model with parameters θ * = (φ, σ, τ ) = (0.9, 0.7, 1) .
Firstly we consider batch estimation methods. We simulated data with 1000 observations and estimated the score vector and observed information matrix The RMS error of the Poyiadjis et al. (2011) O(N 2 ) algorithm given in Figure  2 is initially lower than the error given by our O(N ) implemented with 50,000 particles. However over further iterations the RMS error of both algorithms is approximately equal. Implementing our O(N ) with 100,000 particles produces a further reduction in RMS error and is achieved with a significant reduction in computational time.
The recursive gradient ascent scheme (22) allows us to apply our method for online parameter estimation. Here we compare our method with a fully-Bayesian online method, implemented using the particle learning algorithm (Carvalho et al., 2010) , which uses MCMC moves to update the parameters within a sequential Monte Carlo algorithm. This is an interesting comparison as the particle learning algorithm performs sequential Bayesian parameter estimation. A prior distribution is selected for each of the parameters which is updated at each time point via a set of low-dimensional sufficient statistics. If we assume standard conjugate priors which can be updated recursively, then the state parameters (φ, σ 2 ) at time t will be drawn from a normal-inverse gamma distribution and the observations parameter τ 2 will be drawn from an inverse gamma distribution. Specifically, (φ|x 1:t , y 1:t , σ
2 ) ∼ N (p t , σ 2 q t ), (σ 2 |x 1:t , y 1:t ) ∼ IG(a t /2, b t /2) and (τ 2 |x 1:t , y 1:t ) ∼ IG(c t /2, d t /2), where (p t , q t , a t , b t , c t , d t ) are sufficient statistics which can be updated recursively by standard results from linear model theory (see Appendix B for details of the updates). The priors are initialised with the following hyperparameters, a 1 = 5, b 1 = 3.5, c 1 = 5, d 1 = 5, p 1 = 0.6, q 1 = 1 which are chosen so that the prior distributions are centred around the initial parameter values of the gradient scheme.
We generated 40, 000 observations from the AR(1) plus noise model and considered three different sets of true parameter values, chosen to represent different degrees of dependence within the underlying state process: φ = 0.9, 0.99 and 0.999. We set σ 2 = 1 − φ 2 so that the marginal variance of the state is 1 and fixed τ = 1. We maintain the same initial parameters θ 0 for the gradient scheme as was used for the batch analysis. Figure 3 shows the RMS error of our O(N ) algorithm applied to estimate the parameters θ t , against the particle learning filter over 100 datasets. The results show that the particle learning filter produces a lower RMS error than our algorithm for the first few thousand observations. However the particle learning filter degenerates for very long time-series, particularly in the case of strong dependence (φ = 0.99 and 0.999). This is due to degeneracy in the sufficient statistics that occurs as a result of their dependence on the complete latent process, and the fact that the Monte Carlo approximation to p(x 1:T |y 1:T ) degrades as T increases (Andrieu et al., 2005) . This degeneracy is particularly pronounced for large φ, as this corresponds to cases where the underlying MCMC moves used to update the parameters mix poorly.
Over longer datasets applying the gradient ascent method with our O(N ) algorithm outperforms the particle learning filter. Our method appears to take longer to converge as φ approaches 1. This is because the true parameter values are moving further away from the fixed starting value used to initiate the gradient scheme, however compared to the particle learning filter our method appears to be robust to the choice of φ. For this reason maximum likelihood methods are to be preferred over particle learning when estimating the parameters from a long time series. 
Stochastic volatility model
Stochastic volatility models have been applied extensively to analyse financial time series data (Hull and White, 1987) . The model is a discrete time version of the Black-Scholes option pricing equation that accounts for changes in variance over time:
In this model the observations y t represent the logarithm of the daily difference in the exchange rate and x t is the unobserved volatility. It is assumed that the volatility process is stationary (i.e. 0 < φ < 1), where φ is the persistence in volatility and β is the instantaneous volatility.
Previous approaches to estimating the unobserved state have involved MCMC methods (Kim et al., 1998; Jacquier et al., 1994) . In recent years reliable approximations have been achieved through sequential Monte Carlo methods (Pitt and Shephard, 1999) . Again our method for estimating the score vector and observed information matrix can be incorporated into the Newton-Raphson steepest ascent algorithm (8) to find the maximum likelihood estimates of the model parameters from batch data and recursive data.
A comparison of the parameter estimation algorithms is performed on data simulated from the stochastic volatility model with parameters θ * = (φ, σ, β) = (0.9, 0.25, 0.65) . Figure 4 Figure 5 gives the RMS error of the parameters estimated online using our algorithm with the recursive gradient ascent scheme (22). The parameters are estimated from 40,000 observations generated by the stochastic volatility model and the RMS error is averaged over 100 datasets simulated from this model. Compared to the particle learning filter our algorithm produces lower RMS error which is consistent with the autoregressive model example. The results show that after a few thousand observations particle degeneracy begins to effect the accuracy of the parameter estimates. Whereas our algorithm is robust to the length of the observations. 
Discussion
In this paper a novel approach for estimating the score vector and observed information matrix for nonlinear, non-Gaussian state-space models is presented. Using sequential Monte Carlo methods to estimate the states of the latent process of the state-space model we are able to produce particle approximations of the score vector and observed information matrix. Previous approaches have achieved estimates with quadratically increasing variance at linear computational cost in the number of particles or achieved linearly increasing variance at a quadratic computational cost.
The algorithm we have developed combines techniques from kernel density estimation and Rao-Blackwellisation to yield estimates of both the score vector and the observed information matrix which display only linearly increasing variance, which is achieved at a linear computational cost. The use of kernel density estimation introduces error into the approximation of the score vector, however we have shown that this approximate score vector has expectation zero at the true parameter value. Thus, the resulting gradient ascent scheme uses Monte Carlo methods to approximately find the solution to a set of unbiased estimating equations.
The estimates of the score vector and observed information matrix given by our algorithm can be applied to the gradient ascent and Newton-Raphson algorithms to obtain maximum likelihood estimates of the parameters of the state-space model. This can be achieved in either an offline or online setting where the parameters are estimated from a batch of observations or recursively from observations received sequentially.
We have shown that our algorithm compares favourably with other gradient based methods for offline parameter estimation. For a significant reduction in computational time we can achieve improved parameter estimation over competing methods in terms of minimising root mean squared error. We also com-pared our algorithm to the particle learning filter for online estimation. The particle learning filter performs well initially but degenerates over long series, whereas our algorithm displays lower root mean squared error over longer series of observations. Our method also appears to be robust to the choice of model parameters compared to the particle learning filter which struggles to estimate the parameters when the states are highly dependent.
Faster convergence of our O(N ) algorithm can be achieved by initialising the gradient ascent procedure with parameters closer to the true parameter values. Particle learning could therefore be useful in identifying the region of the parameter space where the true values are found and then selecting initial parameters for the gradient procedure from this region.
It may be possible to use our method for estimating the score vector and observed information matrix to design efficient MCMC proposal distributions which take into account the local geometry of the target distribution. For example, estimates of the score vector could be used in combination with Langevin dynamics (see Neal, 2010) to create a gradient scheme which incorporates parameter uncertainty in a Bayesian manner. For example, the particle Metropolis Hastings algorithm (Andrieu et al., 2010 ) uses a particle filter to gain an unbiased estimate of the likelihood, which is then evaluated within the Metropolis Hastings acceptance ratio. In the same particle filter it would be possible to use our algorithm to estimate the score vector with little increase in computational cost and use this estimate within the proposal mechanism. Further work in this area is ongoing. (1 − λ)λ t−k−1 , which is also equal to (1 − λ)λ s−u . Together these show the coefficients of E θ (φ u (X 1:T |y 1:s ) inS t are of the form specified by Lemma 1, as required.
B Particle learning updates
Parameter updates for the particle learning filter are as follows:
The state model parameters (φ, σ 2 ) are sampled from an normal-inverse gamma distribution, φ|x 1:t , y 1:t , σ 2 ∼ N (p t , σ 2 q t ) and (24) σ 2 |x 1:t , y 1:t ∼ IG(a t /2, b t /2)
where, q t−1 p t−1 + x t−1 x t , a t = a t−1 + 1, b t = b t−1 + (x t − p t x t−1 )x t + (p t−1 − p t )q −1 t−1 p t−1 . The variance of the observation model τ 2 is sampled from an inverse gamma distribution, τ 2 |x 1:t , y 1:t ∼ IG(c t /2, d t /2)
where, c t = c t−1 + 1 and d t = d t + (y t − x t ) 2 .
