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概要: 本論文では, 非負値行列分解をベースとした音楽音
響信号解析のための確率モデルについて述べる. 本モデ
ルは音楽音響信号を対数周波数・時間平面上での 2 次元
畳み込みで表現し, モデルの実質的な複雑さが自動的に最
適な値に調節される機構をもつ. また, 変分ベイズ法に基
づく推論アルゴリズムを導出し, 実際の音楽音響信号に対
して適用した際に通常の非負値行列分解と比べて直観的
な分解が得られること, スパースな学習が行えることを確
認した.
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1 はじめに
近年, 情報技術の発展に伴って大量の音楽デー
タに対する楽曲の内容に基づいた検索技術などへ
の需要が高まっている. このような技術の基盤と
して注目されているものの 1 つに, 非負値行列分
解 (Nonnegative Matrix Factorization; NMF) と
呼ばれる技法に基づいて, 音楽音響信号を構成して
いる特徴的なパターンを抽出する技術がある.
一方で, 古典的な NMF では, 観測スペクトログ
ラムをいくつのパターンで表現するかは事前に与
える必要があるが, この値を適切なものに設定する
ことは一般に容易ではない. また, パターン数をモ
デルにとって最適な値に設定したとしても, 通常の
NMFはその柔軟性から微細なノイズを 1つの音響
パターンとして捉えるなど, しばしば人間にとって
は解釈しづらい結果を抽出することがあった.
そこで本論文では, Nonnegative Matrix Factor
2D Deconvolution(NMF2D) と呼ばれる音楽音響
信号を対数周波数・時間平面上での 2次元畳み込み
で表現した NMFの拡張モデルを, 事前分布として
ガンマ過程を導入することで, モデルの「実質的な」
複雑さが自動的に調節される枠組みへと拡張する.
2 非負値行列分解
非負値行列分解 (Nonnegative Matrix Factor-
ization; NMF)[6, 7] は, 任意の非負値行列 Y 2
R0;MN を基底行列W 2 R0;MK およびアク
ティベーション行列H 2 R0;KN の積で近似す
る手法である.
Y X =WH (1)
音楽音響信号に対して NMFを適用する場合, 観
測された周波数ビン数M , フレーム数 N の振幅ス
ペクトログラムやウェーブレットスペクトログラム
をM N の非負値行列 Y とみなし, その周波数ビ
ン m, フレーム n における成分 Ym;n が K 個の要
素の結合で表現されると仮定するものが多い [9].
NMF は一般的に, 観測行列と再構成行列の間に
何らかの「乖離度」を設計し, これを最小化する
最適化問題として定式化される. この乖離度の設
計によく利用される規準として, 二乗誤差, 一般化
Kullback-Leiblerダイバージェンス [7], 板倉斎藤擬
距離 [2] などが挙げられる. また, これら 3 つを内
包する  ダイバージェンスと呼ばれる規準に基づ
く NMFも存在する [3].
一方で, 二乗誤差, 一般化 Kullback-Leibler ダイ
バージェンス, 板倉斎藤擬距離を規準とした NMF
は, それぞれ観測行列の各要素 Ym;n が再構成行
列の各要素 Xm;n をパラメータにもつ正規分布,
Poisson 分布, 指数分布に従って独立に生成された
と仮定した場合の最尤推定問題と等価であることが
知られている. さらに, Wm;k とHk;n に対して事前
分布を導入することでMAP推定やベイズ推定を行
う枠組みも存在する [1, 4].
また, NMFを拡張し, 観測行列を以下のように時
間に依存するパラメータ  を持つW  と, 音程に
依存するパラメータ  を持つH の 2 次元畳み込
みで表現したモデルを Nonnegative Matrix Factor
2-D Deconvolution(NMF2D)[8]という.
Y X =
T 1X
=0
F 1X
=0
#
W 
!
H (2)
ただし,
#n
A は行列 Aの各行を下に nシフトする操
作,
!n
A は行列Aの各列を右に nシフトする操作で
ある. 例えば,
A =
 
1 2 3
4 5 6
7 8 9
!
(3)
のとき,
#1
A =
 
0 0 0
1 2 3
4 5 6
!
;
!2
A =
 
0 0 1
0 0 4
0 0 7
!
(4)
のようになる. よって, NMF2Dにおける再構成行
列X の各要素 Xm;n は以下のように書き下すこと
ができる.
Xm;n =
KX
k=1
T 1X
=0
F 1X
=0
W m ;kH

k;n  (5)
ここで, F = 1 としたときに Nonnegative Matrix
Factor Deconvolution(NMFD)[10]と, T = 1かつ
F = 1 としたときに NMF と等価なモデルとなっ
ている.
なお, NMF2Dにおいてはそれぞれのスペクトル
パーツの時間, 周波数軸上でのシフト不変性が仮定
されているため, 周波数軸として調波音の周波数の
相対位置が基本周波数に依存しない対数周波数が用
いられることが多い.
3 無限モデル
今まで観測データを表現するための基底数 K は
既知のものとして扱ってきたが, この値を事前に適
切なものに設定することは一般に容易ではない. そ
こで本研究では, 板倉斎藤擬距規準の NMF に対
するノンパラメトリックベイズモデル [4] を参考
に, 一般化 Kullback-Leiblerダイバージェンス規準
の NMF2Dをベースとした無限モデルを構築する.
このモデルを GaP-KL-NMF2Dと呼ぶ. GaP-KL-
NMF2Dは, 潜在的に無限に存在する基底のうちの
一部のみが観測データへのフィッティングの際に表
出する機構を持つ.
まずはじめに, 式 (5)を変形し, k番目の基底に対
するグローバルな重み k を導入した以下のような
分解を考える.
Xm;n =
X
k;;
kW

m ;kH

k;n  (6)
ここで一般化 Kullback-Leibler ダイバージェンス
の最小化を生成モデルとして捉えれば, NMF と同
様に以下のような尤度を考えることができる.
Ym;n  Poisson(
X
k;;
kW

m ;kH

k;n  ) (7)
また, 事前分布としてガンマ過程 [5]を導入する.
具体的には, 各パラメータについて次のような事前
分布を設定する.
k  Gamma( 
K
;) (8)
W m;k  Gamma(aW ; bW ) (9)
Hk;n  Gamma(aH ; bH) (10)
打ち切りパラメータK が無限に近づくにつれて, 上
式はガンマ過程をよく近似するようになる. ガンマ
過程においては, 任意の実数  > 0に対して k > 
となる要素の個数 K+ はほとんど確実に有限であ
ることが知られている. なお, 推論の便宜上, W m;k
と Hk;n の事前分布については Poisson分布の共役
事前分布であるガンマ分布を設定した.
以上より, 最終的に GaP-KL-NMF2D は式 (7),
式 (8), 式 (9)および式 (10)で構成される.
いま我々の目的は, 観測データ Y が与えられた
ときのすべての未知変数の事後分布 p(;W ;HjY )
を計算することである. しかし, この計算は解析的
に行えないため, 本研究では変分ベイズ法を用いて
事後分布の近似を行う. 具体的には以下のような分
解が可能な関数形を持つ分布 q(;W ;H) を考え,
真の事後分布 p(;W ;HjY ) との間の Kullback-
Leibler ダイバージェンスが最小になるように反復
更新することを考える.
q(;W ;H) =
Y
k
q(k)

Y
m;k;
q(W m;k)
Y
k;n;
q(Hk;n) (11)
これは対数周辺尤度 log p(Y )の変分下界 Lを最大
化することと等価であることが知られている. ここ
で, L は以下で与えられる. ただし, Eq[] は引数に
現れる確率変数すべてによる分布 q での期待値を
表す.
log p(Y )  Eq[log p(Y j;W ;H)]
+ Eq[log p()]  Eq[log q()]
+ Eq[log p(W )]  Eq[log q(W )]
+ Eq[log p(H)]  Eq[log q(H)]  L (12)
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(1b) GaP-KL-NMFで推定された E[W ];E[H];E[]
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(1c) GaP-KL-NMF2Dで推定された E[W ];E[H];E[]
図 1 ピアノの多重音に対する実験結果
Lも解析的に求めることはできないが, 対数関数
が凹関数であることから Jensenの不等式を用いて
Lの更なる下界 L0 を設計し, L0 についての最大化
を通して間接的に Lを最大化することができる. ス
ペースの都合上詳細は省略するが, 各パラメータに
ついて閉形式での更新則が導出できる.
4 実験
提案法の動作を確認するための実験を行った. 観
測スペクトログラムは Gabor ウェーブレット変換
(サンプリング周波数 16kHz, 時間分解能 10ms, 周
波数分解能 50cent, 最低周波数 55Hz) によって計
算したものを用いた. また, すべての変分パラメー
タは Gamma(100; 100)から発生させた乱数によっ
て初期化した.
4.1 ピアノの多重音
まずはじめに, 基本的な動作確認のためにピアノ
の多重音に対して適用した. この音源はピアノの
C4, E4, G4音を異なる 7種類の組み合わせで重畳
したものになっている.
比較対象として次のように GaP-NMF[4] を一般
化 Kullback-Leibler ダイバージェンス規準に変更
し, 変分ベイズ法によってパラメータ推定したもの
を用いた. このモデルを GaP-KL-NMFと呼ぶ. ハ
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(2a) 観測スペクトログラム Y
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(2b) GaP-KL-NMF2Dで推定された E[W ];E[H];E[]
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(2c) 有限モデルとの変分下界の比較
図 2 ピアノとトランペットの混合音に対する実験
結果
イパーパラメータはそれぞれ aW = bW = 1; aH =
bH = 1;  = 1に, ガンマ過程の打ち切りはK = 20
に設定した.
Wm;k  Gamma(aW ; bW ) (13)
Hk;n  Gamma(aH ; bH) (14)
k  Gamma( 
K
;) (15)
Ym;n  Poisson(
X
k
kWm;kHk;n) (16)
また, GaP-KL-NMF2D ではハイパーパラメー
タはそれぞれ aW = bW = 1; aH = bH = 1;  = 1,
畳み込みは T = 50; F = 24, ガンマ過程の打ち切り
はK = 20とした.
観測スペクトログラム, GaP-KL-NMF による
分解, GaP-KL-NMF2D による分解を図 1 に示す.
GaP-KL-NMF では 5 つの基底が主にアクティブ
となり, そのうち 3つの基底がピアノの調波音に, 2
つの基底がアタック音に対応した. 一方, GaP-KL-
NMF2D では 1 つの基底のみがアクティブとなり
ピアノ音に対応している.
4.2 ピアノとトランペットの混合音
次に, ピアノとトランペットの混合音に対して適
用した場合の動作について述べる. 比較対象として
次のような NMF2Dの有限モデルを用いた.
W m;k  Gamma(aW ; bW ) (17)
Hk;n  Gamma(aH ; bH) (18)
Ym;n  Poisson(
X
k;;
W m ;kH

k;n  ) (19)
いずれもハイパーパラメータは aW = bW =
0:1; aH = bH = 0:1, 畳み込みは T = 50; F = 24
とした. また, GaP-KL-NMF2Dについて  = 1と
し, ガンマ過程の打ち切りはK = 20とした.
観測スペクトログラム, GaP-KL-NMF2Dによる
分解, 無限モデルと有限モデルの変分下界の値を図
2 に示す. GaP-KL-NMF2D では, 2 つの基底が主
にアクティブとなり, それぞれピアノとトランペッ
トのスペクトルに対応した. また, 実質的なモデル
の複雑さが自動的に調節されて最適な値となって
いる.
5 おわりに
本研究では GaP-KL-NMF2Dと呼ぶスペクトロ
グラムの確率的生成モデルについて述べた. 今後は
楽曲のジャンルやコード進行, 楽器などの潜在的な
パラメータを陽に扱うことで, より音楽音響信号の
解析に適した階層モデルを構築していきたい.
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付録 A 確率分布の表記
本論文内で用いた確率分布の表記は以下の通りで
ある.
Poisson(xj) = 
x
 (x+ 1)
e 
Gamma(xja; b) = 1
 (a)
baxa 1e bx
付録 B ガンマ過程

を全事象, F を -集合族とする. いま, (
;F)
上の測度 G が集中度パラメータ  と基底測度 G0
のガンマ過程に従う (G   P(;G0))とは, 次の 2
つを満たすものをいう.
1. 任意の A 2 F について
G(A)  Gamma(G0(A); )
が成り立つ.
2. 任意の互いに素な A1; A2 2 F について
G(A1); G(A2)は独立である.
