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Abstrak— Proses clustering dengan algoritma K-Means pada 
dataset yang memiliki banyak atribut akan mempengaruhi 
besarnya jumlah iterasi. Pada penelitian ini, metode 
Information Gain digunakan untuk mereduksi atribut 
dataset. Dataset yang telah direduksi atribut akan 
dilanjutkan proses clustering dengan K-Means. Dataset yang 
dianalisis pada penelitian ini adalah data Hepatitis C Virus 
yang diperoleh dari UCI Machine Learning Repository, 
dengan 29 atribut dan 1385 jumlah data. Hasil penelitian ini 
menunjukkan bahwa rata-rata jumlah iterasi yang diperoleh 
dari 10 kali pengujian dengan menggunakan K-Means 
konvensional diperoleh rata-rata sebesar 32 iterasi, 
sedangkan K-Means dengan reduksi atribut diperoleh rata-
rata sebesar 27.7 iterasi. Nilai validitas cluster dihitung 
menggunakan Davies-Bouldin Index (DBI). Nilai DBI pada K-
Means konvensional sebesar 2.1972, sedangkan DBI pada K-
Means yang telah direduksi 1 atribut sampai 5 atribut 
diperoleh nilai rata-rata DBI masing-masing sebesar 2.0290, 
1.8771, 1.8641, 1.8389, dan 1.8117. 
 




Clustering adalah proses pengelompokan objek data 
menjadi beberapa cluster yang terpisah sehingga data yang 
ada  di dalam masing-masing cluster tersebut menjadi 
sebuah kelompok data yang memiliki kemiripan yang 
relatif sama [1]. Ada banyak teknik yang dapat digunakan 
untuk proses clustering seperti Single Linkage, Complete 
Linkage, Average Linkage, Fuzzy C-Means, Kohonen 
SOM, LVQ dan K-Means [2]. 
 Salah satu permasalahan pada proses clustering dengan 
algoritma k-means adalah banyaknya  atribut dataset yang 
menyebabkan bertambahnya jumlah iterasi [3]. Metode 
seleksi fitur dapat digunakan untuk mereduksi atribut 
dataset [4]. Pada penelitian ini, metode seleksi fitur  yang 
digunakan adalah Informatin Gain.  Metode ini digunakan 
untuk mereduksi atribut dataset, yaitu satu atribut, dua 
atribut, tiga atribut, empat atribut dan lima atribut.  Setelah 
direduksi atribut dataset, akan dilanjutkan proses clustering 
dengan algoritma k-means dan selanjutnya akan dianalisis 
hasil validasi dengan menggunakan Davies-Bouldin Index. 
Davies-Bouldin index merupakan salah satu metode 
yang bertujuan untuk menganalisis peningkatan hasil 
clustering dengan mengevaluasi besarnya nilai kohesi dan 
separasi [5]. 
Pada penelitian data yang akan dianalisis yaitu data 
Hepatitis C Virus Dataset yang diperoleh dari UCI 
Machine Learning Repository [6]. Dataset yang direduksi 
atribut akan dianalisis pengaruhnya terhadap jumlah iterasi 
dan optimasi hasil evaluasi clustering pada algoritma k-
means. 
II. TINJUAN PUSTAKA 
A. Reduksi Atribut Dataset 
Reduksi atribut merupakan proses untuk 
mengidentifikasi dan menghilangkan atribut dengan nilai 
yang tidak relevan atau berlebihan [3]. Pada penelitian ini 
dilakukan seleksi atribut dengan menggunakan Information 
Gain, selanjutnya dilakukan proses clustering dengan 
algoritma k-means. 
B. Information Gain 
Information gain merupakan salah satu metode seleksi 
fitur yang banyak dipakai oleh peneliti untuk menentukan 
batas dari kepentingan sebuah atribut [7]. Nilai information 
gain diperoleh dari nilai entropy sebelum pemisahan 
dikurangi dengan nilai entropy setelah pemisahan. 
Pengukuran nilai ini hanya digunakan sebagai tahap awal 
untuk penentuan atribut yang nantinya akan digunakan atau 
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dibuang. Atribut yang memenuhi kriteria pembobotan yang 
nantinya akan digunakan dalam proses klasifikasi sebuah 
algoritma [8]. Pemilihan fitur dengan information gain 
dilakukan dalam 3 tahapan, yaitu:   
1. Menghitung nilai information gain untuk setiap 
atribut dalam dataset original. 
2. Tentukan batas (treshold) yang diinginkan. Hal ini 
akan memungkinkan atribut  yang  berbobot sama 
dengan batas atau lebih besar akan dipertahankan 
serta membuang atribut yang berada dibawah batas.   
3. Dataset diperbaiki dengan pengurangan atribut. 
Pengukuran atribut ini pertama kali dipelopori oleh 
Claude Shannon didalam teori informasi (Gallager 
and Fellow2001) serta dituliskan sebagai berikut:   
 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑠) = ∑ − 𝑝𝑖 
𝑐
𝑖 𝑙𝑜𝑔2  𝑝𝑖       (1) 
 




𝑗=1  𝑥 𝐼 (𝐷𝑗)         (2) 
 
 Gain (A) = I (D) – I (A)                  (3) 
 
Keterangan:    Gain (A)   = Information atribut A 
I (D)    = Total entropy  
I (A)      = entropy A  
 
C. Algoritma K-Means 
Salah satu metode dalam teknik data mining yang dapat 
digunakan untuk mengelompokkan data atau Clustering 
sebuah data kedalam bentuk satu cluster atau lebih cluster 
adalah k-means[9]. Sarwono mengemukakan secara detail, 
algoritma K-Means adalah sebagai berikut yaitu  : 
1. Tentukan nilai k sebagai jumlah cluster  yang 
diinginkan. 
2. Tentukan  nilai acak atau random untuk pusat cluster 
awal centroid sebanyak k, dengan menggunakan 
rumus jarak  untuk menghitung jarak Euclidean 
Distance yaitu : 
 
𝑑(𝑥𝑖, 𝜇𝑗) = √∑ (𝑥𝑖 − 𝜇𝑗)2     
n
i=1
       (4) 
     
Dimana:      xi = data kriteria 
     µj = centroid pada cluster ke-js 
 
3. Kelompokkan data berdasarakan nilai jarak terkecil 
setiap data.  
4. Perbaharui centroid baru dari rata-rata cluster dengan 
persamaan: 
 
        𝜇𝑗(𝑡 + 1) =
1
𝑁𝑠𝑗
∑ 𝑥𝑗            𝑗∈𝑠𝑗   (5) 
 
Keterangan : µj(t+1) = centroid baru pada iterasi (t+1) 
           Nsj = Data pada cluster Sj 
 
5. Lakukan perulangan dari langkah 2 hingga 5, sampai 
anggota tiap cluster tidak ada yang berubah.  
 
D. Davies-Bouldin Index 
Untuk mengevaluasi hasil cluster pada suatu metode 
clustering dapat menggunakan metode Davies-Bouldin 
Index. Landasan dari metode ini adalah nilai kohesi dan 
separasi [10]. 
Pada proses clustering, kohesi merupakan  jumlah dari 
kedekatan data terhadap centroid dari cluster yang diikuti. 
Sedangkan separasi didasarkan pada jarak antar centroid 
dari cluster tersebut [11]. 
Langkah-langkah untuk menghitung nilai Davies-
Bouldin Index adalah sebagai berikut [12]: 
1) Sum of Square Within cluster (SSW): Rumus yang 
digunakan untuk mencari matriks kohesi dalam sebuah 




∑ 𝑑(𝑥𝑗, 𝑐𝑖)𝑚𝑖𝑗=1           (6) 
 
2) Sum of Square Between cluster (SSB): Sebuah 
persamaan untuk mengenali fungsi pemisah antar cluster, 
seperti persamaan berikut [13] : 
𝑆𝑆𝐵𝑖, 𝑗 = 𝑑(𝑐𝑖, 𝑐𝑗)                (7) 
 
3) Ratio (Rasio): Memabandingkan nilai cluster i dan 




          (8) 
 
4) Davies-Bouldin Index (DBI): Setelah didapatkan 
nilai  rasio, akan diguunakan untuk mencari nilai Davies-






𝑖=1          (9) 
 
Adapun semakin kecil nilai DBI yang diperoleh (non-
negatif >= 0), maka akan semakin baik cluster algoritma K-
Means [15]. 
III. METOE PENELITIAN 
Framework reduksi atribut dataset dengan Information 














Gambar. 1 Framework proses reduksi atribut dengan information gain 
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Adapun nilai gain yang terkecil akan dilakukan proses 
clustering dengan algoritma k-means. Proses reduksi 
dilakukan sebanyak 5 kali pereduksian. Masing-masing 
reduksi satu atribut, dua atribut, tiga atribut, empat atribut, 
sampai lima atribut. Selanjutnya, dianalisis hasil evaluasi 
clustering dengan DBI untuk mengetahui reduksi atribut 
data yang paling optimal.  
Untuk Framework reduksi atribut dataset dalam 
optimasi cluster algoritma k-means secara keseluruhan 




















Gambar. 2 Framework penelitian keseluruhan 
 
Berdasarkan gambar diatas, adapun langkah-langkah 
dalam penelitian ini yaitu: 
1. Input Dataset Original. 
2. Proses reduksi atribut dengan Information Gain.  
3. Pembentukan Dataset baru setelah direduksi. 
4. Proses Clustering dengan K-means. 
5. Evaluasi hasil clustering dengan Davies Bouldin Index. 
6. Optimasi Cluster K-Means (Jumlah iterasi berkurang). 
IV. HAIL 
A. Nilai Information Gain pada Hepatitis C Virus 
Dataset 
Berdasarkan persamaan (1), (2), dan (3) diperoleh hasil 











1 Age 0,0019881  
2 Gender 0,0034777  
3 BMI Body Mass .. 0,0046983  
4 Fever  0,0011359  
5 Nausea/Vomting 0,0026763  
6 Headache 0,0000891 Reduksi 1 
7 Diarrhea 0,0007394  
8 Fatigue & .. 0,0010000  
9 Jaundice 0,0019145  
10 Epigastric pain 0,0034203  
11 WBC White blood .. 0,0000943 Reduksi 2 
12 RBC red blood cells 0,0016022  
13 HGB Hemoglobin 0,0011803  
14 Plat Platelets 0,0008341  
15 AST 1 aspartate.. 0,0005072  
16 ALT 1 alanine .. 0,0011256  
17 ALT 4 alanine.. 0,0010269  
18 ALT 12 alanine .. 0,0004240 Reduksi 5 
19 ALT 24 alanine .. 0,0002474 Reduksi 4 
20 ALT 36 alanine .. 0,0001732 Reduksi 3 
21 ALT 48 alanine.. 0,0004936  
22 ALT after 24 w.. 0,0027067  
23 RNA Base 0,3361371  
24 RNA 4 RNA 4 0,3679658  
25 RNA 12 RNA 12 0,0026596  
26 RNA EOT .. 0,0004377  
27 RNA EF RNA .. 0,0041398  
28 Baseline histological 0,0006377  
29 Baseline staging 0,0167970  
 





Gambar. 3 Diagram hasil information gain pada hepatitis C virus dataset 
 
Nilai information gain terkecil adalah atribut ke-6, 
kedua adalah atribut ke-11, ketiga adalah atribut ke-20, 
reduksi  keempat adalah atribut ke-19, dan reduksi kelima 
adalah atribut ke-18. Adapun pada penelitian ini, atribut 
yang direduksi adalah atribut dengan nilai information gain 
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terkecil. Proses pereduksian dengan reduksi satu atribut, 
dua atribut, tiga atribut, dan empat atribut. Selanjutnya 
akan di analisis hasil komparasinya dengan DBI. 
B. Proses Clustering dengan K-Means 
Hasil perhitungan clustering dengan algoritma k-means 
dengan reduksi atribut dapat dilihat pada tabel 1, atribut 
Headache(x6) direduksi karena memperoleh nilai 
Information Gain terkecil sebesar 0.0000891. Pada 
pengujian kali ini dilakukan sebanyak 10x pengujian yang 
diperlihatkan pada tabel 2 berikut: 
TABEL III 








1 37 30 
2 32 26 
3 29 33 
4 33 32 
5 25 28 
6 38 30 
7 33 30 
8 30 31 
9 35 30 
10 28 35 
Rata-rata  32 30,5 
 
Berdasarkan Tabel 2, pengujian K-Means konvensional 
memperoleh jumlah iterasi terbesar untuk menyelesaikan 
proses clustering sebesar 38 iterasi, pada pengujian ke 5 
diperoleh jumlah iterasi terendah sebesar 25 iterasi. 
Sedangkan menggunakan K-Means dengan mereduksi satu 
atribut diperoleh jumlah iterasi terbesar pada pengujian ke 
10 sebesar 35 iterasi, pada pengujian ke 2 diperoleh jumlah 
iterasi terendah sebesar 26 iterasi.  
Rata-rata jumlah iterasi yang diperoleh dari masing-
masing 10x pengujian dengan menggunakan K-Means 
konvensional diperoleh rata-rata sebesar 32 iterasi, 
sedangkan dengan k-means dengan reduksi satu atribut 
diperoleh rata-rata sebesar 30.5 iterasi. 
 
Gambar. 4 Grafik hasil clustering k-means dengan reduksi satu atribut 
Atribut Headache(x6) dan WBC White Blood Cell(x11) 
direduksi karena memperoleh nilai Information Gain 2 
terkecil masing-masing sebesar 0.0000891 dan 0.0000943. 
Pada pengujian kali ini dilakukan sebanyak 10x pengujian 
yang diperlihatkan pada tabel 3 berikut: 
 
TABEL IIIII 







1 37 31 
2 32 25 
3 29 30 
4 33 37 
5 25 29 
6 38 30 
7 33 25 
8 30 30 
9 35 31 
10 28 31 
Rata-rata 32 29,9 
 
Berdasarkan Tabel 3, pada pengujian K-Means 
konvensional memperoleh jumlah iterasi terbesar untuk 
menyelesaikan proses clustering sebesar 38 iterasi, pada 
pengujian ke 5 diperoleh jumlah iterasi terendah sebesar 25 
iterasi. Sedangkan menggunakan K-Means dengan 
mereduksi dua atribut diperoleh jumlah iterasi terbesar 
pada pengujian ke 4 sebesar 37 iterasi, pada pengujian ke 2 
dan ke 7 diperoleh jumlah iterasi terendah sebesar 25 iterasi. 
Rata-rata jumlah iterasi yang diperoleh dari masing-
masing 10x pengujian dengan menggunakan K-Means 
konvensional diperoleh rata-rata sebesar 32 iterasi, 
sedangkan dengan k-means dengan reduksi dua atribut 
diperoleh rata-rata sebesar 29.9 iterasi. 
 
Gambar. 5 Grafik hasil clustering k-means dengan reduksi dua atribut 
 
Atribut Headache(x6), WBC White Blood Cell(x11) dan 
ALT 36(x20) direduksi karena memperoleh nilai 
Information Gain 3 terkecil masing-masing sebesar 
0.0000891, 0.0000943 dan 0.0001732. 
Berdasarkan tabel 4, pada pengujian K-Means 
konvensional memperoleh jumlah iterasi terbesar untuk 
menyelesaikan proses clustering sebesar 38 iterasi, pada 
pengujian ke 5 diperoleh jumlah iterasi terendah sebesar 25 
iterasi. Sedangkan menggunakan K-Means dengan 
mereduksi tiga atribut diperoleh jumlah iterasi terbesar 
pada pengujian ke 8 sebesar 33 iterasi, pada pengujian ke 6 
diperoleh jumlah iterasi terendah sebesar 25 iterasi. 
Rata-rata jumlah iterasi yang diperoleh dari masing-
masing 10x pengujian dengan menggunakan K-Means 
konvensional diperoleh rata-rata sebesar 32 iterasi, 
sedangkan dengan k-means reduksi tiga atribut diperoleh 
rata-rata sebesar 29.1 iterasi. Pengujian diperlihatkan pada 
tabel 4 berikut: 
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TABEL IVV 







1 37 28 
2 32 29 
3 29 30 
4 33 30 
5 25 31 
6 38 25 
7 33 28 
8 30 33 
9 35 29 
10 28 28 
Rata-rata 32 29,1 
 
 
Gambar. 6 Grafik hasil clustering k-means dengan reduksi tiga atribut 
Atribut Headache(x6), WBC White Blood Cell(x11), ALT 
36(x20) dan ALT 24(x19) direduksi karena memperoleh nilai 
Information Gain 4 terkecil masing-masing sebesar 
0.0000891, 0.0000943, 0.0001732 dan 0.0002474. 
Pengujian kali ini dilakukan sebanyak 10x pengujian 
diperlihatkan pada tabel 5 berikut: 
TABEL V 







1 37 30 
2 32 26 
3 29 24 
4 33 31 
5 25 27 
6 38 30 
7 33 25 
8 30 30 
9 35 30 
10 28 27 
Rata-rata 32 28 
 
Berdasarkan Tabel 5, pada K-Means konvensional 
memperoleh jumlah iterasi terbesar untuk menyelesaikan 
proses clustering sebesar 38 iterasi, pada pengujian ke 5 
diperoleh jumlah iterasi terendah sebesar 25 iterasi, 
sedangkan menggunakan K-Means dengan mereduksi 
empat atribut diperoleh jumlah iterasi terbesar pada 
pengujian ke 4 sebesar 31 iterasi, pada pengujian ke 3 
diperoleh jumlah iterasi terendah sebesar 24 iterasi. 
Rata-rata jumlah iterasi yang diperoleh dari masing-
masing 10x pengujian dengan menggunakan K-Means 
konvensional diperoleh rata-rata sebesar 32 iterasi, 
sedangkan dengan k-means reduksi empat  diperoleh rata-
rata sebesar 28 iterasi. 
 
 
Gambar. 7 Grafik hasil clustering k-means dengan reduksi empat atribut 
Atribut Headache(x6), WBC White Blood Cell(x11), ALT 
36(x20), ALT 24(x19) dan  ALT 12(x18) direduksi karena 
memperoleh nilai Information Gain 5 terkecil masing-
masing sebesar 0.0000891, 0.0000943, 0.0001732, 
0.0002474 dan 0.0004240. Pada pengujian kali ini 
dilakukan sebanyak 10x pengujian diperlihatkan pada tabel 
6 berikut: 
TABEL VI 







1 37 28 
2 32 29 
3 29 28 
4 33 25 
5 25 30 
6 38 25 
7 33 28 
8 30 25 
9 35 26 
10 28 33 
Rata-rata 32 27,7 
 
Berdasarkan Tabel 6, pada pengujian K-Means 
konvensional memperoleh jumlah iterasi terbesar untuk 
menyelesaikan proses clustering sebesar 38 iterasi, pada 
pengujian ke 5 diperoleh jumlah iterasi terendah sebesar 25 
iterasi. Sedangkan menggunakan K-Means dengan 
mereduksi lima atribut diperoleh jumlah iterasi terbesar 
pada pengujian ke 10 sebesar 33 iterasi, pada pengujian ke 
4, 6 dan 8 diperoleh jumlah iterasi terendah sebesar 25 
iterasi. 
Rata-rata jumlah iterasi yang diperoleh dari masing-
masing 10x pengujian dengan menggunakan K-Means 
konvensional diperoleh rata-rata sebesar 32 iterasi, 
sedangkan dengan k-means reduksi lima atribut iperoleh 
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Gambar. 8 Grafik hasil clustering k-means dengan reduksi lima atribut 
 
C. Nilai Davies-Bouldin Index (DBI) 
Hasil perhitungan nilai DBI pada K-Means konvensional 
dengan K-Means yang direduksi atribut dapat dilihat pada tabel 
komparasi berikut: 
TABEL VII 
KOMPARASI NILAI DBI 
Nilai Davies-Bouldin Index (DBI)  
K-Means 
K-Means + Reduksi Atribut  
1 2 3 4 5 
2.1972 2.0290 1.8771 1.8641 1.8389 1.8117 
 
Berdasarkan tabel 7, nilai DBI pada k-means konvensional 
sebesar 2.1972, sedangkan DBI pada K-Means yang telah 
direduksi 1 atribut sampai 5 atribut diperoleh nilai DBI masing-
masing sebesar 2.0290, 1.8771, 1.8641, 1.8389, dan 1.8117, 
seperti pada grafik dibawah ini. 
 
Gambar. 9 Grafik komparasi nilai DBI  
V. KESIMPULAN 
Berdasarkan hasil penelitian yang telah dilakukan, 
metode reduksi atribut Information Gain mampu 
mengoptimasi cluster algoritma k-means. Nilai evaluasi 
clustering Davies Bouldin Index terbaik adalah pada 
reduksi atribut  ke  lima sebesar 1,8117. Adapun nilai DBI 
pada k-means sebelum direduksi atribut adalah sebesar 
2,1972.  Hasil  penelitian ini juga menunjukkan bahwa 
metode Information Gain dapat mengurangi jumlah iterasi 
pada proses clustering K-Means., dengan rata-rata jumlah 
iterasi pada K-Means sebelum direduksi adalah 32 iterasi. 
Rata-rata jumlah iterasi pada K-Means dengan reduksi satu 
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