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ABSTRACT
A method of cluster analysis is presented in which
points in n-dimensional space are analyzed through a sub-
divisive procedure. The points are orthogonally projected
onto that line which maximizes their variance and the
resulting point distribution is then analyzed with the use
of a histogram. Wherever possible, divisions between con-
glomerates of points are made and each separate clump is
subsequently analyzed. Ultimately adjacent groups are
combined and analyzed through an analogous technique in an
effort to re-unite any points which may have inadvertently
deviated from the group with which they truly associate.
The method is later refined to allow the detection of groups
in several point dispersions which would have appeared as a
single conglomeration under the original method. An example
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A. EXPLANATION OF THE PROBLEM
It is frequently necessary to classify or distinguish
between events or objects. The course of one's everyday
life involves numerous automatic and casual classifications.
For example, without an acute conscious awareness it is
possible to discriminate between man and woman, bees and
birds, or various colors. In effect, an entity is charac-
terized through the outcome of the observations of several
classification characteristics or variates. In cases where
the classification is less obvious, each of these n
classification variates may be treated as a dimension in
n-dimensional space. The individual specimens on which the
observations are being made may then be conceived of as
points or n-dimensional vectors plotted on a multi-
dimensional coordinate system whose axes are the scales of
the specimen characteristics. Thus, every subject can be
represented by one point in space.
Cluster analysis is a method of estimating the true
groupings of these points. If one were observing character-
istics of a sample from k different populations, p-j_, P2>
...p , p., p. , . ..pV/ he would then want to dividei-1 1 l+l K
n-dimensional space into k mutually exclusive and collec-
tively exhaustive regions, r^ r 2 ,....r i _ 1 , r^, r i+ i/ -••> rx'
with the rule or procedure of assigning an individual to
p^ if he belongs to r^. In other words, cluster analysis

circumscribes the k areas of high point density in
hyperspace with multi-dimensional boundaries which define
divisions between the k populations.
A procedure which could accomplish this has wide
applicability. For example, the dispersion of human chromo-
somes as they appear on a photograph of mitosis involves a
two-dimensional array of points; the dispersion of stars
involves a three-dimensional array: bacterial classifica-
tion could involve an n - dimensional array as would any
taxonomical problem in which n characters of m species
are treated as variates and represented by m points in
n-dimensional space. Information on the true grouping of
the species could be obtained from the point grouping as
seen through cluster analysis. Thus, most investigations
into the classifications of objects or dispersion of things
require the elucidation of spatial groupings.
B. GENERAL
There are two distinct methods of attacking the cluster
analysis problem. The first of these is the agglomerative
method which starts with a single point as the "group" and
adds to it others which satisfy certain criteria. A group
is formed when no new points can be added to the existing
conglomeration; another starting point is then chosen and
the process iterates to determine the second group. This
technique is continued until all points are allocated to one
of the k groups. Thus, groups are built up from the
individual points and in this manner n-dimensional space is

divided into k mutually exclusive and collectively
exhaustive regions. The other method of approach employs
subdivisive techniques which arrive at an ultimate partition
of n-dimensional space through an initial partition, or
possibly several initial partitions, of n-dimensional space
and subsequent divisions of each of those partial spaces.
C. HISTORY
The area of cluster analysis has received ever increas-
ing attention over the last four decades by those interested
in classification methods. Four of the more renowned pro-
cedures are briefly reviewed; if it is desired to learn more
concerning any of these methods the list of references will
be helpful in directing the reader to sources of greater
detail. In 1933, Hotelling devised a principle component
analysis method of grouping points which involved the
successive elimination of dimensions. Points are projected
orthogonally from a. multi-dimensional space into a space of
fewer dimensions which retains "maximum information." Said
differently, those characteristics having the least amount
of variability among their observations are eliminated and
the space reduced. This process is continued until the
points are finally in an observable space.
The weighted mean pair method developed by Sokal and
Michener (1958) and altered by Rogers (1959) has been
applied to entomological problems. The procedure, again
updated in 1963 by Sokal and Sneath, involves operations
performed with an initially constructed m by m symmetric

matrix, where m is the number of points. The resemblance
between two specimens is the proportion of the number of
characteristics measured which they have in common. Thus,
the larger this similarity ratio, the more alike are the
specimens. Then a distance, d^j, between any two points,
Cj_ and Cj , i, j = i, 2,...m / is defined as djj = -log s^,
where s. . is the similarity ratio between points c. and
c-. It is interesting to notice that as s^ approaches 1,
d^- approaches 0. Thus, the symmetric similarity matrix
(d^) is in effect a mileage chart in semi-metric space,
showing distance between any two points c^ and c^. Then
an overall number, H . , is computed for each point Cj_,
where H-^ = ^_ d^ j , j = 1, 2,...m, and i = j. The point
j
possessing the smallest H-^ value is designated as the
prime node and becomes the first member of the group.
Without loss of generality it can be labeled c, . The
point closest to c^, c., is then added to the group if its
similarity coefficient satisfies certain specified criteria.
With this, the first and i rows and columns of the
matrix are deleted, one new row and column representing the
combination of the similarity coefficients of C]_ and c^
added, and the process repeated for the n-1 order matrix.
This method continues until no new points have similarity
coefficients which satisfy the group entry criterions. Then
a smallest Hj_ value is computed for those points which
were not admitted to the group and the process iterates to




In 1959, Williams and Lambert concerned themselves with
the case of an n x m data matrix X, where n is the
number of points and m is the number of variates, consist-
ing entirely of presence or absence data (1 or respec-
tively) . Originally they applied their method to taxonomic
problems in ecology, where the variates were the different
plant characteristics present or absent in m individuals.
The m points are divided into two subsets on the basis of
the variate k which "best" separates them (in a well-
defined sense) : One set being those that contain k, the
other being those that do not. If it is feasible to divide
the groups with respect to any of the remaining variates,
the appropriate dimension is chosen and the process con-
tinued.
Edwards and Cavalli-Sforza (1965) developed an accurate
but highly tedious subdivisive procedure. Noting that the
best division between clusters would be that which resulted
in the two clusters being as dense as possible, they proceed
to separate the points into two groups through every possi-
ble division of points. They then choose that division
which maximizes the between group variance and minimizes
the within group variance. The procedure is repeated for
each group with a weighting factor, the associated between
clusters sum of squares, to describe the importance of each
division. Note that the drawback to this method lies in the
computational labor of examining all splits. The authors
admit that (n-1) 2n~H seconds are required on a computer

with a five microsecond access time; that is, twenty-one
points require 100 hours and forty-one points require 54,000
years.
Presented in the following pages is a method of cluster
analysis. An example is given to show how the procedure is





The procedure presented in this paper employs subdivi-
sive techniques. The method involves the orthogonal
projection of points in n-dimensional space onto a one-
dimensional line and an analysis of the resulting point
distribution. In order to facilitate the group detection
process, it seems desirable to determine that line which
provides maximum separation between the group projections.
The difficulty in doing this emanates from not knowing which
points associate to form groups. A second impediment is
that the meaning of maximum separation between groups is not
clear. The concept of maximizing separation between groups
is subject to several different interpretations, two of
which follow: the line providing maximum separations
between groups is obtained when (1) the sum of the distance
between the closest points of all adjacent groups is a maxi-
mum or (2) any two adjacent groups have a maximum separa-
tion, that is, the separation between the projections of two
adjacent groups is greater than the separation between the
projections of any other adjacent groups on any line.



















The line on which the sum of the distances between the
closest points of all adjacent group projections is a maxi-
mum is / . . That is, the sum of the distance between
groups one and two plus that between groups two and three is
greatest when projected on line X ±. It thus corresponds
to the first interpretation. The maximum separation
between the projections of two groups, r-|_ and r 2 is pro-
vided by X 2' There is no line on which the projections of
any two adjacent groups are separated by a distance greater
than that between groups r-^ and r 2 on line a 2 . Thus,
j[ 2 provides maximum separation with respect to the second
interpretation.
Inherent to subdivisive methods is the possibility of
erring by assigning a point to a group with which it does
not conglomerate. It is, therefore, desirable to make divi-
sions between groups in a manner which minimizes the proba-
bility of introducing such error. Thus, in every case it is
advantageous to work with lines analogous to X 2 because it
provides a maximum amount of separation between two high
density point areas which are to be divided into two groups.
In this manner, it reduces the probability of erring by
assigning points to the wrong group. However, certain point
dispersions which result in well-defined groups enhance the
utility of lines analogous to *• , which has the advantage of
dictating more divisions per iteration.
One line which maximizes the separation between groups
under the first interpretation is that line which maximizes
12

the between group variance and minimizes the within group
variance. However, inadequate knowledge concerning those
vectors which conglomerate or which points associate to
form groups makes this method non-functional computation-
ally; in this form it involves the analysis of all possible
divisions of points into groups and the subsequent projec-
tion of each combination onto the most suitable line. The
computational labor of such an analysis rivals that of the
method of Edwards and Cavalli-Sforza mentioned earlier.
B. THE APPROPRIATE LINE
The line which is used is not as discriminating as that
which maximizes the between group variance and minimizes
the within group variance, but is computationally more
accessible. The basic analytical tool is chosen to be that
one-dimensional ray on which the variance of the ortho-
gonally projected points is a maximum. Several point dis-
tributions can be formed for which that line which maximizes
the variance of the projected points does not coincide with
or even lie near that line which maximizes the separation
between groups. However, it does appear to be a reasonable
line in that in most cases it provides a point distribution
which is very auspicious to group detection in later analy-
sis. The problems arising when this line is not favorable
are reckoned with later. The problem of finding a line
which maximizes the variance of the orthogonally projected
points can be formulated as a non-linear programming
problem. The objective function is to maximize the variance
13

of the projected points on a line given by the direction of
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Setting the partial derivative of the Lagrangian with
respect to each variable equal to zero gives necessary con-
ditions from which the optimal vector, u, can be found.
For the k component of u:
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Setting ~—^ = Dik yields
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c . . u- -2 X uv , h= 1, ...n, asxj j j^ .
a necessary condition. Differentiating the Lagrangian with
respect to the Lagrange multiplier, A , and setting the
derivative equal to zero yields the constraint
(2) u-, + . . . + ^ = 1 .
Thus, u is found through the solution of a system of n+1
equations in n+1 unknowns, u^/ U2,..., un . There are n
equations of the form (1) and there is one equation of
form (2) . It is important to notice that setting the first
partial derivatives of the Lagrangian equal to zero is a
necessary but not a sufficient condition for a maximum. In
fact, on rare occasions when the rank of the Jacobian of
the constraint equations is less than m, the number of
17

constraints, these conditions are not even necessary. That
is, for a set of constraints possessing a singular Jacobian,
there may exist solutions which maximize or minimize the
objective functions which will not be found using the first
partial derivative of the Lagrangian technique. This will
be ignored here, however. Since there is no guarantee that
a solution to the above system of equations maximizes the
objective function, it is imperative that all solutions be
obtained. The unit vector which maximizes the variance of
the projected points will be one of those solutions and can
be identified as the maximum through its substitution into
the objective function.
C. UNDERLYING THEORY
Before delving further into the details of the procedure,
one assumption can be made from which two important observa-
tions follow; it is hypothesized that the n-dimensional
hypervolume spanned by the points of any group is nearly a
hyper ellipsoid whose lengths along the axes are real
numbers greater than or equal to zero. This assumption
seems consistent with expectations since a hyper ellipsoid
is the shape of the hypervolume that the points will most
likely span. Furthermore, it imposes virtually no constraint
since it permits the spatial dispersion of points of any
group to generate a multi-dimensional hypervolume of many




The assumption that the hypervolume spanned by the
points is a hyperellipsoid results in the first observation
—that a curve-fitted histogram plot of the distribution of
points of any group projected on a line has a bell-like
structure similar to that of the normal density; further-
more, the effect is especially inherent to groups of high
point density. This phenomenon can be reasoned as follows:
X ]_, will represent the line onto which the points are to be
orthogonally projected and the two-dimensional case will be
considered. A sufficient number of equidistant parallel
lines, w-j_, W2 , . . . , w • , can be constructed which completely
bound and divide the entire group. The value of j would
depend upon the distance between lines. In Figure 2 below,
it can be observed that the expected number of points of the
i
i r | | ft
! i « TT^x!
Figure 2
group contained between Wg and Wg is greater than that
contained between W3 and W4» which in turn is greater
than that between Wj_ and W2. Hence, the curve-fitted
histogram can be expected to exhibit a bell-like structure.
Figure 3 indicates that the orientation of the group with
respect to the line is free to vary without altering this
result. Now generalizing this two-dimensional analysis





the line onto which the points are to be projected. Then,
as before, it is possible to construct a sufficient number
of equidistant parallel (n-1) -dimensional hyperplanes,
wl' w2' •••' w j ' to completely bound and divide the hyper-
ellipsoid. Then, intuitively, the expected number of points
contained between two adjacent hyperplanes passing through a
"thick" portion of the ellipsoid (near its geometric center)
is greater than that contained between two hyperplanes in a
"thinner" portion. Hence, the curve-fitted histogram would
possess a bell-like structure, an effect which is more
salient for increasing density of points. An interesting
extension of this observation is that the normal-like shape
becomes more pronounced as the hyper-ellipsoid tends to a
hyperball and less pronounced as it elongates; in fact, the
bell-like structure is not discernible for a hyperellipsoid
in the form of a straight line. The concept of ascertaining
information concerning the group shape through the analysis
of point distributions on the line will later be shown to be
of value.
The second observation follows from the first: a histo-
gram of the projections of two or more groups superimposed
on the line will vary among bell-like, skewed bell, flattened
20

bell, or any combination of bell-like forms. This observa-
tion is intuitively appealing and a few illustrations will
show that it is indeed logical. The histogram can be
expected to contain local maxima and minima.
(P1
,
' k~S\ry Figure 4
4
The ideas presented in this section will be used as
keystones in those portions of the procedure concerned with
analysis of histograms.
D. THE ANALYSIS OF PROJECTED POINTS
As stated earlier, the procedure being developed involves
the projection of points on a line and the subsequent exami-
nation of the distribution of projected points. The disper-
sion of points on the line is analyzed through the use of a
histogram. Divisions are made between maxima and each
segment again analyzed through the use of a new line. Ulti-
mately, adjacent groups are combined and analyzed to correct
the possible error that too many divisions were made.
Assuming that the line which maximizes the variance of
the points has been found using the non-linear programming
method shown previously, the next step is to form a histo-
gram. Fundamental to its construction is a decision
concerning the interval length between the equidistant
parallel (n-1) -dimensional hyperplanes. It has been deter-
mined that, in most cases, dividing the line length spanned
21

by the two end points into m/2 equal intervals, where m is
the number of points under consideration, appears to be a
reasonable starting interval length. Then if this does not
suffice, the interval length yielding more well-defined
maxima can be determined through experimentation if desired.
Assuming the efforts in histogram construction are
successful, its analysis can now be undertaken. If the plot
is unimodal this phase of the procedure is terminated and
it can be concluded, for the moment, that all those points
comprise one group. As a matter of definition, a plot is
considered to be unimodal if there do not exist two
separate peaks with a point between them less than eight-
tenths (.8) the height of the lesser peak, having zero slope
and positive second derivative. Eight-tenths is chosen
through the following reasoning: it is advantageous to
divide the space into a maximum number of regions to gain
information concerning the spatial grouping of points. As
the number of groups analyzed simultaneously decreases, the
accuracy and informational yield of the analysis increases.
The fact that groups will later be combined alleviates any
fear of error emanating from splitting conglomerates of
points which are actually members of the same fraternity.
Thus, it is beneficial to the discrimination process to
impose and exercise a rather ruthless division rule, that is,
one which dictates divisions readily. On the other hand, an
expected result of the non-uniformity of point density is
that the histogram of a group contains slight dips and rises
22

superimposed on an overall bell-like form. Therefore, the
ruthlessness in division must be reduced to account for a
jagged histogram form. Thus, the cut-off is arbitrarily set
to be a dip of twenty percent (20%) the height of the lesser






In the above situation, the value of the zero slope point
between the two local maxima is sufficiently low to allow a
partition of the space into two regions. The second curve
permits a three-way partition of n-dimensional space.
— x.s
Figure 6






After determining the number of maxima or groups the
histrogram portrays, the points between any two adjacent
peaks must be separated between them. The decision rule for
this is to make a division between the maxima at the point
c^ where the curve-fitted histogram takes on zero slope and
has a positive second derivative as indicated in Figures 5
through 7. Then all of those points to the left of c, are
allocated to the maximum on the left and those to the right
of Cj_ to the maximum on the right. Note that this alloca-
tion is made with knowledge that for those cases in which
the value of the histogram at the zero slope, positive
second derivative point deviates from zero, i.e., for over-
lapping projections of groups on the line, the method will
cause some points to be allocated to a group with which they
do not cluster. This inaccuracy is accepted for the present
because of the possibility that in the subsequent analysis,
those points allocated to the inappropriate group will be
split off and later correctly combined.
Then, assuming all of the points have been allocated
among several maxima, that is, n-dimensional space has been
partitioned into several mutually exclusive and collectively
exhaustive regions, the process is continued for each of the
regions separately. That is, the entire procedure for
finding the best line and analyzing the distribution of
points is iterated for each of the regions individually.
This is continued for each subregion until none of the
regions will subdivide further, or in other words, until
24

there does not exist a histogram of any of the regions which
contains more than one maximum. A summary of this divisive
procedure for a typical distribution of points could be
represented schematically as follows:






K K4- l + ri
Figure 8
% r,
In Figure 8 the procedure has divided n-dimensional
space into seven regions. The original maximum variance
line contained three distinct maxima and n-dimensional space
was partitioned into three regions, r ± + r 2> r s' an<^ r 3 + r4
+ r^ + r-7 . The maximum variance line for r-j_ + r 2 and
r^ + rj showed two maxima and that for r3 + r^ + r^ + r 7
contained three. Regions r,, r
2 ,
r^, r., r^, r~, r were
unable to further divide because each had unimodal histo-
grams of their individual dispersion of points when projected
on the maximum variance line. The result is that n-
dimensional space has been partitioned into seven mutually
exclusive and collectively exhaustive regions.
25

E. CORRECTING THE ERROR
As noted previously, in the process of separating points
between peaks based solely on the zero slope, positive
second derivative criteria, points may have been split from
group r^ with which they truly cluster and included in
group r j . If this phenomenon has occurred, there then
exist two possible routes these points may have followed:
(1) in later analysis of histograms for group r^ or any of
its subgroups, the foreign points were observed to cluster
and form a separate peak; they were then split away from the
remaining points of r • and formed a separate group or
(2) due to insufficient clustering, no new maxima containing
these points were formed and they were not split from group
r.: or any of its subgroups. A procedure for resolving the
problem generated by the second alternative has not been
developed and must be absorbed as risk. However the
probability of taking the first route is much less than that
of taking the second, a result of the aggressive dividing
rule.
The implication of the first alternative is that n-
dimensional space has been partitioned into too many regions,
By combining some of the regions this error can be recti-
fied; that is, adjacent groups must be combined to reduce
the number of regions. For definitional purposes those
groups adjacent to group r. will be (1) that group whose
centroid is the least number of group r^'s standard devia-
tions from group r i's centroid and (2) that group
26

containing the point which is closest to any point of group
r^'s, or in other words, that group whose hypersurface is
closest to group r j_'s hypersurface. The standard devia-
tion in n-dimensions is calculated solely on the basis of
distance from the mean and is thus not a directional quan-





and the standard deviation is \j S 2 ,
where
:
m = the number of points
c. = the coordinates of the ith point = (c^-j_, c- 2
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In Figure 9 group r^ ' s centroid is only two of group r i's
standard deviations from group r-j_'s centroid and is thus
adjacent. Group ^ is also adjacent to r^ since its
surface is closest to r-,'s.
Thus
t
for group r^ with each of its adjacent groups
individually in n-dimensional space, the optimal line is
determined and the histogram analyzed. The rule for making
divisions becomes much more stringent than in the earlier
phases of analysis in that partitions of space are not made
as readily. The combination of points is separated only if
there exists a point between two maxima such that the slope
of the curve-fitted histogram is zero, and the value of the
curve also equals zero. The reason for this change in
policy is that to err by making too few divisions, which
appears to be unlikely, is seemingly more acceptable than to
err by making too many divisions. This phase is continued
until none of the groups will combine with any of its
28

neighboring groups to form one clump. A typical combination
process of the earlier illustrated partitioning of n-
dimensional space into seven groups is represented by Figure
10. Initially there are seven groups, r,
, r 2 , . .., r-j
.
The symbols in each box represent the group and those
immediately below the box represent the adjacent groups of
the group designated in the box.
First r-i is taken with each of its adjacent groups
and it is found that it combines with r 2 but not Tn.
In the second step it is determined that r^_ + ^2 will-
not combine with its adjacent group r^. When r^ is
examined with each of its adjacent groups it is found that
it does not unite with r,_ but will with r i + T 2 '
In the third step it can be seen that group r-^ + r 2
+ r 3 will not combine with its adjacent group, r 5 .
Finally it is found that r,- combines with r^. In the
last step, r 5 and r, are united with r 7 , resulting in



































































Thus far cluster analysis under this method may be
summarized in the following steps.
(1) Determine the optimal line using the non-linear
programming method.
(2) Construct a histogram representing the distribution
of the projected points.
(3) Analyze the histogram and form a group for each
peak.
(4) Repeat Steps 1, 2, and 3 for each mode and its
associated group until none will subdivide.
(5) Analyze the combinations of adjacent groups.
F. REFINEMENT OF THE PROCEDURE
As mentioned earlier, there are cases in which the line
providing maximum variance of the points is not favorable to
group detection. One such case involves two side-by-side
elongated ellipsoids. Consider Figure 11.
Figure 11
In this instance, the points would be projected on line \
and only one group would be detected. Similarly, in n-
dimensional space the same problem would be posed, that is,
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the maximum variance line would make it possible to detect
only one group. It is, therefore, necessary to amend the
procedure in a manner which can resolve the elongated ellip-
soid case and many of its variations. In most cases it can
be seen that there does exist a line onto which the points
could be projected which would result in a histogram con-
taining two maxima and hence, the detection of two groups.
Figure 12 shows that this is indeed the situation:
I
Figure 12
In each diagram, L represents the maximum variance line
and J( ^ a line which facilitates the detection of two
jfgroups. It is interesting to notice that in each case
is perpendicular to A -^. For the spatial dispersions of
points under consideration, that is, for elongated ellip-
soids, this result is intuitively appealing.
However, as more characteristics are observed and the
space is extended beyond two dimensions, the number of family
of lines directionally perpendicular to the maximum variance
line, /-,, increases from one in two space to infinity
when the dimension of the space is three or more. In the
two dimensional case it can be reasoned that there is only




For the purpose of analyzing point distributions and to be
consistent with the non-linear programming solution for the
unit vector in the direction of X , it is reasonable to
specify that all lines onto which points are to be pro-
jected must pass through the origin. In essence, it is the
slope of the line, not its axes intercepts, which is of
importance. Similarly, in n-dimensional space the direction
or spatial orientation of the line is the only concern.
In the following argument it can be assumed without loss
of generality that all lines under discussion pass through
the origin. Also / will designate the maximum variance
line and X will designate the line perpendicular to X. ,
which successfully handles the elongated ellipsoid. The
problem is thus one of ascertaining the line, A , ortho-
gonal to the maximum variance line which could better
discriminate between areas of high point density. It is,
therefore, desirable to find a line on which a histogram of
the distribution of the projected points will be unimodal
if only one group exists and contain two local maxima if
two exist. This line, J\ , is that line which is perpen-
dicular to J( , and on which the variance of the projected
points is a relative maximum. That is, considering Figure
12, A provides a maximum variance between points relative
to all other lines perpendicular to the absolute maximum
variance line A \> of which there are none. In the three-
dimensional analog it can again be reasoned that the line
which will facilitate the detection of two groups, if two
33

A o. It i:exist, is analogous to a 2* s again that line which
is perpendicular to the absolute maximum variance line,
and is itself a relative maximum variance line, rela-i,
tive to all those lines perpendicular to 1 . As the dimen-
sion of the space is increased from three to n-dimensions
,
the line X ~ which is of interest is expected to possess
the same characteristics.
The problem of finding such a line can be formulated as
a non-linear programming problem of much the same structure
as the original method. The only mutation is the addition
of a constraint which specifies that the unit vector in the
direction of X 9 must be perpendicular to that in the
direction of J( , . Hence, the dot product of the two unit
vectors is zero.
The non-linear programming problem is thus:
m




t nw w = 1
wfc u =
where: w is a unit vector in the direction of /
u is a unit vector in the direction of / ,
(note that all of the coefficients of u are known at this
point) and the remaining symbols are unchanged in inter-
pretation from the original programming problem.
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The problem now becomes
m




i=l *" j = l
m n
(* £- 1 <«, -»)"
i=l j = l
subject to
w 1- w = 1
w 1- u =
The Lagrangian is thus
F O^, w
2 , ,
wn , X i / X 2 ) =
















As before the partial of the Lagrangian with respect to each
variable can be set equal to zero to find the optional vector
w.




= J^-£- = 2— s 2 - Ai (w fc w-l)
w wk Qwk L -J
a
( \ 2 w fc u) ,
k
The first term is exactly the same as in the original problem
with u replaced by w and thus the equation reduces to
m n
= \ Dik \ c ± j Wj - 2 A 1 wk - -^ ( A 2 wt u )
i=l j=l Wk
m
w^re Dik = 2£^_ and ^ = cik - ± ]T c ik .
i-1
Differentiating the last term with respect to wk yields only
one term, that component of u which is multiplied by wk .





Dik /_ Ci J WJ ~ ^ lWk " ^ 2 Uk ' k = 1 ' "*' n *
i=l j=l
There will be n equations of this form, where n is the
number of dimensions. Differentiating with respect to the
Lagrange multipliers and setting the derivative equal to
zero yields the constraints:




There are now n+2 equations in n+2 unknowns which can be
solved to give the vector w in the direction of A 2'
The additional step of the procedure is thus to find the
line x 2 f° r each group and observe the resulting histogram
of the projected points on / y* In this manner the possi-
bility of missing a group is reduced.
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The termination of the elongated ellipsoid analysis
completes the cluster analysis procedure. In summary the
method is described in the following steps.
(1) Determine the optimal line using the non-linear
programming method shown previously.
(2) Construct a histogram representing the distribution
of the projected points.
(3) Examine the histogram and form a group for each
peak.
(4) Repeat Steps 1, 2, and 3 for each maximum and its
associated group until none will sub-divide.
(5) Analyze the combinations of adjacent groups.
(6) Examine each group to insure that it cannot be
reasonably split into two groups.
It is to be noted that the implementation of the final
step need not be confined to the end. For the most favor-
able result, when the points of a region are projected on
their absolute maximum variance line, they should also be
projected on their relative maximum variance line. Then, if
a division of the region is made, it should be done in
accordance with the histogram on that line / , or } ~
which most clearly divides the points.
G. INTERPRETATIONS
In light of the earlier discussion of bell-shaped
histograms, some interesting observations concerning the
various groups can now be made. As noted previously, the
more closely the distribution of points in a cluster
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approximates a hyperball, the more well defined and bell-like
is the curve-fitted histogram representing the distribution
of points when orthogonally projected on the optimal line.
Thus, simply by observing the histogram for each group, it
is possible to make comparisons between groups and to derive
useful information about the probable shape of the hyper-
volume spanned by the points.
Probably the most influential factor in making a judge-
ment will revolve around some within group variance study.
In this case, the magnitude of the variance would not be a
sufficient comparable statistic between groups; it could
easily occur that group r^ and group r* are equally
dense, where density is points per unit volume, but group
r • is larger and contains twice as many points as group
r i# This results in group rj having a characteristically
larger variance, even though both groups may span a
similarly shaped hyper volume.
One meaningful comparable statistic could be formed as
follows: (1) calculate the standardized variance, i.e., the
variance assuming the entire line segment for each group has
length one and (2) form a ratio between the height of the
mode to that variance, assuming each point in an interval
contributes a unit of height to the curve. Observe that the
smaller this ratio, the more elongated is the ellipse; in
fact, in the limit as the ratio tends to zero, the point
distribution approaches a straight line segment.
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As a further observation it can be seen that the shape
of the ellipsoid yields information concerning the original
n specimen variates. Knowledge that a group is an elonga-
ted ellipsoid in conjunction with knowledge of its orienta-
tion in space is useful in eliciting information about the
measured quantities. The process of ascertaining the domi-
nant axis direction, or ellipsoid orientation, is accom-
plished in the following manner: as before, that line onto
which the variance of the orthogonally projected points is a
maximum can be determined. This will be that line which is
approximately parallel to the longest axis of the ellipsoid
and hence, the orientation is specified. Then two particu-
larly interesting cases can occur: (1) the direction of the
line may coincide closely with a coordinate axis, that is,
the "cigar-shaped" distribution of points may have its
longest axis approximately parallel to one of the axis of
the coordinate system or (2) the distribution of points may
be oriented such that its longest axis lies directionally
near the forty-five degree (45°) line between two coordinate
axes.




It should be realized that an elongated ellipsoid parallel
to an axis indicates that the observations of the sundry
characteristics are not varying comparably. That is, one
dimension is exerting a relatively powerful force in the
determination of point dispersion. Said differently, the
observations of one characteristic are varying considerably
while observations of the other fluctuate only slightly.
Furthermore, an increase in one variate does not affect the
other. Thus, for the n-dimensional case, the characteristic
represented by the coordinate axis which is parallel to the
major axis of the ellipsoid is independent of all other
coordinate axes.
The second case, in which a different orientation of the
ellipsoid is considered, will first be examined in two-





The elongated ellipsoid has its major axis running in a
direction near parallel to the forty-five degree line between
the x^ and X2 coordinate axes. The implication in this
event is that there exists an interaction between the two
measured specimen characteristics represented by x-^ and
x2 , hence, the variates are not independent. As an example,
suppose that blood pressure and age of humans were being
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measured. Generally speaking, blood pressure rises with age
and it can be expected that an increase in age would effect
an increase in blood pressure. Thus, the expected distribu-
tion of points would be in the form of an elongated ellipse
whose major axis is positively sloping and directionally
close to the forty-five degree line between the representa-
tive coordinate axes. An elongated ellipse negatively
sloping approximately 135° between two axes indicates a
complimentary trade-off between specimen variates; an
increase in one variate is characteristically accompanied by
a decrease in the other. Extending this concept to n-
dimensional space, it can be seen that if the orthogonal
projection of a group in the plane formed by any two dimen-
sions results in a "cigar-shaped" distribution of points
oriented directionally close to the forty-five degree line
between the axes, then the two specimen variates represented
by those axes are probably directly related. Said differ-
ently, if the unit vector in the direction of the line which
maximizes the variance of the projected points of an elonga-
ted ellipsoid, as found using the non-linear programming
method, contains two direction cosines which are approxi-
mately equal, then there may exist a dependence between the
underlying variates. In addition, if it is desired to know
more precisely the relation between two variates a linear




Although the procedure presented in this paper is capable
of handling a wide variety of point dispersion patterns,
there still exists many cases in which the techniques of this






Figure 15a Figure 15b
In Figure 15a it is not possible to detect the smaller group
completely surrounded by a "donut-shaped" group. The n-
dimensional analog of this is a hyperball (solid sphere)
contained in a hypersphere (hollow sphere) . Again it can be
seen that only one group would be detected. In Figure 15b
/ , is the maximum variance line and J[ is perpendicular
to X i • It is possible that there exists precisely that
amount of overlap between the group projections on \ .. to
cause the histogram to be unimodal. In that case only one
group is detected using j[ .. When line 1/ _ is examined
again only one group is detected. In either case A or B it
is clear that it is not desirable to term the entire disper-
sion of points one cluster.
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Many of the rules set forth in this work are designed to
handle a general case. The user may wish to alter some of
these to fit his specific data, his motives for using cluster
analysis and his desired accuracy. For example, depending
upon the specific criteria selected the two-dimensional
point dispersion shown in Figure 16 might be termed as one
group or as two by the method presented in this paper.
Figure 16
*1
The reader may decide if the point dispersion is one or two
groups by relaxing or tightening the constraint for making




A. EXPLANATION OF THE DATA
To illustrate the operation of the analysis procedure,
an example was chosen in which thirteen variates were
measured on 254 specimens. The specimens are naval officers
who attended the Naval Postgraduate School, Monterey, during
the years 1964 through 1966. The variates are the results
of several measurements derived from the Allport, Vernon, and
Lindzey (AVL) and the Edwards Personal Preference Schedule
(EPPS) psychological tests. Through the theory of psychology
and personality, as set forth in Edward Spranger's Types of
Men
,
the two above tests measure a total of twenty-one
aspects of human nature, six in the first test and fifteen
in the second. To avoid repetition, only thirteen of these
variates are used in the cluster analysis example, six from
AVL and seven from the EPPS.
The six scores from the AVL reflect the following aspects
of human make-up: (1) theoretical, which pertains to the
desire to pursue truth, (2) economic, or the interest in
what is useful, (3) aesthetic, which involves the interest
in form and harmony, (4) social, or the high esteem for love
of people and unselfishness, (5) political, or lust for
power and (6) religious, which involves the desire for unity
or comprehension of the whole.
Those variates chosen from the EPPS measure: (1) achieve-
ment, or the ability to accomplish tasks requiring skill and
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effort, (2) deference, which involves the acceptance or
acknowledgement of the leadership of others, (3) affilia-
tion, or loyalty to friends or groups, (4) intraception, or
the ability to analyze the behavior of others, (5) domi-
nance, or the facility to be a leader, (6) nurturance, which
is giving of oneself to others who need kindness or under-
standing and (7) endurance, or the ability to see a job
through to completion.
It is desirable to know if the 254 naval officers cluster
as one high point density area or as several when the above
thirteen variates are measured on each. If there do exist
several groups, the characteristics of each could be analyzed
and perhaps yield valuable information to the Navy. For
example, if most of the officers in one group were those who
voluntarily resigned, the AVL and the EPPS could then be
used as a predictor to aid the Navy in determining before-
hand those officers who would probably not make the service
a career. Such a result would indeed have great usefulness
within the Navy. On the other hand, if points representing
the officers cluster into only one group, the indication is
that the AVL and EPPS would not be successful as predictors
for officer career patterns.
B. PROCEDURE
The first step in the cluster analysis method is to
project the points on their maximum variance line. The
Fortran IV program included at the end of this paper first
determines the set of non-linear equations to be solved,
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then determines their solution, which is in the form of the
unit vector in the direction of the maximum variance line,
and ultimately projects all points on that line. The only
inputs to the program necessary are the coordinates of all
the points and the number of dimensions. Using this program
it was found that the initial set of fourteen simultaneous
non-linear equations to be solved when considering all 254
points are:
AU - 2 X U =
13
L u±2 _ x = °
i=l
where
U = (u. , u2 , . . . , u13 )
and
A is the thirteen by thirteen array of numbers
defined on the following page.
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Their solution in terms of uj^ through u, - is13
u = (-.32, .72, -.23, -.06, -.08, -.18, -.10, -.07, -.26,
-.26, -.16, -.17, -.23)
This vector, u, is the unit vector, u, in the direction
of the maximum variance line. The 254 points were then pro-
jected on the line whose direction is given by the above
unit vector. As can be seen by the first histogram in the
appendix, the curve-fitted histogram of the projected points
is unimodal. Therefore, the points were projected on the
relative maximum variance line, which is perpendicular to
the absolute maximum variance line. The curve-fitted histo-
gram as shown in the appendix contains two local maxima and
a division can be made in accordance with the division rule
requiring the local minima to be no greater than eight-
tenths the height of the lesser adjacent peaks. Thus, n-
dimensional space has been partitioned into two mutually
exclusive and collectively exhaustive regions r-^, contain-
ing 142 points and r 2 , containing the remaining 112
points. The next two curves indicate that the region r^
would not subdivide further, either when its points were
projected on the absolute maximum variance line or the rela-
tive maximum variance line. When region r 2 was considered
it was found that a division was possible when the points
were projected on their absolute maximum variance line.
Region r 2 was, therefore, partitioned into r 2a. and r 2b'
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with fifty-two points allocated to the former and sixty to
the latter.
As shown in the following diagrams, it was not possible
to make any further division of any of the regions. Further-
more, region r2a was found to be adjacent to r 2t) . The
two regions were combined into one, r 2 , sinze the zero
slope, positive second derivative point on the curve-fitted
histogram had value approximately eighty percent the height
of the lesser peak. Similarly, r-j_ and r 2 were combined.
According to this method, then, the points are one cluster.
It is interesting to note that this result is in agreement
with several different statistical techniques applied to
this same data. These methods include various forms of
regression analysis and a discriminate analysis technique
developed at The University of California at Berkeley and
presented by J. W. Dixon, (Ref. 2)
.
C. CONCLUSION
The conclusion which must be reached in accordance with
this cluster analysis on the given data is that the AVL and
EPPS were not shown to be valid for distinguishing among
naval officers with respect to the thirteen criteria
mentioned. It should be noted, however, that the data used
was very narrow-based; that is, it represented only a small
portion of the officers in the Navy, namely a fraction of
those attending graduate school. If a more representative
sample could be obtained, it is indeed feasible that
different results would be obtained.
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IV. APPENDIX A :
HISTOGRAM ANALYSIS
This appendix contains ten histograms and their curve-
fitted approximations. On each diagram is the unit vector
specifying the line onto which the points were projected.
In those cases where a division was made the division line
is shown.
Following the histograms is a computer program which
yields sufficient data to facilitate a histogram analysis.
The program first determines the set of non-linear equations
to be solved for the unit vector, it secondly determines
their solution/ and thirdly projects the points onto the
line specified by the unit vector. Thus, for each histogram
shown, a set of non-linear equations was found and solved
for the unit vector and the points were subsequently pro-
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