A new method of control system design is developed to simultaneously consider the internal stability, pole assignment, reference signal tracking and control input minimisation. A parametrised design algorithm of the pole-zero assignment control law is derived to achieve the desired goals. The free parameters are used to minimise the L,-norm of the control input signal. Since the requirements of internal stability are satisfied, this design algorithm performs appropriately, even if the plant is unstable and/or is in a nonminimum phase. Examples are given to illustrate the validity of the design algorithm.
Introduction
In control systems, the pole dominates the transient response and the system stability, so there have been many studies [l-41 on the pole assignment design method. In addition, since the zero of a system plays an important role in the interaction between the system and its external environment, much research [S-81 has been carried out to achieve the reference signal tracking by assigning the appropriate zeros to a system. In addition to pole-zero assignment, another important control strategy is to minimise the control input signal of the control system. Optimal control theory 191 (more specifically, the linear quadratic regulator and linear quadratic Gaussian control theories) has considered the control input minimisation problem in the performance index. In Reference 10, the minimum fuel control problem is investigated for a class of systems whose associated Lie algebra 1111 is nilpotent. For plants with not 'too' large a parameter uncertainty, the result given in Reference 12 guarantees the minimisation of the control signal 'power' at the plant's input. For a minimum variance controller algorithm proposed by Mendes et al. [13] , the weighting polynomials are calculated so as to assign the closed-loop poles of the system and to reduce the control signal's variances. A model reference control law has been proposed [I41 to minimise a cost function including output error and weighting control input. The problems of pole assignment, signal tracking and input quadratic norm minimisation have already been investigated individually, however, a complete analysis of the internal stability, pole assignment, reference signal tracking and control input minimisation of a system was not pursued in the above design methods. In this paper, some previously published ideas are collected to present a new method of control system design. The present contribution is the application of the conditions of previous results to construct a parametrised compensator assuring internal stability, pole assignment and reference signal tracking. The free parameters are then used to minimise the L,-norm of the control input signal. Since internal stability [lS] is ensured to avoid the unstable hidden mode of the control system, this design algorithm will perform appropriately even if the plant is unstable and/or is in a nonminimum phase.
Problem formulation
Consider the unity-feedback system shown in is very important in the reference signal tracking problem. The desired pole assignment of S(s) also enables the system to achieve prespecified performance.
3
To apply the design to any stable or unstable, minimum or nonminimum phase system, we first derive a pole-zero assignment control law which satisfies the internal stability. Let us factorise A(s), B(s) and M(s) as follows: without worrying about any unstable pole-zero cancellation. From condition (ii) of Lemma 1, the numerator of S(s) must contain A+(s), and from eqn. 8, the numerator of S(s) must also contain M+(s). Thus the numerator of S(s) must contain the least common multiplier of A+(s) and M+(s), i.e., (9) where Z(s) is the least common multiplier of A+(s) and M + ( s ) while L(s) is an undetermined polynomial. To satisfy the requirement of causality, the sensitivity function must be proper, i.e. (10) where deg (*) denotes the degree of the polynomial * From eqn. 9, we have and from condition (iii) of Lemma 1, the numerator of 1 -S(s) must contain B+(s). Thus we have (12) where the number of undetermined parameters of L(s) is greater than or equal to deg (B+(s)), and F(s) is an undetermined polynomial. 
deg (G(s)) deg (W) + deg (Z(s))
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Minimisation of control input
In most practical control systems, the control input signal u(t) has to be minimised to save the control energy and to avoid nonlinear saturation problems.
Definition 2
The &-norm of u(t) is defined as [16] If u(t) is bounded for all value of t, is zero for t < 0, and approaches zero at least as fast as e-'' as t approaches infinity, where E is a small positive constant, then applying the Parseval theorem [17] , we obtain
where V(s) is the Laplace transform of u(t), i.e., U(s) is stable with poles in Re [s] < 0.
Theorem2
If 11 UIl? in terms of free parameters. Furthermore, the mimmum value of IIUII, and the corresponding free parameters can be obtained by solving the simultaneous equations of partial derivatives of /lUI12 with respect to these free parameters.
Remarks:
(i) If the reference input R(s) is stable, then U(s) is stable, IIUIIz is finite as long as U(s) is strictly proper. Since the closed-loop system is also stable, stable reference signal tracking can always be achieved. In this case Z(s) is equal to A+(s), and the constraint in Theorem 2, that A+(s) is divisible by M+(s), can be relaxed, thus the design goals are reduced to assuring the internal stability, pole assignment and control input minimisation. If necessary, the design goals can be extended, for example, to minimise a cost function including the tracking error and the control input [9, 14, 171.
(ii) For high-order reference signal tracking, if A +(s) does not fully contain M+(s), one approach is to first augment the plant at its input or output with a transfer function l/Q(s) if this is realisable in the system [9, Section 4.31. Otherwise, the denominator polynomial of C(s) must contain Q(s) as in eqns. 13 and 14, so that the high-order reference signal tracking with stable closedloop system can be achieved despite the fact that u(t) is a nondecaying function. In most practical systems, for high-order reference signal tracking, the considered time is finite, thus llul12 is still finite. Hence the control input minimisation is also significant in this case.
From the above analysis, we obtain the following design algorithm for pole-zero assignment control law with minimum control input.
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Step I : Perform the factorisation of A(s), B(s) and M(s) as in eqns. 5-7, respectively, and determine Z(s).
Step 2: From eqn. 12, solve L(s) and F(s) with free parameters, where G(s) is determined by the desired closed-loop poles.
Step 3: Obtain U(s) with free parameters as in eqn. 16, and solve the minimum of IIUli2 to obtain the values of free parameters (i.e., L(s) and F(s) are solved).
Examples
Two examples are given to illustrate the validity of the proposed algorithm.
Example 1
For a given unstable, nonminimum phase plant:
Step 4 : Obtain the controller C(s) from eqn. 13. The control inputs u(t) and u,(t) are shown in Fig. 2 . The outputs y(t) and y,(t) are shown in Fig. 3 .
s -5 P(s)
=
Example2
A model of the flexible robot arm is represented as [19] Outputs against timefor example 2 A pole-zero assignment control law and a minimum control input pole-zero assignment control law, respectively, are designed for the closed-loop system of the robot arm to track the unit step reference input signal, and to have the closed-loop poles assigned at -1 f j l , -2 and -3. The control inputs u(t) and u,(t) are shown in Fig. 4 . The outputs At) and y,(t) are shown in Fig. 5 .
Conclusions
We have proposed a pole-zero assignment control law with minimum control input to simultaneously achieve internal stability, pole assignment, reference signal tracking and control input minimisation. Since the requirements of internal stability are satisfied, this design algorithm performs appropriately, even if the plant is unstable and/or is in a nonminimum phase. From the examples, we can see that when the control inputs are minimised, the outputs are more satisfactory (with less overshoot and undershoot). 
