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Abstract 
Warm forming processes have been successfully applied at laboratory level to overcome some 
important drawbacks of the Al−Mg alloys, such as poor formability and large springback. 
However, the numerical simulation of these processes requires the adoption of coupled thermo-
mechanical finite element analysis, using temperature-dependent material models. The 
numerical description of the thermo-mechanical behaviour can require a large set of 
experimental tests. These experimental tests should be performed under conditions identical to 
the ones observed in the forming process. In this study, the warm deep drawing of a cylindrical 
cup is analysed, including the split-ring test to assess the temperature effect on the springback. 
Based on the analysis of the forming process conditions, the thermo-mechanical behaviour of 
the AA5086 aluminium alloy is described by a rate-independent thermo-elasto-plastic material 
model. The hardening law adopted is temperature-dependent while the yield function is 
temperature-independent. Nevertheless, the yield criterion parameters are selected based on the 
temperature of the heated tools. In fact, the model assumes that the temperature of the tools is 
uniform and constant, adopting a variable interfacial heat transfer coefficient. The accuracy of 
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the proposed finite element model is assessed by comparing numerical and experimental results. 
The predicted punch force, thickness distribution and earing profile are in very good agreement 
with the experimental measurements, when the anisotropic behaviour of the blank is accurately 
described. However, this does not guarantee a correct springback prediction, which is strongly 
influenced by the elastic properties, namely the Young’s modulus.  
 
Keywords: Warm forming, Al−Mg alloys, Thermo-mechanical analysis, Material anisotropy, 
springback, DD3IMP 
  
3 
1. Introduction 
Nowadays, one of the big challenges of the automotive industry is the reduction of the 
vehicles weight in order to reduce the fuel consumption and the CO2 emission. In order to 
address this issue, the lightweight design plays an important role in the energy economy and 
environmental protection (Zhang et al., 2007). Therefore, the adoption of aluminium alloys is 
increasing in the automotive applications, replacing the conventional mild steels (Hirsch, 2011). 
However, this class of materials presents low formability (Kim et al., 2006) and high springback 
(Grèze et al., 2010) at room temperature, which are two of the main drawbacks arising in deep 
drawing processes. Furthermore, the Al−Mg alloys (5xxx series) are known to exhibit the 
Portevin-Le Chatelier effect, which is responsible for non-aesthetic stretcher lines on the sheet 
surfaces due to the localization of plastic deformation in bands (Coër et al., 2013; Yilmaz, 
2011). Thus, these aluminium alloys are more used in the production of stiffeners for inner body 
panels. 
Since the increase of the material temperature leads to a decrease of the flow stress and 
an increase of ductility, the warm forming of aluminium alloy sheets (below the 
recrystallization temperature) has become an interesting alternative to the conventional cold 
sheet metal forming (Toros et al., 2008). Indeed, the creation of a temperature gradient from 
the bottom to the flange (heated die and cooled punch) provides the best results in terms of 
formability for the warm deep drawing of a cylindrical cup (Palumbo et al., 2007). The 
temperature gradient between the bottom of the cup and the flange area determines an inverse 
yielding gradient (the region with the highest temperature has the lowest yielding stress) 
fundamental for the safety of the cup. In fact, it causes: (i) lower drawing force due to the high 
temperature in the blank flange and (ii) higher material strength in the cup bottom, particularly 
in the punch fillet radius region (Palumbo et al., 2007; Wilson, 1988). According to (Bolt et al., 
2001), the maximum height of a AA5754-O aluminium rectangular cup can be increased 65% 
by using warm forming, with the die at 250ºC and a cooled punch. The three aluminium alloys 
studied by (Li and Ghosh, 2004) exhibit a significant improvement in their formability in the 
biaxial warm forming at temperatures ranging from 200ºC to 350ºC. The effect of temperature 
on the forming limit diagram was experimentally investigated by (Naka et al., 2001) for the 
5083-O aluminium alloy, showing a substantial improvement for low values of plastic strain 
rate. Since the temperature rise also affects the stress state of the component, the springback 
effect is also reduced at warm forming conditions (Grèze et al., 2010; Kim and Koç, 2008). 
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The finite element simulation of warm forming processes plays an important role for 
understanding the complex deformation mechanisms, essential in the development and 
improvement of this technology. Nevertheless, the accuracy of the numerical solutions is 
strongly dependent on the models adopted in the numerical analysis (Abedrabbo et al., 2007; 
Berisha et al., 2010). The influence of the thermal field on the mechanical response and vice-
versa must be considered in the warm forming process. In addition to the highly non-linear 
material behaviour and frictional contact conditions, the complex nature of this forming process 
also arises from the transient thermo-mechanical coupled response (Laurent et al., 2015). The 
thermal analysis requires improved knowledge concerning the heat transfer (conduction, 
convection and radiation) and the heat generated, either by plastic deformation or frictional 
sliding (J M P Martins et al., 2016).  
Since the mechanical behaviour of the blank is temperature-dependent (Li and Ghosh, 
2003), the numerical analysis comprises the solution of the transient heat conduction problem 
in addition to the elasto-plastic problem. Therefore, the interdependence of the thermal and 
mechanical solutions requires the adoption of a thermo-mechanical coupling algorithm (Vaz 
and Lange, 2016; Wriggers et al., 1992). Typically, two different solution strategies are used in 
the finite element simulation: monolithic and staggered. In the monolithic coupling procedure 
all fields are solved simultaneously using a single system of equations (involving both 
displacements and temperatures), which leads to an unconditionally stable solution for the 
problem. On the other hand, using the staggered coupling procedure, the mechanical and the 
thermal fields are partitioned into two systems of equations, which are solved sequentially 
(Erbts and Düster, 2012). The staggered approach is more flexible from the numerical 
implementation point of view and requires less computational resources. In fact, this approach 
allows to use different time scales and spatial discretizations for each sub-problem (Armero and 
Simo, 1992). The analysis of coupled thermo-mechanical problems using staggered algorithms 
can be performed using two distinct methodologies: the isothermal split (Argyris and Doltsinis, 
1981) or the adiabatic split (Armero and Simo, 1992). Regarding the isothermal split, the 
mechanical problem is solved at constant temperature and the thermal problem is solved for a 
fixed configuration. In case of the adiabatic split, the mechanical problem is solved at constant 
entropy, while the thermal problem is solved for a fixed configuration. The main drawback of 
the isothermal split is the conditional stability, which arises when the thermos-elastic effects 
play an important role. However, this is not really an issue for the classical materials used in 
metal forming (Armero and Simo, 1993). Thus, this approach is the one adopted in the current 
work, resorting to an algorithm that performs the interchange of information between the 
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thermal and the mechanical problem, both in the prediction and in the correction phases, to try 
to take advantage of automatic time-step control techniques (Martins et al., 2017). 
Previous studies indicate that both the hardening and the anisotropic behaviour are 
influenced by the strain rate and the temperature. In addition to the flow stress decrease with 
the temperature rise, (Kabirian et al., 2014) reported a negative strain rate sensitivity of the 
AA5182-O aluminium alloy at room temperature, which changes to positive strain rate 
sensitivity for temperatures higher than 100ºC. The experimental study performed by (Coër et 
al., 2011) on the AA5754-O aluminium alloy shows that the anisotropy coefficients are rather 
constant from room temperature up to 200ºC (relative variation less than 8%). The effect of the 
strain rate on the anisotropic behaviour of the AA5182-O aluminium alloy was experimentally 
examined by (Rahmaan et al., 2016), showing that the anisotropy coefficients are relatively 
insensitive to the strain rate. Since the material parameters are calculated from experimental 
data at discrete temperatures, curve fitting is commonly used in the constitutive equations to 
obtain the anisotropy coefficients and the hardening parameters as a function of temperature 
(Abedrabbo et al., 2006). In this context, the model proposed by (Abedrabbo et al., 2007) for 
the finite element analysis of warm forming processes highlights the importance of using the 
thermal analysis in the description of the yield surface to model the warm forming process more 
accurately. Identical conclusion was found by (Kurukuri et al., 2009) in the deep drawing of a 
cylindrical cup under warm conditions. The influence of the yield locus shape on the predicted 
thickness distribution was also studied by (van den Boogaard and Huétink, 2006) using the deep 
drawing of an AA5754-O aluminium cylindrical cup.  
The purpose of this study is to analyse numerically the warm forming conditions of the 
AA5086 alloy using thermo-mechanical finite element analysis. In order to assess the accuracy 
of the adopted model, the cylindrical cup proposed as benchmark at the conference Numisheet 
2016 is the example selected (Manach et al., 2016). Furthermore, the influence of the process 
temperature conditions on the springback is evaluated through the split-ring test. The main 
process parameters studied are the punch force evolution, the thickness distribution measured 
in several directions, the earing profile as well as the ring opening. Section 2 contains a brief 
description of the warm forming process, including the springback evaluation using the split-
ring test, as well as the experimental thermo-mechanical characterization of the AA5086 alloy. 
The temperature influence on the mechanical behaviour of this aluminium alloy is described by 
the thermo-elasto-plastic constitutive model presented in Section 3. The proposed finite element 
model is presented in Section 4, including the staggered coupling procedure, which is important 
for modelling of the thermo-mechanical contact conditions. Section 5 comprises the 
6 
comparison between numerical and experimental results, which were kindly provided by the 
benchmark committee (Manach et al., 2016). The main conclusions of this study are discussed 
in Section 6. 
2. Experimental procedure  
This section contains a brief presentation of the warm forming process and the posterior 
springback evaluation using the split-ring test. The selected example was proposed in the 
conference Numisheet 2016, as a benchmark to evaluate the springback of an AA5086 alloy 
under warm forming conditions (Manach et al., 2016). In order to perform an accurate thermo-
mechanical characterization of the Al−Mg alloy sheet, the benchmark committee also provided 
the data from the following tests: (i) uniaxial tensile tests performed under isothermal 
conditions at different temperatures and strain rates; (ii) monotonous and reverse shear tests at 
different temperatures and (iii) biaxial test (hydraulic bulge) at room temperature (Manach et 
al., 2016). Although many of the details included in this section can be found in (Manach et al., 
2016), it is important to discuss them to fully understand the assumptions adopted in the 
numerical model. 
2.1. Warm forming process 
The warm deep drawing of a cylindrical cup is the example considered in this benchmark, 
which is based on the study of (Laurent et al., 2015). Figure 1 presents schematically the 
geometry of the forming tools (die, punch and blank-holder) used in the warm deep drawing 
process, which are made of hardened XC38CrMoV5 steel. The main dimensions of the tools 
(axisymmetric) are given in Table 1. The experimental cylindrical cup forming tests were 
carried out on a Zwick/Roell BUP200 machine (Manach et al., 2016).  
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Figure 1: Scheme of the warm deep drawing of a cylindrical cup and location of the four 
thermocouples (TC). 
 
Table 1: Main dimensions of the forming tools used in the warm deep drawing of a cylindrical 
cup [mm]. 
Die Punch Blank-holder  
Opening diameter Corner radius Height Diameter Corner radius Opening diameter 
35.25 5.0 8.75 33.0 5.0 33.6 
 
 
Several experimental and numerical studies indicate that the limiting drawing ratio (LDR) 
of the aluminium alloys can be significantly improved by warm forming (Kurukuri et al., 2009; 
Li and Ghosh, 2004; Takuda et al., 2002), particularly when temperature gradients are created. 
For example, the LDR increased from 2.1 to 2.6 by heating the flange and cooling the punch, 
considering the deep drawing of an AA5754-O aluminium cylindrical cup (van den Boogaard 
et al., 2001). Therefore, in this benchmark, both the die and the blank-holder are heated up to 
the test temperature via inserted electrical heating rods (resistance coil and copper plate) 
(Laurent et al., 2015) while the punch is cooled by water flow (axial channels) (Manach et al., 
2016), generating a thermal gradient along the cup wall. The blank is heated between the die 
and the blank-holder until a uniform temperature is achieved, before forming. 
The material of the blank was taken from a rolled sheet of AA5086-H111 aluminium 
alloy with 0.8 mm of thickness, which is commonly used in the automotive industry (Hirsch, 
2011; Toros et al., 2008). Since the circular blank presents a diameter of 60 mm, the drawing 
ratio of the present cylindrical cup forming is about 1.8. In the experimental deep drawing 
TC4
TC3
TC1
TC2
Blank-holder
Punch
Die
Blank
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operation, the punch velocity was 5 mm/s and the blank-holder force was set to 5 kN, which is 
maintained until the cup is fully drawn (Manach et al., 2016). At the beginning of each deep 
drawing test, a high temperature lubricant (Jelt Oil) is applied on both sides of the blank. The 
force–displacement curve of the punch and the blank-holder were recorded during the tests. 
In order to measure the temperature evolution of each forming tool and blank, four 
thermocouples (type K) were used, whose positions are schematically shown in Figure 1. The 
position of each one (TC1-blank-holder; TC2-die; TC3-punch and TC4-blank) is defined in 
Table 2, using its radial position and distance to the contact surface (Manach et al., 2016). The 
temperature distribution on the tools is assumed uniform along the circumferential direction.  
 
Table 2: Position of the thermocouples (type K) used to measure the temperature of each 
forming tool (TC1, TC2 and TC3) and blank (TC4) during the forming operation (Manach et 
al., 2016). 
Thermocouple TC1 TC2 TC3 TC4  
Radial distance [mm] 23.65 19.2 8.0 5.75 
Distance to the surface [mm] 1.0 1.0 1.5 Die side 
 
 
In addition to the deep drawing operation at room temperature (25ºC), two different non-
isothermal heating conditions were considered in the warm forming operation, i.e. both the die 
and the blank-holder were heated (150ºC and 240ºC), while the punch was cooled (Manach et 
al., 2016). Five forming tests under identical process conditions were performed in order to 
check the reproducibility. The experimental temperature evolution of the forming tools (die, 
blank-holder and punch) and blank is presented in Figure 2, for the two non-isothermal warm 
deep drawing conditions. In both cases, the temperature of the die and the blank-holder is 
approximately equal and constant during the forming process, while the punch temperature 
presents an increase due to the contact with the warm blank. On the other hand, the blank 
temperature (measured in the bottom of the cup by the thermocouple TC4) presents a significant 
decrease at the beginning due to the contact with the cold punch, as highlighted in Figure 2. 
Nevertheless, the temperature difference between the punch and the die/blank-holder generates 
a temperature gradient from the bottom to the flange of the cylindrical cup (Laurent et al., 2015).  
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(a) 
 
(b) 
Figure 2: Experimental temperature evolution of the forming tools (blank-holder, die and 
punch) and blank, considering different values for the initial temperature of the blank: (a) 
150ºC; (b) 240ºC (Manach et al., 2016). Temperatures measured by thermocouples placed 
according to Figure 1 and Table 2. 
 
2.2. Split-ring test 
The split-ring test, originally proposed by (Demeri et al., 2000) was adopted by (Manach 
et al., 2016) to predict the effect of temperature on the springback. The experimental residual 
stress state is evaluated by measuring the opening of a ring cut from the sidewall of the 
cylindrical cup (Laurent et al., 2010, 2009), as illustrated in Figure 3. Since the cup temperature 
at the end of the warm forming operation is at least 75ºC (see Figure 2), the cups are left to cool 
naturally in the air during several hours before the cutting operation. The rings (5 mm height) 
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were cut perpendicularly to the revolution axis at 7 mm from the bottom of the cup, as shown 
in Figure 3 (a). Both the cutting and splitting (carried out along the axial direction in the RD) 
were performed by a wire electro-erosion machine (Manach et al., 2016). The measurements of 
the ring opening were performed along straight lines connecting the two ends of the split ring 
(see Figure 3 (b)), providing an indirect measure of springback. 
 
 
 
(a) (b) 
Figure 3: Scheme of the split-ring test carried out on the cylindrical cup: (a) location and 
dimensions (mm) of the ring; (b) opening measured after split. 
 
2.3. Thermo-mechanical characterization of the AA5086 
In order to identify the material parameters of the constitutive models used in the finite 
element model, the material (AA5086-H111) was characterized by the benchmark committee 
(Manach et al., 2016) under different conditions and strain paths. Several uniaxial tensile tests 
were performed under isothermal conditions at 25ºC (room temperature), 150ºC and 240ºC. 
The tensile tests at warm temperature were carried out on a Gleeble 3500 testing machine, 
where the specimen is heated by Joule effect (Coër et al., 2011). The experimental uniaxial 
tensile stress–strain curves at different temperatures for the RD are presented in Figure 4, for 
three distinct values of crosshead velocity. This material exhibit serrated flow behaviour at 
room temperature caused by the Portevin-Le Chatelier effect. However, this effect vanishes for 
temperatures above 200ºC (Bernard et al., 2016). Increasing the test temperature leads to a 
decrease of the flow stress and increases the elongation at failure, as highlighted in Figure 4. 
RD
5
7
RD
Ring 
opening
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Nevertheless, it should be mentioned that the stress–strain curves presented in this figure are 
represented assuming a uniaxial stress state beyond the onset of necking. 
 
 
Figure 4: Experimental uniaxial tensile stress–strain curves as a function of the crosshead 
velocity (three values) and the temperature (three values) for the RD (Manach et al., 2016). 
 
The control of the crosshead velocity is difficult in the Gleeble 3500 testing machine. 
Thus, the value of the strain rate is not constant during the entire test, as shown in Figure 5 for 
the three temperatures analysed. In fact, for warm temperatures it is possible to observe an 
increase of the strain rate, which can be related with the thermal gradient present in tensile 
specimen (Coër et al., 2011). Nevertheless, it is possible to identify three average distinct values 
for the strain rate, denoted by v1≈0.001 s−1, v2≈0.01 s−1 and v3≈0.1 s−1. Regarding the strain rate 
effect in this aluminium alloy, its sensitivity is more pronounced at warm temperatures than at 
room temperature (see Figure 4), which was also observed by (Abedrabbo et al., 2007) for two 
aluminium alloys: AA5182-O and AA5754-O. Besides, at room temperature, the flow stress 
decreases with the increase of the strain rate (negative strain rate sensitivity) due to the Portevin-
Le Chatelier effect, while the positive strain rate sensitivity dominates the plastic deformation 
at 240ºC. For the temperature of 150ºC, the material presents a negative strain rate sensitivity, 
between v1 and v2, which becomes positive, between v2 and v3. This complex strain rate 
sensitivity behaviour was modelled by (Kabirian et al., 2014), capturing the transition from 
negative to positive strain rate sensitivity with the temperature rise.  
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Figure 5: Experimental strain rate of the uniaxial tensile tests performed at different 
temperatures for the RD (Manach et al., 2016). 
 
The influence of the plastic anisotropy on the experimental stress–strain curves is 
presented in Figure 6 for uniaxial tensile tests carried out at the average strain rate v1 in three 
different directions with the RD (Manach et al., 2016). For all isothermal temperature 
conditions, the flow stress is higher in the RD when compared with the two other directions. In 
fact, for this aluminium alloy the flow stress measured at DD and TD is identical, particularly 
at room temperature and at 240ºC (see Figure 6). For the three directions examined, the stress–
strain curves comprise a yield plateau both at room temperature and at 150ºC, which is 
consequence of the Piobert–Lüders phenomenon (de Codes et al., 2011; Mazière et al., 2016). 
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Figure 6: Experimental uniaxial tensile stress–strain curves as a function of the orientation 
with respect to the RD and the test temperature (tests performed at strain rate v1) (Manach et 
al., 2016). 
 
The variation of the plastic anisotropy coefficients r0, r45 and r90 with respect to 
temperature (Manach et al., 2016) is presented in Table 3. These values were obtained from the 
uniaxial tensile tests presented in Figure 6, which were carried out using the lower average 
value of strain rate (v1≈0.001 s−1). Globally, the r-values decrease with the temperature rise, 
suggesting that the formability of this aluminium alloy will deteriorate at warm temperatures. 
Opposite behaviour was observed by (Abedrabbo et al., 2007) for two aluminium alloys: 
AA5182-O and AA5754-O. In addition to the uniaxial tensile tests, the benchmark committee 
provided data of monotonous and reverse shear tests at different temperatures (up to 150ºC) 
and a biaxial test (hydraulic bulge) at room temperature (Manach et al., 2016). However, since 
this information was not taken into account in this study it is not reported here. 
 
Table 3: Experimental anisotropy coefficients depending on the temperature (Manach et al., 
2016). 
Temperature [ºC] r0 r45 r90  
25 0.71 1.08 0.73 
150 0.63 0.97 0.66 
240 0.60 0.88 0.67 
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3. Thermo-mechanical constitutive model  
The thermo-mechanical nature of the warm forming process requires the adoption of 
numerical models able to describe accurately the mechanical behaviour of the material at 
different values of temperature. In the present study, the deformation of the metallic sheet is 
described by a rate-independent thermo-elasto-plastic material model. The mechanical 
behaviour of the aluminium alloy is assumed non-linear and anisotropic in the plastic domain 
(orthotropic plasticity). Hence, the plastic response is defined by a hardening law and a yield 
function, which are connected through an associated no-viscous flow rule.  
3.1. Hockett–Sherby hardening law  
The phenomenological Hockett–Sherby hardening law (Hockett and Sherby, 1975) is 
adopted to describe the flow stress of the AA5086-H111 aluminium alloy at different 
temperatures. Since the temperature affects significantly the flow stress (see Figure 4), an 
appropriate constitutive model is required. Hence, the isotropic work hardening behaviour, 
which describes the evolution of the flow stress with plastic work, is modelled by (Laurent et 
al., 2015): 
 p0 1 exp( ( ) ) ,nY Y Q b      (1) 
where p  denotes the equivalent plastic strain, 0Y  is the initial value of the yield stress and b 
defines the growth rate of the yield surface. The temperature dependence is incorporated in the 
parameters Q and n, which are defined as function of the temperature T. The evolution of the 
maximum size of the yield surface is given by: 
0 1 2
m
1 exp ,
T
Q Q a a
T
   
    
   
 (2) 
where 0Q , 1a  and 2a  are material parameters. The strain hardening index n, which evolves 
linearly with the temperature, is given by: 
0 1
m
,
T
n n n
T
 
   
 
 (3) 
where 0n  and 1n  are material parameters, while Tm denotes the melting temperature. 
The initial yield stress predicted by this constitutive model is temperature-independent. 
Nevertheless, considering the aluminium alloy under analysis and ignoring the yield plateau, 
the variation of the initial yield stress with the temperature can be considered negligible in 
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comparison with the variation of the ultimate tensile strength, as shown in Figure 4. Besides, 
although this aluminium alloy exhibits an evident strain rate sensitivity (see Figure 4), the 
hardening law adopted is unable to model this effect. In order to overcome this drawback, the 
identification procedure is performed considering the experimental stress–strain curves 
obtained at an average strain rate close to the value arisen in the deep drawing process. Although 
the strain rate value assessed during the forming operation is not constant nor uniform (see 
Section 4.3), most of the plastic strain occurs for a strain rate value close to v3≈0.1 s−1. Thus, 
only the experimental uniaxial tensile tests carried out for the RD, at the higher average strain 
rate and different temperatures (25ºC, 150ºC and 240ºC) are considered in the identification 
procedure, as shown in Figure 7.  
The identification procedure adopted is based on the minimization of an error function, 
which evaluates the difference between the numerical and the experimental stress values 
(Dasappa et al., 2012). Therefore, the optimization problem consists in identifying the set of 
material parameters   that minimizes the following error function: 
 
3
2
exp num
1 1
( ) ( ) ( ) ,
in
i i
i k
F k k  
 
 
  
 
   (4) 
where the first sum represents the three uniaxial tensile tests carried out at different isothermal 
conditions, in  is the number of measured points at each temperature and   denotes the tensile 
stress value. The subscripts “exp” and “num” denote the experimental and numerical data, 
respectively. Since the stress values are non-normalized in Eq. (4), the importance of high stress 
values is enhanced, which leads to a better fit of the experimental stress–strain curves for large 
values of plastic strain (closer to the ones observed in the cylindrical cup). The obtained material 
parameters for the isotropic hardening law are listed in Table 4. The value of the melting 
temperature Tm was assumed as fixed in the optimization procedure. 
 
Table 4: Material parameters used in the Hockett–Sherby hardening law to describe the 
AA5086 aluminium alloy. 
Y0 [MPa] Q0 [MPa] B a1 [MPa] a2 n0 n1 Tm [ºC] 
107.07 262.49 6.989 2.834 9.459 0.819 0.293 600 
 
 
The comparison between experimental and numerical stress–strain curves is presented in 
Figure 7. The thermo-mechanical behaviour of this aluminium alloy is accurately described by 
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this hardening law, since the numerical results are in good agreement with the experimental 
ones. For the higher average strain rate value, experimentally measured in the tensile tests 
(v3≈0.1 s−1), the flow stress measured at 25ºC and 150ºC is similar. Thus, the mechanical 
behaviour of this material is almost thermal insensitive in this temperature range. 
 
 
Figure 7: Experimental and numerical uniaxial tensile stress–strain curves (performed at strain 
rate v3 in the RD) for three different temperatures. 
 
3.2. Yield function  
In order to model the anisotropic behaviour of this aluminium alloy, the classical Hill’48 
yield criterion (Hill, 1948) is compared with the non-quadratic yield criterion proposed by 
(Barlat et al., 1991), which is particularly adequate for aluminium alloys. Although the Hill’48 
yield criterion is successfully used in the sheet metal forming simulation of steels (Kim et al., 
2013), it is known to be inadequate for describing the behaviour of aluminium alloys (Tardif, 
2012).  
The yield criteria adopted are considered temperature-independent, despite the variation 
of the plastic anisotropy parameters with the temperature (see Table 3). According to the Hill’48 
yield criterion, defined in the appropriate orthogonal rotating orthotropic frame, the equivalent 
stress   is expressed by: 
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where F, G, H, L, M and N are the parameters that describe the anisotropy of the material, while 
11 , 22 , 33 , 23 , 13  and 12  are the components of the Cauchy stress tensor defined in the 
orthotropic frame. 
The yield criterion proposed by (Barlat et al., 1991) is an extension to orthotropy of the 
Hosford isotropic yield criterion (Hosford, 1972). This anisotropic yield criterion is defined by 
the following non-quadratic yield function: 
1 2 2 3 3 1 2 ,
m m m mS S S S S S        (6) 
where S1, S2 and S3 are the eigenvalues of the isotropic stress tensor obtained from the linear 
transformation applied to the Cauchy stress tensor :S L σ . The exponent m is connected to 
the material crystallographic structure, providing the shape of the yield surface, i.e. m=6 for 
BCC and m=8 for FCC metals (Logan and Hosford, 1980). The six anisotropy coefficients are 
contained within the linear transformation matrix L, given by:  
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where c1, c2, c3, c4, c5 and c6 are the anisotropy parameters. 
Typically, the parameters of the Hill’48 yield criterion are evaluated based on the 
anisotropy coefficients (Dasappa et al., 2012). Accordingly, the anisotropy parameters are 
assessed through the following relations: 
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 (8) 
where 0r , 45r  and 90r  are the r-values obtained experimentally by uniaxial tensile tests carried 
in the RD, DD and TD, respectively. Since the material parameters for the hardening law (see 
Table 4) were identified using the stress–strain curves in the RD, the condition G+H=1 is also 
imposed. In order to capture the temperature effect on the material anisotropic behaviour, the 
set of parameters is evaluated for each temperature (25ºC, 150ºC and 240ºC) according to the 
r-values presented in Table 3. The anisotropy parameters identified using this approach are 
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labelled Hill’48-R and are presented in Table 5, for each temperature evaluated. The sheet is 
assumed isotropic through the thickness, leading to L=M=1.5.  
 
Table 5: Material parameters of the Hill’48-R yield criterion for different isothermal 
temperature conditions. 
Temperature [ºC] F G H L M N 
25 0.5688 0.5848 0.4152 1.500 1.500 1.8226 
150 0.5856 0.6135 0.3865 1.500 1.500 1.7627 
240 0.5597 0.6250 0.3750 1.500 1.500 1.6349 
 
 
Since the stress–strain curves present a yield plateau at room temperature and at 150ºC 
(see Figure 6), the definition of the initial yield stress can be dubious. Therefore, the stress–
strain curves of the uniaxial tensile tests were normalized by the flow stress of the material in 
the RD. Figure 8 presents the evolution of the normalized uniaxial stress values, evaluated at 
different temperatures and considering the lower average strain rate value. The material 
anisotropic behaviour is evaluated at the lowest strain rate due to lack of experimental data, 
namely tensile tests at the highest strain rate for different directions with the rolling direction. 
Nevertheless, previous results for a 5xxx aluminium alloy show that the anisotropy coefficients 
are relatively insensitive to the strain rate (Rahmaan et al., 2016). For all temperature values 
studied, this aluminium alloy exhibits a flow stress curve higher in the RD and lower in the DD, 
i.e. the values of normalized uniaxial stress are less than one. Besides, the stress ratios are 
roughly constant during the test, as shown in Figure 8, indicating that the stress ratios are 
insensitive to the true strain, particularly at 150ºC. 
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Figure 8: Normalized uniaxial stress values experimentally evaluated in the uniaxial tensile 
tests performed at different temperatures and considering the strain rate v1. 
 
In the present study, the average value of the normalized uniaxial flow stress values 
0 0 1   , 45 0   and 90 0   is used in the identification procedure to assess the anisotropy 
parameters. Hence, the initial yield stress given by the hardening law (107.07 MPa) is used to 
restore the absolute value of the initial uniaxial yield stress in the three directions. For the 
Hill’48 yield criterion, considering 0  as the reference value for the initial yield stress 
(hardening law identified using the stress–strain curves in the RD), the in-plane anisotropy 
parameters can also be assessed by: 
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2
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where 0 , 45  and 90  are the yield stresses obtained experimentally by uniaxial tensile tests 
carried in the RD, DD and TD, respectively. In order to obtain four equations (four in-plane 
anisotropic coefficients), the r-value obtained experimentally by the uniaxial tensile test carried 
in the RD is also used, i.e. the first relation presented in Eq. (8). The set of material parameters 
is evaluated for each temperature (25ºC, 150ºC and 240ºC) in order to describe the influence of 
the temperature on the material anisotropic behaviour. The anisotropy parameters identified 
using this approach are labelled Hill’48-S and are presented in Table 6. 
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Table 6: Material parameters of the Hill’48-S yield criterion for different isothermal 
temperature conditions. 
Temperature [ºC] F G H L M N 
25 0.6750 0.5848 0.4152 1.500 1.500 1.5547 
150 0.6608 0.6134 0.3866 1.500 1.500 1.5216 
240 0.7303 0.6250 0.3750 1.500 1.500 1.5848 
 
 
The material parameters involved in the yield criterion proposed by (Barlat et al., 1991) 
are identified taking into account both the experimental yield stresses and the Lankford 
coefficients (listed in Table 3). Additionally, the biaxial yield stress at room temperature (108 
MPa) is also used in the identification procedure. This value is assumed temperature-
independent in the material parameters identification, due to the lack of experimental data at 
warm temperatures. The identification procedure adopted is based on the minimization of an 
error function that evaluates the difference between the predicted and the experimental values, 
which was implemented in DD3MAT in-house code (Barros et al., 2016). Such as in Hill’48 
yield criterion, the set of parameters for the Barlat’91 yield criterion was evaluated for each 
temperature (25ºC, 150ºC and 240ºC), and are presented in Table 7. The parameters defining 
the anisotropic behaviour through-thickness direction are assumed isotropic, i.e. c4=c5=1.0 
(Tardif, 2012).  
 
Table 7: Material parameters of the Barlat’91 yield criterion (m=8) for different isothermal 
temperature conditions. 
Temperature [ºC] c1 c2 c3 c4 c5 c6 
25 1.0392 1.0454 0.9478 1.0000 1.0000 1.0583 
150 1.0402 1.0536 0.9228 1.0000 1.0000 1.0405 
240 1.0502 1.0830 0.9355 1.0000 1.0000 1.0406 
 
 
The in-plane distribution of the r-values and the initial yield stresses is presented in Figure 
9, comparing the distributions predicted by the yield criteria (Hill’48-R, Hill’48-S and 
Barlat’91) with the experimental results. None of the yield functions considered in the present 
study is able to fit simultaneously the yield stress and the r-value in-plane distributions. The 
adoption of more advanced yield functions, such as (Barlat et al., 2005) or a non-associated 
flow rule (Park and Chung, 2012), allows to overcome this drawback. However, advanced yield 
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functions require a larger set of experimental data to identify the anisotropy parameters, while 
the adoption of non-associated flow rules is prone to the computational complexity of stress 
integration procedure  (Hippke et al., 2017). Both the Hill’48-R and the Barlat’91 yield criteria 
provide identical distributions for the r-value, fitting accurately the experimental ones (see 
Figure 9 (a)). Nevertheless, when the anisotropy parameters of the Hill’48 yield criterion are 
evaluated using three yield stresses and one r-value (Hill’48-S), the experimental r-values are 
globally underestimated, particularly the plastic anisotropy coefficient r45. On the other hand, 
this set of anisotropy parameters (Hill’48-S) leads to a perfect fit of the experimental yield 
stresses. Globally, the Barlat’91 yield criterion leads to a good description of both yield stress 
and r-value in-plane distributions, as shown in Figure 9. Regarding the influence of the 
temperature on the material anisotropic behaviour, the in-plane distribution of the initial yield 
stress is roughly temperature insensitive, particularly for the Barlat’91 yield criterion. 
Nevertheless, the r-value decreases substantially with the temperature rise, particularly when it 
is modelled by the Hill’48-R and the Barlat’91 yield criteria, as shown in Figure 9 (a). 
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(a) 
 
(b) 
Figure 9: Comparison between experimental and predicted anisotropy: (a) r-value; (b) initial 
uniaxial yield stress. 
 
The yield surface predicted by each yield criteria is displayed in Figure 10 for the 
11 22   plane. The influence of the temperature conditions on the yield loci is nearly 
imperceptible, except when considering the Hill’48-S evaluated at 240ºC. Nevertheless, the 
anisotropic yield criteria provide distinct shapes for the yield surface, being both inside the von 
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Mises yield locus for the biaxial stress path. The balanced biaxial stress predicted by the Hill’48 
yield criterion is lower than the one predicted by Barlat’91 yield criterion, particularly when 
the anisotropy parameters of the Hill’48 yield criterion are evaluated using three yield stresses 
and one r-value (Hill’48-S), as shown in Figure 10. 
 
 
 
Figure 10: Comparison of different yield surfaces (von Mises, Hill’48 and Barlat’91) 
evaluated in the 11 22   plane for three different temperatures. 
 
4. Finite element model 
In order to model the complete warm deep drawing process (including the split-ring test), 
the simulation is divided into six different stages: (i) heating of the blank within the tools; (ii) 
deep drawing operation; (iii) cooling of the cylindrical cup; (iv) unloading the cup; (v) cutting 
the ring and (vi) split ring. The numerical simulations were carried out with the in-house static 
implicit finite element code DD3IMP (Menezes and Teodosiu, 2000), specifically developed to 
simulate sheet metal forming processes (Menezes et al., 2011; Oliveira et al., 2008). All 
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simulations were performed on a computer machine equipped with an Intel® Core™ i7-5930K 
Quad-Core processor (3.5 GHz) and the Windows® 10 (64-bit platform) operating system. 
In warm forming processes, the temperature of the blank (distribution and evolution) 
depends on the temperature of the tools, as well as the heat transfer mechanisms between the 
tools and the blank. Therefore, in the present study, the thermo-mechanical problem is solved 
using the staggered coupled strategy proposed by (Martins et al., 2017), currently implemented 
in the in-house finite element code DD3IMP. Within each time step, the proposed algorithm is 
divided into two phases, a prediction phase and a correction phase. In both phases the thermal 
and the mechanical problem are solved, but using different methods and input data. The 
prediction phase begins with the resolution of the thermal problem, which is solved for a user-
defined time-step, adopting the Crank-Nicolson method. In this first phase, the solution of the 
displacement field is unknown and, consequently, the heat generated by plastic deformation or 
frictional contact, which plays an important role in the temperature evolution, is also unknown. 
Therefore, the amount of heat generated is estimated based on the values obtained in the 
previous time-step (J M P Martins et al., 2016). This allows determining a trial temperature 
field, which is used to solve the mechanical problem, adopting an explicit method. At the end 
of the prediction phase, a trial displacement field and a trial temperature field are available, 
which do not satisfy the equilibrium equations. Therefore, these trial solutions are corrected 
using an implicit method for the time integration of the respective equation of equilibrium. The 
mechanical problem is solved first during the correction phase, using the trial temperature field 
and the trial displacement field. Finally, the thermal problem is solved using the Euler’s 
backward method implicit approach. Table 8 presents the thermal properties adopted in the 
finite element model, extracted from (Manach et al., 2016). The proposed model takes into 
account the heat generated by plastic deformation, which corresponds to the fraction of plastic 
power (90% in the present study) converted into heat s(J M P Martins et al., 2016). 
Several experimental studies indicate that the Young’s modulus decreases with the 
temperature rise. The study carried out by (Laurent et al., 2015) on the AA5754-O aluminium 
alloy shows that the Young modulus decreases from about 66 GPa (room temperature) down to 
56 GPa at 300ºC. The influence of the temperature on the Young modulus of the AA5052-H32 
aluminium alloy was experimentally assessed by Masubuchi (Masubuchi, 1980), presenting a 
decrease of around 15 GPa with the increase of the temperature up to 240ºC. Nevertheless, in 
the present study the elastic properties of the aluminium alloy are considered temperature-
independent, allowing to simplify the numerical model. On the other hand, the Young modulus 
reduces with the accumulated plastic strain (Cleveland and Ghosh, 2002). The experimental 
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measurements performed by (Alghtani, 2015) on a high strength aluminium alloy highlight the 
Young’s modulus degradation, which decreases about 10 GPa for 10% of accumulated plastic 
strain. Nevertheless, due to lack of experimental data, the elastic behaviour is assumed isotropic 
and constant in the present study, which is described by the Hooke’s law using the parameters 
listed in Table 8.  
 
Table 8: Mechanical (elastic) and thermal properties of the AA5086 aluminium alloy. 
Young 
modulus [GPa] 
Poisson’s ratio 
Specific 
density [kg/m3] 
Specific heat 
[J/kg·ºC] 
Thermal 
conductivity 
[W/m·ºC] 
71.7 0.31 2700 900 220 
 
4.1. Discretization of blank and tools  
Due to geometric and material symmetry conditions, only half model is simulated. This 
allows to simplify the analysis of the cutting and splitting stages, by just removing the symmetry 
condition at one end of the ring. The blank is discretized with linear hexahedral finite elements, 
as shown in Figure 11, using 3 layers of elements through the thickness. The central zone of the 
blank (flat area of the punch) is discretized by a relatively coarse unstructured mesh, while the 
remaining zone is discretized with a fine structured mesh. The same finite element mesh is used 
in the mechanical and thermal problem (Adam and Ponthot, 2005), avoiding the application of 
mapping methods to exchange information between different discretizations. Nevertheless, full 
integration is adopted in the thermal problem, while the mechanical problem resorts to the 
selective reduced integration technique (Hughes, 1980) to avoid volumetric locking. 
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Figure 11: Discretization of half blank using 58,806 solid finite elements (3 layers through the 
thickness). 
 
The forming tools are usually considered as rigid in the numerical simulation. Thus, in 
the present study only its surfaces are discretized with Nagata patches (Neto et al., 2014b), as 
shown in Figure 12. Since the Nagata patch interpolation (Nagata, 2005) recovers the curvature 
of the surfaces with good accuracy, the numerical model only comprises 369 Nagata patches. 
The nodal normal vectors required for the smoothing method are evaluated from the IGES file, 
using the algorithm proposed by (Neto et al., 2013). 
 
 
Figure 12: Discretization of the forming tools using 369 Nagata patches. 
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4.2. Thermo-mechanical contact conditions  
The friction between the blank and the forming tools is modelled through the classical 
isotropic Coulomb’s law. The value of the friction coefficient used in the numerical simulations, 
which is considered temperature-independent, was suggested by the benchmark committee 
(Manach et al., 2016). This value ( 0.09  ) was estimated by (Laurent et al., 2015) through 
the comparison of numerical results with experimental data, namely the punch force, the 
thickness and the ear profiles. The frictional contact between the forming tools and the blank 
generates energy, which is predominantly converted into heat (100% in the present study), 
producing a temperature increase at the interface (Chen and Chen, 2013). Besides, the fraction 
of generated energy converted into heat is assumed equally partitioned between the two 
contacting interfaces. Nevertheless, only the temperature of the blank is affected by frictional 
heat generation since the temperature of each forming tool is assumed constant in the model (J 
M P Martins et al., 2016). 
Since the warm deep drawing process was carried under non-isothermal conditions (see 
Section 2.1), the heat transfer between the forming tools and the blank must be taken into 
account in the numerical model, dictating the cooling of the blank during the forming operation. 
In the present study, the temperature of the forming tools is assumed uniform and constant 
during the whole deep drawing operation. This assumption is in agreement with the 
experimental measurements (see Figure 2), mainly for the die and blank-holder. Therefore, the 
temperature of all tools in the forming operation at room temperature is 25ºC. On the other 
hand, during the warm forming operation, both the die and the blank-holder are set at 150ºC 
and 240ºC. Since the temperature of the punch increases throughout the warm forming 
operation (see Figure 2), the final value experimentally measured is adopted in the numerical 
model, i.e. the punch is set at 55ºC and 70ºC. It should be noted that the accuracy of the finite 
element simulation can be improved by imposing the temperature history presented in Figure 2 
on the tools or simply imposing a linear increase evolution, especially for the punch. 
In addition to the temperature of the forming tools, the temperature gradient in the blank 
is controlled by the heat flow across the contacting interfaces, which is commonly defined by 
the interfacial heat transfer coefficient. Nevertheless, this coefficient is very difficult to evaluate 
experimentally due to its variation with the contact pressure, the surface temperature difference, 
among other parameters (Caron et al., 2014; Zhao et al., 2015). Therefore, in the present study, 
the experimental evolution of the blank temperature (measured in the bottom of the cup) is used 
to estimate the value of the interfacial heat transfer coefficient. In order to improve the accuracy 
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of the numerical model, the interfacial heat transfer coefficient takes into account the gap 
distance between bodies, providing a smooth transition between contact status (J M P Martins 
et al., 2016). Hence, the interfacial heat transfer coefficient is expressed by: 
max nexp( ),h h mg   (10) 
where maxh  is the maximum value of the interfacial heat transfer coefficient, ng  denotes the 
gap distance between the contacting bodies and m is a fitting parameter controlling the rate of 
the decrease. The heat exchange to the environment (natural convection) is neglected in the 
proposed model because the forming device is completely closed (Laurent et al., 2015) and the 
deep drawing operation is performed in less than 6 seconds. 
The two parameters involved in the definition of the interfacial heat transfer coefficient, 
described in Eq. (10), are identified using two distinct strategies. The maximum value of the 
interfacial heat transfer coefficient was selected from values reported in the literature (Caron et 
al., 2013, 2014). Afterwards, the fitting parameter m was optimized using numerical results of 
the warm deep drawing process (150ºC and 240ºC), minimizing the difference to the 
experimental data. The comparison between experimental and numerical temperature 
evolution, measured in the bottom of the cup (TC4), is presented in Figure 13 for the three 
different temperature conditions. The numerical simulations were carried out considering the 
Barlat’91 yield criterion. For all temperature conditions considered throughout the forming 
operation, the numerical distribution of the blank temperature is in very good agreement with 
the experimental results, particularly up to 18 mm of punch displacement. 
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Figure 13: Comparison between experimental and numerical blank temperature (TC4) 
evolution for three different temperature conditions. Results obtained with the Barlat’91 yield 
criterion. 
 
The value of each parameter involved in the definition of the interfacial heat transfer 
coefficient is 
2
max 4500 W/m ºCh    and 8.59m  , which was calibrated according to the 
temperature values recorded during the cup forming experiments. Considering the present 
model, the value of the interfacial heat transfer coefficient decreases to about 2000 W/m2·ºC 
when the clearance between the blank and the tool surface is 0.1 mm. In fact, for gap distances 
higher than 0.5 mm the value of the interfacial heat transfer coefficient is lower than 100 
W/m2·ºC (typical value for natural convection coefficient). 
 
4.3. Temperature distribution  
The temperature distribution in the cylindrical cup cannot be experimentally evaluated 
during the deep drawing operation due to the visibility constraints imposed by the forming tools. 
Nevertheless, heating the die/blank-holder and cooling the punch during the warm forming 
creates a temperature gradient from the bottom to the flange of the cup. The temperature 
distribution predicted by the numerical simulation (Barlat’91 yield criterion) at the instant 
corresponding to 15 mm of punch displacement is presented in Figure 14, comparing the two 
non-isothermal warm deep drawing conditions. Although the material presents anisotropic 
behaviour, the temperature distribution in the cylindrical cup is approximately axisymmetric, 
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presenting the minimum value in the bottom centre of the cup and the maximum in the flange. 
In fact, the temperature of the flange is approximately the temperature assigned to the die and 
the blank-holder due to the large contact area. Since the aluminium presents high thermal 
conductivity (see Table 8), the temperature gradient through the thickness is negligible (J. M. 
P. Martins et al., 2016), as shown in Figure 14. 
 
   
(a)  (b) 
Figure 14: Temperature distribution numerically predicted for the instant corresponding to 15 
mm of punch displacement, considering different values for the initial temperature of the 
blank: (a) 150ºC; (b) 240ºC. Results obtained with the Barlat’91 yield criterion. 
 
In order to analyse the temperature evolution in distinct regions of the cylindrical cup, 
Figure 15 (a) presents the temperature evolution of a point initially located in the flange (5 mm 
from the perimeter). Considering the warm deep drawing conditions, the temperature of the 
point in the flange and die radius areas presents only a slight decrease due to the continuous 
contact with the heated tools. On the other hand, the slight temperature increase observed in the 
deep drawing operation at room temperature is induced by the heat generated by plastic 
deformation and frictional contact. Since the distance between the analysed point and the heated 
tools (die and blank-holder) is increasing, the temperature decreases when it arrives at the cup 
wall (converging to the punch temperature), as shown in Figure 15 (a). 
Since this aluminium alloy is strain rate sensitive, particularly at warm temperatures (see 
Figure 4), it is important to assess the strain rate arising in the present deep drawing process 
(cylindrical cup). The evolution of the plastic strain rate, evaluated in a point initially located 
in the flange (5 mm from the perimeter), is shown in Figure 15 (b) for three different 
temperature conditions. Although the temperature has a large impact on the flow stress, its 
influence on the plastic strain rate is insignificant. The plastic strain rate increases from about 
Temperature
[ºC]
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0.01 s−1 to 0.1 s−1 during the sliding of the point over the die (flange region). Then, this value 
of plastic strain rate is kept roughly constant during the sliding of the point over the die radius. 
Finally, the plastic strain rate decreases abruptly when the point reach the cup wall, as shown 
in Figure 15 (b). This results indicate that the identification of the material parameters for the 
hardening law (see Table 4) using the uniaxial tensile tests carried out at higher average value 
of strain rate (v3≈0.1 s−1) can provide an accurate description of the flow stress. 
 
 
(a) 
 
(b) 
Figure 15: Analysis of the thermal conditions in the deep drawing of the cylindrical cup, 
considering a point initially located in the flange (5 mm from the perimeter): (a) temperature 
evolution; (b) evolution of the plastic strain rate. Results obtained with the Barlat’91 yield 
criterion. 
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Although the orthotropic behaviour of the blank changes with the temperature (see Table 
3), the adopted yield criteria (Hill’48 and Barlat’91) are assumed temperature-independent. 
Therefore, the numerical simulations of the deep drawing process are performed using the 
different sets of parameters for the yield criterion (evaluated under isothermal conditions and 
listed in Table 5 and Table 7) according to the thermal conditions. The temperature of the blank 
at the beginning of the forming process (25ºC, 150ºC or 240ºC) is used to select the correct set 
of parameters. The results in Figure 15 (b) indicate that most of the plastic strain occurs while 
the material is located in the flange and die radius, where the temperature is roughly constant 
and similar to the one imposed to the die/blank-holder (see Figure 15 (a)). This indicates that 
the assumption adopted for describing the orthotropic behaviour of the material can provide a 
good description of the forming conditions. 
 
5. Results and discussion 
This section contains the comparison between experimental and numerical results of the 
warm deep drawing process, proposed as benchmark in the conference Numisheet 2016 
(Manach et al., 2016). The main parameters evaluated are the evolution of the punch force 
during the forming operation, the thickness distribution measured in several directions and the 
final earing profile of the cup. The influence of the warm forming conditions on the springback 
is assessed by measuring the opening of a ring cut from the sidewall of the cylindrical cup. 
5.1. Punch force 
The comparison between experimental and numerical punch force evolution is presented 
in Figure 16 for the three different temperature conditions. For all process conditions analysed, 
the finite element solution is in very good agreement with the experimental results, particularly 
up to the instant the maximum force value is attained (approximately 11 mm of punch 
displacement). The punch force predicted by the von Mises and the Hill’48 yield criteria is 
slightly higher than the one predicted by the Barlat’91 (difference less than 10%). The stress 
state in the flange is pure compression at the outer radius and changes towards a shear state at 
the inner radius. Therefore, the difference in the punch force arises from the yield surface 
defined by the Barlat’91 yield criterion, which is globally located inside the ones defined for 
the other yield criteria in this domain, at least in the 11 22   plane (see Figure 10). Since the 
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temperature effect on the stress–strain curves up to 150ºC is very small (see Figure 7 for the 
higher value of strain rate), the punch force at room temperature and 150ºC are fairly similar. 
The sudden increase of the punch force, which is observed both experimentally and numerically 
at around 18 mm of displacement (Figure 16), is motived by the loss of contact between the 
blank and the blank-holder. After this instant, the experimental punch force is clearly 
overestimated by the numerical model, when the die/blank-holder are heated at 240ºC. This 
difference can be related with the underestimation of the blank temperature after this moment 
(see Figure 13), particularly for the material located near the die due to the loss of contact with 
the heated blank-holder, which induces a quick cooling of the blank (see Figure 15 (a)).  
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Figure 16: Comparison between experimental and numerical punch force evolution for three 
different temperature conditions using two yield functions: (a) von Mises; (b) Hill’48-R and 
Hill’48-S; (c) Barlat’91. 
 
Since the blank-holder is allowed to move freely (absence of stopper), it establishes 
contact with the die when the flange of the cylindrical cup vanishes. Therefore, the cup rim 
(peak of the ears) is squeezed between the die and the blank-holder immediately before the 
blank loses contact with the blank-holder. The squeezing of the cup rim resulting from the warm 
deep drawing operation at 150ºC is presented in Figure 17, which compares the numerical with 
the experimental results. Since all cylindrical cups were experimentally trimmed to evaluate the 
springback using the split-ring test, only the ring containing the cup rim (see Figure 3 (a)) is 
presented. The large value of equivalent plastic strain predicted by the numerical simulation in 
the peak of the ears is in very good agreement with the experimental geometry of the interior 
cup rim, as shown in Figure 17. The sudden increase of the punch force shown in Figure 16 
indicates the instant for which the squeezing of the ears is completed. Therefore, the squeezing 
of the cup rim occurs for all temperature conditions considered in the forming operation, which 
is accurately predicted by the finite element model. 
 
   
Figure 17: Squeezing of the cup rim during the drawing caused by the absence of blank-
holder stopper. Warm forming at 150ºC (die and blank-holder) using the Barlat’91 yield 
criterion (contour plot of the equivalent plastic strain). 
RD
Simulation Experimental
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5.2. Thickness 
The comparison between experimental and numerical thickness distribution in the 
cylindrical cup, predicted by the von Mises and Hill’48 yield criteria and evaluated in three 
directions (RD, DD and TD) is shown in Figure 18, for the three different temperature 
conditions. For all process conditions analysed, the zone of the cylindrical cup with a lower 
thickness value is located in the punch radius, while the higher thickness value occurs in the 
rim. Besides, the cup wall is always thinner in the DD due to the anisotropic behaviour of this 
aluminium alloy (see Figure 9), i.e. higher r-value in this direction. Globally, the thickness is 
underestimated in the bottom of the cup and overestimated in the cup wall, particularly when 
the anisotropy parameters of the Hill’48 yield criterion are evaluated using three yield stresses 
and one r-value (Hill’48-S). The comparison between the two numerical solutions obtained 
with the Hill’48 yield criterion allows concluding that the predicted thickness distribution is in 
better agreement with the experimental measurements when the anisotropy coefficients are 
evaluated using three r-values and one yield stress (Hill’48-R), as highlighted in Figure 18. For 
all heating conditions studied, the cup wall thickness predicted by the von Mises yield criterion 
is between the experimental values measured in the RD/TD and in the DD. 
The final thickness of the cylindrical cup obtained under warm forming conditions (die 
and blank-holder at 150ºC) is similar to the one predicted considering the forming operation at 
room temperature, as shown in Figure 18. This behaviour was previously observed in the punch 
force (Figure 16), which results from the temperature-dependent flow stress and the weak 
dependence of the yield stresses with the temperature (Figure 9). On the other hand, the final 
thickness distribution increases about 0.015 mm when the forming operation is carried out at 
warm temperature (240ºC). However, the influence of the temperature conditions on the 
thickness is more pronounced in the bottom of the cup, which was also previously observed 
experimentally by (Kurukuri et al., 2009). 
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(a) 
 
(b) 
 
(c) 
Figure 18: Comparison between experimental and numerical thickness distribution predicted 
by the von Mises and Hill’48 yield criteria, measured in three directions, for three different 
temperature conditions: (a) room temperature; (b) 150ºC; (c) 240ºC. 
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The comparison between experimental and numerical thickness distribution after 
forming, predicted by the Barlat’91 yield criterion and evaluated in three directions, is presented 
in Figure 19, for the three different temperature conditions. The final thickness is globally 
underestimated for all heating conditions, but particularly in the deep drawing operation at room 
temperature. Regarding the direction where the thickness is evaluated, the difference between 
experimental and numerical thickness is larger in the DD direction, as shown in Figure 19. 
However, the trend of the thickness distribution predicted by the numerical model is in good 
agreement with the experimental one, namely the variation of the cup wall thickness along the 
circumferential direction. The influence of the heating conditions on the final thickness 
distribution predicted by the Barlat’91 yield criterion is identical to the one obtained with the 
Hill’48 yield criterion. Nevertheless, the thickness in the bottom of the cup increases about 
0.010 mm by performing the warm forming at 240ºC. 
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(a) 
 
(b) 
 
(c) 
Figure 19: Comparison between experimental and numerical thickness distribution predicted 
by the Barlat’91 yield criterion, measured in three directions, for three different temperature 
conditions: (a) room temperature; (b) 150ºC; (c) 240ºC.  
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Since the thickness experimentally measured in the bottom of the cup is higher than the 
nominal thickness of the sheet (0.8 mm), probably the effective thickness of the sheet adopted 
in the experiments was larger than 0.8 mm. Accordingly, the finite element simulation of the 
deep drawing process was carried out using a blank with an initial thickness of 0.815 mm. 
Considering room temperature conditions, the comparison between the experimental and the 
numerical thickness distributions is presented in Figure 20, using both the Hill’48-R and 
Barlat’91 yield functions. Adopting the Hill’48 yield criterion, the cup wall thickness is globally 
overestimated while the thickness in the bottom of the cup is clearly underestimated. On the 
other hand, the experimental thickness distribution is only slightly underestimated by the 
Barlat’91 yield criterion, as shown in Figure 20 (b). Indeed, the trend of the thickness 
distribution predicted by the numerical model is in good agreement with the experimental one, 
for all directions.  
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(a) 
 
(b) 
Figure 20: Comparison between experimental and numerical thickness distribution, measured 
in three directions, considering a blank thickness of 0.815 mm and room temperature 
conditions, using two yield functions: (a) Hill’48-R; (b) Barlat’91. 
 
Regarding the warm forming at 240ºC and considering the blank with an initial thickness 
of 0.815 mm, the comparison between the experimental and the numerical thickness 
distributions is presented in Figure 21, comparing the yield functions Hill’48-R and Barlat’91. 
Adopting the Hill’48 yield criterion, the cup wall thickness is clearly overestimated in all 
directions, while the thickness in the bottom of the cup is underestimated. On the other hand, 
the thickness distribution predicted by the Barlat’91 yield criterion is in very good agreement 
with the experimental measurements, both in the wall and bottom of the cup (all directions), as 
shown in Figure 21 (b). According to Figure 20 and Figure 21, the cup thickness distribution 
can be accurately predicted by the Barlat’91 yield criterion, considering a slight increase of the 
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blank initial thickness. Moreover, the punch force increases about 2% around the maximum 
value, improving the accuracy of the numerical solution (see Figure 16 (c)). 
  
 
(a) 
 
(b) 
Figure 21: Comparison between experimental and numerical thickness distribution, measured 
in three directions, considering a blank thickness of 0.815 mm and heated die/blank-holder up 
to 240ºC, using two yield functions: (a) Hill’48-R; (b) Barlat’91. 
5.3. Earing profile 
The ears generated during the deep drawing of an AA5754-O aluminium cylindrical cup 
are directly related with the anisotropic behaviour of the sheet (Figure 9). Recent studies 
indicate that the accurate prediction of the earing profile requires the simultaneous description 
of both the r-value and yield stress directionalities (Chung et al., 2011; Yoon et al., 2011). The 
comparison between experimental and numerical earing profile is presented in Figure 22, for 
the three different temperature conditions. Both anisotropic yield criteria selected (Hill’48 and 
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Barlat’91) predict four ears in the cup drawing, which is in accordance with the experiments 
(Manach et al., 2016). Nevertheless, globally the experimental cup height is underestimated by 
the numerical simulation. For all temperature conditions considered, the earing profile presents 
the maxima at RD and TD positions and minimum at DD and equivalent positions, which is 
consistent with the r-values distribution (see Figure 9 (a)). The amplitude of the ears predicted 
by the Hill’48 yield criterion is strongly influenced by the data used in the evaluation of the 
anisotropy parameters (Neto et al., 2014a). Since the Hill’48-S model presents both yield 
stresses and the r-values with lower variations in the plane of the sheet (see Figure 9), the 
amplitude of the ears predicted by the Hill’48-S model is substantially lower, as shown in Figure 
22 (b). The amplitude of the ears predicted by the Barlat’91 yield criterion is in-between the 
values predicted by the two sets of parameters identified for the Hill’48 yield criterion, as also 
observed in other studies (Yoon et al., 1999). Moreover, the average cup height is about 0.3 
mm larger using the Barlat’91 yield criterion, which is related with the sharper shape of the 
yield surface (see Figure 10). According to the preceding analysis, it should be mentioned that 
a slight increase of the initial blank thickness leads to a negligible influence on the earing profile 
and cup height. 
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(a) 
 
(b) 
 
(c) 
Figure 22: Comparison between experimental and numerical earing profile after cup forming 
for three different temperature conditions and using two yield functions: (a) von Mises; (b) 
Hill’48-R and Hill’48-S; (c) Barlat’91. 
 
Except when adopting the Hill’48-S model, the amplitude of the ears decreases with the 
temperature rise. This is particularly evident in the warm forming at 240ºC (die and blank-
holder), where the temperature effect on the flow stress is more pronounced (see Figure 7). The 
experimental results presented by (Ghosh et al., 2014) on a 6xxx aluminium alloy show that the 
number of ears does not change with the temperature rise but their amplitude is reduced. In 
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terms of predicted earing profile, the temperature effect on the yield function is more important 
than on the hardening law. In fact, the distribution of the yield stress (see Figure 9 (b)) together 
with the r-values distribution present a strong impact on the amplitude of the ears. Numerical 
results show that increasing the test temperature up to 240ºC but using the anisotropic behaviour 
at room temperature, leads to a reduction of the cup height of about 0.01 mm, while the earing 
trend is identical. Except for the Hill’48-S model, the influence of the process temperature 
conditions on the earing profile predicted by numerical simulation is most pronounced in the 
DD position, while experimentally is most evident in the TD location, as shown in Figure 22. 
Since the earing profile around TD is predominantly dictated by the r-value and the yield stress 
nearby the RD (Chung et al., 2011; Yoon et al., 2011), accordingly to Figure 9 is not expected 
to obtain numerically significant differences with the temperature rise. 
 
5.4. Springback 
The effect of the warm forming temperature on the springback is evaluated by the split-
ring test, previously described in Section 2.2. The finite element analysis of the split-ring test 
requires a preceding stage of cup cooling down to room temperature, for the tests performed at 
warm conditions. After that, the ring is cut from the sidewall of the cylindrical cup, as illustrated 
in Figure 3. This numerical procedure is carried out with the in-house code DD3TRIM. The 
geometrical trimming of the finite element mesh (cup) is performed using the algorithm 
proposed by (Baptista et al., 2006), while the remapping of the state variables to the new mesh 
(ring) is performed with the incremental Remapping Methods (IVR) method described in (Neto 
et al., 2016). The last stage comprises the split of the ring and consequent springback evaluation. 
The comparison between the experimental and numerical values of ring opening is 
presented in Figure 23 for the three different temperature conditions, highlighting the strong 
impact of the yield criterion (von Mises, Hill’48-R, Hill’48-S and Barlat’91) on the springback 
value. In fact, the experimental ring opening is underestimated by all yield criteria for all heating 
conditions. Nevertheless, all numerical models predict the reduction of the springback with the 
temperature rise, as shown in Figure 23. This trend was also numerically predicted by (Kim and 
Koç, 2008) in a simple draw bending process, which is associated with the decreased material 
strength at elevated temperatures. The ring opening predicted by the numerical model using the 
isotropic yield criterion (von Mises) is in better agreement with the experimental one, 
particularly at room temperature and at 240ºC, where the difference is inferior to 0.3 mm. On 
the other hand, the finite element simulations using the Hill’48-S yield criterion provide the 
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worst approximation for the springback prediction, with an underestimation of the ring opening 
of more than 45% in warm forming conditions (see Figure 23). The ring opening predicted by 
the Barlat’91 yield criterion is in-between the values predicted by the Hill’48 yield criterion, as 
shown in Figure 23. Considering the warm forming at 240ºC, the slight increase of the blank 
thickness to 0.815 mm (see Section 5.2) leads to a reduction of the predicted ring opening of 
about 2.5%. These results concerning the influence of the yield criterion are in agreement with 
the previous studies (Laurent et al., 2015, 2009), where the ring opening is clearly 
underestimated (at least 35%) using the Hill’48 yield criterion. Previous studies shown that the 
ring opening is underestimated by DD3IMP (Laurent et al., 2010).  
 
    
Figure 23: Comparison between experimental and numerical values of ring opening for the 
three different temperature conditions and using three yield functions (von Mises, Hill’48-R, 
Hill’48-S and Barlat’91). 
 
Since the value of the ring opening is dictated by the residual stress state in the ring before 
splitting, the distribution of the hoop stress is analysed, which is the main factor influencing the 
springback (Laurent et al., 2010). The bending moment given by the integration of the hoop 
stress over the ring thickness defines the shape of the ring after springback and consequently 
the opening value (Simões et al., 2017). However, the hoop stress distribution varies along the 
circumferential direction of the ring due to the anisotropic behaviour of the material. 
Considering the deep drawing at room temperature, the predicted distribution of the hoop stress 
on the ring (before splitting) is presented in Figure 24, comparing the various yield functions 
(von Mises, Hill’48-R, Hill’48-S and Barlat’91). The predicted hoop stress is compressive in 
the inner surface of the ring and tensile on the outer surface. Besides, the distribution predicted 
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by the numerical model that considers material isotropy (von Mises) is uniform along the 
circumferential direction, as shown in Figure 24 (a). On the other hand, adopting an anisotropic 
yield criterion (Hill’48 and Barlat’91), the predicted hoop stress distribution presents a variation 
along the circumferential direction. This stress gradient is more pronounced using the Hill’48-
R yield criterion (Figure 24), which is in accordance with the earing profile shown in Figure 
22. Therefore, the low value of the ring opening predicted by the Hill’48-S yield criterion (see 
Figure 23) is caused by the lower hoop stress gradient through the thickness integrated over the 
circumferential direction. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 24: Numerical distribution of the hoop stress on the ring before splitting (deep drawing 
at room temperature) using three yield functions: (a) von Mises; (b) Hill’48-R; (c) Hill’48-S; 
(d) Barlat’91. 
 
For all temperature conditions considered, the distribution of the hoop stress in the cross 
section of the ring aligned with the RD is presented in Figure 25, comparing the various yield 
criteria (von Mises, Hill’48-R and Barlat’91). The hoop stress gradient through the thickness 
decreases with the temperature rise due to the material softening (Figure 7), which is in 
accordance with the ring opening values presented in Figure 23. The variation of the hoop stress 
RD
[MPa]
RD
RD
RD
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along the vertical direction (ring height) is mainly caused by the release of residual stresses 
resulting from the ring cutting operation (before split). This gradient is more pronounced when 
the isotropic yield criterion is adopted, as shown in Figure 25. 
 
    
(a) (b) (c)  
Figure 25: Numerical distribution of the hoop stress in the cross section of the ring aligned 
with the RD before splitting for three different temperature conditions and using various yield 
functions: (a) von Mises; (b) Hill’48-R; (c) Barlat’91. 
 
As previously mentioned, experimental results show the reduction of the Young modulus 
with the temperature rise (Laurent et al., 2015; Lee et al., 2015). On the other hand, the Young 
modulus degradation with accumulated plastic strain has been experimentally observed for 
several metals (Cleveland and Ghosh, 2002). Nevertheless, the springback results presented in 
Figure 23 were predicted using a constant value of Young modulus (E=71.7 GPa) in the 
numerical model. Therefore, it is expected that the ring opening prediction can be improved 
taking into account both the Young modulus degradation and its evolution with the temperature.  
Due to the lack of experimental data regarding the aluminium alloy under analysis, the 
influence of the Young modulus on the ring opening is numerically assessed at room 
temperature. Hence a reduced constant value of Young modulus (E=55.0 GPa) is used in the 
simulation of the cup forming at room temperature, comparing three yield functions (von Mises, 
Hill’48-R and Barlat’91). The predicted ring opening is presented in Figure 26, using the two 
values of Young modulus, for comparison. The strong impact of the Young modulus value on 
the springback is highlighted, i.e. the predicted ring opening increases at least 40% when the 
Young modulus is reduced about 20%. This trend is similar for all yield criteria considered, as 
240ºC150ºC25ºC 240ºC150ºC25ºC 240ºC150ºC25ºC
[MPa]
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shown in Figure 26. However, it should be mentioned that the reduction of the Young modulus 
presents a negligible effect on all other process variables (punch force, thickness distribution 
and earing profile). 
 
  
Figure 26: Influence of the Young modulus (constant) on the predicted ring opening at room 
temperature forming conditions, comparing three yield functions (von Mises, Hill’48-R and 
Barlat’91). 
 
6. Conclusions 
This study presents the deep drawing simulation of a cylindrical cup, performed both at 
room temperature and in warm conditions (heated die/blank-holder and cooled punch). The 
effect of the heating conditions on the springback is evaluated by means of the split-ring test, 
where a ring is cut from the sidewall of the cup. Based on the analysis of the forming conditions, 
the coupled thermo-mechanical finite element analysis is carried out using a rate-independent 
thermo-elasto-plastic material model for the blank (AA5086 aluminium alloy). The parameters 
of the hardening law are identified using data from uniaxial tensile tests performed at a strain 
rate of 0.1 s−1, at temperatures from 25ºC to 240ºC. On the other hand, the yield function is 
assumed temperature-independent but the set of anisotropy parameters is identified for three 
different temperatures, according to the forming conditions. Regarding the transient heat 
conduction problem, the heat transfer between the forming tools and the blank is defined by the 
interfacial heat transfer coefficient, which takes into account the gap distance between the 
bodies. 
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Concerning the forming operation, the evolution of the punch force, the final thickness 
distribution in several directions and the earing profile of the cup are the main parameters 
analysed. The predicted punch force is predominantly dictated by the accurate description of 
the flow stress at different temperatures, which is defined by the temperature-dependent 
hardening law. Thus, the punch force decreases with the temperature rise, particularly at 240ºC. 
The predicted thickness distribution is clearly overestimated in the cup wall using the Hill’48 
yield criterion, while the adoption of the Barlat’91 yield criterion leads to numerical results in 
very good agreement with the experimental measurements. Nevertheless, the predicted 
thickness is only slightly influenced by the heating conditions used in the deep drawing 
operation. The cup height is globally underestimated by the numerical model but the earing 
profile (four ears) is accurately predicted. Indeed, the amplitude of the ears predicted by the 
Hill’48-R yield criterion is substantially higher than the one obtained using the Barlat’91 yield 
criterion, which is in better agreement with the experimental one.  
For all models studied, increasing the forming temperature leads to a reduction of the 
springback value. However, the predicted springback, evaluated through the ring opening, is 
strongly influenced by the yield function adopted to model the material anisotropy. In fact, 
considering a constant Young modulus value of E=71.7 GPa, the numerical predictions 
obtained with the von Mises yield criterion are in better agreement with the experimental 
values. However, for all yield criteria under analysis, considering room temperature conditions, 
the predicted ring opening increases at least 40% when the constant value for the Young 
modulus is 20% lower, highlighting the importance of an accurate modelling of the elastic 
behaviour of the blank.  
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