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The spin relaxation time in solids is determined by several competing energy scales and processes and distinct
methods are called for to analyze the various regimes. We present a stochastic model for the spin dynamics in
solids which is equivalent to solving the spin Boltzmann equation and takes the relevant processes into account
on equal footing. The calculations reveal yet unknown parts of the spin-relaxation phase diagram, where strong
spin-dephasing occurs in addition to spin-relaxation. Spin-relaxation times are obtained for this regime by
introducing the numerical Loschmidt echo. This allowes us to construct a generic approximate formula for the
spin-relaxation time, τs, for the entire phase diagram, involving the quasiparticle scattering rate, Γ, spin-orbit
coupling strength, L, and a magnetic term, ∆Z due to the Zeeman effect. The generic expression reads as
~/τs ≈ Γ · L
2/(Γ2 + L2 +∆2Z).
PACS numbers: 76.30.Pk, 71.70.Ej, 72.25.Rb, 75.76.+j
Introduction. The emerging field of spintronics [1, 2] en-
visions to employ the electron spin as information carrier in-
stead of the usual charge degree of freedom, thus allowing for
more efficient and high performance future informatics de-
vices. This potential lead to renewed efforts for both the theo-
retical understanding of spintronics relevant phenomena [2, 3]
and also to explore novel materials for this purpose. In partic-
ular, two-dimensional materials, such as graphene [4] appear
to be excellent spintronics candidates [5–7].
Whether a material can be successfully employed in spin-
tronics is decided by the magnitude of the so-called spin-
relaxation time, τs, and the related spin-diffusion length, δs.
These are the analogous quantities to the charge carrier life-
time and carrier diffusion-length in semiconductors. There
is an overall consensus that spin-relaxation is dominated by
spin-orbit coupling (SOC) effects [2, 3]. The Elliott-Yafet
(EY) [8, 9] and D’yakonov-Perel’ (DP) [10, 11] theories ex-
plain spin-relaxation in metals and semiconductors with and
without inversion symmetry (e.g. GaAs), respectively. Al-
though these two descriptions are formulated differently, these
were recently brought to a common mathematical basis [12].
Modern advances in the description of spin-relaxation aim
at accurately determining τs with first-principles methods in-
cluding the details of the crystal, band structure, and electron-
phonon coupling [13–17]. However, it turned out recently
that conventional spin-relaxation theories require refinement
[12, 18, 19], which also affects the first principles descrip-
tions. A representative example is the case of graphite, where
first principles prediction gives a temperature dependence of
τs that is opposite to the experimentally observed one [15].
Spin relaxation time (and the correponding spin-relaxation
rate, Γs = ~/τs) is strongly influenced by the momentum
scattering time, τ (or the strength of quasiparticle scattering,
Γ = ~/τ ), by the magnitude of an external magnetic field and
by the spin-orbit coupling. The magnetic field induced Zee-
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FIG. 1. Left panel: Phase diagram of spin-relaxation for materials
without inversion symmetry. The DP [10, 11] regime is indicated by
a shaded box in the bottom left corner. The other known result for
the Γ − ∆Z line (Ref. 18) is also given. The large L regime leads
to a non-exponentially dephasing regime [2, 19], which is tackled
herein. Right panel: Energy level schemes for the different relax-
ation regimes; the gaps, spin degeneracy, and the quasiparticle spec-
tral function is indicated. Vertical and tilted arrows depict spin and
SOC eigenstates, respectively.
man splitting is characterized by ∆Z and the SOC strength
is characterized by its Fermi surface averaged effective ma-
trix element, L, but it can be associated with a built-in, SOC-
related magnetic field. The different spin-relaxation regimes
are summarized in Fig. 1 along with the corresponding band
structure.
The DP regime is highlighted in the figure, which occurs
when Γ ≫ (L,∆Z). The behavior of spin relaxation was
recently given for L ≪ (Γ,∆Z) (Ref. 18). The large L
regime was described in Ref. 2 to give rise to a strongly non-
exponential spin decay or dephasing. Spin relaxation (SR) and
dephasing have very different characteristics: SR is a truly ir-
2reversible process (in other words, it involves a memory loss
and an entropy increase), whereas dephasing is at least par-
tially reversible as it does not involve a full memory loss. The
concept of the Loschmidt echo [20] was introduced for such
situations in a famous Gedankenexperiment to allow separa-
tion of the two effects. In practice, the most successful real-
ization of the Loschmidt echo is the spin-echo [21].
Description of spin-relaxation is lacking for the dephasing
regime. This motivated us to develop a numerical approach
to the dynamics of spins which includes momentum scatter-
ing and spin precession under the action of an external and
the SOC related magnetic fields. The method provides the
quantum trajectories [22–24] for individual spins and is shown
to be equivalent to the exact solution of the spin Boltzmann
equation. Spin-relaxation time can be obtained even in the
presence of strong dephasing with the introduction of a nu-
merical Loschmidt echo. This allowed us to construct the full
phase diagram of (Γ,L,∆Z) and we find that a generic for-
mula:
Γs ≈ Γ · L
2
Γ2 + L2 +∆2Z
(1)
fits well the data for the entire phase diagram.
The stochastic model. Dynamics of electron spins in semi-
conductors is described by the time evolution of the density
matrix of spins, ρk. This leads to the so-called spin Boltz-
mann equation [25]:
∂ρk
∂t
− 1
i~
[HZ,k, ρk] =
∑
k′
Wkk′ (ρk′ − ρk) , (2)
which takes the spin into account quantum mechanically,
while the other degrees of freedom are treated quasiclassi-
cally. The second term on the left side gives spin evolution
under the action of theHZ,k Zeeman Hamiltonian which con-
tains the vectorial sum of an external and the built-in SOC re-
lated (thus k-dependent) magnetic fields. Wkk′ is the k → k′
scattering probability per unit time which obeys the detailed
balance. The spin expectation value, sk = Tr [ρkσ], reads:
∂sk
∂t
= Ω (k)× sk +
∑
k′
Wkk′ (sk′ − sk) . (3)
The Larmor precession term is HZ,k =
~
2 · Ω (k)σ. In prin-
ciple, the numerical solution of Eq. (3) could provide the full
spin dynamics for various values of the momentum scattering
rate, external magnetic field, and SOC strength.
Our stochastic or Monte Carlo (MC) model considers a spin
ensemble with different k’s where all spins are initially polar-
ized along the z axis on the Bloch sphere. The spins evolve
independently and they undergo Larmor precession between
two momentum scattering events. Momentum scattering ran-
domizes k and precession continues with a new Larmor pre-
cession vector. The elapsed time between two momentum
FIG. 2. Quantum trajectories of three individual spins on the Bloch
sphere (dotted curves are trajectories on its back). All spins are po-
larized at t = 0 to sz = 1, and they evolve under the action of the
external and SOCmagnetic field. Elapsed time between two momen-
tum scatterings follows a Poisson distribution with expectation value
of τ . Time evolution of the sz component is shown on the right panel
and dashed curve is the ensemble averaged time evolution of sz .
scatterings follows a Poisson distribution, with expectation
value of τk = (
∑
k′
Wk→k′ )
−1
. Fig. 2. shows the quan-
tum trajectories [22–24] of three individual electron spins on
the Bloch sphere along with the ensemble average value of sz .
The time evolution of an individual spin in state k during a
short∆t time interval is:
sk(t+∆t) =
(
1− ∆t
τk
)
Uk(∆t)sk(t) + ∆t
∑
k′
Wk′ksk′(t),
(4)
where Uk (∆t) sk(t) = sk(t) + ∆tΩ (k) × sk(t). The first
term on the right hand side describes when the spin, sk does
not scatter out from k during ∆t. The second corresponds
to scattering-in from k′ states. Assuming detailed balance
(Wk′k = Wkk′ ) and retaining terms in first order of∆t yields
directly the spin Boltzmann equation of Eq. (3) in the in-
finitesimal limit of the time step. We note that this considera-
tion essentially mimics the derivation of the Lindblad equation
in Ref. 26.
Besides being equivalent, the MC method is numerically
more effective as the Larmor precession between scattering
events can be calculated analytically without resorting to nu-
merics. In contrast, solving the spin Boltzmann equation for a
large magnetic field (external or SOC related) requires the use
of a small time discretization.
The most important advantage of the MC method is that
it tracks the invidual quantum trajectories of electron spins,
whereas the spin Boltzmann equation inherently provides the
ensemble average values only, similarly to the Schro¨dinger
equation. The MC method is particularly advantageous when
we are interested in single events and quantum leaps hap-
pening in individual quantum systems, e.g. in mesoscopic
systems where statistical fluctuations are important in under-
standing and analyzing individual measurements [24]. We
employ the MC method in the following to study yet unex-
plored parts of the spin-relaxation phase diagram as a function
3of (Γ,L,∆Z).
Non-exponentional spin relaxation. We apply the MC
method for Dresselhaus SOC Hamiltonian in three dimen-
sions, where the Larmor (angular) frequency vectors read in
k-space (k = (kx, ky, kz)):
Ω(k) =
L′
~k3F
[
kx
(
k2y − k2z
)
, ky
(
k2z − k2x
)
, kz
(
k2x − k2y
)]
,
(5)
where L′ is the strength of the SOC in energy units, kF is the
Fermi wavenumber. The Fermi surface averaging of L′ gives
L2 = L′2 · 435 .
We first consider a zero magnetic field, i.e. ∆Z = 0. The
condition of the DP description [10, 11] is Γ ≫ L, when the
MC method gives spin relaxation with a single exponent as
Γs =
L2
Γ . However, the situation drastically changes when L
is the leading term and a non-exponential spin decay is ob-
served. This regime was first described in Ref. 2: it was
pointed out that a significant dephasing, rather than relaxation,
takes place on a timescale of 1/∆Ω, where the latter is the
spread in the Larmor frequency distribution. The qualitative
reason for dephasing is that the spins precess by a large an-
gle, Ωτ ≫ 1 before a momentum scattering takes place (Ω is
the mean value of the Larmor frequency). The dephasing is in
fact a procedure without memory loss, which is followed by a
truly irreversible spin decay after several τ elapses [27, 28].
The corresponding spin decay is shown in Fig. 3 (solid
black line in the upper panel). The simulation was performed
for an ensemble of N = 105 electrons and a nominal value
of the Larmor precession frequency of ~Ω/Γ = L′/Γ = 100.
Clearly, the data shows a rapid dephasing, which is followed
by an exponential-like tail for longer times. Its Fourier trans-
form, S(ω), is presented in the lower panel: it shows a peak
function at ω = 0 and two side-lobe structures, which are due
to the distribution of the Larmor frequencies in the Dressel-
haus SOC.
The simultaneous presence of dephasing and relaxation is
encountered in magnetic resonance and is tackled with the
concept of spin echo [29, 30], which is discussed in detail in
the Supplementary Material [31]. The spin echo is a specific
case of the Loschmidt echo [20]. In our case, the Loschmidt
echo can be numerically introduced by inverting the Ω(k)
vectors at a given instant and observing the recovery of the
ensemble spin value. Fig. 3. shows three such echoes which
were generated by inverting the Ω(k) vectors at three differ-
ent instances. The envelope of the echoes is also show in the
figure. We developed a numerical method [31] to obtain the
Loschmidt echo envelopes without needing to calculate the
echoes at each time points. The corresponding Fourier trans-
form, S(ω), of the Loschmidt echo envelope is shown in the
lower panel of Fig. 3: as expected, it shows a single peak at
ω = 0 which contains all the spectral weight from the two
side-lobes. We highlight an interesting analogy of the present
calculations with magnetic resonance: the timescale of spin
dephasing corresponds to T ∗2 (often referred to as reversible
”relaxation time”) and the envelope to the T2 spin-spin relax-
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FIG. 3. Upper panel: Spin decay for a spin ensemble which are
spin polarized at t = 0 (black solid line) and are under the action
of a strong Dresselhaus SOC, which leads to dephasing. Loschmidt
echoes (red, blue, and green lines) are generated by inverting the
Larmor frequency vectors at t = τ/2, τ , and 1.5τ and these are ob-
served around t = τ, 2τ , and 3τ , respectively. The envelope of these
echoes is depicted with a dashed orange line. Lower panel: Fourier
transform of the spin decay and the Loschmidt echo envelopes. Note
that the latter contains a single peak, centered at ω = 0, whereas the
earlier has a peak at ω = 0 and two side-lobe structures (shown on a
magnified scale), which reflect the Larmor frequency distribution in
the Dresselhaus SOC.
ation time (also known as irreversible relaxation time).
Inverting the SOC related Larmor frequency vectors is not
practically conceivable in bulk solid state realizations. How-
ever, inverting an external electric field induced SOC, such
as the Bychkov-Rashba SOC in two-dimensional heterolay-
ers, may be feasible. Determination of the Loschmidt echo
envelope allows us to determine the ”true”, i.e. irreversible
spin-relaxation time. The data shows an exponential time de-
pendence of the Loschmidt echo envelope over several orders
of magnitude (shown in Ref. 31) except for the beginning of
the envelope for τ ≪ 1 where it starts with zero derivative
4due to geometric reasons.
The generic phase diagram of spin relaxation. The calcu-
lated spin-relaxation rate, Γs,sim, is plotted for the entire phase
diagram as a function of L/Γ and∆Z/Γ in the upper panel of
Fig. 4. Γs,sim values are obtained by fitting exponential time
dependences to the Loschmidt echo envelopes, which are ob-
tained from our MC calculations. The data are normalized by
ΓL2; without this normalization, the value of Γs,sim changes
by 8 orders of magnitude for the given range. We note that the
cyclotron orbital motion of k in high magnetic field was ne-
glected in the calculations, however we believe that this could
be straightforwardly implemented.
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FIG. 4. Upper panel: Phase diagram of the spin-relaxation rate,
Γs,sim, for the Dresselhaus SOC as a function of L/Γ and∆Z/Γ. The
data are normalized by ΓL2. Lower panel: Ratio of the approximate
generic formula of Γs,approx =
ΓL2
Γ2+L2+∆2
Z
and Γs,sim. Note that this
ratio is around unity which justifies the use of the generic formula.
The lower panel of Fig. 4. shows the ratio of the sug-
gested generic formula Γs,approx =
ΓL2
Γ2+L2+∆2
Z
and Γs,sim ob-
tained from the MC calculations. A good agreement is found
between the MC simulations and the generic formula for the
entire phase diagram, the difference not being larger than a
factor of 2. This strongly argues for the existence of a generic
formula and for the validity of the presently suggested form.
We believe that a similar formula is valid for an arbitrary SOC
distribution while somemultiplying factors (around unity) can
be present in it.
We also verified the validity of the suggested generic for-
mula for a specific spin-relation example which is exactly
solvable. Burkov and Balents [32] studied a two-dimensional
electron gas with a lateral electric field, which induces a
Bychkov-Rashba type SOC. They presented an analytic result
for the spin-relaxation rate using a many-body approach for
arbitrary values of Γ, L, and ∆Z. We found that our approxi-
mating formula well explains the analytic results for the entire
phase diagram within a factor of 2. Details of the analytic cal-
culations in the various regimes are somewhat involved and
are presented in the Supplementary Material [31] along with
the comparison figure between the analytic result and the ap-
proximation.
This agreement provides an additional support for the valid-
ity of the recommended generic formula. We believe that be-
sides the aforementionedmultiplying factors, the formulamay
serve with a strong predicting value for the spin-relaxation and
spin-transport [33, 34] properties in future spintronics materi-
als. In addition, it describes well the general trends for the spin
relaxation rate versus its parameters, which can help to iden-
tify the relevant model of a relaxation mechanism. Although
we did not cover the case of spin relaxation in systems with
inversional symmetry (the Elliott-Yafet theory [8, 9]), the re-
cently discovered equivalence between the D’yakonov-Perel’
and Elliott-Yafet Hamiltonians [12] allows for a straightfor-
ward application of the present result for the Elliott-Yafet
case.
Conclusions. In conclusion, we studied the spin dynamics
in zincblende semiconductors with the Dresselhaus spin-orbit
coupling. We presented a model, which directly provides the
quantum trajectories of individual spins and is equivalent to
solving the spin Boltzmann equation. We identified a non-
exponential, spin-dephasing regime of spin dynamics, which
occurs due to a strong SOC. We tackled dephasing with the
introduction of a Loschmidt echo. This allowed us to de-
termine the spin-relaxation time for the entire spin-relaxation
phase diagram involving the strength of quasiparticle scatter-
ing rate, spin-orbit coupling, and the Zeeman interaction. We
found that a simple and compact form approximates well τs.
The validity of the formula was also confirmed for the two-
dimensional electron gas with a lateral electric field (i.e. with
a Bychkov-Rashba SOC) for which the spin-relaxation time
could be determined analytically.
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6Equivalence of spin Boltzmann equation and the Monte Carlo method
In the main text, we motivated that the presented Monte Carlo method is equivalent to solving the spin Boltzmann equation.
Herein, we present three additional examples to illustrate this equivalence numerically.
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FIG. 5. Upper panel: Comparison of the numerical solution of spin Boltzmann equation and Monte Carlo based method for more than a
thousand allowed k states, which is equivalent to the thermodynamic limit. Wkk′ is constant for all k, k
′ for the uniform scattering and it is
weighted with cosθ (θ being the angle of k and the z direction) in the nonuniform case. Lower panel: The same comparison but the number
of allowed k states is 5, which are given in the text. For all calculations∆ = 1, Γ = 1,a and L = 1 was used.
a
In Fig. 5., we compare the result of the Monte Carlo calculations with the solution of the spin Boltzmann equation. The upper
panel gives two examples: one with a uniform scattering (i.e. Wkk′ constant for all k, k
′) and a nonuniform scattering. For the
latter,Wkk′ is weighted by cosθ, where θ is the angle between k and the z direction. The calculations were performed for more
than a thousand allowed k states which were spread uniformly over the Fermi surface.
The lower panel of Fig. 5. shows the result of both types of calculations for 5 allowed k states only: the ”North Pole” (NP),
”South Pole” (SP), and 3 points along the ”Equator” (E1, E2, and E3) which form an equilateral triangle on the Fermi surface.
Again,Wkk′ is constant for the uniform scattering andWNP→SP : WNP/SP→E = 3 : 1 for the nonuniform scattering modell.
Remarkably, we find no difference between solving the spin Boltzmann equation and the result of the Monte Carlo model
for either case. Therefore the Monte Carlo model gives an accurate description of the spin dynamics, irrespective of the k
distribution and the uniformity of the scattering.
7The relation between the spin Boltzmann equation and the Bloch equations
The phenomenological Bloch equations describe the time evolution of a spin ensemble under the action of an external DC
magnetic field and an additional ACmagnetic field. The latter is used in magnetic resonance experiments and is usually polarized
perpendicularly to the DC field. The Bloch equations are usually written for the magnetization M , which is the ensemble
averaged magnitude of the spin magnetic dipole moments per unit volume. The Bloch equations read:
dMx(t)
dt
= γ(M(t)×B(t))x − Mx(t)
T2
,
dMy(t)
dt
= γ(M(t)×B(t))y − My(t)
T2
,
dMz(t)
dt
= γ(M(t)×B(t))z − Mz(t)−M0
T1
,
(6)
Here, the Larmor vector due to the external magnetic fields (either DC or AC or both) is identified asΩ(t) = γB(t), where γ
is the so-called gyromagnetic ratio for electrons. The T1 and T2 are the so-called longitudinal and transversal relaxation times.
M0 appears when the DC magnetic field is along the z axis. The phenomenological relaxation times describe that following an
excitation, the respective magnetizations return to their equilibrium values, which is M0 for the Mz component and 0 for Mx
andMy. In zero external external magnetic field, the T1 and T2 distinction vanishes.
We recognize a clear analogy between the spin Boltzmann equation and the Bloch equations. Although the spin Boltzmann
equation contains the external magnetic field and the k dependent built-in SOC related magnetic fields altogether, the latter
give rise to the phenomenological relaxation times (T1 and T2) in combination with the momentum relaxation events (which
are described by the Wk′k terms in the spin Boltzmann equation. The external magnetic field appears unchanged in the Bloch
equations.
Strictly speaking, this is only valid for the case when the spin magnetization decays exponentially according to the spin
Boltzmann equation. However, the effect of dephasing can be also included in the Bloch equations by introducing e.g. spatial
dependence of the local DC magnetic fields (e.g. due to the inhomogeneity of the magnet) or particle orientation dependent γ
(or g−factor) in a powder sample. The spin-Boltzmann equation can also be amended with the diffusion term, whose analogue
is known as the Bloch-Torrey equations.
The Loschmidt echo in magnetic resonance
We demonstrate herein the generic concept of the Loschmidt echo for the case of magnetic resonance. Therein, the so-called
spin echo is a specific case of a Loschmidt echo.
The dephasing problem is encountered in magnetic resonance and it is also tackled with a version of the Loschmidt echo.
It is a common challenge in magnetic resonance that dephasing and spin relaxation processes are simultaneously present. The
so-called spin-echo is employed to tackle this problem.
Most generally, one encounters three different time scales in magnetic resonance: T ∗2 , T2, and T1. Of these, T1,2 are irre-
versible relaxation processes and T ∗2 is related to the reversible dephasing processes [29, 30]. The distinction between T1 and
T2 stems from the fact that a magnetic field is applied, which inevitably leads to a distinction between relaxation processes for
the magnetization components which are parallel (the T1 processes, also known as longitudinal relaxation time) and perpendic-
ular ((the T2 processes, also known as transversal relaxation time)) to the external magnetic field. In zero magnetic field, this
distinction vanishes.
The Bloch equations [29] describe the motion of spins in a DC magnetic field along the z axis, which is accompanied by an
AC magnetic field whose polarization rotates around z. In equilibrium, the magnetization of the spin ensemble,M is stationary
along the z axis with a value ofM0. When the AC magnetic field is applied in a pulsed manner, the magnetization is rotated
away from the z axis and starts to precess around z with the Larmor frequency ωL = γB (B is the magnetic field and γ is
the so-called gyromagnetic ratio of the studied spin system, e.g. γ ≈ 2pi42.6MHz/T for protons and γ ≈ 2pi28.0GHz/T for
electrons).
In a typical experiment, an AC irradiation is applied with an angular-frequency matching ωL and a pulse duration which is
sufficient to rotate M into the (x, y) plane. This is known as a pi/2 pulse, as the magnetization is rotated perpendicular to
z. Then the (x, y) and z components of the non-equilibrium spin magnetization decay to the respective equilibrium values (0
and M0)with T2 and T1 relaxation times. However, in most cases the (x, y) components vanish much earlier than T2 due to
dephasing: local magnetic field inhomogeneities are present which lead to a distribution in ωL. The inhomogeneities are caused
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FIG. 6. Schematics of the dephasing process in NMR experiments and the method of spin-echo. The figure assumes a right handed precession
direction with ωL. The spin magnetization lies in the (x
′, y′) plane after a pi/2 pulse when dephasing due to a spread in the Larmor frequencies
starts: spins in blue and red precess faster or slower than ωL, respectively. After an evolution time of τecho, a pi pulse is applied which rotates
the spins around an axis perpendicular to z′. Clearly, the blue and red spins are now behind or before the average spin direction and as a result
these will be aligned coherently after another τecho time, when the spin echo occurs. The lower panel depicts the corresponding NMR signal.
by either defects or impurities (these are the leading cause in solid state NMR) or by the inevitable inhomogeneity of the magnet
(this is the leading cause in high resolution or liquid NMR) [30].
This process is usually described in a frame of reference which rotates with the mean value of the Larmor (angular frequency),
ωL around the z axis and is schematically shown in Fig. 6. The coordinate axes of the rotating frame of reference are denoted
by x′, y′, and z′ (z′ is identical to the z axis). The originallyM0 magnetization lies in the (x
′, y′) plane after a pi/2 pulse where
dephasing starts. In the rotating frame of reference, some spins have angular frequencies which are larger (the blue arrows
in the figure) or smaller (the red arrows in the figure) than ωL. The resulting net magnetization vanishes on a timescale of
T ∗2 ≈ 1/∆ωL, where the latter is the spread in the Larmor frequencies. Another pulse is applied after a so-called ”evolution
time”, τecho, which rotates the spins by pi. The figure depicts the location of the spins which precess faster (blue arrows) and
slower (red arrows) than the average after the pi pulse. Clearly, after a waiting time of another τecho the spins are aligned again
coherently in the x′, y′ plane with a direction opposite to their original coherent direction.
Fig. 6. also shows the corresponding NMR signal: the initially decaying signal is partially recovered, i.e. an echo is observed
at 2τecho when the pi pulse is applied at τecho. The reason why the NMR spin echo is observed, is that the dephasing is not
accompanied by a memory loss, thus each spin ”remembers” the magnitude of its Larmor frequency. However in reality,
memory loss is also present on the spin-relaxation timescale, T2, where typically T
∗
2 ≫ T2. In NMR, the physical origin of T2
can be dipole-dipole interaction (this is the leading mechanism in solid state NMR) or molecular diffusion (this is the leading
mechanism in high resolution or liquid NMR) [30].
Fig. 7. shows the schematics of the T2 measurement: spin-echo experiments are performed consecutively (in different pulse
sequence runs, each starting from the equilibrium M0||z′) with varying τecho. The envelope of the observed echoes follow
exp−τecho/T2 , which allow for the determination of T2, which is a true, irreversible relaxation time, clearly distinguishable from
dephasing. After Fourier transformation, the NMR signal has a large linewidth of 1/T ∗2 (in frequency units) which consists of
so-called spin-packets[35], whose linewidth is 1/T2.
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FIG. 7. Schematics of the T2 measurement. NMR spin echo experiments are performed with varying time delay between the pi/2 and pi pulses.
The individual echoes have a linewidth of 2T ∗2 but the resulting spin echo envelope follows e
−t/T2 . The corresponding FT NMR signal reflects
this behavior: it contains a broad signal whose width is 1/T ∗2 and it consists of individual spin-packets whose width is 1/T2.
Efficient calculation of the Loschmidt echo envelope in our numerical studies
We outlined in the main text how individual Loschmidt echoes can be obtained by inverting the SOC related Larmor precession
vectors. In principle, the envelope could be obtained from such individual echoes by varying the time delay of the reversal.
Clearly, this procedure requires to calculate a full ensemble averaged time evolution and repeating this calculation over and over
for each time delay points. However, it turns out that the envelope itself can be obtained more effectively when we are not
interested in the individual Loschmidt echoes. It turns out that this calculation is not more time consuming than calculating a
single time decay of the spin ensemble.
The schematics of the method is depicted in Fig. 8. It is based on keeping track of the rotation operator (which is a 2 × 2
matrix), U(t1, t2) which describes the evolution of a single spin at t1 to a time point of t2. Although momentum scattering
happens in random time intervals, U(t1, t2) can be constructed for any t1 and t2, which also involves the randomizing nature
of the momentum scattering, which changes the direction of the Larmor precession. However, it is practical to predefine an
equidistant array of time steps for which the envelope is to be calculated.
In addition to keeping track of the rotation operator under the action of the Larmor precession with randomized k values,
we can keep track of the rotation operators which would act for the inverted Larmor precession vectors. This is denoted by
U ′(t1, t2). The top panel of Fig. 8 depicts by arrows the action of these two types of operators.
Next, we consider an individual Loschmidt echo where the SOC-related Larmor vectors are inverted at a flip time of tflip.
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FIG. 8. Schematics of the efficient Loschmidt echo envelope calculation. Top panel: the Larmor precession acts as a transformation operator,
U(t1, t2) on an individual spin. This can be obtained for an equidistant array of time values, even in the presence of momentum scattering
which provides a new random k that alters the spin precession direction. U ′(t1, t2) is obtained for the inverted Larmor precession vectors.
Middle panel: the time trace of an individual echo with flip time tflip could be obtained at any time t by acting on the spin with U(0, tflip),
followed by U ′(tflip, t). Bottom panel: the echo envelope at a time point techo = 2tflip is obtained from the product U(0, tflip)× U
′−1(0, tflip ×
U ′(0, techo)).
The middle panel in Fig. 8 depicts that the echo can be obtained for any arbitrary time tfrom the action of U(0, tflip), followed
by U ′(tflip, t), i.e. their product. The bottom panel describes the efficient method to obtain the Loschmidt echo envelope at an
arbitrary techo = 2tflip. It requires the subsequent action of U(0, tflip), U
′−1(0, tflip and U
′(0, techo)) since the identity:
U(0, tflip)× U ′(tflip, 2tflip) = U(0, tflip)× U ′−1(0, tflip × U ′(0, 2tflip)) (7)
holds. Clearly this method involves a larger memory use but it substantially accelerates the calculations. In the end, the
Loschmidt echo envelope for each individual spins needs to be ensemble averaged to obtain the final result.
Fig. 9. shows the time dependence of the Loschmidt echo envelope and the spin decay signal for longer times on a semilog
plot (vertical axis is logarithmic). Note that both signals decay exponentially for longer times. The apparent noise in the signals
for longer times could in principle be reduced by increasing the ensemble.
Spin relaxation for a two-dimensional electron gas with the Bychkov-Rashba spin-orbit coupling
Burkov and Balents investigated the spin relaxation of a 2DEG with Rashba SOC.
H0 =
pi2
2m
+ λzˆ · [σ × pi]− ∆Z
2
σz , (8)
where pi = p + (e/c)A is the kinetic momentum, σ is the spin operator (Pauli-matrices), and ∆Z = gµBB is the Zeeman
energy.
The following substitutions are used to convert to our notation.
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FIG. 9. Time dependence of the Loschmidt echo envelope and the spin decay signal for longer times on a semilog plot. Note the exponential
decay for both the spin-decay and the Loschmidt echo envelope signals.
L = 2λpF,
s = σ/2,
(9)
where pF is the absolute value of the momentum at the Fermi-energy.
The Hamiltonian can be written after substitution:
H0 =
pi2
2m
+ Lzˆ ·
[
s× pi
pF
]
−∆Zsz. (10)
Burkov and Balents defined the following intermediate quantities to simplify their equations:
∆ = 2
√(
~ωc +∆Z
2
)2
+ 2λ2mεF,
cosϑ =
√
1
2
− ~ωc +∆Z
2∆
.
(11)
Here ωc denotes the cyclotron angular frequency.
Using self-consistent Bohr approximation (SCBA), they calculated the spin-diffusion propagator.
D−1zz (Ω) =1− f0(Ω) +
sin2(2ϑ)
2
[2f0(Ω)− f+(Ω)− f−(Ω)] ,
D−1+−(Ω) =1−
sin2(2ϑ)
2
f0(Ω + ωc)− sin4(ϑ)f+(Ω + ωc)
− cos4(ϑ)f−(Ω + ωc),
(12)
where
f0(Ω) =
1
1− iΩτ ,
f±(Ω) =
1
1− iΩτ ± i∆τ .
(13)
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The spin-relaxation times can be calculated using the poles of the spin-diffusion propagators, or, equivalently, zeroth of the
inverse diffusion propagators as written above.
These equations can be further simplified by introducing the quantity∆m = ~ωc +∆Z.
∆ = 2
√(
~ωc +∆Z
2
)2
+ 2λ2mεF
= 2
√
∆2m
4
+ ✁2λ2✚m
p2F
✟✟2m
=
√
∆2m + L2,
cosϑ =
√
1
2
− ~ωc +∆Z
2∆
=
√
1
2
− ∆m
2∆
,
sinϑ = ±
√
1− cos2 ϑ
= ±
√
1
2
+
∆m
2∆
,
sin2(2ϑ) = (2 sinϑ cosϑ)
2
=
L2
∆2
.
(14)
Substituting these results into the spin-diffusion propagator:
D−1zz (Ω) =
L2τ2 − iτ (1 + ∆2τ2)Ω− 2τ2Ω2 + iτ3Ω3
(1− iΩτ) (1− iΩτ + i∆τ) (1− iΩτ − i∆τ) (15)
After substituting Γ = 1/τ and Ω = −is (Laplace domain):
D−1zz (s) =
−ΓL2 + (Γ2 +∆2m + L2) s− 2Γs2 + s3
(s− Γ)
(
s− Γ− i
√
∆2m + L2
)(
s− Γ + i
√
∆2m + L2
) . (16)
The numerator of D−1zz (s) is a third degree, real coefficient polynomial for s. The roots of this polynomial are the poles of
the diffusion propagator. The real parts of the roots are the inverses of the respective relaxation times of the corresponding
exponential relaxation.
τs,i = 1/Re[si]. (17)
Although the roots of a cubic polynomial can be found using Cardano’s method, the resulting expressions for the roots are
hard to interpret.
∆0 = Γ
2 − 3 (L2 +∆2m) ,
∆1 = 9ΓL2 − 2Γ3 − 18Γ∆2m,
C =
(
∆1 +
√
∆21 − 4∆30
2
) 1
3
,
ε3 = −1
2
+
√
3
2
i,
si = −1
3
(
2Γ + εk3C +
∆0
εk3C
)
, k ∈ {0, 1, 2}.
(18)
The most relevant relaxation time out of the three is the longest, which corresponds to the pole with the smallest real part.
Γs = min{Re[si]}. (19)
Taking the poles in specific limits yields more interpretable results.
Perturbation theory for transcendental equations can be used for calculating the roots at different regimes. Although the
equation is not transcendental, it’s more effective to get the roots of a quadratic polynomial using perturbation theory in different
regimes than applying the limits to the exact expressions for the roots.
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A perturbative treatment of the transcendental equations
An equation in the following form is assumed:
g(x, λ) = 0. (20)
Denote the roots for this equations as xi. The equation is assumed to be easy to solve for λ = 0, but it becomes hard or
impossible to solve at other λ values. The goal is getting xi as a series expansion of λ. In the following xi are treated as
functions of λ.
g(xi(λ), λ) = 0,
∂g
∂x
∣∣∣
xi,λ
dxi
dλ
+
∂g
∂λ
∣∣∣
xi,λ
= 0,
dxi
dλ
= − ∂g
∂λ
∣∣∣
xi,λ
(
∂g
∂x
∣∣∣
xi,λ
)−1
.
(21)
Evaluate at λ = 0.
g(xi(0), 0) = 0,
dxi
dλ
∣∣∣
λ=0
= − ∂g
∂λ
∣∣∣
xi(0),0
(
∂g
∂x
∣∣∣
xi(0),0
)−1
,
xi(λ) = xi(0) +
dxi
dλ
∣∣∣
λ=0
λ+O(λ2).
(22)
Higher order approximations can be get by applying higher order derivatives to the equation. The second derivative of xi(λ):
d2x
dλ2
= −
(
∂g
∂x
)−1 [
∂2g
∂x2
(
dxi
dλ
)2
+ 2
∂2g
∂x∂λ
dxi
dλ
+
∂2g
∂λ2
]
, (23)
In the following sections only first order perturbation is calculated, while the second derivative is used to estimate the Lagrange
remainder of the Taylor expansion.
The L ≪ max(Γ,∆m) regime
The poles of the spin diffusion operator are the roots of the numerator of Eq. 16. First order perturbation is applied substituting
x = s and λ = L2. First the roots at λ = 0 have to be found.
−si(0)
(
Γ2 +∆2m
)
+ 2si(0)
2Γ− si(0)3 = 0,
s1(0) = 0,
s2,3(0) = Γ± i∆m.
(24)
At this regime only the first root is relevant as its’ real part is much smaller than the other two roots. The first order perturbation
result for this root:
s1 =
L2
Γ2 +∆2m
Γ +O
(( L2
Γ2 +∆2m
)2
Γ
)
(25)
This expression for the root is valid in the regime where the ratio of the error and the main term is much smaller than 1.
L2
Γ2 +∆2m
≪ 1,
L2 ≪ Γ2 +∆2m,
L2 ≪ 2max(Γ2,∆2m),
L ≪ max(Γ,∆m).
(26)
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The “Small” Γ regime
First order perturbation is applied again by substituting x = s and λ = Γ. The roots at λ = 0.
si(0)
(−∆2m − L2)− si(0)3 = 0,
s1(0) = 0,
s2,3(0) = ±i
√
L2 +∆2m.
(27)
In this case all roots are relevant as all of them have the comparable (0) real part.
The first order correction of the first root:
s1 =
L2
L2 +∆2m
Γ +O
(
L4Γ3
(L2 +∆2m)3
)
. (28)
Again, the regime of validity can be determined by examining the ratio of the main and error terms. In this case the first order
perturbation is valid when Γ≪ L or when ΓL ≪ ∆2m.
For the oscillating roots it’s only necessary to calculate the perturbation for one of them as they are conjugate pairs. First order
correction is only present for the real part.
Re[s2] =
L2 + 2∆2m
2(L2 +∆2m)
Γ +O
(
Γ3
L2 +∆2m
)
,
Im[s2] = i
√
L2 +∆2m +O
(
Γ2√
L2 +∆2m
)
.
(29)
These expressions are valid in the regime Γ≪ max(L,∆m).
The two regimes for the root with zero real part
The expression for the first root for the two regimes can be combined in a single expression.
s1 =
L2Γ
L2 + Γ2 +∆2m
(
1 +O
(
min(L,Γ)2
L2 + Γ2 +∆2m
))
(30)
The approximation is valid in all regimes where the error term is much smaller than 1.
The error term is not negligible when L ≃ Γ and∆m . L,Γ.
Note that even if this expression is valid on a significant regime for the non-oscillating root, there is a large regime where the
oscillating roots have longer relaxation time compared to this root.
We finally show the ratio between the approximation formula in the main text and the herein presented simulated values in
Fig. 10. The agreement between the two kinds of data is close to unity and not deviating from it more than 50 %.
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FIG. 10. Ratio of the recommended generic formula for the spin-relaxation rate and that obtained analytically for the 2D electron gas with the
Bychkov-Rashba SOC.
