The Schoof-Elkies-Atkin algorithm is the best known method for counting the number of points of an elliptic curve defined over a finite field of large characteristic. We use Abelian properties of division polynomials to design a fast theoretical and practical algorithm for finding the eigenvalue.
INTRODUCTION
The Schoof-Elkies-Atkin (SEA) algorithm [2] is currently the fastest known algorithm for computing the cardinality of elliptic curves defined over finite fields of large characteristic.
Following the initial work of Schoof [26] , considerable work has been devoted to making this algorithm efficient [1, 11, 22, 27, 12, 19, 16 ]. Elkies's improvement consists in using a factor f ,λ of degree ( −1)/2 of the -th division polynomial, that has degree ( 2 − 1)/2. This factor is associated with an eigenspace of the Frobenius; one then searches for the corresponding eigenvalue λ, defined modulo . The dominant cost of this approach is that of computing X p mod f ,λ , due to the improvements in [19, 16] .
In the present article, we describe the complexity aspects and the implementation of a new approach of the first author [21] . We look for λ ∈ (Z/ Z) * via its logarithm x to some generator c mod . In turn, we find x modulo coprime divisors q of − 1. Using Galois theoretic arguments, we find polynomials M (T ) and C(T ) such that x mod q can be obtained by solving T p ≡ C (v) (T ) mod M (T ) where C (v) is v-fold composition. Since deg(M ) < deg(f ,λ ), the method is faster when all q are smaller than ( − 1)/2.
In Section 2, we recall briefly the SEA algorithm. Section 3 describes the use of Abelian lifts for computing the eigenvalue in the Elkies case. In Section 4, we first review classical algorithms that will be used in the implementation and add slight improvements to some variants; we then explain how to implement our algorithms and give examples. Section 5 gives some improvements to our basic scheme and Section 6 concludes the article with timings obtained with our NTL implementation.
THE SEA ALGORITHM
Throughout the article, E denotes an elliptic curve defined over the finite field Fp by an equation of the form Y 2 = X 3 + AX + B. In all that follows, the X and Y -coordinates of a point P in the affine plane are denoted by subscripts, namely PX and PY . We refer to [2] for the following facts.
Schoof's original algorithm
There is a group law on an elliptic curve, that is known as the tangent-and-chord method; in particular, the m-fold multiple of a point P is written [m]P . Over any field, the addition formulae are rational; repeated use of these rules leads to the introduction of division polynomials, generally noted fm(X). Let π be the Frobenius endomorphism of E(Fp) that sends (X, Y ) to (X p , Y p ). This endomorphism satisfies an equation of the form π 2 − tπ + p = 0; the polynomial T 2 − tT + p is called the characteristic polynomial of π and the number of Fp-rational points of E is then equal to p + 1 − t. Hasse's bound ensures that the absolute value of the trace t is bounded by 2 √ p. In what follows, we will be interested in ordinary curves, for which t = 0, since the cardinality of supersingular curves is simply p + 1.
To compute the cardinality of E(Fp), Schoof's algorithm proceeds by computing t modulo small primes using the action of π on the set of -torsion points E[ ], until enough modular information is known to reconstruct the trace and the cardinality of E by the Chinese Remainder Theorem.
The Elkies case
In the so-called Elkies case, the characteristic polynomial of π has two linear factors modulo , so that the restriction of π to E[ ] has two rational eigenspaces. One of these (call it V ) is characterized by a polynomial f ,λ (X) of degree ( − 1)/2 which divides f (X); in particular, the coordinate ring of V can be represented as
The action of the Frobenius endomorphism on (
. We are interested in computing the eigenvalue of π, i.e. the integer λ,
Indeed, the trace modulo is then deduced from the formula t ≡ λ + p/λ mod (note that λ = 0 for ordinary curves). We are in the Elkies case if the univariate polynomial Φ (X, j(E)) has a root in Fp, where Φ ∈ Z[X, Y ] is an equation of the modular curve X0( ) (see [13] for fast algorithms for computing modular polynomials). We will consider the generic case, where the equation Φ (X, j(E)) = 0 has two roots (when the number of roots is 1 or + 1, we know the eigenvalue up to sign). One can then recover the factor f ,λ (X) of f (X) in quasi-linear time [3] .
Algorithms related to this case may be found in [27, 22] . On a heuristic basis, for a general curve, we expect to be in the Elkies case for about half of the primes . Combining this with Hasse's bound and the prime number theorem, we obtain that, asymptotically, the largest we have to consider is about log(p), where log is the natural logarithm.
We address in this paper the following question: given f ,λ (X), compute the eigenvalue λ satisfying Equation (2) . Several variants are presented in [16] for this task; the fastest algorithm has complexity
where M(d) denotes the cost of multiplying two polynomials of degree less than d in Fp[X], see Section 4 for details. We present in the next section a different algorithm, which turns out to be faster in many cases.
ABELIAN LIFTS
We introduce in this section the main ingredients for our algorithm. Lifting to characteristic zero, we first study the Galois structure of extensions generated by lifts of division polynomials. Reducing back to characteristic p, this enables us to obtain the eigenvalue λ by working in extensions of Fp of degree q, for q a divisor of ( −1)/2, as opposed to standard computations which take place modulo f ,λ (X), that is, in degree ( −1)/2. Combining the values obtained for coprime divisors of − 1 will give us the answer. The theory works for any divisor of − 1, including even integers. For the even part of the index, one has to consider the Y -coordinates of the torsion points, while the odd part involves X only.
Lifting to characteristic zero
We start by lifting to characteristic zero; lifts of objects existing modulo p will usually be written with a bar. Let K be a number field, unramified at , and let
be a non-CM lift of the curve E/Fp; one can choose in particular K = Q, the rational field. Then Theorem 4.1 of [28] implies that, for > 3, the extension generated by adjoining the coordinates of all -torsion points of E to K has maximal Galois group, isomorphic to GL(2, ). In particular, thedivision polynomial f (X) associated to E is irreducible. We let K = K[X]/(f (X)) be the extension of degree ( 2 − 1)/2 generated by f (X) and let Θ ∈ K be the residue class (X mod f (X)). Let next L be the extension
and let Γ be the image of Y in L . Consider now the generic
defines an automorphism of K /K and
is a cyclic subgroup of the Galois group Gal(K /K). Let K0 be the fixed field K G . Then, the extension K /K0 is cyclic of degree ( − 1)/2 and the polynomial
is a cyclic polynomial for which
[X] by the condition that deg(g a (X)) < ( − 1)/2 and g a (Θ) = ρa(Θ). We have the composition rules
and in particular, we can rewrite
Note that the set {ρ(Θ) : ρ ∈ G} is a normal basis of K /K0. In particular, for each subfield K0 ⊂ K ⊂ K , the trace Tr K /K (Θ) together with its conjugates form a normal basis for K /K0 and generates the field K as a simple extension. The basic idea of our approach is to consider traces in several such subextensions K0 ⊂ K ⊂ K of coprime degrees q = [K : K0]. We will thus write
by what was said previously. For a given q, the action of the Frobenius on these τ q will allow us to compute the residue modulo q of the index of λ in (Z/ Z) * ; using Chinese Remaindering will yield λ.
For q odd, the previous setting is enough, but to treat the case q even, we have to extend the discussion and consider Y -coordinates. The extension L = K [Γ] has degree 2, with Galois group generated by ς : Γ → −Γ. The automorphism ς acts naturally on K as the identity, making it an element ς ∈ Gal(L /K0). Let F (X) = X 3 + AX + B and define
Algebraic verifications show that L = K0[Y ]/(S(Y )) and that S(Y ) splits completely over K0, making the extension L /K0 Galois. From the theory of division functions, one gathers that there are polynomials
Note that h b (X) = −h −b (X) as a consequence of the parities of the X, Y -coordinates. We claim that L /K0 is Abelian and in fact that
For this, we show how to lift ρa toρa ∈ H; we do this for a = c, a generator of (Z/ Z) * , by the natural definition: 2 , which shows that the restriction ofρc on K acts indeed like ρc. One then verifies that ς •ρc =ρc • ς and that it generates an automorphism group acting on L /L0, where [L0 : K0] = 2 (we refer to [21] for the details). Now, for an intermediate
which is an extension of degree 2 of K , with τ q 2 ∈ K (the field L0 above is one of these fields).
We finally introduce elliptic Gaussian periods. As before, we assume that c generates (Z/ Z) * . We suppose first that q is an odd divisor of ( − 1) and develop this case in more detail; in this case, we need only work with X-coordinates.
For 0 ≤ i < q, we define
then, η 0 is the trace τ q defined above, and
k (η 0 ) for all i. As a consequence, there is a cyclic action:
so that the minimal polynomial of η 0 is
and
where the exponent (i) denotes
i-fold composition of the polynomial C with itself.
In the case when q is even, we let q = ( − 1)/q and h, k, H, K like previously, noting that this time
We work accordingly in L instead of K and define
then, η 0 is the trace τ q defined above, and η i =ρ
k (η 0 ) for all i. Thus, there is now a two-phased cyclic action:
Since η q/2+j = −ηj , the minimal polynomial of η 0 is
Let us define
With this we can group the previous to η i = s(i)·C (j(i)) (η 0 ).
Finding the eigenvalue
We can then reduce the previous construction back to Fp. Let us consider the algebras A0 = Fp[X]/(f ,λ (X)) and A (defined in Equation (1)). Let θ and γ be the residue classes of X and Y in A and let P = (θ, γ) be a "generic" point on E. For a ∈ (Z/ Z) * , we define the unique multiplication by a-polynomial of A by the condition deg(ga(X)) < ( − 1)/2 and ga(θ) = ([a]P ) X ∈ A. Remark that the eigenvalue λ satisfies the relation θ p = g λ (θ).
Since is an Elkies prime, there is a prime ideal
Similarly, for all a, g a (X) is a lift of ga(X). The definition of the multiplication polynomials ga(X) then shows that we have
We have depicted the situation in Figure 1 . Let as above c be a generator of (Z/ Z) * . We denote by x the index of λ, so that λ = c x mod . Using the construction of the previous subsection, we describe now how to recover (x mod q), giving details for q an odd divisor of ( − 1)/2. We refer to Subsection 4.2 for a description of the algorithm in the case q even. For 0 ≤ i < q, define ηi = P a∈H ga (g k i (θ)) , so that in particular ηi = η i mod p. For odd ≥ 3, the discriminant of f satisfies the following relation (see [9] ):
2 ). We can thus safely assume that all roots of f , and thus of f ,λ , are distinct. However, the traces η ∈ K do not generate a normal base and thus the discriminant Δ = Disc(η) may be divisible by some primes with (p , Disc(f )) = 1. In this case the polynomial M (X) of η 0 is not separated. One then determines a non trivial factor by taking the gcd with the derivative and the general approach can adapted to this case. For simplicity of the exposition, we shall however assume (p, Δ ) = 1.
We let M (X) ∈ Fp[X] be the minimal generating polynomial of the sequence of powers of η0 ∈ A0 and note that by the above condition on p, we have M (X) = M (X) mod p; hence, M (X) has degree q.
Writing C(T ) = C(T ) mod p, we also have the relation ηi = C (i) (η0), by reduction modulo p of the relation holding in K . In the even case, one defines
. Note that N (T 2 ) = 0 and thus one may use this polynomial in relation with the action ofρ.
The importance of the Abelian lift consists in granting the existence of the polynomials C(T ) which are not describing automorphisms in a field theoretic sense, but are images of automorphisms from the lift. In a general theory of Galois extensions of rings, see e.g. [18, 20] , we encounter C(X) as automorphisms of rings (algebras).
Let us finally show how to recover (x mod q). There exists v ∈ Z/qZ with
But η p 0 = η λ , extending the index of η modulo q. Thus, c x = c q v mod or x = q v mod q. In the even case, one can work with polynomials of degree q/2, as shown above.
ALGORITHMS AND COMPLEXITY
We give here the details of the algorithm and its complexity analysis. The notation M(n) denotes the time needed to multiply polynomials of degrees less than n [14, Chapter 8] . We make the super-linearity assumption that M(n + n ) ≥ M(n) + M(n ) holds for all n, n . Over fields supporting FFT, one can take M(n) ∈ O(n log(n)); in all cases, one has M(n) ∈ O(n log(n) log log(n)), by the results of [25, 5] . Our algorithms aslo rely on matrix operations. We will denote by ω < 3 an exponent such that matrices in F n×n p can be multiplied in O(n ω ) operations. The current record is Coppersmith and Winograd's 2.38 exponent [6] .
The minimal polynomial of an element α in a finite-dimensional Fp-algebra A is the minimal generating polynomial of the sequence (α i ) i≥0 (it is not necessarily irreducible).
Preliminaries
Most results given here are known; those not in the literature are straightforward generalizations of existing ones.
Modular composition and related problems. Let C(n)
be an upper bound on the cost of computing g(h) mod f , where f, g, h are in Fp[X], of degrees n. Using Brent-Kung's modular composition algorithm [4] , one can take
we will assume that M(n) log(n) ∈ O(C(n)). When g has degree q ≤ n, the bound reduces to
We need two variants of this algorithm. We write Cr(n) for the cost of performing r modular compositions {gi(h) mod f } 1≤i≤r , where f and h are fixed. For r ∈ O(n), using the algorithm of [30, 17] , one can take
The other variant is iterated composition: given k ∈ O(n), compute h, h(h) mod f, . . . , h (k) mod f, assuming that f divides f (h). We use the algorithm of [17, Lemma 4]: if
are known, we deduce
We repeat this scheme for j = 1, . . . , 2 log(k) . The total cost is up a constant that of the last step, i.e., O(C k (n)).
Minimal polynomials and related problems. Let f ∈ Fp[X] be of degree n and let α be in A = Fp[X]/(f ). Given a linear form L : A → Fp and q ≤ n, the sequence [L(α i )] 0≤i≤q can be computed in time C(n) see [29, 31] ; a more precise bound is
Thus, if the minimal polynomial of α has degree q, it can be computed within the same complexity [29, 31] . Let now β be in A, and suppose that there exists C ∈ Fp[X] of degree less than q such that β = C(α), where q is the degree of the minimal polynomial of α. In [29, Theorem 5], Shoup gave an algorithm of complexity O(C(n)) for computing C, under the condition that f is irreducible.
This algorithm could be extended to the general case by using randomization. We present a different solution using the trace form as in [24, 23] , which applies in characteristic p > n; we also mention how to obtain an upper bound of
For simplicity, we assume that the characteristic polynomial χ(X) of α is a power of its minimal polynomial M (X), say χ(X) = M (X) r . We also assume that f (X) is squarefree (all these assumptions are satisfied below).
Let θ ∈ A = (X mod f ) and let Tr be the trace A → Fp. The values Tr(θ i ) for 0 ≤ i < n can be computed in O(M(n)) operations, by expanding f /f at infinity. Using the "transposed multiplication" algorithm of [31] , one can then compute in O(M(n)) operations the linear form L : A → Fp such that L(u) = Tr(βu) holds for all u ∈ A. Then following [24, 23] , one sees that
holds. The sequence (L(α i )) i≤q can be computed in time
Then, C can be recovered in M(n) operations, proving our claim.
Main algorithm
We return to the context of the previous sections. Let V be an eigenspace of E[ ] associated to an eigenfactor f ,λ (X). We now describe the details of our algorithm, starting in the case q odd and indicating the modifications for q even. Computing η 0 . We continue with the previous notations. As in Section 3, we let c be a generator of (Z/ Z) * , let q be an odd divisor of ( − 1)/2 and define
the subscript X showing that we consider only X-coordinates. We compute η0 = T0,X (h, q ) by adapting Algorithm 5.2 in [15] . Using the relation
we are led to the following divide-and-conquer algorithm, where, at step i, we have U = g h 2 i , V = T0,X (h, 2 i ) and
The total cost is in
in the left-hand estimate, the first term gives the cost of computing g h in Step 1 by repeated doubling and the second term accounts for the loop in Step 2.
Computing η 1 . We continue with the computation of η1
We denote by T1,X (η0) a function that performs this operation; its cost is in
where in the left-hand estimate, the first term accounts for the cost of computing g k by repeating doubling.
Finding x mod q. Knowing Tp = T p mod M , we will find v such that Tp = C (v) mod M using baby steps / giant steps.
Find i, j such that Tp,j = Ci and return i + jr.
Main algorithm. We can now give the details of our main algorithm. Letting x be the index of λ in (Z/ Z) * , so that λ = c x , this algorithm computes x mod q.
Proposition 4.1. The previous algorithm has complexity
Proof. It follows from the results given previously.
There are two extreme cases to consider. If q , the dominant step is Step 2, of cost O(C( ) log( )). When q ≈ , the dominant term is that of Steps 6 and 7; this is no better than standard methods, which rely on computing Y p and
Modifications for q even. For the case q = 2, we know the value of x mod 2 (the sign of λ, actually) using Dewaghe's trick [10] . For q even > 2, we work in the algebra A of Equation (1), extending the previous constructions to pairs of polynomials. Let θ and γ be the residue classes of X and Y in A. Given R = (RX (θ), γRY (θ)) and
Computing R[S] is thus slightly more expensive than in the case q odd, the cost being C2( )+M( ). Remark that, writing
Next, we extend the definition of the traces η0 and η1 to take into account ordinates. We are led to compute
where q is now defined as ( − 1)/q. We thus define the vector analogue of the previous function T0,X , namely
In this case, Equation (5) becomes In the main algorithm, we then look for the minimal polynomial N of degree q/2 of (θ 3 + Aθ + B)η 0 2 , which gives
. The polynomial C of Step 5 now has the form C(T ) = T D(T 2 ). We compute D first; this is done by using the relation C(η 0 ) = η 1 mod f ,λ gives
To perform Step 6, we remark that if
General view of the complexity. Summing the contributions of all q dividing − 1, we see that the complexity of our approach has two components: the contribution of the trace computations will be bounded by the sum of terms of the form O(C( ) log( )); the second component is the sum of terms of the form O(M(q) log(p) + C √ q (q)), corresponding to the last part of the algorithm. If the largest prime power q dividing − 1 is small, we expect to be faster than standard approaches, whose cost is dominated by the O(M( ) log(p)) term for computing Y p and X p in A.
Numerical examples
Take E : Y 2 = X 3 + X + 22 over Fp, with p = 1009. The prime = 13 is of Elkies type, having the eigenfactor
Let θ = X mod f 13,λ . Since − 1 = 2 2 · 3 and (Z/13Z) * is generated by c = 2, we find, for q = 3 and q = 2 We deduce D(T ) = 767T + 241 and C(T ) = 767T 3 + 241T . We compute T p = 767T 3 + 241T mod M (T ), so v = 1 and x = 3 · 1 mod 4. Combining all information leads to λ = 7.
IMPROVEMENTS

Combining values of q
The algorithm does not require the values of q to be prime powers: we just need a decomposition of − 1 as a product of pairwise coprime numbers. Using larger values of q's tend to diminish the cost of the fast trace algorithm, but we have to balance with the cost of the latter steps.
Remark further that for a given choice of q1, q2, savings are possible. Suppose for instance we are in the situation − 1 = q1q2, where q1 is even and q2 odd; in particular, q 1 = q2 and q 2 = q1/2. For q1, we have to compute
In a symmetric way, for q2, we need ([c q 2 ]P )X to compute η0 (q 2 ) , followed by It is difficult to anticipate what factorization of − 1 into coprimes should be used. Write − 1 = 2 r q1 · · · qs with r ≥ 1 and q1 < q2 < · · · < qs coprime prime powers (for < 11, 000, the domain of feasibility of SEA as of now, we have r ≤ 9 and s ≤ 4). Some optimal combinations are obvious: 2 r = (2 r ), 2 r q1 = (2 r )(q1), 2q1q2 = 2(q1)(q2). When − 1 has many divisors, this is not so and the implementation constants are important and thus best determined using experimentations. We give in Figure 2 a list of all possible combinations for the example = 421 and the corresponding timings.
The case of isogeny cycles
The Abelian lift approach can be used to find λ mod m in the isogeny cycle algorithm [8, 7] . Using the techniques described therein, we can compute a factor f m ,λ (X) of the m -division polynomial f m (X) (for some variants, this is a division polynomial for a curve Em related to E). 
For log(p) (often the case in real-life examples), the dominant cost is M(q) log(p). This is faster than the cost O(M(δq) log(p)) of computing Y p by classical algorithms. 
CONCLUSIONS
We have presented the implementation of a new method of computing the discrete logarithm step in the SEA algorithm for counting points on elliptic curves. The method applies in the Elkies variant of the algorithm; it computes the index of an eigenvalue λ ∈ (Z/ Z) * in cyclic subgroups of the multiplicative groups separately and concludes by Chinese Remaindering. If q are the coprime divisors modulo which the index is computed, then the Frobenius will be evaluated in extensions of degree q of Fp, an improvement with respect to one degree ( − 1)/2 extension in the classical variant.
A further improvement can be achieved by using elliptic curve Gauss and Jacobi sums and the identity
with the Gauss sum τ (χ) = P −1 a=1 χ(a) (ga(θ)) using the notations of Section 3. If χ is a character of order q, then the identity above yields the index log (λ) mod q and can be computed by means of Jacobi sums in an extension Fp[ξ] generated by a qth root of unity. The degree is thus once more reduced to ordp(q). The method is described in [21] and is interesting for ordp(q) q. The run time for exponentiation is reduced successively by the two variants; however this happens at the cost of estimation of traces. Any improvement in the trace algorithm, for instance by using modular functions, would be of importance.
The implementation of these new ideas will be described in the full version of the present article.
