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We describe a MAPLE implementation, MultInt, of the continuous version of the WZ
method. We also give various examples of how this package can be used to systematically
generate proofs of identities (or recurrences) which involve multiple integrals of proper-
hyperexponential functions. Moreover, by expressing a binomial coefficient sum as a
hyperexponential contour or multi-contour integral, the package provides an alternative
approach to sums.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. Introduction
Most mathematical identities are hard to prove and often require lengthy and tedious ver-
ification. One of the most exciting discoveries in recent years, due to Wilf and Zeilberger
(1992), is that every proper-hypergeometric multi-sum or proper-hyperexponential integral
identity with a fixed number of summation or integration signs possesses a computer-
constructible proof. We would like to mention that the computer-constructible proofs for
an arbitrary fixed number of summation or integration signs only exist in theory (provided
we have an infinite amount of memory and time).
In general, the “objects” of study in the WZ theory are expressions of the kind∑
k
∫
F (n;k,x) dx
and identities between them. In the above general integral-sum, n and k are discrete
multi-variables, while x is a continuous multi-variable, and F is hyperexponential in all
its arguments.
The implementation of the WZ method is done by considering two special cases of
the general integral-sum. One is the case of the pure multi-sum, i.e. x is empty, and the
other is the case of the pure multi-integral, i.e. k is empty. These two cases are called the
discrete multi-WZ and the continuous multi-WZ, respectively.
1.1. the discrete multi-WZ
This case includes expressions of the kind∑
k1
· · ·
∑
kr
F (n; k1, . . . , kr)
and identities between them.
†This work has appeared in the author’s Ph.D. thesis.
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Two examples of multi-sum identities that can be proved automatically by using the
multi-WZ method are the Ape´ry–Schmidt–Strehl identity (see Strehl, 1994)∑
k
∑
j
(
n
k
)(
n+ k
k
)(
k
j
)3
=
∑
k
(
n
k
)2(
n+ k
k
)2
for an integer n ≥ 0,
and the Andrews–Paule sum (see Andrews and Paule, 1992, 1993)
n∑
i=0
n∑
j=0
(
i+ j
i
)2(4n− 2i− 2j
2n− 2i
)
= (2n+ 1)
(
2n
n
)
.
For the computer generated proofs of the above examples see Wegschaider (1997).
At this point we would like to mention the marvellous work of Wegschaider (1997).
Wegschaider, by utilizing ideas of Verbaeten, gave a new approach that improved and
generalized Wilf and Zeilberger’s (1992) extension of Sister Celine’s technique. Moreover,
he has implemented this new approach in the form of a Mathematica package: MultiSum†
which efficiently solves various problems.
q-WZ case. The discrete WZ method has its q-analogue (see Wilf and Zeilberger,
1992). The method handles q-single-sums and q-multi-sums, i.e. single-sums and multi-
sums where the summand is q-proper-hypergeometric. Implementations have been
developed by Bo¨ing and Koepf (1999), Koornwinder (1992), Paule and Riese (1997) and
Zeilberger‡ (see Petkovsˇek et al., 1996). Recently by applying certain kinds of creative
substitutions and automatic filtering to the summands Riese (2001) gave a method that
dramatically improved the method at implementation level.
1.2. the continuous multi-WZ
This case includes expressions of the kind∫
· · ·
∫
F (n;x1, . . . , xk) dx1 . . . dxk
and identities between them. In the above integral expression, n is a discrete multi-
variable and F is hyperexponential in n, x1, . . . , xk. Some examples of multi-integral
identities that can be automatically proved by the multi-WZ method, for any fixed given
dimension, are the celebrated Mehta–Dyson integral (see Macdonald, 1982)
1
(2pi)k/2
∫
(−∞,∞)k
e−
∑k
j=1 xj
2/2
∏
1≤i<j≤k
(xi − xj)2c dx1 . . . dxk =
k∏
j=1
(cj)!
c!
,
where k > 0 is an integer and c is a non-negative integer, the Selberg’s integral (1944)
(see also Andrews, 1986; Macdonald, 1982)∫
[0,1]k
{
k∏
i=1
xai (1− xi)b
∏
1≤i<j≤k
(xi − xj)2c
}
dx1 . . . dxk
=
k∏
j=1
(a+ (j − 1)c)!(b+ (j − 1)c)!(jc)!
(a+ b+ (k + j − 2)c+ 1)!c! ,
†Available from http://www.risc.uni-linz.ac.at/research/combinat/risc/software/
‡Available from http://www.math.rutgers.edu/~zeilberg/
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where a, b, and c are non-negative integers, and constant term (CT) expressions such as
the celebrated Dyson’s ex-conjecture (see Good, 1970; Macdonald, 1982)
CTx1,...,xk
 ∏
1≤i,j≤k
i6=j
(
1− xi
xj
)a = (ka)!
a!k
,
where k > 0 is an integer, a is a non-negative integer and for k ≤ m
CTx1,...,xk(f(x1, . . . , xm)) := CT of f w.r.t. x1, . . . , xk
:= coeff. of x01 · · ·x0k of the Laurent polynomial f
=
1
(2pii)k
∫
C
· · ·
∫
C
f(x1, . . . , xm)∏k
i=1 xi
dx1 · · · dxk,
where C is a circle around the origin. See Andrews et al. (1998) for a superb exposition
of these and other very important identities and of numerous applications. At present,
the continuous version of the WZ method (Wilf and Zeilberger, 1992) is capable of me-
chanically proving these identities only for fixed k. In principle this method should work
for any specific value of k, but in practice it works only for small values of k depending
on the given identity and implementation.
Egorychev’s method
By using Egorychev’s method every binomial coefficient sum or multi-sum can be
expressed as a contour or multi-contour integral. The following example illustrates the
method.
Example. Consider
S(n) =
n∑
k=0
(−1)k
(
2n+ 1
2k
)
.
An integral representation of
(
a
b
)
is:(
a
b
)
= CTz
(
(1 + z)az−b
)
=
1
2pii
∫
|z|=r
(1 + z)az−b−1 dz, 0 < r <∞.
Thus,
S(n) =
∞∑
k=0
(−1)kCTz
(
(1 + z)2n+1z−2k
)
= CTz
( ∞∑
k=0
(−1)k(1 + z)2n+1z−2k
)
= CTz
(
z2(1 + z)2n+1
1 + z2
)
.
Therefore by interfacing Egorychev’s method with the continuous multi-WZ method
we get an alternative approach to sums. One of the advantages of this is that we get new
companion identities quite different from those identities one gets from using the direct
approach. For example, Dixon’s identity∑
k
(−1)k
(
a+ b
a+ k
)(
a+ c
c+ k
)(
b+ c
b+ k
)
=
(a+ b+ c)!
a!b!c!
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can be written as the multi-contour integral
1
(2pii)2
∫
C
∫
C
(z1 + 1)a+c(z2 + 1)b+c(1− z1z2)a+b
z12a+1z2a+c+1
dz1 dz2 = (−1)a (a+ b+ c)!
a!b!c!
.
Doron Zeilberger has written a MAPLE implementation, TRIPLE INTEGRAL,† that
performs the algorithm described in Wilf and Zeilberger (1992) for the case of three
continuous variables. But TRIPLE INTEGRAL does not completely automate the method;
for instance, it requires the user to guess and input the denominators of the rational
certificates of the required recurrence-differential (WZ) equation. In this paper, we
describe a MAPLE package MultInt which improves and generalizes Zeilberger’s
TRIPLE INTEGRAL for any specific number of continuous variables so that it completely
implements the continuous multi-WZ method. This package is available from
http://faculty.gvsu.edu/teferaa/ (or http://www.math.temple.edu/~akalu) or
by email request from teferaa@gvsu.edu.
This paper is structured as follows. In Section 2 we give basic definitions. In Section 3
we give a quick review of the continuous version of the WZ method. In Section 4 we
give a brief description of the algorithm that implements the continuous version of the
multi-WZ method. In Section 5 we describe our MAPLE implementation, MultInt, of
the continuous multi-WZ method. In Section 6, by using our MAPLE package, we give
automated proofs of various mathematical problems. All examples shown in this paper
were computed with MAPLE V Release 5 on a Pentium III PC with 450 MHz.
2. Notations and Basic Definitions
Numbers. We denote the set of integers by Z, the set of positive integers by N, the
set of negative integers by N− and N ∪ {0} by N0.
Vectors and variable names. Throughout this work the m-vector n = (n1, . . . , nm)
represents m discrete variables and x = (x1, . . . , xk) represents k continuous variables.
Therefore, F (n;x) denotes F (n1, . . . , nm;x1, . . . , xk). If l = (l1, . . . , lk), xl =
∏k
i=1 x
li
i .
The C in
∫
C
denotes a circle around the origin.
Operators. We use the following operator notations:
EniF (n;x) := F (n1, . . . , ni−1, ni + 1, ni+1, . . . , nm;x),
DxiF (n;x) :=
∂
∂xi
F (n;x),
∆niF (n;x) := F (n1, . . . , ni−1, ni + 1, ni+1 . . . , nm;x)− F (n;x).
Rising factorial. The rising factorial symbol (a)n for n ∈ Z is defined as
(a)n :=

∏n−1
i=0 (a+ i) if n ∈ N,
1 for n = 0,
1∏−n
i=1(a−i)
if n ∈ N− and a /∈ {1, 2, . . . ,−n}.
Hyperexponential functions. We say that F (n,x) is hyperexponential if for every
i ∈ {1, . . . ,m} and for every j ∈ {1, . . . , k}, Eni FF and
Dxi (F )
F are rational functions of n
†Available from http://www.math.rutgers.edu/~zeilberg/
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and x. F is proper-hyperexponential if it can be reduced to the form:
P (n;x) eR0(x)
m∏
i=1
Ri(x)ni
J∏
j=1
Sj(x)cj
L∏
l=1
(e(l)1 n1 + · · ·+ e(l)m nm + fl)!
gl
,
where
(i) P (n;x) is a polynomial,
(ii) R0, Ri, Sj are rational functions in x,
(iii) cj and fl are complex numbers (in general, commuting indeterminates),
(iv) e(l)1 , . . . , e
(l)
m and gl are integers.
Example. F (n;x) = xn is a proper-hyperexponential function in n and x.
Many important identities, for instance those mentioned in Section 1.2, involve multiple
integrals of proper-hyperexponential functions.
3. A Quick Review of the Continuous Version of the WZ Method
In this section we would overview the WZ proof procedure by considering an important
special case. We begin by stating the fundamental theorem of the continuous version of
the multi-WZ method.
Theorem 3.1. Let F (n;x) be a proper-hyperexponential function in n and x. There
exists a non-zero linear ordinary recurrence operator with polynomial coefficients P (En, n)
and a k-tuple of rational functions [R1, . . . , Rk] in n and x, such that
P (En, n)F =
k∑
j=1
Dxj (RjF ) (WZ equation).
Note that the polynomial coefficients of P (En, n) are free of the variables x1, . . . , xk.
For the proof of the theorem see Wilf and Zeilberger (1992).
Suppose we want to prove a multiple integral identity of the form∫
· · ·
∫
F (n;x) dx1 · · · dxk = 1, n ∈ N0 (3.1)
where F (n;x) is a proper-hyperexponential function in n and x.
The general method to prove (3.1) is to find a recurrence equation satisfied by
f(n) :=
∫
· · ·
∫
F (n;x) dx1 · · · dxk.
By the fundamental theorem, F (n;x) satisfies a WZ-equation:
L∑
i=0
ai(n)F (n+ i;x) =
k∑
j=1
Dxj (RjF ), (3.2)
where the ai(n) are polynomials in n.
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By integrating both sides of (3.2) with respect to x1, . . . , xk, we get
L∑
i=0
ai(n) f(n+ i) =
k∑
j=1
∫
· · ·
∫
Dxj (RjF ) dx1 · · · dxk. (3.3)
But, if all goes well, the right-hand side of (3.3) is zero. The identity (3.1) follows after
checking that 1 is a solution of the recurrence, checking the initial conditions f(n) = 1,
n = 0, 1, . . . , L− 1 and taking into account that aL(n) might vanish at certain points.
Remark. Note that the central part of the WZ proof procedure is the production of (3.2)
(a WZ-equation), this is done by the computer using the package MultInt; all we have
to do is to input F (n;x) to MultInt and then MultInt will deliver us a WZ-equation
satisfied by F (n;x). Computational experience shows that, for many real life examples
(as can be seen in Section 6), our implementation of the continuous WZ algorithm is
successful in getting a WZ-equation with L = 1.
4. A Description of the Algorithm
The algorithm that implements the continuous version of the multi-WZ method is
summarized in the following. For the sake of convenience and clarity, we describe the
algorithm for one discrete variable n.
INPUT: A proper-hyperexponential function F (n;x).
OUTPUT: A recurrence-differential equation (the WZ-equation):
L∑
i=0
ai(n)F (n+ i;x) =
k∑
j=1
Dxj (RjF ).
DESCRIPTION:
1. Set up the WZ (rational) equation:
L∑
i=0
ai(n)
EinF
F
−
k∑
j=1
1
F
Dxj
[
pj(n,x)
qj(n,x)
F
]
= 0
with “undetermined” ai(n) and pj(n,x). Let pj(n,x) :=
∑Mj
l=0 bj,l(n)x
l where
Mj = (M1,j , . . . ,Mk,j). Replace qj(n,x) by 1.
2. Clear denominators in step 1 and equate coefficients of the monomials in x to
get a homogeneous linear equation system in the unknowns ai and bj,l.
3. Solve the resulting system.
4. Stop, if a non-zero solution is obtained. If not, increase degrees of pj(n,x),
replace qj(n,x) by next “best” conceivable value by taking the factors of the
denominators of the rational functions Dxj log(F ) as possible values, and go to
step 1.
Remark. Since each of the denominators of the rational functions Dxj log(F ) has a
finite number of factors, the number of possible values for qj(n,x) is finite. However, we
do not have a deterministic procedure for the degree bounds for pj(n,x).
The fundamental theorem of WZ (3.1) guarantees the algorithm’s eventual success.
One just needs to keep increasing the degrees of the pj(n,x) up to a certain arbitrary
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degree bound. If this fails, one just needs to increase the order of the recurrence operator
and repeat increasing the degrees of pj(n,x).
5. A Description of MultInt
MultInt (Multiple Integration) is a package of MAPLE programs. The file name of
the package is called MultInt.mpl and the accompanying help database file is called
maple.hdb.† They are accessible in MAPLE V (release 4 or 5). To load MultInt into the
MAPLE session, type read ‘MultInt.mpl’;.
> read ‘MultInt.mpl‘;
MultInt: a Maple Package for Multiple Integration of proper− hyperexponential
functions by the continuous version of the multi−WZ Method.
Akalu Tefera, Temple University, Department of Mathematics.
Please report all bugs and comments to : akalu@math.temple.edu
For a list of procedures, type : ?MultInt or help(MultInt)
For help with a specific procedure, type :
?procedure name or help(procedure name)
CAUTION : this version of MultInt is for Maple V Release 4 or 5.
The main procedures that are contained in the package are described in the following
subsections.
5.1. description of the Maple procedure hypertorecdiff
The function hypertorecdiff finds a non-zero recurrence-differential (WZ) equation
satisfied by a given proper-hyperexponential function.
Calling sequence: hypertorecdiff(f,n,fnam(x),opt1,opt2,...);
Parameters:
f - a proper-hyperexponential expression
n - a name (or list of names), the recurrence variable(s)
x - sequence of names, the integration variables
fnam - a name, the function name
opt1, opt2, ... - various desired options
Input/output description:
hypertorecdiff(f,n,fnam(x1, ..., xk)) finds a non-zero WZ-equation of the
form:
p1 fnam(n, x1, . . . , xk) + p2 fnam(n+ 1, x1, . . . , xk) + · · · =
∂
∂x1 (R1 fnam(n, x1, . . . , xk)) + · · ·+ ∂∂xk (Rk fnam(n, x1, . . . , xk)),
where n is a single variable, p1, p2, . . . are polynomials independent (free) of x1,
. . . , xk and Ri, (i = 1, . . . , k) are rational functions (the certificates). In this case
hypertorecdiff looks for a non-zero WZ-equation with recurrence part of order at
†To have access to the help database, set libname := libname, ‘directory path’. Here directory
path denotes the location where maple.hdb resides.
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most 6 (the default value). However, the recurrence obtained by hypertorecdiff
may not be a recurrence of minimal order.
Options and remarks:
— hypertorecdiff(f,n,fnam(x1,...,xk),recurrence order) recurrence order
denotes the order of the recurrence in n and it is a non-negative integer if n is a
single variable, and is a list of non-negative integers if n is a list of variables. If
recurrence order is a list then it must have the same length as n. This option
allows one to input the order of the recurrence of the required WZ-equation.
Without recurrence order specification, hypertorecdiff searches for a non-zero
WZ-equation, starting from order zero all the way up to order 6 (the default).
Depending on the given function f, this may take some time before hypertorecdiff
gets the required WZ-equation. Therefore, we recommend that the user input the
expected order of the recurrence part of the WZ-equation.
— hypertorecdiff(f,n,fnam(x1,...,xk),recurrence order,[q1,...,qk])
q1, . . . , qk are polynomials. This option allows one to guess and input the
denominators of the k-tuple of rational functions of the required WZ-equation (the
certificates). If n is a list of variables, then recurrence order is a list of non-
negative integers.
— hypertorecdiff(f,n,fnam(x1,...,xk), [q1,...,qk])
n can also be a list of recurrence variables.
— hypertorecdiff(f,[n1,n2,...,nm],fnam(x1,...,xk), [N1,...,Nm], ansatz)
n1,...,nm are recurrence variables, N1,...,Nm are forward shift variables corre-
sponding to the recurrence variables and ansatz is a list of monomials in N1,. . . ,Nm
(see Example 2 below). In this case hypertorecdiff searches for a WZ-equation
by using the given ansatz.
— hypertorecdiff(f,[n1,n2,...,nm],fnam(x1,...,xk),[N1,...,Nm],
ansatz, [q1,...,qk])
This option allows the user to guess and input the denominators q1,. . . ,qk of the
k-tuple of rational functions of the required WZ-equation.
— This function is a part of the MultInt package, and can be used in the form
hypertorecdiff(arguments) only after performing the command with (MultInt)
or with (MultInt, hypertorecdiff). The function can also be accessed in the
long form MultInt[hypertorecdiff](arguments).
— Whenever there is a conflict between the function name hypertorecdiff and
another name in the same session, use the form MultInt[’hypertorecdiff’].
The following example illustrates how the function is used.
Example 1. Prove
1
(2pii)3
∫
C
∫
C
∫
C
(x+ y + z)n
xm+1yk+1zn−m−k+1
dx dy dz =
n!
m!k!(n−m− k)! .
Proof. Let
F (n,m, k, x, y, z) :=
(x+ y + z)nm!k!(n−m− k)!
n!xm+1yk+1zn−m−k+1
,
M(n,m, k) :=
1
(2pii)3
∫
C
∫
C
∫
C
F (n,m, k, x, y, z) dx dy dz.
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We want to show that M(n,m, k) = 1 for all m, n and k in N0, where n ≥ m+ k.
After loading the package MultInt in MAPLE, type:
> with(MultInt):
> f:=(x+y+z)^n*m!*k!*(n-m-k)!/n!/x^(m+1)/y^(k+1)/z^(n-m-k+1);
f :=
(x+ y + z)nm!k!(n−m− k)!
n!x(m+1)y(k+1)z(n−m−k+1)
> hypertorecdiff(f,n,F(x,y,z),1);
... solving 16 equations for 13 unknowns
Cheers! for the success. CPU Time : .27 seconds.
F(n, x, y, z)− F(n+ 1, x, y, z) = ∂
∂x
(
−xF(n, x, y, z)
n+ 1
)
+
∂
∂y
(
−yF(n, x, y, z)
n+ 1
)
+
∂
∂z
(
(x+ y)F(n, x, y, z)
n+ 1
)
.
The result follows by triple contour integration with respect to x, y and z and the fact
that M(0, 0, 0) = 1. 2
The following example demonstrates the options supported by hypertorecdiff.
Example 2. Let F (n,m, x, y) := 1
(1−x−x2−y−y2) x(m+1)y(n+1) . Suppose we want to find
a WZ-equation with recurrence both in n and m with the recurrence order 1 in n and
order 2 in m.
> with(MultInt):
> f := 1/((1-x-x^2-y-y^2)*x^(m+1)*y^(n+1));
f :=
1
(1− x− x2 − y − y2)x(m+1)y(n+1) .
Then the call hypertorecdiff(f,[n,m],F(x,y),[1,2]); outputs in 0.6 s:
(4 + 2m+ 2n)F(n,m, x, y) + (2 +m)F(n+ 1, 2 +m,x, y)
+ (−2−m)F(n+ 1,m+ 1, x, y) + (−2−m)F(n+ 1,m, x, y)
+ (2m+ 4 + n)F(n,m+ 1, x, y) + (−6− 3m)F(n, 2 +m,x, y)
=
(
∂
∂x
(
− (−3y + 2x
2y − x2 + 2xy + 1− x)F(n,m, x, y)
xy
))
+
(
∂
∂y
(
− (1 + 2x)yF(n,m, x, y)
x
))
.
We can also give an ansatz of the required recurrence part of the WZ-equation. For
example, the call hypertorecdiff(f,[n,m],F(x,y),[N,M],[1,N,M,N*M,M^2,N*M^2]);
outputs the above WZ-equation.
5.2. description of the Maple procedure checkrecdiff
The function checkrecdiff takes a WZ-equation and a hyperexponential expression,
and then returns true if the given hyperexponential expression satisfies the equation,
false otherwise.
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Example. Suppose we want to check whether the hyperexponential expression:
> g := exp(-x^2-y^2)*x^n/(y^n);
g :=
e(−x
2−y2) xn
yn
satisfies the WZ-equation:
> wzeq := F(n,x,y)+F(n+2,x,y) = Diff(x*F(n,x,y)/(n+1),x)+
> Diff(-x^2*F(n,x,y)/((n+1)*y),y);
wzeq := F(n, x, y) + F(n+ 2, x, y) =
(
∂
∂x
xF(n, x, y)
n+ 1
)
+
(
∂
∂y
(
−x
2F(n, x, y)
(n+ 1) y
))
.
Then the call checkrecdiff(wzeq,g); outputs true.
5.3. description of the Maple procedure sumtointn
By using Egorychev’s approach the function sumtointn finds a CT expression for
single-sums and multi-sums. The single-sums must have the form
S(n) =
∑
k
[
N∏
i=1
(
ai
bi
)]
yk,
where ai and bi are linear in n and k; and similar form for multi-sums. sumtointn looks for
a hyperexponential function F (n; z1, . . . , zt) such that S(n) = CTz1,...,zt(F ) and outputs
F and [z1, . . . , zt].
Calling sequence: sumtointn(bc, x, k, [l,u])
Parameters:
bc - (finite product of) binomial coefficients in the
summand
x - algebraic expression
k - name(s), the summation variable(s)
l, u - expressions, lower and upper bounds of the
summation variables
Example 1. To find a CT expression for Dixon’s sum∑
k
(−1)k
(
2n
k
)3
,
we make the call sumtointn(binomial(2*n,k)^3,(-1)^k,k,[0,infinity]); and get(
z1 + 1
z1
)(2n)(z2 + 1
z2
)(2n)
(1− z1z2)(2n), [z1, z2].
This means∑
k
(−1)k
(
2n
k
)3
= CTz1,z2
(
(z1 + 1)(z2 + 1)
z1z2
)(2n)
(1− z1z2)(2n).
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Example 2. Let
S(n) :=
∑
k
∑
j
(
n
k
)(
k
j
)3
.
Then the call sumtointn(binomial(n,k)*binomial(k,j)^3,1,[k,j],[[0,infinity],
[0,infinity]]); outputs:(
3z1z2 + z12z22 + z1 + z12z2 + z2 + z1z22 + 1
z1z2
)n
, [z1, z2].
5.4. description of the Maple procedure sumtorecdiff
By interfacing Egorychev’s method with the continuous multi-WZ method, the
functions sumtorecdiff finds a WZ-equation for the CT expression of a given sum.
For example, if∑
k
s(n, k) = CTz1,...,zt(F (z1, . . . , zt)) =
∫
C
· · ·
∫
C
F
(2pii)t
∏t
j=1 zj
dz1 · · · dzt
where
s(n, k) =
[
N∏
i=1
(
ai
bi
)]
yk,
then sumtorecdiff finds a WZ-equation for F
(2pii)t
∏t
j=1 zj
.
Calling sequences:
sumtorecdiff(bc, x, k, n, [l,u])
sumtorecdiff(bc, x, k, n, [l,u], rec oder)
Parameters:
bc - (finite product of) binomial coefficients in the
summand
x - algebraic expression
k - a name or list of names, the summation vari-
able(s)
n - name, the recurrence variable
l, u - expressions, lower and upper bounds of the
summation variables
rec order - non-negative integer, the order of the recurrence
Example 1. Let
S(a, b, c) :=
∑
k
(−1)k
(
a+ b
a+ k
)(
a+ c
c+ k
)(
b+ c
b+ k
)
.
The call sumtorecdiff(binomial(a + b, a + k) * binomial(a + c, c + k) *
binomial(b + c, b + k), (-1)^k, k, a, [-a, infinity], 1); outputs:
(a+ 1 + b+ c) F(a, z1, z2) + (−a− 1) F(a+ 1, z1, z2)
340 A. Tefera
=
(
∂
∂z1
(
1
2
(z1 + 1)(2z1z2 − 1) F(a, z1, z2)
z1z2
))
+
(
∂
∂z2
(
−1
2
(z2 + 1) F(a, z1, z2)
z1
))
,
F(a, z1, z2) =
(−1)a+1
4
(z1 + 1)(a+c) (z2 + 1)(b+c)(1− z1z2)(a+b)
z1(2a+1)z2(a+c+1)pi2
.
Example 2. Let
S(n) :=
∑
i
∑
j
(−1)i+j
(
i+ j
i
)(
n
i
)(
n
j
)
.
The call sumtorecdiff(binomial(i + j, i) * binomial(n, i) * binomial(n, j),
(-1)^(i + j), [i, j], n, [[0, infinity], [0, infinity]], 1); outputs:
F(n, z1)− F(n+ 1, z1) = 0, F(n, z1) = −12
I
z1pi
.
6. Examples of Computer Generated Proofs
We now give various examples to show how one can systematically use the package
MultInt to generate proofs of identities (or recurrences) which involve multiple integrals
of proper-hyperexponential functions.
6.1. an identity equivalent to the Pfaff–Saalschu¨tz identity
Theorem 6.1.
(1 + x)k (1 + y)l
(1− x y)k+l+1 =
∑
m,n≥0
(
k + n
m
)(
l +m
n
)
xmyn, k, l ∈ N0.
Proof. To prove the above identity, we use the CT approach. Fix m, n ∈ N0 and let
f(k, l, x, y) :=
1(
k+n
m
)(
l+m
n
) (1 + x)k(1 + y)l
(1− xy)(k+l+1)xmyn .
Then CTx,y(f(k, l, x, y)) is given by
CTx,y(f(k, l, x, y)) :=
1
(2pii)2
∫
C
∫
C
f(k, l, x, y)
xy
dx dy,
where C = {z : |z| = r} and 0 < r < 1. Thus, we want to show that
CTx,y(f(k, l, x, y)) = 1.
Let F (k, l, x, y) := f(k,l,x,y)xy and a(k, l) :=
1
(2pii)2
∫
C
∫
C
F (k, l, x, y) dx dy. We want to
prove that a(k, l) = 1 for all k, l in N0. But, by symmetry of k and l, it suffices to
show a(k, l) = 1 for all k in N0, i.e. ∆ka(k, l) = 0 for all k in N0 and a(0, l) = 1. Enter
F (k, l, x, y) in a Maple session as
> g := (1+x)^k*(1+y)^l/((1-x*y)^(k+l+1)*x^(m+1)*y^(n+1)*binomial(k+n,m)
*binomial(l+m,n));
g :=
(1 + x)k(1 + y)l
(1− xy)(k+l+1)x(m+1)y(n+1) binomial(k + n,m) binomial(l +m,n) .
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The call hypertorecdiff(g,k,F(x,y)); outputs in 7 s:
F(k, x, y)− F(k + 1, x, y) =
(
∂
∂x
x(1 + x)F(k, x, y)
(k + n+ 1)(−1 + xy)
)
+
(
∂
∂y
(
− xy(1 + y)F(k, x, y)
(k + n+ 1)(−1 + xy)
))
.
Hence, by contour integration with respect to x and y, we get ∆k a(k, l) = 0. To
complete the proof, we evaluate a(0, l). To this end, let b(l) := a(0, l) and G(l, x, y) :=
F (0, l, x, y). In Maple enter G(l, x, y) as:
> h := (1+y)^l/((1-x*y)^(1+l)*x^(m+1)*y^(n+1)*binomial(n,m)*
binomial(l+m,n));
h :=
(1 + y)l
(1− xy)(1+l)x(m+1)y(n+1) binomial(n,m) binomial(l +m,n) .
The call hypertorecdiff(h,l,G(x,y)); outputs in 2 s:
G(l, x, y)−G(1 + l, x, y) =
(
∂
∂x
nx(1 + y)G(l, x, y)
(1 + l)(l +m+ 1)
)
+
(
∂
∂y
(
− y(1 + y)G(l, x, y)
1 + l
))
.
Hence, by contour integration with respect to x and y, we get ∆lb(l) = 0. Since
b(0) = 1, it follows that b(l) = 1 for all l in N0. 2
6.2. an identity equivalent to Dixon’s identity
Theorem 6.2.
1
(2pii)3
∫
C
∫
C
∫
C
(z1 − z2)a+b(z3 − z1)a+c(z2 − z3)b+c
z12a+1z22b+1z32c+1
dz1 dz2 dz3
= (−1)a+b+c (a+ b+ c)!
a!b!c!
,
where a, b and c are in N0.
Proof. Let
F (a, b, c, z1, z2, z3) :=
(−1)a+b+ca!b!c!(z1 − z2)a+b(z3 − z1)a+c(z2 − z3)b+c
(a+ b+ c)!z12a+1z22b+1z32c+1
and
I(a, b, c) :=
1
(2pii)3
∫
C
∫
C
∫
C
F (a, b, c, z1, z2, z3) dz1 dz2 dz3.
We want to show that I(a, b, c) = 1 for all a, b and c in N0.
In Maple enter F (a, b, c, z1, z2, z3) as:
> f:=a!*b!*c!*(-1)^(a+b+c)*(z1 - z2)^(a+b)*(z3 - z1)^(a+c)*
(z2-z3)^(b+c)/(a+b+c)!/z1^(2*a +1)/z2^(2*b+1)/z3^(2*c+1);
f :=
a!b!c!(−1)(a+b+c)(z1− z2)(a+b)(z3− z1)(a+c)(z2− z3)(b+c)
(a+ b+ c)!z1(2a+1)z2(2b+1)z3(2c+1)
.
342 A. Tefera
The call hypertorecdiff(f,a,F(z1,z2,z3)),1); outputs in 7 s:
F(a, z1, z2, z3)− F(a+ 1, z1, z2, z3)
=
(
∂
∂z1
(
− 1
2
(2z1z3− z2z3 + 2z2z1)F(a, z1, z2, z3)
(a+ b+ c+ 1)z1
))
+
(
∂
∂z2
(
− 1
2
z2(z3 + 2z1)F(a, z1, z2, z3)
(a+ b+ c+ 1)z1
))
+
(
∂
∂z3
(
− 1
2
z3(2z1 + z2)F(a, z1, z2, z3)
(a+ b+ c+ 1)z1
))
. (6.1)
By triple contour integration with respect to z1, z2 and z3, we get
∆aI(a, b, c) = 0.
By the symmetry of the problem with respect to a, b and c, we get from (6.1)
∆bI(a, b, c) = ∆cI(a, b, c) = 0.
Since I(0, 0, 0) = 1, it follows that I(a, b, c) = 1 for all a, b and c in N0. 2
6.3. Dyson’s ex-conjecture for k = 3
Theorem 6.3.
CTx1,x2,x3
 ∏
1≤i,j≤3
i6=j
(
1− xi
xj
)a = (3a)!
a!3
, a ∈ N0.
Proof. Let
T (a) :=
1
(2pii)3
∫
C
∫
C
∫
C
1
x1x2x3
a!3
(3a)!
∏
1≤i,j≤3
i6=j
(
1− xi
xj
)a
dx1 dx2 dx3.
We want to show that T (a) = 1 for all a in N0. To this end, let
F (a, x1, x2, x3) :=
a!3
(3a)!x1x2x3
∏
1≤i,j≤3
i6=j
(
1− xi
xj
)a
.
In Maple enter F (a, x1, x2, x3) as:
> f:=a!^3/x1/x2/x3/(3*a)!:
> for i from 1 to 3 do
> for j from 1 to 3 do if i <> j then f:=f*(1-x.i/x.j)^a fi od
> od; f;
(a!)3(1− x1x2 )a(1− x1x3 )a(1− x2x1 )a(1− x2x3 )a(1− x3x1 )a(1− x3x2 )a
x1x2x3(3a)!
.
Then the call hypertorecdiff(f,a,F(x1,x2,x3),1); outputs in 16 s:
F(a, x1, x2, x3)− F(a+ 1, x1, x2, x3)
=
(
∂
∂x1
R(x1, x2, x3)F(a, x1, x2, x3)
)
+
(
∂
∂x2
R(x2, x1, x3)F(a, x1, x2, x3)
)
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+
(
∂
∂x3
R(x3, x1, x2)F(a, x1, x2, x3)
)
,
R(u, v, w)
= − 118 (−9uw3a− 9v3ua+ 3vw3a− 6w2v2a+ 3v3wa
− 6u3wa− 6w2v2 + 3v3w + 3vw3 + 12uvw2a− 4vu3 − 6vu3a
− 6u2w2a+ 8uvw2 − 4u2w2 − 6uw3 − 6v3u+ 8uv2w − 4u2v2
+12uv2wa− 4u3w − 6u2v2a)/((3a+ 2)(3a+ 1)uvw).
The result follows by triple contour integration with respect to x1, x2 and x3 and the
fact that T (0) = 1. 2
6.4. the Habsieger–Zeilberger G2-case of Macdonald’s conjecture
Theorem 6.4. Let g(m,n, x, y, z) be[(
1− x
y
)(
1− y
z
)(
1− z
x
)]m[(
1− xy
z2
)(
1− xz
y2
)(
1− yz
x2
)]n
[(
1− y
x
)(
1− z
y
)(
1− x
z
)]m[(
1− z
2
xy
)(
1− y
2
xz
)(
1− x
2
yz
)]n
and h(m,n) := (3m+3n)!(3n)!(2m)!(2n)!
(2m+3n)!(m+2n)!(m+n)!m!n!2
. Then
CTx,y,z(g(m,n, x, y, z)) = h(m,n).
Proof. Let
F (m,n, x, y, z) :=
g(m,n, x, y, z)
xyzh(m,n)
and
G(m,n) :=
1
(2pii)3
∫
C
∫
C
∫
C
F (m,n, x, y, z) dx dy dz.
We want to show that G(m, n) = 1 for allm and n inN0. In Maple enter g(m, n, x, y, z)
as:
> g := ((1-x/y)*(1-y/z)*(1-z/x))^m*((1 - x*y/(z^2))*(1-x*z/(y^2))*
(1-y*z/(x^2)))^n*((1-y/x)*(1-z/y)*(1-x/z))^m*((1- z^2/(x * y))*
(1-y^2/(x*z))*(1-x^2/(y*z)))^n;
g :=
((
1− x
y
)(
1− y
z
)(
1− z
x
))m((
1− xy
z2
)(
1− xz
y2
)(
1− yz
x2
))n
((
1− y
x
)(
1− z
y
)(
1− x
z
))m((
1− z
2
xy
)(
1− y
2
xz
)(
1− x
2
yz
))n
h(m, n) as:
> h := (3*m+3*n)!*(3*n)!*(2*m)!*(2*n)!/(2*m+3*n)!/(m+2*n)!/(m+n)!/m!
/n!^2;
h :=
(3m+ 3n)!(3n)!(2m)!(2n)!
(2m+ 3n)!(m+ 2n)!(m+ n)!m!(n!)2
and F (m,n, x, y, z) as:
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> f:=g/h/x/y/z;
f :=
((
1− x
y
)(
1− y
z
)(
1− z
x
))m((
1− xy
z2
)(
1− xz
y2
)(
1− yz
x2
))n
((
1− y
x
)(
1− z
y
)(
1− x
z
))m((
1− z
2
xy
)(
1− y
2
xz
)(
1− x
2
yz
))n
(2m+ 3n)!(m+ 2n)!(m+ n)!m!(n!)2/((3m+ 3n)!(3n)!(2m)!(2n)!xyz).
Then the call hypertorecdiff(f,m,F(x,y,z),1); outputs in 388 s:
F(m,x, y, z)− F(m+ 1, x, y, z) =
(
∂
∂x
R(x, y, z)F(m,x, y, z)
)
+
(
∂
∂y
R(y, x, z)F(m,x, y, z)
)
+
(
∂
∂z
R(z, x, y)F(m,x, y, z)
)
,
R(u, v, w) = − 136 (−44u3vw2n+ 12v2w4m2 + 36v2w4n2 − 12w4uv
− 12uv4w + 18w3u3n2 + 10w3u3m2 − 20w3v3m2 − 36w3v3n2
+ 18v2w4m+ 30v2w4n+ 18v4w2m+ 30v4w2n+ 12v4w2m2
+ 36v4w2n2 − 36w3v3n− 26w3v3m− 14u2v3wm− 30uv4wm2
+ 22uv3w2n− 54w3v3mn+ 42v4w2mn− 44u3v2wn
− 24u3vw2n2 − 54w4uvn− 19u2vw3mn− 39w4uvm
− 30w4uvm2 − 54w4uvn2 − 48u3vw2m2 − 24u3v2wn2
− 56u3vw2m+ 21u2w4mn+ 27w3u3mn+ 18w3u3n
− 19u2v3wmn+ 38uv3w2mn− 76u3vw2mn+ 12uv2w3n2
− 48u3v2wm2 − 6u2v3wn2 − 56u3v2wm− 11u2v3wn
+ 24uv2w3m2 − 76u3v2wmn− 12u2v3wm2 − 54uv4wn2
− 6u2vw3n2 − 12u2vw3m2 − 11u2vw3n− 14u2vw3m
+ 28uv3w2m− 39uv4wm+ 12uv3w2n2 + 22uv2w3n
+ 28uv2w3m− 54uv4wn+ 24uv3w2m2 − 16u3v2w
− 81w4uvmn+ 38uv2w3mn− 81uv4wmn+ 3u2w4 + 9u2w4m
+ 15u2w4n+ 6u2w4m2 + 18u2w4n2 − 4u2vw3 + 8uv2w3
− 4u2v3w − 16u3vw2 + 8uv3w2 + 13w3u3m+ 42v2w4mn
+ 18u3v3n2 + 27u3v3mn+ 21u2v4mn+ 15u2v4n+ 6u2v4m2
+ 18u2v4n2 + 18u3v3n+ 13u3v3m+ 10u3v3m2 + 9u2v4m+ 6v2w4
+ 4u3v3 + 3u2v4 + 4w3u3 − 8w3v3 + 6v4w2)/(u(2m+ 1)(3m+ 3n+ 2)
× (3m+ 3n+ 1)v2w2).
By triple contour integration with respect to x, y and z, we get ∆mG(m,n) = 0. To
complete the proof, we set G(n) := G(0, n) and F (n, x, y, z) := F (0, n, x, y, z), and
then we show that G(n) = 1 for all n in N0. In Maple enter F (n, x, y, z) as: > f1 :=
subs(m=0,f);
f 1 :=
((1− xyz2 )(1− xzy2 )(1− yzx2 ))n((1− z
2
xy )(1− y
2
xz )(1− x
2
yz ))
n(n!)3
(3n)!xyz
.
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The call hypertorecdiff(f1,n,F(x,y,z),1); outputs in 901 s:
F(n, x, y, z)− F(n+ 1, x, y, z) =
(
∂
∂x
R(x, y, z)F(n, x, y, z)
)
+
(
∂
∂y
R(y, x, z)F(n, x, y, z)
)
+
(
∂
∂z
R(z, x, y)F(n, x, y, z)
)
,
R(u, v, w) =
1
324
(46u7w3n3 − 4u4w6n− 18u7w3n2 + 27u4w6n2
− 27v5w5n2 − 108u3w2v5n+ 46v6w3un3 + 72v6w3un2
+ 32v6w3un+ 72v3w6un2 + 32v3w6un− 48u4v3w3n
− 108u3v2w5n− 27u2vw7n+ 290u2v4w4n2 + 22u2v4w4n
− 162u3v2w5n2 + 368u5v4wn3 + 452u5v4wn2 + 130u5v4wn
− 252u4v3w3n2 − 276u4v3w3n3 − 27u2vw7n2 − 27u2v7wn
− 27u2v7wn2 + 46w6v3un3 + 130u5w4vn− 162u3w2v5n2
+ 368u5w4vn3 + 452u5w4vn2 + 368u2v4w4n3 + 46u4w6n3
− 40u7w3n− 8u5w4v − 8u5v4w − 27v5w5n− 8u2v4w4
+ 46u4v6n3 − 40u7v3n− 18u7v3n2 + 46u7v3n3 − 4u4v6n
+ 27u4v6n2)/((3n+ 1)(3n+ 2)nu3v3w3).
By triple contour integration with respect to x, y and z, we get ∆nG(n) = 0. Since
G(0) = 1, it follows that G(n) = 1 for all n in N0. 2
Remark. The above identity was conjectured in Macdonald (1982) and Morris (1982)
and proved independently, simultaneously and humanly by Habsieger (1986) and
Zeilberger (1987). The first computer proof for the two variable version of the identity
was given by Ekhad (1991), but it was ad hoc.
6.5. the 3-dimensional Mehta–Dyson integral
Theorem 6.5.
1
(2pi)3/2
∫
(−∞,∞)3
e−
∑3
j=1 xj
2/2
∏
1≤i<j≤3
(xi − xj)2n dx1dx2dx3 =
3∏
j=1
(nj)!
n!
.
Proof. Let
F (n, x1, x2, x3) :=
e−
∑3
j=1 xj
2/2∏
1≤i<j≤3(xi − xj)2n
(2pi)3/2
3∏
j=1
n!
(nj)!
and MD(n) :=
∫
(−∞,∞)3 F (n, x1, x2, x3) dx1dx2dx3. In Maple enter F (n, x1, x2, x3) as:
> f:=exp(-(x1^2 + x2^2 + x3^2)/2)*(x1 - x2)^(2*n)*(x1-x 3)^(2*n)*
(x2-x3)^(2*n)*(n!)^2/(2*n)!/(3*n)!;
f :=
e(−1/2x1
2−1/2x22−1/2x32)(x1− x2)(2n)(x1− x3)(2n)(x2− x3)(2n)(n!)2
(2n)!(3n)!
.
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The call hypertorecdiff(f,n,F(x1,x2,x3),1); outputs in 62 s:
F(n, x1, x2, x3)− F(n+ 1, x1, x2, x3) =
(
∂
∂x1
R1F
)
+
(
∂
∂x2
R2F
)
+
(
∂
∂x3
R3F
)
,
R1 =
1
6(3n+ 2)(3n+ 1)(2n+ 1)
(x13x32 + x1x34 − 4x12x23n− x13x2x3
− 4x24x3n+ 4x1x24n− 4x23x32n+ 7x22x1 + 5x3x22 − 32x3 − 23x2
+2x1x23x33 − 4x12x22x33 + 2x1x22x34 − 12x1x3x2n+ 24x1x3x2n2
+4x12x2x32n+ 4x12x22x3n− 16x2x12n− 16x33n2 + 16x33n+ 2x13n
+32x2n3 − 42x2n2 − 5x32x1 + 4x1x23x3n+ 80x3n3 − 66x3n2
− 16x2x12n2 − 16x3x12n2 − 20x3x12n− 8x1x22x32n− 160x1n3
+24n2x22x1 + 48n2x1x32 + 10nx1x32 + 32nx22x3 + 10nx22x1
+2x12x23 − 6x1x2x33 − 2x1x24 − 18x1x22x32 − 11x1x23x3 + 10x23x32
+5x12x2x32 + 2x24x3 + 9x33 + 19x1− 75nx2 + x13 − 10x2x12 − 2x3x12
− 117nx3− 8nx1− 3x1x3x2− 8x1x2x33n+ 13x12x22x3− 184x1n2),
R2 =
1
6(3n+ 2)(3n+ 1)(2n+ 1)
(−3x13x32 − 4x12x23n− 8x13x32n
− 4x22x1− 11x3x22 − 2x23 − 32x3 + x2 − 4x12x22x33 + 4x1x3x2n
+8x23n2 + 8x1x3x2n2 + x34x2− 14x2x12n− 16x33n2 + 16x33n
+32x13n2 + 28x13n+ 32x2n3 − 16x2n2 − 4x13x22 + 4x32x1
− 9x32x2 + 4x1x23x3n+ 80x3n3 − 66x3n2 − 8x1x2x33n
− 24x2x12n2 − 16x3x12n2 + 16x3x12n− 160x1n3 − 210x1n2
+8n2x2x32 + 16n2x22x3− 8n2x22x1 + 40n2x1x32 + 30nx1x32
− 20nx2x32 − 20nx22x3− 18nx22x1 + 8x12x22x3 + 3x12x23
− 6x1x2x33 − 4x1x23x3 + x23x32 + 2x12x2x34 + 2x13x2x33 + 9x33 − 5x1
+ x14x2− 8nx2 + 2x13 + 2x2x12 + 14x3x12 − 117nx3 − 75nx1− 3x1x3x2
− x14x3 + 4x13x22n),
R3 =
1
6(3n+ 2)(3n+ 1)(2n+ 1)
(2x12x33 − 4x12x23n+ 2x22x33 + 12x22x1
− 8x3− 23x2− 4x12x22x33 − 2x2x12n+ 2x33n+ 32x13n2 + 28x13n
+32x2n3 − 42x2n2 − 7x13x22 − 15x32x1− 15x32x2 + 80x3n3 − 40x3n2
− 4x1x2x33n− 8x2x12n2 − 32x3x12n2 + 4x3x12n− 160x1n3 − 210x1n2
+16n2x2x32 + 24n2x22x1 + 16n2x1x32 − 26nx1x32 − 26nx2x32
+42nx22x1 + 9x12x23 − 2x1x2x33 − 8x1x23x3 + 2x33 − 5x1− 75nx2
+2x13 + 2x2x12 + 14x3x12 − 50nx3− 75nx1 + 2x12x23x32 + 2x13x22x32
− 4x13x22n).
By triple integration with respect to x1, x2 and x3, we get 4nMD(n) = 0. Since
MD(0) = 1, it follows that MD(n) = 1 for all n in N0. 2
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6.6. 5-dimensional Tefera’s integral
Theorem 6.6.∫ ∞
0
· · ·
∫ ∞
0
 ∑
1≤i<j≤5
xi xj
m( 5∑
i=1
xi
)n
e−
∑5
i=1 xidx1 · · · dx5
=
1
12
(2m+ n+ 4)!
(m+ 2)(m+ 1)
(
2
5
)m
T5(m),
for all m and n in N0, where
Tk(m)− Tk(m− 1) = (k(k − 2))
m((k − 1)/2)m
(k − 1)2m(k/2)m
Tk−1(m) k = 2, 3, 4, 5,
T1(m) = 0, m ≥ 0, and Tk(0) = 1, k = 2, 3, 4, 5.
Proof. Let A(m,n) be the left-hand side of the integral equation divided by
1
12
(2m+ n+ 4)!
(m+ 2)(m+ 1)
(
2
5
)m
.
We would like to show that A(m, n) = T5(m) for all m, n in N0. Define:†
> var:=x1, x2, x3, x4, x5:
> f:=12*esp(2,[var])^m*esp(1,[var])^n*exp(-esp(1,[var]))/(2*m+n+4)!/
2^m*(m + 2)*(m+1)*5^m;
f := 12
(∑
1≤i<j≤5 xixj
)m(∑5
i=1 xi
)n
e−
∑5
i=1 xi(m+ 2)(m+ 1)5m
(2m+ n+ 4)!2m
.
Then the call hypertorecdiff(f,n,F(var)); outputs in 24 s:
F(n, x1, x2, x3, x4, x5)− F(n+ 1, x1, x2, x3, x4, x5)
=
(
∂
∂x1
R(x1, x2, x3, x4, x5)F(n, x1, x2, x3, x4, x5)
)
+
(
∂
∂x2
R(x2, x1, x3, x4, x5)F(n, x1, x2, x3, x4, x5)
)
+
(
∂
∂x3
R(x3, x1, x2, x4, x5)F(n, x1, x2, x3, x4, x5)
)
+
(
∂
∂x4
R(x4, x1, x2, x3, x5)F(n, x1, x2, x3, x4, x5)
)
+
(
∂
∂x5
R(x5, x1, x2, x3, x4)F(n, x1, x2, x3, x4, x5)
)
,
R(v1, v2, v3, v4, v5, v6) =
v1
2m+ n+ 5
.
†The function esp is contained in MultInt and esp(r,[x1, . . . , xm]) outputs the elementary symmetric
polynomial of order r in the variables x1, . . . , xm.
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Hence, by integrating with respect to x1, . . . , x5 we get 4nA(m,n) = 0. To complete the
proof we show that A(m, 0) = T5(m) for all m in N0. To this end, set
Ak(m) :=
km
(2k − 2)mm!(k/2)m
∫ ∞
0
· · ·
∫ ∞
0
 ∑
1≤i<j≤k
xixj
m e−∑ki=1 xi dx1 · · · dxk,
where k = 2, 3, 4, 5 and A1(m) := 0 for all m in N0.
Note that A5(m) = A(m, 0). Hence we show that A5(m) = T5(m) for all m in N0.
It suffices to show that Ak(m) and Tk(m) satisfy the same recurrence equations for
k = 2, 3, 4, 5.
For k = 2:
Define:
> var := x1, x2:
> f:=esp(2,[var])^m*exp(-esp(1,[var]))/m!^2;
f :=
(x1 x2)m e(−x1−x2)
(m!)2
.
The call hypertorecdiff(f,m,F(var)); outputs in 0.3 s
F(m, x1, x2)− F(m+ 1, x1, x2) =
(
∂
∂x1
R(x1, x2)F(m, x1, x2)
)
+
(
∂
∂x2
R(x2, x1)F(m, x1, x2)
)
, R(v1, v2) =
1
2
v1(v2 +m+ 1)
(m+ 1)2
.
Hence, by integrating with respect to x1 and x2 we get 4mA2(m) = 0.
For k = 3:
Define:
> var:= x1,x2, x3:
> f:=esp(2,[var])^m*exp(-esp(1,[var]))*3^m/(2*m +1)!;
f :=
(x1x2 + x1x3 + x2x3)m e(−x1−x2−x3)3m
(2m+ 1)!
.
The call hypertorecdiff(f,m,F(var)); outputs in 1.05 s:
F(m, x1, x2, x3)− F(m+ 1, x1, x2, x3) =
(
∂
∂x1
R(x1, x2, x3)F(m, x1, x2, x3)
)
+
(
∂
∂x2
R(x2, x1, x3)F(m, x1, x2, x3)
)
+
(
∂
∂x3
R(x3, x1, x2)F(m, x1, x2, x3)
)
,
R(v1, v2, v3) =
1
2
(2 + v2 + v3 + 2m)v1
(2m+ 3)(m+ 1)
+
1
2
v2v3
(2m+ 3)(m+ 1)
.
Hence, by integrating with respect to x1, x2 and x3 we get
4mA3(m) = 3
(m+1)(m+ 1)!2
(2m+ 3)!
A2(m+ 1).
For k = 4:
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Define:
> var:=x1,x2,x3,x4:
> f:=esp(2,[var])^m*exp(-esp(1,[var]))/m!/(m+1)!*2^m/3^m;
f :=
(∑
1≤i<j≤4 xixj
)m
e−
∑4
i=1 xi2m
m!(m+ 1)!3m
.
The call hypertorecdiff(f,m,F(var)); outputs in 5 s:
F(m, x1, x2, x3, x4)− F(m+ 1, x1, x2, x3, x4)
=
(
∂
∂x1
R(x1, x2, x3, x4)F(m, x1, x2, x3, x4)
)
+
(
∂
∂x2
R(x2, x1, x3, x4)F(m, x1, x2, x3, x4)
)
+
(
∂
∂x3
R(x3, x1, x2, x4)F(m, x1, x2, x3, x4)
)
+
(
∂
∂x4
R(x4, x1, x2, x3)F(m, x1, x2, x3, x4)
)
R(v1, v2, v3, v4) =
1
6
(3m+ v4 + 3 + v3 + v2)v1
(2 +m)(m+ 1)
+
1
6
v2v4 + v3v4 + v2v3
(2 +m)(m+ 1)
.
Hence, by integrating with respect to x1, . . . , x4 we get
4mA4(m) = (2m+ 3)!2
(m+1)
(m+ 2)!(m+ 1)!32(m+1)
A3(m+ 1).
For k = 5:
Define:
> var:=x1,x2,x3,x4,x5:
> f:=esp(2,[var])^m*exp(-esp(1,[var]))*3*5^m*(m+1)/2^(m-1)/(2*m+3)!;
f := 3
(∑
1≤i<j≤5 xixj
)m
e−
∑5
i=1 xi(m+ 1)5m
(2m+ 3)!2(m−1)
.
Then the call hypertorecdiff(f,m,F(var)); outputs in 19.68 s:
F(m, x1, x2, x3, x4, x5)− F(m+ 1, x1, x2, x3, x4, x5)
=
(
∂
∂x1
R(x1, x2, x3, x4, x5)F(m, x1, x2, x3, x4, x5)
)
+
(
∂
∂x2
R(x2, x1, x3, x4, x5)F(m, x1, x2, x3, x4, x5)
)
+
(
∂
∂x3
R(x3, x1, x2, x4, x5)F(m, x1, x2, x3, x4, x5)
)
+
(
∂
∂x4
R(x4, x1, x2, x3, x5)F(m, x1, x2, x3, x4, x5)
)
+
(
∂
∂x5
R(x5, x1, x2, x3, x4)F(m, x1, x2, x3, x4, x5)
)
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R(v1, v2, v3, v4, v5) =
1
4
(4m+ v5 + v4 + 4 + v2 + v3)v1
(2m+ 5)(m+ 1)
+
1
4
v2v5 + v2v3 + v3v5 + v4v5 + v2v4 + v3v4
(2m+ 5)(m+ 1)
.
Hence, by integrating with respect to x1, . . . , x5, we get
4mA5(m) = (m+ 1)!m!5
(m+1)3(m+2)
(2m+ 3)!(2m+ 5)22(m+1)
A4(m+ 1). 2
Remark. The general k-dimensional Tefera’s integral identity is
Theorem 6.7.∫
[0,+∞)k
 ∑
1≤i<j≤k
xixj
m( k∑
i=1
xi
)n
e−
∑k
i=1 xi dx1 · · · dxk
=
m!(2m+ n+ k − 1)!(k/2)m
(2m+ k − 1)!
(
2(k − 1)
k
)m
Tk(m)
for any positive integer k, and for all m and n in N0, where
Tk(m)− Tk(m− 1) = (k(k − 2))
m((k − 1)/2)m
(k − 1)2m(k/2)m
Tk−1(m), k ≥ 2,
T1(m) = 0, m ≥ 0, and Tk(0) = 1, k ≥ 2.
The conjecture of the above theorem was done in close collaboration with MultInt
and the proof was done humanly by the WZ-method. See Tefera (1999) for the complete
proof of the above identity.
6.7. binomial sum identities
The following examples illustrate how one can use the function sumtorecdiff to prove
sum/multi-sum identities.
a generalized Vandermonde identity
Theorem 6.8. ∑
i
∑
j
(
r
i
)(
s
j
)(
t
n− i− j
)
=
(
r + s+ t
n
)
.
Proof. Define:
> summand := binomial(r,i)*binomial(s,j)*binomial(t,n-i-j):
Then the call sumtorecdiff(summand,1,[i,j],r,[[0,infinity],[0,infinity]]);
outputs in 8 s:
(t+ r + 1 + s) F(r, z1) + (−t+ n− s− 1− r) F(r + 1, z1)
=
∂
∂z1
(z1 + 1) F(r, z1), F(r, z1) =
1
2piI
(z1 + 1)(n+r+s)
z1(t−n+s+1+r)
.
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This means
∑
i
∑
j
(
r
i
)(
s
j
)(
t
n−i−j
)
=
∫
C
F (r, z1)dz1. Now, let S(r; s, t, n) :=
∫
C
F (r, z1)
dz1. Then, by contour integration with respect to z1, we get
(t+ r + 1 + s)S(r; s, t, n) + (n− t− r − s− 1)S(r + 1; s, t, n) = 0.
Since S(0; s, t, n) =
(
s+t
s+t−n
)
, it follows that S(r; s, t, n) =
(
s+r+t
n
)
. 2
a sum of Carlitz
In the problem section of the American Mathematical Monthly (problem E1999,
Carlitz, 1968), Carlitz asked for a proof the following statement.
Let Sn =
∑
i+j+k=n
(
i+j
i
)(
j+k
k
)(
k+i
k
)
, n ∈ N0. Show that
Sn − Sn−1 =
(
2n
n
)
.
Proof. Observe that the above recurrence equation is equivalent to∑
i
∑
j
(
i+ j
i
)(
n− i
j
)(
n− j
n− i− j
)
=
n∑
k=0
(
2k
k
)
.
Define:
> summand:= binomial(i+j,i)*binomial(n-i,j)*binomial(n-j,n-i-j):
Then the call sumtorecdiff(summand, 1, [i, j], n, [ [0, infinity],
[0, infinity] ], 2); outputs in 5 s:
(4n+ 6) F(n, z1, z2) + (−8− 5n) F(1 + n, z1, z2) + (n+ 2) F(n+ 2, z1, z2)
=
(
∂
∂z1
R1 F(n, z1, z2)
)
+
(
∂
∂z2
R2 F(n, z1, z2)
)
,
F(n, z1, z2) = −14
(z2z1 + 2z2 + 1)(1+n)
z2(1+n)(z2z1 + z2 + 1)(−z2 + z1)pi2 ,
R1 =
(z2z1 + z2 + 1)
(z2z1 + 2z2 + 1)(n+ 2)z2
(z2z 31n+ 2z2z
3
1 + 4z2z
2
1 + 2nz2z
2
1
+4z 21n+ 5z
2
1 − 4nz2z1 − 5z2z1 + 6nz1
+6z1 − 8nz2 − 10z2 − n− 2),
R2 =
(z2z1 + z2 + 1)
(z2z1 + 2z2 + 1)(n+ 2)z2
(2z 22 z
2
1 + nz
2
2 z
2
1 + 4z
2
2 z1 + 2nz
2
2 z1
− 3z2z1 − 3nz2z1 + 3nz 22 + 3z 22 − 4z2 − 2nz2 − n− 2).
Let S(n) :=
∫
C
∫
C
F (n, z1, z2) dz1dz2. By integration with respect to z1 and z2, we get
(4n+ 6)S(n)− (8 + 5n)S(n+ 1) + (n+ 2)S(n+ 2) = 0.
Checking that the above recurrence equation is satisfied by
∑n
k=0
(
2k
k
)
and comparing
the initial values for n = 0 and 1 completes the proof. 2
Remark. The above Carlitz problem is also proved automatically in Wilf and Zeilberger
(1992) by using the discrete (double sum) WZ method and in Wegschaider (1997).
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7. Conclusion
Our MAPLE package MultInt is the first general implementation of the continuous
version of the multi-WZ method for symbolic evaluation of multiple integrals with appli-
cation to the computer generated proof of integral identities of hyperexponential type.
However, it should be mentioned that there are also general purpose implementations,
for instance see Chyzak’s package (1998) which is based on non-commutative Groebner
bases computations and follows a completely different approach.
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