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Abstract
This article proposes and analyzes explicit and easily implementable temporal numeri-
cal approximation schemes for additive noise-driven stochastic partial differential equations
(SPDEs) with polynomial nonlinearities such as, e.g., stochastic Ginzburg-Landau equations.
We prove essentially sharp strong convergence rates for the considered approximation schemes.
Our analysis is carried out for abstract stochastic evolution equations on separable Banach and
Hilbert spaces including the above mentioned SPDEs as special cases. We also illustrate our
strong convergence rate results by means of a numerical simulation in Matlab.
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1 Introduction
In this article we study strong numerical approximations of semilinear stochastic evolution equations
(SEEs) with superlinearly growing nonlinearities. The explicit Euler scheme and the linear-implicit
Euler scheme are known to diverge strongly and numerically weakly in the case of such SEEs; see
Theorem 2.1 in Hutzenthaler et al. [19], Theorem 2.1 in Hutzenthaler al. [21], and Section 5.1 in
Kurniawan [29]. Fully drift-implicit Euler schemes have been shown to converge strongly even in the
case of some SEEs with superlinearly growing nonlinearities and thereby overcome the lack of strong
convergence of the explicit and the linear-implicit Euler scheme; see, e.g., Theorem 2.4 in Hu [16],
Theorem 2.10 Gyo¨ngy & Millet [11], and Theorem 1.1 in Kova´cs et al. [26]. Fully drift-implicit
Euler schemes can, however, often only be simulated approximatively as a nonlinear equation has
to be solved in each time step and the resulting approximations of the fully drift-implicit Euler
approximations require additional computational effort (particularly, when the state space of the
considered SEE is high dimensional, see, e.g., Figure 4 in Hutzenthaler et al. [20]) and have not
yet been shown to converge strongly. Recently, a series of explicit and easily implementable time-
discrete approximation schemes have been proposed and shown to converge strongly in the case of
SEEs with superlinearly growing nonlinearities; see, e.g., Hutzenthaler et al. [20], Wang & Gan [45],
Hutzenthaler & Jentzen [18], Tretyakov & Zhang [44], Halidias [13], Sabanis [39, 40], Halidias &
Stamatiou [15], Hutzenthaler et al. [22], Szpruch & Zha¯ng [42], Halidias [14], Liu & Mao [30],
Hutzenthaler & Jentzen [17], Zhang [46], Dareiotis et al. [10], Kumar & Sabanis [27], Beyn et
al. [1], Zong et al. [47], Song et al. [41], Ngo & Luong [36], Tambue & Mukam [43], Mao [34], Beyn
et al. [2], Kumar & Sabanis [28], and Mao [35] in the case of finite dimensional SEEs and see,
e.g., Gyo¨ngy et al. [12] and Jentzen & Pusˇnik [25] in the case of infinte dimensional SEEs. These
schemes are suitable modified versions of the explicit Euler scheme that somehow tame/truncate the
superlinearly growing nonlinearities of the considered SEE and thereby prevent the considered tamed
2
scheme from strong divergence. However, each of the above mentioned temporal strong convergence
results for implicit (see [16, 11, 26]) and explicit (see [20, 45, 18, 44, 13, 39, 40, 15, 22, 42, 14, 30, 17,
46, 10, 27, 12, 1, 47, 41, 25, 36, 43, 34, 2, 28, 35]) schemes applies merely to trace noise class driven
SEEs and excludes the important case of the more irregular space-time white noise. In particular,
none of these results applies to space-time white noise driven stochastic Ginzburg-Landau equations.
In this work we intend to close this gap and we propose (see (3) and (4) below) and analyze (see
Theorem 5.3 below) suitable explicit and strongly convergent approximation schemes for possibly
space-time white noise driven SEEs. In particular, we establish essentially sharp strong convergence
rates for suitable explicit nonlinearity-truncated approximation schemes for space-time white noise
driven stochastic Ginzburg-Landau equations (see (5), Corollary 6.15, and Corollary 6.17 below).
To illustrate the main result of this article (see Theorem 5.3 in Section 5.3 below) in more
detail, we consider the following example of our general setting (see Section 5.1) in this introductory
section. Let T ∈ (0,∞), n ∈ {1, 3, 5, . . .}, a0, a1, . . . , an−1 ∈ R, an ∈ (−∞, 0), ξ ∈ H20 ((0, 1);R),
H = L2((0, 1);R), let F : L2n((0, 1);R) → H be the function with the property that for all v ∈
L2n((0, 1);R) it holds that F (v) =
∑n
k=0 akv
k, let A : D(A) ⊆ H → H be the Laplacian with
Dirichlet boundary conditions on H , let (Ω,F ,P) be a probability space with a normal filtration
(Ft)t∈[0,T ], and let (Wt)t∈[0,T ] be an IdH-cylindrical (Ft)t∈[0,T ]-Wiener process. The assumptions that
n is odd and that an < 0 ensure that there exists an up to indistinguishability unique (Ft)t∈[0,T ]-
adapted stochastic process X : [0, T ] × Ω → L2n((0, 1);R) with continuous sample paths which
satisfies that for all t ∈ [0, T ] it holds P-a.s. that
Xt = e
tAξ +
∫ t
0
e(t−s)AF (Xs) ds+
∫ t
0
e(t−s)A dWs (1)
(cf., e.g., Section 7.2 in Da Prato & Zabczyk [8] and Chapter 6 in Cerrai [4]). The stochastic process
X is thus a mild solution of the SPDE
dXt(x) =
[
∂2
∂x2
Xt(x) +
n∑
k=0
ak (Xt(x))
k
]
dt+ dWt(x) (2)
with X0(x) = ξ(x) and Xt(0) = Xt(1) = 0 for x ∈ (0, 1), t ∈ [0, T ]. In the case n = 3 and
a0 = a2 = 0, the SPDE (2) is often referred to as stochastic Ginzburg-Landau equation in the
literature (see also (6) below). In this article we introduce the following nonlinearity-truncated
exponential scheme to approximate the solution process X of the SPDE (2). Let ⌊·⌋h : R → R,
h ∈ (0,∞), be the mappings with the property that for all h ∈ (0,∞), t ∈ R it holds that ⌊t⌋h =
max({0, h,−h, 2h,−2h, . . .} ∩ (−∞, t]), let χ ∈ (0, 1
2n
], and let Y N : [0, T ] × Ω → L2n2((0, 1);R),
N ∈ N, be stochastic processes which satisfy that for all t ∈ [0, T ], N ∈ N it holds P-a.s. that
Y Nt = e
tAξ +
∫ t
0
e(t−⌊s⌋T/N )A 1{‖Y N
⌊s⌋T/N
‖
L2n
2
((0,1);R)
≤(N/T )χ} F (Y
N
⌊s⌋T/N
) ds+
∫ t
0
e(t−⌊s⌋T/N )A dWs. (3)
The approximation scheme (3) is a nonlinearity-truncated modification (cf. (2) in Jentzen & Pusˇnik
[25]) of a time-continuous version (cf., e.g., (130)–(134) in Da Prato et al. [7]) of the classical
exponential Euler approximation scheme for semilinear SPDEs (cf., e.g., (3.2) and (3.6) in Lord &
Rougemont [31]). We also propose the following nonlinearity-truncated linear-implicit scheme to
approximate the solution process X of the SPDE (2). Let ZN : [0, T ]×Ω→ L2n2((0, 1);R), N ∈ N,
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be stochastic processes which satisfy that for all t ∈ [0, T ], N ∈ N it holds P-a.s. that
ZNt =
(
IdH − (t− ⌊t⌋T/N )A
)−1(
IdH − TNA
)−⌊t⌋T/N NT ξ
+
∫ t
0
(
IdH − (t− ⌊t⌋T/N )A
)−1(
IdH − TNA
)(⌊s⌋T/N−⌊t⌋T/N )NT
1{‖ZN
⌊s⌋T/N
‖
L2n
2
((0,1);R)
≤(N/T )χ} F (Z
N
⌊s⌋T/N
) ds
+
∫ t
0
(
IdH − (t− ⌊t⌋T/N )A
)−1(
IdH − TNA
)(⌊s⌋T/N−⌊t⌋T/N )NT dWs.
(4)
The approximation scheme (4) is a nonlinearity-truncated modification (cf. (2) in Jentzen & Pusˇnik
[25]) of a time-continuous version (cf., e.g., (142)–(146) in Da Prato et al. [7]) of the classical
linear-implicit Euler approximation scheme for semilinear SPDEs. Both approximation schemes,
(3) and (4), are easy to implement (cf. (7) and (8) below and cf., e.g., also Section 4 in Lord &
Tambue [32]). In Corollary 6.15 and Corollary 6.17 below we prove that for all p ∈ (0,∞), θ ∈ [0, 1/4)
there exists a real number C ∈ R such that for all N ∈ N it holds that
supt∈[0,T ]
(
E
[‖Xt − Y Nt ‖pH])1/p + supt∈[0,T ] (E[‖Xt − ZNt ‖pH])1/p ≤ C N−θ. (5)
Our proofs of (5), Corollary 6.15, and Corollary 6.17, respectively, are based on the well known idea
to substract the Ornstein-Uhlenbeck process from the solution process of the SPDE (cf. Section 2
below and, e.g., (14.2.2)–(14.2.3) in Section 14.2 in Da Prato & Zabczyk [9]), are based on some
arguments in Jentzen & Kurniawan [24] and Jentzen & Pusˇnik [25], and are based on an appro-
priate Lyapunov-type condition for one-step approximation schemes on Banach spaces (see (10) in
Section 2.1, (85) in Section 5.1, and Corollary 6.3). To the best of our knowledge, inequality (5),
Corollary 6.15, and Corollary 6.17, respectively, are the first results in the literature that establish
strong convergence for temporal numerical approximations of the SPDE (2) in the case where n > 1.
In the following we illustrate (5) through a numerical example. For this we consider the choice
T = 1, n = 3, a0 = 0, a1 = 1, a2 = 0, a3 = −1, ξ = 0, χ = 1/6 = 1/2n and we note that the SPDE (2)
reduces in this case to the stochastic Ginzburg-Landau equation
dXt(x) =
[
∂2
∂x2
Xt(x) +Xt(x)− (Xt(x))3
]
dt+ dWt(x) (6)
with X0(x) = 0 and Xt(0) = Xt(1) = 0 for x ∈ (0, 1), t ∈ [0, T ]. Note that the approximation
processes in (3) and (4) satisfy in the case of (6) that for all n ∈ {1, 2, . . . , N − 1}, N ∈ N it holds
P-a.s. that Y N0 = Z
N
0 = 0 and
Y N(n+1)/N = e
T
N
A
[
Y Nn/N +
T
N
1{‖Y Nn/N‖L18((0,1);R)≤N
1/6}
(
Y Nn/N −
[
Y Nn/N
]3)
+
(n+1)/N
∫
n/N
dWs
]
, (7)
ZN(n+1)/N =
(
IdH − TNA
)−1 [
ZNn/N +
T
N
1{‖ZNn/N‖L18((0,1);R)≤N
1/6}
(
ZNn/N −
[
ZNn/N
]3)
+
(n+1)/N
∫
n/N
dWs
]
. (8)
In Figure 1 we plot approximatively the strong root mean square approximation errors(
E
[‖XT − Y NT ‖2H])1/2 and (E[‖XT − ZNT ‖2H])1/2 (9)
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against the number of time steps N ∈ {64, 128, 256, . . . , 262144}. The infinite dimensional Hilbert
space H = L2((0, 1);R) in (9) is approximated in Figure 1 through the finite dimensional subspace
spanned by the first 1024 eigenfunctions of the Laplacian, the unknown exact solution process
(Xt)t∈[0,T ] of (6) is approximated in Figure 1 through a nonlinearity-truncated linear-implicit Crank-
Nicolson approximation with 1048576 time steps, and the expectations in (9) are approximated in
Figure 1 by a Monte Carlo approximation with 25 Monte Carlo runs. Details can be found in
Figure 2 in which we present the Matlab code that has been used to create Figure 1. The order
lines in Figure 1 correspond to the convergence orders 1/8, 1/4, and 1/2. Figure 1 thus essentially
agrees with our strong convergence result (5) which proves that both schemes, (7) and (8), converge
in the sense of (9) with order 1/4−.
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Figure 1: Strong approximation errors (9) against the number of time steps N ∈ {64, 128,
256, . . . , 262144}.
The remainder of this article is organized as follows. In Section 2 the required a priori moments
for the nonlinearity-truncated approximation schemes are established, in Section 3 the error anal-
ysis is performed in the pathwise sense under the hypothesis of suitable a priori bounds for the
approximation processes, and in Section 4 the error analysis is carried out in the strong Lp-sense
5
1 H_dim = 2ˆ10; N_ref = H_dimˆ2; N_apx = 2.ˆ(6:18); MC_runs = 25;
2 A = - (1:H_dim).ˆ2 .* piˆ2; F = @(x) x - x.ˆ3; rng(’default’);
3 X = zeros(1, H_dim); Y = zeros(numel(N_apx), H_dim);
4 Z = zeros(numel(N_apx), H_dim); W = zeros(numel(N_apx), H_dim);
5 Err_Y = zeros(1,numel(N_apx)); Err_Z = zeros(1,numel(N_apx));
6
7 for r=1:MC_runs
8 X = X*0; Y = Y*0; Z = Z*0; W = W*0;
9
10 for i = 1:N_ref
11 dW = randn(1, H_dim) / sqrt(N_ref);
12 x = F( dst( X ) * sqrt(2) );
13 x = x*( ( sum( x.ˆ18 )/(H_dim+1) ) <= N_refˆ3 );
14 X = ( (1+A/N_ref/2) .* X + idst( x ) / sqrt(2) / N_ref + dW ) ...
15 ./ (1-A/N_ref/2);
16
17 for k = 1:numel(N_apx)
18 W(k,:) = W(k,:) + dW;
19 if mod( i, N_ref / N_apx(k) ) == 0
20 x = F( dst( Y(k,:) ) * sqrt(2) );
21 x = x*( ( sum( x.ˆ18 )/(H_dim+1) ) <= N_apx(k)ˆ3 );
22 Y(k,:) = exp(A/N_apx(k)) ...
23 .* ( Y(k,:) + idst( x ) / sqrt(2) / N_apx(k) + W(k,:) );
24
25 x = F( dst( Z(k,:) ) * sqrt(2) );
26 x = x*( ( sum( x.ˆ18 )/(H_dim+1) ) <= N_apx(k)ˆ3 );
27 Z(k,:) = ( Z(k,:) + idst( x ) / sqrt(2) / N_apx(k) + W(k,:) ) ...
28 ./ (1-A/N_apx(k));
29
30 W(k,:) = W(k,:)*0;
31 end
32 end
33 end
34
35 for k = 1:numel(N_apx)
36 Err_Y(k) = Err_Y(k) + norm(X - Y(k,:))ˆ2;
37 Err_Z(k) = Err_Z(k) + norm(X - Z(k,:))ˆ2;
38 end
39 end
40
41 Err_Y = sqrt( Err_Y / MC_runs ); Err_Z = sqrt( Err_Z / MC_runs );
42 loglog( N_apx, Err_Y, ’o- k’, ’MarkerSize’, 3); hold on;
43 loglog( N_apx, Err_Z, ’o-. k’, ’MarkerSize’, 3);
44 loglog( N_apx, 0.4*[N_apx.ˆ(-1/8); N_apx.ˆ(-1/4); N_apx.ˆ(-1/2)], ’-- k’);
45 xlabel(’Number of time steps’);
46 ylabel(’Strong root mean square approximation error’);
47 legend(’Location’, ’SouthWest’, ...
48 ’Nonlinearity-truncated exponential Euler scheme’, ...
49 ’Nonlinearity-truncated linear-implicit Euler scheme’, ...
50 ’Order lines 1/8, 1/4, 1/2’); legend(’boxoff’);
Figure 2: Matlab code used to create Figure 1.
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under the hypothesis of appropriate a priori moment bounds for the approximation processes. Sec-
tion 5 combines the results of Section 2 and Section 4 and thereby establishes Theorem 5.3 which
is the main result of this article. The analysis in Sections 2–5 is carried out for abstract stochastic
evolution equations on separable Banach and Hilbert spaces, respectively. Section 6 then verifies
that the assumptions of Theorem 5.3 in Section 5 are satisfied in the case of concrete stochas-
tic partial differential equations of the type (2) and, in particular, establishes Corollary 6.15 and
Corollary 6.17.
1.1 Notation
Throughout this article the following notation is used. For measurable spaces (Ω1,F1) and (Ω2,F2)
we denote by M(F1,F2) the set of all F1/F2-measurable mappings. For a set A we denote by
P(A) the power set of A. For a set A and a subset A ⊆ P(A) we denote by σA(A) the small-
est sigma-algebra on A which contains A. For a topological space (X, τ) we denote by B(X) the
set given by B(X) = σX(τ). For a natural number d ∈ N and a set A ∈ B(Rd) we denote by
λA : B(A)→ [0,∞] the Lebesgue-Borel measure on A. We denote by ⌊·⌋h : R→ R, h ∈ (0,∞), and
⌈·⌉h : R→ R, h ∈ (0,∞), the mappings with the property that for all h ∈ (0,∞), t ∈ R it holds that
⌊t⌋h = max({0, h,−h, 2h,−2h, . . .} ∩ (−∞, t]) and ⌈t⌉h = min({0, h,−h, 2h,−2h, . . .} ∩ [t,∞)).
For a measure space (Ω,F , µ), a measurable space (S,S), a set R ⊆ S, and a function f : Ω→ R we
denote by [f ]µ,S the set given by [f ]µ,S = {g ∈M(F ,S) : (∃A ∈ F : µ(A) = 0 and {ω ∈ Ω: f(ω) 6=
g(ω)} ⊆ A)}.
2 A priori bounds
2.1 Setting
Let T, φ ∈ (0,∞), c, C ∈ [0,∞), M ∈ N, let (V, ‖·‖V ) and (W, ‖·‖W ) be separable R-Banach spaces
with V ⊆ W densely and continuously, let Φ,Ψ,V ∈ M(B(V ),B([0,∞))), F ∈ M(B(V ),B(W )),
S ∈ M(B({(s, t) ∈ [0, T ]2 : s < t}),B(L(W,V ))) satisfy that for all u, v ∈ V , r1, r2, r3 ∈ [0, T ],
s ∈ {0, T
M
, 2T
M
, . . . , (M−1)T
M
}, t ∈ (s, s + T
M
] with r1 < r2 < r3 it holds that ‖F (u+ v)‖W ≤ C(1 +
|Φ(u)|φ + |Φ(v)|φ), Sr1,r3 = Sr2,r3Sr1,r2 , and
Φ
(Ss,t [u+ (t− s)1[0,M/T ](V(u+ v))F (u+ v)]) ≤ ec(t−s) [Φ(u) + (t− s)Ψ(v)] , (10)
let (Ω,F ,P) be a probability space, and let O, Y : [0, T ]× Ω→ V be stochastic processes such that
for all t ∈ (0, T ] it holds that
Yt = S0,tY0 +
∫ t
0
S⌊s⌋T/M ,t 1{V(Y⌊s⌋T/M+O⌊s⌋T/M )≤M/T} F (Y⌊s⌋T/M +O⌊s⌋T/M ) ds. (11)
2.2 A priori bounds based on variational arguments
Lemma 2.1. Assume the setting in Section 2.1. Then for all t ∈ [0, T ] it holds that
Φ(Yt) ≤ ectΦ(Y0) +
∫ t
0
ec(t−⌊s⌋T/M )Ψ(O⌊s⌋T/M ) ds. (12)
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Proof of Lemma 2.1. Note that (11) shows that for all s ∈ {0, T
M
, 2T
M
, . . . , (M−1)T
M
}, t ∈ (s, s+ T
M
] it
holds that
Yt = Ss,t
[
Ys + (t− s)1{V(Ys+Os)≤M/T} F (Ys +Os)
]
. (13)
This and (10) prove that for all s ∈ {0, T
M
, 2T
M
, . . . , (M−1)T
M
}, t ∈ (s, s+ T
M
] it holds that
Φ(Yt) ≤ ec(t−s) [Φ(Ys) + (t− s)Ψ(Os)] . (14)
In particular, (14) implies that for all m ∈ {1, 2, . . . ,M} it holds that
Φ(YmT
M
) ≤ ec TM
[
Φ(Y (m−1)T
M
) + T
M
Ψ(O (m−1)T
M
)
]
≤ . . . ≤ ecmTM Φ(Y0) + TM
m−1∑
l=0
ec(m−l)
T
MΨ(O lT
M
)
= ec
mT
M Φ(Y0) +
m−1∑
l=0
∫ (l+1)T
M
lT
M
ec(
mT
M
−⌊s⌋T/M )Ψ(O⌊s⌋T/M ) ds
= ec
mT
M Φ(Y0) +
∫ mT
M
0
ec(
mT
M
−⌊s⌋T/M )Ψ(O⌊s⌋T/M ) ds.
(15)
Moreover, (14) and (15) yield that for all t ∈ [0, T ] it holds that
Φ(Yt)
≤ ec(t−⌊t⌋T/M )
[
Φ(Y⌊t⌋T/M ) + (t− ⌊t⌋T/M )Ψ(O⌊t⌋T/M )
]
≤ ec(t−⌊t⌋T/M )
[
ec⌊t⌋T/MΦ(Y0) +
∫ ⌊t⌋T/M
0
ec(⌊t⌋T/M−⌊s⌋T/M )Ψ(O⌊s⌋T/M ) ds+ (t− ⌊t⌋T/M )Ψ(O⌊t⌋T/M )
]
= ectΦ(Y0) +
∫ t
0
ec(t−⌊s⌋T/M )Ψ(O⌊s⌋T/M ) ds.
(16)
This completes the proof of Lemma 2.1.
2.3 A priori bounds based on bootstrap-type arguments
Lemma 2.2. Assume the setting in Section 2.1 and let t ∈ [0, T ]. Then
∥∥F (Yt +Ot)∥∥W ≤ C
(
1 + 2[φ−1]
+
ecφt
[∣∣Φ(Y0)∣∣φ +
∣∣∣∣ t∫
0
Ψ(O⌊s⌋T/M ) ds
∣∣∣∣
φ
]
+
∣∣Φ(Ot)∣∣φ
)
. (17)
Proof of Lemma 2.2. Note that the assumption that ∀ u, v ∈ V : ‖F (u+ v)‖W ≤ C(1 + |Φ(u)|φ +
|Φ(v)|φ), Lemma 2.1, and the fact that ∀ x, y ∈ R, r ∈ (0,∞) : |x + y|r ≤ 2[r−1]+|x|r + 2[r−1]+|y|r
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imply that∥∥F (Yt +Ot)∥∥W ≤ C (1 + ∣∣Φ(Yt)∣∣φ + ∣∣Φ(Ot)∣∣φ)
≤ C
(
1 +
∣∣∣∣ectΦ(Y0) +
∫ t
0
ec(t−⌊s⌋T/M )Ψ(O⌊s⌋T/M ) ds
∣∣∣∣
φ
+
∣∣Φ(Ot)∣∣φ
)
≤ C
(
1 + 2[φ−1]
+∣∣ectΦ(Y0)∣∣φ + 2[φ−1]+
∣∣∣∣
∫ t
0
ec(t−⌊s⌋T/M )Ψ(O⌊s⌋T/M ) ds
∣∣∣∣
φ
+
∣∣Φ(Ot)∣∣φ
)
.
(18)
This completes the proof of Lemma 2.2.
Corollary 2.3. Assume the setting in Section 2.1 and let t ∈ (0, T ], ρ ∈ [0, 1). Then
‖Yt‖V ≤ ‖S0,t‖L(V ) ‖Y0‖V + C
[
sup
s∈[0,t)
(t− s)ρ ∥∥S⌊s⌋T/M ,t∥∥L(W,V )
][∫ t
0
(t− s)−ρ ∣∣Φ(O⌊s⌋T/M )∣∣φ ds
+
t(1−ρ)
(1− ρ)
(
1 + 2[φ−1]
+
ecφt
[∣∣Φ(Y0)∣∣φ + ∣∣∣ t∫
0
Ψ(O⌊u⌋T/M ) du
∣∣∣φ])
]
.
(19)
Proof of Corollary 2.3. Note that Lemma 2.2 implies
‖Yt‖V ≤ ‖S0,tY0‖V +
∫ t
0
∥∥S⌊s⌋T/M ,t∥∥L(W,V )∥∥1{V(Y⌊s⌋T/M+O⌊s⌋T/M )≤M/T} F (Y⌊s⌋T/M +O⌊s⌋T/M )∥∥W ds
≤ ‖S0,t‖L(V ) ‖Y0‖V
+
[
sup
s∈[0,t)
(
t− ⌊s⌋T/M
)ρ ∥∥S⌊s⌋T/M ,t∥∥L(W,V )
]∫ t
0
(
t− ⌊s⌋T/M
)−ρ∥∥F (Y⌊s⌋T/M +O⌊s⌋T/M )∥∥W ds
≤ ‖S0,t‖L(V ) ‖Y0‖V + C
[
sup
s∈[0,t)
(t− s)ρ ∥∥S⌊s⌋T/M ,t∥∥L(W,V )
][∫ t
0
(t− s)−ρ
(
1 +
∣∣Φ(O⌊s⌋T/M )∣∣φ
+ 2[φ−1]
+
ecφ⌊s⌋T/M

∣∣Φ(Y0)∣∣φ +
∣∣∣∣∣
⌊s⌋T/M
∫
0
Ψ(O⌊u⌋T/M ) du
∣∣∣∣∣
φ

) ds
]
.
(20)
This completes the proof of Corollary 2.3.
Corollary 2.4. Assume the setting in Section 2.1 and let p ∈ [max{1, 1/φ},∞), t ∈ (0, T ], ρ ∈ [0, 1).
Then
‖Yt‖Lp(P;V ) ≤ ‖S0,t‖L(V ) ‖Y0‖Lp(P;V ) +
Ct(1−ρ)
(1− ρ)
[
sup
s∈[0,t)
(t− s)ρ ∥∥S⌊s⌋T/M ,t∥∥L(W,V )
]
·
(
1 + sup
s∈[0,t)
∥∥Φ(Os)∥∥φLpφ(P;R) + 2[φ−1]+ecφt
[∥∥Φ(Y0)∥∥φLpφ(P;R) + tφ sup
s∈[0,t)
∥∥Ψ(Os)∥∥φLpφ(P;R)
])
.
(21)
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Proof of Corollary 2.4. Observe that Corollary 2.3 implies
‖Yt‖Lp(P;V ) ≤ ‖S0,t‖L(V ) ‖Y0‖Lp(P;V )
+ C
[
sup
s∈[0,t)
(t− s)ρ ∥∥S⌊s⌋T/M ,t∥∥L(W,V )
][∫ t
0
(t− s)−ρ ∥∥Φ(O⌊s⌋T/M )∥∥φLpφ(P;R) ds
+
t(1−ρ)
(1− ρ)
(
1 + 2[φ−1]
+
ecφt
[∥∥Φ(Y0)∥∥φLpφ(P;R) +
∣∣∣∣ t∫
0
∥∥Ψ(O⌊u⌋T/M )∥∥Lpφ(P;R) du
∣∣∣∣
φ
])]
.
(22)
The proof of Corollary 2.4 is thus completed.
3 Pathwise error estimates
3.1 Setting
Let T, C, ϕ ∈ (0,∞), L ∈ [0,∞), ρ ∈ [0, 1), M ∈ N, let (H, 〈·, ·〉H , ‖·‖H) be a separable R-Hilbert
space, let A : D(A) ⊆ H → H be a generator of an analytic semigroup with spectrum(A) ⊆ {z ∈
C : Re(z) < 0}, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces associated to−A (cf., e.g., Definition 3.5.26 in [23]), let (V, ‖·‖V ) be a separable R-Banach space with H1 ⊆
V ⊆ H densely and continuously, let V ∈ M(B(V ),B([0,∞))), S ∈ M(B({(s, t) ∈ [0, T ]2 : s <
t}),B(L(H, V ))), F ∈ C(V,H) satisfy for all x, y ∈ V with x − y ∈ H1 that ‖F (x)− F (y)‖2H ≤
L ‖x− y‖2V (1 + ‖x‖ϕV + ‖y‖ϕV ) and 〈x− y, A(x− y) + F (x)− F (y)〉H ≤ C ‖x− y‖2H , assume that
supt∈(0,T ) t
ρ‖etA‖L(H,V ) < ∞, let (Ω,F ,P) be a probability space, let X : [0, T ] × Ω → V be a
stochastic process with continuous sample paths, let O : [0, T ]×Ω→ V be a stochastic process which
satisfies for all ω ∈ Ω that lim suprց0 sup0≤s<t≤T s‖Ot(ω)−Os(ω)‖V(t−s)r < ∞, let O, X¯,X, X¯,X : [0, T ] ×
Ω → V be stochastic processes, and assume for all t ∈ [0, T ] that Xt =
∫ t
0
e(t−s)AF (Xs) ds + Ot,
X¯t = Xt − Ot, Xt =
∫ t
0
e(t−s)AF (X⌊s⌋T/M ) ds, Xt =
∫ t
0
S⌊s⌋T/M ,t 1{V(X⌊s⌋T/M )≤M/T} F (X⌊s⌋T/M ) ds + Ot,
and X¯t = Xt −Ot.
3.2 Regularity of the exact solution
The next elementary lemma is a slightly modified version of Theorem 3.5 in Section 4.3 in Pazy [37].
Lemma 3.1. Let T ∈ (0,∞), α ∈ (0, 1], let (W, ‖·‖W ) be an R-Banach space, let A : D(A) ⊆W →
W be a generator of an analytic semigroup with spectrum(A) ⊆ {z ∈ C : Re(z) < 0}, let f : [0, T ]→
W be a continuous function which satisfies sup0≤s<t≤T
s‖f(t)−f(s)‖W
(t−s)α
< ∞, and let x : [0, T ]→ W be
the function with the property that for all t ∈ [0, T ] it holds that x(t) = ∫ t
0
e(t−s)Af(s) ds. Then
(i) it holds for all t ∈ [0, T ] that x(t) ∈ D(A),
(ii) it holds that the function (0, T ] ∋ t 7→ x(t) ∈ D(A) is continuous,
(iii) it holds that the function [0, T ] ∋ t 7→ x(t) ∈ W is continuous,
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(iv) it holds that the function (0, T ] ∋ t 7→ x(t) ∈ W is continuously differentiable, and
(v) it holds for all t ∈ (0, T ] that x′(t) = Ax(t) + f(t).
Proof of Lemma 3.1. Throughout this proof assume w.l.o.g. that W 6= {0} and let K ∈ (0,∞) be
the real number which satisfies K = sup0≤s<u≤T supr∈{0,α
2
, 1
2
,1}
[‖(−uA)reuA‖L(W )+ ‖(−uA)−r(euA−
IdW )‖L(W ) + ‖f(u)‖W + s‖f(u)−f(s)‖W(u−s)α
]
. The assumption that A : D(A) ⊆ W → W is a generator
of an analytic semigroup with spectrum(A) ⊆ {z ∈ C : Re(z) < 0} and the assumption that
f : [0, T ]→W is a continuous function with the property that sup0≤s<u≤T s‖f(u)−f(s)‖W(u−s)α <∞ assure
that such a real number does indeed exist. Next note that for all t ∈ (0, T ], ε ∈ (0, t) it holds that
x(t) = e(t−ε)A
∫ ε
0
e(ε−s)Af(s) ds+
∫ t
ε
e(t−s)Af(s) ds
= e(t−ε)Ax(ε) +
∫ t
ε
e(t−s)A [f(s)− f(t)] ds+
∫ (t−ε)
0
esAf(t) ds
= e(t−ε)Ax(ε) +
∫ t
ε
e(t−s)A [f(s)− f(t)] ds+ A−1 (e(t−ε)A − IdW) f(t).
(23)
Moreover, observe that for all t ∈ (0, T ], ε ∈ (0, t) it holds that∫ t
ε
∥∥Ae(t−s)A [f(s)− f(t)]∥∥
W
ds ≤
∫ t
ε
∥∥Ae(t−s)A∥∥
L(W )
∥∥f(s)− f(t)∥∥
W
ds
≤ K
2
ε
∫ t
ε
(t− s)(α−1) ds ≤ K
2tα
αε
<∞.
(24)
Combining the fact that x(0) = 0, (23), and (24) proves (i). In addition, note that for all t ∈ (0, T ],
ε ∈ (0, t), t1, t2 ∈ (ε, T ] with t1 ≤ t ≤ t2 it holds that
x(t2)− x(t1)
=
∫ t2
t1
e(t2−s)Af(s) ds+
(
e(t2−t1)A − IdW
) ∫ t1
0
e(t1−s)Af(s) ds
=
∫ t2
t1
e(t2−s)A [f(s)− f(t2)] ds+
∫ t2
t1
e(t2−s)Af(t2) ds+
(
e(t2−t1)A − IdW
) ∫ ε
0
e(t1−s)Af(s) ds
+
(
e(t2−t1)A − IdW
) ∫ t1
ε
e(t1−s)Af(t1) ds+
(
e(t2−t1)A − IdW
) ∫ t1
ε
e(t1−s)A [f(s)− f(t1)] ds.
(25)
Therefore, we obtain that for all t ∈ (0, T ], ε ∈ (0, t), t1, t2 ∈ (ε, T ] with t1 ≤ t ≤ t2 it holds that
x(t2)− x(t1)
=
∫ t2
t1
e(t2−s)A [f(s)− f(t2)] ds+ A−1
(
e(t2−t1)A − IdW
)
[f(t2)− f(t)]
+ A−1e(t1−ε)A
(
e(t2−t1)A − IdW
)
f(t) + A−1
(
e(t1−ε)A − IdW
) (
e(t2−t1)A − IdW
)
[f(t1)− f(t)]
+
(
e(t2−t1)A − IdW
)
e(t1−ε)A
∫ ε
0
e(ε−s)Af(s) ds+
(
e(t2−t1)A − IdW
) ∫ t1
ε
e(t1−s)A [f(s)− f(t1)] ds.
(26)
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This implies that for all t ∈ (0, T ], ε ∈ (0, t), t1, t2 ∈ (ε, T ] with t1 ≤ t ≤ t2 it holds that
‖A (x(t2)− x(t1))‖W
≤
∫ t2
t1
∥∥Ae(t2−s)A∥∥
L(W )
‖f(s)− f(t2)‖W ds+
∥∥e(t2−t1)A − IdW∥∥L(W ) ‖f(t2)− f(t)‖W
+
∥∥e(t1−ε)A∥∥
L(W )
∥∥(e(t2−t1)A − IdW) f(t)∥∥W
+
∥∥e(t1−ε)A − IdW∥∥L(W )∥∥e(t2−t1)A − IdW∥∥L(W )∥∥f(t1)− f(t)∥∥W
+
∥∥ (−A)− 12 (e(t2−t1)A − IdW)∥∥L(W )∥∥Ae(t1−ε)A∥∥L(W )
∫ ε
0
∥∥ (−A) 12 e(ε−s)A∥∥
L(W )
∥∥f(s)∥∥
W
ds
+
∥∥ (−A)−α2 (e(t2−t1)A − IdW )∥∥L(W )
∫ t1
ε
∥∥ (−A)(1+α2 ) e(t1−s)A∥∥
L(W )
∥∥f(s)− f(t1)∥∥W ds.
(27)
The fact that K ≥ 1 hence assures that for all t ∈ (0, T ], ε ∈ (0, t), t1, t2 ∈ (ε, T ] with t1 ≤ t ≤ t2 it
holds that
‖A (x(t2)− x(t1))‖W
≤ K
2
t1
∫ t2
t1
|t2 − s|(α−1) ds+ K
2
t
|t2 − t|α +K
∥∥(e(t2−t1)A − IdW ) f(t)∥∥W + K3t1 |t− t1|α
+
K3 |t2 − t1|
1
2
(t1 − ε)
[
sup
s∈(0,ε)
∥∥f(s)∥∥
W
]∫ ε
0
(ε− s)− 12 ds
+K2 |t2 − t1|
α
2
∫ t1
ε
∥∥ (−A) e (t1−s)2 A∥∥
L(W )
∥∥ (−A)α2 e (t1−s)2 A∥∥
L(W )
|t1 − s|α
s
ds
≤ K
2 |t2 − t1|α
αε
+
K2 |t2 − t|α
ε
+K
∥∥(e(t2−t1)A − IdW ) f(t)∥∥W + K3 |t− t1|
α
ε
+
2K4ε
1
2 |t2 − t1|
1
2
(t1 − ε) +
4K4 |t2 − t1|
α
2
ε
∫ t1
ε
|t1 − s|(
α
2
−1) ds
≤
(
3K3 + 8K4T
α
2
) |t2 − t1|α
αε
+K
∥∥(e(t2−t1)A − IdW ) f(t)∥∥W + 2K4
√
T |t2 − t1|
1
2
(t1 − ε) .
(28)
This ensures that for all t ∈ (0, T ], ε ∈ (0, t) it holds that
lim sup
(t1,t2)→(t,t),
(t1,t2)∈(ε,t]×[t,T ]
‖A (x(t2)− x(t1))‖W = 0. (29)
Therefore, we obtain that the function (0, T ] ∋ t 7→ x(t) ∈ D(A) is continuous. Moreover, note that
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for all t ∈ (0, T ], ε ∈ (0, t), t1, t2 ∈ (ε, T ] with t1 ≤ t ≤ t2 it holds that
x(t2)− x(t1)− Ax(t) (t2 − t1)− f(t) (t2 − t1)
=
(
e(t2−t1)A − IdW
)
x(t1)− Ax(t) (t2 − t1) +
∫ t2
t1
e(t2−s)Af(s) ds− f(t) (t2 − t1)
=
(
e(t2−t1)A − IdW − A (t2 − t1)
)
x(t) +
(
e(t2−t1)A − IdW
)
(x(t1)− x(t))
+
∫ t2
t1
e(t2−s)A [f(s)− f(t)] ds+
∫ t2
t1
(
e(t2−s)A − IdW
)
f(t) ds
=
∫ (t2−t1)
0
(
esA − IdW
)
Ax(t) ds+
∫ (t2−t1)
0
esAA (x(t1)− x(t)) ds
+
∫ t2
t1
e(t2−s)A [f(s)− f(t)] ds+
∫ (t2−t1)
0
(
esA − IdW
)
f(t) ds.
(30)
This shows that for all t ∈ (0, T ], ε ∈ (0, t), (t1, t2) ∈
(
(ε, t]× [t, T ])\{(t, t)} it holds that
‖x(t2)− x(t1)−Ax(t) (t2 − t1)− f(t) (t2 − t1)‖W
(t2 − t1)
≤ sup
s∈(0,t2−t1)
∥∥(esA − IdW )Ax(t)∥∥W + sup
s∈(0,t2−t1)
∥∥esA∥∥
L(W )
‖A (x(t1)− x(t))‖W
+
∫ t2
t1
∥∥e(t2−s)A∥∥
L(W )
‖f(s)− f(t)‖W
(t2 − t1) ds+ sups∈(0,t2−t1)
∥∥(esA − IdW) f(t)∥∥W
≤ sup
s∈(0,t2−t1)
∥∥(esA − IdW )Ax(t)∥∥W +K ‖A (x(t1)− x(t))‖W + K2 (t2 − t1)
α
(1 + α) t1
+ sup
s∈(0,t2−t1)
∥∥(esA − IdW ) f(t)∥∥W .
(31)
This and (ii) ensure that for all t ∈ (0, T ], ε ∈ (0, t) it holds that
lim sup
(t1,t2)→(t,t),
(t1,t2)∈((ε,t]×[t,T ])\{(t,t)}
‖x(t2)− x(t1)− Ax(t) (t2 − t1)− f(t) (t2 − t1)‖W
(t2 − t1) = 0. (32)
Combining this with (ii) proves (iv) and (v). Finally, note that (iv) and the fact that
lim sup
sց0
‖x(s)− x(0)‖W = lim sup
sց0
∥∥∥∥
∫ s
0
e(s−u)Af(u) du
∥∥∥∥
W
≤ lim sup
sց0
[∫ s
0
∥∥e(s−u)A∥∥
L(W )
‖f(u)‖W du
]
≤ K2
[
lim sup
sց0
s
]
= 0
(33)
show (iii). The proof of Lemma 3.1 is thus completed.
Corollary 3.2. Assume the setting in Section 3.1. Then
(i) it holds for all ω ∈ Ω, t ∈ [0, T ] that X¯t(ω) ∈ D(A),
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(ii) it holds for every ω ∈ Ω that the function (0, T ] ∋ t 7→ X¯t(ω) ∈ D(A) is continuous,
(iii) it holds for every ω ∈ Ω that the function [0, T ] ∋ t 7→ X¯t(ω) ∈ H is continuous,
(iv) it holds for every ω ∈ Ω that the function (0, T ] ∋ t 7→ X¯t(ω) ∈ H is continuously differentiable,
and
(v) it holds for all ω ∈ Ω, t ∈ (0, T ] that dX¯t(ω)
dt
= AX¯t(ω) + F (Xt(ω)).
Proof of Corollary 3.2. Throughout this proof let κ ∈ (0, 1−ρ) be a real number. Next note that the
assumptions that A : D(A) ⊆ H → H is a generator of an analytic semigroup with spectrum(A) ⊆
{z ∈ C : Re(z) < 0}, that X : [0, T ] × Ω → V has continuous sample paths, that F : V → H is
continuous, that O : [0, T ] × Ω → V satisfies ∀ω ∈ Ω: lim suprց0 sup0≤s<t≤T s‖Ot(ω)−Os(ω)‖V(t−s)r < ∞,
and that supt∈(0,T ) t
ρ‖etA‖L(H,V ) <∞ imply that there exist functions θ : Ω→ (0, 1], K : Ω→ [0,∞)
such that for all ω ∈ Ω it holds that
K(ω) = sup
t∈(0,T ]
[∥∥(−tA)κetA∥∥
L(H)
+
∥∥(−tA)−κ(etA − IdH)∥∥L(H) + tρ∥∥etA∥∥L(H,V )]
+ sup
0≤s<t≤T
[∥∥Xt(ω)∥∥V + ∥∥F (Xt(ω))∥∥H + s
∥∥Ot(ω)− Os(ω)∥∥V
|t− s|θ(ω)
]
.
(34)
Moreover, observe that for all ω ∈ Ω, t1, t2 ∈ (0, T ] with t1 < t2 it holds that
‖Xt2(ω)−Xt1(ω)‖V
≤
∫ t2
t1
∥∥e(t2−s)AF (Xs(ω))∥∥V ds+
∫ t1
0
∥∥(e(t2−s)A − e(t1−s)A)F (Xs(ω))∥∥V ds
+ ‖Ot2(ω)−Ot1(ω)‖V
≤
∫ t2
t1
∥∥e(t2−s)A∥∥
L(H,V )
‖F (Xs(ω))‖H ds+
K(ω) (t2 − t1)θ(ω)
t1
+
∫ t1
0
∥∥e (t1−s)2 A∥∥
L(H,V )
∥∥e (t1−s)2 A (e(t2−t1)A − IdH)∥∥L(H) ‖F (Xs(ω))‖H ds.
(35)
This shows that for all ω ∈ Ω, t1, t2 ∈ (0, T ] with t1 < t2 it holds that
‖Xt2(ω)−Xt1(ω)‖V
≤ |K(ω)|2
∫ t2
t1
(t2 − s)−ρ ds+ K(ω) (t2 − t1)
θ(ω)
t1
+ 2ρ|K(ω)|2
∫ t1
0
(t1 − s)−ρ
∥∥ (−A)κ e (t1−s)2 A∥∥
L(H)
∥∥ (−A)−κ (e(t2−t1)A − IdH)∥∥L(H) ds
≤ |K(ω)|
2 (t2 − t1)(1−ρ)
(1− ρ) +
K(ω) (t2 − t1)θ(ω)
t1
+ 2(ρ+κ)|K(ω)|4 (t2 − t1)κ
∫ t1
0
(t1 − s)−(ρ+κ) ds.
(36)
14
Hence, we obtain that for all ω ∈ Ω, t1, t2 ∈ (0, T ] with t1 < t2 it holds that
‖Xt2(ω)−Xt1(ω)‖V
≤ |K(ω)|
2 (t2 − t1)(1−ρ)
(1− ρ) +
K(ω) (t2 − t1)θ(ω)
t1
+
2(ρ+κ)|K(ω)|4 |t1|(1−ρ−κ) (t2 − t1)κ
(1− ρ− κ)
=
(t2 − t1)min{κ,θ(ω)}
t1
(
|K(ω)|2 t1 (t2 − t1)(1−ρ−min{κ,θ(ω)})
(1− ρ) +K(ω) (t2 − t1)
max{0,θ(ω)−κ}
+
2(ρ+κ)|K(ω)|4 |t1|(2−ρ−κ) (t2 − t1)max{0,κ−θ(ω)}
(1− ρ− κ)
)
≤ (t2 − t1)
min{κ,θ(ω)}
t1
( |K(ω)|2 (1 + T )2
(1− ρ) +K(ω)(1 + T ) +
2(ρ+κ)|K(ω)|4 (1 + T )2
(1− ρ− κ)
)
.
(37)
Combining this with the fact that ∀ u, v ∈ V : ‖F (u)−F (v)‖2H ≤ L‖u−v‖2V (1+‖u‖ϕV +‖v‖ϕV ) yields
that for all ω ∈ Ω, t1, t2 ∈ (0, T ] with t1 < t2 it holds that
‖F (Xt2(ω))− F (Xt1(ω))‖H
≤
√
L (1 + ‖Xt2(ω)‖ϕV + ‖Xt1(ω)‖ϕV ) ‖Xt2(ω)−Xt1(ω)‖V
≤ (t2 − t1)
min{κ,θ(ω)}
t1
√
L (1 + 2|K(ω)|ϕ)(1 + T )2
( |K(ω)|2
(1− ρ) +K(ω) +
2(ρ+κ)|K(ω)|4
(1− ρ− κ)
)
.
(38)
This and Lemma 3.1 complete the proof of Corollary 3.2.
3.3 Regularity of the semilinear integrated version of the numerical
approximation
Lemma 3.3. Assume the setting in Section 3.1. Then
(i) it holds for all ω ∈ Ω, t ∈ [0, T ] that Xt(ω) ∈ D(A),
(ii) it holds for every ω ∈ Ω that the function [0, T ] ∋ t 7→ Xt(ω) ∈ D(A) is continuous,
(iii) it holds for every ω ∈ Ω that the function [0, T ] ∋ t 7→ Xt(ω) ∈ H is Lipschitz continuous,
(iv) it holds for every ω ∈ Ω that the function [0, T ]\{0, T
M
, 2T
M
, . . . , T} ∋ t 7→ Xt(ω) ∈ H is
continuously differentiable,
(v) it holds for all ω ∈ Ω, t ∈ [0, T ]\{0, T
M
, 2T
M
, . . . , T} that dXt(ω)
dt
= AXt(ω) + F (X⌊t⌋T/M (ω)), and
(vi) it holds for all ω ∈ Ω, t ∈ [0, T ] that Xt(ω) =
∫ t
0
[
AXs(ω) + F (X⌊s⌋T/M (ω))
]
ds.
Proof of Lemma 3.3. Throughout this proof assume w.l.o.g. that H 6= {0}. Next note that the
assumption that A : D(A) ⊆ H → H is a generator of an analytic semigroup with spectrum(A) ⊆
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{z ∈ C : Re(z) < 0} ensures that there exists a function K : Ω → (0,∞) such that for all ω ∈ Ω it
holds that
K(ω) = sup
t∈{0, T
M
,...,T}
∥∥F (Xt(ω))∥∥H + sup
t∈(0,T ]
sup
r∈{0,1}
[∥∥(−tA)retA∥∥
L(H)
+
∥∥(−tA)−r(etA − IdH)∥∥L(H)] .
(39)
Moreover, observe that for all ω ∈ Ω, t ∈ [0, T ] it holds that
Xt(ω) =
∫ t
⌊t⌋T/M
e(t−s)AF (X⌊t⌋T/M (ω)) ds+
M
T
⌊t⌋T/M−1∑
l=0
∫ (l+1)T
M
lT
M
e(t−s)AF (X⌊s⌋T/M (ω)) ds
= A−1
(
e(t−⌊t⌋T/M )A − IdH
)
F (X⌊t⌋T/M (ω)) + A−1
M
T
⌊t⌋T/M−1∑
l=0
e(t−(l+1)
T
M
)A
(
e
T
M
A − IdH
)
F (X lT
M
(ω)).
(40)
This implies that for all ω ∈ Ω, t ∈ [0, T ] it holds that Xt(ω) ∈ D(A). Furthermore, note that for
all ω ∈ Ω, s, t ∈ [0, T ] with s ≤ t it holds that
Xt(ω)−Xs(ω)
=
∫ t
⌊t⌋T/M
e(t−u)AF (X⌊t⌋T/M (ω)) du−
∫ s
⌊s⌋T/M
e(s−u)AF (X⌊s⌋T/M (ω)) du
+
∫ ⌊t⌋T/M
⌊s⌋T/M
e(t−u)AF (X⌊u⌋T/M (ω)) du+
(
e(t−s)A − IdH
) ∫ ⌊s⌋T/M
0
e(s−u)AF (X⌊u⌋T/M (ω)) du
= A−1
(
e(t−⌊t⌋T/M )A − IdH
)(
F (X⌊t⌋T/M (ω))− F (X⌊s⌋T/M (ω))
)
+ A−1
(
e(t−⌊t⌋T/M )A − e(s−⌊s⌋T/M )A)F (X⌊s⌋T/M (ω))
+ A−1
M
T
⌊t⌋T/M−1∑
l=M
T
⌊s⌋T/M
e(t−(l+1)
T
M
)A
(
e
T
M
A − IdH
)
F (X lT
M
(ω))
+ A−1
(
e(t−s)A − IdH
) MT ⌊s⌋T/M−1∑
l=0
e(s−(l+1)
T
M
)A
(
e
T
M
A − IdH
)
F (X lT
M
(ω)).
(41)
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This shows that for all ω ∈ Ω, s, t ∈ [0, T ] with s ≤ t it holds that
‖A (Xt(ω)−Xs(ω))‖H
≤ ∥∥e(t−⌊t⌋T/M )A − IdH∥∥L(H)∥∥F (X⌊t⌋T/M (ω))− F (X⌊s⌋T/M (ω))∥∥H
+
∥∥emin{t−⌊t⌋T/M ,s−⌊s⌋T/M}A∥∥
L(H)
∥∥(e|t−s−(⌊t⌋T/M−⌊s⌋T/M )|A − IdH)F (X⌊s⌋T/M (ω))∥∥H
+
M
T
⌊t⌋T/M−1∑
l=M
T
⌊s⌋T/M
∥∥e(t−(l+1) TM )A∥∥
L(H)
∥∥e TMA − IdH∥∥L(H)∥∥F (X lTM (ω))∥∥H
+
M
T
⌊s⌋T/M−1∑
l=0
∥∥e(s−(l+1) TM )A∥∥
L(H)
∥∥e TM A − IdH∥∥L(H)∥∥(e(t−s)A − IdH)F (X lTM (ω))∥∥H
≤ K(ω)∥∥F (X⌊t⌋T/M (ω))− F (X⌊s⌋T/M (ω))∥∥H
+K(ω)
∥∥(e|t−s−(⌊t⌋T/M−⌊s⌋T/M )|A − IdH)F (X⌊s⌋T/M (ω))∥∥H
+
M |K(ω)|3
T
(⌊t⌋T/M − ⌊s⌋T/M)+ sup
l∈{0,1,2,...,M}
M |K(ω)|2∥∥(e(t−s)A − IdH)F (X lT
M
(ω))
∥∥
H
.
(42)
In particular, this implies that for all ω ∈ Ω, s ∈ [0, T ] it holds that
lim sup
t→s,
t∈[s,T ]
‖A (Xt(ω)−Xs(ω))‖H = 0. (43)
Moreover, (42) assures that for all ω ∈ Ω, t ∈ [0, T ]\{0, T
M
, 2T
M
, . . . , T} it holds that
lim sup
s→t,
s∈[0,t]
‖A (Xt(ω)−Xs(ω))‖H = 0. (44)
Next note that (41) implies that for all ω ∈ Ω, t ∈ { T
M
, 2T
M
, . . . , T}, s ∈ (t− T
M
, t] it holds that
Xt(ω)−Xs(ω) = A−1
(
IdH − e(s−(t− TM ))A
)
F (X(t− T
M
)(ω)) + A
−1
(
e
T
M
A − IdH
)
F (X(t− T
M
)(ω))
+ A−1
(
e(t−s)A − IdH
) tMT −2∑
l=0
e(s−(l+1)
T
M
)A
(
e
T
M
A − IdH
)
F (X lT
M
(ω)).
(45)
This ensures that for all ω ∈ Ω, t ∈ { T
M
, 2T
M
, . . . , T}, s ∈ (t− T
M
, t] it holds that
‖A (Xt(ω)−Xs(ω))‖H
≤ ∥∥(e TMA − e(s−(t− TM ))A)F (X(t− T
M
)(ω))
∥∥
H
+
tM
T
−2∑
l=0
∥∥e(s−(l+1) TM )A∥∥
L(H)
∥∥(e TMA − IdH)∥∥L(H)∥∥(e(t−s)A − IdH)F (X lTM (ω))∥∥H
≤ ∥∥e(s−(t− TM ))A∥∥
L(H)
∥∥(e(t−s)A − IdH)F (X(t− T
M
)(ω))
∥∥
H
+ sup
l∈{0,1,2,...,M}
|K(ω)|2 ( tM
T
− 1)∥∥(e(t−s)A − IdH)F (X lT
M
(ω))
∥∥
H
≤ sup
l∈{0,1,2,...,M}
K(ω) (1 +K(ω))M
∥∥(e(t−s)A − IdH)F (X lT
M
(ω))
∥∥
H
.
(46)
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Hence, we obtain that for all ω ∈ Ω, t ∈ { T
M
, 2T
M
, . . . , T} it holds that
lim sup
s→t,
s∈(t−T/M,t]
‖A (Xt(ω)−Xs(ω))‖H = 0. (47)
Combining (43), (44), and (47) proves for every ω ∈ Ω that the function [0, T ] ∋ t 7→ Xt(ω) ∈ D(A)
is continuous. Moreover, note that for all ω ∈ Ω, s, t ∈ [0, T ] with s < t it holds that
Xt(ω)−Xs(ω)
=
∫ t
s
e(t−u)AF (X⌊u⌋T/M (ω)) du+
(
e(t−s)A − IdH
) ∫ s
⌊s⌋T/M
e(s−u)AF (X⌊s⌋T/M (ω)) du
+
(
e(t−s)A − IdH
) ∫ ⌊s⌋T/M
0
e(s−u)AF (X⌊u⌋T/M (ω)) du.
=
∫ t
s
e(t−u)AF (X⌊u⌋T/M (ω)) du+ A−1
(
e(t−s)A − IdH
) (
e(s−⌊s⌋T/M )A − IdH
)
F (X⌊s⌋T/M (ω))
+ A−1
(
e(t−s)A − IdH
) MT ⌊s⌋T/M−1∑
l=0
e(s−(l+1)
T
M
)A
(
e
T
M
A − IdH
)
F (X lT
M
(ω)).
(48)
This shows that for all ω ∈ Ω, s, t ∈ [0, T ] with s < t it holds that
‖Xt(ω)−Xs(ω)‖H
≤
∫ t
s
∥∥e(t−u)A∥∥
L(H)
∥∥F (X⌊u⌋T/M (ω))∥∥H du
+
∥∥A−1 (e(t−s)A − IdH)∥∥L(H) ∥∥e(s−⌊s⌋T/M )A − IdH∥∥L(H)∥∥F (X⌊s⌋T/M (ω))∥∥H
+
∥∥A−1(e(t−s)A − IdH)∥∥L(H)
M
T
⌊s⌋T/M−1∑
l=0
∥∥e(s−(l+1) TM )A(e TM A − IdH)F (X lT
M
(ω))
∥∥
H
≤ (t− s) |K(ω)|2 (1 +K(ω))
+ (t− s) |K(ω)|
M
T
⌊s⌋T/M−1∑
l=0
∥∥e(s−(l+1) TM )A∥∥
L(H)
∥∥e TM A − IdH∥∥L(H)∥∥F (X lTM (ω))∥∥H
≤ (t− s) |K(ω)|2 (1 +K(ω)) + (t− s) |K(ω)|4M.
(49)
Hence, we obtain for every ω ∈ Ω that the function [0, T ] ∋ t 7→ Xt(ω) ∈ H is Lipschitz continuous.
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Furthermore, observe that for all ω ∈ Ω, t1, t2, t ∈ [0, T ] with t1 ≤ t ≤ t2 it holds that
Xt2(ω)−Xt1(ω)− AXt(ω) (t2 − t1)− F (X⌊t⌋T/M (ω)) (t2 − t1)
=
(
e(t2−t1)A − IdH
)
Xt1(ω)− AXt(ω) (t2 − t1) +
∫ t2
t1
[
e(t2−s)AF (X⌊s⌋T/M (ω))− F (X⌊t⌋T/M (ω))
]
ds
=
(
e(t2−t1)A − IdH −A (t2 − t1)
)
Xt(ω) +
(
e(t2−t1)A − IdH
)
(Xt1(ω)−Xt(ω))
+
∫ t2
t1
e(t2−s)A
[
F (X⌊s⌋T/M (ω))− F (X⌊t⌋T/M (ω))
]
ds+
∫ t2
t1
(
e(t2−s)A − IdH
)
F (X⌊t⌋T/M (ω)) ds
=
∫ (t2−t1)
0
(
esA − IdH
)
AXt(ω) ds+
∫ (t2−t1)
0
esAA (Xt1(ω)−Xt(ω))ds
+
∫ t2
t1
e(t2−s)A
[
F (X⌊s⌋T/M (ω))− F (X⌊t⌋T/M (ω))
]
ds+
∫ (t2−t1)
0
(
esA − IdH
)
F (X⌊t⌋T/M (ω)) ds.
(50)
This implies that for all ω ∈ Ω, t ∈ [0, T ], (t1, t2) ∈
(
[0, t]× [t, T ])\{(t, t)} it holds that∥∥Xt2(ω)−Xt1(ω)− (t2 − t1)AXt(ω)− (t2 − t1)F (X⌊t⌋T/M (ω))∥∥H
(t2 − t1)
≤ sup
s∈(0,t2−t1)
∥∥ (esA − IdH)AXt(ω)∥∥H + sup
s∈(0,t2−t1)
∥∥esA∥∥
L(H)
∥∥A (Xt1(ω)−Xt(ω))∥∥H
+ sup
s∈(t1,t2)
∥∥e(t2−s)A∥∥
L(H)
∥∥F (X⌊s⌋T/M (ω))− F (X⌊t⌋T/M (ω))∥∥H
+ sup
s∈(0,t2−t1)
∥∥ (esA − IdH)F (X⌊t⌋T/M (ω))∥∥H
≤ sup
s∈(0,t2−t1)
∥∥ (esA − IdH)AXt(ω)∥∥H +K(ω) ∥∥A (Xt1(ω)−Xt(ω))∥∥H
+ sup
s∈(t1,t2)
K(ω)
∥∥F (X⌊s⌋T/M (ω))− F (X⌊t⌋T/M (ω))∥∥H + sup
s∈(0,t2−t1)
∥∥ (esA − IdH)F (X⌊t⌋T/M (ω))∥∥H .
(51)
This and (ii) ensure that for all ω ∈ Ω, t ∈ [0, T ]\{0, T
M
, 2T
M
, . . . , T} it holds that
lim sup
(t1,t2)→(t,t),
(t1,t2)∈([0,t]×[t,T ])\{(t,t)}
∥∥Xt2(ω)−Xt1(ω)− (t2 − t1)AXt(ω)− (t2 − t1)F (X⌊t⌋T/M (ω))∥∥H
(t2 − t1) = 0. (52)
The proof of Lemma 3.3 is thus completed.
Lemma 3.4 (Temporal regularity). Assume the setting in Section 3.1 and let ̺ ∈ [0, 1 − ρ),
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t1, t2 ∈ [0, T ] with t1 < t2. Then
∥∥Xt2 −Xt1∥∥V ≤
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
]∫ t2
t1
(t2 − s)−ρ
∥∥F (X⌊s⌋T/M )∥∥H ds
+ 2(ρ+̺)(t2 − t1)̺
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
][
sup
s∈(0,T )
∥∥(−sA)̺esA∥∥
L(H)
]
·
[
sup
s∈(0,T )
∥∥(−sA)−̺(esA − IdH)∥∥L(H)
]∫ t1
0
(t1 − s)−(ρ+̺)
∥∥F (X⌊s⌋T/M )∥∥H ds.
(53)
Proof of Lemma 3.4. Note that∥∥Xt2 −Xt1∥∥V
≤
∫ t2
t1
∥∥e(t2−s)AF (X⌊s⌋T/M )∥∥V ds+
∫ t1
0
∥∥(e(t2−t1)A − IdH) e(t1−s)AF (X⌊s⌋T/M )∥∥V ds
≤
[
sup
s∈(0,t2−t1)
sρ
∥∥esA∥∥
L(H,V )
]∫ t2
t1
(t2 − s)−ρ
∥∥F (X⌊s⌋T/M )∥∥H ds
+ 2ρ
[
sup
s∈(0,t1)
sρ
∥∥esA∥∥
L(H,V )
]∫ t1
0
(t1 − s)−ρ
∥∥(e(t2−t1)A − IdH) e (t1−s)2 AF (X⌊s⌋T/M )∥∥H ds.
(54)
This implies that∥∥Xt2 −Xt1∥∥V
≤
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
]∫ t2
t1
(t2 − s)−ρ
∥∥F (X⌊s⌋T/M )∥∥H ds
+ 2(ρ+̺)(t2 − t1)̺
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
]∫ t1
0
(t1 − s)−(ρ+̺)
· ∥∥(−(t2 − t1)A)−̺(e(t2−t1)A − IdH)∥∥L(H)∥∥(− (t1−s)2 A)̺e (t1−s)2 A∥∥L(H)∥∥F (X⌊s⌋T/M )∥∥H ds.
(55)
The proof of Lemma 3.4 is thus completed.
3.4 Analysis of the error between the numerical approximation and its
semilinear integrated version
Lemma 3.5. Assume the setting in Section 3.1 and let α ∈ (0,∞), t ∈ (0, T ]. Then
∥∥Xt − X¯t∥∥V ≤ T αMα
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
]∫ t
0
(t− s)−ρ ∣∣V(X⌊s⌋T/M )∣∣α∥∥F (X⌊s⌋T/M )∥∥H ds
+
∫ t
0
∥∥e(t−s)A − S⌊s⌋T/M ,t∥∥L(H,V )∥∥F (X⌊s⌋T/M )∥∥H ds.
(56)
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Proof of Lemma 3.5. Note that the triangle inequality implies
∥∥Xt − X¯t∥∥V =
∥∥∥∥
∫ t
0
(
e(t−s)AF (X⌊s⌋T/M )− S⌊s⌋T/M ,t 1{V(X⌊s⌋T/M )≤M/T} F (X⌊s⌋T/M )
)
ds
∥∥∥∥
V
≤
∫ t
0
∥∥e(t−s)A 1{V(X⌊s⌋T/M )>M/T} F (X⌊s⌋T/M )∥∥V ds
+
∫ t
0
∥∥(e(t−s)A − S⌊s⌋T/M ,t)1{V(X⌊s⌋T/M )≤M/T} F (X⌊s⌋T/M )∥∥V ds.
(57)
Therefore, we obtain∥∥Xt − X¯t∥∥V
≤
∫ t
0
1{V(X⌊s⌋T/M
)>M/T}
∥∥e(t−s)A∥∥
L(H,V )
∥∥F (X⌊s⌋T/M )∥∥H ds
+
∫ t
0
∥∥e(t−s)A − S⌊s⌋T/M ,t∥∥L(H,V )∥∥F (X⌊s⌋T/M )∥∥H ds
≤
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
]∫ t
0
(t− s)−ρ 1{|V(X⌊s⌋T/M )|α>|M/T |α}
T α
Mα
∣∣V(X⌊s⌋T/M )∣∣α∥∥F (X⌊s⌋T/M )∥∥H ds
+
∫ t
0
∥∥e(t−s)A − S⌊s⌋T/M ,t∥∥L(H,V )∥∥F (X⌊s⌋T/M )∥∥H ds.
(58)
The proof of Lemma 3.5 is thus completed.
3.5 Analysis of the error between the exact solution and the semilinear
integrated version of the numerical approximation
Lemma 3.6 (Error estimates based on the monotonicity assumption). Assume the setting in Sec-
tion 3.1 and let κ ∈ (2,∞), t ∈ [0, T ]. Then
∥∥X¯t −Xt∥∥2H ≤ 1C (κ− 2)
∫ t
0
eκC(t−s)
∥∥F (Xs +Os)− F (X⌊s⌋T/M )∥∥2H ds
≤ 2
[ϕ−1]+L
C (κ− 2)
∫ t
0
eκC(t−s)
(
1 +
∥∥Xs∥∥ϕV + ∥∥Os∥∥ϕV + ∥∥X⌊s⌋T/M∥∥ϕV
)
·
(∥∥Xs −X⌊s⌋T/M∥∥V + ∥∥X⌊s⌋T/M − X¯⌊s⌋T/M∥∥V + ∥∥Os − O⌊s⌋T/M∥∥V + ∥∥O⌊s⌋T/M −O⌊s⌋T/M∥∥V )2 ds.
(59)
Proof of Lemma 3.6. W.l.o.g. we assume that t ∈ (0, T ] (otherwise the proof is clear). Note that
the fundamental theorem of calculus, Corollary 3.2, and Lemma 3.3 imply that for all ε ∈ (0, t) it
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holds that
e−κCt
∥∥X¯t −Xt∥∥2H − e−κCε∥∥X¯ε −Xε∥∥2H
= 2
∫ t
ε
e−κCs
〈
X¯s −Xs, AX¯s + F (Xs)− AXs − F (X⌊s⌋T/M )
〉
H
ds
− κC
∫ t
ε
e−κCs
∥∥X¯s −Xs∥∥2H ds
= 2
∫ t
ε
e−κCs
〈
X¯s −Xs, AX¯s + F (Xs)− AXs − F (Xs +Os)
〉
H
ds
+ 2
∫ t
ε
e−κCs
〈
X¯s −Xs, F (Xs +Os)− F (X⌊s⌋T/M )
〉
H
ds− κC
∫ t
ε
e−κCs
∥∥X¯s −Xs∥∥2H ds.
(60)
The assumption that ∀ x, y ∈ V with x− y ∈ H1 : 〈x− y, A(x− y) + F (x)− F (y)〉H ≤ C ‖x− y‖2H
and the Cauchy-Schwarz inequality hence prove that for all ε ∈ (0, t) it holds that
e−κCt
∥∥X¯t −Xt∥∥2H − e−κCε∥∥X¯ε −Xε∥∥2H
= 2
∫ t
ε
e−κCs
〈
Xs − (Xs +Os), A(Xs − [Xs +Os]) + F (Xs)− F (Xs +Os)
〉
H
ds
+ 2
∫ t
ε
e−κCs
〈
X¯s −Xs, F (Xs +Os)− F (X⌊s⌋T/M )
〉
H
ds− κC
∫ t
ε
e−κCs
∥∥X¯s −Xs∥∥2H ds
≤ 2C
∫ t
ε
e−κCs
∥∥Xs − (Xs +Os)∥∥2H ds− κC
∫ t
ε
e−κCs
∥∥X¯s −Xs∥∥2H ds
+ 2
∫ t
ε
e−κCs
∥∥X¯s −Xs∥∥H∥∥F (Xs +Os)− F (X⌊s⌋T/M )∥∥H ds.
(61)
The fact that ∀ x, y ∈ R : xy ≤ x2
2
+ y
2
2
therefore shows that for all ε ∈ (0, t) it holds that
e−κCt
∥∥X¯t −Xt∥∥2H − e−κCε∥∥X¯ε −Xε∥∥2H
≤ C (2− κ)
∫ t
ε
e−κCs
∥∥X¯s −Xs∥∥2H ds
+ 2
∫ t
ε
e−κCs
(√
C(κ− 2)∥∥X¯s −Xs∥∥H)
(
1√
C(κ− 2)
∥∥F (Xs + Os)− F (X⌊s⌋T/M )∥∥H
)
ds
≤ C (2− κ)
∫ t
ε
e−κCs
∥∥X¯s −Xs∥∥2H ds
+
∫ t
ε
e−κCs
[
C (κ− 2)∥∥X¯s −Xs∥∥2H + 1C (κ− 2)
∥∥F (Xs +Os)− F (X⌊s⌋T/M )∥∥2H
]
ds
=
1
C (κ− 2)
∫ t
ε
e−κCs
∥∥F (Xs +Os)− F (X⌊s⌋T/M )∥∥2H ds.
(62)
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Corollary 3.2 and Lemma 3.3 hence ensure∥∥X¯t −Xt∥∥2H = ∥∥X¯t −Xt∥∥2H − limε→0
ε∈(0,t)
eκC(t−ε)
∥∥X¯ε −Xε∥∥2H
≤ 1
C (κ− 2) limε→0
ε∈(0,t)
∫ t
ε
eκC(t−s)
∥∥F (Xs +Os)− F (X⌊s⌋T/M )∥∥2H ds
=
1
C (κ− 2)
∫ t
0
eκC(t−s)
∥∥F (Xs +Os)− F (X⌊s⌋T/M )∥∥2H ds.
(63)
Next observe that the triangle inequality implies that for all s ∈ (0, t) it holds that∥∥Xs +Os − X⌊s⌋T/M∥∥V
≤ ∥∥Xs −X⌊s⌋T/M∥∥V + ∥∥X⌊s⌋T/M +Os − X⌊s⌋T/M∥∥V
≤ ∥∥Xs −X⌊s⌋T/M∥∥V + ∥∥X⌊s⌋T/M − (X⌊s⌋T/M −O⌊s⌋T/M )∥∥V + ∥∥Os −O⌊s⌋T/M∥∥V
≤ ∥∥Xs −X⌊s⌋T/M∥∥V + ∥∥X⌊s⌋T/M − X¯⌊s⌋T/M∥∥V + ∥∥Os − O⌊s⌋T/M∥∥V + ∥∥O⌊s⌋T/M −O⌊s⌋T/M∥∥V .
(64)
Combining the fact that ∀ u, v ∈ V : ‖F (u)− F (v)‖2H ≤ L ‖u− v‖2V (1 + ‖u‖ϕV + ‖v‖ϕV ) and the fact
that ∀ r ∈ (0,∞), x1, x2 ∈ R : |x1 + x2|r ≤ 2[r−1]+ (|x1|r + |x2|r) hence implies that for all s ∈ (0, t)
it holds that∥∥F (Xs +Os)− F (X⌊s⌋T/M )∥∥2H
≤ L∥∥Xs +Os − X⌊s⌋T/M∥∥2V
(
1 +
∥∥Xs +Os∥∥ϕV + ∥∥X⌊s⌋T/M∥∥ϕV
)
≤ 2[ϕ−1]+L
(
1 +
∥∥Xs∥∥ϕV + ∥∥Os∥∥ϕV + ∥∥X⌊s⌋T/M∥∥ϕV )
·
(∥∥Xs −X⌊s⌋T/M∥∥V + ∥∥X⌊s⌋T/M − X¯⌊s⌋T/M∥∥V + ∥∥Os − O⌊s⌋T/M∥∥V + ∥∥O⌊s⌋T/M −O⌊s⌋T/M∥∥V )2.
(65)
This and (63) complete the proof of Lemma 3.6.
4 Strong error estimates
4.1 Setting
Let T, C, ϕ ∈ (0,∞), L ∈ [0,∞), ρ ∈ [0, 1), let (H, 〈·, ·〉H , ‖·‖H) be a separable R-Hilbert space,
let A : D(A) ⊆ H → H be a generator of an analytic semigroup with spectrum(A) ⊆ {z ∈
C : Re(z) < 0}, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces associated to −A
(cf., e.g., Definition 3.5.26 in [23]), let (V, ‖·‖V ) be a separable R-Banach space with H1 ⊆ V ⊆ H
densely and continuously, let V ∈ M(B(V ),B([0,∞))), (SM )M∈N ⊆ M(B({(s, t) ∈ [0, T ]2 : s <
t}),B(L(H, V ))), F ∈ C(V,H) satisfy for all x, y ∈ V with x − y ∈ H1 that ‖F (x)− F (y)‖2H ≤
L ‖x− y‖2V (1 + ‖x‖ϕV + ‖y‖ϕV ) and 〈x− y, A(x− y) + F (x)− F (y)〉H ≤ C ‖x− y‖2H , assume that
supt∈(0,T ) t
ρ‖etA‖L(H,V ) <∞, let (Ω,F ,P) be a probability space, let X : [0, T ]×Ω→ V be a stochas-
tic process with continuous sample paths, let O, X¯ : [0, T ] × Ω → V be stochastic processes which
satisfy for all ω ∈ Ω that lim suprց0 sup0≤s<t≤T s‖Ot(ω)−Os(ω)‖V(t−s)r <∞, let OM ,XM , X¯M ,XM : [0, T ]×
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Ω → V , M ∈ N, be stochastic processes, and assume for all t ∈ [0, T ], M ∈ N that Xt =∫ t
0
e(t−s)AF (Xs) ds + Ot, X¯t = Xt − Ot, XMt =
∫ t
0
e(t−s)AF (XM⌊s⌋T/M ) ds, X¯Mt = XMt − OMt , and
XMt =
∫ t
0
SM⌊s⌋T/M ,t 1{V(XM⌊s⌋T/M )≤M/T} F (X
M
⌊s⌋T/M
) ds+OMt .
4.2 Analysis of the error between the numerical approximation and its
semilinear integrated version
Lemma 4.1. Assume the setting in Section 4.1 and let α ∈ (0,∞), p ∈ [1,∞), t ∈ (0, T ], M ∈ N.
Then
∥∥XMt − X¯Mt ∥∥Lp(P;V ) ≤
(∫ t
0
∥∥e(t−s)A − SM⌊s⌋T/M ,t∥∥L(H,V ) ds
)[
sup
s∈[0,T )
∥∥F (XMs )∥∥Lp(P;H)
]
+
T (1+α−ρ)
(1− ρ)Mα
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
][
sup
s∈[0,T )
∥∥V(XMs )∥∥αL2pα(P;R)∥∥F (XMs )∥∥L2p(P;H)
]
.
(66)
Proof of Lemma 4.1. Observe that Lemma 3.5 and Ho¨lder’s inequality imply∥∥XMt − X¯Mt ∥∥Lp(P;V )
≤ T
α
Mα
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
]∫ t
0
(t− s)−ρ
∥∥∥∣∣V(XM⌊s⌋T/M )∣∣α∥∥F (XM⌊s⌋T/M )∥∥H
∥∥∥
Lp(P;R)
ds
+
∫ t
0
∥∥e(t−s)A − SM⌊s⌋T/M ,t∥∥L(H,V )∥∥F (XM⌊s⌋T/M )∥∥Lp(P;H) ds
≤ T
α
Mα
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
]∫ t
0
(t− s)−ρ ∥∥V(XM⌊s⌋T/M )∥∥αL2pα(P;R)∥∥F (XM⌊s⌋T/M )∥∥L2p(P;H) ds
+
(∫ t
0
∥∥e(t−s)A − SM⌊s⌋T/M ,t∥∥L(H,V ) ds
)[
sup
s∈[0,t)
∥∥F (XMs )∥∥Lp(P;H)
]
.
(67)
The proof of Lemma 4.1 is thus completed.
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4.3 Analysis of the error between the exact solution and the semilinear
integrated version of the numerical approximation
Lemma 4.2. Assume the setting in Section 4.1 and let κ ∈ (2,∞), t ∈ [0, T ], p ∈ [2,∞), M ∈ N.
Then∥∥X¯t −XMt ∥∥Lp(P;H)
≤ e
κCT/2
√
2[ϕ−1]+L√
C (κ− 2)
[
1 + sup
s∈(0,T )
∥∥XMs ∥∥ϕ/2Lpϕ(P;V ) + sup
s∈(0,T )
∥∥Os∥∥ϕ/2Lpϕ(P;V ) + sup
s∈[0,T )
∥∥XMs ∥∥ϕ/2Lpϕ(P;V )
]
·
[∫ t
0
(∥∥XMs −XM⌊s⌋T/M∥∥L2p(P;V ) + ∥∥XM⌊s⌋T/M − X¯M⌊s⌋T/M∥∥L2p(P;V ) + ∥∥Os −O⌊s⌋T/M∥∥L2p(P;V )
+
∥∥O⌊s⌋T/M −OM⌊s⌋T/M∥∥L2p(P;V )
)2
ds
] 1
2
.
(68)
Proof of Lemma 4.2. Note that Lemma 3.6 and Ho¨lder’s inequality imply∥∥X¯t −XMt ∥∥Lp(P;H)
≤ e
κCT/2
√
2[ϕ−1]+L√
C (κ− 2)
[∫ t
0
∥∥∥∥(1 + ∥∥XMs ∥∥ϕV + ∥∥Os∥∥ϕV + ∥∥XM⌊s⌋T/M∥∥ϕV )(∥∥XMs −XM⌊s⌋T/M∥∥V
+
∥∥XM⌊s⌋T/M − X¯M⌊s⌋T/M∥∥V + ∥∥Os − O⌊s⌋T/M∥∥V + ∥∥O⌊s⌋T/M −OM⌊s⌋T/M∥∥V )2
∥∥∥∥
Lp/2(P;R)
ds
] 1
2
≤ e
κCT/2
√
2[ϕ−1]+L√
C (κ− 2)
[∫ t
0
∥∥∥1 + ∥∥XMs ∥∥ϕV + ∥∥Os∥∥ϕV + ∥∥XM⌊s⌋T/M∥∥ϕV
∥∥∥
Lp(P;R)
∥∥∥∥∥XMs −XM⌊s⌋T/M∥∥V
+
∥∥XM⌊s⌋T/M − X¯M⌊s⌋T/M∥∥V + ∥∥Os − O⌊s⌋T/M∥∥V + ∥∥O⌊s⌋T/M −OM⌊s⌋T/M∥∥V
∥∥∥2
L2p(P;R)
ds
]1
2
.
(69)
This shows∥∥X¯t −XMt ∥∥Lp(P;H)
≤ e
κCT/2
√
2[ϕ−1]+L√
C (κ− 2)
[∫ t
0
(
1 +
∥∥XMs ∥∥ϕLpϕ(P;V ) + ∥∥Os∥∥ϕLpϕ(P;V ) + ∥∥XM⌊s⌋T/M∥∥ϕLpϕ(P;V )
)
·
(∥∥XMs −XM⌊s⌋T/M∥∥L2p(P;V ) + ∥∥XM⌊s⌋T/M − X¯M⌊s⌋T/M∥∥L2p(P;V ) + ∥∥Os − O⌊s⌋T/M∥∥L2p(P;V )
+
∥∥O⌊s⌋T/M −OM⌊s⌋T/M∥∥L2p(P;V ))2ds
]1
2
.
(70)
The fact that ∀ x1, x2, x3, x4 ∈ [0,∞) :
√
x1 + x2 + x3 + x4 ≤ √x1 + √x2 + √x3 + √x4 completes
the proof of Lemma 4.2.
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4.4 Analysis of the error between the exact solution and the numerical
approximation
Lemma 4.3 (Strong temporal regularity of the semilinear integrated version of the numerical
approximation). Assume the setting in Section 4.1 and let p ∈ [1,∞), ̺ ∈ [0, 1− ρ), t1, t2 ∈ [0, T ],
M ∈ N with t1 < t2. Then
∥∥XMt2 −XMt1 ∥∥Lp(P;V ) ≤ (t2 − t1)̺ T (1−ρ−̺)
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
][
sup
s∈[0,T )
∥∥F (XMs )∥∥Lp(P;H)
]
·
(
1
(1− ρ) +
2(ρ+̺)
(1− ρ− ̺)
[
sup
s∈(0,T )
∥∥(−sA)̺esA∥∥
L(H)
][
sup
s∈(0,T )
∥∥(−sA)−̺(esA − IdH)∥∥L(H)
])
.
(71)
Proof of Lemma 4.3. Note that Lemma 3.4 implies
∥∥XMt2 −XMt1 ∥∥Lp(P;V ) ≤
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
]∫ t2
t1
(t2 − s)−ρ
∥∥F (XM⌊s⌋T/M )∥∥Lp(P;H) ds
+ 2(ρ+̺) (t2 − t1)̺
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
][
sup
s∈(0,T )
∥∥(−sA)̺esA∥∥
L(H)
]
·
[
sup
s∈(0,T )
∥∥(−sA)−̺(esA − IdH)∥∥L(H)
]∫ t1
0
(t1 − s)−(ρ+̺)
∥∥F (XM⌊s⌋T/M )∥∥Lp(P;H) ds.
(72)
Hence, we obtain
∥∥XMt2 −XMt1 ∥∥Lp(P;V ) ≤ (t2 − t1)(1−ρ)(1− ρ)
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
][
sup
s∈[0,T )
∥∥F (XMs )∥∥Lp(P;H)
]
+
2(ρ+̺) (t2 − t1)̺
∣∣t1∣∣(1−ρ−̺)
(1− ρ− ̺)
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
][
sup
s∈(0,T )
∥∥(−sA)̺esA∥∥
L(H)
]
·
[
sup
s∈(0,T )
∥∥(−sA)−̺(esA − IdH)∥∥L(H)
][
sup
s∈[0,T )
∥∥F (XMs )∥∥Lp(P;H)
]
.
(73)
This completes the proof Lemma 4.3.
Proposition 4.4. Assume the setting in Section 4.1, let α ∈ (0,∞), θ ∈ (0, 1/2), ̺ ∈ [0, 1 − ρ),
p ∈ [max{2, 1/ϕ},∞), and assume that
sup
M∈N
sup
t∈[0,T ]
∥∥XMt ∥∥Lpmax{1,ϕ}(P;V ) + sup
M∈N
sup
t∈[0,T )
∥∥∥∣∣V(XMt )∣∣2α + ∥∥F (XMt )∥∥2H
∥∥∥
Lpmax{2,ϕ}(P;R)
+ sup
M∈N
sup
t∈(0,T ]
M̺
∫ t
0
∥∥e(t−s)A − SM⌊s⌋T/M ,t∥∥L(H,V ) ds+ sup
t∈[0,T )
∥∥Ot∥∥Lpmax{2,ϕ}(P;V )
+ sup
M∈N
sup
t∈[0,T ]
Mθ
[∥∥Ot −OMt ∥∥Lpmax{2,ϕ}(P;V ) + ∣∣⌊t⌋T/M ∣∣θ∥∥Ot − O⌊t⌋T/M∥∥L2p(P;V )] <∞.
(74)
Then supM∈N supt∈[0,T ]
[‖Xt‖Lp(P;H) +Mmin{α,̺,θ}‖Xt −XMt ‖Lp(P;H)] <∞.
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Proof of Proposition 4.4. First of all, observe that the triangle inequality and (74) implies
sup
M∈N
sup
t∈[0,T )
∥∥OMt ∥∥Lpmax{2,ϕ}(P;V ) ≤ sup
M∈N
sup
t∈[0,T )
∥∥∥∥∥OMt − Ot∥∥V + ∥∥Ot∥∥V
∥∥∥
Lpmax{2,ϕ}(P;R)
<∞. (75)
This, the triangle inequality, and (74) assure that
sup
M∈N
sup
t∈[0,T )
∥∥X¯Mt ∥∥Lpϕ(P;V ) ≤ sup
M∈N
sup
t∈[0,T )
[∥∥XMt ∥∥Lpmax{1,ϕ}(P;V ) + ∥∥OMt ∥∥Lpmax{2,ϕ}(P;V )] <∞. (76)
Next note that Lemma 4.1, (74), and the assumption that supt∈(0,T ) t
ρ‖etA‖L(H,V ) <∞ prove that
sup
M∈N
sup
t∈[0,T ]
Mmin{α,̺}
∥∥XMt − X¯Mt ∥∥Lpmax{2,ϕ}(P;V ) = sup
M∈N
sup
t∈(0,T ]
Mmin{α,̺}
∥∥XMt − X¯Mt ∥∥Lpmax{2,ϕ}(P;V )
≤ sup
M∈N
sup
t∈(0,T ]
{(
M̺
∫ t
0
∥∥e(t−s)A − SM⌊s⌋T/M ,t∥∥L(H,V ) ds
)[
sup
s∈[0,T )
∥∥F (XMs )∥∥Lpmax{2,ϕ}(P;H)
]}
+
T (1+α−ρ)
(1− ρ)
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
][
sup
M∈N
sup
s∈[0,T )
∥∥V(XMs )∥∥αL2αpmax{2,ϕ}(P;R)∥∥F (XMs )∥∥L2pmax{2,ϕ}(P;H)
]
<∞.
(77)
Combining this, the triangle inequality, and (76) ensures
sup
M∈N
sup
t∈[0,T )
∥∥XMt ∥∥Lpϕ(P;V ) ≤ sup
M∈N
sup
t∈[0,T )
[∥∥XMt − X¯Mt ∥∥Lpmax{2,ϕ}(P;V ) + ∥∥X¯Mt ∥∥Lpϕ(P;V )
]
<∞. (78)
Furthermore, observe that the fact that A : D(A) ⊆ H → H is a generator of an analytic semigroup
with spectrum(A) ⊆ {z ∈ C : Re(z) < 0} implies that sups∈(0,T ) ‖(−sA)−̺
(
esA − IdH
)‖L(H) +
sups∈(0,T ) ‖(−sA)̺esA‖L(H) <∞. This, the assumption that supt∈(0,T ) tρ‖etA‖L(H,V ) <∞, (74), and
Lemma 4.3 show
sup
M∈N
sup
t∈[0,T ]
M̺
∥∥XMt −XM⌊t⌋T/M∥∥L2p(P;V )
≤
(
1
(1− ρ) +
2(ρ+̺)
(1− ρ− ̺)
[
sup
s∈(0,T )
∥∥(−sA)̺esA∥∥
L(H)
][
sup
s∈(0,T )
∥∥(−sA)−̺(esA − IdH)∥∥L(H)
])
· T (1−ρ)
[
sup
s∈(0,T )
sρ
∥∥esA∥∥
L(H,V )
][
sup
M∈N
sup
s∈[0,T )
∥∥F (XMs )∥∥L2p(P;H)
]
<∞.
(79)
Moreover, note that Lemma 4.2, the triangle inequality, and the fact that ∀ x, y ∈ R : (x + y)2 ≤
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2(x2 + y2) assure for all κ ∈ (2,∞) that
sup
M∈N
sup
t∈[0,T ]
Mmin{α,̺,θ}
∥∥X¯t −XMt ∥∥Lp(P;H)
≤ e
κCT/2
√
2[ϕ−1]+L√
C (κ− 2)
[
1 + sup
M∈N
sup
s∈(0,T )
∥∥XMs ∥∥ϕ/2Lpϕ(P;V ) + sup
s∈(0,T )
∥∥Os∥∥ϕ/2Lpϕ(P;V ) + sup
M∈N
sup
s∈[0,T )
∥∥XMs ∥∥ϕ/2Lpϕ(P;V )
]
· sup
M∈N
Mmin{α,̺,θ}
{[∫ T
M
0
(∥∥Os∥∥L2p(P;V ) + ∥∥O⌊s⌋T/M∥∥L2p(P;V ))2 ds+
∫ T
T
M
∥∥Os − O⌊s⌋T/M∥∥2L2p(P;V ) ds
] 1
2
+
[∫ T
0
(∥∥XMs −XM⌊s⌋T/M∥∥L2p(P;V ) + ∥∥XM⌊s⌋T/M − X¯M⌊s⌋T/M∥∥L2p(P;V )
+
∥∥O⌊s⌋T/M −OM⌊s⌋T/M∥∥L2p(P;V ))2ds
] 1
2
}
.
(80)
The estimate
sup
M∈N
[∫ T
T
M
∣∣⌊s⌋T/M ∣∣−2θ ds
]
= sup
M∈N
[
M−1∑
l=1
∫ (l+1)T
M
lT
M
M2θ
(lT )2θ
ds
]
= sup
M∈N
[
T (1−2θ)
M (1−2θ)
M−1∑
l=1
1
l2θ
]
≤ sup
M∈N
[
T (1−2θ)
M (1−2θ)
(
1 +
∫ M
1
1
s2θ
ds
)]
= sup
M∈N
[
T (1−2θ)
M (1−2θ)
(
1 +
(M (1−2θ) − 1)
(1− θ)
)]
≤ T
(1−2θ)
(1− θ) ,
(81)
inequality (74), inequalities (77)–(79), and the fact that ∀ x, y ∈ [0,∞) : √x+ y ≤ √x+√y therefore
imply that
sup
M∈N
sup
t∈[0,T ]
Mmin{α,̺,θ}
∥∥X¯t −XMt ∥∥Lp(P;H)
≤ e
κCT/2
√
2[ϕ−1]+L√
C (κ− 2)
[
1 + sup
M∈N
sup
s∈(0,T )
∥∥XMs ∥∥ϕ/2Lpϕ(P;V ) + sup
s∈(0,T )
∥∥Os∥∥ϕ/2Lpϕ(P;V ) + sup
M∈N
sup
s∈[0,T )
∥∥XMs ∥∥ϕ/2Lpϕ(P;V )
]
·
√
(1 + T ) sup
M∈N
[
2 sup
s∈[0,T )
∥∥Os∥∥L2p(P;V ) + sup
s∈(0,T )
∣∣M⌊s⌋T/M ∣∣θ∥∥Os − O⌊s⌋T/M∥∥L2p(P;V )
(
T
∫
T
M
∣∣⌊s⌋T/M ∣∣−2θds
)1
2
+ sup
s∈[0,T ]
(
M̺
∥∥XMs −XM⌊s⌋T/M∥∥L2p(P;V ) +Mmin{α,̺}∥∥XMs − X¯Ms ∥∥L2p(P;V ) +Mθ∥∥Os −OMs ∥∥L2p(P;V ))
]
<∞.
(82)
Next note that the triangle inequality, the assumption that V ⊆ H continuously, (74), (77), and (82)
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prove
sup
M∈N
sup
t∈[0,T ]
Mmin{α,̺,θ}
∥∥Xt −XMt ∥∥Lp(P;H)
≤ sup
M∈N
sup
t∈[0,T ]
Mmin{α,̺,θ}
[∥∥X¯t − X¯Mt ∥∥Lp(P;H) + ∥∥Ot −OMt ∥∥Lp(P;H)
]
≤ sup
M∈N
sup
t∈[0,T ]
Mmin{α,̺,θ}
∥∥X¯t −XMt ∥∥Lp(P;H)
+
[
sup
v∈V \{0}
‖v‖H
‖v‖V
]
sup
M∈N
sup
t∈[0,T ]
Mmin{α,̺}
∥∥XMt − X¯Mt ∥∥Lpmax{2,ϕ}(P;V )
+
[
sup
v∈V \{0}
‖v‖H
‖v‖V
]
sup
M∈N
sup
t∈[0,T ]
Mθ
∥∥Ot −OMt ∥∥Lpmax{2,ϕ}(P;V ) <∞.
(83)
This, the triangle inequality, the assumption that V ⊆ H continuously, and (74) assure that
sup
t∈[0,T ]
∥∥Xt∥∥Lp(P;H) ≤ sup
M∈N
sup
t∈[0,T ]
[∥∥Xt − XMt ∥∥Lp(P;H) +
[
sup
v∈V \{0}
‖v‖H
‖v‖V
]∥∥XMt ∥∥Lpmax{1,ϕ}(P;V )
]
<∞.
(84)
The proof of Proposition 4.4 is thus completed.
5 Main result
5.1 Setting
Let T, c, ϕ, φ, χ ∈ (0,∞), let (H, 〈·, ·〉H , ‖·‖H) be a separable R-Hilbert space, let A : D(A) ⊆
H → H be a generator of an analytic semigroup with spectrum(A) ⊆ {z ∈ C : Re(z) < 0},
let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces associated to −A (cf., e.g.,
Definition 3.5.26 in [23]), let (V, ‖·‖V ) be a separable R-Banach space with H1 ⊆ V ⊆ H densely and
continuously, let F ∈ C(V,H), Φ,Ψ ∈M(B(V ),B([0,∞))), (SM )M∈N ⊆M(B({(s, t) ∈ [0, T ]2 : s <
t}),B(L(H, V ))) satisfy for all u, v, x, y ∈ V , M ∈ N, r1, r2, r3 ∈ [0, T ], s ∈ {0, TM , 2TM , . . . , (M−1)TM },
t ∈ (s, s + T
M
] with x − y ∈ H1 and r1 < r2 < r3 that ‖F (u+ v)‖H ≤ c (1 + |Φ(u)|φ + |Φ(v)|φ),
‖F (x)− F (y)‖2H ≤ c ‖x− y‖2V (1 + ‖x‖ϕV + ‖y‖ϕV ), 〈x− y, A(x− y) + F (x)− F (y)〉H ≤ c ‖x− y‖2H ,
SMr1,r3 = SMr2,r3SMr1,r2, and
Φ
(SMs,t [u+ (t− s)1[0,(M/T )χ](‖u+ v‖V )F (u+ v)]) ≤ ec(t−s) [Φ(u) + (t− s)Ψ(v)] , (85)
let (Ω,F ,P) be a probability space, let O,X : [0, T ]×Ω→ V be stochastic processes with continuous
sample paths, let OM ,XM : [0, T ] × Ω → V , M ∈ N, be stochastic processes, and assume for all
t ∈ [0, T ], M ∈ N that P( lim suprց0 sup0≤s<u≤T s‖Ou−Os‖V(u−s)r < ∞) = P(Xt = ∫ t0 e(t−s)AF (Xs) ds +
Ot
)
= P
(XMt = ∫ t0 SM⌊s⌋T/M ,t 1{‖XM⌊s⌋T/M ‖V ≤(M/T )χ} F (XM⌊s⌋T/M ) ds+OMt
)
= 1.
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5.2 A priori bounds
Corollary 5.1. Assume the setting in Section 5.1, let p ∈ [max{1, 1/φ},∞), ρ ∈ [0, 1), and as-
sume that supM∈N sup0≤s<t<T (t− s)ρ ‖SM⌊s⌋T/M ,t‖L(H,V )+supM∈N supt∈[0,T ) ‖Φ(OMt )+Ψ(OMt )‖Lpφ(P;R)
+ supM∈N supt∈[0,T ] ‖OMt ‖Lp(P;V ) <∞. Then supM∈N supt∈[0,T ] ‖XMt ‖Lp(P;V ) <∞.
Proof of Corollary 5.1. Throughout this proof let X˜M : [0, T ]× Ω → V , M ∈ N, be the stochastic
processes which satisfy for all t ∈ [0, T ], M ∈ N that
X˜Mt =
∫ t
0
SM⌊s⌋T/M ,t 1{‖X˜M⌊s⌋T/M ‖V ≤(M/T )χ} F (X˜
M
⌊s⌋T/M
) ds+OMt . (86)
Next note that the triangle inequality, the fact that ∀ t ∈ [0, T ], M ∈ N : P(XMt = X˜Mt ) = 1, and
Corollary 2.4 (with Yt = X˜Mt − OMt for t ∈ (0, T ],M ∈ N in the notation of Corollary 2.4) prove
that
sup
M∈N
sup
t∈[0,T ]
∥∥XMt ∥∥Lp(P;V ) = sup
M∈N
sup
t∈[0,T ]
∥∥X˜Mt ∥∥Lp(P;V )
≤ sup
M∈N
sup
t∈[0,T ]
∥∥OMt ∥∥Lp(P;V ) + sup
M∈N
sup
t∈(0,T ]
∥∥X˜Mt −OMt ∥∥Lp(P;V )
≤ sup
M∈N
sup
t∈[0,T ]
∥∥OMt ∥∥Lp(P;V ) + cT (1−ρ)(1− ρ)
[
sup
M∈N
sup
0≤s<t<T
(t− s)ρ ∥∥SM⌊s⌋T/M ,t∥∥L(H,V )
]
·
(
1 + sup
M∈N
sup
t∈[0,T )
∥∥Φ(OMt )∥∥φLpφ(P;R) + 2[φ−1]+ecφT
[∣∣Φ(0)∣∣φ + T φ sup
M∈N
sup
t∈[0,T )
∥∥Ψ(OMt )∥∥φLpφ(P;R)
])
<∞.
(87)
The proof of Corollary 5.1 is thus completed.
Corollary 5.2. Assume the setting in Section 5.1, let p ∈ [max{1, 1/φ},∞), and assume that
supM∈N supt∈[0,T ) ‖Φ(OMt ) + Ψ(OMt )‖Lpφ(P;R) <∞. Then supM∈N supt∈[0,T ) ‖F (XMt )‖Lp(P;H) <∞.
Proof of Corollary 5.2. Throughout this proof let X˜M : [0, T ]× Ω → V , M ∈ N, be the stochastic
processes which satisfy for all t ∈ [0, T ], M ∈ N that
X˜Mt =
∫ t
0
SM⌊s⌋T/M ,t 1{‖X˜M⌊s⌋T/M ‖V ≤(M/T )χ} F (X˜
M
⌊s⌋T/M
) ds+OMt . (88)
In the next step observe that Lemma 2.2 (with Yt = X˜Mt −OMt for t ∈ [0, T ],M ∈ N in the notation
of Lemma 2.2) ensures that for all t ∈ [0, T ], M ∈ N it holds that
∥∥F (X˜Mt )∥∥H ≤ c
(
1 + 2[φ−1]
+
ecφt
[
|Φ(0)|φ +
∣∣∣∣ t∫
0
Ψ(OM⌊s⌋T/M ) ds
∣∣∣∣
φ
]
+ |Φ(OMt )|φ
)
. (89)
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This and the fact that ∀ t ∈ [0, T ], M ∈ N : P(XMt = X˜Mt ) = 1 imply that
sup
M∈N
sup
t∈[0,T )
∥∥F (XMt )∥∥Lp(P;H) = sup
M∈N
sup
t∈[0,T )
∥∥F (X˜Mt )∥∥Lp(P;H)
≤ sup
M∈N
sup
t∈[0,T )
{
c
(
1 + 2[φ−1]
+
ecφt
[
|Φ(0)|φ + tφ sup
s∈[0,t)
∥∥Ψ(OM⌊s⌋T/M )∥∥φLpφ(P;R)
]
+
∥∥Φ(OMt )∥∥φLpφ(P;R)
)}
≤ c
(
1 + 2[φ−1]
+
ecφT
[
|Φ(0)|φ + T φ sup
M∈N
sup
t∈[0,T )
∥∥Ψ(OM⌊t⌋T/M )∥∥φLpφ(P;R)
]
+ sup
M∈N
sup
t∈[0,T )
∥∥Φ(OMt )∥∥φLpφ(P;R)
)
<∞.
(90)
The proof of Corollary 5.2 is thus completed.
5.3 Main result
Theorem 5.3. Assume the setting in Section 5.1, let ϑ ∈ (0,∞), θ ∈ (0, 1/2), ρ ∈ [0, 1), ̺ ∈
[0, 1− ρ), p ∈ [max{2, 1
ϕ
, 1
2φ
min{1, 2
ϕ
, 1
2ϑ
, 1
ϑϕ
}},∞), and assume that
sup
M∈N
sup
0≤s<t≤T
[
tρ
∥∥etA∥∥
L(H,V )
+ (t− s)ρ ∥∥SM⌊s⌋T/M ,t∥∥L(H,V ) +M̺
∫ t
0
∥∥e(t−u)A − SM⌊u⌋T/M ,t∥∥L(H,V ) du
]
+ sup
M∈N
sup
t∈[0,T ]
[∥∥Φ(OMt ) + Ψ(OMt )∥∥L2pφmax{2,ϕ,2ϑ,ϑϕ}(P;R) + ∣∣M⌊t⌋T/M ∣∣θ∥∥Ot −O⌊t⌋T/M∥∥L2p(P;V )
]
+ sup
M∈N
sup
t∈[0,T ]
∥∥‖Ot‖V +Mθ‖Ot −OMt ‖V ∥∥Lpmax{2,ϕ,4ϑ,2ϑϕ}(P;R) <∞.
(91)
Then
sup
M∈N
sup
t∈[0,T ]
[∥∥XMt ∥∥Lpmax{2,ϕ,4ϑ,2ϑϕ}(P;V ) + ∥∥Xt∥∥Lp(P;H) +Mmin{ϑχ,̺,θ}∥∥Xt −XMt ∥∥Lp(P;H)
]
<∞. (92)
Proof of Theorem 5.3. Throughout this proof assume w.l.o.g. that H 6= {0}, let X˜M : [0, T ]× Ω→
V , M ∈ N, be the stochastic processes which satisfy for all t ∈ [0, T ], M ∈ N that X˜Mt =∫ t
0
SM⌊s⌋T/M ,t 1{‖X˜M⌊s⌋T/M ‖V ≤(M/T )χ} F (X˜
M
⌊s⌋T/M
) ds+OMt , let Ω˜ ⊆ Ω be the set given by Ω˜ =
{
ω ∈ Ω: (∀ t ∈
[0, T ] : Xt(ω) = ∫ t0 e(t−s)AF (Xs(ω)) ds+Ot(ω)
)}∩ {ω ∈ Ω: lim suprց0 sup0≤s<u≤T s‖Ou(ω)−Os(ω)‖V(u−s)r <
∞}, let O˜, X˜ : [0, T ] × Ω → V be the stochastic processes which satisfy for all t ∈ [0, T ], ω ∈ Ω˜
that O˜t(ω) = Ot(ω), X˜t(ω) = Xt(ω) and which satisfy for all t ∈ [0, T ], ω ∈ Ω\Ω˜ that O˜t(ω) =
− ∫ t
0
e(t−s)AF (0) ds, X˜t(ω) = 0, let κ ∈ (0, 1 − ρ) be a real number, and let K ∈ [0,∞) be the
real number with the property that K = ‖F (0)‖H + supt∈(0,T ]
[
tρ‖etA‖L(H,V ) + ‖(−tA)κetA‖L(H) +
‖(−tA)−κ(etA − IdH)‖L(H)
]
. The assumption that supt∈(0,T ] t
ρ‖etA‖L(H,V ) < ∞ and the assump-
tion that A : D(A) ⊆ H → H is a generator of an analytic semigroup with spectrum(A) ⊆ {z ∈
C : Re(z) < 0} ensure that such a real numberK does indeed exist. Next note that for all s, t ∈ [0, T ],
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ω ∈ Ω\Ω˜ with s < t it holds that
∥∥O˜t(ω)− O˜s(ω)∥∥V =
∥∥∥∥
∫ t
0
e(t−u)AF (0) du−
∫ s
0
e(s−u)AF (0) du
∥∥∥∥
V
≤
∥∥∥∥
∫ t
s
e(t−u)AF (0) du
∥∥∥∥
V
+
∥∥∥∥
∫ s
0
(
e(t−u)A − e(s−u)A)F (0) du∥∥∥∥
V
≤
∫ t
s
∥∥e(t−u)A∥∥
L(H,V )
‖F (0)‖H du+
∫ s
0
∥∥e 12 (s−u)A∥∥
L(H,V )
∥∥e 12 (s−u)A (e(t−s) − IdH)F (0)∥∥H du
≤
[
sup
u∈(0,t−s)
uρ
∥∥euA∥∥
L(H,V )
]∫ t
s
(t− u)−ρ ‖F (0)‖H du+ 2ρ
[
sup
u∈(0,s)
uρ
∥∥euA∥∥
L(H,V )
]
·
∫ s
0
(s− u)−ρ ∥∥(−A)κ e 12 (s−u)A∥∥
L(H)
∥∥(−A)−κ (e(t−s)A − IdH)∥∥L(H)∥∥F (0)∥∥H du.
(93)
This proves that for all s, t ∈ [0, T ], ω ∈ Ω\Ω˜ with s < t it holds that∥∥O˜t(ω)− O˜s(ω)∥∥V
≤ K
2 (t− s)(1−ρ)
(1− ρ) + 2
(ρ+κ)K2 (t− s)κ
[
sup
u∈(0,s)
∥∥(−uA)κ euA∥∥
L(H)
]
·
[
sup
u∈(0,T ]
∥∥(−uA)−κ (euA − IdH)∥∥L(H)
]∫ s
0
(s− u)−(ρ+κ) du
≤ K
2 (t− s)(1−ρ)
(1− ρ) +
2(ρ+κ)K4 (t− s)κ s(1−ρ−κ)
(1− ρ− κ) ≤ (t− s)
κ T (1−ρ−κ)
[
K2
(1− ρ) +
2(ρ+κ)K4
(1− ρ− κ)
]
.
(94)
Hence, we obtain that for all ω ∈ Ω\Ω˜, r ∈ [0, κ] it holds that
sup
0≤s<t≤T
s
∥∥O˜t(ω)− O˜s(ω)∥∥V
(t− s)r ≤ sup0≤s<t≤T
(
s (t− s)(κ−r) T (1−ρ−κ)
[
K2
(1− ρ) +
2(ρ+κ)K4
(1− ρ− κ)
])
≤ T (2−ρ−r)
[
K2
(1− ρ) +
2(ρ+κ)K4
(1− ρ− κ)
]
<∞.
(95)
Combining this with the fact that ∀ω ∈ Ω˜ : lim suprց0 sup0≤s<t≤T s‖O˜t(ω)−O˜s(ω)‖V(t−s)r <∞ ensures that
for all ω ∈ Ω it holds that
lim sup
rց0
sup
0≤s<t≤T
s‖O˜t(ω)− O˜s(ω)‖V
(t− s)r <∞. (96)
In the next step note that for all t ∈ [0, T ] it holds that P(O˜t = Ot) ≥ P(Ω˜) = 1. This and (91)
show that
sup
M∈N
sup
t∈[0,T ]
[∣∣M⌊t⌋T/M ∣∣θ∥∥O˜t − O˜⌊t⌋T/M∥∥L2p(P;V ) + ∥∥‖O˜t‖V +Mθ‖O˜t −OMt ‖V ∥∥Lpmax{2,ϕ,4ϑ,2ϑϕ}(P;R)]
<∞.
(97)
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The triangle inequality hence implies that
sup
M∈N
sup
t∈[0,T ]
∥∥OMt ∥∥Lpmax{2,ϕ,4ϑ,2ϑϕ}(P;V ) ≤ sup
M∈N
sup
t∈[0,T ]
∥∥‖O˜t −OMt ‖V + ‖O˜t‖V ∥∥Lpmax{2,ϕ,4ϑ,2ϑϕ}(P;R)
≤ sup
M∈N
sup
t∈[0,T ]
∥∥‖O˜t‖V +Mθ‖O˜t −OMt ‖V ∥∥Lpmax{2,ϕ,4ϑ,2ϑϕ}(P;R) <∞. (98)
In addition, observe that the assumption that p ≥ max{2, 1
ϕ
, 1
2φ
min{1, 2
ϕ
, 1
2ϑ
, 1
ϑϕ
}} ensures that
pmax{2, ϕ, 4ϑ, 2ϑϕ} ≥ 1/φ. Combining (91), (98), and the fact that ∀ t ∈ [0, T ], M ∈ N : P(X˜Mt =
XMt ) = 1 with Corollary 5.1 hence proves that
sup
M∈N
sup
t∈[0,T ]
∥∥X˜Mt ∥∥Lpmax{2,ϕ,4ϑ,2ϑϕ}(P;V ) = sup
M∈N
sup
t∈[0,T ]
∥∥XMt ∥∥Lpmax{2,ϕ,4ϑ,2ϑϕ}(P;V ) <∞. (99)
In the next step we combine (91), the fact that 2pmax{2, ϕ, 2ϑ, ϑϕ} ≥ pmax{2, ϕ, 4ϑ, 2ϑϕ} ≥ 1/φ,
and the fact that ∀ t ∈ [0, T ], M ∈ N : P(X˜Mt = XMt ) = 1 with Corollary 5.2 to obtain that
sup
M∈N
sup
t∈[0,T )
∥∥F (X˜Mt )∥∥L2pmax{2,ϕ,2ϑ,ϑϕ}(P;H) = sup
M∈N
sup
t∈[0,T )
∥∥F (XMt )∥∥L2pmax{2,ϕ,2ϑ,ϑϕ}(P;H) <∞. (100)
This and (99) imply that
sup
M∈N
sup
t∈[0,T ]
∥∥X˜Mt ∥∥Lpmax{1,ϕ}(P;V ) + sup
M∈N
sup
t∈[0,T )
∥∥∥∥∥X˜Mt ∥∥2ϑV + ∥∥F (X˜Mt )∥∥2H
∥∥∥
Lpmax{2,ϕ}(P;R)
<∞. (101)
Combining this, (91), (96), and (97) with Proposition 4.4 (with C = c, L = c, α = ϑχ, V(v) =
‖v‖1/χV , Xt = X˜t, Ot = O˜t, X¯t = X˜t − O˜t, OMt = OMt , XMt = X˜Mt , X¯Mt = X˜Mt − OMt , and
XMt =
∫ t
0
e(t−s)AF (X˜M⌊s⌋T/M ) ds for v ∈ V , t ∈ [0, T ], M ∈ N in the notation of Proposition 4.4)
ensures that supM∈N supt∈[0,T ]
[‖X˜t‖Lp(P;H) +Mmin{ϑχ,̺,θ}‖X˜t − X˜Mt ‖Lp(P;H)] < ∞. This, the fact
that ∀ t ∈ [0, T ] : P(Xt = X˜t) ≥ P(Ω˜) = 1, the fact that ∀ t ∈ [0, T ], M ∈ N : P(XMt = X˜Mt ) = 1,
and (99) establish (92). The proof of Theorem 5.3 is thus completed.
6 Examples
6.1 Setting
Let T, ν ∈ (0,∞), d ∈ N, n ∈ {1, 3, 5, . . .}, a0, a1, . . . , an−1, b1 ∈ R, an ∈ (−∞, 0), b2 ∈ (b1,∞), D =
(b1, b2)
d ⊆ Rd, (H, 〈·, ·〉H , ‖·‖H) = (L2(λD;R), 〈·, ·〉L2(λD ;R) , ‖·‖L2(λD ;R)), (V, ‖·‖V ) = (L2n
2
(λD;R),
‖·‖L2n2 (λD ;R)), F ∈ C(V,H), F ∈ C(L2n
2
(λD;R),L2(λD;R)) satisfy for all v ∈ V , w ∈ L2n2(λD;R)
that F (v) =
∑n
k=0 akv
k and F(w) =
∑n
k=0 akw
k, let A : D(A) ⊆ H → H be the Laplacian with
Dirichlet boundary conditions on H times the real number ν, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a
family of interpolation spaces associated to −A (see, e.g., Definition 3.5.26 in [23]), let (Ω,F ,P)
be a probability space with a normal filtration (Ft)t∈[0,T ], and let (·) :
{
[v]λD,B(R) ∈ H :
(
v : D →
R is a uniformly continuous function
)} → C(D,R) be the function with the property that for all
uniformly continuous functions v : D → R it holds that [v]λD,B(R) = v.
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6.2 Auxiliary lemmas
In this subsection we establish a few elementary and partially well-known auxiliary lemmas that we
need to apply Theorem 5.3 above (see Corollary 6.14 and Corollary 6.16 below for details).
Lemma 6.1. Assume the setting in Section 6.1 and let q ∈ {2, 4, 6, . . .}, v ∈ Lq(λD;R), t ∈ [0, T ].
Then max
{‖etAv‖Lq(λD ;R), ‖(IdH − tA)−1v‖Lq(λD ;R)} ≤ ‖v‖Lq(λD ;R).
Proof of Lemma 6.1. Throughout this proof assume w.l.o.g. that t ∈ (0, T ] (otherwise the proof is
clear). Note that the fundamental theorem of calculus implies for all ε ∈ (0, t) that
∥∥etAv∥∥q
Lq(λD ;R)
=
∥∥eεAv∥∥q
Lq(λD ;R)
+
∫ t
ε
(
∂
∂s
∥∥esAv∥∥q
Lq(λD ;R)
)
ds. (102)
Furthermore, integration by parts shows that for all s ∈ (0, t) it holds that
∂
∂s
∥∥esAv∥∥q
Lq(λD ;R)
=
∫
D
∂
∂s
[(
esAv
)
(x)
]q
λRd(dx) = q
∫
D
[(
esAv
)
(x)
](q−1) [ ∂
∂s
(
esAv
)
(x)
]
λRd(dx)
= νq
d∑
k=1
∫
D
[(
esAv
)
(x1, . . . , xd)
](q−1) [ ∂2
∂x2k
(
esAv
)
(x1, . . . , xd)
]
λRd(dx1, . . . , dxd)
= −νq (q − 1)
d∑
k=1
∫
D
[(
esAv
)
(x1, . . . , xd)
](q−2) [ ∂
∂xk
(
esAv
)
(x1, . . . , xd)
]2
λRd(dx1, . . . , dxd) ≤ 0.
(103)
Combining (102) and (103) proves for all ε ∈ (0, t) that ‖etAv‖Lq(λD ;R) ≤ ‖eεAv‖Lq(λD ;R). Therefore,
we obtain that ‖etAv‖Lq(λD ;R) ≤ ‖v‖Lq(λD ;R). This and the Hille-Yosida theorem (see, e.g., Theo-
rem 1.3.1 in Pazy [37]) imply that ‖(IdH − tA)−1v‖Lq(λD ;R) ≤ ‖v‖Lq(λD ;R). The proof of Lemma 6.1
is thus completed.
Lemma 6.2. Assume the setting in Section 6.1, let η : N0 × N0 → (0,∞) be a function, and let
q ∈ {2n, 2n+ 2, 2n+ 4, . . .}, h ∈ (0, T ], t ∈ [0, h], u, v ∈ Lnq(λD;R), χ ∈ [0, 12n ]. Then∥∥u+ t1[0,h−χ](‖u+ v‖Lnq(λD ;R))F(u+ v)∥∥qLq(λD ;R)
≤ qt
(
an +
∑n
k=0
∑min{k,n−1}
j=0
(
k
j
) |ak| |η(k,j)| (q+n−1)(q+j−1) ) ‖u‖(q+n−1)L(q+n−1)(λD ;R)
+ et ‖u‖qLq(λD ;R) + tmax{1, λRd(D)}max
{
1, ‖v‖(q+n−1)
L(q+n−1)(λD ;R)
}
·
(
2q
∑n
k=0
∑min{k,n−1}
j=0
(
k
j
) |ak| |η(k,j)|− (q+n−1)(n−j) + [q (n + 1)max{1, T}maxj∈{0,1,...,n} |aj |]q) .
(104)
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Proof of Lemma 6.2. First of all, note that∥∥u+ t1[0,h−χ](‖u+ v‖Lnq(λD ;R))F(u+ v)∥∥qLq(λD ;R)
=
∫
D
∣∣∣u(x) + t1[0,h−χ](‖u+ v‖Lnq(λD ;R)) (∑nk=0 ak [u(x) + v(x)]k)∣∣∣q λRd(dx)
= ‖u‖qLq(λD ;R) + qt1[0,h−χ](‖u+ v‖Lnq(λD ;R))
∫
D
[u(x)](q−1)
(∑n
k=0 ak [u(x) + v(x)]
k
)
λRd(dx)
+
q∑
l=2
(
q
l
)
tl 1[0,h−χ](‖u+ v‖Lnq(λD ;R))
∫
D
[u(x)](q−l)
[∑n
k=0 ak [u(x) + v(x)]
k
]l
λRd(dx).
(105)
Furthermore, observe that Young’s inequality assures that
qt1[0,h−χ](‖u+ v‖Lnq(λD ;R))
∫
D
[u(x)](q−1)
(∑n
k=0 ak [u(x) + v(x)]
k
)
λRd(dx)
= qt1[0,h−χ](‖u+ v‖Lnq(λD ;R))
n∑
k=0
k∑
j=0
(
k
j
)
ak
∫
D
[u(x)](q+j−1) [v(x)](k−j) λRd(dx)
≤ qtan ‖u‖(q+n−1)L(q+n−1)(λD ;R) + qt
n∑
k=0
min{k,n−1}∑
j=0
(
k
j
)
|ak|
∫
D
η(k,j) |u(x)|(q+j−1) |v(x)|
(k−j)
η(k,j)
λRd(dx)
≤ qtan ‖u‖(q+n−1)L(q+n−1)(λD ;R)
+ qt
n∑
k=0
min{k,n−1}∑
j=0
(
k
j
)
|ak|
∫
D
[
|η(k,j)|
(q+n−1)
(q+j−1) |u(x)|(q+n−1) + ∣∣η(k,j)∣∣− (q+n−1)(n−j) |v(x)| (k−j)(q+n−1)(n−j)
]
λRd(dx).
(106)
This implies that
qt1[0,h−χ](‖u+ v‖Lnq(λD ;R))
∫
D
[u(x)](q−1)
(∑n
k=0 ak [u(x) + v(x)]
k
)
λRd(dx)
≤ qt

an + n∑
k=0
min{k,n−1}∑
j=0
(
k
j
)
|ak| |η(k,j)|
(q+n−1)
(q+j−1)

 ‖u‖(q+n−1)
L(q+n−1)(λD ;R)
+ qt
n∑
k=0
min{k,n−1}∑
j=0
(
k
j
)
|ak| |η(k,j)|−
(q+n−1)
(n−j)
∫
D
max
{
1, |v(x)|(q+n−1)
}
λRd(dx)
≤ qt

an + n∑
k=0
min{k,n−1}∑
j=0
(
k
j
)
|ak| |η(k,j)|
(q+n−1)
(q+j−1)

 ‖u‖(q+n−1)
L(q+n−1)(λD ;R)
+ qt
n∑
k=0
min{k,n−1}∑
j=0
(
k
j
)
|ak| |η(k,j)|−
(q+n−1)
(n−j)
(
λRd(D) + ‖v‖(q+n−1)L(q+n−1)(λD ;R)
)
.
(107)
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Moreover, note that the fact that ∀m ∈ N, (zl)l∈{0,1,...,m} ⊆ R, r ∈ [0,∞) : |z0 + z1 + . . . + zm|r ≤
(m+ 1)[r−1]
+
(|z0|r + |z1|r + . . .+ |zm|r) and Ho¨lder’s inequality imply that
q∑
l=2
(
q
l
)
tl 1[0,h−χ](‖u+ v‖Lnq(λD ;R))
∫
D
[u(x)](q−l)
[∑n
k=0 ak [u(x) + v(x)]
k
]l
λRd(dx)
≤
q∑
l=2
n∑
k=0
(
q
l
)
(n+ 1)(l−1) tl |ak|l 1[0,h−χ](‖u+ v‖Lnq(λD ;R))
∫
D
|u(x)|(q−l) |u(x) + v(x)|kl λRd(dx)
≤
q∑
l=2
(
q
l
)
(n + 1)(l−1) tl |a0|l 1[0,h−χ](‖u+ v‖Lnq(λD ;R)) ‖u‖(q−l)Lq(λD ;R) |λRd(D)|
l
q
+
q∑
l=2
n∑
k=1
(
q
l
)
(n+ 1)(l−1) tl |ak|l 1[0,h−χ](‖u+ v‖Lnq(λD ;R)) ‖u‖(q−l)Lq(λD ;R) ‖u+ v‖
kl
Lkq(λD ;R)
.
(108)
Again Ho¨lder’s inequality hence shows that
q∑
l=2
(
q
l
)
tl 1[0,h−χ](‖u+ v‖Lnq(λD ;R))
∫
D
[u(x)](q−l)
[∑n
k=0 ak [u(x) + v(x)]
k
]l
λRd(dx)
≤
q∑
l=2
(
q
l
)
(n+ 1)(l−1) tl |a0|l ‖u‖(q−l)Lq(λD ;R) |λRd(D)|
l
q
+
q∑
l=2
n∑
k=1
(
q
l
)
(n+ 1)(l−1) tl |ak|l 1[0,h−χ](‖u+ v‖Lnq(λD ;R)) ‖u‖(q−l)Lq(λD ;R) ‖u+ v‖
kl
Lnq(λD ;R)
|λRd(D)|
l(n−k)
nq
≤
q∑
l=2
(
q
l
)
(n + 1)(l−1) tl
[
max
j∈{0,...,n}
|aj |l
][
‖u‖(q−l)Lq(λD ;R) |λRd(D)|
l
q +
n∑
k=1
h−klχ ‖u‖(q−l)Lq(λD ;R) |λRd(D)|
l(n−k)
nq
]
≤ t
q∑
l=2
(
q
l
)
(n+ 1)(l−1)
[
max
j∈{0,...,n}
|aj|l
] n∑
k=0
h(l−1−klχ) ‖u‖(q−l)Lq(λD ;R) |λRd(D)|
l(n−k)
nq .
(109)
Young’s inequality therefore ensures that
q∑
l=2
(
q
l
)
tl 1[0,h−χ](‖u+ v‖Lnq(λD ;R))
∫
D
[u(x)](q−l)
[∑n
k=0 ak [u(x) + v(x)]
k
]l
λRd(dx)
≤ t
q∑
l=2
(
q
l
)
ql (n + 1)l
ql (n + 1)
[
max
j∈{0,...,n}
|aj |l
] n∑
k=0
max
{
1, T (l−1)
} ‖u‖(q−l)Lq(λD ;R) |λRd(D)| l(n−k)nq
≤ t
q∑
l=2
(
q
l
)
1
ql(n+1)
n∑
k=0
(
‖u‖qLq(λD ;R) + qq (n+ 1)
qmax
{
1, T
q(l−1)
l
}[
max
j∈{0,1,...,n}
|aj|q
]
|λRd(D)|
(n−k)
n
)
≤ t
q∑
l=2
1
l!
(
‖u‖qLq(λD ;R) +
[
q (n+ 1)max{1, T} max
j∈{0,1,...,n}
|aj|
]q
max{1, λRd(D)}
)
.
(110)
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Combining (105), (107), and (110) yields that∥∥u+ t1[0,h−χ](‖u+ v‖Lnq(λD ;R))F(u+ v)∥∥qLq(λD ;R)
≤ ‖u‖qLq(λD ;R) + qt

an + n∑
k=0
min{k,n−1}∑
j=0
(
k
j
)
|ak| |η(k,j)|
(q+n−1)
(q+j−1)

 ‖u‖(q+n−1)
L(q+n−1)(λD ;R)
+ qt
n∑
k=0
min{k,n−1}∑
j=0
(
k
j
)
|ak| |η(k,j)|−
(q+n−1)
(n−j)
(
λRd(D) + ‖v‖(q+n−1)L(q+n−1)(λD ;R)
)
+ t
q∑
l=2
1
l!
(
‖u‖qLq(λD ;R) +
[
q (n + 1)max{1, T} max
j∈{0,1,...,n}
|aj |
]q
max{1, λRd(D)}
)
.
(111)
The fact that
∑q
l=2
1
l!
=
(∑q
l=0
1
l!
)− 2 ≤ e− 2 < 1 hence assures that∥∥u+ t1[0,h−χ](‖u+ v‖Lnq(λD ;R))F(u+ v)∥∥qLq(λD ;R)
≤ (1 + t) ‖u‖qLq(λD ;R) + qt

an + n∑
k=0
min{k,n−1}∑
j=0
(
k
j
)
|ak| |η(k,j)|
(q+n−1)
(q+j−1)

 ‖u‖(q+n−1)
L(q+n−1)(λD ;R)
+ tmax
{
1, λRd(D), ‖v‖(q+n−1)L(q+n−1)(λD ;R)
}
·

2q n∑
k=0
min{k,n−1}∑
j=0
(
k
j
)
|ak| |η(k,j)|−
(q+n−1)
(n−j) +
[
q (n+ 1)max{1, T} max
j∈{0,1,...,n}
|aj|
]q .
(112)
This and the fact that 1 + t ≤ et complete the proof of Lemma 6.2.
Corollary 6.3. Assume the setting in Section 6.1 and let q ∈ {2n, 2n+ 2, 2n+ 4, . . .}. Then there
exists a real number K ∈ (0,∞) such that for all h ∈ (0, T ], t ∈ [0, h], u, v ∈ Lnq(λD;R), χ ∈ [0, 12n ]
it holds that
max
{∥∥etA[u+ t1[0,h−χ](‖u+ v‖Lnq(λD ;R))F (u+ v)]∥∥qLq(λD ;R),∥∥(IdH − tA)−1[u+ t1[0,h−χ](‖u+ v‖Lnq(λD ;R))F (u+ v)]∥∥qLq(λD ;R)
}
≤ et
[∥∥u∥∥q
Lq(λD ;R)
+ tKmax
{
1, ‖v‖(q+n−1)
L(q+n−1)(λD ;R)
}]
.
(113)
Proof of Corollary 6.3. Combining Lemma 6.1 and Lemma 6.2 implies (113). The proof of Corol-
lary 6.3 is thus completed.
Lemma 6.4. Assume the setting in Section 6.1 and let t ∈ (0,∞), κ ∈ [0, 2], j ∈ {2, 3, . . .}. Then
‖(−jtA)κ (IdH − tA)−j‖L(H) ≤ 4.
Proof of Lemma 6.4. Note that the assumption that A : D(A) ⊆ H → H is the Laplacian with
Dirichlet boundary conditions on H ensures that there exists an orthonormal basis B ⊆ H of H
and a mapping λ : B → (0,∞) such that D(A) = {v ∈ H : ∑b∈B |λb 〈b, v〉H |2 <∞} and such that
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for all v ∈ D(A) it holds that Av =∑b∈B−λb 〈b, v〉H b. Next observe that for all x ∈ [0,∞) it holds
that
(1 + x)j ≥ 1 + j(j − 1)
2
x2 = 1 +
j
2
[(
j
2
+
(
j
2
− 1
))
x2
]
≥ 1 + j
2x2
4
≥ (jx)
κ
4
. (114)
This implies that
∥∥∥(−jtA)κ (IdH − tA)−j∥∥∥
L(H)
= sup
b∈B
[
(jtλb)
κ
(1 + tλb)
j
]
≤ sup
x∈[0,∞)
(
(jx)κ
(1 + x)j
)
≤ 4. (115)
The proof of Lemma 6.4 is thus completed.
Lemma 6.5. Assume the setting in Section 6.1 and let q ∈ [2,∞), ρ ∈ [d/4 − d/2q,∞) satisfy
d/4−d/2q < 1. Then supM∈N sup0≤s<t≤T
[
tρ‖etA‖L(H,Lq(λD ;R))+(t− s)ρ ‖e(t−⌊s⌋T/M )A‖L(H,Lq(λD ;R))
]
<∞
and
sup
M∈N
sup
0≤s<t≤T
(t− s)ρ ∥∥(IdH − (t− ⌊t⌋T/M )A)−1(IdH − TMA)(⌊s⌋T/M−⌊t⌋T/M )MT ∥∥L(H,Lq(λD ;R)) <∞.
(116)
Proof of Lemma 6.5. Note that the fact that for all r ∈ [0,∞) it holds that Hr ⊆ W 2r,2(D,R)
continuously (cf., e.g., (A.46) in Da Prato & Zabczyk [8] and Lunardi [33]) and the fact that for
all r ∈ [d/4 − d/2q,∞) it holds that W 2r,2(D,R) ⊆ W 0,q(D,R) = Lq(λD;R) continuously imply that
there exists a real number C ∈ (0,∞) such that for all v ∈ H(d/4−d/2q) it holds that ‖v‖Lq(λD ;R) ≤
C‖v‖H(d/4−d/2q). This and the fact that ∀ s ∈ [0,∞), κ ∈ [0, 1] : ‖(−sA)κesA‖L(H) ≤ 1 prove that for
all t ∈ (0, T ] it holds that
sup
v∈H\{0}
[
tρ
∥∥etAv∥∥
Lq(λD ;R)
‖v‖H
]
≤ sup
v∈H\{0}

C tρ
∥∥etAv∥∥
H(d/4−d/2q)
‖v‖H

 = sup
v∈H\{0}
[
C tρ
∥∥(−A)(d/4−d/2q) etAv∥∥
H
‖v‖H
]
≤ C t(ρ−[d/4−d/2q]) ∥∥(−tA)(d/4−d/2q) etA∥∥
L(H)
≤ C t(ρ−[d/4−d/2q]).
(117)
Hence, we obtain that supt∈(0,T ] t
ρ‖etA‖L(H,Lq(λD ;R)) ≤ C T (ρ−[d/4−d/2q]) <∞. This shows that
sup
M∈N
sup
0≤s<t≤T
(t− s)ρ ∥∥e(t−⌊s⌋T/M )A∥∥
L(H,Lq(λD ;R))
≤ sup
M∈N
sup
0≤s<t≤T
(
t− ⌊s⌋T/M
)ρ ∥∥e(t−⌊s⌋T/M )A∥∥
L(H,Lq(λD ;R))
≤ sup
t∈(0,T ]
tρ
∥∥etA∥∥
L(H,Lq(λD ;R))
<∞. (118)
In addition, note that the fact that ∀ x, y ∈ R, r ∈ (0,∞) : |x + y|r ≤ 2[r−1]+ (|x|r + |y|r) implies
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that for all s, t ∈ [0, T ], M ∈ N with s < t it holds that
sup
v∈H\{0}
[
(t− s)ρ
‖v‖H
∥∥(IdH − (t− ⌊t⌋T/M )A)−1(IdH − TMA)(⌊s⌋T/M−⌊t⌋T/M )MT v∥∥Lq(λD ;R)
]
≤ sup
v∈H\{0}
[
C (t− s)ρ
‖v‖H
∥∥(IdH − (t− ⌊t⌋T/M )A)−1(IdH − TMA)(⌊s⌋T/M−⌊t⌋T/M )MT v∥∥H(d/4−d/2q)
]
= sup
v∈H\{0}
[
C (t− s)ρ
‖v‖H
∥∥(−A)(d/4−d/2q)(IdH − (t− ⌊t⌋T/M )A)−1(IdH − TMA)(⌊s⌋T/M−⌊t⌋T/M )MT v∥∥H
]
≤ C (t− ⌊s⌋T/M)ρ ∥∥(−A)(d/4−d/2q)(IdH − (t− ⌊t⌋T/M )A)−1(IdH − TMA)(⌊s⌋T/M−⌊t⌋T/M )MT ∥∥L(H)
≤ 2[ρ−1]+C [(t− ⌊t⌋T/M)ρ + (⌊t⌋T/M − ⌊s⌋T/M)ρ]
· ∥∥(−A)(d/4−d/2q)(IdH − (t− ⌊t⌋T/M )A)−1(IdH − TMA)(⌊s⌋T/M−⌊t⌋T/M )MT ∥∥L(H).
(119)
This assures that
sup
M∈N
sup
0≤s<t≤T
(t− s)ρ ∥∥(IdH − (t− ⌊t⌋T/M )A)−1(IdH − TMA)(⌊s⌋T/M−⌊t⌋T/M )MT ∥∥L(H,Lq(λD ;R))
≤ sup
M∈N
sup
0≤s<t≤T
2[ρ−1]
+
C
(
t− ⌊t⌋T/M
)ρ ∥∥(−A)(d/4−d/2q)(IdH − (t− ⌊t⌋T/M )A)−1∥∥L(H)
· ∥∥(IdH − TMA)−1∥∥(⌊t⌋T/M−⌊s⌋T/M )MTL(H)
+ sup
M∈N
sup
t∈[ T
M
,T ]
sup
s∈[0,⌊t⌋T/M )
2[ρ−1]
+
C
(⌊t⌋T/M − ⌊s⌋T/M)ρ ∥∥(IdH − (t− ⌊t⌋T/M )A)−1∥∥L(H)
· ∥∥(−A)(d/4−d/2q)(IdH − TMA)(⌊s⌋T/M−⌊t⌋T/M )MT ∥∥L(H).
(120)
The fact that ∀ s ∈ [0,∞), κ ∈ [0, 1] : ‖(−sA)κ(IdH − sA)−1‖L(H) ≤ 1 therefore yields that
sup
M∈N
sup
0≤s<t≤T
(t− s)ρ ∥∥(IdH − (t− ⌊t⌋T/M )A)−1(IdH − TMA)(⌊s⌋T/M−⌊t⌋T/M )MT ∥∥L(H,Lq(λD ;R))
≤ sup
M∈N
sup
t∈(0,T ]
2[ρ−1]
+
C
(
t− ⌊t⌋T/M
)ρ ∥∥(−A)(d/4−d/2q)(IdH − (t− ⌊t⌋T/M )A)−1∥∥L(H)
+ sup
M∈N
sup
l∈{1,2,...,M}
sup
k∈{0,1,...,l−1}
2[ρ−1]
+
C
(
T
M
(l − k))ρ ∥∥(−A)(d/4−d/2q)(IdH − TMA)−(l−k)∥∥L(H)
≤ 2[ρ−1]+C sup
M∈N
[
sup
t∈(0,T ]
(
t− ⌊t⌋T/M
)(ρ−[d/4−d/2q])
+
(
T
M
)ρ ∥∥(−A)(d/4−d/2q)(IdH − TMA)−1∥∥L(H)
]
+ 2[ρ−1]
+
C sup
M∈{2,3,...}
sup
l∈{2,3,...,M}
sup
k∈{0,1,...,l−2}
(
T
M
(l − k))ρ ∥∥(−A)(d/4−d/2q)(IdH − TMA)−(l−k)∥∥L(H).
(121)
This, Lemma 6.4, and again the fact that ∀ s ∈ [0,∞), κ ∈ [0, 1] : ‖(−sA)κ(IdH − sA)−1‖L(H) ≤ 1
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prove that
sup
M∈N
sup
0≤s<t≤T
(t− s)ρ ∥∥(IdH − (t− ⌊t⌋T/M )A)−1(IdH − TMA)(⌊s⌋T/M−⌊t⌋T/M )MT ∥∥L(H,Lq(λD ;R))
≤ 2[ρ−1]+C
[
sup
M∈N
2
(
T
M
)(ρ−[d/4−d/2q])
+ sup
M∈{2,3,...}
sup
l∈{2,3,...,M}
sup
k∈{0,1,...,l−2}
4
(
T
M
(l − k))(ρ−[d/4−d/2q])
]
≤ 6 · 2[ρ−1]+C T (ρ−[d/4−d/2q]) <∞.
(122)
The proof of Lemma 6.5 is thus completed.
Lemma 6.6. Assume the setting in Section 6.1 and let q ∈ {2n, 2n + 2, 2n + 4, . . .}, v, w ∈
Lnq(λD;R). Then∥∥F (v + w)∥∥
H
≤ 2(n+1)
√
max{1, λRd(D)}
[
max
k∈{0,1,...,n}
|ak|
](
1 + ‖v‖q/2Lq(λD ;R) + ‖w‖
q/2
Lq(λD ;R)
)
. (123)
Proof of Lemma 6.6. Note that Ho¨lder’s inequality ensures that
∥∥F (v + w)∥∥
H
≤
n∑
k=0
|ak|
∥∥∥[v + w]k∥∥∥
H
= |a0|
√
λRd(D) +
n∑
k=1
|ak| ‖v + w‖kL2k(λD ;R)
≤ |a0|
√
λRd(D) +
n∑
k=1
|ak|
[
|λRd(D)|(
1
2k
− 1
q
) ‖v + w‖Lq(λD ;R)
]k
≤ |a0|
√
λRd(D) +
n∑
k=1
|ak| |λRd(D)|(
1
2
− k
q
)
[
‖v‖Lq(λD ;R) + ‖w‖Lq(λD ;R)
]k
=
n∑
k=0
|ak| |λRd(D)|(
1
2
− k
q
)
[
‖v‖Lq(λD ;R) + ‖w‖Lq(λD ;R)
]k
.
(124)
The fact that ∀ x, y, r ∈ [0,∞) : (x+ y)r ≤ 2[r−1]+(xr + yr) hence implies that
∥∥F (v + w)∥∥
H
≤
√
max{1, λRd(D)}
n∑
k=0
|ak| 2(k−1)
[
‖v‖kLq(λD ;R) + ‖w‖
k
Lq(λD ;R)
]
≤
√
max{1, λRd(D)}
n∑
k=0
|ak| 2k
[
1 + ‖v‖q/2Lq(λD ;R) + ‖w‖
q/2
Lq(λD ;R)
]
≤
√
max{1, λRd(D)}
[
max
k∈{0,1,...,n}
|ak|
][ n∑
k=0
2k
] [
1 + ‖v‖q/2Lq(λD ;R) + ‖w‖
q/2
Lq(λD ;R)
]
.
(125)
This completes the proof of Lemma 6.6.
Lemma 6.7. Assume the setting in Section 6.1 and let v, w ∈ V with v − w ∈ H1. Then
〈v − w,A(v − w) + F (v)− F (w)〉H
≤ (n− 1)max
{
1, |an|(2−n)
}
max
{
1, max
k∈{0,1,...,n−1}
[
k |ak|
](n−1)} ‖v − w‖2H . (126)
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Proof of Lemma 6.7. Throughout this proof assume w.l.o.g. that n > 1 (otherwise the proof is
clear) and let f : R → R be the function with the property that for all x ∈ R it holds that
f(x) =
∑n
k=0 akx
k. Note that the fundamental theorem of calculus implies that for all x, y ∈ R it
holds that
(x− y) (f(x)− f(y)) = (x− y)
∫ x
y
f ′(z) dz ≤
[
sup
z∈R
f ′(z)
]
(x− y)2 . (127)
Next note that Young’s inequality shows that for all x ∈ R it holds that
f ′(x) =
n∑
k=1
kakx
(k−1) ≤ nanx(n−1) + |a1|+
n−1∑
k=2
k |ak| |x|(k−1)
= nanx
(n−1) + |a1|+
n−1∑
k=2
k |ak|
[
(n− 1) |an|
(k − 1)max{1, k |ak|}
] (k−1)
(n−1)
|x|(k−1)
[
(n− 1) |an|
(k − 1)max{1, k |ak|}
]− (k−1)
(n−1)
≤ nanx(n−1) + |a1|+
n−1∑
k=2
k |ak|
(
|an|x(n−1)
max{1, k |ak|} +
(n− k)
(n− 1)
[
(n− 1) |an|
(k − 1)max{1, k |ak|}
]− (k−1)
(n−k)
)
≤ [nan + (n− 2) |an| ]x(n−1) + |a1|+ n−1∑
k=2
k |ak|
[
max{1, k |ak|}
|an|
] (k−1)
(n−k)
≤
n−1∑
k=1
max
{
1, |an|−(n−2)
} [
max{1, k |ak|}
](n−1)
≤ (n− 1)max
{
1, |an|−(n−2)
}
max
{
1, max
k∈{0,1,...,n−1}
[
k |ak|
](n−1)}
.
(128)
In addition, observe that (127)–(128) prove that
〈v − w, F (v)− F (w)〉H =
∫
D
(v(x)− w(x)) [f(v(x))− f(w(x))]λRd(dx)
≤ (n− 1)max
{
1, |an|−(n−2)
}
max
{
1, max
k∈{0,1,...,n−1}
[
k |ak|
](n−1)}∫
D
(v(x)− w(x))2 λRd(dx)
= (n− 1)max
{
1, |an|−(n−2)
}
max
{
1, max
k∈{0,1,...,n−1}
[
k |ak|
](n−1)} ‖v − w‖2H .
(129)
Furthermore, note that
〈v − w,A(v − w)〉H = −
〈
v − w, (−A)1/2(−A)1/2(v − w)〉
H
= −〈(−A)1/2(v − w), (−A)1/2(v − w)〉
H
= −∥∥(−A)1/2(v − w)∥∥
H
≤ 0. (130)
Combining this with (129) completes the proof of Lemma 6.7.
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Lemma 6.8. Assume the setting in Section 6.1 and let v, w ∈ V . Then
‖F (v)− F (w)‖2H
≤ max{1, λRd(D)}
[
n(n+1)
2
max
j∈{1,2,...,n}
|aj |
]2
‖v − w‖2V
(
1 + ‖v‖max{1,2(n−1)}V + ‖w‖max{1,2(n−1)}V
)
.
(131)
Proof of Lemma 6.8. Throughout this proof assume w.l.o.g. that n > 1 (otherwise the proof is
clear). Next note that the fundamental theorem of calculus implies that for all k ∈ N, x, y ∈ R it
holds that
∣∣xk − yk∣∣ = ∣∣∣∣
∫ 1
0
k (y + r (x− y))(k−1) (x− y)dr
∣∣∣∣ ≤ k |x− y|
∫ 1
0
|rx+ (1− r) y|(k−1) dr
≤ k |x− y|
∫ 1
0
(
r |x|(k−1) + (1− r) |y|(k−1)
)
dr.
(132)
This and Ho¨lder’s inequality prove that
‖F (v)− F (w)‖H =
∥∥∑n
k=0 ak
(
vk − wk)∥∥
H
≤
n∑
k=1
|ak|
∥∥vk − wk∥∥
H
≤
n∑
k=1
k |ak|
∫ 1
0
∥∥∥|v − w|(r |v|(k−1) + (1− r) |w|(k−1))∥∥∥
H
dr
≤
n∑
k=1
k |ak|
∫ 1
0
‖v − w‖V
∥∥∥r |v|(k−1) + (1− r) |w|(k−1)∥∥∥
L2n
2
/(n2−1)(λD ;R)
dr
≤ ‖v − w‖V
[
|a1|
√
max{1, λRd(D)}
+
n∑
k=2
k |ak|
∫ 1
0
(
r
∥∥v∥∥(k−1)
L2n
2(k−1)/(n2−1)(λD ;R)
+ (1− r) ∥∥w∥∥(k−1)
L2n
2(k−1)/(n2−1)(λD ;R)
)
dr
]
.
(133)
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Again Ho¨lder’s inequality hence ensures that
‖F (v)− F (w)‖H
≤ ‖v − w‖V
[
|a1|
√
max{1, λRd(D)}
+
1
2
n∑
k=2
k |ak|
(∥∥v∥∥(k−1)
L2n
2(k−1)/(n2−1)(λD ;R)
+
∥∥w∥∥(k−1)
L2n
2(k−1)/(n2−1)(λD ;R)
)]
≤ ‖v − w‖V
[
|a1|
√
max{1, λRd(D)}+
1
2
n∑
k=2
k |ak| |λRd(D)|
(n2−k)
2n2
(
‖v‖(k−1)V + ‖w‖(k−1)V
)]
≤ 1
2
‖v − w‖V
√
max{1, λRd(D)}
[
max
j∈{1,2,...,n}
|aj |
] n∑
k=1
k
(
‖v‖(k−1)V + ‖w‖(k−1)V
)
≤ n(n+1)
4
‖v − w‖V
√
max{1, λRd(D)}
[
max
j∈{1,2,...,n}
|aj|
](
max
{
1, ‖v‖(n−1)V
}
+max
{
1, ‖w‖(n−1)V
})
.
(134)
Combining this with the fact that ∀ x, y ∈ R : |x+y|2 ≤ 2 (x2+y2) completes the proof of Lemma 6.8.
Lemma 6.9. Assume the setting in Section 6.1 and let q ∈ [2,∞), ̺ ∈ [0,∞)∩ (−∞, 1+ d/2q− d/4).
Then supM∈N supt∈(0,T ]M
̺
∫ t
0
‖e(t−s)A − e(t−⌊s⌋T/M )A‖L(H,Lq(λD ;R)) ds <∞.
Proof of Lemma 6.9. Observe that for all t ∈ (0, T ], M ∈ N it holds that∫ t
0
∥∥e(t−s)A − e(t−⌊s⌋T/M )A∥∥
L(H,Lq(λD ;R))
ds
=
∫ t
0
∥∥e(t−s)A (IdH − e(s−⌊s⌋T/M )A)∥∥L(H,Lq(λD ;R)) ds
≤
∫ t
0
∥∥∥e 12 (t−s)A∥∥∥
L(H,Lq(λD ;R))
∥∥∥e 12 (t−s)A (IdH − e(s−⌊s⌋T/M )A)∥∥∥
L(H)
ds
≤
[
sup
s∈(0,T ]
s(
d/4−d/2q)
∥∥esA∥∥
L(H,Lq(λD ;R))
]∫ t
0
[
1
2
(t− s)]−(̺+d/4−d/2q) (s− ⌊s⌋T/M)̺
·
∥∥∥(−12(t− s)A)̺ e 12 (t−s)A∥∥∥
L(H)
∥∥∥(−(s− ⌊s⌋T/M )A)−̺ (IdH − e(s−⌊s⌋T/M )A)∥∥∥
L(H)
ds.
(135)
This and the facts that ∀ s ∈ [0,∞), r ∈ [0, 1] : ‖(−sA)resA‖L(H) ≤ 1 and ∀ s ∈ (0,∞), r ∈
[0, 1] : ‖(−sA)−r(IdH − esA)‖L(H) ≤ 1 show that for all t ∈ (0, T ], M ∈ N it holds that∫ t
0
∥∥e(t−s)A − e(t−⌊s⌋T/M )A∥∥
L(H,Lq(λD ;R))
ds
≤
[
sup
s∈(0,T ]
s(
d/4−d/2q)
∥∥esA∥∥
L(H,Lq(D;R))
]∫ t
0
[
1
2
(t− s)]−(̺+d/4−d/2q) T ̺
M̺
ds
≤ 2 T
(1+d/2q−d/4)
(1− ̺− d/4 + d/2q)M̺
[
sup
s∈(0,T ]
s(
d/4−d/2q)
∥∥esA∥∥
L(H,Lq(λD ;R))
]
.
(136)
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Combining this with Lemma 6.5 completes the proof of Lemma 6.9.
Lemma 6.10. Assume the setting in Section 6.1 and let t ∈ (0,∞), κ ∈ [0, 2]. Then∥∥(− tA)−κ(etA − (IdH − tA)−1)∥∥L(H) ≤ 1. (137)
Proof of Lemma 6.10. Observe that the fundamental theorem of calculus shows that for all v ∈ H ,
r ∈ [0, 1] it holds that∥∥∥(− tA)−r(etA − (IdH − tA)−1)v∥∥∥
H
=
∥∥∥(− tA)−r(IdH − tA)−1(etA − tAetA − IdH) v∥∥∥
H
=
∥∥∥∥(− tA)−r(IdH − tA)−1
(
IdH +
∫ t
0
AeuA du− tAetA − IdH
)
v
∥∥∥∥
H
=
∥∥∥∥(− tA)−r(IdH − tA)−1
(∫ t
0
A
(
euA − etA) du) v∥∥∥∥
H
.
(138)
This and the facts that ∀ s ∈ (0,∞), r ∈ [0, 1] : ‖(−sA)−r(IdH − esA)‖L(H) ≤ 1, ∀ s ∈ [0,∞),
r ∈ [0, 1] : ‖(−sA)resA‖L(H) ≤ 1, and ∀ s ∈ [0,∞), r ∈ [0, 1] : ‖(−sA)r(IdH − sA)−1‖L(H) ≤ 1 imply
that for all v ∈ H , r ∈ [0, 1] it holds that∥∥∥(− tA)−r(etA − (IdH − tA)−1)v∥∥∥
H
≤
∥∥∥(− tA)(1−r)(IdH − tA)−1∥∥∥
L(H)
∥∥∥∥t−1
(∫ t
0
euA
(
IdH − e(t−u)A
)
du
)
v
∥∥∥∥
H
≤ t−1
∫ t
0
∥∥euA∥∥
L(H)
∥∥IdH − e(t−u)A∥∥L(H) ‖v‖H du ≤ ‖v‖H .
(139)
Moreover, note that a Taylor expansion proves that for all v ∈ H , r ∈ (1, 2] it holds that∥∥∥(− tA)−r(etA − (IdH − tA)−1)v∥∥∥
H
=
∥∥∥(− tA)−r(IdH − tA)−1(etA − tAetA − IdH) v∥∥∥
H
=
∥∥∥∥(− tA)−r(IdH − tA)−1
(
tA +
∫ t
0
A2euA (t− u) du− tA
(
IdH +
∫ t
0
AeuA du
))
v
∥∥∥∥
H
=
∥∥∥∥(− tA)−r(IdH − tA)−1
(
−
∫ t
0
A2euAu du
)
v
∥∥∥∥
H
.
(140)
The facts that ∀ s ∈ [0,∞), r ∈ [0, 1] : ‖(−sA)r(IdH − sA)−1‖L(H) ≤ 1 and ∀ s ∈ [0,∞), r ∈
[0, 1] : ‖(−sA)resA‖L(H) ≤ 1 hence yield that for all v ∈ H , r ∈ (1, 2] it holds that∥∥∥(− tA)−r(etA − (IdH − tA)−1)v∥∥∥
H
≤
∥∥∥(− tA)(2−r)(IdH − tA)−1∥∥∥
L(H)
∥∥∥∥t−2
(∫ t
0
euAu du
)
v
∥∥∥∥
H
≤ t−2
∫ t
0
u
∥∥euA∥∥
L(H)
‖v‖H du ≤
1
2
‖v‖H .
(141)
Combining (139) and (141) completes the proof of Lemma 6.10.
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Lemma 6.11. Assume the setting in Section 6.1 and let t ∈ (0,∞), κ ∈ [0, 1], m ∈ N. Then∥∥(−tA)κ (emtA − (IdH − tA)−m)∥∥L(H) ≤ 16m. (142)
Proof of Lemma 6.11. First of all, note that the triangle inequality and the facts that ∀ s ∈ [0,∞),
r ∈ [0, 1] : ‖(−sA)resA‖L(H) ≤ 1 and ∀ s ∈ [0,∞), r ∈ [0, 1] : ‖(−sA)r(IdH − sA)−1‖L(H) ≤ 1 imply
that∥∥(−tA)κ (etA − (IdH − tA)−1)∥∥L(H) ≤ ∥∥(−tA)κ etA∥∥L(H) + ∥∥(−tA)κ (IdH − tA)−1∥∥L(H) ≤ 2. (143)
and∥∥(−tA)κ (etA + (IdH − tA)−1)∥∥L(H) ≤ ∥∥(−tA)κ etA∥∥L(H) + ∥∥(−tA)κ (IdH − tA)−1∥∥L(H) ≤ 2. (144)
Next observe that Lemma 6.10 and (144) prove that∥∥(−tA)κ (e2tA − (IdH − tA)−2)∥∥L(H)
=
∥∥(−tA)κ (etA + (IdH − tA)−1) (etA − (IdH − tA)−1)∥∥L(H)
≤ ∥∥(−tA)κ (etA + (IdH − tA)−1)∥∥L(H) ∥∥etA − (IdH − tA)−1∥∥L(H) ≤ 2.
(145)
Moreover, note that Lemma 6.10 ensures that for all j ∈ {3, 4, . . .} it holds that∥∥∥(−tA)κ (ejtA − (IdH − tA)−j)∥∥∥
L(H)
=
∥∥∥∥∥
j−1∑
l=0
(−tA)κ eltA (IdH − tA)(l−j+1)
(
etA − (IdH − tA)−1
)∥∥∥∥∥
L(H)
≤ tκ
j−1∑
l=0
∥∥∥(−A)2 eltA (IdH − tA)(l−j+1)∥∥∥
L(H)
∥∥∥(−A)−(2−κ) (etA − (IdH − tA)−1)∥∥∥
L(H)
≤ t2
j−1∑
l=0
∥∥∥(−A)2 eltA (IdH − tA)(l−j+1)∥∥∥
L(H)
.
(146)
Lemma 6.4 and the fact that ∀ s ∈ [0,∞), r ∈ [0, 2] : ‖(−sA)resA‖L(H) ≤ 1 therefore yield that for
all j ∈ {3, 4, . . .} it holds that∥∥∥(−tA)κ (ejtA − (IdH − tA)−j)∥∥∥
L(H)
≤ t2

⌊j/2⌋1−1∑
l=0
∥∥∥(−A)2 (IdH − tA)(l−j+1)∥∥∥
L(H)
+
j−1∑
l=⌊j/2⌋1
∥∥(−A)2 eltA∥∥
L(H)


≤
⌊j/2⌋1−1∑
l=0
4t2
t2 (j − l − 1)2 +
j−1∑
l=⌊j/2⌋1
t2
t2l2
≤
⌊j/2⌋1−1∑
l=0
4
(j − ⌊j/2⌋1)2
+
j−1∑
l=⌊j/2⌋1
1
|⌊j/2⌋1|2
=
4⌊j/2⌋1
|⌈j/2⌉1|2
+
(j − ⌊j/2⌋1)
|⌊j/2⌋1|2
≤ 4⌈j/2⌉1 +
4
⌈j/2⌉1 ≤
16
j
.
(147)
Combining (143), (145), and (147) completes the proof of Lemma 6.11.
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Lemma 6.12. Assume the setting in Section 6.1 and let q ∈ [2,∞), ̺ ∈ [0,∞)∩(−∞, 1+d/2q−d/4).
Then
sup
M∈N
sup
t∈(0,T ]
M̺
∫ t
0
∥∥∥e(t−s)A − (IdH − (t− ⌊t⌋T/M )A)−1(IdH − TMA)(⌊s⌋T/M−⌊t⌋T/M )MT ∥∥∥
L(H,Lq(λD ;R))
ds
<∞. (148)
Proof of Lemma 6.12. Throughout this proof let R : [0, T ]→ L(H) be the function with the prop-
erty that for all t ∈ [0, T ] it holds that Rt = (IdH − tA)−1. Next note that the triangle inequality
implies that for all M ∈ N, t ∈ (0, T ] it holds that∫ t
0
∥∥∥e(t−s)A −R(t−⌊t⌋T/M ) [R T/M](⌊t⌋T/M−⌊s⌋T/M )MT ∥∥∥
L(H,Lq(λD ;R))
ds
≤
∫ t
0
∥∥e(t−s)A − e(t−⌊s⌋T/M )A∥∥
L(H,Lq(λD ;R))
ds
+
∫ t
0
∥∥∥e(t−⌊s⌋T/M )A −R(t−⌊t⌋T/M ) [R T/M](⌊t⌋T/M−⌊s⌋T/M )MT ∥∥∥
L(H,Lq(λD ;R))
ds
≤
∫ t
0
∥∥e(t−s)A − e(t−⌊s⌋T/M )A∥∥
L(H,Lq(λD ;R))
ds
+
∫ t
max{0,⌊t⌋T/M−
T
M
}
∥∥∥e(t−⌊s⌋T/M )A − R(t−⌊t⌋T/M ) [R T/M](⌊t⌋T/M−⌊s⌋T/M )MT ∥∥∥
L(H,Lq(λD ;R))
ds
+
∫ max{0,⌊t⌋T/M− TM }
0
∥∥∥e(⌊t⌋T/M−⌊s⌋T/M )A (e(t−⌊t⌋T/M )A − R(t−⌊t⌋T/M ))∥∥∥
L(H,Lq(λD ;R))
ds
+
∫ max{0,⌊t⌋T/M− TM }
0
∥∥∥R(t−⌊t⌋T/M ) (e(⌊t⌋T/M−⌊s⌋T/M )A − [R T/M](⌊t⌋T/M−⌊s⌋T/M )MT )∥∥∥
L(H,Lq(λD ;R))
ds.
(149)
Moreover, the triangle inequality and Lemma 6.5 prove that
sup
M∈N
sup
t∈(0,T ]
M̺
∫ t
max{0,⌊t⌋T/M−
T
M
}
∥∥∥e(t−⌊s⌋T/M )A − R(t−⌊t⌋T/M ) [R T/M](⌊t⌋T/M−⌊s⌋T/M )MT ∥∥∥
L(H,Lq(λD ;R))
ds
≤
[
sup
M∈N
sup
t∈(0,T ]
M̺
∫ t
max{0,⌊t⌋T/M−
T
M
}
(t− s)−(d/4−d/2q) ds
]
·
[
sup
M∈N
sup
0<s<t≤T
(t− s)(d/4−d/2q)
∥∥∥e(t−⌊s⌋T/M )A −R(t−⌊t⌋T/M ) [R T/M](⌊t⌋T/M−⌊s⌋T/M )MT ∥∥∥
L(H,Lq(λD ;R))
]
≤
[
sup
M∈N
2 T (1+d/2q−d/4)M̺
(1 + d/2q − d/4)M (1+d/2q−d/4)
][
sup
s∈(0,T ]
s(
d/4−d/2q)
∥∥esA∥∥
L(H,Lq(λD ;R))
+ sup
M∈N
sup
0<s<t≤T
(t− s)(d/4−d/2q)
∥∥∥R(t−⌊t⌋T/M ) [R T/M](⌊t⌋T/M−⌊s⌋T/M )MT ∥∥∥
L(H,Lq(λD ;R))
]
<∞.
(150)
46
In the next step observe that the fact that ∀ s ∈ (0,∞), r ∈ [0, 1] : ‖(−sA)resA‖L(H) ≤ 1 and
Lemma 6.10 assure that for all t ∈ (0, T ], M ∈ N it holds that
∫ max{0,⌊t⌋T/M− TM }
0
∥∥∥e(⌊t⌋T/M−⌊s⌋T/M )A (e(t−⌊t⌋T/M )A − R(t−⌊t⌋T/M ))∥∥∥
L(H,Lq(λD ;R))
ds
≤
∫ max{0,⌊t⌋T/M− TM }
0
∥∥∥e 12 (⌊t⌋T/M−⌊s⌋T/M )A∥∥∥
L(H,Lq(λD ;R))
·
∥∥∥e 12 (⌊t⌋T/M−⌊s⌋T/M )A (e(t−⌊t⌋T/M )A − R(t−⌊t⌋T/M ))∥∥∥
L(H)
ds
≤
[
sup
s∈(0,T ]
s(
d/4−d/2q)
∥∥esA∥∥
L(H,Lq(λD ;R))
]∫ max{0,⌊t⌋T/M− TM }
0
[
1
2
(⌊t⌋T/M − ⌊s⌋T/M )
]−(d/4−d/2q)
·
∥∥∥(−A) e 12 (⌊t⌋T/M−⌊s⌋T/M )A∥∥∥
L(H)
∥∥∥(−A)−1 (e(t−⌊t⌋T/M )A −R(t−⌊t⌋T/M ))∥∥∥
L(H)
ds
≤ T
M
[
sup
s∈(0,T ]
s(
d/4−d/2q)
∥∥esA∥∥
L(H,Lq(λD ;R))
]∫ max{0,⌊t⌋T/M− TM }
0
[
1
2
(⌊t⌋T/M − ⌊s⌋T/M )
]−(1+d/4−d/2q)
ds.
(151)
Lemma 6.5 and the fact that ∀M ∈ N, ε ∈ (0,∞) : ∑Ml=2 l−(1+d/4−d/2q+ε) ≤ ∫M1 s−(1+d/4−d/2q+ε) ds =
1−M−(
d/4−d/2q+ε)
d/4−d/2q+ε
hence imply that for all ε ∈ (0, 1 + d/2q − d/4− ̺] it holds that
sup
M∈N
sup
t∈(0,T ]
M̺
∫ max{0,⌊t⌋T/M− TM }
0
∥∥∥e(⌊t⌋T/M−⌊s⌋T/M )A (e(t−⌊t⌋T/M )A − R(t−⌊t⌋T/M ))∥∥∥
L(H,Lq(λD ;R))
ds
≤
[
sup
s∈(0,T ]
s(
d/4−d/2q)
∥∥esA∥∥
L(H,Lq(λD ;R))
]
·

 sup
M∈N
sup
t∈(0,T ]
4 T
M (1−̺)
⌊t⌋T/M
M
T
−2∑
l=0
∫ (l+1)T
M
lT
M
[(⌊t⌋T/M MT − l) TM ]−(1+d/4−d/2q) ds


≤
[
sup
s∈(0,T ]
s(
d/4−d/2q)
∥∥esA∥∥
L(H,Lq(λD ;R))
] sup
M∈N
sup
t∈(0,T ]
4 T (1−d/4+d/2q)
M (1−̺−d/4+d/2q)
⌊t⌋T/M
M
T∑
l=2
lε
l(1+d/4−d/2q+ε)


≤
[
sup
s∈(0,T ]
s(
d/4−d/2q)
∥∥esA∥∥
L(H,Lq(λD ;R))
][
sup
M∈N
4 T (1−d/4+d/2q) (1−M−(d/4−d/2q+ε))
M (1−̺−d/4+d/2q−ε) (d/4− d/2q + ε)
]
<∞.
(152)
Furthermore, observe that the fact that for all r ∈ [0,∞) it holds that Hr ⊆ W 2r,2(D,R) con-
tinuously (cf., e.g., (A.46) in Da Prato & Zabczyk [8] and Lunardi [33]) and the fact that for
all r ∈ [d/4 − d/2q,∞) it holds that W 2r,2(D,R) ⊆ W 0,q(D,R) = Lq(λD;R) continuously im-
ply that there exists a real number C ∈ (0,∞) such that for all v ∈ H(d/4−d/2q) it holds that
‖v‖Lq(λD ;R) ≤ C‖v‖H(d/4−d/2q) . This and the fact that ∀ s ∈ (0,∞), r ∈ [0, 1] : ‖(−sA)rRs‖L(H) ≤ 1
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ensure that for all M ∈ N, s, t ∈ (0, T ] with s < ⌊t⌋T/M − T/M it holds that
sup
v∈H\{0}
[
1
‖v‖H
∥∥∥R(t−⌊t⌋T/M ) (e(⌊t⌋T/M−⌊s⌋T/M )A − [R T/M](⌊t⌋T/M−⌊s⌋T/M )MT ) v∥∥∥
Lq(λD ;R)
]
≤ sup
v∈H\{0}
[
C
‖v‖H
∥∥∥R(t−⌊t⌋T/M ) (e(⌊t⌋T/M−⌊s⌋T/M )A − [R T/M](⌊t⌋T/M−⌊s⌋T/M )MT ) v∥∥∥
H(d/4−d/2q)
]
≤ sup
v∈H\{0}
[
C
∥∥R(t−⌊t⌋T/M )∥∥L(H)
‖v‖H
∥∥∥(−A)(d/4−d/2q) (e(⌊t⌋T/M−⌊s⌋T/M )A − [R T/M](⌊t⌋T/M−⌊s⌋T/M )MT ) v∥∥∥
H
]
≤ C
∥∥∥(−A)(d/4−d/2q) (e(⌊t⌋T/M−⌊s⌋T/M )A − [R T/M](⌊t⌋T/M−⌊s⌋T/M )MT )∥∥∥
L(H)
.
(153)
Lemma 6.11 hence shows that for all ε ∈ (0, 1 + d/2q − d/4− ̺] it holds that
sup
M∈N
sup
t∈(0,T ]
M̺
max{0,⌊t⌋T/M−
T
M
}∫
0
∥∥∥R(t−⌊t⌋T/M ) (e(⌊t⌋T/M−⌊s⌋T/M )A − [R T/M](⌊t⌋T/M−⌊s⌋T/M )MT )∥∥∥
L(H,Lq(λD ;R))
ds
≤ sup
M∈N
sup
l∈{1,2,...,M}
M̺
l−2∑
k=0
∫ (k+1)T
M
kT
M
C
∥∥∥(−A)(d/4−d/2q) (e (l−k)TM A − [R T/M](l−k))∥∥∥
L(H)
ds
≤ sup
M∈N
sup
l∈{1,2,...,M}
[
M̺
l−2∑
k=0
16C T (1+d/2q−d/4)
(l − k)M (1+d/2q−d/4)
]
= sup
M∈{2,3,...}
sup
l∈{2,3,...,M}
[
l∑
k=2
16C T (1+d/2q−d/4)
kM (1+d/2q−d/4−̺)
]
≤ sup
M∈N
[
16C T (1+d/2q−d/4)
M (1+d/2q−d/4−̺)
∫ M
1
1
s(1−ε)
ds
]
= sup
M∈N
[
16C T (1+d/2q−d/4) (Mε − 1)
εM (1+d/2q−d/4−̺)
]
≤ 16C T
(1+d/2q−d/4)
ε
<∞.
(154)
Combining Lemma 6.9, (149), (150), (152), and (154) completes the proof of Lemma 6.12.
Lemma 6.13. Assume the setting in Section 6.1, let p ∈ [1,∞), θ ∈ (0, 1/4), D = (0, 1), ξ ∈
Lp(P;V ), and let (Wt)t∈[0,T ] be an IdH-cylindrical (Ft)t∈[0,T ]-Wiener process. Then there exists an
up to indistinguishability unique stochastic process O : [0, T ]×Ω→ V with continuous sample paths
which satisfies
(i) that for all t ∈ [0, T ] it holds that [Ot − etAξ]P,B(H) =
∫ t
0
e(t−s)A dWs,
(ii) that for all ω ∈ Ω, r ∈ [0, θ] it holds that sup0≤s<t≤T s‖Ot(ω)−Os(ω)‖V(t−s)r <∞,
(iii) and that supt∈[0,T ] supM∈N
∥∥‖Ot‖V + |M⌊t⌋T/M |θ ‖Ot −O⌊t⌋T/M ‖V ∥∥Lp(P;R) <∞.
Proof of Lemma 6.13. Throughout this proof let O˜ : [0, T ]×Ω→ V be an up to indistinguishability
unique stochastic process which satisfies for all t ∈ [0, T ] that [O˜t]P,B(H) =
∫ t
0
e(t−s)A dWs, which
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satisfies for all ω ∈ Ω, r ∈ (0, θ] that sup0≤s<t≤T (t − s)−r ‖O˜t(ω) − O˜s(ω)‖V < ∞, and which
satisfies for all r ∈ (0, θ] that sup0≤s<t≤T (t − s)−r ‖O˜t − O˜s‖Lp(P;V ) < ∞. Observe that, e.g.,
Lemma 4.3 in Blo¨mker & Jentzen [3] ensures that such a stochastic process does indeed exist.
Next let O : [0, T ] × Ω → V be the stochastic process with the property that for all t ∈ [0, T ]
it holds that Ot = e
tAξ + O˜t. Note that the fact that for all ω ∈ Ω it holds that the function
[0, T ] ∋ t 7→ O˜t(ω) ∈ V is Ho¨lder continuous and the fact that for all ω ∈ Ω it holds that
the function [0, T ] ∋ t 7→ etAξ(ω) ∈ V is continuous imply that for all ω ∈ Ω it holds that
the function [0, T ] ∋ t 7→ Ot(ω) ∈ V is continuous. Moreover, observe that for all t ∈ [0, T ] it
holds that [Ot − etAξ]P,B(H) = [O˜t]P,B(H) =
∫ t
0
e(t−s)A dWs. This implies (i). In addition, observe
that Lemma 6.5, the fact that ∀ s ∈ [0,∞), r ∈ [0, 1] : ‖(−sA)r esA‖L(H) ≤ 1, and the fact that
∀ s ∈ (0,∞), r ∈ [0, 1] : ‖(−sA)−r (esA − IdH)‖L(H) ≤ 1 assure that for all ω ∈ Ω, r ∈ (0, θ] it holds
that
sup
0<s<t≤T
s ‖Ot(ω)− Os(ω)‖V
(t− s)r = sup0<s<t≤T
s
∥∥etAξ(ω) + O˜t(ω)− esAξ(ω)− O˜s(ω)∥∥V
(t− s)r
≤ sup
0<s<t≤T
[
s
∥∥esA (e(t−s)A − IdH) ξ(ω)∥∥V
(t− s)r +
s
∥∥O˜t(ω)− O˜s(ω)∥∥V
(t− s)r
]
≤ sup
0<s<t≤T
[
s
∥∥es/2A∥∥
L(H,V )
∥∥es/2A (e(t−s)A − IdH)∥∥L(H) ‖ξ(ω)‖H
(t− s)r +
T
∥∥O˜t(ω)− O˜s(ω)∥∥V
(t− s)r
]
≤ 2
[
sup
s∈(0,T ]
s(
1/4−1/4n2)
∥∥esA∥∥
L(H,V )
][
sup
0<s<t≤T
(t− s)(1−1/4+1/4n2−r)
∥∥∥(− s2A)(1−1/4+1/4n2) es/2A∥∥∥
L(H)
·
∥∥∥(− (t− s)A)−(1−1/4+1/4n2) (e(t−s)A − IdH)∥∥∥
L(H)
‖ξ(ω)‖H
]
+ sup
0<s<t≤T
T
∥∥O˜t(ω)− O˜s(ω)∥∥V
(t− s)r
≤ 2max{1, T}
[
sup
s∈(0,T ]
s(
1/4−1/4n2)
∥∥esA∥∥
L(H,V )
]
‖ξ(ω)‖H + sup
0<s<t≤T
T
∥∥O˜t(ω)− O˜s(ω)∥∥V
(t− s)r <∞.
(155)
This shows (ii). Furthermore, note that Lemma 6.1 implies that
sup
t∈[0,T ]
‖Ot‖Lp(P;V ) = sup
t∈[0,T ]
∥∥etAξ + O˜t∥∥Lp(P;V )
≤
[
sup
t∈[0,T ]
∥∥etA∥∥
L(V )
]
‖ξ‖Lp(P;V ) + sup
t∈(0,T ]
∥∥O˜t∥∥Lp(P;V ) ≤ ‖ξ‖Lp(P;V ) + sup
t∈(0,T ]
T θ ‖O˜t‖Lp(P;V )
tθ
<∞.
(156)
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In the next step observe that
sup
M∈N
sup
t∈[0,T ]
[
|M⌊t⌋T/M |θ
∥∥Ot − O⌊t⌋T/M∥∥Lp(P;V )]
= sup
M∈N
sup
t∈[0,T ]
[
|M⌊t⌋T/M |θ
∥∥etAξ + O˜t − e⌊t⌋T/MAξ − O˜⌊t⌋T/M∥∥Lp(P;V )]
≤ sup
M∈N
sup
t∈[0,T ]\
{0, T
M
,...,T}
[
|M⌊t⌋T/M |θ (t− ⌊t⌋T/M )θ
∥∥e⌊t⌋T/MA(e(t−⌊t⌋T/M )A − IdH)∥∥L(V )
(t− ⌊t⌋T/M )θ ‖ξ‖Lp(P;V )
]
+ sup
M∈N
sup
t∈[0,T ]\
{0, T
M
,...,T}
[
|MT |θ (t− ⌊t⌋T/M )θ
‖O˜t − O˜⌊t⌋T/M ‖Lp(P;V )
(t− ⌊t⌋T/M )θ
]
.
(157)
This and, e.g., Lemma 12.36 in Renardy & Rogers [38] prove that
sup
M∈N
sup
t∈[0,T ]
[
|M⌊t⌋T/M |θ
∥∥Ot − O⌊t⌋T/M∥∥Lp(P;V )
]
≤ T θ
[
sup
M∈N
sup
t∈[0,T ]\
{0, T
M
,...,T}
∥∥(−⌊t⌋T/MA)θ e⌊t⌋T/MA∥∥L(V )
· ∥∥(−(t− ⌊t⌋T/M )A)−θ (e(t−⌊t⌋T/M )A − IdH)∥∥L(V )
]
‖ξ‖Lp(P;V ) + sup
0≤s<t≤T
[
T 2θ ‖O˜t − O˜s‖Lp(P;V )
(t− s)θ
]
≤ T θ
[
sup
s∈(0,T )
∥∥(−sA)θ esA∥∥
L(V )
][
sup
s∈(0,T )
∥∥(−sA)−θ (esA − IdH)∥∥L(V )
]
‖ξ‖Lp(P;V )
+ sup
0≤s<t≤T
[
T 2θ ‖O˜t − O˜s‖Lp(P;V )
(t− s)θ
]
<∞.
(158)
Combining (156) and (158) shows (iii). The proof of Lemma 6.13 is thus completed.
6.3 Strong convergence rates for a nonlinearity-truncated exponential
Euler scheme
Corollary 6.14. Assume the setting in Section 6.1, let ϑ ∈ (0,∞), χ ∈ (0, 1
2n
], p ∈ [2,∞),
D = (0, 1), ξ ∈ L(3n−1)pmax{2,2(n−1),2ϑ,2(n−1)ϑ}(P;V ), let (Wt)t∈[0,T ] be an IdH-cylindrical (Ft)t∈[0,T ]-
Wiener process, let X : [0, T ]× Ω → V be a stochastic process with continuous sample paths which
satisfies for all t ∈ [0, T ] that [Xt − etAξ − ∫ t0 e(t−s)AF (Xs) ds]P,B(H) = ∫ t0 e(t−s)A dWs, and let
XM : [0, T ]× Ω→ V , M ∈ N, be stochastic processes which satisfy for all t ∈ [0, T ], M ∈ N that[
XMt − etAξ −
t
∫
0
e(t−⌊s⌋T/M )A 1{‖XM
⌊s⌋T/M
‖V ≤(M/T )χ} F (XM⌊s⌋T/M ) ds
]
P,B(H)
=
t
∫
0
e(t−⌊s⌋T/M )A dWs. (159)
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Then it holds for all θ ∈ [0, 1/4) that
sup
M∈N
sup
t∈[0,T ]
[∥∥XMt ∥∥Lpmax{2,2(n−1),4ϑ,4(n−1)ϑ}(P;V ) + ∥∥Xt∥∥Lp(P;H) +Mmin{ϑχ,θ} ∥∥Xt −XMt ∥∥Lp(P;H)
]
<∞.
(160)
Proof of Corollary 6.14. Throughout this proof let OM : [0, T ] × Ω → V , M ∈ N, be stochastic
processes with the property that for all t ∈ [0, T ], M ∈ N it holds that [OMt − etAξ]P,B(H) =∫ t
0
e(t−⌊s⌋T/M )A dWs. Next note that Lemma 6.13 ensures that there exists a stochastic process
O : [0, T ] × Ω → V with continuous sample paths which satisfies for all t ∈ [0, T ] that [Ot −
etAξ]P,B(H) =
∫ t
0
e(t−s)A dWs, which satisfies for all ω ∈ Ω that lim suprց0 sup0≤s<t≤T s‖Ot(ω)−Os(ω)‖V(t−s)r <
∞, and which satisfies for all θ ∈ (0, 1/4) that
sup
M∈N
sup
t∈[0,T ]
∥∥‖Ot‖V + |M⌊t⌋T/M |θ ‖Ot −O⌊t⌋T/M ‖V ∥∥L(3n−1)pmax{2,2(n−1),2ϑ,2(n−1)ϑ}(P;R) <∞. (161)
Furthermore, note that for all q ∈ [1,∞), θ ∈ [0, 1/4) it holds that
sup
M∈N
sup
t∈[0,T ]
Mθ
∥∥Ot −OMt ∥∥Lq(P;V )
≤ sup
M∈N
Mθ
(
E
[
sup
t∈[0,T ]
∥∥Ot −OMt ∥∥qV
])1/q
≤ sup
M∈N
Mθ
(
E
[
sup
t∈[0,T ]
∥∥Ot −OMt ∥∥qC([0,1],R)
])1/q
<∞
(162)
(cf., e.g., Theorem 4.13 in Cox & van Neerven [5]). This, the triangle inequality, and (161) show
that
sup
M∈N
sup
t∈[0,T ]
∥∥OMt ∥∥L(3n−1)pmax{2,2(n−1),2ϑ,2(n−1)ϑ}(P;L(3n−1)(λ(0,1);R))
≤ sup
M∈N
sup
t∈[0,T ]
‖Ot‖L(3n−1)pmax{2,2(n−1),2ϑ,2(n−1)ϑ}(P;V )
+ sup
M∈N
sup
t∈[0,T ]
∥∥Ot −OMt ∥∥L(3n−1)pmax{2,2(n−1),2ϑ,2(n−1)ϑ}(P;V ) <∞.
(163)
Moreover, note that Corollary 6.3 ensures that there exists a real number K ∈ (0,∞) which satisfies
for all h ∈ (0, T ], t ∈ [0, h], u, v ∈ V that∥∥etA[u+ t1[0,h−χ](‖u+ v‖V )F (u+ v)]∥∥2nL2n(λ(0,1);R)
≤ et
[
‖u‖2nL2n(λ(0,1);R) + tKmax
{
1, ‖v‖(3n−1)
L(3n−1)(λ(0,1);R)
}]
.
(164)
In the next step observe that inequalities (161)–(163) imply that for all θ ∈ (0, 1/4) it holds that
sup
M∈N
sup
t∈[0,T ]
∥∥∥∥∥OMt ∥∥2nL2n(λ(0,1) ;R) +Kmax
{
1,
∥∥OMt ∥∥(3n−1)L(3n−1)(λ(0,1) ;R)
}∥∥∥
Lpmax{2,2(n−1),2ϑ,2(n−1)ϑ}(P;R)
+ sup
M∈N
sup
t∈[0,T ]
∥∥∥‖Ot‖V +Mθ ∥∥Ot −OMt ∥∥V
∥∥∥
Lpmax{2,2(n−1),4ϑ,4(n−1)ϑ}(P;R)
+ sup
M∈N
sup
t∈[0,T ]
[
|M⌊t⌋T/M |θ
∥∥Ot − O⌊t⌋T/M∥∥L2p(P;V )
]
<∞.
(165)
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Combining this and the fact that ∀ t1, t2, t3 ∈ [0, T ] with t1 < t2 < t3 : e(t3−t1)A = e(t3−t2)Ae(t2−t1)A
with (164), Lemma 6.5, Lemma 6.6, Lemma 6.7, Lemma 6.8, and Lemma 6.9 allows us to apply
Theorem 5.3 (with ϕ = max{1, 2(n − 1)}, φ = 1/2, SMs,t = e(t−s)A, Φ(v) = ‖v‖2nL2n(λ(0,1) ;R), Ψ(v) =
Kmax{1, ‖v‖(3n−1)
L(3n−1)(λ(0,1) ;R)
}, ρ = 1/4 − 1/4n2, and ̺ = 3/4 for v ∈ V , M ∈ N, s, t ∈ [0, T ] with s < t
in the notation of Theorem 5.3) to obtain (160). The proof of Corollary 6.14 is thus completed.
The following result, Corollary 6.15, specializes Corollary 6.14 to the case where the initial
random variable ξ : Ω→ V satisfies ∀ p ∈ (0,∞) : E[‖ξ‖pV ] <∞.
Corollary 6.15. Assume the setting in Section 6.1, let D = (0, 1), ξ ∈ ∩p∈(0,∞)Lp(P;V ), χ ∈
(0, 1
2n
], let (Wt)t∈[0,T ] be an IdH-cylindrical (Ft)t∈[0,T ]-Wiener process, let X : [0, T ] × Ω → V be a
stochastic process with continuous sample paths which satisfies for all t ∈ [0, T ] that [Xt − etAξ −∫ t
0
e(t−s)AF (Xs) ds
]
P,B(H)
=
∫ t
0
e(t−s)A dWs, and let XM : [0, T ] × Ω → V , M ∈ N, be stochastic
processes which satisfy for all t ∈ [0, T ], M ∈ N that[
XMt − etAξ −
t
∫
0
e(t−⌊s⌋T/M )A 1{‖XM
⌊s⌋T/M
‖V ≤(M/T )χ} F (XM⌊s⌋T/M ) ds
]
P,B(H)
=
t
∫
0
e(t−⌊s⌋T/M )A dWs. (166)
Then it holds for all θ ∈ [0, 1/4), p ∈ (0,∞) that
sup
M∈N
sup
t∈[0,T ]
[∥∥XMt ∥∥Lp(P;V ) + ∥∥Xt∥∥Lp(P;H) +Mθ ∥∥Xt − XMt ∥∥Lp(P;H)] <∞. (167)
6.4 Strong convergence rates for a nonlinearity-truncated
linear-implicit Euler scheme
Corollary 6.16. Assume the setting in Section 6.1, let ϑ ∈ (0,∞), χ ∈ (0, 1
2n
], p ∈ [2,∞),
D = (0, 1), ξ ∈ L(3n−1)pmax{2,2(n−1),2ϑ,2(n−1)ϑ}(P;H3/4), let (Wt)t∈[0,T ] be an IdH-cylindrical (Ft)t∈[0,T ]-
Wiener process, let X : [0, T ]× Ω → V be a stochastic process with continuous sample paths which
satisfies for all t ∈ [0, T ] that [Xt − etAξ − ∫ t0 e(t−s)AF (Xs) ds]P,B(H) = ∫ t0 e(t−s)A dWs, and let
XM : [0, T ]× Ω→ V , M ∈ N, be stochastic processes which satisfy for all t ∈ [0, T ], M ∈ N that[
XMt −
(
IdH − (t− ⌊t⌋T/M )A
)−1(
IdH − TMA
)−⌊t⌋T/M MT ξ
−
t
∫
0
(
IdH − (t− ⌊t⌋T/M )A
)−1(
IdH − TMA
)(⌊s⌋T/M−⌊t⌋T/M )MT
1{‖XM
⌊s⌋T/M
‖V ≤(M/T )χ}
F (XM⌊s⌋T/M ) ds
]
P,B(H)
=
t
∫
0
(
IdH − (t− ⌊t⌋T/M )A
)−1(
IdH − TMA
)(⌊s⌋T/M−⌊t⌋T/M )MT dWs.
(168)
Then it holds for all θ ∈ [0, 1/4) that
sup
M∈N
sup
t∈[0,T ]
[∥∥XMt ∥∥Lpmax{2,2(n−1),4ϑ,4(n−1)ϑ}(P;V ) + ∥∥Xt∥∥Lp(P;H) +Mmin{ϑχ,θ} ∥∥Xt −XMt ∥∥Lp(P;H)
]
<∞.
(169)
52
Proof of Corollary 6.16. Throughout this proof let OM : [0, T ] × Ω → V , M ∈ N, be stochastic
processes with the property that for all t ∈ [0, T ], M ∈ N it holds that [OMt − (IdH − (t −
⌊t⌋T/M )A)−1(IdH− TMA)−⌊t⌋T/M
M
T ξ
]
P,B(H)
=
∫ t
0
(IdH−(t−⌊t⌋T/M )A)−1(IdH− TMA)(⌊s⌋T/M−⌊t⌋T/M )
M
T dWs.
Next note that Lemma 6.13 together with the fact that H3/4 ⊆ V continuously ensures that there
exists a stochastic process O : [0, T ] × Ω → V with continuous sample paths which satisfies for
all ω ∈ Ω that lim suprց0 sup0≤s<t≤T s‖Ot(ω)−Os(ω)‖V(t−s)r < ∞, which satisfies for all t ∈ [0, T ] that
[Ot − etAξ]P,B(H) =
∫ t
0
e(t−s)A dWs, and which satisfies for all θ ∈ (0, 1/4) that
sup
M∈N
sup
t∈[0,T ]
∥∥‖Ot‖V + |M⌊t⌋T/M |θ ‖Ot −O⌊t⌋T/M ‖V ∥∥L(3n−1)pmax{2,2(n−1),2ϑ,2(n−1)ϑ}(P;R) <∞. (170)
Moreover, note that for all q ∈ [1,∞), θ ∈ [0, 1/4) it holds that
sup
M∈N
sup
t∈[0,T ]
Mθ
∥∥Ot −OMt ∥∥Lq(P;V ) ≤ sup
M∈N
Mθ
(
E
[
sup
t∈[0,T ]
∥∥Ot −OMt ∥∥qV
])1/q
<∞ (171)
(cf., e.g., Theorem 1.1 in Cox & van Neerven [6]). The triangle inequality and (170) therefore show
that
sup
M∈N
sup
t∈[0,T ]
∥∥OMt ∥∥L(3n−1)pmax{2,2(n−1),2ϑ,2(n−1)ϑ}(P;L(3n−1)(λ(0,1);R))
≤ sup
M∈N
sup
t∈[0,T ]
‖Ot‖L(3n−1)pmax{2,2(n−1),2ϑ,2(n−1)ϑ}(P;V )
+ sup
M∈N
sup
t∈[0,T ]
∥∥Ot −OMt ∥∥L(3n−1)pmax{2,2(n−1),2ϑ,2(n−1)ϑ}(P;V ) <∞.
(172)
Next note that Corollary 6.3 ensures that there exists a real number K ∈ (0,∞) which satisfies for
all h ∈ (0, T ], t ∈ [0, h], u, v ∈ V that∥∥(IdH − tA)−1[u+ t1[0,h−χ](‖u+ v‖V )F (u+ v)]∥∥2nL2n(λ(0,1);R)
≤ et
[
‖u‖2nL2n(λ(0,1);R) + tKmax
{
1, ‖v‖(3n−1)
L(3n−1)(λ(0,1);R)
}]
.
(173)
Moreover, inequalities (170)–(172) assure that for all θ ∈ (0, 1/4) it holds that
sup
M∈N
sup
t∈[0,T ]
∥∥∥∥∥OMt ∥∥2nL2n(λ(0,1) ;R) +Kmax
{
1,
∥∥OMt ∥∥(3n−1)L(3n−1)(λ(0,1) ;R)
}∥∥∥
Lpmax{2,2(n−1),2ϑ,2(n−1)ϑ}(P;R)
+ sup
M∈N
sup
t∈[0,T ]
∥∥∥‖Ot‖V +Mθ ∥∥Ot −OMt ∥∥V
∥∥∥
Lpmax{2,2(n−1),4ϑ,4(n−1)ϑ}(P;R)
+ sup
M∈N
sup
t∈[0,T ]
[
|M⌊t⌋T/M |θ
∥∥Ot − O⌊t⌋T/M∥∥L2p(P;V )] <∞.
(174)
In addition, observe that for all t1, t2, t3 ∈ [0, T ] with t1 < t2 < t3 it holds that(
IdH − (t1 − ⌊t1⌋T/M )A
)(
IdH − (t3 − ⌊t3⌋T/M )A
)−1(
IdH − TMA
)(⌊t1⌋T/M−⌊t3⌋T/M ) TM
=
(
IdH − (t2 − ⌊t2⌋T/M )A
)(
IdH − (t3 − ⌊t3⌋T/M )A
)−1(
IdH − TMA
)(⌊t2⌋T/M−⌊t3⌋T/M ) TM(
IdH − (t1 − ⌊t1⌋T/M )A
)(
IdH − (t2 − ⌊t2⌋T/M )A
)−1(
IdH − TMA
)(⌊t1⌋T/M−⌊t2⌋T/M ) TM
(175)
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(cf., e.g., (142)–(146) in Da Prato et al. [7]). Combining this, (173)–(174), Lemma 6.5, Lemma 6.6,
Lemma 6.7, Lemma 6.8, and Lemma 6.12 ensures that we can apply Theorem 5.3 (with ϕ =
max{1, 2(n − 1)}, φ = 1/2, Φ(v) = ‖v‖2nL2n(λ(0,1);R), Ψ(v) = Kmax{1, ‖v‖
(3n−1)
L(3n−1)(λ(0,1);R)
}, SMs,t =
(IdH − (s−⌊s⌋T/M )A)(IdH − (t−⌊t⌋T/M )A)−1(IdH − TMA)(⌊s⌋T/M−⌊t⌋T/M )
T
M , ρ = 1/4− 1/4n2, and ̺ = 3/4
for v ∈ V , M ∈ N, s, t ∈ [0, T ] with s < t in the notation of Theorem 5.3) to obtain (169). The
proof of Corollary 6.16 is thus completed.
In our next result, Corollary 6.17, we specialize Corollary 6.16 to the case where the initial
random variable ξ : Ω→ H3/4 satisfies ∀ p ∈ (0,∞) : E
[‖ξ‖pH3/4] <∞.
Corollary 6.17. Assume the setting in Section 6.1, let D = (0, 1), ξ ∈ ∩p∈(0,∞)Lp(P;H3/4), χ ∈
(0, 1
2n
], let (Wt)t∈[0,T ] be an IdH-cylindrical (Ft)t∈[0,T ]-Wiener process, let X : [0, T ] × Ω → V be a
stochastic process with continuous sample paths which satisfies for all t ∈ [0, T ] that [Xt − etAξ −∫ t
0
e(t−s)AF (Xs) ds
]
P,B(H)
=
∫ t
0
e(t−s)A dWs, and let XM : [0, T ] × Ω → V , M ∈ N, be stochastic
processes which satisfy for all t ∈ [0, T ], M ∈ N that[
XMt −
(
IdH − (t− ⌊t⌋T/M )A
)−1(
IdH − TMA
)−⌊t⌋T/M MT ξ
−
t
∫
0
(
IdH − (t− ⌊t⌋T/M )A
)−1(
IdH − TMA
)(⌊s⌋T/M−⌊t⌋T/M )MT
1{‖XM
⌊s⌋T/M
‖V ≤(M/T )χ} F (XM⌊s⌋T/M ) ds
]
P,B(H)
=
t
∫
0
(
IdH − (t− ⌊t⌋T/M )A
)−1(
IdH − TMA
)(⌊s⌋T/M−⌊t⌋T/M )MT dWs.
(176)
Then it holds for all θ ∈ [0, 1/4), p ∈ (0,∞) that
sup
M∈N
sup
t∈[0,T ]
[∥∥XMt ∥∥Lp(P;V ) + ∥∥Xt∥∥Lp(P;H) +Mθ ∥∥Xt − XMt ∥∥Lp(P;H)] <∞. (177)
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