In this paper the application of ensembles of instance selection algorithms to improve the quality of dataset size reduction is evaluated. In order to ensure diversity of sub models, selection of a feature subsets was considered. In the experiments the Condensed Nearest Neighbor (CNN) and Edited Nearest Neighbor (ENN) algorithms were evaluated as basic instance selection methods. The results show that it is possible to obtain various trade-offs between data compression and classification accuracy depending on the acceptance threshold and feature ratio parameters. In some cases it was possible to achieve both: higher compression and higher accuracy than those of an individual instance selection algorithm.
Introduction
One of the most popular and intuitive machine learning methods used for both classification and regression problems is the nearest neighbor algorithm (kNN) 1 . In typical classification tasks the goal is to find a function f (·), which performs the mapping f (z) → c, where z is called a test vector and c is a symbol from a set of l possible class labels c ∈ {s 1 , ..s l }. In other words the function f (·) should assign c value to vector z. To determine the mapping f (·) the kNN classifier remembers the training set T consisting of n-pairs {x, c}, T = [{x 1 , c 1 }, {x 2 , c 2 }, ..., {x n , c n }] where each vector x is determined in an m -dimensional space (the same space as z) and c is a symbol c ∈ {s 1 , ..s l }. The mapping is obtained by the majority vote of the class labels c of the k instances x that are closest to the query instance z according to some distance function D(·) (usually Euclidean distance).
The quality and the prediction speed of the kNN classifier depends on the training set T. The general rules say:
• The larger the training set is, the more distances should be calculated to determine the nearest neighbors, thus decreasing the speed of decision making.
• The more noisy the training set is (with higher number of outliers), the less accurate the prediction is.
Instance selection methods were developed to overcome these limitations. The instance selection algorithms try to reduce the training set size, so to decrease the value of n in this way that the new size n of the reduced training set (often called a prototype set) P is n n. The relation of n to n is called compression -which is discussed in section 2. The second aim of using instance selection is to improve the prediction accuracy of the classifier. To achieve that goal these algorithms are designed to remove outliers and noisy instances.
During the last five decades many new algorithms in the area of instance selection were developed and an overview of them can be found in 2, 3, 4 . Nowadays, these algorithms can bring many benefits to the community by their applications to the Big Data challenge. Their application to massive datasets can lead to the reduction of the dataset size by discovering important patters and rejecting noisy and redundant samples. However individual algorithms have to be chosen carefully, considering its computational complexity. The idea of using instance selection as automatic data filters and running different machine learning methods on the top of the selected instances was already presented and initial results can be found in 5 . In 6, 7 Kordos and Rusiecki have shown that using noise filters like ENN algorithm (which will be discussed later) leads to more accurate results in comparison to other advanced methods dedicated to dealing with noise in MLP neural networks training.
In the last decade also the ensemble learning has become one of the most promising machine learning approaches. It takes advantage of combining several models, which grouped together are able to outperform each individual method with only a linear increase in computational complexity. 8 . These group of algorithms includes several state of the art approaches such as:
• Voting -where a set of c independent models of different type, all trained on the same training set T vote for the output of the instance being classified t
• Stacking -is an extension of the voting approach, where c independent models of different type are trained on the same dataset T, but the output of each of the models are combined using one extra model. This final model trained on the outputs of the submodes is used to make the final prediction.
• Bagging -which consists also of c models of the same type, where each of them is trained on the dataset T * which is obtained from T by sampling with replacement. The final prediction is obtained by voting.
• Boosting -a similar approach to bagging, but the sampling probability of selecting an instance from T depends on the classification error of the previously built models, so that it is more likely to select an instance, which was incorrectly classified by the current models.
The general rule of achieving success with ensemble modeling is to ensure diversity of the obtained results of each individual model, which are then combined into the final model. The diversity of the results can be obtained in several ways
• by ensuring diversity of the models -in this approach usually several different algorithms are used or the same algorithms but with different hyper-parameters. An example of this approach is Voting
• by ensuring diversity of the data. In this case the model can stay the same, but the data used for training each of submodels generates the diversity. This can be achieved by:
-manipulating the example set -an example of this approach is Bagging, where samples are sampled from the training data. -manipulating features -an example of this approach is sampling from the feature space, so that each model retrieves vectors in m * i dimensional space instead of m so that m * i ≤ m, and each feature subspace is different.
-manipulating class labels -an example of that is an application of error correcting output codes (ECOC) so that in each iteration different class labels are used during selection. -adding randomness -in this approach a small level of noise is added to the input data in each iteration loop. This approach was often used in MLP networks to prevent over-fitting.
Ensemble methods have not been wildly used in conjunction with instance selection, but recently this topic is becoming much more popular. A good example is a paper written by N. Garcia-Pedrajas 9 which addresses the concept of using instance selection to diverse the dataset, where the pair of instance selection and prediction models are all combined together. This topic has been also studied in 10 . In this paper we address the issue of using ensemble only for instance selection, so that only the instance selection is wrapped by the meta model and the diversity is obtained by manipulating the feature space. Our theses is that the ensemble of instance selection algorithms allows us to manipulate the trade-off between compression and prediction accuracy or even improve both.
The paper is organized as follows: the next section describes the basic algorithms used in the experiments and the ensemble models. The following section describes the testing environment and presents the numerical experiments. The last section summarizes the results and presents their interpretation.
Model description
Our experiments were based on two instance selection algorithms: Edited Nearest Neighbor (ENN) 11 and Condensed Nearest Neighbor (CNN) 1 , which were wrapped by the ensemble algorithm. These two algorithms were selected because they are the most popular and simplest ones. Moreover, they represent two different group of instance selection methods. The first one -ENN is an example of noise filters, with computational complexity O(n 2 ), where each instance is evaluated examining its k nearest neighbors. If voting of the k neighbors disagree with the class label of that instance, the instance is marked for removal (see Algorithm 2). ENN is useful for removing noise samples and thus by default its compression ratio (1) is low. Compression is a measure of the ability to reduce the size of the training set, so that it takes values close to 1 (100 %) if only a small subset of samples remain after removal, and values close to 0 if the size of the dataset after instance selection is similar to the original dataset.
where C denotes compression, |T| -size of the original training set and |P| -size of the dataset after instance selection. The CNN algorithm belongs to the condensation methods and tries to keep the smallest possible set of examples to preserve decision border of the nearest neighbor classifier. Its computational complexity is also O(n 2 ). It starts with an empty set P and adds to it each instance, which is incorrectly classified by the current prototypes (reference vectors) collected in P. This algorithm usually has high compression, what is its huge advantage. However, the problem, which can be deduced from its sketch (Algorithm 1) is its instability, so that the output set of prototypes P depends on the order of examples. Another important limitation of CNN is its sensitivity to the noise in the data; the noise always appears in the set of prototypes P. To overcome this limitation CNN is usually preceded by a noise filter such as ENN algorithm 2 As already described individual instance selection methods has some drawbacks. If they are designed to remove outliers they have small compression ratio, and if they are designed to preserve high compression, then they usually have poor accuracy.
An interesting approach to overcoming the limitations is the application of ensemble learning. The idea of stabilizing the instance selection process can be achieved by placing instance selection method in a loop, where at each iteration the algorithms work on a different subset of the original dataset. An example of such an approach is bagging, as we presented in 12 .
In bagging the diversity is obtained by manipulating the input examples by sampling a subset of examples from the original input data T. As described in the first section, another source of diversity can be obtained by the manipulation in the feature space, where in each iteration a subset of features A (i) is sampled from the initial set of all features A, where A = [a 1 , a 2 , . . . , a m ].
Algorithm 1 Schema of the CNN algorithm
Algorithm 3 Schema of the ensemble algorithm Require: T, samplingRatio, threshold
The diagram of this method is presented in Algorithm 3. This algorithm includes two hyper-parameters. The feature ratio describes the ratio of the feature space delivered to the input of the embedded instance selection method. This parameter should be chosen carefully because too small values of the feature ratio may radically change the data distribution, therefore making the method useless and unpractical. The second parameter is the acceptance threshold, which expresses the percentage of votes required by a data sample to pass the selection process. 
Numerical experiments
Considering the discussion presented above we have decided to conduct the experiments, which empirically verify the influence of the ensemble learning method on the quality of the instance selection. In the experiments we examine the influence of different parameters on the compression of the training data and on the accuracy of the final prediction model. Because of the limitations of the size of the paper, we evaluated only the accuracy of the nearest neighbor classifier.
In our study we used the RapidMiner software with the Instance Selection and Prototype Based Rules (ISPR) extension 13 , which we have developed. The scheme of the experiments are presented in Fig. 3 It starts by loading the data, then the numerical attributes of the dataset are normalized to range [0, 1] and the rest of the process is wrapped by the 10-fold cross-validation. Inside the cross-validation the ensemble of instance selection algorithms is used to reduce the size of the training set, and finally the nearest neighbor classifier is built. The testing side consists of model application and evaluation of the accuracy of the model built on the training side. In the experiments some basic hyperparameters were fixed such as number of iterations of the ensemble algorithm t = 10, so each time 10 instance selection submodes were created and the k value of the ENN was set to k = 3. For the kNN classifier used for prediction the value of k was set to 1.
All of the experiments were performed on a six popular datasets obtained from the UCI 14 . These datasets are: Heart Disease, Ionosphere, Pima Indian Diabetes (Diabetes), Sonar, Vehicle, Wisconsin Brest Cancer (WBC).
Both of the embedded algorithms; ENN and CNN were tested independently and the results are presented using the accuracy-gain plot. In that kind of plots the values of both axes are obtained by the formulas acc ML − acc S M and comp ML − comp S M where the symbol acc ML and comp ML represents the accuracy and compression of the ensemble learner respectively, and the acc S M and comp S M the accuracy and compression of the single method (without ensemble). The plot interpretation is based on the analysis of the graphs with respect to the [0, 0] coordinates, because they represent the performance of instance selection obtained without ensemble. A positive values on the compression or accuracy axis represents the gain (the benefit), and negative values represent the loss. Because the plot represent the values in relation to the reference point ([0,0] coordinates), the acc S M and comp S M values of the reference point are presented in Table 2 . During the first stage of the experiments the feature ratio representing the relative number (or percentage) of the features delivered to the input of the instance selection method was fixed and equal 0.8, and different values of acceptance threshold were being evaluated within the range [0.1, 0.9]. The obtained results are presented in Fig.3 . In order to keep the figures simple and readable, values of the accuracy gain less than −10% were rejected.
In the second stage of the experiment, the feature ratio was being evaluated also in the range [0.1, 0.9] keeping the acceptance threshold constant. However, in that experiment the acceptance threshold was chosen individually based on the results obtained in the first stage, taking the value of acceptance threshold, which maximizes the accuracy. The obtained results are presented in Fig. 3 The obtained results show that the CNN algorithm is very sensitive for the threshold value. Choosing too high value increases the compression but dramatically reduces the accuracy making it drop even below 10% in comparison to the CNN used without ensemble. Only values close to 0.1, 0.2, 0.3 are applicable, and for those values we were able to outperform both individual methods in terms of accuracy (even up to 6%). The drawback was reduction of the compression. This reduction was rather significant reaching the level of 40% also in comparison to the CNN without ensemble learning. This means that when using ensemble learning the accuracy of the kNN model trained on the dataset P can be improved but requires significant reduction of the compression. The algorithm behaves similarly when modifying feature ratio; the accuracy increases at the expanse of compression. Modification of the feature ratio also allowed to improve the accuracy, which is able to rise up to 3%.
A different situation was observed for the ENN algorithm. In that case the model ensemble allows for compression improvement, what is associated with the increase of the acceptance threshold parameter and corresponds to the mid values of feature ratio. For that parameters of the models we are able to improve the compression up to 40% without any loss of accuracy.
Unfortunately it is not possible to define a universal and optimal set of parameters. They must be chosen in each case independently, their wrong choice can cause significant deterioration in performance.
Conclusions
Nowadays new possibilities open for the use of instance selection methods, in particular for the analysis of large data sets. These types of applications have two objectives: to improve or maintain the accuracy of the prediction model created on the selected data and to achieve the compression as high as possible. The aim of this study was to analyze the possibility of using ensemble learning methods to improve the efficiency of instance selection methods. The empirical experiments were performed with one of the possible approaches, which was based on manipulating the feature subspace. The results indicate that it is possible to improve both the accuracy and compression. The tests include two base algorithms from two different families of instance selection approaches. Wrapping the ENN algorithm by the ensemble model allows both: improving the accuracy of the prediction model and increasing of compression ratio. Especially good results were achieved in terms of compression. But this should not be surprising, since the ENN algorithm is designed to remove noise from the data, so when working individually usually does not reach the high values of compression. In the case of the CNN algorithm, which is a condensation method, it is easy to observe a significant decrease of relative compression, while increasing the accuracy. This can be explained by the fact that one of the properties of the CNN algorithm is its high compression, which means that the selected subset of vectors is very small. That can be explained by the fact that only a few instances are usually required to determine the boundaries between different classes. These are the instances situated close to the boundaries. While the most of the instances are situated further from the decision boundaries and since they do not take an active role in classification, they get removed by CNN. In that situation, the probability of multiple selections of the same instance decreases, so it is very likely that in the following iterations of the ensemble model different instances will be selected, leading to the compression drop.
As we stated in the beginning, instance selection methods have great potential for mining large datasets. However, this requires reduction of the computational complexity of recent instance selection algorithms. The easiest way to achieve this is by reducing the number of samples, and the size of the feature space. An example application of the first approach have been shown in 12 , and the feature space reduction is shown in this paper. So our further research will consider combination of the both approaches on a real world massive dataset problems.
