The paper presents a conception of uncertainty calculation of a result obtained in a direct measurement realized in conditions described by random errors. The conception basis on the error denition being an eect of analysis of a quantization process and, rst of all, it permits to determine uncertainty of a single measurement result in measuring and control systems processing signals varying in time. Division of the errors into two types A and B permits elaboration of such a procedure which enables uncertainty calculation for an average value of a series of measurements in the way close to this one proposed by GUM and widely discussed in last years. Theoretical considerations are illustrated by examples showing practical properties of the presented uncertainty calculation procedures.
Introduction
The formula commonly used for uncertainty evaluation of measurement results is based on the following equation:
taken from GUM [1] which is treated in metrology as a container of fundamental rules dealing with inaccuracy of measurement data. Equation (1) is called in it as the law of uncertainty propagation and determines relations between variations of quantities described in probabilistic categories. Quantities x i , i = 1, 2, . . . , N , are measured directly and then, on the base of its estimates, a value of the quantity y is calculated with assumption that a relation between these quantities is known as the function which generally can be written as y = f (x 1 , x 2 , . . . , x N ) . of quantities measured directly. Variance u 2 (y) is treated as a square of standard uncertainty u(y) of the quantity y measured indirectly. Equation (1) can be also used to determine standard deviation (standard uncertainty) of a quantity measured directly [1] . In this case, all dierentials in (1) are equal to 1, therefore, it may be written in the form:
where the uncertainties have been divided into two categories. Uncertainty u A , named as type A, is calculated statistically as a parameter of a series of measurement results. The uncertainties of type B: u B1 , u B2 , . . . , u BJ are determined on the base of knowledge about measurement conditions. * e-mail: jerzy.jakubiec@polsl.pl
The fundamental problem, dealing with the formulae applied for uncertainty calculation obtained on the basis of (3), consists in lack of formal agreement between its elements. One should notice that the considered uncertainties have to be seen as standard deviations of the same kind random quantities inuenced on inaccuracy of a direct measurement. Taking into account the fact that type A uncertainty is calculated on the basis of a series of measurement results, one cannot point any other series which is obtained from the same measurement experiment. Therefore, the uncertainty u A cannot be combined with any other uncertainty.
One may point some more weakness of the uncertainty calculation procedure based on GUM [1] . The most essential one results from the fact that this procedure needs a series of measurement results to determine uncertainty of type A, thus, it cannot be used for uncertainty calcula- Let us analyze (3) once more. The basic question is:
which assumptions should be taken in order to obtain formal acceptance of this equation? It is obvious that variances (squares of standard deviations or standard uncertainties) can be added if they are parameters describing some uncorrelated random quantities. In the discussed situation, these quantities have to be treated as other quantities weighted according to how the measurement result varies with changes in these quantities [1] , which means that they are agents inuencing on accuracy of the measurement result. From the mathematical point of view, such agents are considered as random errors [6] .
Therefore, one can say in conclusion that the variances, added accordingly with (3), are parameters of suitable random errors which describe inuences of factors essential for inaccuracy of the result measured directly [7] .
Taking into account above, the error equation in the form (436) e = e A + e B1 + e B2 + . . . + e BJ
can be treated as a formal basis of (3). According to (4), the realization of the total (combined) random error e is the sum of realizations of the uncorrelated random partial errors denoted as e A , e B1 , . . . , e BJ . In this case, the error variances can be summed as it is described by (3).
One should notice that the partial errors in (4) have the same indexes as the variances in (3) because division of the errors into two categories A and B, appropriate to the uncertainties A and B [1] , is useful in some situations occurring in practice. Let us take then that the error of type A is such a kind of an error, probability distribution of which is determined by using statistical means while descriptions of the errors of type B are obtained in the other ways based on the degree of belief that an event (i.e. realization of the error) will occur [1] .
Having given variation of the error, one can add it to the variations of the other errors accordingly with (3) and extract the square root which nally results in obtaining the standard deviation of the total error. As a rule, the next operation consists in calculation of the expanded uncertainty, which is performed as multiplication of the standard deviation by the coverage factor [1] . This factor depends on distribution of the total error which means that (3) in its clear form may be used for the expanded uncertainty evaluation only if the total error can be described by the normal distribution, i.e. the central limit theorem [8] is compulsory during combining the partial errors. In other cases Eq. (3) is useless.
From these beginning considerations, one can draw the conclusion that modern metrology needs a new look to the problem of uncertainty calculation of a measurement result. Main part of the paper is devoted to presentation of the conception which permits to solve this problem for measurements performed both in laboratories and in industrial measuring systems. The base of this conception is a measurement error denition.
Measurement error in description of a measured result
To obtain the measurement error denition, one can analyse the case when a single measurement is realized.
This case is typical for measuring systems [4, 5] , input signals of which usually vary in time. Therefore, every measurement has to be performed in two stages: at rst, the signal is sampled at the precisely determined moment and, after that, the sample is measured by an analog-to--digital (AD) converter. AD conversion is realized only one time, so one obtains only one measurement result for every sample and there is no possibility to repeat this action for the same instantaneous value of the signal.
From measurement point of view, AD conversion can be described as a direct comparison of the measured quantity with a sum of the same kind elementary measurement standards called quanta [4, 5] . Every quantum has the same value which is much less than a working range of an AD converter. In voltage AD converters, the quanta sum is usually obtained by using a voltage divider built from resistors having the same values R or connections R with 2R [5] .
Generally, every measuring instrument working on the described above rule is called a quantizer. Its scheme, in the simplest form, is shown in Fig. 1a . 
which describes the relation between value of measured quantity x and number n q obtained as a dimensionless result of the quantization process.
For further considerations, one denotes
wherex is the dimensioned indication expressed in units of the measured quantity x (x can be called also a raw measurement result). After introducing expression (6) to (5), one obtains
x < x ≤x + q
and then
Such a kind of dierence as in (8), i.e. between a value of a measured quantity and a number obtained as a result of a measurement is commonly called a measurement error. In the described situation, measurement is performed by a quantizer and the error is dened as:
Equation (9) describes how much the measured value x diers from the suitable indicationx of a quantizer. Generally, this denition can be applied for every error of a measurement result.
After introducing the denition (9) to inequality (8),
which means that, in the considered situation, values of the quantization error change in limits from 0 to q. Interval (10) is not symmetrical. In this case, values of the error can be reduced (corrected) by subtracting its average value, equal to 0.5q (see Fig. 2 ), in the following way: ex = ex − 0.5q.
Coupling Eq. (11) and inequality (10) one obtains
which means that the corrected quantization error changes in symmetrical interval −0.5q < ex ≤ 0.5q.
The same result, as described by expression (13), can be obtained by replacing the indicationx with its corrected value [5] :
x =x + 0.5q.
Accordingly with inequality (13) It should be noticed that the correction may be done at the level of the dimensionless result n q . After adding 0.5 to n q in the expression (6), one obtains the same eect as described by inequality (13) and Eq. (14) .
Inequalities (10) and (13) determine only the limits of the quantization error. If one assumes that every measured value is as probable as the other values from the input range of the AD converter, the quantization error can be described in probabilistic categories. In this case the probability density functions of the error have the rectangular shapes shown in Fig. 2a and b, for Eqs. (10) and (13), respectively [5] .
The distributions from as it has been done in (14) , or to the error (11) . Such an elimination results in reducing the expected value of the random error to 0. Therefore, the random errors are described in probabilistic categories, usually by using a probability density function (generally: by a distribution) with the zeroed expected value.
A source of a measurement error is generally characterized by a set of possible values which can be taken by this error in the determined measurement conditions. An error value set can be described in two ways: in probabilistic categories [6] or by a deterministic function [7] .
A description of random properties of the error takes usually the form of a distribution which is a function of the error value. A deterministic description is used when it is possible to determine a quantity, which an error depends on, and a function that describes this dependence. Such a quantity is called an inuence quantity.
There are two ways of using the deterministic function describing properties of an error. The rst one consists in calculating the error value for the known value of the inuence quantity. After that it is possible to use the calculated value as the correction in the way described above. The second way is applied if there is not possibility to know the value of the inuence quantity but there are known limits of its changeability in measurement conditions. In this case, one can assume that the inuence quantity changes uniformly within the given limits. It permits to determine frequency of the error value occurrence which can be interpreted as a description of the probability density function of the error [5] .
The same error can be described in a deterministic way or in probabilistic categories dependently on measurement conditions. This property is illustrated by Example 1.
Example 1. Let assume that temperature t varies from t − = 10
• C to t + = 30
• C and inuences linearly on error e as it is shown in Fig. 3a . Therefore, the inuence function can be written as
Having temperature t known, one can calculate e(t)
and use it as the correction. It is impossible if only limits t − and t + are known. In this case one can assume that all values of the temperature are of the same probability in interval [t − , t + ], which permits to determine probability density function g(e) of error e shown in Fig. 3b [5] .
Distribution from Fig. 3b is rectangular within limits:
e(t − ) = 1 × 10 −3 and e(t + ) = 3 × 10 −3 . In such a case, the expected value of error e is equal to E(e) = (3 × 10
which means that one can decrease every value of the error by subtracting correction c = E(e) = 2 × 10 −3 .
The same result can be obtained adding correction c to the measurement result (see (14)).
After correction (see Fig. 3c ), the error distribution becomes symmetrical in relation to the vertical axis and its changeability range is described by limits
and higher : e + = e(t + ) − c = 3 × 10 −3 − 2 × 10
3. Uncertainty as a parameter of a measurement error value set From the presented above considerations, one can draw the conclusion that inaccuracy expression of a measurement result has to be based on mathematical description of error burdening this result. The error denition introduced as (9) is not taken arbitrary but it has the form resulting from analysis of the quantization process.
Taking into account that properties of this process can be treated as representative for many measurement situations, the denition of a measurement error e can be generally written in the form e = x −x, (15) wherex is an evaluation of a measurement result, the value of which is the most closer to the true value of a measured quantity. It means that performing a single measurement one cannot obtain a better value of a measured quantity than an evaluation. To the next considerations, one assumes that the evaluation is obtained by adding correction to the raw measuring result in this way that, after correction, the measurement error has expected value equal to 0. Therefore, an error source burdening an evaluation is random and it is described by probability density functions with zeroed expected values.
Equation (15) is very important from uncertainty definition point of view. In GUM [1] the term uncertainty of measurement is generally interpreted as doubt about the exactness or accuracy of the result of a measurement.
Using probabilistic categories, this descriptive denition of the uncertainty can be written in the mathematical form as the expression: (16) where Pr means probability of such an event that absolute value of the dierence between unknown true value of a measured quantity x and its evaluationx is equal or less than uncertainty U . Accordingly with (16), the probability is equal to condence level p, the value of which is typically taken as p = 0.95.
Having given error denition (15) , one can introduce it to expression (16) which after that takes the form P r [|e| ≤ U ] = p. (17) If the error is described by symmetrical probability density function g(e) with the expected value equal to 0, one can write relation (17) as the functional U −U g(e) de = p. (18) Example 2. Let us calculate uncertainty caused by the error described by probability density function shown in Fig. 3c . This function can be written as g(e) = a for e − ≤ e ≤ e + , g(e) = 0 otherwise, (19) where the value of coecient a can be determined by using the equation resulting from the fact that function g(e) has to satisfy the normalizing condition 
Expression of a single measurement result as an interval
The common approach to description of a measurement result consists in writing it as a numerical interval, the limits of which are determined by an uncertainty [1] .
Such a kind of description of measurement data is frequently used in the case when dierent mathematical means are applied for presentation these data in metrological categories [915] .
Interpretation of the uncertainty given by Fig. 4 directly leads to the presentation of a single measurement result as a numerical interval. From (16) it results that probability of nding the true value of the measured quantity inside the interval described as |x −x| ≤ U
is equal to p. Transforming inequality (22), one obtains expression:
describing limits of the interval which represents measuring quantity x after its single measurement. The lower limit of the interval is
while the upper onē
Therefore, the middle of the interval has the form [15] :
and the radius
The expressions presented above show that every single measurement result should be determined as the interval containing real numbers which means that measured quantity x is transformed to interval x in eect of a measurement process. The interval is built around the evaluationx being its middle (26) while interval radius is equal to uncertainty U . Therefore, the interval representing a measurement result with probability p (it is called 95% coverage interval [16] for p = 0.95) can be written as
Processing measurement data by using algorithms [5] needs description of the interval in form (28) as two additive parts
In form (29), the interval is composed of evaluationx and symmetrical interval [−U, U ] (its radius is equal to 0) which can be called an uncertainty interval. If the probability density function is non-symmetrical, the uncertainty interval is not symmetrical, too. Mathematical means that can be used in this case for determination of a measurement result as the interval have been described in [5] .
Combined uncertainty
In practice, every measurement result is burdened by many errors which means that the total uncertainty is a combination of partial uncertainties describing inuences of the partial errors on inaccuracy of a measurement result. One can point four main ways of calculating the combined uncertainty. The rst one consists in determination of standard deviation (standard uncertainty) accordingly with (3) and multiplication it by the coverage factor [16] , value of which depends on both p and shape of distribution of the combined error being sum (4) of the partial errors.
In the second way, all calculations are performed on uncertainty intervals determined for each partial error [17] .
Possibility of taking into account correlations between partial errors is important property of this method [18] .
The third way can be realized if combined error e c is described as the sum of N uncorrelated errors
Knowing distributions of partial errors e i , i = 1, . . . , N , one can determine the probability density function of the combined error making multi-step convolution accordingly with [4] :
where g i (e i ) is probability density function of i-th error and * is symbol of convolution. Hawing determined g c (e c ), one can use (18) to calculate the combined uncertainty.
The last procedure, most useful in practice and recommended by [16] , is based on error model (30) Example 3. Let assume that the combined error is the sum of two uncorrelated partial errors, i.e.: e c = e 1 + e 2 . Error e 1 is described by rectangular probability density function shown in Fig. 3b while the distribution of error e 2 is normal with standard deviation σ = 0.33 × −3 . The combined error calculated by using Monte Carlo method is shown in Fig. 5 . More details about applications of this method to calculate uncertainties as parameters of errors can be found in [5] .
Errors of type A and B
To calculate uncertainty of a measurement results accordingly with the described procedure, it is necessary to have given the probability density function of the total error. It means that if the total error is sum (30), distributions of all partial errors must be known. Therefore, descriptions of the errors have to be determined a priori, i.e. before a measurement realization. However, this requirement not always has to be fullled. One can point the situation when the error distribution may be deter- 
where c is constant.
The described above feature is important because it enables obtaining an estimate of the variation of the A type error on the base of a series of measurement results.
Let us notice that after introducing (4) and (32) 
wherex is the average value of the series described by
The following example illustrates using a measurement series to determination of A type error distribution. In this case, the variance estimator, described by (34), has the valuē (35) is calculated. Its uncertainty can be obtained in the way described in [5] with assumption that calculation of the average value is a kind of processing algorithm realized on a series of measurement results. This method is characterized below.
A processing algorithm operates on measurement data described by using a single measurement result model. This model, built on the base of error denition (9), has the form
obtained with assumptions that all systematic errors have been corrected. Equation (36) means that an unknown true value of measured quantity x is the sum of its evaluationx (obtained after correction of a single measurement result) and a realization of total (combined) error e. Generally, the combined error is given by sum (30) of partial errors which are described in probabilistic categories and uncorrelated as well as its probability density functions have expected values equal to zero.
Let us use model (36) in situation when a result of a measurement process is given as a series {x i , i = 1, . . . , n} composed on n evaluations of quantity x, which has a constant value during the process performed in the same measurement conditions. If every measurement result from this series is described by model (36), the average value (35) takes the form
Taking into account that during the measurement experiment the true value of the measured quantity does not change, i.e. x i = x = const, i = 1, . . . , n, expression (37) can be written as
which means that if the evaluation of the measured quantity is given as averagex (35), the total error of this average value is described by equation
The measurement results forming the series are obtained in the same conditions which means that every result is burdened by errors of the same kind. Taking this into account and using description of errors type A and B in the form (4), one can write (39) as
As it has been discussed above, the series is measured with assumption that errors of type B have constant values. Therefore, for every error of type B, it takes place
In this case, Eq. (40) takes the form
Error of type A is described in Eq. (42) as the sum of n errors which burden measured results being elements of the series. Realizations of every partial error are taken from the same population of the random error e A , thus variation of this sum can be written as
where σ 2 A is variation of A type error. Taking into account the fact that this variation may be estimated from the measurement series by using (34), one can determine estimate of the standard deviation of the A type error for the average value (35) of the series on the base of equa-
Equation (42) 
where σ B1 , σ B2 , . . . , σ BJ are standard deviations of type B errors.
Equation (45) 
Basic procedures of uncertainty calculation
Taking the presented considerations into account, one can point two basic procedures which can be used in practice to calculate uncertainty of a measurement result:
• Procedure 1 applied if only a single measurement has been performed.
• Procedure 2 the nal measurement result is calculated as average value (35) 1. In the beginning, one should determine all partial error sources and describe them by using symmetrical probability density functions with zeroed expected values. In the case when expected value of the partial error diers from zero, it is needed introducing the proper correction in the way described in Sect. 2.
2. The presented procedure can be used only for uncorrelated errors (when they are correlated one can use procedure described in [16] ), therefore, the next step consists in determination of the total error as the set of values obtained as sum (30) 4. In the next step, the probability density function of the total error is determined using convolution (31) or Monte Carlo method.
5. Having described the total error, one performs uncertainty calculation of the average value of the series by using (18). Using the error denition as a starting point of this conception enables obtaining the procedure of uncertainty calculation which is relatively simple and formally well grounded. The procedure is mainly dedicated to calculate uncertainty of a single measurement result which enables application of this procedure in measuring and control systems to obtain instantaneous values of signals varying in time. As it is shown in the paper, the procedure may be used for determining uncertainty of the average value of a series of measurements and, in general, for calculating uncertainty of algorithms [5] commonly used for measurement data processing. Division of the errors into separated types A and B permits to obtain the uncertainty calculation procedure close to this one proposed in GUM [1] and in its supplement [16] .
