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Predictability and Complexity in Human EEG under Magnetic Field 
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Abstract: - Predictability and complexity of EEG-signals under magnetic stimulation of different intensities are computed 
using various algorithms. Nonlinear forecasting methods and a simpler prediction technique are used to evaluate the 
predictability of the time series. Moreover, to quantify the complexity of the EEG signals, the Shannon entropy is estimated. 
The different methods enable quantitative characterization and comparison of the changes in brain activity in different 
conditioning and complement each other. Such kind of quantification could be important not only as a research tool. In fact, 
magnetic stimulation modulates the cortical excitability and this might have therapeutic application to neurophychiatric 
illnesses. 
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1   Introduction 
During the last decade much effort has been spent in 
describing the dynamical properties of neural and cardiac 
signals within the context of nonlinear dynamics and theory 
of deterministic chaos [1, 2]. The recent findings in 
nonlinear time series analysis have greatly enhanced 
understanding of experimental systems by allowing 
multidimensional dynamical information to be recovered 
from the measurement of a single variable. This is usually 
done using the embedding technique which allows the 
reconstruction of the original attractor that underlies the 
dynamical properties of the system [3, 4]. However, the 
reliability of chaos based algorithms in the analysis of 
physiological time series has recently come under debate 
since the low-dimensionality of the analysed signal is often 
questionable. Thus, the use in physiology of algorithms 
designed for characterization of low-dimensional chaotic 
systems should be critically reassessed [5, 6]. One of these 
approaches is the use of nonlinear prediction techniques that 
yield information about the dynamical properties of a 
system by evaluating its predictability up to time scales of 
the order of 1/lmax (where lmax represents the maximum 
positive Lyapunov exponets) [7, 8, 9, 10]. On the other 
hand, poor levels of predictability of EEG time series have 
 
been reported up to now [11, 12, 13]. However, these 
findings do not imply, necessarily, the absence of any 
deterministic structure in the EEG data: the noise and the 
possible high dimensionality of the signals could mask the 
nonlinear determinism. Recently, nonlinear time series 
methods based on information theory, have gained a lot of 
attention for the analysis of  EEG and other physiological 
signals [5, 14]. Such kind of analysis, which doesn’t require 
the preliminary reconstruction of the phase space, can 
supply complementary information potentially useful from a 
dynamical and even clinical point of view. In this study, we 
analysed EEG-signals from a healthy adult subject under the 
influence of a magnetic field (MF)  at two different 
intensities. In fact, it is well known the potential efficacy of 
MF in the treatment of various neurological diseases [15], 
so that artificial magnetic treatment may be a valuable 
adjuntive procedure in the management of epilepsy, 
parkinsonism etc., as well as and in the study of higher 
cognitive functions in humans. However how EEG 
registrations are affected by the presence of the external MF 
is still an open question. Our study concerns the analysis of 
the 16 EEG channel signals using predictability techniques 
and Shannon Entropy to assess both their predictability and 
complexity. 
 2   Methods 
2.1 Data acquisition 
EEG-signals were collected according to the international 
standard from 16 channels using DigiTrack System made in 
Poland by P.I.M. ELMIKO. The signals were digitized (12 
bit ADC) at a sampling frequency of 240 Hz and stored in 
PC memory (259200 data points for each channel). For 
analysis, EEG-recordings of 18 minutes duration from an 
healthy subject, under the influence of two different MF 
intensities, were chosen. MF was produced by the Viofor 
JPS apparatus (Med. & Life Polska) designed for 
magnetostimulation and magnetotherapy and authorized by 
the Polish Ministry of Health for medical use. It was 
characterized by a periodic spectrum with peaks around 14 
Hz, 7 Hz, 3.5 Hz etc. The experimental protocol was the 
following: 5 minutes MF off, 8 minutes MF on, 5 minutes 
MF off. The MF intensities were 6 mTesla and 20 mTesla. 
 
2.2 Data analysis 
To quantify the predictability of EEG time series, besides 
the well known nonlinear forecasting techniques [7, 8], we 
used a simple predictability method which doesn’t require 
the preliminary reconstruction of the phase space. The 
prediction is made using a local polinomial interpolation of 
the time series. The local predictor is defined as 
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and j is the current position on the time series. The 
normalized prediction error  is quantified by  
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where x(j+h) and <x> are, respectively, the value of the 
time series at position j+h and its average value. To test this 
simple prediction method we used three time series (each 
containing 2000 data points): 1) pseudo-random white 
noise; 2) coloured noise; 3) the x component of the Lorenz 
equations in the chaotic regime. The values obtained for e 
were, respectively, e(1)=4.52, e(2)=1.42; e(3)=0.0016. We 
applied this prediction method to the EEG data by 
evaluating e(j) (j=1,2,..16) for each channel. Then, these 
values were used to extract their average value <e> and the 
corresponding standard deviation for the three epochs: MF 
off, MF on and MF off. Concerning the measure of the 
degree of complexity of the EEG time series we use the 
Shannon entropy defined for a discrete variable x as 
 
H(x) = -Si  pi ln pi                                                              (4) 
 
where pi   is the probability to find the discrete variable x in 
the i-th state. This quantity characterize the average amount 
of information to specify the generic value x(i) of an 
observable, within a certain precision, when we know all its 
probability of occurence pi. In our case the precision is 
defined by the length of the bin that is used to estimate pi. In 
this sense, as it is obvious, H represents a measure of the 
complexity of a given segment of data. We estimated pi in 
(4) by following the criterion suggested in [5]. Then, the 
same protocol as for the case of the predictability measures, 
was followed. 
 
3   Results 
The normalized prediction error e, computed using 
nonlinear prediction methods [7, 8, 9, 10], at the first steps 
in both epochs (MF off and MF on) is close to unity in 
almost all the segments examined, independently of the MF 
intensities. Moreover, the e is not statistically different in 
the original series and in the surrogate ones. This suggests 
that the dynamical processes underlying the EEG signal, 
could be high dimensional or  stochastic linear. Thus the 
nonlinear prediction approach does not give a clear 
indication of MF induced changes in the EEG dynamics. 
Instead, the predictability results obtained with the simple 
predictor defined by equation (1), exhibit some interesting 
evidences of changes in the EEG dynamics due to the MF. 
In fact, this approach is able to disciminate statistically 
between the two MF intensities: lower predictability 
corresponding to higher field intensity. On the other hand, 
the difference between the average predictability disappears 
in absence of MF. Moreover some kind of memory seems to 
remain at the end of MF application as a decreased level of 
predictability (Fig.1). The decrease of predictability for 
higher intensity MF stimulation suggests an increase of the 
degree of freedom in the system and this in part could 
explain the worsening of the average predictability. As it is 
well known [1] forced bidimensional limit cycle oscillators 
can develop a complex dynamics for some appropriate 
forcing parameters. In this simple system’s example the 
forcing produces an increase of dimensionality.  
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Fig. 1 Averaged prediction error. Open squares: 6 mTesla 
MF intensity; open circles: 20 mTesla MF intensity. 
 For which concerns the complexity, the time evolution of 
the Shannon Entropy calculated for each channel, H(j) 
(j=1,2,..16), does not show any significant change of EEG 
dynamics, independently of the applied magnetic fields 
(Fig. 2).  
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Fig. 2 Time evolution of the Shannon entropies H(j) 
(j=1,2,..16). a) MF intensity of 6 mTesla; b) MF intensity of 
20 mTesla. Each value of H(j) is evaluated in consecutive 
intervals of 5000 data points.  
 
Interestingly, by calculating the average Shannon entropy 
over the 16 channels an increase for both MF intensities is 
observed (Fig. 3). 
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Fig. 3 Averaged Shannon entropy. Open squares: 6 mTesla 
MF intensity; open circles: 20 mTesla MF intensity. 
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Fig. 4 Panel a): standard deviation from the set of Shannon 
entropies of the 16 channel EEG registration. Panel b): 
Relative error E = s / <H> for the estimate Shannon 
entropies. For both panels it holds: Open squares: 6 mTesla 
MF intensity; open circles: 20 mTesla MF intensity.  
 
This last result agrees with the previous hyphotesis of an 
increase of system dimensionality due to the MF 
stimulation. In order to better understand the effects induced 
by the MF on the EEG signals we computed the standard 
deviation s of the complexity measures H(j) (j=1,2,..16) 
over the 16 channels. The relative error E = s / <H> was 
also estimated. The results for the three epochs are 
presented in Fig. 4. The different concavity of the plots 
reported in both panels should be explained by assuming the 
existence of a threshold mechanism in the cortex sensitive 
to the intensity of the MF stimulation. If this is the case then 
a resonance-like phenomenon can occur for an appropriate 
MF stimulation intensity, and this could lead all channels of 
the EEG to become more homogeneous in terms of their 
dynamical properties. For the lower MF intensity this 
threshold is not reached and the system displays only an 
increase of s as can be seen in panel a) of Fig. 4 
(asymmetry among the channels). For the higher MF 
intensity the assumed threshold is reached and the system 
exibits a decrease of s (channels are more homogeneous in 
term of their dynamical properties).  
 4   Conclusions 
Several recent studies have attempted to predict EEG 
activity in order to characterize the underlying dynamical 
system which may be linear or nonlinear. Often the 
predictive performance of the used nonlinear methods 
employed was not significantly better that the linear 
technique. Of course, this does not necessarily rule out the 
possibility that nonlinear dynamics can underlie the EEG 
signals. As a matter of fact, also in this case a very simple 
predictor has a better performance to reveal subtle 
differences of the signals than more sophisticated 
techniques. Probably this is due to the hyphotesis, implicitly 
assumed in applying nonlinear predictor methods to 
experimental data, that there exist a noiseless attractor of 
low-dimensionality. The decrease of predictability level 
observed at the end of MF application could be due to the 
long lasting modulation of cortical excitability, whose role 
is still unclear, but might be related to long-term 
potentiation and long-term depression [15]. The results 
obtained with the Shannon Entropy suggest the existence of 
a resonance-like phenomenon in the cortex under MF 
stimulation. In fact, the effects of MF on human cortex 
activity are highly dependent on cortical excitability and for 
instance a motor threshold has been observed by applying 
MF to the motor cortex [15]. Thus our assumption of a 
threshold mechanism seems to be reasonable since it is 
believed to represent a measure of membrane excitability in 
cortical neurons. However, this explanation of our results 
requires further experiments and analysis to be confirmed. 
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