Determination of sound decay times in coupled spaces often demands considerable effort. Based on Schroeder's backward integration of room impulse responses, it is often difficult to distinguish different portions of multirate sound energy decay functions. A model-based parameter estimation method, using Bayesian probabilistic inference, proves to be a powerful tool for evaluating decay times. A decay model due to one of the authors ͓N. Xiang, J. Acoust. Soc. Am. 98, 2112-2121 ͑1995͔͒ is extended to multirate decay functions. Following a summary of Bayesian model-based parameter estimation, the present paper discusses estimates in terms of both synthesized and measured decay functions. No careful estimation of initial values is required, in contrast to gradient-based approaches. The resulting robust algorithmic estimation of more than one decay time, from experimentally measured decay functions, is clearly superior to the existing nonlinear regression approach.
I. INTRODUCTION
Acoustics in coupled spaces have long been studied in the context of architectural acoustics. The orchestra pit, the stagehouse, and balconies in an opera house/theater coupled to the main floor are common examples of spaces for performing art. In certain conditions, the sound energy in these coupled spaces decays with two or more distinct exponential rate constants. A growing number of halls with secondary hard chambers have recently been received positively.
1 These hard chambers are partially coupled to the primary space, simultaneously achieving clarity and reverberance. The opening and closing of combinations of these secondary chambers has become an important tool for generating the range of acoustic conditions needed for the widely varying music performed today. To obtain better understanding and control of acoustics in coupled spaces it is vital to have an efficient technique of determining decay times. In the 1930s Eyring 2 investigated coupled rooms theoretically, and observed experimentally that sound energy in two coupled rooms decays at two different rates in certain conditions. A systematic discussion of sound energy decay in a pair of coupled rooms is given in Ref. 3. However, decay time measurements in these rooms are often considered difficult. In the evaluation of decay times great care is needed to distinguish different portions of simple exponentials having different decay rates. This is traditionally accomplished by visual inspection, since no algorithmic approach has been available. The present study provides a more efficient determination of decay times in coupled rooms, using Schroeder's backward integration method. 4 To accomplish this, the decay function model established recently in Ref. 5 is extended to multirate decay functions. Bayesian parameter estimation is then proposed to yield a robust algorithm for the evaluation of decay times.
The present study demonstrates that a model-based analysis using Bayesian probability theory is well suited to determining decay times from measurements in coupled spaces. Bayesian probability theory, which includes Bayes' theorem, includes all valid rules of statistics for relating and manipulating probabilities; interpreted as logic, it is a quantitative theory of inference. Bayesian probability theory has recently found increasing applications in science and engineering, and is well described as probability theory as logic. 6 Decay rates in a given model can also be estimated by the least square ͑LS͒ of residuals method. Previous work 5 has used LS to estimate a single reverberation time from Schroeder's decay functions. The LS method is a gradientbased recursive approach, which requires an initial estimate of the parameter values. In the estimation of a single reverberation time, the initial parameter values are not critical. 5 However, with an increasing number of decay rates, convergence of the iterative procedure is guaranteed only when the initial parameter values lie in a small subspace around the global extreme in parameter space. This is a serious weakness of the method.
The Bayesian approach has several advantages. In parameter estimation, Bayesian probability theory generates a posterior probability density over the parameter space. If a single best value is required then the maximum of that den-sity can be found. A number of efficient optimization methods exist that do not get stuck at local extreme and which approach the global extreme without need for initial estimates of parameters.
Once the model for the process has been specified in terms of the parameters to be estimated, any further relevant available information can be routinely incorporated using Bayes' theorem. Bayesian analysis ensures that the resulting posterior distribution is based on precisely the information put into it-not more and not less-and utilizes that information optimally.
A great advantage of the Bayesian formalism is its ability to handle parameters, having a bearing on the parameters of interest but which are not of interest themselves, known as nuisance parameters. Bayesian analysis allows them to be incorporated and then averaged ͑marginalized͒ over. The result is a posterior distribution for the desired parameters alone, as required, yet which takes account of the influence of the nuisance parameters. Marginalization is a rigorous consequence of the laws of probability and it reduces the dimensionality of the parameter space.
Systematic development of a Bayesian formalism for estimation of decay rates therefore involves the explicit incorporation of information into the model, followed by marginalization. This analysis has been developed before in another context, 7 but has not been applied to architectural acoustics using Schroeder's decay functions.
A further advantage is that the Bayesian formalism can estimate, from the data, the number of decay rates present in a given Schroeder decay function. The Bayesian literature refers to this as the problem of model comparison and selection. It is, however, beyond the scope of the present work, and will be addressed in a separate paper. We concentrate here on the estimation of decay rates.
Section II, begins by extending an existing model for Schroeder's decay functions, based on earlier work on the decay of sound energy in coupled spaces. Section III outlines the Bayesian approach to parameter estimation. Both synthesized and measured decay functions support performance testing of the implemented approach ͑Sec. IV͒. The detailed derivations involved in the Bayesian formalism are given in the Appendix.
II. MODELING MULTIRATE DECAYS
Eyring 2 pointed out that curves on a logarithmic scale of the decay of sound energy are not in general linear for coupled rooms having different natural reverberation times, or even for a single room with nonuniformly distributed absorption and no diffusing scheme. This section develops an analytical description of Schroeder's decay functions for these conditions.
A. Energy decay in two coupled rooms
Consider a room coupled to another room through an open interface, as illustrated in Fig. 1 . The room containing the sound source will be designated as the primary room ͑PR͒, and the other as the secondary room ͑SR͒. In the simplified analysis of Ref. 3, the sound energy in each room is assumed to be uniform and diffuse. The energy decay in these rooms is then given 3 as
where E I (t k ) and E II (t k ) are the energy decay functions in PR and SR respectively, E I1 , E I2 and E II1 , E II2 are the initial values of each decay mode, which depend on the coupling area, the source energy, and the location of the sound source and receiver. B 1 and B 2 are decay constants in PR and SR, which can be written in terms of decay times T i ϭ13.8/B i . In this paper time will be treated as a discrete variable t k . In Fig. 1 When a receiver is located in the same room as the source, Eq. ͑1͒ signifies the sound energy decay for this source-receiver arrangement. The energy decay then has two-rate character, and this is particularly clear when T 1 Ј ϽT 2 Ј . This situation is often of practical interest, and is emphasized below.
B. Decay function model for coupled rooms
For the experimental determination of decay rates in coupled rooms, the widely used maximal-length sequence correlation technique ͑see, for example, Ref. 8͒ provides a room impulse response ͑RIR͒ h(t k ) defined between the sound source and the receiver. RIRs measured experimentally are invariably contaminated with background noise ͑BN͒. Following Ref. 5 the BN is supposed to be additive, with mean-square value n 2 . By applying Schroeder's backward integration 4 to the squared RIR, containing a noiseless RIR h f (t k ) and BN ͑see Refs. 5 and 9 for more detail͒, the normalized decay function d k is given as
where and k and s are integers. Here L denotes the upper limit of the Schroeder integration due to the finite length of the RIR. The first term on the right-hand side in Eq. ͑3͒, corresponding to the contribution from the noise-free RIR h f (t k ), describes the decay process of the sound energy. For coupled rooms as in Refs. 2 and 3, a multirate decay function generally results. This can be modeled as
where Figure 2 shows decay curves based on Eqs. ͑5͒ and ͑6͒. A scaled time variable is used in the figure for simplicity. The BN is taken to be approximately Ϫ45 dB, and mϭ3. A single-rate Schroeder decay curve with reverberation time Tϭ0.5 is also shown for comparison. In Fig. 2͑a͒ the first decay mode, having T 1 ϭ0.5, begins at 0 dB. The second, with a rate T 2 ϭ1.0, is taken to begin at Ϫ5 dB, Ϫ10 dB, and Ϫ15 dB. As shown in Fig. 2͑a͒ , the lower the level at which the second mode becomes significant, the closer the doublerate decay curve approaches the single-rate curve. In Fig.  2͑b͒ the second decay mode becomes significant at Ϫ10 dB with rates T 2 ϭ1.0, T 2 ϭ1.25, and T 2 ϭ1.5, respectively. The latter part of these decay curves, which first falls with a different decay rate between 0.3 and 0.8 than the initial part and then rapidly towards the upper limit of the integration, is a consequence of Schroeder's backward integration when RIRs contaminated with BN. It corresponds to the last term in Eq. ͑5͒, decreasing linearly with time. These simulations reveal difficulties in distinguishing double-rate decay, particularly in the deformation in the later part of the Schroeder decay curves. This deformation depends on the initial value and the decay time of the second decay mode, and on the mean value of the BN and the upper limit of integration. Visual inspection cannot always identify different decay modes in a multirate decay curve, especially when corrupted with fluctuations in real data.
The fitting of sums of decaying exponentials to experimental data is a problem that has been studied and described by Lanczos 10 as a very ill posed problem. An efficient algorithm for decay rate estimation from multirate Schroeder decay functions is needed. The next sections set up a formalism based on Bayesian model-based parameter estimation for solving this problem.
III. BAYESIAN DECAY TIME ESTIMATION
The decay model approximates Schroeder's decay function
in such a way that F(A,B,t k ) in Eq. ͑5͒ or ͑6͒ models Schroeder's decay function with error ⑀ k . This error is defined as the difference between the measured data and the model and is often referred to as the residual error. It includes measurement errors, fluctuations in the decay function data ͓see Figs. 4͑b͒ and 5͑c͔͒ and modeling errors. The information I that specifies the problem includes the hypothesis that the data consist of a systematic part F(•) and an additive error part ⑀ k , the error statistics ͑see Sec. II B͒, and the model specified in Eq. ͑5͒. The first rate at fixed T 1 ϭ0.5 begins at 0 dB. ͑a͒ The second decay, with a fixed time of T 2 ϭ1.0, begins at Ϫ5 dB, Ϫ10 dB, and Ϫ15 dB, respectively. ͑b͒ The second decay begins at a fixed level of Ϫ10 dB with a decay time of T 2 ϭ1.0, T 2 ϭ1.25, and T 2 ϭ1.5, respectively.
A. Posterior probability of parameters
probability that the given model in Eq. ͑5͒ accurately describes the physical situation. According to Bayes' theorem it can be written as
where p(A,B͉I) is the joint probability density of A and B given the background information I encapsulating what is known about these parameters before observing the data; it is often called the prior ͑probability͒. This prior specifies the degree to which the prior information I implies the model is correct; it can also be interpreted as the degree we should believe the model is correct based on the information I. The probability p (D͉A,B,I ) is called the likelihood distribution for the data, if the parameter values in the model were known. It is vital in finding the probability p(A,B͉D,I) and is studied in depth below. The probability p(A,B͉D,I) is called the posterior probability in Bayesian terminology, because it applies after the data have been taken into account. The probability p(D͉I) is the probability of the data D given only the background information I. It is referred to as the evidence and is of interest when comparing models. Here it acts merely as a constant that normalizes the product of the prior and the likelihood to give the joint posterior distribution for A and B.
The prior p(A,B͉I) and the likelihood p(D͉A,B,I) must be assigned a priori. 11 For the present problem the prior information has so little bearing on the parameter values that p(A,B͉I) varies little in the region in which the likelihood distribution places most of its weight, as a relatively sharp peak. In consequence a uniform prior can safely be assigned for p(A,B͉I). This constant cancels in the normalization procedure giving the posterior as proportional to the product of the prior and likelihood. In principle, Bayesian analysis has the capability to take account of any prior information by incorporating it into the calculation.
B. Likelihood distribution
The likelihood is the probability density that a particular data set should be observed supposing that the model parameters are known. From Eq. ͑7͒ it is just the probability of the residual error.
7 Supposing that the model specified by Eq. ͑5͒ properly describes the situation, the only available information about the error ⑀ k is that it corresponds to a finite but unknown amount of power. The error samples ⑀ k ͑for 1рk рK͒ are logically independent of each other, and the finite power implies a finite variance 2 . We may also take the error to have zero mean amplitude, since any other value would be part of the model. In the absence of any other information regarding the error statistics, the principle of maximum entropy now assigns a Gaussian probability density function for ⑀ k , with ͑unspecified͒ variance 2 : 12, 13 p͑D͉A,B,,
where (D͉A,B,,I ) as a reminder that the variance 2 is also unknown. Note that this assignment is not the same as if the error ͑noise͒ is taken to be Gaussian white. 7 The maximum-entropy assignment of a Gaussian probability density function follows from the mean and variance of the error and the fact that no further information about ⑀ k is available.
Introduce the matrix notation
and let e ji represent the ith component of the jth eigenvector of G, j be the jth eigenvalue of G, so that the model function in Eq. ͑5͒ can be written 7 as
where ␣ϭ͕␣ 1 ,␣ 2 ,...,␣ m ͖ and
Now substitute the model function in Eq. ͑11͒ into the likelihood function of Eq. ͑9͒. By taking a uniform prior for p(␣,B͉I) and suppressing the normalization constant p(D͉I), the posterior probability of the model parameters in Eq. ͑8͒ given the variance of ⑀ k is
C. Removal of linear parameters
Architectural acoustics is principally concerned with the decay constants B. The ␣, are at the moment, considered as nuisance parameters. It is assumed that no information is available about these parameters, and they can be removed by performing a probabilistic averaging process over them, By assigning a Jeffreys prior 1/ ͑Ref. 14͒ to the error parameter , the dependence of the likelihood function on can be removed by a further marginalization integral ͑see the Appendix͒, giving
.
͑21͒
The posterior density function in Eq. ͑21͒ is often called the Student t-distribution ͑STD͒. It depends only on the decay parameters B given the data D and the model. It has been shown 15 that the STD in Eq. ͑21͒ becomes singular at some point in the parameter space if and only if the model can be fitted to the data exactly. This does not imply a failure of Bayesian probability theory-it is still the correct probability assignment indicating an infinitely greater probability for the parameter values than for any others. 15 The linear parameters A ͑through ␣͒ have been treated as nuisance parameters above, and removed by marginalization. If desired they can also be estimated, and this is now shown.
D. Estimation of linear parameters
The expectation values ͗␣ j ͘ are given by the first mo- .
͑24͒
The expectation ͗A j ͘ is dependent on the B, since all of the q j , the eigenvectors e i j and the eigenvalues j are functions of the parameters B. For a sufficiently large quantity of data the probability p(B͉D,I) in Eq. ͑21͒ is so sharp as to be effectively a delta function ͑see Figs. 4 and 5͒, so that the estimate of the parameters B given by this peak can simply be substituted into Eq. ͑24͒.
E. Search for nonlinear parameters
It is conventional to work with the logarithm of Student t-distribution. Because of its sharpness here, a given parameter set B effectively corresponds to a single value. Figure 3 shows the STD evaluated over a two-dimensional parameter space using a simulated Schroeder decay function. The data are simulated using Eq. ͑5͒ with mϭ3 and background noise of approximately Ϫ50 dB. As shown in Fig. 3 the STD is multimodal, since the decay constants are interchangeable such that B 1 ϭ␤, B 2 ϭ is equivalent to B 1 ϭ, B 2 ϭ␤. In general there are (mϪ1)! identical extreme. Any of these will serve when seeking the global maximum.
If the maximum of Eq. ͑21͒ cannot be found analytically, a search algorithm can be used. Exhaustive searching over the multidimensional parameter space is in general not computationally feasible when the dimension of the parameter space exceeds one. The example in Fig. 3 requires a great number of STD calculations over a grid of 600ϫ600 in the parameter space. The STD is sampled efficiently over the parameter space using Markov Chain Monte Carlo ͑MCMC͒ methods. 16 -18 Of these, the Gibbs sampler 17,18 is a highly flexible technique and is used in the present work. The basis of Gibbs sampling is to reduce the problem of drawing samples from a multivariate density into one of drawing successive samples from densities of lesser dimensionality.
To speed up the search, the random walk can be restricted to a reasonable value range when estimating decay times. In particular, a rough estimate of the first decay rate can be found from the early part of the Schroeder decay curve, say between Ϫ5 and Ϫ10 dB. A small range can then be specified around the resulting estimate, significantly shortening the search time.
In summary, this section has derived the Bayesian posterior probability. For the linear model of Eq. ͑5͒ it is possible to reduce the posterior probability to a compact form: FIG. 3 . Normalized logarithmic posterior probability density function of two decay times ͑rates͒. In this example, the plotted range of the two parameters is divided into 600 steps.
Student t-distribution ͓STD, Eq. ͑21͔͒. The present analysis can be applied not only to decay rate estimation but to any parameter estimation problem in which the data can be modeled by Eq. ͑5͒ ͑in its general form͒ and the number of data K acquired from experiments is clearly larger than the number of the model parameters m. The Student t-distribution has to be calculated over the parameter space. The decay times are estimated by searching a nonlinear parameter set associated with the global maximum of the STD. Gibbs sampling has been employed. This reduces the problem of drawing samples from a multivariate density to one of drawing successive samples from densities of lesser dimensionality. An initial estimate of the first decay rate can be made from the early part of the Schroeder decay function, speeding up the search.
IV. EXPERIMENTAL RESULTS
Room impulse responses ͑RIRs͒ were obtained from measurements in real halls and in scaled-down coupled rooms. Schroeder integration was applied to all RIRs after filtering by an octave bandpass filter at a central frequency of 1 kHz. Figure 4͑a͒ shows the Student t-distribution for a single decay ͑reverberation͒ time based on a Schroeder decay function measured experimentally in a real hall. The signal-tonoise ͑S/N͒ ratio of the measured RIR amounts to 50 dB. In this case, a single-rate decay model (mϭ2) is used in evaluating the STD. After estimating the reverberation time as T ϭ1.898 s, the expectation value of the linear parameters is calculated as in Sec. III D. Based on the estimates of both the nonlinear parameter ͑the reverberation time͒ and the linear parameters, the estimated model function in Eq. ͑5͒ or Eq. ͑11͒ is illustrated in Fig. 4͑b͒ , together with the Schroeder decay function obtained from the measured RIR. Figure 5 similarly shows the posterior probability density ͑STD͒ for decay times based on a double-rate Schroeder decay function. The Schroeder decay function is obtained from measurements in two coupled scaled-down room models, with a scaling factor 1:8. The primary room was arranged to have a shorter natural reverberation time than the secondary room. Diffusers were placed over most of the surfaces in the two model rooms, to achieve as diffuse a sound field as possible within the frequency range of interest. The S/N ratio of the room impulse response is approximately 53 dB. In Fig. 5͑a͒ , with the second decay time constant optimized ͑at 0.74 s͒, the normalized probability density of the first decay time constant is shown by the thick dashed line. A sharp peak at T 1 ϭ0.23 s is seen. Conversely, with the first decay time constant optimized at 0.23 s, the normalized probability density for the second decay time constant ͑the thin continuous line͒ shows a sharp peak at T 2 ϭ0.74 s. Figure 5͑b͒ shows the normalized probability density over parameters B 1 and B 2 . The estimate of the linear parameters in Eq. ͑24͒ shows that the second decay mode begins at 8.8 dB lower than the first mode ͓see Fig. 6͑b͔͒. Figure 5͑c͒ shows the decay model function, along with the Schroeder decay function for comparison. It confirms the validity of the decay model function in Eq. ͑5͒. The decay model function can be reconstructed using either Eq. ͑5͒ or Eq. ͑11͒.
A. Decay function with one or two decay rates
Given the S/N ratio 53 dB of the RIR, fluctuations on the measured Schroeder decay curve as shown in Fig. 5͑c͒ are due predominantly to individual wall reflections/echoes in nonideal diffuse sound field. While the characteristic curvature in the middle part of the decay function ͓between 0.4 s and 1.0 s in Fig. 5͑c͔͒ is a consequence of the background noise in the RIR. 5 Different S/N ratios result in different levels of the curvature in the middle part as shown in Fig. 7 . This curvature is not confused with the curvature due to multirate decays. Even in a single-rate decay function, the characteristic curvature is present as shown in Figs. 2 and 4͑b͒ .
The results in Figs. 3 and 5͑b͒ show that contours of the STD are narrow and are skewed in the parameter space B. A simple reparametrization from B i to T i , where B i ϭ13.8/T i , gives a more ''orthogonalized'' density 19 and is highly recommended for Gibbs sampling from the Student   FIG. 4 . ͑a͒ Posterior probability density function of a single decay time evaluated from a Schroeder decay function based on the room impulse response measured in a church. The Student t-distribution is evaluated over a one-dimensional parameter space. The posterior probability density peaks at a reverberation time of 1.898 s. ͑b͒ Comparison between the Schroeder decay function based on the measured room impulse response and the decay model function according to Bayesian reverberation time estimation. The signal-to-noise ratio of the measured room impulse response is 50 dB.
t-distribution p(T͉D,I
) ͑with Tϭ͕T 1 ,T 2 ,¯,T mϪ1 ͖͒ to speed up the search.
So far we have estimated the decay times when their number has been known. In practice, the number of decay rates may not be known prior to the estimation. Bayesian probability theory can also give a quantitative estimate, from the data, of how many rates are present in a Schroeder decay function. To do this the Bayesian evidence p(D͉I) in Eq. ͑8͒ must be evaluated. The analytical solution for the Bayesian evidence in the present problem, and the experimental results, will be addressed in a subsequent work.
B. Dependence on signal-to-noise ratio
The level of background noise ͑BN͒ in measured room impulse responses ͑RIRs͒ influences the Schroeder decay function, in view of the upper limit of the integration. To study the effect of this factor, pseudorandom noise was added at different levels to the RIR used in the case studied above, as in Ref. 5 . In this way the S/N ratios of RIRs can be systematically adjusted. After filtering using an octave band- FIG. 5 . ͑a͒ Normalized probability density functions of two decay times (T 1 ,T 2 ) evaluated from a Schroeder decay function measured in two scaleddown coupled model rooms. A two-rate decay model is used in decay time estimation. The probability density function of T 1 is evaluated given the optimal value of T 2 and visa versa. ͑b͒ Normalized probability density functions of two decay rates (B 1 ,B 2 ) with B i ϭ13.8/T i . The probability density function of B 1 is evaluated given the optimal value of B 2 and visa versa. ͑c͒ Comparison between the Schroeder decay function based on a measured room impulse response and the decay model function. The signal-to-noise ratio of the RIR amounts to 53 dB. The second decay mode begins at approximately 8.8 dB below the first ͓10 log(A 1 /A 2 )Ϸ8.8 dB͔.
FIG. 6. Effect of the signal-to-noise ratio on the decay parameter estimation in two scaled-down coupled model rooms. The upper limit of the Schroeder integration is set at 1.5 s. ͑a͒ Dependence of two decay times on the signalto-noise ratio. ͑b͒ Dependence on the signal-to-noise ratio of the amplitude ratio for the two decay processes ͓10 log(A 1 /A 2 ) in dB͔.
pass filter with a central frequency of 1 kHz, the S/N ratio of the RIRs is found to fall from 65 dB down to 38 dB in 3 dB steps. Figure 6 depicts the dependence of Bayesian decay rate estimates on the S/N ratio. For a given arrangement of sound source and receiver, two decay rates and the ratio of the first two linear parameters are estimated under different S/N ratios of RIRs with an upper limit of integration Lϭ1.5 s. Figure 6 indicates that the S/N ratio of the RIR under test is not critical to decay time estimation when it is greater than 41 dB. This safety limit of the S/N ratio is liable to vary according with the experimental and theoretical details, especially when the second decay process begins at different levels and there are differing decay rates.
In Sec. III D the linear parameters were deduced from the decay rates. The reliable estimation of two decay times ͓Fig. 6͑a͔͒ and of the quantity 10 log(A 1 /A 2 ) ͓Fig. 6͑b͔͒ for all S/N ratios above 41 dB also implies reliable estimation of the parameter A 3 . Table I lists the values of these estimates.
The decay model function taken with the values of these estimates should also be reliably independent of the S/N ratio. When comparing these Schroeder decay functions at differing S/N ratios with the corresponding decay model functions, a discrepancy is observed in the later part of the decay curves. This is shown in Fig. 7 for S/N ratios of 50, 53, and 56 dB. In Fig. 7 only the Schroeder decay curve with S/N ratio of 53 dB agrees well with the decay model curve. All model curves associated with different S/N ratios effectively fall together. A closer look at the decay model of Eq. ͑5͒ reveals that the number of linear parameters is greater than the number of nonlinear parameters. The final linear parameter A m is not accompanied by any nonlinear parameter. Fortunately this last linear parameter A m is a nuisance parameter in architectural acoustics. Estimation of the decay time͑s͒ is the primary aim, not comparison between the real Schroeder decay curve and the decay model curve. Also, the absolute values of the first two linear parameters are of less significance than their ratio. Bayesian estimation using a large number of experimentally measured Schroeder decay functions indicates that most of discrepancies in the later part of decay functions can be reduced by adding ͑or subtracting͒ additional noise at an appropriate level to the measured RIRs.
C. Dependence on the upper limit of integration
The effect of the upper limit of integration L on decay time estimates has also been investigated, at a given S/N ratio of 53 dB. Figure 8 illustrates the dependence of estimates on L. Figure 8 clearly shows that the estimated decay time changes little over a large range of L, provided that L is sufficiently large. In this example, any upper limit greater than 1 s will result in a reliable estimate.
In summary, this section has verified that the decay function models derived in Sec. III are realistic models for estimating two decay rates from experimental data. Sections IV B and IV C confirm that both the upper limit of integra- tion and the S/N ratio are not critical to the Bayesian decay time estimate provided that the former is sufficiently large and the latter is not less than a critical value.
V. SUMMARY AND CONCLUSIONS
Determination of decay times in coupled spaces has long been a challenge to acousticians. This paper has applied Schroeder's backward integration method to the evaluation of decay times in two coupled spaces, via the room impulse responses. Under certain conditions, the decay functions in two coupled spaces are multirate in character. However, real Schroeder decay function data are invariably influenced by background noise of the room impulse responses, and deformation of the later parts of Schroeder decay functions also makes it difficult to identify different decay modes of decay functions by inspection. A decay model derived from a recent work 5 has been extended for modeling Schroeder's decay functions in coupled spaces. Model-based parameter estimation within the Bayesian probabilistic framework is then well suited to evaluate decay times in these coupled spaces. Bayesian parameter estimation has been outlined, and the posterior probability density is in the form of Student t-distribution. In the resulting algorithm, numerical sampling is done by Gibbs sampling. By employing both simulated and experimentally measured Schroeder decay functions, the performance of the Bayesian algorithm for estimating decay times can be tested. Multiple decay times can be reliably estimated with no need for careful choice of initial values, in contrast to gradient-based algorithms. Comparison of decay time estimates from real and model decay functions confirm the validity of the extended decay model. The results are found not to depend significantly on the signal-to-noise ratio of the room impulse responses or the upper limit of the integration.
This paper has shown how to estimate a given number of decay modes from the Bayesian viewpoint. Bayesian model comparison and selection is also of practical importance to find the most likely number of decay modes from data in coupled spaces, and this will be treated in future work.
