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Abstract. Ion transport, the movement of ions across a cellular membrane, plays a crucial role in
a wide variety of biological processes and can be described by the Poisson-Nernst-Planck equations
with steric effects (PNP-steric equations). In this paper, we shall show that under homogeneous
Neumann boundary conditions, the steady-state PNP-steric equations are equivalent to a system of
differential algebraic equations (DAEs). Analyzing this system of DAEs inspires us to propose an
assumption on coupling constants, the so-called (H1) which will be introduced in section 2, such that
if (H1) holds true, the steady-state PNP-steric equations admit a unique stationary C2 solution.
Moreover, we shall point out the occurrence of bifurcation when (H1) is violated, which may relate
to the opening and closing of the ion channels. When (H1) fails, we also suggest a simple criterion
to check whether the system of DAE equations admits unique monotone C2 solutions; or unique
monotone piecewise C2 solutions with vertical tangents; or triple piecewise C2 solutions. To the best
of the authors’ knowledge, this is the first time such DAE approach has been utilized to obtain a
complete investigation for the steady-state PNP-steric equations of two counter-charged ion species.
Key words. Poisson-Nernst-Planck equations, steric effects, steady state, differential algebraic
equations, unique solution, bifurcation, semilinear Poisson equation, homogeneous Neumann bound-
ary conditions.
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1. Introduction. The Poisson-Nernst-Planck (PNP) equations have been used
to describe the diffusion of charged particles under the influence of an electric field
since the past century, and have a wide range of applications: from electrochemistry
[47, 15, 2, 5, 20, 3] to the semiconductor devices [45, 52, 51, 49, 29].
In biophysics, the PNP equations were suggested as the basic continuum model
for simulating the movements of ions across the cellular membrane through open ion
channels [8, 18, 16]. Ion channels are pore-forming proteins located in the cellular
membrane that have the ability to open and close in response to chemical or mechan-
ical signals. Ion channels can be also called passageways, since they usually allow
only a single type of ion to pass through them. Therefore, ion channels play an essen-
tial role in cell sustaining and control many important physiological processes such
as nerve and muscle excitation, cell volume and blood pressure regulation, cell pro-
liferation, hormone secretion, fertilisation, learning and memory, programming cell
death [23]. Also, detailed knowledge of ion channels is very useful for new drug design
and efficient gene therapy [43]. The continuum PNP equations were derived from a
Langevin model of ionic motion [48, 42] and can be considered as the most simplified
and successful model for ion flow through membrane channel compared to others such
as ab initio molecular dynamics and classical molecular dynamics, since the contin-
uum PNP equations are able to yield good predictions of ion channel transport at a
relatively small computational cost [55].
Over the last decades, a wide range of computational algorithms, including finite
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difference, finite element and finite volume methods, have been proposed for the nu-
merical solutions of the PNP equations. A fully self-consistent numerical solution of
the PNP equations for a cylindrical channel in 3D was first studied in [1, 9]. The
authors in [32] then developed a lattice relaxation algorithm in combination with the
finite difference method for solving the PNP equations through arbitrary 3D volumes
and also gave an application to the 3D realistic geometry of the Gramicidin A channel.
In [24], the authors also considered the Gramicidin A channel and made use of the
spectral element method, which is a particular version of finite element method, that
allows to employ more physically meaningful boundary conditions. Convergence was
substantially improved in [41] through the use of a Newton-Raphson iteration proce-
dure coupled to an algebraic multigrid method and an unstructured cell-centered finite
volume method discretization. The first second-order convergent numerical scheme
for solving PNP equations for realistic ion channels was introduced in [55].
In contrast to the numerous works on the numerical algorithms, there are a few
results that related to the mathematical aspects of the PNP equations in the litera-
ture. Due to the strongly coupled equations, complexity of the irregular geometry and
presence of geometric singularities, full scale mathematical analysis of the PNP equa-
tions such as existence, uniqueness, asymptotic behavior, stability as well as analytic
formula of the solutions, under realistic biological setting is highly challenging and yet
to be achieved. The existence and stability of the solutions of the steady-state PNP
equations for electron flows in semiconductors, on the other hand, were established in
[28], and the existence and long time behavior of the unsteady PNP equations were
studied in [6].
Although the PNP equations give good predictions of experimental measurements
of ion transport problems, the continuum PNP model itself still contains many lim-
itations. Indeed, based on a mean-field approximation of ions, the continuum PNP
model treats ions as continuous charge densities. As a consequence, the finite volume
effect of ion particles and non-electrostatic interactions of ion species are neglected
in the PNP theory. Moreover, the PNP model also lacks of the description of ionic
dielectric boundary effects. To address these drawbacks, many modified PNP models
have been proposed in the literature [22, 12, 13, 31, 30, 33, 34, 4, 40, 25, 35, 36, 38].
The reader is referred to [27] for an overview and to [10, 46, 11] for discussions about
advantages and limitations of these modified PNP models. Among these models, we
shall follow the results in [36] which focused on the ion-size effects (aka. steric effects)
caused by finite size ions crowded in a narrow channel. The mathematical model
for the PNP equations with steric effects (PNP-steric equations) proposed in [36] is
actually a simplified version of the one in [26, 17]. Applying the idea from liquid state
theory, the authors in [26, 17] modified the continuum PNP equations by adding the
repulsive term of the Lennard-Jones (LJ) potential to the energy functional of the
PNP equations. The LJ potential is a well-known mathematical model for describing
the interaction between a pair of ions and often used as an approximate model of the
van der Waals force [44]. However, since the LJ potential is singular at the origin,
the modified PNP equations in [26, 17] become a complicated system of differential-
integral equations with singular integrals which allows no theoretical result. Besides,
numerical solutions may become inaccurate because of the effect of high Fourier fre-
quencies [26]. By approximating the LJ potential with band-limited functions, the
authors in [36] obtained the PNP-steric equations which merely contain nonlinear
differential terms (with coupling constants) instead of singular integrals. [36] also
provided the stability and instability conditions for the PNP-steric equations in 1D,
with two species and with zero Dirichlet boundary conditions. Numerical efficiency
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of the PNP-steric equations was shown in [25].
In this paper, we focus on the steady-state solutions of the PNP-steric equations.
The steady-state solutions are obtained by setting all the time derivatives in the
PNP-steric equations to zero, and can be considered as the first step in order to
understand the asymptotic behavior of the system from a physical point of view. The
existence of multiple steady-state solutions in 1D with Robin boundary conditions for
three and four species under the assumptions that the first two species have the same
coupling constants and opposite sign of valences was investigated in [37]. Our work
then relaxes the assumptions of [37] on the coupling constants and the valences, and
points out when the PNP-steric equations for two species of anions and cations under
the homogeneous Neumann boundary conditions admit unique or multiple stationary
solutions.
The rest of the paper is organized as follows. In section 2, we shall explain the
derivation of the PNP-steric equations from the continuum PNP equations and suma-
rize our main results. Section 3 is devoted to verify the equivalence of the steady-state
PNP-steric equations and a corresponding system of DAEs. The existence and some
basic properties of solutions to this DAEs system are also considered in this section.
In section 4, we assume (H1) and investigate the uniqueness and C2-smoothness of
solutions to the DAEs system; some more properties of solutions to the DAEs sys-
tem; as well as the uniqueness and C2-smoothness of solutions to the steady-state
PNP-steric equations under homogeneous Neumann boundary conditions in one di-
mensional space. Section 5 studies the bifurcation of the solutions to the DAEs system
as (H1) is violated and analyzes when the unique and the triple piecewise C2 solutions
occur. We end the paper by proving some auxiliary lemmas in Appendix A.
2. Mathematical model and main results. In this section, we shall summa-
rize the results in [36] which explain the derivation of the PNP-steric equations from
the continuum PNP equations. The continuum PNP equations are formed by coupling
the Nernst-Planck equations, which describe the rate of change of the concentration
of each ion species due to the concentration flux of ion diffusitivity and electrostatic
force, 
∂ci
∂t
= −∇ · Ji, i = 1, . . . , N,
Ji = −Di
(
∇ci + zi e
kB T
ci∇φ
)
, i = 1, . . . , N,
with the electrostatic Poisson equation
−∇ · (ε∇φ) = ρ0 +
N∑
i=1
zieci.
Here, N denotes the number of ion species; ci, Ji, Di, and zi are respectively the
concentration, concentration flux, diffusion constant and valence of the ith ion species.
The electrostatic potential is denoted by φ, whilst kB is the Boltzmann constant, T
is the absolute temperature, e is the elementary charge, ε is the dielectric constant
and ρ0 is the permanent (fixed) charge.
The PNP-steric equations are obtained by adding an approximation of the repul-
sive term of the LJ potential to the concentration flux:
Jsterici = −Di∇ci −
Di ci
kB T
zi e∇φ− Di ci
kB T
Sσ
N∑
j=1
ij (ai + aj)
12∇cj , i = 1, . . . , N,
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where Sσ :=
ωd
12− dσ
d−12, d is the dimension of the considered Euclidean space, ωd
is the surface area of the d-dimensional unit ball, and σ is the small parameter used
in the spatially band-limited function to define the radius of the truncation frequency
range. When σ tends to zero, the approximate LJ potential tends to the original LJ
potential. As a consequence, the total energy functional in the PNP-steric equations
tends to the one in the papers [26] and [17]. The radius of the ith ion species is now
taken into account and denoted by ai, whilst ij is an appropriately chosen energy
constant which comes from the repulsive part of the LJ potential to describe the
hard sphere repulsion of ions. For the notation convenience, we have assumed that
ij = ji.
We consider a bounded domain Ω ⊂ Rd, (d ≥ 1) with smooth boundary and the
case of two counter-charged ion species (i.e. N = 2). The indices i = 1, 2 are now
changed to i = n, p to indicate the anionic and cationic species, respectively. Denote
by S˜σ :=
Sσ
kB T
, gnn := nn(2 an)
12, gnp := np(an + ap)
12, and gpp := pp(2 ap)
12, the
PNP-steric equations become
∂cn
∂t
= Dn
[
∇ ·
(
∇cn + zn e
kB T
cn∇φ
)
+ S˜σ∇ · (gnn cn∇cn + gnp cn∇cp)
]
∂cp
∂t
= Dp
[
∇ ·
(
∇cp + zn e
kB T
cp∇φ
)
+ S˜σ∇ · (gnp cp∇cn + gpp cp∇cp)
]
−∇ · (ε∇φ) = ρ0 + zn e cn + zp e cp
Let ε = 1 and ρ0 = 0 in the above system, we end up with the following two-
component drift-diffusion system
(2.1)

ut = ∇ · (d1∇u+ ϑ1 u∇φ) +∇ · (g11 u∇u+ g12 u∇v), x ∈ Ω, t > 0,
vt = ∇ · (d2∇v + ϑ2 v∇φ) +∇ · (g21 v∇u+ g22 v∇v), x ∈ Ω, t > 0,
−∆φ = γ1 u+ γ2 v, x ∈ Ω, t > 0,
where u = u(x, t) and v = v(x, t) are assumed to be positive functions; d1 > 0 and
d2 > 0 are diffusion rates. Throughout this paper, we assume that ϑ1, g11, g12, g21,
g22 and γ1 are positive constants; ϑ2 and γ2 are negative constants.
In this paper, we are concerned with stationary solutions to (2.1), i.e. with time-
independent solutions to the following elliptic system
(2.2)

0 = ∇ · (d1∇u+ ϑ1 u∇φ) +∇ · (g11 u∇u+ g12 u∇v), x ∈ Ω,
0 = ∇ · (d2∇v + ϑ2 v∇φ) +∇ · (g21 v∇u+ g22 v∇v), x ∈ Ω,
−∆φ = γ1 u+ γ2 v, x ∈ Ω.
Using the fact that ∇(log u) = ∇u/u, the first and second equations in (2.2) can be
rewritten as
(2.3)
0 = ∇ ·
(
u∇(d1 log u+ ϑ1 φ+ g11 u+ g12 v)
)
, x ∈ Ω,
0 = ∇ ·
(
v∇(d2 log v + ϑ2 φ+ g21 u+ g22 v)
)
, x ∈ Ω.
It is readily seen that if we can find u, v and φ satisfying the algebraic equations
(2.4)
{
d1 log u(x) + ϑ1 φ(x) + g11 u(x) + g12 v(x) = c1, x ∈ Ω,
d2 log v(x) + ϑ2 φ(x) + g21 u(x) + g22 v(x) = c2, x ∈ Ω,
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where c1 and c2 are constants, then such u, v and φ automatically form a solution
of (2.3). A natural question arises as to whether any solution of (2.3) also satisfies
(2.4). It will be shown in Proposition 3.1 that the answer is indeed affirmative when
certain appropriate boundary conditions are imposed on the solutions, i.e.
(2.5) uF1
∂F1
∂ν
≤ 0, a.e. on ∂Ω,
and
(2.6) v F2
∂F2
∂ν
≤ 0, a.e. on ∂Ω,
where F1 := d1 log u+ϑ1 φ+ g11 u+ g12 v and F2 := d2 log v+ϑ2 φ+ g21 u+ g22 v. It
is worth noticing that (2.5) and (2.6) are guaranteed when, for instance, ∂Fi∂ν = 0 (i =
1, 2) on ∂Ω, or the homogeneous Neumann boundary conditions hold:
(2.7)
∂u
∂ν
=
∂v
∂ν
=
∂φ
∂ν
= 0 on ∂Ω.
As a consequence, our problem now turns to establishing the existence and analyzing
behavior of solutions to the differential algebraic equations (DAEs):
d1 log u+ ϑ1 φ+ g11 u+ g12 v = c1, x ∈ Ω,
d2 log v + ϑ2 φ+ g21 u+ g22 v = c2, x ∈ Ω,
−∆φ = γ1 u+ γ2 v, x ∈ Ω.
The DAE approach is quite simple but efficient, and allows us to get a complete
understanding of behavior of solutions to the steady-state PNP-steric equations of
two ion species. The reader is referred to [21] for an analyze of PNP-steric equations
via PNP-Cahn-Hilliard model.
The existence and basic properties of solutions u = u(φ) and v = v(φ) to the
system (2.4) for any parameters d1, d2, ϑ1, g11, g12, g21, g22, γ1 > 0; ϑ2, γ2 < 0; and
c1, c2 ∈ R is verified in Theorem 3.3 and Proposition 3.4.
Moreover, under the hypothesis
(H1) g11 g22 − g12 g21 ≥ 0,
we will show in Theorem 4.1 that (2.4) admits unique solution (u, v, φ) in which u
and v can be uniquely represented w.r.t. φ, i.e. u = u(φ) and v = v(φ), and the curve
u(φ), v(φ) are of class C1. Note that (2.4) is a system of nonlinear algebraic equations
for which explicit solutions expressed by the form u = u(φ) and v = v(φ) in general
cannot be found. Due to (H1) however, the solution u = u(φ) and v = v(φ) of (2.4)
in implicit form can be given uniquely. With the aid of Theorem 4.1, we arrive at the
following semilinear Poisson equation
(2.8) −∆φ+G(φ) = 0, x ∈ Ω,
where G(φ) := −γ1 u(φ) − γ2 v(φ). To establish existence of solutions of (2.8) under
the zero Neumann boundary condition
∂φ
∂ν
= 0 on ∂Ω,
more delicate properties of the nonlinearity G = G(φ) and the solution u = u(φ),
v = v(φ) under (H1) are explored in Proposition 4.2.
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Theorem 2.1 (Existence and uniqueness of C1 solutions to the steady-
state PNP-steric equations under (H1)). Let Ω = (−1, 1) ⊂ R. Assume that
(H1) holds. Then (2.2) coupled with the homogeneous Neumann boundary condi-
tions (2.7) has a unique solution (u, v, φ) = (u(φ(x)), v(φ(x)), φ(x)) for all x ∈ Ω.
Moreover, u(φ(x)), v(φ(x)) and φ(x) are of class C2 for all x ∈ Ω¯.
The idea behind the DAEs approach we use to obtain Theorem 2.1 is elementary.
However, the result is remarkable in that only (H1) is needed to ensure the uniqueness
and C2-smoothness of solutions to the elliptic system (2.2) under the homogeneous
Neumann boundary conditions (2.7).
On the other hand, if (H1) is violated, (2.4) may admit multiple solutions. In
section 5, we shall give a simple criterion to check whether the system (2.4) admits
unique monotone C2 solution; or unique monotone piecewise C2 solution with a verti-
cal tangent; or triple piecewise C2 solution when (H1) fails. We would like to mention
that the case of triple solution is very similar to the S-shaped solutions in [14, 50].
More detailed analysis regarding the bifurcation of the elliptic system (2.2) will be
studied in the following-up work.
3. Two species equations. To begin with, we show that under the boundary
conditions (2.5) and (2.6), every solution of (2.3) also solves (2.4), as mentioned in
section 2.
Proposition 3.1 (Equivalence of algebraic and differential equations).
Under the boundary conditions (2.5) and (2.6), for any pair (c1, c2) ∈ R2, the systems
of steady-state PNP-steric equations (2.3) is equivalent to the system of DAEs (2.4).
Proof. The fact that any solution to (2.4) solves (2.3) is trivial. Now, we shall
check that every solution (u, v, φ) to (2.3) satisfies (2.4). Indeed, let F as in section 2,
i.e. F1 := d1 log u+ ϑ1 φ+ g11 u+ g12 v, the first equation in (2.3) or ∇ · (u∇F1)=0
gives 0 = F1∇ · (u∇F1) = F1∇u · ∇F1 + uF1∆F1. On the other hand, taking into
account (2.5) and applying integration by parts yield∫
Ω
uF1∆F1 dx = −
∫
Ω
∇(uF1) · ∇F1 dx+
∫
∂Ω
uF1
∂F1
∂ν
ds
≤ −
∫
Ω
u |∇F1|2 dx−
∫
Ω
F1∇u · ∇F1 dx.
Thus, we can confirm that
∫
Ω
u |∇F1|2 dx ≤ 0. Since u(x) > 0 on Ω, F1 must be a
constant independent of x a.e. Ω.
In a similar manner, we can prove that F2 := d2 log v + ϑ2 φ + g21 u + g22 v is a
constant independent of x a.e. Ω (starting from ∇ · (v∇F2) = 0).
This completes the proof of Proposition 3.1.
Remark 3.2. When the zero Neumann boundary conditions
∂u
∂ν
=
∂v
∂ν
=
∂φ
∂ν
= 0
on ∂Ω are considered, it is easy to see that these boundary conditions lead to
∂F1
∂ν
= 0
and
∂F2
∂ν
= 0 on ∂Ω. Thus, (2.5) and (2.6) hold true.
We are now in the position to investigate existence of solutions to (2.4).
Theorem 3.3 (Existence of solutions to (2.4)). For any φ ∈ R and any pair
(c1, c2) ∈ R2, there exists a solution (u, v, φ) to (2.4).
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Proof. Let φ0 ∈ R be fixed. It is sufficient to check that for and any pair (c1, c2) ∈
R2 and for fixed φ0, there exists a solution (u0, v0) ∈ R2 to (2.4). In other words, our
goal is to prove that the two curves (C1) : d1 log u + g11 u + g12 v = c1 − ϑ1 φ0 and
(C2) : d2 log v + g21 u + g22 v = c2 − ϑ2 φ0 have at least one intersection point in the
first quadrant of the v-u plane.
To see this, we first rewrite (C1) as follows
v(u) =
1
g12
(−d1 log u− g11u+ c1 − ϑ1φ0) .
In the above equation, v(u) can be understood as a smooth function w.r.t. u for any
u > 0. Thus, we can differentiate it w.r.t. u to obtain
v′(u) = − 1
g12
(
d1
u
+ g11
)
< 0.
Since v′(u) exists and negative for any u > 0, its inverse function is also differentiable
and negative. Therefore, differentiating (C1) : d1 log u(v) + g11u(v) + g12v = c1−ϑ1φ0
w.r.t. v, we have
u′(v) = − g12 u(v)
d1 + g11 u(v)
< 0.
It is readily to see that the graph of u = u(v) satisfying d1 log u + g11 u + g12 v =
c1 − ϑ1 φ0 on the v-u plane has the following properties:
(P1) as v → −∞, u→∞;
(P2) as v →∞, u→ 0+;
(P3) u = u(v) is decreasing in v ∈ R.
In the same manner, we get from the curve (C2) that v(u) > 0 (since the curve
(C2) is well-defined for v > 0),
v′(u) = − g21 v(u)
d2 + g22 v(u)
< 0.
and that the graph of v = v(u) satisfying d2 log v(u) + g21 u + g22 v(u) = c2 − ϑ2 φ0
on the v-u plane enjoys the following properties:
(P4) as u→ −∞, v →∞;
(P5) as u→∞, v → 0+;
(P6) v = v(u) is decreasing in u ∈ R.
As a consequence, it follows from the properties of the graphs of the two curves
(C1) and (C2) that these two curves in the first quadrant of the v-u plane intersect at
least once (cf. Figure 1). That is, given any φ0 ∈ R, we can find at least one solution
(u0, v0) ∈ R2 which satisfies (2.4).
Some basic properties of solutions (u(φ), v(φ)) to (2.4) will be given in the fol-
lowing proposition.
Proposition 3.4 (Properties of solutions to (2.4)). Let (u, v) = (u(φ), v(φ))
be a pair of solutions to (2.4). Then the pair (u, v) enjoys the following properties:
(i) (Asymptotic behavior of u(φ) and v(φ))
. As φ→∞ : u(φ)→ 0, v(φ)→∞,
. As φ→ −∞ : u(φ)→∞, v(φ)→ 0.
(ii) (Local uniqueness of u(φ) and v(φ)) For any fixed (c1, c2) ∈ R2, if (u1, v1)
and (u2, v2) both satisfy (2.4) corresponding to φ1 and φ2, then for any u1 ≤
u ≤ u2, there exist unique v2 ≤ v ≤ v1 and φ ∈ R such that (u, v, φ) satisfies
(2.4).
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Fig. 1: Example of the two curves satisfying (P1)-(P6) must have at least one inter-
section in the first quadrant.
(iii) (Formulas of u′(φ) and v′(φ)) If u′(φ) and v′(φ) exist, they can be defined
uniquely by the following formulas
(3.1) u′(φ0) = −
ϑ1
(
d2
v(φ0)
+ g22
)
− g12 ϑ2(
d1
u(φ0)
+ g11
)(
d2
v(φ0)
+ g22
)
− g12 g21
,
(3.2) v′(φ0) =
g21 ϑ1 − ϑ2
(
d1
u(φ0)
+ g11
)
(
d1
u(φ0)
+ g11
)(
d2
v(φ0)
+ g22
)
− g12 g21
.
Proof. (i) follows (2.4) immediately. Indeed, letting φ→∞ in (2.4), we have
d1 log u(φ) + g11u(φ) + g12v(φ)→ −∞, d2 log v(φ) + g21u(φ) + g22v(φ)→∞
Since u(φ), v(φ) > 0 for all φ, we must have log u(φ) → −∞ as φ → ∞. This means
that u(φ)→ 0 as φ→∞. Thus, v(φ)→∞ as φ→∞. Employing similar argument
for the case φ→ −∞, we get (i).
For (ii), we consider the following two functions
Q1(x) := ϑ1d2 log x+ (ϑ1g22 − ϑ2g12)x,
and
Q2(y) := ϑ2d1 log y + (ϑ2g11 − ϑ1g21)y + ϑ1c2 − ϑ2c1.
It is obvious to see that Q1 is monotone increasing, whilst Q2 is monotone decreasing.
Moreover, Q1(v1) = Q2(u1) and Q1(v2) = Q2(u2). Thus, Q1([v2, v1]) and Q2([u1, u2])
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have the same range. As a consequence, for any u1 ≤ u ≤ u2, there exists unique
v2 ≤ v ≤ v1 such that Q1(v) = Q2(u).
To prove (iii), we first differentiate the two equations in (2.4) one by one with
respect to φ, and obtain two equations in which the unknowns can be viewed as u′(φ)
and v′(φ). Solving them gives u′(φ) and v′(φ) as stated in (iii).
4. Unique solution under (H1). The uniqueness of solutions to (2.4) under
(H1) will be established in the following theorem.
Theorem 4.1 (Uniqueness of solutions to (2.4) under (H1)). Assume
(H1). Then for any φ ∈ R, and any pair (c1, c2) ∈ R2, there exists a unique solution
(u, v, φ) to (2.4), which can be represented implicitly as (u, v) = (u(φ), v(φ)) and
u(φ), v(φ) are C1 functions.
Proof. The existence of solutions to (2.4) has been established in Theorem 3.3.
We now eliminate the possibility of non-uniqueness of solutions (u, v) to (2.4) for a
given φ0 ∈ R by contradiction. Suppose that, contrary to our claim, there exist in
the first quadrant of the v-u plane two distinct solutions (u1, v1) and (u2, v2) which
satisfy (2.4) for a given φ0 ∈ R. In the v-u plane, we consider the following functions
M1 : R2+ → R : (u, v) 7→ −
g12u
d1 + g11u
, M2 : R2+ → R : (u, v) 7→ −
d2 + g22v
g21v
and V : R2+ → R : (u, v) 7→M1(u, v)−M2(u, v). It is worth noticing that M1(u, v) and
M2(u, v) can be understood as the slope of the curves (C1) : d1 log u+ g11u+ g12v =
c1 − ϑ1φ0 and (C2) : d2 log v + g21u + g22v = c2 − ϑ2φ0 at (u, v), respectively. We
consider the following three cases of the quantity S := V (u1, v1) · V (u2, v2).
Fig. 2: Example of the two curves satisfying (P1)-(P6) and obeying (S3).
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(S1) If S = 0, then either M1(u1, v1)−M2(u1, v1) = 0 or M1(u2, v2)−M2(u2, v2) =
0. Without loss of generality, we assume that M1(u1, v1) −M2(u1, v1) = 0.
Taking into account definitions of M1 and M2, the fact that M1(u1, v1) =
M2(u1, v1) leads to
g12 u1
d1 + g11 u1
=
d2 + g22 v1
g21 v1
.
It turns out that the last equation is equivalent to(
d1
u1
+ g11
)(
d2
v1
+ g22
)
= g12 g21,
which contradicts (H1).
(S2) If S < 0, without loss of generality, we may assume that M1(u1, v1) −
M2(u1, v1) < 0 and M1(u2, v2) −M2(u2, v2) > 0. Let h(t) := ((1 − t)u1 +
t u2, (1 − t)v1 + t v2), then the function V ◦ h : [0, 1] → R is continuous and
satisfies V ◦ h(0) < 0 and V ◦ h(1) > 0. By the Intermediate Value Theo-
rem, there exists t∗ ∈ (0, 1) for which M1(u∗, v∗) −M2(u∗, v∗) = 0, where
u∗ := (1 − t∗)u1 + t∗u2 and v∗ := (1 − t∗)v1 + t∗v2. Continuing with the
argument in (S1) for (u∗, v∗), we also get a contradiction to (H1).
(S3) If S > 0, without loss of generality, we may assume that M1(u1, v1) <
M2(u1, v1) and M1(u2, v2) < M2(u2, v2). For δ > 0 small enough, the verti-
cal line at v1 + δ must intersect the curves (C1) and (C2) at (v1 + δ, k1) and
(v1 + δ, k2) with k1 > k2. Similarly, the vertical line at v2 − δ must intersect
the curves (C1) and (C2) at (v2 − δ, k3) and (v2 − δ, k4) with k3 < k4. There-
fore, the two curves (C1) and (C2) must intersect once again at some point
(u3, v3) with v1 < v3 < v2 and u1 > u3 > u2 (see Figure 2). Moreover, it
must hold that M1(u3, v3) > M2(u3, v3). We then repeat the case (S2) to get
a contradiction to (H1).
Thus, for given φ ∈ R, uniqueness of solutions to (2.4) follows.
The C1-smoothness of u(φ) and v(φ) is guaranteed by the Implicit Function The-
orem. Indeed, consider
F : R2+ × R→ R2 : (x, y, z) 7→
(
d1 log x+ ϑ1z + g11x+ g12y − c1
d2 log y + ϑ2z + g21x+ g22y − c2
)
.
It can be seen that F is a continuously differentiable function and F (u(φ), v(φ), φ) = 0
for φ ∈ R. Moreover, the Jacobian matrix of F
JF (x, y) :=

∂F1
∂x
∂F1
∂y
∂F2
∂x
∂F2
∂y
 =
d1x + g11 g12
g21
d2
y
+ g22

is positive for all pair (x, y) ∈ R2+ when (H1) holds true. This means that the Jacobian
matrix of F is invertible at each point (u(φ), v(φ), φ). The Implicit Function Theorem
then implies that at every φ0 ∈ R, there exists an open set U ⊂ R containing φ0, such
that there exists a unique continuously differentiable function g : U → R2+ such
that g(φ0) = (u(φ0), v(φ0)) and F (g(φ), φ) = 0 for all φ ∈ U . Thus, we obtain C1
smoothness of the solution (u, v) = (u(φ), v(φ)) for φ ∈ R.
Numerical solution (u(φ), v(φ)) of (2.4) when the coupling parameters satisfy
(H1) is demonstrated in Figure 3.
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Fig. 3: Unique solution under (H1) (corresponds to parameters d1 = 1.0; d2 =
2.0;ϑ1 = 0.3;ϑ2 = −4.0; g11 = 7.0; g12 = 8.0; g21 = 9.0; g22 = 33; c1 = 10; c2 = 2).
Apart from Proposition 3.4, more important properties of solutions to (2.4) under
(H1) are investigated in the next proposition.
Proposition 4.2 (Properties of solutions to (2.4) under (H1)). Assume
that (H1) holds. For any (c1, c2) ∈ R2, and any φ ∈ R, the system (2.4) is uniquely
solvable by the implicit functions (u, v) = (u(φ), v(φ)), where u(φ), v(φ) are of class
C2. Moreover, u = u(φ) is monotonically decreasing in φ ∈ R, while v = v(φ) is
monotonically increasing in φ ∈ R. In addition,
(4.1) γ1 u
′(φ) + γ2 v′(φ) ≤ −κ,
for some constant κ > 0 independent of φ.
Proof. The fact that u(φ), v(φ) are of class C1 is due to Theorem 4.1. Thanks to
(H1), we know that (
d1
u
+ g11
)(
d2
v
+ g22
)
− g12g21 > 0
for all pair of positive numbers (u, v). In view of (3.1) and (3.2), we immediately get
u′(φ) < 0 and v′(φ) > 0 for φ ∈ R. The C2-smoothness of u(φ) and v(φ) is then
obtained by differentiating (3.1) and (3.2) w.r.t. φ.
Fix −∞ < φ1 < φ2 <∞. By the monotonicity of u(φ) and v(φ), we have
• If φ < φ1, then u(φ) > u1 := u(φ1) and v(φ) < v1 := v(φ1).
• If φ > φ2, then u(φ) < u2 := u(φ2) and v(φ) > v2 := v(φ2).
• If φ1 ≤ φ ≤ φ2, then u1 > u(φ) > u2 and v1 < v(φ) < v2.
Denote by x(φ) := d1u(φ) +g11 > 0; y(φ) :=
d2
v(φ) +g22 > 0; a := γ2ϑ2 > 0; b := γ1ϑ1 > 0.
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Let
κ :=
1
2
min
{
a
d2
v1
+ g22
,
a
d2
v2
+ g22
,
b
d1
u1
+ g11
,
b
d1
u2
+ g11
}
> 0.
It is sufficient to check that ax(φ) + by(φ)− κx(φ)y(φ) > 0 for all φ ∈ R. Indeed,
• If φ < φ1, the fact that x(φ) < d1u1 + g11 implies κx(φ) < b. Thus,
ax(φ) + y(φ)(b− κx(φ)) > 0.
• If φ > φ2, then y(φ) < d2v2 + g22. Hence, κy(φ) < a. We have
x(φ)(a− κy(φ)) + by(φ) > 0.
• If φ1 ≤ φ ≤ φ2, it holds that x(φ) ≤ d1u2 + g11 and κx(φ) < b. We arrive at
ax(φ) + y(φ)(b− κx(φ)) > 0.
Theorem 4.1 and Proposition 3.4, Proposition 4.2 inspire us to consider the Neu-
mann problem for the semilinear Poisson equation (2.8), i.e.
(4.2)
{
−∆φ+G(φ) = 0 in Ω,
∂φ
∂ν
= 0 on ∂Ω.
Here G(φ) := −γ1 u(φ) − γ2 v(φ), and (u(φ), v(φ)) is the unique solution to (2.4)
defined in Theorem 4.1. Due to Proposition 4.2, the nonlinearity G : R → R is of
class C2. Moreover, (4.1) guarantees a positive constant κ independent of t such that
G′(t) > κ > 0 for all t ∈ R. It is worth noticing that this property implies that G is
strictly monotone increasing, i.e.
(G(s)−G(t)) (s− t) > 0 for all s, t ∈ R with s 6= t.
In the following theorem, the existence and uniqueness of a weak solution φ ∈
H1(Ω) to (4.2) is considered.
Theorem 4.3 (Existence and uniqueness of solutions to Poission equa-
tions with C1 nonlinearity). Let Ω ⊂ Rd, (d ≥ 1) be a bounded domain with
smooth boundary. Assume that the nonlinearity G : R → R satisfies the following
properties:
(G1) t 7→ G(t) is of class C1 for all t ∈ R.
(G2) there exist a constant κ > 0 independent of t such that G′(t) > κ > 0 for all
t ∈ R.
Then the semilinear Poisson equation under homogeneous Neumann boundary con-
dition (4.2) admits a unique solution φ ∈ H1(Ω) such that G(φ) ∈ L1(Ω), G(φ)φ ∈
L1(Ω) and
(4.3)
∫
Ω
∇φ · ∇v +
∫
Ω
G(φ)v = 0,
for all v ∈ H1(Ω).
Proof. We shall modify the proof in [39, 53] to get the desired result. First, we
consider the following regularized variational equation for all ε > 0 and all n ∈ N
(4.4) ε
∫
Ω
uv +
∫
Ω
∇u · ∇v +
∫
Ω
Gn(u)v = 0, for all u, v ∈ H1(Ω).
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Here, the truncation of the nonlinearity was introduced in [39, 53] to control the
growth of the nonlinearity
(4.5) Gn(t) :=
G(t), if |G(t)| ≤ n,n G(t)|G(t)| , otherwise.
It can be check that for all n ∈ N, Gn is monotone increasing, i.e.
(Gn(s)−Gn(t))(s− t) ≥ 0 for all s, t ∈ R.
Moreover, Lemma A.2 also shows that the operator Sn : H
1(Ω) → (H1(Ω))∗
satisfying
〈Snu, v〉 =
∫
Ω
Gn(u)v, u, v ∈ H1(Ω),
is well-defined for all n ∈ N and is pseudomonotone for n > |G(0)|.
On the other hand, it follows [39] that the operator Lε : H
1(Ω) → (H1(Ω))∗
defined by
〈Lεu, v〉 := ε
∫
Ω
uv +
∫
Ω
∇u · ∇v, u, v ∈ H1(Ω),
is linear, bounded, coercive, monotone increasing, symmetric and strongly continuous.
Thus, the operator Lε+Sn is bounded, pseudomonotone and coercive. Indeed, thanks
to Lemma A.2, for n > |G(0)|,
〈(Lε + Sn)u, u〉 ≥ 〈Lεu, u〉+
∫
Ω
G(0)u ≥ 〈Lεu, u〉 − |G(0)||Ω| 12 ‖u‖H1(Ω).
Hence,
lim
‖u‖H1(Ω)→∞
〈(Lε + Sn)u, u〉
‖u‖H1(Ω) = +∞
by the coercivity of Lε.
With the help of Theorem A.4, we can conclude that for all ε > 0 and all n >
|G(0)|, the system (4.4) admits a solution uεn ∈ H1(Ω).
We then show that the sequence uεn weakly converges to some element u
ε in H1(Ω)
as n→∞. Moreover, uε satisfies
(4.6) ε
∫
Ω
uεv +
∫
Ω
∇uε · ∇v +
∫
Ω
G(uε)v = 0, for all v ∈ H1(Ω).
In fact, due to the coercivity of Lε, there exists a constant c > 0 independent of n
such that
0 ≤ c‖uεn‖2H1(Ω) ≤ 〈Lεuεn, uεn〉 = −〈Snuεn, uεn〉 = −
∫
Ω
Gn(u
ε
n)u
ε
n ≤ −
∫
Ω
G(0)uεn
≤ |G(0)||Ω| 12 ‖uεn‖L2(Ω) ≤ |G(0)||Ω|
1
2 ‖uεn‖H1(Ω).
The above inequalities yields that the sequence uεn is uniformly bounded in H
1(Ω) by a
constant independent of n. The the fact that the Hilbert space H1(Ω) is reflexive then
implies (up to subsequence) uεn ⇀ u
ε weakly in H1(Ω). Also, (up to subsequence)
uεn → uε strongly in L2(Ω). We then arrive at
(4.7) ε
∫
Ω
uεnv +
∫
Ω
∇uεn · ∇v → ε
∫
Ω
uεv +
∫
Ω
∇uε · ∇v as n→∞.
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On the other hand, the fact that uεn satisfies (4.4) leads to
0 ≤ −
∫
Ω
Gn(u
ε
n)u
ε
n = ε
∫
Ω
|uεn|2 +
∫
Ω
|∇uεn|2 ≤ (ε+ 1)‖uεn‖2H1(Ω) ≤ Cε,
for some constant Cε depending on ε and independent of n. By Lemma A.3, Gn(u
ε
n)→
G(uε) strongly in L1(Ω) as n→∞. This yields that
(4.8)
∫
Ω
Gn(u
ε
n)v →
∫
Ω
G(uε)v as n→∞, for all v ∈ H1(Ω).
Combining (4.7) and (4.8), we can conclude that uε satisfies (4.4).
We end the existence part by showing that uε weakly converges to some u in
H1(Ω) satisfying (4.3). Indeed, taking into account (G2), we arrive at
0 ≤ ε‖uε‖2L2(Ω) + ‖∇uε‖2L2(Ω) = −
∫
Ω
G(uε)uε ≤ −
∫
Ω
G(0)uε − κ
∫
Ω
|uε|2.
Thus,
ε‖uε‖2L2(Ω) + ‖∇uε‖2L2(Ω) + κ‖uε‖2L2(Ω) ≤ −
∫
Ω
G(0)uε ≤ |G(0)||Ω| 12 ‖uε‖L2(Ω).
This gives the uniformly bounded (independent of ε) of uε in H1(Ω), that is
min{κ, 1}‖uε‖H1(Ω) ≤ |G(0)||Ω| 12 ,
which implies that (up to subsequence) uε weakly converges to some u in H1(Ω).
Also, (up to subsequence) we can assume that uε strongly converges to u in L2(Ω)
and pointwisely converges to u a.e. Ω. As a consequence, for all v ∈ H1(Ω)
ε
∫
Ω
uεv +
∫
Ω
∇uε · ∇v →
∫
Ω
∇u · ∇v as ε→ 0.
On the other hand, for small ε (i.e. 0 < ε ≤ 1)
0 ≤ −
∫
Ω
G(uε)uε = ε
∫
Ω
|uε|2 +
∫
Ω
|∇uε|2 ≤ ‖uε‖2H1(Ω) ≤ C,
for some constant C > 0 independent of ε. Applying Lemma A.3, we have that G(uε)
strongly converges to G(u) in L1(Ω). This implies that u satisfies (4.3).
We now prove the uniqueness by contradiction. Assume that φ1 and φ2 both
satisfy (4.3). The strict monotonicity of G gives∫
Ω
|∇(φ1 − φ2)|2 +
∫
Ω
(G(φ1)−G(φ2))(φ1 − φ2) > 0,
for φ1 6= φ2. Since both φ1 and φ2 satisfy (4.3), they must satisfy∫
Ω
∇(φ1 − φ2) · ∇v +
∫
Ω
(G(φ1)−G(φ2))v = 0,
for all v ∈ H1(Ω). Choosing v = φ1 − φ2 in the above equality, we then get a
contradiction.
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We are now in a position to prove Theorem 2.1.
Proof of Theorem 2.1. Thanks to Theorem 3.3 and Theorem 4.1, the algebraic
system (2.4) admits a unique solution (u(φ), v(φ), φ), where u(φ) and v(φ) are of class
C1. Denote by G(φ) := −γ1u(φ) − γ2v(φ), then G satisfies conditions (G1) and
(G2) due to Proposition 4.2. Upon using Theorem 4.3, we establish the existence of
a unique solution φ ∈ H1(Ω) to the semilinear Poisson equation under homogeneous
Neumann boundary (4.2).
For Ω = (−1, 1) ⊂ R, we can apply Corollary 8.11 in [7] to see that u ◦ φ and
v ◦ φ actually belong to H1(Ω). As a consequence, G(φ(·)) ∈ H1(Ω). Hence, from
φ′′(x) = G(φ(x)) we have φ ∈ H3(Ω).
Notice that H1(Ω) consists of equivalence class of functions agreeing a.e. on Ω.
For each f ∈ H1(Ω), there exists a unique continuous representative that agrees with
f a.e. Ω (see Theorem 8.2 of [7]). Thus, we can assume that φ′′(x) is a continuous
function on Ω. This yields that φ ∈ C2(Ω). Therefore, u(φ(x)), v(φ(x)) are also of
class C2 due to the chain rule. Besides, the chain rule also implies
∂u(φ(x))
∂ν
= u′(φ(x))
∂φ(x)
∂ν
= 0,
∂v(φ(x))
∂ν
= v′(φ(x))
∂φ(x)
∂ν
= 0
for all x ∈ ∂Ω, which means u(φ(x)) and v(φ(x)) both satisfy the homogeneous
Neumann boundary conditions for u and v.
Since the homogeneous Neumann boundary conditions (2.7) guarantees (2.5) and
(2.6), we can employ Proposition 3.1 to complete the proof of Theorem 2.1.
5. Bifurcation when (H1) is violated. Throughout this section we consider
the system (2.4) when (H1) does not hold, that is, when g11 g22 − g12 g21 < 0.
We can see that if (H1) fulfills, the quantity
I(u, v) :=
(
d1
u
+ g11
)(
d2
v
+ g22
)
− g12g21
never vanishes for all pair (u, v) ∈ R2+. This is the key point for Theorem 4.1 to prove
the uniqueness and C1 smoothness of the solutions (u(φ), v(φ))to the system (2.4)
for all φ ∈ R. Moreover, thanks to (H1), I(u(φ), v(φ)) 6= 0 along the curves u(φ),
v(φ), and their slopes u′(φ), v′(φ) are assigned merely finite value along these curves.
Therefore, it motivates us to investigate such points (u(φ), v(φ)) satisfying (2.4) at
which |u′(φ)| = |v′(φ)| =∞ in order to have (H1) violated, i.e. points of the graphs
of u = u(φ) and v = v(φ) having vertical tangent as shown in Figure 4.
In the following, our aim is to find such points (u, v) satisfying both (2.4) and
I(u, v) = 0 by solving the following algebraic equations for the unknowns (u, v, φ):
(5.1)

d1 log u+ ϑ1 φ+ g11 u+ g12 v = c1,
d2 log v + ϑ2 φ+ g21 u+ g22 v = c2,(
d1
u
+ g11
)(
d2
v
+ g22
)
− g12 g21 = 0.
From the third equation in (5.1), we obtain
v (u(g12g21 − g11g22)− d1g22) = d2(d1 + ug11) > 0.
Thus, if u satisfies (5.1), then u(g12g21 − g11g22)− d1g22 > 0, and we can write
(5.2) v =
d2 (d1 + g11 u)
u (g12 g21 − g11 g22)− d1 g22 .
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Multiplying the first equation in (5.1) by ϑ2 and the second equation in (5.1) by ϑ1,
we obtain two equations. Using (5.2) and subtracting of one of the two equations
from the other give σ(u) = 0, where
σ(u) :=
1
ϑ1
(
c1 − d1 log u− g11 u− g12 d2 (d1 + g11 u)
u (g12 g21 − g11 g22)− d1 g22
)
−
1
ϑ2
(
c2 − d2 log
(
d2 (d1 + g11 u)
u (g12 g21 − g11 g22)− d1 g22
)
− g21 u− g22 d2 (d1 + g11 u)
u (g12 g21 − g11 g22)− d1 g22
)
.
Fig. 4: A triple solution when (H1) is violated (corresponds to parameters d1 =
1.0; d2 = 2.0;ϑ1 = 0.3;ϑ2 = −4.0; g11 = 7.0; g12 = 8.0; g21 = 9.0; g22 = 33/7; c1 =
10; c2 = 2).
Now the question remains to determine the graph of σ = σ(u) on the u-σ
plane. To this end, we observe that σ = σ(u) is defined for u > u∗, where u∗ :=
d1 g22
g12 g21 − g11 g22 > 0. Also, it is readily verified that
(5.3) lim
u→(u∗)+
σ(u) = lim
u→∞σ(u) = −∞.
To determine the critical points of σ(u) = 0, we find
(5.4) σ′(u) =
p(u) (u (g21 ϑ1 − g11 ϑ2)− d1 ϑ2)
ϑ1 ϑ2 u (d1 + g11 u) (u (g12 g21 − g11 g22)− d1 g22)2
,
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Fig. 5: Unique monotone solution when (H1) is violated (corresponds to
parameters d1 = 1.0; d2 = 10.0;ϑ1 = 0.3;ϑ2 = −4.0; g11 = 7.0; g12 = 8.0; g21 =
9.0; g22 = 33/7; c1 = 10; c2 = 2).
where p(u) := k3 u
3 + k2 u
2 + k1 u+ k0, and
k3 := g11 (g12 g21 − g11 g22)2 ,
k2 := d1 (g12 g21 − 3 g11 g22) (g12 g21 − g11 g22) ,
k1 := −d1
(
d2 g21 g
2
12 + 2 d1 g21 g22 g12 − 3 d1 g11 g222
)
,
k0 := d
3
1 g
2
22.
We remark that the denominator of σ′(u) in (5.4) cannot be 0 since u > u∗. On the
other hand, the numerator of σ′(u) in (5.4) may admit up to four roots:
d1 ϑ2
g21 ϑ1 − g11 ϑ2 < 0, u
∗
1, u
∗
2, and u
∗
3,
where u∗1, u
∗
2, and u
∗
3 are the three roots of p(u) = 0. We shall check that u
∗
1, u
∗
2, and
u∗3 indeed are three distinct real roots using Fan’s method. As in [19], we define by
A := k22 − 3 k1 k3, B := k1 k2 − 9 k0 k3, C := k21 − 3 k0 k2
and the discriminant
∆dis := B
2 − 4AC.
Lemma 5.1 (Fan’s method [19]). There are three possible cases using the dis-
criminant ∆dis:
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Fig. 6: Unique monotone solutions with vertical tangents when (H1) is vi-
olated (corresponds to parameters d1 = 1.0; d2 = 2.784085121596521;ϑ1 = 0.3;ϑ2 =
−4.0; g11 = 7.0; g12 = 8.0; g21 = 9.0; g22 = 33/7; c1 = 10; c2 = 2).
(i) If ∆dis > 0, then p(u) = 0 has one real root and two nonreal complex conjugate
roots.
(ii) If ∆dis = 0, then p(u) = 0 has three real roots with one root which is at least
of multiplicity 2.
(iii) If ∆dis < 0, then p(u) = 0 has three distinct real roots.
We shall show that when (H1) is violated, then ∆dis < 0. Indeed, the Symbolic
Math Toolbox of MATLAB allows us to factorize ∆dis = D1D2, where
D1 := −3 d31 d2 g412 g221 (g12 g21 − g11 g22)2 < 0,
and
D2 := 4 d
2
1 g12 g
2
21 g22 − 27 d1d2 g211 g222 + 18 d1d2 g11 g12 g21 g22
+ d1d2 g
2
12 g
2
21 + 4 d
2
2 g11 g
2
12 g21
= d1d2
(
g212 g
2
21 − g211 g222
)
+ 18 d1 d2 g11 g22 (g12 g21 − g11 g22)
+ 4
(
d21 g12 g
2
21 g22 − 2 d1 d2 g
1
2
11 g
3
2
12 g
3
2
21 g
1
2
22 + d
2
2 g11 g
2
12 g21
)
+ 8 d1d2 g
1
2
11 g
1
2
22
(
g
3
2
12 g
3
2
21 − g
3
2
11 g
3
2
22
)
> 0
when (H1) fails. Thus, we can apply Lemma 5.1 to confirm that the cubic equation
p(u) = k3 u
3 + k2 u
2 + k1 u+ k0 = 0
has three distinct real roots u∗3 < u
∗
2 < u
∗
1. This implies that the derivative of p(u)
must have two distinct real roots. Due to the fact that p(±∞) = ±∞ and k0, k3 > 0,
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it is easy to see that either u∗3 < u
∗
2 < u
∗
1 < 0 or u
∗
3 < 0 < u
∗
2 < u
∗
1. However, we
can eliminate the case u∗3 < u
∗
2 < u
∗
1 < 0, since σ =σ(u) is defined for u > u
∗ > 0.
For the case u∗3 < 0 < u
∗
2 < u
∗
1, u
∗
3 cannot be a critical point of σ(u) because u
∗
3 < 0.
Accordingly, there are at most two critical points u∗1 and u
∗
2. We have by (5.3) the
asymptotic behavior σ(u) → −∞ as u → u∗ or u → ∞, which leads to the fact that
the number of critical points of σ(u) = 0 belonging to the interval (u∗,+∞) can only
be odd. As a consequence, there is only u∗1 located in the interval (u
∗,+∞), that is
u∗3 < 0 < u
∗
2 < u
∗ < u∗1. Moreover, the maximum of σ(u) is attained at u = u
∗
1, i.e.
max
u>u∗
σ(u) = σ(u∗1) (see Figure 7). We have the following rule to know the number of
solutions of σ(u) = 0 using the sign of σ(u∗1):
Fig. 7: From left to right: The graph of σ(u) in Figure 4 (i.e. σ(u∗1) > 0), Figure 5
(i.e. σ(u∗1) < 0), and Figure 6 (i.e. σ(u
∗
1) = 0).
• when σ(u∗1) > 0, equation σ(u) = 0 has two distinct positive solutions;
• when σ(u∗1) < 0, equation σ(u) = 0 has no solutions;
• when σ(u∗1) = 0, equation σ(u) = 0 has a unique positive solution.
Remark 5.2. It follows Theorem 3.3 that the first two equations of (5.1) always
admit solution (u(φ), v(φ)) for all φ. Hence, when we say that the system (5.1) has
no solution, we implicitly mean that I(u(φ), v(φ)) 6= 0 for all φ ∈ R. Therefore, due
to the C1-smoothness and positivity of u(φ) and v(φ), I(u(φ), v(φ)) must keep the
same sign along the curve (u(φ), v(φ)).
Moreover, let us consider the two functions derived from (2.4), i.e. Φ1(u, v) :=
1
ϑ1
(c1 − d1 log u− g11u− g12v) , and Φ2(u, v) := 1ϑ2 (c2 − d2 log u− g21u− g22v) . If
(u0, v0, φ0) satisfies (2.4), then Φ1(u0, v0) = φ0 = Φ2(u0, v0). Now, for v := v(u)
defined in (5.2), we have
σ(u0) = Φ1(u0, v(u0))− Φ2(u0, v(u0))
= Φ1(u0, v0) +
1
ϑ1
g12(v0 − v(u0))− Φ2(u0, v(u0))
= Φ2(u0, v0) +
1
ϑ1
g12(v0 − v(u0))− Φ2(u0, v(u0))
=
1
ϑ2
[d2(log v(u0)− log v0) + g22(v(u0)− v0)] + 1
ϑ1
g12(v0 − v(u0)).
Hence, for the case σ(u∗1) < 0, we have σ(u0) < 0 and v0 < v(u0). This means that
I(u0, v0) > 0.
We arrive at the following theorem.
Theorem 5.3 (Bifurcation when (H1) is violated). Assume that (H1) fails
and let (u(φ), v(φ)) be a pair of solutions to (2.4). Then
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(i) (triple piecewise C1 solutions (cf. Figure 4)) when σ(u∗1) > 0, there
exist
¯
φ, φ¯ ∈ R such that
. for φ ∈ (−∞,
¯
φ) ∪ (φ¯,∞): u(φ) and v(φ) can be represented uniquely;
are of class C1; and u′(φ) < 0 and v′(φ) > 0;
. at φ =
¯
φ, φ¯: u(φ) (and v(φ)) takes two distinct values;
. for φ ∈ (
¯
φ, φ¯): u(φ) (and v(φ)) takes three distinct values uj(φ) (and
vj(φ)), j = 1, 2, 3. For each j, the curve uj(φ) (and vj(φ)) is of class
C1;
(ii) (unique C1-smooth monotone solutions (cf. Figure 5)) when σ(u∗1) <
0, u(φ) and v(φ) can be represented uniquely for φ ∈ R. Moreover, u(φ) and
v(φ) are of class C1 with u′(φ) < 0 and v′(φ) > 0 for φ ∈ R;
(iii) (unique piecewise C1-smooth monotone solutions (cf. Figure 6))
when σ(u∗1) = 0, there exists φˇ ∈ R such that
. for φ ∈ R \ {φˇ}: u(φ) and v(φ) can be represented uniquely; are of class
C1; and u′(φ) < 0 and v′(φ) > 0;
. at φ = φˇ: u′(φ) = −∞ and v′(φ) =∞.
Proof. Step 1: We first check (ii). For any φ ∈ R, Theorem 3.3 guarantees the
existence of the solution (u(φ), v(φ)) to (2.4). Following the argument in Remark 5.2,
we have I(u, v) > 0 for all pair (u, v) satisfying (2.4).
We now prove the uniqueness of (2.4) when (H1) is violated for the case σ(u∗1) < 0
by contradiction. Indeed, assume that there exists φ0 ∈ R such that (2.4) admits
at least two distinct solutions (u1, v1) and (u2, v2). Let M1(u, v) and M2(u, v) be
the functions in Theorem 4.1, we have M1(u1, v1) > M2(u1, v1) and M1(u2, v2) >
M2(u2, v2). Repeating the argument in (S3) of Theorem 4.1, we get a pair (u3, v3)
satisfying (2.4) and M1(u3, v3) < M2(u3, v3), which is a contradiction since I(u3, v3) >
0.
The C1-smoothness of u(φ) and v(φ) is due to the Implicit Function Theorem,
whilst the fact that u′(φ) < 0 and v′(φ) > 0 follow immediately (3.1), (3.2) and the
fact that I(u(φ), v(φ)) > 0 for all φ ∈ R.
Step 2: Let us consider the case (iii). Assume that (uˇ, vˇ, φˇ) is the unique solution
to (5.1). Since σ(u) < 0 for all u ∈ (u∗,∞) \ {uˇ}, we can repeat the argument in (ii)
for φ ∈ (−∞, φˇ) ∪ (φˇ,∞) to get the assertion in (iii).
Step 3: For the case (i), let (
¯
u,
¯
v,
¯
φ) and (u¯, v¯, φ¯) be two distinct solutions to
(5.1).
• For φ ∈ (−∞,
¯
φ)∪ (φ¯,∞), we see that σ(u) < 0 for all u ∈ (u∗,∞) \ (
¯
u, u¯), in
the same manner as (ii), we get the result.
• At φ =
¯
φ, let (u(φ), v(φ)) be the unique solution to (2.4) for φ ∈ (−∞,
¯
φ).
Let u1 := u(
¯
φ) and v1 := v(
¯
φ). We will show that (u1, v1) 6= (
¯
u,
¯
v) by contra-
diction. Assume that u1 =
¯
u, then (2.4) implies v1 =
¯
v. Thus, (u1, v1) is the
unique intersection of the two curves defined (2.4) when φ =
¯
φ. Indeed, if
there is another pair (u0, v0) satisfying (2.4), since (u0, v0,
¯
φ) is not a solution
of (5.1), we have I(u0, v0) 6= 0. Applying the Implicit Function Theorem at
¯
φ, we get a contradiction to the uniqueness of (2.4) on (−∞,
¯
φ).
Notice that σ(u1) = 0 and σ
′(u1) 6= 0 (see Figure 7). Taking into account
Remark 5.2 and (5.2), since (u1, v1,
¯
φ) satisfies (5.1), we get Φ1(u1, v1) =
Φ2(u1, v1) and v1 = v(u1). Thus, in this case, v
′(u1) = − g21d2
v1
+g22
, therefore
σ′(u1) = − 1
ϑ1
(
d1
u1
+ g11 + g12v
′(u1)
)
+
v′(u1)
ϑ2
(
d2
v(u1)
+
g21
v′(u1)
+ g22
)
= 0,
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which is a contradiction.
• In the same manner, u(φ) (and v(φ)) takes two distinct values at φ = φ¯.
• For φ ∈ (
¯
φ, φ¯). Let
¯
u1 and u¯1 be two distinct value of u(φ) at
¯
φ, and let
¯
u2
and u¯2 be two distinct value of u(φ) at φ¯. Without loss of generality, we can
assume that σ(u¯1) 6= 0 and σ(
¯
u1) = 0. The Implicit Function Theorem at
(
¯
φ, u¯1) yields a unique C
1 curve u1(φ) passing (
¯
φ, u¯1) and satisfying (2.4) for
φ ∈ (
¯
φ, φ¯). In φ-u plane, this curve u1(φ) cuts the vertical line φ = φ¯ at one
of the two points {
¯
u2, u¯2}. Without loss of generality, we call the intersection
point u¯2. Since the curve u1(φ) for φ ∈ (
¯
φ, φ¯) is indeed a continuation of the
unique C1 curve u(φ) for φ ∈ (−∞,
¯
φ), we have u′1(φ) < 0 for φ ∈ (
¯
φ, φ¯) and
therefore, u¯1 > u¯2.
Applying Proposition 3.4 for u¯1 and u¯2, we see that the other two points
¯
u1 and
¯
u2 must be simultaneously either smaller than u¯2 or larger than u¯1.
If
¯
u2 > u¯1, we can utilize Proposition 3.4 to obtain a contradiction to the
Implicit Function Theorem at the point (
¯
φ, u¯1). Thus,
¯
u2 < u¯2.
Applying Proposition 3.4 for
¯
u2 and u¯2, we must have
¯
u2 <
¯
u1 < u¯2. More-
over, for φ ∈ (
¯
φ, φ¯), there is a C1 curve u2(φ) connecting u¯2 and
¯
u1 and
satisfying (2.4); and a C1 curve u3(φ) connecting
¯
u1 and
¯
u2 and satisfying
(2.4) (see Figure 8). Employing the Implicit Function Theorem at u¯2, we get
σ(u¯2) = 0. As a consequence, σ(
¯
u2) 6= 0.
Remark 5.4. Let uj(φ) and vj(φ) (j = 1, 2, 3) be the curved introduced in the
proof of Theorem 5.3. Then for each j, the pair (uj(φ), vj(φ)) solves (2.4).
Theorem 5.3 also inspires us a simple criterion to check the bifurcation of (2.4).
Indeed, for any given parameters d1, d2, g11, g12, g21, g22, we can solve the cubic equa-
tion p(u) = 0 to get the maximum root u∗1. By considering the sign of σ(u
∗
1) and
taking into account Theorem 5.3, we can decide whether the system (2.4) admits
either unique C1, or unique piecewise C1, or triple piecewise C1 solutions.
Appendix A. Auxiliary results. For the reader’s convenience, we quote here
the definition of pseudomonotone operator in [39].
Definition A.1. Let A : X → X∗ be an operator on the real reflexive Ba-
nach space X. Then A is pseudomonotone if and only if uj ⇀ u weakly in X and
lim supj 〈Auj , uj − u〉 ≤ 0, implies 〈Au, u− v〉 ≤ lim infj 〈Auj , uj − v〉, for all v ∈ X.
We now modify the proof in [39] to get the following lemma.
Lemma A.2. Assume that G : R → R satisfies (G1) and (G2). For any n >
|G(0)|, let Gn as in (4.5). Then the operator Sn : H1(Ω)→
(
H1(Ω)
)∗
defined by
〈Snu, v〉 :=
∫
Ω
Gn(u)v, u, v ∈ H1(Ω),
is pseudomonotone. Moreover,
〈Snu, u〉 ≥
∫
Ω
G(0)u for all u ∈ H1(Ω).
Proof. First, we shall check that Sn is well-defined for all fixed n ∈ N. Indeed,
for all u ∈ H1(Ω), the map v 7→ ∫
Ω
Gn(u)v is linear bounded, since∣∣∣∣ ∫
Ω
Gn(u)v
∣∣∣∣ ≤ n∫
Ω
|v| ≤ n|Ω| 12 ‖v‖L2(Ω).
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Fig. 8: A zoom-in of Figure 4.
For any u ∈ H1(Ω) and for all n ∈ N, the fact that Gn is monotone increasing
leads to
〈Snu, u〉 =
∫
Ω
Gn(u)u =
∫
Ω
(Gn(u)−Gn(0))u+
∫
Ω
Gn(0)u ≥
∫
Ω
Gn(0)u.
Let uj be an arbitrary sequence in H
1(Ω) weakly converging to u ∈ H1(Ω) such
that lim supj 〈Snuj , uj − u〉 ≤ 0. We shall check that
〈Snu, u− v〉 ≤ lim inf
j
〈Snuj , uj − v〉 for all v ∈ H1(Ω).
Since uj weakly converges to u in H
1(Ω), the uniformly boundedness of the sequence
uj in H
1(Ω) leads to
|〈Snuj , uj − v〉| ≤ n
∫
Ω
|uj − v| ≤ n|Ω| 12
(‖uj‖L2(Ω) + ‖v‖L2(Ω)) <∞.
Thus, up to subsequence (we still denote the subsequence by uj), we get
〈Snuj , uj − v〉 → L as j →∞,
where L := lim infk 〈Snuk, uk − v〉. For n > |G(0)|, we have Gn(0) = G(0) and
〈Snuj , uj − v〉 =
∫
Ω
Gn(uj)(uj − v)
=
∫
Ω
(Gn(uj)−G(0))uj +
∫
Ω
G(0)uj −
∫
Ω
Gn(uj)v.
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Since uj weakly converges to u inH
1(Ω), the compact embeddingH1(Ω) ↪→ L2(Ω)
then implies the strong convergence (up to subsequence) of uj to u in L
2(Ω). Since
|Ω| < ∞, we also have that ∫
Ω
uj →
∫
Ω
u and that uj → u strongly in L1(Ω). Thus,
we arrive at ∫
Ω
G(0)uj →
∫
Ω
G(0)u as j →∞.
Besides, (up to subsequence) we can assume that uj pointwisely converges to u
a.e. Ω. Due to the continuity of Gn, the sequence Gn(uj) also pointwisely converges to
Gn(u) a.e. Ω as j tends to infinity. Moreover, for all fixed v ∈ H1(Ω), |Gn(uj)v| ≤ n|v|
and n|v| ∈ L1(Ω). Hence, the Lebesgue’s Dominated Convergence Theorem yields
that Gn(u)v ∈ L1(Ω) and∫
Ω
Gn(uj)v →
∫
Ω
Gn(u)v as j →∞.
On the other hand, we get from the monotonicity of Gn that (Gn(uj)−G(0))uj ≥
0 for all j. Moreover, since uj is uniformly bounded in H
1(Ω), it holds that
0 ≤
∫
Ω
(Gn(uj)−G(0))uj ≤ (|G(0)|+ n)|Ω| 12 ‖uj‖L2(Ω) < C,
for all j and for some constant C independent of j. Applying the Fatou’s Lemma, we
get ∫
Ω
(Gn(u)−G(0))u ≤ lim inf
j
∫
Ω
(Gn(uj)−G(0))uj .
This completes the proof of Lemma A.2.
The following lemma is due to [53].
Lemma A.3. Assume that G : R → R satisfies (G1) and (G2). For any n >
|G(0)|, let Gn as in (4.5). Let {un} be a sequence in H1(Ω) weakly converging to
some u in H1(Ω) and satisfying
0 ≤ −
∫
Ω
Gn(un)un ≤ C for some C > 0 and for all n.
Then, G(u)u ∈ L1(Ω) and Gn(un)→ G(u) strongly in L1(Ω).
Proof. We modify the proof in [53] to obtain the desired result.
As un weakly converges to u in H
1(Ω), the sequence un is uniformly bounded in
H1(Ω), and (up to subsequence), we can assume that un pointwisely converges to u
a.e. Ω. Thus, Gn(un) also pointwisely converges to G(u) a.e. Ω.
On the other hand, the monotonicity of G and the fact that un is uniformly
bounded yield
0 ≤
∫
Ω
(Gn(un)−G(0))un ≤ C + |G(0)|
∫
Ω
|un| ≤ C + |G(0)||Ω| 12 ‖un‖L2(Ω) ≤ C.
Here, the constant C may change from lines to lines. Applying Fatou’s Lemma, we
get
0 ≤
∫
Ω
(G(u)−G(0))u ≤ lim inf
n→∞
∫
Ω
(Gn(un)−G(0))un ≤ C.
Hence, ∫
Ω
|G(u)u| ≤
∫
Ω
(G(u)u−G(0)u) +
∫
Ω
|G(0)u| <∞.
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Now, for any δ > 0
|Gn(un)−G(0)| ≤ sup
|t|≤δ−1
|G(t)|+ |G(0)|+ δ(Gn(un)−G(0))un.
Given ε > 0, we can choose δ > 0 such that for any E ⊂ Ω with |E| < δ,∫
E
|Gn(un)| ≤
(
sup
|t|≤δ−1
|G(t)|+ 2|G(0)|
)
|E|+ δC < ε.
Here, |E| denotes the Lebesgue measure of E. By Vitali’s Convergence Theorem, we
have Gn(un)→ G(u) strongly in L1(Ω).
The following classical result [39, 54] guarantees the existence of weak solution to
semilinear elliptic differential equation with pseudomonotone operator.
Theorem A.4. Let A : X → X∗ be a pseudomonotone, bounded and coercive
operator on the real, separable and reflexive Banach space X. Then for each b ∈ X∗,
the equation Au = b, u ∈ X, has a solution.
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