In this study, a vision-based multi-point structural dynamic monitoring framework is proposed. This framework aims to solve issues in current vision-based structural health monitoring. Limitations are due to manual markers, single-point monitoring, and synchronization between a multiple-camera setup and a sensor network. The proposed method addresses the first issue using virtual markers-features extracted from an image-instead of physical manual markers. The virtual markers can be selected according to each scenario, which makes them versatile. The framework also overcomes the issue of single-point monitoring by utilizing an advanced visual tracking algorithm based on optical flow, allowing multi-point displacement measurements. Besides, a synchronization mechanism between a multiple-camera setup and a sensor network is built. The proposed method is first tested on a grandstand simulator located in the laboratory. The experiment is to verify the performance of displacement measurement of the proposed method and conduct structural identification of the grandstand through multi-point displacement records. The results from the proposed method are then compared to the data gathered by traditional displacement sensors and accelerometers. A second experiment is conducted at a stadium during a football game to validate the feasibility of field application and the operational modal identification of the stadium under human crowd jumping through the measured displacement records. From these experiments, it is concluded that the proposed method can be employed to identify modal parameters for structural health monitoring.
Introduction
Structural health monitoring (SHM) has been researched and implemented in the field of civil engineering and is still receiving more attention from both researchers and engineers. [1] [2] [3] [4] Significant progress has been made in SHM and performance evaluation of structures as well as structural identification, damage detection, model updating, structural reliability, condition assessment, decision-making, structure management, and maintenance, [5] [6] [7] [8] as a result of the advances in sensing technologies and data processing techniques. SHM is playing an essential role in the diagnosis and prognosis of performance and safety of civil infrastructures. However, in the development of current SHM, certain challenges have been presented and discussed such as challenges in fieldwork for sensor instrumentation, cable wiring, data acquisition, and power and transmission arrangement for wired and wireless sensing. These challenges can make certain SHM applications inconvenient, time-consuming, and expensive. Additional considerations that need to be resolved are as follows: (1) the inspection and monitoring of existing structures may experience service interruptions such as bridges may require traffic closure, (2) it may be difficult to obtain access for instrumentation work for some large or sensitive infrastructures, and (3) some structures may warrant just intermittent monitoring with portable systems instead of permanent and continuous monitoring systems. As a result, the development of effective, convenient, and inexpensive monitoring tools for cases outlined above and also for large populations of civil infrastructure is becoming more important.
Recently, the combination of camera technology and computer vision algorithms has led to great advancements in the field of SHM. [9] [10] [11] [12] [13] In past studies, 14 the use of computer vision to measure structural displacement was discussed extensively since displacement is a critical indicator of a structure's performance. Current vision-based displacement measurement methods face many obstacles in field applications because they typically use manual markers, which must be attached to the surface of a selected structure. 15 In addition, most researchers have used a digital image correlation (DIC) algorithm to do vision-based structural displacement measurement along with the manual markers.
14,16-26 DIC has many disadvantages because it is easily affected by changes in illumination, slight occlusions, blurring due to motion, target shape deformation, scale change, and rotation. These disadvantages are critical issues for field applications and thus have limited the popularization of vision-based monitoring methods. Using manual markers is a way to improve the robustness of the DIC methods but it does not solve the access requirement problem. Feng et al. 27 introduced an orientation code matching (OCM)-based displacement measurement method and compared the performance of different target types including target panel (actually QR codes), feature, rivet, and LED. Khuc and Catbas 28, 29 proposed a new vision-based displacement measurement method that did not require installation of manual markers and instead used robust features extracted from the image as virtual makers. The displacement measurement was achieved using feature matching between the consecutive images. However, in their work, they were limited to a singlepoint dynamic displacement measurement and did not focus on multi-point measurement. Other studies were able to achieve multi-point displacement monitoring but only through multiple manual markers. [30] [31] [32] Yoon et al. 33 introduced a target-free approach for vision-based structural system identification using Kanade-Lucas-Tomasi (KLT) tracking algorithm and Shi-Tomasi corners. This work could accommodate multi-point displacement measurement of a six-story building model in the laboratory; however, it did not provide verification with conventional displacement sensors. In addition, the vibration of the structure was taken perpendicular to the line of sight of the camera, which would be a limitation in field applications and for the measurement of several common structures, such as high-rise buildings, grandstands, and bridges. Celik et al. 34 applied the sparse optical flow and dense optical flow algorithms to estimate the load time histories of lively individuals and crowds. Literature [35] [36] [37] [38] shows the full-field vibration mode identification approaches using phase-based video motion magnification and edge detection. The instantaneous mode shapes extracted from videos are vulnerable to the background clutter. Although displacement measurement results compared with laser vibrometer on a cantilever beam exist in the literature, 35 such works mainly focus on the modal information and its application of structures in laboratory. Displacement measurement is still an important indicator especially for real-life applications. It is useful and important to obtain multi-point displacement records and analyze them for comprehensive assessment of structural performance.
In this study, a general computer vision-based structural dynamic monitoring framework that utilizes marker-free techniques is proposed and demonstrated. Physical markers used for target localization are replaced with virtual markers (feature points) that are extracted from video frames by robust feature detection algorithms. These virtual markers represent textures or other unique surface characteristics of the structure. The virtual markers can be selected and plugged into the framework according to the best application for each scenario, which makes the whole framework more adaptive. The extracted virtual markers are combined with optical flow to achieve general dynamic displacement monitoring. In addition, the proposed method can synchronously monitor multi-point dynamic displacement responses in real time. In this framework, a mechanism for synchronization of multi-camera and conventional sensors is also designed.
The proposed method is first verified on a grandstand in the laboratory by identifying modes of the structure through multi-point displacement records and then comparing the vision-based results with traditional displacement sensors (i.e. potentiometer and accelerometers). Subsequently, a second experiment is conducted in a football stadium during a game to validate the feasibility of field application and identification of operational modes under human crowd motion. It is shown that the computer vision-based method provides good results and it is also applicable for SHM.
Methodology and system development
General procedure for vision-based displacement measurement system
The flow chart of the proposed vision-based displacement measurement method is illustrated in Figure 1 .
The first step is to set up the device, calibrate the camera and the lens, calculate the relationship between the image and the structure, and obtain the scale ratio between the actual spatial coordinates and the image pixel coordinates. The second step is to capture an initial image of the regions that are being monitored on the structure for multi-point displacement measurement and obtain initial pixel coordinates for these regions. The region here is also called region of interest (ROI). A general rule of thumb is to choose the regions that contain areas of the structure with visible surface textures for establishing vibration measurement points. Then, features are extracted from the selected visible surface textures based on the image intensity, color, defined feature points or edges, and so on. In the third step, the original image and successive images captured by the camera are continuously tracked. Through visual tracking, the locations of the measurement targets, which are the extracted features from the original image, are determined for each successive image. Displacements in pixel coordinates are obtained by subtracting the location coordinates of the selected targets in the initial image from the location coordinates in the following image. The actual displacements are obtained by multiplying the displacements in pixel coordinates with the scale ratio calculated during the first step. The following sections provide in-depth discussions for each segment of the methodology and introduce the last two segments together within the section of displacement calculation.
Camera calibration
In this study, the term ''camera calibration'' mainly refers to the scale ratio calculation. Before the scale ratio calculation, the camera should be set up to ensure that the captured image contains the necessary objects and has high-quality resolution. Then, the scale ratio calculation is carried out. Figure 2 shows the schematic representation for scale ratio calibration. In Figure 2 , the optical axis is perpendicular to the object motion plane; thus, for this case, the scale ratio is
where Z is the distance from the lens to the object motion plane, f is the focal length, D is the physical length of the object on the motion plane, and d is the length in pixel of its corresponding image part. From equation (1) , there are two ways to calculate the scale ratio. However, in most practical applications of vision-based displacement measurement, zoom lenses are used. Lenses with fixed focal length might be unsuitable due to the limitations of the field of view and the distance between the measurement point and the camera. Therefore, it is difficult to accurately estimate the f for zoom lens. In this case, it makes more sense to use D and d to calculate the scale ratio r 1 . The length in pixels, d, can be easily measured using any image processing tools. There are several ways to obtain the physical length of the object, D. If one can get access to the objects, it is possible to take a direct measurement. If not, drawings of the structures can be used to find D from the drawing details. If drawings are unavailable, the method shown in Figure 3 can be employed. First, one defines three points, that is, A, B, and C, then uses a distance measuring instrument, like a laser range finder, to measure the distance of AB and AC (l 1 and l 2 in the formula below), and finally measures the angle a via a protractor. Then, D is calculated by The actual displacement V is
where v is the displacement in pixels of the image. In many field applications, site-specific constraints prevent the optical axis from being oriented perpendicular to the plane of motion of the object. As shown in Figure 4 , the measurement point moves in the direction of V (vertically) and there is an angle u between the optical axis and the horizontal plane. The corresponding motion direction v in the image is parallel to V#, which is the projection of V in the image plane. The scale ratio will then be
where D# is the projection of the D. Usually, it is easier to take a physical measurement of D# than D in practical application. In this case, the displacement is
Many of today's low-cost pinhole cameras experience a considerable amount of distortion to images, including radial distortion and tangential distortion. Objects in an image distorted by radial distortion become more distorted when the object moves farther away from the image center. Tangential distortion occurs when the image-taking lens is not aligned perfectly parallel to the imaging plane and may result in the image appearing closer than expected. Distortion can introduce errors not only in the scale ratio calculation but also in image tracking, which reduces the accuracy of the displacement measurement. A consumer-grade camera with wide angle, such as a GoPro camera, action camera or fisheye camera should be carefully utilized to in order to avoid the distortion of images. It is also a wise choice to select a distortionfree lens. The solution of overcoming the distortions issue is to find the modified parameters via the general camera calibration to eliminate the distortion. 39 Zhang 39 proposed a flexible technique using the camera to observe a planar calibration object in a few different views to easily calibrate a camera and resolve the distortion problems. Yoon et al. 33 employed Zhang's work to resolve the distortion effects for the camera with wide-angle lens and successfully obtained accurate displacement measurements. Brownjohn et al. 40 also recommended to use Zhang's method to eliminate the distortion effects in vision-based displacement measurement. Nowadays, some camera calibration tools in OpenCV or other commercial software packages can be implemented to resolve the distortion effects.
Feature extraction
Features are the unique characteristics of a structure used to distinguish measurement regions for visual tracking. Extracting features that are good and robust is the foundation of visual tracking and helps assure a high level of accuracy of the displacement measurement. As mentioned previously, these features can be low-level features like image intensity, color, and geometrical shape. However, these features are easily occluded by adverse factors such as illumination change and partial occlusion, which are challenges for visual tracking. Generally, manual markers are employed to distinguish measurement points from their surroundings. However, manual markers introduce new problems because they require additional work and also require access to the structure being measured. In this situation, higher level features, such as corners and other feature points, are the better options because they are more distinct than edges. A main advantage of the feature points is that key points permit matching even in the presence of clutter (occlusion) and large-scale and orientation changes. 41 Consequently, feature points are the preferred features in the proposed method. Feature points, also called key points, are obtained from gradient operations, moments, or other mathematical steps on image matrices. In the proposed method, the necessity for physical markers is eliminated by extracting useful and strong features within the scene. With contributions from the field of computer vision, there are many kinds of feature points that can be selected. A feature point should be selected based on the difficulty of the problem, application scenarios, requirements of online or offline monitoring, and environmental factors. The most prevalent feature points are the Harris corner, Shi-Tomasi corner, SIFT, SURF, FAST, BRIEF, ORB, and FREAK. Brief characteristics of each feature are listed in Table 1 and further information can be found in literature. [42] [43] [44] [45] [46] [47] [48] [49] Figure 5 displays two examples of feature points from the same image. Feature points remove the need for manual markers and can be regarded as virtual markers, which are distinct from the surroundings in the image and perform the functions that the manual markers did. Feature extraction is a critical step for achieving successful marker-free vision-based displacement measurements.
Visual tracking using optical flow Figure 6 shows the motion issues that can be developed in an image sequence (video), which is a function of both space (x, y) and time t. In this study, optical flow is used to solve the visual tracking task. Optical flow refers to the estimation of a vector field of local displacement for a sequence of images. It is the pattern of object motion between two consecutive frames in a sequence. This motion can be due to the movement of the objects or the camera. As illustrated in Figure 6 (b), in the (t 2 1)th frame of the sequence, the ball is at location A; and in the tth frame, the ball is at location B. The vector pointing from the initial location to the current location is the optical flow. If the ball's location in tth frame back is put back into to the (t 2 1)th frame, location B#, then this optical flow vector can be represented by s. To calculate the optical flow for two images, two basic assumptions are needed:
1. Brightness constancy: the pixel intensities of an object in an image do not change between consecutive frames; 2. Temporal regularity: the between-frame time is short enough to consider the motion change between images using differentials (used to derive the central equation below), which assume a small motion between two consecutive images.
In many cases, these assumptions may not hold, but for small motions and short time steps between images, it is a good model. Consider a pixel I(x, y, t) in the first frame. It moves by distance (dx, dy) in next frame taken after a period of time dt. Since the pixels are the same and their intensity does not change, the following equation can be applied
Then, assuming I is a differentiable function; by expanding the first term using the Taylor series, removing higher order terms and dividing by dt, the following equation can be obtained
or
where I x = ∂I=∂x, I y = ∂I=∂y, I t = ∂I=∂t, u = ∂x=∂t, v = ∂y=∂t. Equation (8) is called the optical flow equation. I x and I y are image gradients and I t is the gradient at a time t. A unique solution cannot be obtained from this equation with two unknown variables (u, v). It is known as the aperture problem 41 and is shown in Figure 7 . Aperture is a patch which defines a region of view.
Patches with gradients in at least two different orientations are easy to localize.
As is outlined in Figure 7 , the motion of aperture 2 cannot be determined due to the inadequate amount of boundary condition. However, as in aperture 1, by enforcing some spatial consistency, it is possible to obtain solutions. There are many methods to solve this problem, one of which was developed by Lucas and Kanade. 50 This method operates under the assumption that neighboring pixels have similar motion. With this assumption, it is possible to stack many of these equations into one system, as in equation (9), for a neighborhood of n pixels
or in the format below 
Equation (10) is over-determined since they have more equations than unknowns; they can be solved using the least square methods
From the equation above, equation (12) is obtained
Equations (13) to (15) are derived
Equation (15) can be represented as a structural tensor representation as in equation (16) T xx T xy T xy T yy
When the matrix on the left T xx T xy T xy T yy When the matrix on the left of equation (15) is compared with a feature point detector of the feature extraction in Harris and Stephens, 42 it is seen that the matrix is invertible, and a feature point is also found at the same point. It means that at the feature points' location, equations (15) and (16) can be solved, making feature points easy points to track. With feature points, the assumption made in Lucas-Kanade method is not a drawback but a good thing. Feature points are first extracted in the current frame and then the optical flow vectors are calculated to track the locations of the feature points in the next frame. For the optical flow vector (u, v), the new location of the feature point (x, y) in next frame is (x + u, y + v). Figure 8(a) shows the visual tracking results of feature points in two consecutive frames. To improve the accuracy of tracking and eliminate the outliers of tracked feature points in the next frame, bidirectional error detection is conducted, as shown in Figure 8(b) . When going forward, the optical flow vector is calculated from the (t 2 1)th frame to tth frame, and the new location of A in the (t 2 1)th frame is B in the tth frame. However, when going backward, the optical flow vector is calculated from the tth frame to the (t21)th frame, and the location of B in the tth frame might not exactly be A but A# in (t 2 1)th frame. The difference between A and A# is called the bidirectional error. A threshold is needed to eliminate the error in the tracking when the bidirectional error is too high.
The optical flow calculation method used in this research, Lucas-Kanade method, is a sparse optical flow method that calculates the motion at the feature points. There are other algorithms, such as HornSchunck 51 method, Farneba¨ck method, 52 Block match method, 53 and phase-based optical flow 54 that can calculate the optical flow for every pixel of the whole image, that is, dense optical flow.
Even though with the optical flow on every pixel, the displacement of selected regions can be obtained, the noise will be added into the final results due to unremarkable flow in these regions. In this study, the focus is on motion tracking of selected measurement regions-specifically robust feature points-not the whole image. Therefore, the Lucas-Kanade algorithm is more suitable for our tracking task than dense optical flow methods. To negate the drawbacks of the optical flow method due to the two basic assumptions stated above, the steps below need to be followed:
1. For the first assumption, select features that are resistant to illumination change, since during practical application of structural displacement measurement, changes in lighting can occur. 2. For the second assumption, use Lucas-Kanade with pyramid to solve problems due to large motion.
Displacement calculation
Since this study focuses on multi-point displacement measurement, each of the measurement points is represented by an ROI, which is a subset selected from the whole image as mentioned above. In this part, the procedure to calculate the displacement of each ROI is introduced and take one ROI for example. With feature extraction and visual tracking, the displacement decrement for each feature point from the selected ROI in the (t 2 1)th frame to the one in tth frame is obtained,
, where i is the number of feature points. Then, the displacement decrement of each selected measurement point from the (t 2 1)th frame to tth frame is calculated by averaging the decrements for each feature point
where n t is the total number of the tracked feature points. Then, the displacement in pixel coordinates in the tth frame from the initial frame is
Here, t is equal to or greater than 2. When t is equal to 1, u 1 is defined as 0 since displacement at the first frame is regarded as 0.
Using the scale ratio, r (either r 1 or r 2 according to the practical scenarios) calculated in the section of camera calibration, the actual displacements of the selected measurement point at the tth frame are
where X t and Y t are the horizontal and vertical displacements, respectively. With equation (21), the horizontal and vertical displacements of one ROI at time t, that is, one measure point, is obtained. For multi-point displacement measurement, the same procedure will be executed on all of the selected ROIs, which represent all the measurement points to get the displacements of all the measurement points.
Laboratory verification

Experimental setup
This section focuses on verifying the feasibility and performance of the proposed displacement measurement method. The first experiment used for verification is a grandstand, depicted in Figure 9 . The structure is modeled after those found in a football stadium. Throughout a football game, spectators will stand up, jump, and dance, producing lots of vibration. These same scenarios are simulated on the grandstand scale model by having people jump on the grandstand. In this study, only the displacement of the front beam is measured. Figure 10 shows the experimental setup.
Here, five ROIs are selected as the measure point for the proposed method, that is, P1-5. At each measure point, a conventional displacement sensor (i.e. potentiometer) and an accelerometer are installed. The cameras here are MindVision-MV-GE131gc-t with a maximum frame rate of 60 Hz, a resolution of 1280 pixel 3 960 pixel and the zoom lens has a focal length of 5-100 mm. The cameras are connected to the same data acquisition system as the potentiometer. The sampling rate for potentiometer is 100 Hz and it is down-sampled to be comparable to the camera. The laboratory verification is divided into three experiments, which are introduced in detail below.
Comparative study of displacement measurement using different features
In the first experiment, P2 on the front beam of the grandstand was selected as the displacement measurement point, as illustrated in Figure 10 . During the experiment, one person stood on the grandstand and jumped, as one camera recorded the motion of P2 with 30 frames per second and a potentiometer measured the displacement of P2 at a sample rate of 30 Hz simultaneously. Shi-Tomasi corners and SURF features were chosen as the virtual markers, respectively. The displacement is obtained using the proposed, aforementioned procedure for vision-based displacement measurement system. Figure 11 reveals that the displacement records from the vision method match those from the potentiometer well and that they accurately depict the movements of the test structure: first, the person came onto the grandstand, causing an increase in displacement (0 s-5 s), then walked to P2, producing fluctuations in the displacement (5 s-7 s), stood for 2 s (7 s-9 s), and then began to jump (9 s-17 s), which produced a continuous up and down pattern. The person then stopped, resumed jumping for 2 s (17 s-19 s), and then finally got down from the grandstand, returning the displacement to zero. From this experiment, it can be seen that in this lab case, both Shi-Tomasi corners and SURF features give the same measurement results compared with the conventional displacement sensor (potentiometer). Although both the proposed method and Khuc and Catbas ' 28,29 previous methods include feature extraction, the way how these features are used to obtain the displacement is different in this proposed work. In Khuc and Catbas' 28, 29 work, after feature extraction of both of the two consecutive images, feature matching is performed between these two images using the minimum Euclidean distance (for SIFT) or shortest Hamming distance (for FREAK) of the feature points' descriptor vectors. Feature matching is a critical step to determine the location changing of the selected regions in the two consecutive images for displacement measurement, while in the proposed method, after feature extraction, the optical flow vectors at the locations of feature points are obtained with bidirectional calculation (forward and backward). Although both approaches can finish the tracking task and build feature matches in two consecutive images, and both need to extract feature points from two consecutive images, the bidirectional calculation of optical flow is a bidirectional prediction and check, which can discard bad feature matches. Khuc and Catbas' methods employed trimmed mean algorithm (for SIFT) and planar geometric transformation (for FREAK), respectively, to discard bad feature matches. As is stated in literature, 28 since the percentage in the trimmed mean algorithm is a parameter, it must be adjusted corresponding to a particular monitoring condition. Instead of using a different distance to carry out feature matching and different operations to discard bad matches, the proposed method gives a general and convenient framework, which just needs to plug in different feature points into bidirectional optical flow calculation to give good feature matches. Planar geometric transformation can be regarded as an additional step in the proposed method to further discard bad matches and improve the final results. Yoon et al. 33 used the MLESAC modeling fitting method to remove the displacements that are not consistent with the dominant geometric transformation between two consecutive frames, but did not use bidirectional optical flow calculation. Up to now, there is no research study on how much the planar geometric transformation can improve the performance in discarding bad matches after bidirectional optical flow calculation.
In this experiment, Shi-Tomasi corner and SIFT are employed, respectively, to be combined with bidirectional optical flow calculation to obtain displacement records. No additional steps are taken to further discard bad matches. The feasibility of the proposed framework is validated by comparing the results from two approaches and the actual displacement measurements using potentiometer. In future studies, the comparative evaluation of different feature points will be performed to further investigate their superiority and inferiority.
Multi-point displacement measurement using multi-camera
In order to carry out structural identification using computer vision, multiple cameras are needed to measure all the required responses since one camera cannot measure multiple points due to the distance limitation in the laboratory and the limitation of the camera lens. In the second experiment, the feasibility of using multicamera to measure displacement synchronously was demonstrated and verified. Two cameras and one potentiometer were used to measure the same point (P3) at the same time. Since each camera can include multiple measurement points with different depth of field, the scale ratio of the ROI at the measurement point was calculated separately. Both of the camera axes were perpendicular to the motion plane of the measure points so that the scale ratios were calculated using equation (1) and Figure 2 . Figure 12 shows that the displacement records from both cameras matched well with those from the potentiometer measurements. Both of the displacement records basically gave the same structural response for the following loading procedure: first, the grandstand was still (0 s-4 s), then the person came onto the grandstand, causing an increase in displacement (4 s-6 s), then walked to P2, producing fluctuations in the displacement (6 s-8 s), stood for 2 s (8 s-10 s), and then began to jump (10 s-16 s), which produced a continuous up and down pattern. The person then stopped, resumed jumping for a second (16 s-17 s), and then finally got down from the grandstand; the grandstand displacement came back to zero. These results from these two cameras indicate that the proposed multi-camera displacement measurement method can work synchronously and accurately. The correlation coefficient between the displacement time histories from Camera 1 and potentiometer is 98.76%, while the correlation coefficient between the displacement time histories from Camera 2 and potentiometer is 97.93%. Since no person occupied the grandstand within the first 4 s, it can be assumed that the grandstand was stationary during that time. The displacement time histories in the first 4 s from both cameras are selected for statistical analysis. The standard deviation is chosen to Figure 12 . Comparison of displacement data from vision using different cameras and potentiometer at P3.
represent the minimum small change of the proposed method. 29, 55 The minimum small change of displacement using the proposed method and the cameras is 0.0154 mm. Although it is not better than that of potentiometer, which is 0.0064 mm, using the proposed method and both cameras is still quite good. Comparing this value to the maximum displacement range (around 18 mm), the accuracy is roughly 0.0154/ 18 = 0.0856%.
During the experiments, all the cameras and the potentiometers were synchronized using a NI Multifunction I/O Device with the model number of USB-6343. The USB-6343 offers analog I/O, digital I/O, and four 32-bit counters/timers for PWM, encoder, frequency, event counting, and more. Onboard NI-STC3 timing and synchronization technology delivers advanced timing functionality, including independent analog and digital timing engines and retriggerable measurement tasks. 56 The cameras used here have the external trigger function. The cameras were triggered to capture images by the edge-triggered generated by the digital I/O of USB-6343; meanwhile, responses of the conventional sensors including potentiometer and accelerometers were acquired by analog I/O of USB-6343. These tasks were synchronized with one internal timer of USB-6343 to make sure that multiple cameras and sensors work synchronously.
Structural identification
In this section, the displacement time histories obtained from the proposed method are used for structural identification. As shown in Figure 10 , two cameras were employed to measure the displacement of the front beam of the grandstand. P1-P3 were measured by Camera 1, and P4 and P5 were measured by Camera 2. At the same locations (P1-P5), five accelerometers were installed to measure the accelerations from the structural vibrations. The experiment was performed under impact excitation. Both cameras and accelerometers recorded the free vibration attenuation process of the grandstand synchronously after the impact pulse. The frame rate of the cameras was 60 frames per second and the sample rate of the data acquisition system attached to the accelerometers was 100 Hz. Figures 13 and 14 illustrate the displacements from the proposed method and the accelerations from the accelerometers, respectively. The Complex Mode Indicator Functions (CMIFs) [57] [58] [59] were calculated from the time histories from the vision method and accelerometers as shown in Figures 15 and 16 . In these two figures, the first (blue line) and second (red line) singular value curves of CMIFs are shown. In this experiment, the first singular value curve (blue line) is much clearer and is used to pick the peaks of the modes. Three different modes were successfully identified with pick-peak method from the CMIF plots. Table 2 shows the comparison of modal parameters obtained from vision and accelerations. The first three frequencies obtained from the vision method are 5.74, 7.78, and 8.79 Hz, and those obtained from accelerations are 5.76, 7.71, and 9.74 Hz. From the comparisons, one can see that the differences between the modal frequencies are small (the first and second are less than 1% and the third is less than 10%). The difference between the damping ratios of the first order is also small, just 2.9%, but the differences between the second (264.9%) and third are larger (19.62%). The first three damping ratios obtained from the vision method are 1.36%, 2.08%, and 1.68%, and those obtained from the acceleration data are 1.40%, 0.57%, and 2.09%. Both percent error of damping ratios and also difference of damping rations are given in percentages to provide a more complete perspective of the differences. The large differences of damping ratio might come from the different type of data since one is displacement and another is acceleration. Usually, in vibration displacement signal is relatively weaker than acceleration data and easy to be contaminated by noise. This might be a reason to explain the large difference between the damping ratio obtained from the vision data and acceleration. However, it should be noted that damping is one of the most challenging modal parameters, and further studies need to be conducted especially when computer vision data are utilized. Figures 17 and 18 show the first three modal shapes obtained from the vision data and acceleration data, respectively. Here, the modal shapes are operating deflection shapes (ODSs). The first three modal shapes look similar as bending modes of the front beam, which is because the modes are extracted only using the information of the front beam of the grandstand. Without the data from the back beam, the deflections of the back beam are set as zero. When using additional measurements, degrees of freedom (DOFs) are added from the back beam, the validity of the identified modal vectors can be better observed visually. As shown in Figure 19 , the first mode shape indicates a bending mode and the second and third mode shapes indicate two different torsion modes. But these mode shapes are consistent with those shown in Figures 17  and 18 , which is a subset with reduced DOFs. The experimental results indicate that it is feasible to use the proposed vision-based method for modal identification for extracting the natural frequency and modal shape. More studies are to be conducted to explore the accuracy of damping ratios using computer vision methods.
Field application
Experimental setup
In this section, a field application that was performed in a football stadium (as shown in Figure 9 ) is discussed and used to verify the feasibility of the proposed displacement measurement method and structural identification. As shown in Figure 20 , a beam under the grandstand was selected for monitoring. At a predetermined measurement point, a potentiometer and an accelerometer were installed, and a camera was positioned 10.21 m away (33.5 ft) from the structure with an upward angle of 13°. The angle here is used to do scale ratio modification as indicated by equation (5) and Figure 4 . The sensors and camera recorded the structural vibrations synchronously during periods of intense crowd motion throughout the football game, such as during a kick-off or touchdown. The sample rate of the potentiometer and the accelerometers was 60 Hz and the frame rate of the camera was 30 Hz. In this experiment, structural vibrations, which were produced by crowd jumping during a touchdown scored by a football team, were recorded. The song that the crowd jumping synchronized was the chorus of the ''Zombie Nation'' song. The time history of the chorus is illustrated in Figure 21 . Figure 22 illustrates the displacement time histories obtained from the proposed vision method and the potentiometer and Figure 23 illustrates the acceleration records obtained from the accelerometers. The results from computer vision method are consistent with those from the potentiometer measurements, which indicates that the proposed method is feasible for displacement measurement in field applications. The comparison of operational modal identification between vision and accelerometer-based data also gives satisfactory results as shown in Figure 24 and Table 3 . It can be seen from these data that the computer vision and accelerometer results for the first three operational modal frequencies under a human jumping load are almost the same. Figure 25 illustrates the periodogram power spectral density estimate of the time history for the chorus part of the ''Zombie Nation'' song. Figures 24 and 25 and Table 4 indicate that the operational modal frequency results are closely spaced with the modal frequencies extracted from the chorus part of the ''Zombie Nation'' song. Even though there is a slight difference between the results from Figures 24 and 25 , it can still be concluded that both results obtained from the vision-based method and from accelerometers provide reliable operational modal frequencies.
Analysis and results
Conclusion and prospectives
In this article, a computer vision-based structural dynamic monitoring method using marker-free and multi-camera synchronization techniques is proposed. An adaptive framework for the proposed method is introduced in detail, including camera calibration, feature extraction, visual tracking, and displacement calculation. Instead of manual markers, this study extracts various kinds of feature points as virtual makers and combines them with optical flow-based tracking algorithms that can be utilized for different application scenarios. The performance and accuracy of the proposed method are validated by comparing the displacement results with those obtained from a potentiometer sensor on a large grandstand structure in the laboratory. A modal identification for the structure is conducted using multi-point displacement records obtained from the proposed method, a multi-camera setup, impact testing, and the CMIF method. The computer visionbased results are checked by comparing them with the results from the conventional accelerometers. The proposed method is also validated by comparing with conventional displacement and acceleration sensors from an experiment in a stadium. The comparative operational modal analysis of the real stadium structure using conventional sensors and cameras provided accurate results under human-induced loading during football games. It is feasible to use the proposed method for SHM and modal identification particularly for natural frequencies and mode shapes. The proposed method and application to civil structures especially to bridges have major positive impacts for structural safety and assessment. There are sensorbased SHM technologies that are available; yet, permanent and continuous SHM may be economically feasible for the major (e.g. landmark) or structurally critical structures. In the mean time, a large population of routine structures (such as highway bridges) will still rely on visual inspection by the inspectors/engineers. Cost-effective and easy-to-use camera-based technologies can support field inspections of such structures while also eliminating time-taking field installation of sensors. Besides the data obtained using the proposed framework can be further processed to conduct structural damage detection, model updating, condition assessment, and so on, which are also currently carried out using conventional sensors. As a result, cost and time could be saved for the SHM of ordinary bridges. It is anticipated that such SHM would support decisionmaking and planning for structure management and maintenance. Future work will focus on widening the field of application not only to grandstand structures but also possibly to bridges, buildings, tunnels, dams, and power transmission towers, as well as focusing on developing more robust algorithms for scenarios with harsh environmental conditions. Although it is very promising to use the vision-based method as stated above, there are still some limitations, such as the errors induced by the camera shaking, illumination change, image processing time, and other adverse environmental factors. Future work will focus on how to eliminate errors caused by the adverse environmental factors and make it more convenient to use.
