The Gromov-Hausdorff (GH) distance is a natural way to measure distance between two metric spaces. We prove that it is NP-hard to approximate the Gromov-Hausdorff distance better than a factor of 3 for geodesic metrics on a pair of trees. We complement this result by providing a polynomial time O(min{n, √ rn})-approximation algorithm for computing the GH distance between a pair of metric trees, where r is the ratio of the longest edge length in both trees to the shortest edge length. For metric trees with unit length edges, this yields an O( √ n)-approximation algorithm.
Our algorithm uses a reduction, described in Section 4, to the similar problem of computing the interleaving distance [16] between two merge trees. Given a function f : X → R over a topological space X, the merge tree T f describes the connectivity between components of the sublevel sets of f (see Section 2 for a more formal definition). Morozov et al. [16] proposed the interleaving distance as a way to compare merge trees and their associated functions 2 . We describe, in Section 5, an O(min{n, √ rn})-approximation algorithm for interleaving distance between merge trees, and our reduction provides a similar approximation for computing the GH distance between two metric trees.
Preliminaries
Metric Spaces and the Gromov-Hausdorff Distance. A metric space X = (X, ρ) consists of a (potentially infinite) set X and a function ρ : X × X → R ≥0 such that the following hold: ρ(x, y) = 0 iff x = y; ρ(x, y) = ρ(y, x); and ρ(x, z) ≤ ρ(x, y) + ρ(y, z).
Given sets A and B, a correspondence between A and B is a set C ⊆ A × B such that: (i) for all a ∈ A, there exists b ∈ B such that (a, b) ∈ C; and (ii) for all b ∈ B, there exists a ∈ A such that (a, b) ∈ C. We use Π(A, B) to denote the set of all correspondences between A and B.
Let X 1 = (X 1 , ρ 1 ) and X 2 = (X 2 , ρ 2 ) be two metric spaces. The distortion of a correspondence C ∈ Π(X 1 , X 2 ) is defined as:
The Gromov-Hausdorff distance [14] , d GH , between X 1 and X 2 is defined as:
Dist(C).
Intuitively, d GH measures how close can we get to an isometric (distance-preserving) embeddding between two metric spaces. We note that there are different equivalent definitions of the Gromov-Hausdorff distance; see e.g, Theorem 7.3.25 of [4] and Remark 1 of [14] .
Given a tree T = (V, E) and a length function l : E → R ≥0 , we associate a metric space T = (|T|, d) with T as follows. |T| is a geometric realization of T. The metric space is extended to points in an edge such that each edge of length l is isometric to the interval [0, l] . For x, y ∈ |T|, define d(x, y) to be the length of the path π(x, y) ∈ |T| which is simply the sum of the lengths of the restrictions of this path to edges in T. It is clear that d is a metric. The metric space thus obtained is a metric tree. We often do not distinguish between T and |T| and write T = (T, d).
Merge Trees and the Interleaving Distance. Let f : X → R be a continuous function from a connected topological space X to the set of real numbers. The sublevel set at a value a ∈ R is defined as f ≤a = {x ∈ X | f (x) ≤ a}. A merge tree M f captures the evolution of the topology of the sublevel sets as the function value is increased continuously from −∞ to +∞. Formally, it is obtained as follows. Let epi f = {(x, y) ∈ X × R | y ≥ f (x)}. Letf : epi f → R be such thatf ((x, y)) = y. We may sayf ((x, y)) is the height of point (x, y) ∈ X × R. For two points (x, y) and (x ′ , y ′ ) in X × R with y = y ′ , let (x, y) ∼ (x ′ , y ′ ) denote them lying in the same component off −1 (y)(=f −1 (y ′ )). Then ∼ is an equivalence relation, and the merge tree M f is defined as the quotient space (X × R)/ ∼.
Since two components off −1 at a certain height can only merge at a higher height and a component can never split as height increases, we get a rooted tree where the internal nodes represent the points where two components merge and the leaves represent the birth of a new component at a local minimum. Figure 1 shows an example of a merge tree for a 1-dimensional function. Note that the merge tree extends to a height of ∞, and our assumption that X is connected implies we have only one component in F ≤∞ . We define the root of merge tree M f to be the internal node with the highest function value (if there are no internal nodes, the only leaf is defined to be the root). Since each point x ∈ M f represents a component of a sublevel set at a certain height, we can associate this height value with x, denoted byf (x). Given a merge tree M f and ε ≥ 0, an ε-shift map σ ε f : M f → M f is the map that maps a point x ∈ M f to its ancestor at heightf (x) + ε, i.e.,f (σ ε f (x)) =f (x) + ε. Given ε ≥ 0 and merge trees M f and M g , two continuous maps α : M f → M g and β : M g → M f are said to be ε-compatible if they satisfy the following conditions :
(1) See Figure 2 for an example. The interleaving distance [16] is then defined as
Remark. We can relax the requirements on α and β from their normal definitions as follows.
(i) Instead of requiring exact value changes, we requirê
) must go to an ancestor of x and α(β(y)) must go to an ancestor of y. Any pair of maps satisfying the original requirements also satisfies the relaxed requirements for the same value of ε. Conversely, for any pair of maps satisfying the relaxed requirements, we can stretch up the images for each map as necessary so that the new maps satisfy the original requirements, without changing the value of ε. Thus, both definitions of interleaving distance are equivalent. For convenience, when two ε-compatible maps are given to us we assume that they satisfy (1), but we construct ε-compatible maps that satisfy the relaxed conditions mentioned, knowing that they can be "stretched" as just described to satisfy (1).
If we know α(x) for a point x at height h, then we can compute α(y) for any ancestor y of x at height h ′ ≥ h by simply putting α(y) = σ h ′ −h f (α(x)). A similar claim holds for β. Thus specifying the maps for the leaves of the trees suffices, because any point in the tree is the ancestor of at least one of the leaves. Hence, these maps have a representation that requires linear space in the size of the trees.
As shown in [16] , the interleaving distance is a metric and has the desirable properties of being both stable to small function perturbations and more discriminative than the popular bottleneck distance between persistence diagrams [6] .
Hardness of Approximation
We now show the hardness of approximating the GH distance by a reduction from the following decision problem called balanced partition (or BAL-PART for brevity): given a multiset of positive integers X = {a 1 , . . . , a n }, and an integer m such that 1 ≤ m ≤ n, is it possible to partition X into m multisets {X 1 , . . . , X m } such that all the elements in each multiset sum to the same quantity µ = (∑ n i=1 a i ) /m? We prove below that BAL-PART is strongly NP-complete, i.e., it remains NP-complete even if a i ≤ n c for some constant c ≥ 1 for all 1 ≤ i ≤ n. Proof. We reduce 3-PARTITION, a strongly NP-complete problem [9] to BAL-PART. Given a multiset of positive integers Y = {a 1 , . . . , a n } with n = 3m, 3-PARTITION asks to partition Y into m multisets {Y 1 , . . . , Y m } of size 3 each so that the elements in each multiset sum to the same quantity. Given a 3-PARTITION instance, we construct an instance of BAL-PART as follows.
Basically, we add a sufficiently large number to each a i so that if two multisets of the new numbers have the same sum, they have the same number of elements. In particular, letā = ∑ 
a contradiction since ∑ a ′ k ∈X j a k <ā. Thus, each partition X i is of equal size. Since n = 3m, the size of each X i is 3.
We now reduce an instance of BAL-PART, in which each a i ≤ n c for some constant c ≥ 1, to GHdistance computation. Given an instance X = {a 1 , . . . , a n } and 1 ≤ m ≤ n of BAL-PART, we construct two trees T 1 and T 2 as follows. Let λ > 6 and ρ < λ − 6 be two positive constants. Let T l,k denote a star graph having k edges, each of length l. T 1 consists of a node r 1 incident on an edge (r 1 , r ′ 1 ) of length ρ and on n edges {(r 1 , p 1 ), . . . , (r 1 , p n )} of length 2, where p i is the center of a copy of T λ,a i . T 2 consists of a node r 2 incident on an edge (r 2 , r ′ 2 ) of length ρ and to m edges {(r 2 , q 1 ), . . . , (r 2 , q m )} of length 2, where each q i is the center of a distinct copy of Figure 3 for an illustration. We refer to the edges of T λ,a i in T 1 and copies of T λ+1,ā in T 2 as bottom edges. Let T 1 and T 2 denote the metric trees associated with T 1 and T 2 respectively. Since λ, ρ are constants and a i ≤ n c for all 1 ≤ i ≤ n, this construction can be done in polynomial time. 
Proof. Suppose X can be partitioned into m subsets X 1 , . . . , X m of equal weightā = (∑ n i=1 a i ) /m. We construct a correspondence C between T 1 and T 2 with distortion at most 2, implying that d GH (T 1 , T 2 ) ≤ 1. A linearly interpolated bijection between the points of edges (r 1 , r ′ 1 ) and (r 2 , r ′ 2 ), with r 1 mapping to r 2 and r ′ 1 mapping to r ′ 2 , is added to C. If a i ∈ X j , the linearly interpolated bijection between edges (r 1 , p i ) and (r 2 , q j ) is added to C. Also, the leaves of T λ,a i are each mapped to a distinct leaf of T λ+1,ā attached to q j such that there is a bijection between the leaves of T 1 and T 2 -this is possible since T λ+1,ā hasā leaves, and ∑ a∈X j a =ā. The interior points of these leaf edges are mapped using linear interpolation. Overall, the distortion induced by C is at most 2 -this stems from the fact that C is piecewise linear, and the difference between the length of any path in one tree and its image under C in the other tree is at most 2.
Suppose d GH (T 1 , T 2 ) < 3, and let C be a correspondence between T 1 and T 2 with distortion < 6. Con- 
Thus, both l ′ and m ′ lie on distinct bottom edges of T 1 . Hence, C induces a bijection χ between the leaves of T 1 and T 2 , where χ(l) = l ′ for l ∈ T 2 and l ′ ∈ T 1 is the leaf whose incident edge contains the image(s) of l under C. Note that if l i , l j ∈ T 2 are incident to
, thereby incurring a distortion of at least 6. Hence, the bijection χ can be used to partition X into m subsets X 1 , . . . , X m of equal weight as follows : if χ(l) = l ′ for l incident to q i and l ′ incident to p j , then a j ∈ X i . Thus, (X, m) is a yes instance of BAL-PART.
We may also apply the reduction to metric trees with unit edge lengths by subdividing longer edges with an appropriate number of vertices. We thus have the following theorem. 
Gromov-Hausdorff and Interleaving Distances
In this section we show that the GH distance between two tree metric spaces T 1 and T 2 , and the interleaving distance between two appropriately defined trees incuded from T i s, are within constant factors of each other.
Given a metric tree T = (T, d), let V(T) denote the nodes of the tree. Given a point s ∈ T (not necessarily a node), let f s : T → R be defined as f s (x) = − d (s, x) . Equipped with this function, we obtain a merge tree T s from T . Intuitively, T s has the structure of rooting T at s, and then adding an extra edge incident to s with function value extending from 0 to +∞. If s is an internal node of T or an interior point of an edge of T, s remains the root of T s . But if s is a leaf of T, then s gets merged with the infinite edge and the node of T adjacent to s becomes the root of T s .
Let
We prove that ∆ is within a constant factor of d GH (T 1 , T 2 ). We first prove a lower bound on ∆.
Lemma 4.1. 
That is, if α(x) is an ancestor of t (resp. s) then x (resp. y) is mapped to the root t (resp. s). We note that
The same argument implies the second set of inequalities.
Consider the correspondence C ∈ T 1 × T 2 induced by α * and β * defined as:
We prove that Dist(C) ≤ 4∆. Indeed, consider any two pairs (x 1 , y 1 ), (x 2 , y 2 ) ∈ C. Let u be the common ancestor of x 1 and x 2 in T 1 , and w the common ancestor of y 1 and y 2 in T 2 . Note that since T 1 and T 2 are trees, there is a unique path x 1 u x 2 between x 1 and x 2 , such that x 1 u and u x 2 are each monotone in function f values. This also implies that
Symmetric statements hold for y 1 w y 2 . Hence
We then have,
On the other hand, α * (u) must be an ancester of w, and similarly, β * (w) must be an ancester of u. Thus,
2 Dist(C), the left inequality then follows. Next, we prove an upper bound on ∆.
Proof. Set δ = d GH (T 1 , T 2 ) and let C * : T 1 × T 2 be an optimal correspondence that achieves d GH (T 1 , T 2 ). Note that in general d GH (T 1 , T 2 ) may only be achieved in the limit. In that case, our proof can be modified by considering a sequence of near-optimal correspondences (whose associated metric-distortion converges to δ), and taking a certain limit under it.
Let s be one of the endpoints of a longest simple path in T 1 (i.e, the length of this path realizes the diameter of T 1 ); s is necessarily a leaf of T 1 . Let (s, t) be a pair in C * . Consider the merge trees T s 1 and T t 2 defined by the functions f s and f t , respectively. A result in [8] implies that
We prove below in Claim 4.3 that there is a vertex (in fact a leaf)
It is easy to verify that
On the other hand, by the stability theorem of the interleaving distance (Theorem 2 of [16] ),
By triangle inequality,
This completes the proof of the lemma. 
Proof. Assume that there is no tree node within 8δ distance to t. In this case, t must be in the interior of an edge e ∈ E(T 2 ). Let u 1 and u 2 be the two points in e from opposite sides of t such that d 2 (t, u 1 ) = d 2 (t, u 2 ) = 8δ + ν, where ν > 0 is an arbitrarily small value. Both u 1 and u 2 exist, as there is no tree node of T 2 within 8δ distance to t, and
Letũ 1 ,ũ 2 ∈ T 1 be any corresponding points for u 1 and u 2 under C * , that is, (ũ 1 , u 1 ), (ũ 2 , u 2 ) ∈ C * . Since Dist(C * ) ≤ 2δ, we have
On the other hand, since
We now obtain an upper bound on d 1 (ũ 1 ,ũ 2 ). Ifũ 1 andũ 2 have ancestor/descendant relation in T s 1 , then d 1 (ũ 1 ,ũ 2 ) = |d 1 (s,ũ 1 ) − d 2 (s,ũ 2 )| and by (6), we thus have that d 1 (ũ 1 ,ũ 2 ) ≤ 4δ, which contradicts (5). Now, let w be the nearest common ancestor ofũ 1 andũ 2 in T s 1 (see Figure 4) .
Since s is an endpoint of the longest path in T 1 , it follows that c 0 ≥ min{a − c 0 , b − c 0 } (if not, then without loss of generality, suppose the other point s ′ of the diameter pair is not in the subtree of T s 1 rooted atũ 1 ; then Combining (7) and (8), we have
contradicting (5). Thus, there exists z
Remark. The proof of Claim 4.3 actually shows that t lies in the neighborhood of a leaf, as we never use the fact that u 1 and u 2 lie on the same edge of T 2 . The only fact we use is that u 1 and u 2 lie on opposite sides of t at distance 8δ + ν each. From Lemmas 4.1 and 4.2, we get the following.
Corollary 4.5. If there is a polynomial time, c-approximation algorithm for the interleaving distance between two merge trees, then there is a polynomial time, 28c-approximation algorithm for the Gromov-Hausdorff distance between two metric trees.

Computing the Interleaving Distance
Let M f and M g be merge trees of two functions f and g, respectively. For simplicity, we use f and g to denote the height functions on M f and M g as well. Let n be the total number of nodes in M f and M g , and let r ≥ 1 be the ratio between the lengths of the longest and the shortest edges in M f and M g . We describe a O(min{n,
Candidate values and binary search. We first show that a candidate set
Given Λ, we perform a binary search on Λ. At each step, we use a c-approximate decision procedure, for c = c 1 min{n, √ rn} for some constant c 1 , that given a value ε > 0 does the following :
, it will either return a pair of cε-compatible maps between M f and M g or report that no such maps exist. The binary search terminates when one of the following two conditions meet : (i) We have two consecutive values ε − , ε + ∈ ∆ with ε − < ε + such that the decision procedure returned YES for ε + and NO for ε − ; in this case we return ε + .
(ii) We have two (not necessarily consecutive) values ε − , ε + ∈ ∆ with ε − < ε + such that the decision procedure returned NO for ε + and YES for ε − (but with ε ′ -compatible maps for some ε ′ > ε + ), in which case we return ε − .
It is clear that the procedure returns a value ε such that d
). We now describe the candidate set Λ.
Let V f (resp. V g ) be the set of nodes in M f (resp. M g ). We define Λ = Λ 11 ∪ Λ 22 ∪ Λ 12 , where
Proof. Suppose to the contrary that
We will obtain a contradiction by choosing ε 0 > 0 and constructing (ε − ε 0 )-compatible mapsα,β.
For any point
is the lower endpoint of the edge of M g containing α(x). Similarly we define the function β ↓ : M g → M f . For every node v ∈ V f , α(v) (resp. β(α(v))) lies in the interior of an edge of M g (resp. M f ), because ε / ∈ Λ ⊇ Λ 12 (resp. Λ 11 ). We define
See Figure 5 . Similarly we define δ w for all w ∈ V g . We set
We describe the construction ofα;β is constructed similarly. By construction, for any node u ∈ V f , g(α(u)) − g(α ↓ (u)) ≥ ε 0 , so we setα(v) to be the point w on the edge of M g containing α(u) such that
That is, we setα(x) to be the ancestor ofα(u) at height f (u)
We claim thatα,β are (ε − ε 0 )-compatible. Indeed, by construction, g(α(x)) = f (x) + ε − ε 0 for all x ∈ M f , and f (β(y)) = g(y) + ε − ε 0 for all y ∈ M g . We now prove that
Suppose to the contrary there is a point x ∈ M f such that y =β(α(x)) = σ f (x) + 2(ε − ε 0 ), y must not be an ancestor of x. On the other hand, α, β are ε-compatible, so y ′ = β(α(x)) is the ancestor of x at height f (x) + 2ε. By construction ofα andβ, y is a descendant of y ′ , in which case there is a node u ∈ V f that lies between y and y ′ . (If y and y ′ lie on the same edge of M f , then y is also an ancestor of x.) Let u = β ↓ (α(x)). Let v be the lower endpoint of the edge e containing x. See Figure 6 .
). There are two cases to consider :
is not an ancestor of x (hence w), i.e., β(α(w)) = σ 2ε f (w), contradicting the fact that α, β are ε-compatible.
which contradicts the definition of δ v .
Hence we conclude that y is an ancestor of x, i.e.,β •α = σ
Putting everything together, we conclude that ε ∈ ∆.
We now describe the decision procedure to answer the question "
We define the length of any edge in a merge tree (other than the edge to infinity) to be the height difference between its two endpoints. Given a parameter ε > 0, an edge is called ε-long, or long for brevity, if its length is strictly greater than 2ε. We first describe an exact decision procedure for the case when all edges in both trees are long, and then describe an approximate decision procedure for the case when the two trees have short edges.
Trees with long edges. We remove all degree-two nodes in the beginning. A subtree rooted at a point x in a merge tree M, denoted M x , includes all the points in the merge tree that are descendants of x and an edge from x that extends upwards to height ∞. For a node u ∈ V, let C(u) denote the children of u and let p(u) denote its parent. Assume d I (M f , M g ) ≤ ε, and let α : M f → M g and β : M g → M f be a pair of ε-compatible maps. As in the proof of Lemma 5.1, we define the functions α ↓ and β ↓ but restricted only to the vertices of M f and M g . That is, for a node v ∈ V f , we define α ↓ (v) to be the lower endpoint of the edge containing α(v)
The following two properties of α ↓ and β ↓ will be crucial for the decision procedure.
Lemma 5.2. (i) For a node v
Proof. We will prove part (i); part (ii) is similar. By definition, Proof. We will first show that β ↓ = α 
Since all edges are longer than 2ε and v = w, v cannot be an ancestor/descendant of ↓ . This also implies that α ↓ and β ↓ are bijections.
We define an indicator function
The following lemma gives a recursive definition of Φ(u, v). Proof. Suppose Φ(u, v) = 1, and let α, β be the corresponding ε-compatible maps. To see why (i) holds, for contradiction, suppose property (i) does not hold, and let f (u) > g(v) without loss of generality. Thus, β(v) maps to one of the multiple edges incident to u, and there exists at least one edge e = (u, w) with w ∈ C(u) such that none of e's points (other than u) is in the image of β. However, β(α(u)) = σ 2ε f (u) must lie in the interior of e (since e is ε-long), a contradiction. To prove that (ii) holds, note that by Lemma 5.3, there exist bijections 
This means that the restriction of the pair of ε-compatible maps α and β
, and the permutation π is defined by α ↓ , β ↓ .
We now prove the opposite direction. Suppose properties (i),(ii) and (iii) hold. Let (α i , β i ) be the pair of ε-compatible maps between M Decision procedure. We compute Φ for all pairs of nodes in V f × V g in a bottom-up manner and return
Suppose we have computed Φ(u i , v j ) for all u i ∈ C(u) and v j ∈ C(v). We compute Φ(u, v) as follows. If (i) or (ii) of Lemma 5.4 does not hold for u and v, then we return Φ(u, v) = 0. Otherwise we construct the bipartite graph
and determine in O(k 5/2 ) time whether G uv has a perfect matching, using the algorithm by Hopcroft and Karp [12] . Here,
, for 1 ≤ i ≤ k, to compute a pair of ε-compatible maps between M u f and M v g , as discussed in the proof of Lemma 5.4. For a node u ∈ V f ∪ V g , let k u be the number of its children. The total time taken for running Hopcroft and Karp [12] is :
Hence we obtain the following. Trees with short edges. Given two merge trees, a naive map is to map the lowest among all the leaves in both the trees to a point at height equal to the height of the higher root (see Figure 7) . Thus, all the points in one tree will be mapped to the infinitely long edge on the other tree. This map produces a distortion equal to the height of the trees, which can be arbitrarily larger than the optimum. Nevertheless, this simple idea leads to an approximation algorithm.
Here is an outline of the algorithm. After carefully trimming off short subtrees from the input trees, the algorithm decomposes the resulting trimmed trees into two kinds of regions -those with nodes and those without nodes. If the interleaving distance between the input trees is small, then there exists an isomorphism between trees induced by the regions without nodes. Using this isomorphism, the points in the nodeless regions are mapped without incurring additional distortion. Using a counting argument and the naive map described above, it is shown that the distortion incurred while mapping the regions with nodes and the trimmed regions is bounded.
ancestor x ′ at height f (x) + 2ε. However, x 1 and x 2 have no branching node ancestor with low enough function value for x ′ to exist. Hence, the matching relation must be injective from matching points in M ′ f to M ′ g . Finally, consider any matching point y on M ′ g with g(y) = f (x). Point x ′ 1 = β ′ (y) is the ancestor of a matching point x 1 on M ′ f . (Note that by the same argument as the beginning of this proof, only one such matching point x 1 can exist.) Point y ′ = α ′ (x ′ 1 ) is an ancestor of y with g(y ′ ) ≤ g(y) + 2ε. Point y is the only descendant of y ′ with function value f (x). Point α ′ (x 1 ) must be an ancestor of y, meaning x 1 and y are matched. Thus, the matching relation is surjective.
Putting it together. By Lemmas 5.5 and 5.9, the decision procedure takes O(n 5 
