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ABSTRACT
Kim, C.-E. PhD, Purdue University, August 2018.
Atomistic Simulations and
Microscopic Experiments to Understand Nanoscale Composition Control . Major
Professor: David F. Bahr.
In this dissertation, the possibility of using the quantum mechanics calculation in
combination with experimental result is explored, in order to explain experimentally
observed phenomena in materials science problems. A series of published works in
this theory-experiment combinatory approach will be introduced. The topics include
the phase stability of Sb2 O4 , surface instability of MgB2 , the interplay of diﬀusion
and mechanical strengthening eﬀect in multilayer, and latest ﬁndings of the syntheses
of metallic nano-foams. The theory-experiment combinatory approach has proven to
be useful in various materials science problems. The phase transformation trajectory
of the Sb2 O4 polymorphs, the surface reconstruction pathways of MgB2 (0001), and
diﬀusion kinetics of Cr-Cu dilute alloy system are calculated by the density functional theory coupled with the nudged elastic band method. Finally, the syntheses
of Cu and Cu-Ni alloy nano-foams are reported, detailing their microstructure and
morphology characterized by electron microscopies. The potential application of the
theory-experiment combinatory approaches in the nano-foam synthesis is further discussed toward better understanding of the structure-property relations of the metallic
nano-foams.

1

1. INTRODUCTION
The dissertation is a collection of my Ph.D. research for the last three years. An
overarching theme is to acquire microscopic understanding of materials, using both
experimental and theoretical tools. The idea of this combinatory approach, to use
both state-of-art experiments along with quantum mechanics calculation is originally
inspired by the Nobel laureate Dr. Martin Karplus in 2013, quote “Experimentalists
use simulations as a tool like any other” from his lecture.
I chose the density functional theory (DFT) as a primary tool to support my experimental study as well as to analyze other experimental reports. The DFT has been
recognized as a great tool for materials research, being a ﬁrst-principles calculation
that does not necessitate adjustable parameters, it ﬁnds a great use in predicting
property of materials based on the atomic structure of the materials without empirical ﬁtting parameters. The dissertation has complete DFT studies on bulk phases
(chapter 2), surfaces (chapter 3), and diﬀusion of defect (chapter 4), in addition to my
experimental studies on synthesis of metallic nano-foams. The former two chapters
demonstrate how the DFT calculations can provide useful information of the energy
and electronic structure, answering some critical questions that are not completely
understood based on the reported experimental observations. In chapter 4, I used the
DFT calculations to support my own experimental observation. A great beneﬁt of
using DFT in one’s own experimental study is the fact that I understand the critical
questions that will beneﬁt from theoretical calculations in the ﬁrst place. Ideally,
one can design an experiment in which the corresponding theoretical calculations can
make more convincing analyses. Likewise, one can design the theoretical modeling
such that the the analysis can be more relevant to the experimental considerations.
The last two chapters 5 and 6 report the latest experimental progress on the syntheses
of metallic nano-foams.

2
The chapter 2 investigates the phase stability of the antimony tetroxide polymorphs. The orthorhombic phase α-Sb2 O4 has been known to be the stable form of
the antimony tetroxide. However, a credible experimental measurement from other
research group showed that monoclinic β-Sb2 O4 phase is considerably stable, exhibiting an irreversible transformation from the orthorhombic phase. The determination
of the stable phase of material has a greater fundamental interest in materials science.
Also, the theoretical understanding of the removal of Jahn-Teller distortion and the
origin of irreversible transformation have a widely applicable implication for other
mixed oxide materials. In the previous study, a classic rule suggested by Keve and
Skapski suggests the monoclinic phase should be considered the stable phase, based
on the lower spacegroup symmetry. However, the DFT calculation of the chemical
bonding structure has shown that the electronic structure of the orthorhombic phase,
actually can be less symmetric than that of the monoclinic phase Sb2 O4 . In addition,
the transition state calculations show the irreversibility of monoclinic transformation
maybe due to kinetic origins, based on the calculated transition state energy. Finally,
the origin of the removal of octahedral distortion of the orthorhombic phase is discussed based on the electronic structure of antimony oxides and chalcogenides. What
is clear here is that we can access the ground state electronic structure of materials
using DFT, which in turn provide new idea of the mechanisms, chemical bondings,
and phase stability problems to work in parallel with experimental observations.
The chapter 3 presents a theoretical study on MgB2 surface. MgB2 is an interesting
binary superconductor. It has a complex chemical structure due to ionic inter-plane
bonding and covalent/metallic mixed in-plane bonding, being known to have a complex Fermi surface. The asymmetric coupling between the electronic structure and
phonon mode is known to be responsible for the relatively high superconductor transition temperature. The structure-property relation of MgB2 has drawn much attention
and the bulk property of MgB2 is well understood, however, the surfaces of MgB2 are
known for diﬃculties in obtaining consistent characterization. For this case, having
theoretical prediction of ideal surface model or representative structure of non-ideal
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surface can be useful for identifying the role of diﬀerent variables that may create the
discrepancy. It turns out, a considerable instability of the MgB2 surface is predicted
upon oxygen adsorption. A diverse range of theoretical tools, including crystalline
symmetry reduction, surface potential energy mapping, nudged elastic band, hybrid
functional method, and ab-initio molecular dynamics, are employed to identify and
characterize the surface instability of MgB2 .
In chapter 4, I applied DFT calculations for my own experimental study. From experimental result I found the mechanical property of metallic multilayer showed an interesting modulation with respect to the heat treatment temperature. The nanoscale
multilayer sample annealed at T=100◦ C showed decreased mechanical strength, however, another sample annealed at T=300◦ C showed signiﬁcant increase of the strength.
These strikingly diﬀerent response may be related to the precipitation of the dilute Cr
solute in the Cu matrix. It can be challenging to experimentally compare the diﬀusion
mechanism of the dilute Cr solute in Cu matrix versus the Cu diﬀusion involved in
low temperature grain growth process. We can use idealized models to qualitatively
compare the diﬀusion barrier of Cr in Cu matrix versus their self diﬀusion. Using
relatively simple models and standard transition state calculations, it was possible
to answer the questions from my experiment. This chapter aims to practice the idea
of using ‘the simulation as a tool like any other’ in an experimental study. Based
on the optimistic progress, we moved on to more sophisticated experimental studies,
exploring the synthesis of metallic nano-foams.
The chapter 5 and 6 report the syntheses of metallic nano-foams, including the
latest progress of the microstructural characterization of the nano-foams using transmission electron microscopy. These chapters show how far an experimental characterization can get complicated. This is where the theory-experiment combinatory
approaches are needed to harness more insight on the structure-property relation of
the metallic nano-foam. In this dissertation, the experimental progress up to date is
presented, oﬀering a number of interesting problem to investigate using theoretical
modeling approach in the future.
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In the following sections, some important technical considerations related to the
theoretical methods used in the dissertation are discussed.

1.1

Modeling materials structure in periodic boundaries
In order to study materials property using density functional theory (DFT), ﬁrst

we need to build a model of the material of interest. In this section, important technical concepts related to the model structures used in the dissertation are discussed.
In a DFT calculation, we solve the electronic system of materials, ﬁnding variational solution of the energy and the electronic states. We are interested in the
ground state total energy of the system. The mathematical uniqueness and existence
of the ground state energy is proved by the Hohenberg-Kohn theorem. We use eﬃcient numerical minimization algorithm (e.g. conjugate gradient method) to ﬁnd the
electronic states that minimized the total energy to a convergence criterion. Although
the uniqueness and existence of this variational solution is guaranteed, however, it
is not always guaranteed to ﬁnd a converged solution. That is why it is important
to test the convergence variables so that a reproducible variational solution can be
obtained. In this context, a useful DFT calculation result for a materials model
means the converged total energy and electronic structure of the model structure.
In addition to the minimization for the electronic structure, we are interested in the
atomic coordinates that gives the lowest possible total energy of the model. In typical
DFT calculations for structural analysis, both the electronic minimization and ionic
minimization proceed alternatively until the ﬁnal converged structure and energy are
obtained.
An atom in a model used for DFT calculation is described by the spatial coordinates and the atomic potential. The atomic potentials act as an external potential to
the electronic density. The occupancies of the electrons at the atomic potentials are
varied such that it minimizes the total energy. For example, if an atomic potential of
Na 3s state overlaps with an atomic potential of Cl 3p state, then the valence elec-
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tron of Na occupies Cl 3p state instead of Na 3s state in order to minimize the total
energy. This simple example underlines how the interaction between atoms are different in DFT compared to the molecular dynamics (MD). DFT solves the electronic
structure, while MD directly solves the atomic structure based on the parameterized functions and additional order parameters. Typically, the atomic potentials in
DFT are determined by solving quantum mechanical equations (Kohn-Sham-Dirac
equations) with additional corrections. The development of atomic potential is well
described by a textbook of Richard Martin. [1] When it comes to using the atomic
potentials in materials modeling, the rule of thumb is to maintain consistency for all
element in your calculation within a scientiﬁc study. Comparing a result from one
type of potential to another result from diﬀerent type of potential has little meaning
other than benchmarking those potentials.
Throughout my Ph.D. research, I mainly used the Vienna ab-initio simulation
package (VASP). The VASP is known for providing a consistent set of atomic potentials over the entire element table. There are many excellent DFT calculation
softwares with diﬀerent types of basis sets and programming language, but basically
solving the same theory. For the case of VASP, the periodic boundary conditions are
mandated. The combination of planewave basis with the periodic boundary has a
great merit in terms of simplifying mathematical derivation and increasing numerical
eﬃciency. The planewave basis naturally ﬁts to the eﬃcient use of Bloch theorem and
Fourier transform. Bloch theorem enables to calculate the property of wavefunction of
a translated periodic images based on the property of the actual unitcell. The current
implementation of DFT can be more eﬃciently handled when fast Fourier transform
is available. The electron density is computed in the real space, and the electron occupancy of the atomic states with respect to the band index (n) and k-points is more
eﬃciently handled in reciprocal space. For this reason, the fast Fourier transform is
actively used to improve the numerical eﬃciency. But there are some drawbacks of
using periodic boundaries for example, when modeling surfaces or isolated molecules.
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In chapter 3, the surface model of MgB2 (0001) is created by making a slab model
that is periodic over the in-plane axes, but should be non-periodic along the z axis.
The non-periodic model is created by introducing vacuum spacing above the surface.
The length of the vacuum distance is carefully chosen that the ﬁctitious interaction
between one surface to the other surface across the periodic boundary of the unitcell is
negligible. Too large vacuum distance can signiﬁcantly increase the size of the charge
density array that will consume large memory. When the unitcell is very asymmetric,
a charge-sloshing error can deteriorate the stability of the self-consistent cycle. When
such technical error is observed, one should manipulate the mixing parameter to
stabilize the convergence process, or increase lateral dimension of the unitcell. In
order to model a diatomic oxygen molecule whose total energy is needed to calculate
the oxygen adsorption energy, the periodicity along all three directions should be
eﬀectively discontinued, by introducing enough vacuum distances in all three axes.
When it comes to modeling the surface of multi-component compounds such as
MgB2 (0001), it is important to consider the polarity of the surface. When the surface
has signiﬁcant polarization, the Coulombic repulsion between periodic images can be
erroneously taken into the total energy result. Such interaction across the vacuum
spacing must be removed by using suﬃciently large vacuum gap. Another brute-force
method is to use the dipole correction developed by Neugebauer and Scheﬄer. [2]
But for instance when calculating high coverage adsorption models, such interaction
across lateral periodic boundaries can be used to simulate the high coverage adsorption condition. Occasionally the local chemical composition of the surface Sometimes,
the surface chemical composition is manipulated in order to satisfy the charge neutrality, [3] however it is important to fully examine the thermodynamic stability of
the manipulated surface among various possible conﬁgurations.
In chapter 4, an isolated vacancy in a close packed metal lattice is modeled in order
to calculate the diﬀusion property mediated by vacancy along the shortest diﬀusion
path. The Cu fcc and Cr bcc models are created by calculating the optimized bulk
structure. Both the total energy and atomic forces (Hellmann-Feynman force [4, 5])
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are minimized to obtain the variational solution. After creating a vacancy, the forcerelaxation optimization is carried out again in order to relax the structures around the
vacancy, but without allowing any variation of the cell parameters. This constraint
is necessary in order to model an isolated vacancy in an ideal, perfect bulk material.
Once relaxed the cell parameters in the latter stage of optimization, we no longer
look at the isolated vacancy model, but instead a bulk model with singular vacancy
concentration is obtained instead.

1.2

The choice of exchange-correlation approximations
The success of DFT is due to mathematically exact mapping of the many-body

Schrödinger equation to a uni-body (electron density) Kohn-Sham equation. The
exchange-correlation term in the Kohn-Sham equation broadly embraces all the remaining consequences due to the mapping besides all the known terms. There are
still active ongoing eﬀort to ﬁnd the exact or more accurate form of the exchangecorrelation term. In this section, I would like to introduce the exchange-correlation
approximations used in the present dissertation.
The name “exchange-correlation” implies where the unknown errors originate
from. In the electronic density space, an electron is not described as a particulate
point, instead, its spatial probability is spread over the space. When iterating over the
grid points of the electron density space, any pair-wise calculation can include the interaction between an electron and itself. This is called the self-interaction error. The
correlation eﬀect addresses the manybody interaction, however, the other electrons
are also spread over the density space. Thus the exchange-correlation term embraces
the consequences of mapping many-body discrete electronic system to a continuous
electronic density space. Since the exact solution of the exchange-correlation term is
still unknown, various approximations has been proposed. When using DFT to study
materials it is important to know the merit and limitations of the exchange-correlation
approximation used in the calculation.
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The simplest approximation is local density approximation (LDA). Since the energy of the ground state ideal electron gas is well deﬁned, [6] the exchange-correlation
term can be accurately obtained from the case of ideal electron gas. In LDA, this
ideal gas derived exchange-correlation energy is used for a given electron density.
The LDA is most useful for a system that is closer to free-electrons system, such as
a metallic material. However, LDA is known to poorly describe more electronically
localized systems such as molecules and ionic materials.
Recognizing the discrepancy from ideal homogeneous electron gas, the next logical
step is to introduce corrections based on the spatial variations of the electron density.
When the gradient of electron density is used to further improve accuracy of the
calculation, it is called generalized gradient approximation (GGA). [7–9] There are
ongoing eﬀort to include the correction due to second derivatives of the electron
density, frequently called as meta-GGA (m-GGA).
Next logical step is to address the self-interaction errors. The correction can be introduced by calculating discrete and explicit exchange calculation. When an explicit
exact exchange calculation is used along with conventional semi-local (e.g. LDA,
GGA), then it is called a hybrid approach. However, performing the exchange calculation over large domain consumes considerable computational resource. Instead,
Heyd, Scuseria, and Ernzerhof developed the screened hybrid approach based on the
idea that the electron-electron interaction is most signiﬁcant at a short range, but
can be screened in a long range, introducing a screening parameter to the hybrid
approach. The use of exact exchange and screening parameters introduced two adjustable parameters. The mixing parameter α determines the fraction of the exact
exchange. The screening parameter µ determines the strength of the charge screening
eﬀect. However, it is important to avoid an inductive approach to empirically determine the parameters. It was shown that when the α = 0.25, the value, slope, and
second derivative of using the functional matches to the semi-local cases (i.e. LDA
or GGA). [10] The screening parameter µ determines the cutoﬀ range. This parameter was revised once, [11] and was suggested as a material-dependent parameter. [12]
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However, to use an arbitrarily adjustable parameter in DFT calculation works against
the beneﬁt of using a ﬁrst-principles approach. We want as little empiricism as possible when it comes to use a ﬁrst-principles method to predict materials property.
One possible solution is suggested to ﬁt µ to achieve the best ﬁt of the electronic
band structure to that of the quasi-particle GW calculation. [12] Instead of ﬁtting
to an experimental measurement, it still relies on ﬁrst-principles calculation. This
approach, namely HSE(GW) method, is used in chapter 3 along with other types
of exchange-correlation functionals. Despite these incredible advances in the various
exchange-correlation approximations, it is important to test diﬀerent types of approximations for the speciﬁc problem at hand, comparing to relevant experimental data
or result from more advanced theory.
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2. UNCOVERING THE THERMO-KINETIC ORIGINS OF
PHASE ORDERING IN MIXED-VALENCE ANTIMONY
TETROXIDE BY FIRST-PRINCIPLES MODELING
*The contents of this chapter is appeared on the journal Inorganic Chemistry (Kim
et al., Inorg. Chem. 56, 6545 (2017))
Phase ordering in the mixed-valence oxide Sb2 O4 has been examined by densityfunctional theory (DFT) calculations. We ﬁnd that the ground state total energies of
the two phases (α and β) are almost degenerate, highly sensitive to the choice of the
approximation to the exchange correlation (xc) functional used in our calculations.
Interestingly, with the inclusion of the zero point energy corrections, the α phase is
then consistently the predicted ground state polymorph regardless of the choice of
xc functional used. We also illustrate the pronounced stereochemical activity of Sb
in these polymorphs of Sb2 O4 , setting an exception to the Keve and Skapski rule.
Here, we ﬁnd that the actual bonding in the α phase is more asymmetric while the
anomalous stability of the β phase could be rationalized from kinetic considerations.
We ﬁnd a non-negligible activation barrier for this α–β phase transition, and the
presence of saddle point (β phase) supports the separation of Sb(III) over a continuous
phase transition, as observed in experiments.

2.1

Introduction
Since the ﬁrst identiﬁcation of antimony tetroxide, Sb2 O4 , from a natural mineral

[13], two types of its polymorphs, cervantite and clinocervantite have been identiﬁed
[14]. Cervantite, the orthorhombic α phase (Pna2 1 ) was the ﬁrst observation of
the mixed oxide of antimony, found in Cervantes (Lugo, Spain) in 1845 [13], and
clinocervantite, the monoclinic β phase (C2/ c) was found in Cetinemine (Tuscany,
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Italy) in 1964 [15]. In syntheses, the α phase can be obtained by heating antimony
trioxide (Sb2 O3 ) in air [16,17], indicating it is the ground state of antimony tetroxide,
and the β phase can be synthesized by heating the α phase in vacuum (10−3 mmHg)
followed by rapid quenching [14], or heating the α phase under high pressure at
an elevated temperature [18]. Interestingly, once the β phase is formed, it rarely
transforms back to the α phase [18]. Some previous studies have oﬀered explanations
for the origin of the “abnormal stability” of the β phase [18, 19] and even suggested
that the α phase may be a metastable modiﬁcation of the β phase. Orosel and
coworkers determined the pressure-temperature phase diagram of these mixed states
experimentally [18].
Keve and Skapski [19] provided a basis for explaining the stability of the β phase in
terms of the crystalline symmetry. The basic idea is, for mixed oxides with AIII BV O4 ,
the centrosymmetric β phase has a lower crystal symmetry (compared to the orthorhombic α phase), and this phase can always be stable (where A = Sb or Bi, and
B = Nb, Sb or Ta). This rule has been used to explain the abnormal stability of the
β phase [18]. Indeed the β phase of antimony tetroxide has a higher packing density
and is seemingly more stable than the α phase according to the previous study. This
idea may explain the unexpected stability of the β phase, however, this rule alone
does not explain why the α phase can be comparably stable.
Indeed, antimony tetroxide is not a simple material. Antimony, an element with
ﬁve valence electrons, can have either a (nominally) +3 oxidation state as in Sb2 O3 , or
+5 as in Sb2 O5 . In the mixed state, Sb2 O4 , there is an equal proportion of +3 and +5
oxidation states of antimony. Thus, antimony tetroxides are found to exhibit complex
behavior, primarily due to stereochemical activity of Sb, as indicated by the presence
of lone-pair electrons [20]. Various physical properties of the other polymorphs of tri-,
and penta-oxides are discussed in detail elsewhere [20, 21].
It is evident that a clear atomistic understanding of the phase transition between
the α and β phases, and the associated irreversibility is still lacking and calls for an
investigation into the kinetics of the phase transition, in addition to thermodynamic
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considerations. In the present paper, using ﬁrst-principles density-functional theory
calculations, we thus investigate the relative stabilities of these two phases, as well as
the energetics and kinetics of the atomic phase transition between them in an attempt
to rationalize the competing structural and electronic origins of the unresolved phase
ordering in Sb2 O4 . In addition to predicting which phase is the ground state, our
ﬁndings challenge the current understanding of the structure-property relation in
these materials and may also provide useful insights into understanding the phase
stability of other such complex (mixed) heavy metal oxides [20, 22, 23].

2.2

Methodology
We perform density functional theory (DFT) calculations as implemented in the

Vienna ab-initio simulation package (VASP) [24,25]. The kinetic energy cutoﬀ for the
planewave basis set is 500 eV and the electron-ion interactions are represented using
the projector augmented wave (PAW) potentials [26, 27]. The crystalline structures
of the polymorphs of Sb2 O4 are calculated using various exchange-correlation (xc)
functionals and compared to experimental results. The HSE06 [28–31], PBE [32],
RPA@PBE [33, 34], PBE-D2 [35], PBEsol [36], and LDA [37] functionals are considered in this study. The RPA@PBE method by Kresse and coworkers, has been
shown to improve total energies for both surfaces as well as bulk materials [33]. This
method takes the optimized geometry at the PBE level, followed by self-consistent
calculations with the random phase approximation (RPA).
For the PBE, PBE-D2, PBEsol, and LDA calculations in the present work, a
Monkhorst-Pack [38] k-point grid of 8 × 8 × 4 is used for geometric optimization of α–
Sb2 O4 , and 4×8×8 is used for β–Sb2 O4 . For the HSE06 and RPA@PBE calculations,
4 × 4 × 2 and 2 × 4 × 4 k-point grids are used for α–Sb2 O4 and β–Sb2 O4 , respectively.
For HSE06 density-of-states calculations, a slightly denser Γ-centered grid of 6 × 6 × 3
is used for α–Sb2 O4 , and 3 × 6 × 6 is used for β–Sb2 O4 .
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For the reference states (rhombohedral Sb and O2 molecule), a Monkhorst-Pack
type 9 × 9 × 3 grid was used for Sb, and a Γ-centered single point was used for O2
with a 20 × 20 × 20 Å3 supercell. The zero point energy (ZPE) corrections are calculated by density-functional perturbation theory (DFPT) [39–41], except for PBE-D2
and PBE-D3. The ﬁnite diﬀerence method is used for PBE-D2 and PBE-D3, instead. The total energy convergence criterion is 10−5 eV for self-consistent electronic
minimization steps, and 10−4 eV for ionic displacement steps.
We calculate the formation energy (Ef ) using the aforementioned various xc, as,
tot
tot
Ef = ESb
− nSb ESb
−
2 O4

nO tot
E
2 O2

,

(2.1)

tot
denotes the ground state total energy of Sb2 O4 of respective bulk phase
where ESb
2 O4
tot
(per formula unit), nSb the number of Sb in the bulk unit cell, ESb
the total energy

of a Sb atom in the reference state Sb bulk, nO the number of oxygen ions in the bulk
Sb2 O4 unit cell, and EOtot2 the total energy of the oxygen molecule.
To investigate the diﬀerences between the atomic and electronic properties of
the two phases, we ﬁrst introduce a structural analyses taking non-local neighboring
oxygen ions of Sb(III) into account, which conﬁrms the idea suggested by Amador
et al. in 1988 [14]. We calculate the radial distribution function (RDF) and bonding
angle distribution (BAD) to discuss the structural diﬀerences between the two phases
of antimony tetroxides [20, 42]. In these analyses the Sb(III) and Sb(V) atoms are
treated as separated species.
Next, we perform electron localization function (ELF) calculations to explicitly
deﬁne the chemical bonding between Sb(III) and the non-local neighboring oxygens
[43]. ELF provides a non-empirical basis for the identiﬁcation of chemical bonds. In
order to obtain a quantitative comparison, we have projected the volumetric ELF data
to a linear bonding path that directly connects the Sb ion to a neighboring oxygen by
shortest distance, highlighting the diﬀerent bonding natures around Sb(III) between
the α and the β phases.
To evaluate the energy barrier for the phase transition between the α and the β
phases, we have performed the climbing image nudged-elastic band method (CI-NEB)
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using the PBE xc functional. The calculations are performed in two steps. Firstly
as an initial guess, nine atomistic structures are modeled by interpolating the atomic
positions as well as the translation vectors of the two phases. Next, we take the
saddle point structure and perform a geometry optimization. Now, the two separate
CI-NEB calculations are then performed using the optimized saddle point structure
as the constraint image in the middle of the pathway. The three optimized structures
(α phase, optimized saddle point structure, and β phase atomic geometries) are now
used as constrained images, and two separate CI-NEB calculations for both half paths
are then performed (from the α phase to the saddle point, and from the saddle point
to the β phase). We note that the consequences due to grain boundaries or surfaces
are not taken into account, making the interpretation of the result relevant to only
single crystalline Sb2 O4 .

2.3
2.3.1

Results and discussion
Structures and energies of Sb2 O4

Table 2.1.
Bulk parameters of the calculated atomic structures of α–Sb2 O4 , using
various exchange-correlation (xc) functionals. The theoretical results
are compared to experiment data [44]. Percentage diﬀerences are
shown in parentheses (in %).

xc

a (Å)

b (Å)

c (Å)

HSE06

5.44 (−0.2)

4.83 (+0.4)

11.79 (+0.1)

PBE

5.56 (+1.9)

4.90 (+2.0)

11.94 (+1.4)

PBEsol

5.47 (+0.3)

4.84 (+0.6)

11.77 (−0.1)

PBE-D2

5.49 (+0.8)

4.86 (+1.1)

11.86 (+0.7)

LDA

5.41 (−0.7)

4.80 (−0.3)

11.67 (−1.0)
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Fig. 2.1. Optimized atomic structures of (a) α–Sb2 O4 and (b) β–
Sb2 O4 . The α–Sb2 O4 phase has an orthorhombic crystalline unit cell,
while the β–Sb2 O4 phase has a monoclinic unit cell. Antimony with
diﬀerent oxidation states – Sb(V) for Sb5+ and Sb(III) for Sb3+ , comprise the repetitive structural units. A distinct diﬀerence between
the two phases comes from non-local Sb–O bonding around Sb(III).
The diﬀerence is clearly captured by the radial distribution function
(RDF), given below in the lower panels of the ﬁgure.

The calculated structural parameters of α–Sb2 O4 and β–Sb2 O4 phases are listed
in Tables 2.1 and 2.2. α–Sb2 O4 has an orthorhombic structure, while β–Sb2 O4 crys-
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Table 2.2.
Bulk parameters of the calculated atomic structures of β–Sb2 O4 , using
various exchange-correlation (xc) functionals. The theoretical results
are compared to experiment data [45]. Percentage diﬀerences are
shown in parentheses (in %).

xc

a (Å)

b (Å)

c (Å)

β (◦ )

HSE06

12.06 (−0.0)

4.85 (+0.4)

5.39 (+0.3)

103.9 (−0.7)

PBE

12.20 (+1.2)

4.93 (+2.0)

5.51 (+2.4)

103.7 (−0.9)

PBEsol

12.05 (−0.1)

4.87 (+0.9)

5.39 (+0.2)

105.0 (+0.4)

PBE-D2

12.20 (+1.2)

4.91 (+1.6)

5.41 (+0.5)

105.7 (+1.0)

LDA

11.94 (−1.0)

4.84 (+0.2) 5.33 (−1.0)

105.7 (+1.0)

talizes in a monoclinic structure. Despite the diﬀerence in unit cell symmetry, the
atomic arrangements of these two phases are rather similar (see Figure 2.1). Due to
this structural similarity, we propose that the atomic structure of α–Sb2 O4 may be
transformed to that of β–Sb2 O4 by merely a shear deformation in the a − b plane,
with the longest c axis of the orthorhombic α phase now acting as the a axis of the
monoclinic β phase.
The formation energies, Ef of both phases are given in Table 2.3. The Ef of the α
and the β phases are so close that the diﬀerences, ΔEf are only a couple of meV per
formula unit. Therefore, it could be expected that a small correction to the formation
energies (e.g. by taking the weak van der Waals force interaction as included in PBED2) may reverse the ordering. Allen et al. [21] reported the formation energy of α–
Sb2 O4 and β–Sb2 O4 to be −8.31 and −8.30 eV, respectively, and is in close agreement
with the present work.
The zero point energy (ZPE) corrections are calculated for the two phases with
respect to various xc functionals (in Table 2.3). The ZPE results show that the

17

Table 2.3.
Calculated formation energy, Ef (and selected zero point energy, EZPE
in brackets) of the α and β phases of Sb2 O4 , using various exchangecorrelation (xc) functionals. Here, ΔEf and ΔEZPE are calculated by
subtracting the corresponding Ef and EZPE of the β phase from that
of the α phase, respectively. Here, a negative ΔEf value will indicate
that the α phase is more thermodynamically stable that its β form.
The energies are expressed in eV/formula unit.

xc

α–Sb2 O4 , Ef (EZPE )

β–Sb2 O4 , Ef (EZPE )

ΔEf

ΔEZPE

RPA@PBE

−10.445

−10.434

−0.011

−

HSE06

−8.452

−8.449

−0.003

−

PBE

−8.275 (0.776)

−8.263 (0.782)

−0.012 −0.006

PBEsol

−8.939 (0.803)

−8.940 (0.813)

+0.001

−0.010

PBE-D2

−8.892 (0.759)

−8.914 (0.765)

+0.022

−0.006

LDA

−10.565 (0.828)

−10.578 (0.834)

+0.012

−0.006

contribution to the formation energy diﬀerences between the α and β phase is about
6 to 10 meV/formula unit, favouring the α phase.
Using the RPA@PBE approach [33, 34], in which many-body perturbation theory
at the random phase approximation level is used to correct bulk energies [34], we ﬁnd
that the RPA@PBE also favors the α phase by 11 meV/formula unit (without ZPE
corrections).
However, such small energy diﬀerences may well indicate that conclusions cannot
be drawn purely based on total energies. These results, nevertheless, suggest that the
two polymorphs of Sb2 O4 could be a pair of useful candidates for benchmarking the
accuracy of common xc approximations used for solid-state calculations.
Taking a closer look at the structural factors in these two phases of Sb2 O4 , we
ﬁnd that the actual interatomic bondings in the α phase are less symmetric, with a
notable octahedral distortion of Sb(V) as well as the asymmetric interactions around
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Sb(III). As the β phase is stabilized by the lower structural symmetry of the unit cell,
the α phase, on the other hand, has less symmetric interatomic bonding arising from
its unique electronic structure (as detailed below).
Sb(V)−O−Sb(V)
Sb(III)−O−Sb(III)

O−Sb(V)−O
O−Sb(III)−O

(b) β‒Sb2O4

b (arb.)
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(a) α‒Sb2O4
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Fig. 2.2. (Color online) Calculated bond angle distribution for (a) α–
Sb2 O4 and (b) β–Sb2 O4 . Bond angles of Sb–O–Sb and O–Sb–O are
separately calculated for Sb(III) and Sb(V). Note that the α–Sb2 O4
phase has a distorted octahedral arrangement around Sb(V). The two
phases do not show clear diﬀerences when only local neighbor oxygens
are considered, however, a drastic diﬀerence can be seen when nonlocal neighbors (a1, a2, a3, a4, b1, b2, b3, and b4) are included in
the calculation. See Figure 2.1 of the main text for the assignment of
these labels used in the bond angle distribution.

The α phase exhibits a Jahn-Teller distortion of the octahedral coordinations
around Sb(V). A Jahn-Teller distortion occurs when a distorted structure is favored
over an ideal coordination due to the asymmetric electronic structure of the system [46]. From the structural diﬀerences, we can already see that there may be a
pronounced role of the lone-pair electrons of Sb in both the octahedral distortion
around Sb(V), as well as in the non-local bondings around Sb(III). The octahedral
distortion is captured in bonding angle distribution (BAD) shown in Figure 2.2. The
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Fig. 2.3. Electron localization function (ELF) projected along the
bonding path between Sb and O atoms for (a) α–Sb2 O4 and (b) β–
Sb2 O4 . The ELF spans from 0 to 1, where 1 denotes maximum localization of the electronic density, and the value of 0.5 (gray horizontal
lines) represents an approximate covalent nature of the bonding. The
ELFs projected between Sb(III) ions and its local (O6, O7, O8, and
O9) and non-local (a1, a2, a3, a4, b1, b2, b3, and b4) oxygen neighbors show diﬀerent bonding characteristics. See Figure 2.1 for the
assignment of these labels used for the ELF projections.

O–Sb(V)–O is signiﬁcantly distorted from 180◦ in the α phase, compared to that of
β phase.

2.3.2

Electronic structure of Sb2 O4

We next proceed to study the electronic structure of these two phases of Sb2 O4
via the electron localization function (ELF), projected density-of-states (pDOS), and
Bader charge analysis. The electron localization function (ELF) ranges from 0 to
1, where a value of 0.5 corresponds to covalent bonding. This analysis gives a non-
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empirical characterization of the bonding nature based on calculated electronic density.
With the ELF analysis, we ﬁnd there are non-local bondings between Sb(III)
and neighboring oxygen ions. It is unusual to ﬁnd Sb–O bondings extending to
about 3 Å (see Figures 2.1 and 2.3). This indicates there are signiﬁcant stereochemical
interactions between lone-pair electrons of Sb and O. The ELF curves in Figure 2.3
clearly show that there are still signiﬁcant chemical bonding at these distances.
In fact, this has been suggested by Amador et al. in 1988 [14]. Based on the empirical bond-valence model, the authors calculated the oxidation number of Sb(III).
Without taking the non-local oxygen neighbors into account, the bond valence of
Sb(III) was only 2.5, not reaching to an ideal oxidation state of 3.0. Only by considering two more of the non-local oxygen neighbors, they found 2.9. Yet this empirical
calculation did not address the diﬀerence between the α and β phases. In our ELF
result, a pronounced asymmetry in Sb(III)-O bondings can be observed (Figure 2.1).
We notice the bonding around the Sb(III) atom of the α phase are asymmetric, while
those of the β phase are degenerate in a pairwise manner.
With regards to phase stability, this observation raises a question about a previous
idea based on the rule of Keve and Skapski [18, 19]. Although the centrosymmetric
β phase has a lower crystal lattice symmetry, the electronic structure and the interatomic bonding are the opposite. These two diﬀerent competing scenarios – low lattice
symmetry of the monoclinic β phase versus the actual asymmetry of the interatomic
bondings in the α phase, complicate the problem signiﬁcantly.
A study of the structural evolution of antimony chalcogenides by Carey et al. have
shown that the local coordination around Sb(V) can be signiﬁcantly manipulated
by the electronic property of anions [47]. In the cited work, a series of antimony
chalcogenides: oxide, sulﬁde, and telluride were studied, which suggested that the
energy level of the anion valence state has a strong correlation with the distorted
structures around Sb. Those anions, O, S, Te have diﬀerent valence state energies,
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Fig. 2.4. Calculated electronic projected density-of-states with the
HSE06 xc functional for (a) α–Sb2 O4 and (b) β–Sb2 O4 . The electronic
structure of α–Sb2 O4 exhibit separate peaks in the vicinity of the
Fermi level, indicating the more asymmetric bonding structure of the
α phase. Here, the top of the valence band is set to 0 eV.

with O the lowest and Te the highest. The lone-pair electrons can be stabilized when
the energy levels of anion p orbitals, Sb 5s, and Sb 5p states are in a delicate balance.
The signiﬁcant change from the distorted octahedral coordination in the α phase
to a perfect octahedral in the β phase can be rationalized by considering the upshifting in the energy of valence electrons of the O anions during the transformation
process (under elevated temperatures and under high pressures). Here, the more
energetic valence electrons in the O anions then play a similar role to that in the
electron-rich anions in antimony chalcogenides [47].
Some agreement may be drawn from the pDOS shown in Figure 2.4, as calculated
using the HSE06 xc functional. The oxygen pDOS of the β phase captures this
removal of the asymmetric bonding structure in the α phase by presenting slightly
more broadened peaks near the valence band maximum, while the merging of the Sb
5s/5p peaks lends support to a more symmetric bonding in the β phase. The elevated

22
energy states of O 2p in β phase coincides with the trend found in Carey et al. where
the energy levels of the anions are found to close correlate with the stabilization of
octahedral arrangement around Sb in the chalcogenide series.
In addition, we use Bader charge analysis to quantify the diﬀerences in the anionic
property of the two phases. Bader charge analysis calculates the electronic density
allocated to adjacent ions based on charge-ﬂux neutrality. It is found that there are
small but non-negligible changes to the electronic charges in the oxygen anions, where
the oxygen anions in the β phase are indeed more negatively charged than those in
the α phase and suggesting that the molecular orbital energy levels of the the β phase
may then be higher that those of the α phase.

2.3.3

α–β phase transformation in Sb2 O4

We now proceed to examine and discuss the irreversibility of the phase transition
reported in experiments. Orosel and coworkers [18], carefully surveyed the stability
of antimony tetroxide spanning through a range of temperatures and pressures. A
list of important ﬁndings are summarized here: (i) Starting from pure α–Sb2 O4 ,
it smoothly transforms to β–Sb2 O4 under elevated temperature (375 ◦ C) and high
pressure (6 GPa); (ii) At ambient temperature (23 ◦ C), the α phase transform to the
β phase when the pressure reaches as high as 20 GPa; (iii) The high purity β phase
is stable within a narrow range of temperatures (350 ◦ C < T < 400 ◦ C); (iv) Upon
removing the external pressure and heating, the β phase does not transform back to
the α phase. If the β phase was truly a metastable phase, the reverse reaction should
have proceeded when the external driving forces (i.e. the heating and pressure) were
removed. However, the β phase remained unchanged even upon providing thermal
energy in an attempt to overcome the activation energy barrier. Surprisingly, the
material rather decomposes into Sb2 O3 , which we believe, raises an interesting point
of discussion.
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(a) Transition state images (α-Sb2O4 ↔ β-Sb2O4 )
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Fig. 2.5. (a) Transition state images and (b) the associated energy
diﬀerences calculated by the climbing image nudged elastic band (CINEB) method. The initial atomic structures are approximated by
taking the shortest translation path between ions in α–Sb2 O4 and
their counterparts in β–Sb2 O4 . The CI-NEB ﬁnds a saddle point
amidst the direct transformation.

The irreversible transformation to the β phase has been the crucial evidence of the
stability of the β phase. The abnormal stability of this high temperature phase has
been explained by the rule of Keve and Skapski [18,19]. Though the centrosymmetric
β phase can have the lower symmetry on the crystalline lattice level, the electronic
structure and the interatomic chemical bonding support the opposite. Our ELF
results (as discussed above) clearly demonstrate that the actual interatomic chemical
bonding can be more asymmetric in the α phase. These competing structural origins
on diﬀerent scales complicate the problem signiﬁcantly.
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Besides arguing from an electronic structure point-of-view, we speculate that the
β phase may, in fact, be further stabilized by kinetic origins. As a starting point, we
performed a series of climbing image nudged elastic band (CI-NEB) calculations (in
Figure 2.5). Taking the advantage of the structural similarity in the two phases, we
correlate each ionic position in both phases that requires the smallest displacement.
In this way, we attempt to ﬁnd the lowest energy barrier for the most probable phase
transition pathway. In order for the α phase to smoothly transform to the β phase, the
layer consisting of Sb(V) and in-plane O ions should be shifted along the a–b plane.
This intuitively favours and involves the rearrangement of the minimal number of
Sb-O bonds.
The transition barrier energy is found to be 0.9 eV/formula unit at the highest
point. This high energy barrier is associated with the shear deformation along the a–b
plane, and the corresponding rearrangement of O ions. The calculated saddle point
trajectory shows a prevailing instability during the phase transformation, where the
separation of Sb(III) is preferred over the breaking and (re)formation of Sb-O bonds.
This coincides with the observed decomposition of the β phase into Sb2 O3 in the
previous work [18].

2.4

Summary and conclusions
In perspective, while some of the most advanced DFT (and many-body physics)

approximations used in this work favor the thermodynamic stability of the α phase
(see Table 2.3), this alone does not explain the unusual stability of the β phase. The
peculiar stability of the β phase can indeed be rationalized from kinetic considerations,
supported by our calculated transition barrier of as high as 0.9 eV/formula unit. We
also argue that the initial transformation may be triggered by a change in the oxygen
electronic orbital energy levels during the process, which involves the removal of the
Jahn-Teller distortion in the α phase, in analogy to the structural evolution of the
antimony chalcogenides series.
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3. ELECTRONIC STRUCTURE AND SURFACE
PROPERTIES OF MAGNESIUM DIBORIDE UPON
OXYGEN ADSORPTION
*The contents of this chapter is featured on the journal Physical Review B (Kim et
al., Phys. Rev. B 97, 195416 (2018))
We use density-functional theory to investigate the bulk and surface properties of
MgB2 . The unique bonding structure of MgB2 is investigated by Bader’s atoms-inmolecules, charge density diﬀerence, and occupancy projected band structure analyses. Oxygen adsorption on the charge-depleted surfaces of MgB2 is studied by a
surface potential energy mapping method, reporting a complete map including lowsymmetry binding sites. The B-terminated MgB2 (0001) demonstrates reconstruction
of the graphene-like B layer and the reconstructed geometry exposes a three-fold
site of the sub-surface Mg, making it accessible from the surface. Detailed reconstruction mechanisms are studied by simulated annealing method based on ab-initio
molecular dynamics and nudged elastic band calculations. The surface clustering of
B atoms signiﬁcantly modiﬁes the B 2p states to occupy low energy valence states.
The present work emphasizes that a thorough understanding of the surface phase
may explain an apparent inconsistency in the experimental surface characterization
of MgB2 . Furthermore, these results suggest that the surface passivation can be an
important technical challenge when it comes to development of a superconducting
device using MgB2 .

3.1

Introduction
MgB2 is an interesting superconductor with high Tc , [48, 49] in which a two-

gap superconductivity originates from its anisotropic bonding structure. MgB2 has
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an AlB2 type crystal structure, where close packed Mg layers and graphene-like B
layers alternate along the c axis of the hexagonal unit cell. MgB2 shows a complex
bonding structure consisting of ionic inter-layer bonding and covalent/metallic mixed
in-plane bonding. The B and Mg are stabilized in the layered structure by ionic charge
transfer: B in MgB2 exhibits a graphene-like hexagonal layer, while bulk B is stable in
a rhombohedral phase; [50] also, the Mg–Mg distance within the Mg layer of MgB2 is
considerably smaller than that of bulk Mg. Mg transfers most of its valence electrons
to B layers, ﬁlling B 2pz orbitals while reducing the Mg–Mg bonding distances due
to the emptying of the outer shell. The surface of this binary compound can exhibit
unique properties and structures, since this fundamental interlayer charge transfer
mechanism that stabilizes the layers in bulk MgB2 does not persist at the surface.
MgB2 has displayed a uniquely disordered superconducting vortex structure. [51]
To fully understand the observed disorder, it is important to address any potential
surface phases in order to credibly attribute the observation to a bulk property of
MgB2 . MgB2 is also known for diﬃculties in obtaining consistent surface-sensitive
spectra from scanning tunneling spectroscopy and Auger methods. [52–55] It is suggested that an unstable surface construction could be a reason for such measurement
inconsistencies. [48, 56, 57] As bulk properties are further studied, it is equally important to work toward a better understanding of the surface, which often stands
between the physical probe and the bulk domain of interest. [56]
A frequently observed impurity in MgB2 is oxygen, and the surfaces and grain
boundaries of MgB2 are commonly under the inﬂuence of oxygen impurities in one
form or another. [58, 59] MgB2 (0001) is a stable low-energy facet occurring in crystalline MgB2 synthesis, [60] which experimentally exhibits trace oxygen despite vacuum conditions encountered during the pre-synthesis stage. To better understand the
MgB2 surface and further investigate any possible surface reconstructions, we consider B- and Mg-terminated MgB2 surfaces in both the pristine case and under the
inﬂuence of adsorbed oxygen. A stable low-energy surface orientation is more thermodynamically probable and experimentally relevant, [60] therefore, we focus on the
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MgB2 (0001) surface as a ﬁrst step. Interestingly, calculations show the Mg-terminated
MgB2 (0001) is more thermodynamically stable in terms of surface energy, [61] but experimental studies reported in several cases that boron-rich surface phase is observed
in MgB2 , as well. [52,62,63] The present work explores a possible reconstruction pathway of the B-terminated surface triggered by surface-adsorbate interaction, causing
formation of complex surface oxide phase.
We begin with the electronic structure of the bulk, explain how the unique layered
structure is stabilized, and show that the electrophilic B-terminated surface suﬀers
a spontaneous reconstruction under the inﬂuence of adsorbed oxygen. The calculated ionicity of bulk MgB2 coincides with a previous study based on Phillips-van
Vechten-Levine (PVL) dielectric theory, [64] where 96.8% ionicity of Mg–B bonding
was reported. We compute the oxygen adsorption potential energy surface map for
both Mg- and B-terminated surfaces of MgB2 (0001) and further detail their electronic
structures as well as oxygen diﬀusion transition state geometries. Simulated annealing
based on ab-initio molecular dynamics (aiMD) is used to explore a possible reconstruction pathway in the vicinity of the adsorbed oxygen. Based on the simulated
annealing, we develop a two-step reconstruction model of B-terminated MgB2 (0001)
with adsorbed oxygen and calculate the transition state energy barriers.
The results raise an interesting question of whether the surface of MgB2 retains its
high Tc superconductivity. The high-Tc property of MgB2 is known to originate from
strong electron-phonon coupling, where in-plane 2px,y orbitals strongly couple to the
in-plane E2g phonon modes. [65, 66] However, the present work shows that the E2g
mode does not exist in a reconstructed boron layer. Thus, the consequences of surface
oxidation of MgB2 can be more fundamental in destroying the superconductivity than
mere dielectric formation.
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3.2

Methodology
We perform density-functional theory calculations [67] using the Vienna ab-initio

simulation package (VASP). [68, 69] The kinetic energy cutoﬀ for the planewave basis set is 500 eV and the electron-ion interactions are represented using the projector augmented wave (PAW) potentials. [70, 71] The total energy convergence criterion is 10−5 eV for electronic minimization steps, and 10−4 eV for ionic displacement
steps, which result in convergence of the Hellmann-Feynman forces to smaller than
10−4 eV/Å.
Various exchange-correlation functionals are tested, including LDA, [67] PBE, [72]
PBEsol, [73] RPBE, [74] HSE06, [75–78] and PBE-D3. [79] We also used HSE(GW)
method, where the HSE screening parameter is determined from quasiparticle GW
calculation of the electronic structure of MgB2 . [12]
In regards to HSE(GW), the screened hybrid exchange-correlation functional allows two adjustable parameters to introduce and optimize the hybridization approach. [10] The two parameters α and µ respectively dictate the proportion of exactexchange (Fock exchange calculated from DFT electron density) and the Coulombic
screening parameter. The value α=0.25 is chosen such that the value, slope, and
second derivative of the hybrid functional matches the semi-local functional in the
non-interacting limit. [10] The µ parameter has been revised once, [75, 77] and even
suggested to be a material-speciﬁc parameter. [12] For MgB2 , the value µ=0.6 has
been determined by ﬁtting the electronic band structure and occupancies to quasiparticle GW calculations and resulted in signiﬁcantly improved description of the
structural, electronic, optical and vibronic properties. [12] There can be diﬀerent
ways to adjust the parameters in HSE functional, but we use α=0.25 and µ=0.6 in
this study, and use a name HSE(GW) throughout the remaining text in order to
underline the rationale of these so chosen parameters.
The theoretical lattice parameters of bulk MgB2 are compared to experimental
values. [80] The generalized-gradient approximation devised by Perdew, Burke and
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Ernzerhof (PBE) [72] is chosen for most of the calculations in this study, since it best
reproduces the experimental structure and lattice constants. The choice of functional
and comparison of theoretical and experimental structural parameters are discussed
further in the Results and Discussion section. A Γ-centered 12×12×10 k-point grid
is used for bulk structure relaxation, and 6×6×1 is used for surface and adsorption
calculation for all the exchange-correlation functionals except HSE06 and HSE(GW).
For HSE, we used a Γ-centered 6×6×3 for the bulk calculations, and 2×2×1 for
p(2 × 2) supercell for the adsorption energy at high symmetry points. We use the
HSE06 and HSE(GW) result to validate the PBE result, since the PBE functional is
used in more computationally intensive calculations such as potential energy surface
mapping, transition state calculations, and ab initio molecular dynamics. When not
explicitly mentioned, the result is calculated using the PBE functional.
Occupancy-weighted, projected band structures are calculated in two steps. First,
the ground state electronic density is calculated using a dense grid of 19×19×15 Γcentered k-points. The band structures are then computed by keeping the charge
density from the former step ﬁxed and evaluating the eigenvalues on high-symmetry
paths within the Brillouin zone.
The electronic charge density diﬀerence, Δρ, is calculated by
Δρ = ρMgB2 − ρMg − ρB ,

(3.1)

where ρMgB2 denotes the charge density of MgB2 bulk, and ρMg and ρB denote the
charge density of Mg and B layers in the MgB2 structure, respectively. The ρMg and
ρB terms are obtained by removing the other ions from the unit cell and calculating
the corresponding ground state electronic charge densities. Visualization of Eq. (3.1)
emphasizes the static charge transfer due to the interaction between Mg and B layers,
where we use red and blue, respectively, to represent accumulation and depletion of
electronic charge density.
The oxygen adsorption potential energy surface (PES) is obtained by computing
the adsorption energy of O for a dense grid of points (about 20 points per Å2 ) on
the MgB2 (0001) surface, allowing local relaxations, but constraining the in-plane
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Fig. 3.1. (left) Schematic representation of the MgB2 bulk structure
and (right) MgB2 (0001) p(2 × 2) surface slab model. The vacuum
distance in the MgB2 (0001) slab model is about 16 Å.

coordinates of the O atom. A p(2 × 2) supercell is used (Fig. 3.1) for one adsorbed
O atom, which corresponds to surface coverages θ = 0.125 ML for the B-terminated
surface and θ = 0.25 ML for the Mg-terminated surface, while the areal density of
oxygen is equal in both cases. Due to the hexagonal symmetry of the surfaces, only
1/12 of the area needs to be scanned in the actual calculation, enabling a dense
sampling at an aﬀordable computational cost.
The oxygen adsorption energy, E ad , is calculated by
tot
tot
− EMgB
− nO µO ,
E ad = EO:MgB
2
2

(3.2)

tot
tot
where EO:MgB
denotes the total energy of oxygen adsorbed on MgB2 (0001), EMgB
2
2

is the total energy of MgB2 (0001), nO is the number of adsorbed oxygen atoms,
and µO denotes the chemical potential of oxygen. The parameter µO is a variable
property of the oxygen that reﬂects the chemical environment. By using the ground
state total energy of an oxygen molecule, i.e., µO = 1/2EOtot2 , we can obtain a ﬁrstprinciples prediction for the adsorption energy. However it is known that semi-local
approximations suﬀer sizable self-interaction error, which can be improved by using
hybrid functionals. [81] For this reason, the oxygen adsorption energy on the MgB2
surface is calculated and compared with respect to diﬀerent exchange-correlation
functionals.
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As will be discussed later, a severe reconstruction of the B-terminated surface is
observed during the PES calculation. To further clarify the reconstruction mechanism, we investigate the oxygen-induced reconstruction of the B-terminated surface
by using both ab initio molecular dynamics (aiMD) [82] simulations, as well as transition state calculations using the nudged elastic band (NEB) method. A p(3 × 3)
supercell is used to explore a possible longer-range reconstruction pathway. The aiMD
is performed in the canonical ensemble, based on the Nosé algorithm. [83] A time step
of 1 fs, a kinetic energy cutoﬀ of 400 eV, and a Γ-centered 2×2×1 k-point grid are
used for the simulation, which was run for over 3 ps. The temperature control is set
to 600 K with a Nosè period of 80 steps, providing suﬃcient thermal activation to
capture the surface reconstruction within the limited duration.
We further explore the transition state energies using the nudged elastic band
(NEB) method, where force-relaxed reconstructed snapshots are taken as the constraint conﬁgurations. Ten intermediate images are used for the transforming conﬁgurations between two constraints. A Γ-centered 4×4×1 k-point grid, kinetic energy
cutoﬀ of 400 eV, and dipole-corrections along the c axis are used with the p(3 × 3)
supercell. A series of density-of-states calculations are performed for each transition
state snapshot to examine the evolution of the electronic structure.

3.3

Results and Discussion
The bulk lattice parameters of MgB2 , calculated using diﬀerent exchange-correlation

functionals, are listed in Table 3.1. The generalized gradient approximation as formulated by Perdew, Burke, and Ernzerhof (PBE) is found to yield the closest agreement
with experimental values. Although bulk MgB2 has an alternating layered structure,
the nature of the interlayer interaction is signiﬁcantly diﬀerent than van der Waals
bonding. [84] While van der Waals layered materials typically exhibit strong covalent
bonding in-plane and relatively weak interlayer coupling, in contrast, the interlayer
interaction of MgB2 is found to be ionic. [85] In fact, when we introduce weak-force
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Depleted
Accumulated

Fig. 3.2. Electronic charge density diﬀerence plot of bulk MgB2 , as deﬁned by Eq.3.1. An isosurface level of 0.034 e/Å3 is shown. Electronic
charge density accumulation is expressed in red color, the depletion
is in blue color. The B 2p orbitals are ﬁlled with electrons transferred
from Mg layer and also from in-plane σ bondings of B layer. Orange
and green colored spheres represent Mg and B atoms, respectively.

corrections using the GGA-D3 scheme by Grimme, [79] the theoretical results deviate
further from the experimental measurements, as seen in Table 3.1. [80]
The ionic character of interlayer interaction of MgB2 is evident from Bader’s
atoms-in-molecules charge analysis [87,88] of the charge transfer. In MgB2 , Mg transfers most of its valence charge (Δρ = −1.94e/atom) to B (Δρ = +0.97e/atom). The
transferred charge leads to ﬁlling of B 2pz orbitals as indicated by the plot of charge
density diﬀerence, Δρ, depicted in Fig. 3.2. In experiments, a reﬁned x-ray diﬀraction
study coupled with maximum entropy analysis [89] showed that the electron charge
density is highly localized around the B layers. [90] The interesting electronic structure of this ionic layered material gives fundamental insight on how the anisotropic
superconducting gap is established in MgB2 . In a graphene-like structure, elemental
boron has insuﬃcient valence electrons available to form π bonding states, since all
3 valence electrons occupy in-plane σ bonds. However, in MgB2 , ﬁlling of the B 2pz
orbital by the valence charge transferred from Mg causes the boron layer to develop
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Table 3.1.
Lattice parameters of MgB2 with respect to various exchangecorrelation (xc) functionals. The percentage diﬀerences to the experimental measurement in Ref. [80] are shown in the parentheses.
xc

a

c

PBE

3.077 (−0.09)

3.509 (−0.02)

PBE-D3

3.054 (−0.86)

3.470 (−1.15)

PBEsol

3.067 (−0.41)

3.485 (−0.71)

RPBE

3.096 (+0.53)

3.544 (+0.98)

HSE06

3.055 (−0.81)

3.545 (+1.01)

HSE(GW)

3.060 (−0.65)

3.547 (+1.04)

LDA

3.036 (−1.43) 3.436 (−2.10)

Exp.(T=298 K) [80]

3.081

3.518

Exp.(T=37 K) [86]

3.082

3.515

both σ bonding states and π bonding states, leading to the extraordinary two-gap
superconducting gap states. [66]
It has been shown previously that the partially occupied σ bonding orbitals of
the boron layer are strongly coupled with in-plane phonons. [66, 91] The Δρ reported
in this work shows further that the electron density of the boron σ bonds is slightly
depleted as the interlayer charge transfer leads to formation of π bonding states
(Fig. 3.2).
The occupancy resolved, projected electronic band structure of MgB2 is shown
in Fig. 3.3. Here the thickness of the lines conveys additional information of the
occupancy and the colors indicate angular momentum of the Kohn-Sham eigenstates.
Again, we ﬁnd the B 2p states are ﬁlled, while Mg 3s state is empty in agreement with
a previous DFT result using a diﬀerent level of approximation. [92] This indicates ionic
charge transfer from Mg 3s states to B 2p, where the charge density diﬀerence result
(Fig.3.2) suggests that the B 2pz states are occupied. We also ﬁnd the B 2s and B
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2p states are smoothly mixed in the valence states, suggesting the presence of the sp2
hybridization. The curvature of the band structure indicates both heavy (Γ → A)
and light (H → A) eﬀective masses of charge carriers at the Fermi level, which is
suggestive of the complex Fermi surface. [66] In the MgB2 unit cell, the path Γ → A
corresponds to the momentum vector aligned with the layer-plane normal. The ﬂat
curvature of the eigenstates along that path indicates that the electron states are
localized either on a Mg or B layer, further illustrating the ionic chemical interaction
between the two elements. On the other hand, the highly-dispersive H → A path
corresponds to an in-plane direction in the unit cell, revealing that the metallic inplane bonding has free-electron-like character. The MgB2 structure is sometimes
described as an analogy of intercalated graphite. [90] Indeed, the addition of a Mg
layer between B layers produces the unique electronic structure that resembles the
sp2 bonding network of graphene with a σ in-plane covalent bonding network and
delocalized π bondings.
MgB2 is a unique and interesting material in terms of the nature of its atomic
bonding. The nearly complete charge transfer of valence electrons from Mg to B
indicates ionic bonding character, as reﬂected by the Bader charge analysis, charge
density diﬀerences, and band structure decompositions presented in this work, which
is further consistent with previous PVL dielectric theory analysis. [64] However, the
in-plane chemical interaction of the B layer is found to be covalent, while the out-ofplane interaction is mildly metallic. [93] These unique properties of bulk MgB2 present
important fundamental issues related to the surface properties of the material. Since
the graphene-like structure of the B layer in MgB2 is stabilized by charge transfer
from the Mg layer, a question arises of whether the bare B-terminated MgB2 (0001)
surface exhibits an instability. Furthermore, the Mg layer in MgB2 has signiﬁcantly reduced interatomic distances compared to the pure Mg hexagonal closed packed (HCP)
structure. Thus, detailed understanding of both B- and Mg-terminated MgB2 (0001)
surfaces is fundamentally important.
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MgB2 (0001) is a stable facet observed experimentally in synthesized MgB2 single
crystals. [60] In a previous experimental study, Auger spectroscopy of polycrystalline
MgB2 revealed both Mg-rich and B-rich phases of the MgB2 surface. [52] Soft-x-ray
spectroscopy of polycrystalline ﬁlms showed evidence of surface boron oxides. [62] Yet
another study on large-area deposited polycrystalline MgB2 ﬁlm reported both Mg
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and B oxides present on the surface. [63] A series of oxidation tests on MgB2 showed
that annealing at 400 ◦ C under oxygen ﬂow resulted in formation of metastable surface
oxide phase, substantially lowering the superconducting transition temperature of
MgB2 . [94] These experimental observations oﬀer useful insight and further motivate
to investigate a probable metastable oxide phase of B-terminated surface, despite the
Mg-terminated surface is found to have lower surface energy in its pristine phase. [61]
In our study, we use DFT to investigate the oxygen adsorption on both B- and Mgterminated surfaces. We performed a full evaluation of the potential energy surface
(PES) for oxygen adsorption across the entire unit cell of MgB2 (0001), as opposed to
evaluating the adsorption energy at only a few most-stable sites. The PES result is
shown in Fig. 3.4. The oxygen adsorption on MgB2 (0001) is in general exothermic,
consistent with the experimental observation of oxygen surface contamination. The
most stable oxygen adsorption sites are found to be the bridge sites of boron for the
B-terminated surface and the three-fold sites of magnesium for the Mg-terminated
surface. Note that the stability of B- or Mg-terminated surfaces is a function of the
chemical potentials µB and µMg . A previous DFT study suggested that Mg-terminated
MgB2 (0001) may be more stable than the B-terminated surface for a wide range of µ
space, however, the result also shows that there exists a B-rich phase domain where
B-terminated MgB2 (0001) can be more stable. [85] The theoretical surface stability
calculation assumes a homogeneous and ideal surface structure, and does not explain
why mixed surface phases are found in experimental studies. Interestingly, later
we show that a certain surface reconstruction of the B-terminated surface might be
responsible for making the Mg sub-layer accessible from the surface, leading to both
B- and Mg- mixed termination.
The DFT results of this study suggest two important phenomena: (i) both Band Mg-terminated surfaces are prone to direct oxidation; and (ii) the B-terminated
surface can exhibit severe reconstruction due to the absence of the Mg valence chargetransfer capping layer, as well as due to the intrinsic polymorphism of boron. [95, 96]
The Mg capping layer plays a crucial role in stabilizing the B-terminated surface. We
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Table 3.2.
Oxygen adsorption energy, Ead , in eV, computed using various
exchange-correlation functionals for the diﬀerent binding sites deﬁned in Fig. 3.5 for both Mg- and B-terminated MgB2 . Here, we
set µO = 1/2EOtot2 . See the text for a description of the HSE(GW)
functional.
Site

HSE06 HSE(GW) LDA

PBED3

PBE

PBEsol

RPBE

A

-3.51

-4.30

-4.64

-4.29

-4.20

-4.25

-3.99

B

-0.56

-1.39

-1.77

-1.67

-1.56

-1.52

-1.44

C

-2.96

-3.70

-4.05

-3.75

-3.65

-3.69

-3.46

D

-2.80

-2.93

-2.85

-3.10

-2.66

-2.69

-2.54

E

-4.22

-3.34

-3.50

-3.36

-3.31

-3.29

-3.19

F

0.40

0.73

-0.24

0.09

0.21

-0.01

0.43

G

-4.76

-4.15

-4.54

-4.14

-4.08

-4.23

-3.85

H

-5.00

-4.42

-4.83

-4.40

-4.34

-4.50

-4.11

ﬁnd the Wigner-Seitz radii integration of electronic charge gives 1.925 e for B atoms
covered under a Mg capping layer, however, this value decreases to 1.841 e for surface
B atoms of the B-terminated surface, indicating that the presence of Mg capping
layer plays a signiﬁcant role in determining the charge state of B layers.
For the B-terminated surface, there exist a number of binding sites that initiate
reconstruction of the surface boron structures. Boron is known to exhibit a number
of energetically degenerate atomic arrangements. [95, 96] The presence of such instabilities and complexity propose a possible reason why obtaining a consistent surface
characterization of MgB2 can be challenging. [53–55]
The precise reconstructed geometry reported in this study can be one of several
various possible reconstruction modes, since the search for reconstructed geometry
is constrained by the size and symmetry of the periodic supercell used; in fact, it
is well known that pure B phases can exhibit very large primitive unit cells with
more than 200 atoms. [98,99] For this reason, we may expect a wide variety of surface
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Fig. 3.5. The high symmetry binding sites on Mg-terminated (upperleft) and B-terminated (upper-right) surfaces. The calculated oxygen adsorption energies with respect to various exchange-correlation
functionals are listed in Table 3.1. Corresponding charge density differences calculated at the PBE level for each binding site are shown
in the lower plots. A constant isosurface level of 0.024 e/Å3 is used
to generate each of the volumetric representations of charge density.
Top views are shown along with side views in the insets. Visualization software VESTA was used to create the images. [97] Yellow color
represents electronic charge accumulation, cyan color represents depletion. For discussions in the text, we name the chosen binding sites
as following: A Mg 3-fold, B Mg top, C Mg bridge, D B top, E B-Mg,
F B 6-fold, G 2B-Mg, and H B bridge sites.
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crystalline structure will be observed when the exposed Mg subsurface layer is oxidized
and therefore chemical binding to the boron atoms on the top surface is weakened.
We use aiMD simulated annealing and the NEB method to identify and characterize the key reconstruction steps involved in oxygen adsorption at the surface. From
the observed reconstruction reported in this study, we ﬁnd generally that the surface boron atoms increase their coordination number substantially and deviate from
the honeycomb graphene-like geometry upon oxygen adsorption. On the other hand,
no signiﬁcant reconstruction is found in Mg-terminated MgB2 (0001) for the oxygen
coverage considered in this study (θ = 0.25). The Mg atoms in the Mg-terminated
surface have a signiﬁcantly reduced Mg–Mg bonding distance (3.08 Å) compared to
pure Mg, therefore the close-packed Mg layer in MgB2 is stabilized by the B layer,
which depletes the outer-shell electrons of Mg and reduces the eﬀective radii of the
ionized Mg atoms.
The calculated oxygen adsorption energies of high symmetry binding sites on Band Mg-terminated MgB2 (0001) are listed in Table 3.2. The atomistic representation
of the high symmetry binding sites are shown in Fig. 3.5, along with corresponding
charge density diﬀerence plots. Overall, the oxygen adsorption is most favorable at
Mg three-fold centers and B bridge sites. Comparison between HSE06 and HSE(GW)
result is interesting because it demonstrates how the screening parameter, µ, can signiﬁcantly inﬂuence the oxygen binding energy prediction. Note that the diﬀerence in
the oxygen binding energy between the two functional is only 0.06 eV, which means the
correction made by improving the screening parameter comes from the total energy
of MgB2 substrate. This observation underlines the signiﬁcance of using optimized
parameters for the hybrid functional. The binding energy calculated by HSE(GW)
agrees well with other semi-local approximation, except for the B six-fold site that
is not a stable adsorption site. We further observe that the PBE results are in close
agreement with HSE(GW), further validating the use of PBE to describe structure,
energetics, and charge transfer eﬀects in MgB2 .

40
τ=0

τ = 500

fixed
τ = 560

τ = 3000

Fig. 3.6. Simulated annealing representative snapshots with respect
to the timesteps preceded. The control temperature, T=600 K, is used
for this simulation to enhance kinetics. Oxygen adsorption at the B
bridge site and reconstruction of the graphene-like B layers are clearly
shown. The ﬁnal conﬁguration remained stable and did not fall back
to the original conﬁguration over the course of the simulation.

The spatial distribution of charge transfer between the substrate and oxygen is
captured by charge density diﬀerence analysis on the PBE level (Fig. 3.5). The result
reveals interesting surface-adsorbate interaction. For the Mg-terminated surface, the
surface electronic density changes only in the vicinity of the adsorbed oxygen, involving only a few surface Mg atoms in direct contact with the oxygen. On the contrary,
for the B-terminated case, the valence charge density is disrupted by the adsorbed
oxygen atom beyond the range of the ﬁrst neighbors, demonstrating that the oxidation of the B-terminated surface weakens the honeycomb structure of the surface B
layer by disrupting the partially ﬁlled σ bonds (see H of Fig. 3.5), providing reasons
to understand the oxygen induced reconstruction of the B terminated surface.
The representative snapshots of the surface reconstruction modes described by
aiMD are shown in Fig. 3.6. The depicted disruption of the graphene-like B layer
is found at a speciﬁc adsorption site from the PES result shown above in Fig. 3.4.
The particular adsorption site is in the vicinity of the B bridge site, but with slightly
oﬀ-centered coordination. To identify the details of the reconstruction process, we
performed simulated annealing as well as NEB calculations. It turns out, it is not
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the speciﬁc site that produces the reconstruction, but rather the distortion of B–
O–B angle that allows the local adsorbate–substrate pairs to overcome the shallow
transition state energy. We found that oxygen adsorbed on the stable bridge site
can also lead to surface reconstruction when a suﬃcient thermal energy is provided,
demonstrated by the simulated annealing result. To identify the primary steps of the
reconstruction, we use a p(3 × 3) B-terminated MgB2 (0001) slab supercell to explore
the thermally activated trajectory of the surface borons. The trajectory calculated
at T=600 K reveals a key transition process of the reconstruction, from which we
determine a series of static conﬁgurations and perform NEB calculations to estimate
the transition state energies.
Based on the aiMD trajectories, we construct model structures that represent the
key stages of reconstruction, followed by high-precision geometric optimizations. Once
the ground state geometry is obtained, we perform NEB calculations to estimate the
transition energy barrier of each boron migration process. The NEB results, obtained
by using force-relaxed geometries of the static conﬁgurations, are shown in Fig. 3.7.
The activation energy is found to be the range of 0.1-0.2 eV. The thermodynamic
driving force behind the migration process mainly originates from the changes in
electronic structure of B 2p states. A series of density-of-state (DOS) calculations are
performed for each conﬁguration along the transition pathways (see Fig. 3.7). These
results show a decrease in the DOS corresponding to σ bonding in the B plane, i.e.,
B 2p states with energies near and just below the Fermi level, for nearly all boron
atoms involved in both migration pathways, (a) to (b) and (b) to (c). Notably, the
DOS for the Mg 3s states increases during the migration, showing that the increased
coordination of the B atoms is associated with a smaller charge transfer from the Mg
atoms.
The NEB result indicates that the surface migration of B is a downhill process
with an exothermic energy diﬀerence of −0.8 eV. The NEB results are consistent with
the aiMD results presented above, where thermal activation was needed to trigger the
reconstruction and the reconstructed geometry remained stable. In a more general
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Fig. 3.7. Nudged elastic band (NEB) result showing the energy and
electronic structures associated with the key transition stages of the
oxygen-induced reconstruction of B-terminated MgB2 (0001).

context, the reconstruction also can be triggered by other impurities that weaken the
B–B partially ﬁlled σ bonds, since the migration of surface B atoms is a rapid downhill process. The HSE(GW) calculations for the reconstruction model qualitatively
agree with the PBE result, showing −1.0 eV and −0.5 eV energy diﬀerences for the
transition from (a) to (b) and (b) to (c), respectively.
The theoretical results in the present work suggest that the consequences of oxidation of MgB2 are not limited to a simple formation of a dielectric layer. Instead,
a signiﬁcant reconstruction of the surface termination layer can occur even at relatively low O adsorbate coverages. The reconstruction disrupts the graphene-like
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structure of the B layer, rendering the key process that enables high Tc superconductivity in MgB2 —namely, E2g phonon mode coupling to the in-plane electronic
states—no longer available. A potential consequence of having a spontaneous reconstruction pathway in this binary layer compound is that the disrupted phase may
not be localized to the surface, making the surface disordering more substantial. The
relatively small-scale simulation reported in this work already shows that such a reconstruction of B-terminated layer can expose the three-fold site of Mg sub-layer, as
shown in Fig. 3.7, and further complexity is likely over longer distance scales of the
surface. It is important to investigate further how this subtle phase disordering can
inﬂuence surface-sensitive characterization experiments, such as scanning tunneling
spectroscopy [53–55] or magnetic spectroscopy of the vortex structure. [51] Previous
experimental study on nanoscale MgB2 thin ﬁlm (reported thickness of about 400
nm) showed that removal of surface layer of MgB2 (0001) by chemical etching led
to increase of the superconductivity gap energy by 25 % as measured by scanning
tunneling spectroscopy. [100] A series of ultrathin ﬁlm study showed the transition
temperature (Tc ) decreases with respect to increasing surface-to-bulk ratio of the thin
MgB2 ﬁlms, [101] in agreement with the suggested idea in the present work. A surface
modiﬁcation strategy may be necessary in order to improve surface stability of MgB2
thin ﬁlms. [102]
Much eﬀort has been focused on understanding the relation between the surface states and the superconductivity of thin ﬁlm MgB2 . [102–105] A hypothesis has
been presented that ultrathin ﬁlm MgB2 can have diﬀerent Tc than bulk material,
due to interaction between the surface electronic structure and the surface phonons of
MgB2 ultrathin ﬁlm. Those theoretical results are mainly based on non-reconstructed
pristine MgB2 (0001) surfaces. The present work suggests a new possibility where surface reconstruction can play an important role in the thin ﬁlm superconductivity of
MgB2 . For example, a prior theoretical work showed the B-terminated surface can
introduce signiﬁcantly increased electronic density of states (DOS) at the Fermi level,
N (EF ). [104] The increase of N (EF ) could be interpreted as to potentially enhance the
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surface superconductivity within the view of the quasielastic approximation. However, the present work shows that N (EF ) can actually decrease by reconstruction
of the B-terminated MgB2 surface (Fig. 3.7). The electron-phonon coupling of the
surface states and the surface phonons might deviate from the pristine case due to
the absence of E2g modes in the reconstructed surface, as well. We hope the present
work provides useful clues to understand the role of oxygen adsorption on introducing any discrepancies in the experimental measurements compared to the theoretical
prediction based on pristine MgB2 surface models.

3.4

Conclusions
The surface stability of MgB2 (0001) under the inﬂuence of adsorbed oxygen is in-

vestigated by density-functional theory calculations. The B-terminated MgB2 (0001)
surface is found to undergo signiﬁcant reconstruction in the present of even small
amounts of oxygen. An oxygen adsorbed at the B bridge site can weaken the surface
B–B σ bondings, leading to a series of B migrations that result in lowering the total
energy by 0.8 eV. Low transition state energies in the range of 0.1-0.2 eV are found
for this process. The opening of B-terminated layer during reconstruction results
in the exposure of a three-fold site of the sub-surface Mg. The present work identiﬁes a reconstruction mechanism of B-terminated MgB2 that makes its subsurface
layer more prone to contaminates and potential reconstruction once chemical and
thermal perturbations are introduced. The present work also suggests a proper interpretation of any surface-sensitive characterization experiment may require a rigorous
surface structural/chemical characterization in order to guarantee the consistency of
the measurement. In addition, we conclude that surface passivation can be an important technical challenge for successful development of high Tc superconducting
devices made from MgB2 .
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4. AGE-HARDENING IN A TWO COMPONENT
IMMISCIBLE NANOLAMINATE METAL SYSTEM
*The contents of this chapter is appeared on the journal Scripta Materialia (Kim et
al., Scr. Mater. 136, 33 (2017))
Density functional theory was used to predict the diﬀusion and precipitation of
Cr in a Cu matrix. The nudged elastic band method was used to calculate the
energy barrier of Cr diﬀusion in Cu, which is comparable to the self-diﬀusion of
Cr, and higher than the energy barrier of Cu self-diﬀusion. The simulations were
used to explain the experimentally measured hardness of 30nm thick nanolaminate
layers of Cr/Cu-3.4%Cr. As-deposited ﬁlms had a hardness of 6.25 GPa; annealing at
373K caused a decrease in hardness to 5.95 GPa, while annealing at 573K increased
the hardness to 6.6 GPa. Transmission electron microscopy of the cross-section Cu3.4%Cr layer indicate there is signiﬁcant local strain due to precipitation, in agreement
with theoretical predictions.

4.1

Introduction
Precipitation hardening is widely used to optimize the mechanical properties of

materials. [106] While more commonly used for bulk alloys, thin ﬁlms can also beneﬁt from this hardening mechanism. A recent example of co-deposition of 5%Cr-Cu
in a nanolaminate metallic multilayer (NMM) architecture showed evidence of increased hardness after annealing. [107] The Cu-Cr binary system is immiscible at
low Cr compositions for temperature below 1075 ◦ C. [108] Many examples of high
strength metallic thin ﬁlms have been reported by using immiscible metals to form
NMMs, such as the Cu-Nb system. [109] The NMM architecture provides strengthening through layer thickness control and the subsequent interaction between interfaces
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and dislocations [110], and these ﬁlms are often formed via sequential sputtering.
Since sputtering allows non-equilibrium and amorphous structures to be formed in
thin ﬁlm form [111], it is amicable to forming ﬁlms that can then be precipitated by
controlling the kinetics of the reaction. Other immiscible systems, such as Ti-Ni [112],
and Nb-Ni-Cu [113] have been shown to increase hardness upon low temperature annealing, even when the layers were nominally pure; in these cases precipitation after
possible interdiﬀusion at the layer interfaces has been ascribed as one possible hardening mechanism. The thermodynamic driving force behind the irreversible process
of precipitation from non-equilibrium structures can be anticipated from the binary
phase diagram, however, quantifying strains and the resulting impact of precipitation in a conﬁned layer system is not easily predicted from the phase diagram. The
current study utilized the Cr-Cu system as a model for precipitation hardening in
NMMs. Density-functional theory (DFT) was used to examine the electronic structure of Cr in Cu using a solid solution and precipitated condition for 3.7 at.% Cr
in Cu to understand the diﬀerences between solvated and precipitated alloys. These
conditions were then compared to the measured hardness for as deposited and annealed samples. Transmission electron microscopy (TEM) of those samples indicates
that the annealing increased local strain, without disrupting the multilayer interface
structures.

4.2

Methodology
Cu-Cr 3.7 at.% alloys in solid solution (S) and precipitated as a Cr4 cluster (P)

were modeled with a Cu face-centered cubic (FCC) conventional unit cell expanded
to a 3×3×3 supercell. The supercell has 108 Cu atoms; the length of the edge is 10.89
Å. For reciprocal space integration, a gamma-centered 3×3×3 k-points grid is used
for geometrical optimization of the supercell. A gamma-centered 5×5×5 grid is used
for the electronic density-of-state calculation. The DFT calculations were performed
within the generalized gradient approximation (GGA) for exchange-correlation (xc)
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functional developed by Perdew, Burke, and Ernzerhof (PBE) [72, 114], as implemented in the Vienna ab initio simulation package (VASP) [115, 116]. The kinetic
energy cutoﬀ for the planewave basis is set to 500 eV, and the electron-ion interactions are represented by the projector augmented wave (PAW) method [117,118]. For
the solid solution model, four Cu atoms were chosen equidistantly across the periodic
boundaries of the supercell, and substituted with Cr. This model represents a homogeneous solid solution of Cu-Cr 3.7 at.%. Experimentally the non-equilibrium FCC
phase of Cu-Cr alloy can be made by thin ﬁlm deposition. [119] For the precipitation
model, four Cu atoms at the center of the supercell were substituted with Cr. After
the substitution, the alloy models underwent interatomic force relaxation.

4.3

Results and discussion
The electronic density-of-states indicates the stabilization of Cr 3d states is closely

related to the precipitation. The Laue diﬀraction pattern shown in Figure 4.1 and
measured interlayer spacing (Table 4.1) indicate that the annealed structure underwent signiﬁcant changes in terms of the local strain. The localized interatomic strain
induced by the clustering of Cr atoms (changing from solid solution to precipitated
Cr) was determined by DFT with respect to an ideal Cu FCC structure. In Figure 4.1,
the calculated result shows there can be small but signiﬁcant expansive strain caused
by precipitation, which agrees with the measured selected area electron diﬀraction
result.
The substituted Cr atoms introduce local strain to the matrix is shown in a 3D
quiver plot in Figure 4.1.
The diﬀusion of Cr and Cu was studied using the climbing image nudged elastic
band (CI-NEB) method. [120] The image conﬁgurations were chosen by linear interpolation along the common slip direction, e.g. [110] since the slip directions give the
shortest possible diﬀusion pathway between an atom and an adjacent vacancy. The
transition energy pathway of the Cr atom translating to an adjacent vacancy in the
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Fig. 4.1. Selected area electron diﬀraction (SAED) and the darkﬁeld images of as-deposited and annealed samples are shown above.
Corresponding solid solution (S) and precipitated (P) models used for
DFT calculations are shown in the middle. The local strains due to
precipitation are shown by quiver plot below.

Cu matrix is higher than that of Cu self-diﬀusion, which indicates that there can be
an interesting temperature dependence of diﬀusion process in the alloy ﬁlm, i.e. Cu
diﬀusion can be relatively more active at lower temperature, while Cr diﬀusion can be
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Table 4.1.
Measurement from the selected area electron diﬀraction shown in Figure 4.1.
˚
As-prepared (A)

Annealed 300◦ (˚
A)

hkl

2.089 (± 0.04)

2.101 (± 0.08)

Cu(111) / Cr(110)

1.835 (± 0.04)

1.847 (± 0.04)

Cu(200)

1.454 (± 0.02)

1.465 (± 0.02)

Cr(200)

1.300 (± 0.01)

1.301 (± 0.02)

Cu(220)

1.197 (± 0.01)

1.195 (± 0.01)

Cr(211)

1.105 (± 0.01)

1.115 (± 0.02)

Cu(311)

triggered at a higher temperature. precipitation of Cr will be temperature dependent.
The image conﬁgurations were chosen by linear interpolation along the common slip
direction, e.g. [110] since the slip directions give the shortest possible diﬀusion pathway between an atom and an adjacent vacancy. In order to show the precipitation
of Cr is driven by large formation energy due to strong chemical aﬃnity, another Cr
precipitated model was constructed where three of the Cr atoms are clustered but
adjacent Cr and Cu are competing to ﬁll a vacant space of the Cr cluster. The formation of Cr4 is highly exothermic compared to the formation of a Cr3Cu cluster. This
comparison corroborates that the Cr precipitation is thermodynamically driven, and
originates from the electronic structure of Cr in the Cu matrix. A nanometallic multilayer (NMM) sample was deposited on a (001)-oriented, phosphorous-doped silicon
wafer (368 µm thick, Virginia Semiconductor) using magnetron sputtering (ORION
system, AJA International Inc.). The base pressure of the system before sputtering
was 1.33×10−5 Pa (1.0×10−7 torr). A corona discharge was used to clean the silicon substrate before ﬁlm deposition, using 35W with a radio frequency (RF) power
supply in argon at 3.33 Pa (2.5×10−2 torr). After cleaning, the ﬁlm was deposited
onto the rotating substrate (22 rpm) in an atmosphere of argon at a pressure of 0.867
Pa (6.5×10− 3 torr). The NMM contained 17 layers, where each layer consisted of
2 lamellae that were each 30 nm thick (i.e. 1020 nm thick). The deposition rate
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was determined by measuring cross-sections created using focused ion-beam (FIB)
milling. The multilayer ﬁlm samples were tested in either the as-deposited condition,
or after annealing at 373 K for 30 minutes, or 573 K for 30 minutes in an Ar gas
environment.
The cross-section sample used for the transmission electron microscopy (TEM)
was prepared by FIB milling. (NEED SOME INPUT FROM UK) The Laue diﬀraction pattern was taken from selected area electron diﬀraction (SAED) method using
circular aperture (d = *** nm). (NEED SOME INPUT FROM PROF. ZHANGS
GROUP)
The mechanical properties of the NMMs were investigated using nanoindentation
[120]. A Hysitron Triboindenter 950 with a Berkovich indenter tip with an eﬀective
radius of 900 nm was used to produce indentations using a load-controlled, partial
loading-unloading sequence. Each indentation was deﬁned with unloading fraction of
0.5 and maximum load of 10 mN. The load function was applied in 7 cycles, and each
cycle took 15 seconds for a total of 105 seconds. The testing pattern for each sample
included 20 indentations with 5m spacing (4x5 arrays). The hardness was measured
at contact depths ranging between 90 nm to 170 nm, about 10% of the ﬁlm thickness;
deep enough to be deeper than the spherical tip asperity and shallow enough to avoid
signiﬁcant substrate eﬀects. [121]
From the DFT calculations, we ﬁrst can compare the total energy of Cr (S) and Cr
(P), The Cr4 cluster may be analogous to an embryonic stage of precipitation. The
total energy of Cr (P) is lower than that of Cr (S), by 47 meV/atom (4.5 kJ/mol),
since the precipitated conﬁguration is thermodynamically more favorable than a CuCr solid solution at this composition this matches the expectations of the phase
diagram. [108] The local strain of Cu-Cr 3.7 at.% with the two conﬁgurations can
be compared to a reference of a perfect Cu FCC structure. The Cr precipitation
introduces more local strain in the matrix than Cr in the solid solution phase. The
thermodynamics driving Cr precipitation are strong enough to overcome the lattice
distortion required to reach the optimized local minimum. This result shows that a
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very small precipitate can introduce a large local strain to the matrix material. The
optimized atomic structure and calculated local strain are shown in Figure 4.1. The
total displacement of all atoms in the supercell of the solid solution is 0.36 Å, while in
the precipitate model it is 0.96 Å. By comparing the electronic density-of-states of the
Cu-Cr 3.7 at.% (P) and (S), we ﬁnd a plausible answer to explain the origin of such
signiﬁcant thermodynamic driving in terms of the electronic structure (see Figure
4.2). When Cr is homogeneously dispersed in Cu matrix, the 3d states are localized
in the vicinity of the Fermi level. However, when Cr atoms form a precipitate, it
enables the Cr 3d states to split and stabilize, shifting the peaks of the occupied
states to those lower in energy. The Bader charge analysis [122] deﬁnes the extent of
electronic charge transferred to or from each atom. In Cu-Cr 3.7 at.% (S), each Cr
atom transfers about 0.52 valence electronic charge oﬀ to the rest of the Cu matrix.
However, this number reduces to about 0.4 when Cr atoms form a Cr4 cluster. When
a Cr atom is in solution, Cr loses a part of the valence electrons, however, when Cr
is near/contacting other Cr atoms then Cr recovers some of the lost valence charge
ﬁlling the Cr 3d states, with the peak in density-of-states shifting to lower energy
with respect to the Fermi level. The electronic structure of Pd-Al alloy system was
used to explain the stability of the B2 phase. [123] For Cu-Cr alloy systems, Liebscher
et al. [124] reported that the electronic structure of the local Cu-Cr alloy phase can
be signiﬁcantly diﬀerent than that of pure Cu, in agreement with the present work..
In order to form precipitates, Cr atoms have to diﬀuse through the Cu matrix.
This diﬀusion process can be facilitated by vacancy-mediated mechanism since the size
of the two atoms are similar. We use climbing-image nudged elastic band (CI-NEB)
method to calculate the saddle point pathway to present a qualitative comparison of
the diﬀusion barriers. We compare three ideal cases: self-diﬀusion of Cr in BCC Cr
matrix, self-diﬀusion of Cu in FCC Cu matrix, and diﬀusion of Cr in FCC Cu matrix.
The transition state energy results are shown in Figure 4.3.
The Cr in Cu matrix experiences a larger diﬀusion barrier than Cu in pure FCC
(compare Cr VCu and Cu VCu in Figure 4.3). The magnitude of the highest transi-
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Fig. 4.2. Electronic density-of-states of Cr atoms in the two diﬀerent
alloy system. Note that the electronic structure of the precipitated
(P) model is signiﬁcantly diﬀerent to that in a solid solution model
(S).
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Fig. 4.3. Transition state energy of diﬀusion process, calculated by
climbing image nudged elastic band (CI-NEB) method.

tion state energy of the diﬀusion model can be considered the diﬀusion barrier. DFT
calculations coupled with CI-NEB method have been successfully used to deﬁne the
diﬀusion barrier of carbon dissolved in iron. [125] For Cu-Cr 3.7 at.% alloy system,
the diﬀusion barrier of Cr moving into an adjacent vacancy of Cu FCC lattice is
0.89 eV, compared to 0.74 eV for Cu in the Cu FCC lattice. To estimate the im-
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pact on diﬀusion we can use the empirical Arrhenius form, D = D0 exp (−Ea /kB T ),
where the calculated diﬀusion barrier from CI-NEB is the activation energy barrier,
Ea , and the preexponential term can be calculated as a function of lattice vibration
frequency. [125] Since both the Cu atom in pure Cu and the Cr atom dissolved in
Cu matrix assume the same FCC lattice structure and the eﬀective mass is similar,
it is reasonable to assume the most signiﬁcant diﬀerence will be in the exponential
term. The exponential term of Cr diﬀusivity is only 0.9% of the exponential term of
Cu self-diﬀusivity at 373 K. At 573 K the relative magnitude increases to about 5%.
Therefore one may expect precipitation to occur signiﬁcantly faster when annealed
at 573K.
To assess the inﬂuence of precipitation of Cr on the hardness of the ﬁlms the
NMMs were annealed at 373K and 573K for 30 minutes. Since Wo et al., [107] conﬁrmed the precipitation of Cr using transmission electron microscopy (TEM) in a
Cu-Cr 5 at.% alloy under similar annealing conditions we expect a similar type of
precipitation occurs in this study. As shown in Figure 4.4, annealing at 373K results
in a slight decrease in strength, while annealing at 573K resulted in an increase in
strength. This annealing assisted hardening has not been observed in pure multilayers of Cu/Cr, [126] where stress assisted Cu diﬀusion and softening of the overall
mechanical strength was observed instead. Cu diﬀusion may enhance grain growth,
increase dislocation annihilation, and lessen some of the interlayer stress from the deposition process. At temperature increases, Cr diﬀusion and precipitation processes
should begin, which will subsequently increase the strength of the multilayer despite
the possible grain-growth. The strength does appear to increase more Cr precipitation than solid solution strengthening, matching the DFT results of total lattice
distortion being greater in the precipitate Cr case.
In summary, DFT ﬁnds Cr strongly favors precipitation in accordance with experimental Cu-Cr binary phase diagrams. It is also found that the precipitation results
in an increase in local strain to Cu matrix. The Laue diﬀraction by cross-section TEM
conﬁrmed a signiﬁcant changes of local strain is found after annealing. The electronic
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Fig. 4.4. Hardness of Cr 30nm / Cu (Cr 3.4 at.%) NMM. The fractional distribution shows the entire range of measured hardness between depths of 90-170 nm, while the hardness as a function of depth
shows only a minor size eﬀect and no signiﬁcant inﬂuence of the substrate.

structure identiﬁes that Cr transfers valence electron charge to the Cu matrix, and
precipitation allows Cr to recover the depleted valance charge ﬁlling the Cr 3d states.
Cr in a Cu matrix experiences a higher diﬀusion barrier than the self-diﬀusion of Cu.
The hardness of a 1000 nm thick NMM with layer thicknesses of 30 nm of alternating
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Cr/Cu-3.4%Cr decreased when annealed at 373 K, but increased when annealed at
573 K. This is attributed to low temperature annealing softening the ﬁlm due to likely
changes such as dislocation annihilation, but higher temperature annealing results in
strengthening due to precipitation of Cr.
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5. SYNTHESIS, MICROSTRUCTURE, AND
MECHANICAL PROPERTIES OF POLYCRYSTALLINE
COPPER NANO-FOAM
*The contents of this chapter is appeared on the journal MRS Advances (Kim et al.,
MRS Adv. 3, 469 (2018))
A polycrystalline Cu foam with sub-micron ligament sizes was formed by creating
a non-woven fabric via electrospinning with a homogeneous mixture of polyvinyl
alcohol(PVA)-and copper acetate(Cu(Ac)2 ). Thermogravimetric measurement of the
electrospun fabric of the precursor solution is reported. Oxidizing the precursor fabric
at 773K formed an oxide nano-foam; subsequent heating at 573K with a reducing gas
transformed the CuO nano-foam to Cu with a similar ligament and meso-scale pore
size morphology. A cross-section prepared by focused ion beam lift-out shows the
polycrystalline structure with multi-scale porosity. The mechanical property of the
Cu nano-foam is measured by nano-indentation. The load-depth curves and deduced
mechanical properties suggest that additional intra-ligament pores lead to unique
structure-property relations in this non-conventional form of metal.

5.1

Introduction
Metallic nano-foams are attractive materials for catalysis due to their extremely

low density and high speciﬁc surface area. Dealloying precious metals has been widely
used to study porous metal phases, [127] however, this method has several limitations.
Dealloying limits exist in the choice of metal phase, the accessible density domain, and
the microstructure of the resulting ligaments. The fact that the crystal structure of
the host metal prior to deposition remains in the porous structure means the vast majority of dealloyed ﬁlms consist of single crystal ligaments. [128] Two physical aspects
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that made the dealloying method particularly useful in studying low-density metal
foams are: (i) spatially conﬁned diﬀusion and coalescence of the alloy components,
and (ii) removal of the unnecessary frame material, e.g. by using chemical etchant
in the case of conventional dealloying process. In the present work, we report a synthesis of low-density nanoscale metallic foams that can facilitate further exploration
of the strength-density relation of porous materials. Using an electrospun non-woven
polymer fabric as a sacriﬁcial template enables the conﬁned diﬀusion and coalescence
of the metal nuclei. In this templated synthesis route, the choice of constituent metal
species is determined by the solubility of precursor in the electrospinning process
instead of an elements reduction potential, as in the dealloying method. Electrospinning provides scalability to the synthesis of nanoscale metal foams. [129] Removal
of the polymer template is achieved by pyrolysis instead of using chemical etchants.
In the present approach, the metal precursors decompose and nucleate inside the
polymer template. Further coalescence proceeds as the polymer network undergoes
thermal decomposition and shrinkage, in short, the nucleation-diﬀusion mechanism
dictates the microstructure of the nano-foam in the present approach. In comparison
the microstructure from the dealloying method is not dictated by nucleation mechanism. As a result the templated synthesis method creates a fundamentally diﬀerent
microstructure distinct from that of dealloying method.

5.2

Methodology
The electrospinning of PVA-Cu(Ac)2 ﬁber was carried out by using a Spellman

SL300 high voltage controller. The external voltage was set to 15kV, the target was
placed 12 cm away from the syringe tip, and the current limit was set as 2 mA.
The deposition was carried out for 30 minutes. The PVA-Cu(Ac)2 electrospinning
solution was prepared by mixing deionized water, polyvinyl alcohol (MW=124k-186k,
Aldrich, 87-89% hydrolyzed), and copper(II) acetate monohydrate (Fisher Scientiﬁc
Acros, ACS Reagent grade) in 8.4 : 0.6 : 0.84 by mass ratio at room temperature.
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The syringe pump speed was 0.17mL/h. Commercially available aluminum foil (24 m
thickness) was placed on a target holder made of 3D-printed poly-lactic acid to collect
the ﬁbers. Once collected on Al foil, the sample was dried in ambient atmosphere
for 30 minutes, mechanically detached from the foil, and then processed with subsequent thermal treatments. The ﬁrst heat treatment was carried out to burn-oﬀ the
PVA. The temperature was increased from room temperature to 500 ◦ C at 5 ◦ C/min,
held for 2 hours, and then cooled to room temperature at approximately 5 ◦ C/min.
The electrospun PVA/Cu(Ac)2 ﬁbers undergo thermal decomposition, leaving a CuO
nano-foam behind. A substantial macroscopic shrinkage of the electrospun fabric was
observed, likely why a distinct foam structure was obtained instead of a fused wire
network observed in previous studies. [130] The thermal decomposition proﬁle was
obtained by thermogravimetric scanning from 25 ◦ C to 500 ◦ C by a ramping rate of
5 ◦ C/min, using TGA-Q50 (TA instruments Inc.). The CuO nano-foam specimens
were thermally processed in a reducing gas atmosphere (95% Ar, 5% H2). The CuO
nano-foam was placed at the center of a quartz tube furnace that is equipped with
optical radiate heater. The forming gas was ﬂushed for 30 minutes at 40 sccm. The
temperature was then increased to 300 ◦ C using the optical heater at 30 ◦ C/min.
The heat treatment lasted for 30 minutes. After the heat source was turned oﬀ,
the specimen cooled to room temperature while the reducing gas kept ﬂowing. The
overall shape of the ﬁnal specimen is largely determined by the shape of electrospun
template. A macroscopic fabric on the order of 70-80 mm in diameter reduces to a
metal nanofoam about 20 mm in diameter, and the foam is on the order of 5-10 m
thick using the process described here. We used scanning electron microscopy (SEM)
in a dual beam Quanta 650 Focused Ion Beam (FIB) to characterize the morphology
of the nano-foams. Secondary electron images were used to determine the microscopic morphology of the nano-foam. Samples for transmission electron microscopy
(TEM) were prepared using the FIB and an Omniprobe 200 (Oxford instruments Inc.)
nanoscale manipulator to lift-out a Cu nano-foam section, which was subsequently
attached to a Mo grid post. X-ray diﬀraction, with a Bruker D8 with Cu K- ( =
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1.5406 ) radiation, was used to identify the crystalline phases of the nano-foams over
the range of 2 = 25◦ to 55◦ at a scanning rate of 10 ◦ /min. The TEM diﬀraction and
imaging was carried out using a Tecnai T20 (FEI) equipped with a LaB6 thermionic
source and a Gatan 4 megapixel camera. Selected area electron diﬀraction (SAED),
bright ﬁeld (BF) imaging and centered dark ﬁeld (cDF) imaging were used to determine the polycrystalline structure of the Cu nano-foam from the cross-section. The
mechanical property of the Cu nano-foam was measured by nanoindentation using a
Hysitron Triboindenter 950 equipped with a ﬂat cylindrical diamond tip with a diameter of 100 m, [131,132]. The ﬂat-punch tip was used due to substantially variable
microstructure of the nano-foam.

5.3

Results and discussion
The morphology and thermogravimetric analysis (TGA) of the electrospun ﬁber

fabric are shown in Figure 5.1. With increasing temperature, the total weight of the
ﬁber sample decreases due to decomposition and evaporation of the Cu(Ac)2 metal
precursor and the pyrolysis of the polymer template. Thermogravimetric analyses
for each component are reported elsewhere. [133–135] The characteristic decomposition peaks are signiﬁcantly shifted to lower temperatures (by 80◦ C for electrospun
PVA, and about 30-50◦ C for Cu(Ac)2 ) than previously reported, suggesting the thermal decomposition of the Cu(Ac)2 -PVA mixture follows a diﬀerent kinetic pathway
than those of each individual component. The strong interaction between precursortemplate has not been further investigated in this work.
After pyrolysis of the electrospun ﬁber at 500◦ C, a polycrystalline nanoscale foam
structure made of nano-sized CuO grains is obtained, as shown in Figure 5.3. A
notable diﬀerence is this structure no longer has the geometry of a non-woven fabric,
but appears more three-dimensionally interconnected. A previous study by Lin et
al. has shown the Cu(Ac)2 almost completely transforms to CuO when heated above
500◦ C. [134] Because the nucleation occurs within the conﬁned geometry set by the
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Fig. 5.1. (a) Scanning electron microscopy image of the electrospun
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Fig. 5.2. Scanning electron microscopy images of the CuO nano-foam
after thermal process at 500C, and Cu nano-foam after reducing process.

electrospun ﬁber, the short-range diﬀusion of the metal nuclei appears to lead to a
conformative ligament structure. The polycrystalline morphology may be a result of
reducing the surface area, form equilibrium crystalline shape, and minimize the grain
boundary interface energy of the nanoscale ﬁne grain system. This CuO nano-foam is
almost completely reduced to a Cu nano-foam under the reducing gas heat treatment.
Since the size of the CuO ligament is on the order of 500 nm, penetration of reducing
gas species appears to be eﬃcient. After reduction the Cu nano-foam shows increased
surface porosity.
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The nodular morphology of the nano-foam is somewhat misleading, as the grain
size seems to be similar to the size of each oxide nodule, however, a cross-section
TEM analysis (Figure 5.2) shows the polycrystalline structure of the Cu nano-foam
is ﬁner than the oxide grain size. The cross-section shows two diﬀerent types of
pore structures that might be caused by diﬀerent mechanisms. Figure 5.2(b) shows
a typical pore that is also visible in SEM images, which originate from the initial
separation between adjacent electrospun ﬁbers. There are also substantially smaller
scale pores, as shown in Figure 5.2(e), where the pore size is less than the metal
grain size. This small pore is located at a triple point. We suggest this (and other)
pores may be created during the reduction process with diﬀerent oxygen and copper
diﬀusivities. This ﬁne pore structure is unexpected, and the presence of such ﬁne
pores reduce the density of each ligament, creating a notable deviation from the basic
assumption of Gibson-Ashby model that will be discussed in the following section.
The elastic modulus and hardness of the Cu nano-foam was measured by ﬂat
punch nanoindentation (Figure 5.4). The load-depth curves, carried out in depth
control, show signiﬁcant point-to-point variations (Figure 5.4(a)). The variation in
load-depth curves is due to spatial variations in density of the foam and the ﬂatness of
the initial surface contact; a protruding ligament can lead to an initially soft contact
(the blue curve in Figure 5.4(a)), while other regions of the ﬁlm show contact with
more ligaments (the green and orange curves in Figure 5.4(a), respectively). Using
the constant contact area of the 100 m diameter tip and the unloading stiﬀness with
the Sneddons approximation as described by Oliver and Pharr, the elastic modulus
and hardness of nano-foam were calculated and are shown in Figure 5.4(b,c). The
perceived modulus varies between 0.1 and 6 MPa, while the hardness varies between
1 and 60 kPa orders of magnitude lower than one would expect for copper [136].
The residual impression of the ﬂat-punch tip on the foam, Figure 5.4(d), shows both
densiﬁcation near the periphery of the indentation while the center of the indent site
deformed into a sparse net geometry, showing that several strong ligaments connections remained after the indentation, suggesting lateral, in-plane tensile stretching
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Fig. 5.3. Electron microscopy images of the nano-foams. (a) Back
scattered electron (BSE) images of the cross-section of Cu nano-foam
mounted on Mo grid. (b) Bright ﬁeld TEM image of Cu nano-foam
featuring an inter-ligament pore, (c) TEM centered dark ﬁeld (cDF)
image from the selected g reﬂections shown inset, (d) energy dispersive
mapping of the sample, and (e,f) TEM BF image capturing a small
pore between multiple grains, and the corresponding cDF image.

of these ligaments, rather than the out-of-plane elastic recovery of a conventional
solid, may dominate the unloading response of the load-depth curve. However, other
indentation measurements on porous metals (at higher relative densities of ≈ 30%)
have observed the hardness or porous gold is on the order of 10-100 MPa, not kPa,
and noted that the strength of a given ligament may be tied to the size of said
ligament. [137] The Gibson-Ashby model is widely used to predict the mechanical
properties of porous materials based on the properties of the bulk material.[12, 13]
Since the literature suggests the strength of a ligament may be dependent on size the
elastic modulus may be more robust in relating the macroscopic density of a foam to
the density of the solid material,
r
ρf = ρ s

n

1 Ef
C Es

(5.1)
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Fig. 5.4. (a) Representative load-depth curves of Cu nano-foam, (b,c)
reduced elastic modulus and hardness from load-depth curves using
Oliver-Pharr method. (d) SEM image of a typical residual indentation impression, (e) relative density of the Cu nano-foam, where 100%
corresponds to Cu bulk phase, as calculated by the cubic open cell
model by Gibson-Ashby using the measured elastic modulus. The
estimated density with range in order to give comparison. Notable
deviation from the Gibson-Ashby model is due to porous ligand structure of the Cu nano-foam. (f) Relative scale modulus versus density
plot according to several variations of the Gibson-Ashby model. The
nano-indentation measurements are shown as a black circle with errorbars. For the node network model, Z denotes the average coordination
number of the network structure.

where ρf , ρs , Ef and Es denote the density of the foam and bulk material, and the
measured elastic modulus of the foam, and the bulk material respectively. For the
case of cubic bending model in the original derivation of Gibson and Ashby, [138] the
parameters in the equations can be approximated as C=1.0, and n=2, respectively.
While this classic open cell cubic model has been widely accepted, however, the
nano-foam presented in this work does not follow its general trend. The estimated
macroscopic density of the foam in this study (mass divided by nominal external
dimensions) was approximately 0.3 g/cm3 (a relative density of 3%). However using
the measured modulus and hardness of the foam related to that of bulk copper (a
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modulus of ≈100 GPa and a hardness of ≈0.5 GPa), would lead to an estimated
density shown in Figure 5.4(e), an order of magnitude lower than one would expect
from the standard cubic open cell model calculation. Three possible explanations of
this surprisingly low value are (1) that the foam contains signiﬁcant non-connected
ligaments and protrusions on ligaments (which cannot carry load) (2) the porosity
within the ligaments is leading to substantially more compliant and softer foams than
if the ligaments were solid or (3) the 3% relative density means ligament stretching,
not node bending, may be dominating the performance and diﬀerent foam models are
appropriate. When compared to diﬀerent kinds of random cell models, [139] the nanofoam in the present work best matches to the least regular geometry among the ﬁve
diﬀerent models (Figure 5.4(f)). Still, the Gaussian random model does not address
the multi-scale nature of the porous ligament. In this work, we present a synthesis
of a low-density (≈3%) Cu foam with nano-scale ligaments, followed by thermal,
microstructural and mechanical analyses. The ﬁne grain, multi-scale porous structure
of Cu nano-foam uniform over large area may be useful for many applications, but
requires further exploration of our fundamental understanding of the domain of the
strength and relative density. As an example, the mechanical property of the Cu nanofoam exhibits substantial deviation from the isomorphic cellular model, which may
be caused by the hierarchical porosity present (the ligaments in the porous sample
themselves are porous).
A Cu nano-foam was synthesized using electrospun polyvinyl alcohol non-woven
ﬁbers as templates. As a result of thermal treatment, the polymeric ﬁbers transform
to CuO nano-foams which are then subsequently reduced to a Cu nano-foam. This
resulted in a notable increase of surface roughness of the nano-foam. The ﬁne-grained
porous structure of Cu was observed with TEM cross-section imaging. The strength
and stiﬀness of the Cu nano-foam was measured by ﬂat punch nanoindentation, and
the low values of perceived modulus and hardness suggest that the ﬁne porous and
rough structure of ligament may be responsible for the observed decreases both the
stiﬀness and hardness of the foam.
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5.4

Thermal stability of the Cu nano-foam
Metallic nano-foam has a great potential for solid-state chemistry applications

due to its large surface area. Here we report the measured surface area of Cu nanofoam, and its thermal stability. Compared to metal foams created by the dealloying
process, the Cu nano-foam created by electrospinning template method retained its
surface area and morphology upon heating up to 400◦ C for 2 hours, a condition
where previously reported dealloyed nano-foam showed considerable degradation. The
morphology and Brunauer-Emmett-Teller (BET) surface area of the Cu nano-foam
are characterized and reported. The BET surface area of the annealed Cu nano-foam
is found to be 29.5 m2 /g.
The nano-porous material has expanded our understanding of the structure-property
relations of material in an extremely low-density area. [140,141] Low-density metallic
materials that have very high speciﬁc surface area are also of great interest in the ﬁeld
of solid-state chemistry as well as extreme materials physics. We previously reported
a new synthesis route of Cu nano-foam. [140] Several metallic nano-foam syntheses
are known to date, such as dealloying method [142], polymer templating [143], sol-gel
method [144], hybrid aero-gel [145], and combustion method [146]. The present work
use the electrospinning template method we reported in previous work. [140] This
approach has both beneﬁts of the polymer templating and the combustion method.
The polymer templating method enables to control the morphology of ﬁnal product,
and the combustion method is known to retain less impurity while dealloying method
suﬀers signiﬁcant presence of the impurity coming from the template material that is
not fully dissolved out.
As a ﬁrst step to understand the thermal stability of the metallic nano-foam, we
take the previously reported Cu nano-foam and investigate its thermal stability at
T=400◦ C, a temperature which resulted in complete destruction of the nano-foam
structure for the case of dealloyed Au nano-foams. [147] We show later that the Cu
nano-foam does not exhibit notable morphology change when annealed at T=400◦ C
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for 2 hours, in a reducing gas (5% H2, 95% Ar) condition in order to get rid of inﬂuence
of any surface oxide. To understand where the superior thermal stability originates
from, it is important to understand how the void spaces in both dealloyed and electrospinning templated approaches are created. Note that Cu nano-foam created by
dealloying method (by dissolving Al from annealed Al-Cu ﬁne powder mixture) shows
it is prone to destruction of the porous structure. [148] In the following sections, we
show the morphology of Cu nano-foam after annealing, and explain the origin of the
thermal stability using schematics. The Brunauer-Emmett-Teller (BET) surface area
of the heat-treated Cu nano-foam is found to be comparable to the Raney Nickel
catalyst [149] or nano-foam pieces created by the combustion synthesis of metal bistetrazolamine (MBTA).[2, 7]
We used scanning electron microscopy (SEM) using FEI Quanta 650 (Thermo
Fisher Scientiﬁc). The Brunauer-Emmett-Teller (BET) surface area is measured with
Tristar II surface area analyzer, by measuring the adsorption isotherm over six points
in the relative pressure range of 0.05 - 0.32. The slope and intersect of the linear ﬁt of
isotherm data are used to calculate the mass-normalized surface area of the sample.
The degassing process is carried out by placing the sample under high purity nitrogen
gas ﬂow for 96 hours in room temperature.
The SEM images of the Cu nano-foam before and after the heat treatment are
shown in 5.5. It is notable that the foam structure is not degraded after the annealing.
It is an important advantage compared to nano-foams created by dealloying method,
where signiﬁcant destruction of foam structure is observed at high temperature. [147]
However, from the high magniﬁcation views (5.5), we can see the small pinholes on
the surface of Cu nano-foam get smoothened after the annealing. These observations suggest that the current Cu nano-foam still undergoes active surface diﬀusion,
however the overall foam morphology was not aﬀected.
Using standard 6-point BET measurement, we ﬁnd the BET surface area of Cu
nano-foam is 6.5 m2 /g before annealing, and increase to 29.5 m2 /g after annealing.
Such increase of BET surface area after annealing in H2 gas condition was previously
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Fig. 5.5. Scanning electron microscopy images of the (a) as prepared
and (b) annealed Cu nano-foams. Scale bars are 6.5 µm (top row)
and 850 nm (bottom row), respectively.

observed from the combustion synthesized Fe nano-foam, [146] where a substantial
increase from 20 m2 /g to 120 m2 /g was reported.
We use a pair of schematics to explain why the electrospinning templated synthesis
can create a metallic nano-foam that has superior thermal stability than those made
by dealloying method. The Cu nano-foam did not lose nano-porous microstructure
even after annealing at 400◦ C for 2 hours, while previously reported Au nano-foam
was substantially degraded at the same condition.
We attribute the considerably improved thermal stability to the multiscale nature
of the ligament structure in the Cu nano-foam. The idea is schematically shown in
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Fig. 5.6. Nitrogen gas adsorption isotherm (T=77K) of the annealed
Cu nano-foam sample (annealing at T=300◦ C for 2 hours).

5.7. For the case of nano-foams created by dealloying process, the inter-ligament
spacing is dictated by the size of the ﬁne particle used to create the initial mixture
phase. To create empty space in the mixture phase, chemical etchant is used to
dissolve more vulnerable species from the mixture. Because the empty voids of the
ﬁnal foam is the volume that was occupied by the dissolving component. In this case
the inter-ligament spacing of the dealloyed nano-foam is comparable to the size of the
ligament, which can be seen from cross-section images of previous studies. [150] On
the other hand, in the present work the inter-ligament spacing is not constrained by
the morphology of the metallic component. Instead, it is more relevant to attribute
the inter-ligament spacing to the electrospinning process control. Recent advances
in creating an ordered electrospun ﬁbers suggest an interesting possibility to create
spacing-controlled metallic nano-foams.
Thermal stability of Cu nano-foam is examined by characterizing the morphology
and surface area after annealing at 400 ◦ C for 2 hours. SEM images show the pinholes
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(a) dealloying nano-foam

(b) electrospinning
template nano-foam

Fig. 5.7. Schematics of the metallic nano-foams synthesized by (a)
dealloying method and (b) electrospinning template method. The
concentric arrows represent the diﬀusion length of the metal species.
The schematics emphasize the inter-ligament spacing of the case (b)
is considerably larger than the diﬀusion length of the metal, which
contribute to enhanced thermal stability.

of the Cu nano-foam ligaments are smoothened after the annealing, but the overall
nano-foam structure has not been degraded, which is in contrast to conventional
nano-foams created by dealloying approach. BET surface area of an annealed Cu
nano-foam sample is measured to be in a range of 5 - 30 m2 /g. Enhanced thermal
stability of the nano-foams created by electrospinning template method is attributed
to large inter-ligament spacing.
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6. SYNTHESIS, MICROSTRUCTURE, AND
MECHANICAL PROPERTIES OF COPPER-NICKEL
ALLOY NANO-FOAM
* The contents of this chapter is in preparation to be submitted to peer reviewed
journals.
A polycrystalline Cu-Ni alloy nano-foam is synthesized. A previously reported
electrospinning template method is used to create the random network consisting of
ligaments that have diameter in a range of 200-300 nm. Scanning and transmission
electron microscopies are used to characterize the morphology and microstructure of
the nano-foam. Thermogravimetric analysis shows the electrospun ﬁbers decompose
in a narrow reaction temperature of about T=195◦ C. After the ﬁrst thermal decomposition, an intermediate CuO-NiO oxide phase is created, showing phase separation
of the two oxides. By reducing the mixed oxide foam in reducing gas condition, the
Cu-Ni alloy nano-foam is created. The phase separation found in the oxide phase
disappeared, leaving notable Kirkendall patterns, indicating intermetallic diﬀusion
between Cu and Ni. No distinguishable segregation is observed by energy dispersive spectrum mapping. However, signiﬁcant dispersion is observed from the selected
area electron diﬀraction pattern, indicating the nanoscale grains may have signiﬁcant
variations in the lattice spacing, maybe due to local variation of the alloy composition. The alloy nano-foam showed higher mechanical strength compared to pure Cu
nano-foam reported previously, as characterized by nano-indentation.
6.1

Introduction

We report the synthesis of a Cu-Ni alloy nano-foam. The nano-foam has unique
porous structure made out of three-dimensionally connected ligaments. The ligaments
have approximately Cu50 Ni50 alloy composition that is determined by the amount of
precursor mixed into the template. We use the electrospinning template method
reported earlier. There are several known syntheses to create metallic nano-foams,
such as dealloying [142], polymer templating [143], and metal salt combustion method
[146] and so on. For more details about various syntheses we recommend the cited
reference. [141]
The dealloying method has been widely used to pioneer metallic nano-foam studies. Typical dealloying method uses a mixture of ﬁne metal powders followed by
annealing and chemical etching. After the chemical etching, more reactive metal
component dissolves away, leaving more noble metal parts behind with the porous
network created by the connected metal powders. For the method relies on the diﬀer-
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ence in electrochemical potential, it is not easy to create an alloy nano-foam, unless
the alloying means the residual metal component that is not washed away.
The polymer template method utilizes uniform polymer shapes such as polystyrene
spheres. [143] Typically metal coating is introduced to the template by electroless
deposition. After the metal coating, the template is burnt away in furnace. Metal
foam created by this method retains the shape of the template. The combustion
method utilizes metal precursors such as bistetrazolamine [146], which decomposes
at high temperature resulting in ﬁne polycrystalline structure with the grain size
on the order of tenths of nanometers. The combustion method is known to create
more thermally stable and high purity metallic foams compared to dealloying method.
[141, 146]
The electrospinning template method we reported previously [140], combines the
merits of both template method and the combustion method, although the chemical mechanism works diﬀerently. This method does not rely on electroless deposition nor electrochemical etching, which substantially broadens the available choices of
metal elements. The electrospinning template method also creates ﬁne polycrystalline
metal ligaments, but the morphology is not completely random instead it conforms
to the shape of the electrospun ﬁbers, which means the shape parameters such as
inter-ligament spacing or ligament diameter, can be controlled by using manipulating
electrospinning conditions. We emphasize that the types of metal element it creates
are not limited by the intrinsic chemical property of the metal as in the dealloying method, instead it is limited by controllable properties such as solubility of the
metal precursors. It is also possible to use a mixture of multiple precursors in the
electrospinning feedstock.
In this work, we demonstrate that a Cu-Ni alloy polycrystalline nano-foam can
be created by using the electrospinning template method. The morphology and microstructure of this new form of alloy nano-foam are characterized by electron microscopies. The mechanical strength of this nano-foam is evaluated by nano-indentation
and compared to previously reported pure Cu nano-foam.
6.2

Methodology

The Cu50 Ni50 alloy nano-foam is synthesized by the thermal synthesis using the
electrospun non-woven fabric of polyvinyl alcohol (PVA) as the template. The template electrospun fabric was created by using Spellman SL300 high voltage controller
along with a syringe and syringe pump setup. The external voltage was 15kV, the
target distance was set to about 12 cm from the syringe tip to the target surface.
The deposition was carried out for 90 minutes. The PVA/Cu(Ac)2 /Ni(Ac)2 electrospinning solution was prepared by mixing deionized water 16.8 g, polyvinyl alcohol (MW=124k-186k, Aldrich, 87-89% hydrolyzed) 1.68 g, copper(II) acetate monohydrate (Fisher Scientiﬁc Acros, ACS Reagent grade) 1.2 g and nickel(II) acetate
tetrahydrate (Sigma-Aldrich, 99.998% trace metal basis) 1.5 g at room temperature.
The syringe pump speed was 0.17mL/h. A copper plate (0.5 mm thickness) wrapped
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around plastic 3D-printed mold was used as a target to collect the ﬁbers. Once
ﬁnished deposition, the electrospun fabric was dried in ambient atmosphere for 30
minutes, mechanically detached from the foil, followed by subsequent two-step thermal treatments. The ﬁrst heat treatment was carried out to burn-oﬀ the PVA, using
initial ramping rate of 5 ◦ C/min to reach 500 ◦ C, dwell for 2 hours, followed by
closed oven cooling. In this ﬁrst heating process, the electrospun fabric that has the
precursor mixture undergo thermal decomposition exhibiting an inﬂection point at
196.5◦ C as identiﬁed by thermogravimetric analysis. As a result of the ﬁrst thermal
process, an oxide nano-foam was created in which both copper oxide and nickel oxide
were identiﬁed by x-ray diﬀraction (XRD). The thermal decomposition proﬁle was
obtained by thermogravimetric scanning from 25 ◦ C to 500 ◦ C by a ramping rate
of 5 ◦ C/min, using TGA-Q50 (TA instruments Inc.). The XRD analysis was carried out using Bruker D8 equipped with Cu K- ( = 1.5406 ˚
A) radiation source, by
locked coupled scanning mode with a scanning rate of 5 ◦ /min. The CuO-NiO nanofoam underwent subsequent heating in reducing gas (95% Ar, 5% H2 ) ﬂow through
a transparent quartz tube surrounded by optical radiation heater. The temperature
was measured by thermocouple located close to the sample. Before heating up to 330
◦
C, the forming gas ﬂushed for 30 minutes at 40 sccm. The temperature is slightly
above the point where complete miscibility of Cu-Ni binary alloy was found. [151]
The heating lasted for 45 minutes, and then the specimen cooled to room temperature while the reducing gas kept ﬂowing. The resulting metallic nano-foam retains
the original shape of the mixed oxide nano-foam with additional shrinkage. When
ﬂat, the dimension of the nano-foam is about an inch in diameter and 5-10 µm thick.
The morphology of the Cu50 Ni50 alloy nano-foam is examined by using Quanta 650
electron microscope that is also equipped with focused ion beam (FIB) column and
lift-out probe (Omniprobe 200, Oxford instrument Inc.). A specimen for transmission electron microscopy (TEM) was prepared by using the FIB and lift-out probe. A
10µm × 0.3µm × 5µm slice of the metallic nano-foam was cut from the sample and
implanted to a Mo grid post. The implanted sample underwent additional thinning
down to about 100 nm in thickness. The transmission electron microscopy was carried
out by using FEI Talos 200X TEM/STEM microscope equipped with ChemiSTEM
(X-FEG and four silicon drift EDS detectors), operated at 200 kV.
6.3

Results and discussion

The morphology of the nano-foam changes through the thermal processes. The
SEM images of the oxide foam and the reduced metallic foam are shown in Figure
6.1. The spherical features along the fabric structure are interesting, because it is
later shown that these particulate features are copper-rich oxide. After the second
heat treatment in reducing gas condition, the foam undergoes signiﬁcant shrinkage
again. It is later shown by x-ray diﬀraction that they are CuO and NiO, meaning that
the reducing process will create oxygen vacancies as many as the number of metal
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(a) CuO-NiO NF

5 μm

50 μm

5 μm

50 μm

(b) Cu-Ni NF

Fig. 6.1. (above) SEM images of the CuO-NiO intermediate phase,
and (below) the reduced metal nano-foam. The scale bars are 5 µm
for high magniﬁcation (left column) and 50 µm for high magniﬁcation
(right column). The spherical features of the oxide form are copperrich oxide as conﬁrmed by EDS mapping.

500 nm

500 nm

Fig. 6.2. SEM images of (left) Cu nano-foam and (right) Cu-Ni nanofoam. The scale bars are 500 nm.

atoms, which will promote active surface diﬀusion. It is clearly that the diameters of
ligaments are reduced after the second heat treatment.
Detail morphology of the alloy nano-foam is compared to the previously reported
pure Cu nano-foam (Figure 6.2). In both cases, the monoxide phase was reduced
by heating in the reducing gas condition. The surfaces of both metallic foams indicate roughness and pinhole features due to creation and diﬀusion of oxygen vacan-
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(b) Ni (K edge)

(a) SEM image
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(c) CuO NiO

30

40
50
2θ (deg.)

(d) Cu (K edge)
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Fig. 6.3. SEM images of CuO-NiO phase, (b, d) energy dispersive
spectrum mapping of Ni and Cu, respectively, (c) x-ray diﬀraction
result of the CuO-NiO phase. The scale bars are 2 µm.

cies. For the case of Cu-Ni alloy nano-foams, each metal component has diﬀerent
diﬀusivity [152, 153], with the diﬀusion of Cu being more active than Ni. In such
a case, unbalanced diﬀusion activity between two metal phases can create porous
structure. [154,155], The size of pinholes in Cu-Ni nano-foam is relatively bigger than
those of pure Cu nano-foam. The Kirkendall eﬀect may be responsible for the pinhole
structures as well as the creation of oxygen vacancy. It is later shown that there were
signiﬁcant segregation of Cu-rich (Ni-lean) oxide phase, which means the subsequent
equilibration of alloy composition is facilitated by the intermetallic diﬀusion between
Cu and Ni.
We use energy dispersive spectrum mapping to identify the nature of spherical
oxide phase. It turns out they are Cu-rich (and Ni-lean) phase (see Figure 6.3). Xray diﬀraction (XRD) shows that the CuO and NiO peaks are separately captured,
supporting the idea of phase separation observed in SEM images. The Cu monoxide
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Fig. 6.4. Thermogravimetric analysis of the electrospun fabric of PVACu(Ac)2 -Ni(Ac)2 mixture. Ramping rate of 5 ◦ C/min is used. It is
peculiar to ﬁnd only one steep reaction point at about T=195 ◦ C,
given that at least three diﬀerent chemical reactants are present.

takes monoclinic lattice structure, while Ni monoxide takes rocksalt structure. Such
lattice mismatch may have played a role in phase separation. The EDS mapping
showed the particulate features are Cu-rich and Ni-lean, however, it did not provide
useful information about the chemical composition of ligament. Also, the signal-tonoise ratio of the XRD result is not high enough to exclude presence of other possible
alloy oxides. But one thing is clear that when it comes to reducing process, there exist
numerous Cu-rich region that will need to diﬀuse out in order to achieve complete
equilibration of Cu-Ni alloy phase.
Considering how complex the thermochemical reactions of this three chemicals
poly vinyl alcohol, Cu(Ac)2 , and Ni(Ac)2 can be, it is surprising to ﬁnd from the
thermogravimetric analysis that the major decomposition was completed at a singular
reaction point at T=195 ◦ C (see Figure 6.4). It is known that the Ni(Ac)2 decomposes
at T=350 ◦ C to form NiO [156]. Such absence of major peak suggest the Ni(Ac)2 may
have developed organic-inorganic hybrid complex with other two chemicals during the
homogenization. The nature of this complex consisting of the polymeric basis and
the two metal precursors poses an interesting and challenging problem that may
necessitate in-depth analysis of the vibronic spectrum and group symmetry. In the
present work we did not further investigated the nature of this new organic-inorganic
hybrid complex.
After the second thermal process in reducing gas condition, the EDS map and
XRD result are shown in Figure 6.5. The observed spherical Cu-rich phases are completely disappeared. The EDS map no longer detects any distinguishable segregation
in this scale. However, due to the delocalized nature of x-ray interaction volume, the
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Fig. 6.5. (a, b, d) SEM image and EDS mapping of the Cu-Ni nanofoam after the reduction thermal process. (c) x-ray diﬀraction result
conﬁrms the oxide phases are reduced to metallic alloy phase. The
scale bars are 2 µm.

EDS mapping alone does not conﬁrm the full homogeneity of the alloy phase. Later
we show more convincing characterization using transmission electron microscopy. It
is notable that the diameter of ligaments are signiﬁcantly reduced. Both CuO and
NiO have the oxygen-to-metal ratio of 1:1, which resulted in signiﬁcant loss of ligament volume that was occupied by lattice oxygens. The XRD no longer captures
any presence of oxide phase, but two peaks that matches to Cu-Ni alloy phase are
determined. [157] Cu and Ni share the same lattice structure of face centered cubic,
with Ni having slightly smaller lattice spacing by about 0.1 Å, which means slightly
larger Braggs angle. For this reason, formation of alloy phase resulted in broadening
of the XRD peaks.
The disappearance of the Cu-rich phase tells there has to be intermetallic diﬀusion
in order to achieve equilibrated alloy nano-foam. The diﬀusivity of Cu is considerably
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Cu
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EDS

200 nm

Fig. 6.6. Transmission electron microscopy result of the Cu-Ni nanofoam. The bright ﬁeld (BF) image and selected area electron diﬀraction (SAED) show the nano-foam consists of ﬁne crystallites. The
energy dispersive spectrum (EDS) mapping below shows the Cu and
Ni form alloy throughout the ligament, showing no signiﬁcant segregation. The scale bars are 100 nm for the BF, 2 nm-1 for the SAED,
and 200 nm for the EDS maps.

higher than Ni [152, 153], and it is previously shown that Cu-Ni multilayer creates
Kirkendall pore formation in Cu layer when annealed to high temperature. The same
physics maybe responsible to creation of pinhole features of the nanoscale ligaments
(Figure 6.2) [155].
The transmission electron microscopy shown in Figure 6.6 provides more detail
look into the microstructure of this alloy nano-foam. The bright ﬁeld (BF) image
shows a number of diﬀracted grains. The selected area electron diﬀraction (SAED)
shows the electron diﬀraction pattern from the area shown in the BF image, indicating
there are numerous ﬁne crystallites diﬀract to variable g vectors. These very ﬁne grain
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Table 6.1.
Measured interlayer spacings with respect to various hkl. The reference d-spacings are taken from Refs [158, 159]. Δd values are calculated by (d−dref )/dref . The range is determined by drawing concentric
circles, bounding minimum and maximum peaks of each d reﬂections.
2.066
1.787
1.272
1.080
0.825

d
(±
(±
(±
(±
(±

0.21)
0.06)
0.03)
0.05)
0.01)

dref
ΔdCu (%)
Cu
2.088
-1.08
1.808
-1.15
1.278
-0.46
1.090
-0.88
0.829
-0.50

dref
ΔdNi (%)
Ni
2.034
+1.45
1.763
+1.37
1.246
+2.09
1.063
+1.66
0.808
+2.05

(hkl)
111
200
220
311
331

structure is similar to the microstructure of the iron foam synthesized by combustion
method [146]. In the SAED, signiﬁcant variation is found from the 1st and 2nd order
g peaks in accordance with the broad spectrum found in XRD. This shows that the
alloy composition of individual grain can be slightly diﬀerent to each other, although
the overall alloy ligament is well equilibrated.
As listed in Table 6.1, the d-spacings of the specimen shows compressive strain
against Cu reference, and expansive strain against Ni reference, indicating their alloyed lattice structure in average. The cloud pattern of SAED indicates amorphization
of the specimen, which may be caused by the ion beam machining process. Unlike
a standard thin ﬁlm samples, some part of the nano-foam is not fully protected by
the platinum cap during the ion beam lift-out process. For this reason, those parts
of the foam that are exposed to vacuum show more amorphization than the middle
part. The energy dispersive spectrum (EDS) mapping shows the x-ray signals of both
Ni and Cu are comparably found throughout the specimen, showing that the alloy
ligament is well equilibrated as characterized by the micrometers scale (Figure 6.5),
as well as in the nanometers scale.
The EDS mapping shows uniformly dispersed Ni and Cu, however, we can further analyze the relative accumulation of one component against the other. For this
purpose, an excessive accumulation map is calculated by using the following formula
after applying Gaussian ﬁlter (σ = 5) to the original EDS maps.
ΔCNi = CNi − CCu
Where the CNi and CCu denotes the concentration proﬁle from EDS map of Ni
and Cu, respectively. The result is shown in Figure 6.7. The positive values of ΔC is
considered as excessive accumulation. Compared to the outlines of the foam geometry,
the Ni accumulation is relatively concentrated along the center of the ligaments, while
Cu shows less accumulation with more concentration at the surface of the ligaments.
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ΔCNi

ΔCCu (×10)

Fig. 6.7. The excessive accumulation of (left) Ni, and (right) Cu.
The Ni accumulates at the core of ligaments, and Cu show an order
of magnitude less accumulation around the surface of ligament. The
dark shade is used to assist to locate relative location with respect to
the ligament geometry.

Additional analysis on the SAED patterns from Figure 6.6 reveals the dispersion
of the alloy composition of each ﬁne grain. The analysis shown in Figure 6.8 indicates
there can be compositional variations in the ﬁne polycrystalline Cu-Ni alloy nanofoam. The analysis is performed by manually counting identiﬁable points in the
vicinity of the d311 reﬂections. The average alloy composition is consistent with the
mole fraction of the metal precursors, however, a notable peaks at Ni-rich side indicate
there can be Ni segregation, in agreement with the qualitative analysis of the EDS
mapping.
Combining the experimental observations so far, we can ﬁnd more clearer picture
of the synthesis and microstructure of this Cu-Ni alloy nano-foam. In the oxide
formation stage, the Ni decomposition peak was not clearly captured from the TGA
result. Pure Ni(Ac)2 powder decompose at T=350◦ , but no distinguishable peak was
observed above T=200◦ from the TGA result. It is unclear at this point, whether the
Ni precursors formed a new form of complex compound with Cu precursors, or they
remained until the second heat treatment stage. The latter is certainly a possibility,
considering the sizable shrinkage after the second heat treatment, which was not
observed in Cu nano-foam synthesis discussed in chapter 5. Clearly the Cu oxide
phase particulate out from the ligament, and diﬀuse into ligament again during the
second heat treatment. The grain structure of this alloy nano-foam resembles the
combustion-synthesized nano-foams, [146] exhibiting ﬁne grain structure. In a submicrometer scale, the cross-section TEM shows good homogenization of the alloy,
however, we can still observe relative accumulation of Ni at the core of ligament, but
Cu at the surface of ligament, which is consistent with the phase segregation found
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Fig. 6.8. The distribution of alloy composition in terms of xNi , obtained from the 311 reﬂection plane of the SAED of Figure 6.6. The
composition was determined by the Vegard’s law, using the measured
d311 .

after the ﬁrst heat treatment where spherical Cu-rich phase segregated out from the
Ni-rich ligament cores. As a consequence of this ligament structure, we can expect
the mechanical property of this complex alloy foam can be signiﬁcantly diﬀerent to
the pure Cu nano-foam.
The nano-indentation result in Figure 6.9 shows the mechanical property of this
Cu-Ni nano-foam is considerably stronger than the Cu nano-foam. When 50% addition of Ni to Cu nano-foam saw about 4 times increase of the strength, the alloy
strengthening eﬀect alone does not explain such drastic strengthening. The ﬁner grain
structure of Cu-Ni alloy may have contributed to the strengthening as well as the relative accumulation of Ni at the core of ligaments, may have aﬀected the measured
strength. More critically, the number of ligaments involved in deformation under
the nano-indentation tip can be greater for the case of Cu-Ni alloy nano-foam, as
the diameter of ligaments is about 3-4 times smaller in Cu-Ni alloy nano-foam. The
combined eﬀect of the chemical, microstructural, and geometrical variations foresee
more in-depth analyses for the better understanding of this unique form of extremely
low density phase of metal alloy.
After a series of morphological and microstructural analysis, we conclude that the
Cu-Ni alloy nano-foam has a nanoscale porous ligament network, where the ligaments
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Fig. 6.9. Mechanical strength of the Cu-Ni nano-foam measured by
nano-indentation, compared to the same property of the pure Cu
nano-foam reported in previous study. Hardness (H) is shown with respect to the contact depth (hc ) of the indenter tip. Linearly increasing
hardness of the nano-foams indicate densiﬁcation of the nano-foam as
the tip indented deeper. The errorbars correspond to the maximum
and minimum values of the measured data points, and the markers
point the average value of the data from each partial unloading segment.

comprise of well-equilibrated Cu and Ni alloy that has ﬁne polycrystalline grain structure. These observations present new and convincing idea of the alloy nano-foam and
its synthesis. At the same time, this pioneering work present numerous unsolved
interesting problems, such as why the Ni precursor did not show decomposition peak
in the TGA, if they formed an unknown organic-inorganic hybrid complex in the
electrospun ﬁber; what happens between segregated oxide foam phase and the fully
reduced metallic foam phase; how does the diﬀusivity of component inﬂuence the
overall design of alloy nano-foam. The current work showed that a synthesis of alloy
metallic nano-foam is feasible using the electrospinning template method, and related
the microstructure of the metallic foam to the chemical design of the electrospinning
feedstock.
We report the synthesis of a Cu-Ni alloy nano-foam that has random network
of metallic ligament. The electrospun PVA-Cu(Ac)2 -Ni(Ac)2 mixture decompose at
about T=195 ◦ C resulting in mixed oxide phase. Segregation of Cu-rich oxide phase
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is conﬁrmed. Subsequent reduction results in an intermetallic alloy Cu-Ni nano-foam.
The initial phase separation and subsequent reduction process at elevated temperature led to obvious Kirkendall eﬀect and pinhole features of the metallic ligaments.
The cross-section TEM shows the ligaments are ﬁne polycrystalline. Mechanical property of the Cu-Ni alloy nano-foam is measured by nano-indentaion and compared to
the previously reported Cu nano-foam. Signiﬁcant strengthening of the mechanical
property is observed that exceeds what one would expect from solid solution hardening.
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7. SUMMARY AND CONCLUSIONS
In this thesis, the possibilities of using the density functional theory (DFT) to support
experimental microscale characterizations are explored. The application of the theory in phase stability problem of Sb2 O4 identiﬁed the theoretical ground state of the
antimony tetroxide to be orthorhombic α phase, explaining why in some experiments
the β phase show the abnormal stability. The surface instability of the MgB2 (0001)
is explored to report a new prediction on the surface reconstruction mode of the
partially ﬁlled surface of the binary compound, using a variety of DFT-based tools
to approach to harness more convincing observations. The interesting modulation of
the mechanical strength of Cu-Cr nanoscale multilayers have been investigated, where
the low temperature annealing saw decrease of the strength, while high temperature
annealing saw increase of the strength instead. The transition state energy of dilute
Cr alloy component in Cu matrix is calculated by the nudged elastic band method
coupled with DFT, yielding a reasonable rationale to the experimental observation.
The latest progress of the synthesis of metallic nano-foam opened create new opportunities to use quantum mechanical tools to solve microscopic problems related to the
presence of surface vacancies and potential lattice defects from the heat treatment
processes.
In conclusion, the result exempliﬁed a series of microscopic materials science research in which the theoretical approach plays a critical role in understanding the
experimentally observed phenomena, predict new phase of materials, and further explained the origin of experimental observations that could be challenging to address
otherwise.
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[70] P. E. Blöchl, “Projector augmented-wave method,” Phys. Rev. B, vol. 50, p.
17953, 1994.
[71] G. Kresse and D. Joubert, “From ultrasoft pseudopotentials to the projector
augmented-wave method,” Phys. Rev. B, vol. 59, p. 1758, 1999.
[72] J. P. Perdew, K. Burke, and M. Ernzerhof, “Generalized gradient approximation
made simple,” Phys. Rev. Lett., vol. 77, p. 3865, 1996.
[73] J. P. Perdew, A. Ruzsinszky, G. I. Csonka, O. A. Vydrov, G. E. Scuseria, L. A.
Constantin, X. Zhou, and K. Burke, “Restoring the density-gradient expansion
for exchange in solids and surfaces,” Phys. Rev. Lett., vol. 100, p. 136406, 2008.
[74] B. Hammer, L. B. Hansen, and J. K. Nørskov, “Improved adsorption energetics
within density-functional theory using revised perdew-burke-ernzerhof functionals,” Phys. Rev. B, vol. 59, p. 7413, 1999.
[75] J. Heyd, G. E. Scuseria, and M. Ernzerhof, “Hybrid functionals based on a
screened coulomb potential,” J. Chem. Phys., vol. 118, p. 8207, 2003.
[76] J. Heyd and G. E. Scuseria, “Eﬃcient hybrid density functional calculations in
solids,” J. Chem. Phys., vol. 121, p. 1187, 2004.
[77] J. Heyd, G. E. Scuseria, and M. Ernzerhof, “Erratum:hybrid functionals based
on a screened coulomb potential[j. chem. phys. 118, 8207 (2003)],” J. Chem.
Phys., vol. 124, p. 219906, 2006.
[78] J. Paier, M. Marsman, K. Hummer, G. Kresse, I. C. Gerber, and J. G. ngyn,
“Screened hybrid density functionals applied to solids,” J. Chem. Phys., vol.
124, p. 154709, 2006.

89
[79] S. Grimme, J. Antony, S. Ehrlich, and H. Krieg, “A consistent and accurate ab
initio parametrization of density functional dispersion correction (dft-d) for the
94 elements h-pu,” J. Chem. Phys., vol. 132, p. 154104, 2010.
[80] H. Lun-hua, H. Gui-qing, Z. Pan-lin, and Y. Qi-wei, “Structure analysis of new
superconductor mgb2,” Chin. Phys. Soc., vol. 10, p. 343, 2001.
[81] S. Klüpfel, P. Klüpfel, and H. Jónsson, “The eﬀect of the perdew-zunger
self-interaction correction to density functionals on the energetics of small
molecules,” J. Chem. Phys., vol. 137, p. 124102, 2012.
[82] G. Kresse and J. Hafner, “Ab-initio molecular-dynamics simulation of the
liquid-metal amorphous-semiconductor transition in germanium,” Phys. Rev.
B, vol. 49, p. 14251, 1994.
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