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Abstract
In the paper we find a set of necessary conditions that must be satisfied by a quadratic system in order
to have an algebraic limit cycle. We find a countable set of  5 parameter families of quadratic systems
such that every quadratic system with an algebraic limit cycle must, after a change of variables, belong to
one of those families. We provide a classification of all the quadratic systems which can have an algebraic
limit cycle based on geometrical properties of the embedding of the system in the Poincaré compactification
of R2. We propose names for all the classes we distinguish and we classify all known examples of quadratic
systems with algebraic limit cycle. We also prove the integrability of certain classes of quadratic systems.
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1. Introduction and statement of the main results
Since Darboux [12] has found in 1878 connections between algebraic geometry and the ex-
istence of first integrals of polynomial differential systems (polynomial planar vector fields),
algebraic invariant curves are a central object in the theory of integrability of polynomial sys-
tems in R2. Today, after more than one century of investigations the theory of invariant algebraic
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nomial systems with invariant algebraic curves are extremely hard to find. In the paper [20] it
has been shown that the problem of deciding whether or not a polynomial system has algebraic
invariant curves is equivalent to finding zeroes of ideals generated by polynomials in the coeffi-
cients of the vector field. Thus the ability to reduce the number of parameters is essential for the
investigation. Before we proceed with the presentation of the results we give the basic definitions.
We shall study polynomial vector fields in R2 defined by systems
dx
dt
= x˙ = p(x, y), dy
dt
= y˙ = q(x, y), (1)
where p, q are coprime polynomials of degree 2 in R[x, y], i.e.
p(x, y) =
2∑
i,j=0
pi,j x
iyj , q(x, y) =
2∑
i,j=0
qi,j x
iyj .
We shall call these systems quadratic systems.
The object of our study will be the algebraic limit cycles of quadratic systems, i.e. the limit
cycles contained in the zero set of some polynomial
ϕ(x, y) =
n∑
i,j=0
= ϕi,j xiyj ,
ϕ(x, y) ∈ R[x, y].
The algebraic real curve ϕ(x, y) = 0 is an invariant algebraic curve of system (1) if and only
if there exists a polynomial κ ∈ R[x, y] satisfying
p
∂ϕ
∂x
+ q ∂ϕ
∂y
− κϕ = 0. (2)
The polynomial κ is called a cofactor of the curve ϕ = 0. In the case of quadratic systems the
degree of the cofactor can be at most 1, so we take
κ(x, y) = K + Lx + My. (3)
An invariant algebraic curve ϕ = 0 is called irreducible if the polynomial ϕ is irreducible.
Any point (x, y) satisfying (∂ϕ/∂x)(x, y) = (∂ϕ/∂y)(x, y) = 0 is a critical point of the func-
tion ϕ. If additionally ϕ(x, y) = 0 then it is a singular point of ϕ.
A trajectory γ of system (1) is a limit cycle if it is homeomorphic to a circle and there are no
other periodic trajectories in some neighborhood of γ . The orbit γ is an algebraic limit cycle of
system (1) if it is a limit cycle and it is contained in some irreducible algebraic invariant curve
ϕ = 0 of system (1). The degree of the algebraic limit cycle γ is the degree of ϕ. The cofactor of
ϕ = 0 is also called the cofactor of the algebraic limit cycle γ .
We shall denote by A the class of all quadratic systems with an algebraic limit cycle.
We say that quadratic system (1) with an invariant algebraic curve ϕ = 0 is regular if and only
if p20,2 + q22,0 + (p2,0 − q1,1)2 + (p1,1 − q0,2)2 = 0 and the cofactor of ϕ is nonconstant. The
condition on the coefficients of the system is equivalent to say that the infinity of the system in
its Poincaré compactification is not formed by singular points, see Section 3.
The first step in the classification of quadratic systems admitting an algebraic limit cycle is
the following theorem.
Theorem 1. If a quadratic system has an algebraic limit cycle, then it is regular.
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been found: one of degree 2 in 1958 [21], and four of degree 4 (one of Yablonskii [22] in 1966,
one of Filiptsov [16] in 1973, and two in [5] in 2001). It is known that there are no algebraic limit
cycles of degree 3, see Evdokimenco [13–15] from 1970 to 1979, or see Theorem 11 of [7] for a
short proof. It has been proved in [6], that there are no other algebraic limit cycles of degree 4.
Recently, two new examples of algebraic limit cycles of degrees 5 and 6 have been found, see
[9]. For explicit definitions of these 7 families of algebraic limit cycles in quadratic systems see
Section 4. Another useful result in the study of limit cycles is: If a limit cycle is contained in the
domain of definition of an inverse integrating factor V (x, y) then, the limit cycle is contained in
{V (x, y)} = 0, see [17].
Our next results consider the canonical forms of quadratic systems admitting an algebraic
limit cycle.
Lemma 2. If a quadratic system has a limit cycle, it can be transformed into the form
x˙ = λx − y + ax2 + bxy + cy2,
y˙ = x + λy + dx2 + exy + fy2, (4)
and the limit cycle surrounds the origin.
Since we are interested in quadratic systems having algebraic limit cycles it is not restrictive
to consider only the regular systems in the form (4).
Theorem 3. If system (4) has an algebraic limit cycle, then its cofactor is either of the form
Lx + My, or 2λ + Lx + My, with L2 + M2 = 0.
Theorem 4. If system (4) has an algebraic limit cycle of degree n, then it can be transformed
into one of the following normal forms. First
x˙ = ξx − y + ax2 + bxy,
y˙ = x + ζy + dx2 + exy + fy2, (5)
while its cofactor must be either ny, or ξ + ζ + ny; and second
x˙ = λx − y + ax2 + bxy + cy2,
y˙ = x + λy + exy + fy2, (6)
while its cofactor must be either ny, or 2λ + ny.
Theorems 1, 3, 4 and Lemma 2 are proven in Section 7.
The next two theorems provide necessary conditions on the coefficients of the quadratic sys-
tems (5) and (6) to allow the existence of an algebraic limit cycle. These conditions are not
sufficient.
Theorem 5. Quadratic system (5) with an algebraic limit cycle of degree n must satisfy one of
the following two conditions:
(5.1) b = n−mf
n−m and
(i) either d = (m−n)((a−e)(k−m)+an)(ek+a(n−k))2 , f = 1, k = m/2,n(f−1)(m−2k)
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(iii) or k = m = 0 and a = 0,
(iv) or f = 1 and e = a − an/k or e = a + an/(k − m),
where m, k are integers satisfying 0 k m n.
(5.2) f = 1, and
(i) either n = 2 and e = −a,
(ii) or e = a = 0 and n is even.
Theorem 6. Quadratic system (6) with an algebraic limit cycle of degree n must satisfy the
following condition
a(n − m) + me = 0,
where m is an integer satisfying 0m n.
The proofs of Theorems 5 and 6 are in Section 8.
In Section 6 we propose names for the different classes of quadratic systems having an in-
variant algebraic curve. To do that and to proceed with the proofs of theorems we need some
preliminary results about the cofactor of an algebraic limit cycle and about embedding of real
quadratic systems in complex projective space P2
C
. We also need some results from the theory
of local normal forms. We must mention that when our paper was written we have received the
paper of Chavarriga, Giacomini and Grau [4] containing some different results related to our
ones. Mainly they provide some necessary conditions that must be satisfied by a cofactor of an
invariant algebraic curve of a polynomial system.
We conclude the paper with several open questions.
2. Basic properties of the cofactor
In this section we state some technical results about a cofactor of an invariant algebraic curve
of quadratic system.
Proposition 7. Let γ be a limit cycle contained in the invariant algebraic curve ϕ = 0. Then its
cofactor κ is nonconstant and γ must intersect the line κ = 0.
In order to prove Proposition 7 we need the following result.
Proposition 8. All the singular points of system (1) and all the critical points of ϕ are contained
in the union of sets {κ = 0} ∪ {ϕ = 0}.
Proof. It follows easily from the definition of invariant algebraic curve (2). 
Proof of Proposition 7. Let D denote the closure of the bounded region of R2 \ γ . Since D is a
compact set, there exist points X,Y ∈D at which ϕ has a minimum and maximum respectively.
Now, either ϕ(X) = ϕ(Y ) = 0, and ϕ|D ≡ 0 and the assertion is trivially satisfied, or we may
assume that ϕ(X)2 + ϕ(Y )2 = 0. We consider ϕ(X) = 0, if ϕ(X) = 0 then we can work with
the case ϕ(Y ) = 0 in a similar way. In that case X is contained in the set D \ γ . Since X is a
minimum of ϕ, X must be a critical point of ϕ, and of course it is located in the interior of D. As
ϕ(X) = 0, by Proposition 8 κ(X) = 0. The curve γ is a Jordan closed curve, so the line κ = 0
must intersect it. 
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Theorem 9. [19] Assume that system (1) has an invariant algebraic curve ϕ = 0 with cofactor
κ , and a limit cycle γ . Then, κ is nonconstant and γ must intersect the line κ = 0.
3. Embedding the system in P2
C
. Behavior of the vector field and of the solutions at infinity
Following Darboux [12] we shall consider the embedding of a (real) quadratic system (1) in
a two-dimensional complex projective space defined by a field of directions
P(X,Y,Z)
∂
∂X
+ Q(X,Y,Z) ∂
∂Y
, (7)
where
P(X,Y,Z) = Z2p
(
X
Z
,
Y
Z
)
, Q(X,Y,Z) = Z2q
(
X
Z
,
Y
Z
)
.
For more details see [18].
The results of this section apply to any quadratic system with some invariant algebraic curve
ϕ = 0, so we use the general form
x˙ = S + Ax + By + ax2 + bxy + cy2,
y˙ = T + Cx + Dy + dx2 + exy + fy2. (8)
In P2
C
we have a system of homogeneous coordinates [X : Y : Z] and three maps P2
C
→ C2
given by
[X : Y : Z] → (X/Z,Y/Z) = (x, y) if Z = 0,
[X : Y : Z] → (X/Y,Z/Y ) = (u, v) if Y = 0,
[X : Y : Z] → (Y/X,Z/X) = (s, t) if X = 0.
Therefore
(u, v) =
(
x
y
,
1
y
)
, (x, y) =
(
u
v
,
1
v
)
, (s, t) =
(
y
x
,
1
x
)
, (x, y) =
(
1
t
,
s
t
)
.
In the coordinates (u, v) the system takes form
u˙ = x˙y − y˙x
y2
, v˙ = − 1
y2
y˙, (9)
and after the multiplication by v it can be extended to the line v = 0, obtaining
u˙ = v[B + (A − D)u − Cu2 + Sv − T uv] − du3 + (a − e)u2 + (b − f )u + c,
v˙ = −v(Dv + Cuv + du2 + eu+ f + T v2). (10)
We shall slightly abuse the notation by writing u˙ = P(u, v) and v˙ = Q(u,v).
If system (1) has an invariant algebraic curve ϕ = 0 of degree n, the associated field of di-
rections (7) has the invariant projective algebraic curve defined by the zeroes of the projective
polynomial φ[X : Y : Z] = Znϕ(X/Z,Y/Z). Rigorously speaking, one should distinguish be-
tween the real algebraic curve defined by ϕ ∈ R[x, y] and a complex curve defined by the same
polynomial, but treated as a member of C[x, y]. In order to avoid unnecessary complications of
the notation we will not make this distinction, always keeping in mind that the irreducibility of
the algebraic curve is understood over the field R.
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and only if system (10) has an invariant algebraic curve φ(u, v) with a cofactor
K(u,v) = vκ
(
u
v
,
1
v
)
+ nQ(u, v)
v
.
Proof. The algebraic solution is given by zeroes of the polynomial φ(u, v) = vnϕ(u/v,1/v).
We have
φ˙(u, v) = P(u, v) ∂
∂u
(
vnϕ
(
u
v
,
1
v
))
+ Q(u,v) ∂
∂v
(
vnϕ
(
u
v
,
1
v
))
= vn
[
P(u, v)
∂
∂u
ϕ
(
u
v
,
1
v
)
+ Q(u,v) ∂
∂u
ϕ
(
u
v
,
1
v
)]
+ Q(u,v)∂v
n
∂v
ϕ
(
u
v
,
1
v
)
= vn
[
vκ
(
u
v
,
1
v
)
ϕ
(
u
v
,
1
v
)]
+ Q(u,v)nvn−1ϕ
(
u
v
,
1
v
)
=
(
vκ
(
u
v
,
1
v
)
+ nQ(u, v)
v
)
vnϕ
(
u
v
,
1
v
)
= K(u,v)φ(u, v). 
An important property of the projective compactification of C2 is the existence of the pro-
jective line 
∞ = {[X : Y : 0]} at infinity, which is an algebraic curve of degree 1. By Bezout
theorem (see for example [3]) every algebraic curve ϕ = 0 must intersect it with a multiplicity
degϕ.
There are two possibilities. Either
c = d = a − e = b − f = 0, (11)
and the whole line 
∞ at infinity is formed by singular points of the vector field, or there are at
most three singular points at the (complex) line 
∞ at infinity taking into account their multiplic-
ities.
An immediate consequence of the above is the following one.
Lemma 11. The invariant algebraic curve ϕ = 0 of degree n must intersect the line 
∞ at infinity
at least in one point, eventually complex. All the points of intersection must be singular points of
the extended vector field in P2
C
.
Lemma 12 (Christopher Lemma). If (11) does not hold, the polynomial P(u,0) has three (not
necessarily distinct) roots u1, u2, u3, and if it has an algebraic invariant curve ϕ = 0 of degree
n, it must satisfy ϕ(x, y) = (x − u1y)n−m(x − u2y)m−k(u − u3y)k + · · · , where the dots denote
the terms of degree n − 1 and smaller, and m and k are integers satisfying 0 k m n.
Proof. If the line 
∞ at infinity does not all consist of critical points, the immediate consequence
of Lemma 11 is that φ(u, v) = (u − u1)m1(u − u2)m2(u − u3)m3 + vφˆ(u, v) and the lemma
follows. 
Proposition 13. If the line 
∞ at infinity is formed by singular points, then the quadratic system
does not have limit cycles.
The above result is well known, see for example Theorem 11 [10]. We present here a more
general result, from its proof Proposition 13 follows.
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∞ at infinity is formed by singular points and the quadratic system
has at least one finite singular point, then it has either a Darboux first integral or a Darboux
integrating factor ( for definition see for instance [8]).
Proof. We may assume that the finite singular point is located at the origin, and from (11) we
have
x˙ = Ax + By + ax2 + bxy,
y˙ = Cx + Dy + axy + by2. (12)
System (12) has the invariant line (Da−Cb)x + (Ab−Ba)y +AD−BC = 0 with the cofactor
ax + by. Moreover, if (α,β) is an eigenvector of the matrix[
A C
B D
]
(13)
corresponding to the eigenvalue λ, the line αx +βy is invariant with a cofactor λ+ ax + by. We
have three possibilities:
(i) Matrix (13) is diagonalizable and it has the eigenvalues λ1, λ2 with eigenvectors (α1, β1),
(α2, β2). Then, the function
(α1x + β1y)λ2(α1x + β1y)−λ1
(
(Da − Cb)x + (Ab − Ba)y + AD − BC)λ1−λ2
is a Darboux first integral of system (12).
(ii) Matrix (13) has a double real eigenvalue λ with eigenvectors (α,β) and it is not diagonal-
izable. The function
(αx + βy)−A+Dλ ((Da − Cb)x + (Ab − Ba)y + AD − BC)A+Dλ −3
is a Darboux integrating factor of system (12) if λ = 0. In case λ = 0 the function
αx + βy
(Da − Cb)x + (Ab − Ba)y + AD − BC
is a rational first integral of system (12).
(iii) Matrix (13) has complex eigenvalues λ, λ¯ with eigenvectors (α,β), (α¯, β¯). Then, the curve
|α|2x2 + 2 Re(αβ¯)xy + |β|2y2 = 0 is an invariant algebraic curve of (12) with the cofactor
2 Reλ + ax + by. The function(|α|2x2 + 2 Re(αβ¯)xy + |β|2y2)− A+D2 Reλ ((Da − Cb)x
+ (Ab − Ba)y + AD − BC) A+D2 Reλ−3
is a Darboux integrating factor of system (12) if Reλ = 0. In case Reλ = 0 the function
|α|2x2 + 2 Re(αβ¯)xy + |β|2y2
(Da − Cb)x + (Ab − Ba)y + AD − BC
is a rational first integral of system (12).
In each of the cases the system (12) has either a Darboux first integral, or a Darboux integrating
factor being a product of some powers of linear functions. 
Note that all the first integrals in the proof of Proposition 14 do not allow the existence of
limit cycles, so the Proposition 13 follows.
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All known examples of families of quadratic systems with algebraic limit cycles (up to affine
change of variables and rescaling the time) are the following 7 families.
(1) Qin Yuan-Xun’s system
x˙ = 1 − x2 − y2 − y(c + ax + by),
y˙ = x(c + ax + by), (14)
has the irreducible invariant algebraic curve
x2 + y2 − 1 = 0,
whose cofactor is equal to −2x. For a2 + b2 < c2, a = 0 this curve contains an algebraic
limit cycle of degree 2. We note that these conditions are different from the ones which
appear in [5], there the conditions contain a minor mistake.
(2) Yablonskii’s system
x˙ = −4abcx + 3(a + b)cx2 − (a + b)y + 4xy,
y˙ = ab(a + b)x +
(
4ab − 3
2
(a + b)2 + 4abc2
)
x2 − 4abcy + 8(a + b)cxy + 8y2,
(15)
has the irreducible invariant algebraic curve
x2(x − a)(x − b) + (cx2 + y)2 = 0,
whose cofactor is equal to 4 − 2abc + 3(ac + bc)x + 4y. For abc = 0, a = b, ab > 0 and
2c2(a − b)2 + (3a − b)(a − 3b) < 0 this curve contains an algebraic limit cycle of degree 4.
(3) Filiptsov’s system
x˙ = 6(1 + a)x − 6(2 + a)x2 + 2y + 12xy,
y˙ = 3a(1 + a)x2 + 15(1 + a)y − 2(9 + 5a)xy + 16y2, (16)
has the irreducible invariant algebraic curve
3(1 + a)(ax2 + y)2 + 2y2(2y − 3(1 + a)x) = 0,
whose cofactor is equal to 5 + 5a − 4(2 + a)x + 8y. For 0 < a < 3/13 this curve contains
an algebraic limit cycle of degree 4.
(4) Chavarriga’s system
x˙ = 5x + 6x2 + 4(1 + a)xy + ay2,
y˙ = x + 2y + 4xy + (2 + 3a)y2, (17)
has the irreducible invariant algebraic curve
x2 + x3 + x2y + 2axy2 + 2axy3 + a2y4 = 0,
whose cofactor is equal to 2(5 + 9x + (5 + 6a)y). For (17√17 − 71)/32 < a < 0 this curve
contains an algebraic limit cycle of degree 4.
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x˙ = 2(1 + 2x − 2ax2 + 6xy),
y˙ = 8 − 3a − 14ax − 2axy − 8y2, (18)
has the irreducible invariant algebraic curve
1
4
+ x − x2 + ax3 + xy + x2y2 = 0,
whose cofactor is equal to 4(2−3ax+2y). For 0 < a < 1/4 this curve contains an algebraic
limit cycle of degree 4.
The next two examples of algebraic limit cycles of degree 5 and 6 were found in [9].
(6) The system
x˙ = 28x − 12
α + 4y
2 − 2(α2 − 16)(12 + α)x2 + 6(3α − 4)xy,
y˙ = (32 − 2α2)x + 8y − (α + 12)(α2 − 16)xy + (10α − 24)y2, (19)
has the irreducible invariant algebraic curve
x2 + (16 − α2)x3 + (α − 2)x2y + 1
(4 + α)2 y
4 − 6
(4 + α)2 y
5 − 2
4 + α xy
2
+ (α − 4)(12 + α)
4
x2y2 + (12 + α)
4 + α xy
4 + 8 − α
4 + α xy
3 = 0,
whose cofactor is equal to 2(28 − 3(α − 4)(α + 4)(α + 12)x + 2(13α − 24)y). For α ∈
(3
√
7/2,4) this curve contains an algebraic limit cycle of degree 5.
(7) The system
x˙ = 28(β − 30)βx + y + 168β2x2 + 3xy,
y˙ = 16β(β − 30)(14(β − 30)βx + 5y + 84β2x2)+ 24(17β − 6)βxy + 6y2, (20)
has the irreducible algebraic invariant curve
−7y3 + 3(β − 30)2βy2 + 18(β − 30)(−2 + β)βxy2 + 27(β − 2)2βx2y2
+ 24(β − 30)3β2xy + 144(β − 30)(β − 2)2β2x3y + 48(β − 30)4β3x2
+ 576(β − 30)2(−2 + β)2β3x4 − 432(β − 2)2β2(3 + 2β)x4y
− 3456(β − 30)(−2 + β)2β3(3 + 2β)x5 + 3456(β − 2)2β3(12 + β)(3 + 2β)x6
+ 24(β − 30)2β2(9β − 4)x2y + 64(β − 30)3β3(9β − 4)x3 = 0,
whose cofactor is equal to −168(β − 30)β − 1008β2x − 18y. For β ∈ (3/2,2) this curve
contains an algebraic limit cycle of degree 6.
5. Local theory
The following theorem, summarizing a large part of the analytic theory for planar vector fields
is formulated in Section 3.5 of [23].
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x˙ = ν1x + · · · , y˙ = ν2y + · · · (21)
be a hyperbolic germ of an analytic vector field in C2 (i.e. ν1ν2 = 0).
(a) If λ = ν1/ν2 /∈ Q (non-resonant point), then exactly two analytic invariant curves (sepa-
ratrices) pass through the point (0,0). The system is formally equivalent to its linear part
˙˜x = ν1x˜, ˙˜y = ν2y˜ with the first integral H(x˜, y˜) = x˜y˜−λ.
(b) If ν1/ν2 = N is a positive integer (N : 1 resonant node), then the system is analytically
equivalent to the system ˙˜x = Nx˜ + δy˜N , ˙˜y = y˜ with the first integral H(x˜, y˜) = y˜δe−x˜/y˜N .
The system has 1-parameter family of trajectories x˜y˜−N − δ ln y˜ = μ, μ ∈ C, which are
analytic for δ = 0. If δ = 0 then only the curve y˜ = 0 is analytic.
(c) If λ = ν1/ν2 > 1 (p : q resonant node), then the system is analytically equivalent to the
system ˙˜x = px˜, ˙˜y = qy˜ with the first integral H(x˜, y˜) = x˜q y˜−p . All the trajectories of the
system are analytic of the form x˜q = μy˜p , μ ∈P1
C
.
(d) If ν1/ν2 < 0 (saddle), then exactly two analytic invariant curves (separatrices) pass through
the point (0,0).
The proof of this theorem can be found in [2]. The following result is an obvious consequence
of statement (a) of Theorem 15, but its proof can be made easily and independently of Theorem
15, so we present it here. For the definition of a Poincaré region and the classical theory of normal
forms see for example [1].
Lemma 16. There are only two analytic trajectories of system (4) (in C2) going through the focus
point with λ = 0.
Proof. The eigenvalues of the linear part of system (4) at the origin are λ ± i. The convex
hull of the set of eigenvalues is a segment not passing through the origin of the complex plane
C. This means that they belong to the so-called Poincaré region. From the classical theory of
normal forms it follows, that there exists an analytic system of (complex) coordinates (z,w) in
the neighborhood of (0,0) ∈ C2 such that the system (4) expressed in the coordinates (z,w)
takes form
z˙ = (λ + i)z, w˙ = (λ − i)w. (22)
The solution of (22) is z(t) = c1eλt (cos(t) + i sin(t)), w(t) = c2eλt (cos(t) − i sin(t)) and the
only two invariant curves passing through the origin are z = 0 and w = 0. 
6. Notation
In this section we classify quadratic systems with an invariant algebraic curve using the notion
of intersection multiplicity. We shall denote the intersection multiplicity of two algebraic curves
γ1 and γ2 at a point p by (γ1 · γ2)p . For the definition of intersection multiplicity and Bezout
theorem see for example [3].
Let the regular system (1) have an invariant algebraic curve ϕ = 0 of degree n with cofactor
k(x, y). Let (as usually) p1, p2, p3 denote the singular points of the system at infinity (actually,
J. Llibre, G. ´Swirszcz / Bull. Sci. math. 131 (2007) 405–421 415they can coincide). Let k, l, m be the intersection multiplicities of ϕ = 0 with the line 
∞ at
infinity at p1, p2, p3 respectively. Of course, by Bezout theorem k + l + m = n. We say that
system (1) belongs to the class Xk,l,mn if and only if all the points of the intersection of the curve
ϕ = 0 with the line 
∞ at infinity are real. In the case that any of the numbers k, l, m is equal to
zero, we shall omit it in the notation Xk,l,mn . We replace the letter X with
N (null) if there are no singular points of (1) on the line κ(x, y) = 0,
S (single) if there is precisely one singular point of (1) on the line κ(x, y) = 0,
D (double) if there are precisely two singular points of (1) on the line κ(x, y) = 0.
For example, S3,2,27 would denote the system with one singular point on the cofactor line and
an invariant algebraic curve intersecting the line 
∞ at infinity at 3 different real points with
intersection multiplicities 3, 2, 2 respectively. Similarly, D77 would denote the system with two
singular points on the cofactor line and an invariant algebraic curve intersecting the line 
∞ at
infinity at 1 real point with intersection multiplicity 7.
Similarly, we say that quadratic system (1) belongs to the class Xk
m
m
n if and only if p1 is real,
and p2, p3 are complex conjugate, and the intersection multiplicities of ϕ at p1, p2, p3 are k,
m, m and m > 0. As before, n = k + 2m. In the case that the number k is equal to zero, we shall
omit it in the symbol. For example, S3
2
2
7 would denote a system with one singular point on the
cofactor line and an invariant algebraic curve intersecting the line 
∞ at infinity at 1 real points
with intersection multiplicity 3, and at two complex points with intersection multiplicities 2, 2
respectively. Similarly, D
3
3
6 would denote the system with two singular points on a cofactor line
and an invariant algebraic curve intersecting the line 
∞ at infinity only at two complex points
with intersection multiplicities 3.
Note, that the classes Xk,l,mn and X
kmm
n we have defined are not necessarily disjoint, as the
quadratic system may have more than one invariant algebraic curve.
From Proposition 13 it follows that A is contained in the union of classes Xk,l,mn and Xk
m
m
n .
An immediate consequence of the definitions is the following proposition.
Proposition 17.
(i) Qin Yuan-Xun’s quadratic system (14) with an algebraic limit cycle of degree 2 belongs to
the class D
1
1
2.
(ii) Yablonskii’s quadratic system (15) with an algebraic limit cycle of degree 4 belongs to the
class S44 .
(iii) Filiptsov’s quadratic system (16) with an algebraic limit cycle of degree 4 belongs to the
class S44 .
(iv) Chavarriga’s system (17) with an algebraic limit cycle of degree 4 belongs to the class
D
3,1
4 .
(v) Chavarriga, Llibre and Sorolla’s system (18) with algebraic limit cycle of degree 4 belongs
to the class D2,24 .
(vi) The quadratic system (19) with an algebraic limit cycle of degree 5 belongs to the class
D
4,1
5 .
(vii) The quadratic system (20) with an algebraic limit cycle of degree 6 belongs to the class S66 .
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X
(n−2)11
n , or ab + be − 2af = 0.
Proof. System (5) has three singular points at infinity. For d = 0, expressed in the coordinates
(u, v) they are
p1 = (0,0), p2 =
(
a − e + √Δ
2d
,0
)
, p3 =
(
a − e − √Δ
2d
,0
)
,
where Δ = (a − e)2 + 4d(b − f ). In case d = 0 these three points are all real, and have homo-
geneous coordinates [0 : 1 : 0], [1 : 0 : 0] and [b − f : e − a : 0]. Therefore for d = 0 the system
does not satisfy the assumptions of Lemma 18 and we may assume that d = 0.
The ratio of the eigenvalues at p2 (respectively p3) is equal to
μ2 = b(a
2 + 4bd − 2ae + e2 − 4df )
2(b2d − abe + a2f ) +
√
Δ(ab + be − 2af )
2(b2d − abe + a2f )(
respectively μ3 = b(a
2 + 4bd − 2ae + e2 − 4df )
2(b2d − abe + a2f ) −
√
Δ(ab + be − 2af )
2(b2d − abe + a2f )
)
.
The points p2 and p3 are complex if Δ < 0, and therefore either ab + be − 2af = 0, or by
Theorem 15 there are at most 2 transversal analytic trajectories passing through each of the points
p2 and p3. The line 
∞ at infinity contains of course one of them, so there is ({ϕ = 0} · 
∞)p2 =
({ϕ = 0} · 
∞)p3 = 1 and the lemma follows. 
7. Canonical forms
In this section we prove Theorems 1, 3 and 4, and we present some corollaries from them and
their proofs.
Proof of Theorem 1. It is an immediate consequence of Proposition 7 and 13. 
Proof of Lemma 2. It is well known that each limit cycle of a polynomial vector field must
surround at least one singular point, and that for a quadratic system inside each limit cycle there
must be precisely one singular point of focus type, see [11]. Therefore, moving the focus to the
origin and doing a suitable linear change of variables we may limit our considerations to systems
of the form (4). 
Proof of Theorem 3. From Proposition 7 it follows that the cofactor of an algebraic limit cycle
cannot be constant, so L2 + M2 = 0 in (3). To complete the proof we must show that either
K = 0, or K = 2λ.
We suppose that K = 0. It suffices to show that in this case K = 2λ. We denote by
ψ =∑mi=0 ϕm−i,ixm−iyi with m 0 the homogeneous terms of ϕ of lowest degree. From Propo-
sition 8, it follows that ϕ(0,0) = 0 (because K = 0), so m > 0. We have
(λx − y)∂ψ
∂x
+ (x + λy)∂ψ
∂y
− Kψ = 0.
From the Euler formula x(∂ψ/∂x) + y(∂ψ/∂y) = mψ we obtain
(λx − y)y ∂ψ + (x + λy)y ∂ψ − Kyψ = −(x2 + y2)∂ψ + (mx + (mλ − K)y)ψ = 0.
∂x ∂y ∂x
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obtain (x2 + 1)ζ ′ = (mx + (mλ − K))ζ . This ordinary differential equation has the solution
ζ(x) = const exp
(∫
mx + (mλ − K)
x2 + 1 dx
)
,
which is a nonzero polynomial if and only if K = mλ, and m = 2k is an even number. In that
case ψ = const(x2 + y2)k .
It remains to prove that k = 1. From Lemma 16 it follows that at the focus there can meet at
most two branches of the invariant algebraic curve. This means, that if k > 1, then the curve must
be reducible. Yablonskii’s example (see [5]) shows that the two branches can meet at the critical
point. 
A focus having eigenvalues purely imaginary is called a weak focus.
Corollary 19. If a singular point inside the region limited by an algebraic limit cycle contained
in the invariant algebraic curve ϕ = 0 with cofactor κ(x, y) of a quadratic system is a weak
focus, then the line κ(x, y) = 0 must pass through it.
Proof. It follows immediately from the previous proof. 
Proof of Theorem 4. The change of coordinates
x = nMxˆ + Lyˆ
L2 + M2 , y = n
Myˆ − Lxˆ
L2 + M2
transforms the cofactor κ(x, y) into the κ(xˆ, yˆ) = K+nyˆ, where n is the degree of the irreducible
algebraic invariant curve φ = 0. Of course, this change of coordinates preserves the form of
system (4).
If the coefficient d in (4) is equal to 0, the system is already in the form (6) and the theorem
holds. It remains to deal with the case d = 0.
We us consider linear changes of coordinates and rescaling of the independent variables
xˆ = αx˜ + βy˜, x˜ = 1
αδ
(δxˆ − βyˆ), yˆ = δy˜, y˜ = 1
δ
yˆ,
τ = 1
δ
t, ′ = d
dτ
,
in system (4). Note that it does not alter the form of the cofactor κ(xˆ, yˆ) = K + nyˆ. We obtain
x˜′ = δ(αλ + β)
α
x˜ + (−αβλ − α
2 − β2 + αβλ)
α
y˜ + (aα + βd)δ
α2
x˜2
+ (α
2b − 2aαβ − 2β2d + αβe)
α2
x˜y˜
+ (−α
2bβ + aαβ2 + α3c + β3d − αβ2e + α2βf )
α2δ
y˜2,
y˜′ = δ
2
α
x˜ + δ(−β + αλ)
α
y˜ + dδ
2
α2
x˜2 + δ(−2βd + αe)
α2
x˜y˜ + (β
2d − αβe + α2f )
α2
y˜2.
The new coefficient c˜ before y˜2 in the first equation is equal to
c˜ = β
3
2
[
cθ3 + (f − b)θ2 + (a − e)θ + d)],α δ
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it has at least one nonzero real root θ0, because d = 0. We choose β = α/θ0, α = θ20 /(θ20 + 1),
δ = √|α| and the theorem follows. 
Remark 20. System (4) has either 3 singular points at infinity taking into account their multi-
plicities, or the whole line 
∞ at infinity is formed by singular points. In view of Proposition 13
we are interested only in the first case. As in the previous proof any real infinite singular point of
a quadratic system becomes the point [0 : 1 : 0] after a convenient transformation. Let ι1, ι2, ι3
denote the intersection multiplicities of the curve ϕ = 0 with the line 
∞ at infinity at the points
p1, p2, p3 respectively (i.e. ιi = ({ϕ = 0} · 
∞)pi ). By suitable choice we can always make the
point [0 : 1 : 0] to be the point with the largest ιi among the real singular points at infinity. Of
course, this intersection multiplicity still may be equal to 0, if all the intersection points of ϕ = 0
with infinity are complex (as for example in the case of an algebraic limit cycle of degree 2, see
Proposition 17(i)).
Remark 21.
(i) Since the origin of system (5) is a focus we have ξ − ζ ∈ (−2,2).
(ii) The origin of system (5) (respectively (6)) is a weak focus if and only if ξ = −ζ (respectively
λ = 0).
We conclude this section with the following result
Proposition 22. Let ξ = ζ = 0. We assume that system (5) has an invariant algebraic curve given
by the zeros of the polynomial ϕ of degree at least 2 with ϕ(0,0) = 0 and cofactor y. Then, it has
the first integral (bx − 1)− 1b ϕ if b = 0, or exϕ if case b = 0.
Proof. From (2), up to terms of degree 2 in ϕ we get
⎡
⎢⎢⎢⎣
0 1 0 a d 0
−2 0 2 b − 1 e 0
0 −1 0 0 f − 1 0
0 0 0 0 1 0
0 0 0 −1 0 −1
⎤
⎥⎥⎥⎦ ·
⎛
⎜⎜⎜⎜⎜⎝
ϕ2,0
ϕ1,1
ϕ0,2
ϕ1,0
ϕ0,1
ϕ0,0
⎞
⎟⎟⎟⎟⎟⎠= 0.
It follows immediately that ϕ1,0 = −ϕ0,0 = 0 and ϕ0,1 = ϕ1,1 = 0. Therefore a = 0. Then the
system becomes
x˙ = y(bx − 1), y˙ = x + dx2 + exy + fy2,
and if b = 0, x = 1/b is an invariant straight line. Therefore
[
(bx − 1)− 1b ϕ]· = −1
b
(bx − 1)− 1b −1by(bx − 1)ϕ + (bx − 1)− 1b yϕ = 0.
If b = 0, then x˙ = −y and
(exϕ)· = −exyϕ + exyϕ = 0. 
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In this section we prove Theorems 5 and 6.
Proof of Theorem 5. Let ϕ =∑mi=0 ϕn−i,ixn−iyi + · · ·, 0  m  n with ϕn−m,m = 0, where
the dots denote terms of degree n − 1 and lower. The coefficient of the term xn−mym+1 in the
expression ϕ˙ − κ(x, y)ϕ is equal to ϕn−m,m((n−m)b+mf −n). Therefore b = (n−mf )/(n−
m) if m = n, and f = 1 if m = n.
By Proposition 13 we may assume that the line 
∞ at infinity is not formed by singular points.
From Proposition 12 it follows that
∑m
i=0 ϕn−i,ixn−iyi = xn−m(x − x1y)k(x − x2y)m−k with
k  m where x1 and x2 are the roots of dx2 − (a − e)x − (b − f ) = 0 (see (10)). We assume,
that m < n, the case m = n will be treated separately. We have
x1 = a − e +
√
(a − e)2 + 4d(f − 1)n/(m − n)
2d
,
x2 = a − e −
√
(a − e)2 + 4d(f − 1)n/(m − n)
2d
,
and we look at the terms of degree n + 1 in the expression ϕ˙ − κ(x, y)ϕ. They are equal to(
m
2
(e − a) + an +
(
m
2
− k
)√
(a − e)2 + 4d(f − 1)n
(m − n)
)
× xn−m+1(x − x1y)k(x − x2y)m−k.
Since they must vanish, we get
d = (m − n)((a − e)(k − m) + an)(ek + a(n − k))
n(f − 1)(m − 2k)2 ,
for k = m/2 and f = 1. For k = m/2 = 0 there must be e = a − 2an/m, for k = m = 0 we get
a = 0, and for f = 1 there must hold e = a − an/k, or e = a + an/(k − m).
Now we deal with the case m = n. The condition m = n means that there is no branch of
ϕ = 0 passing through the point [0 : 1 : 0] at the infinity. There can be two reasons for this. First,
we have simply chosen the wrong system of coordinates, and there is some other real singular
point of the system at infinity through which ϕ = 0 passes. In that case the system can of course
be transformed into the form (5) with m < n, see Remark 20.
The second reason for m = n can be that either some of the branches of ϕ = 0 passes through
[1 : 0 : 0], which implies d = 0, or that all the branches of ϕ = 0 go through non-real singular
points of the system at infinity. This means, that x1 = x2 /∈ R and since ϕ is a real polynomial, n
must be an even number and ϕ = (x−x1y)n/2(x−x2y)n/2. Once again computing the coefficient
of the terms of degree n+1 in the expression ϕ˙−κ(x, y)ϕ we see that the necessary and sufficient
condition for all of them to vanish is e = −a. But then from Lemma 18 it follows that either
n = 2, or ab + be − 2af = 0. As f = 1, the last condition is equivalent to a = e = 0 and the
theorem follows. 
Proof of Theorem 6. Let ϕ =∑mi=0 ϕn−i,ixn−iyi + · · · with 0m n and ϕn−m,m = 0, where
the dots denote terms of degree n − 1 and lower. The coefficient of the term xn−m+1ym in the
expression ϕ˙ − κ(x, y)ϕ will be equal to ϕn−m,m((n − m)a + me), so (n − m)a + me = 0 and
the theorem follows. 
420 J. Llibre, G. ´Swirszcz / Bull. Sci. math. 131 (2007) 405–4219. Conjectures and open questions
Conjecture 1. All quadratic systems with an algebraic limit cycle belong either to the class D
1
1
2,
or to the class Dk,l,mn , or to the class Snn .
Conjecture 2. All quadratic systems with an algebraic limit cycle form (up to an affine change
of coordinates and a linear change of time) a countable union of 2, 1 and 0 parameter families.
Remark 23. Yablonskii’s system (15) seems to contradict Conjecture 2, because its coefficients
are depending on 3 parameters a, b and c. This is a classic presentation of the system, but one
can verify that one parameter is redundant and in fact the system of Yablonskii is a 2 parameter
family.
Conjecture 3. Any quadratic system has at most one algebraic limit cycle (see [19]).
Open Question 1. For which N ∈ N there exists a quadratic system with an algebraic limit cycle
of degree equal to N?
For the moment we know that the N of Open Question 1 can be 2, 4, 5, 6 and cannot be
neither 1 nor 3.
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