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Abstract
We present methods to handle error-in-variables models. Kernel-based likelihood score estimat-
ing equation methods are developed for estimating conditional density parameters. In particular, a
semiparametric likelihood method is proposed for sufﬁciently using the information in the data. The
asymptotic distribution theory is derived. Small sample simulations and a real data set are used to
illustrate the proposed estimation methods.
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1. Introduction
Let Y be a scalar response variable and X a d-variate covariate. Let f (y|x, ) be the
conditional probability density of Y given X, which is parameterized up to an unknown
parameter vector . For making statistical inference on , it is typically assumed that (X, Y )
are available. In many applications, however, the exact measurement of X may be difﬁcult,
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time consuming or expensive, so a surrogate X˜ is observed instead of X.We assume that the
conditional probability density f (y|x, x˜; ) of Y given X and X˜ is equal to the conditional
probability density f (y|x; ). This has been called the surrogacy condition and means that
X˜ offers no additional information regarding the outcomeY given data on the true covariate
X. Generally, the relation between the surrogate X˜ and the true variable X can be rather
complicated. The usual additive error model may not be sufﬁcient to describe this relation.
One solution is to postulate distributional assumptions on the conditional distribution of X
given X˜, but the resulting inferences could be sensitive to the assumed distribution.
In this paper, we consider settings where some validation data are available to relate X
and X˜ without specifying any distribution of X given X˜. In particular, we assume that inde-
pendent validation data {(Xi, X˜i)}N+ni=N+1 or {(Yi, Xi, X˜i)N+ni=N+1} are available in addition
to the primary data {(Yi, X˜i)Ni=1}. Carroll and Wand [3], Pepe and Fleming [10], Wittes
et al. [21], Duncan and Hill [4] and Pepe [9] gave some examples where such validation
data are available. In one example of Pepe [9] related to school-based smoking prevention
projects, current smoking behavior was generally assessed through self-reporting by using
questionnaires. But self-reporting data may be subject to error. Chemical analysis of saliva
samples yields a more accurate measure of current smoking behavior. However, due to
higher costs relative to self-reporting, only a small subset of subjects enrolled in the study
can be subjected to continue analysis. For the semiparametric model considered here, the
existence of a validation set allows an assessment of the relationship between X and X˜, and
estimation of the regression parameter  in f(y|x) using all the observations. The analysis
of a diabetes data set in Section 5 presents an application of the proposed method, and also
illustrates the selection of validation data in some missing data analysis.
With the help of validation data, Carroll et al. [1], Stefanski and Carroll [15], Sepanski et
al. [13], Sepanski and Lee [14],Wang [17,18],Wang and Rao [19] and the above referenced
authors developed suitable methods for different models. Reilly and Pepe [12] discuss a
‘mean score’ method, which is valid when the validation set is a random sample of the
whole study cohort, possibly stratiﬁed on Y and X˜. But their method assumes that Y and Z
are discrete and the validation observations are required in each cell deﬁned by (X˜, Y ). In
particular, if X˜ has many components, then this latter requirement may not hold [12].Wang
and Pepe [16] developed the expected estimating equation method to accommodate the
covariate measurement error. But their method assumes that the measurement error process
and the true covariable distribution are parametrized up to unknown vectors. Unfortunately,
this parametric approach is not generally used in applied work in part because misspeciﬁ-
cation of nuisance functions can lead to an inconsistent estimator of . Also, the evaluation
of the expected scores requires integration with respect to distribution of X. This may be
cumbersome for calculation.
In this paper, we develop kernel-based likelihood scoring methods to avoid the assump-
tions that Y and X are discrete or follows the measurement error process. This method
is actually an extension of Carroll and Wand [3] to a larger class of methods. Further,
we develop a semiparametric likelihood method by combining parametric likelihood and
empirical likelihood due to Owen [8] to incorporate auxiliary information for improving
inference.
The rest of this paper is organized as follows. Section 2 explores two kernel-based es-
timators of parameter . The difference between the two estimation methods depends on
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whether the response variable Y is fully observed. In particular, if full observations of
response variables are available for validation data, a semiparametric likelihood method is
proposed to estimate  in Section 3. Results of a simulation study are presented in Section 4.
Finally, the analysis of a diabetes data is presented in Section 5.A derivation of the theoretic
results of Sections 2 and 3 is sketched in Appendix A.
2. Kernel-based likelihood scoring method
Let the conditional probability density function of Y given X˜ be f˜ (y|x˜, ). Then, by the
surrogacy condition, we have


log f˜ (Y |X˜, ) = E
[


log f (Y |X, )|Y, X˜
]
.
Suppose that the observed data consist of the primary data (Yi, X˜i), i = 1, 2, . . . , N and
the validation data (Xj , X˜j ), j = N + 1, . . . , N + n. Then, based on the primary data, the
likelihood-based scoring equation is given through
N∑
i=1
E[S(Xi, Yi)|Yi, X˜i] = 0, (2.1)
where S(x, y) =  log f (y|x, ).
The distribution of X given X˜ is unknown completely, so that  is not identiﬁable.
However, it is noted that the validation data can be used to estimate the expected scores,
E[S(Xi, Yi)|Yi, X˜i], by
Êi() =
∑N+n
j=N+1 S(Xj , Yi)K
(
X˜i−X˜j
bn
)
∑N+n
j=N+1 K
(
X˜i−X˜j
bn
) ,
where K(·) is a kernel function and bn is a bandwidth that decreases to zero as n increases
to inﬁnity. To reduce boundary effect and avoid technical difﬁculties due to small values in
the denominator of Êi(), we consider a truncated version of Êi(). Let
f̂n(˜x) = (nbdn)−1
N+n∑
j=N+1
K
(
x˜ − X˜j
bn
)
,
and f˜n (˜x) = max{f̂n(˜x), n} for some positive constant sequence n. The truncation
version of Êi,n() is then given by Êi,n() = Êi ()f̂n(X˜i )f̂n (X˜i ) . This motivates us to consider
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the following kernel-based likelihood scoring equation
N∑
i=1
Êi,n() = 0, (2.2)
and deﬁne the estimator of , say ˆ[1], to be the solution of the above equation.
Let m(˜x, y) = E[S(X, y)|X˜ = x˜] and M(x, x˜) = E[S(x, Y )|X˜ = x˜]. Then we
prove the following Theorem 2.1 in Appendix A.
Theorem 2.1. If all the assumptions listed in Appendix A except for (C.h) and (C.n) are
satisﬁed, then we have
√
N(̂
[1] − ) L→N(0, V [1]),
where V [1] = −1[1]−1 and
[1] = E[m(X˜, Y )mT (X˜, Y )]
+E
[(
M(X, X˜) − E[M(X, X˜)|X˜]
) (
M(X, X˜) − E[M(X, X˜)|X˜]
)T ]
and
 = E[S(X, Y )ST (X, Y )]
with  deﬁned in (C.Nn).
In what follows, we use samplemoment and “Plug in”methods to estimate the covariance
matrix of the estimator ˆ
[1]
.
Let
mˆ
ˆ
[1] (˜x, y) =
∑N+n
j=N+1 Sˆ[1](Xj , y)K1
(
x˜−X˜j
b1,n
)
∑N+n
j=N+1 K1
(
x˜−X˜j
b1,n
)
be an estimator of m(˜x, y) based on validation observations {Xj , X˜j }N+nj=N+1, where K1(·)
is a kernel function and b1,n is a bandwidth sequence. Let
Mˆ
̂
[1](x, x˜) =
∑N
j=1 Sˆ[1](x, Yj )K2
(
x˜−X˜j
b2,N
)
∑N
j=1 K2
(
x˜−X˜j
b2,N
)
be an estimator of M(x, x˜) based on primary observations {Yi, X˜i}Ni=1, where K2(·) is a
kernel function and b2,N is a bandwidth sequence. We estimate E[M(X, X˜)|X˜] by
M̂(X˜) = 1
n
N+n∑
k=N+1
M̂
̂
[1](Xk, X˜).
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Let
V̂ (˜x, y) =
∑N+n
j=N+1 S̂[1](Xj , y)S
T
̂
[1](Xj , y)K3
(
x˜−X˜j
b3,n
)
∑N+n
j=N+1 K3
(
x˜−X˜j
b3,n
) ,
whereK3(·) is a kernel function and b3,n is a bandwidth sequence.V [1] can then be estimated
by V̂ [1] = ̂−1̂[1]̂−1 consistently, where ̂ = 1
N
∑N
i=1 V (X˜i, Yi) and
̂
[1] = 1
N
N∑
i=1
m̂
̂
[1](X˜i , Yi)m̂
T
̂
[1](X˜i , Yi)
+N
n2
N+n∑
j=N+1
(M̂
̂
[1](Xj , X˜j ) − M̂(X˜j ))(M̂
̂
[1](Xj , X˜j ) − M̂(X˜j ))T .
In practice, the response variable Y may be fully observed, so that Yj for j = N +
1, . . . , N + n may also be measured in the validation data set. The diabetes example of
Section 5 provides a full observation for response variables. An alternative estimator of ,
say ̂[2], can be deﬁned to be the solution of the following equation in this case:
N∑
i=1
Êi,n() +
N+n∑
j=N+1
S(Yj |Xj) = 0.
For ̂[2], we have the following Theorem 2.2.
Theorem 2.2. Under conditions of Theorem 2.1 we have
√
n + N(̂[2] − ) L→N(0, V [2]),
where V [2] = −1[2]−1 and
[2] = 
1 +  
[1] + 1
1 +  .
Remark 2.1. Since [1], hence [2] < [1] and V [2] < V [1] and V [2]
N+n <
V [1]
N
. It
means that involving information of Y from the validation data in estimation could reduce
the variability of estimate and increase the efﬁciency.
Remark 2.2. If the primary data set is large relative to the validation data one, such that
/(1 + ) ≈ 1 and 1/(1 + ) ≈ 0, then [2] ≈ [1] and hence V [2] is approximately
equal to V [1]. In this case, we suggest to use ̂[1] since there will be little difference in the
asymptotic efﬁciency between ̂[1] and ̂[2], and ̂[1] is much simple.
Remark 2.3. By sample moment and “Plug in” methods, the asymptotic covariance esti-
mator of ̂[2] can be deﬁned similar to that of ̂[1].
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3. Kernel-based semiparametric likelihood method
If Yj for j = N + 1, N + 2, . . . , N + n are measured in the validation data set, then the
estimated mean scoring method in Section 2 does not use information efﬁciently. In this
section, we consider a semiparametric likelihood-based method to incorporate information
efﬁciently.
Let f ∗(y |˜x) and g(x |˜x) be the probability densities of Y given X˜ and of X given X˜,
respectively. Then we have
f ∗(y |˜x) =
∫
f (y, x |˜x) dx =
∫
f (y|x, x˜)g(x |˜x) dx =
∫
f (y|x, )g(x |˜x) dx.
Let h(y, x˜, ) = ∫ f (y|x, )g(x |˜x) dx and (y, x˜, ) = / logh(y, x˜, ). We have
E{(Y, X˜, )} = E{E[(Y, X˜, )|X, X˜]} = E
{∫
(y, X˜, )f (y|X, ) dy
}
.
(3.1)
Let F(y, x˜) and G(x, x˜) be the joint distribution functions of (Y, X˜) and (X, X˜),
respectively. If we denote pi = dF(Yi, X˜i), i = 1, 2, . . . , N; qj = dG(Xj , X˜j ), j =
N + 1, . . . , N + n, then, given primary data {(Yi, X˜i)}Ni=1 and validation observations
{(Yj , X˜j )}N+nj=N+1, we could deﬁne a semiparametric likelihood of parameter  as
L =
N∏
i=1
pi
N+n∏
j=N+1
f (Yj |Xj , X˜j , )qj .
Let (X, X˜, ) = ∫ (y, X˜, )f (y|X, ) dy. By (3.1), we have E{(X, X˜, )}
= E{(Y, X˜, )} = 0. We need to maximize above likelihood subject to constraints
N∑
i=1
pi = 1, pi0,
N+n∑
j=N+1
qj = 1, qj 0
and
N∑
i=1
pi(Yi, X˜i , ) = 0,
N+n∑
j=N+1
qj(Xj , X˜j , ) = 0.
After proﬁling p′i s and q ′j s and using the surrogacy assumption, we obtain the logarithm of
likelihood function L above
l() = −
N∑
i=1
log{1 + T1 (Yi, X˜i , )}
−
N+n∑
j=N+1
log{1 + T2 (Xj , X˜j , )} +
n+N∑
j=N+1
log f (Yi |Xi, ),
Q. Wang, K. Yu / Journal of Multivariate Analysis 98 (2007) 455–480 461
where 1 and 2 are the solutions of the following equations, respectively:
N∑
i=1
(Yi, X˜i , )
1 + T1 (Yi, X˜i , )
= 0 and
N+n∑
j=N+1
(Xj , X˜j , )
1 + T2 (Xj , X˜j , )
= 0. (3.2)
 can then be estimated by maximizing l() if (·, ·, ·) and (·, ·, ·) are known. However,
g(x|z) and hence(·, ·, ·) and(·, ·, ·) are usually unknown, so  is not identiﬁed.A natural
method to resolve this problem is to replace (·, ·, ·) and (·, ·, ·) in the above likelihood
by their estimators and get an estimated likelihood. Using validation data, we can estimate
h(y, x˜, ) and hence (·, ·, ·) and (·, ·, ·). h(y, z, ) can be estimated by
hn(y, x˜, ) =
n+N∑
j=N+1
f (y|Xj , )K
(
x˜−X˜j
bn
)
N+n∑
j=N+1
K
(
x˜−X˜j
bn
) .
Similar to Êi,bn(), we use the truncation version of hn(y, x˜, ),
hn(y, x˜, ) =
hn(y, x˜; )f̂n(˜x)
f̂n (˜x)
,
to estimate h(y, x˜; ), where f̂n (˜x) is f̂n (˜x) with ̂n replaced by n. We can get the
corresponding estimators n(·, ·, ·) and n(·, ·, ·) of (·, ·, ·) and (·, ·, ·), respectively, by
the deﬁnitions of (·, ·, ·) and (·, ·, ·) and the “plug in” method.
The estimated likelihood, say l̂(), can be deﬁned to be l() with (·, ·, ·) and (·, ·, ·)
replaced by their estimators n(·, ·, ·) and n(·, ·, ·). By maximizing the estimated likeli-
hood, we can get semiparametric MLE, say ̂[3], for . That is ̂[3] solves the following
equation:
̂l()

= −
N∑
i=1
1
1 + ̂1n(Yi, X˜i; )
̂
T
1
n(Yi, X˜i; )

−
N+n∑
j=N+1
1
1 + ̂T2 n(Xj , X˜j ; )
̂
T
2
n(Xj , X˜j ; )

+
N+n∑
j=N+1


log f (Yi |Xi, ) = 0, (3.3)
where ̂1 and ̂2 satisfy (3.2) with(·, ·; ·) and(·, ·; ·) replaced byn(·, ·; ·) andn(·, ·; ·),
respectively.
Let 1, = E
{
(Y,X˜;)

}
and 2, = E{(Y, X˜; )T (Y, X˜; )}. 1, and 2, can
be deﬁned similarly. Then we could prove Theorem 3.1 below.
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Theorem 3.1. If assumptions (C.f), (C.fX˜), (C.h), (C.n), (C.K), (C.bn) and (C.Nn) in
Appendix A are satisﬁed, we have
√
n + N(̂[3] − ) L→N(0, V [3]),
where V [3] = −10 [3]−10 with
[3] = 0
+ 
2
1 +  1,
−1
2,E[(X, X˜, )T (X, X˜; )f 2X˜(X˜)]−12,1,
+ 1
1 +  1,
−1
2,E[(X, X˜, )T (X, X˜; )f 2X˜(X˜)]−12,1,
− 2
1 +  1,
−1
2,E[(X, X˜; )T (X, X˜; )fX˜(X˜)(1 − fX˜(X˜)]−12,1,
− 2
1 +  1,
−1
2,E[(X, X˜; )T (X, X˜; )fX˜(X˜))]−12,1,
and
0 = 11 +  +

1 +  1,
−1
2.1, +
1
1 +  1,
−1
2,1,.
Remark 3.1. 1, and 2, can be estimated consistently by
̂1, = 1
N
N∑
j=1
∣∣∣∣∣(Yj , X˜j , )
∣∣∣∣∣
=̂[3]
and
̂2, = 1
N
N∑
j=1
(Yj , X˜j ; ̂[3])T (Yj , X˜j ; ̂[3]).
1, and 2, can be estimated similarly. The estimators for fX˜(·) and  are deﬁned by
f̂n(·) and ̂n,N in Section 2, respectively.After obtaining estimators of the above quantities,
estimate of asymptotic covariance falls in standard setting, as we did for ̂[1] in Section 2.
Remark 3.2. It may be interesting to compare the asymptotic variances of ˆ[3] and ˆ[2]
of Section 2, as both estimates take account of information on Y in the validation set.
Unfortunately, it seems not easy to compare them because V [3] has a complicated structure.
We could compare their ﬁnite sample performances by simulation in Section 4.
Remark 3.3. The n 12 -rate asymptotic normality of ̂[i] implies that E(̂[i] − )2 = V [i]
n
+
r [i](bn) with r [i](bn) = o(n−1) when ̂[i] is uniformly square integrable for i = 1, 2, 3.
This shows that the selection of bn speciﬁed in condition (C.bn) might not be so critical
in terms of the n
1
2
-rate asymptotic normality and the mean square error of ̂[i]. This is
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also conﬁrmed by our simulation results. This conclusion differs from nonparametric curve
estimation in which the optimal choice of the smoothing parameter is required to achieve
the optimal rate of convergence. A similar remark is also given by Carroll and Wand [3].
Remark 3.4. The semiparametric likelihood-based method above uses not only the
information contained in the conditional parametric distribution, but also the information
contained in the nonparametric distribution populations F(y, x˜) and G(x, x˜). This is dif-
ferent from the methods used in Section 2. The information contained in the distribution
populations is given by E{(Y, X˜, )} = E{(X, X˜, )} = 0. Some authors also applied
empirical likelihood to different problems to incorporate assumed auxiliary information.
See, e.g., [22,11,20].
4. Simulation results
In this section we conducted a simulation study for a one-dimensional case (d = 1) and
a two-dimensional case (d = 2). We numerically evaluated the small sample properties of
the proposed three estimators, denoted by ̂[1] and ̂[2] of Section 2 and ̂[3] of Section 3, in
terms of biases ̂ −  and standard deviations
√
var(̂). In the estimation of the excepted
scores of Eq. (2.1), we used a truncated standard normal densityK(x) ∝ 1√
2
exp(−x2/2),
|x|1 as the kernel function for d = 1 and used an order 3 product kernel K(x1, x2) =
K0(x1)K0(x2) with K0(x) = − 158 x2 + 98 , |x| ≤ 1 for d = 2. The bandwidth bn was
taken to be n−2/5 for d = 1 and n−1/5 for d = 2, respectively. Other bandwidths such
as bn = Cn−2/5 for d = 1 and bn = Cn−1/5 for d = 2 with C ∈ (0.5, 2) produced
almost similar results. Generally, given the kernel functions, any bandwidth bn = Cn−a
with 14 < a <
1
2 for d = 1 and bn = Cn−a with 16 < a < 14 for d = 2 should work equally
well for the methods. This can be seen from Fig. 1.
Fig. 1, which plots the mean square error (MSE) of estimators against a set of bn ∈ (0, 1)
under the following d = 1 example, shows that the selection of bandwidths speciﬁed in
condition (C.bn) is not so critical. This is consistent with Remark 3.3. In the computation
of the truncated version of expected scores Ei(), we used n = n = n−5 in the truncated
kernel estimation through all simulations. Some computation details are mentioned brieﬂy
in Appendix B.
For the case of d = 1, we considered  = 1.5 and the conditional distribution Y given X
as normal distribution N(X exp(−X), 1), which corresponds to an example in nonlinear
models, where X ∼ exp(1) follows the standard exponential distribution. The surrogate
variable X˜ was generated from normal distribution N(1.25X, 0.62).
Simulations were run with three different validation and primary data sizes (n,N) =
(10, 30), (30, 90), (60, 180)) according to the ratio  ≡ N
n
= 3,  ≡ N
n
= 5 and  ≡ N
n
=
10, respectively. The simulation results are presented in Table 1 for d = 1 and Table 2 for
d = 2, respectively.
In the tables, ‘Bias’ was calculated by taking the average of ˆ−  from 1000 replicates;
‘SE’ denotes the sample standard deviation of the estimates.
For the case of d = 2, we assumed that (X(1), X(2)) ∼ N(0, 0, 1, 1, 0.7) with  ≡
(1, 2) = (1.5, 2.2), (X˜(1), X˜(2)) ∼ N(1.25X(1), 1.25X(2), 0.62, 0.62, 0.5), and Y con-
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M
SE
0.2
0.0
0.4 0.6 0.8 1.0
0.1
0.2
0.3
0.4
0.5 Kernel-based likelihood approach:
solid line for (n, N)=(10, 30)
dotted line for (n, N)=(10, 100)
Kernel-based semiparametric likelihood approach:
dashed line for (n, N)=(10, 30)
dashed-dotted line for (n, N)=(10, 100)
Fig. 1. Mean square errors against bn ∈ (0, 1) for estimators ˆ[1] and ˆ[3] with different combinations of (n,N)
under d = 1.
ditional on (X(1), X(2)) is the normal distribution N(X(1) exp(−1X(1)) + X(2) exp(−2
X(2)), 1). The estimates ˆ[1], ˆ[2] and ˆ[3] and their standard deviations are listed in a
vector format in Table 2(a) and (b). The bias vectors in Table 2(a) are computed according
to Bias = (ˆ1 − 1.5, ˆ2 − 2.2) based on 1000 simulations.
Tables 1 and 2 show that all three estimation equations give very acceptable estimates in
terms of bias and variance. For example, the largest values of absoluté bias and relative bias
for d = 1 are 0.305 and 0.305/1.5 = 0.203 in Table 1. The largest value of mean square
error (MSE) in Table 1 is 0.284.
Generally, ̂[3] outperforms ̂[1] and ̂[2] in terms of the bias and SE given in Tables 1 and
2.Also, ̂[2] has less bias and SE than ̂[1]. But this advantage becomes weak as  increases.
In particular, the simulation results for both d = 1 and d = 2 clearly indicate that there is
little difference in the asymptotic efﬁciency between ̂[1] and ̂[2] if the primary data set is
large relative to the validation data. However, it is still clear that ̂[3] performs better than
̂
[2]
and hence ̂[1].
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Table 1
Biases and standard errors (SE) of ̂[1], ̂[2] and ̂[3] under different  and different sample sizes (n,N) and
d = 1
Bias SE
 (n,N) ̂
[1]
̂
[2]
̂
[3]
̂
[1]
̂
[2]
̂
[3]
(10, 30) 0.135 −0.128 −0.108 0.269 0.213 0.211
3 (30, 90) 0.176 −0.125 0.106 0.209 0.145 0.132
(60, 180) −0.165 −0.101 0.112 0.143 0.112 0.100
(10, 50) 0.206 −0.155 −0.155 0.242 0.207 0.127
5 (30, 150) 0.175 −0.149 −0.141 0.191 0.221 0.145
(60, 300) −0.131 −0.131 0.122 0.141 0.132 0.123
(10, 100) 0.269 −0.236 −0.187 0.147 0.164 0.123
10 (30, 300) 0.305 −0.296 0.155 0.125 0.112 0.113
(60, 600) −0.128 0.122 0.051 0.129 0.096 0.017
Table 2
 (n,N) ̂
[1]
̂
[2]
̂
[3]
(a) Baises of ̂[1], ̂[2] and ̂[3] under different  and different sample sizes (n,N) and d = 2
(10, 30) (−0.532,−0.654) (−0.597, 0.466) (−0.465, −0.412)
3 (30, 90) (−0.323, −0.477) (0.313, −0.201) (−0.245, −0.302)
(60, 180) (−0.334, −0.198) (0.219, −0.193) (−0.276, −0.123)
(10, 50) (−0.447, −0.343) (−0.378, 0.247) (−0.323, 0.212)
5 (30, 150) (−0.385, −0.143) (−0.123, 0.175) (0.112, −0.095)
(60, 300) (−0.249, −0.147) (−0.287, 0.097) (0.102, −0.104)
(10, 100) (−0.324, −0.171) (−0.221, 0.121) (0.201, −0.123)
10 (30, 300) (−0.265, −0.151) (−0.201, −0.107) (−0.302, −0.127)
(60, 600) (−0.116, −0.143) (−0.124, −0.121) (0.054, 0.128)
(b) Standard errors (SE) of ̂[1], ̂[2] and ̂[3] under different  and different sample sizes (n,N) and d = 2
(10, 30) (0.567, 0.695) (0.354, 0.408) (0.367, 0.205)
3 (30, 90) (0.264, 0.286) (0.301, 0.405) (0.213, 0.487)
(60, 180) (0.237, 0.315) (0.211, 0.287) (0.213, 0.319)
(10, 50) (0.412, 0.723) (0.417, 0.202) (0.217, 0.203)
5 (30, 150) (0.313, 0.614) (0.312, 0.234) (0.198, 0.145)
(60, 300) (0.245, 0.198) (0.300, 0.175) (0.1011, 0.094)
(10, 100) (0.351, 0.628) (0.409, 0.578) (0.323, 0.100)
10 (30, 300) (0.214, 0.503) (0.222, 0.512) (0.198, 0.112)
(60, 600) (0.312, 0.168) (0.221, 0.239) (0.023, 0.011)
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As (n,N) increases with  = N
n
constant, bias and SE for all the estimators normally
decreases with few exceptions. It seems that increasing N with n constant does not always
decrease bias.
Comparing the case of d = 1 with that of d = 2, all the estimators have less biases and
SE in the case of d = 1 for every ﬁxed sample size. This shows that a bigger sample size
may be needed for higher dimension cases if one hopes to obtain the same accuracy for the
estimators as in the lower dimension case.
5. Data analysis
We illustrate the methods by using data from 84 subjects included in an analysis of
glomerular ﬁltration rate (GFR) of diabetes study, carried out by the Molecular Medicine
Research Group of Peninsula Medical School in Plymouth of England. It is well-known
that the endpoint cholesterol level (ECHOL) is often used to aid the analysis of GRF
in medicine. The data list the observations on GRF and ECHOL collected in the Derri-
ford Hospital southwest of England. Previous analysis shows that a logarithm absolute
transformation of GFR in diabetes mellitus has a very signiﬁcant quadratic relationship
with the ECHOL. Statistically, this logarithm transformation of GRE follows a normal
distribution.
There are a few missing observations on ECHOL in the data. However, the observations
on baseline Cholesterol level (BCHOL) are available for those subjects. Experience shows
that there are quite similar measurements between BCHOL and ECHOL for many sub-
jects. Hence, BCHOL can be regarded as a surrogate variable in this study. Speciﬁcally, we
have all 84 measurements on GRF and BCHOL and only 16 measurements on ECHOL.
To implement the proposed methods in the paper, we have size N = 68 of primary obser-
vations on GRF and BCHOL, and size n = 16 of validation data on GRF, ECHOL and
BCHOL. We used only ˆ
[2]
of Section 2 in our analysis here, but we could use ˆ
[1]
or ˆ
[3]
instead.
We can assume that the conditional density of Y given X is a normal density with spe-
ciﬁc form N(0 + 1X + 2X2, 	2), and we wish to estimate the parameter vector  =
(0, 1, 2, 	
2)using the primary sample and validation observations.Aswehave full obser-
vation on GRF, we use the second estimate in Theorem 2.2. in our
inference.
We employ a truncated standard normal densityK(x) ∝ 1√
2
exp(−x2/2), |x|1 as the
kernel function for the analysis.With this kernel function, we select bandwidthh = Cn−2/5.
As n−2/5 = (50)−2/5 = 0.2, we found 0.6 does slightly better after trying several values
between 0.2 and 0.9 by comparing the positivity of estimated covariance matrices V for
different h. We estimate  = (0, 1, 2) and 	2 as ˆ = (−2.742, 0.739,−0.031) and
	̂2 = 0.085, respectively.
6. Concluding remarks
In this paper we proposed a general kernel-based likelihood approach for parameter
estimation when covariate data are missing or when measured with error but validation
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data are available instead. In particular, a semiparametric likelihood method is explored to
sufﬁciently take account of the information contained in the model. The methods do not
postulate any distribution on the covariate given the surrogate variable, nor involve in any
integration on the kernel-based likelihood scoring equations.
When the dimension of covariate variable X and hence that of X˜ is large, the curse of
dimensionality may occur in the kernel estimation of expected scores E[S(X, Y |Y, X˜)] of
Section 2. In this case a useful approach is to introduce the additive structure in the condi-
tional expectations, as the additive model is a popular tool for modelling high-dimensional
regression data [6,7]. We brieﬂy address the additive structure for kernel estimation of
expected scores as follows.
Note that the additive model usually expresses the response variable as a sum of (typ-
ically nonlinear) functions of the covariate variables. Let Y be the response variable and
X = (X(1), . . . , X(d)) be the d-dimensional covariates. Correspondingly, write X˜ =
(X˜(1), . . . , X˜(d)). Given the observed primary data {Yi, X˜i}Ni=1 and the validation data
{Xj , X˜j }N+nj=N+1, the additive likelihood-based scoring equation could be written as
d∑
t=1
N∑
i=1
E[S(X(t)i , Yi)|Yi, X˜(t)i ] = 0. (6.1)
Then we can estimate each additive term E[S(X(t)i , Yi)|Yi, X˜(t)i ] by
Ê
(t)
i () =
∑n+N
j=N+1 S(X
(t)
j , Yi)K
(
X˜
(t)
i −X˜(t)j
bn
)
∑n+N
j=N+1 K
(
X˜
(t)
i −X˜(t)j
bn
) , (6.2)
i = 1, . . . , N ; t = 1, . . . , d.
Similarly, in the estimation h(y, x˜, ) = E[f (y|X, )|X˜ = x˜] of Section 3 under high
dimensional covariates, we could assume that
h(y, x˜, ) = ∑dt=1 E[f (y|X(t), )|X˜(t) = x˜(t)] when X = (X(1), . . . , X(d)). Then we
estimate h(y, x˜, ) by hn(y, x˜, ) = ∑dt=1
n+N∑
j=N+1
f (y|X(t)j ,)K
(
x˜(t)−X˜(t)
j
bn
)
N+n∑
j=N+1
K
(
x˜(t)−X˜(t)
j
bn
) .
The estimators based on an additive model could be proved to have asymptotic properties
similar to those in Sections 2 and 3.
The primary concern of this paper is the casewhereX ismeasuredwith the error. However,
our methods are able to be easily applied to the case where X consists of some components
measured with errors and other components not measured with errors. Let us take the
likelihood-based scoring equation approach of Section 2 as an example and show how this
method is applied to the above case. Let X = (X(1), . . . , X(d)). Without loss of generality,
we assume that the ﬁrst d1 components X1 = (X(1), . . . , X(d1)) measured with error and
the last d − d1 components X2 = (X(d1+1), . . . , X(d)) measured exactly. A surrogate X˜1 is
observed instead of X1. In this case, the likelihood-based scoring equation corresponding
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to (2.1) is given by
n∑
i=1
E[S((X1,i ,X2,i ), Yi)|Yi, X˜1,i ,X2,i] = 0,
and the conditional scores in the above equation can be estimated by Êi() with X˜i and X˜j
replaced by X˜1,i and X˜1,j for i = 1, 2, . . . , N and j = N + 1, . . . , N + n.
Similarly, the semiparametric likelihood methods in Section 3 are also able to easily
expand to the above case.
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Appendix A. Regularity conditions and proofs of Theorems
A.1. Regularity conditions
(C.m) m(˜x, y) has continuous and bounded partial derivatives on x˜ up to order k(> d).
(C.f)(i) f (y|x, ) has continuous and bounded partial derivatives on x up to order k(> d).
(ii) f (y|x, ) satisﬁes the regular conditions given by Lehmann [23, Chapter 6] on the
asymptotic normality of the maximum likelihood estimator in the fully parametric model.
(C.fX˜) fX˜(˜x) is the probability density of X˜ and has continuous and bounded partial
derivatives on x up to order k(> d).
(C.h) h(y, x˜, ) has continuous bounded partial derivatives on x˜ up to order k(> d).
(C.M) M(x, x˜) is uniformly continuous on x˜.
(C.n)
√
nE{‖m(X˜, Y )‖2I [fX˜(X˜)n]} −→ 0.
(C.n)
√
nE{|h(Y, X˜; )|I [fX˜ (X˜)n]} −→ 0.
(C.K)(i) The function K(·) is a bounded kernel function with bounded support satisfying∫
K(x)dx = 1;
(ii) K(·) is a kernel of order k(> d);
(C.bn) nb2dn log log n → ∞ and nb2kn → 0 for k(> d) .
(C.Nn) N
n
→ .
A.2. Proofs of Theorems
Proof of Theorem 2.1. By Taylor’s expansion, we get
̂
[1] −  = −B−1nN(∗)AnN(), (A.1)
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where
AnN() = 1
N
N∑
i=1
Êi,bn()
and
BnN(
∗) = 1
N
N∑
i=1

T
Êi,bn()
∣∣∣∣
=∗
with ‖∗ − ‖ ‖̂[1] − ‖.
Recalling the deﬁnition of m(˜x, y), we then have
√
NAnN() = 1√
N
N∑
i=1
(nbdn)
−1 N+n∑
j=N+1
(S(Xj , Yi) − m(X˜j , Yi))K
(
X˜i−X˜j
bn
)
f̂n (˜xi)
+ 1√
N
N∑
i=1
(nbdn)
−1 N+n∑
j=N+1
(m(X˜j , Yi) − m(X˜i , Yi))K
(
X˜i−X˜j
bn
)
f̂n(X˜i)
+ 1√
N
N∑
i=1
m(X˜i , Yi)
f̂ (X˜i)
f̂n(X˜i)
:= nN,1 + nN,2 + nN,3 (A.2)
Similar to Wang and Rao [19], it can be shown that
nN,1 = 1√
N
N∑
i=1
(nbdn)
−1 N+n∑
j=N+1
{S(Xj , Yi) − m(X˜j , Yi)}K
(
X˜i−X˜j
hn
)
fX˜(X˜i)
+op(1). (A.3)
By (C.m), (C.K), (C.bn) and the fact that f̂n (˜x)
a.s.−→ fX˜(˜x) uniformly, it can be shown that
nN,2 = op(1). (A.3′)
Observe that
nN,3 = 1√
N
N∑
i=1
m(X˜i , Yi) + 1√
N
N∑
i=1
m(X˜i , Yi)
f̂n(X˜i) − f̂n(X˜i)
f̂n(X˜i)
. (A.4)
470 Q. Wang, K. Yu / Journal of Multivariate Analysis 98 (2007) 455–480
Clearly ∥∥∥∥∥ 1√N
N∑
i=1
m(X˜i , Yi)
f̂n(X˜i) − f̂n(X˜i)
f̂n(X˜i)
∥∥∥∥∥
 1√
N
n∑
i=1
‖m(X˜i , Yi)‖I [f̂n(X˜i)n]
 1√
N
n∑
i=1
‖m(X˜i , Yi)
∥∥∥I [f̂n(X˜i)n, fX˜(X˜i) n2 ]
∥∥∥
+ 1√
N
N∑
i=1
‖m(X˜i , Yi)
∥∥∥I [f̂n(X˜i)n, fX˜(Xi) < n2 ]
∥∥∥ .
:= InN,1 + InN,2 (A.5)
For any 
 > 0, we get
P(|InN,1| > 
)P
(
|f̂n(X˜i) − fX˜(X˜i)| >
n
2
)
−→ 0 (A.6)
and
P(‖nN,2‖ > 
)
√
NE
{
‖m(X˜, Y )‖I
[
fX˜(X˜) <
n
2
]}
→ 0. (A.7)
Eqs. (A.6) and (A.7) together prove that
1√
N
N∑
i=1
m(X˜i , Yi)
f̂n(X˜i) − f̂n(X˜i)
f̂n(X˜i)
= op(1). (A.8)
By (A.2), (A.3), (A.3′), (A.4) and (A.8), we have
√
NAn,N() = 1
n
√
N
N∑
i=1
N+n∑
j=N+1
(Ui, Vj ) + op(1) (A.4′)
with Ui = (X˜i , Yi) and Vj = (Xj , X˜j ) for i = 1, 2, . . . , N and j = N + 1, . . . , N + n,
where
(Ui, Vj ) =
(S(Xj , Yi) − m(X˜j , Yi))K
(
X˜i−X˜j
hn
)
bdnfX˜(X˜i)
+ m(X˜i , Yi).
Recalling the deﬁnition of m(˜x, y), we have
E[(U, V )|U ] = m(X˜, Y ). (A.5′)
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By the fact that Em(X˜, Y ) = 0, we have
E[(U, V )|V ] =
∫ (M(X, x˜) − E[M(X, x˜|X˜])K ( x˜−X˜bn )
bdn
dx˜
=
∫
(M(X, X˜ + bnu) − E[M(X, X˜ + bnu)|X˜]) du
−→ M(X, X˜) − E[M(X, X˜)|X˜]. (A.6′)
Observe that
n = E(U, V ) = E{E[(U, V )|U ]} = 0. (A.7′)
By (A.4′)–(A.7′) and Lemma B.1 in Sepanski and Lee [14], we have
1
n
√
N
N∑
i=1
N+n∑
j=N+1
(Ui, Vj )
L→ N(0,[1]), (A.8′)
where [1] is that deﬁned in Theorem 2.1.
Standard arguments can be used to prove
Bn,N(
∗) p−→ E
{
E
[
2
T
log f (Y |X)|X˜, Y
]}
= −E[S(X, Y )ST (X, Y )]. (A.9)
This together with (A.1), (A.4′) and (A.8′) together proves Theorem 2.1. 
Proof of Theorem 2.2. By Taylor’s expansion, we get
̂
[2] −  = −B−1nN (˜
∗
)A˜nN(), (A.10)
where
AnN() = 1
n + N
N∑
i=1
Êi,bn() +
1
n + N
N+n∑
j=N+1
S(Xj , Yj )
BnN (˜∗) = 1
n + N
N∑
i=1

T
Êi,bn()
∣∣∣∣
=˜∗
+ 1
n + N
N+n∑
j=N+1

T
S(Xj , Yj )
∣∣∣∣
=˜∗
with ‖˜∗ − ‖ ‖̂[2] − ‖. Similar to (A.4), we get
√
n + NAnN() = 1
n
√
n + N
N∑
i=1
N+n∑
j=N+1
(Ui, V˜j ) + op(1), (A.11)
472 Q. Wang, K. Yu / Journal of Multivariate Analysis 98 (2007) 455–480
where
(Ui, V˜j ) = (Ui, Vj ) + 1

S(Xj , Yj )
with (Ui, Vj ) deﬁned in (A.4) and V˜j = (Xj , X˜j , Yj ).
Similar to (A.8), we can prove that
1
n
√
n + N
N∑
i=1
N+n∑
j=N+1
(Ui, Vj ) −→ N(0,[2]), (A.12)
where [2] is as deﬁned in Theorem 2.2. Similar to (A.9), we get
BnN (˜∗) p−→ −E[S(X, Y )ST (X, Y )]. (A.13)
(A.10), (A.11), (A.12) and (A.13) together prove Theorem 2.2. 
Proof of Theorem 3.1. Applying Taylor’s expansion to (3.3) and using the fact that
̂l()

∣∣∣∣∣
=̂[3]
= 0, (A.14)
we get
√
n + N(̂[3] − ) = G−1n,N (¯
∗
)
1√
n + N
̂l()

(A.15)
with ‖¯∗ − ‖ ‖̂[3] − ‖, where
Gn,N (¯∗) = − 1
n + N
2̂l()
T
∣∣∣∣∣
=¯∗
.
Applying Taylor’s expansion to (3.2) with  and  replaced by n and n, we get
1,nN =
(
N∑
i=1
n(Yi, X˜i; )Tn (Yi, X˜i; )
)−1 N∑
i=1
n(Yi, X˜i; ) + op(n−
1
2 ) (A.16)
and
2,nN =
⎛⎝ N+n∑
j=N+1
n(Xj , X˜j ; )n(Xj , X˜j ; )
⎞⎠−1
×
N+n∑
j=N+1
n(Xj , X˜j ; ) + op(n−
1
2 ). (A.17)
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By (3.3), (A.16) and (A.17), it can be shown that
1√
n + N
̂l()

= −1,−12,
1√
n + N
N∑
i=1
n(Yi, X˜i; )
−1,−12,
1√
n + N
N+n∑
j=N+1
n(Xj , X˜j ; )
+ 1√
n + N
N+n∑
j=N+1
 log f (Yj |Xj , )

+ op(1). (A.18)
Let f ′

(y|x, ) = f (y|x, ) and h′(y, x˜; ) be deﬁned similarly.
Then,
1√
n + N
N∑
i=1
n(Yi, X˜i; ) =
1√
n + N
N∑
i=1
N+n∑
j=N+1
n(Ui, Vj ) + op(1), (A.19)
where
n(Ui, V˜j ) = (Yi, X˜i; ) +
(f ′

(Yi |Xj , ) − h′(Yi, X˜i , ))K
(
X˜i−X˜j
hn
)
bdnh(Yi, X˜i; )
−h
′

(Yi, X˜i; )
h(Yi, X˜i; )
(f (Yi |Xj , ) − h(Yi, X˜i , ))K
(
X˜i−X˜j
bn
)
bdnh(Yi, X˜i; )
withUi = (X˜i , Yi) and V˜j = (X˜j , Xj , Yj ) for i = 1, 2, . . . , N and j = N+1, . . . , N+n.
By (C.bn), (C.K) and (C.fX˜), we have
E[n(U, V ; bn)|U ]
= (Y, X˜; ) +
∫
(h′

(Y, X˜ − bnu; ) − h′(Y, X˜; ))K(u)fX˜(X˜ − bnu) du
h(Y, X˜; )
−
h′(Y, X˜; )
h(Y, X˜; )
∫
(h(Y, X˜ − bnu; ) − h(Y, X˜; ))K(u)fX˜(X˜ − bnu) du
h(Y, X˜; )
−→ (Y, X˜; ) (A.20)
and
E[n(U, V˜ , bn)|V˜ ] =
∫
(f ′(y|X, ) − h′(y, X˜ + hnu, ))k(u)f (X˜ + bnu) du dy
−
∫
h′

(y, X˜ + bnu, )
h(y, X˜ + bnu; )
(f (y|X, )
−h(y, X˜ + bnu, )K(u)f (X˜ + bnu) du dy
−→ fX˜(X˜)
∫
(f ′(y|X, ) − h′(y, X˜; )) dy
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−fX˜(X˜)
∫
h′

(y, X˜; )
h(y, X˜; ) [f (y|X, ) − h(y, X˜; )] dy
= −fX˜(X˜)(X, X˜; ). (A.21)
By (A.20) and (A.21), similar to Wang [18], we can prove that
1√
n + N
N∑
i=1
n(Yi, X˜i; )
= 1√
n + N
N∑
i=1
(Yi, X˜i; )
− 1√
n + N
N
n
N+n∑
j=N+1
fX˜(X˜j )(Xj , X˜j ; ) + op(1) (A.22)
and that
1√
n + N
N+n∑
j=N+1
n(Xj , X˜j ; )
= 1√
n + N
N+n∑
j=N+1
(Xj , X˜j ; )
+ 1
n
√
n + N
N+n∑
j=N+1
N+n∑
k=N+1
∫ (f ′

(y|Xk, ) − E[f ′(y|Xk, )|X˜k]K
(
X˜j−X˜k
bn
)
bdnh(y, X˜j ; )
×f (y|Xj , ) dy
+ 1
n
√
n + N
N+n∑
j=N+1
N+n∑
k=N+1
∫ (h′

(y, X˜k, ) − h′(y, X˜j , ))K
(
X˜j−X˜k
bn
)
bdnh(y, X˜j ; )
×f (y|Xj , ) dy
− 1
n
√
n + N
N+n∑
j=N+1
N+n∑
k=N+1
∫
h′

(y, X˜j ; )
h(y, X˜j ; )
×
(f (y|Xk, ) − E[f (y|Xk, )|X˜k])K
(
X˜j−X˜k
bn
)
bdnh(y, X˜j ; )
f (y|Xj , ) dy
− 1
n
√
n + N
N+n∑
j=N+1
N+n∑
k=N+1
∫
h′

(y, X˜j ; )
h(y, X˜j ; )
×
(h(y, X˜k; ) − h(y, X˜j ; ))K
(
X˜j−X˜k
bn
)
bdnh(y, X˜; )
f (y|Xj , ) dy. (A.23)
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Denote by Q̂, R̂, Ŝ and T̂ the second, third, fourth and ﬁfth terms on the right-hand side
of (A.23). Then, we have
Q̂
= 1
n
√
n + N
N+n∑
j=N+1
N+n∑
k=N+1
⎧⎪⎨⎪⎩
∫ (f ′

(y|Xk, ) − E[f ′(y|Xk, )|X˜k])K
(
X˜j−X˜k
bn
)
bdnh(y, X˜j ; )
×(f (y|Xj , ) − E[f (y|Xj , )|X˜j ]) dy
+
∫ (f ′

(y|Xk, ) − E[f ′(y|Xk, )|X˜k])K
(
X˜j−X˜k
bn
)
bdn
dy
⎫⎪⎬⎪⎭
= 1
n
√
n + N
N+n∑
j=N+1
N+n∑
k=N+1
∫ (f ′

(y|Xk, ) − E[f ′(y|Xk, )|X˜k])K
(
X˜j−X˜k
bn
)
bdn
dy
+op(1). (A.24)
Similarly, we get
Ŝ = − 1
n
√
n + N
N+n∑
j=N+1
N+n∑
k=N+1
∫
h′

(y, X˜j ; )
h(y, X˜j ; )
(f (y|Xk, ) − E[f (y|Xk, )|X˜k])
bdn
×K
(
X˜j − X˜k
bn
)
dy + op(1).
By the fact that
∫
h′(y, X˜j ; ) dy = 0 and assumptions (C.hn), (C.f) and (C.bn), we get
Ŝ = − 1
n
√
n + N
N+n∑
j=1
N+n∑
k=N+1
∫
h′

(y, X˜j ; )
h(y, X˜j ; )
f (y|Xk, )b−dn K
(
X˜j − X˜k
bn
)
dy
− 1
n
√
n + N
N+n∑
j=N+1
N+n∑
k=N+1
∫
h′

(y, X˜j ; )
h(y, X˜j ; )
(h(y, X˜j , )
−h(y, X˜k, ))b−dn K
(
X˜j − X˜k
bn
)
dy + op(1)
= − 1
n
√
n + N
N+n∑
j=N+1
N+n∑
k=N+1
∫
h′

(y, X˜j ; )
h(y, X˜j ; )
f (y|Xj , )b−dn K
(
X˜j − X˜k
bn
)
dy
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− 1
n
√
n + N
N+n∑
j=N+1
N+n∑
k=N+1
∫
h′

(y, X˜j ; )
h(y, X˜j ; )
(f (y|Xk, )
−f (y|Xj , ))b−dn K
(
X˜j − X˜k
bn
)
dy + op(1)
= − 1√
n + N
N+n∑
j=N+1
(Xj , X˜j ; )fX˜(X˜j ) + op(1). (A.25)
By (C.h), (C.bn) and Taylor’s expansion, we have
‖R̂‖ cn√
n + N b
k
n −→ 0 (A.26)
and
‖T̂ ‖ cn√
n + N b
k
n −→ 0. (A.27)
By the fact that
∫
f ′(y|x, ) dy = 0, the ﬁrst term on the right-hand side of (A.24) is
zero. This together with (A.18), (A.22)–(A.27) proves that
1√
n + N
̂l()

= −1,−12,
1√
n + N
N∑
i=1
(Yi, X˜i; )
+ 1√
n + N
N+n∑
j=N+1
[
N
n
1,
−1
2,fX˜(X˜j ) − 1,−12,(1 − fX˜(X˜j ))
]
(Xj , X˜j ; )
+ 1√
n + N
N+n∑
j=N+1
 log f (Yj |Xj , )

+ op(1)
= −1,−12,
√

1 + 
1√
N
N∑
i=1
(Yi, X˜i; )
+ 1√
1 + 
1√
n
N+n∑
j=N+1
[1,−12,fX˜(X˜j ) − 1,−12,(1 − fX˜(X˜j ))](Xj , X˜j ; )
+
√
1
1 + 
N+n∑
j=N+1
1√
n
 log f (Yj |Xj , )

+ op(1)
−→ N(0,[3]),
where [3] is deﬁned in Theorem 3.1.
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Standard arguments can be used to prove
Gn,N (¯∗) p−→0,
where 0 is deﬁned in Theorem 3.1. 
Appendix B. The computing details in the simulations of Section 4
When d = 1 with the design set in Section 4, if S(x, y) = −x exp(−x)(y−x exp(−x))	2
under the nonlinear model, then
∑N
i=1 Eˆi() = 0 implies that ˆ
[1]
satisﬁes
N∑
i=1
∑n+N
j=N+1 XjYi exp(−Xj)K
(
X˜i−X˜j
bn
)
∑n+N
j=N+1 K
(
X˜i−X˜j
bn
)
=
N∑
i=1
∑n+N
j=N+1 X2j exp(−2Xj)K
(
X˜i−X˜j
bn
)
∑n+N
j=N+1 K
(
X˜i−X˜j
bn
) .
A few S functions in R such as optimize can solve it simply.
Similarly, we have ˆ
[2]
as the solution of the following equation:
N∑
i=1
∑n+N
j=N+1 XjYi exp(−Xj)K
(
X˜i−X˜j
bn
)
∑n+N
j=N+1 K
(
X˜i−X˜j
bn
) + N+n∑
j=N+1
XjYj exp(−Xj)
=
N∑
i=1
∑n+N
j=N+1 X2j exp(−2Xj)K
(
X˜i−X˜j
bn
)
∑n+N
j=N+1 K
(
X˜i−X˜j
bn
) + N+n∑
j=N+1
X2j exp(−2Xj).
When d = 2, let vectors (ˆ1, ˆ2) be the estimators of  = (1, 2). Then ˆ
[1]
1 and ˆ
[1]
2 are
the solutions of the following equations:
A + B = 1,
D + B = 2
with
1 =
N∑
i=1
∑n+N
j=N+1 X
[1]
j exp(−1X[1]j )Yi K
(
X˜
[1]
i −X˜[1]j
h1
)
K
(
X˜
[2]
i −X˜[2]j
h2
)
∑n+N
j=N+1 K
(
X˜
[1]
i −X˜1]j
h1
)
K
(
X˜
[2]
i −X˜[2]j
h2
) ,
2 =
N∑
i=1
∑n+N
j=N+1 X
[2]
j exp(−2X[2]j )Yi K
(
X˜
[1]
i −X˜[1]j
h1
)
K
(
X˜
[2]
i −X˜[2]j
h2
)
∑n+N
j=N+1 K
(
X˜
[1]
i −X˜1]j
h1
)
K
(
X˜
[2]
i −X˜[2]j
h2
) ,
478 Q. Wang, K. Yu / Journal of Multivariate Analysis 98 (2007) 455–480
A =
N∑
i=1
∑n+N
j=N+1 X
[1]
j
2
exp(−21X[1]j )K
(
X˜
[1]
i −X˜[1]j
h1
)
K
(
X˜
[2]
i −X˜[2]j
h2
)
∑n+N
j=N+1 K
(
X˜
[1]
i −X˜1]j
h1
)
K
(
X˜
[2]
i −X˜[2]j
h2
) ,
B =
N∑
i=1
∑n+N
j=N+1 X
[1]
j X
[2]
j exp(−1X[1]j − 2X[2]j )K
(
X˜
[1]
i −X˜[1]j
h1
)
K
(
X˜
[2]
i −X˜[2]j
h2
)
∑n+N
j=N+1 K
(
X˜
[1]
i −X˜1]j
h1
)
K
(
X˜
[2]
i −X˜[2]j
h2
) ,
D =
N∑
i=1
∑n+N
j=N+1 X
[2]
j
2
exp(−2X[2]j )K
(
X˜
[1]
i −X˜[1]j
h1
)
K
(
X˜
[2]
i −X˜[2]j
h2
)
∑n+N
j=N+1 K
(
X˜
[1]
i −X˜1]j
h1
)
K
(
X˜
[2]
i −X˜[2]j
h2
) .
Similarly, ˆ
[2]
1 and ˆ
[2]
2 are the solutions of the following equations:
A + B = 1 + C1,
D + B = 2 + C2
with
C1 =
n+N∑
j=N+1
X
[1]
j exp(−1X[1]j )(Yj − X[1]j exp(−1X[1]j ) − X[2]j exp(−1X[2]j ))
C2 =
n+N∑
j=N+1
X
[2]
j exp(−1X[2]j )(Yj − X[1]j exp(−1X[1]j ) − X[2]j exp(−1X[2]j )).
By computing ˆ
[3]
using the semiparametric approach, we could estimate (y, x˜, ) by⎛⎝ 

log
⎛⎝ n+N∑
j=N+1
f (y|Xj , )K
(
x˜ − X˜j
bn
)⎞⎠
=
n+N∑
j=N+1

f (y|Xj , )
n+N∑
j=N+1
f (y|Xj , )K
(
x˜−X˜j
bn
) K
(
x˜ − X˜j
bn
)
and estimate (X, X˜, ) by
n+N∑
j=N+1
∫ f (y|X,)  f (y|Xj ,)
n+N∑
j=N+1
f (y|Xj ,)K
(
X˜−X˜j
bn
) dy K ( X˜−X˜j
bn
)
. In the simu-
lation examples of Section 4, f (y|X, ) = 1√
2
exp
(
− (y−X exp(−X))22
)
for d = 1 and
f (y|X, ) = 1√
2
exp
(
− (y−X1 exp(−X1)−X2 exp(−2X2))22
)
for d = 2. We then solve Eqs.
(3.2) and (3.3) to get ˆ[3]. S functions dnorm(),ms andmlminb help us arrive at the solutions
quickly.
Q. Wang, K. Yu / Journal of Multivariate Analysis 98 (2007) 455–480 479
When d = 1, df (y|X, ) = −X exp(−X) (y − X)f (y|X, ), n(y, x˜, ) = y1
(y, x˜, ) − 2(y, x˜, ) with 1(y, x˜, ) as the smoother of {Xjf (y|Xj , ), X˜j }N+nj=N+1
and 2(y, x˜, ) as the smoother of {X2j f (y|Xj , ), X˜j }N+nj=N+1:
1(y, x˜, ) =
∑
j Xjf (y|Xj , )K
(
X˜−X˜j
bn
)
∑
j f (y|Xj , )K
(
X˜−X˜j
bn
) ,
2(y, x˜, ) =
∑
j X
2
j f (y|Xj , )K
(
X˜−X˜j
bn
)
∑
j f (y|Xj , )K
(
X˜−X˜j
bn
) .
And
n(X, X˜, ) =
∫
f (y|X, )y1(y, X˜, ) dy − 
∫
f (y|X, )y2(y, X˜, ) dy.
When d = 2,
d
1
f (y|X, ) = −X1 exp(−1X1) (y − X1 exp(−1X1) − X2 exp(−2X2))
×f (y|X, )
and
d
2
f (y|X, ) = −X2 exp(−2X2) (y − X1 exp(−1X1) − X2 exp(−2X2))
×f (y|X, ).
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