Abstract. For each integer t a tensor category V t is constructed, such that exact tensor functors V t → C classify dualizable t-dimensional objects in C not annihilated by any Schur functor. This means that V t is the "abelian envelope" of the Deligne category D t = Rep(GL t ). Any tensor functor Rep(GL t ) −→ C is proved to factor either through V t or through one of the classical categories Rep(GL(m|n)) with m−n = t. The universal property of V t implies that it is equivalent to the categories Rep Dt 1 ⊗Dt 2 (GL(X), ǫ), (t = t 1 + t 2 , t 1 not integer) suggested by Deligne as candidates for the role of abelian envelope.
1. Introduction 1.1. In this paper we construct, for each integer t, a tensor category V t satisfying a remarkable universal property: given a tensor category C, the exact tensor functors V t → C classify the t-dimensional objects in C not annihilated by any Schur functor.
In [DM] , Deligne and Milne constructed a family of rigid symmetric monoidal categories Rep(GL t ) (denoted D t in this paper), parameterized by t ∈ C; for t non-integer, these are semisimple tensor categories satisfying the mentioned above universal property 1 . For t ∈ Z the category D t is Karoubian but not abelian. The category V t is abelian; it is built of pieces of categories of representations of Lie supergroups GL(m|n) with m−n = t, and D t admits an embedding into V t as a full rigid symmetric monoidal subcategory.
1.2. Representation theory has evolved from the study of representations of groups by matrices to the study of the categories of representations of groups and, more generally supergroups. The Tannaka reconstruction theory allows one to recover the original (super) group from the category of its finite-dimensional representations, and Deligne's results ( [Del1, Del2] ) give criteria on a tensor category to be the category of representations of a (super) group.
Not all tensor categories are categories of representations of groups or supergroups; obviously, a category with objects of non-integer dimensions are not such. In the category of finite dimensional representations of a group, the objects will obviously have nonnegative integral dimensions, while for the supergroups, this dimension might be negative, but will still be an integer.
In [DM] , [Del3] , Deligne and Milne constructed families of rigid symmetric monoidal categories Rep(GL t ), Rep(Osp t ), Rep(S t ) (t ∈ C) whose objects have not necessarily integral dimension. These categories possess some nice universal proerties in the 2-category of symmetric monoidal categories. Additionally, their explicit description reflects many features of the classical representation theory.
The above categories are all Karoubian; they are semisimple at generic values of the parameter t (in particular, when t / ∈ Z). When t ∈ Z (t ∈ Z ≥0 for the family Rep(S t )), the categories in question are not abelian; for t = n ∈ Z ≥0 , they admit a symmetric monoidal (SM for short) functor to the classical categories Rep(GL n ), Rep(O n ), Rep(S n ), so that the classical categories appear as quotients of the respective Deligne categories.
On the other hand, there exist faithful SM functors from the Deligne categories at special values of t to tensor (abelian) categories. Deligne conjectured that for each family and each value of t, there exists a universal tensor category admitting an embedding of the Deligne category, and suggested a construction of such a tensor category. In the case of the family Rep(S t ), this conjecture was proved by Comes and Ostrik in [CO] . They also gave an alternative construction of the tensor category using t-structures, which leads to a rather explicit description of the abelian envelope of Rep(S t ) (see [En] ).
1.3. From now on, we will concentrate on the family Rep(GL t ) which we denote D t for the sake of simplicity. The starting point of the present paper is the study of singular support for representations of Lie superalgebras, due to Duflo and Serganova, [DS] .
Let g be a Lie superalgebra, and let x ∈ g be an odd element satisfying [x, x] = 0. One can define a functor H from the category of g-modules to the category of g x -modules, where g x := Ker ad x / Im ad x . This functor sends a g-module M to M x := Ker x/ Im x. It is easy to see that this functor is symmetric monoidal.
We will apply this construction to g = gl(m|n) and x an (m + n) × (m + n) matrix with 1 in the upper-right corner and zero elsewhere. Then g x is isomorphic to gl(m − 1|n − 1).
This yields a collection of SM functors H : Rep(gl(m|n)) −→ Rep(gl(m − 1|n − 1))
The functors H are not exact, but are exact on certain subcategories of Rep(gl(m|n) ). This allows us to construct a new tensor category V t , t := m−n, together with a collection of SM functors F m,n : V t −→ Rep(gl(m|n)) which are compatible with the functors H. Note that the SM functors F m,n are not exact. The category V t should be seen as an inverse limit of the system (Rep(gl(m|n)), H).
1.4. The category V t is the main object of our study. We study the properties of this category using a variety of tools from the representation theory of the Lie supergroup GL(m|n) and the Lie algebra gl(∞) (see [DPS] ). We give a description of the isomorphism classes of simple objects in V t , classify the blocks of this category, and show that V t is a union of highest weight categories. The category V t admits a distinguished object V t of dimension t coming from the standard representation C m|n of gl(m|n) (m − n = t). One has F m,n (V t ) = C m|n for all m, n. Since the category D t is freely generated as a Karoubian symmetric monoidal category by an object of dimension t, there is a canonical SM functor I : D t −→ V t . We prove that this functor is fully faithful (see Proposition 4.3.2).
The tensor category V t enjoys the following remarkable universal property (see Theorems 5.2.1, 5.2.2). Theorem 1. Let C be an abelian symmetric monoidal category with a dualizable object C of integral dimension t which is not annihilated by any Schur functor. There exists an essentially unique exact SM functor V t −→ C carrying V t to C.
The proof of this theorem is based on two properties of the category V t :
• Any object in V t can be presented as an image of an arrow I(f ), f ∈ Mor(D t ).
• For any epimorphism X → Y in V t there exists a nonzero object T ∈ D t such that the epimorphism X ⊗ I(T ) → Y ⊗ I(T ) splits.
1.5. Another important result proved in this paper is connected to Deligne's philosophy of "abelian envelope": for special (that is, integral) values of t, one should not expect to find a universal SM functor from D t to a tensor category A so that any SM functor D t → B to a tensor category B factors through an exact SM functor A −→ B. Instead, one has a collection of such functors D t to A i so that any SM functor D t → B factors through one of A i . Among the functors D t −→ A i only one is faithful, and it is called the abelian envelope of D t . If one considers the Deligne category Rep(S t ) (t = n ∈ N) instead of D t , then it was shown in [CO] that only two categories A i appear: the classical category Rep(S n ) and the abelian envelope Rep ab (S t=n ). Here is our second result (see Theorem 7.1.2).
Theorem 2. Let T be an abelian symmetric monoidal category, and let X be a dualizable object in T of integral dimension t. Consider the canonical SM functor
carrying the t-dimensional generator of D t to X.
(a) If X is not annihilated by any Schur functor then F X uniquely factors through the embedding I : D t → V t and gives rise to an exact SM functor
sending V t to X. (b) If X is annihilated by some Schur functor then there exists a unique pair m, n ∈ Z + , m − n = t, such that F X factors through the SM functor D t −→ Rep gl (m|n) and gives rise to an exact SM functor
Rep gl(m|n) −→ T sending the standard representation C m|n to X.
This answers a question posed by Deligne in [Del3, Section 10] . The proof of this theorem is based on Theorem 1 (in the form of Theorem 5.2.1) and on the Tannakian formalism as described by Deligne in [Del1] .
We remind once again that when t / ∈ Z, the Deligne category D t is semisimple, and thus a tensor category. This clearly implies that for t / ∈ Z, D t satisfies a property similar to Theorem 1 (the condition on Schur functors is void in this case). This was detailed by Ostrik in [Del3, Appendix B] .
As a corollary, we identify V t with the following category constructed by Deligne. Let t 1 ∈ C − Z and let t 2 = t − t 1 . The category D t 1 ⊗ D t 2 has a canonical object X of dimension t; One has Corollary 3. (see Corollary 7.3.2) For any t 1 ∈ C − Z, there is a unique canonical equivalence
1.6. Our results can be illustrated as follows.
The description of functors from Deligne categories to tensor categories looks like a category-theory version of the description of homomorphisms from a commutative ring to fields. Homomorphisms between fields are injective, simlarly to exact SM functors between tensor categories. This indicates that tensor categories should be considered as analogues of fields.
If A is a commutative ring, any ring homomorphism A −→ K to a field uniquely factors through a homomorphism A −→ k(p) where p is a prime ideal of A and k(p) is the residue field of the localization A p . If A is a domain, there is a fraction field k(p) with p = 0, the only one for which the map A → k(p) is injective. This is analogous to abelian envelope in our context (see 1.5). From this point of view, Rep(S t ) looks like a local domain of dimension one.
On the other hand, D t = Rep(GL t ) is more curious. The existence of SM functors H : Rep(gl(m|n)) −→ Rep(gl(m − 1|n − 1)) carrying the standard representation to the standard representation, implies that the kernels of SM functors D t → Rep(gl(m|n)) form an infinite descending chain. The functor D t → Rep(GL(m|n)) is surjective when m = 0 or n = 0 -this is the case where the category of representations of the supergroup (superalgebra) is semisimple. This means that the "prime spectre" of D t consists of the zero ideal (corresponding to V t ) and an infinite decreasing sequence of the kernels of the functors D t → Rep(GL(t + i, i)) or for all i ∈ N such that t + i ∈ N.
1.7. Structure of the paper. Section 3 sets the scene for the construction of the category V t . It describes the subcategories Rep k (gl(m|n)) of the categories Rep(gl(m|n)) of which V t will be "glued".
In Section 4 we construct the Duflo-Serganova homology functors H and the category V t . We then study the properties of V t described above.
In Section 5 we formulate the universal property of V t (Theorem 1) in its most general form. The proof itself is contained in Section 6.
In Section 7 we recall Deligne's theory of Tannakian formalism, formulate and prove Theorem 2 in its most general form.
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Notation and conventions
The base field throughout this paper will be C.
2.1. Superalgebras. Throughout this paper, we will use the notation g := gl(m|n) for the general linear superalgebra, andg := gl(∞|∞) for the finitary general linear superalgebra, note thatg can be also defined as the direct limit lim → gl(m|n).
We will denote Rep(g) the "halved" tensor category of finite-dimensional representations of g (see Section 3).
In this category, V will denote the natural representation of g, V * will denote its dual (the conatural representation), and T p,q := V ⊗p t ⊗ V * t ⊗q will denote the mixed tensor powers of V . We will also use the notationˇ: Rep(g) → Rep(g) for the contragredient duality functor (see Section 3.2).
We will denote by Tg the abelian symmetric monoidal category of representations ofg described in [Sr] (see also [PS, DPS] ). In this category we will denote byṼ the natural representation ofg, byṼ * the conatural representation, and byT p,q :=Ṽ ⊗p ⊗Ṽ ⊗q * the mixed tensor powers.
The isomorphism classes of simple objects in this category will be denoted byṼ (λ) where λ is a bipartition, andỸ (λ) will denote the injective hull ofṼ (λ).
2.2. Tensor categories. In this paper a tensor category is a rigid symmetric monoidal abelian C-linear category, where the bifunctor ⊗ is bilinear on morphisms, and End(½) ∼ = C. An explicit definition can be found in [Del1, EGNO] . Note that in such a category the bifunctor ⊗ is biexact.
A functor between symmetric monoidal (SM) categories will be called a SM functor if respects the SM structure in the sense of [Del1, 2.7] (there it is called "foncteur ACU"); similarly, an ⊗-natural transformation between SM functors is a transformation respecting the monoidal structure in the sense of [Del1, 2.7] .
Notice that any such natural transformation is an isomorphism. As in [Del1, 2.12 ], a pre-Tannakian category is a tensor category satisfying finiteness conditions: namely, every object has finite length and every Hom-space is finitedimensional over C.
Deligne categories. We denote by D
• t the free rigid symmetric monoidal C-linear category generated by one object of dimension t (denoted by Deligne as Rep 0 (gl t ), see [Del3, Section 10] ). We denote by X t and X * t the t-dimensional generator and its dual; we will also denote X [Del3, CW] .
We will denote by V t the new tensor category constructed in Section 4.3. In this category, V t will denote the t-dimensional "generator", V * t will denote its dual. By abuse of notation, we will occasionally denote X p,q t
⊗q . Furthermore, we denote by L t (λ) an isomorphism class of simple objects of V t (such classes are parametrized by bipartitions λ), and by V t (λ) the corresponding isomorphism class of "standard" objects (see Subsection 4.4).
Representations of gl(∞|∞) and of gl(m|n)
The category of (all) representations of a Lie superalgebra g is left-tensored over the category of finite dimensional super vector spaces sVect. This means that, given a super vector space V and a representation X, the tensor product representation V ⊗ X is defined. In particular, the parity change functor Π is the tensor product with the odd one-dimensional super space.
It is often possible to define a smaller category of representations Rep(g) such that the full category of representations has form sVect ⊗ Rep(g).
The objects of the category sVect ⊗ Rep(g) are formal direct sums V ⊕ ΠW with V, W ∈ Rep(g), with
Such "small" categories of representations are a special case of Deligne's categories Rep(G, ǫ) of representations sVect ⊗ Rep(g) of algebraic groups in a tensor category, see details in Section 7.
In this section we present "small" categories of representations of two Lie superalgebras, gl(∞|∞) and gl(m|n), and remind some of their properties and functors connecting these categories.
In what follows we denoteg = gl(∞|∞) and g = gl(m|n).
3.1. The category Tg. Letg = gl(∞|∞). It is equiped with Z-grading
LetṼ andṼ * denote the natural and conatural representations ofg. ThenṼ =Ṽ 0 ⊕Ṽ 1 andṼ * = (Ṽ 0 ) * ⊕ (Ṽ 1 ) * . ByT p,q we denote theg-moduleṼ ⊗p ⊗ (Ṽ * ) ⊗q . Let Tg be the a symmetric monoidal (it is not rigid) subcategory ofg-modules generated byṼ andṼ * . This category has an intrinsic characterization: it consists of integrablegmodules of finite length with prescribed parity of weight spaces such that the annihilator of any vector is a finite corank subalgebra ing, see [Sr] .
It is proved in [Sr] that Tg is equivalent, as a monoidal category, to the similar category T gl(∞) for the Lie algebra gl(∞). This category was also studied by Sam and Snowden and they proved that it is universal in the class of symmetric monoidal categories satisfying additional properties, see [SS] .
The module T p,q is an injective cogenerator in Tg. If µ is a partition of length p, then we denote byṼ (µ) (respectively,Ṽ * (µ)) the image of a Young projector π µ inT p,0
(respectively,T 0,p ). It follows from [Sr] and [DPS] that for any bipartition λ = (λ
is indecomposable injective in Tg with simple socle which we denote byṼ (λ). This socleṼ (λ) is the intersection of kernels of all contraction mapsỸ (λ) →T p,q →T p−1,q−1 . Moreover, one can describe the socle filtration ofỸ (λ), see [PS] . We will need the following statement from [DPS] .
Lemma 3.1.1. Let λ be a bipartition. Let λ + (respectively λ + ) be the set of all bipartitions obtained from λ by adding a box to λ
• (respectively to λ • ) and λ − (respectively λ − ) is the set of all bipartitions obtained from λ by removing a box from λ
• (respectively from λ • ). For any simple objectṼ (λ) of Tg, there are exact sequences
We denote by T Obviously, Tg is the direct limit lim
3.2. The category Rep(g). Now let g = gl(m|n) ⊂g. We denote by V = V 0 ⊕ V 1 and V * = (V * ) 0 ⊕ (V * ) 1 the natural and the conatural g-modules. The category Rep(g) is defined as the category of finite-dimensional representations of g, integrable over the algebraic supergroup GL(m|n), generated as symmetric monoidal category by V and V * . We denote We recall the highest weight theory for representations of g = gl(m|n). It will be convenient to us to use a slightly unusual choice of simple roots
We denote by L(λ) the simple highest weight g-module with dominant highest weight
Isomorphism classes of simple objects in Rep(g) are in bijection with dominant weights: every simple object is isomorphic to L(λ).
We call λ positive if a i ≥ 0, b j ≥ 0 for all i = 1, . . . , m, j = 1, . . . , n and negative if both a m and b n are negative. We call a weight
There is a bijection between the set of positive weights and the bipartitions (we denote both by the same symbol), λ = (λ
In what follows we also use the contragredient duality functorˇ: Rep(g) → Rep(g) defined as follows. For any M ∈ Rep(g) we seť
where the automorphism σ of g is the negative supertransposition. Note thatŤ
3.3. The functor R g . Let k denote the centralizer of g ing. Clearly, k ≃g. We define the functor
Proof. Consider the decomposition ofṼ andṼ * with respect to g ⊕ k action. We havẽ
Since R g is left exact, we obtain (1). The assertion (2) is an immediate consequence of (1). To prove (3) it suffices to consider the case M ⊂T p,q , N ⊂T r,s . Then
2) Let 2k < min(m, n) and λ be a bipartition with |λ| := |λ
is the highest weight module with unique irreducible quotient L(λ). (3) Let 2k < min(m, n), then any simple module in Rep k (g) is isomorphic to L(λ) for some bipartition λ with |λ| ≤ k.
Proof. Let g 0 , k 0 andg 0 be the even parts of g, k andg respectively. One defines Tg 0 , T k g 0 , Rep(g 0 ) and Rep k (g 0 ) similarly to the corresponding categories forg and g. General results about Tg 0 can be found in [Sr] . Taking k 0 -invariants defines the SM functor R g 0 :
. A simple direct calculation shows that
In particular, the following diagram of functors
where the vertical arrows are the restriction functors, is commutative. To show (1) it suffices to prove that
where ⊠ stands for exterior tensor product and
is left exact, we obtain the statement. In fact, since Rep s gl(l) is semisimple, the functor R gl(l) is the semisimplification functor. Then R g 0 = R gl(m) ⊠ R gl(n) is also the semisimplification, and (1) follows.
Let us prove (2). Recall the decomposition
Then U(λ) is a simple highest weight g 0 -submodule of V (λ) and (2) is equivalent to the fact that
Let φ be the direct sum of all contraction maps T p,q → T p−1,q−1 . Then by definition Ker φ is a direct sum of V (λ) with some multiplicities and similarly S(λ) is a direct sum of U(λ) with the same multiplicities. To prove (2) it suffices to show that for all p, q such that p + q < k we have
Note that U(g −1 ) is isomorphic to the exterior algebra Λ(g −1 ). Define a g 0 -map
It is easy to see that
Hence we need to show that 
is exact by (1), we obtain that R g 0 (Kerφ) = Ker φ and γ = R g 0 (γ). Again the exacteness of
To prove (3) we will show that under assumption 2k ≤ min(m, n) any simple subquotient in V (λ) with |λ| ≤ k is isomorphic to L(µ) with |µ| ≤ k. We proceed by induction in l := min(p, q), where p = |λ
Note that the case l = 0 follows from SergeevSchur-Weyl duality.
Consider the submodule
) is a contragredient highest weight module, hence it is isomorphic to L(λ). Since I(λ) is a submodule in a direct sum of several copies of T p−1,q−1 , we conclude by induction assumption that all simple subquotients of I(λ) are isomorphic to L(µ) with |µ| ≤ k. That implies the statement for V (λ).
Remark 3.3.3. As follows from Theorem 3.3.2 (3), if 2k < min(m, n) then any k-admissible weight is positive with additional condition
3.4. Comparison of V (λ) with Kac modules. Recall the notion of weight diagram f λ associated with any dominant weight λ.
Usually a weight diagram is represented by a picture. For instance, if m = 2, n = 1 and λ is the highest weight of the standard module, we have λ = ε 1 and f λ is
with f λ (1) =>. If µ is the highest weight of the costandard module, then µ = −δ 1 and
The core diagramf λ is obtained for f λ by replacing all × by •. The core diagrams enumerate the blocks in Rep(g), since χ λ = χ µ if and only iff λ =f µ . So we have a decomposition
where summation is taken over all core diagrams χ.
Remark 3.4.1. It is useful to note that λ is positive if and only if f λ (s) = • for all s < −n. Also if a block Rep(g) χ is k-admissible for some k then the core diagram χ must satisfy χ(s) = • for all s < −n.
Consider the induced module
is the simple g 0 -module with highest weight λ and trivial action of g 1 . Recall that K(λ) is called Kac module and every highest weight g-module in Rep(g) with highest weight λ is a quotient of K(λ).
Proposition 3.4.2. Assume that 2k < min(m, n). Then for any k-admissible weights λ and µ we have
Proof. We will prove the following equivalent statement: for any k-admissible λ
where all ν in the righthand side are non-positive (hence not k-admissible). Let λ be some k-admissible weight, Ω be the set of all dominant weights of the form λ + ε i or λ + δ j and Ω + be the subset of all positive weights in Ω and
On the other hand,
If µ is not positive and [K(µ) : L(ν)] = 0, then ν ≤ µ and therefore ν is also non-positive. We prove the statement by induction on |λ| starting with the trivial case λ = 0.
By induction assumption all ν are non-positive. Observe that all ν are negative, since ν and λ lie in the same block and hencef ν =f λ , see Remark 3.4.1. But, then L(ν) ⊗ V does not have simple subquotients with positive highest weights. Therefore
also does not have positive terms. Therefore, if the statement is proved for V (λ), it is also true for any V (µ) which occurs in the tensor product V (λ) ⊗ V . Similarly it is true for for any V (µ) which occurs in the tensor product V (λ) ⊗ V * . Since starting from the trivial module we can obtain any V (λ) by tensoring with V and V * , the statement follows.
Proof. Part (1) is a direct consequence of Proposition 3.4.2 and Theorem 3.3.2. Part (2) follows from the fact that dim Hom(K(λ),Ǩ(µ)) = δ λ,µ and (1). Part (3) follows from Ext 1 (K(λ),Ǩ(µ)) = 0 and (1).
3.5. On translation functors. If χ is a core diagram, we denote by u(χ) the total number of symbols > and < in χ. The degree of atypicality of λ equals
. We will need the following lemma from [GS] Lemma 7 and [Ssd] Theorem 3.2.
Lemma 3.5.1. Let g = gl(m|n) and Rep(g) χ and Rep(g) θ be two blocks associated with core diagrams χ and θ. Consider the translation functors
where ( 
Let us recall that the multiplicity of a simple module in a Kac module is at most one and it can be calculated using cap diagrams (see, for instance, [MS] ). We equip f λ with caps following the rule (1) The left end of a cap is at × and the right end is at •; (2) Caps do not overlap; (3) There is no • inside a cap; (4) Every × is the left end of exactly one cap. Let us recall the following [MS] .
is at most one. It is 1 if and only if one can obtain λ from µ by moving some × from the left end of its cap to the right end.
4. The category V t 4.1. Homology functor. Recall from [DS] that for any Lie superalgebra g and an odd element x ∈ g such that [x, x] = 0, one can define a functor from the category of gmodules to the category of g x -modules, where g x := Ker ad x / Im ad x . This functor sends M to M x := Ker x/ Im x. It is easy to see that this functor is symmetric monoidal: for g-modules M, N one has a natural isomorphism
coming from Künneth formula, see [Ssd] .
In this paper we are interested in the case when g = gl(m|n) and x ∈ g 1 is a matrix of rank 1. Then g ′ = g x is isomorphic to gl(m − 1|n − 1). We denote the corresponding functor by H.
In what follows we denote by
By a simple calculation one can see that
It is easy to see that the restriction functor maps Rep
Our next goal is to prove the following result.
and establishes an equivalence of these categories.
The proof will be done in several steps. First, let us prove the following general statement. Proof. Note that all modules in Rep(g) have a Z-grading compatible with the canonical Z-grading of g. Hence (A, x), (B, x) and (C, x) can be considered as complexes. Then the statement is a direct conseqence of the long exact sequence of cohomology.
Proof. First, we observe that (1) follows easily from Corollary 3.3.4 and Lemma 4.1.2 since H is an SM functor. We prove (2) and (3) by induction on k assuming that both statements are true for s < k. For k = 0, 1 the first statement is trivial and the second follows from semisimplicity of the involved categories.
Consider the exact sequence
in Rep k and the similar exact sequence
It follows from the construction of I(λ) in the proof of Theorem 3.3.2, that τ ′ = H(τ ). By the induction assumption we have H(I(λ)) ≃ I ′ (λ) and Lemma 4.1.2(1) (3) follows by induction on length and Lemma 4.1.2.
Proof. We have only two possibilities, λ < µ or µ < λ. In the former case, Corollary 3.4.3(1) and the assumption of the lemma implies that M is a highest weight module with highest weight µ, and thus is a quotient of
) which is indecomposable. The second case can be reduced to the first one using duality.
Proof. By exactness of H and Lemma 4.1.3, we know that φ is injective. Surjectivity of φ is a consequence of Lemma 4.1.4.
Corollary 4.1.6. For all M ∈ Rep k (g) with 2k ≤ min(m, n) we have an isomorphism
Proof. We note that
Hom g (C, M) = Hom g (C, soc M). Hence the statement follows from Corollary 4.1.5 and Lemma 4.1.3(2).
. Therefore, the statement is a direct consequence of Corollary 4.1.6.
Proof. We have proved that H is exact and fully faithful and establishes bijection on the isomorphism classes of simple modules. Therefore for any M ∈ Rep k (g) and any submodule or quotient
Corollary 4.1.7 and Lemma 4.1.8 imply that H :
is an equivalence. The proof of Theorem 4.1.1 is complete.
Compatability of specialization and homology functors. Recall now functors
We claim that there is a morphism of functors Ψ : R g ′ → H • R g . Let k and k ′ be the centralizers ing of g and g ′ respectively. Then
For any M ∈ Tg we set Ψ M to be the composition
This defines a ⊗-natural transformation of SM functors
Lemma 4.2.1. The restriction of Ψ :
Proof. Let 2k < min(m, n).
By Theorem 3.3.2 and Lemma 4.1.3, the restrictions of both functors R g ′ , H • R g to T k g are exact functors. Therefore it is enough to prove the required statement for simple objects in T k g , and then use induction on the length of objects. We prove that ΨṼ (λ) is an isomorphism by induction on s = |λ|. For |λ| = 0, the statement is obvious. Assume that ΨṼ (λ) :
is also an isomorphism since all involved functors are SM. Consider the exact sequence
Applying R g ′ to it we obtain the exact sequence
applying H • R g and using the induction assumption we get
By Lemma 4.1.2(1) the latter sequence is also exact, which implies the isomorphism
for all η ∈ λ + . Repeating the same argument for tensor product withṼ * gives an isomorphism V ′ (η) ≃ H • R g (Ṽ (η)) for all η ∈ λ + . Hence we have the statement for all η such that |η| = s + 1.
4.3.
A new tensor category. Now we fix an integer t ∈ Z and consider all pairs of non-negative integers (m, n) with m − n = t. We fix x in each gl(m|n) and consider SM functors
defined as in the previous subsection. Consider the inverse limit
Theorem 4.1.1 implies that V k t is an abelian category; furthermore it is equivalent to Rep k (gl(m|n)) for sufficiently large m and n. Now observe that for any k < l we have an embedding of abelian categories V k t ⊂ V l t , since we have such an embedding Rep k (gl(m|n)) ⊂ Rep l (gl(m|n)) for any m and n. So we define a new abelian category
Next, observe that we have bifunctor
given by tensor product
for sufficiently large m, n. Therefore, passing to direct limit we get a bifunctor V t ×V t → V t and the following is straightforward:
Lemma 4.3.1. The category V t is a tensor category.
We denote by V t the inverse limit of the natural objects for g = gl(m|n), such that m − n = t. One can immediately see that dim(V t ) = t.
By the universal property of Deligne's category D t , there is a unique, up to unique Recall now the category Tg and the functor R gl(m|n) : Tg → Rep(gl(m|n)). Lemma 4.2.1 implies that for a fixed k and sufficiently large m, n we have the canonical isomorphism of functors
Hence we can define a functor Φ k : T Corollary 4.3.5. For any injective object E ∈ Tg, we have:
Proof. The full subcategory of injective objects in Tg is the full Karoubian symmetric monoidal subcategory of Tg generated by the objectsṼ ,Ṽ * . Similarly, I(D t ) is the full Karoubian symmetric monoidal subcategory of V t generated by the objects
4.4. Properties of the category V t . We now list several "local" and "global" properties of the categories V t .
The local properties are properties of the subcategories V
The only non-trivial statement in the above list is the existence of enough projective and injective objects in V k t (equivalently, in Rep k (gl(m|n))). The existence of projective objects (and by duality, injective objects) can be seen as follows:
Consider the inclusion functor
This functor has adjoints on both sides, its left adjoint j k ! being the functor which takes a gl(m|n)-module to its maximal quotient which lies in Rep k (gl(m|n)). This formally implies that this functor takes projective modules in Rep(gl(m|n)) to projective objects in Rep k (gl(m|n)); since Rep(gl(m|n)) has enough projectives, so does Rep k (gl(m|n)). The category V t satisfies a similar list of "global" properties: The simple objects of V t are L t (λ) for all bipartitions λ (the restriction on the size of bipartition disappears) and properties (2), (4), (5) hold. One should stress that V t does not have projective nor injective objects.
We conclude with a lemma which will be useful later; this lemma is a "local" analogue of the fact that given a tensor category, a projective object P and any object X, the object P ⊗ X is once again projective.
Denote by i k : V k t ֒→ V t the inclusion functor. This functor has left and right adjoints; its left adjoint i k ! is the functor which takes an object of V t to its maximal quotient lying in V k t . Lemma 4.4.1. Let k ≥ l ≥ 0. Let P be a projective object in V k t , and let X be any object in
Using the fact that P is projective in V k t , we conclude that the functor Hom
4.5. Infinite weight diagrams, blocks and translation functors. In this subsection we describe the block decomposition of the category V t . One can immediately see that the blocks of V t correspond to the blocks of D t classified in [CW] .
For the next result we need the analogues of weight diagrams and translation functors for the category V t . Let t ∈ Z and λ = (λ • , λ • ) be a bipartition. We associate to λ two infinite sequences c 1 , c 2 , . . . , and
Here we assume that λ The following is straightforward.
Lemma 4.5.1. Recall the equivalence between the categories V k t and Rep k (g), where g = gl(m|n) for sufficiently large m, n such that m − n = t. Assume that λ is a bipartition such that L(λ) ∈ Rep k (g) and denote f λ the corresponding weight diagram. Then
Next we define the cap diagram associated to a given weight diagram d λ following the same rule as in finite dimensional case. Note that in this case a cup diagram has infinitely many caps. Lemma 4.5.3. (a) The category V t has a block decomposition. Two simple objects L t (λ) and L t (µ) are in the same block if and only ifd λ =d µ . Thus,
where χ runs the set of all possible core diagrams and the simple objects of
As before, the functors T θ,χ and T * χ,θ are biadjoint for every χ, θ.
Proof. Choose k such that both L(λ) and L(µ) belong to V k t and m, n such that V k t is equivalent to Rep k (gl(m|n)). Then, the core diagrams are the same for V k t and Rep k (gl(m|n)) and hence all assertions are straightforward.
Remark 4.5.4. It follows from above lemma that Lemma 3.5.1 (a),(b),(e) holds for T θ,χ and T * θ,χ if one uses d λ instead of f λ . 4.6. Existence of presentation. The goal of this section is to prove the following statement, which is crucial in the proof of universality of V t : Proposition 4.6.1. For any object M ∈ V t there exists a presentation
Proof. Due to the existence of the duality contravariant functor(·) : V t → V t , it is enough to show that for any object M ∈ V t there exists an epimorphism T ։ M where T is in the image of D t . We will prove the statement in several steps.
Step 1 : We prove the statement for M = P k (∅), the projective cover of ½ in V k t .
Step 2 : We prove the statement for any standard object V t (λ) in V t .
Step 3 : We prove the statement for any projective object P in V k t , for any k ≥ 0.
Step 4 : We prove the statement for any object M in V t . Steps 1 and 2 are two independent special cases of the general statement, and will be proved in Lemmas 4.6.3 and 4.6.4.
Step 3: It is enough to prove the statement for indecomposable objects
By definition of projective cover, the latter induces a split epimorphism
We now consider the composition
where the first map is induced by the epimorphism V t (λ) ։ L t (λ) (cf. Subsection 4.4). Applying Steps 1 and 2, we conclude that there exists an epimorphism T ։ P k (λ) where T is in the image of D t .
Step 4: Let k be such that M belongs to V k t . The category V k t has enough projectives, so there exists an epimorphism P ։ M where P is a projective object in V k t . Applying
Step 3, we obtain an epimorphism T ։ P , with T in the image of D t ; composed with the former, it gives an epimorphism T ։ M as wanted.
We begin with the proof of Step 1 of Proposition 4.6.1. Lemma 4.6.2. Let t = m − n, g = gl(m|n) and P (0) ∈ Rep(g) be the projective cover of the trivial module. Then there exists Y ∈ D t 2 such that F m,n • I(Y ) = P (0) and the cosocle of I(Y ) in V t is isomorphic to the unit object ½ ∈ V t . Moreover,
is a epimorphism.
Proof. We will prove the statement for t ≥ 0. The case of negative t is similar. Consider the weight diagram f 0 of the zero weight. It is
with n × and t >. Let λ be a weight with weight diagram f λ
with n symbols < and m symbols >. In the language of bipartitions we have λ • = (n, n, ..., n) (m times) and λ • = ∅. One can easily check that f 0 can be obtained from f λ by a sequence of the following elementary moves
• moving > to the adjacent left empty position;
• changing <> to ×•;
• changing < × to × <. By Lemma 3.5.1 this implies that there is a sequence of translation functors T 1 , . . . , T r (r = mn) such that P (0) = T * r • · · · • T * 1 (P (λ)). Here T i = T θ,χ for some cores θ, χ such that u(χ) ≥ u(θ), and T * i = T * χ,θ is its adjoint (on either side). Note that λ is a typical weight in Rep(g), hence P (λ) = L(λ). Now we set R :
Recall from [Del3] , [CW] that the object X ⊗mn t of D t is a direct sum of indecomposables S µ X t which satisfy
Therefore the object V ⊗mn t in V t is semisimple, and L t (λ) is a direct summand of V ⊗mn t . From the definition of R it follows that R is a direct summand in the mixed tensor power
Next we prove that the cosocle of R is simple.
. We prove by induction on i that cosoc(R i ) is simple. Assume that cosocle of R i is simple. By the biadjointness of the pair of functors (
. for any simple L in the corresponding block of V t .
By Remark 4.5.4 we can apply Lemma 3.5.1(e) for translation functors
By the induction hypothesis, cosoc(R i ) is simple so it remains to check that there exists at most one isomorphism class of simple objects L such that T i+1 (L) = cosoc(R i ). This follows from Lemma 3.5.1(e).
Hence cosoc(R i+1 ) is simple, and T i+1 (cosoc(R i+1 )) = cosoc(R i ). Thus
We now prove that cosoc(R) = ½ ∈ V t . Applying Lemma 3.5.1(e) again, we see that it is equivalent to proving that
Both sides are simple objects in V t (see Lemma 3.5.1(e)), and the isomorphism holds since their images under the functor F m,n are not zero and coincide.
It remains to prove that F m,n (R → ½) : P (0) → ½ ∈ Rep(g) is a epimorphism. Denote
Notice that in V t , the epimorphism R ։ ½ can be defined as
where ε T * ,T is the counit for the adjunction (T * , T ). By Lemma 4.5.3, F m,n (ε T * ,T ) = ε T * ,T , where
in Rep(g) and ε T * ,T is the counit for the adjunction (T * , T ). In particular,
which is an epimorphism.
Proof. Let m, n be such that V k t is equivalent to Rep k (g), g = gl(m|n). Let P (0) denote the projective cover of the trivial module in Rep(g) and we set
In particular, Q is the projective cover of the trivial module in Rep k (g). Next we consider R := I(Y ), where Y is the object obtained in Lemma 4.6.2 for the pair (m, n).
Let Z := i k ! (R) (notation as in Subsection 4.4). Then Z is the maximal quotient of R which lies in V k t , and we denote by φ the epimorphism R ։ Z:
We also note that cosoc(Z) ∼ = ½.
We now apply F m,n to the above diagram. The map F m,n (φ) : F m,n (R) ∼ = P (0) −→ F m,n (Z) factors uniquely through p : P (0) ։ Q and we obtain a map p ′ : Q → Z such that
We shall prove that p ′ is an isomorphism. We start by showing that it is an epimorphism.
Consider the morphism
an epimorphism. We obtain the following commutative diagram
is an equivalence). This implies that p ′ is an epimorphism.
Next, we show that p ′ is a monomorphism. Recall that by definition of Rep k (gl(m|n)), Q is a subquotient (and thus a subobject, since Q is projective) of some finite direct sum of T p,q , p + q ≤ k. This implies that there exists an inclusion f :
By definition of Z, α factors through φ and we obtain α
Since p : P (0) → Q is surjective, by cancellation law we have:
The following commutative diagrams sum up the above constuctions:
In Rep(gl(m|n)), we have
′ is an isomorphism and Z is isomorphic to P k (∅), the projective cover of ½ in
and is a quotient of R
We now prove Step 2 of Proposition 4.6.1. Lemma 4.6.4. Let V t (λ) be a standard object in V t . There exists an object D ∈ I(D t ) such that V t (λ) is a quotient of D.
Proof. Recall the category Tg and the exact SM functor Φ : Tg → V t . This functor takes simple objectsṼ (λ) in Tg to standard objects V (λ); furthermore, for any injective E ∈ Tg, Φ(E) ∈ I(D t ). Thus it is enough to show that for any simple objectṼ (λ) in Tg there exists an injective object E and an epimorphism E ։Ṽ (λ). We will show that there exists a bipartition ν such that the injective object
has a quotient isomorphic toṼ (λ). We recall from [PS, Theorem 2.3 ] the following multiplicity formula for r ≥ 1:
where soc r := soc r /soc r−1 denotes the r-th Loewy layer in socle filtration ofỸ (ν), N α β,γ denote Littlewood-Richardson coefficients and γ is a partition of size r. Let δ be the rectangular partititon with height and width greater than |λ|. Let ν • be obtained by adding λ
• to the right of δ and ν • by adding λ • to the bottom of δ. We claim that by (6) (7) for any bipartition µ with |µ| < |λ|. If we prove this, then (6) would imply thatṼ (λ) lies in the cosocle ofṼ (λ), and we are done.
The equalities (7) follow from the following facts: The first statement can be easily obtained from the combinatorial description of the Littlewood-Richardson coefficients (see [FH] 
Remark 4.6.5. It is worth mentioning that Proposition 4.6.1 implies that the functors Lemma 4.7.1. An indecomposable projective object P k (λ) has filtration by the standard objects V t (µ) with µ ≥ λ.
Proof. By abuse of notation, we will denote X p,q t := V ⊗p t ⊗ V * t ⊗q throughout this proof. We have proved in the previous subsection that there exists an object T ∈ I(D t ) such that P k (λ) is the maximal quotient of T which belongs to V k t . We also know that T is a direct summand in X p,q t for some p, q. To describe the kernel N ⊂ T of the surjection
We can choose this basis from the diagram bases for these walled Brauer algebras (see [BS] or [CW] ). First, we show that
The inclusion ⊂ is obvious, so we only need to prove ⊃. Denote K := i Ker ψ i . With the notation as in Subsection 4.4, we have:
Thus the composition
Next, fix r = ⌈ p+q−k 2 ⌉. Note that any diagram d with p, q nodes in the top row and p − s, q − s nodes in the bottom row (min(p, q) ≥ s ≥ r) has at least r horizontal links in the top row. So d can be written as a product of diagrams d = d 2 • d 1 such that d 1 has no horizontal links in the bottom row and has p, q nodes in the top row and p − r, q − r nodes in the bottom row.
If we recall Φ : Tg → V t , this implies that any ψ i factors as ). Moreover, for any ϕ ∈ Φ Hom(T p,q ,T p−r,q−r ) represented by a diagram of type d 1 one can find i such that ψ i = ϕ.
Thus we have
Ker ϕ.
Ker φ be the corresponding object in Tg. This is the r + 1-th term in the socle filtration ofT p,q (see [PS] ).
Recall that the functor Φ is exact (see Lemma 4.3.4), so it preserves finite limits and thus
Taking the socle filtration onT p,q /K (filtration by simplesṼ (µ)), we obtain a filtration by V t (µ) on Q.
We will now show that P k (λ) is a direct summand of Q, which will imply that P k (λ) has a filtration by V t (µ). This follows from the following commutative diagram with exact rows 0 / / N = K ∩ T Proof. We start by considering the case M ′ = ½. We can choose an epimorphism I(X) ։ M with X ∈ D t . We obtain an epimorphismḡ : I(X) → ½.
It would then be enough to find a nonzero object Z ∈ D t so that the epimorphism
Since any object of D t is a retract of the mixed tensor power of the generator X t , it is enough to verify the above statement in the case when I(X) = V ⊗p t ⊗ V * ⊗q t . Moreover, sinceḡ is a epimorphism , we need to have p = q. Formula (9) tells us that there exists an embedding
such that the compositionḡ • i is a nonzero multiple of ev S λ Vt . Therefore, it is enough to verify that given a Young diagram λ, there exists an nonzero object Z ∈ D t , such that the epimorphism
is split. But this is obviously true, for instance, for Z := S λ X * t , when the statement follows from the definition of a dual object.
In the general case, we have an epimorphism g : M ։ M ′ . Consider the pullback of the epimorphism
We already know that there exists a nonzero Z ∈ D t such that the epimorphism
splits. This gives us a morphism φ : I(Z) → I(Z)⊗(M ⊗M ′ * ) such that the following diagram is commutative:
Denote the image of φ under the isomorphism
byφ. The above commutative diagram implies that (Id I(Z) ⊗g) •φ = Id I(Z) ⊗M ′ * , i.e. the epimorphism Id I(Z) ⊗g splits.
Universal property
In this section we will prove a universal property of the functor I : D t → V t . We use quite a few facts about the categories D t and V t . This is why we believe the universality theorem we prove will be applicable to other contexts. Therefore, we present it as a general theorem for a pair of SM categories satisfying certain properties we now list.
5.1.
Assumptions. In what follows I : D → V is a symmetric monoidal functor from an additive C-linear rigid SM category D to a tensor C-linear category V.
We assume the following.
(1) I : D → V is fully faithful.
(2) Any X ∈ V can be presented as an image of a map I(f ) for some f : P → Q in D. (3) For any epimorphism X → Y in V there exists a nonzero T ∈ D such that the epimorphism X ⊗ I(T ) → Y ⊗ I(T ) splits. Our functor I : D t → V t satisfies the above properties by Proposition 4.3.2, Proposition 4.6.1 and Proposition 4.8.1.
Our main theorem asserts that if a functor I : D → V satisfies the above properties, it is universal in the sense we will now formulate.
Universality of the functor I : D → V is naturally 2-categorical. We will note that 2-category (in this paper) Z means a category enriched over categories. Thus, Z has objects, and a category of morphisms Map Z (x, y) between each pair of objects x, y ∈ Z with a strictly associative composition.
Z is enriched over groupoids if all Map Z (x, y) are groupoids. A groupoid is called contractible if there is a unique arrow (it is automatically isomorphism) between any two objects.
5.2. Main universality result. We define a 2-category X, more precisely, a category enriched over groupoids, as follows.
The objects of X are pairs (F, A) where A is a k-linear tensor category and F : D → A is a faithful symmetric monoidal (SM) functor.
Given two objects (F, A) and (G, B) in X, the groupoid Map X (F, G) is defined as follows.
• Its objects are pairs (U, θ) where U : A → B is an exact SM functor and θ :
commuting with θ and θ ′ . We are now able to formulate our main universality result.
Theorem 5.2.1. Assume that the functor I : D → V satisfies the assumptions (1)-(3) of subsection 5.1. Then I is an initial object in X. The latter means that for any object
The following result can be easily shown to be equivalent to Theorem 5.2.1. (1)-(3) the functor I : D → V satisfies another universal property which we will now formulate. It has nothing to do with the SM structure of the categories involved and it would not be very appealing, would it not appear as an intermediate step in the proof of Theorem 5.2.1. 5.3. Pre-exact functors. Let C be an additive category endowed with two collections of arrows: inflations (playing the role of monomorphisms) and deflations (playing the role of epimorphisms). The only important example for us is the category D with inflations defined as the arrows becoming monomorphisms in V, and deflations becoming epimorphisms in V.
An additive functor C → B to an abelian category B is called pre-exact if it takes inflations to monomorphisms and deflations to epimorphisms. We will also call an additive functor C → B between two abelian categories pre-exact, if it preserves monomorphisms and epimorphisms.
5.3.1. We define a 2-category Y as follows.
Its objects are pairs (F, A) where A is a C-linear abelian category and F : D → A is a pre-exact functor.
Given two objects (F, A) and (G, B) in Y, the groupoid Map Y (F, G) is defined as follows.
• Its objects are pairs (U, θ) where U : A → B is a pre-exact functor (that is, the one preserving monomorphisms and epimorphisms) and θ :
is an isomorphism of functors U → U ′ commuting with θ and θ ′ .
We claim the following Theorem 5.3.1. Under the assumptions (1)-(3), the functor I : D → V is an initial object in Y; that is, for any object F : D → A the groupoid Map Y (I, F ) is contractible. (1)- (3) are assumed throughout this and the next section. We will prove in Lemma 5.4.2 below that a faithful SM functor F : D → A to a tensor category is necessarily pre-exact. This implies that an obvious forgetful functor # : X → Y is defined. The following result justifies our interest to the 2-category Y.
The assumptions
Proposition 5.4.1. The forgetful functor X → Y induces for any F : D → A in X an equivalence
We proceed as follows. Proposition 5.4.1 is proved in Subsection 5.6. It implies that our main universality theorem 5.2.1 follows from Theorem 5.3.1.
The proof of Theorem 5.3.1 is presented in Section 6.
Lemma 5.4.2. Any faithful SM functor F : D → A to a tensor category is pre-exact.
Proof. Let A → B be a deflation in D. According to Proposition 4.8.1 , there exists a nonzero object Z ∈ D t such that the map A ⊗ Z → B ⊗ Z is split. This implies that
The second part of the claim is proved similarly.
5.5. Language of multicategories. The best way to avoid taking care of various commutativity and associativity constrains, while working with SM categories, is to use the language of multicategories. Let us remind some basic definitions.
Definition 5.5.1. A multicategory C consists of the following data.
• A collection of objects Ob C.
• A set Hom C ({x i }, y) assigned to any collection of objects {x i } i∈I numbered by a finite set I and to an object y.
for any map f : I → J of finite sets. The compositions should be associative and the sets Hom C ({x}, x) should have unit elements with the standard properties, see [L, 2.1 .1].
Any multicategory C has an underlying category C 1 obtained by discarding all non-unary operations. Any collection {x i } i∈I defines a functor C 1 → Set carrying y to Hom({x i }, y). If this functor is (co)representable, a representing object can be called i∈I x i . Finally, for each map f : I → J of finite sets a canonical map in C 1 is defined
Definition 5.5.2. A multicategory C is called SM category if all functors described above are corepresentable, and if all maps (12) are isomorphisms.
A functor C → D between multicategories is defined in an obvious way. Such a functor between SM categories is what is usually called a lax SM functor. It is a SM functor if a canonical morphism
defined for any lax SM functor by universal property of tensor products, is an isomorphism.
Finally, given two SM functors f, g : C → D, a morphism θ : f → g is just a collection of morphisms θ x : f (x) → g(x) for each x ∈ C giving rise the the commutative diagrams
for all x i , y ∈ C.
5.6. Proof of Proposition 5.4.1. We have to verify that for any F : D → A in X the functor Map X (I, F ) → Map Y (I, F ) induced by the forgetful functor # : X → Y, is fully faithful and essentially surjective.
Full faithfulness. Let us verify that, given two arrows (U, θ) and (
in Y is automatically symmetric monoidal. In other words, we have to verify that for any M i and N in V the diagram
is commutative. This is so for M i , N belonging to I(D) as φ commutes with θ and θ ′ . In order to verify the commutativity of the diagram (14) in general, choose epimorphisms I(X i ) ։ M i and a monomorphism N ֒→ I(Y ) with X i , Y in D. The diagram (14) will map injectively to the similar diagram for X i and Y which is commutative. This proves the claim.
Essential surjectivity. Now, given a morphism (U, θ) : I → F of functors, we have to extend it, up to isomorphism, to a morphism of SM functors. The functor U : V → A is given by a map U : Ob V → Ob A and a compatible collection of maps (14) Hom
We have to extend these data to a compatible collection of maps
Choose for each finite collection of objects {X i } in D a tensor product ⊗X i with the universal element χ ∈ Hom D ({X i }, ⊗X i ). Similarly, we choose tensor product of each finite collection of objects in V and in A.
Choose now for each
We get (by universality of tensor products) the unique presentation
We can now apply to (16) the functor U and compare it to the tensor product of presen-
Taking into account that the functors I and F are symmetric monoidal, we get a canonical isomorphism U(⊗M i ) → ⊗U(M i ).
We can now define the maps (15) as compositions
Here we used the = signs to denote canonical isomorphisms. Compatibility of maps (15) with the compositions (11) directly follow (this is a long sequence of canonical morphisms) from the compatibility of the maps (14) with the (usual) compositions. This means that U extends to a SM functor. The isomorphism of functors θ : UI → F is given by a collection of maps θ X : UI(X) → F (X) making the diagrams
commutative. The natural transformation θ is automatically symmetric monoidal since the maps (15) are expressed via (14).
Proof of Theorem 5.3.1
We have a symmetric monoidal functor I : D → V satisfying the requirements (1)-(3) of 5.1. In this section we will prove that the groupoid Map Y (I, F ) is contractible for any pre-exact functor F : D → A into a C-linear abelian category. This means that a pre-exact functor F : D → A extends to a pre-exact functor V → A in an essentially unique way. We will prove this in two steps. First of all, we will verify that Map Y (I, F ) is nonempty, that is that the functor F : D → A extends to a pre-exact functor U : V → A. Then we will prove that any two such extensions are connected by a unique isomorphism.
The idea of the construction of U is very simple: we use existence of presentation of an object X ∈ V as an image of I(f ), f : P → Q in D, to define U(X) as an image of F (f ) : F (P ) → F (Q). One should be careful, however, keeping track of the choices involved.
We will first describe our bookkeeping device -the collection of categories of presentations for each arrow of V.
6.1. Categories C f,α,β,α ′ ,β ′ .
6.1.1. Assign to each map f : M → N in V, together with a choice of presentations
• Its objects are the diagrams
Composition of the arrows is obvious.
6.1.2. We will prove later that the categories C f,α,β,α ′ ,β ′ are nonempty and have connected nerve, see Proposition 6.2.1. Let us now show how contractibility of the nerves can be used in constructing the lifting of F .
• Choose for each object M ∈ V a presentation I(X)
The object U(M) so defined is defined uniquely up to unique isomorphism.
• For any map f :
This is possible as the category C f,α,β,α ′ ,β ′ is nonempty. The result is independent of the choice of an object (R, S) ∈ C f,α,β,α ′ ,β ′ as the nerve of the category is connected and any arrow (20) in it induces the same map U(M) → U(N). It remains to verify a number of properties of the construction. It is done in the following subsection.
6.2. End of the proof.
6.2.1. U is a functor. We have to verify that U(g)
Let (R 1 , S 1 ) be an object in the category C f,α,β,α ′ ,β ′ and let (R 2 , S 2 ) be an object in the category C f,α ′ ,β ′ ,α ′′ ,β ′′ , see (22) . We then have triples
Consider the fiber product I(R 1 ) × I(X ′ ) I(R 2 ) and the cofiber coproduct I(S 1 ) ⊔ I(Y ′ ) I(S 2 ); the existence of presentations implies that we can choose objects R, S in D with morphisms
Since epimorphisms in A are preserved by base change, and monomorphisms are preserved by cobase change, we obtain the following commutative diagram.
This commutative diagram implies that (R, S) is an object in the category C f,α,β,α ′′ ,β ′′ .
Diagram (22) gives rise to a diagram (23)
where U(f ) and U(g) are uniquely determined by the condition that they make the diagram commutative. This implies that their composition coincides with U(gf ).
6.2.2. Independence of the choice of presentations. The functor U constructed above used a choice of presentation I(X)
Any (other) presentation
of M, and, accordingly, a decomposition
, once more, since the category C Id,α,β,α ′ ,β ′ has connected nerve.
This allows us to claim that any presentation (24) gives rise to a unique decomposition
That is, our construction does not depend, up to unique isomorphism, on the choices.
6.2.3. Isomorphisms U • I(X) → F (X). Choosing a trivial presentation I(X) → I(X) → I(X) for I(X), we get a canonical isomorphism U(I(X)) → F (X).
6.2.4. Pre-exactness. We claim that the functor U preserves injective and surjective morphisms. In fact, if, for instance, f is surjective, one can choose α ′ = f • α, so that we can choose R = X ′ = X in the notation of (21). This implies U(f ) is surjective,. The dual statment us similar.
We still have to prove that the nerves of the categories C f,α,β,α ′ ,β ′ are connected.
Proposition 6.2.1. The category C f,α,β,α ′ ,β ′ is nonempty and has a connected nerve.
Proof. We will first of all present an explicit construction of an object in C f,α,β,α ′ ,β ′ . Then we will prove that any other object of this category is connected to it by a zigzag of arrows.
Existence of an object.
Given presentations
choose an epimorphism I(R) ։ I(X) × N I(X ′ ) and a monomorphism
It is easy to see that the resulting commutative diagram
Connectedness.
Consider the object (R, S) in C f,α,β,α ′ ,β ′ we have just constructed. Let (R ′ , S ′ ) be any object in C f,α,β,α ′ ,β ′ . We will now prove that there exists an object
Moreover, the construction of the object (R, S) tells us that R → X × N X ′ is an epimorphism and Y ⊔ M Y ′ −→ S is a monomorphism. We then consider the objects
Since fiber products preserve epimorphisms in abelian categories, the canonical morphism
is an epimorphism. For the same (dual) reason the canonical morphism
is a monomorphism. Now fix two objects R ′′ , S ′′ in V with arrows
Thus we obtain the following commutative diagram: Let t ∈ C. Let T be an tensor category, and let X be an object in T of dimension t. Consider the category Rep T (GL(X), ε) of π(T )-equivariant representations of the affine group scheme GL(X) in T , see [Del3, Section 10.8] or below. This category is a tensor category containing X. Since X has dimension t, it gives rise to a SM functor
Lemma 7.1.1. The functor F X is faithful if and only if the object X ∈ T is not annihilated by any Schur functor.
Proof. Schur functors are given by idempotents e λ ∈ End(X ⊗|λ| ) which are images under F X of the corresponding idempotents ε λ ∈ End(X ⊗|λ| t ). Thus
for any λ. We need to show that
Indeed, recall that we have canonical isomorphisms
The latter space is generated by idempotents {ε λ } |λ|=r+s ′ if r + s ′ = r ′ + s, and is zero otherwise (cf. [Del3, Section 10] ).
Theorem 7.1.2.
(a) If X is not annihilated by any Schur functor then F X uniquely factors through the embedding I : D t → V t and gives rise to an equivalence of tensor categories
sending V t to X. (b) If X is annihilated by some Schur functor then there exists a unique pair m, n ∈ Z + , m − n = t, such that F X factors through the SM functor D t −→ Rep(gl(m|n)) and gives rise to an equivalence of tensor categories
sending the standard representation C m|n to X.
A proof will be given in Subsection 7.3.
Remark 7.1.3. Note that for t / ∈ Z, this theorem was proved by V. Ostrik in [Del3, Appendix B] , in a similar manner. Our proof relies only on the universal property of V t , and therefore works for any t ∈ C.
7.2. Algebraic groups in tensor categories and their representations: reminder. The content of this subsection is mostly taken from [Del1] , Sect. 7. 7.2.1. Let T be a tensor category. The category Ind T inherits a symmetric monoidal structure. Algebraic groups in T (or T -algebraic groups) are group objects in the category of T -affine schemes; thus, these are just commutative Hopf algebra objects in Ind T . Yoneda lemma allows one to identify T -algebraic groups with the corresponding "functors of points" -these are corepresentable functors Com(Ind T ) → Grps from commutative algebras in Ind T to groups. A representation V of a T -algebraic group is an object V ∈ T endowed with a structure of left comodule of the appropriate Hopf algebra.
Given a tensor functor F : T → T ′ and a T -algebraic group G, the image F (G) is obtained by applying the functor F to the corresponding Hopf algebra object of Ind T .
In case the tensor functor F : T → T ′ is right exact, the T ′ -algebraic group F (G) can be also described in terms of the functor of points. Recall that a right exact tensor functor F : T → T ′ induces a tensor functor F : Ind T → Ind T ′ commuting with small colimits.
By the Adjoint Functor Theorem (see [F] ), F admits a right adjoint functor F ! : Ind T ′ → Ind T which is automatically lax symmetric monoidal (see Definition 5.5.2 and a discussion following it).
Then the T ′ -algebraic group F (G) defines a functor Com(Ind T ′ ) → Grps given by the formula (25) F (G)(B) = G(F ! (B)).
7.2.2. For an algebra A ∈ Com(Ind T ) the category of A-modules Mod A is defined in a standard way. The functor i A : T → Mod A carries X ∈ T to A ⊗ X. The fundamental group π(T ) is defined as the T -algebraic group defined by the functor of points by the formula (26) A → Aut(i A : T → Mod A ).
The fundamental group of a tensor category is affine (that is, the functor of points is corepresentable) if, for instance, the base field is perfect and the category is pre-Tannakian (see [Del1, Section 8 .1] for definition).
7.2.3. Let X ∈ T . Define a functor Com(Ind T ) → Grps by the formula A → Aut(i A (X)).
Again, if the base field is perfect and the category is pre-Tannakian, then this functor in corepresentable by a T -algebraic group denoted GL(X). One has an obvious evaluation map ǫ : π(T ) → GL(X) given, on the level of functors of points, by the assignment of θ(X) : i A (X) → i A (X) to an automorphism θ of the functor i A : T → Mod A .
In particular, the homomorphism ǫ described above endows any object X ∈ T with a canonical action of π(T ).
For example, π(sVect) is the group of two elements, with the nontrivial element acting on any super space V by 1 on its even part and by −1 on the odd part. 7.2.4. Functoriality. Given an exact SM functor F : T → T ′ and an object X ∈ T , one has a natural homomorphism (27) F (GL(X)) → GL(F (X)) defined by the functors of points as follows. For a fixed B ∈ Com(Ind T ′ ) the group GL(F (X))(B) is the automorphism group of the free B-module B ⊗ F (X). The group F (GL(X))(B) is the automorphism group of the free F ! (B)-module F ! (B) ⊗ X. Given α ∈ Aut F ! (B) (F ! (B) ⊗ X), we can apply F to get F (α) ∈ Aut F F ! (B) (F F ! (B) ⊗ F (X)). Making base change along the ring homomorphism F F ! (B) → B, we get an element of GL(F (X))(B).
The homomorphism F (GL(Z)) → GL(F (Z)) is an isomorphism -this follows from the explicit construction of the Hopf algebras in T and T ′ corresponding to the affine group scheme GL(Z) and GL(F (Z)) (see for example [Et] ).
The functor F : T → T ′ induces a map of the respective fundamental groups One has a canonical morphism Aut ⊗ (φ) → Aut ⊗ (ψ) defined in the same way as (27). It is proven in [Del1, 8.6] , that this map is also an isomorphism.
Taking into account the alternative description of the functor of points for F (π(T )), one defines the map (28) in terms of functors of points as follows. Denote φ 7.2.5. Given a T -algebraic group G and a homomorphism ǫ : π(T ) → G, one defines the tensor category Rep T (G, ǫ) as the full subcategory of representations of G such that the representation of π(T ) obtained via the pullback along ǫ, is the standard one. In case T = sVect and G = GL(m|n), the category Rep T (G, ǫ) is precisely the "small" category Rep(gl(m|n)) defined in Section 3.
The following result of Deligne is a relative version of the Tannakian reconstruction (Deligne, [Del1, Theorem 8.17 
]):
Proposition 7.2.1. Let T , T ′ be two pre-Tannakian tensor categories and let F : T → T ′ be an exact SM functor. This functor induces an equivalence T → Rep T ′ (F (π(T )), ǫ).
7.3. Proof of the Deligne conjecture. The following result is an easy consequence of Proposition 7.2.1.
Corollary 7.3.1. Let T , T ′ be two pre-Tannakian tensor categories and let Z be a generating object of T in the sense that the canonical map π(T ) → GL(Z) is an isomorphism. Let F : T → T ′ be an exact SM functor. This functor induces an equivalence of tensor categories F : T −→ Rep T ′ (GL(F (Z)), ǫ).
Proof of Corollary 7.3.1: By Proposition 7.2.1, we only need to prove that there is a π(T ′ )-equivariant isomorphism F (π(T )) ∼ = GL(F (Z)). Since π(T ) ∼ = GL(Z), it remains to verify that the following diagram of affine groups schemes over T ′ is commutative. 
and the maps ǫ Z , ǫ ′ Z and ǫ F (Z) are defined as evaluations at Z, Z, and F (Z) respectively. One easily verifies that the diagonal arrow ǫ ′ Z cuts the diagram into a commutative triangle and a commutative square. This implies the commutativity of the whole diagram.
7.3.1.
Proof of Theorem 7.1.2:
(a) Assume X is not annihilated by any Schur functor. By Theorem 5.2.1, the functor F X extends uniquely (up to unique isomorphism) to an exact SM functor U X : V t −→ Rep T (GL(X), ǫ).
The statement of Theorem 7.1.2 will follow from Proposition 7.3.1 once we show that the canonical homomorphism of affine group schemes in V t π(V t ) → GL(V t ) is an isomorphism.
Let us compare the respective functors of points Com(V t ) −→ Grps. The functor represented by π(V t ) carries A ∈ Com(V t ) to the automorphism group of the tensor functor i A : V t → Mod A .
The functor represented by GL(V t ) carries A to the automorphism group of A ⊗ V t considered as A-module.
The map π(V t ) → GL(V t ) is defined by evaluation of any automorphism of i A at V t ∈ V t . This is an isomorphism by universality of V t , see Theorem 5.2.2: we have an equivalence This completes the proof of Part (a). (b) Assume X is annihilated by some Schur functor S λ . By [Del2, Proposition 0.5(ii) ], this means that any subquotient of a finite direct sum of mixed tensor powers of X is annihilated by some Schur functor.
Recall that the objects of the category Rep T (GL(X), ǫ) are subquotients of direct sums of mixed tensor powers of X. Therefore, the category Rep T (GL(X), ǫ) satisfies the conditions of [Del2, Theorem 0.6] and thus is super-Tannakian, i.e. possesses a super-fiber functor S : Rep T (GL(X), ǫ) −→ sVect.
The image of the object X under the super-fiber functor is then isomorphic to the super vector space C m|n for some m, n ∈ Z such that m − n = t. Applying Proposition 7.3.1 to the super-fiber functor S, we obtain an equivalence of categories This completes the proof of Theorem 7.1.2.
We can apply Theorem 7.1.2 to the following construction, due to Deligne (see [Del3, Section 10] ).
Choose t 1 ∈ C − Z. Consider the tensor category T := D t 1 ⊗ D t−t 1 and the object
The object X has dimension t, so it gives rise to a tensor functor D t → T . Deligne proves [Del1, Conjecture (10.17) ] that this functor is fully faithful. By Theorem 7.1.2, we obtain: Corollary 7.3.2. For any t 1 ∈ C − Z, there is a unique canonical equivalence V t −→ Rep Dt 1 ⊗D t−t 1 (GL(X), ǫ) carrying V t to X.
