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In this paper, the properties of positivity, excitability and transparency are discussed in time-invariant time-delay con-
tinuous-time systems subject to constant point delays. The properties might be investigated under simple tests on the
parameterizations of the given continuous-time positive system and two associated ones. One of these systems is obtained
by discretization of the given system while the other one is parameterized with the use of the inﬂuence graph of the original
system. A dynamic economic Leontief-type model is discussed according to the presented formalism.
 2006 Elsevier Inc. All rights reserved.
Keywords: Dynamic systems; Excitability; Positivity; Time-delays; Transparency1. Introduction
Positive systems are characterized by the feature that its relevant signals are non-negative for all time. In
particular, the property of external positivity means that all the components of the output is non-negative
for all non-negative input and the property of internal positivity means that all the components of both the
state and the output are non-negative for non-negative input and initial conditions, [1–9]. Positive systems
are very relevant in some continuous-time and discrete-time problems of the common life which cannot be
described by negative signals, like, for instance, population dynamics evolutions, prey–predator problems,
biological problems, chemostat devices, etc. Internally positive (usually referred to as positive) systems have
non-negative control, output and input–output interconnection matrices (i.e. all the entries of those matrices
are non-negative) and, furthermore, their matrix of dynamics is a so-called Metzler matrix (i.e. all its oﬀ-diag-
onal entries are non-negative), [1,5]. Some major facts associated with internally positive systems which make
very peculiar from the point of view of systems theory are the following ones:
(1) Internal positivity is always associated to real eigenvalues of the dynamics of the system. Otherwise,
some state-solution trajectories possessing sub-trajectories inside the ﬁrst quadrant of the appropriate0307-904X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
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quadrant locally around the zero equilibrium at certain time intervals. The reason is the presence of vor-
tex or focus equilibrium points for the pair of coordinates deﬁning such a phase plane. Under state/out-
put feedback, this would result also in controls having negative values at certain time intervals, [10]. This
would result in the system not being internally positive.
(2) Internal positivity is dependent on the chosen state-space realization in the sense that if a state-space
realization is internally positive another one related to it via a non-singular transformation might not
be internally positive. For instance, a canonical Jordan realization with real (simple or multiple) eigen-
values with all the components of the control and output matrices being non-negative is internally
positive. However, if all the coeﬃcients of its characteristic polynomial are positive, which is always
the case if the system is stable, then its algebraically equivalent companion controllability canonical
form is never internally positive since the entries of the last row of its dynamics matrix are always
negative.
(3) Stability and internal positivity might be properties in conﬂict as emphasized in the above discussion
since a stable canonical controllability state-space realization cannot be internally positive although
the algebraically equivalent stable canonical Jordan form leading to the same associate transfer matrix
is internally positive.
On the other hand, many dynamic systems common in nature have associated delays which may be inter-
nal (i.e. in the state) or external (i.e. in the input or output), [11–16]. Examples of systems subject to delays
are abundant in the literature like, for instance, transportation problems, population growth problems, elec-
tric power transmission to large distances, peace-war models, chemical processes, heat exchangers and some
biological problems like, for instance, the sunﬂower dynamics, [10]. A lot of scientiﬁc work is being devoted
in this last years to the study of the basic properties of such systems like, for instance, observability, con-
trollability, stabilizability, closed-loop stabilization and model-matching as well as the use of the associate
formalism in practical control implementations [17–22,28–30]. A major drawback to cope with time-delay
systems from an analytical pointy of view is that internal delays make a dynamic system to become inﬁ-
nite-dimensional then possessing inﬁnitely many associated modes [11–13]. This paper is devoted to investi-
gate the so-called excitability and transparency properties of time-invariant systems subject to constant point
delays for which the existing background results in the ﬁeld are rather scarce. The excitability is the system
capability of exciting all its state variables (i.e. none of them remains identically zero for all time) while being
initially at rest by application of some positive input. Transparency is the property of exciting all the output
components of the unforced response by any given positive function of initial conditions. Excitability of the
output components rather than all the state variables will be referred to as external excitability. The trans-
parency will be referred to as ‘‘weak transparency’’ if the excitation of all the output components is only
achievable under positive point initial conditions. It will be referred to as ‘‘strong transparency’’ or, simply,
‘‘transparency’’ if any positive initial condition of a subinterval of non-zero measure of its deﬁnition domain
excites all the output components. This subdivision is inherent to the fact that the system is subject to delays.
The paper is organized as follows. Some notation is now included in this introductory section. Section 2 is
devoted to characterize the class of systems dealt with and their state-trajectory solutions. Section 3 is
devoted to the characterization of the positivity property in multi-input multi-output (MIMO) linear
time-invariant systems under internal point delays by using an appropriate analytical evolution operator
for the unforced system as well as a C0-semigroup for the delay-free unforced system. Both operators are
used to build the unique state-space trajectory for each given function of initial conditions. Section 4 is con-
cerned with characterization of the properties of excitability, external excitability and weak and strong trans-
parency in the system. Some appropriate tests are derived to check those properties based on the system
parameterization for both the dependent on and the independent of the delay cases. Parallel tests for the
related properties of the given system based either on those of the system associated with the inﬂuence graph
of the original system or on those of the discretized original system are also derived. Section 5 studies some
of the properties characterized in the theoretical presentation on a tested example based on a Leontieﬀ (often
spelled out as Leontief) economical linear model of production, [25,31–33]. Finally, conclusions end the
paper.
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R+ is the set of non-negative real numbers, R
p
þ (p being a positive integer) is the Cartesian product p times
of R+. The vector function vðtÞ 2 Rpþ for some tP 0 if all its components are non-negative at t 2 R+. The
matrix Q 2 Rmnþ if it is of order m · n, with all its entries being non-negative. R = R/R+ is the set of non-
positive real numbers. Note that R = R+ [ R and 0 2 (R+ [ R). Vectors and Matrices are non-positive
(being, respectively, in Rp and Q 2 Rmn Þ if they have non-positive entries. C, C+ and C are the set of com-
plex numbers and its subsets of non-negative, negative and negative real parts, respectively. Cr is the subset of
C with elements with real parts not exceeding r.
• A matrix Q 2 Rmnþ is said to be positive (denoted by Q > 0) if it has at least a positive entry.
• A matrix Q 2 Rmnþ is said to be strictly positive (denoted by Q 0) if all its entries are positive. Similarly, a
vector v 2 Rpþ is said to be positive (denoted by v > 0) if it has at least a positive component. It is said to be
strictly positive (denoted by v 0) if all its components are positive.
• A real square matrix Q = (Qij) 2 Rn·n is said to be a n-Metzler matrix, denoted by, Q 2 MnE, if and only if all
its oﬀ-diagonal entries satisfy QijP 0 for all i; jð6¼ iÞ 2 n :¼ f1; 2; . . . ; ng. A matrix Q = (Qij) 2 Rn·n is said
to be aM-matrix of order n, denoted by Q 2 MnnM , if and only if all its entries satisfy QiiP 0 and Qij 6 0 for
all i; jð6¼ iÞ 2 n ¼ f1; 2; . . . ; ng.
• W 2 L[h,1)(Rn) denotes a matrix function W : [h,1)! Rn as a member of the set of linear operators
L(Rn) on Rn for each t 2 [h,1). Such a class of operators are relevant to characterize the evolution oper-
ators of dynamic systems with point internal delay h > 0.
• Given a matrix function G : [0,1)! Rp·q then their Laplace and Fourier transforms are bG : C! Cpq andbG : ðj1; j1Þ ! Cpq (j ¼ ﬃﬃﬃﬃﬃﬃ1p being the imaginary complex unit), respectively, provided that they exist.
The same notation bG is used for both of them while the meaning is easily deduced depending on context [24].
2. Dynamic system with point time delay
Consider the linear and time-invariant system subject to a point delay hP 0:Sh : _xðtÞ ¼ AxðtÞ þ A0xðt  hÞ þ BuðtÞ; ð1Þ
yðtÞ ¼ CxðtÞ þ DuðtÞ; ð2Þwhere x(t) 2 Rn, u(t) 2 Rm is a piece-wise continuous real vector function (i.e. u 2 PC(R+,Rm)), and y(t) 2 Rp
are the state input and output vectors, respectively, A 2 Rn·n, A0 2 Rn·n, B 2 Rn·m, C 2 Rp·n, D 2 Rp·m; and
h 2 [0,h0], with 0 6 h0 61, is the internal (i.e. in the state) point delay, respectively, u : [h, 0]! Rn, with
x0 = x(0) = u(0), is a piece-wise continuous real n-vector function of initial conditions with eventual bounded
discontinuities on a subset of zero measure of its deﬁnition domain. It is assumed for coherency that neither B
nor C is identically zero. The unique state-trajectory solution of (1) is given by the expressions:xðtÞ ¼ eAt x0 þ
Z 0
h
eAðsþhÞA0uðsÞdsþ
Z th
0
eAðsþhÞA0xðsÞdsþ
Z t
0
eAsBuðsÞds
 
ð3aÞ
¼ WhðtÞx0 þ
Z 0
h
Whðt  sÞA0uðsÞdsþ
Z t
0
Whðt  sÞBuðsÞds; tP 0 ð3bÞ
¼ eAt1 xðt  t1Þ þ
Z 0
h
eAðsþt1ÞðA0xðt þ sÞ þ Buðt þ sÞUðt  hÞÞ ðdsÞ
 
; tP t1 P h ð3cÞ
¼ Whðt  t1Þxðt1Þ þ
Z 0
h
Whðt  t1  sÞA0xðt1 þ sÞdsþ
Z t
t1
Whðt  sÞBuðsÞds; tP t1 P h ð3dÞfor all tP 0, with x(t)  u(t) for t 2 [h, 0], where eAt is a C0-semigroup generated by the inﬁnitesimal gen-
erator A and U (t) is the unity step (Heavyside) function. Eqs. (3) can have bounded discontinuities at
t = 0. The strong convolution analytic evolution linear operator Wh 2 L[h,1)(Rn) is subject to
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The above evolution operator has the following properties:
Property 1. The strong convolution analytic evolution linear operator Wh 2 L[h,1) (Rn) represented by the
matrix function Wh : [h,1)! Rn·n uniquely defined byWhðtÞ ¼
eAt In þ
R t
h e
AsA0Whðs hÞds
 
for tP 0
0 for t 2 ½h; 0Þ
(
ð5ÞIn particularWhðtÞ ¼ eAt; 8t 2 ½0; h ð6aÞ
WhðtÞ ¼ eAt In þ
Z t
h
eAsA0 eAðshÞ ds
 
; 8t 2 ½h; 2h ð6bÞProperty 2WhðtÞ ¼ Whðt  t1ÞWhðt1Þ þ
Z 0
h
Whðt  t1  sÞAWhðt1 þ sÞds for tP t1 P h ð7aÞ
WhðtÞ ¼ eAt ¼ Whðt  t1ÞWhðt1Þ ¼ eAðtt1Þ eAt1 for any t1; t with 0 6 t1 6 t 6 h ð7bÞProofs of theorem (3)–(7). Eq. (3a) follows directly from building the state-trajectory solution of (1) from the
auxiliary homogeneous system _zAðtÞ ¼ AzAðtÞ with z(0) = x(0) = x0 = u(0) and C0-semigroup eAt of inﬁnites-
imal generator A by considering the forcing term v(t) = A0x(t  h) + Bu(t) for tP 0 subject to x(t) = u(t)
for t 2 [h, 0]. The uniqueness follows directly from Picard–Lindelo¨f theorem since (1) is time-invariant what
implies that v : [h,1)! Rn is locally Lipschitz continuous in any open subinterval of its deﬁnition domain.
Eq. (3c) is identical to Eq. (3a) by calculating the state-trajectory solution for all tP t1P h and any given
t1P h from initial conditions x(s) for s 2 [0,h] which are preﬁxed via Eq. (1) for initial conditions x(s)  u(s)
for s 2 [h, 0]. Eqs. (3b) and (3d) are directly obtained if the strong evolution operator Wh 2 L[h,1)(Rn), sub-
ject to (4), is used to calculate the state-trajectory solution of (1) from the auxiliary homogeneous system
_zðtÞ ¼ AzðtÞ þ A0zðt  hÞ, subject to initial conditions z(s)  u(s) for s 2 [h, 0]. Since the solution is unique
Eqs. (3) are identical. The time-integration of (4) yields directly the ﬁrst equation of (5) provided that-
Wh(0) = In and Wh(t) = 0 for t 2 [h, 0). Eq. (6a) follows directly from Eqs. (5) and (6b) follows directly from
(5) and (6a). Thus, Eq. (1) and Property 1 have been fully proved. Now, substitute Eq. (3b) and t = t1 into Eq.
(3d) for any tP t1P h with u  0 leading to:xðtÞ ¼ Whðt  t1Þ Whðt1Þx0 þ
Z 0
h
Whðt1  sÞA0uðsÞds
 
þ
Z 0
h
Whðt  t1  sÞA0 Whðt1 þ sÞx0 þ
Z 0
h
Whðt1 þ s rÞA0uðrÞdr
 
ds
¼ Whðt  t1ÞWhðt1Þ þ
Z 0
h
Whðt  t1  sÞA0Whðt1 þ sÞds
 
x0
þ
Z 0
h
Whðt  t1ÞWðt1  sÞ þ
Z 0
h
Whðt  t1  sÞA0Whðt1 þ s rÞds
 
A0uðrÞdr
 
ð8Þsince u : [h, 0]! Rn is an arbitrary piecewise continuous vector function, Property 2 follows by equalizing
(3b) for u  0 with (8). h
Note that the strong evolution operator Wh : [h,1)! Rn·n is only a C0-semigroup for pairs t1, t fulﬁlling
0 6 t1 6 t 6 h from Eq. (7).
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The following deﬁnitions characterize two basic concepts of positivity of dynamic systems:
Deﬁnition 1. Sh is called internally positive, abbreviate as positive, if and only if xðtÞ 2 Rnþ and yðtÞ 2 Rpþ,
"t 2 R+, for any given function of initial conditions u : ½h; 0 ! Rnþ and any uðtÞ 2 Rmþ, "t 2 R+.
Deﬁnition 2. Sh is called externally positive if and only if yðtÞ 2 Rpþ, "t 2 R+, for all function of initial condi-
tions u  0 on its deﬁnition domain for all uðtÞ 2 Rmþ, "t 2 R+.
The subsequent basic result is stated:
Theorem 1. The following properties hold:
(i) The delay-free system S0 (i.e. h = 0) is positive if and only if ðAþ A0Þ 2 MnE, B > 0, C > 0 and DP 0.
(ii) The system Sh is positive independent of the delay (i.e. for any h 2 [0,1)) if and only if A 2 MnE, A0P 0,
B > 0, C > 0 and DP 0.
(iii) The strong evolution operator Wh 2 L[h,1)(Rn) is positive for any given delay hP 0 if and only if Sh is
positive for such a delay. If Sh is positive independent of the delay then A 2 MnE; ðAþ A0Þ 2 MnE,
eAt 2 Rnnþ and WhðtÞ 2 Rnnþ for all t 2 R+.Proof
(i) The unique state-trajectory solution and output for h = 0 and x(0) = x0P 0 are:xðtÞ ¼ eðAþA0Þtx0 þ
Z t
0
eðAþA0ÞðtsÞBuðsÞdsP 0; yðtÞ ¼ CxðtÞ þ DuðtÞP 0
for any u 2 PCðRþ;RmþÞ since eðAþA0Þt > 0 for all tP 0 because ðAþ A0Þ 2 MnE, x0P 0; and B > 0, C > 0
and DP 0. Then, the system S0 is positive. The necessity is proved by contradiction as follows:
• If 05 D 6 0 and x0 = 0 there is u > 0 with yi(t) < 0 for some i 2 p, some t 2 R+ so that the system S0
is not positive.
• If 05 C = (Cij) 6 0 then there is at least an entry Cij < 0 to C for some i 2 p; j 2 n. Then by taking
u  0 and x0 > 0 with the only initial non-zero component x0j = 1, for some j 2 n, it follows that
yi(0) = Cij < 0 so that the system S0 is not positive.
• If 05 B = (Bij) 6 0 then there is at least an entry Bij < 0 to B for some i 2 n; j 2 m. Take ui  0 for all
n 3 i 6¼ j and uj(t) = c > 0 for all t 2 R+. Thus, for any te > 0,
ykðteÞ ¼ c
Z te
0
Xn
i¼1
ðeðAþA0ÞðtsÞÞkiBij ds ¼ cte
Xn
i¼1
ðeðAþA0ÞnkiÞkiBij
¼ ctejBijj þ
Xn
i¼1
ðAþ A0Þkinki þ onnðteÞ
for some nki 2 (0, te) what follows from the mean value theorem for integrals since
eðAþA0Þte ¼ In þ
Pn
k¼1
Pn
i¼1ðAþ A0Þkinki þ onnðteÞ with on·n(te) being a real square n-matrix of sufﬁ-
ciently small entries verifying limte!0ðonnðteÞÞ ¼ 0. Thus, there x0 2 Rnþ exists a sufﬁciently small
te > 0 such that yk(te) < 0 for all te 2 ð0; te Þ so that the system S0 is not positive.
• ðAþ A0Þ 2 MnE () eðAþA0Þt 2 Rnnþ , "t 2 R+. Thus, if ðAþ A0Þ 62 MnE, it exists x0 2 Rnþ such that
xðtÞ 62 Rnþ for u  0 and some t 2 R+ so that the system S0 is not positive.(ii) First, note that A 2 MnE; A0 P 0) ðAþ A0Þ 2 MnE so that Property (ii) guarantees that Property (i) holds
for h = 0. The sufﬁciency part of the property 8iðj 6¼ iÞ 2 n is obvious from Eq. (3a) since
A 2 MnE ) eAt 2 Rnþ, "t 2 R+. The necessity part is proved by contradiction by taking u  0, x0 = 0,
uj(t) = cuj > 0 and ui(t) = 0 for some j 2 n; 8ið6¼ jÞ 2 n, t 2 [h, 0) and any t 2 [e,h] for some small real
e 2 (0,h) and any arbitrary h > 0. Assume that the (i, j) entry to A0, A0ij < 0, some i; j 2 n so that direct
calculus yields for the ith component of x(t) from (3a), since t 6 h, and take a small te 2 [e,h]
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Xn
k¼1
Z te
0
½eAðtesÞik ds
 !
A0kj
¼ cuj jA0ij j
Z te
0
½eAðtesÞii ds
 
þ
Xn
k¼1;k 6¼i
Z te
0
½eAðtesÞik ds
 !
A0kj
" #
¼ cuj jA0ij j þ
Xn
k¼1
AA0kjnik
" #
þ onnðteÞ
from the mean value theorem for integrals for some set 0 ni k 2 (0, te) as te! 0; i; k 2 n, since the diag-
onal (respectively, off-diagonal) entries of eAt are unity (respectively, zero) at t = 0. Then, for any sufﬁ-
ciently small te, xi(te) < 0 and Sh is not positive so that the necessity of A0P 0 follows for any delay
h > 0. The remaining necessary conditions follow from their necessity for h = 0 proved in Property (i).(iii) From (3b), the system Sh is positive if A0P 0, B > 0, C > 0, DP 0 and Wh 2 L[h,1) (Rn) fulﬁls
WhðtÞ 2 Rnnþ for all t 2 R+. Necessity might be proved by contradiction follows by taking a zero input
and a zero function of initial conditions except u(0) = x0 > 0. From (3b), x(t) = Wh(t)x0. Assume that
Whij(t) < 0 and take x0j = 1 as the only non-zero component of x0 for some arbitrary j 2 n. Then
xi(t) = Wh i j(t) < 0 and the system Sh is not positive. The ﬁrst part of the proof is complete since
j 2 n is arbitrary. The second one follows since WhðtÞ 2 Rnnþ , eAt ¼ WhðtÞ 2 Rnnþ ð() A 2 MnEÞ; ½1, for
all t 2 R+ if t 2 (0,h] from Property (iii) and ðAþ A0Þ 2 MnE () eðAþA0Þt for all t 2 R+ since S0 is positive
since Sh is positive independent of the delay. h
The transfer matrix of the system S0h, obtained from Sh for D = 0, is bG0hðsÞ ¼ ðbG0hijðsÞÞ with associated scalar
entries bG0hijðsÞ ¼ CTi ðsI  A A0ehsÞ1Bj where CTi ði 2 pÞ and Bjðj 2 mÞ are the n row and column vectors of
the matrices C and B respectively. Let G0hijðtÞ be the response impulse at time ‘‘t’’ associated with bG0hijðsÞ (i.e. its
anti-Laplace transform under zero initial conditions) and D = (Dij). Note that GhðtÞ ¼ G0hðtÞ þ DdðtÞ ¼
CWhðtÞBþ DdðtÞ for all t 2 R+, where Gh(t) and G0hðtÞ are the matrix response impulses of Sh and S0h, respec-
tively and d(t) is the Dirac distribution. The subsequent result holds:
Theorem 2. The following properties hold:
(i) Sh is externally positive if and only if Dij P G0hijðtÞ; 8i 2 p; 8j 2 m; and "t 2 R+.
(ii) Sh is externally positive independent of the delay if and only if Property (i) holds for all h 2 [0,1).Proof. Property (i) follows since the given condition is identical to the impulse response matrix Gh(t) of Sh to
fulﬁll Gh(t) 2 Rpmþ , "t 2 R+ which holds if and only if Sh is externally positive. Property (ii) is an immediate
conclusion of Property (i). h
Note that for external positivity (i.e. non-negativity of the output vector for non-negative initial conditions
and input), the conditions of Theorem 1 (iv) (i.e. non-negativity of the state vector under similar conditions)
are not either necessary or suﬃcient. Note also from Theorem 2 (i) and (ii) that if S0h is not externally positive
but D > 0 fulﬁls ðD G0hðtÞÞ 2 Rpmþ , "t 2 R+ then Sh is externally positive and if the above condition holds
independent of the delay then Sh is positive independent of the delay. Finally, note that (internal) positivity
also implies external positivity as in the delay-free case, [1,5].4. Excitability and transparency
Excitability is the property that the zero initial-state response of all the components input reach the ﬁrst
orthant under a ﬁnite time under some non-negative input, [5]. More precisely, the following deﬁnitions will
be then used throughout this section.
Deﬁnition 3. A positive system Sh is internally excitable, or simply excitable, if and only if each state variable
can be made positive in some ﬁnite time by applying an appropriate uðtÞ 2 Rmþ, "t 2 R+ non-negative input to
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under the above conditions.
Deﬁnition 4. An externally positive system Sh is externally excitable if and only if each output component can
be made positive in some ﬁnite time by applying an appropriate uðtÞ 2 Rmþ, "t 2 R+ to the system initially at
rest. Sh is externally excitable at time T(>0) 2 R+ if and only if y(t) 0 under the above conditions.
Deﬁnition 5
(1) A positive system Sh is strongly internally excitable (abbreviated as strongly excitable), if and only if each
state variable can be made positive in some ﬁnite time by applying an appropriate uðtÞ 2 Rmþ, "t 2 R+
with (m  1) of their components being identically zero to the system initially at rest. Sh is excitable
at time T(>0) 2 R+ if and only if x(t) 0 under the above conditions.
(2) An externally positive system Sh is externally strongly excitable if and only if each output component can
be made positive in ﬁnite time by applying an appropriate uðtÞ 2 Rmþ, "t 2 R+ with (m  1) of their com-
ponents being identically zero to the system initially at rest. Sh is externally strongly excitable at time
T(>0) 2 R+ if and only if y(t) 0 under the above conditions.
Note from the above deﬁnitions and Eqs. (3) that identically zero inputs cannot excite any state/output
component if the system is initially at rest. Note also that if a positive (externally positive) system Sh is
strongly excitable (strongly externally excitable) then it is also excitable (externally excitable) since strong
excitability is achievable by some test input with only one non-identically zero component. It is well-
known that the dynamic system _zAðtÞ ¼ AzAðtÞ is excitable if and only if
Pn1
i¼0 A
iB 0 [5].Theorem 3. Assume that Sh is positive with A 2 Rnnþ . Then, the following properties hold:
(i) Sh is strongly excitable from any input component, and then excitable, independent of the delay if the delay-
free auxiliary system _zAðtÞ ¼ AzAðtÞ is strongly excitable from any input component; i.e. ifPn1
i¼0W
ðiÞ
h ð0ÞB ¼
Pn1
i¼0 A
iB 0 where WðiÞh ðtÞ ¼ d
iWhðtÞ
dti for i = 0,1, . . . , n  1 and any hP 0. Such a condition
is sufficient for Sh to be strongly excitable from any input component at some time T 2 (0,h) for any delay
hP 0. Sh is strongly excitable independent of the delay from the input component ujðj 2 mÞ ifPn1
i¼0W
ðiÞ
h ð0ÞBj ¼
Pn1
i¼0 A
iBj  0 where Bj is the jth column of B.
(ii) Sh is externally strongly excitable, and then externally excitable, from any input component independent of
the delay if
Pn1
i¼0CA
iBþ D 0. Such a condition is sufficient for Sh to be externally strongly excitable
from any input component at some time T 2 (0,h) for any delay hP 0. Sh is externally strongly excitable
independent of the delay from the input component ujðj 2 mÞ if
Pn1
i¼0CA
iBj þ Dj  0 where Bj and Dj are
the jth columns of B and D, respectively.
(iii) Define sets of real m-vectors JBkj ¼ fBj1 ; . . . ;Bjk ; j 2 ak; ji; k 2 mg and associate indexing set
Jkj ¼ fj1; . . . ; jk; j 2 ak; ji; k 2 mg; k 2 m, with ak ¼ ðmkÞ ¼ m!k!ðmkÞ! which are each combination of any num-
ber k 2 m of columns of B, the total number of sets being a ¼Pmk¼1ak. Then, Sh is excitable independent
of the delay if
Pn1
i¼0
P
k2JkjA
iBk  0 for some j 2 ak, and at least one k 2 m. Also, Sh is guaranteed to be
excitable independent of the delay with some (non-strictly) positive input u 2 Rmþ if the above condition holds
for some j 2 ak for at least one k 2 m 1.
Sh is externally excitable independent of the delay if
Pn1
i¼0 ð
P
k2JkjCA
iBk þ DkÞ  0 for some j 2 ak, and at
least one k 2 m. Also, Sh is guaranteed to be externally excitable independent of the delay with some (non-
strictly) positive input u 2 Rmþ if the above condition holds for some j 2 ak for at least one k 2 m 1.
(iv) If rank[sIn  A  A0ehs,B] = n for all s 2 C then Sh is spectrally controllable and then excitable. If
rank[sIn  A  A0ehs,B] = n for all s 2 C such that det(sIn  A  A0ehs) = 0 then Sh is spectrally con-
trollable and then excitable.
The above rank conditions are equivalent to the controllability Grammian C½0; t ¼R t
0 Whðt  sÞBBTWTh ðt  sÞds to be non-singular for "tP T0 for some T0 > 0.
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controllable and then excitable for all delay Rþ 3 h 6¼  ln zs . If Q is empty then Sh is spectrally controllable
and then excitable independent of the delay.
If rank[sIn  A  A0ehs,Bi] = n for all s 2 C and some i 2 m then Sh is spectrally controllable and then
strongly excitable from the ith input component. The above rank condition is equivalent to the controllability
Grammian Ci½0; t ¼
R t
0
Whðt  sÞBiBTi WTh ðt  sÞds associated with the ith input component to be non-singu-
lar for "tP T0 and some T0 > 0. If there is some i 2 m such that there is no pair (s, z) 2 C · C and no
Rþ 3 h 6¼  ln zs implying that rank [sIn  A  A0z,Bi] < n then Sh is spectrally controllable and strongly
excitable from the ith input component [It suffices to check only pairs (s, z) 2 C · C such that det
(sIn  A  A0z) = 0].Proof. (i) Deﬁne recursively the set of functions:xðiÞðtÞ ¼ d
ixðtÞ
dti
¼ d
dt
ðxði1ÞðtÞÞ; xIiðtÞ ¼
Z t
0
xI ;i1ðsÞds ð9Þfor i 2 n [ f0g subject to x(t) = x(0)(t) = xI0(t), x(1)(t)  0, xI,1(t)  0. Now, deﬁne recursively the set of
functionsgiðtÞ ¼
Z t
0
gi1ðsÞdsði 2 nÞ; g0ðtÞ ¼
Xn
i¼0
xðiÞðtÞ ð10ÞEqs. (9) and (10) imply that gnðtÞ ¼ xðtÞ þ
Pn
i¼1xIiðtÞ. Take any constant input u(t) = ku = (ku1,
ku2, . . . ,kum)
T > 0, "t 2 R+ and u(t) = 0 for t 2 [h, 0]. Thus, g0ð0Þ ¼
Pn1
i¼0 A
iBku  0 from (10) for any ku pos-
sessing at least one non-zero component since
Pn1
i¼0 A
iB 0, x0 = 0 and ku > 0. Since the state of Sh is nth
continuously differentiable at t = 0, there is a sufﬁciently small tc > 0 such that gi(s) 0 for s 2 (0, tc) and
i 2 n since gi(t) is continuous and obtained by ið2 nÞ successive integrations from g0(s) for s 2 (0, tc). Then,
gnðtÞ ¼ xðtÞ þ
Pn
i¼1xIiðtÞ  0) xIiðtÞ  0 for i 2 n, t 2 (0, tc) so that x(t) 0, "t 2 (0, tc). As a result, Sh is
strongly excitable from any input component if
Pn1
i¼0 A
iB 0; i.e. if the auxiliary delay-free system
_zAðtÞ ¼ AzAðtÞ is strongly excitable from any input component. If h > 0 then Sh is excitable at some
T 2 (0, tc) 	 (0,h). Finally,
Pn1
i¼0 A
iBi  0 is a sufﬁcient condition for strong excitability from the ith compo-
nent of u since
Pn1
i¼0 A
iBj  0)
Pn1
i¼0 A
iBjkuj ¼
Pn1
i¼0 A
iBku  0 if kuj > 0, some j 2 m and kui = 0 for all
ið6¼ jÞ 2 m.
Property (ii) is proved with a similar reasoning by using the replacements x(i)(t)! y(i)(t), xIi(t)! yIi(t),
giðtÞ ! gYiðtÞði 2 n [ f0gÞ and the same input leading to gY 0ð0Þ ¼
Pn1
i¼0 ðCAiBþ DÞku  0.
Property (iii) follows directly by noting that am = 1 is the number of m combination of columns of B so that
JBm1 ¼ fB1; . . . ;Bmg. Then, if the strict positivity sufﬁciency-type condition of Property (i) is equivalent toPn1
i¼0
P
k2Jm1A
iBk ¼
Pn1
i¼0
Pm
k¼1A
iBk  0 since
Pn1
i¼0
Pm
j¼1A
iBkkuj ¼
Pn1
i¼0 A
iBku  0 with kujP 0 and at least
one component being non-zero. Then,
Pn1
i¼0
P
k2JkjA
iBk  0 for some k 2 m 1)Pn1
i¼0
Pm
m1k2JkjA
iBkkuk  0 so that all the components kuj of ku for m 3 j 62 JBkj while stillPn1
i¼0
Pm
j¼1A
iBkkuj ¼
Pn1
i¼0 A
iBku  0 so that Sh is excitable. The parallel condition for external excitability
may be proved under similar reasoning.
(iv) rank [sIn  A  A0ehs,B] = n for all complex s is a necessary and sufﬁcient condition of spectral
controllability of Sh (extended Popov–Belevitch–Hautus rank controllability test, [36]). Since it always holds
for all s 2 C such that det(sIn  A  A0ehs)5 0, it sufﬁces to test it only at the poles of the transfer functionbGhðsÞ of Sh. Since Sh is continuous-time, controllability to the origin is fully equivalent to reachability. Thus,
since the system is positive and reachable under the above rank condition any arbitrary strictly positive
constant state may be reached in ﬁnite time (although not necessarily under a positive control). Since the
system is controllable, the controllability Grammian C½0; t ¼ R t0Whðt  sÞBBTWTh ðt  sÞds is positive
deﬁnite (and then non-singular so that it possess at least one non-zero entry per row) for all tP T0, some
T0 > 0, and positive. Then, a control input R
m
þ 3 uðsÞ ¼ BTWhðt  sÞv, "s 2 [0, t] obtained from any
constant Rnþ 3 v 0 leads a zero function u : [h, 0]! Rn of initial conditions to the state
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controllability Grammian Ci½0; t ¼
R t
0Whðt  sÞBiBTi WTh ðt  sÞds associated with the ith input is non-singular
under the corresponding rank condition so that the result follows for a control input uj(s) = 0 for 8jð6¼ iÞ 2 m
and R+ 3 ui(s) = BTWh(t  s)vi, "s 2 [0, t] obtained from any constant R+ 3 vi > 0. The proofs for external
excitability and strong excitability follow in similar ways. h
If Sh is positive (externally positive), no state and output (output) component may be negative at any time.
As a result, excitability holds if all the state and output (output) components are guaranteed to be non-null at
some time for any state (output) trajectory initially at rest. Then, from similar arguments as those used in the
proof of Theorem 3[(i)–(iii)], Theorem 3(iii) may be extended as follows without requiring the non-negativity
of the A-matrix which has only to be Metzler.
Corollary 1. If Sh is positive (respectively, externally positive) then it excitable (respectively, externally
excitable) if eTi ð
Pn1
i¼0
Pm
k¼1A
iBkÞ 6¼ 0; 8i 2 n (respectively, eTi ð
Pn1
i¼0 ð
Pm
k¼1CA
iBk þ DkÞÞ 6¼ 0, 8i 2 pÞ where ei is
the ith unity vector (i.e. its ith components is the only non-zero one) of the appropriate space Rn,m.
Note that the positive delay-free S0 with A;A0 2 Rnnþ is strongly excitable from any input component if and
only if
Pn1
i¼0 ðAþ A0ÞiB 0. This condition is trivially guaranteed if Theorem 3(i) holds since
Pn1
i¼0 A
iB 0
with A0P 0 [Theorem 1(ii)] since Sh is positive independent of the delay)
Pn1
i¼0 ðAþ A0ÞiB 0. In the same
way, S0 is externally strongly excitable from any input component if and only if ð
Pn1
i¼0CðAþ A0ÞiBþ D 0Þ.
Note also that the conditions of Theorem 3(iii) guarantee excitability but not strong excitability. The system Sh
is positive with A 62 Rnnþ but A 2 MnE; A0 2 Rnnþ , Rnmþ 3 B > 0; Rpnþ 3 C > 0 and D 2 Rpmþ and then Theo-
rem 3 cannot be applied. Note that the discretized system SdhT obtained from Sh for any sampling period
T > 0 under a zero-order hold is described by the state-space model:SdhT : xkþ1 ¼ x0kþ1 þ BThuk ¼ AThxk þ BThuk þ vhk; yk ¼ Cxk þ Duk for k ¼ 0; 1; 2; . . . ð11Þwith xk  x(kT), yk  y(kT), uk  u(kT), u(t) = u(kT + s), "s 2 [kT,(k + 1)T] and:ATh ¼ WðhT Þ ¼ eAT In þ
Z T
h
eAsA0Whðs hÞUðs hÞds
 
Uðt  T Þ
 
ð12aÞ
BTh ¼
Z T
0
WhðT  sÞBds; vhk ¼
Z T
0
WhðT  sÞA0xðkT þ sÞds ð12bÞThe following assertion holds:
Assertion 1. Assume that Sh is positive and T 2 (0,h) for a given h > 0 or T > 0 is arbitrary for h = 0. Then the
discrete SdhT is positive with ATh ¼ eAT 2 Rnnþ .
Proof. From (11), xkþ1 ¼ x0kþ1 þ
Pk
i¼0A
ki
Th vhi P x
0
kþ1 ¼ AThxk þ BThuk P 0; "kP 0 if x0 ¼ x00 ¼ xð0ÞP 0 and
uk 2 Rmþ for all non-negative integer k if Sh is positive since the strong evolution operator Wh(t) and the C0-
semigroup eAT are both positive, and vk 2 Rnþ, "kP 0. h
Another continuous-time dynamic system closely related to Sh is that deﬁned from its inﬂuence graph C
possessing a set of g = n + m + p + 1 nodes named as follows:f0g 2 Rm; 1; 2; . . . ; n; fnþ 1g 2 Rpf g ¼ 01; 02; . . . :; 0m; 1; 2; . . . ; n; ðnþ 1Þ1; ðnþ 1Þ2; . . . ; ðnþ 1Þp
n oThe ﬁrst m- (zero named) nodes are referred to the m-vector input with its components u1 to um ordered from 1
to m, the next n refer to each state variable x1 to xn and the last [(n + 1) named] nodes correspond to the or-
dered output components y1 to yp The connection arcs (i, j) in-between nodes are deﬁned by the matrix quin-
tuple ðAt;AT0 ;Bt;Ct;DtÞ deﬁned as follows:
M. de la Sen / Applied Mathematical Modelling 32 (2008) 40–60 49AC ¼ ðACijÞ : ACij ¼ 1() 9ðj; iÞ from xjðtÞ to xiðtÞ in C and ACij ¼ 0; otherwise; 8i; j 2 n:
AC0 ¼ ðAC0ijÞ : AC0ij ¼ 1() 9ðj; iÞ from xjðt  hÞ to xiðtÞ in C and AC0ij ¼ 0; otherwise; 8i; j 2 n:
BC ¼ ðBCijÞ : BCij ¼ 1() 9ð0j; iÞ from ujðtÞ to xiðtÞ in C and BCij ¼ 0; otherwise; 8i 2 n; 8j 2 m:
CC ¼ ðCCijÞ : CCij ¼ 1() 9ðj; ðnþ 1ÞiÞ from xjðtÞ to yiðtÞ in C and CCij ¼ 0; otherwise; 8i 2 p; 8j 2~n:
DC ¼ ðDCijÞ : BCij ¼ 1() 9ð0j; ðnþ 1ÞiÞ from ujðtÞ to yiðtÞ in C and DCij ¼ 0; otherwise; 8i 2 p; 8j 2 m:
ð13Þ
The subsequent result follows directly from (13):
Assertion 2. If Sh is positive then the continuous-time systemSCh : _x
CðtÞ ¼ ACxCðtÞ þ AC0 xCðt  hÞ þ BCuðtÞ ð14Þ
yCðtÞ ¼ CCxCðtÞ þ DCuðtÞ ð15Þis positive with AC 2 Rnnþ .
The strong evolution operator associated with (14) is WCh : ½h;1Þ ! Rnn which satisﬁes diﬀerential and
integral constraints similar to (4) and (5) after appropriate re-parameterization. Theorem 3[(i)–(iii)] can be
extended to obtain suﬃciency-type conditions of excitability of positive systems Sh with M
n
E 3 A 62 Rnnþ via
its application to the associate systems SdhT and S
C
h which are both positive if Sh is positive with
ATh 2 Rnnþ
and AC 2 Rnnþ even ifMnEA 62 Rnnþ as follows from Assertions 1 and 2. In particular, the following result holds:
Theorem 4. If Sh is positive independent of the delay then the following properties hold:
(i) Sh is strongly excitable from any input component, and then excitable, independent of delay ifPn1
i¼0 A
CiBC  0. Sh is strongly excitable from any input component, and then excitable, if the above con-
dition holds or if
Pn1
i¼0 A
i
Th
BTh  0 for some T 2 (0,h) if h > 0 and for some T > 0 if h = 0. Sh is strongly
excitable independent of the delay from the input component ujðj 2 mÞ if
Pn1
i¼0 A
CiBCj  0 where Bj is the
jth column of B. Sh is strongly excitable from the input component ujðj 2 mÞ if the above condition holds
or if
Pn1
i¼0 A
i
Th
BThj  0 for some T 2 (0,h) if h > 0 and for some T > 0 if h = 0.
(ii) Sh is externally strongly excitable from any input component independent of delay ifPn1
i¼0C
CAC
i
BC þ DC  0. Sh is externally strongly excitable from any input component, and then excitable,
if the above condition holds or if
Pn1
i¼0CA
i
Th
BTh þ D 0 for some T 2 (0,h) if h > 0 and for some T > 0 if
h = 0. Sh is strongly excitable independent of the delay from the input component ujðj 2 mÞ ifPn1
i¼0C
CAC
i
BCj þ DCj  0. Sh is externally strongly excitable from the input component ujðj 2 mÞ if the
above condition holds or if
Pn1
i¼0CA
i
Th
BThj þ Dj  0 for some T 2 (0,h) if h > 0 and for some T > 0 if h = 0.
(iii) Define sets of real m-vectors JBThkj and J
BC
kj and respective associate indexing sets
JBThkj and J
C
kj for the systems
SdhT and S
C
h in a similar way as J
B
kj and Jkj were defined for Sh in Theorem 3 (iii). Then:
(iii.1) Sh is excitable independent of the delay if
Pn1
i¼0
P
k2JCkjA
CiBCk  0 for some j 2 ak, and at least one
k 2 m. Sh is guaranteed to be excitable independent of the delay with some (non-strictly) positive
input u 2 Rmþ if the above condition holds for some j 2 ak for at least one k 2 m 1.
(iii.2) Sh is excitable if
Pn1
i¼0
P
j2JThkj
AiThBThj  0 for some k 2 m (and excitable with non-strictly positive
input if the condition holds for some k 2 m 1Þ for some T 2 (0,h) if h > 0 and for some T > 0 if
h = 0.
(iii.3) Sh is externally excitable independent of the delay if
P
k2JCkjð
Pn1
i¼0C
CAC
i
BCk þ DCk Þ  0 for some
j 2 ak, and at least one k 2 m. Also, Sh is guaranteed to be externally excitable independent of the
delay with some (non-strictly) positive input u 2 Rmþ if the above condition holds for some j 2 ak
for at least one k 2 m 1. Sh is externally excitable if
P
j2JThkj
ðPn1i¼0CAiThBThj þ DjÞ  0 for some
k 2 m (and excitable with non-strictly positive input if the condition holds for some k 2 m 1Þ for
some T 2 (0,h) if h > 0 and for some T > 0 if h = 0.
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to the positivity properties of the strong evolution operator rather than to those of the C0-semigroup e
At or
those of its inﬁnitesimal generator A. In that way, Theorems 3 and 4 can be extended as follows:
Theorem 5. Assume that Sh is positive with A 2 Rnnþ . Thus, the following items hold:
(i) (i.1) Sh is strongly excitable at some time in [0,h) from any input component, and then excitable, if. Sh is
strongly excitable at some time in [0,h) from the input componentujðj 2 mÞ if
Xn1
i¼0
WðiÞh ð0ÞBj ¼
Xn1
i¼0
AiBj  0 ð16Þ(i.2) Sh is strongly excitable at some time in [h,2h) from any input component, and then excitable, ifXn1
i¼0
WðiÞh ðhþÞB ¼
Xj
i¼0
Ai eAh þ
Xi1
j¼0
AjA0A
i1j
 !
B 0 ð17Þ
Sh is strongly excitable at some time in [0,h) from the input component ujðj 2 mÞ ifXn1
i¼0
WðiÞh ðhþÞBj ¼
Xj
i¼0
Ai eAh þ
Xi1
j¼0
AjA0A
i1j
 !
Bj  0 ð18Þ(i.3) Sh is strongly excitable at some time in [2h,1) from any input component, and then excitable, ifXn1
i¼0
WðiÞh ð2hþÞB ¼
Xn1
i¼0
Ai e2Ah In þ
Z 2h
h
eAsA0 eAðshÞ ds
 
þ
Xi1
j¼0
AjA0A
i1j eAh
 !
B 0 ð19Þ
Sh is strongly excitable at some time in [h,2h) from the input component ujðj 2 mÞ if and only ifXn1
i¼0
WðiÞh ð2hþÞBj ¼
Xn1
i¼0
Ai e2Ah In þ
Z 2h
h
eAsA0 eAðshÞ ds
 
þ
Xi1
j¼0
AjA0A
i1j eAh
 !
Bj  0 ð20Þ(ii) (ii.1) Sh is externally strongly excitable at some time in [0,h) from any input component, and then excitable,
if
Pn1
i¼0CW
ðiÞ
h ð0ÞBþ D ¼
Pn1
i¼0CA
iBþ D 0. Sh is externally strongly excitable at some time in [0,h)
from the input component ujðj 2 mÞ if
Pn1
i¼0CW
ðiÞ
h ð0ÞBj þ Dj ¼
Pn1
i¼0CA
iBj þ Dj  0.
(ii.2) Sh is externally strongly excitable at some time in [h ,2h) from any input component, and then externally
excitable, if and only ifXn1
i¼0
CWðiÞh ðhþÞBþ D ¼
Xj
i¼0
C Ai eAh þ
Xi1
j¼0
AjA0A
i1j
 !
Bþ D 0 ð21Þ
Sh is externally strongly excitable at some time in [0,h) from the input component ujðj 2 mÞ ifPn1
i¼0CW
ðiÞ
h ðhþÞBj þ Dj ¼
Pj
i¼0CðAi eAh þ
Pi1
j¼0A
jA0A
i1jÞBj þ Dj  0.(ii.3) Sh is externally strongly excitable at some time in [2h,1) from any input component, and then exter-
nally excitable if and only ifXn1
i¼0
CWðiÞh ð2hþÞBþ D ¼
Xn1
i¼0
C Ai e2Ah In þ
Z 2h
h
eAsA0 eAðshÞ ds
 
þ
Xi1
j¼0
AjA0A
i1j eAh
 !
Bþ D 0 ð22Þ
Sh is externally strongly excitable at some time in [h,2h) from the input component ujðj 2 mÞ if and only
ifXn1
i¼0
CWðiÞh ð2hþÞBj þ Dj ¼
Xn1
i¼0
C Ai e2Ah In þ
Z 2h
h
eAsA0 eAðshÞ ds
 
þ
Xi1
j¼0
AiA0A
i1j eAh
 !
Bj þ Dj  0
ð23Þ
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Pn1
i¼0
P
k2JkjW
ðiÞ
h ð0ÞBk ¼Pn1
i¼0
P
k2JkjA
iBk  0 for some j 2 ak ¼ ðmkÞ, and at least one k 2 m.
(iii.2) Sh is excitable at some time in [h,2h), and then excitable, ifXn1
i¼0
X
k2Jkj
WðiÞh ðhþÞBk ¼
Xn1
i¼0
Ai eAh þ
Xi1
‘¼0
A‘A0A
i1‘
 ! X
k2Jkj
Bk
0@ 1A 0 ð24Þ
for some j 2 ak ¼ ðmkÞ, and at least one k 2 m.
(iii.3) Sh is excitable at some time in [2h,1), and then excitable, if and only ifXn1
i¼0
X
k2Jkj
WðiÞh ð2hþÞBk ¼
Xn1
i¼0
Ai e2Ah In þ
Z 2h
h
eAsA0 eAðshÞ ds
 
þ
Xi1
‘¼0
A‘A0A
i1‘ eAh
 ! X
k2Jkj
Bk
0@ 1A 0
ð25Þ
for some j 2 ak ¼ ðmkÞ, and at least one k 2 m.
(iv) (iv.1) Sh is externally excitable at some time in [0,h), and then excitable, ifP
k2Jkj
Pn1
i¼0CW
ðiÞ
h ð0ÞBk þ Dk
	 

¼Pk2Jkj Pn1i¼0CAiBk þ Dk	 
 0 for some j 2 ak ¼ ðmkÞ, and at least
one k 2 m.
(iv.2) Sh is externally excitable at some time in [h,2h), and then excitable, ifXn1
i¼0
X
k2Jkj
CWðiÞh ðhþÞBk þ Dk
0@ 1A ¼X
k2Jkj
C
Xn1
i¼0
Ai e2Ah þ
Xi1
‘¼0
A‘A0A
i1‘
 ! !
Bk þ
X
k2Jkj
Dk  0 ð26Þ
for some j 2 ak ¼ ðmkÞ, and at least one k 2 m.
(iv.3) Sh is externally excitable at some time in [2h,1), and then excitable, if and only if
Xn1
i¼0
X
k2Jkj
CWðiÞh ð2hþÞBk þ Dk
0@ 1A ¼Xn1
i¼0
C Ai e2Ah In þ
Z 2h
h
eAsA0 eAðshÞ ds
 
þ
Xi1
‘¼0
A‘Ai1‘0 e
Ah
 ! X
k2Jkj
Bk
0@ 1A
þ
X
k2Jkj
Dk
ð27Þ
for some j 2 ak ¼ ðmkÞ, and at least one k 2 m.(v) Assume that Sh is positive (without requiring A 2 Rnnþ but only A 2 MnEÞ. Thus, Properties (i)–(iv) hold if all
the matrices of the parameterization of Sh are replaced by the corresponding ones of the system S
C
h associated
with its influence graph in each one of the given conditions.
Sketch of proof: [(i)–(iv)] Excitability/external excitability might be achievable at some time in-between the
ﬁrst or second delay interval or for time intervals afterwards. The suﬃciency-type condition at time instants
within the ﬁrst interval are those of Theorem 3. The suﬃciency-type conditions for excitability/external excit-
ability the second delay interval are obtained in the same way with the replacements xIi(0)! xIi(h),
gið0Þ ! giðhÞði 2 n [ f0gÞ for the functions used in the proof of Theorem 3 and the replacements
W(i)(0)! W(i)(h); ði 2 n [ f0gÞ with the expressions Eqs. (5)–(7) which lead in particular to:WðiÞh ð0Þ ¼ Ai; WðiÞh ðhþÞ ¼ Ai eAh þ
Xi1
j¼0
AjAi1j0 ð28Þ
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Xi1
j¼0
AjAi1j0 e
Ah
¼
Xn1
i¼0
Ai e2Ah In þ
Z 2h
h
eAsA0 eAðshÞ ds
 
þ
Xi1
j¼0
AijAi1j0 e
Ah
 !
ð29Þfor i 2 n [ f0g after evaluating for t = {0,h, 2h} 2 [0, 2h] the subsequent formulas:WhðtÞ ¼ Wð0Þh ðtÞ ¼ eAt In þ
Z t
h
eAsA0 eAðshÞUðs hÞds
 
_WhðtÞ ¼ Wð1Þh ðtÞ ¼ AWhðtÞ þ A0Whðt  hÞ ¼ AeAt In þ
Z t
h
eAsA0 eAðshÞUðs hÞds
 
þ A0 eAðthÞUðt  hÞ
€WhðtÞ ¼ Wð2Þh ðtÞ ¼ AWð1Þh ðtÞ þ A0Wð1Þh ðt  hÞ ¼ AðAWð0Þh ðtÞ þ A0Wð0Þh ðt  hÞÞ þ A0 eAðthÞUðt  hÞ
¼ A2 eAt In þ
Z t
h
eAsA0 eAðshÞUðs hÞds
 
þ ðAeAðthÞ þ A0 eAðthÞÞUðt  hÞand so recursively from i = 0 to i = n. For excitability/external excitability beyond the second delay interval,
the proofs follow with the replacements xIi(0)! xIi(2h), gi(0)! gi(2h) and WðiÞð0Þ ! WðiÞð2hÞði 2 n [ f0gÞ.
The conditions for excitability/external excitability at times in [2h,1) are also suﬃcient since the strong evo-
lution operator/impulse response (for external excitability) is positive. This follows directly by contradiction
since, if the corresponding condition fails, there are state/output components never excited for any given po-
sitive input. Property (v) follows in the same way by using the fact that the dynamic system SCh associated with
the inﬂuence graph of Sh is positive if and only if Sh is positive with A
C 2 Rnnþ \MnE. The detailed proof is
omitted since it is almost identical to that of Theorems 3 and 4. h
The conditions for excitability results might also be formulated in integral form by using the positivity
property of the strong evolution operator. Apart from suﬃciency-type conditions for excitability in integral
form, necessary and suﬃcient conditions are derived independent on the time interval required for the state
trajectory initially at rest to reach the ﬁrst orthant. These features are addressed in the subsequent result.
Theorem 6. Assume that Sh is positive. Then, the following properties hold:
(i) Sh is strongly excitable from any input component, and then excitable, if ð
R t
0
WhðsÞdsÞB 0 [and also if
ðR t
0
WCh ðsÞdsÞBC  0] for some t > 0. Sh is strongly excitable from the input component ujðj 2 mÞ if and
only if ðR t
0
WhðsÞdsÞBj  0 [and also if and only if ð
R t
0
WCh ðsÞdsÞBCj  0] for some t > 0.
(ii) Sh is externally strongly excitable, and then externally excitable, from any input component if
CðR t
0
WhðsÞdsÞB 0 [and also if CCð
R t
0
WCh ðsÞdsÞBC þ DC  0] for some t > 0. Sh is externally strongly
excitable from the input component ujðj 2 mÞ if and only if Cð
R t
0
WhðsÞdsÞBj þ Dj  0 [and also if and only
if CCðR t0 WCh ðsÞdsÞBC þ DC  0] for some t > 0.
(iii) Sh is excitable if and only if
P
k2Jkjð
R t
0 WhðsÞdsÞBk  0 [and also if and only if
P
k2JCkj
R t
0 W
C
h ðsÞds
 
BCk  0]
for some t > 0, some j 2 ak, and at least one k 2 m.
(iv) Sh is externally excitable if and only if
P
k2JkjðCð
R t
0
WhðsÞdsÞBk þ DkÞ  0 [and also if and only ifP
k2JCkjC
CðR t
0
WCh ðsÞdsÞBCk þ DCk  0] for some t > 0, some j 2 ak, and at least one k 2 m.
Sketch of proof: The ‘‘suﬃciency part’’ of excitability proofs are similar to those appearing in Theorems 3
and 4 since the strong evolution operators Wh andW
C
h are positive for all time since Sh, and then S
C
h , is positive.
The ‘‘suﬃciency-type parts’’ of external excitability under a similar reasoning. The ‘‘necessity parts’’ may be
proved by contradiction arguments. For instance for the necessity condition in (i) Sh is strongly excitable from
the input component ujðj 2 mÞ only if ð
R t
0
WhðsÞdsÞBj  0. Proceed by contradiction by assuming that there is
some i 2 n such that eTi ð
R t
0
WhðsÞdsÞBj ¼ 0) xiðtÞ ¼ eTi ð
R t
0
WhðsÞBjujðsÞdsÞ ¼ 0; "t 2 R+ for any uðtÞ 2 Rmþ
and any state-trajectory initially at rest so that the system is not excitable. Excitability only if
ðR t
0
WCh ðsÞdsÞBCj  0 for some t > 0 is obtained under a similar contradiction for the associated SCh being
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by taking some output component which should be identically zero in case of failure establishing the contra-
diction. The ‘‘only if part’’ of (iii) follows also by contradiction. Assume that for all non-empty proper or
improper subset Jkj of m, there is at least one i 2 n such that the ith component ofP
k2Jkj C
R t
0
WhðsÞds
 
Bk þ Dk
 
; i.e.
P
k2Jkj e
T
i C
R t
0
WhðsÞds
 
Bk þ Dk
  ¼ 0; "t 2 R+. This implies that
xi(t) = 0; "t 2 R+ for any uðtÞ 2 Rmþ and any state-trajectory initially at rest so that the system is not excitable.
The parallel condition based on the associate system SCh is similar. The necessity condition in (iv) for external
excitability is proved in a similar way by taking some output component which has to be identically zero in
case of failure establishing the contradiction. h
Remark 1. Note that for t 2 [0,h], the following identities apply to some of the expressions in Theorem 6:Z t
0
WhðsÞds
 
B ¼
Xn1
i¼0
biðtÞWðiÞh ð0ÞB ¼
Xn1
i¼0
biðtÞAiB;Z t
0
WhðsÞds
 
Bj ¼
Xn1
i¼0
biðtÞWðiÞh ð0ÞBj ¼
Xn1
i¼0
biðtÞAiBj
X
k2Jkj
Z t
0
WhðsÞds
 
Bk ¼
Xn1
i¼0
X
k2Jkj
biðtÞWðiÞh ð0ÞBk ¼
Xn1
i¼0
X
k2Jkj
biðtÞAiBkwhere biðtÞ ¼
R t
0
aiðsÞds are real functions and ai(t) (i = 0,1, . . . ,n  1) are linearly independent real functions
on R+ which are uniquely obtained on [0,h] from the linear system of n equations:ek1t; t ek1t; . . . ;
tðm11Þ ek1t
ðm1  1Þ! ; . . . ; e
krt; . . . :;
tðmr1Þ ekrt
ðmr  1Þ!
 T
¼ d
i
dki
½1; k; . . . :; kn1
 
½a0ðtÞ; a1ðtÞ; . . . ; an1ðtÞTwith kiði 2 rÞ being the distinct eigenvalues of A of respective multiplicities miði 2 rÞ in its minimal polynomial
since the C0-semigroup Wh(t) = e
AT is a matrix function of its inﬁnitesimal generator A. Also,C
Z t
0
WhðsÞds
 
Bþ D ¼
Xn1
i¼0
biðtÞCWðiÞh ð0ÞBþ D ¼
Xn1
i¼0
biðtÞCAiBþ D ¼ bGð0Þ þXn
i¼1
bi1ðtÞbGðiÞ;
C
Z t
0
WhðsÞds
 
Bj þ Dj ¼
Xn1
i¼0
biðtÞCWðiÞh ð0ÞBj þ Dj ¼
Xn1
i¼0
biðtÞCAiBj þ Dj ¼ bGjð0Þ þXn
i¼1
bi1ðtÞbGjðiÞ
C
X
k2Jkj
C
Z t
0
WhðsÞds
 
Bk
 
¼
X
k2Jkj
C
Xn1
i¼0
biðtÞWðiÞh ð0ÞBk þ Dk
 !
¼
X
k2Jkj
Xn1
i¼0
biðtÞAiBk þ Dk
 !
¼
X
k2Jkj
bGkð0Þ þXn
i¼1
bi1ðtÞbGkðiÞ
 !where bGðiÞ; i = 0,1, . . . ,n  1 are the ﬁrst n Markov parameters of the delay-free transfer functionbG0ðsÞ ¼P1i¼0 bGðiÞsi leading to bGð0Þ ¼ D, bGðiÞ ¼ CAi1B; i 2 n; and bGkðiÞ; i = 0,1, . . . ,n  1 are the ﬁrst n
Markov parameters of the kth column of bG0ðsÞ. Those parameters may be calculated by continued fraction
expansion of the transfer function bG0ðsÞ.
Note that the various properties of Theorems 5 and 6 are formulated with the strong evolution operator for
any time. Then, such properties do not imply that instantaneous excitability/external excitability of all the
state/output components follows under some positive input except in the delay-free case. Therefore, instanta-
neous excitability of all components only a suﬃcient (but not necessary) condition for excitability as addressed
in Theorems 3 and 4. In particular, excitability of some of the state/output components might be achieved
after a time interval exceeding the delay h through couplings with the delayed dynamics of previously excited
components. The minimum time interval after which excitability of all the state/output components is
achieved might be delay-dependent even if excitability is independent of delay. This is the case of the subse-
quent simple example.
54 M. de la Sen / Applied Mathematical Modelling 32 (2008) 40–60Example 1. Consider the positive second-order system:_x1ðtÞ ¼ x1ðtÞ þ uðtÞ;
_x2ðtÞ ¼ dx1ðt  hÞ þ x2ðt  hÞinitially at rest on [h, 0] with u(t) = c > 0 for all t 2 R+ and dP 0. The state trajectory isx1ðtÞ ¼
Z t
0
eðtsÞ ds
 
c ¼ cðet  1Þ > 0 for t > 0; and
x2ðtÞ ¼
Z th
h
ðdx1ðsÞ þ x2ðsÞÞds ¼ cdðeth  1þ h tÞUðt  hÞ > 0 for t > h if d 6¼ 0and identically zero for "t 2 R+ if d = 0. As a result, excitability is achieved after the ﬁrst delay interval. If
h = 0 then x1(0
+) > 0; x2(0
+) > 0. Now, consider the system:_x1ðtÞ ¼ x1ðtÞ þ uðtÞ; _x2ðtÞ ¼ x2ðtÞ þ d1x1ðtÞ þ d2x1ðt  hÞ
initially at rest with d1,2P 0. The ﬁrst state variable is immediately excited (i.e. at t = 0
+) by any constant po-
sitive control while the second one is excited immediately if d1 > 0, it is excited at t = h
+ if d1 = 0 and d2 > 0
and it is never excited if d1,2 = 0. In that case, the system is not excitable.
The transparency is the property which guarantees that for any positive state, all the output components
are positive. For the system Sh, it is deﬁned precisely as follows:
Deﬁnition 6. A positive system Sh is said to be weakly transparent if and only if each free output response can
be made positive in some ﬁnite time for any given x0 2 Rnþ, "t 2 R+ non-negative input to the system initially
at rest; i.e. u(t) = 0, "t 2 [h, 0]. Sh is excitable at time T(>0) 2 R+ if and only if x(t) 0 under the above
conditions.
Deﬁnition 7. A positive system Sh is said to be strongly transparent (or simply transparent) if and only if it is
weakly transparent and, furthermore, each free output response can be made positive in some ﬁnite time for
initial conditions x0 = u (0) = 0, 0 < uðtÞ 2 Rnþ, for all t on some subinterval of ﬁnite measure of [h, 0).Note that weak transparency only depend on point initial conditions while strong transparency applies to
arbitrary initial conditions. The following result related to transparency of Sh is given:
Theorem 7. Assume that Sh is positive with A 2 Rnnþ . Then, the following items hold:
(i) Sh is weakly transparent if
Pn1
k¼0C
T
j W
ðkÞ
h ð0Þei ¼
Pn1
k¼0C
T
j A
kei 6¼ 0, 8i 2 n; 8j 2 p where CTj is the jth row of
C, 8j 2 p. If, furthermore, CTj
R h
0
WhðsÞds

A0ei 6¼ 0 [what holds if
Pn1
k¼0C
T
j A
kA0ei 6¼ 0] 8i 2 n; 8j 2 p then
Sh is transparent.
(ii) Sh is weakly transparent ifXn1
k¼0
CTj W
ðkÞ
h ðhþÞei ¼
Xn1
k¼0
CTj A
keAh þ
Xk1
‘¼0
A‘A0A
k1‘
 !
ei 6¼ 0; 8i 2 n; 8j 2 p:
If, furthermore, CTj ð
R 2h
h WhðsÞdsÞA0ei 6¼ 0 [what holds if
Pn1
k¼0C
T
j ðAi eAh þ
Pi1
j¼0A
jAij0 ÞA0ei 6¼ 0] 8i 2 n,
8j 2 p then Sh is transparent.(iii) Sh is weakly transparent if and only ifXn1
k¼0
CTj W
ðkÞ
h ð2hþÞei ¼
Xn1
k¼0
CTj A
k e2Ah In þ
Z 2h
h
eAsA0 eAðshÞ ds
 
þ
Xk1
‘¼0
AjA0A
k1‘ eAh
 !
Bþ D
" #
ei 6¼ 0;
8i 2 n; 8j 2 p. Sh is transparent if and only if, furthermore, CTj ð
R 3h
2h WhðsÞdsÞA0ei 6¼ 0; what holds if for all
i 2 n and j 2 p:
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k¼0
CTj
Xn1
i¼0
Ai e2Ah In þ
Z 2h
h
eAsA0 eAðshÞ ds
 
þ
Xi1
j¼0
AijAi1j0 e
Ah
 ! !
ei 6¼ 0(iv) Assume that Sh is positive (without requiring A 2 Rnnþ but only A 2 MnEÞ. Thus, Properties (i)–(iii) hold if all
the matrices of the parameterization of Sh are replaced by the corresponding ones of the system S
C
h associ-
ated with its influence graph in each one of the given conditions.Proof. (i) Since Sh is positive
Pn1
k¼0C
T
j A
kei 6¼ 0)
Pn1
k¼0C
T
j A
kei > 0) yjð0þÞ > 0 for any x0 > 0 and any
uðtÞ 2 Rnþ for t 2 [h,0) [even if u(t) = 0 for t 2 [h,0)] for any j 2 p and then Sh is weakly transparent. If,
furthermore, CTj
R h
0
WhðsÞds
	 

A0ei 6¼ 0 8i 2 n; 8j 2 p then yj(t) > 0 for some t 2 [0,h) any Rþn 3 uðtÞ ¼ cu 6¼ 0
(and constant with no loss in generality) even if x0 = 0. Such a condition is guaranteed from Eqs. (3)–(5) ifPn1
k¼0C
T
j W
ðkÞ
h ð0ÞA0ei ¼
Pn1
k¼0C
T
j A
kA0ei 6¼ 0; 8j 2 p. The weak transparency of Property (ii) follows in the same
way by noting that
Pn1
k¼0C
T
j W
ðkÞ
h ðhþÞei ¼
Pn1
k¼0C
T
j ðAk eAh þ
Pk1
‘¼0A
‘A0A
k1‘Þei 6¼ 0; 8i 2 n; 8j 2 p implies that
y(h+) 0 for any x0 > 0 and any uðtÞ 2 Rnþ for t 2 [h,0). If, furthermore, CTj ð
R 2h
h WhðsÞdsÞA0ei 6¼ 0; guaran-
teed if
Pn1
k¼0C
T
j W
ðkÞ
h ðhþÞA0 ¼ ei
Pn1
k¼0C
T
j ðAi eAhA0 þ
Pi1
j¼0A
jAij0 Þei 6¼ 0; 8i 2 n,8j 2 p via (28). Finally, the ‘‘sufﬁ-
ciency part’’ of weak transparency of Property (iii) holds since
Pn1
k¼0C
T
j W
ðkÞ
h ð2hþÞei  0) yð2hþÞ  0 for any
x0 > 0 and any uðtÞ 2 Rnþ for t 2 [h,0). The additional sufﬁcient condition for transparency isPn1
k¼0C
T
j W
ðkÞ
h ð2hþÞA0ei  0 which holds ifXn1
k¼0
CTj
Xn1
i¼0
Aie2Ah In þ
Z 2h
h
eAsA0 eAðshÞ ds
 
þ
Xi1
j¼0
AijAi1j0 e
Ah
 ! !
A0ei  0; 8i 2 n;8j 2 p; from (29), what implies that y(2h+) 0 for any x0 > 0 and any function uðtÞ 2 Rnþ for t 2 [h,0). The
‘‘necessity parts’’ of (iii) for weak transparency and transparency follow directly by contradiction. IfPn1
k¼0C
T
j W
ðkÞ
h ð2hþÞei ¼ 0 (respectively,
Pn1
k¼0C
T
j W
ðkÞ
h ð2hþÞA0ei ¼ 0Þ for some i 2 n; j 2 p then any yj(t) = 0 for
all tP 2h if xið0Þ ¼ cui > 0 is the only non-zero component of x(0) = x0 and u(t) = 0; "t 2 [h,0) (respec-
tively, if x(0) = x0 = 0 and uiðtÞ ¼ cui > 0 8t 2 ½h; 0Þ is the only non-zero component of the function of ini-
tial conditions) then Sh is not weakly transparent (respectively transparent). Property (iv) is a direct
consequence of Properties (i)–(iii) since AC 2 Rnnþ \MnE and SCh is positive if and only if Sh is positive. h5. Tested example
Example 2. The following example the fact that the discrete system Edxk+1 = Adxk + Bduk is positive if and
only if AdP 0 (what replaces the continuous-time counterpart of A being a Metzler matrix) and BdP 0. The
so-called Leontieff input–output models (following Wassily Leontieff–Nobel prize in 1973) are useful in
Economy (see, for instance, [31–33]). Leontieff models in Economics are usually positive [25]. A typical time-
invariant delay-free (except for the one-step discrete delay inherent to discretization) discrete Leontieff model
is:Edxkþ1 ¼ ðIn  Ad þ EdÞxk  Bdukwhere fk denotes f(kT) for the kth sample at time t = kT with sampling period T, and:
• Ad 2 Rn·n is the material input–output matrix (inclusive of wear and tear of ﬁxed capital goods or rather
deprecation).
• Cd = (Ad  Ed) 2 Rn·n is the consumption matrix, which coincides with Ad if Ed = 0, i.e. the system is either
in the standard or in the generalized standard cases, [1]. If Ed is singular, the problem is singular and has to
be investigated through descriptor models. A consumption matrix Cd is called productive if
$(In  Cd)1 > 0.
56 M. de la Sen / Applied Mathematical Modelling 32 (2008) 40–60• Ddk = Bduk is the mth demand matrix (or matrix of ﬁnal deliveries) excluding ﬁxed capital investment at
sampled time t = kT. Bd is a real matrix of appropriate order which links the primary control input uk with
the demand matrix.
• xk is the nth production vector at time t = kT which is the state of the dynamic system.
The above model is endogenous if the control matrix Bd is zero and exogenous, otherwise. The discrete
Leontieﬀ model has a continuous-time counterpart as discussed in [31–33] and many other papers. In the fol-
lowing, a continuous-time Leontieﬀ model in standard form subject to a point delay is discussed in the context
of the formalism presented in this paper. The meaning of considering internal delays is to take account of real
delays in the production vector then causing associate delays in the deliveries in the production process.
Delays usually cause inﬁnity spectra in the dynamic models which can be made ﬁnite under certain conditions
by the synthesis of appropriate controllers (see, for instance, [34,35]). Consider the continuous-time Leontieﬀ
model in standard form:_xðtÞ ¼ AxðtÞ þ A0xðt  hÞ þ BuðtÞ; yðtÞ ¼ CxðtÞ
whereA ¼
10a11 5a12 2:5a13
7:5a21 20a22 10a23
5a31 10a32 17:5a33
2664
3775; A0 ¼
0:1b11 0:05b12 0:025b13
0:075b21 0:2b22 0:1b23
0:05b31 0:1b32 0:175b33
2664
3775
B ¼ ½b1; b2 ¼
b11 b12
b21 b31
b22 b32
2664
3775; C ¼ I3(i.e. all the state variables are available for measurement) and D = 0 with the A-matrix being the material in-
put–output matrix inclusive of wear and tear of ﬁxed capital goods or depretiation. If a sampling period T
being 0.04 time unities is taken, which corresponds to a normalized delay of 14 days (2 weeks) per year, then
this continuous-time model corresponds to a discrete-time one given by provided that the normalizing coef-
ﬁcients aij = 1:Ad ¼
0:6 0:2 0:1
0:3 0:2 0:4
0:2 0:4 0:3
2664
3775which is productive in the absence of demand since each of its row adds less than unity so that
(I3  Ad)1 0. Such a discrete model is easily seen to be positive. A delay h 2 (0,T) is admitted in the con-
tinuous-time model to incorporate possible real delays in the supplies. The coeﬃcients aij,bij are incorporated
in the matrices A and A0 for generality purposes. For instance, if bij = 1  aij then there is no delay in the gain
coupling the dynamics of xj to that of xi if aij is unity. If all aij = 1 then all bij = 0 so that the continuous model
is delay-free. If all aij = 0 then all bij = 1 and there is always a delay h in the model. Note also that if aijP 0,
bijP 0 and BijP 0 then the continuous-time model is positive independent of the delay (i.e. for any delay
h 2 [0,1) from Theorem 1 since A is a Metzler matrix, C > 0, D = 0, A0P 0 and BP 0. The continuous-time
system is both positive and stable independent of the delay size if:
(a) aii > 0, aijP 0; i; jð6¼ iÞ 2 3 and bP bijP 0; i; j 2 3 with suﬃciently small b
(b) 10 > 5a12þ2:5a13a11 ; 20 >
7:5a21þ10a23
a22
; 17:5 > 5a31þ2:5a32a33
(c) The absolute value of the stability abscissa of A is larger than the absolute value of the matrix measure of
A0 since A is a stability diagonal dominant matrix and all the eigenvalues of the unforced continuous-
time system have (strictly) negative real parts under the above conditions.
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ble, dependent on the remaining parameters, for all delays. However, it is still a positive system from Theorem 1
since A, although still is a Metzler matrix, is not already a stability matrix. The positive system is generically
excitable from Theorem 5 for almost all values of the coeﬃcients aij and bij, and entries Bij of the matrix B.
However, the property does not hold for all the parameterizations compatible with positivity. For instance, if
aij = bij = bik = 0 for some i 2 3, all jð6¼ iÞ 2 3 and k = 1, 2 then xi(t) = 0 for all tP 0 for any non-negative
input provided that u  0. However, if aij = bik = 0 for some i 2 3 and k = 1, 2 but bij5 0 for at least one
jð6¼ iÞ 2 3 then the ith state component is excitable provided that the jth one is excitable. The excitation mech-
anism is established through the delayed dynamics which couples xi (t) with xj(t  h). If all bij = 0 for
jð6¼ iÞ 2 3 but at least one Bik is non-zero for k = 1, 2 then the ith component is still excitable, the excitation
mechanism being directly through one of the input components. The system is excitable if all the three state
components reach strictly positive values in ﬁnite time when being initially at rest. One simple excitability con-
dition is that
P2
i¼1bi  0 which establishes a direct excitation mechanism of the whole state directly from the
input. General testable conditions are made explicit in Theorem 5 which made arise directly from the delay-
free dynamics, from the delayed one or directly from the input. Loss of excitability of any state component
means that the associate production remains identically zero for all time under zero initial conditions which is
unsuitable in practice in a well-posed economic model.
Strong excitability means that excitability holds separately from any input component; i.e. the system is excit-
able (m  1) input components combined arbitrarily are all zero for all time. If the input is scalar both concepts
coincide. Assume that in this example A :¼ Aþ A0 ¼ ½A1;A2 and B1 ¼
b1
b2

fulﬁll that A is a Metzler matrix and
all the entries of A2 ¼ ½a13; a23; a33T, a vector inR3, and all those of b1 are non-zero, while the 3 · 2 real matrix A1
and the scalar b2 ¼ b31 are zero. From Theorem 4, it follows that the system is not strongly excitable for zero
delay, since the third state component is not excitable from the ﬁrst input component since the associate system
satisﬁes that for h = 0,
P2
j¼0e
T
i A
Cj
bCl ¼ 0 with ei denoting the ith unity Euclidean vector so that e3 = (0,0,1)T.
However, if either a31 ¼ a31 þ a031 or a32 ¼ a32 þ a032 is not zero then the third component is excitable from
the ﬁrst input component since
P2
j¼0e
T
i A
Cj
bCl > 0. If B 0, then the system is strongly excitable independent
of the delays. Note that
P2
i¼1bi  0 is a suﬃcient condition for excitability but not for strong excitability. A suf-
ﬁcient condition for positivity with strong excitability independent of the delays is that the parameterizations of
the various matrices satisfy: A is a Metzler matrix , A0P 0 and
P2
j¼0e
T
i A
CjbCl > 0 for i 2 3; ‘ 2 2.
All the above properties still hold if the zero input–output interconnection matrix D is replaced with any
real vector DT = (d1,d2)
T = DP 0 of dimension two, that is the control input is scalar (m = 1). Furthermore,
external excitability holds if the system is externally positive and D 0. External excitability, respectively,
strong external excitability, mean that all the output components take positive values in ﬁnite time for some posi-
tive control, respectively for any isolated positive control component, under zero initial conditions. In the general
ﬁrstly described case, since all the state variables are assumed to be available for measurement; i.e. C = I3, the
third-order identity matrix, those properties coincide, respectively, with excitability, respectively, strong excit-
ability. In this last particular case of the input being scalar, excitability, which still coincides with external
excitability since the state and the output are identical, coincides, in addition, with strong excitability/external
strong excitability since the input has one component only. Now, assume for instance, that the output is rede-
ﬁned as the ﬁrst state component, i.e. yðtÞ ¼ eT1 xðtÞ þ d1uðtÞ. In this case, external positivity/excitability are not
coincident with (internal) positivity/excitability. The scalar transfer functions [23,24,26,27] of the output with
respect to the two input components are bGiðsÞ ¼ eT1 ðsI  A A0 ehsÞ1bi þ d1idi; i ¼ 1; 2 (d1i being the Kro-
necker delta). The output under zero initial conditions is yðtÞ ¼P2i¼1 R t0 Giðt  sÞuiðsÞdsþ d1id1uiðtÞ  where
the impulse response Gi(t) is the Laplace anti-transform of bGiðsÞ at time t. Note that Gi: R+! R+ is every-
where continuous so that if it is positive at t0 2 R+, then it is also positive within some open interval containing
t0. Thus, we have the following properties:
(a) The system is externally positive independent of the delay if and only if d1P 0 and
GðtÞ ¼ ðG1ðtÞ;G2ðtÞÞt 2 R2þ, "t 2 R+.
(b) If the system is externally positive independent of the delay then it is externally excitable independent of
the delay as well if and only if at least one of the elements of the triplet (d1,G1(t),G2(t)) is strictly positive
58 M. de la Sen / Applied Mathematical Modelling 32 (2008) 40–60for some t0 2 R+, while the remaining ones are non-negative for all time (since the system is still assumed
to be externally positive) so that y(t) > 0 at some neighbor time of t0 for some positive control u(t). A
suﬃcient simple testable condition from the associate system, related to the inﬂuence graph, is that
the real scalar
P2
i¼1
P2
j¼0ðAC
j
bCi ÞeT1 þ dC1 > 0.
Now, assume p = 1, m = 2 (i.e. there is one scalar output and two inputs), CT = C = (1,1,0) and
dT = D = (d1,d2,0). Thus, under zero initial conditions:yðtÞ ¼
X2
i¼1
xiðtÞ þ diuiðtÞð Þ ¼
X2
i¼1
X2
j¼1
Z t
0
Gijðt  sÞujðsÞdsþ diuiðtÞ
 !
where bGijðsÞ ¼ eTi ðsI3  A A0 ehsÞ1bj þ dij; i; j 2 2. Then, note that:
(a) The system is externally positive independent of the delay size if and only if diP 0 and Gij(t) 2 R+,
"t 2 R+ for i; j 2 2.
(b) The system, assumed to be externally positive independent of the delay size, is furthermore exter-
nally excitable independent of the delay size if and only if at least one element of the quadruple
(di,Gij(t0ij)) is strictly positive for some t0ij 2 R+. A suﬃcient simple testable condition, obtained
from the associate system of the inﬂuence graph, is that the real scalarP2
i¼1
P2
j¼0ðeT1AC
j
bCi þ dCi Þ > 0()
R t0þe
t0
ct eAðtsÞbdsþ d1 þ d2 > 0 for some t0 2 R+ and some real
constant e > 0 (this condition is explicit for external excitability for inﬁnity delay which guarantees
external excitability independent of the delay)) R t0ðhÞþet0ðhÞ ctWhðt  sÞbdsþ d1 þ d2 > 0 (i.e. external
excitability for any delay h with t0 being, in general, dependent on h). The system being externally
positive independent of the delay is externally strongly excitable if and only ifP2
j¼0ðeT1AC
j
bCi þ dCi Þ > 0 for some i = 1, 2. An alternative equivalent condition isR t0iþe
t0i
eTi e
AðtsÞbi dsþ di > 0 for some t0i 2 R+ and some real constant e > 0 for i = 1, 2. Both equiv-
alent conditions imply that ) R t0iðhÞt0iðhÞ eTi Whðt  sÞbi dsþ di > 0 (i = 1,2) for any delay h 2 [0,1) for
some t0i(h), dependent in general on the delay and the input component. Finally, note that
the properties of excitability/strong excitability (respectively, external excitability/external
strong excitability) independent of the delay guarantee(s) that a positive system keeps the related
property of making positive all the state (respectively, output components) for any arbitrary
non-negative admissible function of initial conditions for some positive admissible input. Note
that the above results are directly extendable for any state, input and output dimensions n, m
and p.The properties of transparency might be tested in a similar way by using the corresponding results of the
theoretical formalism which have duality issues with excitability in a similar way as duality between spectral
controllability and spectral observability in linear dynamic systems.6. Conclusions
This paper has been devoted to the theoretical study of the fundamental properties of positivity (i.e. all the
component of the state are non-negative for all time for non-negative controls and initial conditions), excit-
ability (i.e. all the components of the state of a positive system are strictly positive for some ﬁnite times for
some admissible input under identically zero initial conditions) and transparency (i.e. all the output compo-
nents are positive at some ﬁnite times for any non-zero admissible initial conditions and zero controls) of lin-
ear time-invariant systems under constant point lags. Strong excitability/external excitability have also been
discussed as related properties obtained separately from each input component. Some extensions have been
also formulated for their external positivity/excitability referred in a similar context to the output. Although
only one single delay has been considered, the formalism extension for any set of point commensurate or
incommensurate delays is direct by the only application of superposition related techniques. A case study
has been also presented for a Leontieﬀ-type economic model often used in the mathematical description of
some industrial production systems.
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