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Abstract
We show that, for two non-trivial random variables X and Y under a
sublinear expectation space, if X is independent from Y and Y is inde-
pendent from X, then X and Y must be maximally distributed.
1 Introduction
Peng [7, 8, 9, 10] introduced the important notions of distributions and in-
dependence under the sublinear expectation framework. Like classical linear
expectations, the independence play a key role in the sublinear analysis.
Unfortunately, Y is independent from X does not imply that X is indepen-
dent from Y . But if X and Y are maximally distributed, this holds true. A
natural problem is whether the maximal distribution is the only distribution?
In this paper, we give an affirmative answer to this problem.
This paper is organized as follows: in Section 2, we recall some basic results
of sublinear expectations. The main result is given and proved in Section 3.
2 Basic settings
We present some preliminaries in the theory of sublinear expectations. More
details of this section can be found in [7-14].
Let Ω be a given set and letH be a linear space of real functions defined on Ω
such that c ∈ H for all constants c and |X | ∈ H if X ∈ H. We further suppose
that if X1, . . . , Xn ∈ H, then ϕ(X1, · · · , Xn) ∈ H for each ϕ ∈ Cb.Lip(R
n),
where Cb.Lip(R
n) denotes the space of bounded and Lipschitz functions. H is
considered as the space of random variables.
Definition 1 A sublinear expectation Eˆ on H is a functional Eˆ : H → R satis-
fying the following properties: for all X, Y ∈ H, we have
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(a) Monotonicity: Eˆ[X ] ≥ Eˆ[Y ] if X ≥ Y .
(b) Constant preserving: Eˆ[c] = c for c ∈ R.
(c) Sub-additivity: Eˆ[X + Y ] ≤ Eˆ[X ] + Eˆ[Y ].
(d) Positive homogeneity: Eˆ[λX ] = λEˆ[X ] for λ ≥ 0.
The triple (Ω,H, Eˆ) is called a sublinear expectation space (compare with a
probability space (Ω,F , P )).
Remark 2 If the inequality in (c) is equality, then Eˆ is a linear expectation on
H. We recall that the notion of the above sublinear expectations was systemat-
ically introduced by Artzner, Delbaen, Eber and Heath [1, 2], in the case where
Ω is a finite set, and by Delbaen [3] for the general situation with the notation
of risk measure: ρ(X) := Eˆ[−X ]. See also Huber [5] for even earlier study of
this notion Eˆ (called the upper expectation E∗ in Ch. 10 of [5]).
Remark 3 It is easy to deduce from (d) that
Eˆ[λX ] = λ+Eˆ[X ] + λ−Eˆ[−X ] for λ ∈ R.
Remark 4 Let {Eθ : θ ∈ Θ} be a family of linear expectations defined on H.
Then
Eˆ[X ] := sup
θ∈Θ
Eθ[X ] for X ∈ H
is a sublinear expectation. In fact, every sublinear expectation has this kind of
representation (see Peng [11, 12]).
Let X = (X1, . . . , Xn), Xi ∈ H, denoted by X ∈ H
n, be a given n-
dimensional random vector on a sublinear expectation space (Ω,H, Eˆ). We
define a functional on Cb.Lip(R
n) by
FˆX [ϕ] := Eˆ[ϕ(X)] for all ϕ ∈ Cb.Lip(R
n).
The triple (Rn, Cb.Lip(R
n), FˆX [·]) forms a sublinear expectation space. FˆX is
called the distribution of X .
Definition 5 A random vector X ∈ Hn is said to have distributional uncer-
tainty if the distribution FˆX is not a linear expectation.
The following simple property is very useful in sublinear analysis.
Proposition 6 Let X, Y ∈ H be such that Eˆ[Y ] = −Eˆ[−Y ]. Then we have
Eˆ[X + Y ] = Eˆ[X ] + Eˆ[Y ].
In particular, if Eˆ[Y ] = Eˆ[−Y ] = 0, then Eˆ[X + Y ] = Eˆ[X ].
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Proof. It is simply because we have Eˆ[X + Y ] ≤ Eˆ[X ] + Eˆ[Y ] and
Eˆ[X + Y ] ≥ Eˆ[X ]− Eˆ[−Y ] = Eˆ[X ] + Eˆ[Y ].

Noting that Eˆ[c] = −Eˆ[−c] = c for all c ∈ R, we immediately have
Eˆ[X + c] = Eˆ[X ] + c.
The following notion of independence plays an important role in the sublinear
expectation theory.
Definition 7 Let (Ω,H, Eˆ) be a sublinear expectation space. A random vector
Y = (Y1, · · · , Yn) ∈ H
n is said to be independent from another random vector
X = (X1, · · · , Xm) ∈ H
m under Eˆ[·] if for each test function ϕ ∈ Cb.Lip(R
m ×
R
n) we have
Eˆ[ϕ(X,Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ].
Remark 8 Under a sublinear expectation space, Y is independent from X
means that the distributional uncertainty of Y does not change after the re-
alization of X = x. Or, in other words, the “conditional sublinear expectation”
of Y knowing X is Eˆ[ϕ(x, Y )]x=X . In the case of linear expectation, this notion
of independence is just the classical one.
It is important to note that under sublinear expectations the condition “Y
is independent from X” does not imply automatically that “X is independent
from Y ”. See the following example:
Example 9 We consider a case where Eˆ is a sublinear expectation and X,Y ∈
H are identically distributed with Eˆ[X ] = Eˆ[−X ] = 0 and σ¯2 = Eˆ[X2] > σ2 =
−Eˆ[−X2]. We also assume that Eˆ[|X |] = Eˆ[X+ + X−] > 0, thus Eˆ[X+] =
1
2 Eˆ[|X | + X ] =
1
2 Eˆ[|X |] > 0. In the case where Y is independent from X, we
have
Eˆ[XY 2] = Eˆ[X+σ¯2 −X−σ2] = (σ¯2 − σ2)Eˆ[X+] > 0.
But if X is independent from Y we have
Eˆ[XY 2] = 0.
The following is a representation theorem of the distribution of a random
vector (see [4, 6, 14]).
Theorem 10 Let X ∈ Hn be a n-dimensional random vector on a sublinear
expectation space (Ω,H, Eˆ). Then there exists a weakly compact family of prob-
ability measures P on (Rn,B(Rn)) such that
FˆX [ϕ] = Eˆ[ϕ(X)] = max
P∈P
EP [ϕ] for all ϕ ∈ Cb.Lip(R
n).
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Definition 11 A n-dimensional random vector X ∈ Hn on a sublinear expec-
tation space (Ω,H, Eˆ) is called maximally distributed if there exists a closed set
Γ ⊂ Rn such that
FˆX [ϕ] = Eˆ[ϕ(X)] = sup
x∈Γ
ϕ(x) for all ϕ ∈ Cb.Lip(R
n).
Remark 12 In Peng [11, 12], the definition of maximal distribution demands
the convexity of Γ. Here, we still call it the maximal distribution without the
convexity of Γ for convenience.
3 Main result
We now discuss some cases under which X is independent from Y and Y is
independent from X . In this section, we do not consider the following two
trivial cases:
(i) The distributions of X and Y are linear;
(ii) At least one of X and Y is constant.
The following example is a non-trivial case.
Example 13 Let Ω = R2, H = Cb.Lip(R
2) and let K1 and K2 be two closed
sets in R. We define
Eˆ[ϕ] = sup
(x,y)∈K1×K2
ϕ(x, y) for all ϕ ∈ Cb.Lip(R
2).
It is easy to check that ξ(x, y) := x is independent from η(x, y) := y and η is
independent from ξ.
We will prove that this is the only case. The following theorem is the main
theorem in this section.
Theorem 14 Suppose that X ∈ H has distributional uncertainty and Y ∈ H
is not a constant on a sublinear expectation space (Ω,H, Eˆ). If X is indepen-
dent from Y and Y is independent from X, then X and Y must be maximally
distributed.
In order to prove this theorem, we need the following lemmas.
Lemma 15 Suppose X ∈ H has distributional uncertainty on a sublinear ex-
pectation space (Ω,H, Eˆ). Then there exists a ϕ ≥ 0 such that Eˆ[ϕ(X)] = 1 and
−Eˆ[−ϕ(X)] < 1.
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Proof. We first claim that there exists a ϕ0 ≥ 0 such that −Eˆ[−ϕ0(X)] <
Eˆ[ϕ0(X)]. Otherwise, for each ϕ ≥ 0, we have Eˆ[ϕ(X)] = −Eˆ[−ϕ(X)]. For each
ϕ ∈ Cb.Lip(R), let M := inf{ϕ(x) : x ∈ R}, then M + ϕ ≥ 0 and
Eˆ[ϕ(X)] +M = Eˆ[ϕ(X) +M ] = −Eˆ[−ϕ(X)−M ] = −Eˆ[−ϕ(X)] +M,
which implies that Eˆ[ϕ(X)] = −Eˆ[−ϕ(X)] for each ϕ ∈ Cb.Lip(R). It follows
from Proposition 6 that
Eˆ[ϕ(X) + ψ(X)] = Eˆ[ϕ(X)] + Eˆ[ψ(X)] for each ϕ, ψ ∈ Cb.Lip(R),
which contradics our assumption. We then take ϕ∗ = (Eˆ[ϕ0(X)])
−1ϕ0 ≥ 0. It
is easy to verify that Eˆ[ϕ∗(X)] = 1 and −Eˆ[−ϕ∗(X)] < 1, the proof is complete.

Lemma 16 Suppose X and Y are as in Theorem 14. If X is independent from
Y and Y is independent from X, then we have
Eˆ[(ψ(Y )− Eˆ[ψ(Y )])+] = 0 for all ψ ∈ Cb.Lip(R).
Proof. It follows from Lemma 15 that there exists a ϕ∗ ≥ 0 such that
Eˆ[ϕ∗(X)] = 1 and −Eˆ[−ϕ∗(X)] < 1. We set ε = −Eˆ[−ϕ∗(X)] ∈ [0, 1) and
define
G(a) = Eˆ[aϕ∗(X)] = a+Eˆ[ϕ∗(X)] + a−Eˆ[−ϕ∗(X)] = a+ − εa− for a ∈ R.
Note that Y is independent from X , then we have
Eˆ[ϕ∗(X)ψ(Y )] = Eˆ[Eˆ[ψ(Y )]ϕ∗(X)] = G(Eˆ[ψ(Y )]) for all ψ ∈ Cb.Lip(R). (1)
On the other hand, X is independent from Y , then we get
Eˆ[ϕ∗(X)ψ(Y )] = Eˆ[Eˆ[ψ(y)ϕ∗(X)]y=Y ] = Eˆ[G(ψ(Y ))] for all ψ ∈ Cb.Lip(R).
(2)
Combining (2) with (1), we obtain
Eˆ[G(ψ(Y ))] = G(Eˆ[ψ(Y )]) for all ψ ∈ Cb.Lip(R). (3)
Noting that G ◦ ψ ∈ Cb.Lip(R) for each ψ ∈ Cb.Lip(R), applying equation (3) to
G ◦ ψ, we have
Eˆ[G ◦G(ψ(Y ))] = G ◦G(Eˆ[ψ(Y )]) for all ψ ∈ Cb.Lip(R).
Denote
G◦n = G ◦G ◦ · · · ◦G︸ ︷︷ ︸
n
,
continuing the above process, we can get
Eˆ[G◦n(ψ(Y ))] = G◦n(Eˆ[ψ(Y )]) for all ψ ∈ Cb.Lip(R). (4)
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It is easy to check that G◦n(a) = a+ − εna−. By
|Eˆ[G◦n(ψ(Y ))]− Eˆ[ψ+(Y )]| = |Eˆ[ψ+(Y )−εnψ−(Y )]− Eˆ[ψ+(Y )]| ≤ εnEˆ[ψ−(Y )]
and G◦n(Eˆ[ψ(Y )]) = (Eˆ[ψ(Y )])+ − εn(Eˆ[ψ(Y )])−, we can deduce by letting
n→∞ that
Eˆ[ψ+(Y )] = (Eˆ[ψ(Y )])+ for all ψ ∈ Cb.Lip(R). (5)
For each ψ ∈ Cb.Lip(R), applying equation (5) to ψ˜ := ψ − Eˆ[ψ(Y )], we obtain
the result. The proof is complete. 
Proof of Theorem 14. It follows from Theorem 10 that there exists a
weakly compact family of probability measures P on (R,B(R)) such that
FˆY [ψ] = Eˆ[ψ(Y )] = max
P∈P
EP [ψ] for all ψ ∈ Cb.Lip(R). (6)
For this P , we set
c(A) := sup
P∈P
P (A) for all A ∈ B(R). (7)
By Lemma 16 and (6), we have
Eˆ[(ψ(Y )− Eˆ[ψ(Y )])+] = max
P∈P
EP [(ψ − Eˆ[ψ(Y )])
+] = 0 for all ψ ∈ Cb.Lip(R).
(8)
From this, it is easy to obtain that c({y : ψ(y) > Eˆ[ψ(Y )]}) = 0 for each
ψ ∈ Cb.Lip(R). For each given ψ0 ∈ Cb.Lip(R), we set
A := {y ∈ R : ψ0(y) = Eˆ[ψ0(Y )]}.
It is easy to verify that A is a closed set. We first assert that c(A) > 0.
Otherwise,
c({y : ψ0(y) ≥ Eˆ[ψ0(Y )]}) ≤ c({y : ψ0(y) > Eˆ[ψ0(Y )]}) + c(A) = 0, (9)
by (6) and (9), we get
Eˆ[ψ0(Y )] = max
P∈P
EP [ψ0] < Eˆ[ψ0(Y )],
this is a contradiction, thus c(A) > 0. We then claim that there exists a y0 ∈ A
such that
ψ(y0) ≤ Eˆ[ψ(Y )] for all ψ ∈ Cb.Lip(R).
Otherwise, for each y˜ ∈ A, there exists a ψ˜ ∈ Cb.Lip(R) such that ψ˜(y˜) >
Eˆ[ψ˜(Y )]. Note that c({y : ψ˜(y) > Eˆ[ψ˜(Y )]}) = 0, then there exists a ε˜ > 0 such
that c([y˜ − ε˜, y˜ + ε˜]) = 0. Noting that A is closed, by the Heine-Borel theorem,
there exists a sequence {(yn, εn) : n = 1, 2, · · · } such that
A ⊂ ∪n[yn − εn, yn + εn] and c([yn − εn, yn + εn]) = 0.
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Thus, c(A) ≤
∑∞
n=1 c([yn − εn, yn + εn]) = 0, which contradicts to c(A) > 0.
Take B = cl({y0 : ψ0 ∈ Cb.Lip(R)}) and P
′ = {δy : y ∈ B}, then
FˆY [ψ] = Eˆ[ψ(Y )] = max
P∈P′
EP [ψ] for all ψ ∈ Cb.Lip(R),
which implies that Y is maximally distributed. Similarly, we can prove that X
is maximally distributed. The proof is complete.
Remark 17 It is easy to check that (X,Y ) is maximally distributed. Since
Y = (Y1, . . . , Ym) ∈ H
m independent from X = (X1, . . . , Xn) ∈ H
n implies Yi
independent from Xj for i ≤ m and j ≤ n, the result of Theorem 14 still holds.
Definition 18 Let (Ω,H, Eˆ) be a sublinear expectation space. A random vector
Y ∈ Hn is said to be weakly independent from another random vector X ∈ Hm
under Eˆ[·] if
Eˆ[ϕ(X)ψ(Y )] = Eˆ[Eˆ[ϕ(x)ψ(Y )]x=X ] for each ϕ, ψ ∈ Cb.Lip(R).
Remark 19 It is easy to see from the proof that the result of Theorem 14 still
holds under weak independence.
Problem 20 Whether weak independence is independence? Moreover, what
kind of sets can determine sublinear expectations? Whether H0 := {ϕ(x)ψ(y) :
ϕ, ψ ∈ Cb.Lip(R)} is enough to determine sublinear expectations?
References
[1] Artzner,P., Delbaen,F., Eber,J.-M., Heath,D., Thinking Coherently, RISK
10, pp. 68-71, 1997.
[2] Artzner,P., Delbaen,F., Eber,J.-M., Heath,D.,Coherent measures of risk,
Mathematical Finance 9, no. 3, pp 203-228, 1999.
[3] Delbaen,F., Coherent measures of risk on general probability space, In: Ad-
vances in Finance and Stochastics, Essays in Honor of Dieter Sondermann
(Sandmann,K., Schonbucher,P.J. eds.), Springer, Berlin, pp 1-37, 2002.
[4] Denis,L., Hu,M., Peng,S., Function spaces and capacity related to a
sublinear expectation: application to G-Brownian Motion Pathes, see
arXiv:0802.1240v1 [math.PR] 9 Feb 2008.
[5] Huber,P., Robust Statistics, Wiley, New York, 1981.
[6] Hu, M., Peng,S., On representation theorem of G-expectations and paths of
G-Brownian motion, Acta Mathematicae Applicatae Sinica, English Series,
25(3), 539-546, 2009.
7
[7] Peng,S., Filtration Consistent Nonliear Expectations and Evaluations of
Contingent Claims, Acta Mathematicae Applicatae Sinica, English Series
20(2), 1-24, 2004.
[8] Peng,S., Nonlinear expectations and nonlinear Markov chains, Chin. Ann.
Math.26B(2), 159-184, 2005.
[9] Peng,S., G-Expectation,G-Brownian Motion and Related Stochastic Calcu-
lus of Itoˆ’s type, In Stochastic Analysis and Applications, Able Symposium
2005, Abel Symposia 2, Edit Benth et al., 541-567.
[10] Peng,S., Multi-Dimensional G-Brownian Motion and Related Stochastic
Calculus under G-Expectation, Stochastic Processes and their Applications
118, 2223-2253, 2008.
[11] Peng, S., G-Brownian Motion and Dynamic Risk Measure under Volatility
Uncertainty, lecture Notes: arXiv:0711.2834v1 [math.PR] 19 Nov 2007.
[12] Peng, S., A New Central Limit Theorem under Sublinear Expectations,
Preprint: arXiv:0803.2656v1 [math.PR] 18 Mar 2008.
[13] Peng, S., Survey on normal distributions, central limit theorem, Brownian
motion and the related stochastic calculus under sublinear expectations,
Science in China Series A: Mathematics, 52(7), 1391-1411, 2009.
[14] Peng, S., Tightness, weak compactness of nonlinear expectations and ap-
plication to CLT, Preprint: arXiv:1006.2541v1 [math.PR] 13 June 2010.
8
