Abstract-We present a new method for measuring thermal conductivities of films with nanoscale thickness. The method combines a microelectrothermal test structure with a finite-elementbased data analysis procedure. The test device consists of two serpentine nickel structures, which serve as resistive heaters and resistance temperature detectors, on top of the sample. The sample is supported by a silicon nitride membrane. Analytical solution of the heat flow is infeasible, making interpretation of the data difficult. To address this, we use a finite-element model of the test structure and apply nonlinear least-squares estimation to extract the desired material parameter values. The approach permits simultaneous extraction of multiple parameters. We demonstrate our technique by simultaneously obtaining the thermal conductivity of a 280 µm× 80 µm× 140 nm thick aluminum sample and the 360 µm× 160 µm× 180 nm thick silicon nitride support membrane. The thermal conductivity measured for the silicon nitride thin film is 2.1 W/mK, which is in agreement with reported values for films of this thickness. The thermal conductivity of the Al thin film is found to be 94 W/mK, which is significantly lower than reported bulk values and consistent both with reported trends for thin metallic films and with values that were obtained using electrical resistivity measurements and the WiedemannFranz law.
optoelectronics-shrink in size and thermal management becomes a limiting factor in performance [4] [5] [6] [7] . As devices are developed at the nanoscale range, the need for a better understanding of fundamental material properties is becoming more acute. This paper presents a novel technique for the measurement of these properties-well suited to small structures-that combines microfabricated electrothermal test devices with a model-based data processing approach using finite-element analysis (FEA). This technique relaxes design constraints on the material sample geometry, facilitating fabrication.
There are many approaches to the measurement of thin-film thermal properties [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Thermoreflectance may be used for noncontact characterization of thin-film thermal conductivity [9] , [20] . In the 3ω method, an alternating current is applied to the heater/sample/sensor structure, and a lock-in amplifier is used to detect the current or voltage output signal at a particular frequency [1] , [11] , [14] . Another well-known method is based on steady-state joule heating with dc current excitation [9] . For thermometric methods, in which heat is made to flow through a sample and the resulting temperature changes detected, interpretation of the results is simplified if heat transfer is primarily through the sample and can be modeled using straightforward analytical approaches. To ensure that sufficient heat passes through the sample for an adequate study of its properties, any supporting structures should have a thermal resistance that is at least comparable to, and preferably much higher than, that of the sample. Therefore, when extending this approach to thin films, the sample may be supported on a structural membrane, or window, of submicrometer thickness. Fabrication limitations lead to test structures that are only slightly smaller than the windows themselves; hence, the potential for parasitic heat loss through the associated support, power, and sensing structures is significant.
To address these issues, some researchers adjust the sample geometry [13] , whereas others create sophisticated and delicate suspended structures [8] . Furthermore, in [8] , a series of measurements is made on partially fabricated structures to isolate the effect of each layer. Another possibility, which has not been fully explored, is to relax the need for analytical solution of the heat transfer by using FEA models. FEA has been shown to be a reliable tool for analysis of microfabricated thermal measurement systems [21] , [22] . For example, La Spina et al. use FEA to characterize the geometry of heat flow through their device [13] . However, FEA Fig. 1 . Schematic cross section of the test structure (not to scale). One layer of silicon nitride supports the sample for fabrication, and the second layer electrically insulates the sample from the heater/sensors. This schematic shows the connected sample geometry.
has not been widely exploited to actively assist in parameter extraction.
In this paper, we demonstrate the successful extraction of multiple material parameters by a data analysis method that is based on an FEA model of the test structure. By incorporating a 3-D model of the test structure, we are able to handle varying test structure geometries. Our model-based approach also detects test structure geometries that will result in an inherently large measurement uncertainty. Using a multidimensional parameter optimization scheme, we are able to simultaneously extract several parameters from the test data. These can be the thermal conductivities of several materials in a stack, or the temperature dependency of the properties of a single film, or some combination of these.
Section II describes the microelectrothermal test structure, the experimental procedure, and the experimental results, which demonstrate our approach using aluminum samples on silicon nitride membranes. Section III presents the parameter estimation. Though thermal properties of silicon nitride films have been reported in the literature [8] , here, thermal conductivity of neither the aluminum nor the silicon nitride is assumed to be known a priori. Parameters are extracted using nonlinear least squares optimization by the Nelder-Mead simplex algorithm. The resulting estimates are significantly lower than the bulk values, which is consistent with alternative measurement methods and trends observed elsewhere in the literature. In Section IV, we describe details of the errors and sensitivity of the method, and how geometries that lead to inherently inaccurate measurements may be identified prior to device fabrication. Finally, Section V summarizes our results and discusses future research directions.
II. EXPERIMENTAL PROCEDURE AND
MEASUREMENT RESULTS Fig. 1 is a schematic of the test device cross section. Fig. 2 shows plan-view optical micrographs with two different sample geometries. Silicon nitride layers, 180 nm thick, are deposited on both sides of a silicon wafer using plasma-enhanced chemical vapor deposition (PECVD) at 350
• C. All patterning is carried out using I-line contact lithography and standard commercial resists. The back side SiN x layer is patterned, and a selective KOH wet etch is used to produce the 360 × 160 µm suspended SiN x window structure. These steps are followed by depositing the 280 µm× 80 µm× 140 nm thick Al sample via electron-beam evaporation, completing the device encapsulation with a 210-nm-thick silicon nitride capping layer and depositing the 30-nm-thick 5-µm-wide Ni heater and detector. Both metallization steps are liftoff processes.
One serpentine structure was designated as a heater/sensor, the other was used purely as a sensor. For convenience, we will subsequently refer to the heater/sensor structure as the heater, with the understanding that it is also used to monitor temperature. The electrical resistance of the heater was determined while applying a known dc current. The heater and sensor resistances were measured using a calibrated ohmmeter (Keithley 2400). Heater and sensor resistances were calibrated by immersion into a water bath of a known temperature, and the resistance-temperature slope was established by a least squares linear fit to the data, i.e., ∆T = α L/S ∆R e , for the heater and sensor. The coefficient α L/S is the temperature coefficient of resistance (TCR), and it describes the sensitivity of the RTD.
The electrical resistance of both the heater and the sensor were measured at ambient temperature and atmospheric pressure, and then for ten different applied heater voltages, again, at atmospheric pressure. The temperatures of the heater and sensor were determined using Fig. 3 shows the applied voltages and the resulting T h and T s . Data for the device with the connected (disconnected) Al sample are shown in Fig. 3 (a) and (b), corresponding to the micrograph in Fig. 2 (a) and (b). The curves in Fig. 3 are from the FEA model, incorporating optimal parameter estimates, as described in Section III. A number of factors make these results difficult to interpret using a simple analytical form. For one, the temperature over both the heater and sensor varies significantly. In addition, the heat flow is through all sides of the sample and membrane to the frame. Finally, the temperature significantly varies over the supporting membrane, whose thermal properties are temperature dependent. Although a closed-form model is unavailable, we find that an FEA model is capable of extracting meaningful thermal properties of the materials in the device.
III. MODEL-BASED PARAMETER ESTIMATION
Three-dimensional conductive heat flow in the test structure stack is modeled using the ANSYS FEA package [23] . Fig. 4 (a) shows a typical element mesh. To construct an accurate but computationally efficient model, it is necessary to identify which mechanisms govern heat flow. Generally, these may include conduction, convection, and radiation. Estimates of the relative magnitudes of these components are given in Table I , which shows that conduction is dominant by two orders of magnitude. To verify that convection was in fact negligible, ANSYS simulations were done, including convective heat loss through the top and bottom of the device using a heat transfer coefficient of 10 W/m 2 · K. The change in temperature at the highest power level was less than 0.05% for both the heater and the sensor. Based on these results, we consider only conduction in our model. Treating the thick silicon frame as a heat sink, the edge of the nitride membrane is held at the ambient temperature. All other surfaces are insulated, following the assumption of negligible convection and radiation. A volume heat generation load is applied in the elements that represent the serpentine heater. The total thermal power generated in the heater is determined using
where I is the current applied to the heater, and R e,h is the electrical resistance of the serpentine heater, which is computed based on resistivity measurements using the transmission line method (TLM) to account for contact resistance [30] and verified against literature values for a 30-nm-thick nickel [25] . Both give a value of 9 × 10 −8 Ω · m. We have checked this thermal simulation against more comprehensive electrothermal simulations in which current is applied directly to the serpentine heater in the ANSYS model. The results were in good agreement, and thus, we subsequently used the purely thermal model for computational efficiency. The total input power is uniformly distributed over the heater volume elements. The two simulation outputs were the volume-averaged temperature in the heater elementsT h and the volume-averaged temperature in the sensor elementsT s . The simulation was implemented as a macro in the ANSYS parametric design language (APDL) [23] to allow material properties such as thermal conductivity to be systematically varied.
A weighted root-sum-square error criterion was adopted to quantify the accuracy of the model. A series of input power levels P hi , i = 1, . . . , N, was measured and simulated for both devices. The measured heater and sensor temperatures are denoted T hi and T si , respectively. Simulated heater and sensor temperatures are denotedT hi andT si , respectively. Then, the error associated with a particular set of simulations is given by
where N = 10 is the number of measurements. The weighting factor is given by W (T ) = 1/σ(T ), where σ(T ) = σ 2 abs + σ 2 rel (T ), σ abs is an absolute error due to uncertainty in the ambient temperature, and σ rel (T ) is a relative error term due to the accuracy of the temperature sensor measurements. Measured ambient temperature variations over the course of an experiment give σ abs = 0.5
• C. The relative term is found from σ rel (T ) = µ∆T , where µ is the relative error in the temperature measurement. It is more convenient to estimate this from the applied power by first estimating the thermal resistance R t of the test structure by fitting a straight line to the ∆T versus P plots. As seen in Fig. 5 , this relationship is well modeled by a linear fit. Note that the resistances of the heater and sensor-R t,h and R t,s , respectively-are different. Then, σ rel (T hi ) = µR t,h P i and σ rel (T si ) = µR t,s P i . The relative error µ was taken as 0.07% [26] .
Parameters were extracted from the model by minimization of the error function given by (2) . An APDL macro was written, implementing the Nelder-Mead downhill simplex method [27] . This is a robust minimization algorithm that does not require analytical expressions for the derivatives of the cost function. In bulk samples, it is known that the thermal conductivity of silicon nitride has a significant temperature dependence, whereas that of aluminum has only a small temperature dependence over the temperature range of interest [8] . Therefore, the three parameters estimated were k Al , k SiN,0 , and β SiN , where k SiN = k SiN,0 + β SiN ∆T , k SiN,0 is the value of thermal conductivity at the ambient temperature of T 0 = 27
• C, β SiN is the slope of silicon nitride thermal conductivity versus temperature, and ∆T = T − T 0 . The algorithm was considered to have converged when the relative change in the error was less than 0.01%. Typical runs required 50 function evaluations, each entailing ten separate ANSYS simulations (one for each power level).
Results for the three material properties are given in Table I for the connected and disconnected geometries. Fig. 3 compares the temperatures that were predicted from the ANSYS simulation using the optimal estimates to the measured values. Fig. 4(b) shows the simulated temperature distribution for one power level.
As can be seen in Table II , the connected sample best estimates parameters k Al and k SiN,0 . The disconnected sample should only be used to estimate k SiN,0 . The size of the relative uncertainties in the results is calculated using numerically computed sensitivities, as described in Section IV. These calculations elucidate how the FEA model can be used to match test devices and data sets with the accurate measurement of specified properties.
The value of 94 W/mK that we obtain for k Al using the connected geometry is much lower than the bulk value of ∼237 W/mK [28] . Although we are aware of no other studies on thermal conductivity of aluminum films in this thickness range, the reduction from the bulk value is consistent with previous studies in other materials. For example, studies of the thermal conductivity of copper give the bulk value of ∼402 W/mK (room temperature) for film thicknesses that are greater than 400 nm [29] . Below 400 nm, the thermal conductivity is lower than the bulk value. At a thickness of ∼140 nm, the Cu thermal conductivity decreases to ∼220 W/mK [29] or ∼55% of the bulk value. In this paper, we find that an Al film of 140 nm has a thermal conductivity that is ∼41% of the bulk value for Al. The reduced thermal conductivity with decreasing film thickness of polycrystalline materials is generally attributed to increased carrier scattering at grain boundaries [5] . Thus, for a given material, the thermal conductivity may even depend on the deposition method [29] due to variations in the formation of polycrystals and their boundaries. Although we do not expect the behaviors of two different metals to exhibit identical dependences with thickness, it is satisfying that our reduced thermal conductivity is qualitatively consistent with the trend that is established for Cu. The Wiedemann-Franz law may be used to provide a quantitative check on the value of k Al . The Wiedemann-Franz law [29] states that at absolute temperature T , the ratio of thermal conductivity k to electrical conductivity σ is given by k/σ = LT , where L is the Lorentz number, which, for aluminum, is 2.09 × 10 −8 WΩ/K 2 [29] . Applying the TLM [30] to an aluminum film of the same thickness and deposited under same conditions as the original sample we measure an electrical resistivity of 6.44 × 10 −8 Ω · m. The Wiedemann-Franz Law then predicts a thermal conductivity of 97.4 W/mK, which is within experimental uncertainty of our TABLE II  THERMAL CONDUCTIVITY PARAMETER ESTIMATION FOR CONNECTED AND DISCONNECTED GEOMETRIES value obtained solely from thermal analysis. We remark that for thin metal films the Wiedemann-Franz law may often be used obtain thermal conductivity. The direct measurement method presented here, however, is also applicable to materials such as semiconductors, for which the Wiedemann-Franz law does not hold. The primary goal of the present paper is to demonstrate the use of FEA models for parameter estimation. Aluminum is well suited to this purpose because the Wiedemann-Franz law is expected to hold, and electrical resistivity measurements may be used as a check on the thermal conductivity results.
The results for the thermal conductivity of silicon nitride are also significantly lower than reported bulk values. We obtained values of thermal conductivity for ambient temperature SiN x of 2.07 ± 0.15 and 2.02 ± 0.18 W/mK for the connected and disconnected devices, respectively. These are in good agreement with each other, and with reported values of 2.23 ± 0.12 W/mK for PECVD nitride of comparable thickness and deposition conditions [8] . The relative error associated with our estimate is under 10%. Our β SiN values from the connected and disconnected devices are also consistent and within the experimental error value of 0.002−0.003 W/mK 2 , which is estimated from the data in [8] . However, the relative measurement errors are large, a result that is attributed to the smallness of this quantity and the overall narrow temperature range produced in our experiments, with measured average heater temperatures ranging from ambient (i.e., 27
• C) to a high of 77 • C. A better estimate could be obtained through a series of measurements at different ambient temperatures, as in [8] , and this is clearly desirable for situations where the temperature dependence is critical.
IV. ERRORS AND SENSITIVITY
The errors reported in Table II were obtained by numerical sensitivity analysis. Any of the thermal conductivity parameters can be considered as a function of the measured temperatures, i.e., p = f p (T 1 , . . . , T N ) , where p is k Al , k SiN,0 , or β SiN . The uncertainty of the parameter may be written in terms of the uncertainties in the temperature measurements as
Because we do not have analytical expressions for the partial derivatives in (3), we numerically approximate them by ∂p/∂T i ≈ ∆p/∆T i . Here, one measured temperature is changed by a small T i = T i + ∆T i (typically, ∆T ∼ 0.25
• C), and a new set of parameters p is obtained by reminimizing the cost (2). Then, ∆p = p − p. This process is separately repeated for each measured temperature. The minimization quickly con- verges since the small change in measured temperature does not usually cause a large change in the optimal parameter values.
The numerical partial derivatives used in (3) may also be used to compute the sensitivity of the extracted thermal conductivity values to the measured temperatures. The sensitivity of parameter p to measurement T j is defined by
where δT j represents a small variation in the jth temperature (independent parameter), and δp is the resulting change in the dependent parameter p. As can be seen from comparing (4) with the error expression (3), the sensitivity describes the amplification of relative errors from a particular measurement to the estimated parameter value. Therefore, large sensitivities (S p,j 1) will correspond to an inherently inaccurate measurement. Table III gives the maximum sensitivities of the estimated parameters to the temperature measurements for the connected and disconnected geometries. The high sensitivities of β SiN from the connected and disconnected devices, and of k Al in the disconnected device, are evident and correspond to the large uncertainties seen in the respective values in Table II . The high sensitivity of k Al in the disconnected device may be physically understood. In steady state, the two pieces of the aluminum sample each reach a nearly uniform temperature, and heat transfer is limited by flow through the nitride membrane. Thus, the relationship between the heater and sensor temperatures is mainly governed by the properties of the nitride. In contrast, in the connected geometry, the heat transfer between the heater and the sensor is primarily through the aluminum sample, and therefore, the temperature difference is strongly influenced by the properties of the aluminum film.
The reason for the high sensitivities of β SiN may be seen in Fig. 4(b) . The temperature dependence of the nitride properties must be inferred using the distribution of temperatures in the nitride membrane. However, as seen in the figure, a relatively small portion of the membrane is actually at an elevated temperature. For the devices considered, estimation of properties at the ambient temperature is therefore more accurate than at In the analysis above, the sensitivities are computed at the final parameter values, but more generally, they can be numerically explored prior to device fabrication using reasonable values. This analysis may be used to reduce the likelihood of unproductive experiments. This is demonstrated in Table IV , which shows the sensitivities that were obtained from the ANSYS model using bulk values from the literature [28] , [29] . Although there are differences, due to the change in patterns of heat flow, the qualitative patterns that indicate inherently large uncertainties are the same. An interesting observation is that the sensitivity of the k Al measurement using bulk values, although still large, is much smaller than the corresponding values that were obtained using the thin-film conductivities. This is because the bulk thermal conductivities of both the aluminum and the nitride are larger than the thin-film values, but not by the same proportion. In fact, the nitride conductivity is ten times higher, whereas the aluminum conductivity is less than three times larger. This means that the bulk values of aluminum and nitride conductivities are closer, so the sample temperatures are less uniform, and the resulting increase in heat flow is associated with a larger influence on the sensor temperatures. As can be seen from this example, a sensitivity analysis using approximate parameter values can provide useful guidance, but this must be used with care.
V. SUMMARY
We have demonstrated a new experimental framework for an accurate measurement of the lateral thermal conductivities of thin films. A microelectrothermal test structure design is integrated with model-based data analysis. For nanoscale layer thickness, parasitic heat flow through the support structure makes simple quantitative analysis of the experiments impractical. We find that it is invaluable to carry out FEA simulations in parallel with the experiments in order to extract quantitative properties of the film. The model is also useful for predicting which material properties may be accurately extracted and for validating experiment designs prior to fabrication. This may translate into significant savings in time and resources compared with a pure trial-and-error approach. Microfabricated sensors and samples were used to qualify the approach on 140-nm-thick Al layers that are supported by a 180-nm-thick silicon nitride membrane. Agreement between the data and the FEA model is excellent (Fig. 3) . We obtain thermal conductivities of the Al and SiN x thin films that are considerably lower than those of the bulk values. The SiN x results compare well with previously published work on films that have comparable thicknesses [8] . For Al, our value is in agreement with trends described in previous reports, as well as with the result obtained by using electrical resistivity measurement and applying the Wiedemann-Franz law [8] , [13] , [19] , [21] , [22] , [29] .
