In this paper, based on a careful investigation on the calibration (downsample) technique, we improve two detectors for detecting LSB matching: Calibrated HCF COM and Calibrated Adjacency HCF COM. Instead of using the COM (center of mass) of the HCF (histogram characteristic function), we consider the ratio of the histogram's DFT coefficients of the image to the corresponding coefficients of the downsampled image. Moreover, we propose to downsample only for non-oscillating pixels. With a same level of computational complexity, the new detectors thus obtained are better than the old ones, especially for uncompressed images.
INTRODUCTION
The goal of steganography is to embed secret data into a cover in such a way that no one apart from the sender and intended recipients even realizes there is a secret data. On the contrary, steganalysis aims to detect the presence of secret data. In this paper, we dedicate the steganalytic technique for digital images.
As two widely-used steganographic schemes for digital images, least significant bit (LSB) replacement [1] and LSB matching [2, 3] have advantages of high payload, good visual imperceptibility and extreme ease of implementation. The embedding process of LSB replacement is rather simple: first, converting the secret data into a stream of bits; then, choosing cover pixels in a pseudo-random order generated by a shared secret key; and finally, replacing the LSB of each selected cover pixel by the corresponding secret data bit. For LSB matching, it is a minor modification of LSB replacement: if the secret data bit does not match the LSB of the cover image, then 1 is randomly either added to or subtracted from the cover pixel value. Some recent works [4, 5, 6] have shown that LSB replacement can be easily detected even when the embedding rate (secret data bits embedded per pixel) is very low. However, the study on steganalysis of LSB matching is just in the early stage. In fact, LSB matching is better to resist the steganalysis than LSB replacement. It is well known that, for LSB matching, when the embedding pixels are randomly chosen in the cover image, it holds that
where α ∈ ]0, 1] is the embedding rate, and h 1 c (h 1 s , resp.) is the histogram of the cover (stego, resp.) image. Therefore, for LSB matching, the stego image's histogram is a regularization of the cover image's histogram. It does not introduce the embedding asymmetry as LSB replacement does. This is essentially why LSB matching is much harder to detect than LSB replacement.
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In [7] , Harmsen et al. proposed a steganalytic method based on the so-called HCF COM for the detection of additive noise based steganography. In [3] , Ker pointed out that this method performs rather well for detecting LSB matching in RGB color images, but it is not reliable for gray-scale images. Indeed, [3] showed that, for grayscale images, although the HCF COM decreases after LSB matching embedding, its ranges for cover and stego image are heavily overlapped. Hence, the HCF COM can not distinguish well between the cover and the stego for gray-scale images. In order to overcome this shortcoming, [3] proposed an approach based on the calibration (downsample) technique, which is proved much more reliable. The main idea of [3] is that the procedure of downsample can reduce the embedding noise.
This paper aims to develop the work of [3] and to provide some more reliable detectors for detecting LSB matching steganography. In Section 2, we briefly review the works of Harmsen et al. and Ker as preliminaries. Then we present our improvements for Ker's detectors in Section 3. Extensive experimental results are shown in Section 4. Finally, we conclude our discussion in Section 5.
PRELIMINARIES
Let I be a gray-scale image, h 1 be the histogram of I and c h 1 be the discrete Fourier transform (DFT) of h 1 . In [7] , Harmsen et al. called c h 1 the histogram characteristic function (HCF) of I and defined the center of mass of the HCF (HCF COM) as:
Let Ic be a gray-scale image, Is be the stego image of Ic by LSB matching with embedding rate α, and h 1 c (h 1 s , resp.) be the histogram of Ic (Is, resp.). Then, due to Eq.(1), we have
where fα is the distribution of the additive noise caused by embedding:
By Eq.(3) and the discreteČebyšev inequality (Chap. Experimental results have shown that, for cover image I, we have C1(I) ≈ C1( e I). However, as C1(I) < C1( e I) holds for most stego images subjected to LSB matching, [3] proposed to use C1(I)/C1( e I) as a dimensionless detector and showed experimentally that this detector is much better than C1(I). Here the downsampled image serves as a calibration of full-sized image for COM. In [9] , the author explained why the downsample technique is useful for detecting LSB matching. We summarize his idea in the following theorem. 
where
Proof. Eq. (4) is obvious, we will prove the inequality:
then we can get
and this inequality is strict when k > 0. This yields that, gM (α) < α when M > 1.
Let e
Ic ( e Is, resp.) be the downsampled image of Ic (Is, resp.). Now, we assume that the sum of four cover pixels {(2i + i , 2j + j ) ∈ Ic : i , j ∈ {0, 1}} is uniformly distributed for mod 4. Then, by taking M = 4 in Thm.1, we can conclude that: e Is can consider as the stego image of e Ic by LSB matching with embedding rate g4(α) < α, the downsample procedure reduces the embedding noise. The inconsistence of the downsample procedure to cover/stego image provides a possibility for detecting LSB matching. Furthermore, let f h 1 c ( f h 1 s , resp.) be the histogram of e Ic ( e Is, resp.), then as a consequence of the above discussion, we have
where e α = g4(α). [3] called the detector C1(I)/C1( e I) as Calibrated HCF COM and proposed another one based on two-dimensional histogram described as below. Let h 2 be the two-dimensional histogram of an image I:
Here, we do not normalize h 2 as it does not affect the upcoming detector. Now, the two-dimensional COM of the HCF is defined as:
where c h 2 is the two-dimensional DFT of h 2 .
[3] called C2(I)/C2( e I) as Calibrated Adjacency HCF COM. Experimental results showed that for uncompressed images, the performances of Calibrated HCF COM and Calibrated Adjacency HCF COM are nearly the same. However, for compressed images, the later is relatively better.
THE PROPOSED IMPROVEMENTS
Our starting point is Eq.(3). Still using the notations of the previous section and for k ∈ {0, 1, ..., N }, let
where f h 1 is the histogram of the downsampled image e I. Then, by Eq. (1), (5) and (3), we can get: ) . Hence, theoretically, we can use d 1 (k, I) as a detector. Fig.1(a) presents the ROC (receiver operating characteristic) curves of three detectors: Calibrated HCF COM (solid), d
1 (60, I) (dotted) and d 1 (100, I) (dashed), which shows how false-positive and false-negative errors tradeoff as the detection threshold is varied. Here, we use 3000 uncompressed images for testing and the cover images are embedded with maximal-length random messages (it is same for other tests in Fig.1 ). We can see that, although the detection performance of d 1 (k, I) is worse than Calibrated HCF COM, it is still valuable. Moreover, we only use a single k here. If we take some linear combinations of d 1 (k, I), better performance might be expected. For this, first we replace
Here, we consider d 1 (k, I) as a detector on the hypothesis that its value is nearly 1 for cover images, i.e. the DFT coefficients of the histogram for cover images are approximately unchanged under the procedure of downsample (in [3] , the author considered the COM of the HCF). However, we observe that the value of d 1 (k, I) might be extremely large in high frequency (i.e. when k is large), which dramatically affects the detector's performance. We think that such ratio of frequency coefficient might not contribute too much for steganalysis and thus, we reset it to 1, which is its expected value for cover images. Then, we define the following detector:
where s k ≥ 0 are weighted parameters. Note that d Fig.1(b) presents the comparisons of the ROC curves for Calibrated HCF COM (solid), D1(I) with s k = 1 (dotted), D1(I) with s k = k (dashed). Clearly, D1(I) performs a little better than Calibrated HCF COM. This is our first improvement for Calibrated HCF COM. Now we propose the second improvement. Note that in [3] , the author assumed that the COM of the HCF is unchanged for cover image under the procedure of downsample. Therefore, a natural idea is: roughly speaking, the nearer the histograms of a cover image and its downsampled version, the closer their COM of HCF are, thus the better performance of detector can be obtained. Based on this consideration, we propose to use some smooth pixels for downsampling. Precisely, we choose a subset of I:
thus we have D1(Is) ≤ D1(Ic). This gives the theoretical reliability of D1(I).
where ps means pixel selection, Si,j = {(2i + i , 2j + j ) ∈ I : i , j ∈ {0, 1}}, T is a predefined threshold and
describes the oscillation for four connected pixels Si,j. Our idea is that smaller oscillation will less change the histogram (for cover image) under downsampling. Furthermore, note that Di,j is small for most image pixels when the image is not very noisy, and LSB matching embedding will not change Di,j too much, thus ps(Ic) ≈ ps(Is) holds for a suitable choice of T . This implies the feasibility of the pixel selection procedure. Now, we consider ps(I) as an "image" and downsampling it to obtain its downsampled version ps(I), then the four selected pixels Si,j ⊂ ps(I) change to one pixel in ps(I). Fig.1(c) gives the comparisons of the ROC curves for Calibrated HCF COM (solid) and the detector based on pixel selection:
C1(ps(I))/C1( ps(I)) (dashed, T = 10)
. Here, the threshold T is not critical and determined experimentally to get better performance. We can see that the procedure of pixel selection can improve the performance of Calibrated HCF COM.
Moreover, better steganalytic performance could be obtained if we combine these two improvements. Precisely, we first choose ps(I) for a certain threshold T ; then we downsampling ps(I) and calculate d 1 (k, ps(I)); finally, by using Eq.(6) (I is replaced by ps(I)), we obtain a new detector which we denote by D ps 1 (I). Finally, we apply the above improvements to Calibrated Adjacency HCF COM. We will redefine the two-dimensional histogram and slightly modify the procedure of pixel selection. Firstly, we redefine the two-dimensional histogram h 2 (m, n) of I as the sum of the cardinal number of four sets
where i , j ∈ {0, 1} are fixed. Secondly, the two-dimensional histogram f h 2 (m, n) of e I is modified to be the cardinal number of set
After normalizing h 2 and f h 2 , we assume that: k2, I ), 1}, then we have:
where θ1 = k1π/N , θ2 = k2π/N and e α = g4(α). This yields that
, which guarantees the theoretical reliability of the following detector:
where s k 1 ,k 2 ≥ 0 are weighted parameters. Now we modify the procedure of pixel selection to adapt the two-dimensional histogram.
In this case, we define the selected pixel set ps(I) of I as follows:
Then replacing I by ps(I) in Eq. (7), we can obtain a new detector which we denote by D ps 2 (I). The performance of this detector will be reported in the next section. 
EXPERIMENTAL RESULTS
First, we describe the image sets used in our experiments. (1) Image Set 1: same as [3] , we downloaded 3000 images from the USDA NRCS Photo Gallery (http://photogallery.nrcs.usda.gov). For testing, we resampled each of them to the 1/3 of the original size (the size of the result images are about 700 × 500) and converted each image to gray-scale. (2) Image Set 2: this set contains 5000 images with good quality. These images were collected from several types of digital cameras and then resampled to make all the images with the size from 400 × 400 to 800 × 800 and changed to gray-scale . Here, the cover images are embedded with maximal-length random messages. From these experiments we can see that: (1) for uncompressed images, our new detector outperforms both Calibrated HCF COM and Calibrated Adjacency HCF COM; (2) for compressed images, our new detector is better than Calibrated HCF COM, but for Calibrated Adjacency HCF COM, the effect of the new one is not very clear.
CONCLUSION
In this paper, we investigated the two detectors proposed in [3] for detecting LSB matching steganography. Our improvements are in two aspects: (1) instead of using the COM of the HCF, we turned to considering the ratio of the histogram's DFT coefficients of an image to the corresponding coefficients of its downsampled image, then we used a linear combination of these ratios; (2) we proposed a procedure to choose non-oscillating pixels for downsampling. The new detectors thus obtained are of the same level of computational complexity with the ones' proposed in [3] , while their performances are improved, especially for uncompressed images. Moreover, as we only used a simple linear combination of the above mentioned ratios to construct the detectors, there might exist other ways to get more efficient detector from these quantities. For instance, these quantities might serve as image features for learning based steganalytic method, it is our work for further study. 
