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Stochastic Analysis of Electrostatic MEMS
Subjected to Parameter Variations
Nitin Agarwal and Narayana R. Aluru
Abstract—This paper presents an efficient stochastic framework
for quantifying the effect of stochastic variations in various de-
sign parameters such as material properties, geometrical features,
and/or operating conditions on the performance of electrostatic
microelectromechanical systems (MEMS) devices. The stochastic
framework treats uncertainty as a separate dimension, in addi-
tion to space and time, and seeks to approximate the stochastic
dependent variables using sparse grid interpolation in the multidi-
mensional random space. This approach can be effectively used to
compute important information, such as moments (mean and vari-
ance), failure probabilities, and sensitivities with respect to design
variables, regarding relevant quantities of interest. The approach
is straightforward to implement and, depending on the accuracy
required, can be orders of magnitude faster than the traditional
Monte Carlo method. We consider two examples—MEMS switch
and resonator—and employ the proposed approach to study the
effect of uncertain Young’s modulus and various geometrical
parameters, such as dimensions of electrodes and gap between
microstructures, on relevant quantities of interest such as actua-
tion behavior, resonant frequency, and quality factor. It is demon-
strated that, in addition to computing the required statistics and
probability density function, the proposed approach effectively
identifies critical design parameters, which can then be controlled
during fabrication, in order to improve device performance and
reliability. [2009-0065]
Index Terms—Microelectromechanical systems (MEMS) res-
onator, MEMS switch, parameter variation, reliability, Smolyak
algorithm, sparse grid interpolation, uncertainty propagation.
I. INTRODUCTION
M ICROELECTROMECHANICAL systems (MEMS)have been used in widespread sensing and actuation
applications such as microswitches, gyroscopes, accelerom-
eters, etc. While the potential of such devices is widely
recognized, rapid and reliable design of these devices is still
a challenging issue. For rapid computational prototyping of
such devices, it is required to accurately model the interaction
of various physical fields such as mechanical, electrical, and
fluidic. In recent years, advances in numerical simulation
methods and better understanding of the underlying multi-
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physics have increased the ability to accurately model these
devices [1]–[4]. These simulation methods, however, assume
that the geometrical and physical properties of the device
are known in a deterministic sense. In reality, significant
uncertainties in these properties are unavoidable due to a
variety of factors such as low-cost manufacturing processes,
residual stresses, irregular surface topography, chemical
contamination, etc. [5]. For example, there could always be
some uncertainty associated with the geometrical features such
as dimensions of the electrodes or gap between two electrodes
or the material properties such as the Young’s modulus, etc.
As a result, development of theoretical and computational
models based on pedagogical deterministic approaches can
be inaccurate. Therefore, it is imperative that the stochastic
variations in various design parameters be considered during
the development of computational models.
In the past, MEMS uncertainties have been taken into ac-
count through subjective safety factors, which may lead to
over conservative designs. Several researchers have used Monte
Carlo (MC) simulations to consider the uncertainty associated
with various input parameters during the design of electrostatic
MEMS. Reh et al. [6] studied the effect of various geometrical
features on the design of a comb drive using ANSYS proba-
bilistic design system. The variability in the performance of a
ceramic MEMS actuator resulting from variations in the shape
of the actuator and the air gap in the condenser has been studied
in [7]. Recently, several approaches have been proposed for
reliability-based design optimization of MEMS devices under
uncertainties. Allen et al. [8] employed the first-order reliability
method for optimizing the tuning accuracy of an electrostati-
cally actuated variable capacitor under reliability constraints.
Han and Kwak [9] presented the use of robust optimization
during the design of a microgyroscope using MC simulations
to compare predicted yields. Liu et al. [10] presented a ro-
bust design method to minimize the sensitivity of a laterally
vibrating resonator against width variations due to fabrication
errors. A genetic algorithm based on MC simulations has been
used in [5] for optimizing the filter performance of a MEMS
resonator in terms of the shape of the frequency-response curve.
Wittwer et al. [11] applied a robust optimization framework
based on Taylor series expansion to design a fully compliant
bistable micromechanism under various uncertainties. Most of
these optimization frameworks are based on MC simulations,
which presents a natural but expensive approach for including
uncertainties. Specially, when these uncertainties are consid-
ered using high-fidelity computational models for the complex
multiphysics MEMS problems, it often becomes impractical
due to prohibitive computational cost. In [12] and [13], we
1057-7157/$26.00 © 2009 IEEE
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Fig. 1. Illustration of coupling among various energy domains for electrostatic MEMS. (a) Applied voltage gives rise to electrostatic pressure on the beam which
is also subjected to ambient fluid (air) pressure at t = 0. (b) Deformed structure with various forces acting on it at t > 0 (note that the figure does not represent
the correct curvature of the beam upon deformation).
presented a stochastic Lagrangian framework for MEMS based
on a spectral discretization technique—generalized polyno-
mial chaos (GPC)— followed by Galerkin projections, which
provides high accuracy and fast convergence. However, the
stochastic Galerkin framework leads to a set of coupled de-
terministic equations that need to be solved, and hence, the
implementation may be nontrivial (see [13] for details).
In this paper, we develop a stochastic modeling framework
with a twofold objective. The first objective is to quantify the
effect of stochastic variations in various design parameters such
as material properties, geometrical features, and/or operating
conditions on the performance of electrostatic MEMS devices.
This involves estimating the statistics such as mean and vari-
ance, probability density function (pdf), and sensitivities of
relevant quantities of interest corresponding to a given variation
in the design variables. The second objective is to employ
uncertainty quantification data to identify critical design pa-
rameters, which can then be controlled during fabrication, in
order to achieve the desired performance.
The proposed stochastic framework treats uncertainty as a
separate dimension in addition to physical dimensions (space
and time), using which all dependent uncertain parameters
are represented as high-dimensional functions. These functions
then need to be approximated or discretized in both stochastic
and physical domains. The stochastic discretization is done
using stochastic collocation (SC) approach [14]–[16], which
seeks to approximate the stochastic dependent variables by con-
structing interpolants in the multidimensional random space.
The interpolation is constructed by sampling the dependent
variables at a predetermined set of points, chosen as the sparse
grid nodes generated using the Smolyak algorithm [17]. The
physical discretization can be performed using finite element
method (FEM) and boundary element method (BEM) with
appropriate time integration, or any other suitable method of
choice. Since this approach only involves sampling at a pre-
determined set of nodes (like the MC method), it is straight-
forward to implement and only requires repeated calls to the
already existing validated deterministic code for MEMS. Thus,
the stochastic implementation is developed as a wrapper around
the deterministic code. Moreover, for the number of uncertain
parameters, one usually needs to consider for the analysis of
MEMS devices; this approach is orders of magnitude faster than
the MC method to obtain the same level of accuracy. This al-
lows us to consider the effect of uncertainties using high-fidelity
computational models, without incurring prohibitive compu-
tational cost. We consider two examples—MEMS switch and
resonator—and employ the proposed approach to study the
effect of uncertain Young’s modulus and various geometrical
parameters, such as dimensions and gaps between microstruc-
tures, on relevant quantities of interest such as actuation behav-
ior, resonant frequency, and quality factor. It is demonstrated
that, in addition to computing the required statistics and pdf,
the proposed methodology effectively identifies critical design
parameters.
The remainder of this paper is organized as follows. In
Section II, we present the deterministic and stochastic formu-
lation for the coupled electromechanical problem, applicable
to dynamic analysis of electrostatic MEMS. In Section III, we
present the SC framework based on sparse grid interpolation for
stochastic analysis of MEMS. In Section IV, we demonstrate
the proposed methodology by considering several MEMS de-
vices subjected to variations in design parameters. Finally, we
conclude the discussion in Section V.
II. THEORY OF MEMS DYNAMICS
A. Deterministic Formulation—Physical Models
Physical-level analysis of electrostatic MEMS requires a
self-consistent solution of the coupled mechanical, electro-
static, and fluidic equations. Fig. 1 shows a typical MEMS
device—a deformable cantilever beam over a fixed ground
plane. When a potential difference is applied between the beam
and the ground plane, it induces electrostatic charge on the sur-
face of the conductors. This charge gives rise to an electrostatic
pressure acting normal to the surface of the beam, as shown
in Fig. 1(a). The surrounding fluid (air), which is at ambient
conditions, also exerts a pressure (atmospheric pressure) on
the beam. As the beam deforms due to electrostatic pressure,
the charge redistributes on the surface of the conductors, and
consequently, the electrostatic pressure field changes. At the
same time, the displacement of the surrounding fluid due to
the deformation of the beam gives rise to fluid damping. The
electrostatic and damping forces cause the beam to deform to
a state where they are balanced by the internal stiffness and
inertial forces at that time instant [see Fig. 1(b)]. This explains
the coupling between the mechanical, electrostatic, and fluidic
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Fig. 2. Computational domain for coupled electromechanical–fluidic problem. (a) Undeformed configuration (t = 0). (b) Mechanical and fluidic domains.
energy domains, and a self-consistent solution is required to
obtain the final deflection of the beam.
The mechanical deformation of the MEM structures is ob-
tained by performing a transient 2-D geometrically nonlinear
elasticity analysis [18]. Let Ω represent the undeformed config-
uration with boundary dΩ = dΩg ∪ dΩh, as shown in Fig. 2.
The governing equations for the deformation of the MEM
structures in the absence of body force are given as
ρü =∇ · (FS) in Ω (1)
u =G on dΩg (2)
P · N =H on dΩh (3)
u|t=0 =G0 in Ω (4)
u̇|t=0 =V0 in Ω (5)
where u, u̇, and ü are the displacement, velocity, and ac-
celeration vectors, respectively. ρ is the density, F is the
deformation gradient, and P and S are the first and second
Piola–Kirchoff stress tensors, respectively. Equations (2) and
(3) are the displacement and traction boundary conditions,
respectively, where G is the prescribed displacement, H is the
surface traction on the structure due to the electrostatic and
fluid pressures, and N is the unit outward normal vector in the
undeformed configuration. Equations (4) and (5) are the initial
conditions for displacement and velocity, respectively, where
G0 is the initial displacement and V0 is the initial velocity. A
Newmark scheme with implicit trapezoidal rule is used to solve
the nonlinear dynamical system posed in (1)–(5) (see [3] for
details).
Electrostatic analysis is required to compute the electrostatic
pressure acting on the surface of the microstructures. In the
absence of any free charges, the electrostatic potential can be






= 0 in ω̄ (6)
where φ is the potential field in the dielectric medium ω̄ (in
the deformed configuration), surrounding the conductors. A
Lagrangian boundary integral formulation (see [19] for details)
of (6) is used to compute the surface charge density σ(X) on
the conductors. The electrostatic pressure acting normal to the
surface of the conductors, in the deformed configuration, can





where ε is the dielectric constant of the medium.
The fluid damping between the MEM structure and the
ground plane is modeled using squeeze film damping. The





















where h is the gap between the movable structure and the
ground electrode, Pf is the fluid pressure, and η is the viscosity
of the surrounding fluid. K = λ/h is the Knudsen number,
where λ is the mean free path of the fluid. Equation (8) is ob-
tained from the Navier–Stokes equation by accounting for slip
correction and neglecting the fluid velocity and the variation of
all physical quantities in the height (Y ) direction. ωf represents
the projection of the deformed MEM structure onto the ground
plane. As described in [4], (8) can be solved in the undeformed
configuration using an appropriate Lagrangian mapping. As
a result, the fluid domain Ωf , where the Reynold’s squeeze
film equation is solved, is the projection of the undeformed
MEM structure on the X−Z plane, as shown in Fig. 2. The
fluid pressure Pf obtained from (8) is integrated along the
Z-direction to compute the effective fluid pressure Pfe, which
is applied as a boundary condition in the 2-D mechanical
analysis in the X−Y domain.
The effective fluid pressure Pfe from the fluidic analysis
and the electrostatic pressure Pe obtained from the electrostatic
analysis (7) are used to compute the surface traction H (3) using
H = J(Pe − Pfe)F−T N (9)
where J = det(F). Equation (9) represents the nonlinear cou-
pling between the mechanical, electrostatic, and fluidic energy
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domains. We can represent the coupled system [(1)–(5), (6) and
(7), and (8) and (9)] as
L(u, σ, Pf ;X, t) = 0, (X, t) ∈ Ω × T (10)
such that t ∈ [0, T ] represents the time interval of interest.
Such a system can be solved easily using FEM and BEM [21].
A deterministic framework for self-consistent solution of this
coupled nonlinear system using relaxation and Newton schemes
has been presented in [4].
B. Stochastic Formulation
State-of-the-art design methodologies for MEMS are based
on deterministic approaches (as described earlier), where the
input parameters such as geometrical and physical proper-
ties (denoted as α) are assumed to be known precisely. For
the given values of the input parameters α, one can sim-
ply solve the coupled system [given by (10)] for the field
variables—displacement, surface charge density, and fluidic
pressure—and evaluate relevant quantities of interest (denoted
as β) such as capacitance, resonant frequency, quality factor,
etc. For example, for the device shown in Fig. 1, the input
parameters and quantities of interest may be given as α =
[E, g] and β = [C], respectively, where E, g, and C denote
Young’s modulus, the gap between the electrodes, and the
capacitance in the deformed configuration, respectively. By
using the given values of input parameters α, one can easily
compute the quantities of interest β. However, in practice, such
devices may be subjected to severe stochastic variations in
these parameters, which must be considered during modeling.
To this end, we develop a stochastic modeling framework to
quantify the effect of variations in input parameters on relevant
quantities of interest. The stochastic modeling approach has
two key ingredients which are given as follows.
1) Representation of Input Uncertainty: Uncertainties can
be described using stochastic quantities—uncertain parameters
can be modeled using random variables, and uncertain spatial
or temporal functions are represented as random fields or
processes. We assume that all uncertain input parameters α
can be characterized using n independent random variables. Let
ξ = {ξi}ni=1 represent mutually independent random variables
with images Γi and pdfs ρi : Γi → R+, for i = 1, . . . , n. Then,




ρi(ξi) ∀ ξ ∈ Γ (11)
where Γ =
∏n
i=1 Γi represents the support of the set of random
variables.
For example, for the MEMS device considered earlier, the
Young’s modulus E and gap g can be assumed to vary between
[Emin, Emax] and [gmin, gmax], respectively. Given this infor-
mation, we can model these parameters as uniformly distributed
random variables over their given range of variation and can
represent them in terms of ξ = {ξ1, ξ2} as
E =Emin+(Emax−Emin)ξ1 g = gmin + (gmax − gmin)ξ2
(12)
where ξ1 and ξ2 are mutually independent uniformly distributed
random variables in Γi = [0, 1], i = 1, 2. We must remark that
the ability to correctly characterize uncertain input parameters
in terms of random variables (with appropriate distribution)
largely depends on the availability of detailed experimental data
regarding these parameters, which, unfortunately, is not the case
for most of the MEMS devices. For certain parameters, exper-
iments provide limited information about the variation, in the
form of nominal values with error bars. In such a situation, the
most straightforward way is to model the uncertain parameter
as uniformly distributed random variable over the given range.
2) Uncertainty Propagation: The stochastic formulation
treats uncertainty as a separate dimension (in addition to space
and time), using which all dependent stochastic variables are
represented as multidimensional functions. Specifically, having
characterized input uncertain parameters in terms of n inde-
pendent random variables, all unknown dependent variables
(field variables and quantities of interest) can be represented
as (d + n)-dimensional functions, where d and n refer to the
dimensions of the physical space Ω × T and stochastic space
Γ, respectively. Following this, we seek to quantify the effect
of variations in input parameters on dependent variables or, in
other words, propagate the uncertainty in the input variables to
the dependent variables.
To this end, we write the stochastic formulation for the
coupled electromechanical–fluidic problem [given by (10)] as
follows: We seek the stochastic displacement u(X, t, ξ), the
surface charge density σ(X, t, ξ), and the fluidic pressure
Pf (X, t, ξ) such that
L(u, σ, Pf ;X, t, ξ) = 0, (X, t, ξ) ∈ Ω × T × Γ. (13)
Over the years, such a formulation has been employed by
researchers in various ways, for the purpose of uncertainty
propagation, and is considered next.
III. UNCERTAINTY PROPAGATION
The computational methods available for uncertainty
propagation can be broadly classified into two major
categories—methods based on a statistical approach and meth-
ods based on a nonstatistical approach. The statistical approach
includes methods such as MC simulations and various sampling
schemes such as stratified sampling, Latin hypercube sampling
(LHS), etc. These statistical methods are straightforward to
implement, but can be computationally expensive, as their
accuracy depends on the sample size. The most popular of the
nonstatistical methods are based on techniques which seek to
directly discretize the unknown stochastic solution. One such
approach is based on a spectral discretization technique—GPC
[13], [22]—which employs orthogonal polynomials to repre-
sent the unknown stochastic solution. Although this approach
provides high accuracy and fast convergence, its implementa-
tion is nontrivial and requires substantial code modification (see
[13] for details). Another nonstatistical method in this class,
which has recently received much attention, is known as the SC
method. The stochastic modeling framework developed in this
paper is based on the SC approach. In this section, we briefly
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review the MC method and describe the SC approach in the
context of stochastic modeling of MEMS.
A. MC Method
The MC method has been used traditionally for systems
with random input parameters. It involves generating various
realizations of the input parameters according to the underlying
probability distribution and repeatedly employing the determin-
istic solver for each realization. Equation (13) can be easily
solved using the MC method as follows.
1) For the given number of realizations N , generate inde-
pendent and identically distributed (i.i.d.) random vari-
ables {ξj} = [ξj1, . . . , ξjn], for j = 1, . . . , N .
2) For each of the realizations, solve the deterministic
problem L(uj , σj , P jf ;X, t, ξj) = 0 and obtain the field
variables (uj , σj , P jf ) and quantities of interest β
j , for
j = 1, . . . , N .
3) Compute the required statistics such as mean μ and















The MC method only requires a working deterministic code
and readily generates the required statistics. The amount of
work required for an MC simulation to converge to a given
accuracy ε̄ is ε̄(N) = O(N−1/2), which is independent of the
number of random dimensions n. Although the MC method is
highly scalable (as its convergence does not depend on n) and
straightforward to implement, it offers slow convergence rate.
Thus, for complex multiphysics MEMS problems, based on
high-fidelity computational models, it often becomes imprac-
tical due to prohibitive computational cost. The convergence
of the MC method can be improved by using techniques such
as the LHS [23], the quasi-MC method [24], the Markov
chain–MC method [25], etc. As mentioned before, several re-
searchers have used MC simulations to consider the uncertainty
associated with various input parameters during the design of
electrostatic MEMS [5]–[8].
B. SC Method
In recent years, there has been a growing interest in another
class of methods known as the SC method [14]–[16]. Since
its introduction, it has been successfully applied to various
problems such as natural convection [15], fluid flow [26],
etc. The basic idea of the SC approach is to approximate
the unknown stochastic solution by a polynomial interpolation
function in the multidimensional random space. The interpo-
lation is constructed by solving (sampling) the deterministic
problem at a predetermined set of points ΘN = {ξi}Ni=1. The
set of nodes ΘN is chosen as the sparse grid points generated
using the Smolyak algorithm [17], unlike the MC approach
where the sampling points are chosen in a statistical manner.
For completeness, a brief review of the sparse grid interpolation
procedure based on the Smolyak algorithm is presented in the
Appendix.
By using the sparse grid interpolation, the approximate dis-
placement û(X, t, ξ), surface charge density σ̂(X, t, ξ), and
fluid pressure P̂f (X, t, ξ) can be written as[






u(X, t, ξi), σ(X, t, ξi), Pf (X, t, ξi)
]
Li(ξ) (15)
where {Li}Ni=1 are the interpolation basis functions such that
Li(ξj) = δij . By using this interpolation in (13), the colloca-
tion procedure gives
L(û, σ̂, P̂f ;X, t, ξ)|ξk = 0 ∀ k ∈ 1, . . . , N. (16)
By using the property of the interpolation polynomials
Li(ξj) = δij , this immediately leads to, for k = 1, . . . , N ,
L
(
u(X, t, ξk), σ(X, t, ξk), Pf (X, t, ξk);X, t, ξk
)
= 0,
(X, t) ∈ Ω × T. (17)
Thus, the SC procedure reduces to solving N deterministic
systems, at each nodal point ξk, k = 1, . . . , N , in a given set
of points ΘN . We note that, using the deterministic solution at
a few collocation points, the entire stochastic solution can be
constructed [as given by (15)]. For example, the deformation
at any point ξ ∈ Γ in the random domain is simply given as
û(X, t, ξ). In addition to the field variables, the quantities of





where βi denotes the quantities of interest for the set of input
parameters corresponding to ξi.
The statistics of the random solution, such as mean μ(·) and
















where ρ(ξ) represents the joint pdf of the random variables
ξ and {wi}Ni=1 are the weights which can be precomputed
and stored for later use. The complexity of the sparse grid







for solutions with bounded mixed derivatives up to order r.
Thus, for sufficiently smooth functions, this approach would
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Fig. 3. Illustration of node distributions used for MC simulations and sparse grid interpolation (see the Appendix for details regarding generation of sparse grids).
(a) MC grid. (b) Sparse grid obtained using piecewise linear basis functions based on equidistant nodes. (c) Sparse grid obtained using Lagrange polynomials
based on Chebyshev nodes.
be orders of magnitude faster than the MC method. In addition
to the faster convergence rate, the fact that the procedure only
requires solving the deterministic problem at a set of sample
points makes the implementation straightforward. The advan-
tages of this approach, in the context of stochastic modeling of
MEMS, can be summarized as follows.
1) This approach only requires applying the previously
validated high-fidelity computational models (such as
FEM–BEM models described in Section II) at a prede-
termined set of support nodes. Thus, unlike the intru-
sive GPC-based framework, which requires significant
code modification, the stochastic implementation for this
approach is simply developed as a wrapper around the
already existing deterministic code.
2) For the number of uncertain parameters, one usually
needs to consider for the analysis of electrostatic MEMS;
this approach is orders of magnitude faster than the MC
method to obtain the same level of accuracy.
3) Unlike the MC method, this approach constructs the
entire stochastic solution by sampling of deterministic
solution at a few nodes. This explicit representation of the
dependent variables in terms of the input parameters can
be used for a variety of useful purposes such as follows.
a) The solution can be visualized in the stochastic do-
main, revealing important information about the be-
havior of the dependent variable with respect to each
uncertain parameter.
b) In addition to moments such as mean and variance,
the entire pdf can be obtained, which can be used to
compute failure probabilities, etc.
c) The sensitivities can be effectively computed, which
can be used to identify critical design parameters, as
would be demonstrated through numerical examples.
We illustrate the grids obtained by generating independent
uniformly distributed random variables (for MC) and sparse
node distributions using piecewise linear and Lagrange poly-
nomials for a 3-D (n = 3) problem in Fig. 3. We also note
that the numerical results presented in this paper are obtained
using sparse grids based on piecewise linear basis functions
with equidistant nodes. The SC method has been detailed in
Algorithm 1.
Algorithm 1 Stochastic collocation method
1: Preprocessing Identify uncertain parameters (material
properties and geometrical parameters) and represent them in
terms of independent random variables ξ = [ξ1, ξ2, . . . , ξn]T,
such that n represents the dimension of the random domain Γ.
2: Sparse grid interpolation Construct the multidimen-
sional interpolation as follows:
a. Sparse grid: Generate the set of sparse grid nodes
ΘN = {ξj}Nj=1 using the Smolyak algorithm based on an ap-
propriate 1-D interpolation rule.
b. Sampling: For each of the nodes {ξj}, solve the
deterministic problem L(uj , σj , P jf ;X, t, ξj) = 0 and obtain
the field variables (uj , σj , P jf ) and quantities of interest β
j , for
j = 1, . . . , N .
c. Interpolation: Construct the interpolant for the de-
pendent variables using the sampled values, e.g., û(X, t, ξ) =∑N
j=1 u(X, t, ξ
j)Lj(ξ), where {Lj(ξ)}Nj=1 are the interpola-
tion basis functions.
3: Postprocessing
a. Computation of moments: Compute the required
statistics, such as mean and variance, using μ(u)(X, t) =∑N
j=1 u(X, t, ξ




μ(u))2wj , respectively, where wj =
∫
Γ Lj(ξ)ρ(ξ) dξ are the
weights, which can be precomputed.
b. Probability Density Function (pdf): For Nmc  N ,
generate i.i.d. random variables {ηj} and evaluate the inter-
polant ûj = û(X, t,ηj), j = 1, . . . , Nmc. Use the set of values
{ûj}Nmcj=1 to construct the required pdf.
IV. NUMERICAL RESULTS
In this section, we present a few numerical examples to
demonstrate the SC approach toward quantifying the effect of
stochastic variations in input parameters on device performance
and identification of critical design parameters. Specifically,
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Fig. 4. Electrostatically actuated MEMS switch [27].
TABLE I
UNCERTAIN DESIGN PARAMETERS FOR MEMS SWITCH
we consider two devices—MEMS switch and resonator—and
study the effect of variations in Young’s modulus and various
geometrical parameters on relevant quantities of interest, such
as actuation behavior, resonant frequency, and quality factor.
We also show that the SC approach can be effectively used
to identify critical design parameters, that lead to higher vari-
ability in the device performance. These parameters can then
be controlled during fabrication in order to meet the prescribed
design criterion with the desired confidence level.
A. Dynamic Analysis of a MEMS Switch
We consider the transient response of an electrostatically
actuated MEMS switch [27], which is modeled by a cantilever
beam of length L, thickness b, and width W = 30 μm, as shown
in Fig. 4. The tip height is d = 0.75 μm (above the drain), and
the beam is initially at a height g above the drive electrode
and the substrate and is fabricated from gold-plated nickel with
Young’s modulus E and density ρ = 8900 kg/m3. The drive
electrode of length 28 μm is placed such that its center is
located at a distance xg from the fixed end of the beam. A
potential difference V is applied between the beam and the
drive electrode.
Given the set of uncertain design parameters α =
[E,L, b, g, xg], we wish to quantify the effect of uncertainty
in these parameters on relevant quantities of interest. For
this example, we are interested in two output parameters
β = [Ys, Ts], where Ys represents the equilibrium vertical tip
displacement of the beam corresponding to a step voltage
V1 = 100 V and Ts denotes the time taken by the beam
to strike against the drain for a step voltage V2 = 200 V.
We assume that the uncertain parameters α are uniformly
distributed random variables with nominal values given by
α0 = [207 GPa, 70 μm, 2 μm, 1.5 μm, 35 μm] and fraction
of variation around the nominal values given by Δα =
[0.1, 0.02, 0.1, 0.1, 0.02], as tabulated in Table I. This implies,
for example, that the thickness of the beam and the gap between
Fig. 5. Vertical tip deflection as a function of beam thickness and gap
parameters.
electrodes are assumed to be uniformly distributed random
variables between [1.8 μm, 2.2 μm] and [1.35 μm, 1.65 μm], re-
spectively. The uncertain parameters α are represented in terms
of random variables ξ = {ξi}5i=1, where ξi, i = 1, . . . , 5, are
mutually independent uniformly distributed random variables
in [0, 1]. We employ the sparse grid interpolation procedure
(as described in Algorithm 1) to approximate the vertical tip
deflection and the strike time as a function of the input parame-
ters. In Fig. 5, we plot the vertical tip deflection as a function
of the beam thickness and gap parameters (varying between
[0, 1], such that values 0 and 1 correspond to minimum and
maximum gap or thickness value, respectively) while fixing the
remaining input variables at their respective nominal values. As
expected, lower values of gap and beam thickness lead to higher
tip deflection.
1) Worst Case Behavior: In order to gauge the variability in
the switch performance corresponding to the assumed variation
in the input parameters, we first consider the worst case behav-
ior of the switch. In Fig. 6(a), we plot the transient response
of the beam tip corresponding to a step voltage V = 100 V,
for mean and extreme values of the input parameters, obtained
using the deterministic solver. As can be easily seen, the param-
eters α = α1 and α2 represent the worst case scenarios and
also indicate the extent of variation in the actuation behavior
of the switch corresponding to the variation in the design
parameters. Clearly, for α = α1, the beam deflects much closer
to the substrate, resulting in higher squeeze film damping, as
opposed to the case α = α2. Similarly, we plot the transient
response of the beam for mean and extreme values of the
parameters for V = 200 V in Fig. 6(b).
The vertical tip displacement Ys and the strike time Ts vary
from −0.39 to −0.1 μm and from 0.67 to 1.21 μs, respectively.
In the absence of any other information about these quantities
of interest, one may be forced to design for the worst case
scenario, which may lead to over conservative designs. The
SC procedure can be used to estimate statistics and pdfs of
these quantities of interest, which can then be used to compute
important information such as failure probabilities, etc., leading
to more effective and reliable designs. We must note that, for
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Fig. 6. Worst case behavior: Transient response of the beam tip corresponding to a step voltage V . (a) V = 100 V. (b) V = 200 V.
Fig. 7. Comparison between pdfs of output parameters obtained using MC simulations and SC approach. (a) PDF of vertical tip deflection at V = 100 V.
(b) PDF of strike time at V = 200 V.
situations involving higher number of uncertain parameters,
it may not always be a trivial exercise to obtain information
even about the worst case device behavior. In such situations,
the interpolant constructed for the unknown solution during
the SC procedure can also be effectively used to estimate the
variability in the device performance, in addition to estimating
the statistics.
2) Verification Using MC Simulations: The results obtained
using the SC approach are verified using rigorous MC sim-
ulations. We conducted several numerical experiments and
determined that MC simulations converge for 2000 samples and
hence use those results for verification. In Fig. 7(a) and (b), we
plot the pdfs for the vertical tip displacement and the strike time
obtained using MC simulations and the SC approach. As can be
seen, the distribution obtained using the SC approach based on
only a few sampling points (61 and 241 for deflection and strike
time, respectively) agrees reasonably well with the MC results
obtained using 2000 sampling nodes. In Fig. 7(a), we also
TABLE II
MEAN AND STANDARD DEVIATION FOR VERTICAL TIP DEFLECTION
AND STRIKE TIME USING MC AND SC APPROACH
plot the pdf for vertical tip displacement obtained using MC
simulations based on merely 100 samples, which demonstrates
that MC simulations based on few realizations may lead to
inaccurate results. The mean and standard deviation values for
tip displacement and strike time are tabulated in Table II.
3) Sensitivity Analysis: In addition to quantifying the effect
of uncertain parameters on the performance of the switch, we
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Fig. 8. Sensitivity analysis: PDF of important output parameters w.r.t. each uncertain input parameter (other parameters are fixed at their respective nominal
values). (a) PDF of vertical tip deflection. (b) PDF of strike time.
also wish to identify critical design parameters, which can
be controlled during fabrication, in order to obtain desirable
performance. For example, we assume that one needs to design
a switch such that the vertical tip deflection lies between −0.25
and −0.11 μm and that the strike time is less than 1 μs. The
pdfs for tip deflection and strike time in Fig. 7(a) and (b),
respectively, indicate that, for the given variation in the param-
eters, such a design criterion is not satisfied. In the absence
of any information regarding the relative importance of each
parameter, one might be forced to prescribe tighter tolerances
for all the parameters in order to meet the design criterion.
However, since the SC approach results in explicit expressions
for the quantities of interest in terms of design variables, we
can measure the relative importance of each variable. We recall





βiLi(ξ1, . . . , ξ5) (22)
where {Li}Ni=1 are the interpolation basis function and N is the
total number of sparse grid nodes. In order to gauge the relative
importance of the kth parameter, we fix all other parameters
ξi, ∀ i = k, at their nominal values and generate the pdf of the
quantities of interest by evaluating (22) for realizations of ξk.
By using this procedure, in Fig. 8(a), we plot the pdf for
vertical tip deflection with respect to each uncertain input para-
meter, while other parameters are fixed at their nominal values.
As can be clearly seen, the uncertainty in beam thickness and
gap between the electrodes leads to more variation in the tip
deflection, as compared to the uncertainty in Young’s modulus,
beam length, and location of the drive electrode. In fact, the
variation in beam length seems to have no significant effect on
the vertical tip deflection. Fig. 8(b) shows that the variations in
beam thickness and gap are also responsible for high variability
in the strike time. It is also interesting to note that the Young’s
modulus does not have any significant effect on the strike time.
Having identified the beam thickness and gap as the two most
critical parameters, we plot the pdfs for tip deflection and strike
time in Fig. 9(a) and (b), respectively. We vary the level of
uncertainty in these two important parameters as 10%, 7.5%,
and 5% while keeping it fixed (same uncertainty as before) for
others. It must be noted that, for this purpose, we only need
to employ the already constructed interpolant for the quantities
of interest and that no additional sampling is required. From
this, we can conclude that the beam thickness and gap are
two critical parameters for given quantities of interest, and
if one could restrict the variation in these two parameters to
within 5% of their nominal values, it can be guaranteed that
the switch meets the prescribed design criterion. This example
demonstrates that the SC approach can be effectively used to
quantify the effect of uncertain parameters and also identify
critical design variables, leading to reliable and efficient MEMS
devices.
B. MEMS Resonator
MEMS resonators have been used in widespread applica-
tions such as accelerometers, inertial sensors, RF filters, and
oscillators. These devices consist of microstructures subjected
to a harmonic potential difference, which causes the structures
to vibrate at the frequency of the applied signal. In many
applications, the resonant frequency and quality factor are
the key performance parameters which need to be predicted
accurately. The uncertainty in input parameters may lead to
large variations in these key parameters which may effect the
performance of these devices. Thus, in order to design reliable
MEMS resonators, we need to quantify the effect of uncertain
input parameters on the resonant frequency and quality factor.
We consider a doubly clamped beam of length L = 80 μm,
thickness b, and width W = 10 μm, located at a distance g
from the ground plane. The beam is assumed to be made of
polysilicon with Young’s modulus E, and Poisson’s ratio is set
to be 0.3. As in the previous example, we denote the set of
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Fig. 9. Illustration of design under uncertainties: PDF and desired range of variation (shaded region) for important output parameters for various levels of input
uncertainty. (a) PDFs for vertical tip deflection. (b) PDFs for strike time.
TABLE III
UNCERTAIN DESIGN PARAMETERS FOR MEMS RESONATOR
uncertain parameters as α = [E, b, g], assumed to be uniformly
distributed random variables with nominal values given by
α0 = [169 GPa, 1 μm, 1 μm] with 10% variation around the
nominal values, as listed in Table III. We first apply a step
dc bias (Vdc = 50.0 V), and once the beam reaches steady
state, we apply an additional ac bias signal with amplitude
Vac = 5.0 V and frequency fd = 1.33 MHz. For this example,
we are interested in quantifying the effect of uncertain design
variables on the resonant frequency (f0) and quality factor
(Q) at V = Vdc, and the amplitude of the maximum vertical
displacement (A) corresponding to V = Vdc + Vac sin(2πfdt)
at steady state.
In Fig. 10, we plot the transient response of the beam for
mean and extreme values of the uncertain input parameters.
We can observe that the variation in input parameters leads to
significant variation in the response of the beam to pure dc bias,
which determines the resonant frequency and the quality factor,
as well as the response to combined dc and ac bias, which
determines the amplitude of the output signal. This variation
in important output parameters may have significant effect on
the performance of the resonator.
The quality factor Q of the device is related to the damping
ratio τ as Q = 1/2τ , which can be computed by observing the
decaying time response of the beam corresponding to the step
dc bias. In Fig. 11(a), we plot the damping ratio as a function
of beam thickness and gap parameters (varying between [0, 1],
such that values 0 and 1 correspond to minimum and maximum
gap or thickness value, respectively). As expected, lower values
Fig. 10. Transient response of the doubly clamped beam corresponding to a
voltage signal V = Vdc for t ≤ 20 μs and V = Vdc + Vac sin(2πfdt) for
t > 20 μs, where Vdc = 50.0 V, Vac = 5.0 V, and fd = 1.33 MHz.
of gap between the electrodes and beam thickness lead to higher
squeeze film damping effect. The pdfs for the damping ratio
τ obtained using MC simulations (based on 1000 samples)
and the SC approach are plotted in Fig. 11(b), which shows
a reasonable agreement. In Fig. 12(a) and (b), we plot the pdfs
for the resonant frequency f0 and the amplitude of the output
signal A using MC simulations and the SC approach. The mean
and standard deviation for the quantities of interest are given
in Table IV.
In order to identify the parameters that are critical to res-
onator performance, we plot the pdfs for resonant frequency
and amplitude with respect to each uncertain input parameter,
while other parameters are fixed at their nominal values, in
Fig. 13(a) and (b), respectively. As can be seen, the beam
thickness is the most important parameter as it leads to max-
imum variation in the output parameters and hence should be
controlled during fabrication. We must note (from Fig. 13(a)
bottom) that the variation in the gap between the electrodes
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Fig. 11. Damping ratio for the MEMS resonator at V = Vdc = 50 V. (a) Damping ratio as a function of beam thickness b and gap g parameters, E = E0.
(b) PDF of damping ratio obtained using MC simulations and SC approach.
Fig. 12. Comparison between pdfs of output parameters obtained using MC simulations and SC approach. (a) PDF of resonant frequency. (b) PDF of amplitude
of output signal.
TABLE IV
MEAN AND STANDARD DEVIATION FOR OUTPUT PARAMETERS
leads to some variation in the resonant frequency due to the
nonlinear nature of the electrostatic force, demonstrating spring
softening effect in MEMS resonators. As mentioned before,
unlike MC simulations, the SC approach leads to explicit
expressions for output parameters in terms of the input de-
sign variables, which can be used for further analysis. For
example, we plot the resonant frequency and the amplitude
of the output signal (A) as a function of Young’s modulus
and beam thickness parameters for various values of the gap
between electrodes in Fig. 14. This reveals the correspondence
between the resonant frequency of the beam and the output
amplitude, since the values of design variables (E, b), which
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Fig. 13. Sensitivity analysis: PDF of important output parameters w.r.t. each uncertain input parameter (other parameters are fixed at their respective nominal
values). (a) PDF of resonant frequency. (b) PDF of amplitude of the output signal.
Fig. 14. Plots of (top) resonant frequency and (bottom) amplitude of output signal with Young’s modulus and beam thickness parameters for various gap values.
(a) Resonant frequency (g = 0.9 μm). (b) Resonant frequency (g = 1.0 μm). (c) Resonant frequency (g = 1.1 μm). (d) Amplitude (g = 0.9 μm). (e) Amplitude
(g = 1.0 μm). (f) Amplitude (g = 1.1 μm).
result in resonant frequencies close to the driving frequency
fd = 1.33 MHz, also lead to higher values of the amplitude,
as can be seen from Fig. 14.
V. CONCLUSION
This paper has presented an efficient stochastic modeling
framework for quantifying the effect of stochastic variations
in various design parameters on the performance of electro-
static MEMS devices. The proposed approach approximates
the dependent stochastic variables using sparse grid interpo-
lation, which is then used to compute important information
such as statistics, probability distribution, and sensitivities of
relevant quantities of interest with respect to each of the design
variables. The uncertainty quantification information can be
effectively used to identify critical design parameters, which
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Fig. 15. Univariate piecewise linear interpolation basis functions and support nodes at various levels of interpolation. Numbers in parenthesis denote the
corresponding depth coordinate for each node. (a) p = 1. (b) p = 2. (c) p = 3.
can then be controlled during fabrication, in order to achieve
the desired performance. The SC framework is straightforward
to implement and, depending on the accuracy required, can be
orders of magnitude faster than the traditional MC method. For
the examples considered in this paper, we obtain up to two
orders of magnitude improvement. This allows one to consider
the effect of uncertainties during design and analysis of electro-
static MEMS using high-fidelity computational models.
The proposed methodology is demonstrated by considering
two important MEMS devices—switch and resonator. For the
MEMS switch example, we study the effect of uncertain mate-
rial properties and various geometrical features on its actuation
behavior. We have shown that, using the information regarding
critical design parameters, it is possible to satisfy the desired
design criterion without having to prescribe tighter tolerances
on all design variables. For the MEMS resonator example, we
consider the effect of uncertain parameters on two key quanti-
ties of interest—resonant frequency and quality factor. We also
analyzed the correspondence between the resonant frequency
and the amplitude of the output signal. This illustrates that the
explicit representation of the stochastic dependent parameters
in terms of the design variables can be used to visualize the




Given a smooth function f : Γ → R and a set of nodes ΘN =





where f(ξi) and Li(ξj) = δij , 1 ≤ i, j ≤ N , are the function
values sampled at the support nodes ΘN and interpolation basis
functions, respectively. Although there exists a well-developed
and extensive classical theory of univariate interpolation, such
a construction in the multivariate case is not trivial. Much of the
research has focused on selection of the points ΘN = {ξi}Ni=1
such that one achieves a good approximation (to the desired
accuracy level). One such possible choice is based on sparse
grids generated using the Smolyak algorithm [17], which is
considered here. Without loss of generality, we assume that the
bounded support of the random variables {ξi}ni=1 is Γi = [0, 1],
and thus, the bounded random domain Γ = [0, 1]n is an n-
hypercube.
Univariate Interpolation
For the 1-D case (n = 1), we assume that f : [0, 1] → R





f(ξi)(ξ; ξi, p) ∀ p ≥ 1 (A.2)
where p refers to the level of interpolation and mp denotes the
total number of support nodes, given as
mp =
{
1, if p = 1
2p−1 + 1, if p > 1. (A.3)





ξ1 =0.5 k1 =1, p=1
ξ2 =0.0 ξ3 =1.0 k2 =k3 =2, p=2
ξi =2(i−mp−1)−1mp−1 k
i =p, for i=mp−1+1, . . . , mp; p≥3
(A.4)
where ξi and ki denote the location and depth coordinate for
each ith node. We note that the support nodes at any level
include the nodes from that level as well as the nodes from all
previous levels. For given parameters ξi and p, the piecewise
linear basis functions are defined using
(ξ; ξi, p) = 1, for p = 1 (A.5)
(ξ; ξi, p) =
{
1 − (mp − 1)|ξ − ξi|, if |ξ − ξi| < 1mp−1
0, otherwise
(A.6)
for p ≥ 1. The 1-D support nodes and corresponding basis func-
tions for various levels of interpolation are shown in Fig. 15.
For brevity, we drop the dependence of basis functions on ξ
and simply denote (ξ; ξi, p) = (ξi, p).
Multivariate Interpolation
Tensor Product: Given the univariate interpolation for-
mula, as in (A.2), to obtain an interpolation formula for the
AGARWAL AND ALURU: ANALYSIS OF ELECTROSTATIC MEMS SUBJECTED TO PARAMETER VARIATIONS 1467
Fig. 16. (a) Tensor and [(b)–(d)] sparse grids for multivariate piecewise linear interpolation. Numbers in parenthesis denote the depth coordinate for each node.
(a) p1 = p2 = 3. (b) q = 0, Nsp = 1. (c) q = 1, Nsp = 5. (d) q = 2, Nsp = 13.
Fig. 17. Interpolation basis functions corresponding to sparse grid for q = 1 and n = 2. (a) L1(ξ). (b) L2(ξ). (c) L3(ξ). (d) L4(ξ). (e) L5(ξ).







f(ξi1 , . . . , ξin)
·
(
(ξi1 , p1) × · · · × (ξin , pn)
)
(A.7)
where p = [p1, . . . , pn] represents the level of interpolation
used in each direction. Clearly, the tensor product formula re-
quires a very high number of support nodes N = mp1 · · ·mpn ,
which grows rapidly for high dimensions n  1. For each ith
node (i = 1, . . . , N), we denote the location and depth coordi-
nate as ξi = (ξi1, . . . , ξ
i
n) and k
i = (ki1, . . . , k
i
n), respectively.
Smolyak Algorithm: The Smolyak algorithm [17] provides
an efficient way to extend the univariate interpolation formula
to higher dimensions using the minimal number of support
nodes. The algorithm employs tensor products in a special way
such that it leads to orders of magnitude reduction in the number
of support nodes while maintaining the interpolation quality of
the univariate formula for higher dimensions up to a logarithmic
factor (see [28] for details). For the case of piecewise linear
basis functions, the Smolyak algorithm can be implemented
easily using the following.
Selection of Support Nodes:
1) Start with the tensor grid for p1 = p2 = · · · = pn = p0,
where p0 denotes the level of interpolation in each di-
mension.
2) Select 0 ≤ q ≤ p0 − 1, denoted as the sparseness param-
eter which governs the accuracy of the approximation. As
q increases, we obtain more accurate results.
3) Select all nodes ξi with depth coordinate ki such that
|ki| ≤ n + q, where |ki| = ki1 + · · · + kin, and number
them consecutively from i = 1 to Nsp.
For a 2-D problem (n = 2), the tensor grid (p1 = p2 = 3)
and the corresponding sparse grids for various values of q are
shown in Fig. 16.
Construction of Basis Functions: Having selected the sup-
port nodes for given q, we construct the basis functions corre-
sponding to ith node (i = 1, . . . , Nsp) as follows.
1) We recall that the location and depth coordinate
for ith node are given as ξi = (ξi1, . . . , ξ) and k
i =
(ki1, . . . , k
i
n), respectively.
2) From the set of all depth coordinates {kj}Nspj=1, we select
those coordinates which satisfy q + 1 ≤ |kj | ≤ q + n
and kjp ≥ kip, ∀ p = 1, . . . , n. All such distinct depth coor-
dinates are added to an index set K and are numbered con-
secutively from j = 1 to s, such that K = {k1, . . . ,ks}.
3) We construct the basis function for ith node by adding the



























= a!/(b!(a − b)!) denotes the binomial
coefficient.
For example, the support nodes [Fig. 16(c)] and basis func-
tions (Fig. 17) for q = 1 are given as
ξ1 = (0.5, 0.5) k1 = (1, 1)
L1(ξ) = − (0.5, 1) × (0.5, 1)
+ (0.5, 2) × (0.5, 1)
+ (0.5, 1) × (0.5, 2)
ξ2 = (0.0, 0.5) k2 = (2, 1)
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L2(ξ) = (0.0, 2) × (0.5, 1)
ξ3 = (1.0, 0.5) k3 = (2, 1)
L3(ξ) = (1.0, 2) × (0.5, 1)
ξ4 = (0.5, 0.0) k4 = (1, 2)
L4(ξ) = (0.5, 1) × (0.0, 2)
ξ5 = (0.5, 1.0) k5 = (1, 2)
L5(ξ) = (0.5, 1) × (1.0, 2).
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