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Abstract. Recently, the relationship between matroids and generalized rough
sets based on relations has been studied from the viewpoint of linear indepen-
dence of matrices. In this paper, we reveal more relationships by the predecessor
and successor neighborhoods from relations. First, through these two neighbor-
hoods, we propose a pair of matroids, namely predecessor relation matroid and
successor relation matroid, respectively. Basic characteristics of this pair of ma-
troids, such as dependent sets, circuits, the rank function and the closure opera-
tor, are described by the predecessor and successor neighborhoods from relations.
Second, we induce a relation from a matroid through the circuits of the matroid.
We prove that the induced relation is always an equivalence relation. With these
two inductions, a relation induces a relation matroid, and the relation matroid in-
duces an equivalence relation, then the connection between the original relation
and the induced equivalence relation is studied. Moreover, the relationships be-
tween the upper approximation operator in generalized rough sets and the closure
operator in matroids are investigated.
Keywords: Rough set; Matroid; Relation matroid; Neighborhood.
1 Introduction
Rough set theory was proposed by Pawlak [1] as a mathematical tool to organize
and analyze various types of data in data mining. It is especially useful for dealing with
uncertain and vague knowledge in information systems. The classical rough set the-
ory is based on equivalence relations or partitions. And the key notions of rough set
theory, i.e., the lower and upper approximations are firstly constructed through equiv-
alence classes. However, the notion of equivalence relations or partitions is too restric-
tive for many applications. In order to meet many application requirements, various
extensions of equivalence relations or partitions have been proposed, such as similarity
relations [2], tolerance relations [3], arbitrary binary relations [4], coverings [5] and oth-
ers [6,7,8]. Therefore, the classical rough set theory has been extended to generalized
rough sets based on similarity relation [9], generalized rough sets based on tolerance
relation [10,11], generalized rough sets based on binary relation [12,13] and covering-
based rough sets [14,15,16,17,18,19,20,21,22]. In this paper, we focus on generalized
rough sets based on relations.
Matroid theory was proposed by Whitney [23] as a generalization of linear indepen-
dence in vector spaces. It borrowed extensively from linear algebra and graph theory,
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and made great progress in recent decades. Matroids have sound theoretical founda-
tions and wide applications. In theory, matroids are connected with rough sets in litera-
tures [24,25,26,27,28,29,30]. In application, matroids have been used in diverse fields,
such as greedy algorithm [31], combinatorial optimization [32] and network flows [33].
In this paper, we build the connection between generalized rough sets based on rela-
tions and matroids through the predecessor and successor neighborhoods. The main
contributions of this work are 2-fold.
On the one hand, neighborhood is an important concept in generalized rough sets
based on relations. For an arbitrary binary relation, the predecessor and successor neigh-
borhoods can be obtained. Through these two neighborhoods, we propose a pair of ma-
troids called predecessor relation matroid and successor relation matroid, respectively.
This pair of matroids can be expressed by each other, therefore we need to investigate
only one of the two matroids. In this paper, we mainly study the successor relation
matroid, or relation matroid for brevity. Basic characteristics of the relation matroid in-
duced by a relation, such as dependent sets, circuits, the rank function and the closure
operator, are described by the relation. Moreover, the upper approximation operator of
a relation in generalized rough sets based on relations is compared with the closure op-
erator of the relation matroid induced by the relation. Especially, the two operators are
equal to each other when the relation is an equivalence relation.
On the other hand, we induce a relation from a matroid through the circuits of
the matroid. And we prove that the induced relation is always an equivalence relation.
Similarly, the closure operator of a matroid is compared with the upper approximation
operator of the relation induced by the matroid. Especially, we investigate the conditions
when the closure operator of a matroid is equal to the upper approximation operator of
the relation induced by the matroid. Based on these two inductions, a relation induces a
relation matroid, and the relation matroid induces an equivalence relation, we prove that
the induced equivalence relation can be expressed by the original relation. Moreover,
we prove that the induced equivalence relation is equal to the original relation if and
only if the original relation is an equivalence relation.
The rest of this paper is arranged as follows. Section 2 reviews some definitions
and results of Pawlak’s rough sets, generalized rough sets based on relations and ma-
troids. In Section 3, we propose predecessor and successor relation matroids induced by
binary relations, and study some characteristics of them through neighborhoods in gen-
eralized rough sets based on relations. Section 4 induces a relation from a matroid and
investigates the relationship between the upper approximation operator and the closure
operator. And we conclude this paper in Section 5.
2 Preliminaries
In this section, we recall some basic definitions of binary relations and equivalence
relations which is a special type of binary relations. Then, we review some results of
Pawlak’s rough sets based on equivalence relations, generalized rough sets based on
binary relations and matroids.
2.1 Binary relation
Let U be a set and U × U the product set of U and U . If R ∈ U × U , then R is
called a binary relation [34] on U . For all (x, y) ∈ U × U , if (x, y) ∈ R, we say x has
relation R with y, and denote this relationship as xRy.
In mathematics, the inverse relation of a binary relation is the relation that occurs
when you switch the order of the elements in the relation. Then, the inverse relation of
a binary relation is introduced in the following definition.
Definition 1. (Inverse relation[34]) Let R be a relation on U . Then,
R−1 = {(y, x) ∈ U × U : (x, y) ∈ R},
where R−1 is the inverse relation of R.
Throughout this paper, a binary relation is simply called a relation. Reflective, sym-
metric, and transitive properties play important roles in characterizing relations. Then,
we introduce equivalence relations through these three properties.
Definition 2. (Reflexive, symmetric and transitive [34]) Let R be a relation on U .
If for all x ∈ U , xRx, we say R is reflexive.
If for all x, y ∈ U , xRy implies yRx, we say R is symmetric.
If for all x, y, z ∈ U , xRy and yRz imply xRz, we say R is transitive.
Definition 3. (Equivalence relation [34]) Let R be a relation on U . If R is reflexive,
symmetric and transitive, we say R is an equivalence relation on U .
2.2 Pawlak’s rough set
Let U be a finite and nonempty set and R an equivalence relation on U . The
equivalence relation R induces a partition U/R = {[x]R : x ∈ U} on U , where
[x]R = {y ∈ U : xRy} is the equivalence class determined by x with respect to R.
In rough set theory [1], the equivalence classes of R are elementary sets to construct
lower and upper approximations. For any X ⊆ U , its lower and upper approximations
are defined as follows:
R(X) = {x ∈ U : [x]R ⊆ X};
R(X) = {x ∈ U : [x]R
⋂
X 6= ∅}.
Xc is denoted by the complement of X in U and Y ⊆ U . We have the following
properties of rough sets:
(1L) R(U) = U ;
(1H) R(U) = U ;
(2L) R(∅) = ∅;
(2H) R(∅) = ∅;
(3L) R(X) ⊆ X ;
(3H) X ⊆ R(X);
(4L) R(X⋂Y ) = R(X)⋂R(Y );
(4H) R(X ⋃Y ) = R(X)⋃R(Y );
(5L) R(R(X)) = R(X);
(5L) R(R(X)) = R(X);
(6L) X ⊆ Y ⇒ R(X) ⊆ R(X);
(6H) X ⊆ Y ⇒ R(X) ⊆ R(X);
(7L) R(Xc) = (R(X))c;
(7H) R(Xc) = (R(X))c;
(8L) R((R(X))c) = (R(X))c;
(8H) R((R(X))c) = (R(X))c.
The (3L), (3H), (4L), (4H), (8L) and (8H) are characteristic properties of the lower
and upper approximation operators [35,36], in other words, all other properties can be
deduced from these properties.
2.3 Generalized rough set based on binary relation
Pawlak’s rough sets are based on equivalence relations. and the requirement of
equivalence relations is a very restrictive condition that limit the application domain
of the rough set model. Therefore, many authors have generalized the notion of approx-
imation operators by using more general binary relations or by employing coverings.
In this section, we introduce a type of generalized rough sets based on relations which
extend Pawlak’s rough sets through extending an equivalence relation to a binary rela-
tion. First, we introduce the successor neighborhood and predecessor neighborhood of
any element in a relation.
Definition 4. (Successor neighborhood and predecessor neighborhood [37]) Let R be
a relation on U . For any x ∈ U ,
RSR(x) = {y ∈ U : xRy};
RPR(x) = {y ∈ U : yRx}.
We call the set RSR(x), RPR(x) the successor neighborhood and the predecessor
neighborhood of x in R, respectively.
The successor and predecessor neighborhoods are important concepts in generalized
rough sets based on relations, and they are used to construct lower and upper approxi-
mation operators. In this paper, we only use the successor neighborhood. Therefore, the
lower and upper approximation operators based on successor neighborhood are intro-
duced as followed.
Definition 5. (Lower and upper approximation operators [38]) Let R be a relation
on U . Lower and upper approximation operators LR, HR : 2U → 2U are defined as
follows: for all X ⊆ U ,
LR(X) = {x ∈ U : RSR(x) ⊆ X};
HR(X) = {x ∈ U : RSR(x)
⋂
X 6= ∅}.
Because of the duality, only the properties of the upper approximation operators are
presented.
Proposition 1. ([12]) Let R be a relation on U . HR satisfies the following properties:
for all X,Y ⊆ U ,
(1) HR(∅) = ∅;
(2) HR(X
⋃
Y ) = HR(X)
⋃
HR(Y );
(3) X ⊆ Y ⇒ HR(X) ⊆ HR(Y ).
2.4 Matroid
Matroids are combinatorial structures that generalize the notion of linear indepen-
dence in matrices. Matroids have many applications in various fields, partly because
of a number of axiom systems. The following definition through independent sets is
widely used.
Definition 6. (Matroid [23]) A matroid is a pair M = (U, I) consisting of a finite set
U and a collection I of subsets of U called independent sets satisfying the following
three properties:
(I1) ∅ ∈ I;
(I2) If I ∈ I and I ′ ⊆ I , then I ′ ∈ I;
(I3) If I1, I2 ∈ I and |I1| < |I2|, then there exists u ∈ I2 − I1 such that I1
⋃
{u} ∈ I,
where |I| denotes the cardinality of I .
In order to make some expressions brief, we introduce some symbols as follows.
Definition 7. ([23]) Let U be a finite set and A a family of subsets of U . Then
Min(A) = {X ∈ A : ∀Y ∈ A, Y ⊆ X ⇒ X = Y };
Opp(A) = {X ⊆ U : X /∈ A}.
In a matroid, any subset of a set is not an independent set, then it is a dependent set,
and vice versa. In other words, the complement of the independent sets are dependent
ones. Then, the dependent sets of a matroid are represented in the following definition.
Definition 8. (Dependent set [23]) Let M = (U, I) be a matroid and X ⊆ U . If X /∈ I,
then X is called a dependent set. The family of all dependent sets of M is denoted by
D(M), where D(M) = Opp(I).
Any minimal dependent set is called a circuit of a matroid. A matroid uniquely
determines its circuits, and vice versa. The circuits of a matroid are represented as
follows.
Definition 9. (Circuit [23]) Let M = (U, I) be a matroid. A minimal dependent set in
M is called a circuit of M , and the family of all circuits of M is denoted by C(M), i.e.,
C(M) = Min(D(M)).
In matroid theory, the rank function serves as a quantitative tool. The cardinality of
a maximal independent set of any subset can be expressed by the rank function.
Definition 10. (Rank function [23]) Let M = (U, I) be a matroid. Then rM is called
the rank function of M , where rM (X) = max{|I| : I ⊆ X, I ∈ I} for all X ⊆ U .
We can define a matroid from the perspective of the rank function. Then, the con-
nection between a matroid and its rank function is introduced.
Proposition 2. Let M = (U, I) be a matroid and rM its rank function. For all X ⊆ U ,
rM (X) = |X | if and only if X ∈ I.
The closure operator of a matroid is defined through the rank function in a matroid.
And, the closure operator represents the relationship between an element and a subset
of a set.
Definition 11. (Closure operator [23]) Let M = (U, I) be a matroid and X ⊆ U . For
any u ∈ U , if rM (X) = rM (X
⋃
{u}), then u depends on X . The subset including all
elements depending on X of U is called the closure with respect to X and denoted by
clM (X):
clM (X) = {u ∈ U : rM (X) = rM (X
⋃
{u})},
where clM is called the closure operator of M .
A matroid can be defined from the viewpoint of the closure operator. And the closure
operator can uniquely determine a matroid with each other.
Proposition 3. (Closure axioms [23]) Let cl : 2U → 2U be a operator. Then there
exists a matroid M such that cl = clM iff cl satisfies the following conditions:
(CL1) If X ⊆ U , then X ⊆ cl(X);
(CL2) If X ⊆ Y ⊆ U , then cl(X) ⊆ cl(Y );
(CL3) If X ⊆ U , then cl(cl(X)) = cl(X);
(CL4) If x ∈ U , X ⊆ U , and y ∈ cl(X⋃{x})− cl(X), then x ∈ cl(X⋃{y}).
In a matroid, if the closure of a set is equal to itself, then the set is a closed set.
Definition 12. (Closed set [23]) Let M = (U, I) be a matroid and X ⊆ U . X is a
closed set of M if cl(X) = X .
3 Matroid induced by a relation
In this section, we induce a pair of matroids by a relation. Firstly, we define two set
families through the successor and predecessor neighborhoods of a relation.
Definition 13. Let U be a nonempty finite set and R a relation on U . Then, we define
two set families as follows:
IS(R) = {X ⊆ U : ∀x, y ∈ X, x 6= y ⇒ RSR(x) 6= RSR(y)};
IP (R) = {X ⊆ U : ∀x, y ∈ X, x 6= y ⇒ RPR(x) 6= RPR(y)}.
These two set families satisfy the independent set properties of Definition 6 as
shown in the following proposition.
Proposition 4. Let R be a relation on U . Then IS(R) and IP (R) satisfy (I1), (I2) and
(I3), respectively.
Proof. We first prove IS(R) satisfies (I1), (I2) and (I3).
(I1): ∅ ∈ IS(R) is straightforward.
(I2): If I ∈ IS(R) and I ′ ⊆ I , then I ′ ∈ IS(R).
Suppose that I ′ /∈ IS(R), then there exists x, y ∈ I ′ such that RSR(x) = RSR(y).
I ′ ⊆ I , then x, y ∈ I such that RSR(x) = RSR(y), this is contradictory to I ∈ IS(R).
Therefore I ′ ∈ IS(R).
(I3): If I1, I2 ∈ IS(R) and |I1| < |I2|, then there exists u ∈ U such that I1
⋃
{u} ∈
IS(R).
Since I1, I2 ∈ IS(R), then for all x1, y1 ∈ I1, x1 6= y1 and x2, y2 ∈ I2, x2 6=
y2, RSR(x1) 6= RSR(y1), RSR(x2) 6= RSR(y2). Suppose that for all u ∈ I2 − I1,
I1
⋃
{u} /∈ IS(R), then there exists one and only one x ∈ I1 − I2 such that RSR(u) =
RSR(x). Therefore, |I2 − I1| = |I1 − I2| which is contradictory to |I1| < |I2|. Hence,
there exists u ∈ I2 − I1 such that I1
⋃
{u} ∈ IS(R).
Similar to the proof of IS(R), it is easy to prove that IP (R) satisfies (I1), (I2) and
(I3).
As is shown in the above proposition, IP (R) and IS(R) are independent sets, so
they can generate two matroids, respectively.
Definition 14. (Successor relation matroid and predecessor relation matroid) Let R
be a relation on U . The one matroid with IS(R) as its independent sets is denoted by
MS(R) = (U, IS(R)). And the other matroid with IP (R) as its independent sets is
denoted by MP (R) = (U, IP (R)). We say MS(R) and MP (R) the successor relation
matroid and predecessor relation matroid induced by R, respectively.
We illustrate the successor and predecessor relation matroids induced by a relation
with the following example.
Example 1. Let U = {1, 2, 3} and R = {(1, 1), (1, 2), (2, 1), (2, 3), (3, 1), (3, 3)}.
Then RSR(1) = {1, 2}, RSR(2) = {1, 3}, RSR(3) = {1, 3} and RPR(1) = {1, 2, 3},
RPR(2) = {1}, RPR(3) = {2, 3}. Therefore MS(R) = (U, IS(R)) is the succes-
sor relation matroid induced by R, where IS(R) = {∅, {1}, {2}, {3}, {1, 2}, {1, 3}}.
MP (R) = (U, IP (R)) is the predecessor relation matroid induced byR, where IP (R) =
{∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}.
We study the relationship between successor relation matroids and predecessor re-
lation matroids. First, we introduce a lemma in the following.
Lemma 1. Let R be a relation on U . Then for any x ∈ U ,
RSR(x) = RPR−1(x).
We see, with regard to every relation on a universe, there exists a relation to be the
inverse relation of the relation. For any element in a universe, its successor neighbor-
hood of a relation is equal to its predecessor neighborhood of the inverse relation of
the relation. Therefore, the relationship between the successor and predecessor relation
matroids induced by a relation is studied in the following.
Theorem 1. Let R be a relation on U . Then MS(R) = MP (R−1).
Proof. According to Definition 14 and Lemma 1, it is straightforward.
According to Theorem 1, the successor relation matroid induced by a relation can
be equivalently expressed by the predecessor relation matroid induced by the inverse
relation of the relation. Therefore, in this paper, we need to consider only one of the
successor and predecessor relation matroids induced by a relation. Unless otherwise
stated, in the following we study the successor relation matroid induced by a relation,
for short, relation matroid. IS(R) and MS(R) are denoted by I(R),M(R) for brevity,
respectively.
In a matroid, if a subset of the universe is not an independent set, then it is a depen-
dent one. What are characteristics of dependent sets of a relation matroid?
Proposition 5. Let R be a relation on U and M(R) = (U, I(R)) the relation matroid
induced by R. Then,
D(M(R)) = {X ⊆ U : ∃x, y ∈ X, x 6= y s.t. RSR(x) = RSR(y)}.
Proof. According to Definition 8, we only need to prove D(M(R)) = Opp(I(R)). For
all X ∈ D(M(R)), there exist x, y ∈ X and x 6= y such that RSR(x) = RSR(y).
Then, X /∈ {X ⊆ U : ∀x, y ∈ X, x 6= y ⇒ RSR(x) 6= RSR(y)} = I(R), i.e.,
X ∈ Opp(I(R)), i.e., D(M(R)) ⊆ Opp(I(R)). Conversely, for all X ∈ Opp(I(R)),
i.e., X /∈ I(R) = {X ⊆ U : ∀x, y ∈ X, x 6= y ⇒ RSR(x) 6= RSR(y)}, then there
exist x, y ∈ X and x 6= y such that RSR(x) = RSR(y), i.e., X ∈ D(M(R)), i.e.,
Opp(I(R)) ⊆ D(M(R)). To sum up, this completes the proof.
In a matroid, a minimal dependent set is a circuit. We will study characteristics of
the circuits of a relation matroid in the following proposition.
Proposition 6. Let R be a relation on U and M(R) the relation matroid induced by R.
Then C(M(R)) = {{x, y} : x, y ∈ U
∧
x 6= y
∧
RSR(x) = RSR(y)}.
Proof. According to Definition 9 and Proposition 5, C(M(R)) = Min(D(M(R)))
and D(M(R)) = {X ⊆ U : ∃x, y ∈ X, x 6= y s.t. RSR(x) = RSR(y)}. Then
C(M(R)) = {{x, y} : x, y ∈ U
∧
x 6= y
∧
RSR(x) = RSR(y)} is straightforward.
The rank function is one of important characteristics in matroid theory. In the fol-
lowing proposition, we will investigate the rank function of a relation matroid.
Proposition 7. Let R be a relation on U and M(R) the relation matroid induced by R.
Then for all X ⊆ U ,
rM(R)(X) = |{RSR(x) : x ∈ X}|.
Proof. According to Proposition 2, we only need to prove rM(R)(X) = |X | if and only
if X ∈ I(R). When rM(R)(X) = |X |, then |{RSR(x) : x ∈ X}| = |X | ⇔ ∀x ∈ X ,
there exists y ∈ X , and x 6= y such that RSR(x) 6= RSR(y). According to Defini-
tion 13, X ∈ I(R). Conversely, X ∈ I(R), according to Definition 10, rM(R)(X) =
max{|I| : I ⊆ X, I ∈ I(R)}, therefore rM(R)(X) = |X |. To sum up, this completes
the proof.
According to Definition 11, the closure of a subset is a set of all elements depending
on the subset in matroids. In other words, the closure of a subset is all those elements
when added to the subset, the rank is the same. We will study the closure operator of a
relation matroid in the following proposition.
Proposition 8. Let R be a relation on U and M(R) the relation matroid induced by R.
Then for all X ⊆ U ,
clM(R)(X) = {u ∈ U : ∃x ∈ X,RSR(x) = RSR(u)}.
Proof. According to Definition 11, we only need to prove {u ∈ U : ∃x ∈ X,RSR(x) =
RSR(u)} = {u ∈ U : rM(R)(X
⋃
{u}) = rM(R)(X)}.
{u ∈ U : ∃x ∈ X,RSR(x) = RSR(u)} = {u ∈ U : rM(R)(X
⋃
{u}) = rM(R)(X)}
⇔ X
⋃
{u ∈ Xc : ∃x ∈ X,RSR(x) = RSR(u)} = X
⋃
{u ∈ Xc : rM(R)(X
⋃
{u})
= rM(R)(X)} ⇔ {u ∈ X
c : ∃x ∈ X,RSR(x) = RSR(u)} = {u ∈ Xc :
rM(R)(X
⋃
{u}) = rM(R)(X)}. According to Proposition 7, for any u ∈ Xc, rM(R)(
X
⋃
{u}) = rM(R)(X) ⇔ |{RSR(x) : x ∈ X
⋃
{u}}| = |{RSR(x) : x ∈ X}| ⇔
∃x ∈ X, s.t. RSR(x) = RSR(u). To sum up, this completes the proof.
A set is called a closed set in a matroid if its closure is equal to the set itself. In the
following, we investigate closed sets of a relation matroid.
Proposition 9. Let R be a relation on U and M(R) the relation matroid induced by R.
For all X ⊆ U , clM(R)(X) = X if and only if RSR(x) 6= RSR(u) where x ∈ X and
u ∈ Xc.
Proof. According to Proposition 8, clM(R)(X) = {u ∈ U : ∃x ∈ X,RSR(x) =
RSR(u)}. Then, clM(R)(X) = X ⇔ {u ∈ Xc : ∃x ∈ X,RSR(x) = RSR(u)} =
∅ ⇔ ∀u ∈ Xc, x ∈ X,RSR(x) 6= RSR(u).
According to Proposition 4, any relation can generate a relation matroid. However,
can different relations on a set generate different relation matroids or the same relation
matroid? If different relations generate the same relation matroid, what is the relation-
ship with the relations? We study these issues as follows.
Theorem 2. Let R1, R2 be two relations on U and M(R1),M(R2) the relation ma-
troids induced by R1, R2, respectively. Then,M(R1) = M(R2) if and only if RSR1(x) =
RSR1(y)⇔ RSR2(x) = RSR2(y) for all x, y ∈ U .
Proof. According to Definition 13 and Proposition 4, it is straightforward.
Corollary 1. Let R1, R2 be two relations on U and M(R1),M(R2) the relation ma-
troids induced by R1, R2, respectively. Then,M(R1) = M(R2) if and only if RSR1(x) 6=
RSR1(y)⇔ RSR2(x) 6= RSR2(y) for all x, y ∈ U .
In rough sets, lower and upper approximations are important concepts. Through
them, an element of a set is judged to definitely, possibly, or impossibly belong to a
subset of the set with respect to the knowledge on the set. In the following, we in-
vestigate the relationships between the upper approximation operator with respect to a
relation and the closure operator of the relation matroid induced by the relation.
Proposition 10. Let R be a relation on U and M(R) the relation matroid induced by
R. For all X ⊆ U , if R is reflexive, then clM(R)(X) ⊆ HR(X).
Proof. According to Definition 5 and Proposition 8,HR(X) = {x ∈ U : RSR(x)
⋂
X 6=
∅} and clM(R)(X) = {u ∈ U : ∃x ∈ X,RSR(x) = RSR(u)}. Therefore, we only
need to prove {u ∈ U : ∃x ∈ X,RSR(x) = RSR(u)} ⊆ {x ∈ U : RSR(x)
⋂
X 6=
∅}. R is reflexive, then x ∈ RSR(x) for all x ∈ U . For all u ∈ {u ∈ U : ∃x ∈
X,RSR(x) = RSR(u)}, there exists x ∈ X such that RSR(x) = RSR(u), then
x ∈ RSR(u). Therefore, RSR(u)
⋂
X 6= ∅, i.e., u ∈ {x ∈ U : RSR(x)
⋂
X 6= ∅}. So
R is reflexive, then clM(R)(X) ⊆ HR(X).
When a relation is reflexive, the upper approximation of a subset contains the clo-
sure of the subset in the relation matroid induced by the relation. We will study the
conditions that the upper approximation operator and the closure operator are equal to
each other. First, we introduce a lemma.
Lemma 2. ([12]) Let R be a relation on U . Then,
R is reflexive iff X ⊆ HR(X) for any X ⊆ U .
R is transitive iff HR(HR(X)) ⊆ HR(X) for any X ⊆ U .
Theorem 3. Let R be a relation on U and M(R) the relation matroid induced by R.
For all X ⊆ U , clM(R)(X) = HR(X) if and only if R is an equivalence relation.
Proof. (⇒): According to (CL1) of Proposition 3, X ⊆ clM(R)(X). And clM(R)(X) =
HR(X), then X ⊆ HR(X). According to Lemma 2, R is reflexive.
For all X ⊆ U , clM(R)(X) = HR(X), then clM(R) = HR. According to (CL3) of
Proposition 3, clM(R)(clM(R)(X)) = clM(R)(X), i.e., HR(HR(X)) = HR(X). Ac-
cording to Lemma 2, R is transitive.
For all y ∈ HR({x}) = {u ∈ U : RSR(u)
⋂
{x} 6= ∅}, i.e., RSR(y)
⋂
{x} 6= ∅, then
x ∈ RSR(y), i.e., (y, x) ∈ R. Therefore y ∈ HR({x}) ⇔ (y, x) ∈ R. According to
Proposition 4, for any x ∈ U , {x} ∈ I(R), then clM(R)(∅) = ∅. According to (CL4)
of Proposition 3, y ∈ HR({x}) = clM(R)({x}) = clM(R)(∅
⋃
{x}) − clM(R)(∅),
then x ∈ clM(R)(∅
⋃
{y}) = clM(R)({y}) = HR({y}), i.e., y ∈ HR({x}) ⇒ x ∈
HR({y}). Therefore, (y, x) ∈ R⇒ (x, y) ∈ R, then R is symmetric.
Therefore, if clM(R)(X) = HR(X), then R is an equivalence relation.
(⇐): R is an equivalence relation, then generalized rough sets based on relations are de-
generated to Pawlak’s rough sets. According to Proposition 8 and Definition 5, clM(R)(X) =
{u ∈ U : ∃x ∈ X,RSR(x) = RSR(u)} and HR(X) = {x ∈ U : RSR(x)
⋂
X 6= ∅}.
For any u ∈ clM(R)(X), there exists x ∈ X such that x ∈ RSR(x) = RSR(u), then
RSR(u)
⋂
X 6= ∅, i.e., clM(R)(X) ⊆ HR(X). Similarly, we can prove HR(X) ⊆
clM(R)(X).
4 Relation induced by a matroid
In Section 3, we have discussed a relation induces a matroid. In this section, we
induce a relation from a matroid.
Definition 15. ([23]) Let M = (U, I) be a matroid. We define a relation R(M) on U
as follows: for x, y ∈ U ,
xR(M)y ⇔ x = y or {x, y} ∈ C(M).
We say R(M) is a relation on U induced by M .
An example is provided to illustrate that how a matroid induces a relation in the
following.
Example 2. Let M = (U, I) be a matroid, where U = {1, 2, 3} and I = {∅, {1}, {3}}.
Since C(M) = {{1, 3}, {2}}, then R(M) = {(1, 1), (2, 2), (3, 3), (1, 3), (3, 1)}.
According to Definition 15, any matroid can induce a relation. In fact, the relation
induced by a matroid is an equivalence relation.
Proposition 11. ([23]) Let M = (U, I) be a matroid. Then R(M) is an equivalence
relation.
The relationship between the upper approximation of any element in the relation
induced by a matroid and the closure of the element in the matroid is studied.
Proposition 12. Let M = (U, I) be a matroid and R(M) the relation induced by M .
Then, HR(M)({x}) ⊆ clM ({x}) for all x ∈ U .
Proof. For all y ∈ HR(M)({x}) = {y ∈ U : RSR(M)(y)
⋂
{x} 6= ∅}, where
RSR(M)(y) = {z : yR(M)z}. Therefore, x ∈ RSR(M)(y), i.e., yR(M)x. Accord-
ing to Definition 15, yR(M)x ⇒ {y, x} ∈ C(M), then y ∈ clM ({x}). Therefore,
HR(M)({x}) ⊆ clM ({x}) for all x ∈ U .
According to Proposition 11, the relation induced by a matroid is an equivalence
relation. The closure of an element in a matroid contains the upper approximation of the
element with respect to the relation induced by the matroid. We will study the conditions
under which they are equal to each other. In order to solve this issue, we introduce a
lemma.
Lemma 3. ([23]) Let M = (U, I) be a matroid. Then, clM (X) = X
⋃
{u ∈ U : ∃C ∈
C(M), s.t. u ∈ C ⊆ X
⋃
{u}} for all X ⊆ U .
Proposition 13. Let M = (U, I) be a matroid and R(M) the relation induced by M .
Then, clM ({x}) = HR(M)({x})
⋃
{y ∈ U : {y} ∈ C(M)} for all x ∈ U .
Proof. According to Lemma 3, for all {x} ⊆ U , clM ({x}) = {x}
⋃
{u ∈ U : ∃C ∈
C(M), s.t. u ∈ C ⊆ {x, u}} = {x}
⋃
{u ∈ U : {x, u} ∈ C(M)}
⋃
{y ∈ U : {y} ∈
C(M)}. And for any u ∈ HR(M)({x}) = {u ∈ U : RSR(M)(u)
⋂
{x} 6= ∅} ⇔
x ∈ RSR(M)(u) ⇔ uR(M)x ⇔ x = u or {x, u} ∈ C(M), i.e., HR(M)({x}) =
{x}
⋃
{u ∈ U : {x, u} ∈ C(M)}. Therefore, clM ({x}) = HR(M)({x})
⋃
{y ∈ U :
{y} ∈ C(M)}.
According to Proposition 12, the relationship between the upper approximation and
the closure of any subset is established.
Corollary 2. Let M = (U, I) be a matroid and X ⊆ U . Then HR(M)(X) ⊆ clM (X).
Proof. According to Proposition 12,HR(M)(X) = HR(M)(
⋃
x∈X
{x}) =
⋃
x∈X
HR(M)
({x}) ⊆
⋃
x∈X
clM ({x}) ⊆ clM (X).
Based on the two inductions, a relation induces a relation matroid, and the relation
matroid induces an equivalence relation, the connection between the original relation
and the induced equivalence relation is built in the following theorem.
Theorem 4. Let R be a relation on U , M(R) the relation matroid induced by R and
R(M(R)) the relation induced by M(R). Then R(M(R)) = {(x, y) ∈ U × U :
RSR(x) = RSR(y)}.
Proof. According to Proposition 6, C(M(R)) = {{x, y} : ∀x, y ∈ U, x 6= y ⇒
RSR(x) = RSR(y)}. According to Definition 15, if x 6= y and {x, y} ∈ C(M(R)),
then xR(M(R))y, i.e., x 6= y and RSR(x) = RSR(y), then xR(M(R))y. If x = y,
i.e., RSR(x) = RSR(y), then xR(M(R))y. Therefore, if RSR(x) = RSR(y), then
xR(M(R))y, i.e., R(M(R)) = {(x, y) ∈ U × U : RSR(x) = RSR(y)}.
We illustrate Theorem 4 with the following example.
Example 3. As shown in Example 1, RSR(1) = {1, 2}, RSR(2) = {1, 3}, RSR(3) =
{1, 3}. Then,RSR(1) = RSR(1), RSR(2) = RSR(2), RSR(3) = RSR(3), RSR(2) =
RSR(3). Therefore, R(M(R)) = {(1, 1), (2, 2), (3, 3), (2, 3), (3, 2)}.
As is shown in the above theorem, the induced equivalence relation can be expressed
by the original relation. What is the relationship between the original relation and the
induced equivalence relation?
Proposition 14. Let R be a relation on U , M(R) the relation matroid induced by R
and R(M(R)) the relation induced by M(R). If R is reflexive, then R(M(R)) ⊆ R.
Proof. According to Theorem 4, R(M(R)) = {(x, y) ∈ U×U : RSR(x) = RSR(y)}.
R is reflexive, x ∈ RSR(x) for all x ∈ U . For all (x, y) ∈ R(M(R)), RSR(x) =
RSR(y). R is reflexive, then y ∈ RSR(x), i.e., (x, y) ∈ R. Therefore, R(M(R)) ⊆ R.
We see the relation induced by a matroid is an equivalence relation. When a relation
is an equivalence relation, what is the relationship between it and the relation induced
by its induced relation matroid?
Proposition 15. Let R be a relation on U , M(R) the relation matroid induced by R
and R(M(R)) the relation induced by M(R). Then R(M(R)) = R if and only if R is
an equivalence relation.
Proof. According to Proposition 11 and Theorem 4, it is straightforward.
5 Conclusions
In this paper, we proposed a pair of matroids called predecessor and successor re-
lation matroids through neighborhoods from generalized rough sets based on relations.
Predecessor relation matroids and successor relation matroids can be expressed by each
other, so we only investigated successor relation matroids. Successor relation matroid
is called relation matroid for brevity. We investigate some characteristics of the relation
matroid induced by a relation, such as dependent sets, circuits, the rank function and the
closure operator. And the relationship between the upper approximation operator of a
relation and the closure operator of the relation matroid induced by the relation is stud-
ied. We also induced a relation from a matroid, and proved that the induced relation was
always an equivalence relation. The closure operator of a matroid was compared with
the upper approximation operator of the relation induced by the matroid. Moreover,
based on these two inductions, a relation induced a relation matroid, and the relation
matroid induced an equivalence relation, we proved that the induced equivalence rela-
tion can be expressed by the original relation. This study provided a simple however
effective connection between generalized rough sets based on relations and matroids.
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