SIGNIFICANCE AND EXPLANATION
When one computes a numerical approximation to the solution of a partial differential equation, it is sometimes necessary to restrict the computation to a domain which is only a portion of the domain on which the problem is 0 naturally defined. This is done when one is interested in the behavior of the solution only on that part and when a computation over the entire domain would be prohibitively expensive.
In such cases a portion of the boundary of the computational domain represents merely the edge of the computation and corresponds to nothing physical. The task of finding suitable boundary conditions to impose on this part of the boundary can present some analytical and numerical difficulties.
This work is concerned with one such difficulty which arises in limited-area meteorological computations. It is also related to the problem of finding conditions which prevent the nonphysical reflection of waves at an artificial boundary. The responsibility for the wording and views expressed in this descriptive summary lies with MRC, and not with the author of this report.
Introduction
This paper continues the discussion of hyperbolic systems begun in [21.
The goal of this work is to find boundary conditions which prevent rapidly moving high-frequency waves from entering the spatial domain on which the system is defined. In the present paper we assemble the ideas of (2 and apply them in detail to an example of physical interest. This is done partly for the sake of the example and partly for the sake of developing the concepts of (21 into a definite method.
We will consider the system The linearized two-dimensional isentropic Euler equations of gas dynamics can also be written in the form (1.1).
In this case c is the speed of sound waves, and p is essentially the perturbation in the density.
In order to find the desired boundary conditions, we first transform the system to an approximate diagonal form in such a way that each of the new dependent variables can be identified as a slow, incoming fast, or outgoing fast portion of the solution. We then set the incoming fast part equal to zero at the boundary, at least approximately. The calculations presented here follow the outline given in Section 5.4 of [2] .
Pseudo-differential operators are used extensively throughout this work. The use of these operators is analogous to the formal manipulations of *Fourier transforms which are used to state the outline in (2) . The operators are introduced in order to treat systems with variable coefficients and to settle a technical point mentioned in Section 3.2 of (2]. An informal discussion of the operators is given in Section 4.1 of (2], and in the Appendix of the present paper we define them precisely and state some of their basic properties. In this work they are regarded as a formalism for studying the high-frequency asymptotic behavior of the solution.
In Section 2 we uncouple the system (1. 
I (u-P)/
D and 2 can be written explicitly, but we will wait until we solve for wx.
The system (2.2) can be used to make a preliminary identification of the slow, incoming fast, and outgoing fast portions of the solution. Since where H in the operator whose symbol is given by
and Z is the operator with symbol Wa(1-)S. * is the smooth cutoff function which is used to restrict attention to the conical set r in the (0,A) space in which fast waves can be found. As noted in the outline, the term Ew can be regarded as an insignificant error term.
In order to uncouple the leading order part of (2.6), we need to find a -1 symbol q such that qoHq is closer to diagonal form than 0, at least for small To do this we will use the perturbation method given in the
That is, we wi-ll find a matrix N such that
We will then let q I + ON and apply to (2.6) the pseudo-differential operator which is defined by the symbol q.
Satisfying the condition (2.8) amounts to setting the off-diagonal elements of MA -A + B equal to zero. A calculation shows that M can be taken to be 
Ct-C-
The off-diagonal elements in (2.9) are determined uniquely by the condition where M is given in (2.9), and let Q be the pseudo-differential operator with symbol q. When the operator Q is applied to the system (2.6), the result is 
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If we factor out A and identify with e in (2.10), we can conclude -1 2 that qO ql is equal to a + ( !-2), where
Let G denote the operator whose symbol is (F The system (2.12) can then be written in the form The operator Z is associated with the zero-order terms appearing explicitly in (2.12) and with the terms of order zero or less which arise in the expansion of the symbol of QHQ "1 • in a moment we will discuss this !2 2 further. The term o( )w denotes the effect of an operator whose symbol
is dominated by and which is a result of the error in uncoupling the leading order part of the system (2.6). The term o (W(14))w represents the effect of the operator E which appears in (2.12). This is an insignificant error term.
Uncoupling the term of order zero
The system is now partially uncoupled near normal incidence, since the symbol of G is diagonal. We next need to reduce the coupling caused by the zero-order operator Z, which is given by Z -QCQ -I + QXQ-1 + (terms of order zero or less (2.15) -arising from the expansion of QHQ " I )
The immediate task is to identify explicitly the leading symbol of this operator.
A short calculation shows that the first two terms in (2.15) are given by QCQ-I + QxQ 1 C + order (-I) + o(* We will regard terms of order as error terms, since E * is no larger
than the term r # which has already appeared in (2.14). The terms of order zero or less in the expansion of QHQ "1 can be calculated using the composition law for pseudo-differential operators. The calculation is long and tedious and will not be given here. Details can be found in [1]. The terms are given by
*M + o(*) + order (-I)
Terms involving derivatives of * should also appear here, but these have been omitted since they are nonzero only near the edge of r. The symbol of the operator Z is then given by
The system (2.14) can therefore be written in the form 
where Z. is the operator whose symbol is #(C + MA y).
The matrix C has *been split into the sum +C + (1-4)C in order to give a neater form to certain formulas which will appear later.
We now use the method outlined in Section 5.4 of [2] to uncouple the term of order zero. That is, we apply an operator of the form I + K to (2.16),
where K has order -1, and then make the corresponding change of dependent variable. We then choose K so that the zero-order operator in the transformed system has a diagonal leading symbol. A short calculation shows that this operator is XG -GK + Z 0 . The calculation requires the expansion -1
which is given in the Appendix. It follows that we need to choose K so that (2.17)
Here K and Q are the symbols of K and G, respectively, and the third K G term is the symbol of Z 0 . a G is given in (2.13), A and C are given in (2.5), and M is given in (2.9).
A method for solving (2.17) is given in the Appendix in [2] . After a certain amount of labor one can obtain where w 1 -(I+K)w 0 -(I+K)Qw. The symbol of K is given in (2.18), the symbol of Q is given in (2.11), and the components of w are given in (2.3). This represents all of the uncoupling which we will do for this system.
3.
Derivation of boundary conditions for the fast part of the solution.
It is now time to use the results of the uncoupling process to derive boundary conditions for the system (1.1).
It is necessary to identify the incoming fast component for the partially uncoupled system (2.19) and then find conditions which suppress this component at the boundary x -0.
The symbol of the operator G which appears in (2.19) is given in (2.13)
and is equal to To obtain the last line we used (2.18) to conclude aK -o(t*1. 18) and M is given in (2.9).
• K We need to find a condition which suppresses (3.9) at the boundary x 0. If the coefficients are independent of y and t, then the bracketed quantity in the integrand is the Fourier transform of (3.9), give or take a 
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In the next section we vill say more about the validity of this boundary condition.
The condition (3010) is written in terms of the components of the vector v which appears in the system (2.2). We now use the definition (2. 
Discussion of the boundary conditions
In this section we discuss the boundary condition (3.10) and generate some additional conditions which will be needed for the test problem presented in Section S.
If the coefficients in the system depend on y or t, the derivation of (3.10) from (3.9) in not valid. However, we can show that (3.10) is still useful in this case. Suppose that this condition holds, and write it in the simpler form Another possibility is to try to base a boundary condition on the more extensively uncoupled system (3.6). We could presumably prescribe a value for the Fourier transform of the slow component in (3.6), clear denominators, and then apply an inverse transform to obtain an inhomogeneous boundary condition analogous to (3.11).
The first approach suggested here is acceptable, but the second one is not. The use of the cutoff function * means that we have uncoupled the system only on the wedge r in the (C,E) space which corresponds to rapidly moving waves. This is clearly no restriction when we are seeking boundary conditions which suppress the incoming fast part of the solution. But in the present case it is a major restriction, since the slow part of the solution is * associated with the entire (w,g) space. The partially uncoupled system (3.6) cannot give a full description of the slow part, so there is no point in * trying to use this system to find an improvement of the condition (4.4).
We therefore prescribe the conditions Up to this point the discussion has been limited to problems defined on the half-plane x > 0. In the next section we present the results of some numerical computations for the system (1.1) defined on the unit square 0 < x < 1, 0 < y < 1. For these computations we need boundary conditions analogous to (4.5) for the boundary segments y = 0, x = 1, and y = 1. For each segment the first condition is the one which is intended to suppress the incoming fast part of the solution. The second condition prescribes a value for the slow variable, and it should be imposed only when the segment is an inflow boundary.
Numerical aomputations
In this section we present the results of some numerical computations involving the boundary conditions which have just been derived. we consider the system ( 15.1) -1:)
on the unit square 0 < x < 1, 0 < y < 1. This system is a special case of the system (1.1). Two different choices for the matrix (Y i) will be considered.
We wish to compare three types of boundary conditions for this system.
The first of these is obtained by diagonalizing the coefficient of the normal deri-ative and then defining boundary conditions in terms of the dependent variables in the new system. These variables will be referred to as "characteristic variables". This was discussed early in Section 2,
immediately after equation (2.3).
For the four sides of the unit square the incoming fast characteristic variables are the quantities in (4.5) and (4.6) which are differentiated with respect to time. The second set of conditions is obtained by uncoupling the leading symbol in the manner described earlier, * but then doing nothing about the zero-order coupling in the system. These conditions can be obtained by deleting the zero-order terms in the derivative conditions appearing in (4.5) and (4.6). The third set of boundary conditions is obtained by also uncoupling the zero-order terms in the system of differential equations. These are the conditions (4.5) and (4.6).
We present two separate tests of these conditions, one to demonstrate the effect of uncoupling the leading symbol, and the other to demonstrate the effect of uncoupling both the leading symbol and the zero-order term. In the first case we let y 0 for all ij and use the first two sets of boundary conditions. in the second case we use all three sets of conditions, and we let (Ye) be the matrix
In the computations we set the solution equal to zero when t -0. At the boundary x -0 we set v (see (4.5)) equal to a pulse consisting of half a sine wave in t multiplied by half a sine wave in the tangential variable y. We use homogeneous conditions on the other boundaries. The nonzero part of the solution is due entirely to the nonzero data at the boundary x -0, so it is possible to study the influence of these data by examining the size of the solution in various parts of the (xy) plans at various times.
In the computation the system is approximated by the leap frog difference scheme. The derivative boundary conditions in (4.5) and (4.6) are approximated by centered differences in the time and tangent variables. The outgoing fast characteristic variables are extrapolated at the boundary using the given differential equation. For this we use centered differences in the time and tangent variables, and we approximate the normal derivative with a forward difference which uses a time average at the back point. At an outflow boundary the slow characteristic variable is extrapolated in the same manner.
The boundaries y -0 and y -1 are characteristic for the system (5.1). At these boundaries we integrate the slow characteristic variable in the boundary using a centered difference approximation. This is an experiment to see if the incoming fast modes can be activated at a characteristic boundary. In our earlier discussion we always assumed that the boundary was noncharacteristic.
The surface pictured in Figure 
P-E a
The coefficients a are functions on 1 n , and the sum is taken over finitely many multi-indices a. We will allow the possibility that P may act on vector-valued functions. In that case the a may be either scalars or matrices.
The Fourier transform on N will be denoted by
The inverse Fourier transform is then given by .ix.
Rn ex u(t)dC
Differential operators can be represented in terms of the Fourier transform. For suitable functions u, we have If u e C 0 , then Pu e C r It is possible to extend P so that Pu is defined for any distribution u having compact support. In this case Pu is a distribution.
If an operator P has negative order, then Pu is smoother than u, since u(9) is multiplied by a symbol which tends to zero as I +I -. P is said to have order _ if P e sm for all m < 0.
-28-
A useful concept is that of an asymptotic expansion of a symbol. Suppose that (mj.m 0 is a sequence of real numbers such that mj > mj+ for all j and mi * -0 as j + *. Let {p } be a sequence of symbols such that P e S J for each J. A symbol p is said to be an asymptotic sum of the py, written J-0 pkoie -for all k. That is, the error in each partial sum must have the same order as the first term omitted from the partial sum.
This concept is analogous to the usual concept of asymptotic expansion. In fact, if a function p(C) of one variable has an asymptotic expansion i--rn as 9 + 4 in the usual sense, then this expansion is also asymptotic in the sense described above.
Pseudo-differential operators can be composed. Let P and Q be operators with symbols p(xC) and q(x,C), respectively, and suppose that q has compact support in x. The composition P(Qu) is then well-defined and is given by a pseudo differential operator whose symbol has the asymptotic expansion ,M ..
I~o i at
The sum is taken over all multi-indices a -(n,...,a) having nonnegative 1 n components. The order of a is given by II-Eaj, and the factorial al denotes the product a1 la 2 *...
an as
It follows from (A.2) that when a symbol is differentiated with respect to 4, the result is a symbol of lower order. This implies that the leading order term in (A.3) corresponds to la i -0 and is equal to p(x, )q(x,4).
