Abstract: Cost estimation for public projects includes, but is not limited to, construction costs and engineering services costs. The available cost estimation models for these projects focus on the construction phase, with little or no consideration given to engineering services. This paper presents an artificial neural network model for the conceptual cost estimation of engineering services for public construction projects that considers both design costs and construction supervision costs. In developing the model, the authors first identify the factors that influence the cost of engineering services, and then apply a suitable artificial neural network for a cost estimation model. The model predicts the cost of engineering services as a percentage of construction cost based on project type, engineering services category, project location, and project scope. The model is trained on a data set obtained from the Governmental Tenders Department in Jordan, and then tested on some core data samples that had not been seen by the network during training. The optimal network for the model was selected by conducting a systematic search among a large number of networks with different network architectures and parameter values. The findings demonstrate that the model is able to predict the cost of engineering services with an acceptable performance for conceptual cost estimation models. The present model complements existing models that focus on construction cost estimating by adding in the cost of engineering services. The authors expect that this work will contribute to supporting public construction planners in the early development of total cost estimates for public construction projects.
Introduction
Cost estimating is one of the most important processes in construction project management. The estimation process is usually performed during different phases of the construction project and with various levels of detail and accuracy, depending on the objective of the estimation task. Costs are estimated, on average, seven times during a project for each building component (Laitinen 1998) . As the project evolves, different types of estimates are usually required. In the early stages of project development (i.e., assessing project feasibility and evaluating budgetary requirements), conceptual and preliminary estimates are made based on historical data and cost forecasting models prior to the completion of the plans and specifications for the project. Once the project has advanced to the procurement stage, after completion of the detailed project design, detailed estimates are usually made.
The objectives of conceptual cost estimating for public projects are usually the following: (1) to enable investment decision making at the conceptual stage (i.e., a go/no go decision); (2) to establish a construction budget; and (3) to forecast the probable actual cost. The total cost of a public project includes, but is not limited to, the construction costs and engineering services costs. The latter comprise design costs and construction supervision costs (i.e., construction phase monitoring). Of course, construction planners need to estimate both construction costs and engineering services fees, in order to produce a budget proposal for a project.
Numerous models have been developed to support planners in the challenging task of estimating construction project cost (Petroutsatou et al. 2012; El-Sawy et al. 2011; Attal 2010; Ugwu and Kumaraswamy 2004; Gunaydin and Dogan 2004; Elhag and Boussabaine 1999; Hegazy and Ayed 1998) . Many of the models are based on artificial neural networks (Petroutsatou et al. 2012; Attal 2010; Feng et al. 2010; Xin-Zheng et al. 2010; Bouabaz and Hamami 2008; Emsley et al. 2002; Al-Tabtabai et al. 1999; Ayed 1997) . However, all these models, except the Emsley et al. (2002) model, focus on construction phase costs, with little or no consideration of the cost of engineering services. Emsley et al. (2002) developed a model for estimating the total cost of construction, which includes not only the tender price, which is the construction cost to the owner, but also other costs incurred by the owner, such as professional fees.
There is a need for a comprehensive model that identifies the drivers of engineering services costs, and includes not only the design cost, but also construction supervision costs. To meet this need, this paper proposes an intelligent neural network-based information system that will predict the cost of both engineering design and construction project supervision. To the best of the authors' knowledge, this is the first study to propose a comprehensive model for the conceptual cost estimation of engineering services that incorporates construction supervision costs. The proposed model complements existing models for construction cost estimating, and is expected to help construction planners to develop early 1 Associate Professor, Construction Engineering and Management, Dept. of Civil Engineering, Hashemite Univ., P.O. Box 330127, Zarqa 13115, Jordan (corresponding author). E-mail: hyari@hu.edu.jo; hyari1@ gmail.com estimates of the total cost of completing public construction projects. The remaining sections of the paper illustrate the development of this intelligent information system and include a literature review, identification of the factors that influence the cost of engineering services, data collection and preparation, and the training and testing of various architectural representations of artificial neural networks in order to select the architecture that best represents the available bidding data.
Literature Review
Although engineering and consulting services are major contributors to the delivery of construction projects, relatively little research has addressed the cost of these services relative to that of construction activities. A review of the available literature reveals that previous research efforts that have tackled professional engineering services have focused on (1) the relationship between design cost and design quality (Bubshait et al. 1998; Hoxley 2000; Ling 2004; Shrestha and Mani 2012) , and (2) bid-level cost estimation for design services (Bajaj et al. 2002; Sturts and Griffis 2005) . Bubshait et al. (1998) study the relationship between design fee and design deficiency, and conclude that a decrease in design fee is generally associated with an increase in design deficiency. Hoxley (2000) investigates the impact of the use of competitive tendering for professional services on the quality of the services provided. Hoxley based this study on a survey he conducted of clients' perceptions of the service quality they obtained relative to the professional fees they paid, and concludes that competitive tendering has no impact on the quality of the engineering services provided. Ling (2004) highlights the conflict in determining design fees in design-build projects, because consultants look for high fees to maximize their profits, while contractors want to keep their fees low to improve their overall competitiveness. Ling (2004) reports that owners support the designers, as they wish to hire quality consultants and motivate them to improve design quality. Ling indicates that owners support designers because the design cost is very small relative to the construction cost. Shrestha and Mani (2012) study the relationship between design cost and the performance of projects that use the traditional project delivery approach (i.e., design-bid-build), and conclude that higher design costs are correlated with better construction performance in terms of construction duration and cost overruns. Bajaj et al. (2002) propose the use of parametric estimating to predict design cost, similar to the way it is used to forecast construction cost. The objective of their proposed methodology is to help design firms to prepare their bids for design projects. However, this model depends on the availability of extensive databases of data from previous projects, which include the effort needed to complete each design element. Sturts and Griffis (2005) developed a value bidding model for engineering services, which is designed to help engineers to maximize the probability of winning a bid, maximizing profit, and optimizing price. Carr and Beyor (2005) investigate the design fee schedules used by government agencies to provide guidance in design fee negotiations, and suggest that these schedules should be adjusted over time at the same rate of increase in construction costs, in order to arrive at fair compensation for design services. The only study that specifically addresses the conceptual cost estimation of engineering services is reported by Feldmann et al. (2008) . They developed a multiple regression model to identify variables that affect engineering services costs for construction and renovation projects carried out at higher education facilities. However, their model is limited, in that they focus only on typical projects carried out at such institutions, like research facilities, office/classroom buildings, and residence/dining facilities.
Cost Attributes of Engineering Services
To identify attributes that affect engineering services' costs, interviews with engineering consultants and a comprehensive literature review were conducted. Interviews were held with senior engineers from seven large engineering consultant firms in Amman, Jordan. The interviewed engineers are involved in preparing bidding offers for engineering services' tenders. They were asked to list the factors that affect their bid prices for engineering services costs and how such factors can be divided into subcategories. Also, the available data were presented to the interviewed engineers with the limitations imposed by data availability. For example, the interviewed engineers mentioned that the complexity of the design warrants higher cost. Design complexity may result from site difficulties or uniqueness of the requested design. However, this factor cannot be quantified based on the available data. As such, the authors have identified the following factors that could influence engineering services' bids for construction projects:
1. Project type, divided into the following four types: (1) buildings; (2) transportation projects; (3) water and sewage treatment and distribution; and (4) land development projects; 2. Engineering services category, including: (1) design services;
(2) construction phase monitoring and supervision; and (3) both design and construction phase supervision; 3. Project location: construction site relative to the office location of the engineering consultant; it is expected that projects in remote areas, far from the consultant's office, will entail higher fees. This factor is quantified as the distance in kilometers between the consultant's office and the location of the project; 4. Construction costs: the total cost to build the project; published guidelines available for engineering service fees are in the form of curves that show service fees as a percentage of the estimated construction cost [Feldmann et al. 2008; Carr and Beyor 2005 ; The Association of Consulting Engineers NZ (ACENZ), and The Institution of Professional Engineers NZ (IPENZ) 2004; Hudgins and Lavelle 1995] ; and 5. Project scope: a new construction or a maintenance project.
Data Collection
Engineering sections in public works departments in Jordan, such as municipalities and infrastructure authorities, usually handle the design and supervision of few construction projects, delegating most of the engineering services to engineering consulting firms in the private sector (GTD 2012). Procurement of these services is handled via competitive bidding, where engineering consulting firms are invited to submit sealed bids for design services and/or construction phase monitoring services. Selection of the successful bidder is often based on qualifications, especially for large projects. The Government Tenders Department (GTD) at the Jordanian Ministry of Public Works and Housing is responsible for administering the bidding process for public projects. The GTD has a database containing all the bids awarded since 1991, including construction bids, design bids, and engineering supervision bids. These 2,926 bids, worth a total of 2.9 billion Jordan dinars (JD), which is equivalent to around $4 billion USD, are available online as a public record. These bids are of two types: (1) construction bids awarded to contractors and (2) engineering services bids awarded to engineering consultants. The engineering services bids are either design bids or supervision bids, or both.
To make this research possible, the GTD database was searched for construction projects in which there are both types of bid data (i.e., a construction bid and an engineering services bid). The search process revealed the existence of 224 construction projects that include the construction bid data contained in contracts awarded to contractors, and engineering services bid data contained in contracts awarded to engineering consultants. The construction costs of the projects considered a range from 68,974 to 55,061,658 JD, for a total of 947,405,142 JD. The engineering services bids range from 6,640 to 3,229,439 JD, for a total of 35,225,988 JD paid for engineering services. The projects used to develop the model include a wide range of public construction projects consisting of (1) building projects such as schools, government administrative buildings, warehouses, and hospitals; (2) constructing transportation facilities such as highways, bridges, and interchanges as well as maintenance and rehabilitation of existing highways; (3) water projects such as water distribution networks, irrigation projects, sewer disposal, dams, and waste water treatment plants; and (4) infrastructure projects for housing new development projects. The data pertaining to these projects were used to develop an artificial neural network model for estimating the costs of engineering services in public construction projects, as illustrated in the following section.
Model Development
The model is developed based on an artificial neural network (ANN). An ANN is an information processing system inspired by the biological neural networks in the human nervous system. An ANN consists of a group of neurons, or processing elements, similar to nerve cells, interconnected to form a network. NNs are used in software engineering to model complex relationships between inputs and outputs through adaptive learning from training examples. After training, the model can be used to predict the output based on given input data.
The network is designed for a specific set of inputs and outputs. In the input layer are found the factors that influence a problem, while the solution to the problem (e.g., prediction, classification, etc.) resides in the output layer. The input information that will ultimately produce the solution is processed in the hidden layer(s), as each neuron receives input, processes it, and delivers output. The neuron computes a weighted sum, SðxÞ, of its input signals, X i (i ¼ 1 to m), and their corresponding weights, W i , as illustrated in Fig. 1 . Then, the neuron generates output through an activation function, FðsÞ.
In the present model, a back-propagation network (BPN) is used to estimate the engineering services costs for public construction projects. Many cost estimating models adopt the BPN because of its simplicity and good generalization capability (Arafa and Alqedra 2011; Xin-Zheng et al. 2010; Sodikov 2005; Kim et al. 2004; Bhokha and Ogunlana 1999) . A BPN is usually composed of three layers, the input layer, the hidden layer, and the output layer, although it is sometimes necessary to incorporate more than one hidden layer (two, three, or more). The number of neurons contained in the input layer is equal to the dimensionality of the input patterns (i.e., the number of attributes in every input pattern). In fact, the input layer in our proposed model contains five neurons, as shown in Fig. 1 . The output layer contains one neuron since the model has only one output, which is the estimated cost of engineering services. Unfortunately, there is no precise rule as to how many neurons the hidden layer should contain, which is why the authors use the optimization technique to select this number, in addition to other network architecture parameters, as described in the following sections.
The present model is implemented in three major phases: (1) the data preparation phase, in which the historical bid data to be used to develop the model are organized and formatted; (2) the network training phase, in which the values of the network parameters are determined; and (3) the testing phase, in which the performance of the network is tested on new cases by comparing the engineering fee estimated by the ANN model with the actual engineering services fees charged. The detailed computation procedure for these three phases is explained in the following sections.
Phase 1: Data Preparation
The main objective in this phase is to modify the original format of the data, so that it can be used in the MATLAB environment. The data pertaining to the input parameters for all the projects was entered into a spreadsheet program (Microsoft Excel), and then transformed into numerical values, as depicted in Fig. 1 . The values for the "project type" parameter, for example, have been transformed into numbers from 1 to 4 for buildings, transportation, water, and land development projects, respectively. It should be noted that the division of project type into four types is intended to match the areas of specialization of engineering consultants in Jordan. A separate licensing procedure is required from any consultant in order to practice in each one of those project types. The model output, Fig. 1 . Engineering services cost estimation model which is the cost of the engineering services of each project, was transformed into a percentage of the construction cost for the project type. Next, the data were examined to identify and remove outliers. This step was performed manually because the data includes a manageable number of patterns. As a result, some patterns were removed based on personal experience and the use of basic graphing techniques. Subsequently, the cost data collected was randomly split into two sets, one for training and the other for testing. The ratio of training to testing patterns used in developing the model was about 2.5∶1. Since the amount of data used is relatively small in this case (i.e., a total of 207 patterns), no validation set was created.
Input

Phase 2: Network Training
The training phase comprises two modules: training and network optimization. The training module trains the network with a number of cases with known output values, while the optimization module searches for the best network architecture and parameters that yield the lowest error in the predicted results.
Network Training Module
The training set trains the network in order to choose the weights of the interconnections between network nodes. The training module uses the back-propagation learning (training) algorithms for adjusting the weights of the interconnections, so that the estimates generated by all the training patterns have minimal error relative to the known output values of all the input patterns. The ANN is trained in this module using the cycle of steps shown in Fig. 2: 1. Initialize the weights randomly; 2. Apply the input vector to the input neurons; 3. Calculate the net values of the input to the neurons in the hidden layer. Each hidden neuron calculates the weighted sum of the inputs received from the input nodes (i.e., the values of the independent variables); 4. Calculate the output of the hidden layer nodes (neurons) using the tan-sigmoid transfer function (tansig) that squeezes the values of the weighted sum computed in the previous step into a limited range, between -1 and þ1, as shown in the following equation:
5. Calculate the output from the output node using the linear transfer function. The input to the output nodes is first calculated as the weighted sum of the input received from the hidden layer nodes, and then the output is calculated by modifying that input using the linear transfer function (purelin). The purelin transfer function is simply a linear function that produces the same output as its input: the output produced is the estimated value of the dependent variable, which is represented by the output node purelinðxÞ ¼ x ð2Þ Fig. 2 . ANN training and optimization 6. Calculate the error terms for the output layer by comparing the net output with the desired, or target, value; 7. Calculate the error terms for the hidden layer, based on the output error; and 8. Update the weights on the output and hidden layers, based on the calculated error. The aforementioned training steps (i.e., which present the training patterns to the NN) are repeated until the stopping criteria have been satisfied, which is either: (1) when the number of iterations exceeds the number of epochs or (2) when the mean standard error (MSE) drops below target. The number of epochs in this model is set to 15,000, and the MSE target is set to 0.1. The selection of a relatively large value for the MSE target is intended to avoid overfitting of the network to the training patterns owing to the small number of training patterns available.
Network Optimization Module
The design of the ANN involves a number of decisions that should be taken, with respect to (1) the number of neurons in the hidden layer, (2) the training algorithm that will be used to train the network, and (3) the parameter settings for the training algorithm selected. The network architecture and parameter settings selected affect the performance of the network. However, no theory has been clearly defined for selecting the ideal network architecture and setting its parameters (El-Sawy et al. 2011) . The available ANN models for cost estimation use either trial and error (El-Sawy et al. 2011; Sodikov 2005; Kim et al. 2005; Bhokha and Ogunlana 1999) or an optimization technique to choose these decision variables (Feng et al. 2010; Kim et al. 2004 ).
The proposed model takes a systematic search approach to optimizing the network topology and parameters in order to obtain the best ANN for the engineering services cost data. During the search, various ANN training algorithms and parameters are used to create a large number of ANNs. The best ANN is then chosen based on the least mean-square error (LMSE), and used on the test data.
The computations in this module are performed in the cyclical steps, as shown in Fig. 2: 1. Select a training algorithm. The algorithms used in this module are (1) Gradient Descent-traingd; (2) Gradient Descent with Momentum-traingdm; (3) Variable Learning Rate-traingdx; (4) Resilient Back-propagation-trainrp; (5) LevenbergMarquardt-trainlm; and (6) Powell-Beale Restartstraincgb. A brief description of these training algorithms is provided in Table 1 . 2. For each training algorithm, select a value for the first parameter. As shown in Table 2 , the first parameter for the first four training algorithms is the learning rate. This parameter affects how quickly/slowly weights are updated, and may play an important role in the convergence of the network.
(Thirty possible values for the learning rate were tried in this module.) 3. For each training algorithm, select a value for the second parameter. For example, the second parameter that should be chosen for the Resilient Back-propagation learning algorithm is the maximum weight change. (Eleven possible values for this parameter were tried in this module, as shown in Table 2 .) 4. Select a value for the third parameter if the particular learning algorithm takes a third parameter. As shown in Table 2 , the third parameter is the number of neurons in the hidden layer.
(Twelve possible values for this parameter were tried, from 4 neurons up to 15 neurons.) 5. Train the network using each training algorithm and its parameter values, using the aforementioned network training module. 6. Save the network's objects and calculate the mean standard error for the network. Gradient descent (traingd) Traingd is probably the oldest training algorithm in use for training NNs. It uses the gradient descent method to adjust the weights of the nodes, and works well with any transfer function, as long as it has a derivative (Hagan et al. 1996) Gradient descent with momentum (traingdm)
This algorithm uses the same parameters as traingd, in addition to a momentum coefficient, mc, to consider not only the local gradient, but also the recent trends of the error surface. This enhances the speed of network training, and allows a global minimum to be found, rather than becoming stuck in a local minimum (Hagan et al. 1996) . The mc takes values between 0 and 1, where 0 represents no momentum and 1 represents a high value of the momentum Variable learning rate (traingdx)
This training algorithm adds adaptive learning to the functionality of traingd and traingdm. It uses the gradient descent with momentum algorithm and changes the learning rate at the same time, resulting in faster convergence. The idea is to incrementally increase the learning rate by a small amount determined by lr_inc (learning rate increment), if the performance moves towards the goal and as long as the increment does not exceed a specific value, max_perf_inc (maximum performance increment). If it does, a value of lr_dec (learning rate decrement) is subtracted from the learning rate (Hagan et al. 1996) Resilient back propagation (trainrp)
This algorithm, described in Riedmiller and Braun (1993) , is used to update the network's weights. The weights and biases are adjusted by either incrementing them or decrementing them, based on whether or not the gradient of this variable changed signs (i.e., from þve to −ve, or vice versa). The increment and decrement is determined by the parameters delta_inc and delta_dec. The trainrp algorithm usually converges faster than any of the above three training algorithms Levenberg-Marquardt (trainlm) The trainlm algorithm optimizes its weight and bias values according to the Levenberg-Marquardt optimization technique Levenberg (1944) and Marquardt (1963) . It uses the second-order training speed without having to calculate the hessian matrix, but rather approximates this matrix by calculating and using a Jacobian matrix. The approximated matrix is then used to update weights and biases. This is probably the fastest back-propagation training function, its only drawback being the amount of memory it needs. The following are the new parameters that are used in this algorithm: (1) the adaptive value (Mu), which is directly used in calculating the weight or bias change; and (2) Mu_inc and Mu_dec, which make Mu an adaptive parameter
Powell-Beale restarts (traincgb)
The conjugate gradient back propagation with Powell-Beale restarts (traincgb) searches the error surface in the conjugate direction, rather than in the direction of the steepest descent (Powell 1977) . This modification produces a quicker training function. Instead of resetting the search direction periodically (as is the case with all conjugate algorithms), this algorithm resets the search direction only if there is little orthogonality between the current gradient and the previous one. This algorithm uses many parameters, such as: (1) the initial step size in the interval location step (Delta); and (2) the maximum step size (Bmax)
7. Repeat steps 4 to 6 until all possible values for the third parameter have been selected. 8. Repeat steps 3 to 7 until all possible values for the second parameter have been selected. 9. Repeat steps 2 to 8 until all possible values for the first parameter have been selected. 10. Repeat steps 1 to 9 until all the learning algorithms have been used. 11. Choose the network and parameter values that return the minimum mean standard error on the training data. The procedure works as follows: Gradient Descent (traingd) is selected as a training algorithm; 0.01 is selected as a learning rate; four hidden nodes are selected, since there is no third parameter, and the NN is trained and stored; five hidden nodes are selected, and the NN is trained and stored. This process continues until all 15 nodes in the hidden layer have been used. The second value for the learning rate (i.e., 0.02) is selected, and so on.
The outcome of this procedure is an ANN that shows the best performance on the training data. This ANN is then used to predict the engineering fee for the unseen previous cases from the test set. This module investigated 18,552 different ANNs using six different training algorithms and the associated parameter setting options. The best ANN obtained uses the Resilient Back-propagation training algorithm (trainrp), a learning rate of 0.05, and a maximum weight change of 16, and includes 15 neurons in the hidden layer. The performance of the model is evaluated using the mean absolute error rate (MAER), which is the average of the absolute values of the differences between each predicted output and the corresponding target output, as shown in Eq. (3)
where ESC e represents the estimated engineering services costs calculated by the NN model, ESC a represents the actual engineering services costs, and n is the number of sets of test data. Fig. 3 and Table 3 show the performance of the model for the training patterns by comparing actual and predicted results for the engineering services costs. An average percentage accuracy of 26.3% was obtained. The error percentage ranges from 0 to 130% for the minimum and maximum, respectively. The standard deviation is 0.279.
Phase 3: Network Testing
The objective of this phase is to evaluate network performance (i.e., the prediction accuracy of the network) by using new patterns that were not used in the training phase. This phase simulates the network response to new inputs. The test set is used to measure Fig. 3 . Actual versus predicted results for the training patterns the performance of the selected ANN model. The performance of the model was evaluated with 54 sets of test data using the MAER, which is used in the training phase. Fig. 4 and Table 4 illustrate the performance of the model using the test patterns. The MAER obtained is 28.2%. The error percentage ranges from 0.8 to 86% for the minimum and maximum, respectively. The standard deviation is 0.194. Although these results reveal a relatively high error rate, it should be noted that conceptual cost estimation is inherently associated with a high percentage error. Traditional methods for cost estimation report a range of error rates between 20.8 and 27.9% (Emsley et al. 2002) . Harding et al. (1999) report that the actual error percentage obtained in early cost estimation was greater than 20%. Also, previous conceptual estimation models that used an NN report comparable results. For example, El-Sawy et al. (2011) used an NN to estimate the site overheads of a construction project, and report a MAER value of 27.6%.
The proposed model was developed using a relatively small sample of 224 construction projects, and, since the NN technique is data intensive, the reliability of the model is expected to improve as larger data sets are obtained and used to train and test the network. The cost of public projects includes, but is not limited to, construction costs and engineering services costs, but relatively few research papers have addressed the cost of engineering services, which includes design and construction supervision costs, in comparison the number examining construction activity costs. This paper presented the development of a conceptual cost estimation model for engineering services in public construction projects. The factors influencing cost were identified by interviewing industry experts and through an extensive review of the literature. The model was developed based on an ANN that was trained and tested using a sample of 224 construction projects obtained from the General Tenders government department in Jordan.
The projects used to develop the model include a wide range of public construction projects that includes buildings, transportation facilities, water projects, and land development projects. The ANN architecture and parameters were optimized using a systematic search approach. The search led to the choice of an optimal network topology consisting of a five-neuron input layer, a 15-neuron hidden layer that use nonlinear sigmoid transfer functions, and a linear single-neuron output layer. The findings showed that the model was able to map the underlying relationship between the input cost factors and the cost of engineering services during the training stage, and maintained an average accuracy percentage of 26.3%. In contrast, in the testing phase, acceptable generalization capability was obtained and average accuracy percentage of 28.2% was achieved. It is recognized that the ANN technique is data intensive, and so it is recommended that more projects be exploited for future development to enhance the reliability of the model. Furthermore, the methodology presented in this paper can be utilized to develop submodels that focus on a specific type of construction projects such as bridges or schools. Such specialization is expected to enhance the prediction accuracy of the model by limiting the variability in the scope of engineering services required for various types of construction projects. The presented model is expected to support construction planners in the challenging task of providing cost estimates in the early development stages of public construction projects. Providing reasonable estimates for costs in the conceptual phase of projects is crucial for taking informed decisions in the initiation stage of projects. Finally, although the present model was developed based on data from the Jordanian construction industry, the methodology would suggest a much broader geographical applicability of the ANN technique to estimating engineering services costs. As the model complements existing models that focus on construction costs, this research may be extended to develop a comprehensive model that incorporates both construction and engineering services costs. Also, future research is needed to evaluate the performance of the model and examine the drivers of engineering services costs using different data sets from various places worldwide.
