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1. はじめに
我々にとって自動車は最も身近な移動体の一つ
であり，自動運転化への取り組みは以前から研究
されている．有名な例としてGoogle driverless
car project がある 1, 2)．この車両は一般的に
市販されている，トヨタ自動車 (株) プリウス
(XW20型)を土台としており，運転操作及びシ
ステムを監視する 2人以上の乗車を条件として
公道で試運転できる免許が交付されている．
本学でも自律型の電気自動車の開発プロジェ
クトがあり 3, 4)，高齢者等を対象にした誰にで
も簡単に安心して使えるような対話型のインタ
フェースを備えた自律型自動車の開発を目標と
している．
また，近年における，自動車本体の電子制御
の比率も高まり，センシング周りを基本として
車輪移動型ロボットと共通した技術も多く見ら
れるようになった 5, 6)．
プリクラッシュセーフティー技術の例として
富士重工業のEyeSight(ver.2)がある 7, 8)．これ
は衝突の危険がある場合に自動ブレーキによっ
て車両を安全に停止させ，車両側で衝突回避を
行うものである．EyeSight(ver.2)のシステム構
成はステレオカメラ部と ECU(Engine Control
Unit)，TCU(Transmission Control Unit)等が
CAN(Controller Area Network)によって統合
されている．
この例からも見れるように，自律走行はセン
シング技術のみで成り立つものではなく，車両
の動作そのものを操作するシステムと，これら
を統合して制御を行う制御システムがあって実
現ができるといえ，車両に搭載された様々なシ
ステムからセンシングを行い，しかるべき制御
を実行することでこれらを成り立たせている．
本稿ではFig. 1に示す電気自動車COMS(コ
ムスロング・パイプデッキ，トヨタ車体 (株))を
土台として，車両本体に単独での移動機能を搭
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Fig. 1　電気自動車 COMS
載し，これらをまとめる制御系の実装および外
界認識機能を取り付け，自律走行を実現させる
ことを目的とした開発について述べる．
2. 車両の概要と開発の指針
本研究では，人と車両の協調動作を目指すた
め，既存の車両に自律走行機能を取り付ける，移
動ロボットとして開発する方針をとった．車両
を自律動作可能とするためにいくつかの機能を
追加する必要がある．主な機能要件を列挙する．
コンピュータによる操作能力 一般的に自動車
は人の手により操舵，制動，スロットル
制御を担っている．この操作系を人の手
が扱うことと同等に操作できる必要があ
る．そのためには，ECUへの指令の直接
的操作や，既存の操作系にモータを取り付
けることでハンドルやペダルを動かす方法
があり，本研究では後者の手法をとった．
センシング 自律制御には，現在の車両の状態，
たとえば移動や走行経路，進行方向の障
害物などの情報が不可欠である．本研究
では，ステレオビジョンを用いた外界セ
ンシングと，前輪に取り付けたエンコー
ダによる内界センシングを現時点では使
用している．
車両の移動制御 車両全体では，目標とする軌道
Table 1　車両の主な諸元.
項　目 仕　様
全　長 2,365[mm]
全　幅 995[mm]
全　高 1,600[mm]
車両総重量 405[kg]
最小回転半径 3.3[m]
最高速度 前進：50[km/h]
後進：15[km/h]
駆動方式 後輪ホイルイン直接駆動
(モータ：290[W]× 2個)
主バッテリ 密閉型鉛電池
72[V](12[V]× 6)－ 52[Ah]
に対する追従や，障害物を検出しての回避
行動などの動作を実現する必要がある．こ
のためには，センサからの情報をもとに動
作を決定すると共に，車両の状態を目標に
合わせて操作する必要がある．
今回の開発に使用した車両は，法律上の車両
区分ではミニカーとなる．そのため公道を走る
ことができ，車体の装備は一般の車両と変わら
ないものが取り付けられている．運転者が本車
両を直接操作する際は通常のAT車と同様にス
テアリング，アクセルペダル，ブレーキペダル
を介して操作を行う．車両の諸元をTable. 1に
示す．
この車両は電気自動車であり，充電は家庭用
コンセント (100[V])から行える．電気自動車な
ので騒音もなく，ランニングコストも経済的で，
CO2排出量ゼロということで環境面にも配慮し
ている自動車である．
特に実験車両として，排気ガス等や振動の問
題がなく扱いやすいという面，車両に操作系を
追加する分の余裕があり，電気自動車であるた
めこれらの制御システムとの親和性がいいとい
う点で，この車両を土台として採用した．
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3. 操作系の概要
車両を自律走行可能な車輪ロボットとして成
立させるために，人が用いて車両を操作するも
のから，制御システムを介して操作を行う形に改
修した．このためにそれぞれの操作系に対して，
モータとそれを制御するコントローラで構成さ
れた，外付けの駆動ユニットを取り付け，サー
ボ機能を持たせ，これに操作量を指令すること
で車両の操作を行う．
また，車両制御系と人間運転者側が交代で，も
しくは協調して車両の操作できることを前提と
し，これらの操作系に対してバックドライバビ
リティを重視した．これは運転者側が車両の操
作を行う余地を残すとともに，その操作が車両
の動きに結びつくことを目的とする．
また実験用車両という性質から，車両制御シ
ステムの操作下にて，運転者側が意図した車両
の動作とならない，つまり車両制御システムの
動作不良による異常運転が発生する可能性が高
い．そのため，自動制御中であっても，搭乗し
ている実験者の操作介入を優先させることが重
要である．
3.1 アクセル，ブレーキペダル操作部
駆動ユニットを座席シート下部のスペースに
配置し，ワイヤとプーリを用いて車両のアクセ
ル，ブレーキペダルを操作する．実機の写真を
Fig. 2に示す. この駆動ユニットは，モータ駆動
回路，リミット検出機構，ローカルコントロー
ラである H8/3052Fマイコンにて構成される．
モータの動作は上位制御系のメインコントロー
ラからの指令に基づいて行う．モータは指令角
度になるように，モータに内蔵したロータリー
エンコーダの読みをもとに速度制御されている．
これらはアクセル・ブレーキの各ペダルに一
組ずつ取り付けられ，双方が独立して動作し，
さらに運転者側がペダルの操作を行った場合は
(a) ペダル部 (ペダルを引くワイヤがペダ
ル下に見える)
(b) ワイヤの駆動部 (運転席下)
Fig. 2　ペダルの操作部
Fig. 3　ステアリング駆動ユニット
ワイヤがたるむことで，運転者の操作を優先さ
せる．
3.2 ステアリング操作部
ステアリングは，ステアリング軸に歯車を取
り付け，それをアクセル，ブレーキ操作部と同
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様にモータ，駆動回路，ローカルコントローラ
で操作する．駆動部の写真を Fig. 3に示す.ス
テアリング操作量はモータ内蔵のエンコーダに
より計測できる．
ワイヤがたるむペダル操作系と異なり，ステ
アリングはモータで直接操作されているため，
運転者の操作介入はコントローラの制御で実現
した．具体的には，ステアリングの速度制御に
おいて，実回転速度と，目標角に達するために
内部で指令する目標回転速度の偏差をモニタし，
これが閾値を超えた場合には外力で強制的に回
されたと判断して，能動的動作を停止するもの
とした．停止後はバックドライバビリティがあ
り，人間によって通常通りの操作できる．つま
り，介入して運転者操作に切り替えたい場合は，
ハンドルを無理に回せばよい．実験中のとっさ
の判断でハンドルを切る場合などに自然に切り
替わるようにした．一方で，車両の通常走行の
範囲では (据え切り時が最も重いが)，モータに
よる操作は保たれるようにした．
4. 車両の制御系
この車両の操作は上述のように運転者の操作，
もしくはコンピュータ制御によって行う．コン
ピュータ制御系は，３個の操作用モータを制御す
るローカルコントローラと，これらに指令を出
すメインコントローラ (ノート型Windows PC)
からなる．
メインコントローラからの操作指令は，ロー
カルコントローラが実現すると想定して，ペダ
ル操作等の実際の状態量はフィードバックせず，
現状ではオープンループ的に操作しているのみ
である．
これらのコンピュータはRS232C 準拠のシリ
アル通信 (115200bps，USB–シリアル変換回路
経由) ３系統で接続する．メイン－ローカル間
は 20 [ms](50 [Hz])の周期で指令を送信してい
る．また，後述の走行計測用のエンコーダを担
Fig. 4　前輪に取り付けた磁気式エンコーダ．
当するマイコンとも接続し，50[ms](20[Hz])で
測定値を得てる．なお，モータの制御周期と通
信周期の等間隔性の維持はローカルコントロー
ラ側が担当している．そのため，PC側は環境
としては使いやすいものの実時間制御性に劣る
Windows xpを用いている．
5. エンコーダによる自己位置推定
5.1 自己位置推定の概要
移動ロボットにおいて自己姿勢の計測および
自己位置の推定は，自律走行を行う際に特に必
要となる．一般には内界センサを用いる手法と
外界センサを用いる手法，両者を併用する手法
がある．内界センサを用いる自己位置推定は移
動ロボット自身を計測対象とするため，外界の
環境に左右されにくく，安定して，かつ，比較的
高頻度に計測が行えるメリットがあるが，絶対
的計測が困難で誤差が蓄積しやすい．一方，外
界センサを用いるものは，環境の影響を受けや
すいほか，一般的に計測頻度が低い傾向にある
が，計測自体は誤差が蓄積しにくい．
この内界センサとしてよく用いられる手法と
して，車輪にエンコーダを設置し，移動量と車
速の測定がある．本車両においても，左右前輪
にエンコーダを取り付けた．
車輪による自己位置推定は多数の手法がある．
前輪が操舵輪の４輪車両の場合は，後輪の２輪
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の回転を計測すれば，対向２輪型のロボットと
同様に自己位置が推定できる．しかし，本車両
は後輪駆動であり，走行時の滑りの影響が懸念
される．操舵輪に取り付ける場合は，一般には
同時に操舵角を測定して演算に用いるが，前輪
の支持部にセンサを付けることは難しく，ステ
アリングコラムに取り付けた場合はその先のガ
タの影響を受ける．そこで，左右の両前輪に回
転角センサを取り付け，その回転から後述のよ
うに自己位置推定を行うこととした．
前輪の車軸には安全性の観点からも手を加え
ないで済むよう，エンコーダは独自開発した．
Fig. 4に示すように，前輪内側に，48個の磁石
を等間隔に，磁極が交互になるように取り付け
(7.5[deg]間隔, アクリル板のリングに埋め込み，
リングごと吸着)，２個の磁気センサによって読
み取る．磁石は１回転当たり 24周期の磁極変
化をもたらし，２相信号を得て，４逓倍によっ
て 96分割 (3.75[deg])の分解能を得た．これは
車輪の移動に換算すると約 7[mm]に相当する．
5.2 移動量測定の精度
エンコーダを使用する上での問題となるのが，
積算誤差である．そのため，走行の実測値との
差を測定し，積算誤差を見積もった．ロボットの
原点を後輪軸中心とし，その移動量をロボット
に取り付けたエンコーダによって測定した値と，
巻尺で直接測定した値を比較することで行った．
直線移動での評価は 5[m]から 30[m]まで 5[m]
刻みで行った．全体として誤差は± 1%以内の範
囲に収まっており，車輪の滑りなどの問題は見
られず，直線での移動において十分な精度で移
動距離の測定を行うことが可能であり，次に述
べる自己位置推定にも耐えうるといえる．
5.3 旋回時におけるロボットのモデル
旋回時における左右の車輪の移動量の差から
旋回中心を求めることで，旋回での車両の軌跡
Fig. 5　車両の旋回運動のモデル
を推定した．前述のように，一般的な対向２輪
型のロボットとは異なり，計測輪が操舵輪であ
ることが特徴である．
車両のモデルをFig. 5に示す．車両の原点は
後輪軸の中心とする．ここで，lはホイルベー
ス，dは前輪後輪のトレッド幅であり，ある時
間でΔθの円弧運動を行ったとする．左右前輪
の移動量LR, LL(センサで計測される値)とそれ
ぞれの旋廻中心までの距離 rR, rL，ロボットの
旋回半径 r(求める値)は以下の関係をもつ．
r2R = (r + d)
2 + l2 (1)
r2L = (r − d)2 + l2 (2)
LR = rRΔθ, LL = rLΔθ (3)
(3)より Δθ = 0として Δθを消去し (LRrL =
LLrR)，両辺を二乗して (1),(2)を代入する．
L2R{(r − d)2 + l2} = L2L{(r + d)2 + l2} (4)
これを rについて整理すると２次方程式を得る．
r2(L2R − L2L)− 2d(L2R + L2L)r
+(L2R − L2L)(d2 + l2) = 0 (5)
rについて解くと
r = d
L2R + L
2
L
L2R − L2L
±
√√√√(dL2R + L2L
L2R − L2L
)2
− (d2 + l2) (6)
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を得る．なお，L2R −L2Lが 0となる場合は直進
時であり，本式を用いる必要がない．
この式は二つの解を持つが，実用上は一方 (±
のうち +)を選択できる．たとえば，L2R  L2L
となる状況には，旋回半径が非常に大きい (ほぼ
直進)の場合と，(一般的な４輪車では機構的に
無理だが)前輪がハの字となって旋回中心が後
輪の中点付近となる場合がある．そのため，同
じ LR, LL の測定値に対して，二つの解が存在
するが，車両の最小旋回半径を加味すると，実
質的に有効なのは一方となる．
旋回半径 rより，(1),(3)を用いてΔθを得る．
これにより車両の移動量が分かるため，車両の
位置姿勢 (xi, yi, θi)を次式により更新する．
xi+1 = xi + Lm cos(θi +Δθ/2)
yi+1 = yi + Lm sin(θi +Δθ/2)
Lm = 2r sin(Δθ/2)
θi+1 = θi +Δθ (7)
以上により，操舵輪である前輪に取り付けた
回転角度センサから，操舵角を用いずに自己位
置推定を行うことができる．
5.4 旋回運動時の自己位置推定実験
以上の自己位置推定手法の検証を行うため，
車両による実験を行った．ほぼ平坦な舗装路面
において，車両の後輪中心 (車両規準点)が半径
5[m](実測)の円上を走行するように，運転者が
手動で操作を行った．その際のセンサの回転計
測値をもとに，上記の演算で位置を求めた．
結果をFig. 6に示す．点列は 0.5[s]間隔で上
記演算を行って得た軌道を表し，実線は半径5[m]
の円である．推定値の半径が若干小さいほかは
円状の軌道が得られている．この演算ではトレッ
ド幅 2dとして実測値である 0.84[m]を用いたが，
2d = 0.85とするとほぼ半径 5[m]となる．その
ため，この誤差はトレッド幅の誤差などに起因
するものと考えられ，タイヤ変形や接地面の状
Fig. 6　旋回時の軌道の推定結果
態によるトレッド幅変化の影響感度が高いこと
がわかった．
なお，ほぼ一定の速度で走行させた車両に対
して，点列の間隔が部分的に異なるのは，セン
サ部とメインコントローラの間の通信タイミン
グに起因するデータ抜けを補償したことによる
もので，同問題が生じないように通信部には今
後改良が必要である．
6. ステレオビジョンによる外界認
識
6.1 ステレオビジョンの概要
障害物検出などのための外界センサとして，本
研究ではステレオビジョンを用いた．カメラを複
数個使用して構築するステレオビジョンは，カメ
ラ群から取得した画像群から画面内の距離の分
布を得られる手法である．カメラを２台用いる
場合は，左右のカメラに映る同一物の位置のず
れである視差から，三角測量を行うことで容易
に対象までの距離を測ることができる．耐外乱
性，精度，分解能という観点ではステレオビジョ
ンセンサはレーザーレンジファインダ (LRF)や
ミリ波レーダに劣るが，ステレオビジョンセン
サは画像の取り込みを行うために面での計測が
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可能で，色を含む画像データの取得が可能とい
う利点がある．今後はLRFの併用も計画してい
るが，本研究では画像データの応用性からステ
レオビジョンセンサの構築を先行して行った．
本研究では平行に設置した 2台のUSBカメラ
から同時に画像を撮影し，ステレオマッチング
で距離画像を取得した．左カメラ (以後基準カ
メラとする)から得た画像を基準画像とし，こ
の画面上に写る計測対象の座標 (u1, v1)に対応
する点 (u2, v2)を，対となる右カメラ (以後対象
カメラとする)から得た対象画像から探索する．
この２点には幾何学的な条件であるエピポーラ
拘束があり，対応点の探索速度向上に重要であ
る．これを単純化するため，カメラは光軸が平
衡となるように２台をユニット化したうえで車
両に取り付けた (車両の振動などの影響は，２
カメラが平行のまま揺れるなど，カメラに同じ
ように出るようにした)．
基準画像と対象画像を比べ，両画像上でのず
れである視差から，三角測量の原理で計測対象
点の三次元座標 (x，y，z)を求めることができる．
視差 dは u1 − u2であり，三次元座標 (x，y，z)
は以下の式から求める．
(x, y, z)T =
(
u1B
d
,
v1B
d
,
fB
d
)T
(8)
ただし
(ui, vi): 対象の画像上での座標 [pixel]
(x, y, z): 対象の三次元座標 [mm]
B: カメラ間距離 (基線長） [mm]
f : 焦点距離 [pixel]
d = u1 − u2: 視差 [pixel]
である．
ステレオカメラからの視差測定の様子と得た
マッチング画像の例をそれぞれFig. 7(a),(b)に
示す．ステレオマッチングは何らかの手がかり
が無ければ検出できないため，正しく得られて
いる箇所と不適切なところがある．
(a) ２台のカメラによる画像間の視差
(b) 画像から作成した視差マップ
Fig. 7　ステレオマッチングの処理例
6.2 処理系の実装
車両に搭載した２台のカメラの画像処理は，
OpenCV9)を用いて実装した．距離画像生成の
ための，OpenCVに標準のライブラリにステレ
オマッチング手法は４種類があったが，本研究
では応答速度が最重要項目であるため，精度は
低いが処理速度が早い Dynamic Programming
法を用いた．基本的にはこの手法で視差画像を
得て，さらに障害物検出のために以下の処理を
加えた．
1) 道路外領域除去のためのマスク処理
2) 距離範囲を限定するための二値化処理
3) 不要情報除去のためのエッジ検出と領域
の限定化
これにより，道路と推定される範囲にある，指
定距離内の障害物を検出する．なお，得た視差
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Table 2　障害物までの距離と視差の測定
障害物距離 [mm] 視差 [pixel]
2000 103
3000 81
4000 71
5000 64
6000 60
7000 57
8000 54
9000 52
10000 51
画像は，特徴量の不足などで正しく計測できな
かった点が周囲の情報から補間されるようで，
距離画像が横方向ににじんだようなものとなる
(Fig. 7)．そこで，現画像に対してエッジ検出
処理を行い，これで距離画像を区分することに
よって，障害物の検知精度の向上を図った．
6.3 距離測定性能
距離測定における分解能をみるために，
2000[mm] から 1000[mm] 刻みでカメラ前に障
害物を置き，得られる視差の検証を行った．結
果をTable. 2に示す．視差には想定された単調
減少傾向が見られ，有用な情報が得られたこと
が確認できた．しかし，6[m]以遠は視差の変化
がほとんど生じず，同ような数値となったため，
6[m]以遠の障害物検出には使いがたい．ただし，
本研究では低速運転の移動車の実験を想定して
おり，そのためには 6[m]以内の障害物計測が可
能であれば十分に停止，回避が行えるため，こ
のステレオビジョンセンサを引き続き使用して
いる．
6.4 回避実験
以上の処理系を用いて，車両前方にある物体
を障害物と感知させ，さらに障害物回避を行う
動作を実装した．上述の処理に加え，道路領域内
に障害物が存在するかを検出するために一定の
視差を超える (近距離の)領域に対して領域のピ
クセル数を算出し，一定以上の大きさの塊が存
在する場合，障害物が存在すると認識するもの
とした．障害物回避実験は以下の条件で行った．
• 幅約 6[m]，平坦で直線の道路上．
• 対向車両無し．
• 晴れ，乾いた路面．
• 速度一定，回避中に加速は行わない．
また，障害物回避行動は以下のシナリオに沿っ
て行った．
1) 障害物に向かって直進．
2) 障害物を検知した段階で一時停止．
3) 徐行しつつ旋回，反対車線側へ移動．
4) 元の車線へ移動．
これらの動作が可能であることを実験によって
確認した．
7. おわりに
以上により，車両に対して自律走行機能を付
加し,障害物回避まで行えることを確認した．
しかし，路面の傾きや，タイヤの滑り (路面
状況，路肩近くの砂，落ち葉等)があると，自
己位置推定の誤差になることは容易に想像でき
る．このため，短時間の制御には自己位置推定を
用いる一方で，GPSやステレオビジョンの画像
から解析した道路位置 (白線など)の情報，LRF
による路面範囲の推定などを組み合わせて，長
時間にわたって安定した自己位置の確保を実現
することが，今後は必要である．これらの情報
は自己位置だけではなく，運転者の操作による
非自律移動時にも斜線の逸脱や蛇行などの検知
に有用であり，それをもとにしたステアリング
補助，車線逸脱防止などの機能を追加すること
で，より安全性を高めることにつながると考え
られる．
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