Abstract: Consider a graph whose vertices play the role of members of the opposing groups. The edge between two vertices means that these vertices may defend or attack each other. At one time, any attacker may attack only one vertex. Similarly, any defender fights for itself or helps exactly one of its neighbours. If we have a set of defenders that can repel any attack, then we say that the set is secure. Moreover, it is strong if it is also prepared for a raid of one additional foe who can strike anywhere. We show that almost any cubic graph of order has a minimum strong secure set of cardinality less or equal to /2 + 1. Moreover, we examine the possibility of an expansion of secure sets and strong secure sets.
Introduction
We start with basic terminology and definitions. Let G be a connected graph with vertex set V (G) and edge set E (G) .
An open neighbourhood of a vertex is the set N G ( ) = { ∈ V (G) :
∈ E(G)}, whereas the closed neighbourhood of the vertex is the set
Moreover, an open (closed) neighbourhood of a set X ⊆ V (G) is the set N G (X ) = ∈X N G ( ) (N G [X ] = N G (X ) ∪ X ). By G ( ) we denote a degree of a vertex ∈ V (G). Furthermore, δ(G) and ∆(G) denote the minimum and maximum degree of a vertex of G, respectively. The distance between two vertices ∈ V (G) is the length of the shortest path between and , we denote it by dist G ( ). In all the above notations we omit the subscript G if the graph is clear from the context. The subgraph of G induced by the vertices of V ⊆ V (G) is denoted G [V ] .
The authors of [11] defined a concept of alliances in graphs. For a graph G = (V E) the set A ⊆ V is a defensive alliance if for all ∈ A, |N[ ] ∩ A| ≥ |N[ ] \ A|, and A is an offensive alliance if for all ∈ N(A) \ A, |N[ ] ∩ A| ≥ |N[ ] \ A|.
Moreover, if an alliance is both offensive and defensive then we say that it is a powerful alliance [2] . Furthermore, an alliance is global if it is also a dominating set. Alliances were applied in bioinformatics in analysis of RNA structure [10] , in fault tolerant computing [18] and data clustering [16] . For more information about alliances we refer the reader to [9, 17, 21] .
The definition of the alliances implies that an attack on a single vertex can be thwarted. Secure sets were defined as a structure that guarantees safety for all members of the group [1] .
Definition 1.1 ([1]).
Let G = (V E) be a graph. For any S = { In such a case we also say that fights against some vertex of A .
We say that an attack is maximal if it involves all the attackers. Observe, that if members of a secure set can repel any maximal attack, then they can also repel any attack that involves less attackers. Moreover, for a given secure set S there is exactly one maximal attack if and only if every attacker has exactly one neighbour in S. In [1] the authors proved that the set S is secure if and only if for every X ⊆ S
Previous studies on secure sets include [1] , [6] and [7] . Also global version of secure sets were investigated, see [8, [12] [13] [14] .
In this paper we begin research on strong secure sets defined as secure sets that can repel an attack of one additional foe who can strike anywhere. This implies that a set S is strong secure if and only if for every nonempty X ⊆ S
The cardinality of a minimum (strong) secure set is the (strong) security number, denoted by (ˆ (G)) (G).
The concept of an expansion of secure sets was introduced in [14] . We say that a (strong) secure set S of a graph G is expandable if |S| < |V (G)| and there exists a vertex ∈ V (G) \ S such that S ∪ { } is a (strong) secure set of G. Moreover, the graph G is (ˆ -expandable) -expandable if any (strong) secure set of G except V (G) is expandable.
Cubic graphs
We say that a graph is cubic if all its vertices have degree 3. In [1] the authors presented the following result.
Theorem 2.1 ([1]).
If G is a cubic graph with girth , then
Before we present a similar result concerning the strong security number, we give a necessary and sufficient conditions that must be satisfied by a subgraph of a cubic graph so that its vertices form a strong secure set.
Lemma 2.2.

Let G be a cubic graph and H be a connected subgraph of G. V (H) is a strong secure set of G if and only if
Proof. (⇒) First, let us assume that H is a connected subgraph of G such that V (H) is a strong secure set of G.
Thus V (H) satisfies condition (2) . Moreover, every vertex of H also satisfies condition (2), which implies that δ(G) ≥ 2, and the necessity follows.
(⇐) Suppose that a connected subgraph H of G satisfies the following two conditions: 
Suppose that C 1 and C 2 are vertex disjoint. Since S is a minimum strong secure set, H is connected. Thus, there is a path P in H with one end-vertex in C 1 and the second end-vertex in
. If S = S , then we obtain a contradiction with the minimality of S, since by Lemma 2.2, S is a strong secure set. If S = S and H is not of type 3, then E(H) must contain an edge that joins a vertex of C 1 with a vertex of C 2 and / ∈ E(P). This implies that H contains a proper subgraph of type 2, which contradicts the minimality of H. So let us suppose that
and |V (C 2 )| > 3 since otherwise H would have a proper induced subgraph of type 1. Since G is a cubic graph and C 1 C 2 are induced cycles of G, the vertices of M induce a linear forest F . If F is not a path, then H contains a proper induced subgraph of type 2, which contradicts the minimality of
or there is an edge between vertices that belong to (
), then as previously we obtain a contradiction with the minimality of S. Hence H is of type 2.
Remark 2.6.
Let H be an induced subgraph of a cubic graph G. If H is a graph of type 2 or type 3 and we add to H a new edge between the vertices of degree 2, then H + contains a proper induced subgraph of type 1, type 2 or type 3. This implies that if the vertices of a strong secure set S ⊆ V (G) induce a graph that contains a proper subgraph (not necessarily induced) of type 1, type 2 or type 3, then S is not a minimum strong secure set.
On the basis of Lemma 2.5, we can formulate analogue of Theorem 2.1. Let us introduce two parameters for a cubic graph G. By (G) we denote the length of the shortest cycle C of G such that at least two of the vertices of C have a common neighbour outside the cycle, and by (G) we denote the cardinality of a minimum subgraph of G that has two cycles.
Theorem 2.7.
Let G be a cubic graph. Then,ˆ
Now we give an upper bound on the strong security number in cubic graphs.
Theorem 2.8.
Let G be a connected cubic graph with vertices, where ≥ 12. Then,ˆ (G) ≤ /2 + 1.
Proof. Assume the contrary that there is a connected cubic graph G such thatˆ (G) ≥ /2 + 2 ≥ 8. Let us consider three cases. Case 1. G has a minimum strong secure set that induces a graph H of type 3. 
Thus, |V (H)| ≥ /2 + 2 and H contains two vertex disjoint cycles
This implies that there are two vertices of H that have the same neighbour in V (G) \ V (H). First, suppose that there are two vertices ∈ V (C 1 ) such that ( ) = ( ). Thus, C 1 is a graph of type 1 and by Lemma 2.2, V (C 1 ) is a strong secure set of G. This implies that G has a strong secure set with less vertices than H, a contradiction. Now, assume that there is a vertex ∈ V (C 1 ) and ∈ V (P) such that ( ) = ( ) = . Thus, the vertices V (C 1 ) ∪ { In both cases the indicated sets have less vertices than H, and we obtain a contradiction with the assumption that V (H) is a minimum strong secure set. Case 2. G has a minimum strong secure set that induces a graph H of type 2.
Thus, H contains two cycles induce a graph of type 2 with less vertices than H. In both cases we obtain a contradiction with the minimality of the chosen strong secure set. Case 3. G has a minimum strong secure set that induces a graph H of type 1.
) is a strong secure set of G, which contradicts the minimality of V (H). Similarly we can show that there are no two vertices ∈ V (C 2 ) such that ( ) = ( ). This implies that if ∈ V (G) \ V (H) and |N( ) ∩ V (H)| > 1, then has one neighbour in
Thus, H is a cycle 1 2 1 . Suppose that there is a vertex ∈ V (G) \ V (H) that has three neighbours in H such that 1 ≤ < < ≤ . Let P 1 P 2 and P 3 be three paths that join pairs ( ) ( ) and ( ), respectively. Thus, V (P 1 ) = { } V (P 2 ) = { }, and V (P 3 ) = { 1 }. Let V be the set of interior vertices of the path P . Assume that there is P that has at least two interior vertices. Then, the vertices (V (H) \ V ) ∪ { } induce a graph of type 2 with less vertices than H, a contradiction. If there is P that has one interior vertex, then the vertices (V (H) \ V ) ∪ { } induce a graph of type 2 with the same number of vertices as H and this case was consider in Case 2. Therefore, we have that V = Ø for ∈ {1 2 3} which implies that G = K 4 .
Thus, we may assume that each vertex of V (G)\V (H) has at most two neighbours in H. Since |V (G)\V (H)| ≤ /2−2, at least two vertices of V (G)\V (H) have two neighbours in H.
Let be such vertices and be their neighbours in H. Assume that 1 ≤ < < < ≤ . Let P 1 P 2 P 3 and P 4 be paths that join pairs ( ) ( ) ( ) and , respectively. Thus,
Let V be the set of interior vertices of the path P . then it contains such a subgraph with less vertices than H, a contradiction; otherwise, this case was considered in Case 1 or Case 2.
Observe that if ≥ 14, H has at least 9 vertices and hence at least one path P with at least two interior vertices. Thus, to complete the proof we must consider the case when = 12 (then H has exactly 8 vertices) and each path has exactly one interior vertex. First observe that if in V (G) \ V (H) there are more than two vertices having two neighbours in H, then there are two such vertices that at least one path between their neighbours has more than one interior vertex. Thus, without loss of generality, we may assume that in V (G) \ V (H) there are exactly two vertices having two neighbours in H and four having one neighbour in H. Assume that the vertices and are adjacent. Consider the subgraph H induced by V (H) \ (V 1 ∪ V 3 ). Observe that H contains a graph either of type 2 or of type 3, regardless of existing edges between and . Thus, either we obtain a contradiction with the choice of H or we have a case that was already considered. Therefore, has a neighbour ∈ V (G) \ V (H) such that is adjacent to V (H) \ { }. In this case we can always indicate a subgraph H that contains a graph of type 2, contains , , and a subpath of H, and V (H ) ≤ V (H). Thus, either we obtain a contradiction with the choice of H or we have a case that was already considered.
The bound presented in the above theorem is tight. There is a cubic graph of order 14 with a strong security number equal to 8, see Figure 2 . The list of all cubic graphs of small order is known since the 19th century due to results of de Vries [19, 20] . More recently many authors studied the problem of generating cubic graphs, see e.g., [3, 5] . The database of cubic graphs of small order can be found in [4] . There are 27 cubic graphs with at most 10 vertices. The bound presented in Theorem 2.8 is incorrect for two cubic graphs of order 8, see Figure 1 . Both of these graphs have a strong security number equal to 6.
Figure 1.
Graphs of order 8 with a strong security number equal to 6, black vertices form a minimum strong secure set.
All other cubic graphs of order ≤ 10 have a strong secure set of cardinality less or equal to /2 + 1. In Figure 2 we present a graph of order 10 that achieves the bound presented in Theorem 2.8.
Figure 2.
Graphs of order 10 and 14 with a strong security number equal to 6 and 8, respectively, black vertices form a minimum strong secure set.
Expansion
In this section we consider the possibility of expansion of any (strong) secure set of a cubic graph. First we show, that any graph of maximum degree 3 is -expandable.
Theorem 3.1.
Let G be a connected graph such that
Proof. Let S be a secure set of G, we show that it is expandable. If there exists a vertex ∈ N(S) \ S such that |N( ) ∩ S| ≥ ( )/2 , then clearly S ∪ { } is a secure set and the theorem holds. So suppose that this is not the case,
i.e., all the vertices that belong to N(S) \ S have degree 3 and exactly one neighbour in S. In this case we can observe that there is only one maximal attack. First let us suppose that also each vertex of S at most one neighbour outside the set. Let be a vertex of S that has a neighbour ∈ N(S) \ S. Observe, that if we add to S, then in any attack (not necessarily maximal) every vertex that has a neighbour in N(S) \ S can defend itself and since has now no neighbours in N(S) \ S, it can always defend . Hence the set S ∪ { } is secure. So, let us suppose that there is a vertex ∈ S with two neighbours ∈ N(S) \ S. Since S is secure, has a neighbour ∈ S, and moreover in the maximal attack both and defend . We can assume that always fights against and against . Clearly, the set S = S ∪ { } is secure, since now in any attack, can defend , and a defence for the rest of the vertices can be organized in the same way as for the maximal attack on S.
Now we show that contrary to secure sets, not every strong secure set of a cubic graph is expandable. To prove this fact we employ knowledge about matching cutsets of cubic graphs, where a matching cutset is a set of independent edges whose removal disconnects the graph. With a matching cutset of a graph we can associate a red-blue colouring, which we call an mc-colouring, that satisfies the following conditions. Each colour class contains at least one vertex and every red (blue) vertex has at most one blue (red) neighbour. In [15] Moshi proved the following theorem.
Theorem 3.2 ([15]).
Let G be a simple connected cubic graph that is different from K 4 and K 3 3 . Then G has a matching cutset.
To decide whether the cubic graphs areˆ -expandable we must consider their mc-colourings.
Lemma 3.3.
Let G be a connected cubic graph. Then, G isˆ -expandable if and only if it does not have a matching cutset or in any mc-colouring of G, the graph induced by each colour class is a cycle.
Proof. If G is K 4 or K 3 3 then clearly it isˆ -expandable. Hence, let us assume that this is not the case. Suppose that G isˆ -expandable. By Theorem 3.2, G has a matching cutset. Let be any mc-colouring. Consider a graph R induced by red vertices. Suppose that R is not a cycle. Any vertex of R has at most one neighbour coloured blue and at least one vertex has a blue neighbour since otherwise G would not be connected. Thus, δ(R) = 2.
First assume that ∆(R) = 3. This implies that |N G [V (R)] \ V (R)| < |V (R)|. Hence, by Lemma 2.2, V (R) is a strong secure set. Since any vertex of G that does not belong to R has at most one neighbour in R, V (R) is an example of a strong secure set of G that is not expandable, which gives us a contradiction. Now, assume that ∆(R) = 2. Thus, R is a disjoint union of some cycles. Let B be a graph induced by blue vertices. Let 
, then has at most one neighbour in G . Thus, V (G ) is a strong secure set of G that is not expandable, a contradiction.
Suppose conversely that in every mc-colouring of G each colour class induces a cycle and G is notˆ -expandable. Let S be a strong secure set of G that is not expandable. By Corollary 2.3, any vertex of V (G) \ S has at most one neighbour in S and since S is a strong secure set, any vertex of S has at most one neighbour in V (G) \ S. Proof. Let and V form a matching, it follows that the red vertices of C induce a path P and two blue vertices of C are adjacent. Let be blue vertices of C . Thus, ∈ C and ∈ C . Without loss of generality we may assume that
are the remaining vertices of P. Let be a blue neighbour of distinct from and be a blue neighbour of distinct from . Since ≥ 6, we have that = . Let be the red neighbour of distinct from +1 and be the red neighbour of distinct from −1 . From the fact that ≤ − 1 it follows that = . By the choice of C , and are not adjacent to a vertex of Figure 3 .
A connected cubic graph G isˆ -expandable if and only if G is one of the graphs presented in
