A fragment-based similarity searching method, MOLPRINT 2D, was employed for virtual screening of Escherichia coli dihydrofolate reductase inhibitors. Using the original training set of 50,000 compounds, only marginal enrichment factors (between 1 and 3) could be achieved on the test library. The active structures contained in the training and test libraries represented different types of "chemistry," that is, different substructural features associated with activity. Training and test sets were pooled in a 2nd step and randomly split into training and test of equal size, with the objective of smoothing out the different chemical characteristics of both libraries. In a 10-fold cross-validation study on the new training and test sets, typically 10fold enrichment could be found in the first 96 positions, 4-fold enrichment in the first 384 positions, and 3-fold enrichment in the first 1536 positions, corresponding to 6, 10, and 28 hits, respectively (out of a total of 307; activity defined as average residual activity of less than 80%). The conclusions are 2-fold. On one hand, the exact fragment-matching similarity searching method employed here is not capable of finding completely novel hit structures. On the other hand, this study emphasizes the requirement for a comparable distribution of chemical features of the training and test sets. MOLPRINT 2D is freely downloadable from
INTRODUCTION
D IHYDROFOLATE REDUCTASE (DHFR) catalyzes the reduction of 7,8-dihydrofolate to 5,6,7,8-tetrahydrofolate. Tetrahydrofolate is essential for the biosynthesis of purines, pyrimidines, and some amino acids. This, in combination with considerable structural differences between bacterial and human DHFR, renders bacterial DHFR an ideal drug target, exploited by highly selective inhibitors such as trimethoprim. Still, development of resistance to trimethoprim creates a need for a novel structural series of DHFR inhibitors. As a result, a high-throughput screening (HTS) of 50,000 compounds was recently performed by Zolli-Juran et al., 1 identifying 32 hits (defined by less than 75% residual activity in both of 2 screening runs) comprising several novel scaffolds.
The extraction of structural knowledge from the compounds and their activities from the 1st screening (training set) was the goal of the HTS Data-Mining and Docking Competition at McMaster University (Ontario, Canada). This knowledge was to be used to make predictions about the inhibitory activities of a 2nd set of 50,000 compounds that was to be screened subsequently (test set). Because of the size of the training set, the 1st screening provided a wealth of experimental data for model generation. To exploit this information fully, a sufficiently economical computational method had to be employed.
The method we followed is based on ligand information only and employs the molecular similarity principle, which states that compounds that are more similar with respect to their chemical structures are more likely to possess similar properties, [2] [3] [4] physicochemical (e.g., logP, solubility) as well as biological. In the case here, bioactivity (inhibition of DHFR) was the property of interest.
Molecular similarity methods generally comprise 3 steps: representation of structures in descriptor space, selection of features, and a distance metric that is able to tell how similar or dissimilar 2 structures are in descriptor space. A common classification of descriptors is made according to their dimensionality. One-dimensional descriptors use overall properties such as volume and logP, 5 2-dimensional descriptors may be derived from the connectivity table, 6 and 3-dimensional descriptors use geometrical information from points in 3-dimensional space. 7, 8 The descriptor employed by our method, MOLPRINT 2D, [9] [10] [11] is based on the connectivity of each heavy atom and its neighbors up to 2 bonds apart (also known as atom environments; see Fig. 1 ). It is similar to augmented atoms 12 or the extended connectivity circular fingerprints (ECFPs) employed by Scitegic (San Diego, CA). 13 Feature selection is performed using information-gain-based feature selection, 13 which was originally devised to induce rules as nodes of decision trees. Ranking employs the naïve Bayesian classifier, which provides a simple yet surprisingly efficient classification method. Calculation of features, feature selection, and ranking are performed at the order of 1000 molecules/s on a 1 GHz PIII Redhat Linux machine, equivalent to response time in the order of tens of seconds on today's computers on the library size considered here (50,000 structures).
This method has previously been validated for similarity searching on 5 sets of active structures from the MDL Drug Data Report (MDDR) database (MDL ISIS/HOST software; MDL Information Systems Inc., San Leandro, CA), where it was able to outperform existing similarity searching methods, both 2Dfingerprint based and virtual affinity fingerprint based, 10, 11 with respect to hit rates. In a subsequent study, the comparison to UNITY fingerprints also proved to be favorable, 11 and the combination of atom environments with information-gain-based feature selection and the naïve Bayesian classifier employing multiple query structures outperformed UNITY fingerprints combined with binary kernel discrimination. 11, 14 ECFPs, in combination with binary kernel discrimination, 15 perform about as well as the method presented here; because the descriptor definition is very similar, it can be concluded that the machine learning methods employed, naïve Bayesian classifier and binary kernel discrimination, also show broadly comparable performance in these cases.
It has to be kept in mind that the libraries employed in all of the above studies are derived from the MDDR database (MDL Information Systems Inc.), which poses a number of conceptual shortcomings. First, the database does not contain information about inactive structures. One might argue that the likelihood of a drug acting against 1 target and being active against another target is relatively small (because most drugs are designed-or at least intended-to be selective). Although this is usually true, it should be added that multitarget drugs are one of the current hot topics in pharmaceutical research. 16 In addition, the MDDR database contains a large number of analog compounds. Although this is not a problem originating from the MDDR database itself, it underlines the current practice in the pharmaceutical industry to stick to established (and proven) strategies instead of devising new ones-as the example of resistance of bacterial DHFR to trimethoprim and its analogs confirms, which actually gave the incentive for the current work.
The question of library composition as well as inherent properties of fragment-based descriptors will be revisited in the Results and Discussion section, which follows the next section, presenting details of the method used.
MATERIAL AND METHODS
MOLPRINT 2D consists of 3 steps: generation of features, feature selection, and classification.
Descriptor generation/molecular representation
Translationally and rotationally invariant atom environments are used 9-11 as a molecular representation. Atom environments are calculated directly from the molecular connectivity table in a 2step procedure (see Fig. 1 ):
1. Sybyl mol2 atom types 17 are assigned to every heavy atom in the hydrogen-depleted structure of the molecule. 2. An individual atom fingerprint is calculated for every heavy atom in the molecule, capturing the number of atoms 1 and 2 bonds apart from the central atom, differentiated by atom type.
Feature selection
The information content of each atom environment is computed using the information gain measure of Quinlan. 13 This was originally introduced to choose the best features for nodes of a decision tree, but the underlying concept of information entropy is generally applicable. Higher information gain is related to lower information entropy of the subsets generated according to the presence and absence of a particular feature, which effectively describes better separation between active and inactive structures. The information gain, I, is given by
S is the information entropy, S v is the information entropy in data subset v (v = feature present, feature not present), |D| is the total number of data points, |D v | is the number of data points in subset v, and p is the probability that a ran- domly selected molecule of the whole data set (or subset in case of D v ) belongs to each of the defined classes (e.g., i = active, inactive).
Classification
A naïve Bayesian classifier was employed as a classification tool. Its underlying assumption is the independence of features, although it also performs well where features are not strictly independent. (In fact, the relation between independence of features and performance of the classifier seems to be more complex than can be derived from this precondition. 18 ) Trained with a given data set that consists of known feature vectors (F) containing features f i and their associated known classes (CL), a Bayesian classifier predicts the class to which a new feature vector belongs as the one with the highest probability of P(CL v |F), which is given by
where P(CL v ) is the probability of class v, P(F) is the feature vector probability, P(F|CL v ) is the probability of F given CL v , and v is class. For 2 data sets, after applying the assumption of independence of features, the resulting binary naïve Bayesian classifier is given by
This equation is used to perform classification; that is, all molecules are represented by their feature vectors F, and the resulting ratios
are sorted in decreasing order. Molecules with the highest probability ratios are most likely to belong to class 1 (here the class of active molecules). Molecules with the lowest values are most likely to belong to class 2 (the class of inactive molecules). The prior, P(CL 1 )/P(CL 2 ) in formula 2, is set to the ratio of the sizes of the training subsets.
RESULTS AND DISCUSSION
In the 1st series of calculations, a model was built using 32 active structures showing less than 75% residual activity in both runs, which were enriched by 15 other known inhibitors of bacterial and Escherichia coli DHFR from public sources. Inclusion of additional compounds was intended to introduce more diversity in the active training set, giving an active set of 47 structures. Because our method is also able to accommodate an inactive data set, all structures with a residual activity of greater than 100% were selected in the 1st run to train the inactive model. A residual activity greater than 110% was used to define inactive compounds in the 2nd run, resulting in 32,521 and 4515 structures, respectively. Feature selection was not employed because it did not improve results, possibly due to the broader definition of active and inactive classes if all features are employed for classification. This is a different result from that obtained earlier 10, 11 and might be both due to different dataset sizes and/or different diversity of the sets. Results of this run are shown in Figure 2 Figure 2 . Encouraged by those results, this parameterization was used to rank the test set, and the results were submitted to the HTS Data-Mining and Docking Competition. Sample structures predicted as being active are shown in Figure 3 . Recurring features can readily be identified such as halogenated benzenes, pyrazoles, methylesters, and 1,2,3 triazines.
Soberingly, upon receiving the HTS screening results of the test data set, virtually no enrichment was found for the ranked list of compounds we submitted. As listed in the official results of the competition, 4 of 42 actives (less than 75% residual activity in both runs) were found in the top 2500 positions, corresponding to an enrichment factor of only slightly less than 2 (nearly 10% of all actives are contained in 5% of the library). Our initial assumption that the cutoff thresholds for active and inactive data sets were inappropriate or that feature selection should be employed led only to marginal improvement of the enrichment factor of the test set, up to about 3. This was achieved if the active compound set was defined slightly more loosely, by an average of less than 80% residual activity, compiling 76 structures in the active training set (data for this scenario are given in Table 1 ).
After examining training and test sets more closely, considerable differences in the chemical composition of both sets became apparent. This is illustrated in Figure 4 , showing the 5 most potent structures from the training set and test set, respectively. Fundamental structural differences can already be identified from these small subsets of compounds, such as the high number of pyridazine rings and guanidinium groups in the training set as opposed to the test set. From this small number of compounds, the false-positive predictions shown in Figure 3 can be explained because all of the false positives contain nitrogen-heterocycles and all but 1 of them possess methoxy-moieties-just like the 5 most active compounds from the training set. In effect, in the 1st classification run, a model has been built that was able to distinguish only inactive compounds of 1 sort from other inactive compounds in the test set, which also explains why feature selection was not able to improve performance. This anecdotal evidence is corroborated by a statistical analysis of fragments showing highest information gain in discriminating the active structures of the training set and test set from each other, shown in Table 2 . (Note that activity is here defined as an average residual activity of less than 80% to increase the data basis.) The statistical analysis was carried out separately for the 5 fragments showing highest information gain that were more frequent in the training set and for the 5 fragments showing highest information gain that were more frequent in the test set.
Those features characteristic for active structures in the training set, as opposed to active structures in the test set, are shown in the upper half of Table 2 . The features occur much more often in the whole training set, compared to the whole test set (first 2 columns, "Number in Training Set" vs. "Number in Test Set"), indicating a different chemical composition of both libraries. Even more profound is the relative frequency difference in active compounds from the training set and active compounds from the test set. Although between 8 and 10 structures from the training set contain each of the activity-conferring features from the training set, none of the actives from the test set contain any of those features. This shows that, in particular, the chemical composition of active com- Features characteristic for the most active compounds of each set are also more frequent in the whole set; this ratio is even more apparent among the active structures of each set. pounds from the training and test sets is different. Thus, it is not surprising that our initial enrichment factors were so low (this method is based solely on the molecular graph and hence requires detection of identical substructures that contribute to activity).
Features characteristic for active structures in the test set, as opposed to active structures in the training set, are shown in the lower half of Table 2 . Again, those features conferring activity to the active structures of the test data set are also much more frequent in the whole test data set, compared to the whole training data set. This corroborates the finding above that both data sets are overall of different chemical composition. It also applies-particularly-to the relative frequencies of activity-conferring features from the test set in the active parts of test and training sets: Although a high number of active compounds from the test set contain the characteristic features, this is rarely the case for the training set actives (for details, see Table 2 ). This means that, in addition, the chemical composition of active compounds in the test set is different from the composition of the training set, with respect to the features shown in Table 2 but also for a much larger number of features, which are not shown here.
The discussion up to this point leads to 2 valid conclusions: On one hand, the work presented here shows that MOLPRINT 2D is not capable of finding completely novel hit structures on the data set given. This can probably be extended to related approaches that belong to the group of exact-fragment-matching similarity searching methods. They are not able to exploit knowledge about activity space from 1 chemical series and apply this knowledge to a different chemical series (in effect, to identify bioisosteres). This is not surprising because of the strict definition of features.
On the other hand, this result emphasizes the need for an even distribution of chemistry between the training and the test sets when exact-fragment-matching methods are employed. To examine the effect of a more equalized chemical composition between training and test sets, another calculation was performed. Ten-fold random scrambling of the 100,000 compounds of both (training and test) data sets was performed to achieve comparable chemical compositions, resulting in new training and test sets of 50,000 compounds and 50,000 compounds, respectively. From the training set in each run, those compounds showing, on average, less than 85% residual activity (251 compounds) and those showing more than 100% residual activity (21,551 compounds) were used as active and inactive data sets, respectively. Thresholds for activity and inactivity were chosen to provide a balance between certainty of activity and data set size. It should be noted that in the case of the new training and test sets, performance did not vary greatly for definitions of active compounds less than between 80% and 90% residual activity and for definitions of inactive compounds greater than between 100% and 130% residual activity. Two hundred features were selected in each of the 10 cross-validation runs. Again, performance did not vary greatly between a selection of 200 features, up to a maximum number of features defined by the number of features present in the active data set (e.g., 576 features for 76 active compounds at an 80% threshold).
In each of the 10 runs, an average of 6 active compounds were identified in the first 96 positions, an average of 10 active compounds in the first 384 positions, and an average of 28 active compounds in the first 1536 positions. This corresponds to enrichment factors of about 10, 4, and 2, respectively, based on a total number of 307 actives (defined as average residual activity <80%). Sample structures identified as actives in 1 of the 10 cross-validation runs are shown in Figure 5 . Three different scaffolds are identified among the 7 hits obtained. This illustrates both the capability of the method to identify actives and the capability to identify multiple scaffolds contributing to activity. Standard deviations of hit rates are small (about 1), showing robust performance of the method with respect to the particular composition of the training set used-provided that the chemistry between training and test set is comparable.
CONCLUSIONS
A fragment-based similarity searching method, MOLPRINT 2D, was employed for virtual screening of inhibitors of DHFR of E. coli. Performance on the original training and test sets was initially not satisfactory, with enrichment factors of no larger than 3. This was found to be caused by a different chemical composition of training and test sets. Interestingly, in additional calculations focusing on competetive inhibitors only for model generation but retaining the given training and test sets no major performance enhancement could be obtained. A similar chemical composition on the other hand of training and test sets led to enrichment factors of about 10 in a 10-fold cross-validation study on the first 96-well plate.
The conclusions are 2-fold: On one hand, the work presented here shows that MOLPRINT 2D is not capable of finding completely novel hit structures on the data set given. This can probably be extended to related approaches that belong to the group of exact-fragment-matching similarity searching methods. Still, they are able to combine knowledge from multiple active structures to give novel combinations of features, as shown previously. On the other hand, this work emphasizes the need for an even distribution of chemistry between the training and the test sets.
