Purpose: Effective imaging of human tissue with microwave tomography systems requires a matching fluid to reduce the wave reflections at the tissue boundary. Further, in order to match the idealized mathematical model used for imaging with the complicated physical measurement environment, loss must be added to the matching fluid. Both too little and too much loss result in low-quality images, but due to the nonlinear nature of the imaging problem, the exact nature of loss-to-image quality cannot be predicted a priori. Possible optimal loss levels include a single, highly sensitive value, or a broad range of acceptable losses. Herein, the authors outline a process of determining an appropriate level of loss inside the matching fluid and attempt to determine the bounds for which the images are the highest quality. Methods: Our biomedical microwave tomography system is designed for 2D limb imaging, operating from 0.8 to 1.2 GHz. Our matching fluid consists of deionized water with various levels of loss introduced by the addition of table salt. Using two homogeneous tissue-mimicking phantoms, and eight different matching fluids of varying salt concentrations, the authors introduce quantitative image quality metrics based on L-norms, mean values, and standard deviations to test the tomography system and assess image quality. Images are generated with a balanced multiplicative regularized contrast source inversion algorithm. The authors further generate images of a human forearm which may be analyzed qualitatively. Results: The image metrics for the phantoms support the claim that the worst images occur at the extremes of high and low salt concentrations. Importantly, the image metrics show that there exists a broad range of salt concentrations that result in high-quality images, not a single optimal value. In particular, 2.5-4.5 g of table salt per liter of deionized water provide the best reconstruction quality for simple phantoms. The authors argue that qualitatively, the human forearm data provide the best images at approximately the same salt concentrations. Conclusions: There exists a relatively large-range of matching fluid losses (i.e., salt concentrations) that provide similar image quality. In particular, it is not necessary to spend time highly optimizing the level of loss in the matching fluid.
I. INTRODUCTION
Microwave tomography (MWT) shows promise as an alternative biomedical imaging modality. Clinical applications of MWT (and in imaging with microwaves in general) include assessment of soft-tissue injuries 1, 2 and extensive research into breast cancer (for examples, see Refs. 3-5, 8, and 10-15) . MWT is nonionizing, low cost, exploits a contrast mechanism unique to the modality, is capable of soft tissue contrast, and can create quantitative (as opposed to qualitative) images. Despite these advantages, MWT has not seen widespread clinical use (e.g., it is not regularly used in hospitals or other clinics), and is still under active investigation.
In this paper, we study the effects of loss in the matching fluid used in an experimental MWT system designed for limb imaging. Systems such as these (a) provide the ability to image human patients, generating interest from clinical professionals, (b) provide new experimental data, leading to new applications for microwave imaging, and (c) provide the experimental data necessary to test and drive innovation in inversion algorithms.
For effective biomedical microwave imaging, a matching fluid is used to reduce the contrast between human tissue and the background where the imaging experiment occurs (see, e.g., Refs. 6, and [16] [17] [18] . Current tomographic imaging algorithms cannot effectively image the interior of a biological target in an air background, even when low-noise synthetic data are used. The matching fluid may be viewed as both increasing the amount of detectable energy interacting with (and inside) the target, and/or reducing the contrast in the mathematical reconstruction problem.
For our system, we use a matching fluid of water, which is readily available, easily disposable, and a reasonable permittivity to match to many human tissues. Where some tissues (i.e., adipose) have a high contrast with water, the water may be mixed with glycerol or other water-soluble liquid which reduces the contrast with respect to those tissues. 1, 2, 16 Other studies have considered various commercially available lotions and sunscreens 7 or simulated oils. 6 However, none of these studies have considered optimizing the loss of the matching fluid to improve the image quality. Overall, previous studies are mostly concerned with reducing the tissuebackground contrast. We also note that one alternative to matching fluids is the use of contact-based antennas (e.g., Refs. 9, 14, and 15), but to-date these types of systems are based on linear imaging techniques that do not provide quantitative images and are left as out-of-scope for this work.
Further to the use of a matching fluid to reduce the image contrast, it is also desirable to add loss to the fluid. A simple way of accomplishing this in water is to add table salt (sodium chloride) to the fluid, which has the effect of both increasing the operating bandwidth of the antennas, 19 and reducing the modeling error: errors caused by a mismatch between the assumed electromagnetic model in the inversion algorithm and the actual physical system. Examples of modeling errors include the reflections from nonactive antennas, reflections from the bottom and top of the imaging chamber, incident field assumption errors, the use 2D imaging algorithms, and reflections from the chamber wall. 16, 20 While some of these errors can be eliminated through better modeling (e.g., including the chamber wall [21] [22] [23] [24] or modeling antennas, [25] [26] [27] or using a 3D inverse solver [28] [29] [30] [31] and modeling the whole system in the inversion), in general these errors can be reduced by simply adding loss to the matching fluid, which has the advantage of simplicity and not requiring additional computation resources. However, the addition of loss involves a tradeoff: the salt also reduces the level of the desired signal which is necessary to image the target. If enough salt is added, the received signal will be dominated by noise. Thus, the amount of salt added to the matching fluid must be optimized.
While poor image quality may seem to be an obvious result for the extremes of low and high loss matching fluids (particularly for high loss), there are many possibilities for the midrange of fluid loss. Two different possibilities for image error vs matching fluid loss are shown in Fig. 1 (in this figure , an example of "image error" could be an L-norm). One possibility is that there is a single narrow optimum for the matching fluid loss, which must be used for the best image quality. Another possibility is that there is a broad range of losses which result in a similar image quality. The form of the curve has significant repercussions for practical MWT: in the first case, (i) the MWT user needs to carefully select, control, and maintain (via regular measurement) the exact matching fluid loss. In the second case, (ii) a user may just add salt un- til the loss is somewhere within a broad range, then image a patient. Further, there is no way to know a priori the exact relationship between imaging quality and matching fluid loss for a given MWT system, without actually doing an experimental study. It is possible to perform analytic studies when attempting to find the maximum coupling of energy between the matching fluid and some specified tissue (e.g., Ref. 32 ), but the experimental imaging involves complex interactions between coupling energy, imaging algorithm, and modeling error, which is best studied empirically.
In this paper, we explore the trade-offs associated with the addition of loss to the matching fluid for MWT, and attempt to fill in the image quality curve shown in Fig. 1 . The first contribution of this work is the definition of empirical metrics by which we can quantify image quality. This is accomplished by using two muscle tissue mimicking phantoms, and defining quantitative metrics of reconstruction quality and noise in the received signal. The phantoms are imaged for a series of salt concentrations in the matching fluid, and the image metrics are used to show the second contribution: that there exists a wide-range of salt concentrations which provide similar highquality images. Simple phantoms are selected for this process, because of the difficulty in defining and applying quantitative metrics to more complicated phantoms. To provide results for a more complicated, realistic scenario, the quantitative results are supplemented by a qualitative analysis of human forearm data collected with the same imaging system at the same salt concentrations.
The paper is organized as follows. In Secs. II-IV we define our assumptions, give a brief description of the imaging algorithm, describe the matching fluids used for the study, and provide an overview of the tomography system. In Sec. V we discuss the phantoms and define our image metrics used to quantitatively assess image quality. In Sec. VI we describe our results which are discussed in Sec. VII. Finally, the paper is concluded in Sec. VIII.
II. INVERSE PROBLEM AND PERMITTIVITY DEFINITIONS
For our reconstructions, we assume a 2D scalar problem (transverse magnetic polarization), and an exp (jωt) time dependence. The governing equation is the integral form of the 2D scalar Helmholtz equation:
where u sct and u tot are the scattered and total fields, G(r, r ) is the Green's function, D represents the imaging domain, and S represents the measurement domain. The contrast is given by
where (r) and b are the complex permittivity of the target and background, respectively. We model complex permittivity by
where ω is the angular frequency and σ eff is the effective conductivity. In general, both and σ eff vary with frequency. While not strictly correct, for simplicity we use the word "permittivity" to refer to the relative permittivity for the remainder of this document.
II.A. Inversion algorithm
All inversions in this work were performed with the balanced multiplicatively regularized contrast source inversion (BMR-CSI) technique. 33 The algorithm is based on the multiplicatively regularized contrast source inversion technique. 34, 35 However, similar to some other algorithms, 36 , 37 the real and imaginary parts of the contrast are scaled with a balancing factor, which ensures that the multiplicative regularizer used in the cost functional provides a more balanced weight to the real and imaginary parts of the permittivity. Balanced algorithms such as these are useful when the real and imaginary parts of the permittivity have a large difference in magnitude. As per the empirical methods discussed in Ref. 33 , we select the balancing factor to be equal to the ratio of the real to imaginary part of the permittivity of our target phantom. When used in biomedical imaging, this balancing factor may be set to the approximate ratio for the tissues being imaged. Table I lists the eight different matching fluids which are used throughout this work. The fluids were selected, and are labeled, based on the approximate value of the imaginary part of the permittivity at 1 GHz. The solutions were created by adding table salt to deionized water as per Table I. Table salt contains anticaking agents and is not pure NaCl. However, as we are aiming at particular permittivities (not an exact concentration of salt), the main desired result (the addition of loss to the fluid) is obtained.
III. DESCRIPTION OF MATCHING FLUIDS
A plot of the permittivities over the frequency range from 600 MHz to 1.6 GHz is shown in Fig. 2 . These frequencies were selected as the approximate bandwidth of the antennas inside our imaging system. All measurements were made with an Agilent 85070 open-ended coaxial performance probe. The addition of salt has a small effect on the real part of the permittivity, and a large effect on the imaginary part of the permittivity (loss). Figure 3 shows the imaginary part of the permittivity vs table salt density, for frequencies of 0.8, 1, and 1.2 GHz.
IV. OVERVIEW OF SYSTEM
The experimental system consists of an Agilent PNA network analyzer (E8363) (the microwave source and receiver) connected to 24 antennas via a 2 × 24 matrix switch (Agilent 87050A-K24), which provides isolation of greater than 95 dB over the frequency range of interest. Twenty-four antennas are arranged at even intervals of 15
• in a circular array at the midpoint height along the inside of a metallic cylinder. Each antenna is connected with a cable (Pasternack Enterprises PE-300-60), with greater than 100 dB shielding. The antennas are located at a radius of 9.4 cm from the center of the chamber. The enclosure has a radius of 22.4 cm and is filled, to a height of 44.4 cm, with the matching fluid. Figure 4 shows a photograph of MWT system with a tissue-mimicking glycerol/water based imaging phantom in the imaging region. The total volume of fluid in the chamber is approximately 70.0 l.
The experimental apparatus is controlled via a computer workstation which is connected through a local-ethernet device. In-house developed software is used to collect the data set for each desired image. Data acquisition for 20 discrete frequencies takes less than 1 min to acquire (24 × 23 measurements per frequency). fluid, a plot of the magnitude of the return-loss (|S 13, 13 |) is shown in Fig. 6 . For Salt 4, |S 13, 13 | is below −10 dB from approximately 0.9 to 1.15 GHz. The addition of salt to the matching fluid improves the ability of the antenna to radiate into the fluid at higher and lower frequencies, while lowering the amount of energy radiated at the center frequency. We note that the antenna bandwidth does not necessarily correlate with good imaging frequencies, see, e.g., Ref. 38 . There are many other factors which can affect the imaging result, and well matched antenna is only a necessary condition.
IV.A. Antenna design

IV.B. Modeling error, system model, and simulation
In order to show that modeling error is present at low salt concentration, we investigate the normalized measured S-parameters and assumed incident field in the imaging algorithm on the measurement surface S. Furthermore, in order to confirm that our experimental system is working as expected, we also consider a FEKO-based computational model of the MWT system. The model consists of the metallic chamber, filled with the matching fluid, with 24 wire dipoles (with feed points in the middle of the wire). The FEKO model does not contain any of the backing wires to the individual antennas. There was no imaging target present in the simulation. The system was simulated at a frequency of 1 GHz.
A comparison of |S 1, x | for a few selected fluids is shown in Fig. 7 . The values of |S 1, x | for the analytic line source model used in the inversion algorithm is also shown in Fig. 7 . In our experience, the closer the measurement to the incident field, the better the inversion result (all else being equal). For each subfigure, the data sets were normalized to the measurement data. Figure 7 illustrates the modeling error: when using deionized water ( = 77.7 − j3.8) there are still resonant modes which increase the difference between the analytic field and the measurements (L 2 norm of 0.66%). The Salt 15 ( = 77.0 − j14.6) measurement more closely matches the analytic solution (L 2 norm of 0.16%), and the Salt 20 ( = 76.9 − j20.7) measurement is similar to Salt 15 (L 2 norm 0.15%). While both the lossy data sets match the analytic solution, the Salt 20 data set has an S 1, 13 of nearly −90 dB, which is approaching the dynamic range of the switch (∼95 dB over the frequency range of interest). We also note that scattered fields can be expected to have a lower magnitude than the incident fields.
V. PHANTOMS AND QUALITY METRICS
The two phantoms which were used for testing are shown in Fig. 5 . Each phantom was filled with a glycerol/deionized water solution of differing concentrations. The permittivity profiles of the two phantoms are shown in Figs. 8(a) and 8(b) . The exact proportions of glycerol and water were not measured. The phantoms have a measured diameter of 73.5 mm, and when in the imaging system, the z-plane of the antennas was located 6.5 cm from the bottom of the bottle (just above the text "University of Manitoba").
The advantage of simple phantoms is that "ideal" images may be defined. For these phantoms, we define the ideal reconstruction as a circle of radius equal to the outside radius of each phantom (at the same elevation as the antennas), with a permittivity equal to the measured permittivity shown in Fig. 8 . The thin plastic bottle wall (≈1 mm) is ignored in the ideal reconstruction, as it is less than 1/25 of the minimum wavelength. An example of an "ideal" image is shown in Fig. 9 .
In order to appropriately apply the image quality metrics, the ideal location of the phantom needs to be placed into the image. The center of the ideal phantom image was manually colocated on the physical position of the phantom via a simultaneous viewing of highly enlarged images of the experimental reconstruction and ideal image. Automatic methods (e.g., using an autocorrelation of the two images and selecting the peak value as the best match) were attempted, but were not as accurate as the manual procedure. We recognize that this could induce bias to our results, but the alternative of measuring the physical position of the phantom (a) could also be biased and (b) is impractical in the matching fluid given the multiple measurements needed for calibration and determining scattered fields.
V.A. Image metrics
Each reconstruction image was split into two homogeneous regions: target and background, with the edges of the regions defined by the ideal image. For each region we compute the mean value and the standard deviation as well as the L 1 and the L 2 norm. As two distinct images (the real and imaginary parts of the permittivity) are reconstructed, we have found it useful to compute the L-norms of the real and imaginary parts separately. The L n norm of the real part of the reconstruction Re( recon ) is defined as where recon and ideal are the reconstructed and ideal permittivities, respectively. Imaginary image metrics are similarly defined.
V.B. Noise metric
To provide an estimate of the signal-to-noise ratio of the collected data, we define a noise metric, N as
where S sct x,y is the calibrated scattered field S measurement, N x, y is the sum of all active transmitter and receive pairs (x, y), and the sum is taken over all active pairs of x and y. We justify this metric since from reciprocity, S x, y = S y, x , and anything else in the data must be noise. Further, this metric is very similar to the "data error term" in the inversion algorithm 34, 35 including the fact that it does not differentiate between highand low-power signals in the summation. This metric provides an estimate of the nonmodeling noise level of the data. Modeling error will not be accounted for in this noise. This metric is a measure of a number of things, including thermal noise, coupling errors, and external noise sources.
VI. RESULTS
With each phantom placed in the imaging system, data were collected for all eight matching fluids and for frequencies from 0.8 to 1.2 GHz in 100 MHz steps. The BMR-CSI algorithm was run on each data set (independently for each frequency), with the permittivity constrained to the ranges 
VI.A. Phantom #1
For the Salt 10 matching fluid at 1 GHz, an image of the reconstruction, ideal image, and contoured image (where the ideal target contour is superimposed over the reconstruction), are shown in Fig. 9 . The masked image is presented to help visualize the ideal image centering process.
The reconstructions of phantom #1 at 1 GHz for all eight matching fluids are shown in Figs. 10 and 11. Figure 12 shows the mean and standard deviations of the 1 GHz reconstructions (blue lines) and the measured permittivities (red "x"s) for both target and background (matching) fluids. For all data sets and frequencies, the L-norms are shown in Fig. 13 . The errors between the measured permittivity and the average permittivity in each reconstruction region are plotted in Fig. 14 . The noise metric for this data set is shown in Fig. 20(a) .
VI.B. Phantom #2
We also show the detailed results for phantom #2 at a frequency of 1.1. GHz. The image reconstructions are shown in Figs. 15 and 16 , and the mean values with standard deviations (again for 1.1 GHz) are shown in Fig. 17 . For all frequencies, the L-norms are shown in Fig. 18 , the error between average region permittivity and the measured values are shown in Fig. 19 , and the noise metric is shown in Fig. 20(b) .
VI.C. Human forearm results
The experiment process used for the phantoms was also repeated for a human forearm. This research was carried out under a University of Manitoba Biomedical Research Ethics Board approved protocol. The volunteer was a 32-year-old male, and we imaged his right arm. For space considerations, we present the full results for the arm data only at 1 GHz. For the balancing factor in the inversion algorithm, we selected Q = 5. Results for all eight matching fluids are shown in Figs. 21 and 22. The noise metric for all frequencies and salt concentrations is shown in Fig. 23 .
VII. DISCUSSION
Qualitatively, the trade-off between modeling error and loss is readily visible in the images for phantom #1 at 1 GHz and phantom #2 at 1.1 GHz, particularly for the imaginary part of the reconstruction (see Figs. 10, 11, 15, and 16) . The low-loss Salt 4 (deionized water) and the high-loss Salt 25 data sets provide the worst reconstructions, the former due to high modeling error, and the latter due to high noise.
In general, the modeling-error/noise trade-off is also visible in the L-norm plots for all the frequencies, again particularly for the imaginary reconstructions (see Figs. 13 and 18 ). In every case, both L-norms drop with the first addition of salt to the matching fluid (i.e., going from the Salt 4 to Salt 10 matching fluid). In almost every case, the L-norms rise above the minimum values at the higher salt concentrations (Salt 22.5 and Salt 25). The exceptions to this are the L-norms on the real reconstructions for lower frequency data sets, and we speculate that we are merely seeing the fact that the electrical distance between the antenna elements is smaller at these frequencies (and therefore the noise metric is not as strongly effected). In no case do the L-norms improve over the minimum values for the high-loss (Salt 22.5 and Salt 25) data sets. For phantom #2, the frequency of operation has a strong effect on the L-norms, particularly for the imaginary reconstructions. The effect is stronger for phantom #2 because the contrast is higher for this phantom, and higher contrasts are more difficult to reconstruct, particularly as the electrical size increases. The lower norms are seen for the lower frequencies (0.8, 0.9, and 1 GHz), while the higher frequencies (1.1 and 1.2 GHz) show significantly worse reconstructions, and associated higher norms. The comparisons of the mean permittivity for each region (i.e., "target" or "background") vs the measured permittivity, shown in Figs. 14 and 19 , do not show the trade-off between modeling error and noise as clearly as the L-norms. However, the extremes of the salt densities have the worst imaging results. For example, considering the 0.8 GHz data (solid blue line) in Fig. 14 , conflicting results may be seen: for the imaginary reconstruction, the target values get steadily better as the salt concentration increases, while the background reconstruction gets steadily worse. For the real metrics (left side of Fig. 14) , the target reconstruction gets slightly worse as salt concentration increases, while the background gets better as the salt increases. Taken together, these plots lead to a similar conclusion: the midlevels of salt density (approximately 2.5-4.5 g/l) provide the best trade-offs in image metrics, with a relatively broad range of acceptable losses, not a single optimum. The noise metrics (Fig. 20) show the robustness of the imaging algorithm with respect to the value of the noise metric. Considering the worst case presented (phantom #2, 1.1 GHz, Salt 25 data set), the noise metric is ≈1.11 (less than 1 dB), and yet the overall shape of the phantom is still readily visible in the real part of the reconstruction. However, we do note that the noise metric as defined is not a traditional signalto-noise ratio, which takes into account white-noise (our noise metric contains additional errors in the measurement, e.g., if the target moved). Furthermore, some measured signals at high salt concentrations (such as the signal S 1, 13 for the Salt 25 data set) will consist entirely of noise and thus affect the noise metric, but will have such a small magnitude that these signals will be effectively ignored by the inversion algorithm. This could skew the noise metric to a high value, while still providing a reasonable quality image.
VII.A. Human forearm data set
The worst images are unsurprisingly seen at the extremes, and most differences between images (particularly outside of the extreme losses) are seen in the imaginary part of the reconstruction. Qualitatively, we expect that the arm will consist of skin, a fatty tissue layer, muscle, and two bones (the radius and ulna) with similar permittivity. While no reconstruction shows the skin layer clearly, the reconstructions which show the anatomy of the arm most clearly are the Salt 12.5 and Salt 15 data sets (which correspond to 2.5 and 3.14 g/l). In the Salt 12.5 and Salt15 reconstructions, the outline of the arm is visible, with two bones visible in both real and imaginary parts of the image, and no large artifacts where we expect to see homogeneous muscle tissue. The permittivity values for both bones are similar for the radius and ulna.
The noise metric for the human forearm data set (Fig. 23 ) shows a metric which is, in general, higher than that of the phantoms (e.g., a minimum of 16% instead of 10%). We expect that this is due to minor movement of the volunteer. The movement of the arm cannot be completely controlled. For our system, we ask the volunteer to rest their hand on the bottom of the tank, and we provide a support at the top of the tank to support the top of their arm. These results show the utility of the noise metric-if, for example, the volunteer had excessive movement for a particular data set, we would expect the noise figure to be very high (allowing us to detect that movement without the full imaging process).
The qualitative analysis of this human forearm data set follows the quantitative results from our simple tissue phantoms, although it is within a more restricted range of salt contents. This justifies the use of these simple phantoms and the pro- cess used to find the optimum loss for a matching fluid for a preclinical MWT system.
VIII. CONCLUSION
The imaging results and image metrics show the trade-off between modeling error and noise that occurs with the use of a lossy matching fluid in MWT. For low-loss matching fluid, the reconstructions are low-quality due to the modeling error, and for high-loss fluids, the reconstructions are poor due to the high noise. Most importantly, for these simple imaging phantoms, our results show that there exists a relatively broad range of salt concentrations suitable for accurate imaging, not a single best value. Salt concentrations of approximately 2.5-4.5 g/l provide the best quality image metrics for a variety of operating frequencies useful for biological imaging.
While the phantoms used in this study are homogeneous targets, and our conclusions may not be strictly applied for imaging inhomogeneous biological targets, these results do, at the least, provide limits for the applicable salt concentrations. We may safely conclude that the best matching fluid for biological imaging will lie somewhere in the range of 2.5-4.5 g/l, because if simple targets cannot be reconstructed well, then more complicated targets will be even worse. For the human forearm results presented in this paper we can state that we have qualitatively determined the best results for this volunteer are at 2.5 and 3.14 g/l of salt. The restricted range provided by the simple phantom analysis allows us to restrict the number of fluids used for volunteer imaging, increasing the volunteer throughput for future studies.
We also note that these results are only strictly applicable to our exact MWT system and inversion algorithm, however we do expect these results to apply to most other MWT systems of similar electrical dimensions. If other MWT systems are significantly different to the system outlined herein (in matching fluid, frequency, antenna type, or physical configuration), the process outlined in this paper remains applicable to selecting the loss in the matching fluid.
