The aim of this contribution is to show the opportunities of applying of fuzzy time series models to predict multiple heterogeneous time series, given at International Time Series Forecasting Competition [http://irafm.osu.cz/cif/main.php]. The dataset of this competition includes 91 time series of different length, time frequencies and behaviour. In this paper the framework (algorithm) of multiple time series forecasting, based on fuzzy techniques, is proposed. We applied the traditional decomposition of time series, using F-transform technique.
Introduction
According to [1] , one of the future trends in data mining is Time Series data mining, where multiple time series forecasting is one of the basic problem. There are two approaches to multiple time series forecasting and analysis. The first one uses some hypothesis about dependences between time series. However often these dependences are unknown or there are not enough data to put out and test the hypothesis. Therefore in our research we apply models of the second approach, based on forecasting multiple time series one by one. This approach is widely spread for time series with different lengths and frequencies; many methods and forecasting models have been proposed. Some of them, statistical models [2] , [3] , [4] , are optimum for a wide class of time series. In statistical approach regression and/or autoregression models are used to predict time series points and global trends. However, they aren't rather effective and frequently inadequate for short-term time series (typically, 7-40 time points). To solve the problem of short-term time series forecasting fuzzy models were presented in [5] , [6] , [7] , [8] and a combination of statistical models and fuzzy sets are discussed in [9] , [10] , [11] , [12] .According to fuzzy modelling the components of time series model are considered as fuzzy sets, and there were proposed a lot of techniques. In [12] three groups of fuzzy time series models are considered: (1) a regression model [13] , [14] by using a fuzzy regression coefficient, (2) a Box-Jenkins model, based on a fuzzy autocorrelation coefficient [15] , [16] (3) a fuzzy reasoning (IF-THEN rule)-based model by using fuzzy time series model [5] , [7] . In [12] , [18] the modification of fuzzy time series model is proposed for modelling fuzzy short-term tendencies.However, the problem of fuzzy time series models applying to a dataset of time series of different lengths has received far less attention and is still an open problem.
The aim of this contribution is to show the opportunities of applying of fuzzy time series models to predict multiple heterogeneous time series. In this paper the algorithm of multiple time series forecasting, based on fuzzy techniques, is proposed. The main idea of proposed multiple time series forecasting algorithm is the usage the concept of fuzzy tendency.
The multiple time series forecasting is the automatic adaptive process depending on the time series characteristics: the time frequency, the length of time series and linguistic description of time series fuzzy tendency; the definition of the time series fuzzy tendency is presented in part 2 of the paper.
The multiple time series forecasting process includes two stages:
(a) Pre-processing. This is where the given time series are transformed into suitable form for modelling. During the pre-processing stage the anomalies and a random fluctuation are removed and a type of time series tendency is identified. First we apply technique of Ftransform for given time series, proposed by I.Perfilieva in [19] to make time series tendency more clear. Then the new algorithm for the linguistic description of time series fuzzy tendency is used (see Part 5).
(b) Processing. In this stage the time series forecasting models are identified. We investigate three fuzzy time series models: model, based on fuzzified time series values [5] , model, based on fuzzified first differences of time series values [7] and model, based on the fuzzy elementary tendency.
16th World Congress of the International Fuzzy Systems Association (IFSA) 9th Conference of the European Society for Fuzzy Logic and Technology (EUSFLAT)
The structure of this paper is following. First of all, the concept of fuzzy tendency described briefly. In the next section, we will briefly overview the main ideas of the used techniques, namely the fuzzy F-transform and fuzzy time series models. Three groups of fuzzy time series models are shown for time series forecasting. Then in the next part the time series pre-processing stage and the new algorithm for the linguistic description of time series fuzzy tendency are presented. Two step algorithm for choosing the best time series forecasting model, using two kinds of criteria: numerical and linguistic description of time series fuzzy tendency is proposed in part 6. Demonstration and discussion of the results of the elaborated multiple time series forecasting process for multiple time series, given on international time series forecasting competition [http://irafm.osu.cz/cif/main.php], are shown at the last part of the paper.
The concepts of fuzzy tendency and fuzzy trend
The notion of fuzzy tendency of a fuzzy time series was introduced by Yarushkina in [18] as a quality characteristic of a time series behaviour in linguistic terms. Further it was developed and successfully used as forecasting technique of short time series in combination with the F-transform [17] , [12] . We suppose that a fuzzy tendency have the following properties:
• Fuzziness. Fuzziness is a fact that fuzzy tendency is identified on the base of fuzzy values of fuzzy time series and inherits the fuzziness of these values.
• Duration. Duration is a characteristic of various duration of fuzzy tendency.
• Typicality. fuzzy tendency typicality property allows defining classes of fuzzy time series, which have fuzzy tendency considered as homogeneous within.
• Significance. To distinguish various fuzzy tendency of one type and equal duration it is needed the value that characterizes the intensity or strength of this type of fuzzy tendency.
• Linguistic interpretability. This property follows the definition of fuzzy tendency as a quality characteristic of time series behaviour in linguistic terms.
Bellow, a more detailed description of fuzzy tendency is given. For this purpose let the following statements and definitions be introduced.
Let x t , x t ∈ X, X ⊂ R 1 , t = 1, 2, ..., n be a time series of real values with n observations. In accordance with the basic provisions of the fuzzy time series theory, any finite discrete time series can be transfed into fuzzy time seriesx t ,x t ∈X, t = 1, 2, ..., n , whereX = {x i |i = 1, 2, ..., r} is defined on the set X. Definition 1. A fuzzy tendency for fuzzy time seriesx t , t = 1, 2, ..., n is a set of the components:
<Ṽ ,Ã, △t > whereṼ andÃ are the linguistic variables characterizing a type and an intensity of fuzzy tendency respectively.
The variable △t defines a duration of fuzzy tendency. We introduce the possible linguistic values of fuzzy tendency typesṼ as "decrease", "stability", "increase", "fluctuation", "chaos" and the possible linguistic values of fuzzy tendency intensityÃ as "zero", "very small", "small", "medium", etc.
In case if △t = 1, we call a fuzzy tendency as an "elementary fuzzy tendency", which characterizes the elementary fuzzy difference between two neighboring time series points. If △t = n − 1, we call a fuzzy tendency as a "general fuzzy tendency". A general fuzzy tendency characterizes the behavior of the time series and in this sense a general fuzzy tendency describes a time series trend. In other cases, if 1 < △t < n − 1, we call a fuzzy tendency as a "local fuzzy tendency".
So, according to Definition 1 the description of elementary, local and general fuzzy tendency have common structure. However, for elementary fuzzy tendency a variableṼ is limited by fuzzy terms "decrease", "stability", "increase". This fact is determined by elementary fuzzy tendency definition as a fuzzy tendency between two neighbouring time series points. It is easy to see that any local fuzzy tendency of a time series can be expressed by the sequence of elementary fuzzy tendency, any general fuzzy tendency of a time series can be considered as the sequence of local fuzzy tendency and therefore as the sequence of elementary fuzzy tendency. In certain sense, the general fuzzy tendency, the sequences of local and elementary fuzzy tendency gives the suitable linguistic description of time series trend at the different levels of abstraction. Moreover, the sequences of local and/or elementary fuzzy tendency of fuzzy time series are fuzzy time series also. This means that, if we have the fuzzy time series, we can get several new fuzzy time series and explore the dependencies of each of them.
Below, we give more details of a fuzzy elementary tendency. Assume that x t , x t ∈ X, X ⊂ R 1 , t = 1, 2, ..., n is a time series that has n real observations on whitch fuzzy setsx i , i = 1, 2, ..., r are defined. We consider a fuzzy time series as a time series with a fuzzy valuesx t , t = 1, 2, ..., n:
where i = 1, 2, ..., r. Let x t−1 , x t be two neighboring values of the time series
1 be partitioned by fuzzy sets υ 1 ="decrease",υ 2 ="stability",υ 3 ="increase" and
1 . Similar to (1) the values of two neighboring fuzzy valuesx t ,x t−1 of fuzzy time seriesx t , t = 1, 2..., n can be defined as:
where i = 1, 2, ..., r.
Definition 2.
A time series of elementary fuzzy tendencies based on time series
.., n is a set of two fuzzy time series:
Fuzzy time seriesṽ t characterizes how a type of an elementary fuzzy tendency is changed from one time point to next one. In other wordsṽ t indicates the direction change at each point of the general tendency. Fuzzy time seriesã t characterizes how an intensity of an elementary fuzzy tendency is changed from one time point to next one.
Remark. We assume that for the first time point the linguistic value ofṼ is defined as "stability" and the linguistic value ofÃ is defined as "zero".
Further we will assume, that with each fuzzy time series we can uniquely correspond a fuzzy time series of elementary fuzzy tendencies.
The notion of F-transform
The technique of the F-transform was successfully applied to time series analysis, based on soft computing models, for example see [8] , [17] . The aim of the F-transform is time series pre-processing. The following F-transform properties are important for time series analysis: removing high frequency fluctuation, smoothing and decomposition.
Below, we will shortly remind basic provisions of the F-transform as they were presented in [19] . This technique was described in several papers and so, the details are omitted here.
Let Y = x t , x t ∈ X, t = 1, 2, ..., n be a given time series.
There are two phases in the F-transform of time series. At the first phase, called the direct Ftransform, a fuzzy partition of the interval [1, n] by a finite number m: 
where k = 1, 2..., m; A 1 , ..., Am -are the triangular-shaped basic functions, defined on the interval [1, n] . According to [19] to apply the Ftransform of time series it is necessary to define the number m of the h-equidistant basic function, and the components of vector
The inverse F-transform is the second phase of the F-transform. At this phase the approximate representation of some function, determined the behaviour of time series Y is obtained in the form of the new time series:
So, the inverse F-transform smooths time series and extracts the time series trend component, using the linear combination of basic functions Referring to the inverse F-transform we can suppose that time series can be decomposing in the additive form as:
where x t -is given time series, f t -is piecewise linear time series trend, ψ t -time series of residuals, ξ t -random white noise. The time series decomposition (6) is used in time series pre-processing stage (see Part 5).
Fuzzy time series models
In many cases, especially in economics, the length of given for analysis time series is short and limited by one hundred observations. For such time series the fuzzy models was developed and successfully applied. According to model, proposed in [5] , we will employ fuzzy logical relationship as the model and we assume that the observations at time t are the accumulated results of the observation(s) at the previous times.
Below we will describe three fuzzy time series models: model, based on fuzzified time series values [5] , model, based on fuzzified first differences of time series values [7] and model, based on the elementary fuzzy tendencies. In our study p-th order time-invariant time series forecasting model, proposed Q.Song in [5] is used in the following form: (6) where "×" is the Cartesian product, R(t, t − 1, ..., t − p ) is the fuzzy time series model as a fuzzy relation, which can be calculated by Mamdani's algorithm [20] , p is the order of fuzzy time series model (usially p = 1, 2, 3, 4, 5), "•" is the max-min composition.
Fuzzy time series model, based on fuzzified first differences of time series values
The second fuzzy time series model is the modification of the model (6) in which instead of time series values their first differences are fuzzified [7] . So we have to define
1 be the universe of discourse on which fuzzy sets △x 
.).
Then the p-th order time-invariant time series forecasting model, based on fuzzified first differences of time series values, can be presented as:
Fuzzy time series model, based on elementary fuzzy tendencies of time series
Fuzzy time series model, based on elementary fuzzy tendencies of time series, extends the model [5] for the time series of an elementary fuzzy tendency (2). Let X t , (t = 1, 2, ...) ⊂ R 1 be the universe of discourse on which three groups of fuzzy sets 
.).
Then the fuzzy time series model, based on the elementary fuzzy tendencies is represented in the form:
As the time series of the elementary fuzzy tendencies is presented as the two fuzzy time series (2) here two fuzzy relations Rṽ, Rã define two forecasting models, p and q are the orders of corresponding models.
According to (8) , (9) we proposed the time series model using fuzzy tendencies as: (10) where Def (·) is the defuzzified value of a respective fuzzy set. In our approach, we use the center of gravity defuzzificaton, i.e. for an abstract fuzzy set A on a finite set X, the defuzzified value
.
The time series pre-processing
To make time series pre-processing we will consider the description of given time series in the form following characteristics:
where L -is the length of given time series. In our study we consider five types of time series: very short-term (10-29 points), short-term (30-100 points), medium-term (101-500 points), long-term (501-1000 points) time series; F r -is the time frequency, that include yearly, quarterly, monthly and daily data; B -is the time series behaviour. This characteristic is unknown for model usually. However, it has an important role in choosing the adequate time series model by experts. Bellow the new algorithm will be proposed to identify the type of a time series behaviour. In our research the time series behaviour is linguistically described by the type of general fuzzy tendency as "increase", "decrease", "stability", "fluctuation", "chaos". It will be shown that these characteristics are useful in forecasting of time series in next part.
We solve the three tasks of time series preprocessing. One is the removing an anomalies and random fluctuations. This task is based on a certain approximate representation of the time series. The second task is the transformation of given time series into suitable form for further modeling. Identification of a time series behaviour in linguistic terms of general fuzzy tendency is the third task of preprocessing.
The proposed scheme of time series preprocessing includes following steps:
1. The first step is time series smoothing and trend extraction, using inverse F-transform [19] . Then the result of later will be linguistically described in the form of the general fuzzy tendency (it is the time series characteristic B).
In practices of time series pre-processing using F-transform for trend extraction, there are two questions: (1) for what time series length it is needed to use F-transform for time series trend extraction, (2) how to choose the number of basic function or the length of time interval, on which basic function of F-transform defined (variable m).
As was mention in Part 3, if inverse Ftransform is applied, it is necessary to define the number m of the h-equidistant fuzzy sets (basic function). We define m in respect of [19] as: m = 2 · (t 1 − t n )/h, where t 1 is the first and t n is the last time moments of given time series, h has different value, depending of the time frequency (it is the time series characteristic F r). For quarterly time frequency h = 4, for monthly time frequency h = 12, for daily time frequency h = 31, for yearly time frequency h = 3. (5) is useful. For practical forecasting we used the simple rule: if time series is medium-term or long-term, then the time series decomposition as shown in Part 3 is needed, otherwise we will construct time series model without its decomposition. As in our study the fuzzy models are applied, described in Part 4, it is needed to obtain fuzzy time series, fuzzy time series of first differences and time series of elementary fuzzy tendency.
It means the transformations of given time series into time series of fuzzified valuesx t , time series of fuzzified first differences of time series values △x t , time series of elementary fuzzy tendencyṽ t ,ã t . Outputs of these transformations are the fuzzy time series, suitable for fuzzy time series modelling (as was shown in Part 4).
3. The linguistic description of the time series general fuzzy tendency (it is the time series characteristic B) is the task of the third step of time series pre-processing. To identify the time series general fuzzy tendency in linguistic terms we propose heuristic algorithm.
Algorithm
Step 1. Defuzzify of elementary fuzzy tendency intensities for each time point t = 1, 2, ..., n:
where def (·) is the operation of defuzzification by some of existing methods.
Step 2. Calculate the cumulative intensity for each type of elementary fuzzy tendency.
Step 3. Define the type of the general fuzzy tendency B = "Stability", if ST increase = 0 and ST decrease = 0, otherwise Step 4.
Step 4. Define the type of the general fuzzy tendency B = "Increase", if ST Increase ≥ 2 · ST Decrease , otherwise Step 5.
Step 5. Define the type of the general fuzzy tendency B = "Decrease", if ST Decrease ≥ 2 · ST Increase , otherwise Step 6.
Step 6. Define the type of the general
Step 7. Define the type of the general fuzzy tendency B = "Chaos".
As the proposed algorithm will be applied to different time series in our study, we denote it implementation for computing the linguistic description of a time series in the form B(Y ), where Y is a given time series.
In the Part 6 it will be shown that linguistic description of the time series general fuzzy tendency is useful as a new criterion to choose the best time series model.
Time series -processing
In this part the multiple time series forecasting algorithm is proposed as an automatic adaptive process depending on the time series characteristics: the time frequency, the length of time series and linguistic description of time series fuzzy tendency. The three fuzzy time series models, described in Part 4, compete on forecasting accuracy.
Like the conventional time series analysis, we hope to identify the adequate and accurate model. The identification means the process, where the order and the type of the best fuzzy time series model are defined for every time series.
Usually the forecasting quality of the identified model is estimated by the minimum of some numerical criterion. However sometimes the forecasting time series out of sample represents the horizontal line, not similar to given time series behavior. This problem arises in case of not sufficiently effective model identification. To solve this problem we proposed a new multiple time series forecasting algorithm, using two step model identification.
In the multiple time series forecasting algorithm the common time series forecasting procedure is extended by the pre-processing stage, described in Part 5. Furthermore we modify the identification of the best fuzzy time series model using combination of linguistic and numerical criteria of forecasting quality. In our contribution we realized the model identification for different time series as it done by analysts. Traditionally analyst visually estimates time series behavior at first, and then chooses one or several models. The later are estimated by criteria of two types. The first type of criteria is the numerical formalized criteria of forecasting accuracy, such as SMAPE, RMSE and so on. The second type of criteria, as a rule, is a visual criterion of tendencies similarity of given and predicted time series.
Therefore we propose two step time series model identification.
At the first step we select the set of fuzzy time series models which behaviors out of sample forecasts are similar to given time series behavior. These models we will call as adequate models. Here the similarity of behaviors means similarity in terms of general fuzzy tendencies of given time series and out of sample forecasted time series. For this purpose the simple criterion of tendencies similarity of given and predicted time series is proposed.
For given time series Y = x t , t = 1, 2, ..., n let n 1 be a number of time series values, used for training a model (0 < n 1 < n). Let n 2 be a number of a required predicted points out of given time series (0 < n 2 < n).
We distinguish three time series: 1 ). To select the adequate forecasting models from the three fuzzy time series models with different orders the criterion of general fuzzy tendencies similarity is proposed: If K f t = 1, then the behavior of fuzzy time series model is similar to behavior of given time series Y in terms of general fuzzy tendencies. The model, which generated such Y 3 , is considered as an adequate forecasting model and is used in computing it accuracy on the next step. If K f t = 0, then the model, which generated such Y 3 , is not considered as an adequate forecasting model and is not used in computing it accuracy at the next step. According to example shown at the table 1, the model, which generated Y 3 , is considered as an adequate forecasting model, because the general fuzzy tendency of time series Y and the general fuzzy tendency of time series Y 3 are similar and characterized as "increase".
At the second step of two step time series model identification we used the criterion of similarity of time series model accuracy in sample and out of sample, based on criterion SMAPE to choose the best model from the set of adequate models: (13) where SM AP E 1 is in sample average error, SM AP E 2 is out sample average error, computed as follows:
where F t is t-th forecasted value, A t is t-th actual (real) value, and n is the forecast horizon.
We assumed that the value of K smape has to be less then 0.3. In results only one fuzzy time series model with minimum K smape is considered as the best forecasting model.
To choose the best fuzzy time series model for each time series we will follow the same steps:
1. Each universe of discourse of time series is partition into twelve intervals of equal length and twelve fuzzy sets with triangular-shaped membership function are defined respectively.
2. The pre-processing for each time series is done.
3. Any fuzzy time series model is considered as fuzzy relation, which is calculated by Mamdani's algorithm. The orders of fuzzy time series models are restricted, so that 1 ≤ p ≤ 5 and 1 ≤ q ≤ 5.
4. The common forecasting procedure, introduced in [5] , is applied to get the forecasted values by each of three fuzzy time series models.
5. To defuzzify fuzzy values centroid method is used.
6. Two step identification is used to choose the best forecasting fuzzy time series model.
Below, we describe the results of the proposed algorithm for multiple time series. For this purpose the author's software system was used. Figures 1, 2, 3, 4 show how proposed multiple time series forecasting algorithm processes some given time series. It is easy to see, that the chosen models well predict the time series tendencies. Numerical indicators of quality of the chosen models can also be considered as quite good.
In comparison with the traditional time series model identification the applying of two step identification for forecasting of 91 time series showed the improvement of SMAPE for 40% (for two step time series model identification the average of out of sample SMAPE is equal 8.98%).
Conclusion
In this paper the framework(algorithm) of multiple time series forecasting, based on fuzzy techniques, is proposed. The two-term additive decomposition of a time series, where the first term is a trend (expressed using the inverse F-transform components) and the second one is a residual vector is used. For the forecasting trend and residual vector three types of fuzzy models are used: a model with fuzzied time series values, a model with fuzzied first differences of time series values and a model with elementary fuzzy tendencies.
A new criterion of similarity of behavior for given and predicted time series, based on fuzzy tendencies is used. As this criterion is model independent, it can be useful for a choosing of the best time series model of any types from the computational intelligence area. 
