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I. INTRODUCTION 
1.1. The Probkm 
When introducing ~~Erro~-in-the-Va~ables Models” (EVM) A. Zellner [44] 
points out “that considerable effort has been expended on the development 
of methods for analyzing data which are contaminated with meaaurement 
errors.” Econometricians may find a good introduction to this topic in Malinvaud 
[24, chap. lo]; see also Zellner [44, chap. 51 or Johnston [16, chap. 61; surveys 
by Ma~sky [23] and Moran [26] should also be mentioned for the statistician. 
Previous papers have drawn attention to some unusual features of the EVM, 
notably: identification difficulties (e.g. [19, 331); pathologies of the likelihood 
function [36]; inconsistency of the maximum likelihood estimator due to the 
presence of incidental parameters (e.g. [30]); and inconsistency of the ordinary 
least-squares estimator due to a correlation between the disturbance and the 
regressor ([2,21,37] and some work on the topic of “regression with unobserv- 
able variables” as in [14] and [43]). 
This earlier study has resulted in a fairly large number of diverse suggestions 
for empirical work: grouping of data, use of instrumental variables, weighted 
regressions, use of the cumulants, use of exogenous knowledge of the quotient 
of the variances; let us also mention a procedure specially designed for the 
EVM by Neyman [29]. In spite of so many publications in this field, the status 
of the art today seems rather disappointing as both Malinvaud [24] and Moran 
[26] have noted; furthermore some results in Zellner’s book seemed to us, 
at a first sight, quite disturbing and apparently invited further consideration. 
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The objective of this paper is to consider explicitly the question “What 
do we really learn from the data ?” While most of previous works concentrated 
on sampling problems we shall develop inferences in a Bayesian framework 
(see in particular [IO, 21, 27, 41, 441). 
When the prior distribution and the loss function are completely specified, 
the expected value of the sample information may be defined without ambiguity 
within the framework of the received decision analysis (see, e.g. [32]). When 
this is no longer possible it has been suggested that one defines a concept 
of “information” based mainly on the data generating process (see, e.g. [l, 
Chap. 31 and 144, Appendix to Chap. 21). I n a Bayesian framework we prefer 
to concentrate on the inference process, i.e,, on the transformation of the 
prior distribution to the posterior distribution. Here, it is especially relevant 
to analyze the identifiability of the parameters involved in the data generating 
process. Indeed, when a parameter is not identified, its distribution, conditional 
on the identified parameter, will not be revised by the sample (see, e.g., [12]). 
When there are nuisance parameters the posterior distribution of the decision 
parameters may be computed by integrating the data density over the nuisance 
parameter wrt their conditional prior distribution. This gives the “marginal 
likelihood” (see Section 2.2) which may be used in Bayes theorem just as the 
usual likelihood. Now, the identification problem may be present in a marginal 
likelihood even if it was not in the original likelihood. The above gives the 
rationale for our strategy. Typically we begin by considering the identification 
problem on the likelihood function. Once this problem is solved (i.e., after 
eliminating the unidentified parameters, if possible) we confront the data 
density with several prior distributions and integrate out the nuisance parameters. 
Then we again consider whether there is an identification problem. A similar 
strategy may be suggested when analyzing the structure of the sufficient statistics; 
we have done this at some points discussed later on in this paper but not system- 
atically. This approach to sufficient reduction of the data and to identification 
will be used not only for one family of prior distributions (hopefully thought of 
as containing a “good” approximation to the “true” distribution) but also for 
several families. 
The purpose of this analysis is also to give some hints on the crucial aspects 
of the prior distributions, which one should be ready to specify carefully when 
analyzing data generated by such a process. 
1.3. Sonre Concluding Remarks 
We conclude this introduction by stressing some findings of our analysis 
which we think are most reIevant for statistical practice. 
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“Uninformative” prior distributions are not always as “uninformative” as 
one often thinks. This is somewhat parallel to the usual criticisms against 
the use of improper priors (such as inadmissibility as in [39] or “unbayesianity” 
as in [4]. The point here is that uny prior distribution will have a decGz+Je 
influence on the posterior distribution whatever the sample size is. One reason 
for this feature is the presence of incidental parameters (the “true” values 
of the observed variables). 
When we consider both the incidentaI parameters and the dispersion parameter 
(i.e., the covariance matrix) as nuisance parameters, they are integrated out 
in the data density. In the EVM, the prior information on these parameters 
has a symmetric role for the inference on the directional parameter (the regression 
coefficient). In fact, a “noninformative” prior distribution on the incidental 
parameters leads to a similar problem on the marginal likelihood as a non- 
informative prior distribution on the covariance matrix. Furthermore, some 
posterior distributions may be obtained either through an informative prior 
distribution on the incidental parameters or through an informative prior 
distribution on the covariance matrix. 
I .4. orgun~~ut~on of the Pup67 
Sections 2 and 3 present the functional form and the structural form of the 
EVM, respectively, and present some problems arising from the use of a non- 
informative prior distribution. Section 4 presents several families of prior 
distributions which lead to tractable posterior distributions on the directional 
parameter and helps to evaluate the information gained from the sample. 
For the sake of easy presentation, these sections analyze only the case of two 
variables. In Section 5 we sketch the generalization to more variables observed 
with errors and without errors and to several relationships. For the sake of 
convenience the main steps of the analytical computations are put into the 
appendix. 
2. FUNCTIONAL FORM 
2. I. Description of the Parameter Space 
We first consider a simpIe version of the functional form of the EVM. Let 
us assume, 
x = f --j- u, (2.1) 
y==v+u, P-21 
where x and y are T-vectors of observed (measured) values, [ and T T-vectors 
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of true values, and u and v are T-vectors of errors of observations. Suppose, 
further, that the true values are connected by the exact relationship, 
4 + PO7 = 0, c%l 2 /%I + a w (2.3) 
We finally assume that the errors of observation (Us , VJ are jointly IID normal 
variates: 
% 
0 vt 
-I*N(O,Z) t = l,..., T, (2.41 
where 
= = (21 $) 
is an unknown PDS matrix. 
The presence of Eq. (2.3) raises two issues that should be considered carefully 
before analyzing the model: 
(i) The exact restriction probh as there exists (%, /$,) such that 
elY!+PlPl =Ol = 1. 
(ii) The identi$cation problem arising out of the fact that (c+, , /&) gives 
rise to the same sampling process as (Ax,, , &3,,) for any A # 0. 
We shall adopt the following framework to deal with these problems: 
In order to achieve a nonambiguous probabilization of the parameter 
space for given (% , fiO), we must first reduce the dimensionality of 
this space: we may start with (2.3) and replace the two T-vectors 
(f, 7) by one T-vector, say CU. Indeed to write a joint probability 
(or measure) on (f, 7) conditional to the subspace defined by (2.3) 
might lead to ambiguity; for instance D(ft 1 rt = 0) will generally be 
different from D(ft 1 vt = 1) where rt = LX&~ + /?,,Q and vt = 
-/3t,Tt/%ft , although both conditions describe the same subspace. 
Remark. This is known as the Borel-Kolmogorov paradox (see, e.g., 
[18, p. 511). Clearly this ambiguity must be removed and we think it should 
be done before handling the data and be considered as part of the specification 
of the prior distribution (for an alternative point of view, see [8]). 
(ii) In order to treat the identification problem it may be illuminating 
to reparametrize the model by transforming (%, ,!?,,) into, say, (0, p) 
in such a way that p does not appear in the data density. When this 
is possible, there is rzo rzeed to specify D(p 1 0) as, it will not be revised 
by the sample information whatever D(0) may be. It is not even 
necessary to specify p as long as it is understood that the underlying 
p will make the transformation from (% , &) to (0, p) regular. (This 
approach is made more systematic in, e.g., [12].) 
ERROR-IN-VARIABLES MODELS 423 
Remark. Such identification problems have been “solved” traditionally by 
normalizing (cY,,  ,8,-J. This amounts to specify a D(8 1 p) along with a given 
value of p. Such a procedure could complicate eventual reparametrizations. 
One way to solve these two problems operationally is to think of the sampling 
process in the following terms. The sampling distribution is completely 
specified by: 
(i) a homogeneous line, 
(ii) the position of the “true values” on this line, 
(iii) the covariance matrix Z. 
Formally, the parameter space may be written as 
where .9r is the set of homogeneous lines in R2 and g2 is the cone of 2 x 2 
PDS matrices. (See, e.g. [11, 411.) In the above framework 0 will characterize 
the line d and UI the points on that line. This naturally suggests the following 
choice of parameters: 
FIGURE 1 
(See Fig. 1.) Th e p arameter space is then written as 
(e,~,z)ER/Triz x UP x 5f2, W) 
where R/rrZ is the set of the real numbers mod T. Note that We have 
ft = wt cam e, qt = ut sin f?. (2.71 
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In this parametrization the model (2.1)-(2.3) is now 
x = OJ cos e + 24, 
y = cu sin 0 + v. 
The corresponding data density may then be written as 
where 
CW 
(2.9) 
(2.10) 
In some applications, the available prior information (or the loss-function in a 
decision-theoretic framework) may suggest convenient alternative parametriza- 
tions such as either a (= tg 0) or fi (= cotg 0) instead of 0; and ,$ or 7 instead 
of UJ. When there is substantial prior information this issue is not of real concern 
as one may freely reparametrize a model by using the relevant Jacobians (under 
the usual regularity conditions on the transformation associated with the 
reparametrization). One should nevertheless pay special attention to the 
following features. 
In the absence of substantial prior information, we might typically 
look for some “noninformative” prior distributions by investigating 
the structural properties of the model and applying some invariance 
argument (see, e.g. [15, 401). Clearly the parametrization (0, U) 
preserves the inherent symmetry of the role of x and y in the model 
(see also Section 4.1). For instance, Bz , along with the usual addition 
of the angles determining a homogeneous line, is a compact com- 
mutative group; its Haar measure transported on 0 has a uniform 
density wrt Lebesgue measure if we conventionally represent !+Z 
by [0, r[ (see, e.g. [II, 28, 411). Therefore D(0, U) K I would be 
an attractive form of “noninformative” prior while, D(a, [) cc 1 or 
D&,7) K I, for example, would not. Furthermore, any density 
wrt Lebesgue measure on (0, U) will be the (Radon-Nikodym) 
derivative of a probability (or measure) wrt a reasonable “non- 
informative” measure. 
(ii) In the same spirit, the transformation a = tg 0 (resp. /3 = cotg 0) 
is not defined for 0 = r/2 (resp. 0 = 0). Therefore these transforma- 
tions will be one-to-one a priori almost surely only if a priori 
f-ye = CT/~) = 0 (resp. qe = 0) = 0). 
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(iii) Due to the incidental character of OJ (resp. f or T), the Jacobians 
associated with the transformation of these parameters involve the 
sample size as an exponent (e.g., 1 ~~/&J 1 = 1 cos 6 ir). In Section 4 
we shall stress just how crucial this feature is. 
Both from a sampling theory and a Bayesian point of view it is useful to 
exhibit the information matrix, which in this case is block-diagonal. The block 
relating to the elements of Z is the same as in the usual bivariate normal process; 
its determinant is l/4 1 Z l-3. The block relating to (0, CO) has the following 
structure: 
where 
(2.12) 
The determinant of this block may be written as 
1 Inf(u’, e 1 Z)i = du[kll(e 1 Z)]r-1 1 Z 1-l. (2.13) 
The factor &(O 1 Z) clearly shows how the model closely relates the sample 
information on .Z to that on (0). This will emerge in a striking fashion in 
Section 5. 
2.2. Some Properties of the Likelihood Function 
2.2.1. Zntroduction 
The functional form (2.8) of the EVM is identified in the usual sense (as 
defined, e.g. [19] or, more recently [35]). But Malinvaud [24] points out 
that this is of little interest in the present situation “our lack of knowledge 
about the value of the incidental parameters COG prevent us from ever knowing 
the distribution of (x~ , yi) exactly, however many observations are taken on 
other (x~, ,yi,) (for t # t’)” (adapted to our notation). More precisely, the 
method of maximum likelihood fails to give consistent estimators, due to the 
presence of incidental parameters (see [31]). M oreover, the likelihood function 
displays in this case some pathological features. Thus Solari [36] (see also [38]) 
has shown that the solution of the likelihood equations (i.e., first-order condi- 
tions). gives a saddle point of the likelihood surface; furthermore “any attempt 
to maximize the likelihood in stages . . . is mathematically invalid, since, even 
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if a unique point is obtained by this method, it must be at one of the essential 
singularities, in any neighborhood of which the likelihood will be arbitrarily 
small as well as arbitrarily large” [36]. 
Faced with such pathological circumstances we must carefully describe how 
a sample will revise our prior opinions. A similar preoccupation guided us 
earlier in choosing a parametrization in Section 2.1. We shall now go one 
step further and trace how a sample may revise the marginal density of specific 
parameters of interest. Specifically, let Z(z 1 T) be the data density of an observa- 
tion for a parameter 7. We partition 7 into two subvectors: 7 = (rr, ~a). The 
marginal posterior density of 7s may then be computed as follows: 
where D(T~) is the marginal prior density of T2 and Zr,(,z 1 T2) is a marginaZ OY 
“integrated” ZikeZihood defined as follows: 
Remark. An interesting paper by Dawid, Stone, and Zidek [4] has the 
same underlying preoccupations. It may also be noted that Z&x 1 T2) may be 
viewed as a predictive density for a fixed value of T2 . 
In what follows we shall meet two problems. 
(a) It may happen that some values of T2 are “D-observationally equiva- 
lent” in the following sense: 
In such a case: 
The model is said to be D-identified when no two values of T2 are D-observa- 
tionally equivalent. 
Remark. As is well known, a lack of identifiability along with an improper 
prior distribution may result in an improper posterior distribution. Moreover, 
as we shall see later, even an identified model need not be D-identified. 
(b) Even if there are no two “D-observationally equivalent” values of T2 , 
the posterior density D(T~ 1 z) need not be proper as we shall see in 
the next paragraph. 
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2.2.2. Applixation to tke EVM 
We first consider a locally uniform prior distribution on UJ. 
D(cu[e,z)a 1. (2.18) 
Then lo(.z, JJ 1 6,Z) may be derived by a straightforward application of 
Lemma A.l.1. (Appendix). Indeed, the density fraction g used in this lemma, is 
given by: 
where 
We now have 
where 
Consequently, 
go(s) cc ~2 exp - 4 s’s/& , 
u& = m8’.Zm8 , 
m0’ = (sin 6, -cos 0). 
ZD(x, y 1 0, Z) a uz exp - (1/2u>) miSmO , 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
(e, ,q ND (6y q - e = et and U@Z = uz’. (2.24) 
The model is therefore not D-identified wrt the prior distribution (2.18); in 
such a case, prior information on .Z is needed. For example, it has often been 
proposed in the literature to assume err = 0 and + = ur2/u22 known. 
Remark. Equation (2.22) raises an additional consideration. If the prior 
distribution is “noninformative” on u (in the sense of (2.18)), we obtain the 
same marginal likelihood by integrating out UJ as would be derived from 
observations on a process generating so = u sin 0 - v cos 0 with 0 mean and 
covariance matrix equal to uOil. Geometrically, s0 = (a, v)mO = (x, y)mO is the 
Z’-vector of (algebraic) euclidean distances between the points (x, JJ) and the 
homogeneous line of slope 0; uOr ’ is the variance of this distance. Furthermore, 
it should be noted that the likelihood (2.9) admits the trivial statistics as minimal 
sufficient statistics while the marginal likelihood (2.22) admits S as a sufficient 
statistics. In other words, if we were interested only in (0, Z), one should retain 
more sample information in addition to S only if D(OJ 1 0, Z) is not locally uniform. 
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Let us now consider 
D(Z 1 e, &I) oc 1 2 i-3/2. 
We compute 
Z&q y 1 0, u) G 
J 
1 2 l-3/z D(x, y 1 0, u, Z) dZ K 1 PO,w i-Tlz. 
We note that 1 PO,u 1 may be expanded as 
1 PO,m 1 = ClJ’A@J + 2w’(xy’ - yx’)qj + {x’(xy’ - yx’)y], 
where 
u. = x sin 0 - y cos 6 = (x, y)mO, 
A0 = aO’a,J - aOaO’. 
(2.25) 
(2.26) 
(2.27) 
(2.28) 
As 1 ~1- au’ 1 = (y - u’u)yTpi for any y and any a, the matrix A0 is of 
rank T - 1 for nonzero 7; furthermore AOaO = 0. Consequently, the iso-density 
curves of the marginal likelihood (2.26) may be described as 
~z,&l , WJ Es w, u) ~ MT y ! 0, u) = l&7 Y I &I 3 a”)1 
= {(e, co) I e = &lo ; 3h E R: OJ = aJo + hu@J. (2.29) 
These sets are linear manifolds; heuristically, for any given observation (x, y), 
the marginal likelihood is shaped like a tunnel in the (0, u)-space. This situation 
may prevent the integrability of D(w 1 0, X, y), for example, if D(u 1 0) K I. 
Nevertheless, for the prior (2.25), the model is D-identified; indeed, 
3. STRUCTURAL FORM 
Up to now we have considered the true values wt (or [i or qt) as parameters, 
i.e., numbers which are fixed but unknown to the statistician. In other contexts, 
the true values may be considered as nonobservable realizations from a sampling 
process. Typically, but not necessarily, this would be a simple random sampling, 
i.e., each variable ut would be IID. The model should then also specify the 
family of these sampling distributions. In such a case, the EVM will be called 
a structuraZ relationship. Note that in this case, .Z is the covariance matrix of 
the conditiomzZ sampling of (x, y 1 u). 
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The distinction between the structural form and the functional form of the 
EVM is important only from the viewpoint of the sampling properties of the 
model. For instance, even when the functional form is identified, the structural 
form may not be, e.g., when both the measurement errors (Us , 7~~) and the 
true value wt are normally distributed (see, e.g. [33, 191). More important, 
in the structural form, there are no incidental parameters. This is evidently 
crucial for the asymptotic properties of the model; thus, Kiefer and Wolfowitz 
[17] have shown that in the identified case the maximum likelihood method 
gives consistent estimators. 
As far as inference is concerned, the distinction between the functional 
form and the structural forms of the EVM is not so important; it is mainly 
a matter of interpreting a distribution on CO, i.e., of deciding whether we treat 
OJ as random because it is a constant not perfectly known or because it is a 
(nonobservable) variate subject to sampling fluctuations. Evidently if we use 
an improper distribution on CO, we can only be treating a functional form of 
the EVM as such a distribution may hardly allow of a sampling interpretation. 
In both forms of the EVM, OJ will have to be integrated out. The data density 
D(x, y 1 0, OJ, Z) in (2.9) will be completed into a distribution on (x, y, u), 
conditionally on (0, Z), by introducing D(oJ, T) = D(OJ ] T) D(T) where T will 
be either given (i.e., perfectly known) or used to specify 
D(w) = j D(w 1 T) L’(T) dT, (3.1) 
as a compound prior distribution (in the terminology of [22], 7 would be our 
“hyperparameter”). We shall always assume 
qx, y I 0, G a, T) = w> y I 0, z w). (3.3) 
In both forms of the EVM, OJ will then be integrated out in the following way: 
At this stage, 7 will either be directly integrated out 
or not according as to whether 7 is a nuisance or decision parameter. The 
above should be kept in mind when we consider prior information on w in 
Section 4.3. 
@j3/4/4-6 
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4. BAYESIAN INFERENCE IN THE EVM 
WA 7, 4 cc UT’, P-1) 
D(a, 6, 4 a uY1, (4.2) 
D(O, W, ul) a UT’. (4.3) 
Repeating derivations made by Zellner [44] we get the corresponding marginal 
posterior densities which are centered on different least-squares regression 
coefficients 
W I 4 Y; 4, u12 = 0) a I vh2 + yMP - fi)2 l-*‘2, (4.4) 
W I ? Yi $6 52 = 0) a 1 vs22 + X’X(U - g)2 [-=j2, (4.5) 
DP I +T iv; $9 52 = 0) a 1 miSm8 /-T/2, (4.6) 
where 
b = FY~~Y~Y VS12 = lx - FYI’@ - FYI 
and 
CG = (.dy)(x’x)-1 vs22 = (y - &)‘( y - &x), 
(S has been defined in (2.23)). These results seem somewhat questionable for 
two reasons: 
4.1. Introduction 
We shall now investigate some prior distributions which satisfactorily combine 
with the data density (2.9). We must assess the importance of the choice of 
prior distribution in the light of the preceding sections. 
For example, let us consider the basic model (2.1)-(2.4) in the three 
parametrizations (8, UJ), (CX, 6) and (/3,~). I n order to avoid the D-identification 
problem (as in Sect. 2.2.2.a) we shall assume, in this example, ors = 0 and 
4 = oss~7;~ known. For the other parameters, we shall consider, respectively, 
the following “noninformative” prior distributions 
(i) The posterior distributions are independent of the value of 4 although 
in a noninformative approach it would seem more plausible that the 
choice between, for instance, (4.4) and (4.5) should depend basically 
on the known value of $; in particular, (4.4) would not seem very 
reasonable for a very large value of +. 
(ii) With seemingly “noninformative” prior distributions, the corre- 
sponding posterior distributions are different no matter what the 
sample size is; furthermore, as the sample size increases, these distribu- 
tions tend to concentrate more and more on different central values. 
RRROR-IN-VARIARLE MODRLS 431 
In what follows we shall meet this paradoxical situation in the following 
sense: As the sample size increases the posterior distribution of the directional 
parameter will tend to concentrate more and more on the value of the coefficient 
of a weighted regression which is apparently determined by the choice of the 
parametrization. This will always be so unless the prior distribution involves 
terms that can neutralize the effect of the Jacobians. Consider, e.g., in the 
same spirit as (4.1)-(4.3), 
D(O, fa, q) cc crr’[A co2 ~9 + (I - A) sir? 0]‘r-““, (4.7) 
where A = 1$(1 + 4)-l is known. This prior distribution would correspond to 
(4.1) when I# --+ 0, to (4.2) when 4 -+ co and to (4.3) when $ = 1; this seems 
more reasonable, on heuristic grounds at least, in the absence of more specific 
prior information. 
Remark. In this case, the prior distribution that is invariant in the sense 
of Jeffreys would be (see (2.13)) 
W uy 4 a I dm I ‘A2 uT1 1 A cos2 6 + (1 - A) sin’ 6 [‘r-r”‘. (4.8j 
This would involve rather complicated computations without fundamentally 
affecting the properties of (4.7). 
Alternatively, we could treat the incidental character of the true values 
directly by using an informative prior distribution on these parameters: this 
will be the object of Section 4.3. 
Finally, let us mention that in this section the prior distribution will 
systematically be decomposed as follows: 
qe, z, wj = qe) qz, w 1 ej. (4.9) 
In view of (2.14) we compute only ZD(x, y 1 0) as defined in (2.15). Indeed, 
as the analysis of D(0 ] x, y) would require numerical integration, we may 
freely leave D(8) unspecified. In this paper we concentrate therefore on inference 
about the directional parameter 0. Clearly, when D(0 1 x, y) is a proper distribu- 
tion, we could also derive a posterior distribution on the incidental parameters 
D(m ] x,~) as in Mouchart [27]. 
4.2. Infomation on Z 
Throughout this section, we consider prior densities which are “non- 
informative” wrt 0J 
qe, u, q = qe) o(z 1 ej. (4.10) 
We leave D(0) unspecified and consider several specifications for D(Z ] 0). 
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4.2. I. The Correlated Case 
A convenient family for QZ 1 0) is the inverted Wishart 
where 
Sa = (1:: $j a PDS matrix. 
This is a proper density when v > 2. Conceivably Sa could be a function 
of 0: from (2.22), one can see how a data-based prior density should relate 0 
and Z. For this reason we systematically maintain 1 Sa iV12 in the kernels. Notice 
also that E[Z 1 01 = (V - 3)-l Sa when v > 3. Combining the data density 
(2.9) and the prior density (4.10) leads to 
w, W, ,2 1 X, Y) a wj 1 so I+ I,2 I- fT+v+3)/2 exp -+ tr Z-l(Sa + PO,J. (4.13) 
Successively integrating out Z and u we get 
qe 1 x, y) a qej 1 SO p/2 1 mO’SOmO l(Qj2 . 1 mO’(SO + S)me i-(r+u-1j/2, (4.14) 
where m0 and S have been defined, respectively, in (2.21) and (2.23). The 
details of the derivation are given in Appendix A. I .2. The marginal likelihood 
Zn(0 1 X, y) is thus a quotient of quadratic forms, a common feature in Bayesian 
analysis of single equation models. For some properties and hints for numerical 
integration (see, e.g. [34]). 
4.2.2. The Uncorrelated Case 
We could assume that cr12 = 0 as has often been suggested, namely to take 
care of certain identification problems (cf. Sections 2.2 and 3). In a Bayesian 
framework, this may be done either “in the mean,” i.e., specifying s12 = 0 
in (4.11) or “dogmatically,” i.e., specifying p(u12 = 0) = 1. We now consider 
this second approach and show that it is computationally less convenient. 
We first note that when ur2 = 0, the data density (2.9) becomes 
w, Y I 4 my x) a hC . exp - &T~(x - w cos ey (X - U cos e) 
+ uT2(y - fd sin ey (y - u sin ej}. (4.15) 
Let us now consider the prior density, 
D(u12uz 1 ej a fi (cQ~)-(~+Q)‘~ (sF~‘~ exp - &Jjsg2u;2, (4.16) 
i=l 
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with V~ > 0 (i = 1,2), i.e., a product of two independent inverted gamma-2 
distributions. Recall also that E[ut] = v&(v~ - 2)-l, when V~ > 2 (i = 1, 2). 
Combining the data density (4.15) and the prior distribution (4.10) and (4.16), 
and integrating out (urz, uaz, U) we get 
RC = [’ ;’ ‘1, 
c 
(4.18) 
sc = [w12 + (1 - c) v2s22] RO + ~(1 - c)S (4.19) 
Remark 1. The auxiliary variable c has been introduced through the 
application of Dickey’s procedure [6]; details are given in Appendix A.l.3. 
Remark 2. For large T, the posterior densities (4.14) and (4.17) behave 
essentially as (4.6). Indeed, when T -+ co, S will typically dominate S0 ; 
consequently, the conclusions of Section 4.1 still apply, given that (4.10) involves 
D(cl~e,z)E I. 
Remark 3. As with S,, in (4.13) we allow si to depend on 0. This would 
typically be the case when the prior information is based on a previous sample 
for which one of the variables is known to have been measured without errors. 
In such a case, we would naturally use a normal gamma prior density on, 
say, (u22 , tg 0) and D(u22 1 0) would be inverted gamma-2 with a parameter 
s22 depending on 0. 
4.3. Information on w 
4.3.1. Introduction 
In this section we shall present alternative specifications for the distributions 
of W. Let us recall that these distributions may be interpreted both as prior 
distributions in the functional form or as sampling distributions in the structural 
form. For convenience only, we shall refer to the functional form in what 
follows. 
In a natural conjugate framework, one might typically investigate how 
successive samples are combined in the data density. Obviously, if we want 
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to learn something about u in this way, these samples should have been generated 
by the same UL Extending this approach, we shall consider the case where 
the dimensionality of the parameter space (for the “combined” sample) is 
reduced through linear constraints on U: 
UJ = ws, (4.20) 
where W is a known T x k matrix with rank r(W) = k. 
Remurk I. In some cases, W will be a matrix of “instrumental variables,” 
i.e., observable random variables distributed independently of (u, w). 
We shall first study the case of a “noninformative” prior distribution on 8; 
this requires k < T. Thereafter we shall consider informative prior distribution 
on S and accept, eventually, k = T. This allows us to treat an explicit information 
on u by specifying W = I(=) . 
4.3.2. Lineur Restriction on QJ 
We now consider the model: 
x = u cos e + u, 
y = 0~ sin 0 + v, 
to = ws, 
Y(W) = k 
WTxk. 
(4.21) 
(4.22) 
Remark. If we substitute W8 for UJ we recognize the reduced form of an 
overidentified 2-equations model (on this topic, see, e.g,, [34]). 
We reparametrize the data density in (0, 8,Z): 
where P0,w6 is the matrix defined in (2.9) with UJ replaced by IV& 
We first consider a prior distribution of the form 
Remark. Jeffreys invariance argument would give v = 0 (see, e.g., [44, 
Chap. 81); invariance in the sense of Dreze [7] would give v = k. 
We decompose P8,w8 as follows: 
P a.wa = I-% + R (4.25) 
EFiROR-XN-VARIABLES MODELS 435 
where 
PeWa = (x* - 8 cos e, y * - 8 sin 8)’ WW(X* - 8~0s 0, y* - 8 sin O), 
R = (x, Y)’ Wx, YL (4.26) 
(x* y*) = (WW)-1 W’(x, y), 
M = I - W(W’W)-l W’. 
Combining (4.23) and (4.24) leads to the complete posterior distribution 
A comparison of (4.13) and (4.27) reveals a striking similarity between the form 
of prior information on Z of the type given in (4.11) and that on OJ of the type 
given in (4.22)-(4.24), see the following table. 
parameters prior sample 
Heuristically we can interpret (4.27) as the posterior density which results 
from observing a “concentrated sample” (x*, y*) along with some information 
on .Z provided by a measure of the distance between (x, y) and the column 
space of W. More precisely, let us consider the following process generating 
k observations (z*, y*): 
X* = 8 cos e + c, 
y* = 8 sin 0 + 5, 
(4.29) 
where (G’, 8) has a 2k-variate normal distribution with zero mean and covariance 
matrix ,E @ @VW)-I. Using a prior 
D(@, 8,Z) cc D(O) 1 2Y [-(T-k+v)lz exp -$ tr ZISO , (4.30) 
would lead to the posterior distribution (4.27) if it should happen that SO = R- 
The posterior density of 0 may then be obtained from (4.14) substituting 
(k, T - k + v, R, Sw) for (Z’, v, SO , S) where 
SW = (x*, y*y w w(x*, y*) = (x y)’ W( WW)-1 W’(x, y). (4.31) 
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We notice that 
Therefore, 
S=R+Sw. (4.32) 
D(t? 1 x, y) cc D(q(m~‘Rm~)~=-k+v-1~~2 . (m@‘sm@)-~=+-~~~~. (4.33) 
Remark 1. We have implicitly assumed k < T, for otherwise R would 
vanish identically. 
Remcwk 2. As long as k == o(T) (e.g. k is constant), the density (4.33) will 
no longer be dominated by ~m8’Srne)- tT+)j2 when T tends to infinity. Compare 
with Section 4.1. 
Remark 3. To interpret (4.33) we notice, from the definition (4.21) of the 
process, that the sampling distribution of Q~ = LX sin 0 - y cos 0 is normal 
with zero mean and covariance matrix c~$Ir, whatever value W takes, Con- 
sequently eventual correlations between a@ and the columns of W would be 
due to sampling “accidents.” Th is is reflected in the numerator of (4.33) which 
wil1 favour values of 6 such that x sin 0 - y cos 8 is orthogonal to the column 
space generated by W. As it might be expected, this will be more effective 
the smaller k becomes, both through M and the exponent (7’ - k + v - 1)/2. 
Note that (4.33) may be written as 
D(O [ x, y) cx D(O) . [I - rigw]‘r+V-1”2 * (m~‘RmJ”‘, (4.34) 
where ~j& is the multiple correlation coefficient of a8 and the columns of W. 
Remark 4. We can easily incorporate in the present analysis a genuine prior 
information of ,E in the form of the conditional density (4.11). The resulting 
posterior density on 0 is then obtained from (4.33) substituting (R + So, 
S -k So) for (R, S). 
We now consider a genuine prior information on S, in the form of a (possibly 
improper) student distribution 
where M,, is a k x k SPDS matrix, sa is a nonnegative scalar. 
Combining (4.35) and (4.24) and integrating out Z leads to 
D(S, 6 1 x, y) az D(O) 1 P8,w8 j-(T+v)/z . $3 - So)’ A$@ - So) + .q, l-(k+A)j2. (4.36) 
Let us first note that 1 Pebw8 1 is a quadratic form in 8 (see t3.8) substituting 
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WS for UJ). Therefore S can be integrated out analytically through Dickey’s 
procedure to give 
MC0 = cW’&W + (1 - c) M,, , 
and ue and Lie have been defined in (2.28) and (2.29). Some hints on how this 
is derived are given in the Appendix A.2. I. 
Remark 1. It is implicitly assumed that X, y, M,, and W are such that MCe 
is nonsingular almost everywhere in c on [0 I]. For this, it would be sufficient, 
for example, that M,, be at least of rank I (see (2.29)) or that k < T. (This 
would ensure that, with probability I, ae is not in the column space of W, 
see (4.34).) 
Remark 2. The density (4.37) can be analyzed through bivariate numerical 
integration on [0 V[ x [0 11. Similar integration would be needed to compute 
the posterior moments for S if it were a parameter of interest. 
Remark 3. Prior information on Z independent of S could be incorporated 
in (4.35) through an inverted Wishart density as in (4.11). This would lead 
to the substitution of Po,w6 + So for Pe,wa in (4.36) and to a corresponding 
modification of the definitions involved in (4.37). 
Remark 4. The normal-gamma density has often been used in single 
equation analysis in order to allow for prior dependence between the regression 
coefficients and the variance of the residual (see, e.g., [32, Chap. 131 or [5, 
Chap. 91). Moreover it is computationally convenient. In the present framework 
we could use such a density to translate prior dependence between S and the 
variance of a linear combination of the residuals (simple cases would be gli 
or Use). However, we show in Appendix A.2.2 that this approach is no longer 
computationally convenient. 
Remark 5. The preceding analysis can be used when W = I(T) (i.e., prior 
information directly on u). The matrix MCe , defined in (4.37), is then T x T 
and may then be written as 
where 
MCe = BCo - caeae’, (4.38) 
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The following formulae will then prove useful for a numerical analysis of 
the density (4.37): 
il4;’ = B$ + c( 1 - CU~‘B&J=~ B$zOuO’B~, 
(4.39) 
The computational burden could become prohibitive for large sample sizes 
unless Ma is chosen so that BCO is readily invertible (e.g., Ma block-diagonal). 
We finally note that a noninformative prior density on the first T1 (<ZJ 
components of OJ could be specified through: 
In such a case inverting BCe reduces essentially to inverting the matrix: 
Remurk 6. It is sometimes suggested in the literature [42, 241 that grouping 
the observations could be a useful way of getting rid of the incidental character 
of the OJ’S. This suggests a prior information with the structure given in (4.22) 
and IV matrix as follows: 
w= (4.40) 
where ij is a Tj-vector of one’s (xFZi Tj = T). Uncertainty about the grouping 
could be handled by considering various possible groupings, each charac- 
terized by a ( Wj , &) and a prior probability P( WJ. The analysis would then 
be carried out conditionally on successive Wj , the final results being weighted 
by P( WJ. We could also compute posterior probabilities P( Wj 1 x, y) (for 
details on this procedure, see [27]). We shall see in the next section that un- 
certainty as to the grouping may also be introduced through an additional 
error term: 0J = IV8 + C. 
4.3.3. Stochustic Restriction on OJ 
We now consider a weaker version of (4.22): 
ul = W6 + .E, 
(4.41) 
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This calls for a more explicit differentiation between the functional and the 
structural form of the EVM; nevertheless we shall show that both interpretations 
may result in similar formulae. 
In the structural form, (4.41) defines the stochastic process that has generated 
the unobserved CU’S. Together with (4.21) it constitutes a three equation model. 
Writing the endogeneous variables (x, y, OJ) as a function of the exogenous 
variable W, we get the following “reduced form” (on this concept, see, e.g., 
~24, p-t VI). 
x = W8 cos e + ll*, 
y = W8 sin 0 + v*, (4.42) 
UJ = W8 + c, 
where 
u* =u+c~o~e, 
v* = v + c sin 0. 
The data density is the marginal density of (x, y): 
D(x, y 1 e, 8, Q) cc 1 Q [--r12 exp -4 tr Q-1P0,w8, (4.44) 
where Q is the ,covariance matrix of (Us*, v~*). We note that (4.44) involves 
a reparametrization from (8, 8, 2) to (0,8, J2). As (4.44) is formally equivalent 
to (4.23) we can apply the procedures described in Section 4.3.2 provided 
the available prior information can be expressed in a convenient form in terms 
of (0, 8, L?). This problem is typical in the context of simultaneous equation 
models (see, e.g., [7, 25, 341). 
In the functional form, (4.41) would reflect the information that OJ lies “on 
the average” in the column space of W. The corresponding prior density is 
D(uJ 1 8, uc2) cc u$ exp - (1/20*~)(0~ - F?Gy (UJ - FIQ). (4.45) 
In this, (8, ~~2) may be known parameters but we shall generally take it that 
they are unknown (“hyperparameters” in the terminology of [22]). We shall 
also specify the complete prior density as follows: 
qu, 8, e, uc2, .q = D+ 1 8, uc2~ - ~(8, e, +, .q. (4-e) 
In order to integrate the corresponding posterior density wrt CU, it proves 
convenient to reparametrize the model from (uC2, Z) to (ue2, Q) where 
Q = .Z + U~~(COS e, sin e)ycos e, sin e). (4.47) 
We note that 
IQ1 =l~l+%%;, (4.48) 
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where o,$ has been defined in (2.20). It is now easy to integrate out w and uEz: 
D(8, 0, i2 1 x, y) a D(8, ~9, Q) . 1 Q i-Tjz exp -* tr Q-1P8,W6 . (4.49) 
This is formally equivalent to combining the data density (4.44) with a prior 
D(& 0, Q). Similar procedures can then be applied in both contexts but we 
note that in the structural form c = u - W8 could be correlated with (u, V) 
while they are typically independent in the functional form. 
4.4. A Further Remark on the Prior Speci$cation 
When a = tg 6 is the parameter of interest, the posterior density D(CL [ x, y) 
may be derived from the relevant posterior density on 0. For example, (4.15) 
corresponds to 
D(a 1 x, y) a D(a) 1 So ~~~*(m~‘m~)~~2(m~‘Sm~)~~-1~~2(m~’(So + S)VZJ-(~+-~)/~ 
(4.50) 
where 
ma’ = (a, -1). (4.51) 
D(a) is obtained from D(0) by a change of variable. Similarly (4.33) corre- 
sponds to 
D(a 1 x, y) a ~(~)(~~‘~=)~/2(~~‘R~~)(~-~+~-1)/2(~~’S~~)-(=+~-1)/2. (4.52) 
It may be noted that (wz~‘vz#‘~~ is the Jacobian of the transformation from 
(a, U, Z) to (a, [, Z). Similarly (~=‘wz~)~/~ is the Jacobian of the transformation 
from (a, 8,Z) to (a, 4, Z) when < = 8 cos I3 (so that u = IV8 is equivalent 
to [ = W[). Consequently this term would no longer appear in the posterior 
distribution if, instead of e.g. (4.10) (4.11), we had considered a prior density 
on (a, f, Z) having the same functional form as (4.10) (4.11). This directly 
parallels the comments we made in Section 4.1 and we should stress once 
more how crucial the specification of the prior distribution on incidental 
parameters is. This is particularly clear if we are concerned with the existence 
of posterior moments for a. Assuming that prior moments for a exist up to 
the order r we note that: 
(lo) posterior moments will exist up to the same order when 
&Jl%q= 1, 
(2O) posterior moments will exist up to the order (T + Y) when 
q-t %,q ax 1, 
(39 posterior moments will typically not exist when D(q \ a, Z) oz 1. 
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5. SOME EXTENSIONS 
5.1. EVM with Additional Variables Observed without EYYOYS 
We now consider the model: 
x=t+u, (5.1) 
y=q+v, (5.2) 
cd + API = % 6% 7 PO) # 0, (5.3) 
where 2 is a T x n matrix of exogenous variables observed without errors; 
we also assume r(Z) = m < T. This model may be analyzed in the same 
spirit as model (2.1)-(2.3). The normalization of (5.3) has now to be thought 
of in terms of (q, , ,$, , ye’). For example, parametrizing the model in (0, UJ) 
leads to the definition of y as (%z + ps2)-lj2 y0 and to a rewriting of the model 
as follows (see Fig. 2): 
FIGURE 2 
x = w cos 6 + Zy sin 0 + U, (5.4) 
y = w sin 0 - Zy cos 0 + v. (5.5) 
Note that u is now the distance between (ft, Q) and the origin projected 
orthogonally on the affine subspace defined by (5.3). 
Instead of calculating ZD(x, y 1 0) as in Section 4, we now calculate ZD(X, y 1 e, y); 
this involves the same steps as before, now being undertaken conditionally on y 
(and 0). We shall just sketch an example. The prior density (4.10) is now struc- 
tured as follows: 
q4 y, WY q = q4 Y) .w I 4 d (5.7) 
and (4.11) is now interpreted as D(.IY 1 0, y). The corresponding posterior 
density on (0, y) can be written as 
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where 
Syo = (x - Zy sin 6, y + Zy cos O)‘(X - Zy sin 0, y + Zy cos 0). (5.9) 
Note also that 
where 
mo’%omo = (Y - RI)’ Z’Z(y - $) + m3’Szmo , (5.10) 
70 = (z’z)-?ra~ , (5.11) 
Is- = (x, y)‘(I - Z(TZ)-W)(x, y). (5.12) 
If we had a “noninformative” prior on y: 
WYl4 oz 17 
we would obtain as posterior density on 0: 
(5.13) 
qe 1 X, y) cc D(e) 1 So ~“~z(m~S~m~)~u-1)~2[m~‘(S~ + Sz)m&~T+v+1~~2. (5.14) 
Both (5.8) and (5.14) can usefully be compared with (4.4). Note also that if 
the prior density on y is a student form we can integrate y in (5.8) through a 
one-dimensional numerical integration (by a Dickey type procedure). 
The various densities we derived in Section 4 may be adapted in a similar 
manner. 
5.2. EVM and Single Equution Analysis 
Let us assume that it is about the parameters of the following equation that 
we wish to make inference: 
w + &Y = ZYO + u*> (5.15) 
and that we are sure of the exogenous character of Z (i.e., the variables entering 
Z are either nonstochastic or distributed independently of u*). 
If we may furthermore assume that either x or y is also exogenous, we 
face a standard regression model. If not we have to be more explicit about 
the stochastic dependence between x and y. To this end, let us consider the 
following decomposition: 
(5.16) 
Taking expectations on both sides of (5.15) leads to the following constraint: 
%f + API = ZYO * (5.17) 
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Remark. Since u* = CX,,U + ,!$,v, we see that, under normality assumptions, 
assuming x exogenous is equivalent to imposing cov@, U*) = %uUz + j3suUv = 0. 
This reformulation suggests two natural strategies for the analysis of Eq. (5.15). 
First, we could handle (5.16), (5.17) as an EVM, thus implicitly 
attributing an incidental character to (6,~). We have already proposed 
(in Sections 4 and 5.1) several tractable prior distributions for this 
case and have seen that one draw back of such procedures is the 
great sensitivity to the specification of the prior distribution of 
incidental parameters. 
This suggests an alternative strategy inspired by the conventional 
analysis of simultaneous equations models. In essence, the parameters 
(t, 7) are represented as linear combinations of some exogenous 
variables. We thus rewrite (5.16) as 
ix = J%.+~Yl +4 
y = w% + ZY2 + v, 
(5.18) 
where W is a matrix of exogeneous variables excluded from Eq. (5.15) 
and (W, 2) has full column rank. Then (5.15) implies 
(5.19) 
Remark. According to the literature on simultaneous equations models, 
Eq. (5.15) is the first equation in the structural form of a simultaneous equations 
model; Eq. (5.18) are two equations of the corresponding reduced form and 
(5.19) gives the relation between the coefficients of the structural form (ao, PO, yo’) 
and those of the reduced form &‘, as’, yr’, ya’). 
In this second strategy, the data are used to collect information on 
&‘, k yl’, Y~I bee (5.lfN w h ere k is the proportionality factor between 8r 
and 8s (see (5.19)). This information is then translated into information on 
the parameters of interest (% , fro , yo) through (5.19) and “mixed” with the 
available prior information. This is the basic idea underlying “limited informa- 
tion” methods (see, e.g., [7, 341). 
Remark 1. The sample will modify the prior information on (a0 , PO) only 
if W includes at least one column: this is known as the necessary rank condition 
for identifiability of Eq. (5.15) ( see [J). Note also that when there is no 
exogenous variable in (5.15), the limited information approach reduce to the 
special case of an EVM considered in Section 4.3.2 (UJ = HB). 
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Remark 2. If we wish to push this second strategy further we could specify 
the complete set of structural equations. This would be relevant only if, as 
in full information methods, we could expIoit the additional information 
provided on the reduced form coefficients, consequently affecting the inference 
on (aa , & , yO’). Unfortunately the computational burden prevents from 
consideration of more than 2 structural equations (see [34]). 
5.3. EVM with More than Two Variables 
Up to now we have considered the estimation of one relation among two 
variables observed with errors; these restrictions were imposed mainly for 
the purposes of exposition. We now outline how the basic principles can easily 
be generalized. Details are given in Florens [ll]. On the other hand, it should 
however be stressed that some of the solutions proposed in earlier sections 
could not be operational in “large” models. 
We now consider the following model: 
x==E+u, (5.20) 
BA@ = 0, (5.2I) 
where X, Z’, and lJ are now T x m matrices and A0 is a m x p matrix of rank& 
as in (2.l)-(2.3), J? is unobservable and A,, is a matrix of unknown coefficients, 
It is also assumed that the rows of U are identically and independently 
distributed as N(0, Z) where Z is an unknown PDS m x m matrix. In this 
section we shall confine ourself to the functional form. 
According to Section 2.1 the specification of the prior distribution will 
crucially depend on an adequate description of the parameter space: 
(I) The exact yestyict~on problem is solved by making (5.21) explicit 
which amounts to replacing the T x m matrix ,9 by a T x (m - p)- 
matrix a. 
(2) The identz@ation problem is solved by considering a regular trans- 
formation from A,, to (f?, p) in such a way that p does not appear 
in the data density. Evidently, 0 is a p(m - I)-vector (see (5.21)) 
and p is a p-vector. This amounts to factorizing L&, as follows: 
4, = MeQo 9 (5.22) 
where MO is a m x p matrix whose elements are functions of 0 and 
Q0 is a p x p matrix whose elements are functions of p. Actually this 
leads to a generalization of(2.7)as follows. Equation(5.2l)is replaced by 
tE? = QMeL, (5.23) 
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where MO’- is a full rank (m - $J) x m matrix whose elements are 
functions of 0 and such that 
MelMO = 0. (5.24) 
This makes (0, Q, Z) a convenient choice of parametrization and allows to 
write unambiguously the data density as 
D(X 1 0, Q, .Z) a 1 Z l-T/2 exp -!j tr Z-r(X - QMOl)‘(X - .QMOl). (5.25) 
As in Section 2, the choice of (Q, 0) is not unique. More details on the description 
of the parameter space may be found in Florens [I 1] and Villegas [41]. For 
illustrative purposes, let us consider the following prior distribution: 
qe, Q, 2) a qe) 1 Z /-fv+m+l)!2 1 So p/2 exp -4 tr Z-t& . (5.26) 
After integrating out Z, the marginal posterior density on (8, Q) is: 
D(& L’ 1 X) a D(O). 1 So \“I2 1 (X - QMoL)‘(X - QMoL) + So l-f=+“)j2. (5.27) 
We may integrate over Q by using the following generalization of Lemma 1 
in the appendix. 
LEMMA. Let f(U) be the probability density function of a T x m random 
matrix V = UM, where M is a m x p matrix of jxed elements which is of full 
rank, g(V) the probability density function of V and Ml a (m - p) x m matrix 
szuh that MlM = 0, then 
1 f(X - QML) dQ = g(XM)[l M’M l/l MIMA’ llrj2 
(for a proof, see [I 11). 
The posterior density of 0 is then 
APPENDICFS 
A.1. Technicalities of Section 4.2 
Our main concern in Section 4.2 is to perform the integration over cu 
analytically. This may be done by many of the usual procedures (completion 
of squares). We shall briefly comment on this point in A.l.4 but without entering 
683/4/4-7 
446 FLORRNS, MOUCHART AND RICHARD 
into details since this would mean presenting rather a lot of involved formulae. 
We prefer instead to use an approach based on two preliminary lemmas. This 
approach is more powerful in the sense that it lends itself more readily to 
generalizations. 
A. 1.1. Preliminary Lemmas 
LEMMA A.l.1. Ler 
* (4 4 e ~2wP WY 
.. j(u, w) be the decsity junction of a random va~iabk (u, w) valued in R2=, 
... gAu(s) be the density fun&m of the mdom variable s valued in lRT 
and dejked by 
s = Au - pv, 
then, V(x, y) E R2T, 
Proof. We obtain, by transforming the variables of integration t = x - ~UJ, 
(If p = 0 we choose t = y - AU). On the other hand* from the definition 
of s we have: w = (l/p)@ - s). Therefore, 
comparing (A.2) and (A.3) we get: 
This lemma has been generalized by Florens [11] for the case of a linear 
combination of more than two vectors u and w (see Section 5.3 for a statement). 
This lemma, apart from leading to the derivation of (4.14) and (4.17) gives 
also a statistical counterpart to the algebraic elimination of UJ (or v or 0 in (2.5). 
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LFMMA A.l.2. Let the p x q random matrix T have a matrix-t distribution 
with density: 
f=(T 1 P, Q, C, n) z 1 Q j(‘+~)/~ 1 P j*j2 1 Q + (T - C)’ P(T - C)[+i2, (A.5) 
where n > p + q - 1. P, Q are p x p and q x q PDS matrices, respectively. 
Then 
(a) any random matrix R defked by a nonsingular linear transforma- 
tion: R = TA has also a matrix-t distribution with parameters 
(P, A’QA, CA, n) (where A is a nonsingular q X q matrix); 
(b) if T=(TI,T2) where TI and T2 arepxqI andpxq2 random 
mat&es, respectr’vely, the marginal distribution of T2 is matrix-t with 
parameters (P, Qrr,, C2, n - qI) where Q22 and C2 are the corresponding 
submatrskes of Q and C, respectively. 
Proof. (a) Straightforward. 
(b) See Zellner [44, Appendix B]. 
A.l.2. Derivation of Formula (4.14) 
The relevant posterior density is given by the product of (2.9) and (4.10), 
together with (4.11). 
W, 4 ct, IX>Y) az D&9 I & V2 I .z l- tT+u+3)j2 . exp -4 tr Z-l(& + PeJ. (A.6) 
We first integrate out Z 
D(q, OJ 1 x, y) oz D(b) 1 SO lVj2 1 So + P‘rW l-(=+“)12. (A.7) 
The integration of u can be carried out using Lemma A.l.1, which calls for 
the density of s0 = u sin (3 - v cos f3; this density is given by 
g(se) crz (m~‘S~~)(“-1)/2(m~S~m~ + sisO)-(r+V-1)/2. W3) 
Proof. From the specification of the model we have 
We then integrate out Z wrt (4.11) an d are left with a matrix-t density for the 
T x 2 random matrix (u, v); its parameters are (I(r) , 5’s , 0, T + v). We now 
consider the orthogonal transformation 
448 FLORRNS, MOUCHART AND RICHARD 
where 
sin 0 
Qe=(Y$yl ) -cos e 
Applying Lemma A. I .2 we have, successively, 
We , se) = f&s , se I I(Y) , Qe&,Qe’, 0, T + 4 
We) = f& I ICI-) , me’hme ,O, cr + v - 1). 
(A.11) 
(A.12) 
Q.E.D. 
Formula (4.14) is then obtained from Lemma (A.l.1) on substituting 
x sin 0 - y cos 0 for SO in (A.8). 
A.l.3. Derivation of Formula (4.17) 
The relevant posterior density is given by the product of (4.15) and (4.16). 
As for (4.14), the main step is to integrate out UJ using Lemma A.l.1. In the 
present case, it appears to be more convenient to do so conditionally on (ur2, Use). 
Starting from the joint density of (u, v 1 ur2, Use), it is clear that the density 
of (sO 1 ura, u2a) is multivariate normal with zero mean and varianceecovariance 
matrix equal to (ur2 , sins 8 + ~~2 toss 0)Io.l . Consequently we have 
q4 u12, u22 1 X, y) CC D(u~~u~~ 1 O)(u12 sin2 f3 + u22 COS~~)-~~~ 
. exp --&mO’smO(ur2 sin2 0 + u22 cos02)-l. (A.13) 
We then consider the transformation: 
Ue 2EU2 l sine2 + u22 cose2, 
c = u22(u12 + u2y, 
(A.14) 
where (ue2, c) E R+ x [O, lj. Th e relevant jacobian is ue2(me’Rcme)-2. The 
integration of ue2 is then straightforward and leads to (4.17). 
A. 1.4. Ah-native Derivation of (4.14) and (4.17) 
(a) It may be interesting to note that, in (A.7), 1 $, + PO,,, 1 appears 
to be a quadratic form in OJ: this is linked to the statistical content 
of Lemma A. I. I and suggests a direct integration of U. This integration 
was not feasible in (2.26) where the corresponding quadratic form 
was singular; this is no longer the case thanks to the presence of the 
additional factor me’S,,me: in fact the matrix Ae + me’SOmeI~T) is 
nonsingular as soon as SO is PDS. 
(b) Similarly, one could compute Z~(X, y 1 0, Z) by integrating out OJ 
from (4.15); this may be done by the usual completion of the quadratic 
form in U: this leads also to (A.13). 
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A.2. Technicalities of Section 4.3 
A.2.1. Derivation of Formula (4.37) 
We first rewrite (4.36) by introducing two nonnegative auxiliary variables: 
D(8, 0 1 x, JJ) a D(0) *J hp-2”2hp-2”2 
a+% 
As in Appendix A. I .3 we introduce the transformation: 
(A.16) 
where (b, c) G R+ x 10 l[. The relevant Jacobian is equal to b. The integration 
of b is straightforward and leads to (4.37). 
A.2.2. Prior Dependence Between CO and Z 
Let us consider the case where a prior dependence between 8 and Z could 
be reduced to a dependence between 8 and the variance of a linear combination 
of the residuals. Let this variance be 
622 = Y1& (A.17) 
where y is known; for convenience we may assume y‘y = I. We would suggest 
using an “overall” prior density which is the product of a “noninformative” 
density on (8, Z, 0), a normal-gamma density on (c?~~, S) and an arbitrary 
density on 0. Similar prior densities have been used in the limited information 
analysis of simultaneous equation models (see, e.g. [7, p. 60-611, [34]): 
qe, 8, Z) a D(e) . 1 z p+3)~2 * &k+t-2)/2 
. exp - @&(8 - So)’ A&(8 - aO) + ~“1. (A.18) 
It is convenient to transform Z into 2 = Q.ZQ’ where Q is the orthogonal 
matrix whose last row is equal to y’. The integration of the posterior density 
with respect to 2 can be carried out using a decomposition of the inverted 
Wishart density (see, e.g., [34]). Th e main steps may be summarized as follows: 
. change of variables from 2 to (h;:, &, Gz2) where hll is the first 
diagonal element of n = z-l, 
.. integration of (5r2, h:.), 
. . . regrouping of all terms in e22 and integration of e22 . 
450 FLORENS, MOUCHART AND RICHARD 
We are then left with 
This expression involves three quadratic forms in S. Applying Dickey’s 
procedure [6], we can integrate out 2j through bivariate numerical integration. 
Remark. If it should happen that the available prior information bears on 
(u02, S), the preceding approach could be adapted by setting c?,& = u02; in 
such a case, y = mO is no longer known. The factor y’Pe,wey reduces then 
to a,+,‘ao and does no longer depend on 8 and (A.18) may be analyzed as the 
posterior density (4.36). 
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