Abstract. We consider a one-dimensional reaction-diffusion equation of Fisher-Kolmogoroff-Petrovsky--Piscounoff type. We investigate the effect of the interaction between the nonlinear diffusion coefficient and the reaction term on the existence and nonexistence of travelling waves. Our diffusion coefficient is allowed to be degenerate or singular at both equilibrium points, 0 and 1, while the reaction term need not be differentiable. These facts influence the existence and qualitative properties of travelling waves in a substantial way.
Introduction
We are concerned with the travelling waves (particularly their speed and profile) for the Fisher-Kolmogoroff-Petrovsky-Piscounoff population model with nonlinear diffusion (of porous medium type) and a non-Lipschitzian reaction term,
for (x, t) ∈ R × R + .
We employ certain specific forms of the possibly degenerate or singular diffusion coefficient d(u) and the nonlinear reaction function g(u) that are motivated by classical population models by R. A. Fisher [6] and A. N. Kolmogoroff, I. G. Petrovsky, and N. S. Piscounoff [8] , both from the same year of 1937. We allow both d(u) and g(u) to depend continuously on the population density u. The reaction-diffusion equation (1.1) is briefly referred to as the Fisher-KPP equation (or FKPP equation).
In contrast with similar models that have been considered in the literature so far [9] - [12] , our diffusion term d = d(u) and the reaction term g = g(u) are much more general functions. In fact, the diffusion term d = d(u) may degenerate or blow up as u → 0+ and/or u → 1−. At the same time, the reaction term g = g(u) need not be a Lipschitz continuous function in its domain of definition. While the role of the nonlinear reaction term g = g(u) has been justified already in the original works [6, 8] In a general biological Fisher-KPP model one naturally expects travelling waves u(x, t) = U (x − ct) with a continuous wave profile U . However, requiring a smoother profile U does not seem to be biologically justified, see [11, §11.3] for a sketch of nonsmooth profiles in Fig. 11 .2 on p. 403. Taking into account this fact, we define a travelling wave for problem (1.1) in a rather general fashion that does not require differentiability of the profile; cf. Definition 2.1 below.
Density-dependent dispersal (modelled by density-dependent diffusion) has been observed in many insect polulations, such as the ant-lion Glenuroides japonicus. Several authors propose to analyse the flux of ants throughout a compartmentally divided habitat which leads to the spatial segregation of a species. For greater details and numerous references to biological modelling, we refer the reader to F. Sánchez-Garduño and P. K. Maini [12, Sect. 2, ].
This article is organized as follows. Our new definition of a travelling wave is given in the next section (Section 2). Basic properties of a wave profile U , such as monotonicity, are studied in Section 3. A standard phase plane transformation applied to the equation for the wave profile U in Section 4 yields an overdetermined first-order, two-point boundary value problem. This is our basic tool for obtaining existence and nonexistence of a travelling wave. The last section (Section 5) is dedicated to studies with simple terms d(u) and g(u) that are nonlinear of power-type near the equilibrium points. As a conclusion, from the interaction between d(u) and g(u) we determine the asymptotic shape of travelling waves near the equilibrium points. d(s) ds < ∞ whenever −∞ < a < b < +∞.
(H2) g : R → R is a continuous, but not necessarily smooth function, such that g(0) = g(1) = 0 together with g(s) > 0 for every s ∈ (0, 1), and g(s) < 0 for every
The reaction function g satisfying (H2) comprises also the so-called generalized logistic growth in the population model studied in A. Tsoularis and J. Wallace [13] .
We reformulate eq. (1.1) for u(x, t) as an equivalent initial value problem for the unknown function v(z, t) = u(z + ct, t) ≡ u(x, t) with the moving coordinate z = x − ct:
We will show below that every travelling wave u(x, t) = U (x − ct) for (1.1) must have a monotone decreasing profile U : R → R satisfying U (z) = 1 and lim
by Proposition 3.4. We would like to remark that the cases of z 0 > −∞ and/or z 1 < +∞ render qualitatively different travelling waves than the classical case (z 0 , z 1 ) = R which has been studied in the original works [6, 8] and in the literature [1, 2, 5, 7, 9, 10, 11, 12] .
In order to be able to give a workable definition of a travelling wave, we introduce the (Lebesgue) integral
This is an absolutely continuous function on R which is continuously differentiable on R \ {0, 1} with the derivative D (s) = d(s) for every s ∈ R \ {0, 1}. Using this setting, in Section 4 we are able to find a first integral for the second-order equation for U restricted to the open interval (z 0 , z 1 ) ⊂ R:
It is easy to observe that this equation is valid for every z ∈ R \ {z 0 , z 1 } (in the sense of Definition 2.1 below) provided U is extended by U (z) = 1 if −∞ < z ≤ z 0 and U (z) = 0 if z 1 ≤ z < +∞.
Definition 2.1 A function u(x, t) = U (x − ct) of (x, t) ∈ R × R + is called a travelling wave (or TW, for short) for problem (1.1) where c ∈ R is a constant called wave speed (or simply speed ) and U : R → R is a continuous function called wave profile (or simply profile) with the following properties:
(a) U (z) ≥ 0 holds for every z ∈ R and the limits in (2.2) are valid.
(c) The following integral form of eq. (2.4) is valid for all pairs z, z * ∈ R:
Remark 2.2 An important feature of our definition of a travelling wave for problem (1.1) above is the fact that we do not assume that its profile, U : R → R, is a sufficiently smooth function that obeys the differential equation (2.4) in a classical sense. In fact, we will see in the next remark (Remark 2.3, Part (ii)) that the "weaker" integral form of eq. (2.4), given in eq. (2.5) above, easily yields also the "stronger" classical form (2.4) at every point z ∈ R such that U (z) ∈ {0, 1}. In other words, in case the wave profile U is only continuous, but not differentiable, one has to take advantage of the integral form (2.5) only for z ∈ R near those pointsz ∈ R at which U (z) ∈ {0, 1}.
The integral form (2.5) enables us to use rather general, nonsmooth diffusion and reaction terms, d and g, respectively. Last but not least, our definition of a travelling wave covers both alternatives for travelling waves introduced in F. Sánchez Remark 2.3 (i) Equation (2.4) being translation invariant (z → z + ζ : R → R, for ζ ∈ R fixed), we are allowed to choose the profile U in such a way that U (0) = 1/2. This choice will determine the profile, U , uniquely if needed, thanks to the strict monotonicity of the profile throughout the open interval (z 0 , z 1 ) ⊂ R, by U < 0; cf. Proposition 3.4 below. However, we do not assume U (0) = 1/2, in general, unless we need the uniqueness of U for a fixed speed c ∈ R.
(ii) Hypothesis (H1) combined with Definition 2.1, Part (b), imply that, at every point ξ ∈ R with U (ξ) ∈ {0, 1}, we have d(U (ξ)) > 0 and the derivative U (ξ) exists and
(iii) There exist two sequences ξ n ∈ (n, n + 1) and ξ * n ∈ (−n − 1, −n); n = 1, 2, 3, . . . , such that
Indeed, we can apply the mean value theorem to the (continuously differentiable) function z → D(U (z)) : R → R in each of the intervals (n, n + 1) and (−n − 1, −n); n = 1, 2, 3, . . . , to conclude that there are ξ n ∈ (n, n + 1) and ξ *
The limits in eq. (2.6) follow from Definition 2.1 combined with the limits in (2.2).
Basic properties of a wave profile
Throughout this section we assume that d, g : R → R satisfy Hypotheses (H1) and (H2). Next, we show that any wave profile U : R → R takes only values between 0 and 1.
Proof. We have U (z) ≥ 0 for every z ∈ R, by Definition 2.1. By contradiction to U (z) ≤ 1 for every z ∈ R, suppose there is a number ξ ∈ R such that U (ξ) > 1. We make use of the limits in (2.2) to conclude that there are numbers ξ 1 , ξ 2 ∈ R such that ξ 1 < ξ < ξ 2 and U (ξ) > min{U (ξ 1 ), U (ξ 2 )} > 1. We may choose ξ 1 and ξ 2 , close enough to ξ, in such a way that also
, by eq. (2.5) and Remark 2.3, Part (i). Since U (ξ 0 ) = 0, the last equation entails
We apply the mean value theorem to the right-hand side of eq. (3.1) to conclude that, for every z
Letting z → ξ 0 we get alsoẑ → ξ 0 and, consequently, the second derivative U (ξ 0 ) of U at ξ 0 exists and satisfies
is also a strict local minimizer for the function U in the open interval (ξ 1 , ξ 2 ). But this contradicts our construction of ξ 0 as a (global) maximizer for
This proves U (z) ≤ 1 for all z ∈ R.
Now we are ready to calculate the wave speed c explicitly from the wave profile U .
with speed c ∈ R and profile U : R → R. Then we have 0 ≤ U (z) ≤ 1 and g(U (z)) ≥ 0 for every z ∈ R, together with
Moreover, eq. (2.5) is equivalent with
Proof. We have 0 ≤ U (z) ≤ 1 for every z ∈ R, by Lemma 3.1, which yields g(U (z)) ≥ 0, by Hypothesis (H2).
For every fixed n = 1, 2, 3, . . . we take the pair (z * , z) = (ξ * n , ξ n ) in eq. (2.5), where the latter pair has been specified in Remark 2.3, Part (ii). Applying (2.2) and (2.6) to eq. (2.5) and letting n → ∞, we arrive at
by the Lebesgue monotone convergence theorem. This proves eq. (3.2) with c ≥ 0. However, the integrand g(U (z )) ≥ 0 cannot vanish identically for all z ∈ R, by the continuity of the wave profile U : R → R and the limits (2.2) which guarantee U (ẑ) = 1 2 ∈ (0, 1) for someẑ ∈ R; hence, g(U (ẑ)) > 0. Since also g : R → R is continuous, by Hypothesis (H2), we must have c > 0, by eq. (3.2).
To verify also eq. (3.3), we now take the pair (z * , z) = (ξ * n , z), where ξ * n ∈ (−n−1, −n) is as above and z ∈ R is arbitrary. Applying (2.2) and (2.6) to eq. (2.5) again and letting n → ∞, we obtain
Finally, we apply (3.2) to the last equation to derive (3.3).
We continue with the constant sections of the travelling wave.
Lemma 3.3 (Constant sections.) Let (x, t) → u(x, t) = U (x−ct) : R×R + → R be a TW with speed c ∈ R and profile U : R → R. Assume that ξ ∈ R is such that U (ξ) ∈ {0, 1}. Then the following two alternatives are valid:
Proof. We recall that 0 ≤ U (z) ≤ 1 for every z ∈ R, by Lemma 3.1.
Alt. (i): Assume that U (ξ) = 0. Suppose there is some ξ * ∈ (ξ, +∞) such that U (ξ * ) > 0. We can guarantee even 0 < U (ξ * ) < 1, by taking ξ * ∈ (ξ, +∞) closer to ξ. This implies g(U (ξ * )) > 0 and, consequently, we have 
This implies g(U (ξ * )) > 0 and, as above, we have The lemma is proved.
Finally, we establish the monotonicity of the travelling wave (see Definition 2.1).
Proof. Recalling Lemmas 3.1, 3.2, and 3.3, we conlude that it remains to prove U (z) < 0 for every z ∈ R satisfying 0 < U (z) < 1. Suppose not; hence, there is some ξ ∈ R such that U (ξ) = 0 and 0 < U (ξ) < 1. Eq. (2.5) and Remark 2.3, Part (i), yield
for all z ∈ R, in analogy with our proof of Lemma 3.1, eq. (3.1).
Next, we show that every such point ξ must be a strict (i.e., isolated) local maximum satisfying U (ξ) < 0. Let us choose ξ 1 , ξ 2 ∈ R such that ξ 1 < ξ < ξ 2 and 0 < U (z) < 1 holds for all z ∈ [ξ 1 , ξ 2 ]. We apply the mean value theorem to the right-hand side of eq. (3.4) to conclude that, for every z ∈ [ξ 1 , ξ 2 ], z = ξ, there is a numberẑ ∈ [ξ 1 , ξ 2 ] between ξ and z, such that
Letting z → ξ we conclude thatẑ → ξ, d(U (z)) → d(U (ξ)) > 0, and
This yields U (ξ) < 0.
Since U (z) → 1 as z → −∞, and U (ξ) < 1, there is some ξ 1 ∈ (−∞, ξ) such that U (ξ) < U (ξ 1 ) < 1. Now let ξ 0 ∈ [ξ 1 , ξ] be a (global) minimizer for the function U over the compact interval [ξ 1 , ξ]. With a help from U (ξ) = 0 and U (ξ) < 0, we arrive at ξ 0 ∈ (ξ 1 , ξ), U (ξ 0 ) < U (ξ) < 1, U (ξ 0 ) = 0, and eq. (3.4) with ξ 0 in place of ξ. But then, by what we have proved above, if also U (ξ 0 ) > 0 then we must have U (ξ 0 ) < 0 as above. This contradicts our choice of ξ 0 to be a (global) minimizer for the function U over the open interval (ξ 1 , ξ).
The case U (ξ 0 ) = 0 would lead to a contradiction, by Lemma 3.3. It would force U (z) = 0 for every z ≥ ξ 0 and, in particular, also U (ξ) = 0, thus contradicting our choice of ξ ∈ R.
We conclude that U (z) < 0 holds for every z ∈ (z 0 , z 1 ).
A phase plane transformation
We use a phase plane transformation (cf. J. D. Murray [11] , §13.2, pp. 440-441, L. Malaguti and C. Marcelli [9] , R. Enguiça, A. Gavioli, and L. Sanchez [4, Sect. 1], and P. Drábek and P. Takáč [3] ) in order to describe all monotone decreasing travelling waves u(x, t) ≡ U (x−ct−ζ) where U : R → R is the profile of a travelling wave normalized by U (0) = 1/2 as specified in Remark 2.3, Part (i), and ζ ∈ R is a suitable constant; see also Proposition 3.4. We reduce the second-order differential equation for U = U (z) to a first-order ordinary differential equation for the derivative dz/dU of its inverse function U → z = z(U ) as a function of U ∈ (0, 1). In fact, below we find a nonlinear differential equation for the derivative
< 0 as a function of U ∈ (0, 1) .
To this end, we make the substitution
and consequently look for V = V (U ) as a function of U ∈ (0, 1) that satisfies the following differential equation obtained from eq. (2.4):
Hence, we are looking for the inverse function U → z(U ) with the derivative
Finally, we multiply eq. (4.2) by d(U ), make the substitution
and write r in place of U , thus arriving at
Here, the function f : R\{0, 1} → R is defined by f (r) def = d(r) g(r) for every r ∈ R\{0, 1}. Observe that f is continuous on R \ {0, 1} with f (r) > 0 for every r ∈ (0, 1), and f (r) < 0 for every r ∈ (−∞, 0) ∪ (1, ∞). In our existence results in §4.2 we will assume also lim r→0+ f (r) = 0 and lim r→1− f (r) = 0, that is, the restriction f | ( In the next two paragraphs we are concerned with the solvability of the overdetermined first-order boundary value problem (4.4), (4.5) with a free parameter c ∈ R. We address the natural questions, such as existence and nonexistence, and uniqueness and nonuniqueness of a classical solution y : (0, 1) → (0, ∞).
A nonexistence result
In contrast with the well-known existence results due to L. Malaguti and C. Marcelli [9] and R. Enguiça, A. Gavioli, and L. Sanchez [4] , we now formulate a nonexistence result for a TW u(x, t) ≡ U (x − ct − ζ) whose profile U : R → R should satisfy the boundary value problem (2.4), (2.3). Proof. On the contrary, assume that y : (0, 1) → R is a classical solution to problem (4.4), (4.5). Then it must satisfy y(r) > 0 for every r ∈ (0, 1). Indeed, suppose that y(r 0 ) ≤ 0 for some r 0 ∈ (0, 1). Owing to the zero boundary conditions (4.5), we may assume that y attains its global minimum at r 0 , i.e., y(r 0 ) = min r∈(0,1) y(r). Hence, we get y (r 0 ) = 0. But then eq. 
Some existence results
The following existence result for problem (4.4), (4.5) is due to R. Enguiça 5 Interaction between diffusion and reaction, asymptotic shape of travelling waves
In this section we prove a number of specialized results on the profile of a travelling wave for some simple forms of the nonlinearities d(r) and g(r) involved. Our main goal here is to illustrate the biological meaning of our mathematical results rather than to treat mathematically general cases. We restrict ourselves to diffusion and reaction terms d(r) and g(r) having the following power-type asymptotic behavior as r → 0+ and r → 1−, respectively, where γ 0 , γ 1 , δ 0 , and δ 1 are some real constants:
The following restrictions on the parameters γ 0 , γ 1 , δ 0 , and δ 1 are imposed by Hypotheses (H1) and (H2):
Hypothesis (H2) =⇒ γ 0 > 0 and γ 1 > 0 .
In addition, recalling f (r) = d(r) g(r) for every r ∈ R \ {0, 1}, and f continuous on [0, 1] with f (0) = f (1) = 0, we get also the restrictions
In what follows we treat the profile of the travelling wave r = U (z) for values near the equilibrium points r = 0 (in §5.1) and r = 1 (in §5.2).
Profile asymptotics near 0.
Let us define the following parameter sets, see Figure 4 , (ii) (γ 0 , δ 0 ) ∈ M 2 5.2 Profile asymptotics near 1.
Here, we need the following parameter sets, see Figure 5 , In what follows we assume (γ 0 , δ 0 ) ∈ M 
Proof. We begin with In particular, for the function w κ defined above, with κ > 0 small enough, we calculate
(γ 1 + δ 1 + 1), the first and third terms above dominate the second one in the following sense, for r ∈ (0, 1) close enough to 1:
provided κ > 0 is chosen small enough, relative to f 1 > 0. This way we are able to guarantee
Hence, there is a sufficiently small number ∈ (0, 1) such that w κ : r → w κ (r) is a subsolution for the backward initial value problem (5.4) dy dr = 2 c y + − f (r) , r ∈ (1 − , 1) ; y(1) = 0 .
Recall that c > 0. Observing that the nonlinearity y → √ y + is a monotone, noninreasing function, we conclude that the backward initial value problem (5.4) possesses a unique classical solution y ≡ y c (r) on the interval (1 − , 1). By a similar monotonicity argument, we arrive at y c (r) ≥ w κ (r) = κ (1 − r) γ 1 +δ 1 +1 for all r ∈ (1 − , 1). After returning to the original variables from eqs. (4.1) and (4.3) we obtain
for all U ∈ (1 − , 1) .
We combine this inequality with the last limit in (5.1) to conclude that there is a constant c 1 > 0 such that
Notice that the relation (γ 1 , δ 1 ) ∈ M 1 1 implies also 1 2 (γ 1 − δ 1 + 1) < 1. We fix an arbitrary numberŨ ∈ (1 − , 1), denotez = z(Ũ ) ∈ (z 0 , z 1 ) with U → z(U ) : (0, 1) → (z 0 , z 1 ) being the inverse function of U : (z 0 , z 1 ) → (0, 1), and integrate ineq. (5.5) with respect to U ∈ (Ũ , 1), thus arriving at
This estimate forces z 0 > −∞. A (w κ )(r) = − 2κ(
, the second and third terms above dominate the first one in the following sense, for r ∈ (0, 1) close enough to 1:
provided κ > 0 is chosen small enough, relative to f 1 > 0. Hence, there is a sufficiently small number ∈ (0, 1) such that w κ : r → w κ (r) is a subsolution for the backward initial value problem (5.4). It follows that the backward initial value problem (5.4) possesses a unique classical solution y ≡ y c (r) on the interval (1− , 1) which satisfies y c (r) ≥ w κ (r) = κ (1 − r) 2(γ 1 +δ 1 ) for all r ∈ (1 − , 1). After returning to the original variables from eqs. (4.1) and (4.3) we obtain
We combine this inequality with the last limit in (5.1) to conclude that there is a constant c 2 > 0 such that
Notice that the relation (γ 1 , δ 1 ) ∈ M 3 1 implies also γ 1 < 1. Consequently, fixing an arbitrary numberŨ ∈ (1 − , 1), denotingz = z(Ũ ) ∈ (z 0 , z 1 ), and integrating ineq. (5.7) with respect to U ∈ (Ũ , 1), we arrive at Hence, there is a sufficiently small number ∈ (0, 1) such that wκ : r → wκ(r) is a supersolution for the backward initial value problem (5.4).
By similar arguments as above, we have y c (r) ≤ wκ(r) =κ (1 − r) γ 1 +δ 1 +1 for all r ∈ (1 − , 1). After returning to the original variables from eqs. (4.1) and (4.3) we obtain, with a constant c 3 > 0,
Notice that the relation (γ 1 , δ 1 ) ∈ M 2 1 implies also 1 2 (γ 1 − δ 1 + 1) ≥ 1. Again, we fix an arbitrary numberŨ ∈ (1 − , 1), denotez = z(Ũ ) ∈ (z 0 , z 1 ), and integrate ineq. Hence, there is a sufficiently small number ∈ (0, 1) such that wκ : r → wκ(r) is a supersolution for the backward initial value problem (5.4).
Similarly as above, we have y c (r) ≤ wκ(r) =κ (1−r) 2(γ 1 +δ 1 ) for all r ∈ (1− , 1). After returning to the original variables from eqs. The theorem is proved.
Comparisons with Previous Results
The first result on the existence of travelling waves of the so-called sharp-type for c = c * was obtained in F. Sánchez-Garduño and P. K. Maini Our results are related to the existence results in [9] . However, our results cover more general asymptotic behavior of both terms, d and g, near the equilibrium points 0 and 1. Indeed, their existence result [9, Theorem 2, p. 474] corresponds to the following parameter values in our case: γ 0 > 0, δ 0 = 1, γ 1 > 0, and δ 1 = 0. Another existence result in [9, Theorem 3, p. 475] corresponds to our parameter values γ 0 + δ 0 > 1, 0 < δ 0 < 1, γ 1 > 0, and δ 1 = 0. Furthermore, the existence result for doubly degenerate diffusion in [9, Theorem 14, p. 493] corresponds to γ 0 > 0, δ 0 = 1, γ 1 > 0, and δ 1 = 1. In each of these cases, for 0 < γ 1 < 1, we obtain a wave profile U with z 0 > −∞, while for γ 1 ≥ 1 we have z 0 = −∞.
