We consider here the Navier-Stokes equations in R 3 with a stationary, divergence-free external force and with an additional damping term that depends on two parameters. We first study the well-posedness of weak solutions for these equations and then, for a particular set of the damping parameters, we will obtain an upper and lower control for the energy dissipation rate ε according to the Kolmogorov K41 theory. However, although the behavior of weak solutions corresponds to the K41 theory, we will show that in some specific cases the damping term introduced in the Navier-Stokes equations could annihilate the turbulence even though the Grashof number (which are equivalent to the Reynolds number) are large.
Introduction
In this article we study the Kolmogorov dissipation law in the deterministic framework of the following damped Navier-Stokes equations    ∂ t u = ν∆ u − P(( u · ∇) u) + f − αP κ ( u), div( u) = 0, ν > 0,
where u : [0, +∞[×R 3 −→ R 3 is the velocity of the fluid, P is the Leray projector given by P( ϕ) = ϕ − ∇ 1 ∆ ( ∇ · ϕ), ν > 0 is the fluid viscosity parameter, f ∈ L 2 (R 3 ) ∩Ḣ −1 (R 3 ) is a divergence-free, time-independent external force, u 0 ∈ L 2 (R 3 ) is a divergence-free initial data and for the parameters α > 0 and κ > 0 the term −αP κ ( u) is a frequency truncation operator defined by formula (7) below. When α = 0 we will refer to the problem (1) as the classical Navier-Stokes equations.
Let us start by explaining the phenomenological idea behind the Kolmogorov dissipation law which is known as the energy cascade model. This model explains that the kinetic energy is introduced in the fluid by the effect of the external force f at a length scale of order ℓ 0 > 0 which is called the energy input scale and, as we can control the external force this quantity ℓ 0 will always be given. Then, in the turbulent setting of large Reynolds number Re (see expression (2) below) the energy dissipation mechanism (which is due to the viscosity forces of the fluid) is not effective and this energy introduced (at the input scale ℓ 0 ) is transferred to smaller length scales. This energy transference is physically realized through the phenomenon of vortex stretching where the eddies at the length scale ℓ 1 < ℓ 0 break down into smaller eddies at the length scale ℓ 2 < ℓ 1 < ℓ 0 and such cascade of energy transference proceeds until we reach the Kolmogorov dissipation scale ℓ D < · · · < ℓ 2 < ℓ 1 < ℓ 0 . Below this length scale ℓ D , the kinetic energy coming from larger scales is ultimately dissipated by the direct action of the molecular viscosity and thus we will call the inertial range the interval of length scales ]ℓ D , ℓ 0 [ where the kinetic energy is transferred.
In order to state the Kolmogorov dissipation law we need to introduce some terminology: let ε > 0 be the energy dissipation rate which determines the amount of energy lost by the viscous forces (i.e. below the Kolmogorov dissipation scale ℓ D ) in the turbulent flow and which is given as an average of the gradient of the velocity (see (4) for a precise definition). Define U > 0 as the fluid characteristic velocity which is given by an average of the velocity (see (4) below) and consider L ≥ ℓ 0 to be the fluid characteristic length which is related to the domain where we study the Kolmogorov dissipation law. Now, from the quantities U and L and using the viscosity parameter ν, we can define the Reynolds number Re by the expression (see [3, 5] ):
At this point it is worth to do the following comments. Remark first that since the U has a physical dimension of length/time, ν has a physical dimension of length 2 /time and L has a physical dimension of length, the Reynolds number Re has not any physical dimension. The second remark concerns the fact that the definition of the Reynolds number is not universal and in the K41 theory this number is commonly defined though the energy input scale ℓ 0 instead of the fluid characteristic length L ≥ ℓ 0 (see e.g. [5, 19] ). But, in our definition of the Reynolds number (2), we shall consider the length L and this choice is motivated by the fact that in our model the fluid characteristic length L, defined in formula (12) below and which depends only on the data of our model, can be set large enough and thus we obtain large values for the Reynolds number Re.
Then the Kolmogorov dissipation law states that in a turbulent setting i.e. when Re is large enough, the energy dissipation rate ε can be estimated from above and from below in the following manner
where, c 1 , c 2 > 0 are constants that do not depend of the Reynolds number Re (see [13, 14, 18] ). Note that estimate (3) although often observed in many experiments (see [8, 20, 22] ) has a purely phenomenological explanation and its mathematical study constitutes a major challenge.
The general aim of this article is to study this dissipation law in the setting of the damped Navier-Stokes equations (1) defined over the whole space R 3 .
Several remarks are necessary before we proceed to the statement of the theorems. First let us stress that the "characteristic length" L is intended to be the largest length scale where we shall observe a turbulent behavior: if we consider a fluid in a bounded domain Ω ⊂ R 3 , this length scale is naturally linked to the size of the domain Ω and if we consider a periodic fluid on the cube [0, L] 3 it is reasonable to set the characteristic length as the period L. However since we work here with a fluid defined in the whole space R 3 a natural approach to the characteristic length is not a completely trivial question. In this article we will define this length L as a function of the external force (see formula (12) below) motivated by the fact that if any turbulence is observed, then it should appear where the action of the external force is actually relevant.
Our second remark is related to the force f ∈ L 2 (R 3 ) ∩Ḣ −1 (R 3 ) which is divergence free and time-independent. This stationarity assumption is a simplification of the model since if we consider a time-dependent force then we will need to find a sufficiently large time interval in which the fluid is turbulent and this is a highly non-trivial issue. To solve this problem and since we have a constant supply of energy due to the external force we will study the turbulent behavior of the fluid by considering large time averages.
The third remark concerns the energy dissipation rate ε and the fluid characteristic velocity U . In the articles [5, 6, 19] , where it is considered a periodic fluid on the cube [0, L] 3 , it is suggested to define these quantities by the following long-time averages: ε = ν lim sup
, where L > 0 is the period. But, as we consider here a fluid in the whole space ( where a natural definition of the fluid characteristic length is not trivial) in order to define the average quantities ε, U we propose to consider the energy input scale ℓ 0 > 0 which is a fix datum of our model, and thus we shall define:
Our first task is to give a sense to these quantities in the general framework of Leray's weak
x . The energy inequality verified by u allows us to prove that ε < +∞ (see the Appendix A for a short proof of this fact) but the fact that U < +∞ is highly non trivial in R 3 . Observe that in the periodic setting [0, L] 3 we have at our disposal the following Poincaré inequality
∇ ⊗ u(t, ·) L 2 which combined with the energy inequality satisfied by u allows us to deduce that U < +∞ (see the Appendix B). However, if we want to consider the quantity U over the whole space R 3 we face with some important technical problems as we can not use the Poincaré inequality anymore and for a generic Leray's weak solution of the classical Navier-Stokes equations we can not assure (to the best of our knowledge) that the characteristic velocity U is a finite quantity. Indeed, from the classical energy inequality
we may prove the following control in time (see the details in the Appendix C):
but, when we apply a long-time average in this inequality we get
and we do not know if it is possible to obtain a better control in time for the quantity u(t, ·) 2 L 2 in order to assure that we actually have U < +∞. As a consequence of this fact, in the setting of the classical Navier-Stokes equations over the whole space R 3 , the study of the Kolmogorov dissipation law (3) could be potentially ill-posed and to overcome this problem we propose in this article to introduce a damping term which will allow us to prove that for any Leray's weak solution of equations (1) we have U < +∞.
The fourth remark is related to the Reynolds number Re: note that the turbulent regime of a fluid can be characterized by the condition Re ≫ 1 but this is an a posteriori approach as from formula (2) the knowledge of the characteristic velocity U is needed in order to determine the number Re.
Since we have to handle carefully the definition of U , we shall use instead the Grashof number Gr (see (15) for a precise definition) which do not depend on U and are equivalent to the Reynolds number.
The next remark is about inequalities (3) . Indeed, even if in the periodic framework we can assure that ε, U < +∞, only the upper estimate ε ≤ c 2 U 3 ℓ 0 is known under some technical conditions and the lower bound c 1 U 3 ℓ 0 ≤ ε is still an open problem (see the articles [3, 4, 5, 6, 7, 21] ). In the case of the whole space R 3 , the damping term and the particular characteristic length L (see (12) below) will play an interesting role as they will help us to prove the lower and the upper bounds:
which are inequalities of the same type as in the Kolmogorov dissipation law (3).
Our last remark focuses on the damping term −αP κ ( u) which is given by a frequency truncation as explained in expression (7) below. In the deterministic study of turbulence it is quite natural to work in the Fourier variable (see the lecture notes [8] , [9] and the Ph.D. thesis [11] ) and thus the introduction of a cut-off function in the frequency level seems to be a well suited damping term. However we will show that for a particular set of the parameters α, κ > 0, the presence of the term −αP κ ( u) annihilates the turbulence. In order to highlight this phenomenon we will use a third characterization of the turbulence given by the Taylor length scale ℓ T which is defined in formula (22) below. Indeed, in a turbulent regime we should have Re ≫ 1, Gr ≫ 1 and ℓ T ≪ ℓ 0 (see [5] , [9] ), but due to the action of the damping term −αP κ ( u), and even if the Reynolds and Grashof numbers are large, we will show that we actually have the equivalence ℓ T ≃ ℓ 0 from which we can deduce that the fluid is not in a turbulence regime.
As a conclusion, we can see that although the additional damping term is essential to assure that U < +∞ and for proving the inequalities (3), the frequency truncation (which is in some sense a natural approach) introduced by the operator −αP κ ( u) is probably too strong and reduces significatively the effect of the expected turbulence. Let us finish observing that other damping terms can be considered in order to obtain U < +∞ (see for example the article [10] ) but the complete study of the Kolmogorov dissipation law remains a challenging open problem.
The plan of the article is the following: in Section 2 we will first introduce some notation and then we will state the theorems. In Section 3, we will prove the existence of Leray's weak solutions for the damped Navier-Stokes equations (1) and in Section 4 we will see how to deduce that the characteristic velocity U is a finite quantity. In Section 5 we will prove that the Grashof numbers are equivalent to the Reynolds number and in Section 6, the Kolmogorov dissipation law (3) will be obtained for the damped equations (1) . Finally, in Section 7, we will show, by proving a general theorem and giving a precise example, how the extra damping term disturbes the effect of the turbulence.
Statement of the results
We give now the definition of the damping term −αP κ ( u) introduced in equations (1): for α, κ > 0 two positive parameters, this operator is defined in the Fourier variable by
where α > 0 is a damping parameter, κ > 0 is a cut-off frequency and u denotes the Fourier transform in the space variable of the function u. For the time being we do not impose any restriction on the parameters (α, κ), but we will see later on that some conditions are required.
Our first theorem studies the existence of Leray's weak solutions of the damped Navier-Stokes equations (1) .
which is a weak solution of the damped Navier-Stokes equations (1) . Moreover, this solution satisfies the following energy inequality:
From now on, we will simply denote by u the weak solution u (α,κ) obtained in the previous theorem.
As pointed out in the introduction, the presence of the additional damping term allow us to prove that the characteristic velocity U is actually a bounded quantity:
x of the damped Navier-Stokes equations (1) satisfies the following estimate: for β = min 2α, νκ 2 and for all time t ∈ [0, +∞[ we have,
from which we can deduce the control
Estimate (9) is of course the key to obtain that U < +∞. Observe in particular that if α → 0 or if κ → 0 then, due to the presence of the term
and from the definition of β, we can not longer deduce that U < +∞.
The two previous results were quite general and in order to continue we need to fix the parameters of our model. First, we will consider a stationary and divergence-free external force
where ℓ 0 > 0 is an energy input scale that will be fixed from now on and θ ≥ 1 is a technical parameter which does not depend on any physical parameter of our model and which will be useful later on.
Remark that this Fourier-support condition is often considered in the litterature to represent the fact that the kinetic energy is only introduced in the fluid by the external force f at the length scale of the order ℓ 0 and thus at the frequency of order 1 ℓ 0 (see also the articles [1] , [2] , [3] , [6] , [7] and [19] for similar conditions).
We continue with the definition of the characteristic length L and following an idea suggested by the lecture notes [3] , we shall define this quantity by the expression
where ℓ 0 is the energy input scale given by the external force f and γ > 0 is a parameter given as
follows: since f is localized at the frequencies 1 10θℓ 0 ≤ |ξ| ≤ 1 θℓ 0 , by the Bernstein inequalities there exists a constant c 0 > 0 such that we have the inequality (recall that θ ≥ 1)
and from this inequality we define the parameter γ > 0 by
Remark that by formulas (12) and (14) we have that the characteristic length L depends only of the external force f . Now, as said in the introduction, we will characterize the turbulent regime by a condition on the Grashof number Gr which are given by
where
is an average in spatial variable of function f . Note that the Grashof number Gr depend essentially on the external force f and not on the characteristic velocity U . See the article [5] and the book [20] for more details about the Grashof number.
We will prove that the Grashof number Gr is equivalent to the Reynolds number Re and in order to study this fact we need to introduce the following parameter: consider the number G 0 > 0 defined as:
and we have the following relationship
where the parameter γ > 0 is given in formula (14) and the numerical constant c 0 > 0 is given in expression (13) . In this identity we may see that we can obtain large values of the Grashof number Gr by fixing the number G 0 by letting the parameter γ to be small enough.
We fix now the parameters of the damping operator −αP κ given in (7): for α and for the cut-off frequency κ > 0 we will consider α = ν ℓ 2 0 , and κ = 1 20 θℓ 0 .
We have then the following result:
be a stationary and divergence-free external force which satisfies the frequency localization (11) for some ℓ 0 > 0 and some θ ≥ 1 large enough and consider u a solution of equation (1) with a damping term −αP κ such that α, κ satisfy (19) . Let Re and Gr be the Reynolds and the Grashof number given by expressions (2) and (15) and let G 0 > 0 be the number given in (17) . Then we have
where the constants 0 < a 1,G 0 ≤ a 2,G 0 depend on G 0 .
The definition of the parameter α above is essentially meant to obtain dimensionless constants, whereas the upper bound of the condition 1 ≤ θ is related to the frequency cut-off κ as we need to separate the action of the force from the action of the damping term.
We are now ready to state one of the main results of this article in which we will prove the Kolmogorov dissipation law (3) for the damped Navier-Stokes equations (1):
be a stationary and divergence-free external force which satisfies the frequency localization (11) with ℓ 0 > 0 a fixed energy input scale.
Then, if the Grashof number Gr given in (15) 
where the constant a 2,G 0 is given by (20) above, there exists two constants
where L > 0 is the fluid characteristic length defined in (12) and the quantities ε and U given in (4) are built from a weak solution
Remark 2.2 Recall that by (18) we have the identity Gr = G 0 c 0 γ 4 , and then the condition on the Grashof Gr above is satisfied when the number G 0 is small enough and verifies:
Our last theorem studies more carefully the framework introduced until now and we will see that, although we were able to obtain the Kolmogorov dissipation law for turbulent fluids with Theorem 4, all this framework is actually non turbulent. To be more precise, we need to introduce the Taylor scale ℓ T which is defined as follows:
where ν is the viscosity parameter and U and ε are the characteristic velocity and the energy dissipation rate, respectively. See the article [5] and the book [9] for more references about the Taylor scale. This length scale, also called the turbulence length scale, is commonly used to characterize the turbulent regime: according to the Kolmogorov dissipation law for large Reynolds number Re ≫ 1 we should have the equivalence:
which can be expressed (due to formula (20) ) in terms of the Grashof number as ℓ T ≃ 1
and the study of this relationship is exactly the purpose of the following theorem.
Theorem 5 Under the same hypotheses of Theorem 4, consider ℓ T > 0 the Taylor scale defined in equation (21) . Then, there exists two constants 0 < c 1,G 0 ≤ c 2,G 0 , which depend on G 0 > 0, such that we have the estimates:
We can thus see that, even if the Reynolds number is large and even if the Kolmogorov dissipation law is satisfied, the particular choice of the parameters α and κ used in the previous theorems can annihilate the turbulence. Maybe other values of these parameters can be considered, but if there is any interference at the Fourier level between the damping term considered here and the external force this must be treated very carefully and it is, to the best of our knowledge, an interesting open problem.
Theorem 1: existence for the damped Navier-Stokes equations
The proof of the existence of weak solutions for equation (1) is rather straightforward as it follows essentially the same lines than the classical framework. Let φ ∈ C ∞ 0 (R 3 ) be a positive function such that R 3 φ(x)dx = 1, for δ > 0 and for φ δ (x) = 1 δ 3 φ x δ , we will solve the following integral equation
. We have then:
.
Terms (1) and (2) are classical to estimate. Indeed, by [16] , Theorem 12.2, page 352, we have h νt * u 0 T ≤ c u 0 L 2 and
≤ √ T f Ḣ−1 , and thus, for term (1) above we can write
For term (2) we have (see [16] , Theorem 12.2 for the details):
We only need now to study the quantity (3) and since we have P κ ( u)(t, ξ) = 1 |ξ|<κ (ξ) u(t, x) then by the Plancherel identity we can write
Now, substituting f by αP κ ( u) in inequality (26) above we have
and then we obtain the estimate Now we will prove that this solution u δ is global. Remark that the function u δ satisfies the regularized equation
where all the terms belong to the space L 2 ([0, T ],Ḣ −1 (R 3 )) and then we can write
and then we have
But −2α P κ ( u δ )(t, ·) 2 L 2 is a negative quantity and we get
Finally, we integrate on the interval of time [0, t] and we obtain the following control
which allows us to extend the local solution u δ to the whole interval [0, +∞[.
We study now the convergence to a weak solution of equations (1) . Indeed, by the Rellich-Lions lemma (see [16] , x ) and then, in order to verify that the limit u is a weak solution of equation (1) it remains to prove the convergence of the sequence (−αP κ ( u δn )) n∈N to −αP κ ( u). More precisely, we will prove that the sequence (−αP κ ( u δn )) n∈N converges to −αP κ ( u) in the weak− * topology of the space
) then by inequality (32) we get that the sequence ( u δn ) n∈N converges to u in the weak− * topology of the space in L 2 ([0, T ], L 2 (R 3 )) and moreover, since P κ (·) is strongly continuous in this space then we obtain the desired convergence.
Finally, for the energy inequality we get back to identity (31) and we integrate each term of this identity:
from which we obtain the inequality (8) by applying classical tools (see the book [16] ). Theorem 1 is proven.
Proof of Theorem 2
Consider the functions u δn which are solutions of the regularized equation (30). Our starting point is then the equality (31):
1 and then we get
Note that by the Plancherel identity we have
moreover, always by the Plancherel identity, we obtain
Now, we substitute inequality (34) in (33) and we get
We set now β = min(2α, νκ 2 ) > 0 and by the Grönwall inequality we have the control:
for all time t ∈ [0, +∞[. Now, we will recover this control in time for the limit function u: we regularize in the time variable the quantity u δn (t, ·) 2 L 2 by a convolution product with a positive function w ∈ C ∞ 0 ([−η, η]) (for η > 0) such that R w(t)dt = 1. In this way, in the previous inequality we have
Moreover, since ( u δn ) n∈N converges weakly− * to u in (L ∞ t ) loc (L 2 x ) then w * u δn (t, ·) converges weakly− * to w * u(t, ·) in L 2 (R 3 ) and then we can write
Now, for t a Lebesgue point of the function t → u(t, ·) 2 L 2 we have the control in time (9) and we extend this inequality to all time t ∈ [0, +∞[ by the weak continuity of the function t → u(t, ·) 2 L 2 .
Once we haven proven inequality (9), let us deduce from it that U < +∞. Indeed, for a given input scale ℓ 0 > 0 we can write
but, since f is a time independent function then in the second term in the right-hand side above we
Then, taking the limit when T −→ +∞ we finally obtain
which is estimate (10).
The Grashof number
We prove here Theorem 3. Remark that estimates (20) will be a consequence of the following proposition:
Proposition 5.1 Let u a solution of equation (1) with a damping term −αP κ such that α, κ satisfy (19) . Let U be the characteristic velocity given in (4) , let F be the averaged force given in (16) and let L be the fluid characteristic length given in (12) . For a fix number G 0 > 0, there exists two constants 0 < a 1,G 0 ≤ a 2,G 0 , which depend of the number G 0 and 1 ≤ θ, such that we have
Indeed, since we have Re = U L ν and Gr = F L 3 ν 2 , we multiply each term of the previous inequality by L 3 ν 2 in order to get a 1,G 0
and thus we obtain the estimate
which is the equivalence announced in Theorem 3.
Proof. We begin with the inequality a 1,G 0 U 2 L ≤ F and from the energy inequality and κ = 1 20θℓ 0 ) we have
ds.
(36) Now, following the same computations performed in the inequality (34) for the term inside the last integral above we can write
and then, getting back to (36) we get
Now, in the second term in the right side, we apply the Cauchy-Schwarz inequality and the Young inequalities to obtain
from which we deduce the estimate
Now, dividing by t and ℓ 3 0 each term above and taking the limit lim sup
Finally, using the definitions of U and F given in formulas (4) and (16) respectively one obtains, after a division by L 1
Observe now that the right-hand side above can be rewritten in the form (12) and Gr = F L 3 ν 2 by (15) and γ 4 Gr = G 0 c 0 by (17), we actually have
c 0 F , and thus we obtain from the previous inequality:
It remains to set the constant 0 < a 1,G 0 ≤ c 0
to obtain the desired estimate a 1,G 0
We continue now with the upper estimate F ≤ a 2,G 0
. On the other hand, since f is localized at the frequencies 1 10θℓ 0 ≤ |ξ| ≤ 1 θℓ 0 , then f belongs to all Sobolev spaces H s (R 3 ) with s ∈ R, thus integrating in the space variable we have the identity
which can be rewritten in the following form
Note that now, since f is stationary, for the first term in the right-hand side we have
For the second term in the right-hand side of (38), integrating by parts and applying the Cauchy-Schwarz inequality we get
For the third term in the right-hand side of (38), since f is a divergence-free function, by the properties of the Leray projector, with an integration by parts and by the Hölder inequalities we obtain
Finally, for the fourth term in the right-hand side of (38), recall that κ = 1 20 θℓ 0 and if 1 ≤ θ then we have
Then, gathering all these previous remarks, the expression (38) becomes
Now, for T > 0 we take the average 1 T T 0 (·)dt and applying the Cauchy-Schwarz inequality (in time variable) in the last term above and using the fact that f is stationary we have
and thus, taking the limit lim sup T −→+∞ and by the definition of the characteristic velocity U given in (4), one has
We will prove now that the first term in the right-hand side above is actually null. Indeed, applying the Cauchy-Schwarz inequality we get
and since the velocity u satisfies the estimate (9), we have the control
from which we easily deduce the that the first term of (39) is null. Thus, dividing (39) by ℓ 3 0 and by the definition of F given in (16) we obtain the inequality
Observe now that since f is localized at the frequencies 1 10θℓ 0 ≤ |ξ| ≤ 1 θℓ 0 then by the Bernstein inequalities one has the equivalence ∇⊗ f L ∞
. Moreover using the formulas (12) , (14) and (16) we
On the other hand, always by the Bernstein inequalities,
With this two facts in mind, we can rewrite inequality (40) in the following manner:
where c 1 and c 2 are the constants that came from the Bernstein inequalities. Thus, if we denote c 3 = c 2 θ 2 and since Gr = F L 3 ν 2 and Grγ 4 = G 0 c 0 , we have
Now we fix the technical parameter 1 ≤ θ large enough such that
and this upper bound will be useful in the sequel. We continue the study of estimate (41) and we define the variable x = U (F L) x − 1 we obtain the constraint
 ≤ x, and getting back to the initial variables we have
It only remains to set the constant
and then we obtain the upper estimate F ≤ a 2,G 0 U 2 L . To conclude, we need to verify the compatibility of the constants a 1,G 0 and a 2,G 0 given in (37) and (43), i.e. we must check that a 1,G 0 ≤ a 2,G 0 and this condition is equivalent to
which is satisfied as long as
1 is now proven.
Proof of Theorem 4
We decompose the proof of the Kolmogorov dissipation law in two steps and we start with the lower estimate
Recall that in the previous Proposition 5.1 we proved the inequality a 1,G 0
and now we will prove the following estimate
This estimate will be attained as long as the Grashof number Gr is large enough and satisfies the condition 4a 2,G 0 c 2 0 G 2 0 γ 4 ≤ Gr, but recall that we have the identity Gr = G 0 c 0 γ 4 and thus, this condition is verified when the number G 0 satisfies:
Recall also that the constant a 2,G 0 depends on the number G 0 and is given in (43) and thus, (46) is
which is valid as long as G 0 is small and c 3 satisfies (42).
We assume from now on the control (46) and therefore we have Gr and since by Theorem 3 we have the inequality Gr ≤ a 2,G 0 Re 2 , we can deduce from these two facts the control
Moreover by (14) and (16) and (17) we can write 2 γ F ℓ 3 0 ν 2 ≤ U L ν and using the definition of the characteristic length L = ℓ 0 γ we actually
Thus, in order to prove (45) we will show that we have
To this end, we use the energy inequality (8) and the definition of the operator −αP κ where by hypothesis we have α = ν ℓ 2 0 and κ = 1 20 θℓ 0 (see (19) ):
Introducing useful information we have
and we obtain We study now the last term above and we write and thus, coming back to (48) we have
dividing the previous expression by ℓ 3 0 and t and taking the limit lim sup t−→+∞ , with the definition of ε, U and F given in (4) and (16) respectively, we have
which is exactly the estimate given in (47): it only remains to set b 1,G 0 = a 1,G 0 (20 θ) 2 .
We study now the upper estimate ε ≤ b 2,G 0 U 3 L . Note that by Proposition 5.1 we have F ≤ a 2,G 0 U 2 L which is equivalent to F U ≤ a 2,G 0 U 3 L and then it only remains to prove ε ≤ F U and to set b 2,G 0 = a 2,G 0 . Using the energy inequality (8) we can write:
applying the Cauchy-Schwarz inequality in the last term above (first in spatial variable and then in time variable) we obtain
and dividing by ℓ 3 0 and T , and taking the limit when t −→ +∞, we get by the definition of ε, U and F (see (4) and (16)) the whished inequality ε ≤ F U . Theorem 4 is now proven.
A non-turbulent model 7.1 Proof of Theorem 5
Recall that by Theorem 4 we have the inequalities b 1,G 0
and using the definition of the Taylor scale given in (21) we have 
but, recall that we have L = ℓ 0 γ (see (12) ) and Gr = G 0 c 0 γ 4 (see (18)), we can write 
Example with a particular external force
Remark that the number G 0 is defined by means of the force f in expression (17) and the fact that we fixed this number implies a control on the amplitude of the force. Indeed, by expression (17) we write
and since G 0 is fixed then we have the equivalence f L ∞ ≃ ν 2 ℓ 3 0 . Moreover, remark also that we have Gr ≫ 1 if γ ≪ 1 which, by (14) and the fact that the quantity f L ∞ is now fixed as above, is equivalent to the condition f L 2 ≫ 1.
In this section we construct an example of a force f with the property f L 2 ≫ 1 and which its amplitude verifies the equivalence above. We will use for this a wavelet. Definition 7.1 Let φ = (φ 1 , φ 2 , φ 3 ) be a vector field in the Schwartz class such that: 1) φ is a divergence-free vector, 2) for 1 ≤ θ, we have supp ( φ i ) ⊂ {ξ ∈ R 3 : 1 10θ ≤ |ξ| ≤ 1 θ }, for all i = 1, 2, 3, 3) for all ψ vector field in the Schwartz class which verifies the property 2) above we have
for all k, m ∈ Z 3 , and where δ k,m is the Kronecker's delta function.
We state now a well-known property of wavelets. Lemma 7.1 Let φ = (φ 1 , φ 2 , φ 2 ) be the vector field given by Definition 7.1. For 1 ≤ p ≤ +∞ there exist two constants 0 < c p < c ′ p , which only depend on p and φ, such that, for all sequence λ = (λ k ) k∈Z 3 ∈ ℓ p (Z 3 ) we have the almost-orthogonality property:
For a proof of this fact and for more references about wavelets' properties see the books [12] (Part II, Chapter 6) or [17] (Chapter III).
Once this function φ is fixed, we will construct the force f . Let θℓ 0 > 0 be an energy input scale which is fixed from now on. Let ℓ ≥ θℓ 0 be a parameter from which we consider the cube [−ℓ, ℓ] 3 ⊂ R 3 . As the energy input scale ℓ 0 is such that ℓ θℓ 0 ≥ 1 then, in the cube [−ℓ, ℓ] 3 , we shall consider all the points of the form θℓ 0 k where |θℓ 0 k| ≤ ℓ with k ∈ Z 3 . Thus following an idea of [5] (which was given in the periodic setting), we will construct the force f by translations of the function φ to each point θℓ 0 k and by dilatation to the scale 1 θℓ 0 . Hence we get the formula
where the parameter A > 0 is the amplitude of the external force.
Lemma 7.2 Let f be the force given in (50) above.
1)
We have supp f ⊂ {ξ ∈ R 3 : 1 10θℓ 0 ≤ |ξ| ≤ 1 θℓ 0 }. 2) For all 1 ≤ p ≤ +∞ there exist two constants 0 < C p < C ′ p such that
B Appendix
For L > 0 consider the cube [0, L] 3 ⊂ R 3 , and let u ∈ L ∞ loc ([0, +∞[, L 2 ([0, L] 3 ))∩L 2 loc ([0, +∞[,Ḣ 1 ([0, L] 3 )) be a Leray's weak solution of the classical and periodic Navier-Stokes equations. We will prove that in the periodic setting the characteristic velocity defined in (4) verifies U < +∞.
Start with the estimate given in (55), which is also verified in the periodic setting, and we study now the term ν t 0 u(s, ·) 2Ḣ 1 ds. Indeed, by the following Poincaré inequality u(t, ·) L 2 ≤ L 2π ∇ ⊗ u(t, ·) L 2 , we can write u(t, ·) 2 L 2 ≤ L 2 4π 2 ∇ ⊗ u(t, ·) 2 L 2 ≤ c L 2 4π 2 u(s, ·) 2Ḣ 1 , hence we obtain 
C Appendix
Remark that the control in time given in (6) follows directly from the energy inequality (5) and the inequality given in (54). Indeed, by these inequalities we can write
hence we obtain
but ν t 0 u(s, ·) 2Ḣ 1 ds is a positive quantity and then we have
which is the control in time given in (6) .
