This paper tackles the problem of open domain factual Arabic question answering (QA) using Wikipedia as our knowledge source. This constrains the answer of any question to be a span of text in Wikipedia. Open domain QA for Arabic entails three challenges: annotated QA datasets in Arabic, large scale efficient information retrieval and machine reading comprehension. To deal with the lack of Arabic QA datasets we present the Arabic Reading Comprehension Dataset (ARCD) composed of 1,395 questions posed by crowdworkers on Wikipedia articles, and a machine translation of the Stanford Question Answering Dataset (Arabic-SQuAD).
Introduction
One of the goals in artificial intelligence (AI) is to build automated systems that can perform opendomain question answering (QA) through understanding natural language and gathering knowledge (Kwiatkowski et al., 2019) . The driver behind progress in English QA has been the release of massive datasets including the Stanford Question Answering Dataset (SQuAD), WikiQA (Rajpurkar et al., 2016; Yang et al., 2015) . The task in these datasets is to find the span of text in a document that answers a given question. On the other hand, progress in Arabic QA systems has lagged behind their English counterparts. While there has been a good body of work on methods for question , Figure 1 : Example data point from ARCD containing a paragraph with two accompanying questions answering, they mostly have a common limitation of being tested on small amounts of data and relying on classical methods (Shaheen and Ezzeldin, 2014) .
In this work, we tackle the problem of answering Arabic open-domain factual questions using Arabic Wikipedia as our knowledge source. The open-domain setting poses many challenges, from efficient large scale information retrieval, to highly accurate answer extraction modules, and this requires a sizable amount of data for training and testing.
First, to deal with the need of large Arabic reading comprehension datasets, we develop the following: (1) The Arabic Reading Comprehension Dataset (ARCD) composed of 1,395 crowdsourced questions with accompanying text seg-ments on Arabic Wikipedia as seen in figure 1, and (2) Arabic-SQuAD consisting of 48k paragraphquestion-answer machine translated tuples from the SQuAD dataset.
Second, modern open-domain QA systems are generally composed of two parts: a retriever that obtains relevant segments of text, and a machine reading comprehension (MRC) model that extracts the answer from the text (Chen et al., 2017) . For our retriever, we propose the use of a hierarchical TF-IDF retriever that is efficiently able to trade off between n-gram features and the number of documents retrieved. We chose raw Wikipedia text as our information source instead of knowledge bases (Lehmann et al., 2015) which are commonly used for open-ended QA as it enables our approach to tackle other domains and settings with little adaptation. Now there has been remarkable progress in designing neural MRC models that read and extract answers from short paragraphs; we selected two of the best performing models on the SQuAD dataset (Rajpurkar et al., 2016) as our document readers. The first is QANet (Yu et al., 2018) , an efficient convolution and selfattention-based neural network, and the second is BERT (Devlin et al., 2018) , a transformer-based pre-trained model. From the document retriever and reader we build an open domain QA system named SOQAL by combining confidence scores from each. We evaluated our system components on the crowdsoured ARCD dataset: Our hierarchical TF-IDF retriever is competitive with Google Search, and our BERT reader is the current state-of-the-art for reading comprehension. Finally, our open domain system SOQAL achieves a respectable 27.6 F1 on ARCD.
To summarize, the contributions of the paper are:
• Datasets for Arabic QA. Crowdsourced Arabic Reading Comprehension Dataset (ARCD) of 1,395 questions, and translated Arabic-SQuAD: 48k translated questions from (Rajpurkar et al., 2016) . • Neural Reading comprehension in Arabic.
State of the art MRC models for Arabic based on BERT (Devlin et al., 2018) and QANet (Yu et al., 2018 DefArabicQA (Trigui et al., 2010) Wikipedia and Google search engine q,a with documents 50 Translated TREC and CLEF (Abouenour Lahsen and Rosso, 2010) Translated TREC and CLEF q,a 2,264 QAM4MRE (Peas and Sporleder, 2011) selected topics document,q and multiple answers 160 DAWQUAS (Ismail and Homsi, 2018) auto-generated from web scrape q,a 3205
QArabPro (Akour et al., 2011) Wikipedia q,a 335 All the data and system implementation is available at https://github.com/ husseinmozannar/SOQAL.
Related Work
Open-domain Arabic question answering. The state of current Arabic QA systems is summarized in (Shaheen and Ezzeldin, 2014) : research has focused mostly on open-ended QA using classical information retrieval (IR) methods, and there are no common datasets for comparisons. Consequently, progress has been slow. Furthermore, the Arabic language presents its own set of difficulties: given the highly intricate nature of the language, proper understanding can be difficult. For instance, means "so they will eat it", which demonstrates the complexity that can be presented by a single word. Moreover, Arabic words require diacritization for their meaning to be completely understood. For example, translates into "he taught", and means "found out"; modifying one diacritic changes the meaning entirely.
We now review some of the methods and datasets used in the literature and compare them in table 1. Most of the datasets listed are of very limited size and do not include accompanying text segments so as to enable reading comprehension. Furthermore, all datasets with size bigger than 1000 questions are synthetically generated. Approaches have tackled specific types of questions and are heavily dependent on their nature focusing more on document retreival. In (Azmi and Alshenaifi, 2016), they attempt to answer "why" questions using classic IR methods and rhetorical structure theory, and their methods are evaluated on a set of 100 questions. On the other hand, De-fArabicQA (Trigui et al., 2010) focuses on definition question and uses an answer ranking module based on word frequency. QArabPro (Akour et al., 2011 ) employs a rule-based question answering system and obtains an 84% accuracy on 335 questions based on Wikipedia. The SemEval task 3 in (Nakov et al., 2017 tackled community question answering. It included a task in Arabic with each data point consisting of a paragraph, a question, and multiple answers, and the goal was to rank them in order of relevance. One of the strategies used to solve the 2015 edition was to train an SVM ranker by embedding the questions and answers using Word2vec (Belinkov et al., 2015) . The type of data used is not constructive for training answer extraction systems but can be helpful for recognizing relevance.
QA Datasets. As previously mentioned, the driver behind progress in QA has been the release of large datasets in addition to advances in deep learning and language representation models (Devlin et al., 2018) . The most popular benchmark for reading comprehension has been the Stanford Question Answering Dataset (Rajpurkar et al., 2016) . Other notable datasets include: WikiQA (Yang et al., 2015) , a sentence selection task using Wikipedia passages, and TriviaQA (Joshi et al., 2017) , a dataset of trivia questions with provided evidence.
Reading comprehension and QA. Recently, machine reading comprehension has made significant progress using recurrent models and attention mechanisms to capture long term interactions (Seo et al., 2016) , and this has prompted its use as part of open-domain QA. On the other hand, given that recurrent networks are slow in training and inference, QANet (Yu et al., 2018) proposes an approach based only on convolutions and self-attention that is able to achieve very competitive results on SQuAD while being 10x faster than recurrent based approaches such as Bidirectional Attention Flow (BiDAF) (Seo et al., 2016) . For open-domain QA, (Chen et al., 2017) in- vestigates the use of Wikipedia as a knowledge source and implements a two component system based on a TF-IDF retriever and a RNN reader achieving a 29.8% exact-match accuracy on open-SQuAD. Other approaches have attempted to build more sophisticated retrievers by formulating it as a reinforcement learning problem (Wang et al., 2018b,a) , or as a supervised learning problem using distant supervision for data (Das et al., 2018; Lin et al., 2018) .
In the following sections we will first describe the datasets collected, and then our proposed method for Arabic open-domain question answering.
Dataset Collection

Arabic Reading Comprehension Dataset
To properly evaluate our system, we must have questions written by proficient Arabic speakers, and thus we resort to crowdsourcing to develop our dataset.
Task Description. Each task presented to the crowdworkers consists of five articles taken from Arabic Wikipedia, from which we extracted the first three paragraphs with a length greater than 250 characters. The worker has to write three question-answer pairs for each paragraph in clear Modern Standard Arabic, where the answer to each question should be an exact span of text from the paragraph. The interface, shown in figure 2, consists of a paragraph along with two text boxes for each of the 3 question-answer pairs. Pasting is disabled in the question fields in order to encourage workers to use their own words, but it is enforced in the answer fields to guarantee that the answer is taken as-is from the paragraph. Before workers begin the task, they have to answer a reading comprehension question from a test set we created to make sure of their language proficiency. Only workers who succeeded in the test were accepted.
Article curation. The articles presented in the tasks were 155 articles randomly sampled from the 1000 most viewed articles on Wikipedia in 2018. We used MediaWiki's API 1 to retrieve the most viewed articles per month in 2018 for Arabic Wikipedia and aggregated the results. The articles covered a diverse set of topics including religious and historical figures, sports celebrities, countries, and companies. We additionally manually filtered out adult content.
Crowdsourcing. We resorted to Amazon Mechanical Turk for crowdsourcing. Crowdworkers were required to have a minimum HIT acceptance of 97%, and at least 100 HITs submitted. Moreover, our task description highlighted the need for good Arabic skills. Workers were advised to spend 3 to 4 minutes per paragraph and were paid close to 10 USD per hour. They were encouraged to ask difficult questions framed in such a way that they can be answered outside the scope of the paragraph. In total, we collected 1,395 questions based on 465 paragraphs from 155 articles based on the Amazon Turk HITs.
Arabic-SQuAD
Translating SQuAD. While the crowdsourcing of questions by proficient Arabic writers is essential to properly evaluate our systems, noisy data could well suffice for training. Indeed, backtranslation as a means for data augmentation has been effective in improving the performance of neural MRC (Yu et al., 2018) , and this gives hope that translated data could be used to train our machine reading comprehension module. We chose to translate SQuAD version 1.1 (Rajpurkar et al., 2016) . It is currently the most popular benchmark for MRC and was collected through crowdsourcing based on Wikipedia articles. SQuAD contains 107,785 paragraph-question-answer tuples on 536 articles, and we translated the first 231 articles of the SQuAD training set using the Google Translate neural machine translation (NMT) API (Wu et al., 2016) . This resulted in 48,344 questions on 10,364 paragraphs.
Our System: SOQAL
We will now describe the architecture of our system for open domain question answering for the Arabic language (SOQAL). It is composed of three modules: (1) a document retriever that obtains relevant documents to the question, (2) a machine reading comprehension module that extracts answers from the documents retrieved, and an (3) answer ranking module that ranks the answers in order of relevance by taking in scores from both the document retriever and the reader. The inputs to the system are a question consisting of m tokens q = {q 1 , · · · , q m }, and the entirety of Arabic Wikipedia, and its output is a small span of text extracted from Wikipedia which should answer the question. The pipeline is illustrated in figure 3.
Hierarchical TF-IDF Document Retriever
The goal of this module is to select the documents that are most relevant to the question, thus reducing the span of search of our reader. Arabic Wikipedia is made up of 664,768 indexed articles with an average of 3.4 paragraphs per article, totalling 2,683,743 paragraphs with an average of 233 characters per paragraph. We discard imagery, lists, and other structured information so that our approach could translate well to various knowledge sources. There are two scopes on which we can search: either articles or paragraphs. We denote the set of documents searched over as D = {d 1 , · · · , d n }, where for 1 ≤ i ≤ n, d i is a single document which can be either an article or a paragraph from an article.
Inspired by classical QA systems (Chen et al., 2017) , we employ a term frequency-inverse document frequency (TF-IDF) based document retriever given its efficiency. Each document is first tokenized and stemmed using the NLTK (Bird, 2006) Arabic tokenizer where stopwords are removed. The TF-IDF matrix of weights of the document set, i.e. Arabic Wikipedia, is then constructed using n-gram counts to take into account ‫على؟‬ ‫محمد‬ ‫لكمة‬ ‫قوة‬ ‫تبلغ‬ ‫كم‬ ‫حوالي‬ 1,000 ‫باوند‬ ‫على؟‬ ‫محمد‬ ‫لكمة‬ ‫قوة‬ ‫تبلغ‬ ‫كم‬ Figure 3 : Architecture of our open domain question answering system SOQAL. BERT illustration is adapted from (Devlin et al., 2018) local word order. As n increases, the retriever becomes more accurate, but the retrieval process becomes slower and more memory prohibitive. Each document's vector is normalized. Next, the TF-IDF vector weights of the question are computed based on the vocabulary of the document set. The score for each document is then computed as the cosine similarity between the question and the document vectors. We use a sparse matrix representation for the TF-IDF matrix to speed up computations. Finally, we return the top k documents with the highest similarity where k ∈ N is a hyperparameter. The higher k is, the more likely it is that the set of retrieved documents contains relevant documents, and the slower and more errorprone is the answer extraction process.
To obtain the benefits of using large n-gram features while keeping k small and being computationally efficient, we propose the following hierarchical TF-IDF retriever approach. The first step is to build a TF-IDF retriever on Arabic Wikipedia with bigram features and a very large k, say ≈ 1000, and obtain the set of retrieved documents for a given question, call it D . Then, for each question, we construct a seperate TF-IDF retriever using as document set D with 4-gram features and a small k, say ≈ 15. The second retriever does not sacrifice much in terms of the accuracy of the first retrieval step, as 4-gram features are highly informative and do not add significant computations.
BERT Document Reader
Our proposed reader is Bert (Devlin et al., 2018) , a pre-trained language model that is currently the state of the art on the SQuAD leaderboard 2 .
Its core model is a bi-directional Transformer (Vaswani et al., 2017) . The input text is first tokenized using a shared Wordpiece (Wu et al., 2016) vocabulary of 104 languages, and it is then embedded; note that Arabic diacritics are removed. Each input point of question and paragraph pairs is represented as a single sentence separated by a special token. We need to learn two new vectors: start and end S, E ∈ R H vectors indicating the position of the answer; H is the dimension of the last hidden layer outputs. For each token i in the paragraph, we take the final hidden state of the Transformer T i and let the probability that i is the start or end of the answer be:
Note that we take the un-normalized exponential to be able to compare across documents. At inference time we predict the span (i, j) such that i ≤ j ≤ i + 15 that maximizes P start (i)P end (j). The training objective is the sum of the log likelihood for each of the start and end positions.
Answer Ranking
Let us recall the operation of the end-to-end system. The question is first passed to the retriever and the top k documents are gathered; if a document unit is an article then we gather all of its paragraphs. Along with the documents' text, we obtain a score for each document denoted DocScore(i) from the retriever; paragraphs have the same score as their document. For our hierarchical TF-IDF retriever, the scores are the cosine similarities between the document and the question.
The paragraphs obtained from the retriever are each then fed as input to the document reader to obtain candidate answers. We obtain a score for each candidate answer i denoted:
To make sure the answer and document scores are on the same scale, we normalize both individually by passing each through a softmax function. The final step to obtain the answer of the question is by combining the scores through a linear combination and pick the maximizing answer as follows:
Where β ∈ [0, 1] is a hyperparameter chosen through a line search using a development set.
As a note, since articles can be very large, one can additionally use a TF-IDF retriever with 4− gram features to obtain a smaller set of paragraphs, thus reducing the load on the reader. While this step was not performed for our experimental evaluation, it is crucial when deploying the QA system for usage.
Dataset Analysis
ARCD
In this section we analyze the properties of the Arabic Reading Comprehension Dataset. To better understand the difficulty of answering the questions, we randomly sampled 100 questions for the following analysis.
Answer diversity. We, the authors, manually categorized the answers by first separating the numerical and non-numerical answers. Numerical answers were either identified as dates by looking at the question, or were otherwise labeled as other numeric. For the non-numerical answers, we identify the type of phrase as either a verb, adjective, or noun phrase. If it is a noun phrase, we check using MADAMIRA (Pasha et al., 2014) for named entities, and then manually verify the outcome. The results are shown in table 2.
Answer type Percentage Example
Date 17%
Person 17%
Location 10%
Organization 9%
Verb Phrase 7%
Adjective Phrase 4%
Noun Phrase 12%
Other Numeric 15%
Other Entity 9% Table 2 : Answer categories percentages in ARCD according to the categorization by (Rajpurkar et al., 2016) Question Reasoning To better understand the reasoning required to answer the questions, we manually labeled the questions according to the following reasoning categories as in (Trischler et al., 2017; Rajpurkar et al., 2016) :
• Word matching (synonyms): question matches the same word pattern up to synonyms in the paragraph; simple pattern matching is required.
• Word matching (world knowledge): question matches the pattern of the paragraph, however additional inference using world knowledge is required to answer. • Syntactic variation: The question's syntactic dependency structure does not match that of the answer sentence. • Multiple sentence reasoning: The question draws on knowledge from multiple sentences. Only after making necessary links across sentences can it be answered. • Ambiguous: The question cannot be answered given the information in the paragraph or is unclear.
The results and examples are shown in table 3.
Arabic-SQuAD
We discuss some of the issues resulting from the machine translation of SQuAD and how we handled them. We observed that translation performed well for paragraphs and questions and maintained their original meaning. The problem is, NMT is heavily context dependent, thus identical words and phrases have different translations if the context is varied. This led to an inconsistency between the translation of the answers and paragraphs with 25,490 answers not found in their respective paragraphs, almost 47.3% of the total questions. We remarked that the type of errors that caused the answers to not match in the paragraph mostly arised from two factors: (1) translation was unable to recognize named entities without context and thus transliterated them, and (2) minor typographic like errors from missing or added (the) and differing tenses. To fix this issue, we transliterated all the paragraphs and answers to Arabic and found the span of text of length at most 15 words with the least edit-distance with respect to the answer. To verify the efficacy of this approach, we randomly sampled 100 questions where the answer is not found in the paragraph and provided the correct answer. On this test set, the approach managed to exactly find 44% of the answers, and 64% of the proposed answers contained the correct answer and did not exceed more than twice its length.
System Experiments
We now showcase experiments for every component in our system and the end-to-end open domain system.
Datasets. Arabic-SQuAD is split 80-10-10% into three parts for training, development and testing: Arabic-SQuad-Test is composed of 2,966 questions on 24 articles; note that articles are distinct between the parts. Similarly, ARCD is split 50-50 into training and testing with ARCD-Test having 702 questions on 78 articles. We examine the performance of our different retriever modules on the full ARCD dataset. To compare the approaches we assign to each the ratio of questions for which the answer appears in any of the retrieved document over the total number of questions.
Method
Arabic-SQuAD Test ARCD EM F1 SM EM F1 SM Random Guess 0.23 4.34 23.5 0.07 8.13 51.0 Sliding Win. + Dist. (Richardson et al., 2013) (Yu et al., 2018) 29.4 44.4 61.7 11.0 38.6 83.2 BERT (Devlin et al., 2018) 34.1 48.6 66.8 19.6 51.3 91.4 Baselines. We implement three baselines: the first is using Wikipedia's Search API 3 , and the second is through Google Custom Search engine 4 restricted to the Arabic Wikipedia site. Furthermore, we implement an embedding based retriever using fastText embeddings 300 dimensional Wikipedia pre-trained word embeddings (Joulin et al., 2016) that computes for each paragraph a representation using the sum of its word embeddings. Other embedding models exist for Arabic but fastText is the most specialized to Wikipedia (Badaro et al., 2018; Al Sallab et al., 2015) Results and Analysis Our results are reported in table 4. We find that even the simple TF-IDF unigram retriever is able to beat the Wikipedia API baseline. Google Search with k = 10 is the golden standard with 75.6%, TF-IDF using bigram features and k = 350 is able to come close with 73.5%. Using our hierarchical approach of adding a second 4-gram TF-IDF retriever to a bigram k = 1000 retriever achieves a respectable 65.3% improving on the single bigram by 17.6% and a reduction of 8.2% from the full k = 350 retriever. The embedding retriever using fastText (Joulin et al., 2016) performed badly in accordance with the results in (Chen et al., 2017) .
It is important to note that since the questions in ARCD were written with a specific paragraph in mind, they might be ambiguous without their context, hence why it is hard to beat the Google Search baseline.
Reader
Metrics. We evaluate our different readers based on three metrics. The first is exact match (EM) which measures the percentage of predictions that match the ground truth answer exactly, the second is a (macro-averaged) F1 score (Rajpurkar et al., 2016) that measures the average overlap between the prediction tokens and the ground truth answer tokens. Finally, we use a sentence match (SM) metric that measures the percentage of predictions that fall in the same sentence in the paragraph as the ground truth answer.
Baselines. We compare against three nonlearning baselines. For all three methods, we generate candidate answers by considering every text span of length maximally 10 words in each sentence as a candidate. We implement the following baselines: the sliding window distance based algorithm of (Richardson et al., 2013) , a TF-IDF reader based on 4-gram features which operates exactly like the retriever with k = 1, and finally an embedding approach where the candidate with the highest cosine similarity with respect to fast-Text embeddings is returned (Joulin et al., 2016; Belinkov et al., 2015) . We also compare against QANet (Yu et al., 2018) , a competitive MRC network that is especially fast for prediction. Implementation Details. For Bert, we follow the reference implementation for training on SQuAD 5 . We fine-tune from the BERT-Base unnormalized multilingual model which includes Arabic. The model has 12-layers with H = 768, 12-heads for self attention and inputs are padded to 384 tokens. We train on the training set of Arabic-SQuAD for 2 epochs with a learning rate of 3 · 10 −5 . Similarly for QANet we modify the implementation of 6 and use fastText embeddings and train for a total of 4 epochs.
Results and Analysis We report all reader experiments in table 5. The non-learning baselines are unable to obtain a significant improvement over a random guess on the EM and F1 metrics. The embedding and TF-IDF readers reach a sentence match accuracy of almost 75%; this 75% accuracy in fact corresponds to the percentage of word matching questions as in table 3. On the other hand, BERT and QANet on the test set of Arabic-SQuAD reach 44.4 and 48.6 F1 scores respectively; as previously noted half of Arabic-SQuAD answers might be faulty as a result of NMT and this explains the relatively low results compared to the SQuAD leaderboard (Rajpurkar et al., 2016) . Now without having been trained on ARCD, both neural MRC models are able to perform well transferring knowledge from Arabic-SQuAD with BERT reaching a remarkable 90.08 SM accuracy.
Transfer Learning. To evaluate the effectiveness of using translated data as training data on the ARCD test set we train BERT under the following data regimes: (a) Arabic-SQuAD only, (b) ARCD-Train only and (c) Arabic-SQuAD and ARCD-Train combined; results are reported in table 6. We remark that training under regimes (a) or (b) had very similar results, this gives strong evidence that Arabic-SQuAD could be in fact sufficient for obtaining powerful MRC models. When combining both datasets, we obtain an improvement of 8.3% on the F1 score with a total score of 61.3; the training on ARCD allowed the model to better adapt to its differing answer distribution.
Open Domain QA
We test our open domain approach SOQAL on ARCD-Test. For our retriever we combine our hierarchical TF-IDF retriever with the Google Cus-5 https://github.com/google-research/ bert 6 https://github.com/NLPLearn/QANet tom Search Engine to make sure we have a total of 10 retrieved articles. We train BERT on Arabic-SQuAD for two epochs and then fine-tune on ARCD-Train for an epoch. We report in table 6 the accuracy of our proposed system on ARCD-Test achieving a 27.6 F1 and a 29.8 SM. The close F1 and SM scores indicate that the system is able to correctly retrieve the answer when it selects the correct paragraph, the issue then lies with it not scoring highly enough the correct paragraph. We also report the accuracy when the system outputs the top 3 and top 5 results (choosing the best answer out of them).
Conclusion
To further the state of Arabic natural language understanding we proposed an approach for open domain Arabic QA and introduced the Arabic Reading Comprehension Dataset (ARCD) and Arabic-SQuAD: a machine translation of SQuAD (Devlin et al., 2018) . Our approach consisted of a document retriever using hierarchical TF-IDF and a document reader using BERT (Devlin et al., 2018) . We achieve a F1 score of 61.3 and a 90.0% sentence match on ARCD and a 27.6 F1 score on an open domain version of ARCD. We also showed the effectiveness of using translated data as a training resource for QA. Future work will aim to expand the size of ARCD and improve the end-toend system by focusing on paragraph selection.
