Abstract. We provide proofs for the fact that certain orders have no descending chains and no antichains.
Introduction
We investigate some finiteness conditions of a partially ordered set (A, ≤). As usual, we write a ≥ b for b ≤ a, and a < b (or b > a) for a ≤ b and a = b. Furthermore, a ⊥ b stands for (a ≤ b and b ≤ a); in this case, we call a and b uncomparable. A sequence (a i ) i∈N 0 from A is a descending chain if a i > a i+1 for all i ∈ N 0 , it is an antichain if for all i, j ∈ N 0 , a i ≤ a j implies i = j, and it is an ascending chain if for all i ∈ N 0 , a i < a i+1 . A subset U of A is called upward closed if u ∈ U, a ∈ A, and u ≤ a imply a ∈ U. For a subset B of A, we define the upward closed set generated by B by ↑B := {a ∈ A | ∃b ∈ B : b ≤ a}. By U(A, ≤) or simply U(A) we denote the set of upward closed subsets of A. This set can be ordered by set inclusion ⊆.
One frequently uses the fact that certain partially ordered sets have no descending chain and no antichain; such orders are called well partial orders. [Lav76, AH07] provide powerful techniques to establish that a given order is a well partial order. In this note, we restrict our attention to some particular ordered sets: The first set that we consider is the set N m 0 of vectors of natural numbers of some fixed length m, which we order by (a 1 , . . . , a m ) ≤ (b 1 , . . . , b m ) if a i ≤ b i for all i ∈ {1, . . . , m}, and we provide proofs of the following well known facts:
(2) (U(N m 0 , ≤), ⊆) has no ascending chain and no antichain [Mac01] , [AP04, Corollary 1.8].
It is easy to see that (N m 0 , ≤) has no descending chain. In 1913, Dickson proved that (N m 0 , ≤) has no antichain, a fact that lies at the basis of the theory of Gröbner bases [BL83, Buc70] . This fact can be stated differently. We call an ideal of the polynomial ring Q[x 1 , . . . , x N ] monomial if it is generated by monomials. Then Dickson's Lemma states that every monomial ideal is finitely generated (which of course also follows from Hilbert's Basis Theorem). A somewhat surprising fact is that the set of monomial ideals of Q[x 1 , . . . , x n ] has no antichain, which has been proved in [Mac01] , but probably much before in an order theoretic setting: in this setting, the result states that the set of upward closed subsets of (N m 0 , ≤) has no antichain. A direct proof is given at the end of Section 4. Another proof using an ordering of words over a finite alphabet that goes back to G. Higman [Hig52] is given in Section 6. This is the second type of order relations we study: For a finite alphabet A, we say that a word u ∈ A * = n∈N 0 A n embeds into a word v if u can be obtained from v by cancelling some letters and in this case write u ≤ e v. For example u = aabbca embeds into v = abababcac. It follows from [Hig52] that for a finite set A, (A * , ≤ e ) has no antichain. Also, the upward closed subsets of (A * , ≤ e ) have no antichain [NW64] . Formally, we define when x ≤ e y holds by recursion on the length of x. First, the empty word ∅ satisfies ∅ ≤ y for all y ∈ A * . If x = au with a ∈ A and u ∈ A * , then x ≤ e y if there are words v, w ∈ A * such that y = vaw and u ≤ e w. Then we have: Theorem 1.2. Let A be a finite set.
(1) (A * , ≤ e ) has no descending chain and no antichain [Hig52] . (2) (U(A * , ≤ e ), ⊆) has no ascending chain and no antichain.
We will give a proof of this theorem in Section 5. We also investigate the following ordering of words used in [AMM14] . Let A be a finite set, and let B := (A×{0})∪ (A × {1}). We define a mapping ϕ :
. . , a n ), we use S(u) to denote the set of letters that occur in u, formally S(u) := {a i | i ∈ {1, . . . , n}}. For u, v ∈ A * , we say that u ≤ E v if ϕ(u) ≤ e ϕ(v) and S(u) = S(v). An open question in clone theory is whether there is a finite set with an antichain of clones containing a Mal'cev operation. One motivation for proving the absence of antichains is that this absence often allows testing certain properties of a structure by considering whether it contains finitely many forbidden substructures [RS04] . The aim of this note is to establish the order theoretic results that are listed above and used in [Aic10, AM13, AMM14, AM16] in a rather direct way. In particular, we will not resort to the theory of better quasi orderings [Lav76] . The note is self-contained, in particular we introduce the well known and very useful concept of minimal bad sequences due to [NW63] , although this is done in a similar way at several other places (cf. [AH07] ). However, we will not give a proof of the following theorem due to F.P. Ramsey [Ram29] (cf. [Neš95] ): Denoting the 2-element subsets of N 0 by N 0 2 , Ramsey's Theorem states that for every finite set T and for every c :
Most of the results and proofs in this note are well known and can be found, e.g., in [AH07] . However, we believe that the the two proofs of Theorem 1.1(2) and the proof of Theorem 1.2(2) are new. The derivation of Theorem 1.3 from Theorem 1.2 using quasi-embeddings (cf. [AH07] ) was suggested to the author by N. Ruškuc in 2015 (cf. [Ruš15] ). Considering [Lav76, NW64, AH07], the reader will easily find out that the theory of well quasi orders and better quasi orders is much deeper than scratched in the present note. The aim of the present note is to give easily accessible proofs for some basic and very useful results in this theory. The first listed author has faced the need for such proofs when teaching the basics of Gröbner Basis Theory, e.g., the existence of universal Gröbner bases (cf. [Aic09] ) or, in universal algebra [BS81] , the order theoretical foundations of the finite relatedness of finite algebras with few subpowers [AMM14] .
Basics of order theory
It can easily be shown, using, however, some form of the axiom of choice, that a partially ordered set (A, ≤) has no descending chain if and only if every finite subset X of A contains a minimal element. A sequence (b i ) i∈N 0 is a subsequence of (a i ) i∈N 0 if there is a mapping t : N 0 → N 0 that satisfies i < j ⇒ t(i) < t(j) for all i, j ∈ N 0 and for all i ∈ N 0 , we have b i = a t(i) . In this case,
Lemma 2.1. Let A = (A, ≤) be a partially ordered set, and let S = (a i ) i∈N 0 be a sequence from A. Then S has a subsequence T = (a t(i) ) i∈N 0 such that one of the following conditions holds:
Proof: We define a coloring c of the 2-element subsets of N 0 . Let i, j ∈ N 0 with i < j. We set c({i, j}) := 1 if a i = a j , c({i, j}) := 2 if a i < a j , c({i, j}) := 3 if a i > a j , and c({i, j}) := 4 if a i ⊥ a j . By Ramsey's Theorem, N contains an infinite subset Y such that c is constant on Y 2 . We let t : N 0 → Y be an injective increasing function from N 0 into Y . Then T := (a t(i) ) i∈N 0 is the required subsequence.
Bad sequences
Definition 3.1. Let (A, ≤) be a partially ordered set. A sequence (a i ) i∈N from A is good if there are i, j ∈ N 0 such that i < j and a i ≤ a j , and it is bad if it is not good. (1) Every sequence from A is good.
(2) A has no descending chain and no antichain.
Proof: Assume that every sequence from A is good. Then A has no descending chain and no antichain, since such chains are all bad. Now assume that A has no descending chain and no antichain, and let (a i ) i∈N 0 be a sequence from A. Then by Lemma 2.1, (a i ) i∈N 0 has a subsequence T = (a t(i) ) i∈N 0 that is constant, a descending chain, an ascending chain, or an antichain. Descending chains and antichains are excluded by the assumptions, thus T is either constant or ascending. In both cases, a t(1) ≤ a t(2) , and hence T is good.
We call a sequence (a i ) i∈N 0 a minimal bad sequence if it is a bad sequence, and for every i ∈ N 0 and for every b < a i , every sequence starting with (a 0 , a 1 , . . . , a i−1 , b) is good. Proof: We assume that (A, ≤) has an antichain. This antichain is a bad sequence. Inductively, we can define a minimal bad sequence. We define a 0 to be a minimal element with respect to ≤ of S 0 := {y 0 | (y i ) i∈N 0 is a bad sequence from A}. For j ∈ N, having defined (a 0 , . . . , a j−1 ), we let S j := {y j | (y i ) i∈N 0 is a bad sequence from A with (y 0 , . . . , y j−1 ) = (a 0 , . . . , a j−1 )}, and we choose a j to be a minimal element of S j with respect to ≤. (1) (A, ≤) has no descending chain and no antichain.
(2) (U(A, ≤), ⊆) has no ascending chain. Proof: Let (a i ) i∈N be a descending chain or an antichain from A, and let B i := ↑{a 1 , . . . , a i } for i ∈ N 0 . Then (B i ) i∈N is an ascending chain. For the other implication, let (C i ) i∈N 0 be an ascending chain, and choose c i ∈ C i+1 \ C i . We show that (c i ) i∈N 0 is bad. Suppose i < j and c i ≤ c j . Since C i+1 is upward closed, we then have c j ∈ C i+1 , and thus c j ∈ C j . This contradicts the choice of c j in C j+1 \ C j . Hence (A, ≤) has a bad sequence, and thus by Lemma 3.2, it must have a descending chain or an antichain.
Dicksons's ordering
In this section we provide a direct proof for Theorem 1.1 by using Ramsey's theorem. In Section 6 we show that these results can also be obtained as a consequence of Theorem 1.2 by using quasi-embeddings.
Proof of Theorem 1.1(1).
For m ∈ N and k ∈ {1, . . . , m} we denote the m-tuple (a 1 , . . . , a m ) ∈ N m 0 by a and the k th component of a by a k . It can be easily seen that (N m 0 , ≤) has no descending chain. We assume that (N m 0 , ≤) has an antichain (a (i) ) i∈N 0 . Now we color the 2-element subsets of N 0 with the elements of {1, 2} {1,...,m} as colors. For i < j, we set
By Ramsey's Theorem, we find a subsequence (a t(i) ) i∈N 0 and a color C ∈ {1, 2} {1,...,m} such that for all i, j ∈ N 0 with i < j, we have c({t(i), t(j)}) = C.
Assume there exists k ∈ {1, . . . , m} such that C(k) = 2. Then a
> · · · in contradiction to the fact that (N 0 , ≤) has no descending chain.
Hence C(k) = 1 for all k and therefore a (t 0 ) ≤ a (t 1 ) ≤ a (t 2 ) ≤ · · · , contradicting our assumption of (a (i) ) i∈N 0 being an antichain. 
Proof of Theorem 1.1(2)
Now we color the 3-element subsets of N 0 with the elements of {1, 2} {1,...,m−1} as colors. For l ∈ {1, . . . , m − 1}, we denote the l th component of a (i,j) by a
For i < j < k we define the coloring of {i, j, k} in the following way:
By Ramsey's Theorem, we find an infinite subset T of N 0 , T = {t 1 , t 2 , . . . }, t 1 < t 2 < . . . , and a color C ∈ {1, 2} {1,...,m−1} such that for all i, j, k ∈ N 0 with i < j < k, we have c({t i , t j , t k }) = C. We now show that C(l) = 1 for all l ∈ {1, . . . , m − 1}.
In contradiction to that, we assume that there exists l such that C(l) = 2. Then
holds. Hence we have constructed a descending chain of natural numbers, which is impossible.
Thus for all r ∈ N 0 the inequality a (tr ,t r+1 ) ≤ a (t r+1 ,t r+2 ) holds. Now let r ∈ N 0 . Because of the choice of a (tr ,t r+1 ) , we have
Since a (tr,t r+1 ) ≤ a (t r+1 ,t r+2 ) , we also have
Hence the sequence (Φ Ft i (a (t i ,t i+1 ) )) i∈N 0 is a descending chain in N 0 ∪ {∞}, which is impossible.
Consequently there cannot exist an antichain of upward closed subsets of N m 0 .
Higman's ordering
Of the results listed in Section 1, we now derive Theorem 1.2.
Proof of Theorem 1.2(1).
Since u < e v implies that the length of u is strictly smaller than the length of v, (A * , ≤ e ) has no descending chain. We assume that (A * , ≤ e ) has an antichain. Then by Lemma 3.3, we find a minimal bad sequence U = (u i ) i∈N 0 be in A * Such a sequence cannot contain the empty word, since u i = ∅ implies u i ≤ e u i+1 , and therefore U is good. Hence we can write u i = a i v i with a i ∈ A and v i ∈ A * . Since A is finite, there is a subsequence (a t(i) ) i∈N 0 and b ∈ A such that a t(i) = b for all i ∈ N 0 . The sequence (u 1 , u 2 , . . . , u t(0)−1 , v t(0) , v t(1) , . . .) is smaller, hence good. Therefore, we find i, j ∈ N 0 such that either i < j < t(0) and u i ≤ e u j , or i < t(0) and u i ≤ e v t(j) , or i < j and v t(i) ≤ e v t(j) . In the case i < j < t(0) and u i ≤ e u j , U is good, contradicting the assumptions. If i < t(0) and u i ≤ e v t(j) , then u i ≤ e v t(j) ≤ e a j v t(j) = u t(j) , and thus U is good, contradicting the assumptions. If i < j and v t(i) ≤ e v t(j) , then u t(i) = a (t(i)) v t(i) = bv t(i) ≤ e bv t(j) = a (t(j)) v t(j) = u t(j) , and thus U is good, again contradicting the assumptions.
Before proving Theorem 1.2(2), we need some preparation. For X ⊆ A * and a ∈ A, we define a −1 X by
The set of starting letters of minimal elements of X is defined by Som(X) := {a ∈ A | ∃u ∈ A * : au is a minimal element of X}.
Lemma 5.1. Let X, Y be a upward closed subsets of (A * , ≤ e ), and let a ∈ X. Then we have:
Proof. For item (1), let x ∈ X. Then x ≤ e ax, and therefore, since X is upward closed, ax ∈ X. Thus x ∈ a −1 X.
For item (2), we choose y ∈ A * such that ay is a minimal element of X with respect to ≤ e . Then y ∈ a −1 X. Since y < e ay and ay is minimal in X, we have y ∈ X. Thus the inclusion X ⊂ a −1 X is indeed proper.
For item (3), we fix x ∈ X. Then there is a minimal element y of X with respect to ≤ e such that y ≤ e x. In the case that y is the empty word, X = A * , which is excluded by the assumptions. If y is not empty, there is b ∈ A and z ∈ A * such that y = bz. Then b ∈ Som(X) and z ∈ b −1 X. Therefore z ∈ b −1 Y , and therefore bz ∈ Y . Thus y ∈ Y , and since Y is upward closed, x ∈ Y .
Proof of Theorem 1.2(2)
. By Theorem 1.2(1), (A * , ≤) has no descending chain and no antichain. Hence Lemma 3.4 yields that (U(A * , ≤ e ), ⊆) has no ascending chain. We call a sequence (X i ) i∈N 0 co-good if there are i, j ∈ N with i < j and X i ⊇ X j , and co-bad otherwise. We assume that U(A * ) has an antichain. This antichain is a co-bad sequence. Inductively, we can define a maximal co-bad sequence. We define X 0 to be a maximal element with respect to ⊆ of S 0 := {Y 0 | (Y i ) i∈N 0 is a co-bad sequence of U(A * )}. This maximal element exists because (U(A * , ≤ e ), ⊆) has no ascending chain. For j ∈ N, having defined (X 0 , . . . , X j−1 ), we let S j := {Y j | (Y i ) i∈N 0 is a co-bad sequence of U(A * ) with (Y 0 , . . . , Y j−1 ) = (X 0 , . . . , X j−1 )}, and we choose X j to be a maximal element of S j with respect to ⊆.
Since the sequence (Som(X i )) i∈N 0 can take at most 2 |A| values, there is B ⊆ A and a subsequence (X t(i) ) i∈N 0 such that Som(X t(i) ) = B for all i ∈ N 0 . Now we color the two element subsets of N 0 with the elements of {1, 2} B as colors. For i < j and b ∈ B, we set c({i, j}) (b) :
We restrict our coloring to the two element subsets of t[N 0 ]. By Ramsey's Theorem, we find a subsequence (X t(r(i)) ) i∈N 0 =: (X s(i) ) i∈N 0 and a color C ∈ {1, 2} B such that for all i, j ∈ N 0 with i < j, we have c({s(i), s(j)}) = C. Furthermore, Som(X s(i) ) = B for all i ∈ N 0 .
Let us first consider the case that we have b ∈ B such that C(b) = 1. To this end, we consider the sequence Y :
. By the maximality of (X i ) i∈N 0 , the sequence Y is co-good. Therefore, we find i, j ∈ N 0 such that either i < j < s(0) and X i ⊇ X j , or i < s(0) and
. The case i < j < s(0) and X i ⊇ X j cannot occur because the sequence (X i ) i∈N 0 is co-bad. In the case i < s(0) and
. Again this cannot occur because (X i ) i∈N 0 is co-bad. In the case i < j and b
, we obtain c({s(i), s(j)}) (b) = 2, contradicting the assumption C(b) = 1.
Hence we have C(b) = 2 for all b ∈ B. Therefore, for all b ∈ Som(X s(1) ), we have b −1 (X s(0) ) ⊇ b −1 (X s(1) ). Since (X i ) i∈N 0 is co-bad, we have X s(1) ⊇ X s(2) . From this, we conclude X s(1) = A * . Now Lemma 5.1 (3) yields X s(0) ⊇ X s(1) , contradicting the fact that (X i ) i∈N 0 is co-bad.
Other well partially ordered sets
We will derive the other results stated in Section 1 by using quasi-embeddings: Proof: For (1), we let (a i ) i∈N 0 be an antichain. We define b i := f (a i ) and we claim that (b i ) i∈N is an antichain. To this end, let j, k ∈ N 0 with b j ≤ b k . Then
, and therefore a j ≤ a k . Since (a i ) i∈N 0 is an antichain, j = k, completing the proof that (b i ) i∈N 0 is an antichain.
For (2), let (a i ) i∈N 0 be a descending chain. According to Lemma 2.1, it is sufficient to show that that the sequence (b i ) i∈N 0 := (f (a i )) i∈N 0 has no subsequence that is constant or an ascending chain. Seeking a contradiction, we let (b t(i) ) i∈N 0 be a subsequence with b t(1) ≤ b t(2) ≤ · · · . Since f is a quasi-embedding, a t(1) ≤ A a t(2) , which contradicts the fact that (a i ) i∈N 0 is descending. Proof. From Lemma 6.2(1), we obtain that (A, ≤ A ) has no antichain. From Lemma 6.2(2), we obtain that (A, ≤ A ) has no descending chain. Lemma 3.4 now yields that (U(A, ≤ A ), ⊆) has no ascending chain. By Lemma 6.3, there exists a quasi-embedding from (U(A, ≤ A ), ⊆) into (U(B, ≤ B ), ⊆). Applying Lemma 6.2(1) to this quasi-embedding, we obtain that (U(A, ≤ A ), ⊆) has no antichain.
Proof of Theorem 1.1. We first construct a quasi-embedding from A := (N 
