This paper is concerned with existence and stability of Lipschitz solutions to the gradient flow of strongly polyconvex functionals. We first study the general nonlinear diffusion equations, including both parabolic and non-parabolic equations or systems, under the framework of first-order partial differential inclusions. We then establish the existence and instability of Lipschitz solutions for diffusion equations and systems that satisfy a certain non-degeneracy condition called Condition (OC). For parabolic systems, this Condition (OC) proves to be compatible with strong polyconvexity. As result, we prove that the gradient flow of certain 2 × 2 strongly polyconvex functionals possesses infinitely many unstable Lipschitz solutions even with smooth initial-boundary conditions.
Introduction
Let m, n ≥ 1, T > 0 and let Ω be a bounded open set in R n . We study the nonlinear diffusion equation in divergence form, (1.1) u t = div(σ(Du) ) in Ω T = Ω × (0, T ) for u = (u 1 , . . . , u m ), where each u i is a function of (x, t) ∈ Ω T , u t = (u 1 t , . . . , u m t ), Du stands for the spatial Jacobi matrix of u in the space M m×n of m × n matrices defined by Du = (u i x k ) (i = 1, 2, . . . , m; k = 1, 2, . . . , n), and σ = (σ i k (A)) : M m×n → M m×n is a given diffusion flux function. We also often view σ as a function σ = (σ 1 , . . . , σ m ) : M m×n → (R n ) m .
When m = 1, Eq. (1.1) is a single quasilinear partial differential equation for one unknown function; when m ≥ 2, it is a system of quasilinear partial differential equations for m unknown functions:
(σ i k (Du)) x k (i = 1, 2, . . . , m).
In general, by a weak solution of (1.1) we mean a function u ∈ W 1,1 loc (Ω T ; R m ) that satisfies, for each i = 1, 2, . . . , m,
We say that Eq. (1.1) is strongly parabolic if σ satisfies the strong rank-one monotonicity condition:
(1. In this case, condition (1.2) is equivalent to the uniform strong Legendre-Hadamard condition:
(1.4) m i,j=1 n k,l=1 ∂ 2 F (A) ∂a ik ∂a jl p i p j α k α l ≥ ν|p| 2 |α| 2 for all A ∈ M m×n , p ∈ R m and α ∈ R n . Energy minimization of E(u) requires some kind of lower semicontinuity, which reduces to certain convexity conditions on function F ; see, e.g., Dacorogna [Da08] , and Morrey [Mo52] . Recall that a function F : M m×n → R is said to be strongly quasiconvex if, for some constant ν > 0, (1.5)
holds for all φ ∈ C ∞ 0 (Ω; R m ). (If ν = 0, this condition becomes the usual Morrey's quasiconvexity [Mo52] . ) For smooth functions, strong quasiconvexity condition (1.5) implies the Legendre-Hadamard condition (1.4). If F is smooth and strongly quasiconvex, then it is a well-known result of Evans [Ev86] that all minimizers of E(u) are C 1 on an open set of Ω of full measure. However, this almost everywhere C 1 -regularity fails for general critical points of E(u).
For m = n = 2, in the celebrated work [MS03] , Müller &Šverák constructed the nowhere C 1 weak solutions for the elliptic system (1. 6) div DF (Du) = 0 in Ω, for certain smooth strongly quasiconvex functions F. Such results have been extended by Székelyhidi in [Sz04] to certain smooth strongly polyconvex functions F of the form F (A) = ǫ|A| 2 + G(A, det A), where ǫ > 0 and G : M 2×2 × R → R is convex. Furthermore, in [MRS05] , Müller, Rieger &Šverák also proved that for all ǫ > 0 and α ∈ (0, 1) the system (1.6) (with the same F as in [MS03] ) also has a family of nowhere C 1 solutions u(·, t) for all t ∈ [0, T ] such that u(·, 0) = 0, u(x, t) = 0 (x ∈ ∂Ω) and u t ∈ C α (Ω T ; R 2 ) with u t C α < ǫ. Hence the function u(x, t) is nowhere C 1 in Ω T and solves the initial-boundary value problem for non-homogeneous parabolic system
with the right-hand side f = u t ∈ C α (Ω T ; R 2 ). Therefore, the standard theory (see, e.g., Lieberman [Li96] ) for parabolic equations of one unknown function does not apply to the parabolic systems of multiple unknown functions.
The nutshell in all the work [MRS05, MS03, Sz04] is that in the case n = 2 the elliptic system (1. 7) div σ(Du) = 0 in Ω, can be investigated through the first-order differential inclusion DU = Du Dũ ∈ K for unknown function U = (u(x),ũ(x) ) : Ω → R 2m withũ being stream function of σ(Du), where K is a subset in M 2m×2 defined by
Here, under the assumption (1.2), the set K has no rank-one connections, but even for σ = DF with F quasiconvex or polyconvex, the rank-one convex hull K rc of K can be sufficiently large and contain enough special geometric structures (e.g., T 4 or T 5 configurations) so that the set K admits the socalled in-approximations. In this way, Gromov's convex integration method [Gr86] can be generalized to construct the nowhere C 1 weak solutions. Certain evolution systems (1.1), especially the gradient flows of certain energy functionals E(u), have been studied using the time-discretization method; see Bethuel, Coron, Ghidaglia & Soyeur [BCGS92] and Kikuchi [Ki94] for the study of heat flow for harmonic maps, Kinderlehrer & Pedregal [KP92] for constructing Young measure valued solutions for certain evolution equations (see also [De96] ), and Evans, Savin & Gangbo [ESG05] for the study of a special polyconvex case with F (A) = Φ(det A).
For general strongly quasiconvex functionals E(u), the time-discretization method for gradient flow is to successively minimize the energy
over u with given boundary value u 0 | ∂Ω , where u 0 is a given initial datum and 0 < h < 1 is a given time-mesh. The quasiconvexity of F implies that the energy I Discretize the time interval [0, ∞) into subintervals of length h and define u (h) (x, t) and U (h) (x, t) as follows: for each j = 1, . . . , and (j −1)h ≤ t < jh,
In this way, one has
. The remaining essence of this method is the convergence of sequences {u (h) } and {U (h) } as h → 0; a strong convergence of {u (h) } and {DU (h) } would yield a weak solution to the L 2 gradient flow of E. However, despite the fact that u j is an energy minimizer of I (h) j , such a strong convergence has remained open even for the special case F (A) = Φ(det A) considered in [ESG05] . Consequently, in general, the time-discretization method only produces the Young measure solutions for (1.1) as in [De96, KP92] , and the existence of true weak solutions for general diffusion systems has remained essentially unknown. The same remains the case for elastodynamics problems as studied in [DST01, DST12, Ri03] , but see [KK18] for a recent result on existence of true weak solutions for one-dimensional elastodynamics.
1.1. The framework of partial differential inclusions. In this paper, we follow the framework of Kim & Yan [KY15, KY17, KY18] and Zhang [Z06a, Z06b] to study (1.1) by the methods of first-order nonhomogeneous partial differential inclusions.
To elucidate the main idea, we introduce the unknown vector function
and denote its spatial-time Jacobi matrix by
here M (m+nm)×(n+1) denotes the space of matrices X written in the form of (1.9)
: tr(B i ) = z i (i = 1, 2, . . . , m) , and let
(1.11)
: tr(B i ) = 0 (i = 1, 2, . . . , m) .
One easily sees that any solution w = [u, (v i )] of the first-order nonhomogeneous partial differential inclusion,
produces a weak solution u of (1.1). Similarly, the homogeneous inclusion
generates a family of weak solutions u(·, t) (with t as a parameter) to the elliptic equation (1.7). Note that even when n = 2 the set K ⊂ M 3m×3 is different from the set K ⊂ M 2m×2 defined by (1.8). Although K lies in a linear space, the substantial usage of this set is from its "diagonal projections" and the T Nconfigurations considered later will be only some special ones supported on K, and only the diagonal projections of these special T N -configurations play a crucial role in our study.
Convex integration and
Baire's category methods. There have been primarily two approaches for studying partial differential inclusions of the form (1.12) or (1.13). One is the generalization of Gromov's convex integration method [Gr86] 1.3. Condition (OC) and the main results. Our main results rely on some non-degeneracy assumption about the geometric structure of function σ(A). In the work of [MRS05, MS03, Sz04] , such a non-degeneracy condition is called Condition (C) and is imposed in terms of transversality of the intersection of set K N = K × · · · × K with the T N -configurations supported on K; this condition is much more in a geometrical nature.
In this paper, we impose a condition, called Condition (OC), which requires that certain open sets exist in connection with the graph of σ(A) and the "diagonal projections" of special T N -configurations supported on the set K. Our Condition (OC) is more of an analytical nature and is also handled much more analytically than geometrically, avoiding the transversality analysis of [MS03, Sz04] .
The definition of Condition (OC) along with further discussions will be given in Definition 3.2 below, but we first state our main results.
∈ Σ onΩ T for i = 1, 2, . . . , m. Then, there exists a sequence u ν of weak solutions of (1.1) in W 1,∞ (Ω T ; R m ) satisfying u ν | ∂Ω T =ū and converging weakly* toū in W 1,∞ (Ω T ; R m ) as ν → ∞.
We expect that the solutions u ν could be constructed to be nowhere C 1 in Ω T as in [MS03, MRS05, Sz04] ; however, the Baire's category framework may have to be modified or replaced by a convex integration scheme and, due to the length of the paper, we shall not investigate this problem in the present paper. Furthermore, it would be interesting to see if the solutions can be constructed to be C 1,α in t but nowhere smooth in x as in [MRS05] .
We remark that under the assumption of the theorem one can always find smooth functionsū,v i satisfying (1.14) such thatū is not a weak solution of (1.1); this shows that the solutions of (1.1) (even coupled with smooth initial-boundary value conditions) are unstable under Lipschitz convergence. To see this, let [A, (b i )] ∈ Σ and defineū = (ū 1 , . . . ,ū m ) andv
for i = 1, 2, . . . , m and j = 1, 2, . . . , n. Then, for all sufficiently small ǫ = 0, (1.14) holds, but clearlyū is not a solution of (1.1).
Theorem 1.2. Let m = n = 2. There exist smooth strongly polyconvex functions F : M 2×2 → R such that σ = DF satisfies Condition (OC). Therefore, for such a polyconvex function F , there exist weakly* convergent sequences of Lipschitz gradient flows of energy E(u) = Ω F (Du)dx whose limits are not Lipschitz gradient flow of E.
We employ a similar approach as in the elliptic case by Székelyhidi [Sz04] , but details of the construction of F are substantially different due to the special T 5 -configurations required and Condition (OC). The search for such a special T 5 -configuration compatible with a strongly polyconvex function is necessarily aided by numerous trials of the parameters using MATLAB. We also remark that for the special T 5 -configuration (A 0 1 , . . . , A 0 5 ) constructed, the required polyconvex functions F exist for "generic" values of {D 2 F (A 0 i )}, as in the results of [MS03, Sz04] .
By induction, one can easily see that E lc,i ⊆ E rc for all i = 0, 1, . . . ; therefore, we have the following relation:
2.2. T N -configurations. In view of applications to elliptic PDE equations, it is crucial that the rank-one convex hull E rc of a set E be nontrivial even if E contains no rank-one connections; that is, rank(X − Y ) = 1 for all X = Y in E. In this case, the T N -configurations become more important for the rank-one convex hull of E.
Definition 2.1 (T N -configuration). Let N ≥ 2 and {X 1 , X 2 , . . . , X N } ⊂ M p×q . We say that the N -tuple (X 1 , X 2 , . . . , X N ) is a T N -configuration provided that there exist matrices P, C 1 , C 2 , . . . , C N in M p×q and real numbers κ 1 , κ 2 , . . . , κ N , with rank(C j ) = 1, N j=1 C j = 0 and κ j > 1, such that
. . .
(2.1)
In this case, define P 1 = P, P j = P + C 1 + · · · + C j−1 for j = 2, 3, . . . , N , and
where (X j , P j ] = {(1 − λ)X j + λP j : 0 < λ ≤ 1}. LetT (X 1 , . . . , X N ) = ∪ N j=1 [X j , P j ] be the closure of T (X 1 , . . . , X N ).
Remark 2.1. (i) We do not require that {X 1 , X 2 , . . . , X N } contain no rankone connections; this allows for N = 2 and rank-one connections to recover results of the unpublished paper [Ya18] . However, such a requirement will be automatically encoded in the special T N -configurations and their projections studied later for the case of systems.
(ii) We refer to Kirchheim, Müller &Šverák [KMS03] for further studies on T N -configurations and also refer to a recent interesting study on
Lemma 2.1. Let (X 1 , X 2 , . . . , X N ) be a T N -configuration in M p×q given by (2.1). ThenT
Moreover, if 1 < κ ′ j < κ j and X ′ j = P j + κ ′ j C j for j = 1, 2, . . . , N , then the N -tuple (X ′ 1 , X ′ 2 , . . . , X ′ N ) is also a T N configuration, and T (X ′ 1 , . . . , X ′ N ) ⊂ T (X 1 , . . . , X N ). Figure 1 . A general T N -configuration (X 1 , X 2 , . . . , X N ) determined by P = P 1 = P N +1 and C j = P j+1 − P j for j = 1, 2, . . . , N.
Proof. With P N +1 = P 1 , we have P j+1 = 1 κ j X j + (1 − 1 κ j )P j for all j = 1, . . . , N. Clearly X j − P j = κ j C j is of rank-one. Let g ≥ 0 be any rank-one convex function on M p×q such that g(X j ) = 0 for all j = 1, . . . , N. Then
for all j = 1, 2, . . . , N. Adding, we have
which implies g(P j ) = 0 for all j = 1, 2, . . . , N. Thus,
for all 0 ≤ λ ≤ 1, which proves [X j , P j ] ⊆ g −1 (0); henceT (X 1 , . . . , X N ) ⊂ {X 1 , . . . , X N } rc . Clearly, (X ′ 1 , . . . , X ′ N ) is a T N -configuration determined by P, C j and κ ′ j > 1, and, since κ ′ j < κ j , it is obvious thatT (X ′ 1 , . . . , X ′ N ) ⊂ T (X 1 , . . . , X N ).
Admissible T N -configurations in M (m+nm)×(n+1)
. Any rank-one matrix in M (m+nm)×(n+1) is given by
where tr(B i ) = 0 and (|p|
Thus |p||α| = 0 and p ⊗ α = 0; so, one also has sβ i = 0 and thus C = 0 sp (β i ⊗ α) (0)
. Therefore, [Y, Y + C] ⊂ K, and thus K lc,1 = K; hence K lc,j = K for j = 1, 2, . . . , which proves K lc = K.
Note that if a matrix X of form (1.9) is in the convex hull of K, then tr(B i ) = 0 for all i = 1, 2, . . . , m. So, if (X 1 , . . . , X N ) is a T N -configuration in K (meaning that all X j ∈ K) determined by P, C j and κ j , then P j ∈ K rc ⊂ K c for j = 1, 2, . . . , N + 1 with P N +1 = P 1 , and thus
must satisfy the additional orthogonality condition (2.4) β i j · α j = 0 (i = 1, 2, . . . , m; j = 1, 2, . . . , N ). For such rank-one matrices, we have the following result.
, α = 0, β i · α = 0 (i = 1, 2, . . . , m).
Then, for any bounded open set
Proof. The result for m = 1 has been proved in [KY15, Lemma 4.5]. For general m, following the same idea, given h ∈ C ∞ (R n+1 ), let
Then div v i = 0. The proof can be achieved by setting
with |α| 2 f ′′ taking mostly the values of 0, λ, λ − 1 and sufficiently small f and f ′ .
is called admissible if all its determining rank-one matrices C j 's are of the form (2.5).
Thanks to the special structure of T N -configurations, we can prove the following theorem directly by iterating Lemma 2.3 in finite steps without using the rank-one Young measures as in [MS03] .
for any bounded and open set
Proof. Let (X 1 , . . . , X N ) be determined by C j , P j and κ j . For simplicity, set
2 and continue this procedure, until we reach the identity
In this way, we obtain an open setG ′ 11 ⊂⊂ G 11 and a functioñ
We iterate this modification procedure first on open set G 21 = G ′′ 12 and then, after k iterations, we obtain an open setG ′
.
The proof is finished.
Diagonal projections of T N -configurations
Let P be the projection on the "diagonals" of matrices in M (m+nm)×(n+1) defined by
Let σ : M m×n → M m×n ∼ = (R n ) m and K be defined by (1.11). Define
3.1. The τ N -configurations and Condition (OC). We first have the following useful result.
Lemma 3.1. Let (X 1 , . . . , X N ) be an admissible T N -configuration given by P, C j and κ j > 1, where
Proof. From N j=1 C j = 0, we have N j=1 C s j = 0, and thus the N -tuple (X s 1 , . . . ,X s N ) is an admissible T N -configuration given byP , C s j and κ j . Clearly, P(P ) = P(P ) and P(C s j ) = P(C j ); hence P(X s j ) = P(X j ) and P(P s j ) = P(P j ), which proves P((X j , P j ]) = P((X s j ,P s j ]) and thus
In this case, define ρ 1 = ρ, ρ j = ρ + γ 1 + · · · + γ j−1 for j = 2, 3, . . . , N , and
due to possible degeneracy in conditions (3.5), (3.6) and (3.7), M N may not be a sub-manifold even locally near a given τ Nconfiguration. We instead consider only certain special τ N -configurations of M N . For example, if s j = α j · δ for some fixed δ ∈ R n , then condition (3.5) follows automatically from (3.6); in this case, the number of equations is reduced by m + mn and the number of variables by N − 1. The choice of s j = α j · δ represents a time scaling that is proportional to the spatial scaling, and we will study such special configurations more specifically in the 2-D later.
We now define our Condition (OC).
Definition 3.2 (Condition (OC)). A function σ : M m×n → M m×n is said to satisfy Condition (OC) provided that there exists a nonempty bounded open set Σ ⊂ M m×n × (R n ) m satisfying the following property:
3.2. The case of one unknown function. Assume m = 1. In this case,
Condition (3.9) with N = 2 was introduced in [Ya18] as the chord condition for set Σ.
We discuss a sufficient condition given in [Ya18] for a function σ : R n → R n to satisfy Condition (OC) with N = 2; this will shed some light on the general systems to be studied below (see Remark 3.2).
Let
Then Σ is nonempty, open and satisfies (3.9) with N = 2.
Proof. Since G(p 0 , q 0 ) = 0, it follows easily that Σ = ∅; clearly, Σ satisfies
for p + ∈ R n , λ ∈ (0, 1), p ∈ R n and β ∈ R n . Then,
(3.10) q(p + ,λ,p) =p − , F (p + ,λ,p,β) = 0, and F is C 1 near (p + ,λ,p,β) with partial Jacobian matrix
where q = q(p + , λ, p). From (3.10) and using the identity
Hence, by the Implicit Function Theorem, there exist neighborhoods B ǫ (p), Remark 3.2. Suppose G(p 0 , q 0 ) = 0 for some p 0 = q 0 in ∆; this is guaranteed if σ is smooth and nonmonotone. Note that δ(p 0 , q 0 ) is a polynomial of P = σ ′ (p 0 ) and Q = σ ′ (q 0 ); write this polynomial as j(P, Q). From G(p 0 , q 0 ) = 0, it follows that
thus j(P, Q) is not identically zero. Therefore, for any ǫ > 0, there exists a smooth functionσ such that σ −σ C 0 < ǫ,σ agrees with σ at p 0 and q 0 , |σ ′ (p) − σ ′ (p)| < ǫ at both p = p 0 and q 0 , andδ(p 0 , q 0 ) = 0. Thus for such a functionσ one can always find sets ∆ ± ; so, by Proposition 3.2,σ satisfies Condition (OC) with N = 2.
3.3. The two-dimensional case. Let n = 2. Then, condition (3.7) can be written as
Note that the set L(K) is exactly the set K defined above by (1.8).
One easily sees that (ξ 1 , .
. . , m and j = 1, 2, . . . , N. Moreover, p j , q j , α j and s j satisfy, in addition to the T N -configuration requirement to be the set of all T N -configurations (X 1 , . . . , X N ) in M 2m×2 whose determining rank-one matrices are given by
and at least three of α j 's are not co-linear. We define M ′ N to be the set of all special τ N -configurations corresponding to M ′ N .
Proof. Let (X 1 , . . . , X N ) ∈ M ′ N be determined by P, C j and κ j , where C j 's are given as above. Let α j = (x j , y j ) ∈ R 2 . Then (3.13) is equivalent to N j=1
x j y j q j = 0.
(3.14)
Note that, for real numbers a, b, c, x, y, z, elementary computations show that
As at least three of α j 's are not co-linear, we have rank
Consequently, given α j as described above, from (3.14), the dimension of solutions (p j ) in (R m ) N is m(N − 2) and the dimension of solutions (q j ) in (R m ) N is m(N − 3). Note that for r j = 0 the change of variables α j → 1 r j α j , p j → r j p j , q j → r 2 j q j does not change the rank-one matrix C j and that for s = 0 the change of variables δ → 1 s δ and q j → sq j does not change C j ; thus the dimension of C j equals
Finally, adding the dimensions of (C j ), (κ j ) and P proves the result.
Remark 3.3. Let K = L(K) and K N = K × · · · × K, (N -times). Then dim(K N ) = 2mN in (M 2m×2 ) N and thus
contain an open set in the 8-dimensional space M 2×2 ×(R 2 ) 2 , which makes Condition (OC) much plausible with N = 4 for σ = DF given by certain strongly quasiconvex functions F , as in Müller &Šverák [MS03] . However, by a result of Kirchheim, Müller &Šverák in [KMS03, Proposition 3.11], it is impossible to find special T 4 -configurations supported in K F with a strongly polyconvex function F . Nevertheless, this is instead possible for special T 5 -configurations, which is the basis of Theorem 1.2.
The general existence theorem
Given an open set G ⊂ R p and a function ψ ∈ W 1,∞ (G; R q ), we use the following notation:
4.1. Baire's category method setting. The following general theorem of Baire's category type was proved in [Ya18] for m = 1. We include the proof for general m for the convenience of the reader. 
(Ω T ; R m ) extended to be zero outside of Ω T . Let ρ k ∈ C ∞ 0 (R n+1 ) be the standard mollifiers on R n+1 as k → ∞ and let ∇ k u = ∇ū + ∇(ρ k * φ). Then
This proves that ∇ : (X , L ∞ ) → (Y, L 2 ) is the pointwise limit of a sequence of continuous functions ∇ k : (X , L ∞ ) → (Y, L 2 ) and thus is a Baire-one function [Da08] . Let G ⊂ X be the set of continuity points of ∇. Then G is dense in (X , L ∞ ). To complete the proof, we show that G ⊂ S. Let u ∈ G. Since U ǫ is dense in X , there exists
which proves that u is a Lipschitz solution of (1.1) and hence u ∈ S.
The H −1 -norm involved can be estimated by the following result.
Proof. For all φ ∈ H 1 0 (Ω T ) and i = 1, 2, . . . , m, from u i = div v i , one has
The result follows from the definition of 
In order to construct the admissible sets U and U ǫ as in Theorem 4.1, we employ the piecewise C 1 functions on finitely many pieces. |∂E j | = 0, f ∈ C 1 (Ē j ) ∀ j = 1, 2, . . . , µ, |E \ ∪ µ j=1 E j | = 0. In this case, we say that {E 1 , . . . , E µ } is a partition for f . In the following, for simplicity, let
∈ Σ onĒ j for all i = 1, 2, . . . , m and j = 1, 2, . . . , µ.
    
and, for ǫ > 0,
Clearlyū ∈ U . Since Σ is bounded, we assume (4.2) sup
For later use, we define . LetQ 0 = (0, 1) n and Q 0 =Q 0 × (0, 1).
where C n is a constant depending only on n. Moreover, if in addition u ∈ C 1 (Q 0 ) then v = Ru ∈ C 1 (Q 0 ; R n ).
Let Lȳ ,l : W 1,∞ (Q 0 ; R d ) → W 1,∞ (Qȳ ,l ; R d ) be the rescaling operator defined by
Note that ∇(Lȳ ,l f )(y) = (∇f )( y−ȳ l ) for y ∈ Qȳ ,l . From the previous lemma, the following result is immediate.
Then divg =φ a.e. in Qȳ ,l and
The density theorem and proof of Theorem 1.1
Theorem 1.1 follows from Theorem 4.1 if the following density theorem is proved; this section is devoted to the proof of this density theorem.
Theorem 5.1. Let U and U ǫ be defined as above. Then, for each ǫ > 0, the set U ǫ is dense in U under the L ∞ -norm.
Proof. Let ǫ > 0, u ∈ U and ρ > 0 be fixed. Then u t L ∞ (Ω T ) < m and there exist functions 1, . . . , m; j = 1, . . . , µ) .
We will accomplish the construction ofũ in several steps. In what follows, we write y = (x, t).
Step
With theseÃ,b i , p j , α j , s j , β i j and κ j , let (X s 1 , . . . ,X s N ) be the T N -configuration in K defined in Lemma 3.1. Let τ > 0 be sufficiently small so that, for the N -tuple (X s,τ 1 , . . . , X s,τ N ) is an admissible T N -configuration and that [A, (b i )] ∈ P(T (X s,τ 1 , . . . , X s,τ N )). Note that P(X s,τ j ) = P(X 1,τ j ) for all s = 0. Since lim τ →0 + dist(P(X 1,τ j ); K) = dist(P(X j ); K) = 0, there exists a further smaller τ > 0 such that
Fix such a τ > 0. Then P(T (X 1,τ 1 , . . . , X 1,τ N )) ⊂ P(T (X 1 , . . . , X N )) ⊂ Σ.
Since Σ is open and P(T (X 1,τ 1 , . . . , X 1,τ N )) is compact, there exists a number δ τ > 0 such that [P(T (X 1,τ 1 , . . . , X 1,τ N ))] δτ ⊂ Σ. Hence, for all s = 0, (5.4) P([T (X s,τ 1 , . . . , X s,τ N )] δτ ) ⊂ [P(T (X s,τ 1 , . . . , X s,τ N ))] δτ ⊂ Σ.
Step 2. Apply Theorem 2.4 to the unit cube G = Q 0 ⊂ R n+1 with X s ∈ T (X s,τ 1 , . . . ,X s,τ N ) to obtain a function ω = [ϕ,
where M ′ > 0 is a constant depending on [A, (b i )] and ǫ ′ ∈ (0, 1) is a number to be chosen later.
Step 3. Let 0 < l < 1. Consider the functions [φ, (ψ i )] = Lȳ ,l [ϕ, (ψ i ))] and g i = Rȳ ,l ϕ i defined on Qȳ ,l , where Lȳ ,l and Rȳ ,l are the operators defined above. Let 
Step 4. In this step, we estimate ṽ i t − σ i (Dũ) L 2 (Qȳ ,l ) . Note that
By (5.6),
where G = Qȳ ,l \ F and
By (b) of
Step 2, |F | < ǫ ′ |Qȳ ,l | and, by (5.6), |A + Dφ| ≤ 1 + 3M and |Du + Dφ| ≤ 1 + 3M on Qȳ ,l . Hence
By (5.3) ,
Then m(l) → 0 as l → 0 + . We have the following estimates:
where α(s) is the function defined in (4.4). Hence, we obtain
Step 5. In this step, we estimate
By (c) of Step 2 and (5.6), we have dist([Dũ, (ṽ i t )]; P(T (X 1,τ 1 , . . . , X 1,τ N ))) < (1 + C n l)ǫ ′ + 2m(l) + 2M C n l|s|. (5.8)
Step 6. In this step, we select the small numbers ǫ ′ ∈ (0, 1) and s = 0 in the estimates (5.6), (5.7) and (5.8) to ensure that, for all sufficiently small l ∈ (0, 1), it holds that (5.9)
To do so, from the first two estimates of (5.6), (5.7) and (5.8), we select ǫ ′ and b such that
,
This guarantees the first two requirements in (5.9). By (5.7) and (5.8), we also have
; P(T (X 1,τ 1 , . . . , X 1,τ N ))) < 2δ τ 3 + 2m(l).
Since m(l) → 0 and α(m(l)) → 0 as l → 0 + and E j is open, there exists a number 0 < lȳ < 1 such that, for all 0 < l < lȳ,
where δ τ > 0 is the number defined by (5.4).
With all such l's, the last two requirements in (5.9) are also satisfied since it follows from dist([Dũ, (ṽ i t )]; P(T (X 1,τ 1 , . . . , X 1,τ N ))) < δ τ that, by (5.4),
Step 7. For the fixed ν, the family {Qȳ ,l |ȳ ∈ E ν , 0 < l < lȳ} forms a Vitali covering of the set E ν by closed cubes (see [DM99] ). Hence there exists a countable subfamily of disjoint closed cubes {P ν,k = Qȳ k ,l k | k = 1, 2, . . . } such that E ν = (∪ ∞ k=1 P ν,k ) ∪ R ν , |R ν | = 0. Letũ ν,k = uȳ k ,l k andṽ i ν,k = v ī y k ,l k be the functions defined by (5.5) on P ν,k = Qȳ k ,l k .
For each ν = 1, 2, . . . , µ, let N ν be such that
Consider the partition (5.11)
Using partition (5.11), we definẽ
with partition being {P, P ν,k | ν = 1, 2, . . . , µ, k = 1, 2, . . . , N ν }. Then, all requirements in (i) and (ii) at the start of the proof are clearly satisfied, except the last one in (5.1), which is proved as follows.
Finally the proof of Theorem 5.1 is completed.
6. T 5 -configurations supported by 2 × 2 polyconvex functions Assume m = n = 2. We follow the idea of Székelyhidi [Sz04] to construct certain special T N -configurations supported by a strictly polyconvex F : M 2×2 → R of the form (6.1)
The construction relies on linear programming by MATLAB. Let K F denote the set K defined by (1.8) with σ = DF. We also use the notations of Subsection 3.3. 6.1. Special T 5 -configuration supported by a polyconvex function. With F given by (6.1), we have
cof A = D(det A) = a 22 −a 21 −a 12 a 11 for A = a 11 a 12 a 21 a 22 .
Hence (cof A) T A = (det A)I.
As in [Sz04] , if we are given c j , d j ∈ R and Q j ∈ M 2×2 for j = 1, 2, . . . , N , then it is well known that there exists a smooth convex function G : M 2×2 × R → R with the property that G(Ã j ) = c j and G A (Ã j ) = Q j , G δ (Ã j ) = d j provided the following condition holds:
If G A (Ã j ) = Q j and G δ (Ã j ) = d j also satisfy (6.3), then
and thus inequality (6.4) is equivalent to (6.5)
holds for all i = j, then we can choose ǫ > 0 sufficiently small so that (6.5) is also satisfied.
Proposition 6.1. Let N = 5. Then there exists (X 1 , . . . , X 5 ) ∈ M ′ 5 such that (6.6) holds for some constants c 1 , . . . , c 5 and d 1 , . . . , d 5 .
Proof. If (X 1 , . . . , X 5 ) ∈ M ′ 5 is determined by P, C i and κ i such that (6.6) holds for some constants c 1 , . . . , c 5 and d 1 , . . . , d 5 , then, by adjusting constants c i , we may assume P = 0, c 1 = 0. Let
where α j = 0 and at least three α j 's are non-colinear. We will try to find such a T 5 -configuration with δ = (1, 1), α 1 = (−1, 0), α 2 = (0, −1), α 3 = (1, z 3 ), α 4 = (1, z 4 ), α 5 = (y 5 , 1),
where z 3 = 0. From (3.13), we solve p 1 , p 2 as linear combinations of p 3 , p 4 , p 5 and solve q 1 , q 2 , q 3 as linear combinations of q 4 , q 5 ; in fact, p 1 = p 3 + p 4 + y 5 p 5 , p 2 = z 3 p 3 + z 4 p 4 + p 5 ,
(6.7)
Hence δ ij = det(A i − A j ) becomes a function of y 5 , z 3 , z 4 , κ i , p 3 , p 4 and p 5 , and µ ij = A i − A j , B i J becomes a linear function of q 4 , q 5 with coefficients depending on y 5 , z 3 , z 4 , κ i , p 3 , p 4 and p 5 . With fixed choice of y 5 , z 3 , z 4 , κ i , p 3 , p 4 and p 5 , (6.6) becomes a system of 20 linear inequalities on 13 variables c 2 , . . . , c 5 , d 1 , . . . , d 5 , q 4 , q 5 .
The matrix representing the LHS of (6.6) is a 20 × 13 matrix A whose elements depend on y 5 , z 3 , z 4 , κ i , p 3 , p 4 , p 5 . With the aid of MATLAB, after numerous trials on different choices of the parameters y 5 , z 3 , z 4 , κ i , p 3 , p 4 , p 5 for the matrix A, the linear inequality constraint AX < 0 finally becomes feasible when y 5 = 2, z 3 = 1, z 4 = 4, p 3 = (1, 0), p 4 = (1, 1), p 5 = (0, 1), κ 1 = 2, κ 2 = 3, κ 3 = 4, κ 4 = 3, κ 5 = 2.
With this choice of parameters, a feasible solution X for AX < 0 gives q 4 = (−19, 0), q 5 = (−63, −82).
The rank-one matrices C j = p j (α j · δ)q j ⊗ α j are thus given by
We record the corresponding T 5 -configuration (X 1 , . . . , For this choice of A j and B j , it is straightforward (with the aid of MATLAB) to verify that (6.6) is satisfied by constants (c 1 , . . . , c 5 , d 1 , . . . , d 5 ) = (0, −3650, −3318, 5044, 580, 58, −7.5, 772, 57, 376).
Remark 6.1. The special T 5 -configuration above also provides a correct T 5 -configuration for [Sz04, Example 1]; a corrected T 5 -configuration for this example communicated to me in [Sz18] is not a special T 5 -configuration for our purpose. For later use, the T 5 -configuration given in the proof of Proposition 6.1 has the following parameters: Proposition 6.2. Let (X 0 1 , . . . , X 0 5 ) ∈ M ′ 5 be the T 5 -configuration above satisfying (6.6) for constants c 0 1 , . . . , c 0 5 and d 0 1 , . . . , d 0 5 . Then for all sufficiently small ǫ > 0 there exists a smooth convex function G : M 2×2 × R → R such that the function F 0 (A) = ǫ|A| 2 /2 + G(A, det A) satisfies that X 0 j ∈ K F 0 for j = 1, 2, . . . , 5.
Then (6.5) is satisfied for all sufficiently small ǫ > 0. Hence, following the proof of [Sz04, Lemma 3], for such an ǫ > 0, there exists a smooth convex G :
6.2. Perturbation of the special T 5 -configuration. We perturb the T 5configuration (X 0 1 , . . . , X 0 5 ) obtained above around each vertex of the pentagon [P 0 1 · · · P 0 5 ] by the following parameters: (6.9)
There are 28 free variables; note that we do not perturb δ. Let Y = (z 1 , y 2 , z 3 , z 4 , y 5 , p 3 , p 4 , p 5 , q 4 , q 5 , κ 1 , . . . , κ 5 ) ∈ R 20 , and define p 1 , p 2 , q 1 , q 2 , q 3 from (3.13) by
q 4 − (y 5 z 1 + 1)(y 5 z 3 − 1) (y 2 z 1 − 1)(y 2 z 3 + 1) q 5 , q 3 = − (z 1 + z 4 )(y 2 z 4 + 1) (z 1 + z 3 )(y 2 z 3 + 1) q 4 − (y 2 + y 5 )(y 5 z 1 + 1) (z 1 + z 3 )(y 2 z 3 + 1) q 5 .
(6.10)
⊗ α j and, for each ν = 1, 2, . . . , 5, define
henceforth, the indices ν, j appearing in Z ν j , C j and κ j are always taken modulo 5. We also define, for all ν and j,
Then, with indices modulo 5,
The following result is immediate, but will be useful later.
. Then, with indices modulo 5, for all ν, j, i with j ≥ i,
In what follows, we fix identifications M 2×2 ∼ = R 4 and M 4×2 ∼ = R 8 by (6.15)
x 11 x 12
x 11
x 21
x 31
x 41
x 12
x 22
x 32
which are the identifications used in MATLAB.
Lemma 6.4. For each ν = 1, . . . , 5, the 8 × 20 matrix ∂Z ν 1 ∂Y has rank less than or equal to 5.
Set α ν = (a, b) ∈ R 2 , where one of a, b is constant and the other is a variable in Y . Thus, with the identification (6.15), as a 8 × 20 matrix,
Since one of ∂a/∂Y or ∂b/∂Y vanishes, we easily have rank ∂Z ν 1 ∂Y ≤ 5.
6.3. The perturbation of F 0 . Let F 0 (A) = ǫ|A| 2 /2 + G(A, det A) be the function determined in Proposition 6.2. We perturb F 0 to obtain a new strongly polyconvex function F which not only satisfies DF (A 0 j ) = DF 0 (A 0 j ) but also depends on the values of {D 2 F (A 0 j )} in a generic way so that Condition (OC) holds for σ = DF.
To this end, let B 1 (0) be the unit ball in M 2×2 and let ζ ∈ C ∞ c (B 1 (0)) be such that 0 ≤ ζ(A) ≤ 1 and ζ(0) = 1. Given r > 0 and tensor H = (H pqij ) with H pqij = H ijpq ∈ R for all i, j, p, q ∈ {1, 2} (note that H can be viewed as a 4 × 4 symmetric matrix), define the function
where C is a constant independent of H, r.
Let r = min i =j |A 0 i − A 0 j | > 0. The function F will be constructed in the form of (6.17)
withH 1 , . . . ,H 5 to be chosen later. Then we will have that DF (A 0 j ) = DF 0 (A 0 j ) and D 2 F (A 0 j ) = D 2 F 0 (A 0 j ) + H j for j = 1, . . . , 5; thus, the specific T 5 -configuration (X 0 1 , . . . , X 0 5 ) also lies on K F . Furthermore, F will be strongly polyconvex if 5 j=1 |D 2 VH j ,r (A)| < ǫ, which, by (6.16), will be satisfied if Therefore, as a 4 × 8 matrix,
where the tensor D 2 F (A) is considered as a symmetric 4 × 4 matrix. Hence (7.3) rank(DΦ(X)) = 4 ∀ X ∈ M 4×2 .
We consider the following function
is defined by (6.12). By (6.14), given ν and i, modulo 5, we have, component-wise,
7.1. The nondegeneracy of Ψ ν . Note that Ψ ν (Y 0 , P ν ) = 0. To study the equation near (Y 0 , P 0 ν ), we consider the partial Jacobian matrix
which is a 20 × 20 matrix. By (7.1) and (7.4), we have
Therefore the matrix ∂Ψ ν ∂Y (Y, Q) depends affinely on the Hessians D 2 F (P X ν k ) (k = 1, 2, 3, 4, 5), and otherwise is independent of F and Q.
Since X ν j (Y 0 , P 0 ν ) = X 0 ν+j−1 for all ν, j = 1, . . . , 5, we have
. . , D 2 F (A 0 5 )} ∀ ν, j = 1, 2, . . . , 5, and therefore J ν is a polynomial of tensors H 1 = D 2 F (A 0 1 ), . . . , H 5 = D 2 F (A 0 5 ) whose coefficients are independent of F . We write this polynomial as (7.7)
J ν = j ν (H 1 , H 2 , H 3 , H 4 , H 5 ).
Lemma 7.1. The polynomial j ν (H 1 , . . . , H 5 ) is not identically zero for each ν = 1, . . . , 5.
Proof. Given s, t, we consider the tensors, again with I = I 2 and O = O 2 ,
and let g ν (s, t) = j ν (h 1 , h 2 , h 1 , h 1 , h 2 ). Then, again with the aid of MATLAB, we compute to verify that (7.8) g 1 (1, 0) = 0, g 2 (0, 0) = 0, g 3 (0, 1) = 0, g 4 (0, 0) = 0, g 5 (0, 0) = 0.
Therefore, the polynomial j ν (H 1 , . . . , H 5 ) is not identically zero for each ν = 1, . . . , 5.
7.2. The definition of F . Since j ν (H 1 , . . . , H 5 ) is not identically zero for each ν = 1, . . . , 5, we select (H 0 1 , . . . , H 0 5 ) with the following properties: j ν (H 0 1 , . . . , H 0 5 ) = 0 ∀ ν = 1, 2, . . . , 5. (7.9)
The tensorsH j = H 0 j − D 2 F 0 (A 0 j ) satisfy (6.18). (7.10)
WithH j defined as in (7.9) and (7.10), we assume that a function F (A) is given by (6.17). Then, by (7.10), F is a strongly polyconvex function. By (7.9),
. . , H 0 5 ) = 0 ∀ ν = 1, 2, . . . , 5.
Since Ψ ν (Y 0 , P 0 ν ) = 0, by the Implicit Function Theorem, there exist number η > 0 and smooth functions for ν = 1, 2, . . . , 5,
We may also select η > 0 sufficiently small so that, for all ν, i (modulo 5) Q) ). Proof. By (7.5), for all ν and i, modulo 5, we have (7.14) Ψ ν (Y, Q) = 0 ⇐⇒ Ψ ν+i−1 (Y, P ν i (Y, Q)) = 0. Hence the result follows from (7.12). , where H 0 j = D 2 F (A 0 j ) (j = 1, . . . , 5), W (H 1 , . . . , H 5 ) is a 8 × 8 matrix whose entries are polynomials of tensors (H 1 , . . . , H 5 ), and j ν (H 1 , . . . , H 5 ) is the polynomial function defined above in (7.7).
Notice again that both W and j ν are independent of the function F . Therefore, both µ M 0 and | adj(I − µ −1 M 0 M 0 )z ν 0 | 2 , where z ν 0 = κ 0 ν C 0 ν ∈ R 8 , are rational functions of (H 0 1 , . . . , H 0 5 ) that are independent of the function F .
Lemma 7.5. The rational functions of (H 1 , . . . , H 5 ) representing µ M 0 and | adj(I − µ −1 M 0 M 0 )z ν 0 | 2 are not identically zero. Proof. Let h 1 and h 2 be the tensors in the proof of Lemma 7.1. Using MATLAB again, one can show that the values of the two rational functions representing µ M 0 and | adj(I − µ −1 M 0 M 0 )z ν 0 | 2 are nonzero at [h 1 , h 2 , h 1 , h 1 , h 2 ] with the same (s, t) and ν as given in the proof of Lemma 7.1.
We finally complete the definition of function F by selecting the values (H 0 1 , . . . , H 0 5 ) = (D 2 F (A 0 1 ), . . . , D 2 F (A 0 5 )) to satisfy, in addition to (7.9) and (7.10), the following properties
These are possible by Lemma 7.5, and such values of (H 0 1 , . . . , H 0 5 ) are generic.
Once F is defined, we select η > 0 further small so that, by continuity, Let F be defined as above, and we define η > 0, Y ν : B η (P 0 ν ) → B η (Y 0 ) according to (7.11), (7.12), (7.13) and (7.23).
For Q ∈ B η (P 0 ν ), let X ν j (Q) = Q + Z ν j (Y ν (Q)),P ν j (Q) = P ν j (Y ν (Q), Q). We finally establish Condition (OC) for function σ = DF and complete the proof of Theorem 1.2.
Theorem 7.6. For Q ∈ B η (P 0 ν ), it follows that (X ν 1 (Q), . . . ,X ν 5 (Q)) ∈ M ′ 5 ∩ (K F ) 5 . Furthermore, let
{T (X ν 1 (Q), . . . ,X ν 5 (Q)) : Q ∈ B η (P 0 ν )}.
Then Σ is nonempty, bounded, open and satisfies (3.9); therefore, σ = DF satisfies Condition (OC).
Proof. Since Ψ ν (Y ν (Q), Q) = 0, one easily has (X ν 1 (Q), . . . ,X ν 5 (Q)) ∈ M ′ 5 ∩ (K F ) 5 .
Clearly, Σ is nonempty, bounded and satisfies (3.9). It remains to show that Σ is open. To this end, letX ∈ Σ; thenX ∈ T (X ν 1 (Q), . . . ,X ν 5 (Q)) for some ν ∈ {1, . . . , 5} andQ ∈ B η (P 0 ν ). Without loss of generality, assumē X =λX ν i (Q) + (1 −λ)P ν i (Q) for some i ∈ {1, . . . , 5} and 0 <λ < 1. By (7.13),P ν i (Q) ∈ B η (P 0 ν+i−1 ).
Our goal is to show that B ρ (X) ⊂ Σ for some ρ > 0. To do so, we consider X not as a point on the i-th segment of T (X ν 1 , . . . ,X Figure 2 . A typical case in the proof of Theorem 7.6. Here ν = 2, i = 3,Q =P 2 1 =P 2 1 (Q) andŪ =P 2 3 =P 2 3 (Q). The (blue) dashed lines represent the special T 5 -configuration (X 2 1 , . . . ,X 2 5 ) for whichX ∈ (X 2 3 ,P 2 3 ). Two smaller (red) circles represent B ρ (X) and B η ′ (Ū ). For each given X ∈ B ρ (X), the (red) dotted lines represent a special T 5 -configuration determined by some U ∈ B η ′ (Ū ), whose rank-one convex hull contains X.
Let
z(U ) = z ν+i−1 (U ) = Z ν+i−1 1 (Y ν+i−1 (U )), which has been defined in Lemma 7.3. Then, by Lemmas 6.3 and 7.2, (7.24)X =λX ν i (Q) + (1 −λ)P ν i (Q) =P ν i (Q) +λz(P ν i (Q)) =Ū +λz(Ū ), whereŪ =P ν i (Q). We complete the proof of B ρ (X) ⊂ Σ in two cases. 
