INTRODUCTION
In 1934, Sir Ronald Fisher's work on likelihood reached its peak. He had earlier advocated the maximum likelihood estimator as a statistic with least large sample information loss, and had computed the approximate loss. Now, in 1934, Fisher showed that in certain special cases, namely the location and scale models, all of the information in the sample is recoverable by using an appropriately conditioned sampling distribution for the maximum likelihood estimator. This marks the beginning of exact conditional inference based on exact ancillary statistics, although the notion of ancillary statistics had appeared in Fisher's 1925 paper on statistical estimation.
Beyond the explicit details of exact conditional distributions for special cases, the 1934 paper contains on p. 300 the following intriguing claim about the general case WVhen these [log likelihood] functions are differentiable successive portions of the [information] loss may be recovered by using as ancillary statistics, in addition to the maximum likelihood estimate, the second and higher differential coefficients at the maximum.
To this may be coupled an earlier statement (Fisher, 1925, p. 724) The function of the ancillary statistic is analogous to providing a true, in place of an approximate, weight for the value of the estimate.
There are no direct calculations by Fisher to clarify the above remarks, other than calculations of information loss. But one may infer that approximate conditional inference based on the maximum likelihood estimate is claimed to be possible using observed properties of the likelihood function. To be specific, if we take for granted that inference is accomplished by attaching a standard error to the maximum likelihood estimate, then Fisher's remarks suggest that we use a conditional variance approximation based on the observed second derivative of the log likelihood function, as opposed to the usual unconditional variance approximation, the reciprocal of the Fisher information. Our main topics in this paper are (i) the appropriateness and easy calculation of such a conditional variance approximation and (ii) the ramifications of this for statistical inference in the single parameter case.
We begin with a simple illustrative example borrowed from Cox (1958) . An experiment is conducted to measure a constant 0. Independent unbiased measurements y of 0 can be made with either of two instruments, both of which measure with normal error: instrument k produces independent errors with a N(O, a2) distribution (k = 0, 1), where u2 and U2 are known and unequal. When a measurement y is obtained, a record is also kept of the instrument used, so that after a series of n measurements the experimental results are of the form (a1, YO) ..., (a,n Yn), where a1 = k if y. is obtained using instrument k. The choice between instruments for the jth measurement is made at random by the toss of a fair coin, pr(a, = 0) = pr(aj = 1) = i.
Throughout this paper, x will denote the entire set of experimental results available to the statistician, in this case (al, yl), ..., (an) Yn)
The log likelihood function 1,9(x), 1,9 for short, is the log of the density function, thought of as a function of 0. In this example Approximation (1.2), one over the expected Fisher information, would presumably never be applied in practice, because after the experiment is carried out it is known that instrument 1 was used a times and that instrument 0 was used n -a times. With the ancillary statistic a fixed at its observed value, 0 is normally distributed wvith mean 0 where a is an ancillary or approximately ancillary statistic which affects the precision of 0 as an estimator of 0. To a first approximation, a will be equivalent to I(x) itself. It is exactly so in Cox's example. The approximation (1.5) was suggested, never too explicitly, by Fisher in his fundamental papers on ancillarity and estimation. In complicated situations, such as that considered by Cox (1958) , it is a good deal easier to compute I(x) than 4. There are also philosophical advantages to (1.5). It is 'closer to the data' than 1/.If, and tends to agree more closely with Bayesian and fiducial analyses. In Cox's example of the two measuring instruments, for instance, an improper uniform prior for 0 on (-oo, oo) gives var (6 I x) = l1/I(x), in agreement with (1.5).
To demonstrate that (1.5) has validity in more realistic contexts, consider the estimation of the centre 6 of a standard Cauclhy translation family. For random samples of size n the Fisher information is X, = in. When n = 20, then 0 has approximate variance 0-1, in accordance with (1.2); the exact variance is about 0-115 according to Efron (1975 Efron ( , p. 1210 This is a weakened version of (1.5). In translation families I(x) is ancillary, but it is only a function of the maximal ancillary a, the configuration statistic, i.e. the n -1 spacings between the ordered values x(1) < ... <x(n). The stronger statement (1.5) is verified for translation families in ??2 and 8. We prefer (1.5) to (1.6) because var(Ola) is more relevant than var{6fI(x)} as a measure of precision for 0; in principle (Fisher, 1934) inference about 6 is conditional on a. The purpose of this paper is to justify (1.5) for a wide variety of one-parameter problems. The justification consists of detailed numerical results for several special examples involving moderate sample sizes, in addition to the general asymptotic theory. The results are presented in the following order: ? 2 gives an outline of the theory for translation families; ? 3 contains two detailed examples of this theory; ? 4 deals with confidence interval interpretations for the results of ? 2; ? 5 outlines the more complicated theory appropriate for nontranslation problems; ? 6 follows with an example; ?? 7 and 8 present details of the asymptotic theory; ? 9 contains brief concluding remarks, together with some further references and historical notes.
TRANSLATION FAMIIES

2* 1. Conditional variance approx$mation8
The theory of ancillarity and conditional inference for translation families was developed by Fisher (1934) . Here we will use Fisher's theory to justify (1.5), and its higher order corrections, in translation families. Section 4 contains the analogous results for approximate normal confidence limits based on (1.5). In ? 5 the general one-parameter problem is reduced to approximate translation form by a transformation argument. The treatment in this section is presented in outline form, more careful calculations being reserved for ? 8.
Suppose then that x1, ..., xn are independent and identically distributed with density This result, which is derived immediately from (2.2), looks simple but is in fact a powerful computational tool. Given the data vector x, it is computationally easy to plot the shape of the likelihood function likx(O). Reflection of this curve about its maximum point 8(x) then gives the conditional sampling density fg(#I a), which might otherwise be thought difficult to compute. The word 'shape' is necessary here since (2.3) determines ha(t) only relative to its maximum ha(O). Integration is necessary to determine the correct multiple, that which integrates to one. Fisher's tour de force was completed by noting that fully informative frequentist inferences about 0 should certainly be made conditional on the ancillary a, so that the likelihood theory leads easily and naturally to the appropriate frequentist theory.
To see how (2.3) applies to the phenomenon pictured in Fig. 1 
EXAMPLES OF TRANSLATION FAMILIES
We illustrate the theory of the preceding section using two particularly simple examples of symmetric translation families due to Fisher. The ancillary statistic in the hyperbola which are hyperbolae 'parallel' to the curve It has density In other words, this is another nonobvious example of form (2.2).
The log likelihood derivatives, from (3.7), are iV) = --2mr =-rf (j = 2,4, ...), 
CONDITIONAL CONFIDENCE INTERVALS FOR THE LOCATION PARAMETER
Our results so far have been presented mainly in terms of variances, it being understood that these are of most interest in conjunction with a normal approximation for 0-0. The expansion theory of ? 2 can be expressed directly in terms of conditional confidence intervals, an idea we now pursue explicitly.
As before, consider first the situation where lik_(G) happens to be perfectly normal shaped, so that (2.4) holds with c2 = I(x). There are two consequences of this relating to standard confidence interval methods. First, 0 has an exact normal distribution conditional on a, so that which also has an exact Xl distribution conditional on a. Although in general the likelihood function is not exactly normal shaped, it is approximately so for large n, and the same expansion methods used to confirm (1.5) also show that u(x) and v(x) defined above are asymptotically X2 conditional on a. More formally, we have the following result, proved in ? 8. in a sense similar to (2. 13). As we pointed out in ? 2 2, the degree of superiority is determined by the curvature. To investigate the practical validity of (4.5), we return to the Cauchy translation problem discussed in ? 1. We have generated 20,000 samples of size n = 20 and computed the empirical 
NONTRANSLATION FAMLIES
This section discusses an example of a nontranslation problem in which a version of (1.5) can be seen to hold. We will use this example to introduce definitions appropriate for general nontranslation problems. The example is totally artificial, being in fact a simple variant of Fisher's circle model, but furnishes a useful starting point because of its simplicity. A nontranslation problem of a more realistic nature is discussed in ? 6, again showing (1.5) at work.
We have not been able to provide a theoretical justification for these results in general, and pathological counterexamples are easy to construct, but nevertheless the examples suggest that (1.5), suitably interpreted, has wide validity. The marginal densities in Table 1 were obtained by numerical integration of the bivariate normal density along the spiral Q(x) = q. To avoid certain problems of definition, for each p6, the integration was restricted to points on this spiral with angular coordinate in the interval 6 + Ir. Notice that if p9 -q < Ir, then the spiral runs into the central spool before the lower limit 6-Ir is reached. This end effect seriously distorts a few of the more extreme calculations, as indicated in the tables. 
The observed Fisher information I(x) is I(x) = {1 -y0Q(x)}.f4 = p0(p0-q), (5.2)
where O = 8(x) and q = Q(x). We will also use the notation I(q, I) = 1(c) to emphasize the partition of x into the approximate ancillary Q(x) = q and the estimate 0. Rather than directly verifying that var (#I q) 1 /I(q, 0), which is in fact true, we will first make a 'variance stabilizing' transformation of parameter, to put the problem in an approximate translation form, where we can expect our approximation theory to work better. Fraser (1964) makes a similar effort using a different technique. which is (1P5). There is one more level of approximation in (5.5) than in var($, Iq) 1 which, to reiterate, is one reason for making the transformation (5 3). Table 2 shows that the quantity q -aq does indeed have nearly the right mean and variance, 0 and 1 respectively, for the cases considered. The worst case is q = 0, p6 = 18, for which the variance is 1-10. The case q = 2 with po = 18 looks terrible, but that is due to the end effect previously mentioned. Other moments of $q-aq were calculated, all of which indicated good agreement with a standard normal distribution. For example, E(I A-OIa) was within 4%, the worst case again being q = 0, Po = 18. Another advantage of variance stabilizing transformations is that they tend to improve normality. In our two examples, q-bq was more nearly normal The numerical results of ? 6 suggest that the direct likelihood method based on (5.9) is preferable. A corresponding treatment of locally most powerful tests of Ho: 0 = 00 indicates that the appropriate standardized form of the score statistic is l00,/{I(x)}*, which is approximately N(O, 1) conditional on Q = q. In this form the score statistic is no more convenient than its asymptotic equivalents, since 0 must be computed; for an example, see Hinkley (1977) .
What happens when we have r independent sets of samples from the same model? How would we compare the estimates? How would we pool the estimates? Answers to these questions are essentially given by Fisher (1925) Some numerical values of both fo and y2 are given in Table 3 . A qualitative interpretation of the curvature values is that our two-dimensional exponential family model is highly nonlinear for small 101, but nearly linear as 0 --+ 1. The effect of replacing fo by I(x) is potentially large for small I01 Table 3 The approximation (6 2) is remarkably accurate for the conditional mean of q, which implies that the conditional mean of $0 deviates from 00. Figure 9 illustrates a typical case.
The final numerical results are concerned with approximate methods for obtaining confidence limits for 0. According to our theory, both n($q -#q)2 and 2(1-lo) are approximate Xi variables conditional on q. In contrast n(0 -o)2, which is an approximate x2 variable unconditionally, does not have this property conditionally. Figure 10 contains empirical conditional tail probabilities for all three of these statistics corresponding to the value 3X84, nominal 0 05 probability, for the case n = 25, 0 = 0 3. Our speculative theory is nicely confirmed by these and similar results. As in the Cauchy case, ? 4, the likelihood ratio method gives the best agreement with the chi-squared approximation.
Note that even for n = 40 conditioning on q is likely to have an appreciable effect, because the coefficient of variation of I(x) is as hwigh as 0 3, its value at 0 = 0. Thus at n = 40 the unconditional variance approximation 1/. can easily depart by a factor of two from the conditional variance approximation.
CURVED EXPONENTIAL FAMILIES
The definition of the asymptotic ancillary statistic Q(x) at (5.6) is motivated by the geometry of curved exponential families. This section gives a brief description of the geometry involved. More details are given by Efron (1975 Efron ( , 1978 .
We begin with a k-dimensional exponential family C, with density functions of the form g9(x) = exp{JT X-+0(a)} (C E A, x E ), Under stronger regularity conditions the remainder terms in (2.7)-(2.8) can be shown to be Op(n-2) rather than o,(n-1).
Lemma 3 is proved in much the same way as Lemma 1, using Laplace transforms. Because of the very similar natures of (4.3) and (4.4), we discuss only the latter. Fig. 1 , and is for the majority of cases at n = 10. The implied forms of (8.14) are also very accurate. Note that (8.14) also explains the tendency for v(x) to be closer to X2 than is u(x), because x2 is stochastically smaller than X62 For Lemma 2 sufficient regularity conditions are stated in the last paragraph, following the formal derivation. First notice that since I(x)/0A is invariant under monotone reparameterizations, by (2.14), we can change to the parameter a defined by da/dO = f4/n, for which J (a) = n. We might as well assume this parameterization to begin with, so X9= n for all 0. This implies v20 ( 
