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Abstract We consider a nonlinear Robin problem for the Poisson equation in an1
unbounded periodically perforated domain. The domain has a periodic structure, and2
the size of each cell is determined by a positive parameter δ. The relative size of3
each periodic perforation is instead determined by a positive parameter . We prove4
the existence of a family of solutions which depends on  and δ and we analyze the5
behavior of such a family as (, δ) tends to (0, 0) by an approach which is alternative6
to that of asymptotic expansions and of classical homogenization theory.7
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1 Introduction12
In this paper, we consider a nonlinear Robin problem for the Poisson equation in a13
periodically perforated domain with small holes. We fix once for all14
n ∈ N\{0, 1}, and (q11, . . . , qnn) ∈]0,+∞[n,15
and we introduce a periodicity cell16
Q ≡ Πnj=1]0, q j j [ .17
Then we denote by q the diagonal matrix18
q ≡
⎛
⎜⎜⎝
q11 0 . . . 0
0 q22 . . . 0
. . . . . . . . . . . .
0 0 . . . qnn
⎞
⎟⎟⎠19
and by mn(Q) the n dimensional measure of the fundamental cell Q. Clearly, qZn ≡20
{qz : z ∈ Zn} is the set of vertices of a periodic subdivision of Rn corresponding to21
the fundamental cell Q.22
Then we consider m ∈ N\{0} and α ∈]0, 1[ and a subset Ω of Rn satisfying the23
following assumption.24
Let Ω be a bounded open connected subset of Rn of class Cm,α.25
Let Rn\clΩ be connected. Let 0 ∈ Ω . (1.1)26
Next we fix p ∈ Q. Then there exists 0 ∈]0,+∞[ such that27
p + clΩ ⊆ Q ∀ ∈] − 0, 0[, (1.2)28
where cl denotes the closure. To shorten our notation, we set29
Ωp, ≡ p + Ω ∀ ∈ R .30
Then we introduce the periodic domains31
S[Ωp,] ≡
⋃
z∈Zn
(
qz + Ωp,
)
, S[Ωp,]− ≡ Rn\clS[Ωp,],32
for all  ∈]−0, 0[. Then a function u defined either on clS[Ωp,] or on clS[Ωp,]− is33
q-periodic if u(x+qhheh) = u(x) for all x in the domain of u and for all h ∈ {1, . . . , n}.34
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Here {e1,…, en} denotes the canonical basis of Rn . Next we introduce a dilation of35
the periodic domain S[Ωp,]− by setting36
S(, δ)− ≡ δS[Ωp,]− ∀(, δ) ∈]0, 0[×]0,+∞[ .37
The parameter δ determines the size of the periodic cells of S(, δ)−. Next we turn to38
introduce the data of our problem. To do so, we fix ρ ∈]0,+∞[ and we consider the39
Roumieu function space C0q,ω,ρ(Rn) of q-periodic real analytic functions from Rn to40
R [see (2.2)], and we assume that41
{ f}∈]−0,0[ is a real analytic family in C0q,ω,ρ(Rn), (1.3)42
i.e., that the map from ] − 0, 0[ to C0q,ω,ρ(Rn) which takes  to f is real analytic,43
and we assign a (nonlinear) continuous real valued function44
G ∈ C0(∂Ω × R)45
satisfying certain regularity assumptions which we specify later [cf. (3.2), (4.5)]. Then46
we consider the following periodic nonlinear problem for the Poisson equation for each47
(, δ) ∈]0, 0[×]0,+∞[48
⎧⎪⎨
⎪⎩
Δu(x) = f(δ−1x) ∀x ∈ S(, δ)−,
u is δq − periodic in S(, δ)−,
∂
∂νδΩp,
u(x) + G(δ−1−1(x − δp), u(x)) = 0 ∀x ∈ δ∂Ωp, ,
(1.4)49
where νδΩp, is the outward unit normal to δΩp, on δ∂Ωp, .50
Our first goal is to identify a family of solutions of problem (1.4) for  and δ close51
to 0. Our second goal is to analyze what happens to the family of solutions when 52
and δ tend to the degenerate value 0.53
We distinguish two cases which depend on the behavior of
∫
Q f dy as  is close54
to zero.55
If
∫
Q f dy is not identically zero in  ∈] − 0, 0[, our assumption (1.3) implies56
that there exist a unique n f ∈ N and a unique analytic function F from ] − 0, 0[ to57
R such that58
∫
Q
f dy = n f F() ∀ ∈] − 0, 0[, F(0) = 0 . (1.5)59
If instead
∫
Q f dy is identically zero, we set by definition n f ≡ +∞. Then we60
consider separately case n f ≥ n − 1 and case n f < n − 1.61
In case n f ≥ n − 1, we look for a family of solutions u(, δ, ·) such that62
(	) lim(,δ)→(0,0) u(, δ, δ·) exists in the Cm,α-norm on the compact subsets of63
R
n\ (p + qZn).64
(		) lim(,δ)→(0,0) u(, δ, δ(p+·)) exists in the Cm,α-norm on the compact subsets65
of Rn\Ω .66
123
Journal: 13163 Article No.: 0242 TYPESET DISK LE CP Disp.:2017/9/1 Pages: 48 Layout: Small-X
Re
vi
se
d P
ro
of
M. Lanza de Cristoforis, P. Musolino
Now by a result of [11, Prop. 4.4 (ii)], one can prove that if such a family exists, then67
the limit of the rescaled family of (	) must necessarily be a constant. Thus in order to68
show the existence of such a family, we assume that there exists c	 ∈ R such that69
∫
∂Ω
G(t, c	) dσt = 0,
∫
∂Ω
Gu(t, c	) dσt = 0, Gu(t, c	) ≥ 0 ∀t ∈ ∂Ω,
(1.6)70
where Gu denotes the partial derivative of G with respect to the second argument, and71
we prove that for  and δ small, problem (1.4) has a solution72
u(, δ, ·) ∈ Cm,α(clS(, δ)−),73
where the symbol Cm,α(clS(, δ)−) denotes the Schauder space of functions of class74
Cm(clS(, δ)−) with α-Hölder continuous derivatives of order m (see Definition 4.3).75
The constant c	 plays the role of the limiting value of the rescaled solutions of (	).76
In case n f < n − 1, our problem displays a higher degree of singularity and we77
cannot readily identify a limiting problem as (, δ) tends to (0, 0), but instead we can78
do so if we take the limit as (, δ) tends to (0, 0) in a restricted way [see discussion79
after (3.10)]. So for each γ0 ∈ [0,+∞[ and for each function ˆ(·) such that80
ˆ(·) is a function from ]0,+∞[ to ]0, 0[,81
lim
δ→0 ˆ(δ) = 0, limδ→0
δ
ˆ(δ)(n−1)−n f
= γ0, (1.7)82
we look for a family of solutions u(δ, ·) defined on clS(, δ)− with  = ˆ(δ) such that83
(∗) limδ→0 u(δ, δ·) exists in the Cm,α-norm on the compact subsets of84
R
n\ (p + qZn).85
(∗∗) limδ→0 u(δ, δ(p + ˆ(δ)·))exists in the Cm,α-norm on the compact subsets of86
R
n\Ω .87
Then again by [11, Prop. 4.4 (ii)], one can prove that if such a family exists, then the88
limit of the rescaled family of (∗) must necessarily be a constant. Thus in order to show89
the existence of such a family, we assume that there exist c∗ ∈ R and γ0 ∈ [0,+∞[90
such that91
∫
∂Ω
G(t, c∗) dσt − F(0)γ0 = 0,
∫
∂Ω
Gu(t, c∗) dσt = 0, Gu(t, c∗) ≥ 0 ∀t ∈ ∂Ω,
(1.8)92
and we prove that for all functions ˆ(·) as in (1.7) and for δ small, problem (1.4) with93
 = ˆ(δ) has a solution94
u(δ, ·) ∈ Cm,α(clS(ˆ(δ), δ)−),95
(see Definition 5.3). The constant c∗ plays the role of the limiting value of the rescaled96
solutions of (∗).97
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The goal of our paper is to investigate the behavior of u(, δ, ·) and of u(δ, ·) as98
(, δ) and δ tend to (0, 0) and to 0, respectively. In particular, we pose the following99
question.100
(†) What can we say on the function (, δ) → u(, δ, ·) as (, δ) is close to (0, 0) in101
]0, 0[×]0,+∞[, and what can we say on the function δ → u(δ, ·) as δ is close102
to 0 in ]0,+∞[?103
The asymptotic behavior of solutions of problems in periodically perforated domains104
has long been investigated in the frame of Homogenization Theory. It is perhaps105
difficult to provide a complete list of contributions, and here we mention, e.g., Khruslov106
[24], Marcˇenko and Khruslov [38], Cioranescu and Murat [9,10], and for nonlinear107
Robin problems the work of Cabarrubias and Donato [7]. We also mention Maz’ya108
and Movchan [40], where the assumption of periodicity of the array of inclusions has109
been released.110
More generally, problems in singularly perturbed domains have been largely studied111
with the methods of asymptotic expansions. Here, we mention, e.g., Ammari and Kang112
[1], Ammari et al. [2], Bonnaillie-Noël et al. [5], Bonnaillie-Noël et al. [4], Dauge113
et al. [17], Kozlov et al. [25], Maz’ya et al. [41], Maz’ya et al. [39], Novotny and114
Sokołowski [45], Ozawa [46], Ward and Keller [49].115
Here instead, we wish to represent the functions in question (†) in terms of116
real analytic maps of (, δ) and in terms of possibly singular at (0, 0), but known117
functions of (, δ) in case n f ≥ (n − 1) and in terms of real analytic maps of118
(ˆ(δ), δ/ˆ(δ)(n−1)−n f ) and in terms of possibly singular at (0, γ0), but known func-119
tions of (ˆ(δ), δ/ˆ(δ)(n−1)−n f ) in case n f < (n − 1).120
One of the main advantages of our approach is that it allows to justify the possibility121
to expand the solutions or related functionals in terms of convergent power series and122
of known functions of the singular perturbation parameters. Indeed, for example, if123
we know that a certain functional associated to u(, δ, ·) can be expressed in terms124
of real analytic functions and known functions of (, δ), then we can expand the real125
analytic functions into power series and thus we can deduce representation formulas126
consisting of convergent power series and explicitly known maps (so as for example127
for the expressions of Theorem 8.4 (i), (ii), and of [27, Thm. 3, Cor. 1] for the energy128
integral of the solutions of a linear Dirichlet problem).129
Moreover, the coefficients of the power series expansions can be computed by130
solving some explicit systems of integral equations. The expression of such systems131
for the case of a Dirichlet problem in a bounded domain with a small hole has been132
obtained in [16].133
This paper is a first step in the analysis of nonlinear homogenization problems134
by exploiting a method which has already been developed for singular perturbation135
problems in domains with small holes (cf. e.g., [29]). Such a method has been exploited136
for singularly perturbed boundary value problems for the Laplace equation in [26,30,137
31], for linearized elastostatics in [14,15] and for the Stokes equations in [12,13].138
Concerning problems in periodic domains we refer to [33,43,44], and in particular to139
[37] where the analysis of a two-parameter anisotropic homogenization problem for140
a Dirichlet problem for the Poisson equation has been carried out.141
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We also observe that boundary value problems in domains with periodic inclusions142
can be analyzed, at least for the two dimensional case, with the method of functional143
equations. Here we mention, e.g., Castro et al. [8], Drygas and Mityushev [19], and144
Kapanadze et al. [23].145
2 Preliminaries and notation146
We denote the norm on a normed space X by ‖ · ‖X . Let X and Y be normed spaces.147
We endow the space X ×Y with the norm defined by ‖(x, y)‖X×Y ≡ ‖x‖X +‖y‖Y148
for all (x, y) ∈ X × Y , while we use the Euclidean norm for Rn . The symbol N149
denotes the set of natural numbers including 0. Let A be a matrix. Then Ai j denotes150
the (i, j)-entry of A. If A is invertible, At and A−1 denote the transpose and the inverse151
matrix of A, respectively. Let D ⊆ Rn . Then clD denotes the closure of D and ∂D152
denotes the boundary of D. We also set153
D
− ≡ Rn\clD .154
For all R > 0, x ∈ Rn , x j denotes the j-th coordinate of x , |x | denotes the Euclidean155
modulus of x in Rn , and Bn(x, R) denotes the ball {y ∈ Rn : |x − y| < R}. Let Ω be156
an open subset of Rn . The space of m times continuously differentiable real-valued157
functions on Ω is denoted by Cm(Ω,R), or more simply by Cm(Ω).158
Let r ∈ N\{0}. Let f ∈ (Cm(Ω))r . The s-th component of f is denoted fs ,159
and D f denotes the Jacobian matrix
(
∂ fs
∂xl
)
s=1,...,r,
l=1,...,n
. Let η ≡ (η1, . . . , ηn) ∈ Nn ,160
|η| ≡ η1 + · · · + ηn . Then Dη f denotes ∂ |η| f
∂x
η1
1 ...∂x
ηn
n
. The subspace of Cm(Ω) of161
those functions f whose derivatives Dη f of order |η| ≤ m can be extended with162
continuity to clΩ is denoted Cm(clΩ). The subspace of Cm(clΩ) whose functions163
have m-th order derivatives that are Hölder continuous with exponent α ∈]0, 1] is164
denoted Cm,α(clΩ) (cf. e.g., Gilbarg and Trudinger [21]). The subspace of Cm(clΩ)165
of those functions f such that f|cl(Ω∩Bn(0,R)) ∈ Cm,α(cl(Ω ∩ Bn(0, R))) for all166
R ∈]0,+∞[ is denoted Cm,αloc (clΩ). Let D ⊆ Rr . Then Cm,α(clΩ,D) denotes167 { f ∈ (Cm,α(clΩ))r : f (clΩ) ⊆ D}.168
We say that a bounded open subset Ω of Rn is of class Cm or of class Cm,α , if169
clΩ is a manifold with boundary imbedded in Rn of class Cm or Cm,α , respectively170
(cf. e.g., Gilbarg and Trudinger [21, §6.2]). We denote by νΩ the outward unit normal171
to ∂Ω . For standard properties of functions in Schauder spaces, we refer the reader to172
Gilbarg and Trudinger [21] (see also [28, §2, Lem. 3.1, 4.26, Thm. 4.28], [36, §2]).173
If M is a manifold imbedded in Rn of class Cm,α , with m ≥ 1, α ∈]0, 1[, one174
can define the Schauder spaces also on M by exploiting the local parametrizations.175
In particular, one can consider the space Ck,α(∂Ω) on ∂Ω for 0 ≤ k ≤ m with Ω a176
bounded open set of class Cm,α , and the trace operator from Ck,α(clΩ) to Ck,α(∂Ω)177
is linear and continuous. We denote by dσ the area element of a manifold M imbedded178
in Rn . We retain the standard notation for the Lebesgue space L p(M) of p-summable179
functions. Also, if X is a vector subspace of L1(M), we find convenient to set180
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X0 ≡
{
f ∈ X :
∫
M
f dσ = 0
}
. (2.1)181
We note that throughout the paper ‘analytic’ means always ‘real analytic’. For the182
definition and properties of analytic operators, we refer to Deimling [18, §15].183
We set δi, j = 1 if i = j , δi, j = 0 if i = j for all i, j = 1, . . . , n.184
If Ω is an arbitrary open subset of Rn , k ∈ N, β ∈]0, 1], we set185
Ckb (clΩ) ≡ {u ∈ Ck(clΩ) : Dγ u is bounded ∀γ ∈ Nn such that |γ | ≤ k},186
and we endow Ckb (clΩ) with its usual norm187
‖u‖Ckb (clΩ) ≡
∑
|γ |≤k
sup
x∈clΩ
|Dγ u(x)| ∀u ∈ Ckb (clΩ) .188
Then we set189
Ck,βb (clΩ) ≡ {u ∈ Ck,β(clΩ) : Dγ u is bounded ∀γ ∈ Nn such that |γ | ≤ k},190
and we endow Ck,βb (clΩ) with its usual norm191
‖u‖Ck,βb (clΩ) ≡
∑
|γ |≤k
sup
x∈clΩ
|Dγ u(x)| +
∑
|γ |=k
|Dγ u : clΩ|β ∀u ∈ Ck,βb (clΩ),192
where |Dγ u : clΩ|β denotes the β-Hölder constant of Dγ u.193
Next, we turn to introduce the Roumieu classes. For all bounded open subsets Ω194
of Rn and ρ > 0, we set195
C0ω,ρ(clΩ) ≡
{
u ∈ C∞(clΩ) : sup
β∈Nn
ρ|β|
|β|! ‖D
βu‖C0(clΩ) < +∞
}
,196
and197
‖u‖C0ω,ρ(clΩ) ≡ sup
β∈Nn
ρ|β|
|β|! ‖D
βu‖C0(clΩ) ∀u ∈ C0ω,ρ(clΩ),198
where |β| ≡ β1 + · · · + βn for all β ≡ (β1, . . . , βn) ∈ Nn . As is well known, the199
Roumieu class
(
C0ω,ρ(clΩ), ‖ · ‖C0ω,ρ(clΩ)
)
is a Banach space.200
Next we turn to periodic domains. If Ω is an arbitrary subset of Rn such that201
clΩ ⊆ Q, then we set202
S[Ω] ≡
⋃
z∈Zn
(qz + Ω) = qZn + Ω, S[Ω]− ≡ Rn\clS[Ω] .203
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If k ∈ N, β ∈]0, 1], then we set204
Ckq (clS[Ω]) ≡
{
u ∈ Ckb (clS[Ω]) : u is q − periodic
}
,205
which we regard as a Banach subspace of Ckb (clS[Ω]), and206
Ck,βq (clS[Ω]) ≡
{
u ∈ Ck,βb (clS[Ω]) : u is q − periodic
}
,207
which we regard as a Banach subspace of Ck,βb (clS[Ω]). Then Ckq (clS[Ω]−) and208
Ck,βq (clS[Ω]−) can be defined similarly. If ρ ∈]0,+∞[, then we set209
C0q,ω,ρ(Rn) ≡
{
u ∈ C∞q (Rn) : sup
β∈Nn
ρ|β|
|β|! ‖D
βu‖C0(clQ) < +∞
}
, (2.2)210
where C∞q (Rn) denotes the set of q-periodic functions of C∞(Rn), and211
‖u‖C0q,ω,ρ (Rn) ≡ sup
β∈Nn
ρ|β|
|β|! ‖D
βu‖C0(clQ) ∀u ∈ C0q,ω,ρ(Rn) .212
The Roumieu class
(
C0q,ω,ρ(Rn), ‖ · ‖C0q,ω,ρ (Rn)
)
is a Banach space. As is well known,213
if f is a q-periodic real analytic function from Rn to R, then there exists ρ ∈]0,+∞[214
such that215
f ∈ C0q,ω,ρ(Rn) .216
As is well known, there exists a q-periodic tempered distribution Sq,n such that217
ΔSq,n =
∑
z∈Zn
δqz − 1
mn(Q)
,218
where δqz denotes the Dirac measure with mass in qz (cf. e.g., [32, p. 84]). The219
distribution Sq,n is determined up to an additive constant, and we can take220
Sq,n(x) = −
∑
z∈Zn\{0}
1
mn(Q)4π2|q−1z|2 e
2π i(q−1z)·x ,221
in the sense of distributions in Rn . Moreover, Sq,n is even, and real analytic in Rn\qZn ,222
and locally integrable in Rn (cf. e.g., Ammari and Kang [1, p. 53], [32, §3]).223
Let Sn be the function from Rn\{0} to R defined by224
Sn(x) ≡
{ 1
sn
log |x | ∀x ∈ Rn\{0}, if n = 2,
1
(2−n)sn |x |2−n ∀x ∈ Rn\{0}, if n > 2,
225
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where sn denotes the (n − 1) dimensional measure of ∂Bn . Sn is well-known to be the226
fundamental solution of the Laplace operator.227
Then the function Sq,n −Sn admits an analytic extension to (Rn\qZn)∪{0} (cf. e.g.,228
Ammari and Kang [1, Lemma 2.39, p. 54]). We find convenient to set229
Rq,n ≡ Sq,n − Sn in (Rn\qZn) ∪ {0} .230
Obviously, Rq,n is not a q-periodic function. We note that the following elementary231
equality holds232
Sq,n(x) = 2−n Sn(x) + 12π (δ2,n log ) + Rq,n(x), (2.3)233
for all x ∈ Rn\−1qZn and  ∈]0,+∞[.234
If Ω is a bounded open subset of Rn and f ∈ L∞(Ω), then we set235
Pn[Ω, f ](x) ≡
∫
Ω
Sn(x − y) f (y) dy ∀x ∈ Rn .236
If we further assume that Ω ⊆ Q, then we set237
Pq,n[Ω, f ](x) ≡
∫
Ω
Sq,n(x − y) f (y) dy ∀x ∈ Rn .238
Let Ω be a bounded open subset of Rn of class C1,α for some α ∈]0, 1[. If H is239
any of the functions Sq,n , Rq,n and clΩ ⊆ Q or if H equals Sn , we set240
v[∂Ω, H, μ](x) ≡
∫
∂Ω
H(x − y)μ(y) dσy ∀x ∈ Rn,241
w[∂Ω, H, μ](x) ≡
∫
∂Ω
∂
∂νΩ(y)
H(x − y)μ(y) dσy242
= −
∫
∂Ω
νΩ(y) · DH(x − y)μ(y) dσy ∀x ∈ Rn,243
w∗[∂Ω, H, μ](x) ≡
∫
∂Ω
∂
∂νΩ(x)
H(x − y)μ(y) dσy244
=
∫
∂Ω
νΩ(x) · DH(x − y)μ(y) dσy ∀x ∈ ∂Ω,245
for all μ ∈ L2(∂Ω), where DH is the Jacobian matrix of H . As is well known, if246
μ ∈ C0(∂Ω), then v[∂Ω, Sq,n, μ] and v[∂Ω, Sn, μ] are continuous in Rn , and we247
set248
v+[∂Ω, Sq,n, μ] ≡ v[∂Ω, Sq,n, μ]|clS[Ω] v−[∂Ω, Sq,n, μ] ≡ v[∂Ω, Sq,n, μ]|clS[Ω]−249
v+[∂Ω, Sn, μ] ≡ v[∂Ω, Sn, μ]|clΩ v−[∂Ω, Sn, μ] ≡ v[∂Ω, Sn, μ]|clΩ− .250
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Also, if μ is continuous, then w[∂Ω, Sq,n, μ]|S[Ω] admits a continuous extension to251
clS[Ω], which we denote by w+[∂Ω, Sq,n, μ] and w[∂Ω, Sq,n, μ]|S[Ω]− admits a252
continuous extension to clS[Ω]−, which we denote by w−[∂Ω, Sq,n, μ] (cf. e.g., [32,253
§3]).254
Similarly, w[∂Ω, Sn, μ]|Ω admits a continuous extension to clΩ , which we denote255
by w+[∂Ω, Sn, μ] and w[∂Ω, Sn, μ]|Ω− admits a continuous extension to clΩ−,256
which we denote by w−[∂Ω, Sn, μ] (cf. e.g., Miranda [42], [36, Thm. 3.1]).257
In the specific case in which H equals Sn , we omit Sn and we simply258
write v[∂Ω,μ], w[∂Ω,μ], w∗[∂Ω,μ] instead of v[∂Ω, Sn, μ], w[∂Ω, Sn, μ],259
w∗[∂Ω, Sn, μ], respectively. Similarly, in case H equals Sq,n , we omit Sq,n260
and we write vq [∂Ω,μ], wq [∂Ω,μ], wq,∗[∂Ω,μ] instead of v[∂Ω, Sq,n, μ],261
w[∂Ω, Sq,n, μ], w∗[∂Ω, Sq,n, μ], respectively.262
3 Formulation of problem (1.4) in terms of integral equations263
As a first step, we transform our problem so as to remove the parameter δ from the264
domain of problem (1.4). We do so by exploiting the rule of change of variables.265
We observe that a function u ∈ Cm,α(clS(, δ)−) satisfies problem (1.4) if and only266
if the function267
u(·) = u(δ·) ∈ Cm,α(clS(, 1)−),268
satisfies the following auxiliary boundary value problem269
⎧⎪⎨
⎪⎩
Δu(x) = δ2 f(x) ∀x ∈ S(, 1)−,
u is q − periodic in S(, 1)−,
∂
∂νΩp,
u(x) + δG(−1(x − p), u(x)) = 0 ∀x ∈ ∂Ωp, .
(3.1)270
In order to convert problem (3.1) into an integral equation, we need some notation.271
If G ∈ C0(∂Ω × R), we denote by TG the (nonlinear nonautonomous) composition272
operator from C0(∂Ω) to itself which maps v ∈ C0(∂Ω) to the function TG [v] defined273
by274
TG [v](t) ≡ G(t, v(t)) ∀t ∈ ∂Ω .275
We also need the following Lemma. For a proof we refer to [33, Lem. 3.2].276
Proposition 3.1 Let m ∈ N\{0}, α ∈]0, 1[. Let I be a bounded open connected subset277
of Rn of class Cm,α such that Rn\clI is connected and such that clI ⊆ Q. Then the278
map M[·, ·] from Cm−1,α(∂I)0 × R to Cm,α(∂I) defined by279
M[μ, ξ ](x) ≡ vq [∂I, μ](x) + ξ ∀x ∈ ∂I,280
for all (μ, ξ) ∈ Cm,α(∂I)0 × R is a linear homeomorphism from Cm−1,α(∂I)0 × R281
onto Cm,α(∂I) (see 2.1).282
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We now transform problem (3.1) into a problem for integral equations by means of283
the following.284
Theorem 3.2 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let 0 be285
as in (1.2). Let { f}∈]−0,0[ be as in (1.3). Let G ∈ C0(∂Ω × R) be such that286
TG maps Cm−1,α(∂Ω) to itself . (3.2)287
Let (, δ) ∈]0, 0[×]0,+∞[. Then the map u[, δ, ·, ·] from the set of pairs (θ, c) ∈288
Cm−1,α(∂Ω)0 × R that solve the equation289
1
2
θ(t) +
∫
∂Ω
νΩ(t)DSn(t − s)θ(s) dσs290
+ n−1
∫
∂Ω
νΩ(t)DRq,n((t − s))θ(s) dσs291
+ G
(
t, δ
∫
∂Ω
Sn(t − s)θ(s) dσs + δn−1
∫
∂Ω
Rq,n((t − s))θ(s) dσs + c292
+ δ2
[
Pq,n[Q, f](p + t) −
∫
Q
f dy Rq,n(t)
]
− δ22−n
∫
Q
f dySn(t)
)
293
+ δνΩ(t)
[
D Pq,n[Q, f](p + t) −
∫
Q
fdy DRq,n(t)
]
294
− δ1−n
∫
Q
fdyνΩ(t)DSn(t) = 0 ∀t ∈ ∂Ω, (3.3)295
to the set of u ∈ Cm,α(clS[Ωp,]−) which solve the auxiliary problem (3.1) and which296
takes (θ, c) to the function297
u[, δ, θ, c] ≡ ω[, δ, θ, c]298
+ δ2
[∫
Q
Sq,n(· − y) f(y) dy −
∫
Q
f dySq,n(· − p)
]
(3.4)299
where300
ω[, δ, θ, c] ≡ v[∂Ωp,, Sq,n, δθ(−1(· − p))] + c + δ2,nδ2
∫
Q
f dy log 2π , (3.5)301
is a bijection.302
Proof By classical properties of volume potentials (cf. e.g., [35, Prop. A1]) and by the303
rule of change of variables, a function u ∈ Cm,αq (clS(, 1)−) solves problem (3.1) if304
and only if the function305
ω ≡ u − δ2
[∫
Q
Sq,n(· − y) f(y) dy −
∫
Q
f dySq,n(· − p)
]
,306
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satisfies the following boundary value problem307
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Δω(x) = 0 ∀x ∈ S(, 1)−,
ω is q − periodic in S(, 1)−,
∂
∂νΩp,
ω(x) = −δG
(
−1(x − p), ω(x)
+ δ2
[∫
Q Sq,n(x − y) f(y) dy −
∫
Q f dySq,n(x − p)
])
−δ2 ∂
∂νΩp, (x)
[∫
Q Sq,n(x − y) f(y) dy −
∫
Q f dySq,n(x − p)
]
∀x ∈ ∂Ωp, .
(3.6)308
If u ∈ Cm,αq (clS(, 1)−) solves problem (3.1), then Proposition 3.1 implies that there309
exists a unique pair (θ, c) ∈ Cm,α(∂Ω) × R such that310
∫
∂Ωp,
δθ(−1(y − p)) dσy = 0, (3.7)311
and such that312
ω(x) = v−q [∂Ωp,, δθ(−1(· − p))](x) + c313
+ δ2,nδ2
∫
Q
f dy log 2π x ∈ clS(, 1)
− .314
By the rule of change of variables, we can rewrite (3.7) as315
∫
∂Ω
θ dσ = 0 . (3.8)316
Then the third equation of (3.6) and classical jump properties of single layer potentials317
imply that318
1
2
δθ(−1(x − p)) + wq,∗[∂Ωp,, δθ(−1(· − p))](x)319
= −δG
(
−1(x − p), vq [∂Ωp,, δθ(−1(· − p))](x) + c320
+ δ2
[∫
Q
Sq,n(x − y) f(y) dy −
∫
Q
f dySq,n(x − p) +
∫
Q
f dy δ2,n log 2π
])
321
− δ2 ∂
∂νΩp, (x)
[∫
Q
Sq,n(x − y) f(y) dy −
∫
Q
f dySq,n(x − p)
]
,322
for all x ∈ ∂Ωp, , which we rewrite as323
1
2
θ(t) +
∫
∂Ω
νΩ(t)DSn(t − s)θ(s) dσs + n−1
∫
∂Ω
νΩ(t)DRq,n((t − s))θ(s) dσs324
= −G
(
t, δ
∫
∂Ω
Sn(t − s)θ(s) dσs + δ2,nδ ( log )2π
∫
∂Ω
θ dσ325
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+ n−1δ
∫
∂Ω
Rq,n((t − s))θ(s) dσs + c326
+ δ2
[
Pq,n[Q, f](p + t) −
∫
Q
fdy
(
2−n Sn(t)327
+ 1
2π
δ2,n(log ) + Rq,n(t)
)
+
∫
Q
f dy δ2,n log 2π
])
328
− δνΩ(t)
[
D Pq,n[Q, f](p + t) −
∫
Q
fdy(1−n DSn(t) + DRq,n(t))
]
329
= −G
(
t, δ
∫
∂Ω
Sn(t − s)θ(s) dσs + n−1δ
∫
∂Ω
Rq,n((t − s))θ(s) dσs + c330
+ δ2
[
Pq,n[Q, f](p + t) −
∫
Q
fdy(2−n Sn(t) + Rq,n(t))
])
331
− δνΩ(t)
[
D Pq,n[Q, f](p + t) −
∫
Q
fdy(1−n DSn(t) + DRq,n(t))
]
∀t ∈ ∂Ω,332
[see (3.8)]. Hence, (θ, c) belongs to Cm−1,α(∂Ω)0 × R and satisfies Eq. (3.3). Con-333
versely, if (θ, c) belongs to Cm−1,α(∂Ω)0 ×R and satisfies Eq. (3.3), then by reading334
backward the above computations, we see that the function u[, δ, θ, c] delivered by335
(3.4), (3.5) satisfies problem (3.1).336
On the other hand, if (θ1, c1), (θ2, c2) ∈ Cm−1,α(∂Ω)0 × R and if337
u[, δ, θ1, c1] = u[, δ, θ2, c2],338
then339
ω[, δ, θ1, c1] = ω[, δ, θ2, c2],340
and thus the uniqueness of Proposition 3.1 implies that θ1 = θ2, c1 = c2, and thus the341
proof is complete. unionsq342
Next we observe that the left hand side of Eq. (3.3) contains only two terms which343
may not converge as (, δ) tends to (0, 0). Namely,344
δ22−n
∫
Q
f dy and δ1−n
∫
Q
fdy . (3.9)345
If n f = +∞, i.e., if
∫
Q fdy = 0 for all  ∈] − 0, 0[, then the above terms are346
identically equal to zero. If instead n f < +∞, the above terms can be rewritten as347
δ2n f +2−n F() and δn f +1−n F(), (3.10)348
[cf. (1.5)].349
Now we distinguish two cases. If n f ≥ (n − 1), then the above terms in (3.9) have350
limit as (, δ) tends to (0, 0). Thus if n f ≥ (n −1) we can take the limit as (, δ) tends351
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to (0, 0) in Eq. (3.3) under appropriate regularity assumptions and obtain an equation352
which we address to as ‘limiting integral equation’. Namely,353
1
2
θ(t) +
∫
∂Ω
νΩ(t)DSn(t − s)θ(s) dσs + G(t, c) = 0 ∀t ∈ ∂Ω . (3.11)354
If instead n f < n − 1, then the second term in (3.9) [or (3.10)] cannot have a limit355
as (, δ) tends to (0, 0), and accordingly, we cannot take the limit as (, δ) tends to356
(0, 0) in Eq. (3.3) and we cannot identify a ‘limiting integral equation’. Hence, case357
n f < n−1 requires a different treatment. Here we observe that if we fix γ0 ∈ [0,+∞[358
and if we consider the pairs (, δ) of the graph of a function ˆ from ]0,+∞[ to ]0, 0[359
such that (1.7) holds, then we can take the limit as δ tends to 0 in the terms of (3.9)360
[or of (3.10)] with  = ˆ(δ) and obtain361
lim
δ→0 δ
2ˆ(δ)2−n
∫
Q
fˆ(δ) dy = 0 and lim
δ→0 δˆ(δ)
1−n
∫
Q
fˆ(δ)dy = γ0 F(0) .362
Hence, we can take the limit as δ tends to 0 in equation (3.3) with  = ˆ(δ) under363
appropriate regularity assumptions and obtain an equation which we address to as364
‘limiting integral equation associated to γ0’. Namely,365
1
2
θ(t) +
∫
∂Ω
νΩ(t)DSn(t − s)θ(s) dσs + G(t, c)366
− γ0 F(0)νΩ(t)DSn(t) = 0 ∀t ∈ ∂Ω . (3.12)367
We now turn to analyze Eq. (3.3) and we do so by treating separately case n f ≥ n − 1368
and case n f < n − 1.369
4 Analysis of the integral Eq. (3.3) in case n f ≥ n − 1370
We first analyze the ‘limiting integral integral equation’ (3.11) by means of the fol-371
lowing.372
Theorem 4.1 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let373
G ∈ C0(∂Ω × R) be such that (3.2) holds. Let c	 ∈ R be such that374
∫
∂Ω
G(t, c	) dσt = 0 . (4.1)375
Then the following statements hold.376
(i) The limiting integral Eq. (3.11) with c = c	 has a unique solution θ	 ∈377
Cm−1,α(∂Ω)0 [see (2.1)].378
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(ii) The ‘limiting boundary value problem’379
⎧⎪⎨
⎪⎩
Δu = 0 in Rn\clΩ,
∂u
∂νΩ
(x) + G(x, c	) = 0 ∀x ∈ ∂Ω,
limx→∞ u(x) = 0,
(4.2)380
has one and only one solution u	 ∈ Cm,αloc (Rn\Ω) and381
u

	 = v−[∂Ω, θ	] . (4.3)382
Proof By classical the classical Fredholm Theory and by Schauder regularity results,383
Eq. (3.11) has a unique solution θ	 in Cm−1,α(∂Ω). Then assumption (4.1) and equality384
w[∂Ω, 1]|∂Ω = 1/2 imply that
∫
∂Ω
θ	 dσ = 0 (cf. e.g., Folland [20, Props. 3.11, 3.37385
] and [30, Thm. 5.1(i)]). We now consider statement (ii). By classical jump relations386
of the normal derivative of a single layer potential and by Eq. (3.11) with c = c	, the387
function u	 = v−[∂Ω, θ	] satisfies the boundary condition of the limiting boundary388
value problem (4.2). Since ∫
∂Ω
θ	 dσ = 0, the function u	 ≡ v−[∂Ω, θ	] satisfies the389
limiting condition of (4.2). Since Rn\clΩ is connected, the uniqueness of solutions390
for problem (4.2) follows by classical results on the exterior Neumann problem for391
harmonic functions (cf. e.g., Folland [20, Thm. 3.40]). unionsq392
We are now ready to analyze Eq. (3.3) around the degenerate case in which (, δ) =393
(0, 0) and under the assumption that n f ≥ (n −1). In order treat both case n f < +∞394
and case n f = +∞ at the same time, we find convenient to set395
n˜ f ≡ n f if n f < +∞, n˜ f ≡ n − 1 if n f = +∞,396
and to set F() ≡ 0 for all  ∈] − 0, 0[ in case n f = +∞. Indeed, if so we have397
∫
Q
f dy = n˜ f F() ∀ ∈] − 0, 0[, (4.4)398
both in case n f < +∞ and case n f = +∞, and399
F(0) = 0 if n f < +∞, F(0) = 0 if n f = +∞ .400
Then we are ready to introduce the following.401
Theorem 4.2 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let 0 be402
as in (1.2). Let { f}∈]−0,0[ be as in (1.3). Let n f ≥ n − 1. Let G ∈ C0(∂Ω × R) be403
such that404
TG is real analytic in Cm−1,α(∂Ω) . (4.5)405
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Let c	 ∈ R be such that (1.6) holds. Let Λ	 be the map from ] − 0, 0[×R ×406
Cm−1,α(∂Ω)0 × R to Cm−1,α(∂Ω) defined by407
Λ	[, δ, θ, c](t) ≡ 12θ(t) +
∫
∂Ω
νΩ(t)DSn(t − s)θ(s) dσs408
+ n−1
∫
∂Ω
νΩ(t)DRq,n((t − s))θ(s) dσs409
+ G
(
t, δ
∫
∂Ω
Sn(t − s)θ(s) dσs + δn−1
∫
∂Ω
Rq,n((t − s))θ(s) dσs + c410
+ δ2
[
Pq,n[Q, f](p + t) − n˜ f F()Rq,n(t)
]
− δ22−nn˜ f F()Sn(t)
)
411
+ δνΩ(t)
[
D Pq,n[Q, f](p + t) − n˜ f F()DRq,n(t)
]
412
− δ1−nn˜ f F()νΩ(t)DSn(t) ∀t ∈ ∂Ω,413
for all (, δ, θ, c) ∈]−0, 0[×R×Cm−1,α(∂Ω)0 ×R. Then the following statements414
hold.415
(i) Equation Λ	[0, 0, θ, c	] = 0 is equivalent to the limiting integral Eq. (3.11) with416
c = c	 and has one and only one solution θ	 ∈ Cm−1,α(∂Ω)0 [see (2.1)].417
(ii) If (, δ) ∈]0, 0[×]0,+∞[, then equation Λ	[, δ, θ, c] = 0 is equivalent to Eq.418
(3.3) in the unknown (θ, c) ∈ Cm−1,α(∂Ω)0 × R.419
(iii) There exist (′, δ′) ∈]0, 0[×]0,+∞[ and an open neighborhood U of (θ	, c	) in420
Cm−1,α(∂Ω)0 ×R, and a real analytic map (Θ	, C	) from ]− ′, ′[×]− δ′, δ′[421
to U such that the set of zeros of the map Λ	 in ]−′, ′[×]−δ′, δ′[×U coincides422
with the graph of (Θ	, C	). In particular,423
(Θ	[0, 0], C	[0, 0]) = (θ	, c	) .424
Proof Statement (i) and (ii) are an immediate consequence of Theorem 4.1 and of425
the definition of Λ	. We now turn to show that Λ	 is analytic in a neighborhood of426
(0, 0, θ	, c	). We first note that the maps from ] − 0, 0[×L1(∂Ω) to Cm−1,α(∂Ω),427
which take (, θ) to the functions428
∫
∂Ω
Rq,n((t − s))θ(s) dσs ∀t ∈ ∂Ω,429 ∫
∂Ω
∂x j Rq,n((t − s))θ(s) dσs ∀ j ∈ {1, . . . , n} ∀t ∈ ∂Ω, (4.6)430
are real analytic (cf. [35, Lem. A.7 (i)]). Then the analyticity of Rq,n and analyticity431
results on the composition operator imply that the map from ]−0, 0[ to Cm−1,α(∂Ω)432
which takes  to the function Rq,n(t) of t ∈ ∂Ω is real analytic (cf. Böhme and433
Tomi [3, p. 10], Henry [22, p. 29], Valent [48, Thm. 5.2, p. 44]). Moreover, by assump-434
tion (1.3) and [35, Lem. A.7 (ii)], the maps from R to Cm−1,α(∂Ω) which take  to435
Pq,n[Q, f](p + t) ∀t ∈ ∂Ω,436
∂x j Pq,n[Q, f](p + t) ∀ j ∈ {1, . . . , n} ∀t ∈ ∂Ω,437
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are analytic. Then the analyticity of Λ	 follows by the linearity and continuity of438
v[∂Ω, ·]|∂Ω from Cm−1,α(∂Ω) to Cm,α(∂Ω), and by the linearity and continuity439
of w∗[∂Ω, ·]|∂Ω from Cm−1,α(∂Ω) to itself, and by the continuity of the pointwise440
product in Schauder spaces, and by assumptions (1.3), (4.5).441
Next we turn to prove that the differential ∂(θ,c)Λ	[0, 0, θ	, c	] of Λ at the quadru-442
ple (0, 0, θ	, c	) with respect to the variable (θ, c) is a linear homeomorphism from443
Cm−1,α(∂Ω)0 × R onto Cm−1,α(∂Ω). By standard calculus in Banach space, the dif-444
ferential of Λ	 at (0, 0, θ	, c	) with respect to the variable (θ, c) is delivered by the445
following formula446
∂(θ,c)Λ	[0, 0, θ	, c	](θ, c) = 12θ(t) +
∫
∂Ω
νΩ(t)DSn(t − s)θ(s) dσs +Gu(t, c	)c
∀t ∈ ∂Ω,
447
for all (θ, c) ∈ Cm−1,α(∂Ω)0×R (see also [30, Prop. 6.3], which ensures the existence448
of Gu). We now show that ∂(θ,c)Λ	[0, 0, θ	, c	] is a bijection. To do so, we show that449
if h ∈ Cm−1,α(∂Ω), then the equation450
∂(θ,c)Λ	[0, 0, θ	, c	](θ, c) = h, (4.7)451
has a unique solution (θ, c) ∈ Cm−1,α(∂Ω)0 × R. If Eq. (4.7) holds, then c ∈ R must452
necessarily satisfy the equation453
∫
∂Ω
h(t) − Gu(t, c	)c dσt = 0 . (4.8)454
Indeed,
∫
∂Ω
∫
∂Ω
νΩ(t)DSn(t − s)θ(s) dσs dσt =
∫
∂Ω
1
2θ(s) dσs = 0 (cf. e.g., Fol-455
land [20, Prop. 3.19]). Thus we must have456
c =
∫
∂Ω
h dσ∫
∂Ω
Gu(t, c	) dσ
, (4.9)457
[cf. (1.6)]. If we choose c as in (4.9), then equality (4.8) and known classical results458
ensure that there exists a unique θ ∈ Cm−1,α(∂Ω) such that459
1
2
θ(t) +
∫
∂Ω
νΩ(t)DSn(t − s)θ(s) dσs = h(t) − Gu(t, c	)c ∀t ∈ ∂Ω,460
(cf. e.g., Folland [20, Prop. 3.37] and [30, Thm. 5.1 (i)]). Then equality (4.8) and the461
computations following (4.8) imply that ∫
∂Ω
θ(s) dσs = 0. Hence, Eq. (4.7) does have462
a unique solution for each h ∈ Cm−1,α(∂Ω) and ∂(θ,c)Λ	[0, 0, θ	, c	] is a bijection.463
Then the Open Mapping Theorem implies that ∂(θ,c)Λ	[0, 0, θ	, c	] is a homeomor-464
phism. Since Λ	 is analytic, statement (iii) is an immediate consequence of statements465
(i), (ii) and of the Implicit Function Theorem in Banach spaces (cf. e.g., Deimling [18,466
Thm. 15.3]). unionsq467
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We are now ready to define our family of solutions of the auxiliary problem (3.1)468
in case n f ≥ n − 1. We do so by means of the following.469
Definition 4.3 Let the assumptions of Theorem 4.2 hold. Then we set470
ω(, δ, x) ≡ ω[, δ,Θ	[, δ], C	[, δ]](x) ∀x ∈ clS(, 1)−,471
u(, δ, x) ≡ ω[, δ,Θ	[, δ], C	[, δ]](x)472
+ δ2
[∫
Q
Sq,n(x − y) f(y) dy473
−
∫
Q
f dySq,n(x − p)
]
∀x ∈ clS(, 1)−,474
for all (, δ) ∈]0, ′[×]0, δ′[ [see also (3.4), (3.5)].475
Then {u(, δ, ·)}(,δ)∈]0,′[×]0,δ′[ is a family of solutions of the auxiliary problem (3.1)476
in case n f ≥ n − 1 and our aim is to analyze the behavior of such a family as (, δ)477
tends to (0, 0).478
5 Analysis of the integral Eq. (3.3) in case n f < n − 1479
We first analyze the ‘limiting integral integral equation associated to γ0’ (3.12) by480
means of the following.481
Theorem 5.1 Let m ∈ N\{0}, α ∈]0, 1[. Let Ω be as in (1.1). Let G ∈ C0(∂Ω × R)482
be such that (3.2) holds. Let c∗ ∈ R, γ0 ∈ [0,+∞[, F0 ∈ R be such that483
∫
∂Ω
G(t, c∗) dσt − F0γ0 = 0 . (5.1)484
Then the following statements hold.485
(i) The limiting integral equation associated to γ0 (3.12) with c = c∗ and with F(0)486
replaced by F0 has a unique solution θ∗ ∈ Cm−1,α(∂Ω)0.487
(ii) The ‘limiting boundary value problem’488
⎧⎪⎨
⎪⎩
Δu = 0 in Rn\clΩ,
∂u
∂νΩ
(x) + G(x, c∗) − F0γ0νΩ(x)DSn(x) = 0 ∀x ∈ ∂Ω,
limx→∞ u(x) = 0,
(5.2)489
has one and only one solution u∗ ∈ Cm,αloc (Rn\Ω) and490
u
∗ = v−[∂Ω, θ∗] . (5.3)491
Proof Let a ∈]0,+∞[ be such that clBn(0, a) ⊆ Ω . Since Sn is harmonic in Rn\{0},492
we have493
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∫
∂Ω
νΩ(t)DSn(t) dσt494
=
∫
∂Bn(0,a)
νBn(0,a)(t)DSn(t) dσt =
∫
∂Bn(0,a)
|t |2
snan+1
dσt = 1 .495
Then condition (5.1) implies that496
∫
∂Ω
G(t, c∗) − γ0 F0νΩ(t)DSn(t) dσt = 0,497
and accordingly statement (i) follows by the classical Fredholm Theory and by498
Schauder regularity results (cf. e.g., Folland [20, Props. 3.11, 3.37] and [30, Thm.499
5.1(i)]).500
We now consider statement (ii). By classical jump relations of the normal derivative501
of a single layer potential and by Eq. (3.12) with c = c∗ and with F(0) replaced by502
F0, the function u∗ = v−[∂Ω, θ∗] satisfies the boundary condition of the limiting503
boundary value problem (5.2). Since ∫
∂Ω
θ∗ dσ = 0, the function u∗ ≡ v−[∂Ω, θ∗]504
satisfies the limiting condition of (5.2). Since Rn\clΩ is connected, the uniqueness505
of solutions for problem (5.2) follows by classical results on the exterior Neumann506
problem for harmonic functions (cf. e.g., Folland [20, Thm. 3.40]). unionsq507
Now the idea is to replace the term δn f +1−n which appears in (3.10) and which508
has no limit as (, δ) tends to (0, 0) by a new variable γ and to obtain a new equation509
which depends on  and γ and which is not singular in  and γ and to analyze the510
dependence of θ and c upon  and γ . To do so, we introduce the following.511
Theorem 5.2 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let 0 be512
as in (1.2). Let { f}∈]−0,0[ be as in (1.3). Let n f < n − 1. Let G ∈ C0(∂Ω × R)513
satisfy (4.5). Let c∗ ∈ R, γ0 ∈ [0,+∞[ satisfy (1.8) [cf. (1.5)]. Let Λ∗ be the map514
from ] − 0, 0[×R × Cm−1,α(∂Ω)0 × R to Cm−1,α(∂Ω) defined by515
Λ∗[, γ, θ, c](t) ≡ 12θ(t) +
∫
∂Ω
νΩ(t)DSn(t − s)θ(s) dσs516
+ n−1
∫
∂Ω
νΩ(t)DRq,n((t − s))θ(s) dσs517
+ G
(
t, γ n−n f
∫
∂Ω
Sn(t − s)θ(s) dσs518
+γ 2(n−1)−n f
∫
∂Ω
Rq,n((t − s))θ(s) dσs + c519
+ γ 22(n−1)−2n f [Pq,n[Q, f](p + t) − n f F()Rq,n(t)
]
520
− γ 2n−n f F()Sn(t)
)
521
+ γ n−1−n f νΩ(t)
[
D Pq,n[Q, f](p + t) − n f F()DRq,n(t)
]
522
−γ F()νΩ(t)DSn(t) ∀t ∈ ∂Ω,523
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for all (, γ, θ, c) ∈]−0, 0[×R×Cm−1,α(∂Ω)0 ×R. Then the following statements524
hold.525
(i) Equation Λ∗[0, γ0, θ, c∗] = 0 is equivalent to the limiting integral equation526
associated to γ0 (3.12) with c = c∗ and has one and only one solution θ∗ ∈527
Cm−1,α(∂Ω)0 [see (2.1)].528
(ii) Let ˆ be as in (1.7). Let δ ∈]0,+∞[, ˆ(δ) < 0. Then equation529
Λ∗[ˆ(δ), δˆ(δ)n f −n+1, θ, c] = 0530
is equivalent to the integral Eq. (3.3) with  = ˆ(δ) in the unknown (θ, c) ∈531
Cm−1,α(∂Ω)0 × R.532
(iii) There exist ′ ∈]0, 0[ and an open neighborhood Γ0 of γ0 in R, and an open533
neighborhood U of (θ∗, c∗) in Cm−1,α(∂Ω)0 × R, and a real analytic map534
(Θ∗, C∗) from ] − ′, ′[×Γ0 to U such that the set of zeros of the map Λ∗535
in ] − ′, ′[×Γ0 × U coincides with the graph of (Θ∗, C∗). In particular,536
(Θ∗[0, γ0], C∗[0, γ0]) = (θ∗, c∗) .537
Proof Statement (i) is an immediate consequence of Theorem 5.1. Statement (ii)538
follows by Theorem 4.2 (ii) and by the definition of Λ∗. By the same arguments of539
the proof of Theorem 4.2 (iii), the operator Λ∗ is analytic.540
Next we turn to prove that the differential ∂(θ,c)Λ∗[0, γ0, θ∗, c∗] of Λ∗ at the quadru-541
ple (0, γ0, θ∗, c∗) with respect to the variable (θ, c) is a linear homeomorphism from542
Cm−1,α(∂Ω)0 × R onto Cm−1,α(∂Ω). By standard calculus in Banach space, the543
differential ∂(θ,c)Λ∗[0, γ0, θ∗, c∗] of Λ∗ at (0, γ0, θ∗, c∗) with respect to the variable544
(θ, c) is delivered by the following formula545
∂(θ,c)Λ∗[0, γ0, θ∗, c∗](θ, c) =12θ(t) +
∫
∂Ω
νΩ(t)DSn(t − s)θ(s) dσs + Gu(t, c∗)c
∀t ∈ ∂Ω,
546
for all (θ, c) ∈ Cm−1,α(∂Ω)0×R (see also [30, Prop. 6.3], which ensures the existence547
of Gu), and we have already proved that the linear operator in the right hand side is a548
linear homeomorphism from Cm−1,α(∂Ω)0 × R onto Cm−1,α(∂Ω) [cf. Theorem 5.1549
(i)]. Since Λ∗ is analytic, statement (iii) is an immediate consequence of statements550
(i), (ii) and of the Implicit Function Theorem in Banach spaces (cf. e.g., Deimling [18,551
Thm. 15.3]). unionsq552
By the limiting relations in (1.7), there exists δ′ ∈]0,+∞[ such that553
ˆ(δ) ∈]0, ′[, δ
ˆ(δ)(n−1)−n f
∈ Γ0 ∀δ ∈]0, δ′[. (5.4)554
We are now ready to define our family of solutions of the auxiliary problem (3.1) in555
case n f < n − 1. We do so by means of the following.556
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Definition 5.3 Let the assumptions of Theorem 5.2 hold. Let δ′ ∈]0,+∞[ be as in557
(5.4). Then we set558
ω(δ, x) ≡ ω[ˆ(δ), δ,Θ∗[ˆ(δ), δˆ(δ)n f −n+1], C∗[ˆ(δ), δˆ(δ)n f −n+1]](x)559
∀x ∈ clS(ˆ(δ), 1)−,560
u(δ, x) ≡ ω[ˆ(δ), δ,Θ∗[ˆ(δ), δˆ(δ)n f −n+1], C∗[ˆ(δ), δˆ(δ)n f −n+1]](x)561
+ δ2
[∫
Q
Sq,n(x − y) fˆ(δ)(y) dy −
∫
Q
fˆ(δ) dySq,n(x − p)
]
562
∀x ∈ clS(ˆ(δ), 1)−,563
for all δ ∈]0, δ′[ [see also (3.4), (3.5)].564
By Theorem 5.2, {u(δ, ·)}δ∈]0,δ′[ is a family of solutions of the auxiliary problem565
(3.1) in case n f < n − 1 and our aim is to analyze the behavior of such a family as δ566
tends to 0.567
6 A functional analytic representation theorem for the family of568
solutions {u(, δ, ·)}(,δ)∈]0,′[×]0,δ′[ and {u(δ, ·)}δ∈]0,δ′[ of the569
auxilary problem (3.1)570
We first introduce the following lemma.571
Lemma 6.1 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let 0 be572
as in (1.2). Let { f}∈]−0,0[ be as in (1.3). Let ∗ ∈]0, 0[. There exist ρ′ ∈]0,+∞[573
such that the map P∗ from ] − 0, 0[ to C0q,ω,ρ′(clS[Ωp,∗ ]−) defined by574
P∗ [](x) ≡
∫
Q
Sq,n(x − y) f(y) dy −
∫
Q
f dySq,n(x − p) ∀x ∈ clS[Ωp,∗ ]−,
(6.1)575
for all  ∈] − 0, 0[ is analytic.576
Proof By assumption (1.3) and [35, Prop. A.2], there exists ρ′ ∈]0, ρ] such that the577
map from ]− 0, 0[ to C0q,ω,ρ′(clS[Ωp,∗ ]−), which takes  to Pq,n[Q, f]|clS[Ωp,∗ ]−578
is analytic. Since Sq,n(·− p) is analytic in Rn\(p+qZn) and clS[Ωp,∗ ]− is contained579
in Rn\(p + qZn), possibly shrinking ρ′, we can assume that Sq,n(· − p)|clS[Ωp,∗ ]− ∈580
C0q,ω,ρ′(clS[Ωp,∗ ]−). By assumption (1.3), the integral
∫
Q f dy depends analytically581
on . Hence, P∗ is analytic. unionsq582
We are now ready to prove a representation theorem for the family of solutions583
{u(, δ, ·)}(,δ)∈]0,′[×]0,δ′[.584
Theorem 6.2 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let 0 be as585
in (1.2). Let { f}∈]−0,0[ be as in (1.3). Let n f ≥ n −1. Let G ∈ C0(∂Ω ×R) satisfy586
condition (4.5). Let c	 ∈ R be such that (1.6) holds. Let ρ′, P∗ be as in Lemma 6.1587
for all ∗ ∈]0, 0[. Let ′, δ′ be as in Theorem 4.2 (iii). Then the following statements588
hold.589
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(i) Let Ω˜ be an open subset of Rn with nonzero distance from p + qZn. Then there590
exist ∗
Ω˜
∈]0, ′[ such that591
clΩ˜ ⊆ S[Ωp,]− ∀ ∈ [−∗Ω˜ , ∗Ω˜ ],592
and Ω˜ ∈]0, ∗Ω˜ [ such that clS[Ωp,∗Ω˜ ]
− ⊆ S[Ωp,]− for all  ∈ [−Ω˜ , Ω˜ ], and593
a real analytic map V	,S[Ωp,∗˜
Ω
]− from ] − Ω˜ , Ω˜ [×] − δ′, δ′[ to594
Cm,αq (clS[Ωp,∗
Ω˜
]−) such that595
ω(, δ, x) = n−1δV	,S[Ωp,∗˜
Ω
]−[, δ](x) + C	[, δ] + δ2,nδ2
∫
Q
f dy log 2π ,596
u(, δ, x) = n−1δV	,S[Ωp,∗˜
Ω
]−[, δ](x) + C	[, δ] + δ2,nδ2
∫
Q
f dy log 2π597
+ δ2P∗
Ω˜
[](x) ∀x ∈ clS[Ωp,∗
Ω˜
]−,598
for all (, δ) ∈]0, Ω˜ [×]0, δ′[. Moreover,599
V	,S[Ωp,∗˜
Ω
]−[0, 0] = 0 ∀x ∈ clS[Ωp,∗
Ω˜
]−, C	[0, 0] = c	. (6.2)600
(ii) Let Ω˜ be a bounded open subset of Rn\clΩ . Then there exist Ω˜,r ∈]0, ′[ and601
a real analytic map V r	,Ω˜ from ] − Ω˜,r , Ω˜,r [×] − δ′, δ′[ to Cm,α(clΩ˜) and a602
real analytic map Pr
Ω˜
from ] − 0, 0[ to Cm,α(clΩ˜) such that603
p + clΩ˜ ⊆ clS[Ωp,]− ∀ ∈] − Ω˜,r , Ω˜,r [,604
ω(, δ, p + t) = δV r	,Ω˜ [, δ](t) + C	[, δ]605
+ δ2,nδ2
∫
Q
f dy log 2π ∀t ∈ clΩ˜,606
u(, δ, p + t) = δV r	,Ω˜ [, δ](t) + C	[, δ] + δ2PrΩ˜ [](t) ∀t ∈ clΩ˜,607
for all (, δ) ∈]0, Ω˜,r [×]0, δ′[. Moreover,608
V r	,Ω˜ [0, 0](t) = u

	(t), PrΩ˜ [0](t) =
∫
Q
Sq,n(p − y) f0(y) dy ∀t ∈ clΩ˜.609
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(iii) There exist a real analytic map V r	,∂Ω from ] − ′, ′[×] − δ′, δ′[ to Cm,α(∂Ω)610
and a real analytic map Pr∂Ω from ] − 0, 0[ to Cm,α(∂Ω) such that611
ω(, δ, p + t) = δV r	,∂Ω [, δ](t) + C	[, δ]612
+ δ2,nδ2
∫
Q
f dy log 2π ∀t ∈ ∂Ω,613
u(, δ, p + t) = δV r	,∂Ω [, δ](t) + C	[, δ]614
+ δ2Pr∂Ω [](t) ∀t ∈ ∂Ω, (6.3)615
for all (, δ) ∈]0, ′[×]0, δ′[. Moreover,616
V r	,∂Ω [0, 0](t) = u	(t), Pr∂Ω [0](t) =
∫
Q
Sq,n(p − y) f0(y) dy ∀t ∈ ∂Ω .
(6.4)617
(iv) There exist 1 ∈]0, ′[, δ1 ∈]0, δ′[ and two analytic maps J	1 from618 ] − 1, 1[×] − δ1, δ1[ to R and J	2 from ] − 1, 1[ to R such that619
∫
Q\clΩp,
u(, δ, x) dx = J	1 [, δ] + δ2,nδ2n˜ f J	2 [] log 620
∀(, δ) ∈]0, 1[×]0, δ1[ .621
Moreover,622
J	1 [0, 0] = c	mn(Q), J	2 [0] =
F(0)
2π
mn(Q).623
Finally, if ∫Q f dy = 0 for all  ∈] − 0, 0[, then we can take J	2 equal to 0.624
Proof We first consider statement (i). Let ∗
Ω˜
, Ω˜ be as in Lemma A.8 (i) of the625
“Appendix”. By Definition 4.3 of ω(, δ, ·) and u(, δ, ·), and by (6.1), we have626
ω(, δ, x) = n−1
∫
∂Ω
Sq,n(x − p − s)δΘ	[, δ](s) dσs,627
+ C	[, δ] + δ2,nδ2
∫
Q
f dy log 2π628
u(, δ, x) = ω(, δ, x) + δ2P∗
Ω˜
[](x) ∀x ∈ clS[Ωp,∗
Ω˜
]−,629
for all (, δ) ∈]0, ′[×]0, δ′[. Thus we find natural to set630
V	,S[Ωp,∗˜
Ω
]−[, δ](x) ≡
∫
∂Ω
Sq,n(x − p − s)Θ	[, δ](s) dσs ∀x ∈ clS[Ωp,∗
Ω˜
]−,631
for all (, δ) ∈]− Ω˜ , Ω˜ [×]− δ′, δ′[. Now it suffices to show that the right hand side632
of the above definition defines a real analytic map from ] − Ω˜ , Ω˜ [×] − δ′, δ′[ to633
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Cm,αq (clS[Ωp,∗
Ω˜
]−). Let V be an open bounded connected subset of Rn of class C1634
such that635
clQ ⊆ V, clV ∩ (qz + clΩp,∗
Ω˜
) = ∅ ∀z ∈ Zn\{0},636
Let W ≡ V \clΩp,∗
Ω˜
. Since Sq,n(x − p−s) is analytic in (, x, s), a result on integral637
operators with real analytic kernels and with no singularity (cf. [34, Prop. 4.1 (i)]),638
and the analyticity of Θ	 imply that the function from ] − Ω˜ , Ω˜ [×] − δ′, δ′[× to639
Cm,α(clW ) which takes (, δ) to the function640
∫
∂Ω
Sq,n(x − p − s)Θ	[, δ](s) dσs ∀x ∈ clW,641
is real analytic. Since the restriction operator from clS[Ωp,∗
Ω˜
]− to clW induces an642
isomorphism from Cm,αq (clS[Ωp,∗
Ω˜
]−) onto the subspace of Cm,α(clW ) of the restric-643
tions to clW of q-periodic functions of clS[Ωp,∗
Ω˜
]−, we conclude that the function644
from ] − Ω˜ , Ω˜ [×] − δ′, δ′[ to Cm,αq (clS[Ωp,∗
Ω˜
]−) which takes (, δ) to the above645
integral for x ∈ clS[Ωp,∗
Ω˜
]− is analytic. Also, equality (6.2) follows by the definition646
of V	,S[Ωp,∗˜
Ω
]− and by Theorem 4.2 (iii) and by the membership of θ	 in Cm−1,α(∂Ω)0.647
We now turn to prove statement (ii). By assumption, there exists R > 0 such that648
clΩ˜ ⊆ Bn(0, R). Then we set Ω∗ ≡ Bn(0, R)\clΩ . Let Ω∗,r be as in Lemma A.8649
(ii) of the “Appendix” with 1 = ′. Then we take Ω˜,r ≡ Ω∗,r .650
It clearly suffices to show that V r	,Ω∗ and PrΩ∗ exist and are analytic and then to set651
V r	,Ω˜ and P
r
Ω˜
equal to the composition of the restriction of Cm,α(clΩ∗) to Cm,α(clΩ˜)652
with V r	,Ω∗ and PrΩ∗ , respectively. By definition of ω(, δ, ·) and u(, δ, ·) and by653
equality (2.3), and by equality ∫
∂Ω
Θ	[, δ] dσ = 0, we have654
ω(, δ, p + t) = δ
∫
∂Ω
Sn(t − s)Θ	[, δ](s) dσs655
+
∫
∂Ω
n−1δRq,n((t − s))Θ	[, δ](s) dσs + C	[, δ] + δ2,nδ2
∫
Q
f dy log 2π ,656
u(, δ, p + t) = ω(, δ, p + t)657
+ δ2
[
Pq,n[Q, f](p + t) −
∫
Q
f dySq,n(t)
]
658
= δ
∫
∂Ω
Sn(t − s)Θ	[, δ](s) dσs +
∫
∂Ω
n−1δRq,n((t − s))Θ	[, δ](s) dσs659
+ C	[, δ] + δ2,nδ2n˜ f F() log 2π + δ
2
[
Pq,n[Q, f](p + t)660
− n˜ f F()
(
2−n Sn(t) + δ2,n log 2π + Rq,n(t)
)]
, (6.5)661
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for all t ∈ clΩ∗ and for all (, δ) ∈]0, Ω˜,r [×]0, δ′[. Thus we find natural to set662
V r	,Ω∗ [, δ] ≡
∫
∂Ω
Sn(t − s)Θ	[, δ](s) dσs663
+
∫
∂Ω
n−2 Rq,n((t − s))Θ	[, δ](s) dσs, (6.6)664
PrΩ∗ [](t) ≡ Pq,n[Q, f](p + t)665
− n˜ f +2−n F()Sn(t) − n˜ f F()Rq,n(t), (6.7)666
for all t ∈ clΩ∗ and for all (, δ) ∈] − Ω˜,r , Ω˜,r [×] − δ′, δ′[. Now it suffices667
to prove that the right hand sides of (6.6), (6.7) define real analytic maps from668
]−Ω˜,r , Ω˜,r [×]−δ′, δ′[ and from ]−Ω˜,r , Ω˜,r [ to Cm,α(clΩ∗), respectively. Since669
v[∂Ω, ·]|clΩ∗ is linear and continuous from Cm−1,α(∂Ω) to Cm,α(clΩ∗), Theorem670
4.2 (iii) implies the analyticity of the map which takes (, δ) to v[∂Ω,Θ	[, δ]]|clΩ∗ .671
Next we consider the second integral operator in the right hand side of (6.6). Since672
clΩ∗ − ∂Ω is compact, possibly shrinking Ω˜,r we can assume that673
(t − s) ∈ (Rn\qZn) ∪ {0} ∀(, t, s) ∈] − Ω˜,r , Ω˜,r [×clΩ∗ × ∂Ω . (6.8)674
Then we note that the maps from ] − Ω˜,r , Ω˜,r [ to Cm,α(∂Ω) and to Cm,α(clΩ∗)675
which take  to id∂Ω and to idclΩ∗ are real analytic, respectively. Then a result on676
integral operators with analytic kernels of [34, Prop. 4.1 (i)] implies that the map from677
] − Ω˜,r , Ω˜,r [×Cm,α(∂Ω) to Cm,α(clΩ∗) which takes (, θ) to the function678
∫
∂Ω
Rq,n((t − s))θ(s) dσs ∀t ∈ clΩ∗, (6.9)679
is analytic. Then we conclude that the map V r	,Ω∗ is analytic. We also note that680
V r	,Ω∗ [0, 0] = v[∂Ω, θ	] = u	 [cf. (4.3)]. Then the analyticity of Rq,n and analyticity681
results on the composition operator imply that the map from ]−0, 0[ to Cm−1,α(∂Ω)682
which takes  to the function Rq,n(t) of t ∈ ∂Ω is real analytic (cf. Böhme and683
Tomi [3, p. 10], Henry [22, p. 29], Valent [48, Thm. 5.2, p. 44]). Then by Theorem684
[35, Prop. A.7 (ii)] and by the analyticity of F , it follows that PrΩ∗ is analytic. By685
setting  = 0, we obtain the formula for PrΩ∗ [0].686
Next we prove statement (iii). We define V r	,∂Ω [, δ](t) and Pr∂Ω [](t) to be equal687
to the right hand side of (6.6) and (6.7) for all t ∈ ∂Ω , respectively. Then equality (6.5)688
for t ∈ ∂Ω implies the validity of the equalities (6.3). The analyticity of V r	,∂Ω [, δ]689
and Pr∂Ω [] follows by the same arguments of the proof of statement (iii) with clΩ∗690
replaced by ∂Ω . We also note that (6.8) with clΩ∗ replaced by ∂Ω holds for all691
 ∈]− 0, 0[. Indeed a point p + t with t ∈ ∂Ω can equal p + s + qz with s ∈ ∂Ω692
and z ∈ Zn only if z = 0.693
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Next we prove statement (iv). We first set694
ω

1(, δ, x) ≡ n−1
∫
∂Ω
Sq,n(x − p − s)δΘ	[, δ](s) dσs695
+ C	[, δ] ∀x ∈ clS[Ωp,]−,696
for all (, δ) ∈]0, ′[×]0, δ′[. By Definition 4.3 of ω(, δ, ·), we have697
ω(, δ, x) = ω1(, δ, x) + δ2,nδ2
∫
Q
f dy log 2π ∀x ∈ clS[Ωp,]
−,698
for all (, δ) ∈]0, ′[×]0, δ′[, and accordingly699
∫
Q\clΩp,
u(, δ, x) dx =
∫
Q\clΩp,
ω

1(, δ, x) dx700
+ δ2,nδ2n˜ f F() log 2π mn(Q\clΩp,) + δ
2
∫
Q\clΩp,
Pq,n[Q, f](x)701
− n˜ f F()Sq,n(x − p) dx702
for all (, δ) ∈]0, ′[×]0, δ′[. By equality (6.3), the function ω1(, δ, ·) is the only703
solution in Cm,αq (clS[Ωp,]−) of the Dirichlet problem704
⎧⎪⎨
⎪⎩
Δw = 0 in S[Ωp,]−,
w is q − periodic in S[Ωp,]−,
w(p + t) = δV r	,∂Ω [, δ](t) + C	[, δ] ∀t ∈ ∂Ω,
705
for all (, δ) ∈]0, ′[×]0, δ′[. Then Lemma A.3 of the “Appendix” and the limiting706
relation707
lim
(,δ)→(0,0) ω

1(, δ, x) = C	[0, 0]708
for all x ∈ Rn\(p + qZn) and Corollary A.4 of the “Appendix” imply the existence709
of 1 ∈]0, ′[ and δ1 ∈]0, δ′[ and of an analytic map J˜	1 from ] − 1, 1[×] − δ1, δ1[710
to R such that711
J˜	1 [, δ] =
∫
Q\clΩp,
ω

1(, δ, x) dx ∀(, δ) ∈]0, 1[×]0, δ1[,712
J˜	1 [0, 0] = C	[0, 0]mn(Q) = c	mn(Q) .713
By assumption (1.3) and by [35, Prop. A.2], there exists ρ′ ∈]0, ρ] such that the map714
from ] − 0, 0[ to C0q,ω,ρ′(Rn) which takes  to Pq,n[Q, f] is real analytic. Then715
Proposition A.5 (i) of the “Appendix” implies the existence of an analytic map J˜	2716
from ] − 0, 0[ to R such that717
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∫
Q\clΩp,
Pq,n[Q, f] dx = J˜	2 [] ∀ ∈]0, 0[,718
J˜	2 [0] =
∫
Q
Pq,n[Q, f0] dx . (6.10)719
By Proposition A.5 (ii) of the “Appendix”, there exists an analytic map G1 from720
] − 0, 0[ to R such that721
∫
Q\clΩp,
Sq,n(x − p) dx = G1() − δ2,n 
2 log 
2π
mn(Ω) ∀ ∈]0, 0[,722
G1(0) =
∫
Q
Sq,n(x − p) dx . (6.11)723
Hence, we conclude that724
∫
Q\clΩp,
u(, δ, x) dx = J˜	1 [, δ] + δ2 J˜	2 []725
+ δ2,nδ2n˜ f F() log 2π [mn(Q) − 
nmn(Ω)]726
− δ2n˜ f F()G1() + δ2n˜ f F()δ2,n 
2 log 
2π
mn(Ω)727
for all (, δ) ∈]0, ′[×]0, δ′[. Thus if we set728
J	1 [, δ] ≡ J˜	1 [, δ] + δ2 J˜	2 [] − δ2n˜ f F()G1(),729
J	2 [] ≡ F()
[
2
2π
mn(Ω) + (mn(Q) − nmn(Ω)) 12π
]
,730
for all (, δ) ∈] − 1, 1[×] − δ1, δ1[, then statement (iv) holds true. unionsq731
Next we turn to introduce a representation theorem for the family of solutions732
{u(δ, ·)}δ∈]0,δ′[ in case n f < n − 1.733
Theorem 6.3 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let 0 be734
as in (1.2). Let { f}∈]−0,0[ be as in (1.3). Let n f < n − 1. Let G ∈ C0(∂Ω × R)735
satisfy condition (4.5). Let c∗ ∈ R, γ0 ∈ [0,+∞[ satisfy (1.8). Let ′ ∈]0, 0[, be736
as in Theorem 5.2 (iii). Let Γ0 be an open neighborhood of γ0 in R as in Theorem737
5.2 (iii). Let ρ′, P∗ be as in Lemma 6.1 for all ∗ ∈]0, 0[. Let ˆ be as in (1.7). Let738
δ′ ∈]0,+∞[ be as in (5.4). Then the following statements hold.739
(i) Let Ω˜ be an open subset of Rn with nonzero distance from p + qZn. Then there740
exist ∗
Ω˜
∈]0, ′[ such that741
clΩ˜ ⊆ S[Ωp,]− ∀ ∈ [−∗Ω˜ , ∗Ω˜ ],742
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and Ω˜ ∈]0, ∗Ω˜ [ such that clS[Ωp,∗Ω˜ ]
− ⊆ S[Ωp,]− for all  ∈ [−Ω˜ , Ω˜ ], and743
δΩ˜ ∈]0, δ′[ such that744
ˆ(δ) ∈]0, Ω˜ [, δˆ(δ)n f −(n−1) ∈ Γ0 ∀δ ∈]0, δΩ˜ ], (6.12)745
and a real analytic map V∗,S[Ωp,∗˜
Ω
]− from ]−Ω˜ , Ω˜ [×Γ0 to Cm,αq (clS[Ωp,∗
Ω˜
]−)746
such that747
ω(δ, x) = ˆ(δ)n−1δV∗,S[Ωp,∗˜
Ω
]−[ˆ(δ), δˆ(δ)n f −(n−1)](x)748
+ C∗[ˆ(δ), δˆ(δ)n f −(n−1)] + δ2,nδ2
∫
Q
fˆ(δ) dy
log ˆ(δ)
2π
,749
u(δ, x) = ˆ(δ)n−1δV∗,S[Ωp,∗˜
Ω
]−[ˆ(δ), δˆ(δ)n f −(n−1)](x)750
+ C∗[ˆ(δ), δˆ(δ)n f −(n−1)] + δ2,nδ2
∫
Q
fˆ(δ) dy
log ˆ(δ)
2π
751
+ δ2P∗
Ω˜
[ˆ(δ)](x) ∀x ∈ clS[Ωp,∗
Ω˜
]−,752
for all δ ∈]0, δΩ˜ [. Moreover,753
V∗,S[Ωp,∗˜
Ω
]−[0, γ0] = 0 ∀x ∈ clS[Ωp,∗
Ω˜
]−, C∗[0, γ0] = c∗ . (6.13)754
(ii) Let Ω˜ be a bounded open subset of Rn\clΩ . Then there exist Ω˜,r ∈]0, ′[ and755
δΩ˜,r ∈]0, δ′[ and a real analytic map V r∗,Ω˜ from ]−Ω˜,r , Ω˜,r [×Γ0 to Cm,α(clΩ˜)756
and a real analytic map Pr
Ω˜
from ] − 0, 0[ to Cm,α(clΩ˜) such that757
ˆ(δ) ∈]0, Ω˜,r [, δˆ(δ)n f −(n−1) ∈ Γ0 ∀δ ∈]0, δΩ˜,r ],758
p + ˆ(δ)clΩ˜ ⊆ clS[Ωp,ˆ(δ)]− ∀δ ∈]0, δΩ˜,r [,759
ω(δ, p + ˆ(δ)t) = ˆ(δ)δV r∗,Ω˜ [ˆ(δ), δˆ(δ)n f −(n−1)](t)760
+ C∗[ˆ(δ), δˆ(δ)n f −(n−1)] + δ2,nδ2
∫
Q
fˆ(δ) dy
log ˆ(δ)
2π
∀t ∈ clΩ˜,761
u(δ, p + ˆ(δ)t) = ˆ(δ)δV r∗,Ω˜ [ˆ(δ), δˆ(δ)n f −(n−1)](t)762
+ C∗[ˆ(δ), δˆ(δ)n f −(n−1)] + δ2PrΩ˜ [ˆ(δ)](t) ∀t ∈ clΩ˜,763
for all δ ∈]0, δΩ˜,r [. Moreover,764
V r∗,Ω˜ [0, γ0](t) = u
∗(t), PrΩ˜ [0](t) =
∫
Q
Sq,n(p − y) f0(y) dy ∀t ∈ clΩ˜ .
(6.14)765
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(iii) There exist a real analytic map V r∗,∂Ω from ] − ′, ′[×Γ0 to Cm,α(∂Ω) and a766
real analytic map Pr∂Ω from ] − 0, 0[ to Cm,α(∂Ω) such that767
ω(δ, p + ˆ(δ)t) = ˆ(δ)δV r∗,∂Ω [ˆ(δ), δˆ(δ)n f −(n−1)](t)768
+ C∗[ˆ(δ), δˆ(δ)n f −(n−1)] + δ2,nδ2
∫
Q
fˆ(δ) dy
log ˆ(δ)
2π
∀t ∈ ∂Ω,769
u(δ, p + ˆ(δ)t) = ˆ(δ)δV r∗,∂Ω [ˆ(δ), δˆ(δ)n f −(n−1)](t)770
+ C∗[ˆ(δ), δˆ(δ)n f −(n−1)] + δ2Pr∂Ω [ˆ(δ)](t) ∀t ∈ ∂Ω, (6.15)771
for all δ ∈]0, δ′[. Moreover,772
V r∗,∂Ω [0, γ0](t) = u∗(t), Pr∂Ω [0](t) =
∫
Q
Sq,n(p − y) f0(y) dy ∀t ∈ ∂Ω .773
(iv) There exist 1 ∈]0, ′[ and an open neighborhood Γ1 of γ0 contained in Γ0 and774
two analytic maps J ∗1 , J ∗2 from ] − 1, 1[×Γ1 to R and δ1 ∈]0, δ′[ such that775
ˆ(δ) ∈]0, 1[, δˆ(δ)n f −(n−1) ∈ Γ1 ∀δ ∈]0, δ1[,776
and777
∫
Q\clΩp,ˆ(δ)
u(δ, x) dx = J ∗1 [ˆ(δ), δˆ(δ)n f −(n−1)]778
+ δ2,nδ2ˆ(δ)n f J ∗2 [ˆ(δ)] log ˆ(δ) ∀δ ∈]0, δ1[ .779
Moreover,780
J ∗1 [0, γ0] = c∗mn(Q), J ∗2 [0] =
F(0)
2π
mn(Q).781
Finally, if ∫Q f dy = 0 for all  ∈] − 0, 0[, then we can take J ∗2 equal to 0.782
Proof Let ∗
Ω˜
, Ω˜ be as in Lemma A.8 (i) of the “Appendix”. The existence of δΩ˜ as783
in (6.12) is an immediate consequence of the limiting relations in (1.7). By Definition784
5.3 of ω(δ, ·), we have785
ω(δ, x) = ˆ(δ)n−1
∫
∂Ω
Sq,n(x − p − ˆ(δ)s)δΘ∗[ˆ(δ), δˆ(δ)n f −(n−1)](s) dσs786
+ C∗[ˆ(δ), δˆ(δ)n f −(n−1)] + δ2,nδ2
∫
Q
fˆ(δ) dy
log ˆ(δ)
2π
787
u(δ, x) = ω(δ, x) + δ2P∗
Ω˜
[ˆ(δ)](x) ∀x ∈ clS[Ωp,∗
Ω˜
]−,788
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for all δ ∈]0, δΩ˜ [. Thus we find natural to set789
V∗,S[Ωp,∗˜
Ω
]−[, γ ](x) ≡
∫
∂Ω
Sq,n(x− p−s)Θ∗[, γ ](s) dσs ∀x ∈ clS[Ωp,∗
Ω˜
]−,790
for all (, γ ) ∈]−Ω˜ , Ω˜ [×Γ0. By the analyticity of Θ∗ and by the very same argument791
of the proof of Theorem 6.2 (i), the map V∗,S[Ωp,∗˜
Ω
]− is analytic. By Theorem 5.2 (iii)792
and by the membership of θ∗ in Cm−1,α(∂Ω)0, we deduce the validity of (6.13).793
We now turn to prove statement (ii). Then we take Ω∗ and Ω˜,r ≡ Ω∗,r as in the794
proof of Theorem 6.2 (ii). The existence of δΩ˜,r is an immediate consequence of the795
limiting relations in (1.7). It clearly suffices to show that V r∗,Ω∗ and PrΩ∗ exist and are796
analytic and then to set V r∗,Ω˜ and P
r
Ω˜
equal to the composition of the restriction of797
Cm,α(clΩ∗) to Cm,α(clΩ˜) with V r∗,Ω∗ and PrΩ∗ , respectively. By definition of ω(δ, ·)798
and u(δ, ·) and by equality (2.3), and by equality ∫
∂Ω
Θ∗[, δ] dσ = 0 and by the799
same computations of (6.5), we have800
ω(δ, p + ˆ(δ)t) = ˆ(δ)δ
∫
∂Ω
Sn(t − s)Θ∗[ˆ(δ), δˆ(δ)n f −(n−1)](s) dσs801
+
∫
∂Ω
ˆ(δ)n−1δRq,n(ˆ(δ)(t − s))Θ∗[ˆ(δ), δˆ(δ)n f −(n−1)](s) dσs802
+ C∗[ˆ(δ), δˆ(δ)n f −(n−1)] + δ2,nδ2
∫
Q
fˆ(δ) dy
log ˆ(δ)
2π
,803
u(δ, p + ˆ(δ)t)804
= ˆ(δ)δ
∫
∂Ω
Sn(t − s)Θ∗[ˆ(δ), δˆ(δ)n f −(n−1)](s) dσs805
+
∫
∂Ω
ˆ(δ)n−1δRq,n(ˆ(δ)(t − s))Θ∗[ˆ(δ), δˆ(δ)n f −(n−1)](s) dσs806
+ C∗[ˆ(δ), δˆ(δ)n f −(n−1)] + δ2,nδ2ˆ(δ)n f F(ˆ(δ)) log ˆ(δ)2π807
+ δ2
[
Pq,n[Q, fˆ(δ)](p + ˆ(δ)t)808
− ˆ(δ)n f F(ˆ(δ))
(
ˆ(δ)2−n Sn(t) + δ2,n log ˆ(δ)2π + Rq,n(ˆ(δ)t)
)]
,809
(6.16)810
for all t ∈ clΩ∗ and for all δ ∈]0, δΩ˜,r [. Thus we find natural to set811
V r∗,Ω∗ [, γ ] ≡
∫
∂Ω
Sn(t − s)Θ∗[, γ ](s) dσs812
+
∫
∂Ω
n−2 Rq,n((t − s))Θ∗[, γ ](s) dσs, (6.17)813
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PrΩ∗ [](t) ≡ Pq,n[Q, f](p + t)814
− n f +2−n F()Sn(t) − n f F()Rq,n(t), (6.18)815
for all t ∈ clΩ∗ and for all (, γ ) ∈] − Ω˜,r , Ω˜,r [×Γ0. Now it suffices to prove that816
the right hand side of (6.17), (6.18) define real analytic maps from ]− Ω˜,r , Ω˜,r [×Γ0817
and ] − Ω˜,r , Ω˜,r [ to Cm,α(clΩ∗), respectively. We have already proved that PrΩ∗ is818
analytic and that the second equality in (6.14) holds (see proof of Theorem 6.2 (ii)). By819
arguing precisely as in the proof of Theorem 6.2 (ii), and by exploiting the analyticity820
of Θ∗, we can prove that V r∗,Ω∗ is analytic. We also observe that821
V r∗,Ω∗ [0, γ0](t) =
∫
∂Ω
Sn(t−s)Θ∗[0, γ0](s) dσs =
∫
∂Ω
Sn(t−s)θ∗(s) dσs = u∗(t)
∀t ∈ clΩ∗,
822
[cf. (5.3)]. Next we prove statement (iii). We define V r∗,∂Ω [, γ ](t) and Pr∂Ω [](t) to823
be equal to the right hand side of (6.17) and (6.18) for all t ∈ ∂Ω , respectively. Then824
equality (6.16) for t ∈ ∂Ω implies the validity of the equalities (6.15). The analyticity825
of V r∗,∂Ω [, γ ] and Pr∂Ω [] follows by the same arguments of the proof of statement826
(ii) with clΩ∗ replaced by ∂Ω . We also note that (6.9) with clΩ∗ replaced by ∂Ω827
holds for all  ∈]− 0, 0[. Indeed a point p + t with t ∈ ∂Ω can equal p + s + qz828
with s ∈ ∂Ω and z ∈ Zn only if z = 0.829
Next we prove statement (iv). We first set830
ω

1(δ, x) ≡ ˆ(δ)n−1
∫
∂Ω
Sq,n(x − p − ˆ(δ)s)δΘ∗[ˆ(δ), δˆ(δ)n f −n+1](s) dσs831
+ C∗[ˆ(δ), δˆ(δ)n f −n+1] ∀x ∈ clS[Ωp,ˆ(δ)]−,832
for all δ ∈]0, δ′[. By Definition 5.3 of ω(δ, ·), we have833
ω(δ, x) = ω1(δ, x) + δ2,nδ2
∫
Q
fˆ(δ) dy
log ˆ(δ)
2π
∀x ∈ clS[Ωp,ˆ(δ)]−,834
for all δ ∈]0, δ′[, and accordingly835
∫
Q\clΩp,ˆ(δ)
u(δ, x) dx =
∫
Q\clΩp,ˆ(δ)
ω

1(δ, x) dx836
+ δ2,nδ2ˆ(δ)n f F(ˆ(δ)) log ˆ(δ)2π mn(Q\clΩp,ˆ(δ))837
+ δ2
∫
Q\clΩp,ˆ(δ)
Pq,n[Q, fˆ(δ)](x)838
− ˆ(δ)n f F(ˆ(δ))Sq,n(x − p) dx839
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for all δ ∈]0, δ′[. By equality (6.15), the function ω1(δ, ·) is the only solution in840
Cm,αq (clS[Ωp,ˆ(δ)]−) of the Dirichlet problem841
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Δw = 0 in S[Ωp,ˆ(δ)]−,
w is q − periodic in S[Ωp,ˆ(δ)]−,
w(p+ˆ(δ)t) = ˆ(δ)n−n f δˆ(δ)n f −n+1V r∗,∂Ω [ˆ(δ), δˆ(δ)n f −n+1](t)
+ C∗[ˆ(δ), δˆ(δ)n f −n+1] ∀t ∈ ∂Ω,
842
for all δ ∈]0, δ′[. By Theorems 5.2 (iii) and 6.2 (iii), the function n−n f γ V r∗,∂Ω [, γ ]+843
C∗[, γ ] is real analytic in (, γ ) ∈] − ′, ′[×Γ0. Moreover, such a function equals844
ˆ(δ)n−n f δˆ(δ)n f −n+1V r∗,∂Ω [ˆ(δ), δˆ(δ)n f −n+1] + C∗[ˆ(δ), δˆ(δ)n f −n+1] if we set845
 = ˆ(δ), γ = δˆ(δ)n f −n+1 for δ ∈]0, δ′[. Then Lemma A.3 of the “Appendix”846
and the limiting relation847
lim
δ→0 ω

1(δ, x) = C∗[0, γ0] ∀x ∈ Rn\(p + qZn)848
and Corollary A.4 of the “Appendix” imply the existence of 1 ∈]0, ′[ and of an849
open neighborhood Γ1 of γ0 in R contained in Γ0 and of an analytic map J˜ ∗1 from850 ] − 1, 1[×Γ1 to R and of δ1 ∈]0, δ′[ such that851
ˆ(δ) ∈]0, 1[, δˆ(δ)n f −(n−1) ∈ Γ1 ∀δ ∈]0, δ1],852
J˜ ∗1 [ˆ(δ), δˆ(δ)n f −n+1] =
∫
Q\clΩp,ˆ(δ)
ω

1(δ, x) dx ∀δ ∈]0, δ1[,853
J˜ ∗1 [0, γ0] = C∗[0, γ0]mn(Q) = c∗mn(Q) .854
Next we define J˜ ∗2 ≡ J˜	2 as in (6.10) and and G1 as in (6.11). Hence, we conclude855
that856
∫
Q\clΩp,ˆ(δ)
u(δ, x) dx = J˜ ∗1 [ˆ(δ), δˆ(δ)n f −n+1] + δ2 J˜ ∗2 [ˆ(δ)]857
+ δ2,nδ2ˆ(δ)n f F(ˆ(δ)) log ˆ(δ)2π [mn(Q) − ˆ(δ)
nmn(Ω)]858
− δ2ˆ(δ)n f F(ˆ(δ))G1(ˆ(δ)) + δ2ˆ(δ)n f F(ˆ(δ))δ2,n ˆ(δ)
2 log ˆ(δ)
2π
mn(Ω)859
for all δ ∈]0, δ1[. Thus if we set860
J ∗1 [, γ ] ≡ J˜ ∗1 [, γ ] + (γ (n−1)−n f )2 J˜ ∗2 [] − (γ (n−1)−n f )2n f F()G1() ,861
J ∗2 [] ≡ F()
[
2
2π
mn(Ω) + (mn(Q) − nmn(Ω)) 12π
]
,862
for all (, γ ) ∈] − 1, 1[×Γ1, then statement (iv) holds true. unionsq863
123
Journal: 13163 Article No.: 0242 TYPESET DISK LE CP Disp.:2017/9/1 Pages: 48 Layout: Small-X
Re
vi
se
d P
ro
of
Two-parameter homogenization for a nonlinear periodic…
7 A convergence result for the solutions of the auxiliary problem (3.1)864
We now plan to analyze the behavior of the family {u(, δ, ·)}(,δ)∈]0,′[×]0,δ′[ and865
of the family {u(δ, ·)}δ∈]0,δ′[ in a Lebesgue space as (, δ) tends to (0, 0) and as δ866
tends to 0, respectively. The difficulty here is that the domain clS(, 1)− of u(, δ, ·)867
depends on  and that the domain clS(ˆ(δ), 1)− of u(δ, ·) depends on δ. Then we868
extend such functions ‘by zero’ to the whole of Rn , and we analyze the behavior of869
the extensions as (, δ) tends to (0, 0) and as δ tends to 0, respectively. Thus if v is870
a function from clS(, δ)− to R, we denote by E(,δ)[v] the function from Rn to R871
defined by872
E(,δ)[v](x) ≡
{
v(x) ∀x ∈ clS(, δ)−,
0 ∀x ∈ Rn\clS(, δ)− .873
Then we have the following.874
Proposition 7.1 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let 0875
be as in (1.2). Let { f}∈]−0,0[ be as in (1.3). Let G ∈ C0(∂Ω ×R) satisfy condition876
(4.5). Let r ∈ [1,+∞[. Then the following statements hold.877
(i) Let n f ≥ n−1. Let c	 ∈ R be such that (1.6) holds. Let ′, δ′ be as in Theorem 4.2878
(ii). Let {(ε j , δ j )} j∈N be a sequence in ]0, ′[×]0, δ′[ which converges to (0, 0).879
Then880
lim
j→∞ E(ε j ,1)[u
(ε j , δ j , ·)] = c	 in Lr (V ),881
for all bounded open subsets V of Rn.882
(ii) Let n f < n − 1. Let c∗ ∈ R, γ0 ∈ [0,+∞[ satisfy (1.8). Let ˆ be as in (1.7). Let883
δ′ be as in (5.4). Let {δ j } j∈N be a sequence in ]0, δ′[ which converges to 0. Then884
lim
j→∞ E(ˆ(δ j ),1)[u
(δ j , ·)] = c∗ in Lr (V ),885
for all bounded open subsets V of Rn.886
Proof We first show that887
sup
x∈clS[Ωp,ε j ]−
|u(ε j , δ j , x)| < +∞ . (7.1)888
By Definition 4.3, it suffices to show that889
sup
j∈N
sup
x∈clS[Ωp,ε j ]−
|ω(ε j , δ j , x)| < +∞, (7.2)890
sup
j∈N
sup
x∈clS[Ωp,ε j ]−
δ2j
∣∣∣∣
∫
Q
Sq,n(x − y) fε j (y) dy −
∫
Q
fε j dySq,n(x − p)
∣∣∣∣ < +∞ .891
(7.3)892
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We first prove (7.2). Since ω[ε j , δ j ,Θ	[ε j , δ j ], C	[ε j , δ j ]] is harmonic and q-893
periodic, the Maximum Principle implies that894
sup
j∈N
sup
x∈clS[Ωp,ε j ]−
|ω(ε j , δ j , x)| ≤ sup
j∈N
sup
x∈∂Ωp,ε j
|ω(ε j , δ j , x)| .895
Then equality (4.4) and Theorem 6.2 (iii) imply that896
sup
j∈N
sup
x∈∂Ωp,ε j
|ω(ε j , δ j , x)|897
≤ sup
j∈N
sup
t∈∂Ω
∣∣∣∣ε jδ j V r	,∂Ω [ε j , δ j ](t) + C	[ε j , δ j ] + δ2,nδ2j ε
n˜ f
j F(ε j )
log ε j
2π
∣∣∣∣ < +∞,898
and accordingly inequality (7.2) holds true. Indeed, V r	,∂Ω and C	 are continuous at899
(0, 0) and F is continuous at 0. Next we consider inequality (7.3). By assumption900
(1.3) and [35, Lem. A.2], there exists ρ′ ∈]0, ρ] such that the map from ] − 0, 0[ to901
C0q,ω,ρ′(R
n), which takes  to Pq,n[Q, f] is analytic. Since C0q,ω,ρ′(Rn) is continu-902
ously imbedded into C0b (Rn), we have903
sup
j∈N
sup
x∈clS[Ωp,ε j ]−
∣∣∣∣δ2j
∫
Q
Sq,n(x − y) fε j (y) dy
∣∣∣∣904
≤ sup
j∈N
sup
x∈Rn
∣∣∣δ2j Pq,n[Q, fε j ](x)
∣∣∣ < +∞ . (7.4)905
Then equality (4.4) implies that906
sup
j∈N
sup
x∈clS[Ωp,ε j ]−
∣∣∣∣δ2j
∫
Q
fε j dySq,n(x − p)
∣∣∣∣
≤ sup
j∈N
sup
x∈clS[Ωp,ε j ]−
∣∣∣δ2j εn˜ fj F(ε j )Sq,n(x − p)
∣∣∣ .
(7.5)907
Since −Δx Sq,n(x − p) = 1mn(Q) > 0 for all x ∈ Rn\(p + qZn), the function908
Sq,n(· − p) is super-harmonic and satisfies the strong Minimum Principle in909
R
n\(p + qZn). Accordingly,910
min
x∈clS[Ωp,ε j ]−
ε
n˜ f
j Sq,n(x − p) = mint∈∂Ω ε
n˜ f
j Sq,n(p + tε j − p)911
= min
t∈∂Ω
(
ε
n˜ f
j ε
2−n
j Sn(t) + ε
n˜ f
j δ2,n
log ε j
2π
+ εn˜ fj Rq,n(ε j t)
)
∀ j ∈ N .912
Since Rq,n is continuous at 0 and n˜ f ≥ n − 1, we conclude that there exists M1 ∈ R913
such that914
min
x∈clS[Ωp,ε j ]−
ε
n˜ f
j Sq,n(x − p) ≥ M1 ∀ j ∈ N . (7.6)915
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On the other hand we know that Sq,n(· − p) is continuous and q-periodic in916
R
n\(p + qZn) and that917
lim
x→p Sq,n(x − p) = limx→p
(
Sn(x − p) + Rq,n(x − p)
) = −∞ .918
Accordingly, Sq,n(· − p) is bounded from above and there exists M2 ∈]0,+∞[ such919
that920
sup
x∈clS[Ωp,ε j ]−
ε
n˜ f
j Sq,n(x − p) ≤ M2 ∀ j ∈ N . (7.7)921
By combining (7.4), (7.5), (7.6) and (7.7) and the continuity of F at 0, we conclude922
that (7.3) holds true. Hence, (7.1) is also true. Now Theorem 6.2 (i) implies that923
lim
j→∞ E(ε j ,1)[u
(ε j , δ j , ·)] = c	 a.e. in Rn .924
Hence, the Dominated Convergence Theorem in the set Q and the q-periodicity of925
E(ε j ,1)[u(ε j , δ j , ·)] imply the validity of statement (i). Similarly, in order to prove926
statement (ii), we prove that927
sup
x∈clS[Ωp,ˆ(δ j )]−
|u(δ j , x)| < +∞, (7.8)928
and we invoke the Dominated Convergence Theorem in the set Q. As above, inequal-929
ity (7.8) follows by inequalities (7.2) and (7.3) with ε j and ω(ε j , δ j , x) replaced by930
ˆ(δ j ), ω(δ j , x), respectively. We can prove such inequalities by replacing C	[ε j , δ j ],931
V r	,∂Ω [ε j , δ j ] by C∗[ˆ(δ j ), δ j ˆ(δ j )n f −(n−1)], V r∗,∂Ω [ˆ(δ j ), δ j ˆ(δ j )n f −(n−1)], respec-932
tively, and by exploiting the same argument of the proof of statement (i) and Theorems933
5.2, 6.3 (iii) instead of Theorems 4.2, 6.2 (iii). unionsq934
8 A convergence result for the solutions of problem (1.4)935
As we have already said at the beginning of Sect. 3, a function u ∈ Cm,α(clS(, δ)−)936
satisfies problem (1.4) if and only if the function u(·) = u(δ·) ∈ Cm,α(clS(, 1)−),937
satisfies the auxiliary boundary value problem (3.1). Thus we can now introduce a938
family of solutions for problem (1.4) by means of the following.939
Definition 8.1 (i) Let the assumptions of Theorem 4.2 hold. Then we set940
ω(, δ, x) ≡ ω(, δ, x/δ) ∀x ∈ clS(, δ)−,941
u(, δ, x) ≡ u(, δ, x/δ) ∀x ∈ clS(, δ)−,942
for all (, δ) ∈]0, ′[×]0, δ′[.943
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(ii) Let the assumptions of Theorem 5.2 hold. Let δ′ ∈]0,+∞[ be as in (5.4). Then944
we set945
ω(δ, x) ≡ ω(δ, x/δ) ∀x ∈ clS(ˆ(δ), δ)−,946
u(δ, x) ≡ u(δ, x/δ) ∀x ∈ clS(ˆ(δ), δ)−,947
for all δ ∈]0, δ′[.948
By Theorems 4.2 and 5.2, {u(, δ, ·)}(,δ)∈]0,′[×]0,δ′[ is a family of solutions of problem949
(1.4) in case n f ≥ n − 1, and {u(δ, ·)}δ∈]0,δ′[ is a family of solutions of problem (1.4)950
in case n f < n − 1. Our aim is to analyze the behavior of such families as (, δ)951
tends to (0, 0) and as δ tends to 0, respectively. To do so, we exploit the results on952
the families of solutions of the auxiliary problem (3.1), which we have introduced in953
Definitions 4.3 and 5.3.954
In particular, we note that Theorem 6.2 (i), (ii) implies that the family of solutions955
{u(, δ, ·)}(,δ)∈]0,′[×]0,δ′[ satisfies conditions (	), (		) of the introduction, and that956
the limit of (	) is precisely the constant c	. Similarly, Theorem 6.3 (i), (ii) implies that957
the family of solutions {u(δ, ·)}δ∈]0,δ′[ satisfies conditions (∗), (∗∗) of the introduction,958
and that the limit of (∗) is precisely the constant c∗.959
Next we show the validity of the following convergence theorem in Lebesgue960
spaces.961
Proposition 8.2 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let 0962
be as in (1.2). Let { f}∈]−0,0[ be as in (1.3). Let G ∈ C0(∂Ω ×R) satisfy condition963
(4.5). Let r ∈ [1,+∞[. Then the following statements hold.964
(i) Let n f ≥ n −1. Let c	 ∈ R be such that (1.6) holds. Let ′, δ′ be as in Theorem 4.2965
(iii). Let {(ε j , δ j )} j∈N be a sequence in ]0, ′[×]0, δ′[ which converges to (0, 0).966
Then967
lim
j→∞ E(ε j ,δ j )[u(ε j , δ j , ·)] = c	 in L
r (V ),968
for all bounded open subsets V of Rn.969
(ii) Let n f < n − 1. Let c∗ ∈ R, γ0 ∈ [0,+∞[ satisfy (1.8). Let ˆ be as in (1.7). Let970
δ′, be as in (5.4). Let {δ j } j∈N be a sequence in ]0, δ′[ which converges to 0. Then971
lim
j→∞ E(ˆ(δ j ),δ j )[u(δ j , ·)] = c∗ in L
r (V ),972
for all bounded open subsets V of Rn.973
Proof By Lemma A.6 of the “Appendix”, there exists C ∈]0,+∞[ such that974
‖E(ε j ,δ j )[u(ε j , δ j , ·)] − c	‖Lr (V ) = ‖E(ε j ,δ j )[u(ε j , δ j , ·/δ)] − c	‖Lr (V )975
= ‖E(ε j ,1)[u(ε j , δ j , ·)](·/δ) − c	‖Lr (V )976
≤ C‖E(ε j ,1)[u(ε j , δ j , ·)] − c	‖Lr (Q) ∀ j ∈ N .977
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Then the statement follows by Theorem 7.1 (i). The proof of statement (ii) follows the978
same lines by replacing Theorem 7.1 (i) with Theorem 7.1 (ii). unionsq979
The result above is akin to those obtained by variational methods, although here980
the methods are completely different. We now exploit our methods to describe the981
convergence of the families of solutions {u(, δ, ·)}(,δ)∈]0,′[×]0,δ′[ and {u(δ, ·)}δ∈]0,δ′[982
as (, δ) tends to (0, 0) and as δ tends to 0, respectively, in the spirit of the present983
paper.984
We first note that if Ω˜ is a nonempty open subset of Rn , then985
Ω˜ ∩ (Rn\clS(, δ)−) = ∅,986
whenever (, δ) is sufficiently close to (0, 0). Hence, u(, δ, ·) is not defined in the987
whole of Ω˜ for (, δ) sufficiently close to (0, 0), and we cannot hope to describe the988
behavior of u(, δ, ·) as we did for u(, δ, ·) in Theorem 6.2. Similarly, u(δ, ·) is not989
defined in the whole of Ω˜ for δ sufficiently close to 0, and we cannot hope to describe990
the behavior of u(δ, ·) as we did for u(δ, ·) in Theorem 6.3. Hence, we must resort991
to a different avenue.992
We first fix r ∈ [1,+∞[ and we identify E(,δ)[u(, δ, ·)] and E(ˆ(δ),δ)[u(δ, ·)]993
with the corresponding functionals in the dual of the space of functions of Lr ′(Rn)994
with compact support, where r ′ is the conjugate exponent to r , and we would like995
to describe the ‘weak’ behavior of E(,δ)[u(, δ, ·)] as (, δ) tends to (0, 0) and of996
E(ˆ(δ),δ)[u(δ, ·)] as δ tends to 0 in terms of analytic maps. More precisely, we would997
like to describe the behavior of the integrals998
∫
Rn
E(,δ)[u(, δ, ·)]φ dx,
∫
Rn
E(ˆ(δ),δ)[u(δ, ·)]φ dx (8.1)999
as (, δ) tends to (0, 0) and as δ tends to 0 in terms of analytic maps, for all elements1000
φ with compact support of Lr ′(Rn). At the moment however, we cannot do so for all1001
elements φ with compact support of Lr ′(Rn), but only for all the elements φ which1002
belong to a certain dense subspace Tq of Lr ′(Rn) of functions with compact support,1003
which we now turn to introduce by means of the following technical statement of [37,1004
§ 9]1005
Proposition 8.3 Let Tq be the vector subspace of L∞(Rn) ∩ L1(Rn) generated by1006
the set of functions1007
{
χs Q+y : (s, y) ∈ (Q∩]0,+∞[) × Rn
}
.1008
(i) If r ∈ [1,+∞[, then the space Tq is dense in Lr (Rn).1009
(ii) If φ ∈ Tq , then there exist y1,…,yr ∈ Rn, and λ1, …, λr ∈ R, and s ∈ Q∩]0,+∞[1010
such that1011
φ(x) =
r∑
l=1
λlχyl+s Q(x) a.a. x ∈ Rn .1012
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Next we turn to analyze the behavior of the integrals in (8.1) with φ ∈ Tq as (, δ)1013
tends to (0, 0) and as δ tends to 0, respectively. In the spirit of this paper, we represent1014
the integrals in (8.1) in terms of analytic maps evaluated at specific values of (, δ)1015
and δ, respectively. Namely, at values of δ such that the periodic cell δQ is a certain1016
integer fraction of the periodicity cell Q. More precisely, we require that δ equals1017
the reciprocal of some integer l ∈ N\{0}. To do so, we first introduce the following1018
technical statement.1019
Theorem 8.4 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let 0 be1020
as in (1.2). Let { f}∈]−0,0[ be as in (1.3). Let G ∈ C0(∂Ω × R) satisfy condition1021
(4.5). Let r ∈ [1,+∞[. Then the following statements hold.1022
(i) Let n f ≥ n − 1. Let c	 ∈ R be such that (1.6) holds. Let ′, δ′ be as in Theorem1023
4.2 (iii). Then we have the following.1024
( j1) Let s ∈]0,+∞[. Let y˜ ∈ Rn. Let 1, δ1, J	1 , J	2 be as in Theorem 6.2 (iv).1025
Then1026
∫
Rn
E(l−1s)[u(, l−1s, ·)]χy˜+s Q dx1027
= sn J	1 [, l−1s] + δ2,nsn(l−1s)2n˜ f J	2 [] log ,1028
for all l ∈ N\{0} such that l > s/δ1 and for all  ∈]0, 1[. Moreover,1029
sn J	1 [0, 0] =
∫
Rn
c	χy˜+s Q dx .1030
Finally, if ∫Q f dy = 0 for all  ∈] − 0, 0[, then we can take J	2 equal to 0.1031
( j1 j1) Let φ ∈ Tq . Let s ∈ Q∩]0,+∞[ be as in Proposition 8.3 (ii). Then there1032
exist real analytic maps H	,φ from ] − 1, 1[×] − δ1, δ1[ to R and H˜	,φ from1033
] − 1, 1[ to R such that1034
∫
Rn
E(,l−1s)[u(, l−1s, ·)]φ dx1035
= sn H	,φ[, l−1s] + δ2,nsn(l−1s)2n˜ f H˜	,φ[] log 1036
for all l ∈ N\{0} such that l > s/δ1 and for all  ∈]0, 1[. Moreover,1037
sn H	,φ[0, 0] =
∫
Rn
c	φ dx .1038
Finally, if ∫Q f dy = 0 for all  ∈] − 0, 0[, then we can take H˜	,φ equal to1039
0.1040
(ii) Let n f < n − 1. Let c∗ ∈ R, γ0 ∈ [0,+∞[ satisfy (1.8). Let ′, Γ0 be as in1041
Theorem 5.2 (iii). Let ˆ be as in (1.7). Let δ′ be as in (5.4). Then we have the1042
following.1043
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( j2) Let s ∈]0,+∞[. Let y˜ ∈ Rn. Let δ1, 1, Γ1, J ∗1 , J ∗2 be as in Theorem 6.3 (iv).1044
Then1045
∫
Rn
E(ˆ(l−1s),l−1s)[u(l−1s, ·)]χy˜+s Q dx1046
= sn J ∗1 [ˆ(l−1s), l−1sˆ(l−1s)n f −(n−1)]1047
+ δ2,nsn(l−1s)2ˆ(l−1s)n f log ˆ(l−1s)J ∗2 [ˆ(l−1s)],1048
for all l ∈ N\{0} such that l > s/δ′. Moreover,1049
sn J ∗1 [0, γ0] =
∫
Rn
c∗χy˜+s Q dx .1050
Finally, if ∫Q f dy = 0 for all  ∈] − 0, 0[, then we can take J ∗2 equal to 0.1051
( j2 j2) Let φ ∈ Tq . Let s ∈ Q∩]0,+∞[ be as in Proposition 8.3 (ii). Then there exist1052
real analytic maps H∗,φ from ] − 1, 1[×Γ1 to R and H˜∗,φ from ] − 1, 1[ to1053
R such that1054
∫
Rn
E(ˆ(l−1s),l−1s)[u(ˆ(l−1s), l−1s, ·)]φ dx1055
= sn H∗,φ[ˆ(l−1s), l−1sˆ(l−1s)n f −(n−1)]1056
+ δ2,nsn(l−1s)2ˆ(l−1s)n f H˜∗,φ[ˆ(l−1s)] log ˆ(l−1s),1057
for all l ∈ N\{0} such that l > s/δ′. Moreover,1058
sn H∗,φ[0, γ0] =
∫
Rn
c∗φ dx .1059
Finally, if ∫Q f dy = 0 for all  ∈] − 0, 0[, then we can take H˜∗,φ equal to1060
0.1061
Proof By Lemma A.7 of the “Appendix” and by Theorem 6.2 (iv), we have1062
∫
Rn
E(,l−1s)[u(, l−1s, ·)]χy˜+s Q dx1063
=
∫
Rn
E(,1)[u(, l−1s, ·)](x/(l−1s))χy˜+s Q(x) dx1064
= sn
∫
Q
E(,1)[u(, l−1s, ·)] dx = sn
∫
Q\clΩp,
u(, l−1s, x) dx1065
= sn J	1 [, l−1s] + snδ2,nl−2s2n˜ f J	2 [] log 1066
for all l ∈ N\{0} such that l > s/δ′ and for all  ∈]0, ′[. Hence, ( j1) holds true.1067
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Similarly, we now prove ( j2). By Lemma A.7 and by Theorem 6.3 (iv), we have1068
∫
Rn
E(ˆ(l−1s),l−1s)[u(l−1s, ·)]χy˜+s Q dx1069
= sn
∫
Q
E(ˆ(l−1s),1)[u(l−1s, ·)] dx = sn
∫
Q\clΩp,ˆ(l−1s)
u(l−1s, x) dx1070
= sn J ∗1 [ˆ(l−1s), l−1sˆ(l−1s)n f −(n−1)]1071
+ snδ2,nl−2s2ˆ(l−1s)n f J ∗2 [ˆ(l−1s)] log ˆ(l−1s)1072
for all l ∈ N\{0} such that l > s/δ′. Hence, ( j2) holds true. Since φ is a finite linear1073
combination of translations of functions such as χy˜+s Q , statements ( j1 j1) and ( j2 j2)1074
are an immediate consequence of statements ( j1) and ( j2), respectively. unionsq1075
A Appendix1076
We first introduce the following variant of a result of Preciso [47, Prop. 1.1, p. 101].1077
Proposition A.1 Let n1, n2 ∈ N\{0}, ρ ∈]0,+∞[, m ∈ N, α ∈]0, 1]. Let Ω1 be a1078
bounded open subset of Rn1 . Let Ω2 be a bounded open connected subset of Rn2 of1079
class C1. Then the composition operator T from C0ω,ρ(clΩ1) × Cm,α(clΩ2,Ω1) to1080
Cm,α(clΩ2) defined by1081
T [u, v] ≡ u ◦ v ∀(u, v) ∈ C0ω,ρ(clΩ1) × Cm,α(clΩ2,Ω1),1082
is real analytic.1083
Then we introduce the following statement of [44, Lem. 3.8, Prop. 3.14, Rmk. 3.15].1084
1085
Theorem A.2 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let 0 be as1086
in (1.2). Let g˜ ∈ Cm,α(∂Ω). Then there exist 1 ∈]0, 0[ and an open neighborhood1087
Γ˜ of g˜ in Cm,α(∂Ω) and a real analytic map (ηˆ[·, ·], ξˆ [·, ·]) from ] − 1, 1[×Γ˜1088
to Cm,α(∂Ω)0 × R such that the only solution ς [, g] ∈ Cm,αq (clS[Ωp,]−) of the1089
Dirichlet problem1090
⎧⎨
⎩
Δu(x) = 0 ∀x ∈ S(, 1)−,
u is q − periodic in S(, 1)−,
u(p + t) = g(t) ∀t ∈ ∂Ω,
1091
is delivered by the formula1092
ς [, g](x) = w−q [∂Ωp,, ηˆ[, g](−1(· − p))](x) + ξˆ [, g] ∀x ∈ clS(, 1)−,1093
for all (, g) ∈]0, 1[×Γ˜ . Moreover,1094
(ηˆ[0, g˜], ξˆ [0, g˜]) = (η˜, ξ˜ ),1095
123
Journal: 13163 Article No.: 0242 TYPESET DISK LE CP Disp.:2017/9/1 Pages: 48 Layout: Small-X
Re
vi
se
d P
ro
of
Two-parameter homogenization for a nonlinear periodic…
where (η˜, ξ˜ ) ∈ Cm,α(∂Ω)0 × R is the only solution of the equation1096
−1
2
η˜ + w[∂Ω, η˜] + ξ˜ = g˜ on ∂Ω .1097
Also,1098
ξ˜ =
∫
∂Ω
g˜τ˜ dσ,1099
where τ˜ ∈ Cm−1,α(∂Ω) is the only solution of the problem1100
− 1
2
τ + w∗[∂Ω, τ ] = 0 on ∂Ω,
∫
∂Ω
τ dσ = 1 . (A.1)1101
In order to compute ξ˜ , the following lemma is sometimes useful.1102
Lemma A.3 Let the same assumptions of Theorem A.2 hold. Then1103
lim
]0,1[×Γ˜ (,g)→(0,g˜)
ς [, g](x) = ξ˜ ∀x ∈ Rn\(p + qZn) .1104
Proof Since1105
ς [, g](x) = −n−1
∫
∂Ω
νΩ(s)DSq,n(x − p − s)ηˆ[, g](s) dσs + ξˆ [, g]1106
∀x ∈ clS[Ωp,]−,1107
for all (, γ ) ∈]0, 1[×Γ˜ , the statement follows by the continuity of ηˆ and ξˆ at (0, g˜),1108
and by the continuity of DSq,n in Rn\(p + qZn). unionsq1109
Then we deduce the validity of the following corollary.1110
Corollary A.4 Let the same assumptions of Theorem A.2 hold. Then there exist 1 ∈1111
]0, 0[, and an open neighborhood Γ˜ of g˜ in Cm,α(∂Ω), and an analytic map J1 from1112
] − 1, 1[×Γ˜ to R such that1113
∫
Q\Ωp,
ς [, g] dx = J1[, g] ∀(, g) ∈]0, 1[×Γ˜ .1114
Moreover, J1[0, g˜] = mn(Q)
∫
∂Ω
g˜τ˜ dσ , where τ˜ is the only solution in Cm−1,α(∂Ω)1115
of problem (A.1).1116
Proof We first observe that1117
∫
Q\clΩp,
ς [, g] dσ =
∫
Q\clΩp,
w−q [∂Ωp,, ηˆ[, g](−1(· − p))](x) dx1118
+ ξˆ [, g]mn(Q\Ωp,) (A.2)1119
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for all (, g) ∈]0, 1[×Γ˜ . Next we note that1120
∫
Q\clΩp,
w−q [∂Ωp,, ηˆ[, g](−1(· − p))](x) dx1121
= −
∫
Q\clΩp,
∫
∂Ωp,
νΩp, (y)DSq,n(x − y)ηˆ[, g](−1(y − p)) dσy dx1122
= −
∫
Q\clΩp,
n∑
j=1
∂
∂x j
∫
∂Ωp,
Sq,n(x − y)ηˆ[, g](−1(y − p))(νΩp, (y)) j dσy dx1123
=
∫
∂Ωp,
n∑
j=1
(νΩp, (x)) j
∫
∂Ωp,
Sq,n(x−y)ηˆ[, g](−1(y− p))(νΩp, (y)) j dσy dσx1124
=
n∑
j=1
∫
∂Ω
(νΩ(t)) j
∫
∂Ω
Sq,n((t − s))ηˆ[, g](s)(νΩ(s)) j dσsdσt2n−21125
=
n∑
j=1
∫
∂Ω
(νΩ(t)) j
∫
∂Ω
Sn(t − s)ηˆ[, g](s)(νΩ(s)) j dσsdσtn1126
+ δ2,n
2π
( log )
n∑
j=1
∫
∂Ω
(νΩ(t)) j dσt
∫
∂Ω
ηˆ[, g](s)(νΩ(s)) j dσs1127
+
n∑
j=1
∫
∂Ω
(νΩ(t)) j
∫
∂Ω
Rq,n((t − s))ηˆ[, g](s)(νΩ(s)) j dσsdσt2n−21128
=
n∑
j=1
∫
∂Ω
(νΩ(t)) j
∫
∂Ω
Sn(t − s)ηˆ[, g](s)(νΩ(s)) j dσsdσtn1129
+
n∑
j=1
∫
∂Ω
(νΩ(t)) j
∫
∂Ω
Rq,n((t − s))ηˆ[, g](s)(νΩ(s)) j dσsdσt2n−2, (A.3)1130
for all (, g) ∈]0, 1[×Γ˜ . Thus it is natural to define J1 as the map from ]−1, 1[×Γ˜1131
to R which takes (, g) to the sum of the right hand side of (A.3) and of the term1132
ξˆ [, g]mn(Q\Ωp,) = ξˆ [, g](mn(Q) − nmn(Ω)) in the right hand side of equality1133
(A.2). By classical potential theory, the operator v[∂Ω, ·]|∂Ω is linear and continuous1134
from Cm−1,α(∂Ω) to Cm,α(∂Ω). Then the continuity of the pointwise product in1135
Cm−1,α(∂Ω) and the analyticity of ηˆ[·, ·] imply the analyticity of the first sum in the1136
right hand side of (A.3). Then the analyticity of the map in (6.9), and the continuity of1137
the product in Cm−1,α(∂Ω) and the analyticity of ηˆ[·, ·] imply the analyticity of the1138
second sum in the right hand side of (A.3) in the variable (, g). The analyticity of1139
ξˆ [·, ·] implies the analyticity of the term ξˆ [, g](mn(Q)−nmn(Ω)) upon the variable1140
(, g). Hence, J1[·, ·] is real analytic from ] − 1, 1[×Γ˜ to R. Finally,1141
J1[0, g˜] = mn(Q)ξˆ [0, g˜] = mn(Q)ξ˜ = mn(Q)
∫
∂Ω
τ˜ g˜ dσ,1142
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where τ˜ is the unique solution of problem (A.1). unionsq1143
Next we introduce the following technical statement.1144
Proposition A.5 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let 01145
be as in (1.2).1146
(i) Let ρ ∈]0,+∞[. Then there exists a real analytic map G from ] − 0, 0[×1147
C0ω,ρ(clQ) to R such that1148
∫
Q\Ωp,
h dx = G[, h] ∀(, h) ∈]0, 0[×C0ω,ρ(clQ),1149
G[0, h] =
∫
Q
h dx ∀h ∈ C0ω,ρ(clQ) .1150
(ii) There exists a real analytic function G1 from ] − 0, 0[ to R such that1151
∫
Q\Ωp,
Sq,n(x − p) dx = G1() − δ2,n 
2 log 
2π
mn(Ω) ∀ ∈]0, 0[ .1152
Moreover,1153
G1(0) =
∫
Q
Sq,n(x − p) dx .1154
Proof For the existence of G, we follow the proof of Lemma 2.2 of [26] and we note1155
that
∫
Q\Ωp, h dx =
∫
Q h dx − n
∫
Ω
h(p + s) ds for all (, h) ∈]0, 1[×C0ω,ρ(clQ),1156
and we define G as the map from ] − 0, 0[×C0ω,ρ(clQ) to R which takes (, h) to1157
the right hand side of such an equality. The analyticity of G follows by Proposition1158
A.1. The formula for G[0, h] follows by the definition of G. Next we turn to prove1159
statement (ii). By identity (2.3) and by the rule of change of variables, we have1160
∫
Q\Ωp,
Sq,n(x − p) dx =
∫
Q
Sq,n(x − p) dx1161
− 2
∫
Ω
Sn(t) dt − δ2,n 
2 log 
2π
mn(Ω) − n
∫
Ω
Rq,n(t) dt ∀ ∈]0, 0[ .1162
Then we can set1163
G1() ≡
∫
Q
Sq,n(x− p) dx−2
∫
Ω
Sn(t) dt−n
∫
Ω
Rq,n(t) dt ∀ ∈] − 0, 0[ .1164
By the analyticity of Rq,n in (Rn\qZn)∪{0} and by analyticity results on the composi-1165
tion operator (cf. Böhme and Tomi [3, p. 10], Henry [22, p. 29], Valent [48, Thm. 5.2,1166
p. 44]), we deduce that the map from ] − 0, 0[ to Cm,α(clΩ), which takes  to the1167
function Rq,n(t) of the variable t ∈ clΩ is real analytic. Then by the continuity of the1168
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linear operator from Cm,α(clΩ) to R which takes a map to its integral, the function G11169
is analytic from ]−0, 0[ to R. Then we obviously have G1(0) =
∫
Q Sq,n(x − p) dx .1170 unionsq1171
Next we introduce the following inequality for dilated q-periodic functions, which1172
we prove by arguments akin to those of Braides and De Franceschi [6, ex. 27, p. 20].1173
We denote by uδ the function from Rn to C defined by1174
uδ(x) ≡ u(x/δ) ∀x ∈ Rn, (A.4)1175
for all δ ∈]0,+∞[ and for all q-periodic functions u ∈ L1loc(Rn). Then we have the1176
following.1177
Lemma A.6 Let r ∈ [1,+∞[, δ0 ∈]0,+∞[. Let V be a bounded open subset of Rn.1178
Then there exists C ∈]0,+∞[ such that1179
‖uδ‖Lr (V ) ≤ C‖u‖Lr (Q) ∀δ ∈]0, δ0[,1180
for all q-periodic u ∈ L1loc(Rn).1181
Proof Since V is bounded, there exists a family {zl}sl=1 of points of Zn such that1182
V ⊆
s⋃
l=1
(qzl + clQ) .1183
Then the q-periodicity of u implies that1184
∫
V
|uδ(y)|r dy ≤
s∑
l=1
∫
qzl+clQ
|uδ(y)|r dy =
s∑
l=1
∫
δ−1qzl+δ−1clQ
|u(x)|r dxδn1185
≤
s∑
l=1
∫
δ−1qzl+([δ−1]+1)clQ
|u(x)|r dxδn = s
∫
([δ−1]+1)clQ
|u(x)|r dxδn1186
≤ Cr
∫
Q
|u(x)|r dx ∀δ ∈]0, δ0[,1187
for all q-periodic u ∈ L1loc(Rn), where1188
C ≡ s1/r
{
sup
δ∈]0,δ0[
([δ−1] + 1)nδn
}1/r
< +∞,1189
and where [δ−1] denotes the integer part of δ−1. unionsq1190
Next we introduce the following lemma for dilated q-periodic functions.1191
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Lemma A.7 Let u ∈ L1loc(Rn) be a q-periodic function. Let y˜ ∈ Rn, s ∈]0,+∞[,1192
l ∈ N\{0}. Then the following equality holds1193
∫
Rn
us/ l(x)χy˜+s Q(x) dx = sn
∫
Q
u dx,1194
[see (A.4)].1195
Proof Since us/ l is l−1sq-periodic, it is also sq-periodic and accordingly,1196
∫
Rn
us/ l(x)χy˜+s Q(x) dx =
∫
y˜+s Q
us/ l(x) dx =
∫
s Q
us/ l(x) dx .1197
Next we observe that1198
⋃
0≤z j ≤l−1
(qz + l−1 Q) ⊆ Q, mn
⎛
⎝Q\
⋃
0≤z j ≤l−1
(qz + l−1 Q)
⎞
⎠ = 0 .1199
Accordingly, the l−1sq-periodicity of us/ l(·) implies that1200
∫
s Q
us/ l(x) dx =
∫
sl−1 Q
us/ l(x) dxln1201
=
∫
sl−1 Q
u(x/(s/ l)) dxln =
∫
Q
u(y) dyln(s/ l)n = sn
∫
Q
u dx .1202
unionsq1203
Finally, we introduce the following elementary lemma of [33, Lem. A.5].1204
Lemma A.8 Let m ∈ N\{0}, α ∈]0, 1[. Let p ∈ Q. Let Ω be as in (1.1). Let 0 ∈1205
]0,+∞[ be as in (1.2). Let 1 ∈]0, 0[.1206
(i) Let Ω˜ be an open subset of Rn with a nonzero distance from p +qZn. Then there1207
exist ∗
Ω˜
∈]0, 1[ such that1208
clΩ˜ ⊆ S[Ωp,]− ∀ ∈ [−∗Ω˜ , ∗Ω˜ ],1209
and Ω˜ ∈]0, ∗Ω˜ [ such that1210
clS[Ωp,∗
Ω˜
]− ⊆ S[Ωp,]− ∀ ∈ [−Ω˜ , Ω˜ ] .1211
(ii) Let Ω be a bounded open subset of Rn such that Ω ⊆ Rn\clΩ . Then there1212
exists Ω,r ∈]0, 1[ such that1213
p + clΩ ⊆ Q, p + Ω ⊆ S[Ωp,]− ∀ ∈ [−Ω,r , Ω,r ]\{0} .1214
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