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Multi-Cell Multi-User Massive FD-MIMO:
Downlink Precoding and Throughput Analysis
Rubayet Shafin and Lingjia Liu
Abstract
In this paper, downlink (DL) precoding and power allocation strategies are identified for a time-
division-duplex (TDD) multi-cell multi-user massive Full-Dimension MIMO (FD-MIMO) network. Uti-
lizing channel reciprocity, DL channel state information (CSI) feedback is eliminated and the DL multi-
user MIMO precoding is linked to the uplink (UL) direction of arrival (DoA) estimation through estima-
tion of signal parameters via rotational invariance technique (ESPRIT). Assuming non-orthogonal/non-
ideal spreading sequences of the UL pilots, the performance of the UL DoA estimation is analytically
characterized and the characterized DoA estimation error is incorporated into the corresponding DL
precoding and power allocation strategy. Simulation results verify the accuracy of our analytical charac-
terization of the DoA estimation and demonstrate that the introduced multi-user MIMO precoding and
power allocation strategy outperforms existing zero-forcing based massive MIMO strategies.
Index Terms
Direction-of-arrival estimation, FD-MIMO, multi-cell, multi-user MIMO, zero-forcing, ESPRIT.
I. INTRODUCTION
Massive-MIMO or large-scale MIMO, has generated significant interest both in academia [1]
and industry [2]. Because of the promise of fulfilling future throughput demand via aggressive
spatial multiplexing, massive MIMO is considered as one of the key enabling technologies
for next generation wireless networks. Due to form factor limitation at the base station (BS),
three dimensional (3D) massive-MIMO/Full Dimension MIMO (FD-MIMO) systems have been
introduced in 3GPP to deploy active antenna elements in a two dimensional (2D) antenna array
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enabling the exploitation of the degrees of freedom in both azimuth and elevation domains.
Due to the availability of the huge spectrum in the millimeter wave (mmWave) band, mmWave
communication is considered as another enabling technology for future cellular networks: 5G and
beyond. However, due to its significantly higher path loss compared to the microwave channel,
it is extremely challenging to establish an effective communication for outdoor channels using
mmWave bands. This challenge can be tackled using beamforming techniques where the base
station serves multiple users with narrower beams. This can be possible if a large number of
antennas are deployed at the base station in order to realize the narrow beams. As a result,
massive MIMO is a natural counterpart for the mmWave cellular network.
Since the benefits of massive MIMO or massive FD-MIMO are limited by the accuracy of
the downlink (DL) channel state information (CSI) available at the base station, it is critical
for the BS to obtain corresponding DL CSI information. In general, the BS can obtain the CSI
knowledge through the following: 1) DL CSI feedback where the the CSI information is fed
back from mobile stations (MSs), and 2) DL/UL channel reciprocity where BS estimates the
uplink (UL) CSI and infers DL CSI information through channel reciprocity. Note that DL CSI
feedback is heavily used in frequency-division-duplex (FDD) systems where only a few bits of
the corresponding DL CSI information are fed back to the BS [3] to achieve a good tradeoff
between DL MIMO performance and UL feedback overhead/reliability. To utilize the DL/UL
channel reciprocity, the critical point becomes estimating the UL channel at the BS. Based on
UL pilots/reference signals sent from MSs, there are generally two methods to estimate the
UL channel. First is to estimate the corresponding channel transfer function (e.g., UL channel
matrix). Alternatively, UL direction of arrival (DoA) can be estimated at the BS using ESPRIT
algorithm [4]. Even though the DoA only provides partial information on the UL channel, it
is shown in [5], [6] that it can be directly linked to DL MIMO precoding in TDD systems. It
is important to note that the DoA based MIMO precoding strategy has also been introduced to
FDD systems demonstrating significant performance benefits in reality [7].
Despite promising better performance, non-linear precoding schemes, such as dirty paper
coding (DPC) or vector perturbation, are not practical for MIMO systems due to its high
implementation complexity. In recent years, simple linear processing techniques have been
shown to offer significant performance gains for multi-user massive MIMO scenarios where the
base stations employ a large number of antennas [1]. Hence, most of the prior works in massive
MIMO literature have focused on maximum ratio transmission (MRT) and zero forcing (ZF)-
based methods for DL MIMO precoding [8], [9]. However, for mmWave mssive FD-MIMO
systems, it is possible to design low-complexity precoders with better performance than the
conventional ZF/MRT-based precoders.
In this paper, we will characterize the optimal/near-optimal DL MIMO precoding and power
allocation strategies for a TDD multi-cell multi-user mmWave massive FD-MIMO network.
ESPRIT-based UL DoA estimation scheme will be introduced and performance of the DoA
estimation will be analytically characterized assuming non-orthogonal spreading sequences used
for UL pilots/reference signals. DL multi-user MIMO precoding and power allocation strategies
will be identified based on the UL DoA estimation and their corresponding error performance.
Performance evaluation will be conducted to illustrate benefits of the introduced MIMO precod-
ing and power allocation strategy over our previous scheme [5] as well as popular zero forcing
(ZF)-based precoding [8], [9]. The contribution of this paper can be summarized as the following:
• First, we present a unitary ESPRIT-based uplink DoA estimation method for multi-cell
multi-user mmWave massive FD-MIMO OFDM network. Unlike majority of existing work,
our scheme considers a more realistic scenario where non-orthogonal spreading sequences
are used as UL pilots for both intra-cell and inter-cell users. As a result, due to the
non-zero correlation coefficients among users’ spreading sequences, the UL DoA/channel
estimation is subject to intra-cell interference, inter-cell interference, and the so called pilot
contamination.
• Second, we analytically characterize the mean square error (MSE) of unitary ESPRIT-based
UL DoA estimation for the corresponding multi-cell multi-user FD-MIMO network. Our
analytical results show how different perturbation components, namely noise elements, and
intra-cell and inter-cell interferences, affect the UL DoA/channel estimation performance.
The MSE has been related to key physical parameters such as number of antennas, BS
array geometry, complex path gains, and correlation coefficients between users’ spreading
sequences.
• Third, we derive the sum-rate maximizing DL precoding and power allocation strategy for
our FD-MIMO system. Furthermore, we perform a large antenna array regime analysis for
DL precoding and identify the optimum power allocation under both perfect and imperfect
DoA estimation scenarios.
• Finally, we validate our algorithms and analytical results through extensive simulation. The
evaluation results demonstrate that our simulated MSE for different antenna numbers and
antenna array geometries match well with those of analytical expressions for both elevation
and azimuth estimation in large SNR regimes. Moreover, we also show that the introduced
sum-rate maximization precoding strategy outperforms both eigenbeamforming and ZF-
based precoding over all SNR regimes.
The rest of the paper is organized as follows. Section II describes the system model and the
channel model for the underlying multi-cell multi-user massive FD-MIMO network. Section III
presents the ESPRIT-based UL DoA estimation method and the performance characterization
for DoA estimation. The achievable sum-rate analysis under both perfect and imperfect DoA
estimation as well as the optimal MIMO precoding and power allocation strategies are contained
in Section IV. Simulation results are presented in Section V and Section VI concludes the paper.
II. SYSTEM AND CHANNEL MODEL
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Figure 1: Network Model.
We consider a multi-cell multi-user MIMO-OFDM system consisting of G BSs as depicted
in figure 1. Each BS with Nr number of antennas supports J number of mobile stations (MSs)–
each having Nt number of transmit antennas. After appending cyclic prefix (CP), the resulting
time domain transmit signal at each MS is first passed through a parallel-to-serial converter
followed by a digital-to-analog (DAC) converter, resulting in the baseband OFDM signal. The
baseband signal is then up-converted and sent through a frequency selective fading channel,
which is assumed to remain time-invariant during an OFDM symbol duration. It is to be noted
here that we assumed same number of antennas at all UEs because of better clarity of exposition.
However, we want to emphasize here that the algorithm and analysis presented in this work are
not restricted by this assumption. All the results presented in this work can be straightforwardly
extended to the scenario where users in the cell have different number of antennas.
In the UL, each MS sends Nt spreading sequences of length Q as plots/reference signals: one
on each transmit antenna. Accordingly, the Nr × Q frequency-domain received signal for the
k-th subcarrier at the i-th BS can be written as
Zi(k) =
G−1∑
g=0
J−1∑
j=0
√
Λjg,iHjg,i(k)Xjg(k) +Wi(k), (1)
whereHjg,i(k) is the Nr×Nt channel matrix for the channel between the i-th BS and the j-th MS
in the g-th cell at the k-th subcarrier, and Λjg,i is the corresponding large scale fading coefficient
which is independent of subcarrier frequency; Xjg(k) is the Nt ×Q frequency domain transmit
signal from the j-th MS in the g-th cell for the k-th subcarrier, and Wi(k) is the corresponding
Nr × Q noise matrix. Note that each row vector of Xjg(k) is a length-Q spreading sequence.
The channel transfer function, Hjg,i(k), can be written as
Hjg,i(k) =
Ljg,i−1∑
ℓ=0
Cjg,i(ℓ)e
−j2πkℓ
Nc , (2)
where Cjg,i(ℓ) is the Nr × Nt channel impulse response (CIR) for the ℓ-th tap of the channel
between i-th BS and the j-th MS in the g-th cell. Nc denotes total number of subcarriers. Here,
we assume that the channel, which can be represented by an equivalent discrete-time linear
channel impulse response, has a finite number (Ljg,i) of non-zero taps.
Using the geometric channel model for mmWave frequencies, the impulse response for the
ℓ-th tap of the channel between i-th BS and the j-th MS in the g-th cell can be represented by
[5], [6], [10]
Cjg,i(ℓ) =
Pjg,i,ℓ−1∑
p=0
αjg,i(ℓ, p)er,jg,i(ℓ, p)e
H
t,jg,i(ℓ, p), (3)
where αjg,i(ℓ, p), er,jg,i(ℓ, p), and et,jg,i(ℓ, p) are, respectively, the channel gain, Nr × 1 receive
antenna array response, andNt×1 transmit antenna array response for the p-th sub-path within the
ℓ-th tap of the channel between the i-th BS and the j-th MS in g-th cell; Pjg,i,ℓ is the total number
of sub-paths within the ℓ-th tap of the channel; and (·)H denotes Hermitian transpose operation. In
the FD-MIMO network of interests, a 1D uniform linear array (ULA) is assumed at each MS. The
corresponding transmit antenna array response can be described using the Vandermonde structure:
et,jg,i(ℓ, p) =
[
1 ejωjg,i,ℓ,p . . . ej(Nt−1)ωjg,i,ℓ,p
]T
, where ωjg,i,ℓ,p = (2π∆t/λ) cosΩjg,i,ℓ,p, ∆t is
the spacing between the adjacent transmit antenna elements, Ωjg,i,ℓ,p is the transmit angle (DoD)
for p-th sub-path within ℓ-th tap of the channel between i-th base station and the j-th user in g-th
cell, and λ is the carrier wavelength. On the other hand, for FD-MIMO networks the antenna
array at the BS is a 2D planar array placed in the X-Z plane, withM1 andM2 antenna elements in
vertical and horizontal directions, respectively. Accordingly, the number of total receive antenna
elements at the base station is Nr = M1×M2. Therefore, the receive antenna array response for
the p-th sub-path within ℓ-th tap can be expressed as er,jg,i(ℓ, p) = a(vjg,i,ℓ,p)⊗a(ujg,i,ℓ,p), where
⊗ represents the Kronecker product, and a(ujg,i,ℓ,p) =
[
1 ejujg,i,ℓ,p . . . ej(M1−1)ujg,i,ℓ,p
]T
and
a(vjg,i,ℓ,p) =
[
1 ejvjg,i,ℓ,p . . . ej(M2−1)vjg,i,ℓ,p
]T
can be treated as the receive steering vectors in
the elevation and azimuth domains, respectively. Here, ujg,i,ℓ,p =
2π∆r
λ
cos θjg,i,ℓ,p and vjg,i,ℓ,p =
2π∆r
λ
sin θjg,i,ℓ,p cosφjg,i,ℓ,p are the two receive spatial frequencies at the BS, ∆r is the spacing
between adjacent antenna elements in the receive antenna array, and θjg,i,ℓ,p and φjg,i,ℓ,p are the
elevation and azimuth DoAs for the p-th sub-path within ℓ-th tap for the channel between the
i-th BS and the j-th MS in g-th cell, respectively. In this paper, we are not considering user
mobility or scheduler impact on the system performance, and we will address these important
issues in our future work.
III. UPLINK CHANNEL CHARACTERIZATION THROUGH DOA ESTIMATION
In this section, we will present the UL DoA estimation procedure for the multi-cell multi-
user massive FD-MIMO network and characterize assuming non-orthogonal/non-ideal spreading
sequences and characterize the corresponding estimation performance. We choose ESPRIT-based
method for DoA estimation over other high resolution DoA estimation methods, such as MUSIC,
since ESPRIT offers better resolvability and unbiased estimates with lower variance. Most
importantly, ESPRIT provides significant computational advantages in terms of faster processing
speed, lower storage requirement and indifference to knowledge of precise array geometry.
A. UL DoA Estimation through Unitary ESPRIT
Let the n-th MS at the i-th cell be the target user which tries to communicate to the i-th
BS. In massive FD-MIMO networks, the number of scheduled users may be quite large, and
hence due to limited availability of orthogonal spreading codes, it may not be possible to assign
orthogonal sequences to all scheduled users. With this in mind, in this work, we assume a more
realistic scenario that only the spreading sequences used by the same MS are orthogonal while
spreading sequences for different MSs within a cell are non-orthogonal. Furthermore, we assume
that the same pool of spreading sequences are reused across all cells as UL pilots complying
with the 3GPP LTE/LTE-Advanced standards [11].
Let the correlation among the spreading sequences from different MSs be denoted as ρ1. Now,
for estimating the UL channel of the n-th MS in i-th cell, at the i-th BS, the Nr ×Q received
signal at the k-th subcarrier, Zi(k), is first correlated with the spreading sequences of n-th MS.
Hence, after correlating the received signal with the target user’s sequence, from (1), we have
Zi(k)X
H
ni(k) =
G−1∑
g=0
J−1∑
j=0
√
Λjg,iHjg,i(k)Xjg(k)X
H
ni(k) +W
′
i(k), (4)
where W
′
i(k) =Wi(k)X
H
ni(k) is the equivalent noise element. Now, we can re-write (4) as
Zi(k)X
H
ni(k) =
√
Λni,iHni,i(k) +
G−1∑
g=0
g 6=i
√
Λng,iHng,i(k) +
J−1∑
j=0
j 6=n
√
Λji,iHji,i(k)ρ11Nt
+
G−1∑
g=0
g 6=i
J−1∑
j=0
j 6=n
√
Λjg,iHjg,i(k)ρ11Nt +W
′
i(k), (5)
where 1Nt denotes an Nt × Nt matrix with each element being unity. In (5), the first term,√
Λni,iHni,i(k), represents the target user’s UL channel; first summation term represents the
inter-cell interference caused by users in other cells whose spreading sequences are exactly
the same as that of target user (pilot contamination); second summation term represents the
intra-cell interference; and third summation term represents the inter-cell interference caused by
users in other cells whose spreading sequences are different (non-orthogonal) than that of target
user. In realistic wireless networks such as LTE/LTE-Advanced networks, there exists a nonzero
correlation between different pilot sequences. For example, Zadoff-Chu sequence is used to make
sure different prime length Zadoff-Chu sequence has constant cross-correlation [12]. To reflect
this practical constraint as well as provide system design insights, a correlation coefficient, ρ1,
in (5) is introduced as a system design parameter to consider the tradeoff between the training
sequence length and corresponding system performance. It is to be noted that ρ1 = 0 results in
the special case where all the users in a cell are assigned orthogonal codes. Also important to
note that the value of ρ1 depends on the length of scrambling sequences the system designer
chooses, which again depends on the coherence time of the channel. This provides us a way
to investigate the impact of channel coherence on the network performance: Smaller coherence
time will lead to a shorter scrambling sequence resulting in higher values for ρ1.
Because of the large path loss, which is manifested by the large-scale fading coefficients,
overall gains of the inter-cell interference channels are relatively small compared to that of the
target user’s channel. Furthermore, presence of the small correlation coefficients, ρ1, intra-cell
interference terms can also be considered relatively smaller compared to the term for target
user’s channel. Hence, during the ESPRIT-based parameter estimation phase, we can treat the
interference and noise elements together, and (5) can be written as
Hˆni,i(k) = Zi(k)X
H
ni(k) =
√
Λni,iHni,i(k) +W
′′
i (k) (6)
where W
′′
i (k) is the equivalent noise-plus-interference matrix. Now, using (2) and (3), we can
write Hni,i(k) as
Hni,i(k) =
Lni,i−1∑
ℓ=0
Pni,i,ℓ−1∑
p=0
αni,i(ℓ, p)er,ni,i(ℓ, p)e
H
t,ni,i,k(ℓ, p) (7)
where et,ni,i,k(ℓ, p) = et,ni,i(ℓ, p)e
−j2πkℓ
Nc . In order to jointly estimate the elevation and azimuth
angles of the uplink channel between the i-th base station and the n-th user in i-th cell, we can
now apply a low-complexity DoA estimation algorithm based on unitary ESPRIT.
High frequency channels, especially millimeter-wave channels, usually have fewer number of
scattering clusters [13]. In this work, we focus on the simple case where each scattering cluster
contributes a single propagation path. This is a reasonable assumption for the analysis of FD-
MIMO systems [5], [14], [15]. Hence for the clarity of exposition, and notational convenience, we
can drop the subpath index, p, from αjg,i(ℓ, p), er,jg,i,k(ℓ, p), and e
H
t,jg,i(ℓ, p). However, our results
also hold for multiple subpaths scenario due to the fact that ESPRIT can be used to distinguish
subpaths as long as the spatial resolvability of the array is higher than the angular spread between
two subpaths [16]. It is to be noted here that in this work, instead of Standard ESPRIT, we utilize
Unitary ESPRIT [17] for DoA estimation, which provides superior estimation performance for
the case where the sub-paths within the same clusters are highly correlated. Moreover, because of
Forward-Backward Averaging (FBA), Unitary ESPRIT can still estimate the corresponding DoAs
of two sub-paths which are completely correlated or coherent. It is also noteworthy here that it
is unlikely to have more than two completely coherent sub-paths in the mmWave propagation
channel based on 3GPP mmWave channel model [18] and the seminal work in [19]. Therefore,
our introduced algorithm is applicable for most general mmWave channels. However, for the
very special case where more than two sub-paths are completely coherent, and all such sub-path
DoAs are required to be estimated, the spatial smoothing technique can be applied in conjunction
with FBA to de-correlate the corresponding signals [20]. However, this is out of the scope of
current manuscript and we will consider this special case in our future work. Now, (7) can be
written as
Hni,i(k) = Ani,iDni,iB
H
ni,i(k) (8)
where Ani,i =
[
er,ni,i(0) . . . er,ni,i(Lni,i − 1)
]
, Dni,i = diag
[
αni,i(0) . . . αni,i(Lni,i − 1)
]
,
andBni,i(k) =
[
et,ni,i,k(0) . . . et,ni,i,k(Lni,i − 1)
]
. Hence, from (6), the channel matrix, Hˆni,i(k),
can be written as
Hˆni,i(k) =
√
Λni,iAni,iDni,iB
H
ni,i(k) +W
′′
i (k). (9)
By converting all the complex matrices to the real matrices, Unitary ESPRIT performs the
computations in real, instead of complex, numbers from beginning to the end of the algorithm,
and hence, reduces the computational complexity significantly. Since we are only interested in
estimating UL DoAs, the noisy channel from (9) can be expressed as
Hˆni,i(k) = Ani,iSni,i(k) +W
′′
i (k), (10)
where Sni,i(k) =
√
Λni,iDni,iB
H
ni,i(k). In order to perform unitary ESPRIT, we need to use
forward-backward averaging on the received signal:
Hˆ
fba
ni,i(k) =
[
Hˆni,i(k) ΠNrHˆ
∗
ni,i(k)ΠNt
]
=
[
Ani,iSni,i(k) ΠNrA
∗
ni,iS
∗
ni,i(k)ΠNt
]
+
[
W
′′
i (k) ΠNrW
′′
i
∗
(k)ΠNt
]
, (11)
where A∗ represents complex conjugate of A, and Πp denotes the p× p exchange matrix with
ones on its antidiagonal and zeros elsewhere. The subspace decomposition of the signal space
of the received signal through singular value decomposition then can be written as:
[
Ani,iSni,i(k) ΠNrA
∗
ni,iS
∗
ni,i(k)ΠV
]
=
[
U
sig
ni,i U
noise
ni,i
]Σsigni,i 0
0 0



 Vsigni,iH
Vnoiseni,i
H

 (12)
From this step onward, we can now follow our line of work [5] in order to apply ESPRIT-based
techniques on (12). Hence, the details are not repeated here due to page limitation.
B. RMSE Characterization
The theoretical performance of the unitary ESPRIT-based UL DoA estimation can be charac-
terized where the root mean squared error (RMSE) of the estimation is served as the performance
metric. Let vˆni,i,ℓ denote the estimated spatial frequency for ℓ-th tap of the target user’s channel,
i.e, the channel between the i-th BS and the n-th MS in the i-th cell; the estimation error is
then given by ∆vni,i,ℓ = vni,i,ℓ − vˆni,i,ℓ. Similarly, ∆uni,i,ℓ = uni,i,ℓ − uˆni,i,ℓ.
It has been shown in [21] that the unitary transformation does not affect the MSE of the
ESPRIT methods; however, the statistics of the noise and the signal subspace are changed due
to the forward and backward averaging performed in (11). To be specific, the covariance and
complementary covariance matrices for the equivalent noise-plus-interference matrix W
′′
i (k) in
(5) become, respectively [21]:
R
(fba)
i (k) =

Ri(k) 0
0 ΠNrNtR
∗
i (k)ΠNrNt

 ; C(fba)i (k) =

 0 Ri(k)ΠNrNt
ΠNrNtR
∗
i (k) 0

 ,
(13)
where Ri(k) = Eα,θ,φ,ψ
{
vec
{
W
′′
i (k)
}
vec
{
W
′′
i (k)
}H}
, and the expectation, Eα,θ,φ,ψ, is taken
with respect to different channel realizations (i.e., w.r.t. channel gains, DoA’s– both azimuth
and elevation– and DoD’s of the interference channels). Now the expression of the covariance
matrix, Ri(k), can be simplified using the following lemma:
Lemma 1. The covariance matrix, Ri(k), of the equivalent noise-plus-interference matrix, W
′′
i ,
is given by:
Ri(k) = Ri,1(k) +Ri,2(k) +Ri,3(k) +Ri,4(k), (14)
where Ri,4(k) = σ
2INrNt , where σ
2 is the noise variance, and
Ri,1(k) = Eα,θ,φ,ψ


G−1∑
g=0
g 6=i
(√
Λng,i
)2
Rng,i(k)

 , (15)
Ri,2(k) = Eα,θ,φ,ψ

ρ21
J−1∑
j=0
j 6=n
(√
Λji,i
)2
X t,rRji,i(k)X t,r

 , (16)
Ri,3(k) = Eα,θ,φ,ψ

ρ21
G−1∑
g=0
g 6=i
J−1∑
j=0
j 6=n
(√
Λjg,i
)2
X t,rRjg,i(k)X t,r

 , (17)
whereX t,r = (1Nt ⊗ INr), andRpq,r(k) = Ppq,r(k)PHpq,r(k), wherePpq,r(k) =
(
B
∗
pq,r(k)⊗Apq,r
)
vec {Dpq,r}.
Proof Sketch. Lemma 1 can be proved using the properties of matrix vectorization, and with the
assumption of the independence of channel gains.
It is noteworthy here that in Lemma 1, Ri,1(k), Ri,2(k), Ri,3(k), and Ri,4(k) correspond,
respectively, to the effects of pilot contamination, intra-cell interference, inter-cell interference,
and noise element of the noise-plus-interference signal. Now, the first order approximation of
the mean square estimation error of vni,i,ℓ for the Unitary ESPRIT is given by [21]:
E
{
(△vni,i,ℓ)2
}
=
1
2
(
r
(v)H
ni,i,ℓ ·W∗ni,i,mat ·R(fba)
T
i ·WTni,i,matr(v)ni,i,ℓ
−Re
{
r
(v)T
ni,i,ℓ ·Wni,i,mat ·C(fba)i ·WTni,i,mat · r(v)ni,i,ℓ
})
, (18)
where
r
(v)
ni,i,ℓ = qℓ ⊗
([
(J˜
(v)
1 U
sig
ni,i)
+(J˜
(v)
2 /e
jvni,i,ℓ − J˜(v)1 )
]T
pℓ
)
, (19)
Wni,i,mat = (Σ
sig−1
ni,i V
sigT
ni,i )⊗ (Unoiseni,i Unoise
H
ni,i ). (20)
Here, J˜v,1 = [IM2−1 0] ⊗ IM1 and J˜v,2 = [0 IM2−1]⊗ IM1 are the selection matrices for the
first and second subarrays, respectively, for the spatial frequency vni,i,ℓ; T is the transformation
matrix, qℓ is the ℓ-th column of matrix Tni,i, p
T
ℓ is the ℓ-th row of matrix T
−1
ni,i; R
fba
i and
C
fba
i are the covariance and complementary covariance matrices of the noise-plus-interference,
respectively. Now, let us consider the following lemma:
Lemma 2. Covariance and complementary covariance matrices of the forward-backward aver-
aged signal can be decomposed as
R
(fba)
i (k) = R
(fba)
i,1 (k) +R
(fba)
i,2 (k) +R
(fba)
i,3 (k) +R
(fba)
i,4 (k), (21)
C
(fba)
i (k) = C
(fba)
i,1 (k) +C
(fba)
i,2 (k) +C
(fba)
i,3 (k) +C
(fba)
i,4 (k), (22)
where
R
(fba)
i,m (k) =

Ri,m(k) 0
0 ΠNrNtR
∗
i,m(k)ΠNrNt

 ; C(fba)i,m (k) =

 0 Ri,m(k)ΠNrNt
ΠNrNtR
∗
i,m(k) 0

 ,
(23)
for m = 1, . . . , 4, where Ri,m(k)’s are given by Lemma 1.
Proof Sketch. This Lemma can be proved by substituting (21) into (13), and by utilizing the
definitions of Ri,m(k)s from Lemma 1.
Using Lemma 2, we can separately investigate the effects of different elements of noise-
plus-interference signal on the DoA estimation performance, and hence, can write (18) as
E
{
(△vni,i,ℓ)2
}
=
4∑
m=1
E
{
(△vni,i,ℓ)2
}
m
where
E
{
(△vni,i,ℓ)2
}
m
=
1
2
(
r
(v)H
ni,i,ℓ ·W∗ni,i,mat ·R(fba)
T
i,m ·WTni,i,matr(v)ni,i,ℓ
−Re
{
r
(v)T
ni,i,ℓ ·Wni,i,mat ·C(fba)i,m ·WTni,i,mat · r(v)ni,i,ℓ
})
. (24)
Now, (24) depends on the singular value decomposition (SVD) of the noiseless received signal,
which can be difficult to obtain at the BS. However, for massive MIMO systems, this becomes
possible due to the fact that the steering vectors are orthogonal. We consider the following
Lemma [5] to facilitate the derivation of the MSE expression for massive MIMO systems:
Lemma 3. If the elevation and azimuth angles are both drawn independently from a continuous
distribution, the normalized array response vectors become orthogonal asymptotically, that is,
e¯r,jg,i(m) ⊥ span
{
e¯r,j′g′ ,i′ (n) | ∀(j, g, i,m) 6= (j
′
, g
′
, i
′
, n)
}
when the number of antennas at the
base station goes large, where e¯r,jg,i(m) =
1√
Nr
er,jg,i(m).
Using this property, we can analytically characterize the effect of each individual perturbation
element on the DoA estimation performance. To be specific, the MSE of UL DoA estimation
due to pilot contamination is given by the following Theorem:
Theorem 1. For the massive MIMO network, the MSE of the unitary ESPRIT-based UL DoA
estimation due to pilot contamination is given by
Eθ,φ,φ{(∆vni,i,ℓ)2}1 = 1
8|αni,i(ℓ)|2N2t Λni,i(M2 − 1)2M21
×
G−1∑
g=0
g 6=i
Λng,iXng,i

Lng,i−1∑
m=0
|αng,i(m)|2

(Yng,i + Y ′ng,i − 2ℜ{ejΦY˜ng,i}) ,
(25)
where Φ = ((M1 − 1)uni,i,ℓ + (M2 − 1)vni,i,ℓ), and Xng,i and Yng,i are given by
Xng,i = Eψ
∣∣(1 + e−j(ωni,i,ℓ−ωng,i,m) + . . .+ e−j(Nt−1)(ωni,i,ℓ−ωng,i,m))∣∣2 , (26)
Yng,i = Eθ,φ
∣∣(1 + ej(uni,i,ℓ−ung,i,m) + . . .+ ej(M1−1)(uni,i,ℓ−ung,i,m))×(
ej(M2−1)(vni,i,ℓ−vng,i,m) − 1)∣∣2 , (27)
and Y
′
ng,i and Y˜ng,i are given by
Y
′
ng,i = Eθ,φ
∣∣(ej(M1−1)ung,i,m + ejuni,i,ℓej(M1−2)ung,i,m + . . .+ ej(M1−1)uni,i,ℓ)×(
ej(M2−1)vni,i,ℓ − ej(M2−1)vng,i,m)∣∣2 , (28)
Y˜ng,i = Eθ,φ
[ (
e−j(M1−1)ung,i,m + e−juni,i,ℓe−j(M1−2)ung,i,m + . . .+ e−j(M1−1)uni,i,ℓ
)×
(
e−j(M2−1)vni,i,ℓ − e−j(M2−1)vng,i,m) (1 + . . .+ e(M1−1)(ung,i,m−uni,i,ℓ))×
(
ej(M2−1)(vng,i,m−vni,i,ℓ) − 1) ] (29)
for m = 0, . . . Lng,i−1, and Eψ and Eθ,φ denote, respectively, expectations with respect to DoD
and DoAs of the interference channel.
Proof. See Appendix A.
Remark 1. Based on Jacobian, MSEs of the elevation and azimuth angles can be obtained from
the MSEs of the spatial frequencies as follows [22]
Eθ,φ,φ{(∆θℓ)2} = Eθ,φ,φ{(∆uℓ)2} 1
π2 sin2(θℓ)
, (30)
Eθ,φ,φ{(∆θℓ)2} = Eθ,φ,φ{(∆uℓ)
2} cot2(θℓ) cot2(φℓ)
π2 sin2(θℓ)
+
Eθ,φ,φ{(∆vℓ)2}
π2 sin2(θℓ) sin
2(φℓ)
(31)
Remark 2. The expectation expressed in (25) of Theorem 1 is NOT taken with respect to time,
rather, it is taken with respect to the DoAs or DoDs of interference users due to random locations
of those interference users.
Similarly, the effect of intra-cell interference, inter-cell interference, and noise elements on
the MSE performance are characterized in Theorem 2, Theorem 3, and Theorem 4, respectively:
Theorem 2. For the massive MIMO network, the MSE of the unitary ESPRIT-based UL DoA
estimation due to intra-cell interference is given by
Eθ,φ,φ
{
(△vni,i,ℓ)2
}
2
=
ρ21|X ′′ni,i,ℓ|
2
8|αni,i(ℓ)|2N2t Λni,i(M2 − 1)2M21
×
J−1∑
j=0
j 6=n
Λji,iXji,i

Lji,i−1∑
m=0
|αji,i(m)|2

(Yji,i + Y ′ji,i − 2ℜ{ejΦY˜ji,i}) ,
(32)
where X
′′
ni,i,ℓ =
Nt−1∑
m=0
ejmωni,i,ℓ .
Proof. See Appendix B.
Theorem 3. For the massive MIMO network, the MSE of the unitary ESPRIT-based UL DoA
estimation due to inter-cell interference is given by
Eθ,φ,φ
{
(△vni,i,ℓ)2
}
3
=
ρ21|X ′′ni,i,ℓ|
2
8|αni,i(ℓ)|2N2t Λni,i(M2 − 1)2M21
×
G−1∑
g=0
g 6=i
J−1∑
j=0
j 6=n
Λjg,iXjg,i

Ljg,i−1∑
m=0
|αjg,i(m)|2

(Yjg,i + Y ′jg,i − 2ℜ{ejΦY˜jg,i}) ,
(33)
Proof. The proof is similar to the proof of Theorem 2.
Theorem 4. For the massive MIMO network, the MSE of the unitary ESPRIT-based UL DoA
estimation due to noise element is given by
E
{
(△vni,i,ℓ)2
}
4
=
σ2
2|αni,i(ℓ)|2NtΛni,i(M2 − 1)2M1 ,
where σ2 is the noise variance.
Proof. This theorem can be proved following the line of proof for Theorem-1 in [5].
Similarly, we can also obtain the MSE expressions for elevation spatial frequency, E
{
(△uni,i,ℓ)2
}
.
Accordingly, based on Jacobian matrices, we can characterize MSE expressions for UL elevation
and azimuth DoAs from the MSEs of the spatial frequencies.
Remark 3. From Theorem 2 and Theorem 3 we can observe that non-zero correlation among
the spreading sequences of different MSs does cause intra- and inter-cell interference for UL
DoA estimation, and the corresponding MSEs of the estimation are directly affected by the
correlation coefficient, ρ1. On the other hand, as we can see from Theorem 1, the MSE due to
pilot contamination is not dependent on the correlation coefficient.
Furthermore, these four theorems suggest that our original work in [5] may yield strictly
suboptimal solutions since in that work we only consider DoA estimation error due to noise
elements. This observation will be verified through performance evaluation in Section V.
C. Complexity Analysis
In this subsection, we discuss the computational coomplexity of unitary ESPRIT-based DoA es-
timation procedure as presented in Section III-A. We first summarize the computational complex-
ity of some basic operations in terms of floating point operations (FLOPS). It requires 2(n−1)mp
FLOPS for computing product of two matrices of sizes (m×n) and n×p. For taking inverse of
a positive definite matrix of size (n×n) requires (n3+n2+n) floating point operations; number
of FLOPS required for taking SVD of an m× n matrix is (4m2n+ 22n3), and complexity for
finding eigenvalues of an n×n matrix is n3. Now, we can describe the computational complexity
of each step of our algorithm presented. For complexity analysis, we assume all the channels
have L resolvable paths. Now, correlating the received signal with training symbol matrix in (4)
requires Ca = 2(Q − 1)NrNt number of FLOPS. Taking forward-backward averaging in (11)
requires Cb = 2NrNt(Nr +Nt− 2) FLOPS. Number of FLOPS required for taking SVD of the
forward-backward averaged received signal in (12) is Cc = (8N
2
rNt+176N
3
t ). Now, for solving
shift-invariance equations for elevation and azimuth spatial frequencies, the number of FLOPS
required are, respectively, Cd = 2[M2(M1−1)−1]L2+[L3+L2+L]+ [2(L−1)M2L(M1−1)],
and Ce = 2[M1(M2−1)−1]L2+[L3+L2+L]+[2(L−1)M1L(M2−1)]. Finally, for calculating
the eigenvalues of two shift-invariance operator matrices requires Cf = 2L
3 number of FLOPS.
Hence, total computational complexity of our ESPRIT-based DoA estimation method can be
written as CESPRIT = Ca + Cb + Cc + Cd + Ce + Cf . Next, for comparison. we compute the
computational complexity of MUSIC algorithm. For computing the covariance matrix of the
received signal, the number of FLOPS required is Da = (Q+ 1)N
2
r . Next, computing the SVD
of the covariance matrix requires Db = 26N
3
r FLOPS. Let Ng denote the number of grids for
candidate DoA search. Hence, total number of FLOPS required for extracting the eigenvectors
corresponding to noise subspace is Dc = Ng ([2Nr(Nr − L)] + [2Nr − 3]). Hence computational
cost for MUSIC algorithm is CMUSIC = Da +Db +Dc.
IV. DOWNLINK PRECODING AND ACHIEVABLE RATE ANALYSIS
A. Optimum Precoding for Sum-rate Maximization
In the DL, at the i-th BS, the Ns × 1 information symbol vector intended for the n-th MS
in the i-th cell on the k-th subcarrier can be expressed as sdlni[k] =
[
sdlni,0[k], . . . , s
dl
ni,Ns−1[k]
]
,
where sdlni,p[k] is the p-th information symbol intended for the n-th MS. Accordingly, the Nr×1
downlink frequency domain transmit signal from the i-th BS can be written as
xdli [k] =
J−1∑
j=0
xdlji[k] =
J−1∑
j=0
Vji[k]s
dl
ji[k], (34)
where xdlji[k] = Vji[k]s
dl
ji[k], and Vji[k] is the Nr ×Ns precoding matrix for the j-th MS in the
i-th cell on the k-th subcarrier. Now, the Nt × 1 received signal at the n-th MS in the i-th cell
on the k-th subcarrier, ydlni[k], can be written as
ydlni[k] =
G−1∑
g=0
√
Λni,gH
dl
ni,g[k]x
dl
g [k] + n
dl
ni[k] =
G−1∑
g=0
J−1∑
j=0
√
Λni,gH
dl
ni,g[k]Vjg[k]s
dl
jg[k] + n
dl
ni[k]
=
√
Λni,iH
dl
ni,i[k]Vni[k]s
dl
ni[k] +
J−1∑
j=0
j 6=n
√
Λni,iH
dl
ni,i[k]Vji[k]s
dl
ji[k]
+
G−1∑
g=0
g 6=i
J−1∑
j=0
j 6=n
√
Λni,gH
dl
ni,g[k]Vjg[k]s
dl
jg[k] + n
dl
ni[k], (35)
where Hdlni,g[k] is the Nt × Nr downlink channel between the g-th BS and the n-th MS in i-th
cell on the k-th subcarrier, and ndlni[k] is the corresponding Nt × 1 noise vector at the receiver
with E{ndlni[m]ndlni[n]} = σ2INtδ(m− n). In (35), the first term is the desired signal, while the
second and third terms represent the intra- and inter-cell interferences, respectively. Now, the
rate for n-th MS in i-th cell is given by
Ini[k] = log2 det
(
I+ Λni,iH
dl
ni,i[k]Vni[k]V
H
ni[k]H
dlH
ni,i [k]×
 ∑
(n,i)6=(j,g)
Λni,gH
dl
ni,g[k]Vjg[k]V
H
jg[k]H
dlH
ni,g[k] + σ
2I


−1
 . (36)
Accordingly, the sum-rate maximization (SRM) problem can be expressed as
max
{Vji[k]}
J−1∑
j=0
Iji[k]
s.t.
J−1∑
j=0
Tr
(
Vji[k]Vji[k]
H
) ≤ Pt, (37)
where Pt is the total power available at the BS for each sucarrier. In general, it is challenging to
solve the problem in (37) since it is highly non-convex. Alternatively, sum-MSE (mean square
error) minimization is another popular utility maximization problem for DL multi-user MIMO
systems. Let Tni be the DL receive processing matrix for the n-th MS. The estimated received
symbol vector can then be written as sˆdlni[k] = T
H
niy
dl
ni[k]. Now, n-th MS’s MSE matrix can be
defined as
Eni[k] = E
[(
sˆdlni[k]− sdlni[k]
) (
sˆdlni[k]− sdlni[k]
)H]
=
(
I−
√
Λni,iT
H
niH
dl
ni,i[k]Vni[k]
)(
I−
√
Λni,iT
H
niH
dl
ni,i[k]Vni[k]
)H
+
∑
(n,i)6=(j,g)
Λni,gT
H
niH
dl
ni,g[k]Vjg[k]V
H
jg[k]H
dlH
ni,g[k]Tni + σ
2THniRni (38)
Accordingly, the sum-MSE minimization problem can be defined as
min
{Vji[k]}
J−1∑
j=0
ǫji[k]
s.t.
J−1∑
j=0
Tr
(
Vji[k]Vji[k]
H
) ≤ Pt. (39)
where ǫni[k] = Tr{Eni[k]}. The relationship between the problems in (37) and (39) can be
established by the following lemma [23]:
Lemma 4. The sum-rate maximization problem in (37) and the sum-MSE minimization problem
in (39) are equivalent in the sense that the optimal solutions, {Vji[k]}J−1j=0 , for both problems
are identical.
In this work, we assume that no coordination is available among BSs, which is a typical
scenario in TDD-based FD-MIMO networks. Hence, problem in (39) can be written as
min
{Vji[k]}
∣∣∣∣THi Hdli,i[k]Vi[k]− I∣∣∣∣2F
s.t.
J−1∑
j=0
Tr
(
Vji[k]Vji[k]
H
) ≤ Pt, (40)
where THi = blkdiag{TH0i,TH1i, . . . ,TH(J−1)i, }, Vi[k] =
[
V0i[k],V1i[k], . . . ,V(J−1)i[k]
]
. and
Hdli,i[k] =
[√
Λ0i,iH
dlT
0i,i[k],
√
Λ1i,iH
dlT
1i,i[k], . . . ,
√
Λ(J−1)i,iHdl
T
(J−1)i,i[k]
]T
. Now, using channel reci-
procity property, the downlink channel can be written in terms of the uplink channel:
Hdlni,i[k] = H
T
ni,i[k] = B
∗
ni,i[k]Dni,iA
T
ni,i = B¯
∗
ni,iDni,iA¯
T
ni,i[k], (41)
where A¯ni,i[k] =
[
er,ni,i,k(0) . . . er,ni,i,k(Lni,i − 1)
]
, where er,ni,i,k(ℓ) = er,ni,i(ℓ)e
−j2πkℓ
Nc , and
B¯ni,i =
[
et,ni,i(0) . . . et,ni,i(Lni,i − 1)
]
. Assuming each MS will only use its own DL CSI for
receive processing, we have THn,iH
dl
ni,i[k] = Dni,iA¯
T
ni,i. Accordingly, the problem in (40) can be
expressed as
min
{Vji[k]}
∣∣∣∣D¯i,iA¯Ti,i[k]Vi[k]− I∣∣∣∣2F
s.t.
J−1∑
j=0
Tr
(
Vji[k]Vji[k]
H
) ≤ Pt, (42)
where D¯i,i = blkdiag{D¯0i,i, D¯1i,i, . . . , D¯(J−1)i,i, }, A¯i,i[k] =
[
A¯0i,i[k], A¯1i,i[k], . . . , A¯(J−1)i,i[k]
]
,
and D¯ni,i =
√
Λni,iDni,i accounts for both the large and small scale fading effect. The solution
to this problem is given by the following theorem:
Theorem 5. Let D¯i,iA¯
T
i,i[k] = U˜i,i[Λ˜i,i, 0]W˜
H
i,i be the SVD of the effective channel, D¯i,iA¯
T
i,i[k],
where Λ˜i,i = diag{λ0i,i, λ1i,i, . . . , λ(JNs−1)i,i}. Then the optimal precoding matrix problem in
(42) is given by Vi[k] = W˜i,i[Ξi,i, 0]
T U˜Hi,i, where Ξi,i = diag{ξ0i,i, ξ1i,i, . . . , ξ(JNs−1)i,i}, and
ξmi,i = λmi,i/(λ
2
mi,i + η), with the smallest η ≥ 0 satisfying
∑JNs−1
m=0 |ξmi,i|2 ≤ Pt.
Proof. See Appendix C.
From theorem 5, it can be seen that the optimal precoder that minimizes the sum-MSE, and
hence maximizes the sum-rate can be constructed from the estimated UL DoAs as well as the
path gains. In this paper, we assume that the BS has perfect knowledge of the path gains.
However, path gains can also be estimated using maximum likelihood (ML) method once the
DoAs have been estimated. Our work on this aspect can be found in [24].
B. Large-Antenna System Analysis
In this section, we present the achievable rate analysis and simplified precoding strategy for
massive FD-MIMO systems. Our discussions in this sub-section are based on asymptotic analysis.
This can be viewed as the special case of Section IV-A where the number of antennas at the
base station goes large asymptotically.
1) Achievable Rate under Perfect Channel Estimation: In this case, (35) can be written as
ydlni[k] = B¯
∗
ni,iD¯ni,iA¯
T
ni,i[k]Vni[k]s
dl
ni[k] +
J−1∑
j=0
j 6=n
B¯∗ni,iD¯ni,iA¯
T
ni,i[k]Vji[k]s
dl
ji[k] + n
′
ni[k], (43)
where
n
′
ni[k] =
G−1∑
g=0
g 6=i
J−1∑
j=0
√
Λni,gH
dl
ni,g[k]Vjg[k]s
dl
jg[k] + n
dl
ni[k] (44)
is the equivalent noise-plus-inter-cell-interference vector. As the number of antennas grows large,
the right singular matrix, W˜i,i, in Theorem 5 can be approximated as the DoA matrix, A¯
∗
i,i.
In other words, for massive FD-MIMO systems, eigen directions align with the directions of
arrivals, which is also validated in [5] and [6]. From Lemma 3, the array steering vectors
for different MSs become orthogonal as the number of antennas grows large, i.e., we have
(1/Nr)A¯
H
ji,i[k]A¯j′ i,i[k] → 0 as Nr →∞ for all j 6= j
′
. Hence for the massive MIMO systems,
beamforming in the DoA directions nullifies the intra-cell interferences. Therefore, the optimum
eigen-beamformer under perfect DoA estimation:
V
eig
ni [k] =
1
Nr
A¯∗ni,i[k], (45)
and accordingly, the received signal in (43) can be written as
ydlni[k] = B¯
∗
ni,iD¯ni,is
dl
ni[k] + n
′
ni[k]. (46)
Now, the signal in (46), under the optimal receive processing, results in
y˜dlni[k] = D¯ni,is
dl
ni[k] + n˜
′
ni[k], (47)
where y˜dlni[k] =
(
B¯Tni,iB¯
∗
ni,i
)−1
B¯Tni,iy
dl
ni[k], and n˜
′
ni[k] =
(
B¯Tni,iB¯
∗
ni,i
)−1
B¯Tni,in
′
ni[k]. Accordingly,
the achievable rate for the n-th user in i-th cell, Ini[k], can be expressed as
Ini[k] = log2 det

ILni,i +
D¯ni,iQ
dl
ni[k]D¯
H
ni,i
G−1∑
g=0
g 6=i
J−1∑
j=0
Λni,gB˜Hni,iH
dl
ni,g[k]Vjg[k]Q
dl
jg[k]V
H
jg[k]H
dlH
ni,g[k]B˜ni,i + σ
2I

 .
(48)
where, B˜Hni,i =
(
B¯Tni,iB¯
∗
ni,i
)−1
B¯Tni,i, and Q
dl
ni[k] = E{sdlni[k]sdl
H
ni [k]} is the covariance matrix of
the transmit symbol vector from the i-th BS intended for the n-th MS on the k-th subcarrier.
Now, (48) can succinctly be written as
Ini[k] = log2 det
(
ILni,i + D¯ni,iQ
dl
ni[k]D¯
H
ni,iR˜
′−1
ni [k]
)
, (49)
where inter-cell interference-plus-noise covariance matrix, R˜
′
ni[k], is defined as
R˜
′
ni[k] =
G−1∑
g=0
g 6=i
J−1∑
j=0
Λni,gB˜
H
ni,iH
dl
ni,g[k]Vjg[k]Q
dl
jg[k]V
H
jg[k]H
dlH
ni,g[k]B˜ni,i + σ
2I. (50)
Let us now consider the following lemma:
Lemma 5. Assuming all BSs apply the same precoding strategy, equivalent inter-cell interference-
plus-noise covariance matrix, R˜
′
ni[k], is approximated by
R˜
′
ni[k] ≈ (ζni + σ2)ILni,i, (51)
where ζni = J(G − 1)E{Λni,gpjg,ℓ[k]|αni,g(ℓ)|2}, where pjg,ℓ[k] is the power allocated on the
ℓ-th symbol for j-th user in g-th cell on the k-th subcarrier.
Proof. This lemma can be proved by substituting (41) in (50), and by utilizing the orthogonality
property from Lemma 3. Details are omitted due to page limitation.
Accordingly, (49) results in
Ini[k] = log2 det
(
ILni,i +
1
ζni + σ2
D¯ni,iQ
dl
ni[k]D¯
H
ni,i
)
. (52)
Assuming Gaussian input signal, Qdlni[k] = E{sdlni[k]sdl
H
ni [k]} = diag{pni,0[k], . . . , pni,L−1[k]},
where pni,ℓ[k] is the power to be allocated on the ℓ-th information symbol on the k-th subcarrier
for the target user. Now, using Hadamard inequality, (52) can be rewritten as
Ini[k] = log2Π
ℓ
(
1 +
Λni,i|αni,i(ℓ)|2pni,ℓ[k]
ζni + σ2
)
=
Lni,i−1∑
ℓ=0
log2 (1 + γni,ℓpni,ℓ[k]) , (53)
where γni,ℓ = Λni,i|αni,i(ℓ)|2/(ζni+σ2). Accordingly, the optimal power allocation under perfect
DoA estimation is the well-known water-filling solution which can be expressed as
pni,ℓ[k] = [µni,ℓ[k]− 1/γni,ℓ]♦, (54)
where [x]♦ denotes a function with [x]♦ = 0 when x < 0, and [x]♦ = x when x > 0, and µni,ℓ[k]
is the corresponding Lagrange multiplier.
2) System Achievable Rate under DoA Estimation Errors: In this case, since the BS does
not have perfect DoA estimation, the array steering matrix for the n-th MS in i-th cell, in the
presence of DoA estimation error, can be expressed in the form of
ˆ¯Ani,i[k] =
[
eˆr,ni,i,k(0) eˆr,ni,i,k(1) . . . eˆr,ni,i,k(Lni,i − 1)
]
,
where eˆr,ni,i,k(ℓ) = e
−j2πkℓ
Nc a(vni,i,ℓ + ∆vni,i,ℓ) ⊗ a(uni,i,ℓ + ∆uni,i,ℓ), and ∆uni,i,ℓ and ∆vni,i,ℓ
represent the DoA estimation errors in the azimuth and elevation spatial frequencies for the ℓ-th
path of the channel between the i-th BS and the n-th MS in i-th cell. Now, let us consider the
following lemma:
Lemma 6. For the massive FD-MIMO OFDM system, the normalized steering vectors e¯r,jg,i,k(ℓ) =
1/
√
Nrer,jg,i,k(ℓ) and ˆ¯er,j′g′,i,k(ℓ
′) = 1/
√
Nreˆr,j′g′,i′,k(ℓ
′), ∀{j, g, i, ℓ} 6= {j′, g′, i′, ℓ′}, becomes
orthonormal asymptotically as the number of antenna, Nr →∞ .
Proof. A similar lemma is proved in [5], and hence omitted here.
Using Lemma 6 we have 1
Nr
A¯Tni,i[k]
ˆ¯A∗jg,i[k] = 0, ∀{n, i} 6= {j, g}, and 1Nr A¯Tni,i[k] ˆ¯A∗ni,i[k] =
1
Nr
diag{er,ni,i,k(0)eˆr,ni,i,k(0), . . . , er,ni,i,k(Lni,i− 1)eˆr,ni,i,k(Lni,i− 1)} for {n, i} = {j, g}. Hence,
for massive MIMO systems, we can express the optimum eigen-beamformer under imperfect
DoA estimation as
V˜
eig
ni [k] =
1
Nr
ˆ¯A∗ni,i[k]. (55)
Accordingly, achievable rate, in the presence of UL DoA estimation error, can be written as
Iˆni[k] = E


Lni,i−1∑
ℓ=0
log
(
1 + γˆni,ℓ |er,ni,i,k(ℓ)eˆr,ni,i,k(ℓ)|2 pˆni,ℓ[k]
) , (56)
where pˆni,ℓ[k] denotes the power to be allocated in the presence of DoA estimation error, γˆni,ℓ =
Λni,i|αni,i(ℓ)|2/(N2r (σ2+ζni)), and the expectation is taken with respect to estimation error. Using
method of Lagrangian multiplier, the optimal expected power allocation on ℓ-th information
symbol for the n-th MS in the i-th cell on the k-th subcarrier is given by
E{pˆni,ℓ[k]} =
[
µˆni,ℓ[k]− 1
γˆni,ℓE{|eTr,ni,i,k(ℓ)eˆ∗r,ni,i,k(ℓ)|2}
]♦
, (57)
where µˆni,ℓ(k) is the corresponding Lagrange multiplier. Finally, (57) can be simplified as [5]:
E{pˆni,ℓ[k]} =
[
µˆni,ℓ[k]− 1
γˆni,ℓM21M
2
2
(
1 +
M21E [(∆vni,i,ℓ)
2]
12
)(
1 +
M22E [(∆uni,i,ℓ)
2]
12
)]♦
.
(58)
It can be observed from that, in the absence of DoA estimation error, the optimal power allocation
algorithm in (58) converges to water filling solution in (54). It is also to be noted here that both
power allocations in (54) and (58) take into account the effects of inter-cell interference, unlike
the single-user eigen-beamforming presented in [5].
C. Precoding Complexity Analysis
In this subsection, we briefly discuss the computational complexity of the proposed DoA-based
precoding strategy as presented in Theorem 5. Similarly to the Section III-C, for computational
complexity analysis, here we again assume that all the channels have L resolvable paths. Now,
for forming the effective channels, D¯i,iA¯
T
i,i[k], the number of FLOPS required is Ea = 2(JL−
1)JLNr. Taking SVD of the effective channel requires Eb = 4J
2L2Nr + 22N
3
r FLOPS. Now,
for constructing the final precoder, number of FLOPS required is Ec = [2(Nr − 1)NrJL] +
2(JL − 1)NrJL. Hence, total number of FLOPS required for our DoA-based precoder can
be written as CDoA = Ea + Eb + Ec. Next, for comparison, we calculate the computational
cost for conventional Block Diagonalization-based precoding. Let L˜j denote the rank of the
matrix [Hdl
T
0i,i, . . . ,H
dlT
(j−1)i,i,H
dlT
(j+1)i,i, . . . ,H
dlT
(J−1)i,i]
T . For complexity analysis, we assume that
L˜j = L˜; ∀j. Hence, following the steps of conventional block diagonalization precoding, total
number of FLOPS required for BD is CBD = J([4(J − 1)2N2t Nr +22N3r ] + [2(Nr − 1)Nt(Nr −
L˜)] + [4N2t (Nr − L˜) + 22(Nr − L˜)3])
V. PERFORMANCE EVALUATION
In this section, we evaluate the ESPRIT-based UL DoA estimation for multi-cell multi-user
massive FD-MIMO OFDM networks through simulation. For simulation evaluation, we consider
seven hexagonal cells with MSs uniformly distributed in each cell. Without loss of generality, we
assume that number of co-scheduled MSs in each cell is 10. An M1×M2 (antenna elements in
elevation direction, and antenna elements in the azimuth direction) rectangular antenna array is
assumed at the BS, whereas the mobile device has a uniform linear array Different MSs are using
non-orthogonal spreading sequences as UL pilots, and the same pool of sequences is reused in
all seven cells. Therefore, in the UL, the target BS is subject to intra-cell interference as well
as interference from MSs in six other neighboring cells for the purpose of DoA estimation. Cell
radius is set to be 1000 meters. The system is assumed to operate at the mmWave band with
28 GHz carrier frequency. 4 dominant clusters are assumed for each UL channel from the MS
to the BS, and each cluster contributes one resolvable path. The antenna spacing for both the
received and transmit antenna arrays is assumed to be 0.5λ. The number of transmit antennas
at each MS is set to be 8. In this paper, we invoke the far field assumption, and the wavefront
impinging on the antenna array is assumed to be planer. The transmission medium is assumed
to be isotropic and linear.
The estimation performance of elevation and azimuth angles for 8×8, 4×16, and 16×4 antenna
arrays are shown in Fig. 2 and Fig. 3, respectively, where the RMSE of the DoA estimation has
been used as the performance metric, and the correlation coefficient of spreading sequences, ρ1,
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Figure 2: Elevation Angle Estimation for
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Figure 3: Azimuth Angle Estimation for 64
Antennas.
is chosen to be 0.1. As the figure suggests, the analytical results of DoA estimation match well
with that of empirical results asymptotically with SNR. Furthermore, antenna array geometry has
a significant impact on estimation performance. Fig. 2 clearly suggests that the 16× 4 antenna
array performs better than 8× 8 and 4× 16 arrays in elevation angle estimation. However, 8× 8
array configuration may outperform the 4 × 16 configuration in azimuth angle estimation as
shown in Fig. 3. This is quite counter-intuitive since the 4× 16 array has more elements in the
azimuth domain. The reason mainly comes from the fact that the azimuth DoA estimation is
actually coupled with elevation DoA estimation. For the 4 × 16 array, the performance of the
elevation DoA estimation may be so bad that it affects the azimuth DoA estimation performance.
This dependence is manifested through Jacobians (see Remark 1), which, in fact, results from
the underlying physics/ coordinate system of the 3D MIMO model. On the other hand, elevation
estimation is not dependent on azimuth estimation, and hence, 16 × 4 array geometry still
outperforms 8×8 array in elevation angle estimation. These observations can provide important
design intuitions for FD-MIMO networks that adopt subspace-based channel estimation methods.
The elevation and azimuth angle estimation results for 16 × 16, 8 × 32, and 32 × 8 antenna
arrays are shown in Fig. 4 and Fig. 5, respectively. Comparing the results with those presented
in Fig. 2 and Fig. 3, we can observe that as the total number of antennas increases, the DoA
estimation accuracy accordingly increases, which is also evident from our analytical results.
-4 0 4 8 12 16 20 24
SNR (dB)
10-3
10-2
10-1
100
R
M
SE
 fo
r A
ng
le
 E
st
im
at
io
n 
(in
 D
eg
)
Simulation Result, Elevation: 32 8 Array
Analytical Result, Elevation: 32 8 Array
Simulation Result, Elevation: 8 32 Array
Analytical Result, Elevation: 8 32 Array
Simulation Result, Elevation: 16 16 Array
Analytical Result, Elevation: 16 16 Array
Figure 4: Elevation Angle Estimation for
256 Antennas.
-4 0 4 8 12 16 20 24
SNR (dB)
10-3
10-2
10-1
100
R
M
SE
 fo
r A
ng
le
 E
st
im
at
io
n 
(in
 D
eg
)
Simulation Result, Azimuth: 32 8 Array
Analytical Result, Azimuth: 32 8 Array
Simulation Result, Azimuth: 8 32 Array
Analytical Result, Azimuth: 8 32 Array
Simulation Result, Azimuth: 16 16 Array
Analytical Result, Azimuth: 16 16 Array
Figure 5: Azimuth Angle Estimation for
256 Antennas.
0 2 4 6 8 10 12 14 16 18 20
SNR (dB)
100
101
102
Su
m
-R
at
e 
(b/
s/H
z)
Sum-rate-maximizing Precoding (Theorem 5)
Eigenbeamforming: Scheme-B
Eigenbeamforming: Scheme C
BD-ZF with Full CSI
Eigenbeamforming: Scheme A [5]
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In Fig. 6, the average achievable sum-rates for different precoding strategies are compared for
multi-cell multi-user massive FD-MIMO networks. Five schemes are compared: the introduced
scheme presented in Theorem 5; the block-diagonalization based zero forcing (BD-ZF) precoding
method [8], [9] assuming full CSI at the BS; and three eigen-beamforming schemes based on the
large antenna system analysis. To be specific, Scheme A is the single-user eigen-beamforming
introduced in [5]. This scheme uses eigen-beamformer in (55), and applies the modified water-
filling power allocation presented in [5] taking into account the DoA estimation error due to the
noise. However, Scheme A doesn’t consider the effects of intra/inter-cell interference into power
allocation. In Scheme B, (55) is used as the beamformer and the traditional water-filling in (54) is
used as power allocation assuming ideal DoA estimation. Scheme C uses the same beamformer
as Scheme A and B, however, it utilizes the power allocation in (58) considering the DoA
estimation error due to intra/inter-cell interference of the network. Fig. 6 clearly suggests that
the scheme introduced in Theorem 5 achieves best performance among all precoding strategies
over the entire SNR regime of interests. Even assuming full CSI at the BS, the BD-ZF scheme
performs worst in the medium to high SNR regime. This suggests that BD-ZF based precoding
strategy may yield strictly suboptimal performance for massive FD-MIMO networks. It is to
be noted here that even though BD is using full channel state information, the performance
gain of DoA-based method over BD method is coming from the fact that DoA-based method
utilizes the structure of the underlying channel, whereas BD method does not take into account
the underlying structure of the MIMO channel.
For the three eigen-beamforming schemes based on the large antenna system analysis, we have
the following observation: Scheme C outperforms both Schemes A and B over the entire SNR
regime since Scheme C considers the comprehensive characterization of the DoA estimation for
power allocation as discussed in Remark 1. Scheme A performs better than Scheme B at low
SNRs indicating the importance of incorporating the DoA estimation error. Since DoA estimation
error decreases as SNR increases, both Scheme A and B approach Scheme C asymptotically.
This is because the power allocation in (58) converges to water-filling solution in (54) with
increasing SNR.
In Fig. 7 we compare computational complexity of our ESPRIT-based DoA estimation method
with the widely used MUSIC algorithm, for a square BS antenna array (i.e., M1 = M2). Number
of transmit antennas is 8, and number of paths in the channel is 4. For MUSIC algorithm,
number of grids for candidate DoA search is 360 which is a typical number. We can observe
that as the number of antennas increases, the complexity of the MUSIC algorithm increases
much faster compared to the complexity of ESPRIT algorithm. Hence, for massive MIMO
system, MUSIC-based DoA estimation will incur significantly more computational burden than
the ESPRIT method. In Fig. 8, we compare the computational complexity of the our proposed
DoA-based precoding scheme (Theorem 5) is compared with the complexity of traditional
Block Diagonalization (BD) precoding. We can observe that as for low and mid-size arrays,
the complexity of both algorithms are similar. However, as the number of antennas increases the
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DoA-based precoder outperforms the BD method in term of the computational complexity.
VI. CONCLUSION
Accurate DL CSI is critical for massive MIMO to realize the promised throughput gain. In this
paper, we introduced optimal DL MIMO precoding and power allocation strategies for multi-cell
multi-user massive FD-MIMO networks based on UL DoA estimation at the BS. The UL DoA
estimation error for such a network has been analytically characterized and has been incorporated
into the proposed MIMO precoding and power allocation strategy. Simulation results suggested
that the proposed strategy outperforms existing BD-ZF based MIMO precoding strategies which
requires full CSI at the BS. This work shed a light on system design for massive FD-MIMO
communications which is critical for 5G and Beyond 5G cellular networks.
APPENDIX A
PROOF OF THEOREM 1
Effect of pilot contamination on the MSE of DoA estimation is given by
E
{
(△vni,i,ℓ)2
}
1
=
1
2
(
r
(v)H
ni,i,ℓ ·W∗ni,i,mat ·R(fba)
T
i,1 ·WTni,i,mat · r(v)ni,i,ℓ
−Re
{
r
(v)T
ni,i,ℓ ·Wni,i,mat ·C(fba)i,1 ·WTni,i,mat · r(v)ni,i,ℓ
})
, (59)
Let us now denote
βni,i,ℓ = V
sig
ni,iΣ
sig−1
ni,i qℓ, (60)
αv,ni,i,ℓ =
(
pTℓ
(
J˜
(v)
1 U
sig
ni,i
)+ (
J˜
(v)
2 /e
jvni,i,ℓ − J˜(v)1
)(
Unoiseni,i U
noiseH
ni,i
))T
, (61)
Using (19) and (20), we have WTni,i,matr
(v)
ni,i,ℓ = βni,i,ℓ ⊗αv,ni,i,ℓ. The MSE in (59) becomes
E
{
(△vni,i,ℓ)2
}
1
=
1
2
(
(βni,i,ℓ ⊗αv,ni,i,ℓ)H ·R(fba)Ti,1 · (βni,i,ℓ ⊗αv,ni,i,ℓ)
−Re
{
(βni,i,ℓ ⊗αv,ni,i,ℓ)T ·C(fba)i,1 (βni,i,ℓ ⊗αv,ni,i,ℓ)
})
. (62)
It can be easily verified that αv,ni,i,ℓ can be written as
αTv,ni,i,ℓ = c
T
ℓ
((
J˜v,2Ani,i
)+
J˜v,2 −
(
J˜v,1Ani,i
)+
J˜v,1
)
,
=
1
(M2 − 1)M1
[−1,−e−juni,i,ℓ , . . . ,−e−j(M1−1)uni,i,ℓ , 0, . . . , 0,
e−j(M2−1)vni,i,ℓ , e−j((M2−1)vni,i,ℓ+uni,i,ℓ), . . . , e−j((M2−1)vni,i,ℓ+(M1−1)uni,i,ℓ)
]
. (63)
Next, in order to obtain the expression for βni,i,ℓ, we need to perform the SVD of the perturbation-
free signal in (11): √
Λni,i
[
Ani,iDni,iB
H
ni,i(k) ΠNrA
∗
ni,iD
∗
ni,iB
T
ni,i(k)ΠNt
]
= Ani,idiag
{
b¯ni,i
} [
B¯Hni,i(k) Γni,iB¯
T
ni,i(k)ΠNt
]
,
where
Γni,i = diag
{[
e−j((M1−1)uni,i,0+(M2−1)vni,i,0), . . . , e−j((M1−1)uni,i,Lni,i−1+(M2−1)vni,i,Lni,i−1)
]}
,
B¯Hni,i(k) = diag
{
ejφ
′
ni,i,0 , . . . , e
jφ
′
ni,i,Lni,i−1
}
BHni,i(k), and
b¯ni,i =
[
bni,i,0, . . . , bni,i,Lni,i−1
]
,
where bni,i,ℓ and φ
′
ni,i,ℓ are the amplitude and the phase of the channel gain αni,i(ℓ), respectively.
Accordingly, based on Lemma 3, we can obtain
U
sig
ni,i = 1/
√
NrAni,i,
Σ
sig
ni,i =
√
2NrNt
√
Λni,idiag
{
b¯ni,i
}
, and
V
sigH
ni,i = 1/
√
2Nt
[
B¯Hni,i(k) Γni,iB¯
T
ni,i(k)ΠNt
]
.
In [25], the vector βni,i,ℓ is given as βni,i,ℓ = V
sig
ni,iΣ
sig−1
ni,i U
sigH
ni,i Ani,icℓ. Now substituting here
the expressions of U
sig
ni,i, Σ
sig
ni,i, and V
sig
ni,i, we obtain:
βni,i,ℓ =
1
(bni,i,ℓ)
√
Λni,i
√
2Nt
V
sig
ni,icℓ. (64)
Hence, the expression (βni,i,ℓ ⊗αv,ni,i,ℓ) in (62) can be written as
βℓ ⊗αv,ℓ = 1
(bni,i,ℓ)2Nt
√
Λni,i

 e−jφ′ni,i,ℓet,ni,i,k(ℓ)
ejφ
′
ni,i,ℓej((M1−1)uni,i,ℓ+(M2−1)vni,i,ℓ)ΠNte
∗
t,ni,i,k(ℓ)

⊗αv,ℓ
=
1
(bni,i,ℓ)2Nt
√
Λni,i

 e−jφ′ni,i,ℓet,ni,i,k(ℓ)⊗αv,ni,i,ℓ
ejφ
′
ni,i,ℓej((M1−1)uni,i,ℓ+(M2−1)vni,i,ℓ)ΠNte
∗
t,ni,i,k(ℓ)⊗αv,ni,i,ℓ

 ,
(65)
Now, using equation (23) and (65), the first term in (62) can be written as
(βni,i,ℓ ⊗αv,ni,i,ℓ)H ·R(fba)Ti,1 · (βni,i,ℓ ⊗αv,ni,i,ℓ)
=
1
b2ni,i,ℓ4N
2
t Λni,i
((
eHt,ni,i,k(ℓ)⊗αHv,ni,i,ℓ
)
RTi,1 (et,ni,i,k(ℓ)⊗αv,ni,i,ℓ)
+
(
eTt,ni,i,k(ℓ)ΠNt ⊗αHv,ni,i,ℓ
)
ΠNrNtR
H
i,1ΠNrNt
(
ΠNte
∗
t,ni,i,k(ℓ)⊗αv,ni,i,ℓ
))
(66)
Now, using (15), and after some simplification, we have
(
eHt,ni,i,k(ℓ)⊗αHv,ni,i,ℓ
)
RTi,1 (et,ni,i,k(ℓ)⊗αv,ni,i,ℓ)
=
1
(M2 − 1)2M21
G−1∑
g=0
g 6=i
(√
Λng,i
)2
Xng,iYng,i
L∑
m=1
|αng,i(m)|2 (67)
where Xng,i and Yng,i are given by
Xng,i = Eψ
∣∣(1 + e−j(ωni,i,ℓ−ωng,i,m) + . . .+ e−j(Nt−1)(ωni,i,ℓ−ωng,i,m))∣∣2 , (68)
Yng,i = Eθ,φ
∣∣(1 + ej(uni,i,ℓ−ung,i,m) + . . .+ ej(M1−1)(uni,i,ℓ−ung,i,m)) (ejvni,i,ℓe−jvng,i,m − 1)∣∣2 ,
(69)
for m = 0, . . . Lng,i−1, and Eψ and Eθ,φ denote, respectively, expectations with respect to DoD
and DoAs. Now, similarly to (67), we also have
(
eTt,ni,i,k(ℓ)ΠNt ⊗αHv,ni,i,ℓ
)
ΠNrNtR
H
i,1ΠNrNt
(
ΠNte
∗
t,ni,i,k(ℓ)⊗αv,ni,i,ℓ
)
=
1
(M2 − 1)2M21
G−1∑
g=0
g 6=i
(√
Λng,i
)2
Xng,iY
′
ng,i
L∑
m=1
|αng,i(m)|2, (70)
where
Y
′
ng,i =Eθ,φ
∣∣(ej(M1−1)ung,i,m + ejuni,i,ℓej(M1−2)ung,i,m + . . .+ ej(M1−1)uni,i,ℓ)×(
ej(M2−1)vni,i,ℓ − ej(M2−1)vng,i,m)∣∣2 , (71)
for m = 0, . . . Lng,i − 1. Now, using (67) and (70), we can write (66) as
(βni,i,ℓ ⊗αv,ni,i,ℓ)H ·R(fba)Ti,1 · (βni,i,ℓ ⊗αv,ni,i,ℓ)
=
1
b2ni,i,ℓ4N
2
t Λni,i
1
(M2 − 1)2M21
G−1∑
g=0
g 6=i
(√
Λng,i
)2
Xng,i
Lng,i−1∑
m=0
|αng,i(m)|2
(
Yng,i + Y
′
ng,i
)
(72)
Similarly, we can also have
(βni,i,ℓ ⊗αv,ni,i,ℓ)T ·C(fba)i,1 (βni,i,ℓ ⊗αv,ni,i,ℓ)
=
1
b2ni,i,ℓ2N
2
t Λni,i
1
(M2 − 1)2M21
ejΦ
G−1∑
g=0
g 6=i
(√
Λng,i
)2
Xng,iY˜ng,i
Lng,i−1∑
m=0
|αng,i(m)|2, (73)
where Φ = ((M1 − 1)uni,i,ℓ + (M2 − 1)vni,i,ℓ), and Y˜ng,i is given in (29). Finally, plug the
expressions from (72) and (73) into (62), and the proof is finished.
APPENDIX B
PROOF OF THEOREM 2
Similarly to (62), MSE due to intra-cell interference can be written as
E
{
(△vni,i,ℓ)2
}
2
=
1
2
(
(βni,i,ℓ ⊗αv,ni,i,ℓ)H ·R(fba)Ti,2 · (βni,i,ℓ ⊗αv,ni,i,ℓ)
−Re
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})
. (74)
Using (23) for m = 2, the first term in (74) can be expressed as
(βni,i,ℓ ⊗αv,ni,i,ℓ)T ·C(fba)i,2 (βni,i,ℓ ⊗αv,ni,i,ℓ)
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)]
(75)
Now, using (16), and after some simplifications, we can write the first term in (75) as(
eHt,ni,i,k(ℓ)ΠNt ⊗αTv,ni,i,ℓ
)
ΠNrNtR
∗
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It can be shown that
Eα
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where X
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Nt−1∑
r=0
ejrωni,i,ℓ , and Xji,i(m) =
Nt−1∑
r=0
ejr(ωni,i,ℓ−ωji,i,m). After some tedious but
straight forward calculations, we have
Eθ,φ
[
αTv,ni,i,ℓΠNre
∗
ji,i(m)e
T
ji,i(m)αv,ni,i,ℓ
]
=
1
(M2 − 1)2M21
Y˜ji,i. (78)
Now, using (77) and (78), we can simplify (76) as follows:
(
eHt,ni,i,k(ℓ)ΠNt ⊗αTv,ni,i,ℓ
)
ΠNrNtR
∗
i,2 (et,ni,i,k(ℓ)⊗αv,ni,i,ℓ)
= ρ21
1
(M2 − 1)2M21
|X ′′ni,i,ℓ|
2


J−1∑
j=0
j 6=n
(√
Λji,i
)2
Xji,iY˜ji,i

Lji,i−1∑
m=0
|αji,i(m)|2



 . (79)
Similarly, we can simplify the second term in (75) as follows:
(
eHt,ni,i,k(ℓ)ΠNt ⊗αTv,ni,i,ℓ
)
ΠNrNtR
∗
i,2 (et,ni,i,k(ℓ)⊗αv,ni,i,ℓ)
= ρ21
1
(M2 − 1)2M21
|X ′′ni,i,ℓ|
2


J−1∑
j=0
j 6=n
(√
Λji,i
)2
Xji,iY˜ji,i

Lji,i−1∑
m=0
|αji,i(m)|2



 . (80)
Now, plugging the expressions from (79) and (80) into (75), we obtain
(βni,i,ℓ ⊗αv,ni,i,ℓ)T ·C(fba)i,2 (βni,i,ℓ ⊗αv,ni,i,ℓ)
=
1
b2ni,i,ℓ4N
2
t Λni,i
ρ21
1
(M2 − 1)2M21
|X ′′ni,i,ℓ|
2
ejΦ×


J−1∑
j=0
j 6=n
(√
Λji,i
)2Lji,i−1∑
m=0
|αji,i(m)|2

Xji,i (2Y˜ji,i)

 (81)
Following similar procedure, we can also obtain
(βni,i,ℓ ⊗αv,ni,i,ℓ)H ·R(fba)Ti,2 · (βni,i,ℓ ⊗αv,ni,i,ℓ)
=
1
b2ni,i,ℓ4N
2
t Λni,i
ρ21
1
(M2 − 1)2M21
|X ′′ni,i,ℓ|
2×


J−1∑
j=0
j 6=n
(√
Λji,i
)2Lji,i−1∑
m=0
|αji,i(m)|2

Xji,i (Yji,i + Y ′ji,i)

 , (82)
Now, plugging the expressions from (81) and (82) into (74), we obtain the desired result.
APPENDIX C
PROOF OF THEOREM 5
The problem in (42) is a convex quadratic optimization problem, and can be solved using
Lagrangian method. The Lagrange function for (42) can be written as
L (Vi[k], µik) = Tr{RHi Hi,i[k]Vi[k]VHi [k]Ri −RHi Hi,i[k]Vi[k]−VHi [k]Ri + I}
+ µik
(
Tr{Vi[k]VHi [k]} − Pt
)
, (83)
where µik is the corresponding Lagrange multiplier. Now, taking the derivative of the Lagrange
function w.r.t. Vi[k] and setting the derivative equal to zero, we can obtain the desired result.
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