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media
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Abstract
We study a change-point problem for random fields based on a univariate de-
tection of outliers via the 3σ-rule in order to recognize inhomogeneities in porous
media. In particular, we focus on fibre reinforced polymers modeled by stochastic
fibre processes with high fibre intensity and search for abrupt changes in the direc-
tion of the fibres. As a measure of change, the entropy of the directional distribution
is locally estimated within a window that scans the region to be analyzed.
Keywords: inhomogeneity detection, entropy, fibre process, change-point problem,
Boolean model.
1 Introduction
Lightweight materials are highly demanded in many industrial applications, for instance
in automobile, aerospace or wind turbine construction. Fibre reinforced polymers (FRP)
constitute an important class of such materials, whose macroscopic properties are di-
rectly influenced by their microstructure, and in particular by the orientation of the
fibres. With the aim of gaining a better understanding of this relation, methods of
non-destructive characterization such as the analysis of 3-dimensional images by micro-
computed tomography (µCT), combined with stochastic microstructure modeling, are
currently being investigated [5, 7, 8].
In the compression moulding process of a FRP, the fibres order themselves inside the
raw material as a result of mechanical pressure. During this process, deviations from the
requested direction may occur, creating undesirable fibre clusters and/or deformations.
This kind of inhomogeneities are characterized by abrupt changes in the direction of the
fibres and its detection is subject of study in the change-point analysis. In particular
in this paper, we are interested in developing a method that is sensitive to changes and
at the same time is considerably fast. In order to reduce the complexity of the problem
carried out by spatial data, we investigate the random field generated by the entropy of
the directional distribution of the fibres estimated in a moving scanning window that
runs over the observed piece of material. In this way, the initial spatial change-point
problem becomes a univariate detection of outliers on a random field.
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Figure 1: A simulated fibre structure (courtesy of Katja Schladitz, ITWM Kaiserslautern).
The entropy is estimated in a non-parametric manner by means of the entropy estimator
introduced in [1]. Due to its asymptotic normality, see (2.6), the 3σ-rule yields a criterion
to identify outliers. Searching for points above or below the given threshold depends on
the specific application and both procedures are completely analogous. Moreover, this
procedure may be applicable not only to the direction but to any other characteristic
of interest, for instance the fibre length or the fibre curvature.
It is important to remark at this point that the use of the 3σ-rule is justified by the
asymptotic normality of the entropy estimator. As a result, the proposed method is
reliable on structures with high fibre intensity. In the simulation study presented in
Section 4 we have therefore generated structures with an intensity of 5 fibres per unit
volume. If we consider for instance a cube of side length 10 µm filled with fibres of
radius around 1.5 µm and length 10 µm, this corresponds to a fibre volume ratio of
35%, a usual percentage in high-densely FRPs.
We have worked deliberately with simulated data for several reasons: on the one hand,
the inhomogeneity region is known a priory and it can thus easily be compared with
the output. This ensures an accurately testing of the performance of the detection algo-
rithm. On the other hand, the segmentation of 3-dimensional images of high-intensity
fibre structures is still difficult and expensive.
In connection with this kind of detection problems one can find in the literature paramet-
ric scan-statistics [12], multivariate cumulative sums (cusum) methods [3] and change-
point analysis [4] for spatial data.
The fibre structures modeled in the present paper correspond to those having relatively
short and rigid fibres that will be assumed to have the same length. More precisely, we
consider the Boolean model
Φλ =
⋃
Yi∈Πλ
(FYi + Yi),
where Πλ = {Yi}i≥1 ⊆ R3 is a homogeneous Poisson point process of intensity λ > 0
and FYi denotes an independent copy of a line segment F with a given length ` > 0.
Each point Yi corresponds to the center of a fibre FYi and thus Φλ is a random set
that models a system of independent fibres. To each center Yi a mark ξi is attached
that represents the (random) unit direction vector of the fibre FYi . These marks are
assumed to be i.i.d. random variables independent of the location of the points Yi, and
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their distribution is supposed to have a continuous density f with respect to a spherical
surface measure.
Based on the marked Poisson point process (MPPP) Ψλ := {(Yi, ξi)}i≥1, a non-parametric
estimator of the entropy of the directional distribution has been introduced in [1]. Al-
though the Poisson assumption is too strong to actually be considered in applications,
we have focused on reproducing the property of high fibre volume ratio. Applying our
methods to more realistic models such as hard-core processes is still a matter of future
research.
The paper is organized as follows: in Section 2, definitions and theoretic results con-
cerning the estimation of entropy for the MPPP Ψλ are presented. Section 3 describes
the proposed method of detection of inhomogeneities in the direction of the fibres and
investigates the optimal size relationship between the inhomogeneity region and the
scanning window size. Section 4 is devoted to a simulation study of the estimators and
the detection algorithm. The paper finishes in Section 5 with a discussion of possible
limitations of the method which are object of further research.
2 Non-parametric entropy estimation.
The key element in the proposed method to detect inhomogeneities in a FPR is the use
of the entropy of the directional distribution of the fibres composing it. The concept of
entropy was introduced by Shannon in [11] to provide a way of measuring the closeness
of a distribution to the uniform distribution. Given a random variable ξ that takes
values on an abstract measurable space (M,ν) and has distribution density fξ : M → R
with respect to the measure ν, its entropy is defined as
Efξ := −E[log fξ(ξ)] = −
∫
M
log fξ(x) fξ(x) ν(dx).
As mentioned in the introduction, the fibre structures being considered here are modeled
by the MPPP
Ψλ = {(Yi, ξi)}i≥1 ⊆ R3 × S2, λ > 0, (2.1)
where S2 denotes the unit sphere in R3. The Euclidean space will be equipped with
the Lebesgue measure vol(dy) := dy, and S2 with the surface-area measure ω(·). The
corresponding σ-algebras of Borel sets will be denoted by B(R3), respectively B(S2).
The present section summons up the theoretic results concerning density and entropy
estimation of the directional distribution f in this particular 3-dimensional setting. We
refer to [1] for the more general case of MPPPs with manifold-valued marks.
2.1 Kernel estimator of the directional distribution density
Let B ∈ B(R3) denote the observation window (image, piece of material) that provides
the data. For simplicity, one can think of B = [0, b]3 for some b > 0. The estimator of
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the directional density f : S2 → R on B proposed in [1] is given by
fˆB(η) :=
1
λ vol(B)
∑
i≥1
1{Yi∈B}
h2θη(ξi)
K
(
dg(η, ξi)
h
)
, η ∈ S2, (2.2)
where h > 0 denotes the bandwidth, θη(ξi) = | sin arccos〈η, ξi〉|/ arccos〈η, ξi〉 is the
so-called volume density function, K : R+ → R is a kernel function, and dg(η, ξi) =
arccos〈η, ξi〉 is the geodesic distance between η, ξi ∈ S2. Here, 〈·, ·〉 denotes the standard
scalar product on R3.
Under the proper choice of a kernel K and a sequence of bandwidths {hn}n≥1 (see [1,
Corollary 3.2] for details), this estimator is L2-consistent, i.e.
E[‖fˆBn − f‖22] n→∞−−−→ 0,
where {Bn}n≥1 ⊆ R3 is a sequence of regularly growing Borel sets, for instance Bn =
[0, bn]
3, with bn → ∞, and ‖f‖22 =
∫
S2 f
2(ξ)ω(dξ). In addition, if the observation
windows Bn are large enough, fˆBn is almost surely consistent as well (c.f. [1, Theorem
3.8]). Moreover, it is possible to give an asymptotically optimal bandwidth
hopt =
(
CθK
2
0
2C22K
2
2λ vol(B)
)1/6
,
where the constants Cθ,K0,K2, C2 > 0 depend on the volume density function θη, the
kernel K and the density f .
2.2 Entropy estimator
The non-parametric estimator of the directional distribution f in the observation win-
dow B is defined as
Êf (B) := − 1
λ vol(B)
∑
i≥1
1{Yi∈B} log fˆB′+Yi(ξi), (2.3)
where B′ ⊆ B is the sub-window in which the density f is estimated and B′ + y :=
{x + y, x ∈ B′} denotes the translation of B′ by y ∈ R3. The additional window
B′ is introduced for the purpose of notation and it is only relevant when studying the
asymptotic normality of the estimator. For the purpose of estimation and consistency
there are no restrictions on it and one can assume B′ = B.
Under the proper assumptions on the kernel K, the sequence of bandwidths {hn}n≥1
and some integrability properties of f (see [1, Theorem 4.1] for details), this estimator
is L2-consistent, i.e.
E[|Êf (Bn)− Ef |2] n→∞−−−→ 0,
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for a sequence of regularly growing Borel sets {Bn}n≥1 ⊆ Rd. The bias of Êf (Bn)
is controlled by the bandwidth hn for which it is possible to give the asymptotically
optimal value
hopt =
( 2piK0Cθ
L2λ2 vol(B) vol(B′)
)1/4
, (2.4)
where the constants Cθ,K0, L2 > 0 depend on f (c.f. [1, Remark 4.4] and [10, Remark
4.3.3]).
Due to the complex dependency structure of the random field {logB′+Yi(ξi)}i≥1, it is
necessary to modify the estimator in order to study its asymptotic normality. Namely,
we consider
Ê∗f (B) := −
1
λ vol(B)
∑
i≥1
1{Y ∗i ∈B} log fˆB′+Y ∗i (ξ
∗
i ), (2.5)
where Ψ∗λ = {(Y ∗i , ξ∗i )}i≥1 is an independent copy of the original MPPP Ψλ. It is shown
in [1, Theorem 5.7] that under suitable assumptions, in particular when the sequences
of growing windows {Bn}n≥1 and {B′n}n≥1 satisfy Bn = [0, bn]3, B′n = [0,mn]3 and
bn = m
4+δ
n for some δ > 0, the central limit theorem
√
vol(Bn)
Ê∗f (Bn)− µ̂Bn
σn
d−−−−→ N (0, 1) (2.6)
holds. Here,
µ̂Bn =
#(Πλ ∩Bn)
λ vol(Bn)
E[− log fˆB′n(ξ∗0)], (2.7)
σ2n = Var(log fˆB′n(ξ
∗
0)) + λ
2
∫
B′n
Cov(log fˆB′n(ξ
∗
0), log fˆB′n(ξ
′
y)) dy,
where {ξ′y, y ∈ R3} are i.i.d. copies of ξ0 and #B is the cardinality of a finite set B. A
simulation study of this limit theorem is presented in Section 4.
We would like to remark that the results mentioned in this section also hold for MPPPs
whose marks ξi take values in more abstract spaces. Thus, the marks need not represent
the direction but any other characteristic of a fibre, as long as its distribution has a
density satisfying certain constraints. These are nevertheless fulfilled by distributions
of many quantities of interest, such as fibre length or curvature.
3 Detection of inhomogeneities. Methodology.
How can a fibre cluster in a FRP be detected? These kind of inhomogeneities arise for
instance when the production process fails to orient the fibres of a FRP properly. This
section proposes an entropy-based method to answer this question that relies on the
entropy of the directional distribution of the fibres in view of the ability of entropy to
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perceive abrupt changes in a distribution. The aforementioned estimator Ê∗f (B) and its
asymptotic properties will thus play a decisive role in this procedure.
An important necessary condition for a successful performance will be that the direc-
tional distribution of the fibres in and outside the inhomogeneity region strongly differ
from each other. Further possible limitations of our method will be discussed at the
end of the section.
3.1 Description of the method
Let W ⊂ R3+ denote the window (piece of material) to be analysed, A ⊂ W the in-
homogeneity region, and B ⊂ R3+ the scanning window. For simplicity, these sets
will be assumed to be cubes of side lengths w, a, b > 0 respectively, i.e. W = [0, w]3,
A = [0, a]3 + a0 for some a0 ∈ R3+, and B = [0, b]3. Moreover, we will assume that
0 < b < a < w. In particular, b < a means that the volume of the scanning win-
dow is smaller than the volume of the inhomogeneity region. Notice that a scanning
window that is significantly bigger than the inhomogeneity will fail to identify that re-
gion. Moreover, the simulation study has indicated this assumption to provide the best
performance (see e.g. Figure 8).
The presence of A will be detected by means of hypothesis testing. Under the hypothesis
of homogeneity, the directional distribution is the same for any fibre, and we will assume
that this distribution has a density f . Rejecting the hypothesis will be an indicator of
the existence of A.
In a first step, the window W will be scanned using the window B by letting it run
through the points in the minus-sampled window W 	 B to avoid boundary effects.
Recall that given two sets B1, B2 ⊂ R3, their Minkowski difference B1 	 B2 is defined
as the set {x− y : x ∈ B1, y ∈ B2}.
At each point x ∈ W 	 B, the entropy will be locally estimated in B + x, generating
the stationary random field
{Ê∗f (B + x), x ∈W 	B}.
For a finite number of observation points x1, . . . , xn ∈W 	B, we set
µ˜({x1, . . . , xn}) := median{Ê∗f (B + x1), . . . , Ê∗f (B + xn)},
µˆ({x1, . . . , xn}) := 1
n
n∑
i=1
Ê∗f (B + xi),
σˆ2({x1, . . . , xn}) := 1
n− 1
n∑
i=1
(Ê∗f (B + xi)− µˆ({x1, . . . , xn}))2.
In order to quantify a substantial deviation from the hypothesis of homogeneity, we use
in a second step the asymptotic Gaussianity of Ê∗f (B) stated in (2.6) to view {Ê∗f (B +
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x), x ∈ W 	 B} approximately as a Gaussian random field (GRF). To each of its
elements, the so-called 3σ-rule may be applied, which states that for a Gaussian random
variable X it holds that
P
(|X − E[X]| > 3√Var(X)) ≈ 0.0027. (3.1)
This result can be extended to arbitrary distributions with unimodal density, its mode
as center, and the upper bound 0.05 instead of 0.0027 in (3.1), see [6] for a review. This
rule underlies our proposed method to detect the inhomogeneity region A.
Recall that the direction of the fibres lying inside the region A is supposed to strongly
differ from the direction of the fibres outside of A. If the value of the local entropy
Ê∗f (B + x) substantially deviates from the “median entropy” µ˜({x1, . . . , xn}), this will
indicate that the hypothesis is violated, suggesting that the point x lies in A. The
employment of the median rather than the empirical mean is our proposal to avoid
outliers. The estimated inhomogeneity region will thus be defined as the excursion set
Â
(n)
B,W := {x ∈W 	B : |Ê∗f (B + x)− µ˜n| > 3σˆn},
where µ˜n = µ˜({x1, . . . , xn}) and σˆn = σˆ2({x1, . . . , xn}) with x1, . . . , xn ∈ W 	 B. In
practice, we will take µ˜ = µ˜((W 	 B) ∩ rZ3) and σˆ = σˆ((W 	 B) ∩ rZ3), where rZ3
denotes the lattice of mesh size r > 0. In simulations, these lattice points will also be
used to discretize W 	B.
3.2 Scanning window size
A significant issue concerning the proposed method is the choice of the size of the
scanning window B. On the one hand, B should be large enough so that the local
entropy is estimated accurately. On the other hand, a far too large scanning window
may oversee the inhomogeneity.
In this paragraph we give an answer to this question under the condition that some a
priori information about the side length relation between the inhomogeneity and the
whole observation window is known. In particular we will see that, if these lengths
depend linearly on each other, then the side length of the observation window B is a
multiple of the side length of the inhomogeneity region A and the factor will depend
on the quantile P(|Ê∗f (B) − µ˜| > 3σˆ). Setting this quantile to 0.05 and if for instance
the side length w of the observation window and the side length a of the inhomogeneity
satisfy the relation w = 7a, then B will be chosen to have side length b = 0.489a.
We use the notion of expected distance in measure to quantify the approximation error of
the estimated (random) inhomogeneity region ÂB,W . For an abstract measurable space
(M,ν) and any two measurable sets S1, S2 ⊆M , the distance in measure between them
is given by the measure of their symmetric difference S14S2 := (S1 ∩ Sc2) ∪ (Sc1 ∩ S2).
The analogous concept for random sets is known as the expected distance in measure,
which is defined as follows.
7
Definition 3.1. Let (M,ν) be a a measurable space. The expected distance in measure
with respect to ν is the function dν : B(M)× B(M)→ [0,∞] defined as
dν(Γ1,Γ2) := E[ν(Γ14Γ2)]
for any Borel measurable random closed sets Γ1,Γ2 : Ω→ B(M).
In view of this definition, the size, i.e. the Lebesgue measure or volume, of the scan-
ning window B is optimal when the expected distance in measure between the original
inhomogeneity region A and the estimated region ÂB,W is minimal. In other words, B
will be chosen to satisfy
B = argminB˜ dvol(A, ÂB˜,W ).
Notice that the MPPP Ψλ,A := {(Yi, ξi)}i≥1 modeling a fibre system with an inho-
mogeneity has marks ξi that are independent but not identically distributed. Namely,
marks that correspond to points in A follow a directional distribution with density g
whereas marks corresponding to points in W \ A have a different direction with distri-
bution density f . In this case, the entropy estimator will be simply denoted by Ê∗ since
there is no specific density distribution to refer to.
For simplicity of the calculations and to avoid further boundary effects, we will assume
that the observation window W is large enough and the inhomogeneity region A small
enough so that
A⊕B ⊆W 	B. (3.2)
The expected distance in measure with respect to the measure vol(·) has the following
expression.
Lemma 3.2. Let R1 = (A ⊕ B) \ A and let R2 = A \ (A 	 B), where ∂A denotes the
boundary of A. Then,
dvol(A, ÂB,W ) = vol(A) + vol
(
(W 	B) \ (A⊕B))P(|Ê∗f (B)− µ˜| > 3σˆ)
− vol(A	B)P(|Ê∗g (B)− µ˜| > 3σˆ)
+
∫
R1
P(|Ê∗(B + x)− µ˜| > 3σˆ)dx−
∫
R2
P(|Ê∗(B + x)− µ˜| > 3σˆ)dx.
Proof. On the one hand, by definition of expected distance and symmetric difference
we have that
dvol(A, ÂB,W ) = vol(A) + E[vol(ÂB,W )]− 2E[vol(A ∩ ÂB,W )]. (3.3)
On the other hand, Fubini’s theorem yields
E[vol(ÂB,W )] =
∫
W	B
P(|Ê∗(B + x)− µ˜| > 3σˆ) dx
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and since A ⊆W 	B by (3.2), this also yields
E[vol(A ∩ ÂB,W )] =
∫
A
P(|Ê∗(B + x)− µ˜| > 3σˆ) dx.
Let us analyze the first integral. Notice that if x ∈ (W 	B) \ (A⊕B), then B+x does
not intersect A and therefore Ê∗(B+x) = Ê∗f (B+x). On the other hand, if x ∈ A	B,
then Ê∗(B + x) = Ê∗g (B + x). In view of the stationarity of {Ê∗f (B + x), x ∈ R3} and
{Ê∗g (B + x), x ∈ R3} we have that∫
W	B
P(|Ê∗(B + x)− µ˜| > 3σˆ) dx
= vol
(
(W 	B) \ (A⊕B))P(|Ê∗f (B)− µ˜| > 3σˆ)
+ vol(A	B)P(|Ê∗g (B)− µ˜| > 3σˆ) +
∫
R1∪R2
P(|Ê∗(B + x)− µ˜| > 3σˆ) dx.
Analogously we obtain∫
A
P(|Ê∗(B + x)− µ˜| > 3σˆ) dx
= vol(A	B)P(|Ê∗g (B)− µ˜| > 3σˆ) +
∫
R2
P(|Ê∗(B)− µ˜| > 3σˆ) dx.
Plugging these equalities into (3.3) leads to the desired expression.
This result can be applied in order to obtain an upper bound for the distance dvol(A, ÂB,W )
in terms of the side lengths of W,A and B. The side length of the scanning window B
will be chosen to minimize this bound and it will depend on the side lengths of W and
A.
Taking into account assumption (3.2), the inhomogeneity region can be expressed as
A = [0, a]3 + a0 for some a > 0 and a0 ∈ W \ B′′ with B′′ = [0, 2b + a]3. In this case,
the following identities hold
W 	B = [0, w − b)3, A	B = [0, a− b)3 + a0, A⊕B = [0, a+ b)3 + a0.
Further, set
αf := P(|Ê∗f (B)− µ˜| > 3σˆ), and αg := P(|Ê∗g (B)− µ˜| > 3σˆ).
In view of Lemma 3.2 and since vol(R1) = vol(A⊕B)− vol(A),
dvol(A, ÂB,W ) ≤ vol(A) + vol
(
(W 	B) \ (A⊕B))αf − vol(A	B)αg + vol(R1)
= vol(A⊕B)(1− αf ) + vol(W 	B)αf − vol(A	B)αg
= (a+ b)3(1− αf ) + (w − b)3αf − (a− b)3αg.
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Furthermore, the entropy of the directional distribution of fibres lying in A must deviate
from the median µ˜ with higher probability than when the fibres lie outside of A. Hence,
we can assume that αf < αg and therefore get
dvol(A, ÂB,W ) ≤ (a+ b)3(1− αf ) +
(
(w − b)3 − (a− b)3)αf .
With the help of computational software (here Mathematica was used) the value of
argminb{(a+ b)3(1− αf ) +
(
(w − b)3 − (a− b)3)αf}
is given by the expression
bopt =
√
αf (w − a)(w + (3− 4αf )a)− (1− 2αf )a− αfw
1− αf . (3.4)
Since a < w and αf small, it holds that αf (w − a)(w + (3 − 4αf )a) > 0. Yet, the
parameter αf and the relation between a and w must be chosen in order to assure
0 < bopt < a. As mentioned at the beginning of this paragraph and following the 3σ-
rule, setting αf = 0.05 we chose w = 7a for the simulation study, for which (3.4) yields
b = 0.489a.
4 Simulations
In order to validate the estimators introduced in Section 2 as well as to examine the
efficiency of the inhomogeneity detection method presented Section 3, this section is
devoted to several tests on simulated data. One of the main reasons for working with
simulations is that the input is known and therefore the estimation error can be com-
puted accurately. Moreover, the MPPPs considered for these simulations model struc-
tures with a high fibre intensity, for which the analysis of real µCT data is usually
difficult and costly. The high intensity plays an important role in the estimation of
the entropy and therefore in the detection method: since the estimators fˆB and Ê∗ are
asymptotically consistent, the amount of data (fibres) has to be sufficiently large in
order to provide a good approximation.
4.1 Density estimation
In order to test the density estimator fˆB defined in (2.2), an independently marked
MPPP of intensity 15 was simulated in an observation window B = [0, 50]3. Table 1
and Figure 2 display the approximation error of fˆB for different kernels (see e.g. [13]
for definitions and further details about kernel functions). Here, the computed error is
given by maxx∈S2d |fˆB(x) − f(x)|, where S
2
d denotes a discretization of the sphere into
a grid of points. Since the constants appearing in the expression (2.4) of the optimal
bandwidth cannot be computed explicitly, by empirical observation the bandwidth was
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set to be h =
( 1+vol(B)
vol(B)10/9
)1/4. Notice that this quantity has the same asymptotic order
as (2.4) when vol(B′) = vol(B)1/9.
Uniform Schladitz(2) Watson(2) Fisher(2)
Biweight 0.0094 0.0125 0.2487 0.0152
Epanechiknov 0.0195 0.0218 0.3393 0.0499
Triangular 0.0089 0.0089 0.2751 0.0226
Tricube 0.0082 0.0098 0.2536 0.0149
Triweight 0.0190 0.0285 0.2487 0.0521
Uniform 0.0524 0.0654 0.5284 0.1565
Table 1: Approximation error of different distribution densities f by its kernel density estimator
fˆB for different kernels measured in the uniform convergence metric.
The density f corresponds in each case to the uniform, Schladitz(2), Watson(2) or
Fisher(3) directional distribution on the sphere, see e.g. [2, 9] for precise definitions of
these distributions.
Figure 2: Graphical visualization of the estimation error for the directional distributions Schladitz(2)
and Fisher([0, 0, 1], 2) with Tricube kernel.
An exhaustive simulation study with more distributions, kernels and observation window
sizes can be found in [10].
4.2 Entropy estimator
For the study of the entropy estimator defined in (2.3), an independently marked MPPP
of intensity 15 was simulated in an observation window B = [0, 50]3. Recall that the
density f is estimated in the additional window B′ = [0, 4]3. Although B′ could still
have been chosen to equal the whole observation window B at this point, we took on
account as far as possible the side-length relation between these windows appearing
in the asymptotic normality test based on (2.6). The window B′ being small, it has
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to contain sufficiently many points (fibres) to obtain a fairly good estimation. This is
guaranteed by the fact that the intensity of the underlying point process is relatively
high.
In the subsequent testing, the kernel K is fixed to tricube because the previous simu-
lations indicated it to yield the best approximation. The bandwidth is the same as for
the density estimation, h =
( 1+vol(B)
vol(B)10/9
)1/4, with the same asymptotic order as (2.4) and
vol(B′) = vol(B)1/9.
Ef Êf (B) Var Êf (B) ‖Err‖∞ MSQE
Uniform 2.5310 2.5165 8.7105e-07 0.0157 0.0459
Schladitz(2) 2.3554 2.3525 9.0843e-07 0.0039 0.0067
Fisher(2) 1.7239 1.8930 2.3662e-06 0.1715 0.3782
Watson(2) 1.8646 1.6849 2.8397e-07 0.1804 0.5682
Table 2: True value, arithmetic mean, sample variance, absolute error and mean square error
of the entropy estimation.
The asymptotic normality of the modified estimator Ê∗f (B) introduced in (2.5) has
been tested by running 400 simulations of Ê∗f (B) based on two independent copies, Ψ20
and Ψ∗20, of an independently marked MPPPs of intensity 20 observed in a window
B = [0, 30]3. The auxiliary window where the density is estimated is B′ = [0, 4]3.
Figure 3 summarizes the results for different directional distributions.
In the computation of the normalization terms in (2.7), the mean has been replaced
by its empirical estimation obtained from 180 independent realizations of − log fˆB′(ξ∗0).
The integral in the covariance term has been discretized using 343 latice points in B′
and the corresponding empirical estimator of each covariance term.
The size of the observation windows and the high density of the underlying point process
reproduce the asymptotic nature of the theoretic result.
4.3 Inhomogeneity detection
In this section we present two examples where our proposed method detects a (self-
generated) inhomogeneity region. The size relationship between the observation win-
dow, the inhomogeneity region and the scanning window have been determined following
the optimal expression in (3.4) with αf = 0.05 and w = 7a.
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Figure 3: Fitted histogram, q-q plot and box plot for the entropy estimator E∗f (B) with uniform
distribution, Schladitz(2)- and Fisher(3)-distribution, respectively.
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Figure 4: The cube where the inhomogeneity resides is completely recognized.
In the first example, an underlying independently marked MPPP Ψ5 of intensity 5 is
generated in the window W = [0, 70]3. The inhomogeneity region, colored in blue in
Figure 4, is the cube A = [0, 103] + (35, 35, 35). W is scanned by running the window
B = [0, 5]3 over 1303 lattice points. The fibres (points) inside A have directions follow-
ing a uniform distribution, whereas the direction of fibres outside the inhomogeneity
region is Fisher(10)-distributed. The red points constitute the (discretized) estimated
inhomogeneity region ÂB,W obtained as described in Section 3.
The second example illustrates that this method also works when there are more than
just one ihnomogeneity region, as long as each component satisfies the constraints (3.2)
and (3.4). In this case, A = A1 ∪ A2 with A1 = [0, 10] + (10, 10, 10) and A2 =
[0, 10] + (30, 30, 30). The direction of the fibres inside the inhomogeneity region A
follow a uniform distribution, whereas the direction of fibres outside A have Fisher(10)-
distributed directions.
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Figure 5: Two cubes with marks differently distributed are also completely recognized.
5 Discussion and outlook
Inhomogeneities such as fibre clusters or deformations in FRPs are directly related to
changes in the direction of the fibres that compose the material and detecting these
regions is of special interest in order to control its production process.
In this paper we propose a method to detect inhomogeneities based on the entropy as
a measure of change in the directional distribution of the fibres. One major advantage
of using the entropy is that the problem reduces to a univariate change-point detection
that can be performed via the 3σ-rule due to the asymptotic normality of the entropy
estimator.
The tests presented in Section 4 support the applicability of the theoretical estimator for
the density and entropy of directional distributions that underlie the method exposed
in Section 3. Within the constraints concerning the shape of the observation windows
W , B and the inhomogeneity region A, as well as assuming prior knowledge about the
size relation beteween W and A, it is possible to derive an optimal size for the scanning
window B.
A finer analysis of the output reveals some discrepancies along the boundary of the
inhomogeneity A as Figure 6 shows. The reason for this is that, whenever the lower-left
corner of the scanning window B is near the boundary ∂A but still outside of A, and
B ∩ A covers most of B, the entropy on B is almost the same as when B completely
lies in A. Thus, even if the whole scanning window does not lie inside A, the estimated
entropy Ê∗(B) will be considered an outlier.
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Figure 6: Boundary effect in the inhomogeneity detection.
The shape of the inhomogeneity A seems to affect the performance as well. On the
one hand, it is not anymore possible to establish a simple relation between A and
the scanning window B (as long as it has a shape of different nature). On the other
hand, stronger boundary effects should be expected. In Figure 7 the inhomogeneity
has been chosen to be a ball of radius 5 centered in the observation window, and the
scanning window is been kept a cube of side-length 5. We observe how in this case
the inhomogeneity is still well recognized, however additional points appear, and the
boundary effects observed in the previous example increase.
Figure 7: The method becomes less efficient if the form of the inhomogeneity and of the scanning
window notably differ. Boundary effects appear as well.
Further issues appear when the size of the scanning window B is much smaller or larger
than the size of the inhomogeneity A, c.f. Figure 8.
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Figure 8: The performance also decays when the inhomogeneity region is actually larger than
expected (left) or smaller (right).
In conclusion, these investigations reveal our method to be a good detection proce-
dure that may potentially be used for a first fast rough scan to rule out substantial
inhomogeneities, where their contours need not be perfectly recognized.
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