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Abstract 
The problem of the optimal design of the tallest unloaded column under selfweight is revisited with a view towards 
clarifying the optimality of the design proposed by Keller and Niordson (The Tallest Column, J. Math. Mech. 16 (1966), 
pp. 433-446). The height of the tallest column is related to the first eigenvalue of a Sturm-Liouville operator. Since the 
operator associated with the Keller-Niordson design does not possess a discrete spectrum, nonsmooth analysis is used 
to establish necessary conditions of optimality of the design. Upon solving the optimality conditions of an appropriately 
tapered esign for the design variable, an iterative numerical scheme is developed for the optimal first eigenvalue. The 
scheme is then modified since it contains divergent integrals, and used to find the optimal design and height of the tallest 
column. The heights associated with various materials are evaluated for comparision. (~) 1999 Elsevier Science B.V. All 
rights reserved. 
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I. Introduction 
The field of  mechanics gives rise to many optimal design problems. For a survey of those con- 
ceming structural design, see [6]. When stability or vibrations are considered, the optimal design 
problem frequently leads to the optimization of  an eigenvalue of  a particular boundary value prob- 
lem. Niordson [9] approached the optimal design of a vibrating beam by first finding the necessary 
conditions for optimality, and then solving for the appropriate design variable. The design variable 
was eliminated from the boundary value problem, which was then solved numerically via an iter- 
ative scheme. This approach was also used to solve a variety of beam problems by Karihaloo and 
Niordson [7], and Olhoff [11, 12]. It was modified by Olhoff [10] to solve a problem involving 
circular plates. 
When the eigenvalue does not vary smoothly over the class of admissible designs, issues such 
as continuous pectra arise and modifications to this approach are essential. Nonsmooth analysis 
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must be used to derive the optimality conditions. Numerical schemes must be adapted to allow 
for potential singularities. The optimal design of the tallest unloaded column was first addressed 
by Keller and Niordson [8] in 1966, without such modifications. This paper resolves the question 
surrounding the Keller-Niordson design by using appropriate methods to find the optimal design 
and verifying that the optimality conditions found by Keller and Niordson are correct under the 
assumption of controlled tapering of the design. 
Keller and Niordson established that the height of the tallest unloaded elastic column of fixed 
volume under self-weight was in fact related to the first eigenvalue of a singular Sturm-Liouville 
problem, henceforth referred to as the Euler problem, 
-(~--~ (a2(x)~---£u(x)))=,~w(x)u(x), 0<x<l ,  (1) 
/x l u(0) = lim aa(x)u'(x) = O, w(x) = a(t) dt. (2) 
x---+l 
Here the functions a(x), w(x) denote dimensionless representations of area and weight, respectively. 
The height at which the column first buckles under its own weight, denoted by H, is related to 2 
via 
2 = pgH4/c~EV, 
where p is the mass density, g is acceleration due to gravity, ~ is a geometric onstant, E is the 
Young's modulus of the column material, and V is the column's volume. 
Since area is a nonnegative quantity and only columns of a fixed volume are considered, the class 
of admissible designs can be described by the set 
{ /0 } ad =- a(x)>,O, a(t)dt= l . (3) 
The optimal design problem is to find 
sup 2l(a), 
aCad 
where 2~(a) denotes the first eigenvalue of the Euler problem. 
Keller and Niordson proposed 
O(1) as x ---~ 0, 
aKN(X)= c(l -x )  3 + O((1 --X) 4) as x---~ 1, 
as the behavior of the optimal a(x). They established this by forming a Rayleigh quotient and 
formally perturbing it to find the necessary conditions for optimality. In doing so, Keller and Niordson 
implicitly assumed that all admissible designs gave rise to a discrete spectrum. However, Cox and 
the author [4] established that the Sturm-Liouville operator 
L-- w(x) -~x aZ(x) 
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has a nondiscrete spectrum [25c, oo) for designs of the type proposed as optimal by Keller and 
Niordson. Thus, the first eigenvalue of the Sturm-Liouville problem may not be distinct from the 
continuous part of the spectrttm. 
Given the fact that admissible designs can be found with purely continuous pectra, see [4], it 
is imperative that alternative techniques be used to establish optimality conditions. This is done 
in Section 2 by using some of the nonsmooth analysis techniques described by Clarke [1]. In 
Section 3, the optimality conditions are solved for the design variable a(x). Using this optimal 
design, an iterative scheme similar to that originally used by Keller and Niordson is developed. It 
is then modified so that all integrals in the scheme are in fact convergent. This new scheme is 
much more manageable than the original one used by Keller and Niordson. Finally, in Section 4, the 
tallest columns of a variety of different materials are discussed, and an image of the tallest unloaded 
column of circular base is presented. 
2. Necessary conditions for optimality 
Consider a real-valued Lipschitz function F on a Banach space X. The generalized irectional 
derivative of F at x in the direction v 
is 
F(y + tv) - F(y) 
F°(x : v) -- lim sup 
y---*x,t.~O t 
Clarke's generalized gradient [1] of F at x is the nonempty, convex, weak* compact set 
OF(x)=-{~6X*; F°(x;v)>.(~,v), VvEX}, 
where X* is the dual of X and (x*,x) is x*(x) when x* EX* and xEX.  
The first eigenvalue of the Euler problem (1, 2) is given by 
21(a) = inf ~(a,  u) where ~(a, u) = f~ a2(x)(u'(x))2 dx 
u H,(O,l) w(x)u2(x) dx (4) 
The infimum of the Rayleigh quotient, ~(a,u), equals the first distinct eigenvalue only when the 
Green's function is square integrable. Thus, 21(a)=in f~(a ,u)  makes sense when a c adp, where 
adp _= {a : k,(1 - x) p <.a(x) ~<k2(1 - x) p} (5) 
only for 0 ~< p < 3. The existence of an optimal design over this class of admissible designs was 
proved by Cox and the author [4]. This paper seeks to establish necessary conditions for optimality 
of )q(a) for a Cad. This involves first showing that a ~ 21(a) is differentiable in some neighborhood 
of the optimum ft. This is problematic since 2~(a) does not always exist. Following the method used 
by Cox and Maddocks [3], consider instead 
a---~21(aVao), a ELl(0, 1), 
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where ao is an element of adp, and a V ao = max{a, ao}. This effectively cuts off the problematic part 
of a by using ao in its place whenever a causes difficulty. Using the Rayleigh quotient 
21(a V ao) = inf ~(a  V ao, u) 
where ~ is given above. The set on which this minimum is attained is 
Argmin ~(a  V ao, .) = {v,-v} 
where v is the first positive eigenfunction corresponding to 21(a V ao) for which [[v[[ w = 1 with 
w(x)= f~ a V ao. 
Theorem 1. a -~ ~ (a V ao, u) is Lipschitz and its generalized gradient satisfies 
2a(u')22 - 22(fo u2), 
O~(a V ao, u) C . . . . . . .  (Za>ao q- [0, 1]Za=ao). fd (a V ao )2(u') 2 dx 
Proof. Consider 
fl(a,u) Yl(a V ao, u) = - -  
f2(a,u) 
f l ( f !  with fl(a,u) =f2(a V ao)2(ut) 2dx and f2(a,u) = ao Jx a V ao)(U) 2 dx. 
fl(a,u) is Lipschitz in a and use of Clarke's Theorem 2.7.5 [1] yields 
/o 1 01Z(a, u) C O((a k~ ao)2)(Ut) 2dx. 
Theorem 2.3.9(ii), the chain rule for generalized gradients [1], implies that the generalized gradient 
of a ~ (a V ao)2 is 
0 a < ao, 
2a [0,1] a=ao,  
1 a>ao; 
Hence, 
O1A (a, U) C 2a(u')Z(Za>ao + [0, 1]Xa=a 0 ). 
f2(a, u) is also Lipschitz in a. Integration by parts yields 
f2(a,u)---- fol ( foXu2)aV aodx 
and 
a second use of Clarke's Theorem 2.7.5 yields 
Olf2(a,u)C fol ( foXuz) O(aV ao)d x. 
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Another use of the chain rule implies that the generalized gradient of a ~ a V a0 is 
0 a < ao, 
[0,1] a=a0,  
1 a>ao. 
Hence, 
Olf2(a,u) C(Xa>ao +[O, 1]Xa=ao) u 2. 
Since f l (a,u) and f2(a,u) are both Lipschitz in a, it follows that f l(a,u)/f2(a,u) is also Lipschitz 
in a and the quotient rule for generalized gradients [1, Theorem 2.3.14] 
O ( J  i )  (x) C~22 f2(x)Of l (x) -  fze( x) fl(x)c3f2(x) 
can be applied with J] and f2 as above to yield 
2a(u')2 fa(a V ao, u) - f l (a V ao, u) fo u2 
t3~(a V ao, u) C f22(a V ao, u) 
Use of the fact that 2= J~(a V ao, u)/fz(a V ao, u) gives the result 
2a(u')22 -- 22(fo u 2) 
t~(aVao ,  u)C fl(av--~ao--)2~u~)z-dT(Za>~o +[O, 1])&=ao ). [] 
Recall that v is the first positive eigenfunction corresponding to 21(a V a0) for which Ilollw = 1 
with w(x)= fl  a v ao. Since a~21(a  v ao) is the infirnum of a family of Lipschitz functions, it is 
also Lipschitz. Using an argument similar to that in Cox and Overton [2, Theorem 4.3], it can be 
established that its generalized gradient at fi satisfies 
2&(v')22 - 22(fo v2). 
O21(h V a0) C . . . .  [~a>ao + [0, 1]Za=~o). 
f l (a  V ao)2(v') 2dx 
Next, recall the volume constraint 
fo a(x) = dx 1. 
The Lagrange Multiplier Rule, Clarke's Theorem 6.1.1 [1], gives the existence of a nontrivial pair 
of constants Cl >1 0, c2 for which 
2&(V')22 -- ~.2(f 0 1; 2) 
0 < cl f / (a  V ao)2(v') 2dx (~a>ao "71- [0, 1]Za=ao) + C2- (6) 
Without loss of generality, set cl --- 1. When considered in a pointwise manner, the inclusion (6) is 
simply 
2&(v')22 - 22(f° v2) + c2/>0, (7) 
ao(x) = ?l(x) ~ f l  (t~)2(v,)2 dx 
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2h(v')22 - 22(fo v 2) 
ao(x) <a(x) ~ f01 h2(v') 2 dx + c2 = 0. (8) 
Whenever ao(x)< gt(x), the taper of the design has been controlled, hE ad N adp and the necessary 
conditions for a critical point (8) are the same as those derived by Keller and Niordson. 
3. Numerical search for the optimal shape, a(x) 
Assuming that the design taper is controlled, solving the corresponding necessary condition (8) 
for a gives 
a(x)=~(v')-2[foXv2-c22-2Lla2(v')2dx ] , (9) 
where v is the first eigenfunction at the optimum 3. This can be written as 
?ffx)= ~(v')-2 (# + foXv2), (10) 
where tt -- -c22-2f~ h2(v') 2 dx, and can be treated as a modified Lagrange multiplier. Recall that the 
Euler problem is 
(:x') --((12(X)UI(X))I=,~ h(t)dt v(x), 0<x<l ,  (11) 
v(0) = 0, lim a2(x)v'(x) = 0. (12) 
x----~ 1 
Using (10) to eliminate h from the Euler problem, (11) becomes 
that (12a) remains the same, and that (12b) becomes 
lim--~(v'(x)) -3 ~ + v 2 =0, 
x---* 1 
so that (12) becomes 
v(O) = O, v'(  1 ) = oo. (14)  
Multiplication of (13) by v, integration by parts from 0 to 1, leads to an equation for #. An equation 
for 2 is found by using the volume constraint f01 a= 1 in conjunction with (10). An equation for 
v'(x) is found by integrating (13) with respect o x from x--  1 and using (14). These equations are 
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listed below as part of an iterative scheme that is very similiar in nature to that used by Keller and 
Niordson [8] in the original tallest column work. 
Iterative scheme A. 
1. V,(X) x ,  = fo V,(S) ds 
1 / 2 x 
2. #n = [fo (Vn)- (fO v2.(z)dz) 2dx]'/2[f~(v'.) -2 dx] -1/2 
3. 2. I , -2  x 2 =2[fo(V.) (#. + fo Vn(Z)dz)dx] -1 
x l I --2 z 2 4. V:+l(X)=[#. + fo v](z)dz]2/3[2 fx~ f~(v.) (# .+ fo v.)dz v.(y)dy] -~/3 
5. goto 1 
This type of iterative scheme is common in the literature related to optimal design of columns 
[8], plates [10], and beams [9, 12]. In many cases, such schemes can be used without modification. 
The integrals can be computed using any of the standard quadrature rules, and often require nothing 
more sophisticated than Composite Trapezoidal or Simpson's rules. In this particular case, consider 
v(x)=bo +b(1 -x )  ~ +. - . .  
Eq. (13) cannot hold unless b0 = 0 and c <-  1/2. Keller and Niordson [8] established that 
v(x) = 0(1 - x) -2 
which means v ~ L2(0, 1), i.e., 
f0 1 v2(x) dx = c~. 
This leads to difficulty in the numerical computation of the integrals in the scheme. A variety 
of quadrature rules exist for the integration of singular functions. However, their reliance on the 
integrability of the quantity renders them unsuitable in this situation. In the interests of avoiding the 
numerical integration of a divergent integral, the iterative scheme must be modified. 
Olhoff [10] encountered similar problems in his work on vibrating circular plates. His solution 
was to transform all divergent integrals to convergent ones. Since 
v(x) = O(1 - x) -2, v'(x) = O(1 - x) -3, fo x v2(z)dz =O(1 - x) -3 
consider instead 
fo X f (x )  = (1 - x) 3 v2(z) dz, g(x)  = (1 - x )2v(x) ,  h(x) = (1 - x)3v'(x), 
and 
t(x) = #(1 - x) 3 + f (x) ,  
fx  
p(x) = (1 - x )  -4  h-2(z)t(z)(1 - z) 3 dz, 
all of which can be used to convert Iterative Scheme A into a more useful form. 
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Iterative scheme B. 
1. g,(x) = (1 - x) 2 fo h,(z)(1 - z) -3 dz 
x 2 2. f~(x) = (1 - x) 3 f0 g,(z)( l  - z )  -4  dz 
3./An -~- i l l  hn2(X)L2(X  ) dx]l/2[fl hn2(X) (1  _ x )  6 dx]_ l /2  
4. t,(x) = #,(1 - x) 3 + f~(x) 
5. p, (x)  = (1 - x )  -4  fl hnZ(x)t,(x)( 1 __ x) 3 dx 
6. = 2 /p . (O)  
7. h,+l(x) = (1 - x)t2n/3(x)[2 f l  x p,(z)g,(z)(1 - z) 2 dz]  -1/3 
It is important o note that these quantities are all well-defined at x = 1. Use of  the Mean Value 
Theorem yields 
g. (1 )= l imlg , (x )= !iml (1 -x )Zv , (x )  
foXv;( )d 
fo X = lim (1 -- x) 2 h,(s)(1 - s) -3 ds x 1 
f l  
= lim hn(~)(1 - x) 2 z -3 dz = h,( 1 )/2. 
x----~ l,x < ~ < 1 --x 
A similar analysis gives 
f~(1) = h2,(1)/12, pn(1) = 1/48, 
t,(1)=h2,(1)/12, hn+l(1)=hn(1). 
This scheme was implemented by discretizing the interval [0, 1] into N equal parts and defining 
N-vectors to represent each of the functions in the scheme. The integrals were computed using 
Composite Simpson's rule. Since the quantity of  primary interest is 2, convergence was declared 
when 12n_ 1 - -  2n[ < 10 -4 .  
Convergence occurs after 16 iterations for a mesh size of  10 -s giving 
[/0 ] 1^_ 2 i=2  h (x)~(x)(1 -x )3dx  =2/ / ) (0 )= 134.1540. 
The optimal cross-sectional rea is given by 
)~Z(x)(1 - x) 3 
a(x )  = ^2 
2h (x) 
and is shown for mesh size 10 -5 in Fig. 1. 
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Optimal Column Shape 
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Fig. 1. Optimal cross-sectional rea. 
4. What do real columns look like? 
The relationship between maximum height H(a) and the 21(a) is given by 
pg ,~ 1/4 
H(a)---- \ o:EV--~l(a) J ' 
where p is the mass density, g is acceleration due to gravity, ~ is a geometric onstant, E is 
the Young's modulus of the column material, and V is the column's volume. Table 1 shows the 
computed height for various different materials of columns of volume V = 1 m 3, with circular base, 
l It is interesting to note that while steel and aluminum both lead to columns of height of about 
86m, the concrete and lead columns of the same shape are considerably smaller at 69 and 42m, 
respectively. Such differences are due to varying ratios of density p to Young's modulus E. The 
material properties used in these computations were taken from Analyse des Structures et milieux 
continus - -  Mkchaniques des structures [5]. 
The optimal cross-sectional rea shown in Fig. 1 can be used to generate the tallest column for 
any material. Fig. 2 shows the tallest aluminum column, assuming a circular base, and a column 
of volume 1 m 3. Note that although the column is 86.67 m high, its base is only about 20 cm in 
diameter. 
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Table 1 
Maximum circular column heights, V = 1 m 3 
Material p E H 
Steel 7.85e+03 2.05e+ 11 86.8280 
Aluminum 2.7e+03 7.0e÷ 10 86.6707 
Aluminum Alloy 2.78e+03 7.0e+10 86.0403 
Titanium 4.5e+03 11.0e+ 10 85.4051 
Granite 2.7e+03 5.5e÷ 10 81.5997 
Pine 550 1.05e+ 10 80.2870 
Oak 800 1.25e+ 10 76.3649 
Copper 8.93e+03 12.0e÷ 10 73.5396 
Brass 8.35e+03 10.0e+ 10 71.4524 
Bronze 8.8e÷03 10.0e+ 10 70.5209 
Concrete 2.3 e+ 03 2.5 e+ 10 69.7416 
Lead 11.35e+03 1.7e÷ 10 42.4915 
100- 
80- 
60- 
40- 
20- 
0~ 
o s o 5 
-0.5 -0.5 
Y x 
Fig. 2. Tallest aluminum column. 
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