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Abstract (in German)
Die Ausru¨stung der modernen Fahrzeuge mit Kameratechnik ist ein neuer Trend der Automobil-
branche. Visuelle U¨berwachung der Fahrzeugumgebung sowie des Innenraums bietet eine Reihe
zusa¨tzlicher Sicherheits- und Komfortfunktionen. Eine Innenraumkamera kann unter anderem eine
bedingte Airbagauslo¨sung sowie Mu¨digkeitskontrolle unterstu¨tzen oder zur Verbesserung der Info-
tainmentsysteme dienen. Die Personalisierung des Fahrzeugs ist ein weiterer Punkt, wo eine Kamera
erfolgreich eingesetzt werden kann. Eine Memoryfunktion fu¨r die Speicherung von Sitz-, Lenkrad-,
Spiegelpositionen, sowie Klimaeinstellungen kann nicht nur u¨ber die u¨bliche tastenbasierte Auswahl
des Profils oder den Smart Key realisiert werden, sondern auch durch eine biometrische Identi-
fikation des Fahrers. Das Gesicht scheint an dieser Stelle die geeignetste biometrische Modalita¨t
zu sein. Dabei wird eine Identifikation und anschließende Anpassung ohne bewusste Interaktion
seitens des Fahrers stattfinden, was zu einer Komfortsteigerung fu¨hrt. Außerdem haben kontak-
tlose Authentifizierungsverfahren eine hohe Benutzerakzeptanz. Biometrische Modalita¨ten sind
nicht u¨bertragbar und sehr schwer verfa¨lschbar. In Folge dessen steigt die Entfu¨hrungsresistenz
des Autos, indem einen Motorstart nur nach eine erfolgreiche Identifikation erlaubt wird. Diese
Arbeit bescha¨ftigt sich mit der Analyse der Gesichtserkennungsmethoden und ihre Anwendbarkeit
im automotiven Kontext. Es werden ausgewa¨hlte Szenarien fu¨r Referenzdatensammlung und
Fahreridentifizierung entwickelt sowie ein Konzept des KFZ-Innenraum-Gesichtserkennungssystems
entworfen und implementiert. Im Rahmen der Forschung wird eine Menge praktischer Prob-
leme analysiert wie z.B. Kamera- und Lichtquellenpositionierung, erforderliche Bildverarbeitung,
Gesichtsdetektierung, Merkmalsextraktion, Klassifizierungsverfahren und quantitative Evaluierung
der Ergebnisse. Insbesondere werden darstellungsbasierte und merkmalsbasierte Verfahren zur
Gesichtserkennung verglichen. Daru¨ber hinaus werden die Anforderungen an die Aufnahmetechnik
formuliert. Die experimentelle Evaluierung wird mit zwei Benutzerdatenbanken durchgefu¨hrt. Fu¨r
den allgemeinen Erkennungsperformanztest stand eine weit verbreitete biometrische Datenbank
von 295 Personen (XM2VTS) zur Verfu¨gung. Zur realita¨tsnahen Untersuchung des Systems wird
eine eigene Datenbank von 54 Fahrern in einem realen Fahrzeug erstellt.
v

Abstract
Equipping a modern vehicle with optical sensors is a new tendency in the automotive industry.
The visual observation of car surroundings as well as a car passenger compartment offers a world of
additional mechanisms to increase safety, security and comfort. In current cars, an in-car camera
supports smart airbag deployment, drowsiness detection and contributes to an advanced level of
interaction with infotainment systems. The car personalization is the next step towards a superior
car-driver interaction implying the ability of a car to recognize its driver. Such personalization also
guarantees a higher level of anti-theft protection granting the engine start exclusively to registered
drivers. Nowadays, the personalization is mainly intended for comfort enhancement and associated
with a memory function. The memory function activation for the automatic adjustment of the
seat, steering wheel, mirrors and air-conditioning can be reached not only using memory buttons or
a personal smart key, but also by applying biometric driver identification. Biometric modalities
have the advantage that they are non-transferable and very hard to forge. In this context, the
face seems to be the most appropriate biometric modality because of the usage of a contact-less
acquisition device, high level of user acceptance and the fact that identification arises unconsciously
for a driver, making a car more comfortable. This work is devoted to the feasibility analysis of the
automatic face recognition techniques in the automotive context. The concept of an in-car face
recognition system is developed and implemented in a real car. Several scenarios for collecting
biometric data and for driver identification are proposed. A number of practical problems have
been addressed. These are positioning of a camera and light sources, image pre-processing, face
detection, feature extraction, classification and experimental evaluation of the system performance.
In particular, appearance-based and feature-based approaches for face recognition are compared.
On top of that, the requirements to the acquisition and identification subsystems are conceived.
The empiric study on the recognition performance comprises experiments on two databases. For
the evaluation of the general performance of the developed face recognition system (FaceART)
and comparison to state-of-the-art systems, the XM2VTS database of 295 persons is utilized. The
realistic recognition performance of the proposed system has been evaluated based on the database
of 54 car drivers, collected by the author in the real car.
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Preface
Let us imagine a vehicle in a Brave New World1. The personal car is not a means of transportation
anymore, but a living cybernetic organism. It is capable of recognizing you, your fatigue and
your emotions. It adjusts driver assistance systems according to your needs automatically and
completely transparently. It helps you to drive in critical situations. In case of an accident it adapts
the airbag deployment because it is informed about your body dimensions and the current body
location. Moreover, it calls the next ambulance because your global position is also known. Isn’t it
impressive?! Is it science fiction? Do these technologies belong to the future or rather to reality?
This work is going to answer some of these questions through analyzing the progress in the domain
of visual monitoring systems applied for driving assistance and comfort enhancement.
1Allusion to the novel “Brave New World” written by Aldous Huxley
1

1 Chapter 1Introduction
This chapter provides an overview of camera-based observation systems in an automotive envi-
ronment and gives a motivation to develop and integrate such systems. The research challenges
regarding the visual observation of a car passenger compartment are designated and research objec-
tives are introduced. The focus is on design, implementation and evaluation of three applications:
seat occupancy detection for supporting the conditional airbag deployment, distinguishing of driver
and front-seat passenger hands during the interaction with a dual-view touch-screen, and facial
driver identification aiming at car personalization.
1.1 Problem description
This section is comprised of the following subsections:
• Motivation (camera in automotive applications)
• Formal view to safety and comfort of a vehicle
• Looking inside and outside of a car
• Car personalization
1.1.1 Motivation (camera in automotive applications)
Automotive industry permanently endeavors to make a vehicle more attractive for a potential
customer. Due to growing competition, manufacturers look for possibilities to offer better equipped
cars at reasonable costs. First and foremost, new equipment includes abundant driving assistance
systems such as antilock braking system (ABS) or electronic stability program (ESP), which makes
driving significantly safer. In addition, new vehicles possess in-vehicle information systems (IVIS)
and superior human-machine interfaces (HMI) making them more user-friendly and comfortable.
This new stream of development opens up fundamentally new challenges for automotive researchers.
The number of electronic control units (ECU), the amount of transferred information and the
complexity of sensor networks are rapidly growing, bringing to the front the need for information
management. Hence, computer science becomes more and more important in modern automotive
research.
The basic need for safety relevant driving assistance systems is explained by the inability of an
average driver to promptly react in critical situations. The driver’s visibility is limited due to blind
spots and restricted perception in the dark. The average driver reaction time is not sufficient for
avoiding all accidents. Moreover, drivers are often distracted because of paying too much attention
to the entertainment facilities or the status of monitors in the vehicle [139]. Thanks to modern
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driving assistance systems, the number of fatalities in road accidents in Germany is continually
decreasing every year [10].
The higher level of safety and comfort is often achieved through the integration of additional
sensors for collecting the required environmental information. The examples can be found in a rain
sensor for the automatic triggering of wind-screen wipers, in a laser proximity sensor warning of
approaching an obstacle, or in a pressure sensitive mat integrated into a seat for sitting posture
analysis and subsequent adjustment of airbag deployment. On the one hand, getting rid of those
sensors reduces the comfort and safety making the car less attractive for customers. On the other
hand, the endless addition of new sensors notably increases the complexity and the end price of the
car. One solution for this problem is the integration of inexpensive and versatile sensors which
might substitute several other sensors and offer the data input for new applications.
Due to the rapid development of the optical technologies, a camera seems to be the best choice
for such an inexpensive and versatile sensor. So far, vision-based systems have been rarely adopted
in cars due to the high costs, lack of robustness and considerable dimensions of the acquisition
devices. Recently, a high-quality complementary metal-oxide-semiconductor (CMOS) sensor or a
charge-coupled device (CCD) sensor, which is the main element of a digital camera, has become
considerably cheaper as well as digital signal processing (DSP) boards. Furthermore, the recently
introduced field-programmable gate array (FPGA) technology allows implementation of a complete
image processing system on one low-cost microchip. Using this technology along with the optical
sensors allows manufacturers to produce relatively small smart cameras with embedded image
processing software at reasonable costs.
However, it is not verified yet that cameras are able to completely substitute the standard
sensors for the most prominent outside car and inside car applications. Therefore, the feasibility
study regarding whether the visual analysis is a promising alternative of a standard solution for
a particular automotive application is the central question of this work. The next question is, if
a camera can make it possible to implement fundamentally new automotive applications never
implemented before using alternative sensors.
Since an output of a camera is an image and an image is an array of pixel intensities containing
no semantic information about represented objects, image processing algorithms play the most
important role for the interpretation and understanding of the visual information. The algorithms
are expected to fill the semantic gap between an object in the real world and its representation on
the image. From this perspective, the main challenge for developers of visual recognition systems
consists in robust detection and extraction of objects from images using conventional pattern
classification approaches which couple image processing operations with statistical machine learning
methods.
1.1.2 Formal view to safety and comfort of a vehicle
The term safety is commonly defined as protection of human beings from recognized dangers to
achieve an acceptable level of risk. The term automobile safety refers to the practices to avoid
automobile accidents and protect passengers and pedestrians in case an accident has happened.
Regarding vehicle safety, these practices include design and construction of a vehicle as well as its
safety-related equipment. Traffic safety, in contrast, refers to safe automobile infrastructure and
addresses the design of roadways and legal issues. As shown in Figure 1.1, automobile safety includes
“active” and “passive” safety components. Active safety is the term combining the mechanisms for
crash prevention. These mechanisms are often referred to as Driver Assistance Systems (DAS).
“Passive safety” is the term describing the components of the vehicle for protecting occupants during
a crash. While active safety addresses three main risk factors: driver, vehicle and infrastructure,
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passive safety exclusively addresses the vehicle [65].
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Figure 1.1: Active vs. passive safety
The term comfort is not formally defined in an automotive context. However, the intuitive
conception about comfort is quite comprehensible. Basically, a high level of comfort is distinguished
by the high number of automatically adjustable components such as, climatic system, seats, mirrors,
steering wheel, windshield wipers, headlights etc. Langnickel et al. [143] have extended the
conception of comfort by including the transparency of use, meaning that the less the driver’s
activity is needed for the component activation, the more comfortable the component is.
1.1.3 Looking inside and outside of a car
Cameras are versatile devices making them useful for both outside car and inside car observations.
They are theoretically able to support not only comfort oriented systems but also “active” and
“passive” safety components of an automobile. Examples of automotive systems which may make
use of an optical sensor are introduced in Table 1.1.
Table 1.1: Examples of automotive applications making use of visual recognition
 Outside looking camera Inside looking camera 
Active safety - Lane-keep support (LKS) 
- Lane departure warning (LDW) 
- Collision avoidance (CAS) 
- Pedestrian recognition (PR) 
- Automotive night vision (NV) 
- Traffic sign recognition (TSR) 
- Driver drowsiness detection 
- Driver distraction detection 
 
Passive safety  - Seat occupancy detection 
- Occupant classification 
- Out-of-position detection 
Comfort - Adaptive cruise control (ACC) - Hand-/gesture-based HMI 
 
The observation of vehicle’s surroundings is reasonable only before the crash. This is why all
applications potentially making use of an outside looking camera do not address passive safety and
can be combined under the term DAS.
According to research done by the European Commission, the overall number of fatalities in
the European Union by 2020 can be reduced by half thanks to the Advanced Driver Assistance
Systems (ADAS). This is why the European Parliament prescribed in 2012 the mandatory fitting
of Advanced Emergency Braking Systems in commercial vehicles from 1 November 2013 for new
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vehicle types and from 1 November 2015 for all new vehicles in the European Union [66]. This
requirement basically includes the implementation of Lane Departure Warning, Anti-Collision
Warning and Pedestrian Recognition systems.
Monitoring of car surroundings
Sensor Computer vision 
approach
Automotive
application
High-dynamic
range camera
RADAR
LIDAR
FIR camera
TSR
PR
LDW, LKS
CAS, PR
ACC
NV
Circle detection and 
numbers recognition
Human body shape 
recognition
Lane markings 
detection
Frontal obstacle 
detection
Frontal vehicle 
recognition
Imaging
TSR = Traffic sign recognition
PR = Pedestrian recognition
LDW = Lane departure warning
LKS = Lane-keep support
CAS = Collision avoidance system
ACC = Adaptive cruise control
NV = Automotive night vision
RADAR = Radio detection 
and ranging
LIDAR   = Light detection 
and ranging
FIR        = Far-infrared
Monitoring of car passenger compartment
Sensor Computer vision 
approach
Automotive
application
Near-infrared 
camera
Stereo-vision 
camera
Time-of-Flight 
camera
Driver drowsiness 
detection
Driver distraction
detection
Occupant 
classification
Out-of-Position
detection
Seat occupancy 
detection
Hand-/gesture-
based HMI 
Car
personalization
Eyes detection and 
tracking
Gaze analysis
Head detection and 
tracking
Posture recognition 
and tracking
Face detection
Template matching
Hand shape and 
motion detection
Biometric driver 
identification (iris, 
face)
 
Figure 1.2: Sensors and computer vision approaches applied in automobiles for the monitoring of
surroundings and passenger compartment
Figure 1.2 introduces automotive systems along with the required computer vision approaches.
The left columns contain commonly applied sensor technologies. These are radio detection and
ranging (RADAR), light detection and ranging (LIDAR) often referred to as laser sensor, far-
infrared (FIR) camera also called thermal camera and high-dynamic range (HDR) camera for the
observation of car surroundings. The monitoring of a car passenger compartment is usually done
with conventional CCD or CMOS camera in the shorter end of the near-infrared spectrum from
750 to 1000 nm. For the range imaging, which has recently become a trend technology, a standard
monocular camera is replaced by a stereo camera or by a Time-of-Flight (ToF) camera. Let us take
a look at what these automotive systems do and which sensors are currently applied in particular:
• Lane-Keep Support (LKS) system is designed to reduce the number of road accidents caused
by driver distractions or drowsiness. The system includes the Lane Departure Warning (LDW)
system and active steering component. The LDW system warns a driver when the vehicle
begins to move out of its traffic lane on properly marked roads (e.g. highways or arterial
roads). The active steering system automatically leads the vehicle back to the traffic lane.
The LDW systems are currently developed by almost all prominent car manufacturers and
based on all four kinds of sensors: laser sensors [184], radar sensors, infrared sensors and
optical video sensors [75].
• Collision Avoidance System (CAS) warns a driver of any dangers located ahead on the road.
The system provides autonomous braking to avoid a forward collision in case the driver
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does not respond to the warning signal in time. The CAS systems are geared to vehicles in
surroundings and especially helpful in restricted sight conditions caused by fog, for example.
CAS systems use proximity measuring devices such as laser or radar sensors.
• Pedestrian Recognition (PR) system is an extension of CAS oriented to pedestrians. For
instance, the system developed by Volvo [198] tracks the road in front of the vehicle, detects
objects and determines distances to them. The system relies on two sensors. The first one is
the radar integrated into the front grille for the detection of objects and the determination
of distances. The high-resolution camera is installed behind the rear-view mirror for the
recognition of object types detected by the radar. Based on the camera images, the system is
capable of predicting the pedestrian movement trajectories and, thus, estimating the risk of
an accident. Similar to CAS, in case of the high risk of an accident the driver is warned and
the automatic braking is applied if necessary. Currently, the system operates at speeds below
30 km/h which is the upper limit of the robust pedestrian detection.
The next three systems, namely Adaptive Cruise Control, Automotive Night Vision and Traffic
Sign Recognition belong to Advanced Driver Assistance Systems and are currently offered as
optional equipment on certain premium vehicles.
• Adaptive Cruise Control (ACC) is designed to automatically adjust the vehicle’s speed to
keep a safe distance from the vehicle ahead. The vehicle slows up when approaching the
anterior vehicle and accelerates when the distance to that vehicle increases. ACC systems use
either radar [221] or a laser sensor for the distance determination.
• Automotive Night Vision (NV) is a technology to improve a driver’s visual perception in
darkness or poor weather conditions. The road in front of the vehicle is observed and pictures
are transferred to the driver display. Active and passive systems are in use. Active systems
make use of a conventional CCD camera and active near-infrared illumination. In passive
systems a thermal camera is used for capturing thermal radiation emitted by the objects.
Thanks to that, the seeing distance spread out beyond the reach of the vehicle’s headlights
and the sight clarity increases.
• Traffic Sign Recognition (TSR) is the most immature technology developed for the detection
and recognition of traffic signs on the road. The first generation of TSR systems is capable
of recognizing European round speed restriction signs [60]. The second generation of TSR
systems is able to recognize overtaking restrictions as well. The currently introduced TSR
systems make use of a high-dynamic range CMOS camera integrated into the rear-view mirror.
The vehicle’s surroundings are mainly observed with radar or laser sensors measuring the
proximity to the ambient objects. Here the robustness of measurements plays the most important
role. For the majority of applications there is no need for high-resolution sensors because the
distance to an obstacle is the only required information, but this distance has to be very precisely
estimated. Exceptions can be found in PR and TSR systems, where the high-resolution camera
is unexpendable for the object type recognition. Due to the natural limitations of cameras such
as an insufficient dynamic range [17] leading to overexposure and discrepancies between the real
world and the sensor information, cameras can not replace proximity sensors for the far-distance
obstacles detection. In contrast to outside car imaging, the inside car imaging does not require
such high-dynamic range images and the background is relatively constant, making the camera
very promising observation device.
The observation of a vehicle’s passenger compartment supports both active and passive safety.
Driver drowsiness detection is an example of the system to avoid accidents; the seat occupancy
detection is an example of the system supporting smart airbag and, thus, protecting passengers
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from injuries during the crash. Moreover, the observation of a car passenger compartment can
be helpful in reducing crash effects. The intelligent car can make an emergency call disclosing the
number of passengers and their current conditions.
• Driver drowsiness detection systems are designed to monitor driver’s eyes and evaluate
blinking behavior. Eyelid closure time and speed as well as blinking frequency are considered
to be parameters determining the degree of drowsiness [101, 99]. In 2006, Toyota was the
first company to introduce this safety system as a part of so-called driver monitoring system
[232]. The system utilizes active near-infrared illumination and a conventional camera with
CCD sensor to monitor driver attentiveness. The camera is placed on the top of the steering
column. The system is capable of eye tracking due to specific specular reflection of a pupil
under infrared illumination. If the driver is not paying attention to the road ahead and a
dangerous situation is detected, the system will warn the driver by flashing lights and warning
sounds. If no action is taken, the vehicle will apply the brakes (a warning alarm will sound
followed by a brief automatic application of the braking system).
• Seat occupancy detection systems are designed to prevent the deployment of airbags at
unoccupied seats. This helps to avoid the considerable cost imposed by the replacement of
airbags after an accident. Moreover, airbag deployment must be prevented at seats occupied
by child restraint systems or small children (under 66 lbs) because of serious injury risks.
Traditional seat occupancy detection systems include pressure sensitive (weight) sensors and
transponders in child restraint seats. Optical sensors could be a perfect alternative to the
current detection methods especially for rear seats where adaptive restraint systems have not
reached a high saturation rate yet. The crucial advantage of an optical sensor is that one
camera can be used to determine the occupancy of all seats. Furthermore, a camera-based
setup allows upgrading a seat-occupancy detection system to an occupant classification system
without hardware changes. The only required adaptation is the implementation of more
sophisticated image processing and pattern classification algorithms.
In fact, a seat occupancy detection system can be considered as a degraded case or rather as a
part of an occupant classification system where the system chooses between two alternatives:
“occupied seat” and “empty seat”. A complete occupant classification system is able to identify
if a seat is occupied by an object, by a child restraint system or by a small, average or large
person [68]. This allows selecting the airbag deployment stage regarding its firmness and
velocity. The further improvement of this system is the out-of-position (OOP) classification.
The system identifies situations in which the airbag can seriously injure or even kill a passenger
because of his/her unorthodox body position and prevent the deployment.
Apart from safety related applications, an inside car camera is proposed to be used for the
improvement of infotainment systems providing superior human-machine interface (HMI). The
range of applications which can potentially make use of a camera is very wide. Just to mention a
few, these are the driver emotions recognition [109], gestures based communication [3], gaze tracking
for the driver attention control [74]. However, the focus is on only one HMI system distinguishing
driver’s and front-seat passenger’s hands, further called User Discrimination System (UDiS).
• Distinguishing between driver and front-seat passenger during their interactions with dual-
view touch screen integrated to the automobile center console is one example, where visual
recognition seems to be better than other technologies. Dual-view devices are designed to
allow users to see different contents on the same display depending on the viewing angle.
For example, the driver can follow the directions given by the navigation system while the
passenger watches a film or scrolls through the play list in a music player. With regard to
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touch-screen based interaction, it must be precluded that the passenger’s interactions (e.g.
with the music player) affect the driver’s display content and vice versa. The dual-view
displays are currently available on the market e.g. in Range Rover [123].
Two user discrimination concepts currently exist. The first one is electric field sensing (EFS)
[194]. This approach is based on capacitive coupling of the user’s body with the touch
panel and can easily discriminate users based on the individual frequency of the transmitter
electrode integrated into the seat. However, capacitive technology still has some serious
limitations regarding the passenger clothing and the lack of user acceptance. Occupants fear
potential health hazards often attributed to electromagnetic fields. Moreover, automotive
industry has been making serious efforts to reduce electromagnetic fields in a vehicle and,
therefore, additional electric fields are hardly acceptable. The second technology is based
on the optical sensing of the passengers’ activities and in contrast to the first technology is
widely accepted by users [108]. The camera that is mounted in the roof observes the center
console and registers motion in the driver and passenger regions. Analyzing this information
along with shapes of the moving hands, the decision is made whether a driver or passenger is
interacting with the touch-screen.
The attention of established industrial concerns is currently focused on the observation of car
surroundings for the improvement of active safety components. The currently applied proximity
sensors (millimeter-wave radars and lidars) have already fulfilled the criteria of the feasibility study,
so cameras are not considered promising alternative here. For this reason, outside car camera
applications are beyond the scope of this work. The focus is on the visual recognition systems
inside a car. Here, I see a great potential for theoretical research because of general appropriateness
and versatility of visual sensors and few examples of available industrial systems. Figure 1.3
schematically shows the range of observation systems looking inside and outside of a vehicle. The
marked blocks are addressed in detail. Computer vision algorithms are analyzed and prototypic
systems are implemented and evaluated.
Driver drowsiness detection is also beyond the scope of this work because the camera-based driver
monitoring system has already been developed by Toyota in 2006 and successfully integrated in
premium models of Lexus and Toyota. Currently, drowsiness detection is offered by several vehicle
suppliers, but those systems are either based on an analysis of driver behavior signals [45, 137]
or are derivates of the LDW system [75, 244]. The major focus of this work is the facial driver
identification system which can be categorized as an essential part of car personalization making
use of an optical sensor.
1.1.4 Car personalization
A higher level of comfort, safety and security may be achieved through the personalization of a car
which can be understood as an individual adjustment of automotive systems to a driver. Comfort
enhancement is associated with a memory function. After the automatic selection of a stored
passenger profile, the seat, steering wheel, rear mirrors, air conditioning and car radio are adjusted
to a passenger. The safety implication can be found in the driver-specific adaptation of driver
assistance systems. One possible application is speed restriction depending on the driver’s age or
experience. Security is improved through the anti-theft protection system assuming that access to
a car (or car ignition) is granted only to a registered driver.
The key issue for implementing personalization is the ability of a car to recognize its driver.
Currently existing systems imply that drivers explicitly report their identities. This is done either by
means of memory buttons (MB) or through a radio-frequency identification (RFID) tag integrated
into an individual smart-key. Both of these means of identification have a serious disadvantage
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Figure 1.3: Visual monitioring systems looking inside and outside of a vehicle
because they do not provide the direct link between an enrolled identity and a person sitting in
front of the steering wheel. The smart-key can be easily transferred to another person making
all individual adjustments meaningless. Using memory buttons does not improve the situation.
A button with the wrong profile can be selected activating the inappropriate comfort or driver
assistance settings. In other words, key-based or more generally token-based systems are linked to
the vehicle and not to the driver. The only way to provide the link between the potential driver
and the registered profile is biometric identification.
Despite evident advantages, biometric authentication implicates risks evoked by possible misclas-
sifications and the need to preserve sensitive biometric data. Therefore, the demands on an in-car
biometric system have to be formally revealed from the user’s point of view as well as from the
manufacturer’s point of view. For a passenger, user acceptance and usability aspects are of the
highest importance, just as for a manufacturer the costs and the technical implementation aspects
are essential.
The integration of biometric systems into a car has been studied since the late 1990s. However,
only one biometric modality has been practically addressed so far, namely fingerprint. For instance,
a fingerprint for immobilizer deactivation and driver’s profile activation was implemented by Daimler
AG in luxury series cars about ten years ago. Volkswagen Group has taken up this initiative
through the “one-touch memory” option in Audi A8 [6]. Currently, several custom fingerprint
sensors are widely presented on the market, so that every car can be retrofit with such device.
Despite technical advantages and brilliant performance of fingerprint devices, fingerprint-based
driver identification has not achieved a high saturation level in cars. This is why the automotive
industry takes a great interest in face and iris recognition. Volkswagen AG is currently working
on facial driver identification, but the developed system is declared not mature enough for series
production [243]. Sarnoff Corporation announced an adaptation of its iris recognition system for
use inside of motor vehicles [19]. Nonetheless, to the best of my knowledge, currently there are
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no patented and implemented face-based or iris-based driver authentication systems in consumer
market cars still making the topic attractive for academic investigations.
Regarding the complexity of the acquisition system, the face modality is preferable compared
to iris. Iris acquisition requires active illumination and a high-quality camera (incl. high-quality
image sensor and objective) providing a high-resolution image. In contrast, face acquisition can
do with a simple, small, inexpensive and low-power-consuming camera with a wide view angle
objective. Remaining biometric modalities which can be captured with an optical sensor are far
less appropriate for the utilization in a car passenger compartment than aforementioned ones. This
is why the focus is on face modality and its applications to biometric driver identification.
1.2 Research challenges
Let us summarize the challenges of automotive researchers regarding the inside car observations.
The first and foremost challenge is to indicate:
• the existing applications, which can benefit from the inside car camera, but currently use
alternative sensors;
• the new applications, which can be realized using the inside car camera.
After outlining potential applications, the next research challenge is to answer questions which
are derived from practice:
• To what extent can a camera improve those applications in terms of reducing costs, increasing
safety/comfort?
• Is the utilization of a camera feasible?
• What additional risks emerge together with the integration of new systems?
These questions primarily address hardware components of the vision-based system. The positive
answers let us qualify the system as promising.
For the promising applications software development becomes the main focus. From this
perspective, the challenge lies in answering technical questions:
• How robust can the implementation be?
• What is the operational scenario?
• Which image processing and machine learning algorithms are appropriate?
In fact, adopting computer vision to the automotive field is a very challenging task because of
natural limitations of vision-based systems. On the one hand, the theory of digital image processing
is mature including algorithms for detection, segmentation and recognition of objects; on the other
hand, the object representation on an image is ambiguous often resulting in inaccuracies and
recognition mistakes. For example, a single camera is not capable of robust distance measuring.
Another typical problem is the low-dynamic range of a sensor leading to overexposure in images
while driving along a tree-lined avenue or coming out from under a bridge on a sunny day.
Using non-visual sensors, a signal processing algorithm is usually trivial. The applications entirely
rely on the incoming sensor signal revealing the physical characteristics of a measured object. In
case of a vision-based system there is a semantic gap between the object in the real world and its
representation on a camera image. This is why non-trivial image processing is required. From this
point of view, the aforementioned technical questions can be joined to the following question:
• Is it possible to robustly fill the semantic gap between the object in the real world and
its representation on a camera image by an intelligent image processing algorithm for the
particular application under certain scenario-related restrictions?
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The rule of thumb states, the simpler a signal processing algorithm is the more robust the
system is. Complex algorithms lead to slow and non-robust systems. Therefore, while adopting
computer vision algorithms for automotive applications, researchers look for the trade-off between
the complexity of the algorithm and recognition performance.
1.3 Research objectives
Based on the attainments from the joint research project VisMes (Visuelle Vermessung im Automobil)
with the industrial partner and numerous discussions with automotive experts, three promising
applications of an inside car camera have been recognized:
1. Seat occupancy detection using an omni-directional camera for supporting conditional airbag
deployment;
2. Distinguishing driver hand from front-seat passenger hand during interaction with a dual-view
touch-screen using a ceiling camera facing the center console;
3. Facial driver identification using a dashboard camera monitoring the driver’s face through
the steering wheel aperture for car personalization.
While selecting the applications, the endeavor has been made to properly answer the questions
from the previous subsection and to pick out only those which greatly benefit from visual sensing,
but are still in the “proof of the concept” development stage implying that they are not presented
in series cars yet. For instance, driver drowsiness detection is the most important safety-related
application because drowsy driving is the prime cause of fatalities and serious injuries in traffic
accidents [67]. Nonetheless, visual drowsiness detection has already been thoroughly investigated
by several research groups [122, 101, 16, 99] so that theoretical as well as practical solutions exist.
Moreover, since 2006 the driver monitoring system for visual drowsiness detection has been offered
by Toyota in several models of Lexus [232].
Apart from driver drowsiness detection, this thesis does not cover the following applications,
which, however, significantly benefit from an in-car camera and have been fairly well addressed in
the works of other researchers:
• Driver distractions detection [227, 74]
• Driver emotions recognition [109]
• Occupant classification [136, 68]
• Out-of-position detection [233, 135]
The selection of the application (1) is motivated by the fact that the 360 degree camera is
proposed for simultaneous observation of all seats in a car. A similar hardware setup has been
used only by Wender et al. [249]. However, the proposed algorithm relies exclusively on face
detection and the experimental evaluation engages a very limited collection of 600 images (300
with occupants and 300 empty). Despite the solid correct detection rate of 84.45% while having
0.075 false detections per frame, as reported in this paper, these results cannot be extrapolated to
a real car because the test frames have been manually selected. For instance, in the framework
of the VisMes project, the in-car videos have been collected in “get in to the car” and “get out
of the car” scenarios [160]. Passenger faces are covered in more than half of video frames. Hence,
face detection alone is insufficient to successfully verify seat occupancy [158]. Advanced template
matching is proposed for the detection of occupied seats supported by face detection to verify that
seats are occupied by passengers.
The application (2) implies the usage dual-view touch screen, which is, to the best of my
knowledge, not implemented in cars yet. Due to this fact, the application proposed in this work
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is the first of its kind and has no alternative vision-based solutions. There are three clues to
distinguish driver and front-seat passenger hands: the amount of motion in a particular region, the
shape of the moving object and the beginning and final positions of the moving hand.
The idea of facial driver identification, which is the proposed application (3), has been discussed
since the late 1990s, but the concrete implementation concepts are still not established. There are
several academic studies [20, 142, 14, 229, 63, 116, 174, 34] addressing parts of the system, but
never considering the problem completely including the choice of hardware and software components
and the description of application and operational scenarios. In most studies the focus is on the
improvement of face recognition algorithms and their adaptation for a car passenger compartment
[14, 229, 63, 116, 174, 34]. Other studies propose only the theoretical argumentation of biometric
driver identification giving no clue about practical implementation [20, 142]. In contrast, my
objective is to develop a comprehensive facial driver identification system from scratch. This
includes retrofitting the car with the acquisition device, active illumination modules and the signal
processing hardware, development of application and operational scenarios, development of the
face recognition algorithm.
Figure 1.4 schematically shows the image processing and pattern recognition approaches applied
in targeted applications.
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Figure 1.4: The targeted applications
Taking the selected applications into account, the research objectives are:
• to propose the system design including hardware components, application and operational
scenarios, and image processing algorithms;
• to implement the proposed recognition systems;
• to evaluate the recognition performance of the implemented systems in a statistically significant
way.
The hardware problem is common to all three applications. The research objective here is to
identify the optimal type and position of a camera and active illumination sources.
For the applications (1) and (2) the description of the task implicates the application scenario. In
contrast, the driver identification can be used for several purposes. In this work, three application
scenarios improving comfort, safety and security of the vehicle are proposed:
• Biometric memory function for the improvement of comfort, meaning that after driver
identification, the seat, steering wheel, rear mirrors, air conditioning and car radio are
automatically adjusted to a driver;
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• Mandatory driver assistance for the improvement of safety, meaning that after the driver
is identified, the engine power is restricted and driver assistance systems are compulsively
switched on for young and inexperienced drivers;
• Biometric anti-theft protection for the improvement of security, meaning that the car ignition
is blocked until a registered driver is identified.
While the operational scenarios for the applications (1) and (2) are trivial, meaning that the
system has to make a decision for each camera frame, the operational scenarios for (3) include two
separate procedures: the registration/update of biometric data and driver authentication. Moreover,
the authentication can be done either only once directly after getting into the car (for comfort- and
safety-related application scenarios) in identification mode (see Subsection 2.1.4) or permanently
for each camera frame (for the security-related scenario) in verification mode (see Subsection 2.1.4).
The study on how these operational scenarios influence identification accuracy is the next objective
of this work. Figure 1.5 combines all discussed components of a facial driver identification system,
which is the main focus of this thesis.
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Figure 1.5: Main components of a facial driver recognition system
Regarding the face recognition system, there are additional objectives:
• Argumentation regarding why face modality is most appropriate for driver identification
• Comparison of approaches for face detection and image normalization
• Comparison of approaches for face modeling and classification
The experimental part of this research aims at determining if the reliable face recognition in a
car is possible with the current state of computer vision technologies.
1.4 Summary of main contributions
Here, the achievements regarding three proposed camera-based monitoring applications in a car
passenger compartment are summarized.
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1.4.1 Seat occupancy detection (SOD)
The development of the seat occupancy detection system is based on the hardware setup of the
VisMes project. The Audi A6 Avant has been retrofit with a DSP system for video capturing, five
near-infrared lighting modules, and a panoramic camera (Sony RPU-C3522) including a 360-degree
annular lens and a CCD sensor. Test images have been collected from 39 persons including males
and females of different ages and various body sizes as well as different objects such as child restraint
systems or pieces of baggage. The test persons were asked to get into the car in an arbitrary
manner, fasten the seat belt and remain seated for at least three seconds, then change the seat
or get out of the car. The total number of test frames amounts to 53928. Figure 1.6 shows the
camera setup and an exemplary camera image.
 
Figure 1.6: Omni-directional camera mounted on the ceiling next to the windshield for the moni-
toring of the whole car passenger compartment
There are two approaches proposed for seat occupancy detection:
• Template matching
• Face detection
Template matching Template matching is applied to the seat occupancy detection to solve the
problem in an inverted way, namely not to detect occupied seats, but to detect empty seats.
Templates of empty seats are cut and stored, and then consecutively searched in camera frames. I
study the impact of image pre-processing approaches such as local normalization and edge detection,
the impact of template selection strategy (small template, large template, several small templates)
as well as the impact of multi-algorithm and temporal fusion of matching-scores to the recognition
performance of template matching. Different combinations of pre-processing, template selection
and fusion strategies are analyzed and compared. The experiments yield respectable detection
performance expressed in terms of equal error rates (EER) which at best do not exceed 2.60% for
front seats, 6.23% for rear side seats, and 11.07% for the rear center seat. The straightforward
conclusion about which combination leads to the optimal performance cannot be made due to high
variations in results. The way to define templates and their quantity remains an open question
since the trivial multi-template approach with only two templates has generally performed best.
Template selection is based on intuition. Such a selection does not ensure that the templates can
be reliably found in other images of an unoccupied vehicle, especially if illumination conditions
dramatically differ from the reference. A more methodological approach is hence required, e.g.
using template candidates from several images of an empty vehicle with various illuminations. Or,
in other words, template matching can be extended to statistical pattern classification where images
of empty seats (templates) build the set of positive examples and images of occupied seats build the
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set of negative examples. However, the resulting accuracy of occupancy detection is not competitive
when compared to weight measuring systems where false detections of persons practically never
occur.
Face detection The most plausible way to check whether a seat is occupied by a passenger is
the detection and localization of heads or, more precisely, faces. In order to prove or disprove this
hypothesis, three commonly used and widely available face detection algorithms (the algorithm of
Viola and Jones [242], the algorithm of Kienzle et al. [127] and the algorithm of Nilsson et al. [180])
have been applied for the images of a car passenger compartment. Experimental evaluation has
shown that a face detection system cannot reliably detect faces of vehicle occupants. This is due to
the fact that occupants’ faces are often angled away from the camera while detection systems are
primarily geared to almost frontal faces. Another hindering factor, especially for the rear seats,
is the covering of faces by interior components such as head-restraints of front seats. The test
indicates that without adaptation the considered algorithms can be helpful only on rear seats with
true detection rates varying from 12.52% to 20.13% while corresponding false detection rates vary
from 0.15% to 1.58% for the best algorithm. Comparing these results with the results of Wender
et al. [249], who used a similar hardware setup, it can be asserted that for the ideal case when
still frames with normally posed occupants are used, the solid face detection performance can be
achieved. In the general case, a face detection system used alone is not sufficient for seat occupancy
detection. However, face detection may complement standard weight-based occupancy detection or
even the aforementioned visual approach based on template matching for distinguishing of persons
and objects.
1.4.2 Distinguishing between driver and front-seat passenger hands during the
interaction with the center console (UDiS)
The user discrimination system has been completely reproduced in the car simulator (later referred
to as AMSLator) in a laboratory including a passenger compartment with a genuine dashboard,
front seats, rear seats, touch screen mounted to the center console, monochrome CCD-camera
(Imaging Source DMK 31BU03.H) and two near-infrared lamps (880 and 940 nm), so that different
illumination conditions can be simulated. This acquisition system allows automatic and unambiguous
registration of all touch screen interactions and their synchronization with a video stream. Figure
1.7 shows the camera setup along with two exemplary camera images.
 
Figure 1.7: Monochrome CCD-camera mounted on the ceiling next to the windshield for the
monitoring of driver and passenger hands
Approaches applied in UDiS:
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• Motion detection in the driver and front-seat passenger regions
• Motion-based segmentation of the forearm and determination of its orientation
• Hand detection
Motion-based analysis Based on the hypothesis that the arms of driver and front-seat passenger
are the only moving objects within the center console region, the segmentation of the arm is
performed based on motion detection. Hence, the imaging system can segment the forearm while
moving towards the touch screen based on smart image differencing. The differential image is
derived from the current video frame subtracting the previous adjacent frame if they are different
enough or subtracting the preceding frame with the different arm position. The shape of the arm
(incl. forearm and hand) is extracted from the differential image by applying adaptive thresholding
and morphological operations. The resulting binary shape allows the calculation of the amount
of movement in driver and front-seat passenger regions as well as the detection of the principal
direction of an arm which is pointing at the acting person.
Hand detection In addition to the motion-based forearm and hand segmentation, texture-based
hand detection is engaged. Hand patterns of the driver and the front-seat passenger are learned
applying the object detection algorithm of Viola and Jones [242]. Based on the frame sequence
containing a localized hand, the hand moving trajectory is estimated and the acting person is
recognized based on the collocations of the first and the last trajectory points.
The system based on solely hand detection is not reliable enough. The fusion of the motion-
based and texture-based approaches leads to acceptable recognition accuracy. The error rates
do not exceed 11% in case of uniform illumination and at worst yield 14.60% in case of uniform
non-illumination. However, the resulting recognition errors do not allow the practical use of the
proposed user discrimination system, but show that optical sensing is a very promising technology
for this purpose.
1.4.3 Facial driver recognition (FDR)
For the purpose of face monitoring and facial driver identification an experimental automobile
(Opel Vectra B) has been equipped with a low-cost CCTV camera mounted on the dashboard, an
analog-digital video converter, and a car personal computer (CarPC) for the video capturing. Night
acquisition is possible due to near-infrared light-emitting diodes (NIR-LED) integrated into the
camera body. Figure 1.8 shows the camera setup together with an exemplary camera image.
 
Figure 1.8: CCTV camera mounted on the dashboard and facing the driver through the steering
wheel aperture for the monitoring of the driver’s face
Components of the facial driver identification system:
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• Application scenarios (see section 1.3)
– Biometric memory function (comfort)
– Mandatory driver assistance (safety)
– Biometric anti-theft protection (security)
• Operational scenarios
– Manual, semi-automatic and automatic enrollment (scenario with head rotations)
– Single driver identification in an interactive mode to support the biometric memory
function and mandatory driver assistance
– Permanent driver identification to support biometric anti-theft protection
• Face recognition system (FaceART)
– Pre-processing (face detection and light normalization)
– Feature extraction (eigenfaces)
– Classification (k-nearest neighbor algorithm vs. ARTMAP)
Operational scenarios Manual driver registration implies that a qualified salesman or an autho-
rized car repair shop engineer instructs a new driver to take a required position for taking reference
shots and manually controls their quality. Semi-automatic (interactive) registration implies that the
car instructs a new driver to take an appropriate position for a shot and controls image quality. In
the automatic mode, the system asks a new driver to provide several actions such as head rotations
or head inclinations. Then, the system automatically learns all possible appearances of the face
building a face model.
Single driver identification takes place directly after getting into a car and prior to engine ignition.
The system asks the driver to look at the camera and captures a frontal face image for subsequent
matching. In contrast, permanent driver identification implies the regular capturing and matching
of a driver face either after a certain period of time or after each door closing.
Face recognition system As a part of my research, I have implemented a face recognition system
called FaceART [161]. The pre-processing subsystem includes a face detection algorithm of Viola and
Jones [242] as well as best-fit-plane subtraction and histogram equalization for light normalization.
The eigenfaces approach [234] is utilized for feature extraction. The classification of feature vectors
can be done using either the k-nearest neighbor algorithm (k-NN) or using an adaptive resonance
theory mapping neural network (ARTMAP). The FaceART as a representative of appearance-based
approaches is opposed to the commercial face recognition system Luxand FaceSDK [155] which can
be considered a representative of feature-based approaches.
Regarding single driver identification, the identification accuracy of the Luxand FaceSDK is
higher than 99% in the collected videos. In contrast, the identification accuracy of the FaceART
surpasses only 90%. In case of permanent driver identification the accuracy drastically declines
for both systems. The Luxand FaceSDK correctly identifies the driver in more than 68% of test
frames and the FaceART in more than 63% of test frames. The experiments have shown that even
non-optimal face recognition algorithms such as FaceART can achieve satisfactory identification
accuracy making practical use of face recognition in a car very promising. However, in order to
provide high identification accuracy, the operational scenario has to guarantee capturing of frontal
faces.
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1.4.4 Conclusion
Summarizing the results of three proposed applications, the different grades of success can be
stated. Seat occupancy detection based on template matching achieves high detection rates only
on front seats. The sufficient detection rates on rear seats can be achieved by combining template
matching and face detection. Further efforts should be made towards occupant classification and
out-of-position detection. The implemented system for the discrimination of driver and passenger
hands has poor recognition performance and requires the adaptation of the utilized algorithms.
However, the applied techniques have the potential for further adjustments. The facial driver
identification system performs well when the operational scenario prescribes capturing of frontal
faces. The recognition results in the unrestricted mode, meaning that arbitrary frames are used for
driver identification, are insufficient for considering the system mature for practical use.
1.5 Thesis outline
The introduction is followed by the second chapter including fundamental definitions from both
automotive research and computer vision. Related works considering inside car and outside car
monitoring systems are addressed in detail. Special attention is given to the studies on vision-based
biometric driver recognition.
The third chapter describes a theoretical concept of applying computer vision approaches for
the monitoring of a car passenger compartment providing links between camera, image processing
algorithms and automotive applications. The methodology comprises all basic components of
pattern classification: pre-processing, feature extraction, feature selection, learning of a statistical
model and matching. Several selected algorithms are also addressed in detail. These algorithms are
later on used as construction elements in the introduced automotive applications (seat occupancy
detection, discrimination of driver and passenger hands and facial driver identification) to implement
template matching, face and hand localization and face recognition.
The fourth chapter addresses the design and implementation of the proposed automotive applica-
tions. This includes the choice of type and position of camera and active illumination sources as
well as the development of software components under application constraints.
The fifth chapter is devoted to the experimental evaluation of the proposed algorithms. The
strengths and weaknesses of the applied computer vision approaches are identified regarding the
selected applications. Based on that, the limitations of the vision-based recognition techniques in
application to the automotive environment are revealed.
In the sixth chapter, the results of experiments are discussed and critically analyzed in order
to provide the generalization of the achievements in the framework of the proposed theoretical
concept.
The seventh chapter concludes the thesis summarizing challenges in automotive research and my
achievements and contributions. The chapter also provides an outlook of the ongoing automotive
research emphasizing the topics of special interest. Here, I also try to forecast future research
directions regarding visual in-car monitoring and car personalization.
The thesis is finalized by a list of references and an appendix to the experimental part including
tables and diagrams not included in the chapter.
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2 Chapter 2Thesis fundamentals and summary ofrelated works
In this chapter, the main definitions from domains of optical systems and image processing are
introduced together with the fundamentals of statistical pattern recognition. Furthermore, an
overview of current achievements in the field of automotive-related vision-based sensing as well as
of established alternative sensing technologies is provided.
2.1 Image understanding
This section is comprised of the following subsections:
• Image sensing technologies (CMOS vs. CCD)
• Semantic gap between an object and its appearance on the image
• Pattern recognition
• Biometrics as a special case of statistical pattern classification
2.1.1 Imaging sensors
There are two established image sensing technologies: complementary metal-oxide-semiconductor
(CMOS) and charge-coupled device (CCD). Both sensors consist of metal oxide semiconductors
and rely on the photoelectric effect of silicon to convert incoming photons to electrons generating
an electric charge. The charge is accumulated proportionally to the illumination intensity. The
crucial difference is in how the sensor elements accumulate a charge and convert it to voltage (see
Figure 2.1). In a CMOS sensor the conversion happens in each single pixel thanks to several layers
of semiconductors. In contrast, pixels of a CCD sensor collect a charge and, after exposure is
complete, transfer it to a common output structure, where the charge is converted to voltage.
The capabilities and limitations of sensors are predetermined by these different readout techniques.
At this point, there is no proof of the superiority of one or another technology. In [151], Litwiller
mention cases in which CMOS sensors naturally fit better. These are security cameras, videoconfer-
encing, bar-code scanners, fax machines, consumer scanners, biometrics, and automotive in-vehicle
monitoring. He also declares that CCD sensors are more suitable for high-end imaging applications.
These are, for example, digital photography, broadcast television, industrial imaging, and some
scientific and medical applications. This is why, contrary to some beliefs, both technologies will
coexist in the future in a complimentary manner [121].
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Figure 2.1: Principal difference of CCD and CMOS imaging sensors: CCD moves photogenerated
charge from pixel to pixel and converts it to voltage at an output node. CMOS converts
charge to voltage inside each pixel (modified from [152])
Let us take a look at the advantages and disadvantages of each sensor. Litwiller has proposed eight
performance characteristics which can be used for the formal comparison: responsivity, dynamic
range, uniformity, shuttering, speed, windowing, anti-blooming, biasing and clocking [151].
• Responsivity is often referred to as sensitivity and implies the amount of signal created from
the optical energy in each pixel.
• Dynamic range is the ratio of a pixel’s saturation level to its signal threshold. High dynamic
range is important for preserving details in both bright and dark regions of an image.
• Uniformity is the consistency of response for different pixels under identical illumination
conditions.
• Shuttering is the ability to start and stop exposure arbitrarily. A global electronic shutter
allows capturing crisp images of fast-moving objects.
• Speed is a characteristic describing the readout time, namely how fast the signal is transferred
from a sensor.
• Windowing is the ability to read the signal from a part of sensor pixels.
• Blooming is an effect of overexposure diffusion to adjacent sensor pixels destroying details
around the bright spot on an image.
• Biasing and clocking can be understood as operating on different voltage biases and implicating
corresponding power consumption.
The undisputed advantages of CCD technology are higher pixel uniformity resulting in lower fixed
pattern noise (FPN) and therefore clearer images and superior electronic shuttering. A uniform
synchronous shutter is hardly implementable for CMOS, but is of vital importance for scenarios
with fast-moving objects where object motion can lead to a distorted image.
Park [190] compares the CCD and CMOS sensors regarding in-car application. He designates
the CMOS technology as more promising due to lower power consumption, better fit for the
implementation of high dynamic range sensing (up to 140 dB), absence of blooming effect, possibility
to operate in high temperature environment (up to 125-degree C), possibility of on-chip signal
processing and windowing option.
In fact, mainstream CCD-based and most of CMOS-based sensors provide an optical dynamic
range from 40 to 60 dB [132]. For reference, the dynamic range of a human eye reaches 105
dB [106]. These dynamic ranges are sufficient for uniformly illuminated scenes without extreme
contrasts. In automotive applications non-uniformly illuminated scenes with extreme contrast are
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often presented. Some image areas can therefore be overexposed or underexposed losing important
image details. The overexposure is especially harmful for CCD sensors due to the blooming effect.
This is why the current tendency in automotive imaging is to promote CMOS technology for
developing high dynamic range cameras. Such cameras have been introduced for example in [132]
for vehicle occupant classification.
There are two ways to overcome the problem of the limited dynamic range. On the one hand, a
sensor can be improved to extend the dynamic range by adjusting the exposure time for each pixel
individually (so-called intelligent pixel) [220] or by assembling images taken under different exposure
times [112, 162]. On the other hand, the dynamic range of a scene can be reduced by screening
ambient illumination using artificial light sources emitting specific wavelengths and applying an
optical cut-off filter passes through only a restricted range of wavelengths. The near-infrared (NIR)
spectral range (750-1000 nm) is most suitable due to the natural imager sensitivity in this range
and invisibility of NIR light to a human eye [132].
2.1.2 Semantic gap between an object and its appearance on the image
Regardless of sensor type, the camera output is a sequence of images. Hence, the major task of all
image analysis systems is to extract knowledge from images. Having a noiseless highly detailed
image, this task seems to be trivial for human beings, but not for computers. For automatic
recognition systems there is a “semantic gap” between an object and its appearance on the image.
In fact, an object may have different appearances on an image due to various illumination conditions,
diverse poses, or partial occlusion. At the same time, two different objects may have the same
appearance due to lack of illumination, overexposure, covering by shadows or other objects. This
phenomenon is schematically illustrated in Figure 2.2.
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Figure 2.2: Ambiguous representation of an object on an image
The only possible solution is to find a pose and illumination invariant representation of the object
in some imaginary space, let us call it feature space, by defining formal object descriptors, let us
call them features. Ideally, each particular object is unambiguously described in the feature space
by feature vectors representing the pattern of the object. The aim of a classifier is to determine
object margins in the feature space for distinguishing objects. This trick is presented in Figure
2.3. The direct transformation from the object space to the image space is done by a camera and
the inverse transformation should be accomplished by feature extraction and pattern classification
algorithms.
Often feature extraction is addressed as a part of pattern classification. This inconsistency
in terms is caused by the fact that the term classification is sometimes used to address not the
complete pattern recognition process, but only a matching part of it. Sometimes, however, the term
pattern classification is used equally to statistical pattern recognition designating the combination
of classifier training (also referred to as machine learning) and actual classification. In this work, I
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Figure 2.3: Two step approach to solve the ambiguousness
follow the terminology as it is used in the pattern classification book of Duda et al. [55].
2.1.3 Pattern recognition
Under the term pattern recognition one understands an automatic process of determining the class
of a test sample under the condition of predefined classes. In our case classes are registered objects
and the test sample is an image showing the object of interest. Generally, pattern recognition
consists of five steps: image acquisition, image pre-processing, feature extraction and selection,
matching, and decision making. Depending on the particular application some stages can be joined
or become void.
There are two ways of classifying patterns: semantic (or syntactic) pattern recognition and
statistical pattern recognition. Talking about semantic pattern recognition, heuristics-based
approaches are referred to. The decision to assign an object to one or another class is done based
on expert knowledge. In other words, decision rules are derived from heuristics. Examples of this
method include using a rule of thumb, an educated guess, an intuitive judgment, or common sense
[191]. In contrast, statistical pattern recognition engages machine learning approaches to derive
decision rules from positive and negative examples. In other words, statistical pattern recognition
is focused on the statistical properties of the training patterns expressed in probability densities
and the decision boundaries are the result of an example-based cluster building process. Here,
the training of a classifier or in the degraded case collecting reference data has to be provided
prior to classification. The set of references (or mathematical description of class boundaries)
represents a (statistical) model of a class. While expert knowledge is an indispensable attribute
of semantic pattern recognition, the presence of positive and negative samples is a prerequisite
of statistical pattern recognition. Figure 2.4 demonstrates the difference between semantic and
statistical approaches. Let us briefly go through all stages in order to deeply understand the pattern
recognition process.
Image acquisition is a hardware-related problem that is sufficiently discussed in the first subsection
of this chapter. The output of the acquisition stage is either an image or a sequence of images.
The pre-processing stage addresses the image processing task where the raw image, captured
by a camera, is adapted and passed on to the next stage aiming at emphasizing important details
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Figure 2.4: General pattern recognition workflow: (a) semantic vs. (b) statistical classification
(by e.g. scale change, rotation, contrast enhancement, edge detection etc.) and/or segmenting
them. Inputs and outputs of pre-processing are images whereby after adaptation all original visual
information about an object of interest is preserved. The major objective of pre-processing is
maintaining feature extraction.
A feature is a characteristic of an object which can be formally measured so that the obtained
feature values distinguish the object (or class of objects) from other objects (or classes of objects).
A good feature possesses high inter-class variability and high intra-class similarity meaning that
feature values are very similar for objects in the same class, and very different for objects in different
classes. This property of a feature is also referred to as discrimination power. It is important to
notice that features have to be invariant regarding irrelevant transformations of the input data
[55]. For imaging, examples of such irrelevant transformations are changes in illumination, scale,
rotation and translation. In fact, the environmental illumination, distance to a camera, viewing
angle and captured region have significant influence to the object’s appearance, but the object itself
does not change.
Defining features is less formalized and a rather creative process which relies on specific domain
knowledge or on expert’s intuition. In cases when the domain knowledge is not presented, there is
no guarantee that any proposed features properly describe object characteristics. However, there
are features widely used in different imaging applications. These are for instance coefficients of the
Fourier transformation [182], gray-level co-occurrence matrix (GLCM) [100], statistical invariant
moments [111], chain codes [212], responses to Gabor filters [46] or Laws filters [144], local binary
patterns (LBP) [185] and Haar-like features [242].
Single feature is seldom sufficient for accurate discrimination of several classes or even only two
classes. Providing further features, the decision space becomes two-dimensional, three-dimensional
and so on, so that decision boundaries between classes become more legible. However, the high
number of features can lead to so called “curse of dimensionality” [13]. Points in feature space
are then characterized by a low level of density so that the minimum distance between any two
points becomes too close to the maximum distance between any two points and the difference
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between minimum and maximum distances becomes negligible in relation to the minimum distance.
In application to statistical pattern recognition this means that the proper definition of decision
boundaries requires an enormous amount of training samples (to reduce the sparseness), and this
amount exponentially grows with the number of dimensions. The question of how many features
are required for the proper distinguishing of all presented classes is the central question of feature
extraction.
Nonetheless, the usual strategy is to define so many features as possible and then eliminate all
irrelevant or redundant ones. This process is referred to as feature selection. Kira in [129] gives
the following definition: “Feature selection is the problem of choosing a small subset of features
that ideally is necessary and sufficient to describe the target concept”. According to [124] irrelevant
features are those that are not class specific and redundant features are those that depend on other
features or on a combination of other features.
To cut a long story short, formally, the feature extraction stage transforms an input image
to a feature vector containing values of all considered features. During this process the visual
information gets lost, but all information relevant for discriminating objects is preserved in feature
vectors.
The first three steps of the pattern recognition workflow (acquisition, pre-processing and feature
extraction) are common for semantic and statistical pattern classification. The fourth step however
is fundamentally different. Rules-based matching is trivial. Feature values are individually checked
against some criteria and a matching score is generated reflecting a measure of discrepancy.
In contrast, the fourth step of statistical pattern classification becomes complex. In the training
phase this stage is represented by supervised machine learning. The main concern here is how to
partition the feature space into regions so that all patterns in one region belong to one particular
class. The result of partitioning is the set of decision boundaries or more general decision functions
which are permanently stored in the reference database and referred to as class models.
Due to the fact that the image generation process is generally considered to be non-deterministic
and even if one assumes it to be deterministic it is often noisy and during the training only
incomplete information is available. So the learning problem is fundamentally ill-posed. The
learning algorithms providing complex decision boundaries tend to overfitting. This phenomenon is
shown in Figure 2.5. Suppose we have two features and therefore two-dimensional feature space.
The task is to distinguish objects of two classes (circles and triangles). The distributions of training
and test feature vectors are shown in Figures 2.5a and 2.5d correspondingly. Which decision
boundary is optimal? The complex decision boundary perfectly splits training samples of the classes
(see Figure 2.5b), but looks erroneous for splitting test samples (see Figure 2.5e). In contrast, the
simple line as a decision boundary is not perfect for splitting training samples (see Figure 2.5c),
but looks significantly better for splitting test samples (see Figure 2.5f).
The problem of proper selection of the complexity of the model based on a limited set of training
samples (which often provide incomplete information about class distributions) is referred to as
the generalization problem. Complex models provide bad generalization. The trade-off between
the complexity of the model (number of decision rules) and a proper description of training data
may be solved by the minimum description length principle (MDL) [210]. Gru¨nwald writes [90]:
“When two models of the data are equally well, MDL will choose the one that is the ‘simplest’ in
the sense that it allows for a shorter description of the data. As such, it implements a precise form
of Occam’s Razor - even though as more and more data becomes available, the model selected by
MDL may become more and more ‘complex’!”
The same idea appears in the structural risk minimization approach introduced by Vapnik [240]
and several statistical approaches for non-parametric inference. Here it is acknowledged that
the machine generated data can be infinitely complex (e.g. not describable by a finite degree
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Figure 2.5: Generalization problem while having a small amount of training data: (b), (e) complex
model is selected; (c), (f): simple model is selected (modified from [241])
polynomial). Nevertheless, it is still a better strategy to approximate it by simple hypotheses
(e.g. low-degree polynomials) as long as the training set is small. The sophisticated machine
learning algorithms apply the MDL principle as well as possess embedded feature selection routines.
Wu [254] describes the top 10 machine learning algorithms identified by the IEEE International
Conference on Data Mining in 2006. These are C4.5 [203], k-Means, Support Vector Machine (SVM)
[239], Apriori, Expectation-Maximization (EM), PageRank [4], Adaptive Boosting (AdaBoost) [78],
k-Nearest-Neighbor (k-NN) [44], Naive Bayes, and Classification and Regression Trees (CART)
[26]. The wide range of machine learning algorithms can be found in the data mining software
WEKA [248].
Independently from an applied machine learning approach, the most natural way to improve
class models and to better estimate true underlying characteristics of classes is to get more training
samples. However, in most pattern recognition applications collecting training data is restricted
by scenario or even too time and resource intensive so that the amount of training samples is
usually very limited. There are resampling methods for the artificial enlargement of a training set.
Bootstrap aggregating (Bagging) is one example [25]. Given an original training set of N samples,
bagging creates several subsets of M samples (M < N) through uniform selection with replacements.
Clearly, by following this selection strategy, some samples in the subsets are duplicated. If N is
large enough and M approaches N , then each subset is expected to contain approximately 63%
of unique samples from the original set and remaining samples are duplicates. Such a subset is
referred to as a bootstrap sample. Each bootstrap sample is used for training a classifier. The
classification is then provided applying all classifiers independently which is followed by voting on
the results. Bagging improves the stability and accuracy of machine learning algorithms and helps
to avoid overfitting [59].
In the classification phase, the matching stage is the comparison of a current test sample with
a model. The model can be represented by a set of decision rules (decision boundaries in the
feature space), by the set of reference feature vectors or by a single feature vector. In the last two
cases, the machine learning degrades to collecting reference data. The matching stage produces the
matching scores representing discrepancy between the test samples and all class-models stored in
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the reference database. This discrepancy can be either a measure of similarity or dissimilarity. In
case the class is represented by a single feature vector (e.g. mean vector) the matching requires
the formal definition of a distance function (e.g. Euclidean distance). In case of multiple feature
vectors representing a class, a distance function has to be extended by a matching rule (e.g. k-NN
[44]). In case of the model-based representation, the matching consists in the successive application
of decision rules providing probabilities that the test sample belongs to one or another class. These
probabilities can even be considered as similarity scores.
The last stage of the pattern recognition workflow is decision making. An incoming matching
score is a scalar value which is compared to a predefined threshold. Assuming the matching score
is a measure of similarity then exceeding the threshold means the test sample can be assigned to
the corresponding class. Otherwise the origin of the test sample remains undefined.
Concluding the subsection it is important no notice that there is no strict boundary between
feature extraction and classification (matching). An ideal feature extractor yields a representation
that makes the job of the classifier trivial. An omnipotent classifier does not need the help of
a sophisticated feature extractor [55]. The same can be said about pre-processing and feature
extraction. In the case that pre-processing perfectly prepares an image, feature extraction becomes
trivial and the sophisticated feature extractor does not need any pre-processing. The boundary
between matching and decision making is also imaginary. Some classifiers make an exact decision
of class-membership based on non-metric decision rules (e.g. Decision Tree [202] dissembling
membership probabilities, which makes the decision stage obsolete. Distinction of processing stages
is done because of practical, rather than theoretical reasons. For instance, while feature extraction
is considered to be a domain specific problem requiring expert knowledge for the definition of
features, pre-processing and matching can be commonly used for any kind of images and any feature
vectors correspondingly.
2.1.4 Biometrics as a special case of statistical pattern classification
The term “biometrics” is a combination of the words “bios” and “metro” which come from the
Greek and mean life and metrics correspondingly. Thus biometrics literally means the measurement
of life. In “Guide to Biometrics” [22], the authors introduce biometrics as science: “Biometrics is
the science of identifying or verifying the identity of a person based on physiological or behavioral
characteristics.” The National Science and Technology Council proposes in their glossary [181] dual
usage of the term biometrics to describe either a biometric characteristic, or a person authentication
process, namely: “Biometric is a measurable biological (anatomical and physiological) and behavioral
characteristic that can be used for automated recognition”, or “Biometrics is a set of automated
methods of recognizing an individual based on measurable biological (anatomical and physiological)
and behavioral characteristics”. The similar definition of biometrics as a process is given in the
ISO/IEC standard [117]: “Biometrics is the automated recognition of individuals based on their
behavioral and biological characteristics”.
In order to avoid confusion with terms, biometric characteristics are further addressed as
(biometric) modalities or (biometric) traits and the aforementioned process as biometric user
authentication.
A physiological modality has a genotypic or phenotypic nature meaning that its appearance
is predefined by genes or is caused by biological processes during an early embryo development.
Examples of physiological modalities are: DNA, fingerprint, face, iris, retina, hand geometry, hand
vein structure and ear. These modalities are considered to be static because they are unlikely to
change over time and can be captured by a single shot. A behavioral modality reflects an activity
of a user and arises from training. Through the repetition of same routines over the long period of
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time, muscles reproduce actions in the exactly same way. Examples of behavioral modalities are:
voice, handwriting, gait and keystroke. These modalities are considered to be dynamic because
people need time to reproduce it. Consequently, the acquisition has to be done over a certain
period of time (e.g. video sequence for a gait).
Not every characteristic of human beings can be considered a proper biometric modality. Jain
[119] poses seven requirements to biometric modalities:
1. Universality: occur in as many people as possible
2. Distinctiveness: as unique as possible, at best do not appear the same for any two persons
3. Permanence: do not change over time
4. Collectability: can be measured quantitatively
5. Performance: can be effectively calculated having limited resources
6. Acceptability: widely accepted by people in daily life, easy and comfortable to measure
7. Circumvention: cannot be (or can be very hardly) forged or duplicated
The modalities lacking distinctiveness are called soft biometrics [120]. Used for clustering of data
in a reference database.
According to Miller [173], users can be authenticated based on “what they possess”, “what they
know” or “who they are”. The possession-based user authentication implies that a user owns a
physical object such as a key, an ID card, or radio-frequency identification (RFID) chip that grants
the user access to the secret. The knowledge-based authentication implies that a user is aware
of secret information granting access to the secret, for instance PIN or password. The third way
to authenticate users refers to the unique biometric characteristics of a person. Bolle et al. [22]
describes positive and negative properties of authentication methods which are summarized in
Table 2.1. For security enhancement, the means of user authentication can be combined. One can
use an ID card with an assigned PIN and/or a fingerprint stored on that.
Table 2.1: Properties of different approaches to user authentication (modified from [22])
Authentication method Examples Properties 
Possession-based Key, ID card, RFID 
chip, etc. 
Can be shared, duplicated, or may be lost or 
stolen   
Knowledge-based PIN, password, etc. Can be shared, or may be forgotten 
Biometric-based Fingerprint, face, iris, 
etc. 
Not possible to share, can be hardly forged or 
duplicated, cannot be lost or forgotten 
 
The main motivation to use biometrics for user authentication is the assumption that it is more
secure then possession- and knowledge-based authentication simply because of its nature. Biometric
modality cannot be lost, stolen, forgotten or even shared because it is directly linked to the person.
The no-sharing property is a key factor increasing security, but eventually reducing comfort of use.
Biometric user authentication considered as a process is a special case of statistical pattern
recognition. Human beings are placed in focus and the recognition of objects transforms to the
recognition of biometric traits. The training phase is called enrollment, here the biometric samples
are collected and stored in the reference database as biometric templates of users, see Figure 2.6.
According to Bolle et al. [22], authentication can be provided either in verification or in
identification mode. During verification the claimed identity can be verified or not verified based
on a biometric sample. During identification the identity of an originator of the biometric sample
is determined. Figure 2.7 shows the difference between two modes.
Returning to the in-vehicle imaging applications, it has to be noticed that only biometric
characteristics are under consideration that can be captured by a camera. These are face, iris and
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Figure 2.7: Biometric user authentication: (a) verification mode - the claimed identity is verified or
not verified based on the biometric sample, (b) identification mode - the identity of an
originator of the biometric sample is determined (rank list)
ear.
2.2 State-of-the-art, automotive related part
This section is comprised of the following subsections:
• Requirements to in-vehicle computer vision systems
• Drowsiness detection
• Support of smart airbag
• Discrimination of driver and front-seat passenger hands
• Car personalization
• Facial driver identification
2.2.1 Requirements to in-vehicle computer vision systems
Numerous sensors are currently integrated in modern vehicles. Fleming [73] provides an overview
of automotive sensors and categorizes them to powertrain, chassis and body sensors. In accordance
with the proposed categorization, body sensors are responsible for so-called body control functions,
namely occupant safety, security, comfort, convenience and information. The author also gives
examples of applications making use of body sensors: crash avoidance, crash worthiness, anti-theft,
anti-intrusion, advanced airbags and occupant sensing. According to Fleming, computer vision
approaches are mostly used in trucks for occupant monitoring, determination of pre-crash position
and lane-keep assistance. He states that a vision sensor consists of a digital camera with typically
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100K pixels and 120dB dynamic range, mounted on the windshield inside the cab, as well as image
recognition software that incorporate lane detection and vehicle trajectory recognition algorithms.
Computer vision approaches have not reached a high saturation rate in automotive systems yet.
This is explained by the complexity to interpret images and to derive the information about the
presented objects. In the automotive field no assumptions can be made on the scene illumination
or lighting contrast, which is a fundamental problem for all imaging devices, such as conventional
digital cameras, structured light devices, or ToF cameras, because they basically measure the
reflected light. The dynamic illumination variations (caused by e.g. direct sunlight, shadows, rain,
or fog) need to be compensated by intelligent image processing algorithms. Hence, the subsequent
processing must be robust enough to adapt to different environmental conditions and to their
dynamic changes (such as transitions between sun and shadow, or the entrance or exit from a tunnel).
Nonetheless, vision-based monitoring approaches become a trend in the development of modern
driver assistance systems. Bertozzi et al. [17] provide a comprehensive survey of state-of-the-art
approaches and development perspectives for vision-based systems in intelligent transportation
systems (ITS). Besides other concepts, the authors pose general requirements to such on-board
systems supporting autonomous driving, whereby these requirements appear to be general demands
on automotive electronic control units (ECU):
• Robustness: The system must be robust enough to adapt to different conditions and changes
of environment, road, traffic, illumination, and weather. Moreover, the hardware system
needs to be resistant to mechanical and thermal stress.
• Reliability: A high degree of reliability is required especially for safety critical systems.
Consequently, the project has to be thorough and rigorous during all its phases, from the
requirements specification to the design and implementation. An extensive phase of testing
and validation is therefore of major importance.
• Cost: Strict cost criteria need to be considered during the system design. As a rule of thumb
the system should cost no more than 10% of the vehicle price. The system cannot be based on
expensive processors and therefore is restricted to either off-the-shelf components or low-cost
ad-hoc solutions. Operative costs such as power consumption need to be kept low as well.
• Compact size: The hardware components incl. sensors need to be kept compact in size and
should not disturb car styling.
• User-friendly interface: The interaction between human beings and the system should not be
complicated for a user. A driver should be able to switch the system off.
Regarding the design, Wikander [251] poses functional requirements to in-vehicle occupancy
verification systems which can be generally adopted to all on-board vision-based systems:
• to operate at speeds ranging from 0 to 150 km/h;
• to operate in all kinds of weather, light, roadway, and traffic conditions;
• to operate invisibly or at least unobtrusive to users;
• to operate in a fully automatic mode requiring no action from vehicle occupants and eventually
give a feedback to the driver;
• to be easily retrofit to existing vehicles or at least to demand minimal additions/changes to
vehicle equipment.
Langnickel et al. [143] poses the requirements for biometric systems integrated into a car. The
authors suggest considering the problem not only from the user’s but also from the manufacturer’s
point of view. Regarding a user, eight criteria are mentioned:
• high authentication speed,
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• low level of user interaction,
• low misclassification rates,
• high transparency,
• low invasiveness,
• low costs,
• anonymous and secure storage of personal data,
• high level of usability and administration.
A manufacturer focuses on seven criteria:
• high grade of automatic acquisition (incl. adaptation and liveness recognition),
• appropriate technical properties of system components (size, weight, power supply),
• high operating speed,
• high robustness of sensors against attacks and vandalism,
• low production costs,
• reasonable size of the reference database,
• effort to maintain the system.
Bertozzi et al. [17] divide automotive vision-based sensors into two categories: active and passive.
For instance, laser-based sensors and millimeter-wave radars are classified as active sensors because
they detect the distance to obstacles by measuring the travel time of a signal emitted by the
sensor and reflected by the obstacle. Millimeter-wave radars are more robust to rain and fog than
laser-based sensors but more expensive. To the drawbacks of both technologies one can assign the
low spatial resolution and slow scanning speed. Imaging sensors acquire data in a non-invasive way
by measuring the reflected light and therefore are defined as passive sensors. Imaging devices are
less robust than millimeter-wave radars or laser-based sensors due to the drastic image distortions
caused by varying lighting conditions (e.g. fog, darkness, or direct sunlight).
Current automotive compliant cameras include new important features that enable the solution
of some basic problems directly at sensor level:
• image stabilization performed during acquisition,
• extension of camera’s dynamic range,
• enhanced spatial resolution of a sensor,
• independent processing of pixels by CMOS sensors,
• integration of a CMOS sensor and a processing chip,
• extension of the frame rate.
From dozens of in-vehicle monitoring applications four can be distinguished as the examples for
which the feasibility of visual sensing is confirmed. These applications include: driver drowsiness
detection, occupancy detection to support smart airbag, discrimination of the front row occupants
accessing the infotainment components and facial driver identification for car personalization.
Moreover, the vision-based monitoring seems to be the most suitable sensing technology for these
applications.
2.2.2 Drowsiness detection
Driver drowsiness, also called driver fatigue, has been widely recognized as a major contributor to
highway accidents [99]. Although the official statistical information about the fraction of crashes
caused by drowsy driving differs from study to study, the importance of driver drowsiness detection
for safe driving is undisputed.
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Based on the data from Crashworthiness Data System collected in 2001, it is reported that 4.4%
of crashes can be linked to driver drowsiness [58]. Based on the statistic of National Highway
Traffic Safety Administration (NHTSA), 1-3% of all police reported crashes and approximately
4% of fatalities are caused by drowsiness [131]. A study [69] from Australia reports the rate of
approximately 6%. English researchers report rates of up to 16% [110]. Campbell et al. [29]
report that in the USA at least 8% of so-called run-off-the-road crashes have happened because
of drowsiness. The recent studies indicate even higher rates. A study from 2006, called 100-car
Naturalistic Driving and sponsored by NHTSA, links 22-24% crashes and close to crash situations
to driver drowsiness [130]. Another study from 2006, which is based on interviews with Canadian
drivers, reports that nearly 60% of drivers have experienced drowsy driving and 15% confess falling
asleep while driving [238].
The drowsiness detection problem has been studied since the late 1970s. According to Erwin
[64], there are several behavioral indications preceding the onset of sleep which can be utilized for
drowsiness detection:
• slow eyelid closures,
• increased number and duration of eye blinks,
• reduced pupil diameter,
• head nodding,
• excessive yawning,
• slowdown of breathing and heart rate,
• decline of muscle tone and body temperature,
• electromyogram (EMG) shift to lower frequencies and higher amplitude,
• increase of electroencephalogram (EEG) alpha waves,
• struggling to fight sleep and stay awake.
In 1976, Erwin [64] stated that slow eyelid closure is the best indicator of driver drowsiness. Since
then, the focus has been laid on eyes and especially on blink behavior. The vision-based automatic
systems make an effort to detect eye blinks and to measure blink frequency, blinking rate and the
eye closure rate. These indicators are used for example in [235, 176] to represent driver awareness
while operating a vehicle. There are laboratory experiments and field operational studies [53, 205]
confirming that the eye closure rate also known as percentage of eye closure (PERCLOS) is the
most reliable and valid indicator of driver drowsiness. In fact, the eyelids of a drowsy driver tend to
droop covering a part of iris and pupil. Considering an image of an eye, the PERCLOS algorithm
estimates the fraction of the covered part of the eye in proportion to the fully exposed eye for each
video frame. However, the PERCLOS calculation is not trivial. It requires robust image processing
approaches for the localization of eye components, namely eyelids, pupil and iris and deriving
statistics from these components such as width-height ratio of a pupil or an iris. There are several
studies endeavoring robust detection, localization and tracking of eyes [122, 245, 16, 20, 99].
Ji et al. [122] propose using artificial near-infrared sources for the frontal illumination of eyes. The
lamp is composed of two LED rings of different diameters which are sequentially switched on. Two
images are taken over these different illumination conditions. Due to the specific specular reflection
of the pupil under infrared illumination, pupils become bright having very high contrast to the
remaining image components. The image resulting from the subtraction on of two aforementioned
images contains contrast peaks in pupil locations. This idea is taken over in [16] for locating
pupils. Besides the PERCLOS, the authors calculate eye closure duration, blink frequency, nodding
frequency, face position and fixed gaze. The registration of the head nodding is a very natural
extension to eyes tracking whereby the whole head is in focus. This helps to cover the situations
where the eyes are not visible because of head rotation. The robust computation of PERCLOS is
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very sensitive to noise and requires high-resolution and high-contrast images implying high camera
cost. Hammoud et al. [99] propose the estimation of average eye closure (AVECLOS) to reduce
the complexity and to increase the robustness of the system. Here, an eye is judged to be open or
closed over a certain period of time.
Currently, vision-based drowsiness detection has become standard and already implemented on
FPGA [255]. Such systems are offered by several vehicle suppliers [99, 137] and therefore can be
considered as well-proven technology requiring no further fundamental research. Moreover, Toyota
already introduced camera-based driver drowsiness detection system in 2006 and since then has
integrated it in premium models of Lexus and Toyota. The sketch of this system is presented in
Figure 2.8.
 
Figure 2.8: Toyota eye monitor (modified from [230])
Vision-based tracking of eyes and/or a head is not the only way to estimate driver drowsiness.
Papadelis et al. [189] shows that the changes in electroencephalogram (EEG) reflect changes of
brain activity when a driver becomes tired. Lin et al. [149] developed the EEG-based driver
drowsiness detection system making use of the independent component analysis (ICA).
Recent effort toward robust drowsiness detection is linked to fusing multiple sensors and different
modalities. These are for instance: pupil variations, head nodding, EEG data, steering wheel angle,
vehicle standard lateral deviation, pulse waves, gaze direction and blink duration [85, 113, 102].
However, while the robustness increases, the system becomes more expensive and often less practical
to be utilized in a car.
Recently, there has been a shift of paradigm in the struggle for safety on the road [74]. The
vehicle related safety systems seem to approach the limit of their effectiveness. Sensing of the
vehicle surroundings as well as monitoring of vehicle dynamics and driver behavior need to be
extended by infrastructure related clues, namely a driver and a vehicle have to be considered as a
part of an infrastructure. Fletcher [74] proposes to monitor driver’s eye gaze and to check how it
correlates with road events. This helps to immediately determine driver inattentiveness in critical
situations and warn him or take over the vehicle if required. The system developer must be aware of
“look but not see” case meaning that even if a driver looks in the same direction where a road event
has happened, it is not guaranteed that he perceives it. However, Fletcher shows that warning a
driver of missed road events significantly improves driving safety.
2.2.3 Support of smart airbag
The development of adaptive restraint systems is an important step towards the improvement of
passive safety. The term adaptive means that safety belts and airbags are adjusted to passenger
dimensions as well as that the airbag deployment is prevented at unoccupied seats and seats
occupied by child restraint systems or small children. The airbag inflation velocity and firmness
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also depend on the severity of the impact. Currently used airbag control units possess up to 10
deployment stages. Hence, smart airbag requires data about the vehicle status at impact and also
detailed meta-data about passengers.
Seat occupancy detection can be considered a subtask of occupant classification. While the
objective of occupancy detection is to determine whether a seat is occupied or not, the occupant
classification system determines the type of occupant. Generally, the seat state is assigned to one of
six major groups: (1) 95% male, (2) 50% male, (3) 5% female, (4) forward-facing child seat (FFCS)
with a 3-6 y.o. child, (5) rear-facing infant seat (RFIS) with an infant and (6) empty seat. The
group membership is determined based on weight, stature and sitting height. An airbag must be
deployed with normal power only for 95% and 50% male occupants. For 5% female and 3-6 y.o.
child the low-risk deployment is prescribed. For RFIS and empty seat the airbag deployment is
prohibited [7]. The exact regulations can be found in the NATHA safety standard [178].
In the synthesis report of the Texas Transportation Institute, Wikander [251] enumerates all
sensory systems ever applied for the automated vehicle occupancy detection and provides the
current state of the technology along with the development perspectives. The addressed sensory
systems include:
• weight sensors,
• capacitive and electric field sensors,
• ultrasonic sensors,
• thermal infrared imaging,
• optical/NIR sensors,
• monocular (2D) systems,
• omni-directional imaging,
• stereo imaging,
• imaging using structured lighting,
• imaging using volumetric modeling,
• Time-of-Flight imaging,
• biometric sensors,
• smart cards and readers,
• telematics.
Reif [206] proposes to split the currently applied occupancy detection systems to four groups:
• weight-based systems measuring the force exerted on the seat rails or on a seat mat,
• capacitive systems measuring electric or magnetic fields,
• imaging systems using conventional cameras,
• imaging systems using optical proximity sensing by Time-of-Flight, structured light or stereo-
vision principles.
In current vehicles, occupancy detection is exclusively implemented using occupant weight
measuring devices. Such devices include seat mats incorporating expansion-measurement strips,
force-sensing resistors or piezo-electric elements that change their resistance or voltage depending
on the amount of force exerted. Weight sensors can be installed in the seat rails. The force applied
deforms metal springs inside the sensor or causes pins to penetrate Hall elements. However, these
weight-based systems can be fooled by heavy objects and moving persons while lifting from the
seat leading to false alarms and inaccurate differentiations between objects and persons. Advanced
systems are available for child-seat detection using transponders or resonators integrated in the
child seats. Antennas in the passenger seat detect changes of the transponder field or modulations
of the resonator signals, thus deactivating the airbag. All manufacturers must offer special car seats
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complying with the different child seats offered all over the world. Non-compliant child seats cannot
be detected. This is why the NHTSA safety standard [178] does not accept these tagging systems
and addresses exclusively weight measuring. The safety standard comes as a result of the NHTSA
study [177] reported 175 fatalities between 1990 and 2008 which were caused by airbags, among
them 104 children. Hence, the safety standard requires airbag suppression at seats occupied by
child restraint systems or children less than 66 lbs. Figure 2.9 illustrates the functional principles of
currently used seat occupancy detection systems. Both systems have the disadvantage of requiring
components integrated in child and/or in passenger seats.
 
Figure 2.9: Functional principle of seat occupancy detection (reprinted from [160])
Since the installation rate of side and head airbags in the rear seat area increases, occupancy
detection becomes relevant also for the rear seats. Vision-based seat occupancy detection is a
promising alternative to the currently used weight-based sensors especially for rear seats where
adaptive restraint systems have not yet reached a high saturation rate.
Various suppliers and automobile manufacturers have recently given more attention to vision-
based sensing. The systems are supposed to monitor individual seats or the complete interior and
facilitate classification by image processing algorithms [258, 7]. However, such systems are not
used in mass production yet, but very intensively developed in academic domain. Krumm and
Kirk [136] put an emphasis on video-based occupancy detection. They propose the classification
algorithm using a monochrome camera and a pair of monochrome cameras for stereo vision. The
classification rates yield 99.5% and 95.1% for monochrome and stereo vision correspondingly. Koch
[132] introduces a camera for high-dynamic range (HDR) imaging and shows its applicability in
an automotive environment for real-time occupant classification. Park [190] studies and analyzes
camera-based approaches for real-life scenarios and proposes face detection and tracking for improved
distinguishing between passengers and objects.
Another important task closely related to occupant classification is the detection of so-called
out-of-position (OOP) situation. In case of an unorthodox sitting posture, the airbag can seriously
injure or even kill the passenger. So the airbag must not deploy in OOP situations. Vision-based
OOP detection is addressed in [35]. The authors propose successive distinction of empty seats
from persons, infants from adults, and finally adults from children. Farmer and Jain [68] consider
OOP as a part of occupant classification concentrating on occupant tracking for the distinguishing
between adults and infants. Krotosky et al. [135] propose the head detection algorithm based on
stereo vision which is used for occupant detection. The reconstruction of disparity maps is done
in real-time and is successful in more than 91% of frames. Trivedi et al. [233] take over the idea
of head detection and tracking for occupant posture analysis and apply it in stereo and thermal
infrared images. They introduce critical OOP regions (COOP) that can be seen in Figure 2.10
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Figure 2.10: Examples of passenger out-of-position (OOP) situations; right column includes critical
OOP situations when the airbag deployment may lead to fatality (modified from [233])
and provide the algorithm for determining all typical passenger postures. The aforementioned
techniques are quite successful providing a recognition rate of at least 90% in cases when the camera
faces one particular seat. However, it is not feasible to use multiple cameras, one for each seat, due
to the extremely increasing cost.
The approach developed in this thesis makes use of an omni-directional camera to cover all seats
simultaneously. The similar camera setup is introduced in [249]. The omni-directional camera is
used to detect passenger faces and hence to indicate which seats are occupied by subjects. The
proposed algorithm is based on the face detection approach of Viola and Jones [242] applying
Haar-like features and the AdaBoost classification cascade trained from ten 30-second videos
including 300 frames each and tested on 600 pre-selected frames. The approach yields the detection
rate of 85% with 0.075 false detections per frame (45 false detections in 600 test frames). In our
work [158], different face recognition approaches are compared to examine the general applicability
of such algorithms for 360-degree in-vehicle images and to indicate the most suitable one. For
detection of an empty seat face detection is complemented by advanced template matching which
is described in [160].
Most recent occupant classification systems are based on proximity sensing. Fritzsche et al. [80]
introduce approaches toward the implementation of a photonic mixer device (PMD) sensor which
is the most well-known time-of-flight camera today. Devarakota et al. [49] propose very similar
techniques recognizing empty seat, RFIS, FFCS and an adult. Despite relatively low recognition
rates provided by current systems, range sensing slowly gains market positions and will dominate
the scene soon because of the plausibility of the measuring technique and the availability of sensors.
2.2.4 Distinguishing between driver and front-seat passenger hands
Recently, the number of control switches on the center panel of an automobile has been continuously
increasing. Considering that one button or switch usually handles only one particular function,
the number of switches in modern automobiles becomes immense. Consequently, the usability of
the center panel drastically decreases. In order to reduce the costs and to increase the comfort
of center console handling, the conventional switches will be replaced by integrated center panel
(ICP). A modern ICP combines new infotainment functions (e.g. DVD-player, web browser) with
classical automotive functions (e.g. air conditioning, car radio). The interaction with an ICP is
often provided by a knob manipulator on the armrest (e.g. BMW iDrive or Audi MMI) or by a
touch screen. A recent modernization step is the manufacturing of dual-view displays for the ICP.
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These devices allow users to see different contents on the same display depending on the viewing
angle (see Figure 2.11). For example, the driver can follow the directions given by the navigation
system, while the passenger watches a film or scrolls through the play-list in a music player. This
novel interaction concept implies the personalization of the ICP manipulator, which means that
the automotive system is aware of whether a driver or a passenger is currently interacting with the
ICP. Moreover, it must be precluded that the passenger’s interactions (e.g. with the music player)
affect the driver’s display content and vice versa.
 
Figure 2.11: Changing display contents depending on the viewing angle (modified from [211])
Due to the innovativeness of the dual-view displays, there is a lack of scientific research in this
area. However, there are studies on user discrimination not related to automotive environment.
Two user discrimination technologies have commonly been used so far. The first one is based on
electric field sensing (EFS) and has been already used in the domain of multi-touch tabletops for a
long time. The DiamondTouch multi-user table was presented by Dietz and Leigh [52] in 2001. The
location dependent electric field is generated here by the touch panel. The users’ bodies capacitively
couple the touch panel containing transmitter electrode with receiver electrodes installed in the
working environment. Pickering et al. [194] propose a very similar solution for a car environment.
Transmitter electrodes are integrated into the car seats and each console element contains a receiver
electrode. The touching of a receiver electrode by a passenger changes an electric field. The capacity
of an electric field and its changing can be measured on receiver electrodes. Each seat has an
individual frequency in the transmitter electrode. Therefore, through the measuring of frequency,
it is possible to identify which passenger interacts with the consol element. Since electric fields are
rather a problem than an advantage of modern automobile and the addition of new electric fields is
very undesirable, is better to conduct the user discrimination with alternative sensing technologies.
The second technology is vision-based sensing. Cameras are currently integrated into a passenger
compartment of luxury series cars and will become a standard in middle-class vehicles in the near
future. A video camera permanently captures images of the center console and its surroundings.
User discrimination is done by means of computer vision algorithms.
Askar et al. [5] describe a user discrimination approach to video conferencing. Based on the skin
color model, the algorithm looks for skin regions on an image and provides hand segmentation
based on a pre-calculated threshold value. The segmentation result is a binary image with blobs on
the hand position. Furthermore, hand tracking is done. Indeed, it is pointed out that overlapping
of hands leads to discrimination problems. Due to the color segmentation the presented algorithm
is limited to the color images and moreover has the same reaction to every near-skin color item.
Thus, it is reasonable to use other characteristics for hand segmentation.
Althoff et al. [3] suggest using gray-scale images captured under active near-infrared illumination.
Nevertheless, the system presented in this paper does not deal with user discrimination but with
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recognition of hand gestures in a car passenger compartment. However, the computer vision
techniques used in [3] can be applied for driver/passenger discrimination. Due to active infrared
illumination, a hand in the middle area of a console is brighter than a background. The gray value
histogram of an image has a peak in case a hand is presented on the image. Thus, the hand can be
easily detected and segmented by means of a gray value threshold. Additionally, the authors involve
a motion based algorithm, which measures motion entropy on image sequences. This technique
greatly supports the forearm and hand detection and segmentation. Geometric algorithms use
center point and direction vectors to distinguish between forearm and hand.
Another study on in-vehicle gesture recognition is provided by Reiner [207]. He investigates
gesture-based HMI interfaces and gives an overview of finger and hand gesture recognition systems
which can be applied in a car passenger compartment. Among other technologies he mentions: data
gloves, RFID tags, colored markers, accelerometers, multi-touch surfaces, conventional camera, range
camera, capacitive proximity sensing, thermal imaging and ultrasonic tracking. Two technologies
are emphasized as most promising: capacitive proximity sensing and optical range sensing with a
Microsoft Kinect camera. The objective of both systems is to provide a link between the stretched
index finger of the right hand and the cursor position on the display mounted on the center console.
The capacitive system makes use of an antenna mounted on the gearshift to track finger movements
in the gearshift area. The range imaging system observes the gearshift from above and recognizes
both static and dynamic finger and hand gestures so that automotive systems can be operated
using predefined gestures.
The same objective, namely to discriminate which of the front row occupants is accessing the
infotainment controls, is targeted by Cheng and Trivedi [37]. The proposed real-time vision-based
user determination system captures visible and near-infrared images of the front row seat area
in a vehicle and decides who is currently active: driver, passenger, or no one. The modified
histogram-of-oriented-gradients (HOG) descriptor is used to represent the image area over the
infotainment controls. Support vector machine is applied to classify each image to one of the three
classes. In order to improve the classification result the median filter is applied over time. The
average correct classification rate yields 97.9%.
The system presented in this thesis has been developed since 2008 at AMSL lab of the University
of Magdeburg. Herrmann et al. [108] proposes to analyze the amount of motion in pre-selected
driver and front-seat passenger regions. So the discrimination system can recognize the direction
from which the forearm comes. The evaluation is done in a real car and based on numerous
video frames with variable lighting conditions, whereby the illumination is not entirely controlled.
Same to Cheng [37], the decision who is currently active (driver, passenger, or no one) is made
for each single frame, which is definitely not the best way for the evaluation of the recognition
performance. In contrast, our next work [159] investigates well-defined illumination conditions
in the laboratory using car simulator and provides the more appropriate action-based evaluation.
There are two image processing workflows proposed. The first one determines motion regions based
on difference images resulting from subtracting two subsequent frames. The second one extracts the
forearm shape based on the edge detector and estimates the direction of the principal axis in the
resulting shape. In our last investigation [107] the motion-based approach is supplemented by hand
localization based on the Viola-Jones object detector [242]. The finite state machine is utilized to
weight motional and spatial decision components and provide the more reliable user discrimination.
In contrast to Cheng [37], the effort here is made toward user discrimination for accessing the
dual-view touch screen. Hence, the discrimination system operates only while the contact between
a finger and a touch screen arises and therefore chooses from two alternatives: driver and front-seat
passenger.
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2.2.5 Car personalization
The term car personalization refers to the ability of a car to recognize its driver. This option
gives a boost to car comfort, safety and security. An example of comfort improvement is the fully
transparent memory function which automatically adjusts the seat, steering wheel, rear-view mirrors,
air conditioning and radio for the driver. Safety is improved by the activation of driver-specific
assistance systems e.g. speed restriction for young or inexperienced drivers. Security is improved
due to biometric immobilizer which allows the access or ignition exclusively to a registered driver.
The recently wide-spread infotainment systems can also greatly benefit from car personalization
due to, for instance, automatic activation of the user profile for internet services.
The currently used authentication systems include memory buttons (MB) and a radio-frequency
identification (RFID) tag integrated into an individual smart-key. In both cases a driver explicitly
reports his identity that cannot be verified by the system. Hence, the link between the stored
profile and a person in the driver seat cannot be confirmed. This is why biometric authentication
seams to be the best way to recognize a driver and to activate the registered profile. Despite evident
advantages, biometric authentication implicates risks evoked by possible misclassifications and the
need for preserving sensitive biometric data. Therefore, different biometric modalities are studied
and compared.
Intensive academic research has been provided on driver recognition based on speech, face and
driving behavioral signals. With the support of the Japanese government, the Center for Integrated
Acoustic Information Research (CIAIR) at Nagoya University started a project on collecting and
analyzing biometric data in an automotive environment [126]. They simultaneously captured
spoken text, video of a face, speed, acceleration, accelerator pedal pressure, break pedal pressure,
steering wheel angle and engine RPM. Finally the database of 812 drivers was completed with a
total recording time of over 600 hours.
Igarashi et al. [114] explore the uniqueness of three driving behavioral signals (pressure to
accelerator and brake pedals, vehicle acceleration) based on the subset of CIAIR database of 30
drivers. The authors apply the linear prediction model (LPM) and Gaussian Mixture Models
(GMM) to each signal for modeling individual driver behavior. The performance is formulated in
terms of prediction accuracy and intra-driver prediction error. Finally, the identification rate of
73.3% is reported. Further, Benli et al. [14] examine five signals (brake pedal pressure, accelerator
pedal pressure, engine RPM, vehicle speed, steering wheel angle) on the CIAIR subset of 100
drivers. As before, the GMM is applied for feature extraction and several fusion methods including
fixed rules and trainable combiners for classification. In the best case, the observed identification
rate amounts to 99.65%. Generally, the experiments show that driving behavioral signals are
not discriminative enough to indicate the person, but they can be a useful part of a multi-modal
biometric signature for driver authentication.
In further experiments on CIAIR database, Erdogan et al. [63] go beyond driving behavior signals
and fuse them with canonical modalities, namely speech and face. The standard feature extraction
techniques are used in all three cases, namely GMM for driving signals, Mel-Frequency Cepstral
Coefficients (MFCC) for speech and principal component analysis (PCA) [234]) for face. Although
the considered CIAIR subset contains only 20 drivers, the reported results are very impressive. The
authors report a classification accuracy of 100% after the fusion. The modality contributing the
most to the driver recognition is speech with an accuracy of 98%, just as the face falls behind with
accuracy of 89%. Stallkamp et al. [229] take the same CIAIR subset and concentrate exclusively
on the face modality. Two local appearance-based approaches are compared. The first one is based
on PCA and the second one uses discrete cosine transform (DCT) for the face representation.
The authors make an effort on the comparison of single frame authentication and video-based
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authentication. The DCT-based approach outperforms PCA as well as video-based recognition
outperforms the single-frame-based one. The reported accuracy rates of the DCT approach amount
to 88.5% for single frame and to 96.3% for video.
Scheidat et al. [219] suggest fusing face, speech and soft biometrics (body weight, body volume).
They propose a family scenario and collected the database of four persons in a car simulator.
The tests are done in verification mode and the results are provided in terms of equal error rate
(EER). The selected algorithm for face is PCA and for speech the combination of MFCC and
GMM. Experiments show very poor results with EER over 15% even for this small database. The
fusion of these biometric signals with body weight and body volume measured by cushion-based
pressure sensor improves the EER to 6.25%.
Although most authors assert that the integration of additional modalities is essential for achieving
high reliability and high identification rates, the performance indices show that even single biometric
modality is able to provide sufficient recognition performance. We believe that the amplification
of the recognition system is the deadlock in the development. Considering the costs, possible
sensor breakdowns, convenience and complexity of use, a unimodal biometric system has immense
advantages.
There are several unconventional recognition systems such as driver recognition from sitting
postures [208] and driver recognition from dynamic handgrip on steering wheel [34]. The test
results show a lack of uniqueness of these biometric characteristics. However, the low recognition
performance does not stop the authors from reporting the aforementioned technologies to be
promising for in-car application. Table 2.2 summarizes the proposed approaches for biometric
driver identification. Following the ideas of Langnickel [143] and Bu¨ker [20], our study indicates
the face as the most appropriate and probably only feasible biometric modality for convenient and
reliable driver authentication.
Table 2.2: Biometrics in a car (IA - Identification Accuracy, EER - Equal Error Rate, TAR - True
Accept Rate, TRR - True Reject Rate) 
Study Biometric 
modalities 
Algorithms Users  
in DB 
Recognition 
performance 
Igarashi et al., 
2005 [114] 
driving signals LPM + GMM 30 IA = 73.3% 
Benli et al., 2008 
[14] 
driving signals GMM + score fusion 100 IA = 99.65% 
Erdogan et al., 
2005 [63] 
driving signals + 
speech + face 
GMM (driving signals) + 
MFCC (speech) + PCA 
(face) + fusion 
20 IA = 100% 
Stallkamp et al., 
2007 [229] 
face PCA + DCT 20 IA = 96.3% 
Scheidat et al., 
2009 [219] 
face, speech and 
soft biometrics 
PCA (face) + 
MFCC&GMM (speech) 
4 EER = 6.25% 
Riener et al., 2008 
[208] 
sitting postures Statistical features 34 IA < 25% 
Chen et al., 2011 
[34] 
dynamic handgrip 
on steering wheel 
Likelihood-ratio-based 
classifier 
? TAR = 85.4% 
TRR = 82.65% 
 
Almost all studies on driver authentication imply the integration of DSP board into the vehicle’s
electronic network. However, the personal smart phone can serve as the driver’s identity bearer as
well. The identities of passengers can be determined from the registered phone numbers, or the
biometric recognition can be done directly on a smart phone [186] wirelessly connected to the car.
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2.2.6 Facial driver recognition
Over the last time, the face modality has become the highest research interest for the automotive
community. Different optical devices as well as pattern recognition algorithms have been practically
examined in a car passenger compartment for both face detection and recognition.
Fukumi [82] applies the frontal near-infrared camera for locating the face and determining of
its rotation. The template matching algorithm looks for face candidates with one of five possible
rotations (frontal, left, right, 45-degree left, 45-degree right), and then the neural network approves
or disapproves the result.
Wu and Trivedi [253] introduces the facial landmark detection and global geometric constraints
for robust face localization. The authors evaluate the approach on the database of five subjects,
whereby the images are captured with the in-car camera facing the driver.
Ishak et al. [116] presents a complete face recognition system in a car. The face detection is
done by means of Classical and Fast Neural Networks (CNN/FNN) straightforwardly operating on
grey-value images. The face recognition is done based on PCA as well as on the combination of
PCA and LDA (linear discriminant analysis [12]). The experiments are carried out on the database
of 24 subjects in verification mode. In the best case, the true accept rate amounts to 91.43% while
the false accept rate amounts to 0.75%. According to the supervised scenario where a driver is
asked to look straight ahead at the camera, the performance cannot be judged as sufficient for
practical realization.
Moon and Lee [174] propose a 3D face recognition system for driver authentication. Several
algorithms for alignment, fitting and comparison of 3D meshes are considered. Further, the 3D
data is combined with texture. The system is declared to be robust to pose and illumination
changes. In fact, the reported classification accuracy gained on texture is exactly the same to
the accuracy gained on texture and shape. Moreover, the 3D faces for the evaluation of the
recognition performance are not collected in an automotive environment. Although the number
of test persons is 110, the reported performance of 90.4% accuracy for frontal faces and 85.7%
accuracy for pose-variant faces can be judged only as hypothetical.
Chen et al. [36] propose face matching for driver exchange detection as a part of a drunk-driving
prevention system. For the face detection the authors use Viola-Jones algorithm [242] and for the
face matching the combination of PCA and LDA, which has become standard recently. Considering
automotive environment, the performance has been evaluated based on the ARTC driver’s face
database including 21 persons. The reported accuracy of the driver exchange recognition is 100%.
This work shows that standard face detection and recognition methods can be successfully applied
to an in-car environment when the matching is done in supervised conditions and the verification
mode is used.
In this thesis, appearance-based and feature-based approaches for face recognition are compared.
As a proponent of appearance-based approach the FaceART system developed in [161] is used.
The localized and normalized facial images are represented by coefficients of PCA transform and
classified by k-NN or Adaptive Resonance Theory Mapping (ARTMAP) neural network. As a
proponent of feature-based approaches the commercial face recognition system Luxand FaceSDK
[155] is used. This system is accessible on the market and has a solid recognition performance on
common face databases. Here, fiducial points are localized and the face is modeled by an elastic
graph of these points.
The performance testing is carried out on three databases with 6, 51 and 54 drivers whereby the
data was collected in a real car at different locations and under various illumination conditions.
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Table 2.3: State-of-the-art systems in facial driver recognition (IA - Identification Accuracy, EER -
Equal Error Rate, TAR - True Accept Rate, FAR - False Accept Rate)
 
Study Camera 
position 
Task Algorithm Users  
in DB 
Recognition 
performance 
Fukumi, 2005 
[82] 
frontal 
camera  
locating the face and 
determining of its 
rotation 
neural networks 1379 
images 
for one 
person 
IA = 85.5% 
Wu and Trivedi, 
2005 [253] 
half-side 
camera 
facial landmark 
detection for face 
localization (eyes 
localization) 
SIFT 
descriptors + 
KNN (Gabor 
features + 
AdaBoost) 
5 (70) IA = 90.9% 
Ishak et al., 2006 
[116] 
frontal 
camera 
face recognition CNN/FNN + 
combination of 
PCA and LDA 
24 TAR/FAR = 
91.43%/ 0.75% 
Moon and Lee, 
2007 [174] 
not in car 3D face recognition fitting of 3D 
meshes 
110 IA = 90.4% 
Chen et al., 2011 
[36] 
frontal 
camera 
Pair-wise face 
comparison 
Viola-Jones + 
combination of 
PCA and LDA 
21 IA = 100% 
Stallkamp et al., 
2007 [229] 
half-side 
camera 
face recognition Viola-Jones + 
PCA + DCT 
20 IA = 96.3% 
2.3 Evaluation methodology
This section introduces the general evaluation methodology together with certain statistical methods
for the estimation of the recognition performance of pattern recognition systems. Concepts are
adopted for the most part from the domain of biometric user authentication.
2.3.1 Empirical study
A pattern recognition system represents an intricate chain of image processing algorithms which
cannot be expressively described in form of mathematical equations and even if they could,
the equations will have a very complex structure implying that outcomes have highly nonlinear
dependency on incomes. Hence, solving such systems analytically is not possible. In other words,
the recognition system is a black box providing chaotic relations between inputs and outputs and
any effort to formalize the internal structure by a third party will not succeed. So, the performance
evaluation of a pattern recognition system can be carried out only empirically.
The term empiricism is originated from ancient Greek and refers to the paradigm of perceiving
phenomena through observations or experience, and rejecting dogmatic beliefs. In other words,
according to empiricism, knowledge can be gained only from experience and evidence. Therefore, an
empirical study consists of: (1) gathering observable data using scientific instruments, (2) inducting
the research hypothesis, (3) deducting consequences of the hypothesis as testable predictions, (4)
testing the hypothesis with new empirical material, and (5) evaluating outcomes. According to
Groot [105] these steps form a loop. An act of the observation is referred to as an experiment
and the result of an experiment is empirical evidence. Empirical evidence is usually analyzed
quantitatively meaning that the numerous outcomes of experiments statistically prove or disprove
the research hypothesis. Empirical evidence is never strict. The results of statistical testing are
expressed in probabilities saying that the hypothesis is likely true or likely false.
43
2 Thesis fundamentals and summary of related works
Experimental data is comprised of test samples (incomes) together with the ground truth
(expected outcomes). A recognition system receives test samples as an input and returns classes
assigned to the samples. The more assignments match the ground truth, the higher the recognition
performance is. From this description it becomes obvious that the recognition performance depends
not only on algorithms but also on the set of test samples. The favorable test set can lead to the
overstated recognition performance and vice versa. The main question of every experimental study
is how to choose this limited set of test samples, so that the estimated performance approaches the
“real” performance of the system.
2.3.2 Two-class pattern recognition
All pattern recognition problems can be assigned to one of two groups: two-class problems and
N-class problems. Solving a two-class problem, a pattern recognition system chooses from two
alternatives. Usually the question is posed in the form: “Is it an object of interest or not?” In an
N-class problem, the selection is made from N alternatives. The typical question is “Which object
do you see?” Any N-class problem can be divided up into the sequence of two-class problems as in
the following example. Assume there is a blue ball in a picture. The picture is presented to a color
recognition system. The problem can be posed as an N-class problem with the question: “What is
the ball’s color?” or as a sequence of two-class problems with questions: “Is this ball red?”, “Is
this ball green?”, “Is this ball blue?” and so on looking over all known alternatives. Note that the
number of alternatives is always fixed. In biometrics, user verification is a typical two-class problem
and user identification is a typical N-class problem.
Hypothesis testing
For the evaluation of two-class decision making systems, there is an established and deeply studied
statistical model called statistical hypothesis testing. Since it is important for the understanding
of the error rates indicating the recognition performance, the basics of this model are briefly
introduced. A detailed description can be found for instance in [213]. Hypothesis testing starts
with posing a null hypothesis H0. In opposition to the null hypothesis, the alternative hypothesis
HA is posed. Both hypotheses together form the complete decision space meaning that the rejection
of one hypothesis immediately leads to the acceptance of another. Hypothesis testing consists of
examining the null hypothesis by making experiments. The null hypothesis is considered critical
and, therefore, can be rejected only in case of strong evidence against it. An experiment can provide
two true decisions and two false decisions as summarized in Table 2.4. If the null hypothesis is
true, it can be correctly accepted or falsely rejected. If the null hypothesis is false, it can be falsely
accepted or correctly rejected.
Table 2.4: Confusion matrix of a two-class problem (hypothesis testing)
Ground truth 
Decision  
of the system 
H0  is true  
(HA is false) 
H0 is false  
(HA  is true) 
H0 is rejected  
(HA  is accepted) 
False positive, 
Type I error,  
P ( HA | H0 )  
True positive,  
1 − P ( H0 | HA ) 
H0  is accepted 
(HA is rejected) 
True negative,  
1 − P ( HA | H0 ) 
False negative, 
Type II error,  
P ( H0 | HA ) 
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Historically, hypothesis testing is characterized by two errors. The type I error (also referred to as
a false positive rate (FPR)) is the conditional probability to accept the alternative hypothesis given
the null hypothesis is true P (HA|H0). The opposite value 1− P (HA|H0) is called the specificity.
The type II error (also referred to as a false negative rate (FNR)) is the conditional probability to
accept the null hypothesis given the alternative hypothesis is true P (H0|HA). The opposite value
1− P (H0|HA) is called sensitivity. In most practical applications the error rates are not equal. In
biometric login systems, for instance, false positive decisions (called false accepts) are graded as
critical errors evoking security risk of granting access to an intruder. In contrast, false negative
decisions (called false rejections) only reduce convenience by prohibiting access to a genuine user.
The errors considered in hypothesis testing can be easily adopted for the proposed automotive
applications. For the simplified model of seat occupancy detection, the type I error is that the
occupied seat is recognized to be empty and the type II error is that the empty seat is recognized
to be occupied. At a glance, missing an occupant and suppressing an airbag seems to be much
more critical than false airbag deployment on an empty seat. However, in a real system the choice
is usually made from the other two alternatives: a seat occupied by an adult (normal airbag
deployment), and a seat is empty or occupied by RFIS, or by an out-of-position adult (airbag
suppression). Here, at first sight, both errors seem to be equally critical because suppressing an
airbag on an occupied seat as well as deploying an airbag on a seat occupied by RFIS or out-of-
position person can lead to serious injuries or even to fatality. However, from the manufacturer’s
point of view, airbags killing people are much more critical than falsely suppressed airbags failing
to protect people. Thus, the adoption of errors of hypothesis testing is not trivial here. Occupant
classification is rather an N-class problem due to varying stages of airbag deployment in relation to
the occupant’s body dimensions.
For user discrimination, two operational scenarios are proposed in Section 4.2: frame-based and
action-based decision making. In case of the frame-based scenario, the system simultaneously
decides for a driver and a passenger whether the person is interacting with the center panel or not.
Hence, the errors are: “an interaction with the center panel is missed”, and “a missing interaction
is detected”. The critical moment is when contact between a hand and a control component occurs.
Missing the hand may lead to an incorrect reaction of the system. In contrast, if the system
falsely recognizes an action when no interaction occurs, this decision can be ignored. In case of
the action-based scenario, the system chooses between driver and passenger hands only during the
contact with the center panel. Here, both kinds of misclassification are equal and the errors can be
formulated as: “a driver is recognized as a passenger” and “a passenger is recognized as a driver”.
The verification scenario within the facial driver recognition system is a typical example of
adopting hypothesis testing for a biometric system. The type I error (critical error) is recognition of
an impostor as a genuine driver thus unblocking the engine ignition. The type II error is blocking
the engine ignition for a genuine user who was misclassified as an impostor. Driver identification is
the N-class problem which is beyond standard hypothesis testing.
Recognition errors (FAR vs. FRR)
Hereafter, hypothesis testing is applied to a biometric system as in [22]. In doing so I stick to
particular hypotheses to better demonstrate this evaluation concept. It is done without loss of
generality and can be applied to any other pattern recognition system with different hypotheses, as
shown above. So, the hypotheses are posed as follows:
H0: the test person is an impostor,
HA: the test person is a genuine user.
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Practically, the decision to accept or to reject the null hypothesis is made based on the test
statistic revealed in an experiment. In my considerations the matching score coming from the
matching/classification module of a pattern recognition system plays the role of the test statistic.
The matching score is a measure of either similarity or dissimilarity between a test sample and a
reference sample in a training-based classification or a formal description of how well the test sample
matches rules in a rule-based classification. However, without loss of generality, the matching score
can be interpreted as a probability of matching and represented by a real value within the interval
[0,1]. The higher the matching score, the higher the similarity between the biometric test sample of
the person and his/her biometric template. The decision, whether to accept or to reject the null
hypothesis is made based on the result of the comparison of the matching score and the predefined
threshold. If the matching score s exceeds the threshold τ , the null hypothesis is rejected, and
accepted otherwise:
s ≥ τ ⇒ rejectH0 = acceptHA
s < τ ⇒ acceptH0
After a series of experiments the quality of the recognition system can be identified in terms of
the aforementioned error rates: false positive rate (α) and false negative rate (β). Considering
a biometric system as a matching system or as a system granting access to a secret, it is more
convenient to interpret false positive and false negative decisions as false matches and false non-
matches or rather as false accepts and false rejects correspondingly. Formally, false match rate
(FMR) denotes the probability of getting a matching score higher than the threshold in imposter
trials and false non-match rate (FNMR) denotes the probability of getting a matching score
less than the threshold in genuine trials. So the FMR and FNMR are the errors of a matching
algorithm. False accept rate (FAR) denotes the probability of accepting an imposter and false
reject rate (FRR) denotes the probability of rejecting a genuine user. So, the FAR and FRR
are the errors of a biometric system. In a positive access control system e.g. PC-login, a high
matching score indicates a user and access is granted. Hence, the match is equal to acceptance and
the non-match is equal to rejection. In a negative access control system e.g. border crossing, a
high matching score indicates that the person is in a travel ban list and access is denied. Here,
the match is equal to rejection and the non-match is equal to acceptance. Although considering
FMR/FNMR is more accurate, most researchers operate with FAR/FRR because in terms of
biometrics they are more plausible. Hereafter, FAR/FRR are used when addressing error rates
and contemplate a positive access control system where FAR = FMR and FRR = FNMR.
After including the matching score to the definition of error rates, it becomes clear that the error
rates are monotonic functions of the threshold. Formally, the error rates are given by the following
equations:
FAR(τ) = Pr(HA|H0) = Pr(s ≥ τ |H0)
FRR(τ) = Pr(H0|HA) = Pr(s < τ |HA) (2.1)
The error rates are entirely defined by probability distributions of genuine and impostor matching
scores often referred to as probability density functions (PDF). Most biometric systems generate
normally distributed matching scores in genuine as well as in impostor trials. In a perfect case the
distributions do not overlap leading to the zero error rate when the threshold is located between
the distribution curves. However, in practice the distribution curves always overlap as shown in
Figure 2.12a. Considering a decision threshold τ , the FRR is the area under the PDF of genuine
scores taken from minus infinity to τ and the FAR is the area under the PDF of impostor scores
taken from τ to plus infinity. In statistics these functions are referred to as cumulative distribution
functions (CDF). They are presented in Figure 2.12b.
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Figure 2.12: (a) Probability density functions (PDF) and (b) cumulative distribution functions
(CDF) of genuine and impostor matching scores
Equal error rate as a scalar performance indicator
FAR(τ) and FRR(τ) are independent reciprocal curves. Shifting the threshold left, increases the
FAR and decreases the FRR and vice versa. The separate consideration of only one curve leads to
a misconception and makes absolutely no sense. On margins of the domain of a threshold the errors
usually yield their extreme values of either 0 or 1. However, some systems produce matching scores
that reach extreme values (0 or 1). In this case the error functions will not reach extrema on one of
the margins. For example, if s = 1 for several impostor and genuine samples, then the FAR(1) > 0
and FRR(1) < 1 correspondingly. This phenomenon is caused by the unequal consideration of
margins caused by the alteration of strict and non-strict inequality signs in the definition (see
Equations 1). An easy solution to this end is considering τ ∈ [0− δ, 1 + δ], δ → 0 which guarantees
that FAR(0− δ) = FRR(1 + δ) = 1 and FRR(0− δ) = FAR(1 + δ) = 0. In doing so, the error
curves undoubtedly cross at some point that is the reference point for the performance evaluation
in biometrics. Since both error rates are equal, the ordinate at this point is denoted as an equal
error rate (EER) and the abscissa is referred to as a threshold where the EER is reached τeer (see
Figure 2.12b).
FAR(τeer) = FRR(τeer) = EER (2.2)
The EER is a scalar value indicating the recognition performance of a two-class pattern recognition
system. Utilizing the EER for the comparison of biometric systems has become standard. However,
the EER indicates the optimistic recognition performance reached on a training set. The decision
threshold τ must be defined prior to performance testing. This is why at least two independent
sample sets are required. The first set is used for training the system and determining the system
parameters such as for example τeer. The second set is used for the actual evaluation. Note that
using the τeer as the reference point for the performance estimation, the FAR(τeer) and FRR(τeer)
might be not equal regarding the test set. Aiming at a single scalar value as a performance indicator,
the half-total error rate (HTER) is often applied as an average between the FAR and FRR values
obtained after testing.
In summary, the procedure of determining recognition performance can be formalized as follows:
1. Using the training set to extract the threshold τeer and to declare the EER = FAR(τeer) =
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FRR(τeer) as an optimistic recognition performance expected in further runs;
2. Using the test set to calculate the HTER(τeer) and to declare it as a true recognition
performance.
In high-level security biometric systems the risk of intrusion is of major importance. Here, the
recognition performance is estimated slightly differently:
1. Define the maximal value of the critical error which is FAR, e.g. FAR ≤ 0.001;
2. Using the training set to extract the threshold τfmr−max so that FAR(τfmr−max) = 0.001
and to permanently store τfmr−max as a decision threshold;
3. Using the test set and τfmr−max to calculate real FAR(τfmr−max) and FRR(τfmr−max).
FAR(τfmr−max) is expected to yield 0.001 and FRR(τfmr−max) indicates the performance.
Receiver operating characteristic
Another common way of comparing two-class pattern recognition systems is utilizing a receiver
operating characteristic (ROC) curve. This curve presents the FRR in relation to FAR [22].
Recognition performance is better the closer the ROC curve approaches the origin. Systems are
compared by plotting ROC curves on the same diagram (see Figure 2.13. ROC curves can be
presented for both the training set and the test set.
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Figure 2.13: Receiver operating characteristic (ROC) curves of two biometric systems: biometric
system 2 significantly outperforms biometric system 1
Sometimes FRR is substituted by the true accept rate (TAR): TAR = 1− FRR. This is often
used in detection systems to clearly show the detection rate indicated by TAR in relation to the
given limits of false detections indicated by FAR. The ROC is then referred to as detection error
trade-off (DET) [22].
2.3.3 Statistical significance of hypothesis testing
In practice, the error rates are set equal to relative frequencies of the corresponding outcomes in an
experiment as described by Equations (2.3).
FAR(τ) ∼ Number of impostor samples with s ≥ τ/ Number of all impostor samples
FRR(τ) ∼ Number of genuine samples with s < τ/ Number of all genuine samples (2.3)
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This can be done since a probability is understood in the “Frequentist” sense as a relative
frequency of occurrence of an experiment’s outcome when repeating the experiment.
Relative frequency of an error as a point estimation
Hereafter, an error of an experiment is described in a general sense with no relation to FAR
or FRR. Assume that an experiment consists of N trials with two possible outcomes in each:
non-error (0) or error (1). In statistics, this experiment is referred to as a Bernoulli experiment.
The number of errors e in this experiment is given by Equation (2.4) where ej = 1 if an error occurs
in jth trial and ej = 0 otherwise.
e =
N∑
j=1
ej (2.4)
The observed relative frequency of errors is:
P ∗ = e
N
= 1
N
N∑
j=1
ej (2.5)
In statistics, P ∗ is the common point estimate of the true error probability P . This estimate is
considered optimal because it is unbiased and efficient [213].
Confidence interval
However, the most important question is, how well the observed relative frequency of errors P ∗
approximates a true value P which is the mathematical expectation of the error in further trials. A
point estimate is perfect in case the trials are independent and the number of trials approaches
infinity. In practice, the number of trials is very limited. Moreover, from a statistical point of
view, 3 errors in 100 trials is not equal to 30 errors in 1000 trials and not equal to 3% of the actual
error rate. In order to address this problem, the interval estimate is used to estimate the maximal
deviation of the observed relative frequency from the true value at a desired confidence level. The
confidence level is given in percent (say 95%) and expresses the confidence of an observer that
the true value of the parameter is within the confidence interval, or that the 95% of the observed
confidence interval includes the true value of the parameter. The margins of the confidence interval
are calculated from percentiles of the normal distribution.
 
Figure 2.14: 68.27th, 95.45th, 99.73rd and 99.993th percentiles of the normal distribution N (0, 1)
(modified from [213])
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The number of errors e undergoes the binomial distribution e ∼ B(N,P ). According to the
de Moivre-Laplace theorem, if N is large enough, the binomial distribution of e approaches the
normal distribution N (NP,NP (1 − P )) with the expected value E(e) = NP and the variance
V ar(e) = NP (1− P ) [70]. Hence, the distribution of the mean P ∗ = e/N is also normal with the
expected value E(P ∗) = P and the variance V ar(P ∗) = P (1− P )/N . Various rules of thumb may
be applied to decide whether N is large enough. The most common rule is that both NP and
NP (1− P ) must be greater than 10 [250]. The confidence interval of P is given by Equation (2.6)
changing distribution parameters to their estimates.P ∗ − z1−α2
√
P ∗(1− P ∗)
N
,P ∗ + z1−α2
√
P ∗ (1− P ∗)
N
 (2.6)
100%(1− α) = 90%⇒ z1−α2 = 1.68
100%(1− α) = 95%⇒ z1−α2 = 1.96
100%(1− α) = 99%⇒ z1−α2 = 2.58
100%(1− α) = 99.9%⇒ z1−α2 = 3.29
In practical research two situations occur as illustrated in Table 2.5. Either after finishing an
experiment, the confidence interval is calculated, or prior to an experiment, the number of trials in
an experiment is calculated so that the resulting estimation of the error probability is statistically
significant.
Table 2.5: Carrying out of an experiment
Case 1: The experiment is finished. The 
statistical significance of the resulting error 
should be proven 
Case 2: The approximate number of trials should 
be calculated to guarantee the statistical 
significance of the resulting error under the 
assumption that the error rate is within a 
particular interval 
Given: 
- the number of trials N,  
- the relative frequency of error P* observed in 
the experiment,  
- the confidence level (1−α) ⋅100%.  
Given: 
- the expected level of the true error probability P 
- the maximum deviation of the true error 
probability P from the observed relative 
frequency of error P*: δ = | P − P* |, 
- the confidence level (1−α) ⋅100%. 
Calculate: 
- the confidence interval for the true error 
probability P. 
Calculate: 
- the required number of trials N  
 
In Case 1, the interval margins can be calculated using (2.6). If no errors occur, the margins
of confidence interval are calculated differently. As described in [250], the lower margin Pmin is
obviously 0 and the right margin Pmax can be derived from the probability estimation of mutually
exclusive events ej = 0 (no error occurs). Since the probability of getting no error in jth trial is
Pr(ej = 0) = 1− Pr(ej = 1) = 1− P , the probability of getting no errors in N independent trials
is (1− P )N . For the given confidence level β = 1− α, the confidence level for mutually exclusive
events is 1− β. Combining these two facts in (2.7), the upper margin Pmax can be calculated using
(2.8).
(1− Pmax)N = 1− β (2.7)
Pmax = 1− N
√
1− β (2.8)
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In Case 2, the number of trials N can be derived from the following equations:
Pr
P ∗ − z1−α2
√
P ∗(1− P ∗)
N
≤ P ≤ P ∗ + z1−α2
√
P ∗(1− P ∗)
N
 = 1− α (2.9)
Pr
|P − P ∗|≤ z1−α2
√
P ∗(1− P ∗)
N
 = 1− α (2.10)
with δ to denote |P − P ∗| and the confidence level of 95% (z1−α/2 = 1.96):
δ ≤ 1.96
√
P ∗(1− P ∗)
N
(2.11)
then the approximate value of N can be derived from (2.12):
N ≈ 1.962 1
δ2
P ∗(1− P ∗) (2.12)
If the observed error frequency P ∗ yields zero, the approximate number of trials N is derived
from (2.7) where δ = Pmax − P ∗ = Pmax.
N ≈ log(1− β)
log(1− δ) (2.13)
Rules of thumb for the confidence interval estimation
There are two rules of thumb used to provide a simple way of stating an approximate confidence
interval for the true error probability P :
• The Doddington’s rule of 30 [199] states: “Test until 30 errors occur, then the true error
probability P is within 30% of the estimated one P ∗ at a confidence level of 90%” (in other
words for α = 0.1, |P − P ∗|≤ 0.3P ∗).
• Rule of 3 [246] states: “If no errors occur in N tests, then the error probability P is less than
3/N at a confidence level of 95%”.
2.3.4 N-class pattern recognition
The results of an N-class pattern recognition problem can be represented in the form of the confusion
matrix. An example of the confusion matrix with three categories A, B and C is given by Table 2.6.
Table 2.6: Confusion matrix of a 3-class problem
Ground truth 
Decision  
of the system 
A B C 
A #(A as A) #(B as A) #(C as A) 
B #(A as B) #(B as B) #(C as B) 
C #(A as C) #(B as C) #(C as C) 
 
The correct decisions (successes) are on the main diagonal: A is recognized as A, B is recognized
as B, and C is recognized as C. The false decisions (misclassifications) lie above and below the
main diagonal: A is recognized as B or C, B is recognized as A or C, and C is recognized as A or B.
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The ground truth and decisions of the system can be generally interpreted as two raters A and
B who/which select categories. The confusion matrix (also called a two way contingency table)
characterizes the extent of agreement between raters.
Classification accuracy
Providing the classification accuracy is the simplest and the most plausible way of evaluating
pattern classification systems. Formally, the classification accuracy (further referred to as Pr(α)) is
the probability of correct category assignment. In practice, the probability is approximated by the
relative number of correct decisions observed in some experiment. With regard to the confusion
matrix, the accuracy is the sum of the main diagonal elements divided by the whole number of
samples in the test set. Since the observed classification accuracy is the relative frequency of
successes, the confidence interval can be obtained in the similar way as described in section 2.3.3.2
assuming that the successes undergo binomial distribution (success or failure) with the normally
distributed mean that represents the classification accuracy.
Classification accuracy is a na¨ıve measure of the extent of agreement because it does not take into
account the number and distributions of test samples. Assume a classification system assigns all
samples to one class (say A) out of three possible classes (say A, B and C). If class A contains 1000
samples and classes B and C contain 5 samples each, the classification accuracy is approximately
99% because the system has classified 1000 out of 1010 samples correctly. In fact, this system is
absolutely useless producing very low accuracy rates on a dataset of uniformly distributed samples.
So, if the accuracy rate is solely used to evaluate an identification system, the numbers of samples
in classes need to be very similar.
Kappa statistic
The kappa statistic [42] helps to overcome the limitation of accuracy by measuring an inter-rater
agreement. Formally, the classification accuracy measures the extent of agreement while kappa also
takes into account the agreement occurring by chance. The value of the kappa statistic κ is given
by (2.14):
κ = Pr(a)− Pr(e)1− Pr(e) (2.14)
where Pr(a) is the probability of an agreement among raters, and Pr(e) is the probability of a
chance agreement. Pr(a) is estimated by the observed relative frequency of agreements (equally
to the classification accuracy). Pr(e) is estimated based on the observed relative frequencies of
each observer randomly choosing each class. The perfect agreement is indicated by κ = 1, while no
agreement is indicated by κ approaching zero or even κ < 0. Landis and Koch [140] have proposed
the human-friendly categorization for interpreting kappa: κ ≤ 0 - poor agreement, κ ∈ (0, 0.2] -
slight agreement, κ ∈ (0.2, 0.4] - fair agreement, κ ∈ (0.4, 0.6] - moderate agreement, κ ∈ (0.6, 0.8]
- substantial agreement and κ ∈ (0.8, 1) - almost perfect agreement. Practically, the Pr(a) is
calculated straightforwardly
Pr(a) = 1
n
q∑
i=1
nii
and Pr(e) is calculated using different heuristics e.g. for Cohen’s κ -statistic [42]
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Pr(e) =
q∑
i=1
pAipBi
or for Scott’s pi -statistic [223]
Pr(e) =
q∑
i=1
(
pAi + pBi
2
)2
where
pAi =
nAi
n
= 1
n
q∑
j=1
nij , pBj =
nBj
n
= 1
n
q∑
i=1
nij
are derived from the confusion matrix (2.15). A value nij is the number of samples assigned
by Rater A to ith class and by Rater B to jth class, q is the number of classes and n is the total
number of samples.
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(2.15)
Referring back to pattern recognition where Rater B is the ground truth and Rater A is the
recognition system it becomes obvious that nBi denote the number of samples in ith category and
nAi denotes the number of samples assigned to ith category. If all categories contain the same
number of samples (say m) then pBi ≡ m/n and the Pr(e) in the κ -statistic’s equation also
becomes m/n:
Pr(e) =
q∑
i=1
pAipBi =
m
n
q∑
i=1
pAi =
m
n
q∑
i=1
nAi
n
= m
n
Substituting Pr(e) by m/n in (2.14), the κ -statistic equals the classification accuracy Pr(a).
Gwet [96] states that the κ -statistic (as well as pi -statistic) has serious conceptual flaws making
it very unreliable. The chance-agreement Pr(e) can reach the value of 1 meaning that two raters
agree by chance with a probability of 1. This contradicts common sense because the chance-
agreement probability is not expected to exceed 0.5. Hence, Gwen proposes the AC1-statistic as
the conceptually well-founded alternative heuristic for the estimation of Pr(e) [96, 97]. In pattern
recognition, the κ -statistic yields extremely low values (even when the extent of agreement is high)
only in cases of a highly unequal number of samples in different categories and/or if almost all
samples are assigned to only one category. This behavior of κ does not contradict the general
concept but indicates either the deficiently composed test set or the inefficiency of the classifier.
In the example from the previous subsection where all samples are assigned to class A and the
classification accuracy approaches 99%, the κ -statistic yields 0 confirming the inefficiency of the
classifier.
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Cumulative match characteristic
In biometrics, where an N-class problem is identical to user identification, there is an alternative
indicator of the recognition performance called cumulative matching characteristic (CMC). In
large-scale applications that include a high number of users even very sophisticated recognition
systems are not able to return the correct identity as the best match for the test sample. This is
caused by the fact that different persons sometimes possess very similar biometric patterns (e.g.
faces of twins or doppelganger). In pattern recognition this problem is referred to as the inter-class
similarity. However, the correct identity is often on one of the first places in the sorted list of
the returned identities. This is why the decision making process of identification systems dealing
with a high number of users is often supported by a human supervisor. An identification system
returns a rank-list of identities and the supervisor picks the correct person from the list. This is
called rank-based identification. The items in the rank-list are ordered regarding observed matching
scores. Hence, returning correct identity on the first place of the rank-list becomes inessential.
It is important that the outgoing list (also called watch-list) includes the correct identity. CMC
answers the question: “What is the optimal length of the watch-list?” CMC is derived from the rank
probability mass (RPM) function that gives the probability Pr(r) that the correct identity occurs
at the position r in the rank-list. CMC is a cumulative sum of RPM showing for all possible lengths
of the rank-list the probability that the correct identity is in the list. CMC is a monotonically
increasing function (see Figure 2.15). The higher the probability of the first entry and the earlier
the CMC curve approaches 100%, the better the identification performance. According to Bolle et
al. [22], CMC is the standard performance statistic of biometric search engines.
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Figure 2.15: Cumulative match characteristic (CMC) curve of a rank-based identification system
providing the watch-list of 15 categories. The classification accuracy yields 46.35%
while the list of 13 categories includes the correct identity with the probability of 100%
2.3.5 Relation between verification and identification rates in biometrics
Since the majority of biometric systems can operate in both modes: verification and identification, in
practice important questions are: “What relation between verification and identification indicators
exists?” and “Should a researcher provide both, or is one enough?”
Bolle et al. [23] assert that CMC can be computed from FAR and FRR and does not offer
any additional information but represents another way of displaying data. In case two users are
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registered, the CMC curve can be directly derived from ROC. This is also affirmed by Grother and
Philips [93] who show that the classification accuracy is equal to an area under the ROC curve
when ROC is understood as DET defined in 2.3.2. In case more than two users are registered, the
relation between CMC and distributions of matching scores is not so trivial. However, the equations
for calculating CMC for score distributions are provided in both aforementioned studies [93, 23].
An experimental study on the question whether a “good” verification system can be a “poor”
identification system and vice versa is made by DeCann and Ross. [48]. The authors examine the
relationship between the area under the DET curve (AUC) and the weighted rank-M identification
accuracy derived from the CMC curve. An AUC value indicates the verification performance. The
weighted rank-M value indicates the identification performance. The results show that usually “good”
verification systems are “good” identification systems and vice versa. However, the high variance of
matching scores in impostor distribution can drastically reduce the identification performance and
only slightly the verification performance. The opposite case arises when the variance of impostor
matching scores is very low and the difference between means of impostor and genuine distributions
is also low.
In the proposed driver identification scenario there is no need for CMC because of the absence of
a human supervisor. Hence, the focus is on the rank-1 accuracy. The accuracy is supported by the
kappa statistic to address the distribution of test samples between drivers and the eventual tendency
of the recognition system to choose one particular driver. In the driver verification scenario, the
focus is on the EER which is calculated together with its confidence interval.
55

3 Chapter 3Methodology and concept
This chapter consists of three parts. Firstly, the designing concept of automotive applications is
introduced. Secondly, the important algorithms from domains of image processing and pattern
recognition are explained in detail. These algorithms are used as construction elements in computer
vision approaches applied for the introduced automotive applications. The chapter finishes with the
introduction of the evaluation methodology which is for the most part adopted from the domain of
biometric systems but can be generally used for any kind of pattern recognition systems.
3.1 Methodology of designing automotive applications
This section introduces my vision of the designing process of automotive applications which perform
vision-based monitoring of a car passenger compartment.
In the concept proposed here, an automotive application consists of five components: application
scenarios, operational scenarios, an acquisition system, illumination sources and computer-vision
algorithms. Application scenarios define purposes of an application namely why the car retrofit
with the new application becomes more attractive and which benefits a driver and/or a passenger
gets. Operational scenarios define how the recognition system operates namely how the system
interacts with a driver or a passenger and at what moments the system must generate outcomes
based on the camera’s video-stream. Operational scenarios are responsible for the realization of
application scenarios. Moreover, they pose requirements to hardware components which include an
acquisition system and illumination sources. The acquisition system captures images and passes
them onto image processing algorithms. So, it requires at least an imaging sensor, an analog-digital
converter and a DSP board or a conventional PC for video storage and processing. The selection
and positioning of illumination sources need to be brought into conformity with the type, location
and the angle of view of the camera. This is why illumination sources and a camera actually belong
together. Splitting them into two different components is motivated by the fact that they can
be independently substituted. The acquisition system together with illumination sources poses
demands on computer vision algorithms just as the utilization of particular software solutions
requires specific hardware. This is why hardware and software components are interconnected. The
proposed concept is schematically illustrated in Figure 3.1 with the aforementioned connections
between components.
Denoting an automotive application as AA, the set of application scenarios as AS, the set of
operational scenarios as OS, the set of cameras as C, the set of illumination sources as IS and the
set of computer vision algorithms as CV, an AA can be formally described by a tupel AS, OS, C,
IS, CV where each of the addressed sets contains one or more members.
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Application
Scenarios (AS)
Operational
Scenarios (OS)
Acquisition 
system (C)
Illumination
Sources (IS)
Computer Vision
Algorithms (CV)
Automotive
Application (AA)
Scenarios Hardware
components
Software
components
  
Figure 3.1: Schematic representation of an application and its components
The design process can be formalized as follows:
1. Discover a new application benefiting from vision-based in-car observation (e.g. biometric
memory function) and define the application scenarios (e.g. facial driver recognition for the
activation of the memory function).
2. For each application scenario define an operational scenario (e.g. single driver identification
direct after getting into a car) and derive requirements to hardware components (e.g. small
low-cost NIR-sensitive camera frontally facing driver’s face which is supported by active NIR
light sources).
3. Choose and install appropriate hardware components namely choose camera type and position,
position of light sources, type of DSP board etc., and derive restrictions to software components
(e.g. refuse color-based skin segmentation or get rid of machine learning approaches).
4. Select/design and implement software solutions and evaluate their recognition performance
regarding the proposed operational scenarios.
The brief description of all three vision-based in-car automotive applications proposed in this
thesis is introduced in Table 3.1. The table summarizes application components in accordance with
the introduced designing methodology. The detailed description of each single component is given
in Chapter 4 which is devoted to practical designing of applications.
Computer vision approaches applied in the proposed automotive applications include several
common image processing and pattern recognition algorithms. These algorithms are assembled in
Table 3.2. In order to understand how the computer vision approaches operate, the mathematic
foundation of algorithms listed in the table is given in the next section.
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Table 3.1: Components of the seat occupancy detection (SOD) system, user discrimination system
(UDiS) and facial driver recognition (FDR) system
 SOD UDiS FDR 
AS AS1: Support smart airbag to 
prevent the airbag deployment 
at unoccupied seats 
AS1: Support concurrent 
usage of new HMI concepts 
incl. dual-view touch screen 
and MMI knob 
AS1: Biometric memory 
function 
AS2: Mandatory driver 
assistance 
AS3: Biometric anti-theft 
protection  
OS OS1: For each camera frame 
and each seat to decide 
whether the seat is occupied 
OS1: Frame-based 
determination of the action 
originator 
OS2: Action-based 
determination of the action 
originator 
OS1: Single driver 
identification (SDI) 
supporting AS1 and AS2 (SDI-
sec. with manual enrollment, 
SDI-conv. with semi-
automatic enrollment) 
OS2: Permanent driver 
verification (PDV) supporting 
AS3 (PDV-sec. with manual 
enrollment, PDV-conv. with 
semi-automatic enrollment) 
C C1: Omni-directional camera 
+ DSP board 
C1: Omni-directional camera 
+ DSP board 
C2: Industrial camera facing 
center panel 
C1: Low-cost CCTV camera 
facing driver through steering 
wheel aperture + CarPC 
IS IS1: Five NIR modules 
uniformly distributed in 
passenger compartment  
IS1: Five NIR modules 
uniformly distributed in 
passenger compartment 
IS2: 940 nm LED-Lamp 
IS3: 880 nm LED-Lamp + 940 
nm LED-Lamp 
IS1: NIR LED ring around 
camera lens 
CV CV1: Template matching 
CV2: Face detection 
CV1: Motion-based approach 
(movement in driver/ 
passenger regions) 
CV2: Shape-based approach 
(arm orientation) 
CV3: Hand detection (hand 
position-/trajectory-based 
decision making) 
CV1: Appearance-based face 
recognition 
CV2: Feature-based face 
recognition 
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Table 3.2: Image processing and pattern recognition algorithms utilized for seat occupancy detection
(SOD), user discrimination (UDiS) and facial driver recognition (FDR)
 Pre-processing  Feature extraction  Feature selection Matching 
SOD_CV1 
(Template 
matching) 
- Local 
normalization 
- Edge detection 
(Canny operator) 
-  -  
 
- Cross-correlation 
 
 
SOD_CV2 
(Face 
detection) 
-  - SMQT 
- Haar-like features 
- - SNoW classifier 
- AdaBoost 
- SVM 
UDiS_CV1 - Smart image 
differencing 
- Binarization 
- Morphological 
operations 
- - - Rules-based 
classification 
UDiS_CV2 - Edge detection 
(Sobel operator) 
- Morphological 
operations 
-  -  - Rules-based 
classification 
UDiS_CV3 
(Hand 
localization) 
-  - Haar-like features -  - AdaBoost 
FDR_CV1 - Face localization 
- Best-fit plane 
subtraction 
- Histogram 
equalization 
- Principal 
component analysis 
(eigenfaces) 
- Information 
amount criterion 
- NN 
- k-NN 
- Simplified Fuzzy 
ARTMAP 
FDR_CV2 Proprietary (no information) 
 
3.2 Exemplary image processing algorithms as building components of
automotive applications
This section summarizes image processing algorithms which are used later as the construction
elements for the three proposed automotive imaging applications: seat occupancy detection (SOD),
user discrimination (UDiS), and facial driver recognition (FDR). All stages of the pattern recognition
pipeline form pre-processing, to feature extraction and selection, to classification are addressed. In
particular, the pre-processing subsection includes the descriptions of global and local approaches
to image processing, thresholding, edge detection, local normalization, best-fit plane subtraction,
histogram equalization and morphology. The feature extraction subsection includes descriptions
of Haar-like features and successive mean quantization transform (SMQT) features. The feature
selection subsection comprises the description of principal component analysis (PCA). The last
subsection is devoted to classification approaches and includes the description of five classifiers:
k-NN, ARTMAP, SNoW, SVM and AdaBoost.
3.2.1 Pre-processing
Pre-processing aims at enhancing the quality of an input image in the way that the object of interest
depicted in the image is emphasized. An input as well as an output of the pre-processing module
is an image. An image is a matrix of pixel intensities where the intensities take integer values
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usually from 0 to 255 (for a standard 8-bit format). In color RGB images a pixel is represented by
three values: intensity of red, intensity of green and intensity of blue colors expanding an image to
three matrices. However, the color information is often sacrificed for the sake of processing speed
by converting colors to gray-values. This is a common practice especially for 24/7 surveillance
applications where the same processing is applied to day and night images. Formally, an image I is
defined by a two-dimensional function I(x, y) where x and y are spatial coordinates. The amplitude
of I at any pair (x, y) is an intensity value at this point. Assuming a color image is given by three
functions R(x, y), G(x, y) and B(x, y) then the standard transformation to gray-scale image I(x, y)
is given by (3.1).
I(x, y) = 0.299 ·R(x, y) + 0.587 ·G(x, y) + 0.114 ·B(x, y) (3.1)
Hereafter, I shrink to gray-scale images describing image processing approaches.
Global vs. local processing
Local processing methods use a small neighborhood of a pixel in an input image to get a new
intensity value in the output image. This operation is also called spatial filtering and applied on
all pixels of the original image except for boundary pixels. In order to process boundary pixels
the original image has to be enlarged to half of the neighborhood size from all four sides. The
neighborhood is often selected as a rectangular shape with an odd number of rows and columns
enabling the specification of the central pixel of the neighborhood, so-called origin. In filtering
theory this rectangular region is pixel-wise multiplied to the convolution kernel of the same size
and the sum of the resulting intensities is returned as the filtering outcome. In general, the
neighborhood can have arbitrary shape. In mathematical morphology applied for image analysis
this neighborhood is referred to as a structural element.
median = 99
Input Output  
- 26
Input Output  
(a) (b)  
 
Figure 3.2: (a) median filtering is an example of local processing, (b) brightness reduction is an
example of global processing
In global approaches, in contrast, modifications are provided to the whole image so that any input
pixel can affect a large number of output pixels [247]. For instance, histogram processing is assigned
to global processing because modifications applied to histograms are reflected in simultaneous
changing of all pixels. Examples of local and global processing are shown in Figure 3.2.
Thresholding
It is much easier to find some formal descriptors of an object of interest in binary images, where
object pixels have one value and background pixels another. The process of transformation of
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a gray-scale image to a binary image is referred to as thresholding or binarization. Pixels of a
gray-scale image I are converted to pixels of a binary image Ibin based on the predefined threshold
τ . All pixels with an intensity greater than or equal to the threshold are replaced with 1 (white)
and all other pixels with 0 (black), as in (3.2).
Ibin(i, j) =
{
1 if I(i, j) ≥ τ
0 if I(i, j) < τ
(3.2)
The selection of an appropriate threshold is the most challenging part of this process. There are
two approaches to this end: using global threshold throughout the image and choosing adaptive
threshold locally for each pixel with respect to the content of the pixel’s neighborhood.
The most common algorithm for determining global threshold is proposed by Otsu [187]. The
threshold is chosen to minimize the intra-class variance of black and white pixels. The algorithm
works well then the histogram of an image has two well-defined peaks, one for foreground pixels
and another for background pixels. Otherwise the significant amount of pixels can be misclassified.
The adaptive threshold relies on the assumption that small image regions are likely to be uniformly
illuminated and pixels within local regions are therefore uniformly distributed. Hence, the mean
value or the median can be chosen as a local threshold. Another standard technique for dynamic
thresholding is introduced by Chow and Kaneko [40]. An image is divided into overlapping blocks
and local histograms are investigated to determine locally optimal thresholds. The blocks with
uniformly distributed pixels are ignored. Finally, the threshold at each pixel is the result of the
interpolation of thresholds in blocks containing this pixel. The Chow-Kaneko algorithm has the
drawback of being computationally expensive and is, therefore, hardly acceptable for real-time
applications. In fact, there is a vast number of algorithms for selecting an optimal threshold
operating globally as well as locally. A good overview of such algorithms is introduced in [89].
Edge detection
Formally, edge detection is another way of converting gray-scale images to binary images by
determining edges of objects. Edge pixels are those pixels where the intensity changes abruptly.
Intensity changes at a particular point can be calculated using partial derivatives at that point
with respect to vertical and horizontal directions. The direction of the largest growth of the image
intensity at some point is given by a gradient vector which is the vector of partial derivatives at
that point. The steepness of intensity changing is described by the magnitude of the gradient while
the edge direction is described by the angle of the gradient. In some cases using second-order
partial derivatives is more advantageous. The magnitude of the second-order derivatives is given by
the Laplace operator representing the divergence of the gradient. While for gradient’s magnitude
the maximum values indicate edge pixels, for the Laplace operator the zero-crossings indicate edge
pixels.
In practice, partial derivatives are approximated by finite differences. Hence, the gradient is
considered a local operator calculated in a local neighborhood of a pixel. This is why gradient
operators can be expressed by a collection of convolution kernels. First-order derivatives can be
approximated by convolution kernels of 2x2 pixels. For second-order derivatives, convolution kernels
of at least 3x3 pixels are required. In image processing, the Laplace operator is approximated by
the Laplace filter:
∆ =
 0 1 01 −4 1
0 1 0
 for 4-neighborhood and ∆ =
 1 1 11 −4 1
1 1 1
 for 8-neighborhood.
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For detecting edges the Laplace operator is used in combination with Gaussian smoothing and
referred to as Laplacian of Gaussian (LoG) [95]. An example of applying the Laplace filter is
visualized in Figure 3.3.
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x = 19*1+ 241*1 + 99*1 + 61*1 – 125*4 + 62*1 +31*1 + 125*1 + 103*1 = 241
 
Figure 3.3: Convolution of an image with the 8-neighborhood Laplace filter
The Sobel operator [218] is an example of an approximation of first-order derivatives with a
smoothing. There are two convolution kernels utilized:
Kx =
 −1 0 1−2 0 2
−1 0 1
 and Ky =
 1 2 10 0 0
−1 −2 −1

The first one detects edges in the horizontal and the second one in the vertical direction.
Convolution of an image I with kernels Kx and Ky results in two images Gx and Gy representing
the derivatives in corresponding directions. The edge strength at a point (i, j) is reflected in a
gradient’s magnitude G(i, j) =
√
Gx(i, j)2 +Gy(i, j)2 and the edge direction is given by a gradient’s
angle Θ = arctan (Gy(i, j)/Gx(i, j)).
The Canny algorithm [30] has been developed as the optimal edge detector. Three optimality
criteria are addressed: optimal detection, optimal localization and minimal response.
• optimal detection - there are no spurious responses and all important edges are detected;
• optimal localization - the located edges are minimally deviated from the actual edges;
• minimal response - if multiple responses to a single edge occur, only one is considered a true
response and the remaining ones are ignored.
Canny’s edge detector consists of five stages:
1. Image smoothing. The original image is convolved with the two-dimensional Gaussian filter
to smooth an image and reduce noise.
2. Differentiation. Two gradient images Gx and Gy are created by convolving the smoothed
image with first-order derivatives of the one-dimensional Gaussian in x and y directions. The
gradient magnitude G and gradient orientation Θ are calculated from gradient images Gx
and Gy equally to that of the Sobel operator. The orientations are quantized so that they
become one of four orientations: vertical, horizontal and the two diagonals.
3. Non-maximum suppression. Edge points are those, where the gradient magnitude G locally
obtains maximum. In order to better localize edges, the maximum magnitudes along the edge
direction are emphasized and the non-maximum magnitudes are suppressed. Therefore, for
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each of four quantized directions the edge pixels are checked to reach the local maximum in
the direction which is perpendicular to the considered one. For instance, the edge direction
is considered vertical if the pixel’s magnitude is greater than magnitudes of adjacent pixels
from left and right.
4. Edge thresholding. In order to eliminate spurious responses, the threshold-based processing
with hysteresis is applied. Two thresholds high and low are utilized to detect continuous curves.
Firstly, the high threshold is applied to determine evident edges. The non-evident edges
are detected by tracing strong edges and utilizing directional information. The directional
magnitude needs to exceed the low threshold discovering faint sections of edges.
5. Feature synthesis. Final edges are generated by aggregating edges from synthesized images
at multiple scales. Synthesized edge images result from modifying standard deviations of
the Gaussian filter. In fact, there may be several scales of operators that give significant
responses to edges. The best localization of the edge, however, is obtained using the operator
with the smallest scale while larger scales tend to disclose shadow and shading edges, or edges
between textured regions [30].
Edge detectors are compared in Figure 3.4.
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Figure 3.4: Edge detection: (a) original image; (b) after LoG; (c) after Sobel; (d) after Canny
Morphology
Binary silhouettes of objects derived from thresholding or edge detection include noise and therefore
require post-processing. To this end, mathematical morphological operations are adopted for image
processing to improve shapes in binary images. Morphology implies local image processing where
each pixel of an image is modified with respect to its neighbors within the structuring element
regarding the applied morphological operation. Size and shape of the structuring element can
be arbitrarily selected and determines the sensitivity to specific shapes. Formally, a structuring
element is a matrix containing 0 or 1 where the pixels with values of 1 define the neighborhood.
The center pixel of the structuring element is called the origin. It identifies the pixel which is
currently processed.
Dilation and erosion are two basic morphological operations. Dilation adds pixels to the boundaries
of objects while erosion removes pixels on boundaries. The number of pixels added or removed
depends on the size and shape of the structuring element (see Figure 3.5). Dilation and erosion
are often used in combination to implement morphological opening or closing. Opening is erosion
followed by dilation and closing is dilation followed by erosion. The same structuring element is
used for both operations. Opening removes small objects from an image while preserving the shape
and size of large objects. Closing fills gaps inside objects and connects closely located objects by
smoothing their outer edges. The effect of these operations is demonstrated in Figure 3.6.
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Figure 3.5: Morphological dilation (a) and erosion (b) with diamond-shaped structuring element
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Figure 3.6: (a) Structuring element, (b) original image, (c) after dilation, (d) after erosion, (e) after
opening, (f) after closing
Informally, any operation on a binary silhouette can be considered a morphological operation e.g.
filling holes, removing small shapes, connect shapes, shrinking and making skeletons from shapes.
For more operations and their detailed descriptions read digital image processing book of Pratt
[200] or Gonzalez [88].
Local normalization
Local normalization makes the local mean and variance of an image uniform [62]. This is especially
useful for correcting non-uniform illumination or shading artifacts. The local normalization is
computed for each image block using (3.3), where I(x, y) is the original image block, µI(x, y) is an
estimation of a local mean of I(x, y), σI(x, y) is an estimation of the local standard deviation, and
Inorm(x, y) is the output image block.
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Inorm(x, y) =
I(x, y)− µI(x, y)
σI(x, y)
(3.3)
The estimation of the local mean and standard deviation is performed through spatial smoothing.
The parameters of the algorithm are the sizes of the smoothing windows s1 and s2 which control
the estimation of the local mean and local variance, respectively. Figure 3.7 demonstrates the effect
of local normalization.
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Figure 3.7: Local normalization: (a) original image, (b) after normalization
Best-fit plane subtraction
In case an image is illuminated from one side, the opposite side becomes dark due to shading.
Generally, the digital illumination correction is a very complicated task requiring the knowledge of
the object geometry, object reflection and positions of illumination sources. Possessing an image,
theoretically, the 3D shape of an object can be reconstructed from shading [257, 128] and uniform
lighting can be modeled. Practically, for accurate reconstruction the general 3D model of the object
is required [21]. Subtraction of the best-fit plane (BFP) is a simplified illumination correction. The
best-fit plane is a plane that optimally fits a set of N data points (xi, yi, zi) in the sense of minimum
least-squares of deviations. Image intensities represent a special case where measurements are made
over a rectangular grid.
The standard equation of a plane is Ax+By+Cz = D which can be written as A/Cx+B/Cy+z =
D/C. Renaming constants A/C to a, B/C to b and D/C to c, the plane can be described as:
z(x, y; a, b, c) = c− ax− by (3.4)
Minimizing the sum of the squares of the vertical distances between the data and the plane J
with respect to the parameters a, b, and c the best-fit plain can be obtained.
J(xi, yi; a, b, c) =
N∑
i=1
(zi − z(xi, yi; a, b, c))2 =
N∑
i=1
(zi − (c− axi − byi))2 (3.5)
Minimum occurs at a point where all three partial derivatives yield zero: ∂J/∂a = 0, ∂J/∂b = 0and
∂J/∂c = 0. The system of these equations has only one solution and can be solved analytically as
shown in [54]. Assume that the underlying grid has m nodes in x-dimension and n nodes in the
y-dimension then the function z(x, y) has the size (m,n). Denoting x-points as xˆi, y-points as yˆj
and z-points as zˆij , the parameters a, b and c are given by equations (3.6), (3.7) and (3.8).
a = −
∑m−1
i=0
∑n−1
j=0 xˆizˆij − 1m
[∑m−1
i=0 xˆi
] [∑m−1
i=0
∑n−1
j=0 zˆij
]
n
∑m−1
i=0 xˆ
2
i − mn
[∑m−1
i=0 xˆi
] (3.6)
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b = −
∑m−1
i=0
∑n−1
j=0 yˆj zˆij − 1n
[∑n−1
j=0 yˆj
] [∑m−1
i=0
∑n−1
j=0 zˆij
]
m
∑n−1
j=0 yˆ
2
j − nm
[∑n−1
j=0 yˆj
] (3.7)
c = zavg + axavg + byavg (3.8)
Histogram equalization
Another standard technique for normalizing illumination is spreading out the most frequent intensity
values in the histogram (see Figure 3.8) referred to as histogram equalization [87].
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Figure 3.8: (a) histogram before and (b) after equalization; the corresponding images can be seen
in Figures 3.9a and 3.9b
In order to equalize the histogram the pixel intensities are replaced by normalized y-values form
the cumulative histogram located at x-position which corresponds to the pixel intensity. Applying
histogram equalization on raw images often leads to derating of pixels with marginal intensities.
Bright pixels become 255 and dark pixels become 0 destroying details in the image. Therefore,
histogram equalization should follow the best-fit plane subtraction.
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Figure 3.9: Effect of histogram equalization: (a) original image, (b) after histogram equalization,
(c) best-fit plane (BFP), (d) after BFP subtraction, (e) after BFP subtraction and
subsequent histogram equalization
3.2.2 Feature extraction
The computer vision approaches utilized in automotive applications proposed in this thesis include
the feature extraction stage only as a part of detection algorithms namely for detection of faces
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and hands. Two different kinds of features (Haar-like features, SMQT) are applied in face detectors
for seat occupancy detection. For user discrimination, Haar-like features are engaged for hand
detection. Facial driver recognition includes face detection which makes use of Haar-like features.
Haar-like features
Haar-like feature is an invention of Viola and Jones [242], who proposed considering intensity
differences between parts of local blocks as discriminative characteristics. A single Haar-feature is
almost useless for distinguishing an object of interest from the background. In any case, the number
of Haar-like features which can be extracted from an image is huge and the combination of features
can reliably indicate an object. Features are named after the Haar wavelet [98, 41] and the name
reflects well the intuition behind it. The Haar wavelet is the simplest possible wavelet comprised
of a sequence of square-shaped functions of different scales establishing an orthonormal basis for
the space of square-integrable functions on the unit interval [0, 1]. This means that any function
can be approximated by a linear combination of Haar functions. Establishing Haar-like features is
an attempt to adapt Haar functions for image processing. A Haar-like feature considers adjacent
rectangular regions at a specific location in a detection window, sums up the pixel intensities in each
region and calculates the difference between these sums. This difference is then used to categorize
subsections of an image.
Originally five feature groups were proposed for an image block:
• Difference between left and right parts (edge features)
• Difference between top and bottom parts (edge features)
• Difference between the sum of left and right parts and the central part (line features)
• Difference between the sum of top and bottom parts and the central part (line features)
• Difference between the central part and the circumjacent area (center-surround features)
Lienhart and Maydt [147] extended the feature set by 45-degree tilted features resulting in ten
feature groups. Tilted features enable better detection of tilted edges leading to the significant
improvement of original features. Figure 3.10 gives an impression of the compilation of features.
 
Figure 3.10: Original and tilted Haar-like features, the sum of pixel intensities within white rectan-
gles are subtracted from the sum of pixel intensities within black rectangles
Features can vary in scale and proportion of left/right, top/bottom and center/circumjacent
areas forming a huge feature set even for small image blocks. For instance, from a block of 24x24
pixels approximately 120,000 features can be extracted [147].
Haar-like features can be very efficiently computed from the integral image. The integral image
(also referred to as summarized area table or SAT ) is an image where each pixel presents the sum
of intensities of the pixels located in the upper left position regarding the current pixel in the
original image. For computation of edge features six SAT values are required, for line features
eight SAT values and for center-surround features nine SAT values.
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With I denoting original image, the integral image is given by SAT (x, y) = ∑i≤x,j≤y I(i, j). The
intensity sum in a rectangular image block r of size (w, h) at the location (x, y) is then given by
(3.9):
Sum(r) = SAT (x−1, y−1)+SAT (x+w−1, y+h−1)−SAT (x−1, y+h−1)−SAT (x+w−1, y−1)
(3.9)
with SAT (−1, y) = SAT (x,−1) = 0.
For computation of 45-degree tilted Haar-like features the definition of the integral image
is extended by the rotated summarized area table RSAT which gives the sum of intensities
of the pixels located in the left top corner regarding the current pixel in the original image:
RSAT (x, y) = ∑i≤x,|y−j|≤x−i I(i, j). RSAT can be calculated by passing an image from left
to right and from top to bottom calculating RSAT (x, y) = RSAT (x − 1, y − 1) + RSAT (x −
1, y) + I(x, y) − RSAT (x − 2, y − 1) with RSAT (−1, y) = RSAT (−2, y) = RSAT (x,−1) = 0
and afterwards by passing an image from right to left and from bottom to top calculating:
RSAT (x, y) = RSAT (x, y)+RSAT (x−1, y+1)−RSAT (x−2, y). Based on the resulting integral
image the intensity sum in a 45-degree tilted rectangular block r of size (w, h) at the location (x, y)
can be calculated using (3.10):
Sum(r) = RSAT (x+w, y+w) +RSAT (x−h, y+h)−RSAT (x, y)−RSAT (x+w−h, y+w+h)
(3.10)
Figure 3.11 visualizes the computation of rectangular sums in standard and rotated integral
images.
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Figure 3.11: Computation of rectangular sums in the (a) standard integral image and (b) 45-degree
rotated integral image (modified from [147])
Since Haar-like features are differences of rectangular sums, from (3.9) and (3.10) it becomes
obvious that all features are computed in a constant time independently of the block size. The
set of Haar-like features is a very powerful instrument for describing image patterns which can
be hardly formalized. The crucial advantage of Haar-like features lies not in high discriminative
power of individual features, but in the fact that a huge set of such simple features can be very
rapidly computed, ranked and combined to a cascade classifier. For the fast search of the object of
interest in the image it is required that an “interesting” image region contains almost all highly
ranked features which allows to immediately leave out of consideration large “non-interesting”
image regions.
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In application to face detections, it is observed that in most facial images the eyes region is
darker than the cheeks region as well as that eye regions are darker than the region between eyes
containing the nasal bridge [242]. The first case is well described by the edge feature representing
two adjacent rectangles that cover eye and cheek regions while the second case is well described by
the line feature with two sided rectangulars covering eyes and one central rectangular covering the
nasal bridge (see Figure 3.12).
 
Figure 3.12: The first and second “best” Haar-like features. The first feature represents the difference
in intensity between the eyes region and the region across the upper cheeks. The
second feature represents the intensity difference between eye regions and the region
across the nasal bridge
Successive Mean Quantization Transform
The Successive Mean Quantization Transform or shortly SMQT is an invention of Nilsson et al.
[179]. This signal transformation aims at revealing the underlying structure of a digital signal by
compensating disparities in sensor signals caused by gain and bias. In image processing, SMQT
aims at representing an image insensitively to varying illumination. Two images with identical
structures have the same SMQT representation. The same structure is understood in terms that
one image can be generated from another by biasing or gaining it by a scalar value.
The SMQT features are extracted for each pixel of an image from a local area surrounding it,
whereby the pixel intensities inside the area are replaced by the quantization values resulting from
the successive comparison of pixel intensities with the mean intensity of the area. Theoretically,
local areas can be of arbitrary shape. Traditionally, the sliding window approach is applied to split
an image into square blocks of particular size. Alternatively, circular shapes can be used. According
to Nilsson [179] the SMQT can be seen as a structural breakdown of intensity information or a
progressive focus on the details in an image.
Formally, the SMQTL can be interpreted as a perfect binary tree of Mean Quantization Units
(MQUs) disposed at L levels. Assuming x is a pixel and D(x) is its surrounding local area containing
N pixels. The intensity values in this local area D(x) are denoted with V (x). With µ denoting the
mean intensity of the local area D(x): µ = µ(V (x)) = 1N
∑
x′∈D(x) V (x′), the mean quantization
unit Q of the local area D(x) is defined as Q : V (x) → U(x) where U(xi) = 1 if V (xi) > µ and
U(xi) = 0 otherwise. Additionally, the MQU splits the local area D(x) into two areas D1(x)
and D0(x). The area D1(x) contains pixels whose intensities are higher than the mean intensity:
D1(x) = {xi|V (xi) > µ, xi ∈ D(x)} and the area D0(x) contain pixels whose intensities are less
than or equal to the mean intensity: D0(x) = {xi|V (xi) ≤ µ, xi ∈ D(x)}.
The MQUs are recursively applied on areas D0(x) and D1(x) generating binary units Ul,n with
l, l = 1, 2, ..., L denoting the current level and n, n = 1, 2, ..., 2l−1 denoting the running number of
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the binary units at the level l (see Figure 3.13).
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Figure 3.13: Visualization of SMQTL as a perfect binary tree of Mean Quantization Units (MQUs)
disposed at L levels
Finally, the SMQTL is constructed as the superposition of binary units Ul,n over all levels by
assigning them the weight of 2L−l at the level l. So, the output image of SMQTL is given by:
M(x) =
x|V (x) =
L∑
l=1
2l−1∑
n=1
Ul,n · 2L−l
 , ∀x ∈M (3.11)
The tree level L also gives the number of bits in SMQTL. Hence, SMQT1 has a one bit
representation - {0,1}, SMQT2 has a two-bit representation - {0,1,2,3}, SMQT3 a three-bit
representation - 0,1,...,7 and so on. Therefore, the number of quantization values in SMQTL yields
2L. The SQMT of an image with the level lower than the number of bits in the image can be
seen as a compression of the dynamic range. For standard 8-bit images, the SMQT8 provides an
uncompressed image with enhanced details [179]. This is why the transform can be also considered
a pre-processing or illumination enhancement technique.
Since the MQU is the main constructing element of the SMQT and the MQU is insensitive to
gain and bias the complete SMQT is inductively reckoned to be insensitive to gain and bias [179]
(see Figure 3.14).
The SMQT1 is very similar to local binary patterns (LBP) with the only difference that the
thresholding is provided based on the mean intensity and not on the intensity of the central pixel.
For a local pattern (of e.g. 32x32 pixels) the feature vector can be constructed as a sequence of
values generated by SMQT1 applied to all possible subpatterns (of e.g. 4x4 pixels). Since the
window of 32x32 pixels contains 29x29=841 subpatterns of 4x4 pixels, the resulting feature vector
has 841 dimensions where the value of each dimension varies from 0 to 24x4. For SMQTL values
vary from 0 to 2Lx4x4.
3.2.3 Feature reduction
There are two fundamentally different approaches to feature reduction: (1) ranking features with
the succeeding elimination of low-ranked ones and (2) the transformation of the feature set. While
in the first approach the semantic of features remains unchanged, in the second approach the
semantic is destroyed and the new features become non-trivial combinations of old ones.
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Figure 3.14: Three levels of SMQT applied on a face image of 50x50 pixels
For ranking features, the univariate analysis is usually implied meaning that features are evaluated
individually and any correlation between them is disregarded. In order to take the correlation into
account, the multivariate analysis is utilized. Here, one evaluates feature subsets and not individual
features. Note that feature transformation approaches always signify multivariate analysis.
There are three strategies for ranking features. John and Kohavi [124] detached “filters” and
“wrappers”. Filters evaluate features independently of a further applied classifier purely based on
expert knowledge (so called heuristics).Wrappers evaluate features based on the outcome of the
classifier. In recent studies e.g. in [214], filter and wrapper are complemented by the “embedded”
strategy. Here, the feature selection is an inherent property of a classifier (e.g. decision trees or
adaptive boosting).
The transformation of a feature set usually follows one of two following objectives: the transformed
features do not correlate and are ranked by their variance (see principal component analysis [192]),
or the transformed features do not correlate and are ranked by their discrimination power for
particular groups of data (see linear discriminant analysis [72]). The second objective is very similar
to the general objective of the classification task. In the following, only principal component analysis
is described in detail, since it is the only feature reduction approach used in one of the proposed
automotive applications namely in appearance-based face recognition for driver identification.
Principal component analysis
The main objective of principal component analysis (PCA) is reducing the data dimensionality
without losing a significant amount of information. This is done by decorrelating dimensions
through shifting and rotating basis axes. Note that the improved basis is generated based on the
set of training samples. Examples of correlated dimensions are height and weight when describing
a person, because tall persons are usually heavier than short persons. If semantics of dimensions
are not important (e.g. for grouping persons regarding gender) the new dimension can represent
an average of height and weight. Such a reduction from two to one dimension will not lead to
significant loss of information representing the general body size of a person.
For a particular data set, PCA consecutively looks for linear combinations of original dimensions
and selects one with the maximum variance of data points. Every next extracted dimension
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is orthogonal to all previous ones. The final number of extracted dimensions is least value of
the number of data samples minus one and the number of original dimensions. Practically, the
extraction of the new basis is done by solving the eigenvectors problem with the covariance matrix
of original data shifted to the center of the coordinate system. The eigenvectors represent the new
basis and the matrix with eigenvectors forming columns is the rotation matrix from the original to
the desired coordinates. The importance of new dimensions is determined by the corresponding
eigenvalues. The higher the eigenvalue is, the higher the variance of data points is and, therefore,
the dimension encompasses the higher amount of information. The data transformation is provided
by shifting data to the center of coordinate system and by rotating it through multiplication by
the matrix of eigenvectors placed in columns. Starting from new coordinates, the dimensionality
reduction is achieved by neglecting dimensions with low eigenvalues. PCA is also known as KLT
transform named after Karhunen and Loeve. Note that in high-dimensional space vectors tend
to scatter in few directions. PCA indicates these directions by principal eigenvectors. So, a few
eigenvectors with highest eigenvalues preserve the vast majority of information and the remaining
eigenvectors with eigenvalues approaching zero are not significant. Figure 3.15 shows PCA in
action.
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Figure 3.15: PCA: (a) shifts data points to the center of the coordinate system, (b) rotates the
coordinate system to achieve maximal scatter in the principal axis, (c) evaluates
significance of the resulting dimensions and (d) reduces insignificant dimensions
(modified from [226])
In regard to appearance-based face recognition where an image is considered as a point in
high-dimensional space and the set of all faces is assumed to form a low-dimensional manifold, the
main idea is to analyze the distribution of face images in the whole image space and reduce the
dimension of facial pattern by means of linear projection into more compact subspace. Applying
PCA to this end has been established by Turk and Pentland [234] and called “eigenfaces”. The
formal description of PCA is exemplified by facial images.
Let us assume that faces in a training set are represented by gray-scale images of the size w × h
pixels. Writing pixel intensities in a line and normalizing intensity values to the interval [0,1], a
face is then represented by an N -dimensional vector (N = w × h) of real values from 0 to 1. Let
Γ1, Γ2, . . . , ΓM be a collection of M training facial images written down as column vectors. The
average face Ψ is then given by:
Ψ = 1
M
M∑
i=1
Γi (3.12)
In order to have the average face Ψ in the center of the coordinate system, let us introduce Φi be
the difference between the face Γi and the average face Ψ and representing a face shifted to the
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center of the coordinate systems.
Φi = Γi −Ψ (3.13)
The covariance matrix Σ of shifted faces Φ1,Φ2, . . . ,ΦM is defined as:
Σ = 1
M
M∑
i=1
ΦiΦTi = AAT , A = [Φ1,Φ2, ...,ΦM ] (3.14)
where A is a matrix of shifted faces located in columns. The covariance matrix is the square,
symmetric, positive-semidefinite matrix. The eigenvalues λk and eigenvectors uk of such matrix can
be found from the equation: Σuk = λkuk. Since the training set contains M images, the covariance
matrix Σ can contain at most M − 1 meaningful eigenvectors. In a proper case the number of
training images is significantly higher than the dimension of the image (M ≈ N2) so that the
dimension of covariance matrix is N ×N and it contains N meaningful eigenvectors. In practical
applications, however, the opposite situation often arises, namely the number of training images
is significantly lower than their dimension (M < N). In this case there is no need for solving the
computationally intensive eigenvalues problem for Σ = AAT of the dimension N × N , but the
eigenvalues problem can be solved for the smaller matrix Σ∗ = ATA of the dimension M ×M . The
eigenvectors uk of the matrix Σ then can be derived from the eigenvectrors vk of the matrix Σ∗ as
uk = Avk, and the eigenvalues of Σ and Σ∗ are equal. Let us demonstrate it in equations:
Σ∗vk = λkvk ⇔ ATAvk = λkvk (3.15)
After the left multiplication with A:
A(ATAvk) = A(λkvk)⇔ AAT (Avk) = λk(Avk)⇔ AATuk = λkuk (3.16)
Returning to Φi, the uk is given by:
uk =
M∑
i=1
vkiΦi (3.17)
where vki is the ith component of the vector vk. The eigenvectors uk form a basis in the eigenspace.
Turk and Pentland call them eigenfaces. The dimension of eigenspace and correspondingly the
number of eigenfaces is the minimum value of N and M − 1. Eigenfaces with higher eigenvalues
preserve rough structural information of a face contributing more significantly in the face appearance.
In contrast, eigenfaces with lower eigenvalues contain only fine details and can be neglected without
destroying general face appearance. Figure 3.16 shows the eigenfaces from 1 to 9 and from 42 to 50
for the training set of 3299 facial images as well as the diagram of eigenvalues.
With U denoting the matrix of eigenfaces in columns U = [u1, u2, ..., uk], k = 1, 2, ...,min(N,M−
1), the projection of a facial image Γi to the eigenspace is performed by multiplying the shifted
version of it (Φi) by the transposed matrix of eigenfaces from the right. So, the resulting projection
vector wi is given by:
wi = UTΦi = UT (Γi −Ψ) (3.18)
The dimension of the vector wi is equal to the number of eigenfaces wi = [wi1, wi2, ..., wik]T . The
back projection of a vector wi to the original coordinate system is performed by multiplying it by
the matrix of eigenfaces from the right. So, the shifted facial image Φi is represented by a linear
combination of eigenfaces uk and elements of the vector wi:
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Figure 3.16: (a) First 9 eigenfaces (u1, ..., u9), (b) eigenfaces from 42 to 50 (u42, ..., u50), (c) diagram
of 50 highest eigenvalues (λ1, ..., λ50)
Γi −Ψ = Φi = Uwi =
min(N,M−1)∑
k=1
wikuk (3.19)
This is why wik are often called coefficients of eigenfaces transformation. Figure 3.17 visualizes
the eigenfaces representation for two facial images. The dimension reduction is performed by
considering the limited set of transformation coefficients.
 −  =  2.85  − 9.79  + 8.98  − 0.05  + ...  
 −  =  4.01  + 1.00  + 0.06  + 2.70  + ...  
 
Figure 3.17: Two examples of eigenfaces decomposition of facial images1
3.3 Classification
The world of classification techniques is immense, so that the selection of one or another classifier for
particular application is often a lottery. Some researchers are proud of one particular classification
scheme and apply it everywhere. Other researchers compare all known classifiers for the addressed
application under the constraint of the given dataset. So, they specify the “conditionally best”
classifier and apply it to similar tasks. To the best of my knowledge, there is no standard benchmark
for general grading of classification approaches. Duda et al. in their book [55] state that there is no
universal classification technique, which is identically effective for all classification tasks and suggest
deciding for one or another classifier only under the consideration of the particular application.
Unfortunately, they do not give formal criteria for selection of classifier apart from common sense.
1The image in the second row is taken from: http://en.wikipedia.org/wiki/File:Charlize_Theron_WonderCon_
2012_(Straighten_Crop).jpg and licensed under the Creative Commons Attribution-Share Alike 2.0 Generic
license
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Each of three automotive applications proposed in this thesis includes a matching stage. The word
matching is intentionally used here instead of classification because often the word classification
embraces the whole concept of statistical pattern recognition. Here, the classification means only
the matching part of it. Formally, the classification is the matching of the test sample of an
unknown object against reference models of known objects. In UDiS the classification of hands
is based on rules manually derived from training samples. SOD makes use of template matching
and three face detectors. Template matching utilizes a degraded version of classification, where
one reference image (also referred to as template) is consecutively compared with image blocks
of the same size. Each of the face detectors applies a sophisticated classifier. These are adaptive
boosting (AdaBoost), sparse network of Winnows (SNoW) and support vector machine (SVM).
FDR engages two classifiers: k-nearest neighbor (k-NN) algorithm and adaptive resonance theory
mapping (ARTMAP) network. In the following theses five classification techniques are explained in
detail.
3.3.1 Distance function
A distance function or metric is the central concept required for matching. This function reveals
the degree of simmilarity/dissimilarity between two vectors. Formally, for a given set M a function
d : M ×M → R is a metric on the set M (R - the set of real numbers) if for all vectors a, b and
c ∈M the following conditions are met:
1. d(a, b) ≥ 0 (non-negativity),
2. d(a, b) = 0 if and only if a = b (identity of indiscernibles),
3. d(a, b) = d(b, a) (symmetry),
4. d(a, b) + d(b, c) ≥ d(a, c) (triangle inequality).
Note that non-negativity follows from the conditions 2-4: 2d(a, b) = d(a, b) + d(a, b) = d(a, b) +
d(b, a) ≥ d(a, a) = 0. The pair (M,d) is referred to as a metric space.
The commonly used metrics are three Minkowski metrics (city-block distance, Euclidean distance
and max-distance) [224], dot product [104], cosine similarity [225], Pearson correlation coefficient
[71] and Mahalanobis distance [156].
In the n-dimensional metric space M = Rn with a = (a1, ..., an) and b = (b1, ..., bn), the family
of Minkowski metrics is given by (3.20). For city-block distance p=1, for Euclidean distance p=2
and for max-distance p =∞.
d(a, b) = p
√√√√ n∑
i=1
(ai − bi)p (3.20)
Dot product expresses the angle between vectors a and b ignoring their lengths and is given by
a · b = ∑ni=1 aibi. Cosine similarity is the normalized version of the dot product which is given by
cos(a, b) =
∑n
i=1 aibi
||a||||b|| where ||·|| is the Euclidean norm (e.g. ||a||=
√∑n
i=1 a
2
i ).
In order to achieve translation, rotation and scale invariance, the classic distance function is
substituted by a pseudo-, semi- and quasi-metric. In case of semi-metric, the triangle inequality is
not required. Pseudo-metric does not require the identity of indiscernibles. For quasi-metric the
symmetry is not required. Pseudo-, semi- and quasi-metrics can be arbitrarily combined. The best
known semi-metric is the weighted Euclidean distance: d(a, b) =
√
(a− b)TA(a− b) where A is a
quadratic positive-definite matrix. Note that here the dimensions have different contributions to
the final score. If A is a diagonal matrix, then the diagonal elements define the importance of the
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corresponding dimensions. If A is the inverse covariance matrix derived from the set of training
vectors, the metric is called Mahalanobis distance. If vector a is substituted by a− µa and vector b
by b− µb where µa and µb are the mean vectors of the corresponding sets, and the cosine similarity
is utilized, the resulting metric is called Pearson correlation coefficient.
3.3.2 k-Nearest neighbor algorithm
The k-nearest neighbor (k-NN) algorithm [44] is an example of a practically successful non-
parametric classification technique, where the training degenerates to collecting of training samples
also called prototypes. The decision to assign a test sample to one or another class is made by
examining labels of k nearest prototypes and selecting the class containing the most number of
prototypes. The simplest modification of k-NN is the nearest neighbor (1-NN) algorithm. Here,
the nearest prototype determines the class of the test sample. The term “nearest” actually means
the “most similar”. The degree of similarity is given by a distance function as described above.
Since the simplest modification (1-NN) addresses only the best match, it is quite vulnerable
against outliers. With the growing number of addressed neighbors, the k-NN becomes more robust
against outliers. An important feature of the k-NN is that the outcome includes not only the class
label of the test sample but also the matching score representing the distance/similarity between
the test sample and the winner class. In case of 1-NN the matching score is the distance/similarity
to the best match. In case of k-NN the matching score can be either the normalized number of
matches within the winner class or the average distance/similarity to the matches within the winner
class.
Using k-NN, all training patterns must be permanently stored. In large scale applications with
a high number of training patterns for each object, the algorithm becomes expensive regarding
memory storage. On the one hand, this feature is often considered the main drawback of k-NN. On
the other hand, storing all training patterns enables independence from any assumptions about the
general data distribution as well as individual class distributions. Moreover, the k-NN algorithm
is flexible regarding the extension of class models meaning that class prototypes can be easily
extended by additional patterns requiring no re-training and having no influence on the algorithm’s
stability.
1-NN has a nice geometrical interpretation, namely the decision space is formed by Voronoi cells
[8]. Each cell is an attraction zone of the corresponding prototype (see Figure 3.18).
 
Figure 3.18: Voronoi cells
The nearest neighbor algorithm has very close relation to the Bayes classifier [51], which is
considered optimal from the probabilistic point of view. Since Bayes is a parametric classifier, it
requires knowledge about sample distributions within classes to extract the parameters of these
distributions. Assuming, the true values of parameters are known, the Bayes classifier decides
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for a class having the maximal probability to contain the test sample. In this respect, the 1-NN
is considered to be sub-optimal because its classification error is always higher than that of the
Bayes classifier. However, as shown in [55], when the number of prototypes approaches infinity, the
classification error of 1-NN is limited by twice the Bayesian error.
In k-NN, if the number of prototypes n approaches infinity and almost all prototypes contribute to
decision making (or to be more precise k approaches infinity as well), k-NN becomes asymptotically
very close to Bayes. This is formally shown in [55] and also proven that if the value n/k approaches
infinity, the classification error of k-NN converges to the Bayesian error. Hence, being in possession
of a high number of training samples well representing classes and using k-NN with relatively high
k guarantees the low classification error which is close to the optimal one. Due to this reason and
because of its simplicity and plausibility, k-NN is a favorable classifier in biometrics.
3.3.3 Neural networks and adaptive resonance theory mapping
Another technique, widely used for classification of biometric patterns, is a feed-forward neural
network with the back-propagation learning e.g. multilayer perceptron (MLP) [103]. Eleyan et
al. [61] show that MLP can outperform the nearest neighbor algorithm in the domain of face
recognition. However, MLP has several limitations such as an absence of clear semantics of internal
weights or the rule as to how many layers or neurons are required. The training of the network is
done in the off-line mode implying that all training samples must be collected prior to the training.
The cost function usually converges to a local minimum during back-propagation. Finally the
network can be either in training or in classification mode (stability-plasticity dilemma). So, MLP
does not have a mechanism to adaptively learn face appearances changing over time.
In an attempt to avoid the aforementioned limitations, Grossberg proposed in 1976 [91, 92] the
adaptive resonance theory (ART) as a family of neuronal networks which possess an incrementally
growing structure and provide stable on-line learning. The incrementally growing structure ensures
that all patterns presented to the network will be learned and compactly stored. Stable on-line
learning allows for adapting long time memory (LTM) weights of a network after each successful
classification. These two characteristics lead to solving of stability-plasticity dilemma [32] and
are very important for successful recognition of object patterns which are quite changeable over
time. Since ART has been invented by biologists, the terminology applied for describing machine
learning processes is very unusual and often abstruse. Sarle [215] gives interpretations of originally
used terms to make the theoretical concept comprehensible for computer science practitioners. For
instance, a cluster (or class) is addressed as “maximally compressed pattern recognition code” and
LTM is nothing else than cluster seeds (or prototypes). Moore [175] explains that an ART network
is in fact an iterative clustering consisting of two steps: being in possession of a training sample,
first, to find the most similar cluster and, second, to update the cluster’s seed towards the training
sample. In ART the first step is addressed as “attentional subsystem” and the second step as
“orienting subsystem”.
The basic ART architecture is introduced for unsupervised learning (clustering). By connecting
two ART networks using a mapping layer, the network gains the ability of unsupervised learning
(classification) where inputs of one network are associated with inputs of another. The combined
architecture is called ARTMAP for ART mapping. For pattern classification the simplified version
of ARTMAP is more appropriate. Here, the second ART network does not provide clustering but
directly receives class labels and delivers them to the mapping layer. The original ART1 network
is restricted to binary data. Fuzzy ART [33] is an extension of ART1 to handle continuous data
normalized to the interval [0,1]. The detailed description of the functionality is given for the
simplified fuzzy ARTMAP (SFAM) network [125].
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Formally, SFAM consists of two fully connected layers of nodes called F1 and F2, and a mapping
layer F ab connected to F2 through learned associative links. F1 is the input layer with 2M
nodes where M is the dimension of the input vector. F2 is the “competitive” layer with N nodes
representing clusters. A cluster is given by a single prototype: wj = (w1j , w2j , ..., w2Mj). All
F1-to-F2 connections are associated with real-valued weights wij ∈ [0, 1] : i = 1, 2, ..., 2M and
j = 1, 2, ..., N . The mapping layer F ab has L nodes representing the number of classes in the output
space. All F2-to-F ab connections are associated with binary weights wabjk ∈ {0, 1} : j = 1, 2, ..., N
and k = 1, 2, ..., L. Fuzzy ARTMAP (FAM) networks also operates with L1-norm |a|= ∑i ai
and fuzzy AND operator ∧ defined as (a ∧ b)i = min(ai, bi). Three parameters exist: the choice
parameter α > 0, the learning rate β ∈ [0, 1] and the vigilance parameter ρ ∈ [0, 1]. Figure 3.19
schematically demonstrates an SFAM network.
x = (x1,x2,…,xM)
…i
…j
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Figure 3.19: Simplified fuzzy ARTMAP network
Having training pairs (x, t) where x is a training data vector x = (x1, x2, ..., xM ) and t is a vector
of output labels t = (t1, t2, ..., tL), where only one element tK that corresponds to the target class K
becomes 1 and the remaining elements are 0. In the learning mode, training vectors are sequentially
presented to the network via input layer F1 and the corresponding class labels via mapping layer
F ab. SFAM operates as follows:
1. Initialization. No one of F2 nodes is committed, weights wij = 1 and wabjk = 0. Parameters α,
β and ρmax are set by user and ρ′ = 0,  = 0+.
2. Complement coding. A training sample x = (x1, x2, ..., xM ) of the dimension M is expanded
to the vector x = (x1, x2, ..., xM , 1−x1, 1−x2, ..., 1−xM ) of the dimension 2M . The vigilance
ρ′ is reset to its initial value.
3. Prototype selection. Input x activates neurons in F1 and is propagated through weighted
connections wij to F2. Activation of node j in F2 is determined by the choice function given
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by (3.21). The winner-takes-all rule is applied. Actually, vector x is successively compared
with vectors wj and the node j with the highest response (denoted as J) is activated.
J = argmaxj
(
|x ∧ wj |
α+ |wj |
)
(3.21)
The prototype vector wJ of the node J is propagated back onto F1 to perform the vigilance
test (given by Equation (3.22)). The test determines the degree of similarity between wJ and
x, and compares the result with the vigilance parameter ρ′.
|x ∧ wj |
|x| =
|x ∧ wj |
M
≥ ρ′ (3.22)
If the test is passed, then the node J is considered to “resonate” with an input. Otherwise,
the network resets the active F2 node and searches for another node J that eventually passes
the vigilance test. In case all F2 nodes do not satisfy the match criterion, an uncommitted F2
node becomes active and the network enters the learning stage (Step 5).
4. Class prediction. The mapping layer F ab, on the one hand, directly receives the class label
tK and, on the other hand, the active pattern form F2 is propagated to F ab via associative
connections wab by means of the prediction function given by (3.23).
Sabk =
N∑
j=1
δjw
ab
jk, δj = 1⇔ j = J (3.23)
where δi determine states of F2 nodes. The most active F ab node K = k(J) yields the class
prediction. If node K yields an incorrect class prediction, a match tracking signal slightly
raises vigilance (ρ′ = |x ∧ wJ |/M + ) to continue searching among F2 nodes (Step 3). The
search stops either if the node J that has previously learned the correct class prediction
K becomes active or if the vigilance reaches the limit ρmax and an uncommitted F2 node
becomes active with the succeeding learning (Step 5).
5. Learning. Learning input vector x implies updating prototype vector wJ if the winner node J
corresponds to the committed F2 node (see Equation (3.24)), or creating an associative link
to F ab if the winner node J corresponds to the uncommitted F2 node. A new association
between the J node in F2 and the K node in F ab is provided by setting wabjK = 1 where K is
the target class label for x.
wJ = β(x ∧ wJ) + (1− β)wJ (3.24)
The training stops after weights wij and wabjk have converged. If fast learning is chosen (β
=1), training patterns need to be propagated through the network only once. Otherwise,
several training epochs are required. The class prediction for a given test vector x is done by
performing Steps 2, 3 and 4 and associating x with the class K = k(J) that corresponds to
the activated node J .
Note the complement coding is required to normalize vectors and more importantly to solve the
“cluster proliferation” problem. As demonstrated by Moore [175] the noisy data invokes continuous
creation of new clusters, because cluster seeds are given by the minimum values that become less and
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less during a training finally approaching zero. With complement coding, prototypes automatically
contain low and high margins of the cluster and therefore can be imagined as hypercubes or boxes
[215]. In a two-dimensional case a hypercube corresponds to a rectangle. The vigilance parameter ρ
is a kind of similarity threshold determining the spread of samples within a cluster or rather placing
an upper limit on the size of each category box [215], the less ρ the greater boxes. The geometrical
interpretation of the class forming process is shown in Figure 3.20 and compared to that of k-NN.
 
 
 
Figure 3.20: Two-dimensional case for comparison of classification results of k-NN with city-block
distance in the top row (k=1, k=2, k=3, k=4) and fuzzy ARTMAP in the bottom
row (ρ=1.0, ρ=0.95, ρ=0.9, ρ=0.85)
The critical point of ART is that the class boundaries depend on the order of training patterns
generating scepticism about the statistical “consistency” of the approach [215]. Despite the apparent
inconsistency, FAM has been successfully applied for a number of applications in the domain of
pattern recognition. The most notable examples are 3-D visual object recognition [24] or texture
segmentation [18], as well as face recognition [9, 94, 231, 47]. However, FAM should not be applied
to noisy data because of the possibility of category proliferation [252].
3.3.4 Sparse network of Winnows
The sparse network of Winnows (SNoW) is a further architecture for incremental supervised learning
invented by Roth [31]. It can be seen as a multi-class classifier that is specifically designed for
high-dimensional sparse vectors.
The version of SNoW described here is a two-class classifier applied by Nilsson [180] for face
detection. Although SNoW is applied to binary input vectors it does not shrink the generality of
the approach, because any integer vector (addressed in image processing) can be easily transformed
to a binary vector using sparse binary representations of decimal numbers. An example of such
transformation is given in Figure 3.21. After transforming a K-dimensional L-bit vector to a binary
vector, the resulting vector becomes M = K · 2L dimensions.
For the formal description of the SNoW classifier let us introduce the training set of M -dimensional
binary feature vectors xk ∈ RM as xk = (xk,1, xk,2, ..., xk,M )T with the corresponding class labels
yk : yk ∈ {−1,+1}, k = 1, 2, ..., N . So the input of the classifier is a pair (xk, yk).
The SNoW classifier makes use of two lookup tables denoted as h+ and h−. Lookup tables
are the real-value vectors of the same dimension as the feature vector x. They can be generally
understood as class models or class prototypes. The heuristic used to estimate the probability
Pr(y = +1|x) ∼ Pr(x|y = +1) that the vector x belongs to the class ‘+1’ is ∑Mi=1 h+i xi and the
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Figure 3.21: 4-dimensional 2-bit vector is transformed to a sparse 16-dimensional binary vector
heuristic for the probability Pr(y = −1|x) ∼ Pr(x|y = −1) is ∑Mi=1 h−i xi. The decision to assign a
test feature vector to one or another class is made by comparing these heuristics. The higher sum
wins. Since x is a binary vector, the computation of the sum can be interpreted as the search in
the lookup table for features that are presented in the vector x. At the same time, the real values
from lookup tables determine the importance of features be assigning them weights.
Formally, the training of the SNoW classifier is the learning of the lookup tables h+ and h− from
the given training patterns. The learning is based on the Winnow update rule [150] and consists
of three steps: initialization, promotion/demotion and termination. Since tables h+ and h− are
learned simultaneously utilizing the same learning procedure, the learning steps are described only
for h+ without losing generality.
1. Initialization. Initially h+ is initialized with zeros: h+ = (0, 0, . . . , 0). The auxiliary vector
h+active is introduced to indicate the currently committed dimensions (features). This binary
vector has the same dimension as h+ and is also initialized with zeros: h+active = (0, 0, . . . , 0).
There are three training parameters that are set by a user: the threshold γ, the promotion
coefficient α > 1 and the demotion coefficient 0 < β < 1. Set the iteration t = 1 and begin
with Step 2.
2. Promotion/demotion. The principal idea here is that the table components providing a correct
decision are promoted and the table components providing a wrong decision are demoted.
The training pairs (xk, yk), k = 1, 2, ..., N are consecutively presented to the classifier.
a) Choose the first training vector xk, k = 1 and set the number of classification errors at
the current iteration t to zero: e(t) = 0.
b) Determine the uncommitted active features i : xk,i = 1 and h+active,i = 0. For these
features set h+i and h+active,i to 1.
c) If the dot product (h+ · xk) < γ and yk = +1 then the active table components are
promoted: h+i = αh+i for indices i that correspond to active features in xk(xk,i = 1) and
the error is incremented: e(t) = e(t) + 1.
d) If the dot product (h+ · xk) ≥ γ and yk = −1 then the active table components are
demoted: h+i = βh+i for indices i that correspond to active features in xk(xk,i = 1) and
the error is incremented: e(t) = e(t) + 1.
e) If k = N then go to termination (Step 3) otherwise take the next training vector
xk, k = k + 1 and go to Step 2b.
3. Termination. If e(t) = 0 or the number of iterations t has reached the predefined limit then
terminate the learning of the table h+. Otherwise the iteration is incremented t = t+ 1 the
learning is continued with the Step 2.
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If both lookup tables h+ and h− operate in the same domain, or to be more precise, the same
training vectors are used to learn both tables, then they can be replaced by the single lookup table
h : h = h+−h−, and the corresponding heuristic for the class selection of the test vector x becomes∑M
i=1 hixi > θ where θ is a decision threshold. The decision function f(x) of the SNoW classifier is
given by Equation (3.25).
f(x) =
+1 if
∑M
i=1
(
h+i − h−i
)
xi =
∑M
i=1 hixi > θ
−1 otherwise
(3.25)
SNoW seems to operate similarly to the nearest centroid classifier [83]. In fact, the class prototypes
given by lookup tables are consecutively updated towards new training vectors if they belong to
the same class and away from training vectors from another class. Properly defined promotion and
demotion coefficients guarantee that class prototypes converge to class means. However, incorrect
selection of these parameters can lead to the inconsistency of the classifier. It is interesting to
note that the same machine learning approach applied to classification of documents using tf ∗ idf
vectors is referred to as the Rocchio classifier [163].
3.3.5 Support vector machine
While FAM and SNoW are inferential or rather constructive approaches suffering from the deficiency
of a strong theoretical foundation and often criticized for statistical inconsistency, the support
vector machine (SVM) is based on mathematical models that are both theoretically well-founded
and geometrically intuitive [15]. Moreover, the approach is systematic, reproducible and properly
motivated by statistical learning theory. The theoretical background of SVMs is so-called Vapnik-
Chervonenkis (VC) theory which has been developed by Vapnik and Chervonenkis since the 1960s
and involves concepts such as: consistency of a learning process, convergence a of learning process,
generalization ability of a learning process, and constructing of learning machines (for more detail
see books of Vapnik [239, 240]). The first practical approach, however, is proposed in 1995 in the
paper of Cortes and Vapnik [43] and addresses binary pattern classification.
Generally, SVM relies on the principle of structural risk minimization, meaning that the optimal
separating hyper-plane is obtained as a trade-off between the empirical risk to misclassify a sample
and the complexity of the generated class models. This guarantees a high level of generalization.
Therefore, SVM is even effective for classification of high-dimensional data being in possession of a
small set of training samples. Furthermore, SVMs can solve linearly non-separable problems using
the kernel trick [2].
In order to formally describe SVM let us introduce the training set of M -dimensional feature
vectors xi ∈ RM as xi = (xi,1, xi,2, ..., xi,M )T with the corresponding class labels yi : yi ∈ {−1, 1}, i =
1, 2, ..., N where N is the number of training vectors. The training of the classifier is carried out
based on pairs (xi, yi). After training, the class of the test vector is determined by a linear decision
function f(x) = sign((w · x)− b) where the vector w determines the orientation of a separating
plane and the scalar value b determines the offset of the plane from the origin. Three concepts
form the basis of SVM: margins, duality and kernels.
Margins For two linearly separable classes the infinite number of hyper-planes can be found that
correctly separate class vectors (see an example for the two-dimensional case in Figure 3.22a. The
principal question is: what separating hyper-plane should be considered the “best” one?
In the SVM approach, the separating hyper-plane for two classes is determined exclusively by the
vectors lying on the boundaries (so-called support vectors) and the “bests” separating hyper-plane
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Figure 3.22: In a two-dimensional case a separating hyper-plane is represented by a line: (a) three
arbitrary selected separating lines; (b) separating line selected by SVM
is that one, which is maximally distant from support vectors of both classes. In other words the
separating plane maximizes the margin between classes and is located directly in the middle of the
margin (see Figure 3.22b).
Duality The problem of discovering the optimal separating hyper-plane is formulated as a quadratic
optimization problem with constraints that can be solved by well-known techniques [183]. There
are two mathematically identical ways to define the hyper-plane maximizing the between-class
margin. The first strategy is considering convex hulls of the classes and obtaining the separating
plane as a bisector of the line connecting the closest points of the convex hulls (see Figure 3.23).
 
Figure 3.23: Convex hulls and the optimal separating line
The closest points in two convex hulls can be found by solving the following quadratic optimization
problem:
1
2
∥∥∥∥∥∥
∑
i:yi=1
αixi −
∑
i:yi=−1
αixi
∥∥∥∥∥∥
2
−→
α
min s.t.
∑
i:yi=1
αi =
∑
i:yi=−1
αi = 1, αi ≥ 0, i = 1, 2, ..., N
(3.26)
An alternative strategy is the straightforward maximization of the margin between two parallel
supporting planes. A plane is considered to support a class if all points in the class are located
on one side of that plane. Geometrically, this procedure can be interpreted as pushing apart the
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supporting planes until they bump into the support vectors [15]. Formally, vectors labeled with
‘+1’ (yi = 1) can be described by the inequality (w · xi) − b ≥ 1 as well as vectors labeled with
‘-1’ (yi = −1) can be described by the inequality (w · xi) − b ≤ −1. The supporting planes are
given by equations (w · xi)− b = 1 and (w · xi)− b = −1 correspondingly. The margin between the
supporting planes yields 2/(w ·w) (see [239] for details). So, the problem of margin maximization is
equivalent to the minimization of the scalar product (w · w) with respect to the general constraint
yi((w · xi)− b) ≥ 1:
1
2(w · w) −−→w,b min s.t. yi((w · xi)− b) ≥ 1 (3.27)
Applying Lagrange multipliers αi and taking into account the Ku¨hn-Tucker conditions, the
optimization problem (3.27) can be modified to the following optimization problem [239] that is in
fact dual to (3.27) and equivalent to (3.26):
N∑
i=1
αi − 12
N∑
i=1
N∑
j=1
αiαjyiyj(xi · xj) −→
α
max s.t.
N∑
i=1
αiyi = 0 αi ≥ 0, i = 1, 2, ..., N (3.28)
Since (3.26) and (3.28) rely on the same support vectors, the solution of (3.28) is equal to the
solution of (3.26) and yields the normal vector to the plane w = ∑Ni=1 yiαixi. The threshold b is
determined by the support vectors [15].
If two classes are linearly non-separable, then the data points located on the “wrong” side of the
separating plane are added as penalties in (3.27):
1
2(w · w) + C
N∑
i=1
ξi −−−→
w,b,ξi
min s.t. yi((w · xi)− b) + ξi ≥ 1, ξi ≥ 0, i = 1, 2, ..., N (3.29)
and included as an additional constraint to the optimization problem (3.28):
N∑
i=1
αi − 12
N∑
i=1
N∑
j=1
αiαjyiyj(xi · xj) −→
α
max s.t.
N∑
i=1
αiyi = 0 0 ≤ αi ≤ C, i = 1, 2, ..., N (3.30)
Hence, the optimal separating hyper-plane not only maximizes the margin but also minimizes
error. Coming back to the convex hulls, there is a very intuitive interpretation of the error
minimization. By adding the aforementioned constraint (0 ≤ αi ≤ C) to the dual optimization
problem (3.26), the convex hulls are reduced in size. Selecting an appropriate threshold C, the
initially overlapped convex hulls become non-overlapped. This can be clearly seen in Figure 3.24.
This concept is addressed as constructing soft-margin separating hyper-planes [43].
Kernels However, there are situations when two classes cannot be sufficiently well separated by a
linear function. The most common example is illustrated in Figure 3.25a. Here, two-dimensional
space vectors of one class encompass vectors of another class. The classes cannot be separated by
a line. However, a quadratic function (e.g. circle) can perfectly separate these classes. Applying
higher-dimensional separating hyper-planes is equivalent to projecting data points into a higher-
dimensional space (e.g. sphere) and using a higher-dimensional separating hyper-plane (e.g. plane
instead of the line) as shown in Figure 3.25b. The general purpose is that in new higher-dimensional
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Figure 3.24: (a) An example of linearly non-separable classes (misclassified vectors are marked
by crosses); (b) overlapped convex hulls; (c) reduced convex hulls after including the
constraint 0 ≤ αi ≤ C
  
(a) (b) 
 
Figure 3.25: (a) An example where the linear discriminant function fails; (b) the same data points
projected onto the sphere
space the data points either become linearly separable or the number of wrongly assigned points
becomes low.
Formally, the projection into a higher-dimensional space is done by substituting the dot product
(xi · xj) in (3.30) by the generalized dot product in the Hilbert space also referred to as the kernel
function K(xi, xj). According to the Hilbert-Schmidt theory the kernel function is any symmetric
function satisfying Mercer’s theorem [239]. This simple trick is possible because the data points
are included into the optimization problem (3.29) exclusively as the dot product. Utilizing some
nonlinear function of data points θ(xi) in the place of data points xi implies the substitution of
the dot product (xi · xj) by the dot product (θ(xi) · θ(xi)) that is identical to the kernel function
K(xi, xj). In the literature [2], the substitution of the dot product by its generalized version is
referred to as the kernel trick. The optimization problem is then modified to:
N∑
i=1
αi − 12
N∑
i=1
N∑
j=1
αiαjyiyjK(xi, xj) −→
α
max s.t.
N∑
i=1
αiyi = 0 0 ≤ αi ≤ C, i = 1, 2, ..., N
(3.31)
and the decision function is constructed as:
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f(x) = sign
(∑
i∈S
yiαiK(x, xi)− b
)
(3.32)
where S is the set of support vectors.
The most commonly used kernels:
Name K(u,v) = 
Linear function (u⋅v) 
Polynomial function of dth degree ((u⋅v)+1)d
Radial basis function (RBF) exp(-||u-v||2/2σ) 
Two-layer perceptron sigmoid(η(u⋅v)+c) 
 
Concluding the description of SVM the procedure of learning and applying the classifier can be
formalized as follows:
1. Initialize the classifier by selecting two parameters: the constraint C in (3.31) as the trade-off
between maximizing the between-class margin and minimizing error obtained with the training
set and the kernel function with appropriate parameters.
2. Solve the optimization problem (3.31) discovering support vectors and optimal separating
plane.
3. Classify a test vector x using (3.32).
The most important characteristic of the statistical learning process is the predictability of the
misclassification rate arising with unknown sets of data points. Formally, it is called bounds of
the generalization error that is obtained as a function of the classification error with the given
training data. As shown by Vapnik [240], linear functions maximizing the between-class margin
minimize bounds of the generalization error. In other words, the wider margin guarantees better
generalization. In VC-theory it is called structural risk minimization. Moreover, the upper bound
can be calculated as a function of the number of training vectors, number of support vectors, radius
of the sphere containing the training vectors and in some sense by the dimensionality of the vector
space (see [240] for details). However, the size of the margin is not directly dependent on the
dimensionality. Hence, the high-dimensional data will not necessary cause overfitting.
Margin maximization can also be expressed in terms of the complexity reduction of the decision
function. According to Occam’s razor principle (see Subchapter 2.1.3) more simple decision functions
are preferred because complex decision functions have the capacity to very precisely fit the training
data and are therefore likely to provide poor generalization. Hence, it can intuitively be asserted
that the margin maximization automatically reduces complexity of the decision function because
a “skinny” separation margin can take many possible orientations and still strictly separate the
training data and a “fat” separation margin has a limited flexibility to separate the training data
[15].
3.3.6 Adaptive boosting
Boosting is a term describing the process of creating an ensemble of classifiers from resampled
data [197]. The basic idea is to use subsets of training data to train a bunch of subclassifiers (also
referred to as weak classifiers) and then combine them to a cascade (also referred to as a strong
classifier).
Formally, boosting is an iterative process creating three weak classifiers on each iteration. The
first classifier C1 is trained from a randomly chosen subset of training data. The second classifier C2
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is trained from the data representing the most informative subset defined by C1. It is required that
only half of the samples used to train C2 are correctly classified by C1 (another half is misclassified).
The third classifier C3 is trained from samples on which C1 and C2 disagree. The decisions of C1,
C2 and C3 are combined through three-way majority voting [197].
In other words, the resampling of training data is done to permanently focus on the most
informative training samples playing the major role in designing the decision function. This is why
the foregoing classifiers throw off the high number of correctly classified training samples (“easy”
ones) and the succeeding classifiers focus on misclassified samples (“hard” ones). This very intuitive
way of constructing separating hyper-planes is illustrated in Figure 3.26. The final strong classifier
is created by the recursive application of boosting. Schapire [216] proved that boosting can be seen
as the strict probably approximately correct (PAC) learning introduced by Valiant in [237].
h1
 
h1
h2
h1
h2 h3
 
Figure 3.26: 1st, 2nd and 3rd iterations of boosting
Adaptive boosting (AdaBoost) is an algorithm introduced by Freund and Schapire in 1995 [76]
which practically implements boosting and solves many previously unsolved technical complications.
Adaptive boosting is initially designed as a binary classifier to solve two-class problems, but in their
later publications Freund and Schapire [77, 78] present modifications of AdaBoost for multi-class
and regression problems.
The main idea of the AdaBoost algorithm is to assign a dynamic weight to each training sample
so that the samples are ranked according to their importance on the current iteration of the
learning process. Let us denote the weight of the ith training sample on tth iteration as Dt(i). In
the beginning, the weights are initialized with equal values forming a uniform distribution. On
each iteration of learning, the weights of misclassified samples are increased so that the “hard”
samples can be distinguished on the subsequent iterations and the succeeding weak classifiers put
emphasis on “hard” samples. The weak classifier ht can be any decision function associating the
input samples with one or another class ht : x → {−1,+1} with respect to the distribution Dt.
The most common example of the weak classifier is a one-level decision tree also referred to as
decision stump. Weak classifiers are ranked based on their classification error which is the sum of
weights of the misclassified samples. The parameter measuring the importance of the weak classifier
ht is denoted as αt. The value of αt gets larger as the classification error gets smaller. The final
step is the update of the distribution of weights Dt. The weight of training samples misclassified
by ht is increased while the weight of samples correctly classified by ht is decreased. This means
that the often misclassified samples gradually accumulate weights and the weights of correctly
classified samples approaches zero. The final hypothesis H is a weighted majority vote of the T
weak hypotheses where αt is the weight assigned to ht.
Let us give a formal description of AdaBoost. Given the training set of N vectors xi, i = 1, 2, ..., N
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with the corresponding class labels yi : yi ∈ {−1, 1} the training process can be formalized as
follows:
1. Initialize the sample weights by equal values: D1(i) = 1N , i = 1, 2, . . . , N
2. For t = 1, 2, . . . , T do
a) Train a weak classifier ht with respect to the distribution Dt,
b) Calculate the training error t of the weak classifier ht : t = Pr(ht(xi) 6= yi) =∑
i:ht(xi) 6=yi Dt(i). If t = 0 or t > 0.5, set T to t− 1 and break.
c) Assign the weight αt = 12 log
1−t
t
to the weak classifier ht,
d) For each sample i = 1, 2, . . . , N decrease the weight of the sample that has been correctly
classified and increase the weight of the sample that has been misclassified:
Dt+1(i) =
Dt(i)
Zt
×
{
e−αt if ht(xi) = yi
eαt if ht(xi) 6= yi
= Dt(i) · exp (−αtyiht(xi))
Zt
where Zt is a normalization constant, such that
∑N
i=1Dt+1(i) = 1.
The resulting strong classifier is given by H(x) = ∑Tt=1 αt∑T
t=1 αt·ht(x)
.
An important characteristic of AdaBoost is its immunity to overfitting. Intuitively, the high
number of iterations of boosting T leads to too precise fitting of training data and therefore to
high generalization error. However, as shown by Schapire et al. [217] generalization error is entirely
independent of T .
As shown in [79], AdaBoost described in terms of maximization of the between-class margin has
a very close relation to SVM. In AdaBoost the margin for the sample (x, y) is defined by:
y
(∑
t
αtht(x)
)
/
∑
t
αt (3.33)
where h(x) denotes the vector of weak classifiers (h1(x), h2(x), . . . , hN (x)) which generally
represents the instance vector. The weight vector is represented by the vector of coefficients
α = (α1, α2, . . . , αN ). In these terms the problem of margin maximization can be generally
formulated as:
max
α
min
i
(α · h(xi))yi
||α||·||h(xi)|| (3.34)
So, both approaches maximize the minimum margin on training samples and the only difference
is that SVM uses the l2 norms for both the instance vector and the weight vector, just as AdaBoost
uses the l∞ norm for the instance vector (||h(xi)||∞= 1) and l1 norm for the weight vector.
However, as explained in [79] the significant difference between SVM and AdaBoost is reflected
by the following aspects: (1) utilizing different norms can result in very different margins, (2)
computational requirements are different, and (3) a different approach is used to search efficiently
in high-dimensional space.
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This chapter addresses the design and implementation of the three proposed applications: seat
occupancy detection, discrimination of driver and passenger hands, and facial driver recognition.
This includes the introduction of application and operational scenarios, choice of type and position
of camera and active illumination sources, and the development of software components under
application constraints.
4.1 Vision-based seat occupancy detection
This section is comprised of the following subsections:
• Introduction
• Application scenario
• Operational scenario
• Acquisition system
• Illumination
• Computer vision approaches
• Template matching for empty seat detection
• Face as an identifier of an occupied seat
• Combination of the empty seat detection and face detection
• Evaluation objectives
4.1.1 Introduction
As mentioned in Chapter 1, the vision-based approach to seat occupancy sensing is the most
promising one among available sensing approaches regarding cost and versatility of use. The
development of an optical seat occupancy detection system is one of the key challenges of the
VisMes project, the joint project of the AMSL and Volkswagen Group Research. In the framework
of the project the Audi A6 Avant is retrofit with an omni-directional camera, five near-infrared
lighting modules, and a video capturing system. This hardware setup is used in this thesis as the
basis for the empirical performance evaluation of the proposed computer vision system.
According to the methodology proposed in Chapter 3, a vision-based automotive application con-
sists of five components: application scenario, operational scenario, acquisition device, illumination
modules and computer vision algorithms. These components are schematically illustrated in Figure
4.1.
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Figure 4.1: Components of the vision-based seat occupancy detection system
4.1.2 Application scenario
Seat occupancy detection is designed to support conditional airbag deployment (so-called smart
airbag). In case of an accident the airbag deployment must be prevented at unoccupied seats, seats
occupied by child restraint systems or children less than 66 lbs, and in cases in which a passenger
is out-of-position (OOP).
4.1.3 Operational scenario
The system begins to operate after the motor is started. The decision (occupied/not occupied)
has to be provided for all five seats and each camera frame. The system has to be the real time
system meaning that at each moment there is information about the seat occupancy. If the system
is unable to decide for a particular frame, the decision has to be adopted from the previous frame.
The system has to be able to work at day and night regardless of weather conditions.
4.1.4 Acquisition system
An omni-directional camera is mounted on the ceiling next to the windshield to simultaneously
observe all seats in the car passenger compartment. The applied camera is Sony RPU-C3522 that
has a CCD sensor and a 360-degree annular lens. The IR-filter is removed to enable capturing of
the reflected NIR wavelengths up to 1.0 µm. This is possible due to the photoelectric properties
of silicon which is the basic element of the imaging sensor. The frames are captured at a rate of
7.5 FPS with a resolution of 720 x 576 pixels. The camera frame contains two half pictures of a
passenger compartment located in top and bottom parts. Joined together these two parts represent
the complete 360-degree view of the passenger compartment (See Figure 4.2).
4.1.5 Illumination
Four NIR lighting modules are installed in the top of the door frames and one module in the
center of the ceiling. The exact positions can be seen in Figure 4.3. The wavelength of NIR LEDs
is approximately 850 nm. The combination of NIR modules and a NIR sensitive camera allows
operating at night.
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Figure 4.2: 360-degree view of the Audi A6 passenger compartment from the VisMes project
 
Figure 4.3: Experimental vehicle equipped with a 360-degree camera, five near-infrared lighting
modules and digital signal processing system (reprinted from [160])
4.1.6 Computer vision approaches
There are two fundamentally different concepts for seat occupancy detection addressed here. The
first one checks whether the seat is empty or not, and the second one looks for a face in the image
region assigned to the seat. Both approaches can only indirectly reveal the current seat state.
Empty seat detection provides no information about the occupancy type if the seat is occupied
whereas face detection cannot help to determine whether the seat is empty or occupied by an
object if no face is detected. So, the approaches complement each other detecting empty seats
and distinguishing between subjects and objects. The empty seat detection is based on advanced
template matching whereby the characteristic parts (templates) of an empty seat are searched
for in the corresponding seat areas [160]. In order to perform face detection three well-known
algorithms are challenged: the Viola-Jones algorithm [242], the algorithm of Kienzle et al. [127]
and the algorithm of Nilsson et al. [180].
4.1.7 Template matching for empty seat detection
Template matching can be considered a simplified case of statistical pattern recognition applied to
the small parts of an image in the framework of sliding window approach. The reference database
consists of one image referred to as template which is considered a simplified statistical model of
an object of interest. Classification degrades to the comparison of image blocks and the template.
Images are represented by pixel intensities meaning that feature extraction is omitted. Hence, the
success of template matching drastically depends on pre-processing, which is used to flatten out all
dramatic influences of non-uniform illumination to the appearance of objects.
As mentioned above, template matching utilizes sliding window approach. The window of
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particular size (say N × M pixels) slides across the image I. The resulting local blocks Rxy
(x = 1, 2, . . . ,W ; y = 1, 2, . . . ,H) are compared to the template T (of the same size N ×M pixels)
using normalized cross-correlation coefficients (NCCC) denoted as rxy. NCCC form correlation
matrix r. The lateral shift of the sliding window is usually chosen to be less than the linear size of
the window leading to the block overlap. Assume, the size of the original image I is w × h pixels
and the step in both directions is selected to be s pixels, the linear dimensions of the correlation
matrix r become W = w/s − N and H = h/s −M . Equation 4.1 provides the computation of
NCCC:
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(4.1)
where µT is the mean value of pixels from T and µR is the mean value of pixels from Rxy. Values
rxy are within the interval [-1,1]. Absolute values of rxy approaching 0 indicate no correlation
(dissimilarity of T and Rxy). In contracts, absolute values of rxy approaching 1 indicate high
correlation (similarity of T and Rxy).
The correlation matrix r can be interpreted as a two-dimensional surface over the original image.
The maximal peak on this surface indicates the location of the image block which is the most
similar to the template. The result of template matching is therefore the maximum value of the
correlation coefficient rmax = max(r) and its position (x,y) in the matrix r. Turning back to seat
occupancy detection, an empty seat is indicated if rmax exceeds the predefined threshold τ which is
set up manually or identified during the training of the system. Otherwise (rmax ≤ τ) the seat is
indicated to be occupied. In the following, the maximal correlation coefficient is referred to as the
matching score and denoted as Smax.
Template matching is computationally expensive because NCCC need to be computed in many
points of the image namely W ×H times. The computation of every single NCCC takes N ×M
operations. For practical reasons the selection of small templates is preferable.
The practical implementation of the algorithm begins with the selection of a reference frame of
an empty car passenger compartment. In this reference image, seat regions are marked: front left
(FL), front right (FR), rear left (RL), rear center (RC) and rear right (RR). Templates are selected
inside of corresponding regions, cut and permanently stored. Having coordinates of seat regions
and stored templates, the processing of video frames can be started. Based on the first frame from
the video stream the frame stabilization is done in order to reveal the displacement between the
reference frame and frames from the current video stream. Thanks to stabilization, the coordinates
of seat regions are adjusted to actual camera images. The search for an appropriate template
is provided only inside of the corresponding seat regions. The general workflow of the system is
illustrated in Figure 4.4. If the template is found, the seat is classified as empty, otherwise it is
classified as occupied without specifying the type of occupancy. In order to increase the robustness
of the system, in case all five seats are recognized to be empty, the adaptation of the reference
frame is provided and templates are refreshed.
Furthermore, three different template selection strategies are proposed: large template (A1),
small template (A2) and several small templates (A3). In particular, two small templates are
taken as an example. The template selection strategies are combined with two pre-processing
techniques: local normalization (B1) and edge detection (B2) complemented by the case of no image
enhancement (B0). In addition to combining pre-processing techniques and template selection
94
4.1 Vision-based seat occupancy detection
Reference image
Video stream
S
ta
bi
liz
at
io
n CutROIs
FL
FR
RL
RC
RRAdjusted 
ROI 
coordinates
C
ut
 te
m
pl
at
es
TFL
TFR
TRL
TRC
TRR
Template matching
Template matching
Template matching
Template matching
Template matching
empty/occupied
empty/occupied
empty/occupied
empty/occupied
empty/occupied
Pr
e-
pr
oc
es
si
ng
P
re
-p
ro
ce
ss
in
g
S
ta
bi
liz
at
io
n
S
ta
bi
liz
at
io
n
C
ut
 te
m
pl
at
es
C
ut
 te
m
pl
at
es
Pr
e-
pr
oc
es
si
ng
Pr
e-
pr
oc
es
si
ng
P
re
-p
ro
ce
ss
in
g
P
re
-p
ro
ce
ss
in
g
 
Figure 4.4: General workflow of the template matching approach
strategies, two approaches of matching score fusion are proposed: multi-algorithmic fusion and
temporal fusion. Generally, each seat can be processed individually meaning that different pattern
selection strategies, image enhancements and fusion methods can be used for different seats.
Frame stabilization
The stabilization has an objective to adjust the coordinates of the seat regions extracted from the
reference frame so that the seat regions can be properly located in the current video stream. It is
performed on the first frame from the video stream by aligning the center of the current video frame
to the center of the reference frame. It is assumed that video acquisition starts after unlocking a
door so that the first frame shows an empty car. The stabilization is based on template matching
as well. The steering wheel pattern is taken as a template. The selection of the steering wheel
is motivated by its stability, which guarantees that this pattern can be easily found even if it is
shadowed or partially covered. In modern cars the position of the steering column can be adjusted
by the driver. Therefore, the steering wheel pattern may have different relative positions in the
reference and the current frame providing false coordinates of the seat regions. This issue is beyond
the scope of this study whereas the test setup assumes the constant position of the steering column.
Figure 4.5 shows the steering wheel pattern and the stabilization results in the case of the rear left
seat. The coordinate shift is revealed from the matching of the steering wheel pattern and used to
adjust the coordinates of the seat regions.
Template selection
Basically, there are no strict rules for template selection. Due to the lack of expert knowledge,
there is no possibility to state in advance which size the template should have and where it should
be located. This is why our study has solely an experimental nature and proposes three exemplary
selected strategies to choose templates. It is only intended to reveal general tendencies regarding
the template selection strategy but not to find out the optimal size and position of templates.
The first strategy A1 is to select a large template having roughly the same size as the seat regions
as shown in Figure 4.6. This choice helps to avoid problems connected with inaccurate stabilization.
Even if the seat region is slightly shifted in the current video stream the major part of this region
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(a) (b) 
 
Figure 4.5: (a) Steering wheel pattern; (b) The dark squares denote the default location of the
steering wheel and the rear left seat in the reference image while the bright squares
denote the adjusted regions (reprinted from [160])
will match the template, surely under the condition that the seat is not occupied. In contrary, if
the seat is occupied by a person or by a large object, the major part of the seat region will not
match the template. However, this template selection strategy has a disadvantage of being highly
sensitive to illumination changes and lighting artifacts caused non-homogeneous illumination e.g.
shadows. Here, the lighting normalization during pre-processing is essential.
 
Figure 4.6: Local normalization B1 and large template strategy A1; seat regions in gray, templates
in white (reprinted from [160])
The next strategy A2 is to carefully select templates that are considerably smaller than the
seat regions as shown in Figure 4.7. The most significant advantage of this choice is that small
templates can be cut from the regions that are only slightly affected by the sun light coming from
windows. If the templates are selected to be small enough, shadows will likely cover the whole
template area having no harmful influence on the matching process. A disadvantage is that the
template can be theoretically found on the wrong position but having a very high matching score.
In order to avoid this kind of misdetection, two values generated by the template matching process
are incorporated into the decision making process: the matching score Smax and the difference
between the coordinates of the discovered pattern and the initial coordinates of the template. The
difference is calculated in terms of the Manhattan distance. The mutual matching score is an
average of Smax and the inversed distance value D.
 
Figure 4.7: B0 and small template strategy A2; seat regions in gray, templates in white (reprinted
from [160])
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The third strategy A3 is an extension of A2 using two templates per seat region as shown in
Figure 4.8. In this case the search process is done twice resulting in two matching scores for the
corresponding templates. The mutual matching score is the maximum value of both.
 
Figure 4.8: Edge detection B2 and two small templates strategy A3: seat regions in gray, templates
in white (reprinted from [160])
Pre-processing
Pre-processing has the goal to flatten out the artifacts caused by non-uniform illumination e.g.
shadows or flickering light. The proposed techniques are local normalization and edge detection.
Pre-processing is applied to both templates and seat regions. The absence of pre-processing is
referred to as B0 and used as a reference. Local normalization is denoted as B1. Figure 4.6 shows
an example of applying local normalization to the image of the car passenger compartment. The
formal description of local normalization and the rule to calculate the locally normalized image can
be found in Section 3.2.1. The alternative image enhancement approach B2 transforms image to
edges using the Canny edge detector [30]. The algorithm is described in detail in Section 3.2.1.
Figure 4.8 shows the result of applying Canny edge detector to the image of the car passenger
compartment.
Matching score fusion
The fusion of matching scores is proposed to improve the robustness of template matching performed
on one single frame or by one particular modification of the algorithm.
The multi-algorithmic fusion combines pre-processing techniques. In particular, for the fixed
template selection strategy matching scores are produced by template matching using different
pre-processing techniques. The mutual matching score is an average of the resulting matching scores.
The multi-algorithmic fusion is visualized in Figure 4.9 regarding one particular seat and the current
video frame i with no consideration of the temporal fusion. There are two combinations considered:
B1+2 and B0+1+2. The fusion strategy B1+2 combines matching scores of local normalization and
edge detection subsystems by creating an average matching score. The fusion strategy B0+1+2 also
incorporates the matching score of the reference approach with no pre-processing by also creating
an average.
The temporal matching score fusion operates with an average matching score over a particular
period of time. In our case eight successive frames, which correspond to the time period of
approximately one second, are taken as an example. The intuition behind the temporal fusion is
that it is very improbable that the algorithm makes incorrect decisions for several sequential frames.
In contrary, single false decisions are possible because of overexposed frames or interlacing artifacts.
Let S(i) be the matching score for the frame i of the particular seat. The fusion score Sf (i)
produced by the temporal fusion is given by Equation 4.2. Here, matching scores that are computed
by the system for the last nf frames are replaced by their average. The frame with an index i = 0
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Figure 4.9: Multi-algorithmic matching score fusion
is the first frame in the sequence.
Sf (i) =
1
min(i+ 1, nf)
min(i+1,nf)−1∑
k=0
S(i− k) (4.2)
The score Sf (i) indicates the seat occupancy state at the last frame of the sequence. The
experimental video streams have the frame rate of 7.5 FPS. The default value of nf is seven which
corresponds to eight frames and roughly one second.
The temporal fusion, applied to the locally normalized and edge frames, is denoted as BT1 and
BT2 respectively. The multi-algorithm temporal fusion of both pre-processing approaches B1 and
B2 is denoted as BT1+2.
4.1.8 Face as an identifier of an occupied seat
The detection of occupant faces is probably the most comprehensive way to determine if the
vehicle seat is occupied by a person. Moreover, the location of a face can indirectly provide further
information about the occupant, for instance body size or an eventual out-of-position situation.
The facial image also provides information about the gender and the age of a person.
The face detection system in a car is designed similarly to the template matching for empty seat
detection. After the frame stabilization, the seat regions (FL, FR, RL, RC and RR) are cut and
the face detection is accomplished in each region independently. The seat regions for face detection
are shown in Figure 4.10.
 
Figure 4.10: Seat regions for face detection (reprinted from [158])
Prior to face detection the general statistical model needs to be trained from face and non-face
patterns. The general face detection workflow is shown in Figure 4.11. The face detection module
returns an array of detected faces which are given by rectangles containing x and y coordinates of
the left-top corner, width and height. A seat is considered to be occupied if at least one face is
detected in the corresponding region.
The face detection algorithm can be freely chosen. The core objective of the proposed framework
is to challenge well-known and easily accessible face detection algorithms for their feasibility applied
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Figure 4.11: General workflow of the face detection approach
to our specific in-car images. A further objective is to find out whether face detection alone is
sufficient for reliable seat occupancy detection.
Viola-Jones object detector
The object detector proposed by Viola and Jones [242] is based on three basic concepts, which
makes the detection extremely rapid and robust:
• utilization of Haar-like features,
• selection of a limited set of critical features by means of boosting,
• combining critical features to the cascade classifier.
Haar-like features are named after Haar functions [98] which establish an orthonormal basis and
therefore any function can be approximated by their linear combination. Haar-like features can
be rapidly computed from the integral image. The integral image is an image where each pixel
presents the sum of the gray values of all pixels located in the upper left position regarding the
current pixel in the original image. The computation of the integral image is a very quick procedure
requiring only a few operations per pixel. Each Haar-like feature can be computed quickly at any
scale and location using a fixed number of operations.
Due to the fact that any sub-window of the image contains significantly more Haar-like features
than the number of pixels in this sub-window [242], feature selection is necessary. Therefore, the
second basic concept is the application of the adaptive boosting (AdaBoost) algorithm to select a
limited set of critical Haar-like features from a very large set of potentially useful Haar-like features.
For each single feature the weak classifier is trained. This classifier can be a simple threshold-based
decision (stump) or a degraded decision tree (CART). In each stage of the boosting process, the
best weak classifier is selected. The selection of a weak classifier implies the feature selection.
The third concept is the combining of critical features to the cascade classifier. After the learning
process, the major number of the available Haar-like features is excluded and only a very limited
set of important features is coupled to the classification cascade, which is called the strong classifier.
Combining features into a cascade structure allows focusing exclusively on promising regions of
the image rapidly excluding all irrelevant areas. In particular, all regions with a high miss-rate
regarding the important features are withdrawn from consideration in the very first stages of the
cascade. In contrary, the face-similar regions containing most of the critical features are passed on
to the further stages of the cascade.
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Notable practical work on analysis and implementation of the Viola-Jones algorithm has been
done by Lienhart et al. [146, 147]. The set of Haar-like features is extended by the set of 45-degree
rotated features, which can be rapidly computed in time comparable to the standard Haar-like
features. In addition, the empirical analysis of adaptive boosting methods shows that a Gentle
AdaBoost algorithm outperforms Discrete and Real AdaBoost algorithms in terms of detection
accuracy and computational complexity. It is also shown that small decision trees used as weak
classifiers, from which second and/or third order dependencies can be derived, may improve the
detection performance at a detection speed comparable to that of stumps used as weak classifiers.
The Viola-Jones object detector is implemented as a part of the Open Computer Vision Library
[115]. The library provides several cascades of Haar-like features for the detection of frontal and
profile faces. The cascades are trained based on 20x20 pixel images. This size is stated to be optimal
for face detection [146]. There are two cascades from the OpenCV package are used as a face model
for the search for frontal (haarcascade frontalface alt.xml) and profile (haarcascade profileface.xml)
faces.
Face detection algorithm of Kienzle et al.
As already outlined in the description of the Viola-Jones algorithm, rapid and accurate object
detection is performed in three basic steps. These steps include a quick extraction of meaningful
features, a quick and accurate classification and an optimized image scanning method.
It is firmly established in [127] that by using SVM, the plain gray values outperform Haar
wavelets and gradients in the domain of face detection, which motivates the use of gray values as
features for subsequent classification. For the classification, Kienzle et al. utilize the SVM which is
posed as the most feasible and even the most accurate solver of two-class problems. However, SVM
is computationally expensive. Since the decision boundary is defined by a set of boundary vectors
(support vectors) from both classes, the computational complexity primarily depends on the number
of support vectors. Burges [28] introduces a reduced set of support vectors that approximates
the complete set and therefore reduces the complexity of the decision function. This reduction
accelerates the classification by the factor of 10 to 30 if applied to the domain of image classification
whereby classification accuracy remains unchanged. In earlier works [28], the reduced set of support
vectors is found by unconstrained optimization. Kienzle et al. impose a structural constraint on the
synthetic points so that the resulting approximations can be evaluated via separable filters. This
enhancement significantly decreases the computational complexity while scanning large images,
which accelerates the rank deficient approximation of support vectors by the order of 4 to 6 as
compared to the unconstrained computation of reduced set vectors.
The frontal face model has been trained by Kienzle et al. from 13,331 manually collected face
images and 35,827 non-face images automatically cut from 206 background scenes. The size of
training images is 19× 19 pixels. The 1-norm soft margin SVM with a Gaussian kernel is used for
training.
Face detection algorithm of Nilsson et al.
The Successive Mean Quantization Transform (SMQT) proposed by Nilsson et al. [180] for features
extraction is an attempt to represent facial images insensitive to sensor variations and varying
illumination. The SMQT features are extracted from local areas of an image whereby the intensities
inside the area are replaced by the quantization value that is the closest to the mean intensity
of the area. It is asserted that after performing SMQT, features will be identical if initial local
regions have the identical structure. Images have identical structures if one image is biased by the
scalar value or is gained from an original image. The number of quantization levels and the size of
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local regions are variable parameters that can be fine-tuned for better detection performance. The
detailed description of SMQT is given in [180].
For the classification of local SQMT features, the extended Sparse Network of Winnows (SNoW)
is utilized. The SNoW architecture represents a sparse network of linear units over a common
pre-defined or incrementally learned feature space [256]. The learning policy is online and mistake-
driven. In order to classify the test samples, the network creates lookup-tables of face and non-face
patches which are updated in accordance with the Winnow update rule [150]. In order to accelerate
the detection process, the SNoW classifier is split up into sub-classifiers also called weak classifiers.
The weak classifiers are connected to the cascade, whereby the features included in the previous
weak classifier are automatically included in the next weak classifier. In this manner, the final
classifier includes all features and provides the lowest false detection rate. Depending on the
required detection accuracy, the number of weak classifiers in the cascade can be fine-tuned.
Nilsson et al. have trained the face model from the set of facial images collected using a web
camera. Right eye, left eye and the center point of the outer edge of the upper lip are manually
marked to extract 32× 32 pixel face patches. Approximately one million face patches are used for
the training process. The training set of non-face patches involves approximately one million items
which are randomly cut from a video collection containing no faces.
4.1.9 Combination of the empty seat detection and face detection
The combination of both approaches: empty seat and face detection allows not only to suppress
airbag on empty seats but also to suppress it for forward-facing child seats (FFCS) and rear-facing
infant seats (RFIS) and moreover to switch to low-risk deployment in case of small occupants.
Face detection
Template matching
OccupiedEmpty
PersonObject
Check face coordinates
Normal deploymentLow-risk deployment
No deployment
No deployment
Seat ROI
 
Figure 4.12: Combined approach for seat occupancy detection
The proposed approach firstly checks whether the seat is occupied using template matching
for empty seat detection. If the seat is recognized to be empty, airbag deployment is prevented,
otherwise the seat is classified as occupied and face detection is performed. If no face is found the
seat is considered to be occupied by an object and airbag deployment is also prevented. In case a
face is found, the body size of an occupant is estimated based on the face location. This process is
shown in the form of an activity diagram in Figure 4.12.
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4.1.10 Evaluation objectives
The experimental evaluation addresses the simplified version of seat occupancy detection identifying
whether a seat is empty or not. It is endeavored to reveal which pre-processing applied to
template matching provides better detection rates under uniform illumination and when non-
uniform illumination occurs. Another test objective is to reveal whether face detection can
substitute template matching claiming the face absence to be an indicator of the empty seat. For
this purpose three well-known face detection algorithms are challenged with same test samples as
template matching. Combining of template matching and face detection remains the issue of future
studies.
4.2 Visual distinguishing between driver and front-passenger hands
This section is comprised of the following subsections:
1. Introduction
2. Application scenario
3. Operational scenario
4. Acquisition system
5. Illumination
6. Computer vision approaches
7. Image stabilization
8. Motion-based hand segmentation
9. Texture-based hand segmentation
10. Hand detection
11. Evaluation objectives
4.2.1 Introduction
The idea to introduce a visual user discrimination system is derived from the VisMes project as
a meaningful addition to seat occupancy detection showing the versatility of an omni-directional
camera for the observation of a car passenger compartment [108]. Here it is shown that the same
camera can be used to maintain both systems simultaneously. However, the real car used in the
VisMes project is utilized outdoors implying uncontrolled lighting conditions. In order to simulate
particular lighting conditions and study the reaction of the system to these, the user discrimination
system has been completely reproduced in the car simulator (further referred to as AMSLator).
AMSLator includes a wooden frame with an integrated genuine dashboard, front seats, rear bench
seat, touch screen mounted to the center console, a monochrome camera and two near-infrared
lamps.
The development of the visual user discrimination system is done in accordance with the
methodology proposed in Chapter 3 and summarized in Figure 4.13. A designing of the system
is started with the introduction of application and operational scenarios. Then the appropriate
hardware components such as acquisition device and illumination modules are selected. Based on
the system in place, computer vision algorithms are chosen.
4.2.2 Application scenario
The user discrimination system is designed to distinguish between driver and front seat passenger
hands during the interaction with the dual-view touch screen. The experimental car of the VisMes
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Figure 4.13: Components of the visual user discrimination system
project has no dual-view touch screen. Hence, the initial motivation of user discrimination was
slightly different. The focus was on center console buttons and a MMI knob. Several buttons (e.g.
air conditioning controls) are duplicated for a driver and passenger. The new ability to distinguish
a between driver and passenger permits reduction of the number of buttons and thus lowering the
manufacturing cost. User discrimination becomes an indispensable feature for the MMI controller
which is, similarly to the dual-view touch screen, designed for cooperative usage.
4.2.3 Operational scenario
The camera has to permanently observe the center console area and the area between a driver and
passenger to indicate motion toward the ICP display. The decision whether a driver or passenger
is interacting with a touch screen (or MMI knob) must be made during the contact. The user
discrimination system may receive a signal indicating the contact from a controller area network
(CAN) bus. The decision is actually made at a particular moment of time for the current frame,
but it can be based on the sequence of several previous frames. In fact, the system needs to start
analyzing images before the contact occurs in order to track the moving hand. If the system is
unable to choose between a driver and passenger, the previous selection has to be taken. The user
discrimination is obsolete if a car is occupied only by a driver, so the system needs to work only if
both front seats are occupied. It is assumed that a driver and passenger do not interact with the
ICP simultaneously. In fact, dual interaction with the touch screen is possible, but the expected
reaction of the system in this case is ambiguous. Moreover, the analysis of overlapping hands is
beyond the scope of this work. The system has to be able to work day and night. This is why
the color-based skin segmentation is not suitable for automotive applications. Furthermore, user
discrimination should not be harmfully influenced by various pieces of clothes and gloves.
4.2.4 Acquisition system
The acquisition device of the first version of the user discrimination system is the same as used for
seat occupancy detection, namely a Sony RPU-C3522 camera with a CCD sensor and a 360-degree
annular lens, mounted on the ceiling next to the windshield of an Audi A6 Avant. The IR-filter
is removed to enable capturing of NIR images. Frames are captured at a rate of 7.5 FPS with
a resolution of 720 × 576 pixels. A camera frame consists of two parts: the bottom part shows
a 360-degree view of the complete passenger compartment and the top part shows an enlarged
section of the center console (See Figure 4.14a). The bottom part is a zoomed out version of those
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used for occupancy detection.
 
(a) (b) 
 
Figure 4.14: (a) Audi A6 Avant from the VisMes project; (b) AMSL car simulator
The second version of the user discrimination system makes use of an industrial camera (Imaging
Source DMK 31BU03.H) mounted in the same position but facing the area between a driver and
passenger. The position and the viewing angle are specified to capture the center console together
with the arms of a driver and passenger. An exemplary camera image can be obtained from Figure
4.14b. The camera has a monochrome CCD sensor and a standard 8mm lens. The camera has
no IR-filter, thus the whole spectral range from 400 nm to 1 µm can be acquired. The sensibility
diagram is shown in Figure 4.15. The camera operates at a rate of 30 FPS with an image resolution
of 1024× 768 pixels.
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Figure 4.15: The spectral sensibility of the CCD sensor installed in an Imaging Source DMK
31BU03.H camera
An objective pursued with the car simulator is the development of the credible evaluation concept.
For this purpose the touch screen has been integrated into the center console and synchronized
with the acquisition system. Thus, each interaction with the touch screen is automatically stored
and used as the ground truth for the identification of interactions.
The acquisition is organized as follows. After the start, interaction items are consecutively shown
on the touch screen in accordance with predefined protocol. The event sequences correspond to real
interactions (e.g. with a radio or navigation). At the beginning a driver and front seat passenger
align their seat positions. Then a driver adjusts the air conditioning and both driver and passenger
adjust the seat heaters. Afterwards a driver assigns a route in the navigation system. Finally, a
passenger selects a song in the infotainment system and adjusts the volume. Two types of interaction
items are used: buttons and slide bars. In order to let the system know who is currently interacting
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with the touch screen drivers have been instructed to touch only green items and passengers only
red items. All touch screen interactions are synchronized with the video stream and stored in the
log file along with the video. Events are documented with the timestamp regarding the recording
start. Figure 4.16 illustrates the acquisition workflow and shows examples of interaction items as
well as cuts from the events protocol and the log file.
# DefaultWorkflow
Start
#
…
#
### Klima Fahrer ###
1,450,688,500,Klima, true
1,100,110,300,Belueftung,true
1,300,110,300,aussen - innen,true
1,300,250,200,3,true
1,850,688,1000,zurueck,true
1,300,110,300,Temperatur,true
### Klima Fahrer Ende
…
### Lied Beifahrer ###
1,700,688,1000,Multimedia,false
1,450,0,300,SD-Karte,false
1,80,110,300,Musik,false
1,80,110,200,mp3,false
1,80,310,1000,Lied:blabla.mp3,false
1,200,688,300,Lautstaerke,false
### Lied Beifahrer Ende ###
…
### Sitzposition Fahrer ###
1,0,688,500,Setup,true
1,100,50,2000,Sitzposition Fahrer,true
1,100,50,4000,Profil laden,true
1,100,500,500,Person X,true
1,100,688,5000,uebernehmen,true
### Sitzposition Fahrer Ende ###
#
…
#
end
Capture Video & Driver-Passenger-Interaction
.avi and .txt-file created
workflow: DefaultWorkflow.txt
condition: Nacht mit IR 880 und 940
Ready to Capture:
filename: video1. avi/txt
Capture startet:
date: 2011_8_17
time: 15:55:19
Action:
0:0:151 Button vis
0:1:650 DRV down
0:1:906 DRV up
0:2:418 Button vis
0:3:426 DRV down
0:3:616 DRV up
0:5:633 Button vis
0:6:578 DRV down
0:6:700 DRV up
0:10:712 Button vis
0:11:578 DRV down
0:11:867 DRV up
0:12:371 Button vis
0:13:226 DRV down
0:13:395 DRV up
0:18:410 Button vis
0:20:866 CODRV down
0:20:996 CODRV up
0:21:499 Button vis
0:22:274 CODRV down
0:22:408 CODRV up
...
Capture complete:
time: 15:57:15
duration: 1:56:503
 
Figure 4.16: The acquisition workflow in the AMSLator: the display shows the predefined sequence
of interaction items, users interact with the touch screen and the resulted events are
stored in the log file along with the video stream (reprinted from [107])
4.2.5 Illumination
The illumination system of the first version of the user discrimination system was discussed in
Section 4.1.4. It includes four NIR modules in the top section of the door frames and one in the
center of the ceiling. The second version of the system implemented in AMSLator includes two
NIR lamps mounted on the ceiling very close to the camera. The lamps emit the wavelengths of
880 nm and 940 nm correspondingly.
4.2.6 Computer vision approaches
For the first version of the user discrimination system the straightforward method is suggested,
namely motion estimation in particular image regions. One region is assigned to a driver and
another one to a front seat passenger. If the amount of motion in one or another region exceeds a
predefined threshold the corresponding occupant is considered to interact with a control element.
The shape of a moving arm is derived from difference images. Such an image is the result of
subtracting successive frames in a video stream. If the difference between images is not significant
the preceding frame from the stream is applied to the subtraction. The difference images are
converted to the binary form using an adaptive threshold. The binary images undergo morphological
operations to improve the arm silhouette. The number of pixels belonging to the arm located in
the driver or passenger region indicates the amount of motion and consequently the active person.
In the second version of the system the motion-based approach is complemented by hand
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Figure 4.17: Image processing pipeline for motion-based user discrimination during interaction with
center console
segmentation based on texture information. A hand is assumed to be brighter than the background
under NIR illumination due to the reflection properties of the skin and the fact that an arm is
closer to the camera. Camera images are transformed to edge images using the Sobel operator (see
Subsection 3.2.1). The mean filter [86] is applied to suppress noise. The resulting images undergo
binarization with a fixed threshold. The principal direction of the binary silhouette of the hand
points out to the active occupant.
Further development of the user discrimination system is based on hand detection. The localization
and tracking of driver and passenger hands is done thanks to the Viola-Jones object detector. The
initial location of the active hand which is derived from the hand trajectory clearly indicates the
actor. Figure 4.17 illustrates the general workflow of the user discrimination system including all
three approaches.
4.2.7 Image stabilization
The stabilization of frames in the video stream is performed to determine the shift between the
current frame and the reference frame and to readjust the coordinates of the mask taken from the
reference image so that the mask matches the position of the center console area in the current
frame. This ensures that the masking process cuts exactly the required region of interest (ROI) for
subsequent processing. In videos from the VisMes project this ROI is the zoomed-in center console
region as shown in Figure 4.18.
The offset in ROI coordinates is derived from the template matching as it done in Section 4.1.6.
For the Audi A6 passenger compartment the template is the image of the display (see Figure 4.19a)
and for the AMSLator the template is the image of the emergency button together with the wheel
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Figure 4.18: (a) Raw camera frame; (b) Masking of irrelevant area; (c) Stabilization effort during
masking (reprinted from [108])
regulator to open or close the ventilator (see Figure 4.19c). The usage of these patterns is motivated
by their stable appearance under various illuminations. Hence, the templates can be easily found
even when the areas are shadowed. Moreover, these areas are very seldom covered.
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Figure 4.19: Template matching for the frame stabilization in both modifications of the user
discrimination system: (a) stabilization template for the Audi A6; (b) zoomed-in
center console region after stabilization, the gray rectangle would be in the position of
the white rectangle if no stabilization is performed; (a) stabilization template for the
AMSLator; (d) ROI after stabilization
While the stabilization result of the first setup (Audi A6) is the zoomed-in center console region
with the display in the middle of the image regarding the x-coordinate, the stabilization result
of the second setup (AMSLator) is the original camera frame that is slightly cropped so that the
driver and passenger regions have exactly the same size, whereby the division line is defined by the
template as shown in Figure 4.19d.
4.2.8 Motion-based hand segmentation
Motion-based hand segmentation is a simple and straightforward way to estimate the activity of a
driver and a passenger and then to select the more active one. However, the motion-based approach
relies on a premise that a hand is the only moving object within a center console region. Hence,
such an algorithm can be easily deceived by dynamic shadows often occurring in moving vehicles.
Nonetheless, in the first modification of the user discrimination system all experiments are provided
in the standing car so that dynamic shadows can be caused only by moving instances inside of
the vehicle. Note that in the motion-based system a moving shadow is the main source of false
decisions.
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Motion-driven hand shape extraction is based on the calculation of difference images. The
difference image is the absolute difference between the current frame and the reference frame which
is initialized by the first frame from the video stream. In order to address the varying illumination
the reference frame needs to be permanently adapted by its replacement to some fresh image from
the stream. Since a difference image is expected to represent silhouettes of moving objects, the
reference image needs to have significant difference to the current one. So, in case fast movement
occurs, the previous frame from the stream can be used as the reference. Contrary to this, in
case of relatively slow motion the previous frame exhibits very low difference to the current one.
This is why the frame buffer of eight sequential frames is collected and permanently updated by
withdrawing the least recent frame and adding the current frame. So, if the last frame in the buffer
exhibits significant difference to the current one, the last frame is taken as the reference. Otherwise,
the less recent frame from the buffer is checked for a significant difference and if it matches, this
frame is used as the reference. If no frame from the buffer fits this condition, the absence of motion
during the time period of one second is indicated. In this case the reference frame is reinitialized
by the first frame.
The difference images are converted into binary representations based on the adaptive threshold.
The adaptive threshold is calculated based on the Otsu algorithm [187] and has a drawback if the
difference image is flat, meaning that the smoothed histogram does not have well-defined peaks
but only a couple of local minima. In this case the threshold is often erroneously selected and the
whole image becomes constant. However, by ensuring that the significant difference is presented,
this situation becomes very improbable.
(a) (b) (c) (d) 
 
Figure 4.20: Motion-based hand segmentation: (a) difference image, (b) image after binarization,
(c) after area opening, (d) after filling the gaps (reprinted from [108])
In order to eliminate noise and fill gaps in the hand silhouette represented on the binary image,
two morphological operations are applied: ‘area open’ and ‘fill’ [86]. The area open operation
removes all regions smaller than 400 pixels. The fill operation finds and removes isolated gaps
inside of the silhouette. Figure 4.20 illustrates the hand-shape extraction process.
Based on the experimental data, two regions are determined. The first region is assigned to a
driver and the second to a passenger. If a driver or a passenger interacts with a console element,
the hand silhouette immediately appears in the corresponding region. Due to the region selection, it
is very unlikely that the passenger’s hand will appear in the driver’s region and vise versa. Motion
in a region is indicated if at least one active pixel appears. Figure 4.21 shows the regions for
driver/passenger discrimination together with some examples of segmented hand silhouettes.
Note that the system does not directly distinguish between driver and passenger hands, but only
detects the motion on driver and passenger sides. This motion is then interpreted as an interaction
with the center console. Frame-by-frame decision making is performed separately for driver and
passenger, thus facilitating a differentiation between four cases of interactions: driver interacts,
passenger interacts, both interact, no one interacts. A system that only distinguishes between driver
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Figure 4.21: (a) Regions to determine driver/passenger interaction; (b) Driver touches a console
button; (c) Passenger handles navigation touch screen; (d) Driver and passenger touch
center console buttons (reprinted from [108])
and passenger is not able to address third and fourth cases. In addition, the proposed algorithm is
able to detect the region in which the handled console element is located. These regions are shown
in green in Figure 4.21.
4.2.9 Texture-based hand segmentation
Further development of the user discrimination system is carried out in the AMSLator. In order to
simplify the user discrimination task and to avoid any ambiguities, it is assumed that a driver and
passenger do not interact with the center console simultaneously. Moreover, it is switched from
frame-based to action-based decision making which makes third and fourth cases from the previous
paragraph obsolete.
The discrimination algorithm combines the motion-based approach with the texture-based hand
segmentation. Each of the subsystems evaluates a current action and yields a matching score. A
matching score is a value within the interval [-1, 1]. The score -1 means that an action is initiated
by a driver. The score 1 indicates an action by a passenger. The values within the interval show a
tendency of an algorithm to decide for a driver or passenger. Zero indicates the situation in which
the algorithm is unable to make a decision.
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Figure 4.22: AMSLator screenshots: (a) original camera frame; (b) difference image; (c) edge and
direction analysis (reprinted from [159])
The motion detector calculates the number of active pixels in driver and passenger regions which
are denoted as Hd and Hp respectively. The motion identifier s1 is given by Equation 4.3. An
example of the difference image is shown in Figure 4.22b.
s1 = 1− 2Hd
Hd +Hp
(4.3)
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The second algorithm exploits the hand reflection under NIR leading to the fact that the hand
exhibits strong brightness difference to background when it is stretched toward the center console.
The segmentation begins with the edge detections using the Sobel operator. Afterwards, the mean
filter is applied to reduce the intensity of gray values in small regions which are supposed to be
not a part of a hand but rather elements of noise. Then the image is converted to the binary form
using a fixed threshold. The threshold is revealed from test samples. The resulting binary image
represents a series of disconnected blobs. In order to connect the blobs and to obtain the silhouette
of the hand, the morphological opening is performed. Then the ‘find contours’ operation is applied
to obtain a closed polygon of the detected object. If several polygons are detected, the filtering of
small polygons is performed until only the biggest polygon remains. The principal direction of the
minimal bounding box around the obtained polygon points to the occupant interacting with the
center console. The result of the described processing is visualized in Figure 4.22c. The direction
identifier s2 describes the angle between the principal axis of the bounding box d and the horizontal
line h and is given by Equation 4.4. The deviation of 45 degrees from h is considered to be maximal
so that the angle rises in the interval [−pi/4, pi/4] and the s2 become values from -1 to 1.
s2 = tan 6 (d, h) (4.4)
Finally, the identifiers si, i = 1, 2 are fused to the mutual score by means of forming an average.
The mutual score is then compared with the threshold τ . Exceeding τ designates that the system
chooses a passenger, otherwise a driver is chosen.
4.2.10 Hand detection
The motion-based approach and the angle-based descriptor do not lead to satisfactory user dis-
crimination. The third alternative proposed here is the direct search of hand patterns in gray-scale
camera images.
The most simple and plausible way for a pattern search is the template matching. Firstly, the
reference pattern is defined. Then, this pattern is searched for using the sliding window approach.
Namely, the window of a particular size slides across the image and the window content is compared
with the reference. The correlation coefficient is usually used as a similarity measure. If the
correlation value exceeds a predefined threshold, the pattern is considered to be found. However,
this technique has serious limitations in case of highly variable appearance of the searched pattern
caused by changing illumination. In this case, several templates have to be used meaning that
template matching evolves to the machine learning.
The Viola-Jones algorithm [242] is an example of an effective machine learning approach for
object detection. As already mentioned three concepts form the basis of this algorithm: Haar-like
features rapidly computed from integral image representation, feature selection by means of adaptive
boosting, and combining features into a cascade structure to focus on promising image regions and
to rapidly exclude irrelevant regions.
In order to train a cascade of Haar-like features for hand detection, the set of 1645 positive samples
(hands) and the set of 3049 negative samples (non-hands) are collected from training videos. Figure
4.23 shows several examples of positive and negative samples. Following the recommendations of
Lienhart et al. [146] the size of positive images is fixed to 20x20 pixels and the Gentle AdaBoost
algorithm is utilized for the training of the tree-based classification cascade with 15 stages. The
resulting classifier is able to detect hands stretched toward the center console.
As mentioned in Section 4.2.2 the user discrimination system must operate in real time meaning
that the decision whether a driver or a front seat passenger is currently touching the display has to
be made during the contact. In a real car the notification that the contact has happened and the
110
4.2 Visual distinguishing between driver and front-passenger hands
 
 
(a) (b) 
 
Figure 4.23: Training samples for the Viola-Jones hand detector: (a) positive, (b) negative (reprinted
from [107])
judgment of the discrimination system is required comes from the CAN bus. In the car simulator
this information is provided by logs collected during data acquisition. Logs include timestamps
of three events: display element becomes visible, hand down and hand up. Thanks to logs the
action-based processing and evaluation of interactions is possible.
Hand detection starts when a display element (button or slider) appears on the touch screen and
finishes during a ‘hand down’ event. The decision has to be provided before a ‘hand up’ event. So
the trajectory of the hand detected in the frame sequence between two events is obtained. The
positions of the first reliably detected hand and the last detected hand determine the directional
vector pointing to the active occupant. In fact, the y-coordinate of the first detected hand regarding
the central horizontal line is sufficient to identify the actor. The formal description of the direction
identifier s3 is given similarly to s2 as a tangent of the angle between the vertical line and the line
stretched from the center of the first hand region to the center of the last hand region. If both
hands are detected the distances between the center of the current hand region and the center
of the touch screen is calculated. The occupant with the shortest distance is determined as the
interacting one. Figure 4.24 visualizes this idea.
 
Figure 4.24: Distance calculation between the touch screen and the driver/front seat passenger
hand (reprinted from [107])
In order to reduce the number of misclassifications, caused by the regions falsely detected as a
hand, the motion-based approach calculating the amount of motion in driver and passenger regions
is applied prior to position-based decision making. In fact, false detections are usually brought
about by stable objects with an appearance similar to a hand. Therefore, these regions are found in
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the same location and there is no additional movement committed to these detections. Contrary to
this, hands moving toward the touch screen cause additional movement in the detected regions and
their surroundings. Thus, all stable hands are filtered as probable misdetections. In case no decision
can be reliably made based on the hand position, the amount of motion is used as a principal factor
for user discrimination. If the amount of motion in driver and passenger regions is similar and no
hand has been detected the system takes the decision made for the previous event. The decision
making process is illustrated in Figure 4.25. Note that three different motion thresholds τ1, τ2 and
τ3 are used depending on the result of hand detection.
Hand detection
0 > 0
Motion difference
< τ1 ≥ τ1
Driver Passenger
Check reliable hands
0 > 0
Motion difference
≥ τ2< τ2
Previous 
decision
Check activity
bottom top
Driver Passenger
Motion difference
≥ τ3< τ3
Check activityCheck position
bottom top
Driver Passenger
bottom top
Driver Passenger  
Figure 4.25: User discrimination based on motion and hand detection
4.2.11 Evaluation objectives
Since the dynamic non-uniform illumination is the main factor drastically influencing the recognition
performance of all computer vision systems, evaluation concentrates on varying illumination and
identifies changes in error rates of the proposed algorithms (motion-based hand segmentation,
texture-based hand segmentation and hand detection). Three tests are suggested. The first test
examines the necessity for active NIR illumination during daytime. The second test provides
an answer to the question, whether the algorithms have the same recognition performance at
different times of day (day, twilight, night). The third test covers strong lateral illumination evoking
overexposure and dynamic shadows.
4.3 Facial driver recognition
This section is comprised of the following subsections:
1. Introduction
2. Application scenarios
3. Operational scenarios
4. Acquisition system
5. Illumination
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6. Computer vision approaches (appearance-based vs. feature-based)
7. FaceART: face recognition system
8. Evaluation objectives
4.3.1 Introduction
Biometric driver recognition is an undisputedly valuable addition to the functionality of an
automobile. It can be used in various application scenarios which demand the individual adjustment
of automotive systems. Three examples of such applications are presented in Figure 4.26 together
with other components of a facial recognition system within a vehicle. The proposed components
reflect the designing methodology introduced in Chapter 3 and also include operational scenarios,
an acquisition device, illumination modules, and face recognition algorithms.
Computer vision approaches
-Appearance-based face 
recognition (FaceART)
-Feature-based face 
recognition (Luxand FaceSDK)
Acquisition system
-Low-cost analog CMOS 
camera
-Analog-digital converter
Active illumination
-NIR LED ring around 
camera lens
Application scenarios
-Biometric memory function
-Mandatory driver assistance
-Biometric anti-theft protection 
Operational scenarios
-Enrollment
-manual
-semi-automatic
-Single identification
-semi-automatic
-Permanent verification
-automatic
 
Figure 4.26: Components of the facial driver recognition system
4.3.2 Application scenarios
Three application scenarios are proposed to improve the comfort, safety and security of a vehicle.
The comfort improvement is achieved due to a biometric memory function implying that after driver
identification, the seat, steering wheel, rear mirrors, air conditioning and car radio are automatically
adjusted to a driver. Safety is gained through the mandatory driver assistance implying that after
the driver is identified, the engine power is restricted and driver assistance systems are compulsively
switched on for young and inexperienced drivers. Security increases thanks to biometric anti-theft
protection implying that the car ignition is blocked until a registered driver is identified.
Regarding driver authentication, the proposed applications differ only regarding the moment
when the authentication happens. The biometric memory function and the mandatory driver
assistance require single driver identification directly after getting into a car. The biometric anti-
theft protection (also referred to as biometric immobilizer) requires not only driver identification
directly after getting into a car but also periodic driver verifications when the car stops and any
door has been opened and closed again to prohibit driver substitution by an intruder. In case the
verification fails, the security system has to warn an adversary driver, force him to stop the car and
then block the engine.
A personal car is usually driven by family members and has, therefore, in most cases a very
limited number of drivers. In terms of biometrics it is called a low-scale application. Defining
the maximum number of drivers to be six, we keep space for a large family. Generally, there are
three major factors reducing the performance of face recognition systems: varying face rotation,
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non-uniform illumination and short-term face alteration. The first factor can be controlled by
an acquisition scenario while the next two factors have to be compensated by a face recognition
algorithm.
4.3.3 Operational scenarios
Each biometric application consists of two principal stages: enrollment and authentication. During
enrollment the reference data of potential users is collected and stored in a database (further
referred to as reference database). During authentication an unknown biometric sample is matched
against reference data aiming at determining the originator of this sample.
Regarding enrollment, several important questions arise:
• When and where is the registration of a new driver allowed?
• Should the registration be supervised and if yes who is admitted as supervisor?
• How many and what camera frames should be captured to reliably form a face model and
can a single camera frame be sufficient?
Regarding authentication, those questions are:
• When does a driver have to be authenticated?
• Only once or repetitively?
• In fully automatic or in interactive mode?
• Which recognition performance can be considered sufficient?
The practical implementation of a driver recognition system implies answering all these questions.
Secure vs. convenient enrollment
In order to answer the first and second enrollment questions, two security levels of driver enrollment
are proposed: high-level security and low-level security. The high-level security permits the
enrollment exclusively at a trustworthy location for instance an authorized sales office or car repair
shop supported by a qualified/certified salesman or repair shop mechanic. A supervisor instructs
a new driver to take a required position for reference shots and manually controls their quality.
Since the driver registration precedes the first ride, at least one driver (e.g. car owner) needs
to be registered directly after the car purchase in a sales office evoking no limitation regarding
the convenience. However, the enrollment of further drivers requires visiting an auto repair shop
significantly reducing the convenience. Nonetheless, this restriction guarantees the high quality of
reference data and, therefore, high reliability of subsequent driver authentication. The low-level
security implies sacrificing security to increase convenience, namely permitting the registration of
new drivers any time and everywhere. The car owner or even any registered driver gets admission
to start and manage the enrollment. In this case the level of security is different depending on how
many persons are admitted to start the enrollment. The supervisor must be aware of security risks
committed to the penetration of wrong or low quality images into a biometric template and must,
therefore, manually filter the reference data. Another security risk is that an admitted driver can
be forced to start the enrollment of an adversary.
The enrollment can be provided in manual or semi-automatic modes. While the manual registra-
tion requires that a new driver be instructed by a qualified supervisor to provide required actions
(e. g. head rotations or head inclinations) for camera shots and manually controls the quality of
captured images, the semi-automatic or interactive registration implies that the car instructs a
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new driver to take an appropriate position for a shot and automatically controls image quality.
The automatic mode implies that the registration is done transparently so that drivers do not
even get noticed. In fact, there is no need for automatic enrollment because this process has to be
initiated by a third party (car owner, admitted driver). However, the update of biometric data in
the reference database can be done automatically to avoid the periodical reenrollment. The third
enrollment question will be answered by experiments comparing recognition performances after
manual/semi-automatic enrollment/authentication modes are combined, as shown in Table 4.1.
Single driver identification vs. permanent driver verification
Referring back to driver authentication, two operational scenarios are proposed: single driver
identification (SDI) and permanent driver verification (PDV). Single driver identification takes
place directly after getting into a car and prior to engine ignition. Since it happens only once,
there is no need for transparent automatic identification. The system can ask the driver to look
at the camera and therefore can guarantee capturing frontal faces. In contrast, permanent driver
verification implies the regular capturing and matching of a driver face either after a certain period
of time or after each door closing. Permanently asking a driver to look at the camera can be
very annoying, thus only automatic verification without notifying a driver is suitable. So in my
consideration, the SDI is equal to the semi-automatic authentication (supports biometric memory
function and mandatory driver assistance) and the PDV is equal to the automatic authentication
(supports biometric immobilizer).
Table 4.1: Evaluation of operational scenarios for biometric driver recognition
Operational scenario 
Name Enrollment Authentication 
Enrollment  
from one  
frame 
Expected  
recognition  
performance 
Note 
SDI-sec. Manual Semi-auto. Yes High 
Frontal faces in 
reference and test 
samples 
SDI-conv. Semi-auto. Semi-auto. No High/Moderate Frontal faces in test samples 
PDV-sec. Manual Automatic No Moderate Frontal faces in reference samples 
PDV-conv. Semi-auto. Automatic No Low No frontal faces are guaranteed 
 
The essential difference between manual and semi-automatic enrollment is the human driven
control of the image quality and the possibility of the prompt reenrollment in case the face model
seems to be inappropriate. So, the manual enrollment suffers convenience in aid of security (‘-sec.’
addition to the name of the operational scenario). Semi-automatic enrollment, in contrast, invokes
risks connected with the possibility of incorrectly generated face models. Here, security is suffered
in aid of convenience (‘-conv.’ addition to the name of the operational scenario).
The semi-automatic authentication makes the system more reliable but less comfortable compared
to an automatic one because of the need for driver interaction. Admittedly, the semi-automatic
authentication can be equally well provided using fingerprints.
One technically interesting question is whether the enrollment can be carried out from only one
accurately selected frame or whether it requires several frames with different face appearances. It
is asserted that the single frame can be used only in case the reference frame is accurately selected
during manual registration and the premise that a driver correctly poses his face with a neutral
expression during the semi-automatic authentication.
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4.3.4 Acquisition system
For the purpose of face monitoring and facial driver identification an experimental system has
been implemented in a conventional vehicle Opel Vectra B. The low-cost color CCTV camera with
380 TV lines is mounted on the dashboard facing the driver’s face through the steering wheel
aperture. An analog-digital video converter shrinks the frame resolution to 480x360 pixels and
delivers a digital video stream to a CarPC at the frame rate of 25 FPS. The camera has a CMOS
imaging sensor and a standard 3.6 mm lens. Thanks to a CMOS sensor the imaging system does
not suffer from the blooming effect. The ultra wide-angle lens enables acquisition of a wide area and
guarantees that the driver’s face is unlikely to get out of the view range. The camera includes no
IR-filter and therefore enables image acquisition at night having an active IR illumination. Figure
4.27 shows randomly chosen frames. The resolution is intentionally selected so that a localized
face rectangle usually does not exceed 100x100 pixels. Formally speaking, these images cannot be
considered as biometric data and are not appropriate for large-scale applications. Hence, the data
leakage from the reference database will not lead to identity theft.
In contrast to two formerly proposed applications (SOD, UDIS) where the camera position
is undisputed, the position of a camera for facial driver recognition can vary. In fact, since the
prospects for the camera integration go widely beyond the facial driver recognition the camera should
simultaneously serve as many automotive applications as possible. However, the most versatile
omni-directional camera, which is proposed for the SOD and enables simultaneous observation
of all passengers, shows very low face detection rates and cannot be suggested for facial driver
recognition. In fact, the capturing of frontal faces is of crucial importance for reliable face detection
and recognition. Several authors install a camera on the side of the steering wheel resulting in
sideway facial views [229, 253] or above the steering wheel [82, 116], which eventually distracts a
driver. Locating the camera in the dashboard behind a steering wheel (or on the steering column) is
probably the best solution. In this case the frontal view of a face can be observed most of the time
through the steering wheel aperture [142]. The seldom occurring obstructions caused by the rotated
steering wheel do not diminish recognition performance because these moments are irrelevant from
safety and security points of view and can be ignored. The wide-angle lens is an indispensable
component regarding the short distance between the camera and a face. Theoretically, this camera
setup may support the eye closure estimation for drowsiness recognition. Practically, the much
higher resolution and another lens are required to provide high-quality images of the eyes.
4.3.5 Illumination
Additional illumination modules are necessary for operating at night. Due to the fact that the
artificial light in a visible spectrum can distract a driver, light sources must operate in an invisible
spectrum. The only imperceptible harmless waves that can be captured by an imaging sensor are
NIR waves within the span of 800 to 1000 nm. There are two ways of positioning illumination sources.
Several diffusive lighting modules can be mounted on the ceiling of the passenger compartment, or
the directional light source can be settled behind the camera facing the driver’s face. The second
choice is preferable because of the uniformly illuminated face and the effect of bright pupils, which
is very useful for robust eye detection [122]. In particular, the camera body includes a ring of
30 NIR light-emitting diodes (LED) around the camera lens (see Figure 4.28). The wavelength
emitted by the diodes is approximately 850 nm. The NIR lamp operates not only at night but also
during daytime to flatten out strong lateral illumination.
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Figure 4.27: Randomly chosen frames from the experimental car Opel Vectra B
4.3.6 Computer vision approaches
Automatic face recognition (AFR) has a long research history of more than 40 years. The AFR
approaches can be considered mature for practical usage however not for large-scale applications.
There are commercial AFR systems integrated into login tools of operational systems [148], social
networks [167], casino cheater recognition software [27] etc. It is very hard to compete with such
systems developed and optimized by dozens or hundreds of engineers. Modern academic AFR
systems have recently reached a very high level of recognition performance as well [236]. This can
be seen in results of competitions between academic systems e.g. Face Verification Competition
carried out on the XM2VTS database [165, 171, 169]. The competitions for commercial systems are
organized by the National Institute of Standards and Technology (NIST) and called Face Vendor
Recognition Test (FRVT) [81]. Tests are carried out on the FERET database [193]. The algorithms
are usually tuned to perform well with standard databases leading to very impressive classification
rates during the competition. Although the organizers of competitions endeavor to provide
large datasets and plausible test protocols in order to reach statistically significant recognition
performance, the real-life performance may drastically differ. The recent comprehensive overviews
of standard face recognition technologies are provided in [118, 39]. Despite the broad variety of face
recognition approaches grouped according to the input data (2D, 3D), feature extraction algorithm
(holistic, analytic, hybrid), classification algorithm etc, the basic categorization of AFR methods
transforms into the contradistinction of appearance-based (holistic) and feature-based (analytic)
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Figure 4.28: NIR camera mounted to the dashboard of the experimental car
approaches [153] compared in Table 4.2.
Table 4.2: Comparison of appearance-based and feature-based approaches for face recognition
Important criteria Appearance-based approaches Feature-based approaches 
Demand for high-quality 
images 
No Yes 
Demand for supervised 
enrollment 
No Yes 
Learn from one image No Yes 
Rotation invariant No Partially 
Illumination invariant No Partially 
Commonly used 
algorithms 
Eigenfaces (PCA),  
Linear discriminant analysis 
(LDA) 
Elastic bunch graph matching 
(EBGM) 
 
Clearly, feature-based methods are more reliable in terms of recognition performance, but have
serious demands on data quality and are computationally more expensive. Talking about the
enrollment from a single frame, an employment of a feature-based method is the only feasible way
to achieve the convincing recognition performance. Nonetheless, the demands on the acquisition
process should be similar to taking biometric photos for travel passports. The demands are listed in
the standards ANSI INCITS 385-2004 and ISO/IEC 19794-5-2005, and imply strongly supervised
process (incl. a high-end camera, a high-resolution image, uniform illumination and an exactly
frontal face). This is hardly implementable in a car. Without the fulfillment of the mentioned
demands the facial landmarks cannot be reliably found, drastically reducing the recognition
performance. Appearance-based approaches are more flexible regarding the quality of captured
data. Aiming at the implementation of a low-cost system, we have at our disposal only low-price
cameras and, therefore, theoretically appearance-based face recognition seems to be preferable.
I started research with the concept that the classification approach is the most important part
of the face recognition system. If appropriate pre-processing is done, there is no need for feature
extraction because a face is perfectly presented by pixel intensities. In fact, if the face size is not
large (say 50x50 pixels) and a low-scale application is addressed (say less than 10 users) then indoor
face recognition works well even using the nearest neighbor classifier and the more sophisticated
classifiers excluding outliers provide comfortable recognition performance. If the face size becomes
relatively large (say 200x200 pixels), then a dimension reduction is required e.g. by means of PCA.
In case the number of users increases, a sophisticated classifier becomes indispensable. In a first
concept I have proposed a Fuzzy ARTMAP neural network as an almighty tool for classification
of facial patterns which has an adaptive structure permanently modifying the network weights
to better classify the altering patterns. I assert that Fuzzy ARTMAP theoretically outperforms
MLP and the nearest neighbor classifier. I have implemented all these concepts in FaceART face
recognition software. However, tests on large-scale databases e.g. XM2VTS (see Section 5.3) have
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shown that FaceART cannot compete even with the modern academic face recognition systems
[161]. This is why I was disappointed in the first concept, finished the development of FaceART,
and switched attention to a second concept proclaiming features to be the most important.
Declaring features to be more important than a classifier has a rather theoretical basis. In fact,
regarding Duda et al. [55], the nearest neighbor rule does not deliver the classification error more
than twice that of the Bayesian classifier which is the optimal classifier from the probabilistic point
of view. Moreover, the classification error of the k-NN classifier approaches those of the Bayesian
classifier when the number of training samples is significantly higher than the number of classes.
So, in case the expected classification error is for example under 1%, it does not matter which
classifier is applied. The error variance of different classifiers will be marginal, which has also been
proven in tests. So using e.g. linear SVM as a classification approach minimizing the structural
risk should be sufficient to achieve high recognition performance assuming the features are well
selected and the relatively high number of uniformly distributed training samples is provided.
Surely, feature selection can significantly improve appearance-based approaches selecting for
instance the more important eigenfaces. Be advised that eigenfaces are sorted based on the
information amount and not based on their discrimination power regarding the presented classes.
However, the feature selection helps here only under the assumption that the pixel intensities
represent faces well. Moreover, sophisticated classifiers include feature selection. They generate
as many features as possible and consecutively sort them removing all insignificant ones. In fact,
pixel intensities do not represent faces well, so that the expert knowledge is required to determine
important face components manually, transmit this information to an algorithm, and provide
the logic how face components are collocated. And exactly this task is done by feature-based
approaches.
The implementation of a feature-based face recognition system is beyond the scope of this thesis.
It was not necessary because of accessibility of well implemented and quite successful commercial
systems. In fact, the development of a new face recognition system was never the objective of this
thesis. The objective is to find out if automatic face recognition can be successfully integrated into
a car and to determine the implementation constraints and general limitations. So, in order to test
both appearance-based and feature-based face recognition concepts, one academic AFR system
based on PCA and one commercial AFR system based on fiducial points are examined in the car
passenger compartment and compare recognition performances.
As a proponent of appearance-based approaches, the FaceART face recognition system, which I
developed in 2006-2007 at the University of Magdeburg [161], is addressed. In the most sophisticated
operating mode, the localized and normalized facial images are represented by coefficients of PCA
transform and classified by a fuzzy ARTMAP neural network. This system will be addressed
later in detail. As a proponent of feature-based approaches, I have selected the Luxand FaceSDK
[155]. This AFR system is available on the market at a reasonable cost and has a very respectable
recognition performance with common face databases. The developers have tested it with the
FERET database [193] and my personal tests have been carried out with the XM2VTS database
[170] (see Section 5.3). The software contains face detection and face recognition functionality. In
the examined version 2.0, 40 fiducal points (eyes, eyebrows, mouth, nose, face contour) are localized
on a face and used for forming the biometric template (see Figure 4.29). Head rotations cause
affine transformation of the geometric face model and therefore elastic modifications in the point
structure rendered on the visible plane. The system is declared to be robust against ±30 degrees
in-plane rotation and ±10 degrees out-of-plane rotation.
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Figure 4.29: Fiducial points and face rectangle localized by Luxand FaceSDK
4.3.7 FaceART face recognition system
The FaceART is organized as a standard biometric system consisting of enrollment and authentica-
tion procedures. The first collects reference biometric data of users and the second compares query
samples with user templates. The general workflow comprises four basic modules: acquisition,
pre-processing, feature extraction and matching. The software is implemented in C/C++ under
Linux making use of the OpenCV library [115].
Acquisition
The input data of the acquisition module can be provided in form of an image, a list of images, a
video stream from a file or a camera video stream. The output data is a grayscale image of limited
size. Large images are automatically reduced in size prior to pre-processing.
Pre-processing
Pre-processing includes three steps: face localization, light normalization and masking. Light
normalization is performed by the best-fit plane (BFP) subtraction and subsequent histogram
equalization. Masking hides background parts usually appearing in the corners of a face image.
The processing chain is visualized in Figure 4.30. The output of the pre-processing module is a
cropped face image of 50x50 pixels.
  
(a) (b) (c) (d) 
 
Figure 4.30: Face normalization: (a) original; (b) after BFP subtraction; (c) after histogram
equalization; (d) after masking
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Feature extraction
In the simplified version feature extraction is omitted and the normalized face image is used as
a feature vector. The two-dimensional image is line-wise written to a one-dimensional array so
that 50x50 pixel image becomes 2500-dimensional vector. For the reduction of dimensionality the
PCA can be applied to transform face images to eigenfaces decomposition coefficients as described
in Section 3.2.3. The insignificant dimensions can be reduced by determining the maximum
dimensionality or by determining the amount of information that can be sacrificed. The output of
the feature extraction module is a feature vector of predefined size.
Matching
The fourth and last module is matching. Here the test feature vector is classified using k-NN or
Fuzzy ARTMAP. The matching can be provided either in verification or in identification mode.
In case of verification the result is a matching score representing the dissimilarity between the
test sample and the template. In case of identification the result is a rank list of users with
corresponding matching scores. The k-NN applies majority voting rule as described in Subsection
3.3.2 so that the matching score is a percentage of neighbors in the particular class. This value
rises in the interval [0,1] and can be considered as a membership likelihood. The ARTMAP
network substitutes the reference storage and matching algorithm as it illustrated in Figure 4.31.
The detailed description of the fuzzy ARTMAP is available in [33] and also briefly presented
in Subsection 3.3.3. In FaceART the network is used as a black box with only one controlling
parameter - vigilance ρ ∈ [0, 1], which controls the degree of code compression. The lower value
implies more compact class representation. In particular, ρ describes how well the model fits the
training vectors. Low values lead to immoderate generalization and high values lead to overfitting.
In the marginal case ρ = 0 each class is represented by the only one node and the network operates
similarly to the Naive-Bayes classifier. In contrast, if ρ = 1 then each training vector obtains a node
and the network degrades to the nearest neighbor search with a scalar product as the similarity
measure. The network is trained using fast learning. The classification result of the ARTMAP is
the set of likelihood values reflecting the membership in registered classes. A likelihood value is
within the interval [0,1] and the sum of all likelihood values returned for a test sample is 1.
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Figure 4.31: (a) Standard workflow of an automatic face recognition system; (b) The workflow
modified by addition of ARTMAP network (reprinted from [161])
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The FaceART can operate in one of four matching modes. In the first mode test face images are
collected and directly matched with reference face images. The comparison is done by means of one
of the three p-norms (p=1, 2 and ∞) or by cross-correlation between the clipped central part of the
test face image and reference face image. The classification of test samples is done by means of the
k-NN classifier. The second mode extends the first one by integrating the ARTMAP network for
the classification of raw face images. In the third mode the raw face images are substituted by the
coefficients of eigenfaces. The comparison of reference and test vectors is done in the same manner
as in the first scenario except for the cross-correlation option. The comparison is extended by
means of the Mahalanobis distance. The classification of test samples is performed with the help of
the k-NN classifier as well. In the fourth mode, which is the most sophisticated one, the ARTMAP
network is learned from the coefficients of eigenfaces. Figure 4.32 schematically illustrates all four
matching modes. The dashed line in the diagram means that eigenfaces can be calculated based on
the reference database (or provided by an external application that is not shown in the diagram).
However, the eigenfaces used in this evaluation are derived from reference images.
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Figure 4.32: General structure of the FaceART framework with four matching modes (reprinted
from [161])
4.3.8 Evaluation objectives
The evaluation of the proposed face recognition algorithms (FaceART, Luxand FaceSDK) is
performed in two stages. At first, the reference recognition performance is determined based on the
XM2VTS database using the Lausanne protocol [154]. For the FaceART, the optimal matching
mode along with the corresponding parameters is revealed. Secondly, the recognition performances
of both systems are determined in the experimental vehicle with OpelDB database. Four operational
scenarios are addressed: SDI-sec., SDI-conv., PDV-sec., PDV-conv. (see Section 4.3.3). The main
evaluation objective is to reveal if high driver recognition accuracy can be achieved in any of
the proposed scenarios. The secondary evaluation objective is to reveal which face recognition
algorithm performs better in the simplified case (XM2VTS) with constant illumination and frontal
faces, and in the close to real-life environment (OpelDB) with an uncontrolled illumination and
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non-guaranteed frontal faces.
An important issue of a realistic biometric application is the aging of the reference data. For
this reason, the experimental data in OpelDB (reference and test samples) have been collected in
five sessions with a time interval of at least one week between two subsequent sessions. Three test
modes are addressed:
1. No-aging mode (non-realistic perfect situation): the reference and test data are taken from
the same session.
2. Adaptive mode (simulation of the template update): the reference and test data are taken
from two subsequent sessions, whereby the session with the reference data always precedes
the session with the test data.
3. Aging mode (standard situation): the reference data from the first session is matched against
the test data from the four remaining sessions.
During the evaluation the test modes are combined with the operational scenarios to discover
how successful the considered algorithms are in perfect and real situations and how applicable the
proposed operational scenarios are with regard to the current state of technology.
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The experimental chapter is comprised of four sections. The first section addresses the experiments
with the simplified version of seat occupancy detection system identifying whether the seat is
occupied or not. The second section describes the experiments provided with the user discrimination
system to determine who is currently interacting with the integrated center consol. The third and
fourth sections are devoted to the facial driver identification. In the third section the introduced
face recognition systems are tested with one common face database (XM2VTS) using the standard
test protocol (Lausanne protocol) to obtain the general recognition performance and compare it
against that of well-known academic face recognition systems. In the fourth section the experiments
are carried out on the personally collected data in real-life environment (OpelDB) to explore the
applicability and practicability of the proposed concepts.
5.1 Vision-based seat occupancy detection system
This section is comprised of the following subsections:
• Data collection
• Performance measures
• Evaluation of template matching applied to seat occupancy detection
• Evaluation of face detection applied to seat occupancy detection
• Feasibility of face detection for seat occupancy detection
• Conclusion
5.1.1 Data collection
As mentioned in section 4.1, the seat occupancy detection system has been developed within the
framework of the VisMes project using the real car for experiments. The proper evaluation of
an imaging system in a real-life environment is a very challenging task because of the variety of
lighting conditions as well as the diversity of persons and objects in a passenger compartment. In
fact, it is practically impossible to collect data representing all real-life situations. Nonetheless, by
organizing the experiment, we seek to cover as many situations as possible. In doing so we try to:
• engage different persons and objects
• engage as many test persons as possible
• capture images under uniform and non-uniform illumination conditions
• strive for an equal number of men and women
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• strive for an almost uniform age distribution
Test persons are asked to get into the car in an arbitrary manner, take a seat, fasten the seat belt,
remain seating for at least three seconds and then change the seat. Every test person is expected
to consecutively occupy all five seats. In a similar manner, objects and infant seats are placed
to different seats for a time period of at least three seconds. The in-car camera is activated just
before the first passenger has entered the car so that the first frame in each video can be used to
cut templates of empty seats.
All collected video frames are manually annotated. The meta-information about the environment
such as weather conditions, time of day, position of the sun regarding the car, car location etc.
as well as the seat occupancy status for each seat is embedded directly into camera frames. The
actual evaluation of the recognition performance is a frame-by-frame comparison of the algorithm’s
decision with meta-information and counting discrepancies.
Figure 5.1 shows several random cuts with different occupants under different illumination
conditions at different locations.
 
Figure 5.1: SOD, examples of occupied seats (from left to right): tall man, small woman, child and
average-sized man (reprinted from [160])
The resulting experimental database includes 39 persons. Among them are males and females of
different ages and body heights as well as children in child restraint seats. In addition, the database
contains several objects such as bags, empty rear/forward-facing child restraint seats, and a beer
box. The total number of video frames showing the complete car passenger compartment is 53928.
The distribution of these frames regarding the type of occupancy is presented in Table 5.1 separately
for uniform and non-uniform illumination conditions. Splitting into uniformly and non-uniformly
illuminated scenes serves to study how robust the algorithms are when uncontrolled drastic changes
in illumination arise. Due to the limited access to the experimental car, the database does not
include night samples.
Table 5.1: SOD, distribution of frames in the experimental database (reprinted from [160])
Seat Front left Front right Rear left Rear center Rear right 
Uniform illumination conditions 
Children 0 2268 0 0 1648 
Adults 12656 8822 9511 7092 8884 
Objects 70 2974 2070 1246 3030 
Empty seats 28195 26857 29340 32583 27359 
Non-uniform illumination conditions 
Children 0 0 776 0 757 
Adults 3061 4112 3020 1791 3933 
Objects 0 0 77 0 331 
Empty seats 9946 8895 9134 11216 7986 
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5.1.2 Performance measures
The evaluation of the seat occupancy detection system is provided in form of hypothesis testing
as introduced in Subsection 2.3.2. The proposed simplified system distinguishes between two seat
occupancy states: “the seat is occupied” and “the seat is empty”. Hence, the null hypothesis for
each frame states that the seat is occupied and the alternative hypothesis states that the seat is
empty. The choice of the null hypothesis seems to be obvious here. The null hypothesis can be
rejected only in case of very strong evidence against it and the false rejection of null hypothesis is
reckoned as the critical failure. This so-called type I error can be interpreted as that the occupied
seat has been recognized to be empty. As a consequence the airbag is suppressed and the occupant
confronts the risk of serious injuries or even fatality. The opposite false decision, namely accepting
the null hypothesis in case it is actually wrong, is considered here as non-critical. This so-called type
II error can be interpreted as that the empty seat is recognized to be occupied. As a consequence
the airbag is deployed on an empty seat leading only to unnecessary costs of replacing the airbag.
However, for a complete occupant classification system this choice of the null hypothesis can be
inappropriate, for details see Subsection 2.3.2.
In order to obtain intuitive performance indicators and to provide a direct link to the application,
two errors are introduced: the false non-occupancy rate (FNOR) which is the relative frequency of
frames where an occupied seat has been recognized as an empty seat, and the false occupancy rate
(FOR) which is the relative frequency of frames there an empty seat has been recognized as an
occupied seat. Both error rates are considered equally important here.
By applying template matching to seat occupancy detection, the cut of an empty seat (template)
is searched for in the corresponding seat region. The decision to consider a seat to be empty or
not is made based on the correlation coefficient (r) resulting from the matching, as defined in
Subsection 4.1.7. A high value of the correlation coefficient (|r|→ 1) indicates an empty seat. By
determining the threshold (τ) for the correlation coefficient, the decision boundary between classes
of empty and occupied seats is specified. The numbers of false positive and negative decisions
depend on the selection of the threshold. Hence FNOR and FOR are reciprocal functions of the
threshold. The formal notations of both error rates are given by equations 5.1 and 5.2.
FNOR(τ) = Pr (r ≥ τ |occupied) ≈ N
−
oc
Noc
(5.1)
FOR(τ) = Pr (r < τ |non− occupied) ≈ N
+
non−oc
Nnon−oc
(5.2)
Values Noc and Nnon−oc denote numbers of frames with occupied and empty seats respectively
just as values N−oc and N+non−oc denote numbers of falsely missed occupied seats and falsely detected
empty seats.
In the experiments, the threshold is selected in a way that FNOR and FOR become equal.
The error rate at this point is referred to as equal error rate (EER). EER is used here as the
performance indicator of the template matching approach. A lower EER implies better recognition
performance.
By applying face detection to recognize whether a seat is occupied or not, it is more plausible
to consider the opposite value of FNOR, namely 1− FNOR. In reference to face detection this
value can be called detection rate (DR) and represents the relative frequency that a face has been
found in the frame with an occupied seat. The second rate (FOR) remains unchanged but can
be renamed to false detection rate (FDR) for better plausibility. This one represents the relative
frequency that a face has been found in the frame with an empty seat. The formal notations of
DR and FDR are given by equations 5.3.
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DR ≈ N
face
oc
Noc
, FDR ≈ N
face
non−oc
Nnon−oc
(5.3)
The face detection algorithms utilized in the experiment have a fixed setup which means that the
tolerance parameters for face sensitivity cannot be adjusted. Hence, the decision boundary between
face and non-face classes is predefined and the values Nfaceoc and N
face
non−oc are calculated only at one
decision threshold. For a good detection algorithm, the DR should be as high as possible and the
FDR as low as possible.
5.1.3 Evaluation of template matching applied to seat occupancy detection
The first technique introduced for the seat occupancy detection is template matching. Here the
task is solved in an inverted way, namely the algorithm looks for an empty seat and not for an
occupied seat. Since an empty seat is indicated by its part (template), the questions arising during
the evaluation are:
• What is the best template selection strategy,
• How different pre-processing techniques and fusion approaches influence the performance of
template matching.
There are three template selection strategies introduced in Subsection 4.1.7:
• A1: Select a template almost as large as a seat (large template),
• A2: Select a template significantly smaller than a seat (small template),
• A3: Select several small templates to determine whether numerous small templates perform
better than just one (two small templates are taken as an example).
The template selection strategies are combined with two pre-processing techniques: local nor-
malization (B1) and edge detection (B2) to counter non-uniform illumination conditions and
complemented by the case of no image enhancement (B0).
In order to study whether pre-processing techniques can be reasonably combined and whether
considering a sequence of frames instead of a single frame improves the recognition performance of
template matching, three matching score fusion strategies are proposed:
• Multi-algorithmic matching-score fusion (B1+2),
• Temporal matching-score fusion (BT1 , BT2 ),
• Multi-algorithm temporal matching-score fusion (BT1+2).
Note that each seat is treated individually so that the template selection strategy, image
enhancement technique and fusion method can vary from seat to seat.
The results of the experiments on template matching are assembled in tables 5.2 and 5.3 showing
the EER values resulting from videos with uniform illumination and non-uniform illumination
conditions respectively. The best EER values are highlighted for each of the five seats.
For uniformly illuminated frames (see Table 5.2), considering front seat and two sided rear seats
the small template (A2) significantly outperforms the large template (A1). However, increasing
the number of templates from one to two (A3) only occasionally improves the results and the
improvement is even insignificant. In contrast, the two small templates strategy applied to the rear
center seat notably improves the recognition performance of the algorithm. Applying the large
template, however, is reasonable only in case edge detection is performed.
Unfortunately, the experiment does not allow identifying any tendency regarding the utilization
of image enhancement techniques. The number of cases when edge detection outperforms local
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Table 5.2: SOD, template matching, EER values for uniformly illuminated frames (modified from
[160])
Seat Front left Front right Rear left Rear center Rear right 
A1: large template 
BB0: raw 13.33% 22.27% 17.78% 25.63% 25.89% 
BB1: local normalization 5.33% 9.31% 14.65% 17.68% 14.80% 
BT1 5.29% 9.41% 14.34% 17.56% 14.47% 
BB2: edge detection 12.63% 5.02% 7.75% 8.56% 14.32% 
BT2 11.97% 5.04% 7.82% 7.70% 13.37% 
BB1+2 5.14% 8.90% 8.53% 13.53% 14.37% 
BT1+2 5.19% 9.23% 8.52% 13.19% 14.06% 
A2: small template 
BB0: raw 5.59% 11.58% 9.12% 21.38% 13.70% 
BB1: local normalization 4.08% 2.82% 7.32% 17.20% 12.44% 
BT1 2.81% 2.95% 6.71% 16.95% 11.35% 
BB2: edge detection 7.93% 2.81% 9.10% 18.86% 6.33% 
BT2 7.42% 2.55% 8.11% 16.17% 5.43% 
BB1+2 4.66% 2.60% 6.94% 20.16% 6.43% 
BT1+2 3.45% 2.53% 6.78% 16.99% 5.60% 
A3: two small templates 
BB0: raw 2.60% 15.61% 8.70% 12.93% 10.56% 
BB1: local normalization 4.86% 12.67% 6.23% 13.74% 7.88% 
BT1 4.82% 12.71% 6.53% 13.15% 8.09% 
BB2: edge detection 3.30% 17.38% 7.33% 13.17% 7.83% 
BT2 3.68% 17.22% 7.69% 10.25% 7.67% 
BB1+2 3.89% 12.06% 6.30% 11.30% 6.94% 
BT1+2 3.63% 11.88% 6.60% 10.56% 6.70% 
 
normalization is almost the same as the number of cases when the opposite is true. Even the
matching-score fusion of both does not always lead to the improvement of template matching
results.
Temporal fusion of matching scores leads to slight improvement of the results regardless of the
image enhancement technique and the template selection strategy in most cases.
For the front left seat, the best result (EER = 2.60%) is achieved with two small templates
and without any pre-processing. For the front right seat, the best performance (EER = 2.53%) is
obtained with one small template and multi-algorithm temporal matching-score fusion. For the
rear left seat, the two small templates strategy with local normalization leads to the best result
(EER = 6.23%). For the rear right central seat, the large template strategy with edge detection
and temporal fusion is the best one (EER = 7.70%). For the rear right seat, the best result (EER
= 5.43%) is gained with one small template, edge detection and temporal fusion.
The asymmetry in results between the front left and the front right seats is caused by the presence
of children in a child restraint system on the front right seat. The 2268 children frames constitute
approximately 5.5% of the whole number of examined frames. A child restraint system always
covers the part of the seat containing the template selected in the A2 strategy. Since the child
restraint system appears clearly different from the template, the recognition results for the front
right seat are better. In contrast, when the large template or two small templates are searched for,
the recognition results for the front right seat are worse compared to that for the front left seat.
This happens because the child restraint system usually does not fully cover the seat back, but the
seat back is the significant part of the large template, and one of two small templates, which has
been cut from the seat back, remains uncovered.
There is the same reason for asymmetry when the rear right and rear left seats are compared.
There are 1648 frames with a child restraint system on the rear right seat (approximately 4% of
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the total amount of examined frames) and no single frame with a child restraint system on the
rear left seat. However, the results are more or less symmetrical because regardless of the template
selection strategy the child restraint system almost fully covers the seat area.
The highest error rates are generated when template matching is applied to the rear center seat,
which is especially apparent for the small template strategy (A2). The rear center seat covers
the smallest fraction of the camera frame of all seats, so that the templates selected for this seat
are significantly smaller than those selected for the rear side seats. Moreover, the pattern of the
templates is almost uniform exhibiting a low number of distinctive characteristics. In contrast,
by selecting two small templates (A3) and even the large template (A1), the problem of template
uniformity is overcome.
The situation for non-uniformly illuminated frames (see Table 5.3) is different. There is no reason
to expect symmetric results for the front seats and rear side seats because the illumination is not
controlled. Some frames include cast shadows, glares, and other detrimental illumination conditions
which can significantly harm template matching results. These effects are mostly reflected in
template matching results for the rear center seat with A1 and A2 template selection strategies.
Here, the permanently overexposed head restraint is a part of the template. When no edge detection
is applied, the EERs exceed 50% making the system worse than random guessing.
The most notable fact is that in all cases template matching greatly benefits from pre-processing.
Considering the rear seats, edge detection performs significantly better than local normalization
regardless of the template selection strategy. A combination of edge detection and local normalization
(B1+2) often cannot top the performance of single edge detection. For the front seats the superiority
of one or another pre-processing approach cannot be derived from the results of the experiment.
However, combining both pre-processing approaches (B1+2) often leads to better EERs than when
only one pre-processing approach is used.
Table 5.3: SOD, template matching, EER values for non-uniformly illuminated frames (modified
from [160])
Seat Front left Front right Rear left Rear center Rear right 
A1: large template 
BB0: raw 26.59% 13.42% 45.55% 67.11% 29.37% 
BB1: local normalization 13.40% 0.91% 25.04% 54.19% 22.15% 
BT1 13.53% 1.09% 24.31% 54.29% 22.60% 
BB2: edge detection 10.91% 7.29% 9.41% 27.57% 18.15% 
BT2 8.94% 6.30% 9.22% 27.09% 16.31% 
BB1+2 12.80% 0.82% 9.20% 38.73% 20.22% 
BT1+2 12.96% 1.14% 8.53% 38.41% 20.69% 
A2: small template 
BB0: raw 12.63% 27.36% 31.79% 51.52% 21.52% 
BB1: local normalization 3.47% 2.73% 29.62% 50.90% 19.84% 
BT1 2.01% 2.88% 30.94% 51.07% 17.56% 
BB2: edge detection 5.34% 1.43% 14.06% 43.36% 13.86% 
BT2 3.03% 1.13% 12.09% 39.16% 8.49% 
BB1+2 2.83% 0.84% 18.93% 42.26% 11.02% 
BT1+2 1.68% 0.97% 17.56% 42.62% 7.52% 
A3: two small templates 
BB0: raw 15.54% 1.68% 30.28% 33.14% 5.04% 
BB1: local normalization 7.70% 0.69% 8.55% 22.37% 2.61% 
BT1 5.49% 0.86% 9.26% 18.43% 3.84% 
BB2: edge detection 7.54% 3.39% 4.45% 15.95% 3.20% 
BT2 4.53% 2.71% 4.01% 11.07% 2.54% 
BB1+2 4.54% 1.59% 6.00% 15.17% 2.38% 
BT1+2 4.27% 1.55% 5.56% 11.48% 1.84% 
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For the front left seat, the best result (EER = 1.68%) is gained with one small template and
both pre-processing with temporal matching-score fusion. For the front right seat, the two small
templates strategy with local normalization leads to the best result (EER = 0.69%). For the
rear left seat as well as for the rear center seat, the best results (EER = 4.01% and EER =
11.07% correspondingly) are achieved with two small templates and edge detection with temporal
matching-score fusion. For the rear right seat, the best result (EER = 1.84%) is gained with two
small templates, multi-algorithmic fusion of pre-processing approaches and temporal fusion. So,
except for the front left seat, the best results are achieved with two small templates.
It is important to note that template matching on the front seats and rear side seats under non-
uniform illumination conditions performs better than on the same seats under uniform illumination
conditions. These outcomes of the experiments can be explained by advantageous coincidences
where the sided or frontal illumination through bright sunlight may actually increase the contrast
of seat patterns and, therefore, simplify the search for the template.
For non-uniform as well as for uniform illumination conditions, temporal fusion of matching
scores leads in most cases to a slight improvement of the results regardless of image enhancement
and template selection approaches. The multi-algorithmic matching score fusion improves the
recognition performance only in case both local normalization and edge detection perform equally
well and the corresponding EERs are fairly low.
When small templates (A2/A3) are utilized, template matching seems to be more reliable in
comparison to the case when the large template (A1) is utilized. However, the general suggestion
about the superiority of one or another template selection strategy cannot be made. Similarly, one
pre-processing approach cannot be favored over another.
5.1.4 Evaluation of face detection applied to seat occupancy detection
The detection and localization of occupants’ faces is probably the most plausible way to determine
whether a seat is occupied by a person. However, the research question examined here is whether
the face detection can be exclusively used for seat occupancy detection. In other words, a detected
face reveals an occupied seat and the absence of a face reveals an empty seat.
Three exemplary face detection algorithms are taken into consideration. These are face detectors
of Viola-Jones [242], Kienzle et al. [127] and Nilsson et al. [180]. The algorithms are compared
based on the database described in Subsection 5.1.1. In order to avoid ambiguity in the test
outcomes, the video frames with objects are considered to be non-occupied. The performance
measures are described in Subsection 5.1.2.
The results of the experiments are illustrated in tables 5.4, 5.5 and 5.6. Table 5.4 demonstrates the
results of face detection applied to the complete database. Tables 5.5 and 5.6 address experiments
with uniform and non-uniform illumination conditions separately. SinceDR and FDR are considered
equally important the half-total error rate HTER = 0.5((1−DR) +FDR) can be taken as a scalar
indicator of the recognition performance as described in Subsection 2.3.2. The best pairs of DR
and FDR are highlighted for each of the five seats.
For the front seats, the complete breakdown of all three face detectors can be stated. The best
detection rate (13.56%) is achieved with Nilsson’s algorithm, but the corresponding false detection
rate (4.58%) is unacceptably high. The algorithms of Viola-Jones and Kienzle yield far better false
detection rates not exceeding 0.5%, but the corresponding detection rates are less than 5%, which
is too low to consider the algorithms useful. The lowest detection rates by far are gained with the
Viola-Jones algorithm. However, the algorithm yields near-perfect false detection rates.
For the rear side seats, the utilization of face detection can be considered reasonable. Here,
the algorithms of Kienzle and Nilsson yield comparable detection rates from 9.66% to 14.43%
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Table 5.4: SOD, face detection results for the complete test including uniformly and non-uniformly
illuminated frames (modified from [158])
Seat Front left Front right Rear left Rear center Rear right 
Viola-Jones 
DR 0.69% 0.80% 15.79% 5.85% 20.13% 
FDR 0.06% 0.07% 0.15% 0.04% 1.58% 
Kinzle et al. 
DR 1.93% 4.20% 9.66% 4.07% 14.01% 
FDR 0.36% 0.50% 0.40% 1.01% 1.07% 
Nilsson et al. 
DR 12.49% 13.56% 11.62% 12.52% 14.43% 
FDR 18.78% 4.58% 1.48% 1.35% 2.33% 
 
at sufficiently low false detection rates which do not exceed 2.33%. The Viola-Jones algorithm
clearly outperforms both other algorithms with detection rates of 15.79% and 20.13% and the
corresponding false detection rates of 0.15% and 1.58% for the left and right seats respectively.
For the rear center seat, Nilsson’s algorithm yields the best results with the detection rate of
12.52% and the corresponding false detection rate of 1.35%. Although the false detection rate is
slightly higher than that of both competitors, the detection rate is by far the best of all three face
detectors.
The separate evaluation of uniformly and non-uniformly illuminated frames has shown the same
trend as observed in the evaluation of the complete database. The Viola-Jones face detector
proves to be the most suitable one for the rear side seats. Nilsson’s algorithm performs best at
the rear center seat. All three algorithms perform very poorly at the front seats. Here, Nilsson’s
algorithm shows the best detection rates, but yields unacceptably high false detection rates. The
false detection rates of the Viola-Jones and Kienzle algorithms are low but the corresponding
detection rates are unacceptable.
Table 5.5: SOD, face detection results for uniformly illuminated frames (modified from [158])
Seat Front left Front right Rear left Rear center Rear right 
Viola-Jones 
DR 0.57% 0.82% 18.38% 4.29% 18.84% 
FDR 0.04% 0.06% 0.18% 0.03% 1.99% 
Kinzle et al. 
DR 2.01% 4.82% 11.89% 4.16% 16.33% 
FDR 0.38% 0.36% 0.27% 0.68% 0.78% 
Nilsson et al. 
DR 12.14% 13.73% 12.57% 11.79% 14.41% 
FDR 21.55% 5.06% 1.31% 1.14% 2.30% 
 
By comparing the results of the experiments with uniformly and non-uniformly illuminated
frames, one notable observation has been made. Kienzle’s algorithm performs much better with
uniformly illuminated frames, which means that the algorithm is highly sensitive to illumination
variations. Since the plain gray-scale values of images are utilized as features for classification,
the algorithm obviously suffers of a lack of pre-processing. Two other algorithms do not show any
significant differences in recognition rates between uniformly and non-uniformly illuminated frames
and, therefore, seem to be quite insensitive to varying illumination conditions.
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Table 5.6: SOD, face detection results for non-uniformly illuminated frames (modified from [158])
Seat Front left Front right Rear left Rear center Rear right 
Viola-Jones 
DR 1.21% 0.73% 9.30% 12.05% 23.01% 
FDR 0.14% 0.13% 0.05% 0.06% 0.08% 
Kinzle et al. 
DR 1.63% 2.50% 4.08% 3.74% 8.81% 
FDR 0.28% 0.97% 0.85% 1.99% 2.13% 
Nilsson et al. 
DR 13.96% 13.11% 9.24% 15.40% 14.46% 
FDR 10.91% 2.97% 2.08% 2.00% 2.43% 
 
5.1.5 Feasibility of face detection for seat occupancy detection
The current safety standard regulating the deployment/suppression of smart airbags is solely based
on weight measuring. In fact, it is unclear whether an airbag should deploy when the seat is
occupied by a heavy object. The standard weight measuring system forces an airbag to deploy on
seats occupied by heavy objects or by empty child restraint systems. In contrast, a face detection
system will find no faces at these seats and, therefore, can prevent airbag deployment. Hence, face
detection can be considered a reasonable supplement to standard weight measuring devices.
However, the complete substitution of commonly used seat occupancy detection systems by face
detection is not feasible. In fact, the practical implementation of face detection in a car is impeded
by several inherent limitations. The most notable limitations are:
• Incapability of optical sensing systems to observe all regions of a passenger compartment in
the same manner. Despite the 360-degree camera applied in the experimental car, there are
many situations in which occupants’ faces are not visible to the camera,
• Very high variability of face appearance caused by rotations and permanently changing
illumination conditions.
Another reason for the poor face detection performance is the fact that the tested face detectors
are trained based on images of frontal or almost frontal faces. Therefore, they perform well only for
near-frontal faces which can be observed by comparing the results for front and rear seats. While
at rear seats, the camera usually captures frontal faces, faces of driver and front-seat passengers
are viewed by the camera as profiles. Table 5.7 demonstrates five classes of situations which can
be considered major reasons for missing faces and false detections. These situations are arranged
regarding their probability of occurrence in descending order and summarized as follows:
1. An extremely turned occupant’s head. Considering the vehicle ingress and egress scenario, it
is very likely to observe turned heads where the occupants’ faces are invisible to the camera.
Such frames make up the majority of test frames. Bearing in mind, face detection is performed
for each video frame, the low face detection rates become obvious.
2. Occupants’ faces are covered by parts of interior or by occupants’ gestures. Even though this
situation is not as common as the former one, coverings occur periodically.
3. An occupant wears excessive or obsolete clothing. A face that is partially hidden by a cap,
hat or hood causes serious problems for face detectors. The frames presented in Table 5.7 are
rather artificial, but their quantity shows that such cases must be considered.
4. An extremely tilted occupant’s body causing two errors simultaneously: face detection at an
adjacent empty seat and missing a face at an addressed occupied seat. Due to an extremely
tilted body, a head can be located outside of the camera’s view. These situations are quite
seldom and occur in case an occupant changes a seat or looks back from a front seat.
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5. Occurrence of face-like objects in windows or in the interior. The likelihood of this situation
depends on a face detector. Nilsson’s algorithm, for instance, provides unacceptably many
false detections especially for the front seats. In contrast, the Viola-Jones and Kienzle’s
algorithms demonstrate relatively low false detection rates.
Table 5.7: SOD, major reasons for missing faces and false detection, situations 1 to 4 lead to
missing faces at occupied seats; situations 4 and 5 lead to false detections at empty seats
(modified from [158])
Examples  Situation Problem 
Front right Rear right Rear center Rear left Front left 
1. Extremely 
turned head 
Occupant’s 
face is not  
visible to the 
camera  
2. Interior details 
or gestures 
hide an 
occupant's 
face 
Occupant’s 
face is only 
partially 
visible to the 
camera  
3. Excessive /  
obsolete 
clothing 
Occupant’s 
face is only 
partially 
visible to the 
camera 
No sample in 
the database 
 
4. Tilted body Occupant’s 
face is in the 
region of a 
wrong seat or 
out-of-region  
5. Face-like 
objects in 
windows or in 
the interior 
Face-like 
images lead to 
detection of 
absent faces  
 
Situations 1 to 4 constitute the main reasons for very low detection rates. Situations 4 and 5 are
the main reasons for false detections. Regardless of the quality of the face detection algorithm, the
majority of frames presented in Table 5.7 cannot be correctly classified.
5.1.6 Conclusion
The experiments with template matching have demonstrated that empty front seats can be reliably
detected with the EERs ranging from 0.69% to 11.07% when the optimal pre-processing and fusion
techniques are utilized. Unfortunately, the experiments have not revealed the superiority of one
of the addressed pre-processing techniques. Similarly, a clear conclusion about the superiority of
any template selection strategy cannot be made. However, it can be definitely stated that in case
of non-uniform illumination conditions, the application of pre-processing is essential and that the
temporal matching-score fusion almost always slightly improves the recognition performance. The
recognition rates of the proposed optical approach to seat occupancy detection cannot compete
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with that of the established non-optical approaches (e.g. weight sensing) where missing of persons
never occurs.
The experiments with face detectors have shown that face detection cannot replace conventional
seat occupancy detection approaches because of its inherent limitations, but can support them by
distinguishing between persons and objects. Moreover, face detection may form a basis for the
subsequent occupant classification e.g. face-based gender and age recognition. The low detection
rates resulting from the experiments are caused by factors which are independent from a face
detection algorithm because faces on most of frames are invisible to the camera.
All three face detectors addressed in the experiments are incapable of reliable detection of face
profiles at front seats because they are primarily tailored to detect nearly frontal faces. For the rear
seats, the detection rates are significantly better, but seldom higher than 20%. The Viola-Jones
algorithm performs best at the rear side seats and Nilsson’s algorithm at the rear center seat.
The technical specifications of the camera, namely low resolution (720x576 pixels) and low frame
rate (7.5 FPS), also pose some limitations to image processing algorithms. Faces of occupants at
rear seats are seldom larger than 30x30 pixels. Rapidly moving faces cannot be tracked. So, several
high-speed high-resolution cameras individually used for different seats could significantly improve
face detection performance.
5.2 Visual distinguishing between driver and front-seat passenger
hands
This section is comprised of the following subsections:
1. User discrimination in a real car (UDiS1)
2. User discrimination in the AMSL car simulator: first experiment (UDiS2)
3. User discrimination in the AMSL car simulator: second experiment (UDiS3)
4. Conclusion
5.2.1 User discrimination in a real car (UDiS1)
Visual user discrimination when driver and front-seat passenger interact with center console
components is the next application developed within the framework of the VisMes project as a
meaningful addition to seat occupancy detection. The same omni-directional camera is utilized
for observing driver and front-seat passenger arms (see Section 4.2.4) in the same experimental
car. However, the images produced by the camera are different: the bottom part of the image is a
zoomed out version of that used for occupancy detection showing a 360-degree view of the complete
passenger compartment just as the top part is an enlarged section of the center console region (see
Figure 4.18). The bottom part is irrelevant for user discrimination.
In order to properly evaluate an imaging system in a real-life environment, a high amount of
experimental data is required due to the diversity of illumination conditions and permanently
changing appearances of hands. Moreover, the way passengers interact with center console com-
ponents depends on how experienced they are. Younger people are usually more familiar with
new technologies and, therefore, more confident when providing actions. In brief, by collecting the
experimental data we try to cover as many situations as possible. In particular we try to:
• engage as many test persons as possible,
• capture images under uniform and non-uniform illumination conditions,
• capture images where persons wear different clothes and gloves,
• strive for an equal number of men and women,
135
5 Experiments
• strive for an almost uniform age distribution.
Data collection
Persons are asked to take the driver or front passenger seat and to touch center console components
in a certain order. Then the person changes seats and repeats the procedure. The sequences of
components are different for driver and front-seat passenger. The in-car camera starts recording
just before the first interaction happens so that the first frame in each video shows a motionless
person. The main drawback of the data gathering scenario is that the opposite seat to the active
one is only occasionally occupied, drastically simplifying the identification of an active person. In
order to avoid ambiguity the simultaneous interaction with center console components by driver
and passenger is precluded.
All collected video frames have been manually annotated. The meta-information about the
environment such as weather conditions, time of day, position of the sun regarding the car, car
location etc. as well as the currently touched component is embedded directly into video frames. The
actual evaluation of the recognition performance is a frame-by-frame comparison of the algorithm’s
decision with meta-information and counting discrepancies.
The experimental database contains 16 persons. Among them are males and females of different
ages and body heights. Persons wear different coats, jackets, shirts and gloves, sometimes in the
color of the vehicle interior. Totally, 23825 video frames have been collected including 10054 frames
with uniform and 13771 frames with non-uniform illumination conditions. Some samples from the
database are presented in Figure 5.2.
(a) (b) (c) (d) 
(e) (f) (g) (h) 
 
Figure 5.2: UDiS1, top row – different clothing: (a) t-shirt, (b) white textile jacket, (c) black leather
jacket, (d) glove and jacket in interior color; bottom row – illumination variations:
(e) uniform illumination/diffuse lighting; (f) intensive sunlight from the rear left; (g)
intensive sunlight from the left; (h) shadow on passenger seat (reprinted from [108])
Since the real car from the VisMes project is utilized outdoors where the illumination conditions
are uncontrolled, splitting into uniformly and non-uniformly illuminated scenes is important to
study the reactions of algorithms to drastic changes of environmental lighting. Night samples are
not included in the experimental database.
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Performance measures
In this very first experiment the frame-based evaluation model is utilized. The system simultaneously
decides for each frame firstly whether a driver touches any of the components and secondly whether
a passenger does. Hypothesis testing is adopted to evaluate the outcomes of the motion-based hand
segmentation proposed in Section 4.2.8. Missing the active hand is reckoned to be critical error
because the vehicle is not aware of the originator of the action which may lead to an incorrect reaction
of the system. In contrast, falsely recognized actions are not critical because if no components are
touched, no reaction is required and the falsely recognized actions can be ignored. Hence, the null
hypothesis for a driver is posed as: “the driver touches one of the center console components” and
the alternative hypothesis is that he/she does not. Similarly, the null hypothesis for a passenger
is posed as: “the passenger touches one of the center console components” and the alternative
hypothesis is that he/she does not.
False positive rate (FPR), which is the rejection of the null hypothesis when it is true, determines
how often the system misses actions. False negative rate (FNR), which is the acceptance of the
null hypothesis when it is false, determines how often the system detects absent actions. The formal
notations of both error rates are given by equations 5.4 and 5.5.
FPR(τ) = Pr(m < τ |action) ≈ N
−
action
Naction
(5.4)
FNR(τ) = Pr(m ≥ τ |no− action) ≈ N
+
no−action
Nno−action
(5.5)
Values Naction and Nno−action denote numbers of frames with and without actions respectively
just as values N−action and N+no−action denote numbers of frames with falsely missed actions and
falsely detected absent actions respectively. The decisions are made based on the amount of motion
in a special region denoted by m. The motion threshold τ is derived from the training data and
hard-coded in the algorithm. Hence, both error rates can be calculated only at this threshold.
Despite the reasoning about the importance of one or another error rate, both FPR and FNR
are considered in the following to be equally important, so that the half-total error rate (HTER),
which is an average value of FPR and FNR, is used as the scalar measure of the recognition
performance.
Experiments
Hypothesis testing for the calculation of error rate is applied twice, individually for driver and
front-seat passenger. The results are presented in tables 5.8, 5.9 and 5.10. Table 5.8 contains the
error rates resulting from the experiments with the complete data set. Here, the FPR for the driver
is 3.20% lower than that for the passenger just as the FNR for the driver is 2.05% higher than
that for the passenger. The HTER values yield 15.62% and 16.19% for the driver and passenger
respectively. The table additionally shows the numbers of experimental frames providing an idea
about the confidence of the resulting error rates.
Table 5.8: UDiS1, results of evaluation of complete data set
 FNR  Nno_action FPR Naction HTER 
Driver 14.41% 20175 16.82% 3650 15.62% 
Passenger 17.61% 22369 14.77% 1456 16.19% 
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Table 5.9 contains the results of the experiments with uniform and non-uniform illumination
conditions separately. Splitting uniformly and non-uniformly illuminated scenes is important to
reveal the eventual robustness of the algorithms against drastic lighting variations. The HTER
values resulting from the tests with uniformly illuminated scenes approach 11.31% and 11.43% for
driver and passenger respectively. For non-uniformly illuminated scenes the corresponding HTER
values approach 18.77% and 19.68%. Based on these values it can be asserted that the motion-based
hand segmentation is not robust enough, and the recognition performance significantly suffers from
non-uniform illumination conditions.
Table 5.9: UDiS1, results of the separate evaluation of uniformly and non-uniformly illuminated
scenes
Illumination  FNR Nno_action FPR Naction HTER 
Driver 7.35% 8671 15.26% 1383 11.31% Uniform 
Passenger 10.70% 9437 12.16% 617 11.43% 
Driver 19.75% 11504 17.78% 2267 18.77% Non-uniform 
Passenger 22.66% 12932 16.69% 839 19.68% 
 
Summary of the experiments on UDiS1
The results of the experiments are not encouraging. The reason for this is the simplicity of
the decision making algorithm considering only the motion in small regions assigned to driver
and passenger. These regions are shown in Figure 5.3 in red. The regions of the center console
components are marked with green frames. It can be clearly seen in Figure 5.3f that the hand
in the MMI region does not trigger any motion in driver and passenger regions. The proposed
algorithm is not able to make a correct decision for camera frames showing the interaction with the
MMI knob.
  
(a) (b) (c) 
  
(d) (e) (f) 
 
Figure 5.3: UDiS1, (a) Regions of center console elements; Segmented hand and forearm shape (b)
in navigation region, (c) in fan region, (d) in air-conditioning region, (e) in transmission
region and (f) in MMI region (reprinted from [108])
138
5.2 Visual distinguishing between driver and front-seat passenger hands
Another source of errors is intensive sunlight from the side causing dynamic shadows of the
moving hands in driver and passenger regions (see Figures 5.2f and 5.2h). These shadows are often
misinterpreted as interactions of driver/passenger with center console components. Unfortunately,
shadows can neither be filtered by the motion detection engine nor by background subtraction.
The major reason for observing high error rates is, however, the frame-based decision making
which causes ambiguous interpretation of the term “interaction” bearing in mind interaction between
hand and center console components. Only video frames showing a person touching a console
component have been annotated as an interaction. All other frames have been annotated as no
interaction occurs. In fact, the hand moving towards the center console is a part of an interaction.
Video frames showing these moving hands are correctly recognized by an algorithm as an interaction.
However, these actually correct decisions mismatch the ground truth and are, therefore, judged as
false decisions resulting in the high FNR. Consequently, the frame-based evaluation is recognized
to be improper. This is why next versions of the user discrimination systems are designed with a
focus on the action-based decision making and proper unambiguous evaluation.
5.2.2 User discrimination in the AMSL car simulator: first experiment (UDiS2)
Aiming at overcoming the drawbacks of the first experimental setup, by further developing the user
discrimination system the focus is on three aspects:
• switch from uncontrolled illumination conditions to the controlled simulation of intensive
frontal and side sunlight as well as uniform environmental lighting,
• improve the imaging algorithm by fusing motion and texture analysis,
• replace frame-based decision making with action-based decision making to avoid any ambigui-
ties by evaluating the recognition performance.
In order to satisfy the first aspect, the experiments are carried out in the laboratory using the
AMSL car simulator (for details see Section 4.2). The daylight in the laboratory is simulated with
the help of two ceiling lamps and the sunlight coming from the window. For the twilight scenario
the ceiling lamps are turned off and the sunblinds are partially closed, so that only faint sunlight
passes into the room. The night scenario implicates the complete absence of lighting outside the car
simulator. The strong side illumination is simulated by the 100W light bulb. The lamp is placed at
the same level with the car roof and carried out at a distance of approximately one meter from the
car simulator facing the passenger compartment.
The second aspect is gained by complementing the motion-based decision making algorithm with
determining the principal axis of the bounding box around the active arm. The principal axis
points out to the active person.
For the implementation of the third aspect, the semi-automatic annotation of camera frames by
highly reflective tokens is carried out. By recording evaluation videos, the tokens are uncovered
when a person provides an action and covered otherwise. The interaction with center console
components is replaced by the interaction with a radio navigation system which is used to simulate
the dual-view touch screen. One important limitation is assumed, namely that driver and passenger
do not interact with the radio navigation system simultaneously. This assumption discards the
need for two parallel decisions for driver and passenger and allows for each action to decide whether
the driver or passenger interacts. The points at time when an action starts and ends as well as the
action originator are known thanks to highly reflective tokens. I realize that parallel interaction
with the dual-view touch screen is a realistic scenario, but the analysis of overlapping hands is
beyond the scope of this thesis.
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Data collection
One experiment implies the participation of three persons, two test persons in driver and passenger
seats and a supervisor. Test persons are instructed to provide the following actions: first, the driver
touches four different corner buttons of the radio navigation system and the passenger remains
motionless, then the passenger touches these four buttons and the driver remains motionless. The
same procedure is repeated one more time. The supervisor covers and uncovers the highly reflective
tokens in corners of the camera frame to indicate an active person. Afterwards the test persons
change seats and provide the same actions. Hence, an evaluation video contains 16 actions from
each person, 8 in a driver and 8 in a passenger seat. There are 10 test persons engaged. Thus, the
final database consists of 10 videos and 160 (80 driver and 80 passenger) actions for each evaluation
scenario. In practice, some errors during recording have occurred, so that the actual number of
assessable actions is slightly less. Apart from the evaluation videos, 7 training videos with 112
actions have been recorded. These are used to define decision threshold τ introduced in Section
4.2.9. With the threshold set up to 0, all actions in training videos have been recognized without
error.
Performance measures
Since the user discrimination system reacts to the action, the null hypothesis is posed as “the driver
is the originator of the action” and the alternative hypothesis as “the passenger is the originator of
the action”. Theoretically, the hypotheses can be swapped because I-type and II-type errors are
equally important. Since the terms false positive rate and false negative rate are confusing here,
the errors rates are denoted as driver error rate (ERd) and passenger error rate (ERp) implying
that a passenger interaction is recognized given that a driver is actually interacting, and a driver
interaction is recognized given that a passenger is interacting, respectively. Formal notations of
error rates are given by equations 5.6.
ERd(τ) ≈ Ed(τ)
Nd
, ERp(τ) ≈ Ep(τ)
Np
(5.6)
The value Ed denotes the number of driver actions interpreted as passenger actions and the value
Ep denotes the number of passenger actions interpreted as driver actions. Values Nd and Np denote
the total numbers of driver and passenger actions respectively. Decision threshold τ is a hard-coded
parameter derived from the experiments with training samples. For the more convenient estimation
of the recognition performance, two aforementioned error rates are combined in average error rate
(ER) given by Equation 5.7.
ER(τ) ≈ Ed(τ) + Ep(τ)
Nd +Np
(5.7)
Experiments
The recognition performance of an imaging system in a car passenger compartment can be affected
by numerous environmental conditions. It could be, for instance, color and material of the car
interior, passenger clothing, obstructive movements in the background and personal habits of car
occupants to interact with the console. However, the most important factor is the uncontrolled
illumination which is the inherent problem of imaging systems influencing the algorithm’s ability to
successfully link the action to a driver or front-seat passenger. For this reason and because of the
impossibility to cover all factors, the evaluation focuses solely on different illumination conditions.
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The experiments are organized in a way to address three research questions:
1. Do we need infrared illumination during daytime? The test reveals the difference in the
recognition performances with and without active near-infrared illumination sources in the
interior.
2. Does the algorithm demonstrate similar recognition performances at different day times (day,
twilight and night)? The test reveals how the error rates change when twilight lighting and
the night are simulated.
3. Does the intensive illumination from the side diminish the algorithm’s recognition performance?
Here, the results of the tests with diffuse illumination conditions are compared with those
of tests with strong directional illumination. In particular, the reaction of the algorithm to
dynamic shadows is investigated.
Test 1: Infrared illumination during daytime The first scenario evaluates the difference of
recognition performance during daytime with and without active near-infrared (NIR) illumination.
It is assumed, that the skin reflectance brought about by NIR light makes a hand brighter and,
therefore, more distinctive in comparison to the background. Consequently, the image processing
algorithm is assumed to segment a hand more easily. However, the turned on NIR LED lamp
consume additional power. Thus, the employment of the lamp has to provide notable improvement
of the recognition rates. Figure 5.4 demonstrates an effect of NIR illumination during daytime.
 
(a) (b) 
 
Figure 5.4: UDiS2, effect of near-infrared illumination: (a) lamp turned on, (b) lamp turned off
(reprinted from [159])
The results of the first test are presented in Table 5.10. The error rates for a driver are significantly
higher than those for a passenger regardless of the status of the NIR lamp. This difference is the
result of different behaviors of driver and passenger. While the driver instinctively rotates the
steering wheel, the passenger stays motionless most of the time. Additional movements give rise to
unconventional shadows and motions in unexpected regions. The average error rates (as defined in
Subsection 5.2.2) yield 10.42% and 18.47% with and without NIR illumination respectively. Due
to this drastic reduction of the recognition performance to approximately 75%, NIR illumination
proves to be necessary around the clock. Based on these results, the NIR lamp is permanently
turned on in both succeeding tests.
Test 2: Daytime Since the user discrimination system is designed to operate around the clock,
the equally high recognition performance is expected even if sunlight is limited or absent. Figure
5.5 shows samples of day, twilight and night camera views. In general, these situations differ by the
amount of outside light penetrating into the car passenger compartment.
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Table 5.10: UDiS2, results of the first test: “Infrared illumination during daytime”
  Tests Correct Fault  ER 
Driver 73 62 11 ERd = 15.07% NIR lamp on 
Passenger 71 67 4 ERp = 5.63% 
10.42% 
Driver 80 58 22 ERd = 27.50% NIR lamp off 
Passenger 77 70 7 ERp = 9.09% 
18.47% 
 
 
(a) (b) (c) 
 
Figure 5.5: UDiS2, camera views at different daytimes: (a) day, (b) twilight and (c) night (reprinted
from [159])
The results of the second test are presented in Table 5.11. Similarly to the first test, the
asymmetry in driver and passenger error rates can be stated. The average error rate grows from
10.42% in the day to 15.38% in the twilights, which corresponds to the increase of approximately
50%. The night scenario brings the recognition algorithm to its limits. The edges of forearm and
hand cannot be detected because of the lack of illumination. In contrast, the strongly reflecting
materials are easily distinguishable. A motion-based decision algorithm detects only noise, which is
mostly presented in the passenger area. Due to these facts the recognition algorithm constantly
assigns all actions to a passenger. Hence, the error rate for the passenger’s actions is always 0%,
while the error rate for the driver’s actions is always 100%. The main conclusion from this test is
that the active in-car illumination has to be improved by addition of further illumination sources.
Table 5.11: UDiS2, results of the second test: “Daytime”
  Tests Correct Fault  ER 
Driver 73 62 11 ERd = 15.07% Day 
Passenger 71 67 4 ERp = 5.63% 
10.42% 
Driver 66 51 15 ERd = 22.73% Twilight 
Passenger 64 59 5 ERp = 7.81% 
15.38% 
Driver 1 0 1 ERd = 100.00% Night 
Passenger 1 1 0 ERp = 0.00% 
50.00% 
 
Test 3: Intensive side lighting Straight sunlight, when it intensively comes from one direction or
while driving along a tree-lined avenue, provokes dynamic shadows and irregular illumination in a
car passenger compartment. Due to the overexposure of large areas, the edges of objects cannot be
correctly detected and the silhouettes of moving objects are often distorted. This test addresses
three cases: front, left and right side lighting (see Figure 5.6 for examples). Rear side lighting is
not considered because the sunlight usually does not reach the dashboard area.
Table 5.12 presents the results of the third test. Bizarrely, the error rates resulting from the
test with the left side lighting are significantly better than those with front and right side lighting.
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(a) (b) (c) 
 
Figure 5.6: UDiS2, intensive lighting from: (a) front side, (b) left side, (c) right side (reprinted
from [159])
Unexpectedly, they are even better than in the second test with the twilight scenario and also
better than in the first test with the NIR lamp switched off. In contrast, the error rates resulting
from the tests with front and right side lighting are similarly high and significantly worse than
those in the twilight or day scenario. The asymmetrical error rates for driver and passenger can
be stated for the front and left side lighting scenarios. Here, the error rates for a passenger are
significantly lower. This asymmetry is caused by the extra shadows from the moving right hand of
a driver, which is normally placed on the steering wheel.
Table 5.12: UDiS2, results of the third test: “Intensive side lighting”
  Tests Correct Fault  ER 
Driver 69 50 19 ERd = 27.54% Frontal 
lighting Passenger 79 69 10 ERp = 12.66% 
19.59% 
Driver 80 67 13 ERd = 16.25% Left side 
lighting Passenger 74 69 5 ERp = 6.76% 
11.69% 
Driver 86 69 17 ERd = 19.77% Right side 
lighting Passenger 84 67 17 ERp = 20.24% 
20.00% 
 
Summary of the experiments on UDiS2
The second version of the used discrimination system has two major drawbacks. The first one is its
inability to properly operate at night, requiring an adjustment of active illumination sources inside
of the car simulator. The second drawback is the semi-automatic annotation of camera streams
by the manual covering and uncovering of highly reflective tokens. In fact, the tokens are not as
reflective as assumed, so that they cannot be found in some frames diminishing the number of
assessable actions in the corresponding scenarios.
The imaging algorithm has to be improved as well. The discrete matching scores of the
implemented system yield values -1, -0.5, 0, 0.5 and 1. The value 0 means the inability of the
system to choose between driver and passenger. Values ±0.5 designate the breakdown of one of two
algorithms and values ±1 correspond to a confident decision of the system. In fact, the fusion of
both motion and texture analysis algorithms is provided on the decision level. Fusion of real-valued
matching scores, derived from the amount of motion in a special region and from the angle of the
principal axis of an arm, can lead to more flexible decision making because the uncertainty of one
algorithm can be better compensated by the confident decision of another algorithm.
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5.2.3 User discrimination in the AMSL car simulator: second experiment (UDiS3)
The third version of the user discrimination system is developed to overcome the drawbacks of the
second version by addressing the following aspects:
• solve the night image acquisition problem by improving active in-car illumination,
• improve the acquisition setup avoiding any ambiguities when evaluating recognition perfor-
mance,
• improve the imaging algorithm,
• extend the experimental database by engaging more persons.
The first aspect is realized by installing the 880 nm lamp that is a valuable addition to the
940 nm lamp because the imaging sensor has a low sensitivity in the high range of near-infrared
diapason (see Figure 4.15), so that the light produced by 940 nm LEDs is imperceptible for the
most part.
The second aspect is satisfied by replacing the radio navigation system with a touch screen. The
touch screen is synchronized with the acquisition system. Buttons and slide bars are consecutively
shown on the touch screen in accordance with predefined protocol. The sequences regarding how
items appear correspond to real interactions. Driver and passenger align their seat positions, adjust
the air conditioning and seat heaters, assign a route in the navigation system, select a song in the
infotainment system, and adjust the volume. The system is aware who is currently interacting with
the touch screen because drivers have been instructed to touch only green items and passengers
only red items. All touch screen interactions are stored in the events log that is synchronous with
the video stream.
The third aspect is gained by adding the hand detection functionality based on the Viola-Jones
object detector [242]. The imaging system detects driver or passenger hands while moving towards
the touch screen. In the period between a control component appearing on the touch screen and
the touch screen being contacted by the user, the recognition algorithm registers the position of the
first and the last hand motion frames as well as the amount of movement in driver and passenger
regions. This information allows identifying which user is currently active.
Performance measures are identical to those addressed for UDiS2. For details see Subsection
5.2.2.
Data collection
The number of persons taking part in the experiments is increased to 20. Each person acts once as
a driver and once as a passenger. Since both front seats are occupied, each evaluation scenario
includes 20 videos. Driver and passenger interchangeably interact with the touch screen maximally
approaching real-life interactions defined in the new acquisition protocol (see Subchapter 4.2.4).
Every video contains 45 actions, 28 from a driver and 17 from a passenger. The videos are divided
into training and test subsets. The training set includes the videos with 6 persons and the test set
the videos with the remaining 14 persons. The training videos are used for cropping hand patterns
to train the hand classification cascade as well as for tuning motion thresholds. The test videos
form the basis for the estimation of the recognition performance. The total number of actions in
test videos per scenario is 630 including 392 driver actions and 238 passenger actions.
Experiments
The research questions do not deviate from those posed in Subsection 5.2.2 for the second version
of the user discrimination system (UDiS2).
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Test 1: Infrared illumination during daytime Table 5.13 presents the results of the first test. In
both scenarios with and without active NIR illumination the error rates are at the same level.
So, the NIR lamps do not have any tangible influence on the recognition performance of the
hand detection algorithm and can be theoretically switched off. Notably, the algorithm tends to
vote rather for a driver providing significantly more misclassifications for a passenger. The hand
movement from the steering wheel to the touch screen is easily detectable. In contrast, the left
hand of a passenger is often out of camera view (see Figures 5.7 and 5.9). When a fast movement
toward a touch screen arises, the first frame with the detected hand can be located very closely to
the touch screen revealing no direction of movement. If the picture to touch is located in the left
half of the touch screen, the action will be probably misclassified to belong to a driver. Figure 5.7
shows the samples of camera frames with and without active NIR illumination.
Table 5.13: UDiS3, results of the first test: “Infrared illumination during daytime”
 Driver as passenger 
(ERd) 
Passenger as driver 
(ERp) 
Average error rate 
(ER) 
NIR lamps turned on 16/392 (4.08%) 36/238 (15.13%) 52/630 (8.25%) 
NIR lamps turned off 15/392 (3.83%) 41/238 (17.23%) 56/630 (8.89%) 
 
 
(a) (b) 
 
Figure 5.7: UDiS3, Effect of active near-infrared illumination: (a) lamps turned on; (b) lamps
turned off (reprinted from [107])
Test 2: Daytime The results of the second test are presented in Table 5.14. The 880 nm lamp,
installed as an addition to the 940 nm lamp, has a great effect on the twilight and night images as
shown in Figure 5.8. Thanks to NIR illumination the error rates in the twilight scenario (ER =
10.79%) and in the night scenario (ER = 10.00%) are only slightly higher than those in the day
scenario (ER = 8.25%) which proves the utilization of NIR lamps to be a suitable solution for the
case of deficient sunlight. Unexpectedly, the recognition performance at night is slightly better
compared to that in the twilight. However, the difference of 0.79% is insignificant. The tendency
of the algorithm to recognize passenger actions as driver actions rather than otherwise remains
unchanged.
Test 3: Intensive side lighting Table 5.15 presents the results of the third test. Unexpectedly,
the error rates resulting from scenarios with left and right side lighting are significantly different.
While with the right side lighting, the tendency to misclassify passenger actions to belong to a
driver is preserved, with the left side lighting both driver and passenger error rates are similarly
high, exceeding 13%. This phenomenon is reflected in asymmetrical average error rates which yield
ER of 14.60% with left side and ER of 8.41% with right side lighting. It can be explained only by
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Table 5.14: UDiS3, results of the second test: “Daytime”
 Driver as passenger 
(ERd) 
Passenger as driver 
(ERp) 
Average error rate 
(ER) 
Day 16/392 (4.08%) 36/238 (15.13%) 52/630 (8.25%) 
Twilight 20/392 (5.10%) 48/238 (20.17%) 68/630 (10.79%) 
Night 26/392 (6.63%) 37/238 (15.55%) 63/630 (10.00%) 
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Figure 5.8: UDiS3, Different times of the day: (a) day; (b) twilight; (c) night (reprinted from [107])
some unusual driver activities in one or several test videos. Notably, the recognition performance
with the strong left side lighting is similar to that with the uniform lighting. This fact indicates
the user discrimination algorithm based on hand detection as being fairly robust against intensive
lateral lighting. Figure 5.9 shows sample frames with diffuse, left side and right side lighting.
Table 5.15: UDiS3, results of the third test: “Intensive side lighting”
 Driver as passenger 
(ERd) 
Passenger as driver 
(ERp) 
Average error rate 
(ER) 
Diffuse 16/392 (4.08%) 36/238 (15.13%) 52/630 (8.25%) 
Left side 53/392 (13.52%) 39/238 (16.39%) 92/630 (14.60%) 
Right side 10/392 (2.55%) 43/238 (18.07%) 53/630 (8.41%) 
 
Summary of the experiments on UDiS3
The experiments have shown that distinguishing between driver and passenger interactions based
solely on hand detection is not reliable. Combining hand detection with the amount of motion in
driver and passenger regions improves recognition performance, but error rates are still too high.
The classifier trained for hand detection is by far not optimal. Misdetections of hands as well as
missing hands occur very often requiring additional filtering of the detected regions. Hand tracking
may significantly contribute to the reliable determination of the trajectory of a moving hand.
Conclusion
Three prototypes of an optical recognition system for distinguishing between driver and front-seat
passenger while interacting with the center console have been evaluated.
The first version of the system (UDiS1) is implemented in a real car. The experiments are
carried out outdoors under non-controlled uniform and non-uniform illumination conditions. The
recognition performance is evaluated separately for driver and passenger by counting frames with
missed and falsely detected interactions. The decision if an interaction occurs is made based on the
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Figure 5.9: UDiS3, Intensive side lighting: (a) diffuse lighting as a reference, (b) left side lighting,
(c) right side lighting (reprinted from [107])
amount of motion in specific driver and passenger regions. Recognition performance is measured in
terms of HTER yielding 11.31% and 11.43% for driver and passenger respectively.
In contrast to the first version, the second version of the system (UDiS2) is designed to enable the
control over illumination conditions. The acquisition system is implemented in a car simulator in
the laboratory and the different lighting conditions are simulated by laboratory lamps and sunlight
coming from windows. In tests, the day, twilight and night lighting conditions are reproduced as
well as intensive side lighting from left and right. The imaging algorithm is based on the fusion of
the motion analysis with edge detection and the subsequent silhouette analysis. Here, the system
decides whether driver or passenger provides an action excluding simultaneous actions of both.
By evaluating recognition performance the frame-based approach is replaced by the action-based
approach. The average error rate gained with uniform lighting yields 10.42%.
The third version of the system (UDiS3) is an enhancement of the second one by providing
the credible evaluation setup. This includes the automatic annotation of camera frames and
implementing realistic scenarios for the interaction between occupants and the touch screen. The
imaging algorithm is based on hand detection supported by measuring the amount of motion in
driver and passenger regions. The average error rate of 8.25% resulting from the test with diffuse
lighting is clearly too far away from the required standards to admit the integration of the proposed
system in an actual automobile, but the achieved recognition performance with simple imaging
algorithms can be considered a very promising result for an optical system.
Future work should be devoted to fusing image processing algorithms, migrating the prototypic
user discrimination system from the car simulator to a real car, and carrying out experiments with
the moving car.
5.3 General face recognition performance on XM2VTS
This section is comprised of the following subsections:
1. XM2VTS database and Lausanne protocol
2. Performance measures
3. Experiments with FaceART
4. Experiments with Luxand FaceSDK
5. Performance of alternative face recognition systems
6. Conclusion
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5.3.1 XM2VTS database and Lausanne protocol
The XM2VTS database is a widely accepted standard within academia for the evaluation of face
recognition systems. This database has been created at the University of Surrey using a high-quality
camcorder and digital video cassette recorder. The data is stored in color videos with a resolution
of 720x576 pixels (for more details check [170]). The database includes 295 persons whose faces
have been captured with uniform illumination conditions and a monotone constant background.
The persons have visited the recording studio four times at intervals of approximately one month.
On each visit (session) two recordings (shots) have been made. The first recording is a talking
head shot and the second is a rotating head shot. The database is intended for multi-modal user
authentication with three modalities: face, speech and lip movement. At the moment, XM2VTS
comprises one of the highest numbers of users among public face databases.
It is important to note that the acquisition conditions set up by gathering the data in XM2VTS
obviate the need for pre-processing such as face localization, light normalization, masking of the
background or even face scale adjustment. In fact, there are some variations in pose and location,
but the vast majority of images contain frontal faces of the same size at the same location. These
facts let researchers focus on feature extraction and matching steps. This is why XM2VTS has been
chosen to evaluate the general recognition performance of two face recognition systems (FaceART,
Luxand FaceSDK) and compare it to the recognition performances of some established academic
face recognition systems.
 
Figure 5.10: Samples from the Lausanne protocol: top row - talking head shot, bottom row -
rotating head shot
The Lausanne protocol has been developed by IDIAP Research Institute in 1998 to provide a
standard for evaluation of face recognition algorithms based on common performance assessment
methodology. The protocol addresses frontal faces with blank expressions. Two images are cut
from XV2VTS recordings, the first one at the beginning of the talking head shot and the second
one from the middle of the head rotation shot. Hence, the protocol operates with 2360 color images
that include faces of approximately 200x300 pixels (see Figure 5.10 for sample images). The users
are partitioned randomly into one of three groups: 200 clients, 25 impostors for evaluation and 70
impostors for testing. One person cannot belong to two or more groups. The listing of clients and
impostors can be found in [154].
There are two configurations within the Lausanne protocol combining client images in training
and evaluation subsets each in a different manner. However, the subsets of impostor images for
evaluation and testing are the same in both configurations. Configuration 1 addresses “good expert
training”. Here, the first shots from the first three sessions are used for training, the second shots
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from the first three sessions for evaluation, and both shots from the fourth session for testing. So,
the training set contains 600 images. Configuration 2 addresses “inferior expert training”. Here,
both shots from the first two sessions are used for training, both shots from the third session for
evaluation, and both shots from the fourth session for testing. So, the training set contains 800
images.
Table 5.16: XM2VTS, Lausanne protocol, partitioning of client and impostor samples
Configuration 1  Configuration 2 
Session Shot 
200 
Clients 
25 
Impos- 
tors 
70 
Impos- 
tors 
 Session Shot 
200 
Clients 
25 
Impos- 
tors 
70 
Impos- 
tors 
1 Training  1 1 2 Eval.  1 2 
1 Training  1 2 2 Eval.  2 2 
Training 
1 Training  1 3 2 Eval.  3 2 Eval. 
1  1 4 2 Test 
Eval. Test 
 4 2 Test 
Eval. Test 
 
Table 5.16 visualizes the partitioning of client and impostor samples regarding protocol configu-
rations. Training samples form the basis for training user models stored in the reference database.
Evaluation samples are utilized for computing decision thresholds and estimating optimistic recog-
nition performance. Test samples are applied for computing effective recognition performance.
Regarding the verification scenario proposed by the Lausanne protocol, performance evaluation is a
cross-matching of reference user models and evaluation/test samples. The numbers of matching
scores resulting in each configuration can be calculated as shown in Table 5.17.
Table 5.17: XM2VTS, Lausanne protocol, numbers of matching scores
Configuration 1 Configuration 2 
Evaluation: 
Client scores:  
    200 clients models * 3 evaluation shots = 600 
Impostor scores: 
    200 clients models * 25 impostors * 8 
impostor shots = 40000 
Client scores:  
    200 clients models * 2 evaluation shots = 400 
Impostor scores: 
    200 clients models * 25 impostors * 8 
impostor shots = 40000 
Test: 
Client scores: 
    200 clients models * 2 evaluation shots = 400 
Impostor scores: 
    200 clients models * 70 impostors * 8 impostor shots = 112000 
 
5.3.2 Performance measures
Statistical hypothesis testing is a perfect evaluation model for a biometric system which operates
in the verification mode. The null hypothesis is posed as “the person is an impostor” and the
alternative hypothesis as: “the person is a client”. The critical error (reject null hypothesis when
it is true) is called false accept rate (FAR) implying the probability to accept an impostor. Less
critical error (accept null hypothesis when it is false) is called false reject rate (FRR) implying the
probability to reject a client. The thorough description of these error rates is given in Subsections
2.3.2 and 2.3.2.
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As mentioned in Subsection 2.3.2, when talking about error rates, we actually mean false matching
of impostors and false non-matching of clients rather than false acceptance or false rejection. Notice,
the matching is done by the matching algorithm just as the decision to accept/reject a user is made
by the application. There are applications e.g. border crossing control where the match in the ban
list is equal to the rejection of a user. However, usually a biometric system is handled as an access
control system where the matched users have to be accepted by the system and the non-matched
users rejected. So, in our case the false match and false non-match can be called false accept and
false reject respectively without loss of generality.
A matching score is considered the test statistic and the decision to accept/reject is made based
on the comparison of the matching score with the decision threshold τ . Hence, FAR and FRR are
functions of the threshold τ . Equations 5.8 are used to estimate these functions. Values EI(τ) and
I denote the number of accepted impostor trials and the total number of impostor trials respectively.
Values EC(τ) and C denote the number of rejected client trials and the total number of client
trials respectively.
FAR(τ) ≈ EI(τ)
I
, FRR(τ) ≈ EC(τ)
C
(5.8)
The Lausanne protocol prescribes that the evaluation datasets are utilized for determining three
thresholds and the corresponding evaluation error rates. With FAE to denote the false accept rate
in evaluation and FRE to denote the false reject rate in evaluation, the formal notations for the
thresholds are given as follows:
τFAE=0 = argminτ (FRE(τ)|FAE(τ) = 0)
τFRE=0 = argminτ (FAE(τ)|FRE(τ) = 0)
τFAE=FRE = (τ |FAE(τ) = FRE(τ))
In our experiments only the third threshold is addressed. In reference to Subsection 2.3.2, this
threshold is denoted by τeer and the corresponding error rate is referred to as the equal error rate
(EER).
During testing, the τeer is fixed and the FAR and FRR are calculated only at this threshold.
The sum of FAR(τeer) and FRR(τeer) is used as the scalar indicator of the recognition performance
and referred to as the total error rate (TER). The TER resulting from the evaluation is equal to
the double EER.
5.3.3 Experiments with FaceART
By carrying out the experiments with the FaceART face recognition system with XM2VTS, three
research objectives are in focus:
• separately evaluate matching modes to discover the best internal parameters within each
mode,
• compare matching modes to each other to determine the best FaceART configuration in
reference to the Lausanne protocol,
• dispose FaceART into the state of the art of face recognition systems by comparing the
recognition performance of FaceART (with the best configuration) to that of its competitors.
As introduced in Subsection 4.3.6, FaceART can operate in one of four matching modes (see
Figure 4.32). In the first mode, test face images are directly matched with reference face images.
The second mode extends the first one by integrating the ARTMAP network for the classification
of raw face images. In the third mode, the raw face images are substituted by the coefficients of
eigenfaces. In the fourth mode, the coefficients of eigenfaces are learned by the ARTMAP network.
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It is important to notice that pre-processing is reduced to face detection which is implemented on
the basis of the Viola-Jones algorithm [242]. Best-fit-plane subtractions and histogram equalization
are omitted because of the perfect acquisition setup of XM2VTS.
First matching mode: raw images classified by k-NN
By evaluating FaceART in the first matching mode, two parameters are addressed that seem to
be essential here: distance metric and the size of facial images. In fact, the matching algorithm
(k-NN) has two parameters: the number of neighbors (k) and the distance metric. Due to the low
number of reference images (three in the 1st configuration and four in the 2nd configuration) and
the absence of outliers in the training set, there is no need for k being higher than 1. In contrast,
the distance metric is worth evaluation. For this test the size of facial images is set to 50x50
pixels. Four metrics implemented within FaceART (for details see Subsection 4.3.7) are compared:
city-block distance, Euclidean distance, max-distance and cross-correlation. According to the results
reported in Table 5.18, the city-block distance is the best metric followed by the Euclidean distance
delivering comparable results. The error rates with cross-correlation are significantly higher than
those with city-block and Euclidean distance. The max-distance is inappropriate for this matching
mode which is proven by the resulting TER values over 69%.
Table 5.18: FaceART, first matching mode, evaluation of distance metrics (reprinted from [161])
Metric Configuration 1 Configuration 2 
  Evaluation   Test     Evaluation   Test     
  FAR FRR TER FAR FRR TER FAR FRR TER FAR FRR TER 
city-block 13.88% 13.88% 27.76% 11.72% 12.50% 24.22% 13.50% 13.50% 27.00% 11.32% 12.75% 24.07%
Euclidean 13.71% 13.71% 27.42% 11.27% 15.75% 27.02% 15.06% 15.06% 30.13% 12.43% 15.25% 27.68%
max 37.81% 37.81% 75.62% 35.13% 34.00% 69.13% 37.24% 37.24% 74.49% 36.50% 34.50% 71.00%
x-corr. 16.03% 16.03% 32.07% 12.33% 21.25% 33.58% 18.00% 18.00% 36.00% 13.88% 19.00% 32.88%
 
Since pre-processing and feature extraction are omitted in the first matching mode and the
feature vector is represented by a gray-scale facial image of particular size, the size of facial images
is the only parameter which can be derived from all steps preceding the matching step. The optimal
size of facial images is discovered only with the city-block distance which is considered the best
metric. The results of the test are presented in Table 5.19. Among the addressed sizes from 20x20
pixels to 100x100 pixels, the error rates differ very slightly. These minor variations can be associated
with rounding errors during the computation of matching scores. To conclude, the size of facial
images seems to be of no matter in the first matching mode.
Table 5.19: FaceART, first matching mode, evaluation of the size of facial images (reprinted from
[161])
Scale Configuration 1 Configuration 2 
  Evaluation   Test     Evaluation   Test     
  FAR FRR TER FAR FRR TER FAR FRR TER FAR FRR TER 
20x20 13.38% 13.38% 26.76% 11.38% 13.25% 24.63% 13.58% 13.58% 27.15% 11.47% 12.50% 23.97%
30x30 13.71% 13.71% 27.42% 11.59% 12.75% 24.34% 13.15% 13.15% 26.29% 11.13% 13.25% 24.38%
50x50 13.88% 13.88% 27.76% 11.72% 12.50% 24.22% 13.50% 13.50% 27.00% 11.32% 12.75% 24.07%
75x75 13.88% 13.88% 27.76% 11.75% 12.50% 24.25% 13.50% 13.50% 27.00% 11.34% 13.00% 24.34%
100x100 13.83% 13.83% 27.65% 11.67% 12.75% 24.42% 13.50% 13.50% 27.00% 11.33% 12.75% 24.08%
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Second matching mode: raw images classified by ARTMAP
In the second matching mode, there are two significant parameters: vigilance of the ARTMAP
network and the size of facial images. As introduced in Subsections 3.3.3 and 4.3.7, vigilance is the
basic parameter forming the internal structure of the ARTMAP network during training. However,
the vigilance parameter has not been evaluated within this matching mode, but is intuitively set to
0.85. The reason is that the training of the ARTMAP network based on images is a computationally
intensive task. Testing of several values of the vigilance parameter would take thousands of hours.
Due to the compliment coding and quadratic growth of the feature vector size relating to the linear
size of facial images, the feature vector space becomes very high-dimensional. For instance, having
very small facial images of 20x20 pixels, the dimension of a feature vector becomes 20x20x2=800.
Since the first configuration of the Lausanne protocol includes 600 and the second 800 training
patterns, with the vigilance of 0.85 the ARTMAP network expands with a vast amount of internal
nodes, which leads to extremely slow training. Hence, for facial images larger than 50x50 pixels,
the second matching mode becomes impractical. Table 5.20 presents the results of experiments
with three sizes of facial images: 20x20, 30x30 and 50x50. Despite the insignificant difference in
error rates, it can be stated that larger facial images lead to better verification performance. In
comparison to the first matching mode, the error rates become slightly lower (see Table 5.19).
Table 5.20: FaceART, second matching mode, evaluation of the size of facial images (reprinted
from [161])
Scale Configuration 1 Configuration 2 
  Evaluation   Test     Evaluation   Test     
  FAR FRR TER FAR FRR TER FAR FRR TER FAR FRR TER 
20x20 11.25% 11.25% 22.51% 10.19% 13.00% 23.19% 11.48% 11.48% 22.96% 11.09% 11.75% 22.84%
30x30 11.59% 11.59% 23.18% 10.33% 13.75% 24.08% 11.37% 11.37% 22.75% 10.26% 12.50% 22.76%
50x50 11.49% 11.49% 22.99% 10.49% 12.50% 22.99% 11.21% 11.21% 22.41% 10.20% 12.25% 22.45%
 
Third matching mode: eigenfaces coefficients classified by k-NN
As introduced in Subsection 3.2.3, principal component analysis (PCA) is an approach for feature
reduction. In appearance-based face recognition, features are single pixels in the image. PCA
transforms pixels to the coefficient of the basis transformation. The basis vectors are eigenvectors
of the covariance matrix created from some set of training images. In face recognition, these
basis vectors are referred to as eigenfaces. Referring to the information criterion, the importance
of each eigenface in the new representation of data is proportional to its eigenvalue. Eigenfaces
with high eigenvalues determine the general face appearance while eigenfaces with low eigenvalues
determine fine details. So, eigenfaces are sorted by importance and only the most informative
ones are utilized for data transformation while the remaining ones are ignored. In such a manner,
the loss of information is controlled when the reduction of the data dimensionality is required.
Nevertheless, regarding a single feature, the amount of information and the discrimination power
are not the equal terms. Hence, the most informative eigenfaces do not necessarily possess the best
discrimination power.
There are three parameters to be determined in the third matching mode: size of facial images,
number of eigenfaces and distance metric for k-NN. Similarly to the first matching mode k is set to
1.
The experiments have shown that the size of facial images is of minor importance when PCA is
utilized. This fact is indirectly proven by calculating the amount of information preserved in the
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Figure 5.11: FaceART, third matching mode, relationship between the number of eigenfaces and
the cumulative information gain brought by eigenfaces with regard to different sizes of
facial images (modified from [161])
first eigenfaces. Figure 5.11 illustrates the information gain as a function of the number of first
eigenfaces for seven different sizes of facial images (20x20, 30x30, 50x50, 75x75, 100x100, 150x150
and 200x200 pixels). In both configurations of the Lausanne protocol, in case facial images are
larger than 50x50 pixels, the curves are almost equal. In fact, the curves corresponding to image
sizes of 75x75, 100x100 and 150x150 pixels are covered by the 200x200 curve. For small images
the curves are slightly different. From the information theoretical point of view this means that
the size of facial images has no significant influence on the PCA transformation coefficients. Due
to practical reasons, namely the high operating speed and reasonable face scale, the size of facial
images is fixed to 50x50 pixels.
The next question is how many first eigenfaces should be utilized. Considering the example of
20x20 pixel images, 25 eigenfaces preserve approx. 70% of information, 50 eigenfaces preserve approx.
80% of information and 100 eigenfaces preserve approx. 90% of information. For larger facial
images the percentage of the information preserved in 25, 50 and 100 eigenfaces is slightly lower.
Intuitively, 25 eigenfaces are chosen as a good trade-off between the feature space dimensionality
and information reduction. According to Figure 5.11 the amount of information preserved after
decomposing 50x50 pixel images by means of 25 first eigenfaces is approximately 66% in both
configurations.
The best distance metric is determined by carrying out experiments. Table 5.21 presents the
results of the experiments with four metrics: city block distance, Euclidean distance, max-distance
and Mahalanobis distance. All metrics except for max-distance generate comparable error rates
with almost insignificant differences. In any case, the Mahalanobis distance seems to generate the
best results.
By comparing first, second and third matching modes (always considering the best parameteriza-
tion) it can be stated that eigenfaces coefficients outperform raw gray-scale images independently
of whether 1-NN or ARTMAP is applied for classification.
Fourth matching mode: eigenfaces coefficients classified by ARTMAP
The fourth matching mode involves the PCA transformation for feature reduction and the ARTMAP
network for classification. Due to the relatively low dimensionality of feature vectors, the ARTMAP
network becomes more practical here. Three parameters are investigated: size of facial images,
153
5 Experiments
Table 5.21: FaceART, third matching mode, evaluation of distance metrics (reprinted from [161])
Metric Configuration 1 Configuration 2 
  Evaluation   Test     Evaluation   Test     
  FAR FRR TER FAR FRR TER FAR FRR TER FAR FRR TER 
city-block 10.04% 10.04% 20.07% 9.23% 12.50% 21.73% 11.50% 11.50% 23.00% 10.54% 11.50% 22.04%
Euclidean 12.04% 12.04% 24.08% 11.35% 11.75% 23.10% 11.72% 11.72% 23.44% 10.98% 12.00% 22.98%
max 18.18% 18.18% 36.36% 16.70% 16.00% 32.70% 16.50% 16.50% 33.00% 15.52% 14.75% 30.27%
Mahalano. 10.66% 10.66% 21.33% 9.99% 11.50% 21.49% 10.28% 10.28% 20.57% 9.78% 12.00% 21.78%
 
number of eigenfaces, and vigilance of the ARTMAP network.
The statement from the previous subsection that the size of facial images is not significant, when
eigenfaces decomposition is provided, is confirmed in the first experiment. In accordance with
Figure 5.12, if facial images are larger than 50x50 pixels, the TER values remain almost constant
or even slightly grow with the increasing image size. Hence, the size of 50x50 pixels is asserted to
be optimal and fixed in all further experiments.
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Figure 5.12: FaceART, fourth matching mode, relationship between verification performance (TER)
and the size of facial images. The number of eigenfaces is 10 and the vigilance of the
ARTMAP network is 0.85 (modified from [161])
The results of the next experiment are presented in Figure 5.13. The diagrams demonstrate that
the optimal number of eigenfaces is between 10 and 15. Choosing fewer eigenfaces leads to the rapid
reduction of recognition performance caused by the probable loss of user discriminative information
preserved by discarded eigenfaces. Similarly, choosing more eigenfaces leads to a gradual increase of
error rates due to involving superfluous non-discriminative information preserved by less informative
eigenfaces.
The last experiment inside of the fourth matching mode addresses the vigilance of the ARTMAP
network. The results of the experiment are shown in Figure 5.14. The curves representing TER
as a function of the vigilance parameter possess two meaningful local minima. The first one is
resided between 0.75 and 0.85 just as the second one approaches the right margin and can be
formally designated as 0.99. As introduced in Subsection 3.3.3 and visualized in Figure 3.20, the
vigilance of 1.0 implies the similar partitioning of the decision space as it happens with 1-NN. In
this case each training sample becomes one node in the network making the utilization of ARTMAP
impractical. Due to the marginal difference in TER values when the vigilance parameter is set to
0.75 or 0.99, the vigilance of 0.75 is asserted to be the best choice leading to the more compact
network. The TER values resulting from the test with the vigilance of 0.75 are 16.01%/19.31% and
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Figure 5.13: FaceART, fourth matching mode, relationship between the verification performance
(TER) and the number of eigenfaces. The size of facial images is 50x50 pixels and the
vigilance of the ARTMAP network is 0.85 (modified from [161])
21.05%/20.68% for evaluation/testing in the 1st and 2nd configurations of the Lausanne protocol
respectively. Note, choosing a high vigilance leads to the risk of overfitting. In contrast, lower
vigilance implies better generalization.
10.0%
12.5%
15.0%
17.5%
20.0%
22.5%
25.0%
27.5%
30.0%
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Vigilance of the ARTMAP network
To
ta
l E
rr
or
 R
at
e 
(T
ER
)
conf1 (eval)
conf1 (test)
conf2 (eval)
conf2 (test)
 
Figure 5.14: FaceART, fourth matching mode, relationship between the verification performance
(TER) and vigilance parameter. The size of facial images is 50x50 pixels and the
number of eigenfaces is 10 (modified from [161])
Another important point is the compression factor reached by forming categories within the
network. In case the 1-NN classifier is applied, all training patterns must be preserved posing the
maximum memory requirement. By choosing vigilance lower than 1.0, several training patterns
can be described by one node. Figure 5.15 shows the relationship between the vigilance and the
average number of category nodes (C-Nodes) in the ARTMAP network. With the vigilance of
0.75 the compression ratio in comparison to the 1-NN classifier is 5.115 (116 vs. 600 references) in
the 1st configuration and 5.891 (135 vs. 798 references) in the 2nd configuration of the Lausanne
protocol. The number of reference patterns in the 2nd configuration deviates from 800 because the
face localization algorithm has a breakdown for two training images.
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Figure 5.15: FaceART, fourth matching mode, relationship between the average number of C-Nodes
and the vigilance parameter (modified from [161])
The best configuration of FaceART with XM2VTS
After comparing the FaceART matching modes with its best parameterizations, it can be stated that
verification performance gradually improves from the first to the fourth mode. The corresponding
error rates are listed in Table 5.22. The abbreviation “Mode X” stands for the following:
• Mode 1 represents gray-scale facial images of the size of 50x50 pixels directly matched using
the city-block distance.
• Mode 2 represents gray-scale facial images of the size of 50x50 pixels matched using the
ARTMAP network with the vigilance of 0.85.
• Mode 3 represents gray-scale facial images of the size of 50x50 transformed to eigenfaces
coefficients based on 10 most informative eigenfaces and matched using the Mahalanobis
distance.
• Mode 4 represents gray-scale facial images of the size of 50x50 transformed to eigenfaces
coefficients based on 10 most informative eigenfaces and matched using the ARTMAP network
with the vigilance of 0.75.
Table 5.22: Comparison of matching modes within FaceART (modified from [161])
Metric Configuration 1 Configuration 2 
  Evaluation   Test     Evaluation   Test     
  FAR FRR TER FAR FRR TER FAR FRR TER FAR FRR TER 
Mode 1 13.88% 13.88% 27.76% 11.72% 12.50% 24.22% 13.50% 13.50% 27.00% 11.32% 12.75% 24.07%
Mode 2 11.49% 11.49% 22.99% 10.49% 12.50% 22.99% 11.21% 11.21% 22.41% 10.20% 12.25% 22.45%
Mode 3 10.66% 10.66% 21.33% 9.99% 11.50% 21.49% 10.28% 10.28% 20.57% 9.78% 12.00% 21.78%
Mode 4 8.00% 8.00% 16.01% 7.81% 11.50% 19.31% 10.52% 10.52% 21.05% 9.93% 10.75% 20.68%
 
Generally, it might be concluded that eigenfaces coefficients outperform raw images and the
ARTMAP network outperforms the nearest neighbor classifier regardless of the selected distance
metric. Figure 5.16 shows ROC curves for Mode 4. ROC curves for other modes as well as
FAR/FRR diagrams can be found in Appendix A.1.
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Figure 5.16: FaceART with XM2VTS, ROC curves for Mode4 with logarithmic scale
5.3.4 Experiments with Luxand FaceSDK
Luxand FaceSDK is an alternative piece of face recognition software addressed in this thesis (for
more details see Subsection 4.3.5). This is a continually developing commercial product that
implements the principles of feature-based face recognition. The current version of the software
development kit (SDK) is 5.0. However, the experiments with XM2VTS were carried out in late
2009 with the 2.0 version of SDK.
 
Figure 5.17: Luxand FaceSDK with XM2VTS, ROC curves with logarithmic scale
The library includes all relevant functions for fully automatic face localization and matching of
faces. During the evaluation all functions are executed with the standard parameters intentionally
avoiding any adjustment to the images from XM2VTS. Figure 5.17 shows the ROC curves resulting
from the experiments with 1st and 2nd configurations of the Lausanne protocol. By analyzing
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ROC curves one can observe that the FAR approaches 0 when FRR resides between 10% and 18%
meaning that Luxand FaceSDK is well suited for security-oriented applications. The distributions
of matching scores for genuine users and impostors as well as FAR/FRR diagrams can be found
in Appendix A.2. The TER values for evaluation/testing in the 1st and 2nd configurations are
9.67%/12.55% and 3.88%/6.02% respectively.
5.3.5 Comparison to alternative face recognition systems
Considering the quantity of publications, the XM2VTS with Lausanne protocol seems to be the
mostly established combination for evaluating verification performance of face recognition systems
in an academic domain.
Three public face verification contests were held based on the Lausanne protocol. The first one
was a part of the ICPR 2000 conference [165] with four participants:
• Aristotle University of Thessaloniki (AUT),
• Dalle Molle Institute for Perceptual Artificial Intelligence (IDIAP),
• University of Sydney (Sydney),
• University of Surrey (UniS).
The second verification contest took place in conjunction with the AVBPA 2003 conference [171]
with participants from seven institutions:
• Dalle Molle Institute for Perceptual Artificial Intelligence (IDIAP),
• Universidad Politecnica de Valencia (UPV),
• Tu¨bitak Bylten (TB),
• Universite´ Catholique de Louvain (UCL),
• Unknown commercial system (Commercial),
• University of Surrey (UniS),
• Mahanakorn University of Technology (MUT).
However, only IDIAP, UPV, Commercial and UniS provided face verification systems enabled for
automatic registration. The last face verification competition was organized within the ICBA 2006
conference [169]. This contest attracted one additional participant:
• Chinese Academy of Science (CAS)
The verification performances of algorithms gradually improve from contest to contest. The
rivals seem to adjust the algorithms to the data to achieve the almost perfect results that can be
seen in Table 5.23. Be advised that only the results with automatic registration are mentioned.
Apart from the standard competitors, the table presents the error rates of FaceART and Luxand
FaceSDK. FaceART has obviously deficient verification performance in comparison to the best
systems e.g. CAS, IDIAP and UniS. The error rates are at the same level with the systems that
participated in ICPR 2000. In contrast, Luxand FaceSDK has significantly lower error rates. The
system is at the same level with algorithms from AVBPA 2003. It is important to note that neither
FaceART nor Luxand FaceSDK is in any sense adjusted to the data in XM2VTS. In fact, the slight
improvement of face localization subsystems of both systems could significantly reduce error rates.
5.3.6 Conclusion
FaceART is by far not an optimal piece of face recognition software. It has two principal drawbacks.
The first one is inaccurate face localization provided by the external library. In fact, the accurate
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Table 5.23: FaceART and Luxand FaceSDK 2.0 versus academic face recognition systems partici-
pated in the face verification contests ICPR 2000, AVBPA 2003 and ICB 2006 (modified
from [161])
AFR Configuration 1 Configuration 2 
  Evaluation   Test     Evaluation   Test     
  FAR FRR TER FAR FRR TER FAR FRR TER FAR FRR TER 
FaceART 8.00% 8.00% 16.00% 7.81% 11.50% 19.31% 10.52% 10.52% 21.04% 9.93% 10.75% 20.68%
AUT '00 8.10% 8.10% 16.20% 8.20% 6.00% 14.20% 6.50% 6.50% 13.00% 6.20% 3.50% 9.70%
IDIAP '00 8.00% 8.00% 16.00% 8.10% 8.50% 16.60% 7.00% 7.00% 14.00% 7.70% 7.30% 15.00%
Sydney '00 12.90% 12.90% 25.80% 13.60% 12.30% 25.90% 14.10% 14.10% 28.20% 13.00% 12.30% 25.30%
UniS '00 7.00% 7.00% 14.00% 5.80% 7.30% 13.10% not  presented  not presented 
Commercial 
'03 11.00% 11.10% 22.10% 2.83% 13.50% 16.33% 13.20% 13.40% 26.60% 14.30% 11.25% 25.55%
Luxand 2.0 4.83% 4.83% 9.67% 7.03% 5.51% 12.55% 1.94% 1.94% 3.88% 1.76% 4.26% 6.02%
IDIAP '03 1.21% 2.00% 3.21% 1.95% 2.75% 4.70% 1.25% 1.20% 2.45% 1.35% 0.75% 2.10%
UPV '03 1.33% 1.33% 2.66% 1.23% 2.75% 3.98% 1.75% 1.75% 3.50% 1.55% 0.75% 2.30%
UniS '03 0.82% 4.16% 4.98% 1.36% 2.50% 3.86% 0.63% 2.25% 2.88% 1.36% 2.00% 3.36%
CAS '06 1.00% 1.00% 2.00% 0.57% 1.57% 2.14% 0.49% 0.50% 0.99% 0.28% 0.50% 0.78%
 
localization is an essential issue for appearance-based methods since the images are matched literally
pixel-to-pixel. FaceART includes no mechanism to validate the localized face region as well as
to examine the accuracy of the localization results. Hence, some localized areas do not include a
face or include it only partially. The occurrence of such localization errors among training images
leads to the drastic degradation of recognition performance. The second drawback is a lack of
analyzing discrimination power of single features. The PCA transformation does not guarantee
that the resulting features possess high discrimination power. Thus, employing coefficients of
first eigenfaces seems to provide very limited improvement. The recognition performance can
be eventually gained by applying linear discriminant analysis (LDA) on raw images or even on
eigenfaces [12]. The experiments have shown that the ARTMAP network applied instead of the
matching algorithm and reference storage outperforms the nearest neighbor classifier and leads to
more compact preservation of biometric templates. However, the best results are achieved with
the marginal value of the vigilance parameter. With such parameterization the ARTMAP network
operates similarly to the nearest neighbor classifier with an alternative similarity metric (which
is the slightly modified scalar product). As a matter of fact, for appearance-based approaches to
operate well, many reference images for each user are required. These images have to cover all
possible face appearances. With the Lausanne protocol providing 3 and 4 images for training per
user in the 1st and 2nd configuration respectively, the high recognition performance cannot be
expected with FaceART.
Luxand FaceSDK has significantly better recognition performance with the Lausanne protocol
compared to that of FaceART. Nonetheless, the feature extraction algorithm is often incapable
of precisely localizing fiducial points on faces rotated too much in the second head shot. By
requiring that the localization of fiducial points takes place exclusively for reliably detected faces
and ignoring images with the excessively rotated heads, recognition performance can be drastically
improved, reducing error rates to those shown by competing algorithms provided by other academic
institutions.
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5.4 Face recognition performance in a car
This section is comprised of the following subsections:
1. Opel databases (OpelDB2, OpelDB3, OpelDB2+3)
2. Performance measures
3. Experiments with FaceART
4. Experiments with Luxand FaceSDK
5. Conclusion
5.4.1 Opel databases
A recognition performance similar to that resulting from the experiments with XM2VTS cannot
be expected in a real car. In fact, XM2VTS provides images collected in a photo studio with
uniform illumination conditions and a monotone constant background. In contrast, the illumination
conditions in a car can drastically vary from completely dark to very bright and the intensive side
lighting can provide light artifacts on faces. The background is constant except for the window
parts, but the light penetrating into the car can drastically change the appearance of the interior.
Hence, there is a need for experimental data collected in automotive environment to reveal a
realistic recognition performance of the addressed face recognition systems (FaceART, Luxand
FaceSDK).
By creating the experimental database, the following aspects are in focus:
• reproduce realistic environmental conditions,
• address the proposed operational scenarios (single driver identification, permanent driver
authentication),
• address aging of the reference data,
• carry out not only closed-set but also open-set identification tests.
In order to satisfy the first aspect, an experimental system is implemented in a conventional
vehicle Opel Vectra B (for details see Subsections 4.3.4 and 4.3.5. Data are captured at different
times of day, at different locations, with different illumination conditions which sometimes lead
to overexposed parts of images. Thanks to the camera set up and scrupulously adjusted active
illumination sources, frontal faces can be easily detected even at night and under intensive side
lighting. Figure 5.18 shows some examples with difficult illumination conditions.
 
(a) (b) (c) (d) 
 
Figure 5.18: OpelDB3 samples: (a) intensive side lighting leading to a light artifact on a face, (b)
underground parking with deficient illumination and outdoor lamps facing the camera,
(c) at night without outdoor lighting and (d) at night with conventional interior lamp
turned on
Two databases OpelDB2, OpelDB3 are created to address the operational scenarios proposed in
Subsections 4.3.3 and 4.3.3. OpelDB2 is constructed to focus on short-time aging of the reference
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data not necessarily engaging many users. By constructing OpelDB3, the focus is on testing
discriminative performance of face recognition systems which demands a high number of users.
All users in these databases are considered as clients so that the evaluation is provided first in
a closed-set identification mode and second in verification mode. Combining both databases in
OpelDB2+3 enables carrying out an open-set identification test. Here, five common users are
considered as clients and the remaining users as impostors.
5.4.2 OpelDB2
The OpelDB2 database was created from July to September 2010. By gathering data for the
database, twelve persons are engaged, but only six complete all acquisition sessions. The goal is to
simulate the simultaneous car usage by family members so that every registered driver accesses the
car several times, always introducing a new face appearance. There is no true support from active
NIR illumination. The lamp is not properly adjusted so that face shots become overexposed at
night. Hence, all recordings are collected during daytime with sufficient amount of outdoor lighting
and an NIR lamp switched off.
The recordings are made in five sessions at the interval of approximately one week between two
subsequent sessions. Every session contains three videos:
• Reference video (R) with head rotations. The recording begins with a person looking at the
camera. Then he/she lifts the head and looks at the street, then rotates the head left and
right, then up and down, the tilts the head left and right, and finally once more looks at the
street and at the camera (see Figure 5.19 for samples).
• First test video (T1) of the car entrance with fastening seat belt and short look to the camera
(see Figure 5.20 for the final video frames).
• Second test video (T2) with the unconstrained car entrance and an approximately two minute
drive. The drive includes the following maneuvers: leave a parking space and immediately
turn right, follow the street for 50 meters and turn right, follow the street for 150 meters and
make a broken U-turn using the by-street on the left, drive 150 meters, take a left turn, drive
another 50 meters and back into a parking space which is on the left side of the car. Some
example frames can be found in Figure 4.27.
 
 
 
Figure 5.19: OpelDB2 head rotation samples from a reference video: look at the camera, at the
street, left, right, up, down, left tilt, right tilt
The reference video is used for enrollment. The driver registration algorithm can learn different
face appearances and create a statistical model. The first and second test videos are created to
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address two operating scenarios: single driver identification (SDI) and permanent driver verification
(PDV) respectively. As a reminder, SDI is required to activate the memory function (comfort) and
individual driver assistance systems (safety), and PDV is required to assure that the car is steered
by a registered driver (anti-theft protection).
 
 
 
Figure 5.20: OpelDB2 samples of frontal faces from five sessions
Collecting data at intervals longer than one week helps to address short-time aging of the
reference samples. It is claimed that the longer the time interval between the point in time when
the reference data is gathered and the point in time when the authentication takes place, the
worse the recognition performance will be. Three evaluation modes are proposed to investigate this
assumption:
• Standard mode simulating the typical situation where reference data undergo aging. Enroll-
ment is based on the reference data from the first session and authentication is based on
the test data from the remaining four sessions. When matched with each next session, the
reference data becomes older.
• Adaptive mode simulating the dynamic template preservation. The reference data is perma-
nently updated based on authentication results. Enrollment is based on the reference data
from the sessions which forego the session of the test data. By operating in the adaptive
mode, the system obviates the re-enrollment because the reference and test samples become
a shorter time-gap.
• No-aging mode simulating the non-realistic perfect situation. Reference and test data are
taken from the same session. Evaluating a system in this mode helps to reveal the upper
bounds of recognition performance.
Table 5.24 illustrates the distribution of reference and test videos in accordance with the evaluation
modes and operating scenarios.
5.4.3 OpelDB3
The OpelDB3 database was created from April to May 2013 to extend the number of drivers. There
are 51 persons engaged whereby five of them have participated in creating OpelDB2. The data
is gathered during only one session and includes a reference and a test video. Reference videos
are similar to those recorded for OpelDB2 and test videos are similar to the first test videos from
OpelDB2. Hence, OpelDB3 supports only the closed-set SDI test.
The camera viewing angle is slightly adjusted to avoid situations in which parts of a face are
covered by a steering wheel. Active NIR lighting has been adjusted. The LED ring around the
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Table 5.24: OpelDB2, evaluation modes, Rn - reference video from the session n, T1−n and T2−n -
first and second test videos from the session n respectively
 SDI test PDV test 
Standard mode R1 vs. T1_2 
R1 vs. T1_3 
R1 vs. T1_4 
R1 vs. T1_5 
R1 vs. T2_2 
R1 vs. T2_3 
R1 vs. T2_4 
R1 vs. T2_5 
Adaptive mode R1 vs. T1_2 
R1+ R2 vs. T1_3 
R1 + R2 + R3 vs. T1_4 
R1 + R2 + R3 + R4 vs. T1_5 
R1 vs. T2_2 
R1 + R2 vs. T2_3 
R1 + R2 + R3 vs. T2_4 
R1 + R2 + R3 + R4 vs. T2_5 
No-aging mode R1 vs. T1_1 
R2 vs. T1_2 
R3 vs. T1_3 
R4 vs. T1_4 
R5 vs. T1_5 
R1 vs. T2_1 
R2 vs. T2_2 
R3 vs. T2_3 
R4 vs. T2_4 
R5 vs. T2_5 
 
 
 
 
Figure 5.21: OpelDB3 head rotation samples from a reference video: look at the camera, at the
street, left, right, up, down, left tilt, right tilt
camera lens is permanently switched on, but covered by a diffuser. On the one hand, this enables
night acquisition without overexposing faces. On the other hand, its lighting compensates intensive
sunlight from the rear. Another adjustment regarding the interior illumination is the 875 nm NIR
lamp in the ceiling next to the windscreen at the place of the conventional interior lamp. This lamp
helps to compensate sunlight from the driver window making faces more homogeneous. Figure 5.21
shows head rotation samples from one reference video in OpelDB3.
5.4.4 OpelDB2+3
In OpelDB2+3 two aforementioned driver databases are combined to carry out the open-set SDI
test. Five common users from OpelDB2 and OpelDB3 are considered as clients. Each of them was
acquired in six sessions (5 sessions from OpelDB2 + 1 session from OpelDB3). The remaining
46 users are considered to be impostors. While collecting data for the OpelDB2 several persons
were acquired in one session. Three persons, which were acquired in 2010 but included neither in
OpelDB2 nor in OpelDB3, are added to OpelDB2+3 as impostors. In the case of impostors, only
the first test video is relevant because they are prevented from driving a car. Impostor videos are
further referred to as T1−impostor. Table 5.25 introduces how client and impostor matching trials
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are distributed in accordance with the evaluation modes.
Table 5.25: OpelDB2+3, evaluation modes, Rn - reference video from the session n, T1−n - genuine
test videos from the session n, T1−impostor - impostor test videos
 Genuine trials Impostor trials 
Standard mode R1 vs. T1_2 
R1 vs. T1_3 
R1 vs. T1_4 
R1 vs. T1_5 
R1 vs. T1_6 
R1 vs. T1_impostor 
 
Adaptive mode R1 vs. T1_2 
R1 + R2 vs. T1_3 
R1 + R2 + R3 vs. T1_4 
R1 + R2 + R3 + R4 vs. T1_5 
R1 + R2 + R3 + R4 + R5 vs. T1_6 
R1 vs. T1_impostor 
R1 + R2 vs. T1_impostor 
R1 + R2 + R3 vs. T1_impostor 
R1 + R2 + R3 + R4 vs. T1_impostor 
R1 + R2 + R3 + R4 + R5 vs. T1_impostor 
No-aging mode R1 vs. T1_1 
R2 vs. T1_2 
R3 vs. T1_3 
R4 vs. T1_4 
R5 vs. T1_5 
R6 vs. T1_6 
R1 vs. T1_impostor 
R2 vs. T1_impostor 
R3 vs. T1_impostor 
R4 vs. T1_impostor 
R5 vs. T1_impostor 
R6 vs. T1_impostor 
 
5.4.5 Performance metrics
With closed-set identification addressed by OpelDB2 and OpelDB3, all test persons are registered.
A result of each identification trial is a rank list of clients and the true identity is guaranteed to
be in the list. The most common metric of recognition performance in the identification mode is
identification accuracy expressing the probability to meet the correct driver at the first position in
the rank list without considering matching scores (see Subsection 2.3.4). However, if the numbers
of test samples for different classes are significantly different or the recognition performance is not
symmetrical regarding the classes, identification accuracy can be strongly biased (for explanation
see Subsection 2.3.4). The Kappa statistic calculated based on the confusion matrix helps to
overcome the problem of biased estimation (for details see Subsection 2.3.4). Another typical
indicator of the recognition performance is the cumulative matching curve (CMC) which represents
the probabilities to meet the true identity among N first entities of the rank list (for details see
Subsection 2.3.4). The CMC is a very useful performance indicator for human-aided identification
systems. For automatic systems, however, only the first position in the rank list is important. In
experiments, CMC curves are created to compare the recognition performances of FaceART and
Luxand FaceSDK in different evaluation modes.
In contrast to identification, a result of each verification trial is a matching score. This is
why, in the permanent driver verification scenario, the client scores and impostor scores are the
issues determining the recognition performance. Since closed-set identification does not imply real
impostors, the client matching scores are intra-class scores resulting from matching reference and
test samples of the same user, and impostor matching scores are inter-class scores resulting from
matching of reference samples of one user with test samples of another user. The distributions
of client and impostor matching scores are used to create FAR/FRR diagrams as well as to
determine the threshold where EER is reached. FAR and FRR are estimated so as to reside
within confidence intervals at the confidence level of 95% (α = 0.05). The maximum confidence
interval of both is adopted for EER (for details see Subsection 2.3.3).
In open-set identification, which is an issue of OpelDB2+3, only some persons are registered, but
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the vast majority is not. The unregistered persons can be considered true impostors. In impostor
trials, the rank list cannot include true identity. This problem can be overcome by introducing one
additional class “non-clients” or by involving matching scores in the rank list. The first solution
requires reference data for the “non-clients” class. These reference data, however, can never be
representative because the set of possible impostors is almost unlimited. By considering matching
scores, a person is identified as a client at the first position in the rank list only if the corresponding
matching score is less than the threshold (score is a distance metric), or higher than the threshold
(score is a similarity metric). Consequently, there are two types of false identifications: the correct
identity is not on the first position in the rank list or the correct identity is on the first position but
the matching score is too high (for distance) or too low (for similarity). So, the experiments with
OpelDB2+3 include both, calculation of EER with the corresponding threshold τeer and further
identification with regard to the matching score. Additionally, the Kappa statistic is calculated to
address the eventual bias of the identification accuracy.
5.4.6 Experiments with FaceART
Before starting to describe the results of the experiments, let us come back to Subsection 4.3.3
and take another look at abbreviations. The SDI is the operational scenario with semi-automatic
authentication and the PDV is the operational scenario with automatic authentication. The “-sec.”
or “-conv.” addition to the name of the operational scenario refers to manual or semi-automatic
enrollment respectively. In manual mode, a human supervisor scrupulously selects frames for
enrollment. It can be one frame (1frame) or several frames (Nframes). In semi-automatic mode, a
computer extracts all frames containing faces (multi-view) and a human supervisor quickly removes
falsely detected non-faces. Automatic enrollment is not addressed in the experiments.
FaceART, as a representative of appearance-based face recognition approaches, requires collecting
different face appearances during enrollment to achieve high recognition performance. Hence,
enrollment from one frame does not fit the concept of FaceART. High identification rates cannot be
expected with one reference frame. In contrast, learning FaceART from several frames with almost
frontal faces can lead to adequate identification accuracy. Furthermore, FaceART is parameterized
to operate in the third mode (modes are described in Subsection 4.3.7, providing eigenfaces
decomposition and utilizing the 1-NN classifier. Eigenfaces are created on the fly from reference
samples. This is why the number of eigenfaces depends on the number of reference samples and
varies from one evaluation mode to another. Based on the results with XM2VTS, the city-block
distance is claimed to be the optimal metric and chosen for all FaceART experiments.
In order to avoid identification errors caused by inaccurate face localization, faces found outside
the special region are ignored. Figure 5.22 shows these special regions for both databases: OpelDB2
and OpelDB3. At the same time, the lower and upper margins for the face size are defined so as to
ignore too small and too big face candidates. The size and coordinates of potential face regions are
derived from analyzing distributions of these values in the set of correctly localized faces.
FaceART with OpelDB2
Table 5.26 presents the results for closed-set SDI with OpelDB2. The identification results are
evaluated in a frame-based manner. With the enrollment from one frontal face, the identification
accuracies yield 42.25%, 59.46% and 84.86% in standard, adaptive and no-aging evaluation modes
respectively. The significant difference between identification accuracy and a kappa statistic
indicates the asymmetrical recognition performance regarding different users. With the enrollment
from several almost frontal faces, the identification accuracy exceeds 90% yielding 90.04%, 94.88%
and 99.27% in standard, adaptive and no-aging modes respectively. With the enrollment from
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(a) (b) 
 
Figure 5.22: FaceART, white solid rectangles mark valid regions for a face in: (a) OpelDB2, (b)
OpelDB3; dashed squares visualize the minimal and maximal face size
“face multi-views”, the accuracy is higher than that with one frame but lower than that with
several frames. The effect of aging reference data becomes apparent by comparing evaluation
modes. In standard mode the recognition rates are significantly lower that those in adaptive
mode and recognition rates in adaptive mode fall far behind those in no-aging mode. An accuracy
of approximately 95% in adaptive mode proves that even a trivial face recognition system such
FaceART can be successfully applied for SDI when the enrollment and identification are controlled,
and the reference data become permanently updated.
Table 5.26: FaceART, closed-set single driver identification with OpelDB2 (6 clients)
Operational scenario Param. Evaluation mode Identification accuracy  Kappa statistic 
standard 297/703 (42.25%) 32.10%
adaptive 418/703 (59.46%) 49.49%
SDI-sec., 1frame 1NN,  
5 eig 
no-aging 695/819 (84.86%) 80.42%
standard 633/703 (90.04%) 86.92%
adaptive 667/703 (94.88%) 93.30%
SDI-sec., Nframes 1NN,  
50 eig 
no-aging 813/819 (99.27%) 99.02%
standard 424/703 (60.31%) 50.21%
adaptive not tested not tested
SDI-conv., multi-view 1NN,  
50 eig 
no-aging 783/819 (95.60%) 94.15%
 
Table 5.27 presents the results for PDV with OpelDB2. Apart from EER, the table contains the
threshold (τeer) where EER is reached and the confidence interval of EER at the confidence level
of 95%. The EER values over 20% are too high to consider FaceART applicable for PDV. These
error rates imply that at least every fifth verification trial is erroneous. The driver will be warned
that he/she cannot be verified which can be very annoying. Unexpectedly, with the enrollment
from one frame, the EER value in no-aging mode is lower than that with the enrollment from
several frames. The reason for this is probably the number of eigenfaces which means that 50
eigenfaces are superfluous. This is also the reason for different thresholds with 1frame and with
Nframes/multi-view.
FaceART with OpelDB3
Table 5.28 presents the results for SDI with OpelDB3. Here, the difference between identifica-
tion accuracy and a kappa statistic is very low meaning that recognition performance is almost
symmetrical for all users.
The first issue investigated in the experiments is a proper number of eigenfaces. The table shows
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Table 5.27: FaceART, permanent driver verification with OpelDB2 (6 clients)
Operational scenario Param. Evaluation mode EER τeer  Confidence interval 
standard 31.41% 13.87551 ±0.97%
adaptive 28.64% 11.13637 ±0.94%
PDV-sec., 1frame 1NN,  
5 eig 
no-aging 20.38% 12.079025 ±0.81%
standard 27.54% 37.065817 ±0.93%
adaptive 24.68% 36.184981 ±0.90%
PDV-sec., Nframes 1NN,  
50 eig 
no-aging 24.74% 35.838516 ±0.86%
standard 30.07% 40.312078 ±0.96%
adaptive not tested not tested not tested
PDV-conv., multi-view 1NN,  
50 eig 
no-aging 27.57% 36.175244 ±0.89%
 
that 50 eigenfaces outperform 30 eigenfaces and the latter outperform 15 eigenfaces in all cases.
The application of eigenfaces for multi-view enrollment encounters the memory expansion problem.
Due to the very high number of reference samples (> 25000), the database decomposition function
breaks down. Hence, multi-view enrollment is tested with FaceART operating in the first mode
(see Subsection 4.3.7) in which raw gray-scale values are classified by k-NN.
The second issue is which classifier is superior. With the enrollment from one frame, only the 1-
NN classifier is feasible. With the enrollment from several frames, the performance indices indicate
that 1-NN outperforms 5-NN, the latter outperforms 9-NN and 9-NN outperforms ARTMAP,
independently from the number of eigenfeces. The best accuracy (92.11%) is achieved with
multi-view enrollment and 1-NN applied for classification of raw gray-scale values.
Table 5.28: FaceART, closed-set single driver identification with OpelDB3 (51 clients)
Operational scenario Parameters Identification accuracy Kappa statistic 
1NN, 5 eig 2605/5502 (47.35%) 46.15% 
1NN, 15 eig 3727/5502 (67.74%) 66.95% 
1NN, 30 eig 4027/5502 (73.19%) 72.54% 
SDI-sec., 1frame 
1NN, 50 eig 4165/5502 (75.70%) 75.12% 
1NN, 5 eig 2711/5502 (49.27%) 48.05% 
1NN, 15 eig 3872/5502 (70.37%) 69.64% 
1NN, 30 eig 4336/5502 (78.81%) 78.26% 
1NN, 50 eig 4522/5502 (82.19%) 81.74% 
5NN, 5 eig 2709/5502 (49.24%) 48.02% 
5NN, 15 eig 3781/5502 (68.72%) 67.94% 
5NN, 30 eig 4169/5502 (75.77%) 75.15% 
5NN, 50 eig 4425/5502 (80.43%) 79.93% 
9NN, 5 eig 2600/5502 (47.26%) 45.99% 
9NN, 15 eig 3705/5502 (67.34%) 66.53% 
9NN, 30 eig 4060/5502 (73.79%) 73.12% 
9NN, 50 eig 4342/5502 (78.92%) 78.38% 
ARTMAP, 5 eig 2556/5502 (46.46%) 45.18% 
ARTMAP, 15 eig 3816/5502 (69.36%) 68.56% 
ARTMAP, 30 eig 4051/5502 (73.63%) 72.93% 
SDI-sec., 10frames 
ARTMAP, 50 eig 4269/5502 (77.59%) 77.02% 
1NN, raw 5068/5502 (92.11%) 91.90% 
5NN, raw 5026/5502 (91.35%) 91.12% 
SDI-conv., multi-view 
9NN, raw 4988/5502 (90.66%) 90.41% 
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FaceART with OpelDB2+3
In the experiments with OpelDB2+3, the open-set identification with 5 clients and 49 impostors
is addressed. The 1-NN classifier is chosen for tests because it outperforms 5-NN, 9-NN and
ARTMAP classifiers in previous experiments and also provides a matching score expressed by the
city-block distance between a test sample and a reference sample. As mentioned in Subsection 5.4.2,
involving matching scores is essential for open-set identification. Aiming at analyzing distributions
of intra-class, inter-class and impostor matching scores, tests are first carried out in verification
mode. An EER value indicates how successful the identification could be. Table 5.29 presents the
results of the verification test. The EER values of 5% and 10.8% in no-aging and adaptive modes
respectively indicate potentially high identification accuracy. In standard mode, EER of 17.69%
indicates rather limited recognition performance.
Table 5.29: FaceART, verification test with OpelDB2+3 (5 clients and 49 impostors)
Operational scenario Param. Evaluation mode EER τeer  Confidence interval 
standard 17.69% 33.22284 ±1.55%
adaptive 10.80% 31.56233 ±1.26%
SDI-sec. Nframes  1NN, 
eig50 
no-aging 5.00% 28.30156 ±0.85%
 
The τeer is not an optimal threshold for identification. Reducing the threshold can help to reject
a high number of impostor trials and only a low number of clients trials and, therefore, to get to a
more secure system. However, too low thresholds make the system useless rejecting all users just as
with too high thresholds all impostor trials lead to successful identification. Figure 5.23 illustrates
the relationship between identification accuracy/kappa statistic and the threshold, revealing the
values 28, 24 and 21 as optimal thresholds for standard, adaptive and no-aging evaluation modes
respectively. The accuracy values at marginal thresholds actually represent the balance between
the number of client and impostor trials.
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Figure 5.23: FaceART, relationship between the threshold for the matching score and (a) identifica-
tion accuracy and (b) kappa statistic
Table 5.30 presents the results of open-set SDI with OpelDB2+3. Here, the values of kappa
statistic strongly deviate from accuracy values due to the fact that the number of impostor trials
is approximately 10 times higher than the number of client trials. Consequently, the ability to
correctly reject impostors has higher influence on identification accuracy. Nonetheless, the values
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of kappa statistic here represent the recognition performance in a more appropriate way. A very
good agreement with kappa of approximately 85% can be stated in no-aging mode and a good
agreement with kappa of approximately 60% in adaptive mode. In standard mode, the kappa of
approximately 50% indicates a moderate agreement.
Table 5.30: FaceART, open-set single driver identification with OpelDB2+3 (5 clients and 49
impostors)
Operational scenario Para- 
meters 
Evaluation 
mode 
Identification accuracy  Kappa statistic Optimal 
threshold 
standard 5419/7143 (75.86%) 49.53% 28
adaptive 24935/26347 (94.64%) 60.10% 24
SDI-sec., Nframes 1NN, 
50 eig 
no-aging 30674/31341 (97.87%) 84.91% 21
 
5.4.7 Experiments with Luxand FaceSDK
Luxand FaceSDK can be considered a representative of feature-based face recognition approaches
whereby the individual face model is constructed based on fiducial points localized on a face (for
details see Subsection 4.3.6). One sharp frame with a frontal face is enough for creating a robust
face model. Since manual extraction of a key frame from the reference video (1frame) works well,
semi-automatic enrollment (Nframes) becomes superfluous. In a similar way to which it is done for
FaceART, faces found outside the special region are ignored to reduce errors caused by inaccurate
face localization. Figure 5.24 shows these regions along with squares representing lower and upper
margins for the face size in both databases: OpelDB2 and OpelDB3.
 
(a) (b) 
 
Figure 5.24: Luxand FaceSDK, white solid rectangles mark valid regions for a face in: (a) OpelDB2,
(b) OpelDB3; dashed rectangles visualize the minimal and maximal face size
Luxand FaceSDK with OpelDB2
The experiments with OpelDB2 were carried out using version 4.0 of Luxand FaceSDK. Table 5.31
present the result for SDI. In all three evaluation modes, the identification accuracy exceeds 99%.
The values of kappa statistic do not deviate much from accuracy values indicating very high level
of agreement.
In the PDV test (see Table 5.32), the EER values are similarly high as they are with FaceART
varying between 26.16% in the optimal case and 27.85% in the worst case. Unexpectedly, updating
reference data does not improve verification performance. In contrast to FaceART, the matching
score in FaceSDK is a degree of similarity. In client trials, the scores are expected to approach
1. Scores lower than 0.9 indicate significant differences in faces. The τeer value of 0.6 or even 0.7
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Table 5.31: Luxand FaceSDK, closed-set single driver identification with OpelDB2 (6 clients)
Operational scenario Operating mode Identification accuracy  Kappa statistic 
standard 701/707 (99.15%) 98.93% 
adaptive 706/707 (99.86%) 99.82% 
SDI-sec., 1frame 
no-aging 775/778 (99.61%) 99.51% 
 
reveals that many client images contain rotated faces. Hence, the PDV scenario requires additional
image processing for estimating the quality of localized faces and filtering of non-frontal ones.
Table 5.32: Luxand FaceSDK, permanent driver verification with OpelDB2 (6 clients)
Operational scenario Operating mode EER τeer  Confidence interval 
standard 26.16% 0.593221 ±1.21% 
adaptive 26.92% 0.702811 ±1.22% 
PDV-sec. 1frame 
no-aging 27.85% 0.607654 ±1.09% 
 
Luxand FaceSDK with OpelDB3
In the experiments with OpelDB3 and OpelDB2+3, the version 5.0 of Luxand FaceSDK is utilized.
The closed-set SDI test includes 51 clients. The enrollment is provided from one key frame with a
frontal face. The resulting identification accuracy yields 91.05% (5664 successes in 6221 trials) with
a kappa statistic of 90.83%.
Luxand FaceSDK with OpelDB2+3
Since the open-set identification supported by OpelDB2+3 with 5 clients and 49 impostors requires
considering matching scores, the first test is provided in verification mode aiming at analyzing
intra-class, inter-class and impostor distributions. The EER values together with thresholds and
confidence intervals are presented in Table 5.33. ERRs of 7.64%, 6.46% and 4.93% in standard,
adaptive and no-aging modes respectively indicate very high potential for identification.
Table 5.33: Luxand FaceSDK, verification test with OpelDB2+3 (5 clients and 49 impostors)
Operational scenario Operating mode EER τeer  Confidence interval 
standard 7.64% 0.216301 ±1.01% 
adaptive 6.46% 0.3946 ±0.94% 
SDI-sec., 1frame 
no-aging 4.93% 0.418833 ±0.78% 
 
The optimal threshold for identification can be derived from diagrams in Figure 5.25 introducing
the relationship between identification accuracy/kappa statistic and the threshold. In contrast
to FaceART, choosing too low thresholds lets the system accept all trials and choosing too high
thresholds lets the system reject all trials. Hence, increasing a threshold makes a system more
secure by rejecting significantly more impostor trials and only a low number of client trials. The
thresholds of 0.46, 0.75 and 0.91 are optimal for standard, adaptive and no-aging evaluation modes
respectively.
The results of open-set SDI with OpelDB2+3 are presented in Table 5.34. Identification accuracies
are very high yielding 92.04%, 97.53% and 98.32% in standard, adaptive and no-aging modes
respectively. However, due to a significant difference between kappa statistic and accuracy, kappa
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Figure 5.25: Luxand FaceSDK, relationship between the threshold for the matching score and (a)
identification accuracy and (b) kappa statistic
values are preferable for designating recognition performance. In all three evaluation modes a very
good agreement can be stated with kappa values of 83.94%, 84.02% and 88.45%.
Table 5.34: Luxand FaceSDK, open-set single driver identification with OpelDB2+3 (5 clients and
49 impostors)
Operational scenario Operating  
mode 
Identification accuracy  Kappa statistic Optimal 
threshold 
standard 7471/8117 (92.04%) 83.94% 0.46 
adaptive 29289/30032 (97.53%) 84.02% 0.75 
SDI-sec., 1frame 
no-aging 35199/35799 (98.32%) 88.45% 0.91 
 
5.4.8 Conclusion
Generally, the recognition performances of both algorithms confirm my theoretical considerations
about the importance of the control over enrollment and authentication scenarios in biometric
systems. The high degree of control (e.g. guarantee frontal faces in reference and test data) leads
to relatively low error rates. The recognition performance of Luxand FaceSDK is significantly
higher compared to that of FaceART even considering the fact that the former is learned from only
one frame. In contrast, the presence of several slightly different frontal face images is essential for
FaceART to demonstrate high identification accuracy. Distributions of matching scores, FAR/FRR
diagrams, ROC and CMC curves for both systems FaceART and Luxand FaceSDK can be found in
Appendix B, whereby for FaceART, only the best parameterization is considered.
In the SDI test, the results with OpelDB2 can be considered optimistic. Identification accuracy
over 99% in all evaluation modes with Luxand FaceSDK is a perfect result which unfortunately
cannot be expected in real life. The results of experiments with OpelDB2+3 can be considered more
realistic. In case FaceART is applied, the accuracy/kappa is significantly better with up-to-date
reference data (adaptive/no-aging versus standard mode). Hence, for successful operating, FaceART
requires a mechanism for a permanent updating of biometric reference data. In contrast, Luxand
FaceSDK only slightly benefits from updating reference data, but the accuracy/kappa is very
convincing even in standard evaluation mode. Generally, the experiments show that a practical
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integration of face recognition into a car is feasible for at least SDI with the enrollment requiring
human-aided quality control of the reference data and the identification requiring a driver takes a
glimpse at the camera.
The PDV test was carried out only with OpelDB2 and even in this fairly optimistic test, the
results are disappointing. For automatic unconstrained verification, the error rates drastically
increase with both: FaceART and Luxand FaceSDK. There are two factors leading to high error
rates. First, the moving car gives rise to permanently changing lighting and dynamic shadows
and, second, the rotated heads are often inaccurately localized. The improvement of recognition
performance can be achieved by controlling the image quality or, to be more precise, by filtering
high-contrast and well-illuminated frontal faces. However, the required image processing approaches
are not committed to a particular face recognition system.
The experiments do not systematically address the influence of illumination conditions to the
recognition performance. Although the data in OpelDB3 was collected at different locations with
different illumination conditions, the one acquisition session does not allow systematical study of
changing face appearances in various automotive environments. For future experiments, the data of
a limited set of users has to be collected in as many automotive environments as possible involving
many acquisition sessions.
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This chapter is devoted to the discourse and generalization of the results of the experiments
introduced in the previous chapter. Firstly, the individual recognition performance of the proposed
automotive applications (SOD, UDiS and FDR) is discussed, namely which hardware and software
solutions are felicitous and which are not. Some further algorithmic solutions are proposed which
can theoretically help to improve recognition performance and to overcome complications occurring
with currently used algorithms. However, the implementation and evaluation of these solutions are
beyond the scope of this thesis. Secondly, it is discussed which algorithms or technical findings
from one application can be successfully utilized in others and how all three applications can be
implemented in one car, which components can be common and which not.
6.1 Achievements and drawbacks
For designing an automotive application, a concept consisting of five elements is proposed. Firstly,
a new application is discovered together with an application scenario. Latter answers the question,
what additional value is created by implementing the application in terms of improving safety,
security or comfort. For each application scenario, the operational scenarios are specified reflecting
how the system interprets the video stream and which reactions are provided. Based on operational
scenarios, the requirements regarding hardware components are derived. After the camera setup
is chosen, the active illumination sources are located and adjusted. Finally, based on predefined
operational scenarios and hardware setup, the image processing and pattern recognition algorithms
are specified. Here, each preceding step generates constraints for the succeeding one.
For three automotive applications that have been recognized to be worth implementation (seat
occupancy detection (SOD), distinguishing of driver and front-seat passenger hands during the
interaction with the center console (UDiS) and facial driver recognition (FDR)), the lists of
components can be found in Subsection 3.1 (Table 3.1). The proposed software solutions are listed
in Table 3.2, described in detail in Section 3.2 and combined to recognition systems in Chapter 4.
Chapter 5 introduces experiments with the recognition systems revealing recognition performances.
6.1.1 Seat occupancy detection
Two basically different approaches are proposed for visual SOD: template matching and face
detection. For template matching, the investigation goals are to check how the recognition
performance changes by switching from uniform to non-uniform illumination and to find the best
parameterization regarding pre- and post-processing. The experiments are organized to determine
the proper template selection strategy, to choose the best one from local normalization and edge
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detection, and to check whether multi-algorithmic and temporal matching score fusion help to
reduce error rates. Unfortunately, the experiments do not reveal the clear superiority of any
template selection strategy. Two small templates generally perform best. Nonetheless, the way of
choosing templates and their quantity remains an open question. Currently, template selection
is based on intuition. A methodological approach for choosing template candidates is required.
Similarly, a clear conclusion about the superiority of one of the addressed pre-processing techniques
cannot be made. However, it can be stated that in case of non-uniform illumination conditions, the
utilization of pre-processing is essential and that the temporal matching-score fusion almost always
slightly improves recognition performance. Generally, the results show that template matching
proves to be a suitable approach. With well selected pre- and post-processing, empty front seats
can be recognized with EERs not exceeding 2.60%. For side rear seats, EERs are slightly higher
not exceeding 6.23%. The results with non-uniform illumination are in some cases even better than
with uniform illumination.
Template matching is based on cross-correlation which is a greedy search for a piece of an empty
seat in a seat region. The critical point is that the search for a template is superfluous because after
stabilization the location of the template in the seat region is known. Another critical point is that
the template is represented by a single image (even if this image is permanently updated). When the
lighting quickly changes, the probability of missing the template is high. In order to ensure that a
template can be reliably found even if illumination conditions dramatically differ from the reference
conditions, the high number of template samples has to be gathered from empty vehicle frames
with various illumination conditions. This generalization of the template representation leads to a
classification task. The collected template samples represent the set of positive examples. The set
of negative examples can be formed from the samples of the same region cut from occupied seats.
A classifier is learned from these samples to decide whether the image cut from a certain location
belongs to the positive set (empty seat) or to the negative set (occupied seat). Any well-proven
classification method e.g. SVM would fit.
Another improvement can be found in long-term temporal fusion or rather switching from
considering single frames to considering a seat state over a long period of time. A significant event
would be a changing of the state. So long as the state is classified correctly, the falsely classified
marginal frames do not destroy recognition performance. The latency of several frames when the
state is changed is not critical. Regarding the fact that the state changes only in three cases, a
person gets in, gets out, or changes seats, a plausibility model can be created.
Aiming at replacing established non-optical devices such as weight sensors, the error rates of the
optical system must approach zero. The EER of even 2% is too high to assert that the system
has a potential to replace weight sensors soon. From this point of view, an optical system has to
bring an additional value to be installed into a car. Face detection, for instance, can be utilized for
recognizing types of occupants.
Three face detection algorithms were tested in an automotive environment. The detection
rates are very low when considering frame-based decision making. All face detectors have a total
break-down while detecting face profiles at front seats. The detection rates for rear seats are
significantly higher, but even they seldom exceed 20% for the best algorithm, the Viola-Jones face
detector. The reason for low detection rates is that faces on many frames are invisible to the
camera. This can be considered an inherent limitation and does not depend on a particular face
detection algorithm. Hence, face detection used alone cannot replace conventional seat occupancy
detectors. However, face detection is the most plausible way to maintain conventional systems by
providing occupant classification e.g. face-based gender and age recognition as well as localizing
head position for out-of-position detection and body size estimation.
Future work should be devoted to designing the combined occupant classification system with
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errorless recognition of the seat state and the consequent determination of the occupation type
(big/medium/small adult or object) and the detection of out-of-position situations.
6.1.2 Distinguishing between driver and front-seat passenger hands during
interaction with the center console
Three prototypes of a visual system for distinguishing between driver and front-seat passenger
hands while interacting with the center console were designed, implemented and evaluated. The
algorithms are modified from version to version, but most important is that each subsequent version
has an objective to eliminate shortcomings in the evaluation of the previous one so that resulting
recognition rates become plausible and trustworthy.
The first version of the system is implemented in a real car and the experiments are carried out
outdoors. With the purpose of covering as many situations as possible, it is endeavored to engage
as many test persons as possible, capture images where persons wear different clothes and gloves
and all this under non-controlled uniform and non-uniform illumination conditions. Unfortunately,
the collected data do not allow a methodological study of how a particular situation influences
recognition performance. For instance, we cannot say if wearing gloves increases or decreases error
rates. The first step towards methodological evaluation was splitting the data according to uniform
and non-uniform illumination conditions and the separate estimation of recognition performances.
However, the frame-based evaluation in the first version has proven to be inappropriate. This is
why in the second version of action-based evaluation has been applied, counting not frames but
missed and falsely detected interactions. Moreover, the second version is designed to enable the
control of illumination conditions. A car simulator in the laboratory is more appropriate here.
Lighting conditions are simulated by laboratory lamps and sunlight coming from windows. Day,
twilight and night illumination conditions as well as intensive side lighting from left and right are
reproduced. Another difference is that the system decides whether a driver or passenger provides
an action excluding simultaneous actions of both, just as before two simultaneous decisions first for
a driver and second for a passenger were made. One problem of the first and second versions is not
a quite realistic interaction with the center console and the manual subjective annotation of video
frames. In contrast, the third version includes a touch screen and provides a credible and realistic
acquisition setup. It includes the simulation of realistic interactions with e.g. radio or navigation
and the automatic annotation of video frames.
The imaging algorithms are also developed from the first to the second and to the third versions
of UDiS. In the first version, the interactions are indicated solely by the amount of motion in
specific driver and passenger regions. In the second version, the motion-based approach is fused
with edge detection and followed by silhouette analysis. In the third version, the motion-based
approach is supported by hand detection and trajectory analysis. The error rates decrease from the
first to the third version, but those improvements cannot be considered significant. Generally, the
average EER values are around 10% which is clearly too far away from the required standards to
admit the technology mature for integration in a real automobile.
In future works, the latter acquisition system implemented in the car simulator can be used to
collect more data addressing not only illumination but also variations in clothing in a controlled
methodological way. The image processing algorithms need to be improved or at least better fused
within an intelligent decision making system. After the error rates of the new combined UDiS
approach zero, the discrimination system should be migrated from the car simulator to a real car
followed by carrying out experiments in a moving car.
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6.1.3 Facial driver recognition
Two basic objectives are pursued in the experiments on FDR: to generally compare appearance-based
and feature-based approaches, and to show that recognition performance rather depends on the
operational scenario than on the face recognition algorithm. The two face recognition algorithms
involved in the experiments are by far not the best ones, but they are fair representatives of their
families: FaceART of appearance-based and Luxand FaceSDK of feature-based approaches. Their
positions among state-of-the-art approaches are revealed in the tests with the XM2VTS database
using the Lausanne protocol. High recognition performance is not expected with FaceART because
appearance-based approaches generally require many reference images for each user covering all
possible face appearances. The Lausanne protocol prescribes three training images per user in the
1st and four in the 2nd configuration respectively. Hence, FaceART yields 8% EER in the best
case. Luxand FaceSDK has significantly lower error rates yielding 1.94% EER in the best case.
With face databases collected in a real car, two operational scenarios are tested: single driver
identification (SDI) and permanent driver verification (PDV). Two datasets are created: OpelDB2
and OpelDB3. They are also combined to OpelDB2+3. While OpelDB2 mainly addresses short-
term aging by engaging few users and collecting data over time in five sessions, data in OpelDB3 is
collected in one session aiming at engaging as many users as possible. Hence, OpelDB2+3 comprises
data from six acquisition sessions with five genuine drivers and 49 impostors enabling an open-set
identification test.
In an SDI test with OpelDB2, both face recognition systems demonstrate high identification
accuracy. It exceeds 99% with Luxand FaceSDK and 90% with FaceART in all evaluation modes.
However, these results are optimistic because all recordings are made during daytime without
extreme illumination conditions. With SDI and OpelDB3, the identification accuracy of Luxand
FaceSDK approaches 91% and of FaceART even 92% for the best parameterization. These results can
be considered more realistic because the adjusted interior illumination allows for being independent
from outdoor lighting. The experiments with OpelDB2+3 simulate real-life car usage with few
registered drivers and a large set of impostors. The recognition rates in different evaluation modes
demonstrate that FaceART requires a mechanism for a permanent update of reference data to
operate well. In contrast, Luxand FaceSDK only slightly benefits from updating reference data.
Since the number of impostor and genuine trials are very different, the kappa statistic is a more
appropriate measure of success here. In the no-aging evaluation mode, kappa approaches 88% with
Luxand FaceSDK and 85% with FaceART.
The PDV test is carried out only with OpelDB2. The results are dramatically worse compared to
those of the SDI test. For both FaceART and Luxand FaceSDK, the EER values are higher than
20%. Such high errors indicate the inapplicability of face recognition. In fact, a moving car implies
varying lighting and dynamic shadows. Moreover, a driver permanently rotates his head for left
and right turns, for a broken U-turn and to back into a parking space. As a result, a face is often
inaccurately localized. For appearance-based methods, the accurate localization is essential since
the images are matched literally pixel-to-pixel. FaceART makes use of an external face detector and
includes neither a mechanism to validate the localized face region nor to examine the accuracy of
the localization results. Similarly, the feature extraction function of Luxand FaceSDK is incapable
of precisely localizing fiducial points on excessively rotated faces.
Generally, the results of experiments with both XM2VTS and Opel databases confirm my
theoretical considerations about how important it is to control the quality of enrollment and
authentication samples in biometric systems. Simply by guaranteeing frontal faces in reference and
test data, recognition performance can be very high, which is proven in the SDI experiment with
OpelDB2. The lack of quality control leads to dramatically high error rates, which is proven in
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the PDV experiments with OpelDB2 and XM2VTS. In fact, the relatively high TER values with
Luxand FaceSDK are caused by excessively rotated heads in the second head shot and inability to
precisely localize fiducial points. Recognition performance would be drastically improved, reducing
error rates to those shown by the best competitors simply by ignoring excessively rotated faces.
The experiments show that a practical integration of face recognition into a car is feasible for
at least SDI with enrollment requiring human-aided quality control of the reference data and
identification requiring a driver to take a glimpse at the camera. Note, the requirement for high-
contrast and well-illuminated frontal faces can be more easily realized by technical solutions (e.g.
additional illumination sources or several cameras [157]) than by image processing algorithms. And
even these image processing algorithms are not part of a face recognition system. Hence, even
non-optimal face recognition software such as FaceART can be successfully utilized in a car.
Future work needs to be devoted to methodological study of how extreme illumination conditions
influence recognition accuracy of SDI. The experimental dataset needs to be extended through
collecting data in as many automotive environments as possible. The number of drivers can be
kept low, but the same data need to be collected in many acquisition sessions.
6.2 Links between hardware and software solutions in different
applications
This subsection addresses the common points of the proposed automotive applications. Here, it
is discussed which algorithmic or technical findings in one application suit another application.
Requirements for integration of all three applications into one car are also discussed. Not only
software solutions but also hardware components and eventual joint operational scenarios are
addressed.
6.2.1 Image processing and pattern recognition algorithms
As mentioned in Section 6.1, the template matching in SOD can be extended to a classification
task making use of any conventional classifier. The first candidate is the SVM approach that
is applied in Kienzle’s face detection algorithm [127]. The face detection applied for SOD can
greatly benefit from several cameras individually used for each seat to observe frontal faces. As
shown in FDR, if a camera frontally observes a passenger, the risk to miss a face is significantly
lower than if an omni-directional camera observes face profiles. The methodological testing of
illumination conditions is another important issue that needs to be addressed in SOD similarly as
was done for UDiS. The current error rates do not seem quite trustworthy and certainly include
some randomness, which is reflected in EER values with non-uniform illumination which are often
lower than those with uniform illumination.
UDiS can benefit from hand tracking. For this purpose template matching from SOD can be
utilized. After a hand is localized, a template can be cut and searched for in the subsequent frames,
whereby the search region is limited by reasonable surroundings of the initial hand region.
The key issue of FDR is precise face localization. As is the case in UDiS, smart background
subtraction can be provided to simplify face detection. The binary silhouette of a foreground can
be used as a validation feature for localized faces revealing the exact face contours. FDR fairly well
addresses intra-person variations by gathering face images of same persons in several sessions, but
still lacks the systematics in testing regarding illumination conditions, which is the main issue of
the experiments with UDiS. In UDiS and SOD, however, the data from same persons need to be
collected several times to address intra-person variations.
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6.2.2 Hardware components and operational scenarios
The omni-directional camera, utilized in a real-car for the prototypic implementation and evaluation
of SOD and UDiS, poses serious limitations on image processing algorithms due to the relatively low
resolution of 720x576 pixels and the low frame rate of 7.5 FPS. Regarding face detection in SOD,
faces of occupants in rear seat regions are seldom larger than 30x30 pixels. The tracking approaches
in SOD (a passenger changes seats) and in UDiS (hand moving towards center console) have failed
because rapidly moving objects cannot be tracked at the frame rate of 7.5 FPS. Another complication
arising with the omni-directional camera is that the data cannot be captured simultaneously in two
different modes required for SOD and UDiS respectively (see Subsections 4.1.4 and 4.2.4). While
in UDiS the camera view angle fits the application well, in SOD the utilization of several cameras
individually used for different seats is preferable. The omni-directional camera cannot even be
utilized for FDR because of the impelling need for capturing frontal faces. The camera position in
FDR is undisputed, which means if all three applications are implemented in one automobile, at
least two cameras are required: an omni-directional camera for SOD and UDiS and a dashboard
camera for FDR. The omni-directional camera needs either to possess very high resolution to
simultaneously provide sufficiently large images of a center console and passenger seats or to be
capable of quickly switching between acquisition modes. Another essential characteristic is a high
frame rate enabling tracking of hands while moving towards center console and passengers while
changing seats, getting in and getting out.
With regards to artificial illumination in a car cabin, the utilized NIR lamps usually emit light at a
wavelength between 850 and 880 nm. Longer wavelengths are weakly perceptible for imaging sensors
and shorter wavelengths can be perceptible to a human eye. SOD requires uniform illumination in
the whole car passenger compartment. This can be realized by several lamps in A-, B- and C-pillars
or by a wide angle lamp in the center of the ceiling. At the moment when the experiments were
carried out, the NIR lamps were not installed in the experimental car. The car simulator with the
UDiS comprises two wide angle NIR LED lamps (880 nm and 940 nm) in the ceiling next to the
windscreen. The 940 nm lamp has proven to be incapable of sufficiently illuminating the cabin in
complete darkness. To be more precise, the utilized industrial CCD camera requires more intensive
illumination than that provided by the lamp. The 880 nm lamp has proven to be a suitable light
source. However, both lamps are switched on to better exploit the effect of skin reflectance under
NIR illumination. A hand becomes better visible not only at night but also during daytime. FDR
makes use of two NIR lamps. One is used to compensate intensive sunlight from the driver window
and located in the ceiling at the position of the conventional cabin lamp. This LED lamp emits
light waves with wavelengths of 875 nm which is very similar to one of the lamps in UDiS. The
second light source for FDR is the NIR LED ring around the camera lens. Due to the specific skin
reflection, the faces become well distinguishable at night and more homogeneous during daytime.
If all three applications are integrated in the same car, the lamp used for FDR has to be preserved
and the pillar lamps need to be installed to ensure uniform illumination of passenger seats.
The operational scenarios are basically independent from each other except for the fact that
SOD, when applied for a front passenger seat, can be used to activate the UDiS when a passenger
gets into a car and to deactivate it when a passenger gets out.
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This chapter concludes the thesis with a brief review of research challenges and research objectives.
Here is summed up the extent to which the proposed concept of designing automotive applications
as well as the proposed applications themselves cover research gaps and what research questions
remain open. The scientific contribution of this work is critically discussed. The ongoing work
in the domain of visual monitoring of a car cabin and car surroundings is introduced. Current
trends are listed together with examples of ready-for-market systems and technologies. Finally, the
perspectives of retrofitting a car with driver assistance and comfort systems that utilize looking-in-
car cameras are discussed. Sensor technologies are mentioned that have recently become available
on the market and can be superior to conventional cameras in tracking passenger movements and
reconstructing the geometry of passenger’s body or face.
7.1 Motivation, research challenges and objectives
While the automotive camera systems for monitoring car surroundings have recently become a
widely established standard, an investigation of camera systems for monitoring a car passenger
compartment is still in its early stages. In fact, front view cameras are currently used for lane
departure warning (LDW), traffic sign recognition (TSR), automotive night vision (NV) and
pedestrian recognition (PR). Rear view cameras support reverse parking. Side cameras eliminate
blind spots. A looking-in-car camera is solely utilized for the Driver Attention Monitor that was
introduced by Toyota in 2006 for Lexus and is currently used in their luxury models.
7.1.1 Contributions
This work represents applied research aiming at improvement of safety, security and comfort of
an automobile by means of visual monitoring of a car passenger compartment. The contribution
to science is in the proposed general methodology for designing automotive applications as a
chain of five components: application scenarios, operational scenarios, acquisition devices, artificial
illumination sources and computer vision algorithms. This chain can be used to describe and
formalize any visual monitoring system. Another contribution is the proposed applications designed
and practically implemented from scratch in accordance with the aforementioned methodology
including concrete solutions for all five components.
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7.1.2 Proposed automotive applications
The general research challenge addressed in this thesis is to indicate existing automotive applications
that can benefit from an in-car camera, but currently make use of alternative sensors. A further
challenge is to discover completely new applications, which can be realized exclusively using visual
sensory devices.
One such application is driver drowsiness detection. Different factors can indicate human
drowsiness. These are for example: an increase of electroencephalogram alpha waves, excessive
yawning, head nodding, slow eyelid closures or increased number and duration of eye blinks. Hence,
drowsiness can be detected not only directly by analyzing deviations in typical driver behavior
[113] or by monitoring his eyes [99], but also indirectly by making use of a front view camera that
registers lane departure [134]. The monitoring system from Toyota comprises a CCD camera on the
steering column and NIR LEDs spread left and right from the camera lens. This system indicates
driver drowsiness by analyzing frequency and duration of eye closure events. Driver drowsiness
detection or more generally driver distraction detection is undisputedly the most significant safety
application because it is the major factor of severe crashes caused by a human factor [130]. However,
this application is not designed, implemented and evaluated in this thesis because it has already
been well-addressed in other investigations (e.g. [16, 99]) and market solutions exist [99, 137].
Apart from driver drowsiness detection, three automotive applications were recognized to po-
tentially benefit from an in-car camera. These have been addressed in detail including design,
implementation and evaluation in the framework of the proposed application designing methodology.
The first application is seat occupancy detection (SOD) currently realized by weight sensors. An
SOD system is an indispensable component to maintain smart airbags that has been required by
various automotive safety standards e.g. NHTSA [178] for a long time. The alternative occupancy
detection systems have been recently investigated and include for instance: capacitive and electric
field sensors, ultrasonic sensors and thermal infrared imaging [251]. Conventional imaging systems
are also taken into account. An omni-directional camera can be applied for monitoring all seats
simultaneously or several cameras can be used to address seats individually.
The second application is distinguishing between driver and passenger hands during interaction
with a center console (UDiS). In particular, the discrimination system is required for commonly
used components such as a touch screen or a knob manipulator on the armrest (e.g. BMW iDrive
or Audi MMI) when the dual-view display is used. Dual-view display is a very modern technology
simultaneously showing different contents to a driver and a front-seat passenger. Currently, Range
Rover and Jaguar retrofit luxury series of cars with dual-view displays. However, dual-view touch
screens are still not presented in series vehicles, so this technology is still undergoing development.
Jaguar makes an effort to distinguish driver and passenger interactions by capacitive technologies
[194]. A ceiling camera is proposed that faces the center console region and grasps arms and
shoulders.
The third application is car personalization currently realized by memory buttons or a smart-
key. Memory buttons are standard in upper class vehicles. They implement one of significant
comfort functions namely automatic adjustment of the seat, steering wheel, rear-view mirrors,
air conditioning and radio. An alternative technology is an individual smart key with a memory
function that is rather seldom, but available on the market. For instance Volvo offers a so-called
“Cinderella key” to restrict engine power for young inexperienced drivers [65]. The dashboard camera
frontally monitoring driver face can be used for biometric driver recognition, whereby the face
modality seems to fit better than other modalities. This application is referred to as facial driver
recognition (FDR).
Completely new applications making use of a looking-in-car camera are not proposed, which
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makes it the issue of future work.
7.1.3 Argumentation of using a camera
An important question is to what extent a camera can improve these applications in terms of reducing
costs and increasing safety/security/comfort? Answering this question provides an understanding
of how far or how close the proposed applications are to practical implementation in series cars.
There are two factors substantiating optical sensors for SOD: reducing costs and providing
additional value towards passenger categorization. One omni-directional camera can replace several
weight sensors individually installed in seats significantly reducing costs. Moreover, this camera
allows for occupancy detection on the rear seats where conventional weight/pressure sensors still
have not reached a high saturation level. Additionally, a camera opens new horizons for occupant
classification. If a system knows the type of the occupant, the smart airbag can be deployed so as
not to injure a passenger, significantly increasing passenger safety.
UDiS is indispensable for proper interaction with an infotainment system when different contents
are simultaneously shown to driver and passenger on the same dual-view display. The interaction
components become common so that the correct reaction is not possible without knowledge of who
is currently active. The general motivation of retrofitting cars with dual-view devices and universal
manipulators is cost reduction (e.g. one display instead of two or elimination of conventional
buttons) and the simplification of the cockpit for better usability.
FDR has a fundamental advantage over conventional memory buttons and even over individual
smart-keys because the biometric identification of a driver provides a direct link between the
registered driver and a person on the driver seat and guarantees that the driver’s profile is not
compromised. The advantage of FDR over memory buttons is the possibility of completely
transparent identification leading to comfort improvement. The advantage of FDR over a smart-key
is the impossibility to transfer the biometric modality to another person improving anti-theft
protection. The system operates as a biometric immobilizer granting engine ignition only to
registered drivers. Additionally, facial occupant categorization can be provided towards the
determination of age, gender, emotions, gaze direction, head location and rotation angle. This
information allows for safety improvement by warning a driver in the collision avoidance stage and
by adapting airbag deployment during a crash.
7.1.4 Possible risks evoked by visual sensing
It is one thing to design a system and another thing to integrate a system into a car. Sometimes
there are numerous factors that make even very nice concepts unfeasible. In case of visual systems
this factor is uncontrolled outdoor lighting. This can be extreme in an automotive environment.
Hence, the utilization of a camera is feasible but not trivial requiring scrupulous adjustment of
artificial illumination sources in a cabin and proper selection of the camera setup. Note that
recognition performance with an optical system cannot be perfect. There are inevitable errors
caused by e.g. overexposed images or dynamic shadows. Therefore, the next important question is
what additional risks emerge together with the integration of new camera-based systems.
Surely the risk factor depends on whether the system is safety-, security-, or comfort-oriented.
For instance, for SOD, if a camera has missed an occupied seat and the airbag is suppressed, there
is a risk of injuries or even fatality for a passenger. Missing an out-of-position situation is even
worse because a deployed airbag can kill a passenger. Here, errors must be reduced to zero. So a
camera currently cannot replace weight sensors but can greatly support them, improving safety
standards. In comfort-oriented systems, errors are not that costly. However, high recognition errors
can make the system annoying for a driver, which is an important factor for refusing a car purchase.
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Regarding security-related tasks namely anti-theft protection, the mechanisms against fooling the
system with photographs are required. These anti-spoofing mechanisms are well-studied [38, 133].
Having a video stream, liveness detection can be provided, for instance, based on blinking [188].
Detailed analysis of this issue with respect to automotive environment should be addressed in
future work.
7.1.5 Feasibility of visual monitoring
However, the feasibility of automotive applications making use of visual monitoring can be better
examined by answering technical questions such as: What is the operational scenario? Which
computer vision algorithms are appropriate? How robust can the implementation be? These
questions can be posed more generally. Is it possible to robustly fill the semantic gap between
objects in the real world and their representations on a camera image by an intelligent computer
vision algorithm under the scenario restrictions?
Answering this question is actually the main research objective of this thesis. Moreover, this
question is answered with respect to three proposed applications: SOD, UDiS and FDR. Hence,
the research objective is to propose a system design including hardware components, application
and operational scenarios, and computer vision algorithms, to implement the proposed recognition
systems and to evaluate their recognition performance in a statistically significant way. This
objective is successfully completed. The detailed description of design and evaluation can be found
in chapters 4 and 5. The results are critically discussed in Chapter 6. To sum up the results, SOD
has to consider the current status of a seat (empty/occupied) and indicate changes of the status
rather than, as is done in the current approach, provide independent decisions for each frame. The
template matching for empty seat detection can be considered a suitable solution especially for
the front seats, but the improvement through the generalization of a template representation is
probable. Face detection requires adaptation of the camera setup. Regarding UDiS, a credible
action-based evaluation setup is implemented, but the applied computer vision algorithms deliver
unacceptably high error rates. For FDR, acceptable recognition performance is achieved with SDI
when the enrollment is controlled by a human supervisor who filters falsely detected faces and
identification is provided in a semi-controlled mode requiring a driver to take a glimpse at the
camera. For more details, see Chapter 6. All in all, it can be stated that scenario restrictions have
more influence on recognition performance than the fine-tuning of image processing algorithms.
The proposed concept of designing automotive applications provides a basis for comparison of
computer vision algorithms or their parts. In fact, recognition performance is quantifiable only
if the complete chain representing an automotive application from data acquisition to matching
is implemented. Computer vision algorithms can be compared by replacing them in the chain
and comparing the resulting error rates of the complete application. Even interchangeable image
processing approaches as parts of a computer vision algorithm can be compared in this way. It
is important to note that the statement that one approach fits better than another can be made
only in the framework of the particular application. General statements are not possible. So, based
on recognition rates, it can be asserted that one approach fits better than another, or even more,
that an approach suits a certain automotive application. However, it cannot be asserted that there
are no other approaches that are more appropriate. Hence, the improvement of computer vision
algorithms is always an issue.
One question that remains open, however, is if the recognition performance of the introduced
visual recognition systems is sufficient to be immediately integrated into a car. This rather non-
scientific question cannot be answered within the framework of the scientific investigation without
the link to the industrial project.
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7.2 Selected topics from ongoing research
The ongoing investigations are completely dedicated to the enhancement of the proposed face
recognition software FaceART towards dynamic template preservation. The ARTMAP network
seems to fail to properly adapt its internal structure when new training patterns are utilized to
adapt a user model.
Another research direction is the training of attribute classifier as in [138]. The binary sub-
classifiers are trained to determine for instance age (rather young vs. rather old), gender or other
attributes. If such sub-classifiers are applied sequentially, the resulting classifier can become a very
powerful tool for user recognition even in big-scale applications.
The improvement of the software towards feature-based classification is a further point of the
ongoing work. The cascades are trained to better localize eyes, mouth and nose providing simplified
geometrical model. An effort is made towards robust detection of fiducial points.
Finally, the experiments with a Kinect sensor [172] mounted on a dashboard are carried out to
compare if the range images has a potential to increase the recognition rates resulting from the
experiments with a CCTV camera.
7.3 Possible directions for future research
Aiming at introducing sustainable visual recognition systems, an effort has always to be done
towards improving recognition performance. There are several directions for future investigations:
• Adjust hardware components of the system such as camera setup and illumination sources.
• Improve computer vision algorithms applied for the proposed automotive applications.
• Improve the statistical significance of the experimental results by collecting more data and
providing new experiments.
• Strengthen the validity of the experimental results by individually addressing more parameters
eventually influencing recognition performance. This can also help to discover drawbacks of
the system when marginal parameter values crash the recognition algorithm.
7.3.1 Towards improving proposed automotive applications
With regard to SOD, future efforts have to be devoted to the extension of seat occupancy detection
to an occupant classification system with close to errorless recognition of the seat status and
determination of the occupation type. The system primarily determines whether the seat is
occupied by a person or an object. If a person is detected, the body size has to be categorized as
large, medium or small. An optional feature is the determination of gender and an age group of an
occupant. Finally, a sub-classifier has to determine eventual out-of-position situations.
Future work regarding UDiS has to be first dedicated to improving computer vision algorithms
for reliable detection and tracking of passenger hands. The already provided algorithms need to
be fused within an intelligent decision making system in a more sophisticated way. Secondly, the
acquisition system introduced in the car simulator can be used to collect more recordings with
driver/passenger interactions addressing not only different illumination conditions but also various
clothing in a methodological way. After the error rates of the new combined UDiS approach zero,
the discrimination system should be migrated from the car simulator to a real car followed by
carrying out experiments in a moving car.
The foremost effort regarding FDR has to be devoted to the methodological study of how extreme
illumination conditions influence recognition accuracy of SDI. The experimental dataset has to be
extended through collecting data in as many automotive environments as possible. The number
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of drivers can be kept low, but the same data need to be collected in many acquisition sessions.
Regarding the algorithmic part of face recognition, the future focus has to be on sophisticated
pre-processing algorithms:
• to reliably remove background,
• to determine the degree of head rotation,
• to automatically extract high-quality frontal faces.
One simple solution for determination of frontal faces is described in [157]. Three cameras are
applied for simultaneous face observation. Two side cameras detect the moment when a face is
posed frontally to the center camera making use of face symmetry. The integration of two additional
cameras into a car increases the cost of the system but provides a very robust indicator of frames
with frontal faces.
Another important research direction in face recognition is the adaptive template preservation
that is critically addressed in [164, 196]. However, it has been shown in experiments that the
recognition performance with updated templates is significantly better than without. High interest
in this topic is confirmed by recent publications [1, 47].
Anti-spoofing in face recognition is another important issue for future work. One option is to solve
this problem with image processing algorithms [38]. Another option is to extend the operational
scenario. A driver, for instance, can be asked to provide a certain number of blinks after getting in
and presenting his face to the camera.
7.3.2 Alternative vision technologies
Proximity sensing using conventional CCD or CMOS imaging sensors [141] is a next step towards
more robust and precise visual recognition systems. Range data collected by sensors can be applied
for reconstructing geometry of acquired objects. Three technologies are worth mentioning here:
stereo imaging, monocular range imaging based on time-of-flight (ToF) measurement and monocular
range imaging based on structured light. All three technologies have been tested for SOD in [251].
Stereo imaging reconstructs the range information based on triangulation and principles of epipolar
geometry. A stereo camera is applied for occupant classification in [50]. However, monocular range
imaging seems to dominate over stereo cameras because of lower costs and significantly simpler
and, therefore, more robust algorithms to extract the range data.
A ToF camera is also referred to as a photonic mixer device (PMD). Ringbeck et al. [209]
describe operating principles of PMD cameras and explain how the technology is applied for robust
object detection, giving examples for an automotive environment. Scho¨pp et al. [222] introduce
the PMD camera for monitoring car surroundings and a car passenger compartment. Current
range imaging devices cannot reproduce exact geometry of the captured objects. Rapp et al. [204]
discuss systematic errors and statistical uncertainties of ToF cameras using a camera provided by
PMDTechnologies GmbH. For many applications, however, the exact geometry is of less importance
compared to the general information of captured objects and their relative positions. Occupant
classification systems based on a ToF camera are introduced in [80, 84, 49]. Utilization of ToF
cameras for face recognition is studied in [57, 56, 166, 11]. While the first three publications make
use of the SwissRanger SR-3000 [168], the latter deals with the PMD CamCube 3.0 [195]. Ebers et
al. [56] point out the poor quality of ToF data regarding reconstruction of face geometry. So they
focus on denoising data and reconstructing trustworthy geometrical face models. The commonly
used ToF cameras include NIR lamps and passive coolers expanding the size of the device. The
pocket-sized camera (DS325) from SoftKinetics [228] is an example of a device that can be easily
integrated into the dashboard of an automobile for capturing faces.
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Structured light for deriving range data is applied in a Kinect sensor [172]. This device is
successfully used for motion tracking and can be applied in UDiS to track hands and extract their
trajectories. Face modeling with Kinect has recently become a focus in entertainment for creating
avatars [259]. An approach for face recognition with Kinect is introduced in [145]. The integration
of Kinect into a car is impractical because of its dimensions. However, the original manufacturer of
the technology behind Kinect, the Israeli developer PrimeSense, offers significantly more compact
solutions even for short-range sensing [201].
Despite relatively low recognition rates provided by current systems, range sensing is slowly
gaining market positions and will dominate the scene soon because of the plausibility of the
measuring technique and the availability of sensors.
7.4 Conclusion
By now, biometric driver recognition is an exclusive option in modern luxury cars. Nonetheless, to
the best of my knowledge, face recognition has not yet been implemented in mass-produced cars.
The idea of facial driver recognition in a car has been discussed since the late 1990s, but concrete
implementation concepts have still not been developed and surely not patented. In the meantime,
other camera-based applications such as lane departure warning or driver drowsiness detection
have already been developed, patented in the USA as well as in Europe, and installed in series cars.
Clearly, the integration of biometric driver recognition into a car faces numerous barriers connected
to the inherent properties of biometric applications such as handling the sensitive biometric data
and inevitable authentication errors. However, recent trends let us assume the prompt development
of automotive-related biometric systems in the near future. Eventually, high recognition rates
can be gained with more sophisticated face recognition algorithms using range data along with
conventional images. However, a real-time 3D-model fitting is required to assure fast authentication.
In this regard, wide horizons are opened by new range data sensing devices e.g. Time-of-Flight
cameras or the Kinect sensor.
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A Appendix AAppendix A: Experiments with XM2VTS
A.1 FaceART
FaceART, Mode 1, ROC (left) and logarithmic ROC (right) curves
FaceART, Mode 1, 1st configuration of the Lausanne protocol, FAR/FRR curves in evaluation
(left) and testing (right) modes
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A Appendix A: Experiments with XM2VTS
FaceART, Mode 1, 2nd configuration of the Lausanne protocol, FAR/FRR curves in evaluation
(left) and testing (right) modes
FaceART, Mode 2, ROC (left) and logarithmic ROC (right) curves
FaceART, Mode 2, 1st configuration of the Lausanne protocol, FAR/FRR curves in evaluation
(left) and testing (right) modes
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A.1 FaceART
FaceART, Mode 2, 2nd configuration of the Lausanne protocol, FAR/FRR curves in evaluation
(left) and testing (right) modes
FaceART, Mode 3, ROC (left) and logarithmic ROC (right) curves
FaceART, Mode 3, 1st configuration of the Lausanne protocol, FAR/FRR curves in evaluation
(left) and testing (right) modes
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A Appendix A: Experiments with XM2VTS
FaceART, Mode 3, 2nd configuration of the Lausanne protocol, FAR/FRR curves in evaluation
(left) and testing (right) modes
FaceART, Mode 4, ROC (left) and logarithmic ROC (right) curves
FaceART, Mode 4, 1st configuration of the Lausanne protocol, FAR/FRR curves in evaluation
(left) and testing (right) modes
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A.2 Luxand FaceSDK
FaceART, Mode 4, 2nd configuration of the Lausanne protocol, FAR/FRR curves in evaluation
(left) and testing (right) modes
A.2 Luxand FaceSDK
Luxand FaceSDK, ROC (left) and logarithmic ROC (right) curves
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A Appendix A: Experiments with XM2VTS
Luxand FaceSDK, 1st configuration of the Lausanne protocol, evaluation mode, distributions of
genuine and impostor scores (left) along with FAR/FRR curves (right)
Luxand FaceSDK, 1st configuration of the Lausanne protocol, testing mode, distributions of
genuine and impostor scores (left) along with FAR/FRR curves (right)
Luxand FaceSDK, 2nd configuration of the Lausanne protocol, evaluation mode, distributions of
genuine and impostor scores (left) along with FAR/FRR curves (right)
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A.2 Luxand FaceSDK
Luxand FaceSDK, 2nd configuration of the Lausanne protocol, testing mode, distributions of
genuine and impostor scores (left) along with FAR/FRR curves (right)
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B Appendix BAppendix B: Experiments with OpelDatabases
B.1 Part 1: OpelDB2
CMC curves resulting from Single Driver Identification (SDI) with FaceART (left) and Luxand
FaceSDK (right)
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Permanent Driver Verification (PDV) with FaceART (left) and Luxand FaceSDK (right)
Standard template preservation mode: PDF
Standard template preservation mode: CDF
Adaptive template preservation mode: PDF
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B.1 Part 1: OpelDB2
Adaptive template preservation mode: CDF
No-aging template preservation mode: PDF
No-aging template preservation mode: CDF
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B.2 Part 2: OpelDB3
CMC curves resulting from Single Driver Identification (SDI) with FaceART (left) and Luxand
FaceSDK (right)
B.3 Part 3: OpelDB2+3
PDF and CDF curves are used for threshold estimation to support Single Driver Identification
(SDI). Be advised that an identification trial is reckoned to be successful when the true identity is
on the first position in the rank-list and the similarity/dissimilarity score is higher/lower than the
threshold. Left - FaceART, right - Luxand FaceSDK.
Standard template preservation mode: PDF
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B.3 Part 3: OpelDB2+3
Standard template preservation mode: CDF
Adaptive template preservation mode: PDF
Adaptive template preservation mode: CDF
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No-aging template preservation mode: PDF
No-aging template preservation mode: CDF
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