Abstract. We reformulate the De Concini -Toledano Laredo conjecture about the monodromy of the Casimir connection in terms of a relation between the Lusztig's symmetries of quantum group modules and the monodromy in the vanishing cycles of factorizable sheaves.
1. Introduction 1.1. Let g be a semisimple Lie algebra, and h a Cartan subalgebra. Let h reg ⊂ h be the complement to the root hyperplanes arrangement. For an integrable g-module V C.De Concini and C.Procesi have introduced an integrable Casimir connection with coefficients in the trivial vector bundle V ⊗ O h reg (it was later rediscovered by V. Toledano Laredo and FelderMarkov-Tarasov-Varchenko) and conjectured that its monodromy can be expressed in terms of the action of Lusztig's symmetries T ′ i,1 of the corresponding Weyl module W V over the corresponding quantum group U v (g). This conjecture was later independently formulated and proved by V. Toledano Laredo for v in the formal neighbourhood of 1. The key notion introduced in his proof was the notion of a (quasi-)Coxeter category. The original definition of this notion is of combinatorial nature. We suggest a more topological version of this definition in Section 3.
In Section 4 we recall the Coxeter structure on the category C of quantum group representations. According to [3] , this category has a geometric incarnation as the category FS of factorizable sheaves. In Section 5 we describe a natural Coxeter structure on the category of factorizable sheaves, for v in a formal neighbourhood of 1. We expect that this construction works for any v ∈ C * .
We conjecture finally that the equivalence Φ of [3] takes the Coxeter structure on FS to the Coxeter structure on C. This is essentially a reformulation of De Concini -Toledano Laredo conjecture. An elementary (and oversimplified) example is considered in Section 2. In Section 6 we present some results on iterated specialization and microlocalization over hyperplane arrangements which might be of independent interest. In fact, this note arose from a question asked by R. Fedorov in the summer 2012. M.F. was partially supported by the RFBR grants 12-01-00944, 12-01-33101, 13-01-12401/13, and the AG Laboratory HSE, RF government grant, ag. 11.G34.31.0023.
2. An example 2.1. Algebra. We follow the notations of [11] . Let U be the quantum universal enveloping algebra of type A 2 , over the ring A = Z[v ±1 ]. The positive (resp. negative) subalgebra U + (resp. U − ) is generated by the divided powers E (r) i (resp F (r) i ), i = 1, 2, r ∈ N. Let Λ = (µ 1 , µ 2 ) ∈ N 2 be a dominant highest weight such that µ 1 ≥ 1 ≤ µ 2 , and L(Λ) the corresponding integrable U-module with the highest vector v. We will be interested in the weight spaces L(Λ) (µ 1 −1,µ 2 −1) , L(Λ) (−µ 1 +1,µ 1 +µ 2 −2) , L(Λ) (µ 1 +µ 2 −2,−µ 2 +1) , L(Λ) (µ 2 −1,−µ 1 −µ 2 +2) , L(Λ) (−µ 1 −µ 2 +2,µ 1 −1) , L(Λ) (−µ 2 +1,−µ 1 +1) (these weights form a single Weyl group orbit).
They have canonical bases (F
v), respectively. We are interested in the action of Lusztig's symmetries T ′ 1,2,± on the above weight spaces.
Proof. We consider two subalgebras U 1 , U 2 ⊂ U of type A 1 : the first one is generated by E
1 , F
1 , r ∈ N, the second one is generated by E
2 , r ∈ N. To prove the first formula, we consider the U 1 -submodule M 1 of L(Λ) with the highest vector F 2 v and canonical base
In effect, it is straightforward that E 1 w + = 0, and it follows from [11, Lemma 42 
The fact that a = 1 follows by comparing the coefficients of F 1 F 2 v in w + and of F (µ 1 ) 1
From this we deduce the first two formulas. The other formulas are proved similarly. Say, to prove the 5th and 6th formulas we consider the U 2 -submodule M 2 of L(Λ) with the highest vector
v and the lowest vector (in the same canonical
v. From this we deduce the 5th and 6th formulas. And so on.
2.3.
Topology. Let A R be a 2-dimensional real vector space and let A be its complexification with coordinates (t 1 , t 2 ) stratified by 3 lines: t 1 = 0, t 2 = 0, t 1 − t 2 = 0. Let L be the shriek extension of the one-dimensional local system on the complement of the 3 lines with monodromies v 2µ 1 , v 2µ 2 , v 2µ 3 . In applications to algebra, 2µ 3 = 2. The dual vector space A * has coordinates (z 1 , z 2 ), and the dual stratification consists of the lines z 1 = 0, z 2 = 0, z 1 + z 2 = 0. This is the root hyperplane arrangement of type A 2 . There are 6 real chambers of this arrangement: C 0 is the dominant chamber containing an interior point z (e) = (1, 1) ; the other chambers with interior points
The chambers are naturally numbered by the Weyl group W of type A 2 generated by simple reflections s 1 , s 2 . For w ∈ W we have C w ∋ z (w) , say C s 1 s 2 s 1 (C 121 for short) contains z (121) . We have 6 real affine lines ℓ w , w ∈ W , in A R given by equations z (w) = 1. For example ℓ e , ℓ 1 are given by the equations t 1 + t 2 = 1, −t 1 + 2t 2 = 1 respectively. More generally, for ε ∈ R, ε > 0, let us denote by ℓ w,ε the real straight line given by the equation z (w) = ε.
The microlocalization (Fourier transform) µL is certain constructible complex on A * . We will be interested only in its restriction to the complement of the 3 lines in A * , which is a 2-dimensional local system. Let us describe this local system explicitely.
The
It is a 2-dimensional vector space with the base dual to the basis ℓ ′ w , ℓ ′′ w of 1-cycles with coefficiens in i * w L * . The 1-cycles are defined as follows: ℓ ′ e is the interval between the points (1, 0) and (1/2, 1/2); ℓ ′′ e is the interval between the points (1/2, 1/2) and (0, 1); ℓ ′ 1 is the interval between the points (1, 1) and (0, 1/2); ℓ ′′ 1 is the interval between the points (0, 1/2) and (−1, 0); ℓ ′ 21 is the interval between the points (0, 1) and (−1/2, 0); ℓ ′′ 21 is the interval between the points (−1/2, 0) and (−1, −1); ℓ ′ 121 is the interval between the points (−1, 0) and (−1/2, −1/2); ℓ ′′ 121 is the interval between the points (−1/2, −1/2) and (0, −1); ℓ ′ 2 is the interval between the points (0, −1) and (1/2, 0); ℓ ′′ 2 is the interval between the points (1/2, 0) and (1, 1); ℓ ′ 12 is the interval between the points (−1, −1) and (0, −1/2); ℓ ′′ 12 is the interval between the points (0, −1/2) and (1, 0); ℓ ′ 212 is the interval between the points (−1, 0) and (−1/2, −1/2); ℓ ′′ 212 is the interval between the points (−1/2, −1/2) and (0, −1). Note that
). More generally, for any ε > 0 we have canonical isomorphisms
w,ε L) where i w,ε : ℓ w,ε ֒→ A, and we can define similar parallelly transported bases in H 1 (ℓ w,ε , i * w,ε L * ). For two neighbouring chambers C y , C w , y, w ∈ W , let γ ± y,w be a straight line interval going from C y to C w but avoiding intersection with the wall between these two chambers by going around it in the positive (resp. negative) imaginary halfspace. We will keep the same notation for the induced operator (half monodromy along
All the formulas being similar, we prove the first two. For the transposed map between dual spaces we must check that
(Note that the second equality is equivalent to γ
To prove it, we rotate the line ℓ 1 clockwise in A R with the point (0, 1/2) fixed and observe what happens with the real cycles ℓ ′ 1 and ℓ ′′ 1 . At some critical moment the rotated line becomes parallel to the t 1 -axis, at this moment we must pass for a short time into the complex upper (or lower) halfspace, and at the end we get the line parallel to ℓ e . We see that at the end of this rotation ℓ ′ 1 turns into ℓ ′′ e , whereas ℓ ′′ 1 stretches and after the critical moment turns into the necessary linear combination of ℓ ′ e and ℓ ′′ e . Remark 2.5. Writing down the composition γ
e,1 in our bases as the product of matrices we find
Remark 2.6. In case µ 1 = µ 2 = µ 3 = 1 all the six weight spaces considered in Section 2.1 coincide with L(1, 1) (0,0) with the base F 1 F 2 v, F 2 F 1 v. In this base the operator T ′ 1± of the first line of Lemma 2.2 corresponding to the operator γ 
2.7. Discussion. We set µ 3 = 1. The theory of factorizable sheaves [3] provides a canon-
. The stalks of microlocalization at the other chambers Φ z (w) L do not have an algebraic interpretation in the framework of this theory 1 . However, the comparison of Lemma 2.2 and Lemma 2.4 shows that the monodromy of the local system µL (as the automorphism group of Φ z (e) L ≃ L(Λ) (µ 1 −1,µ 2 −1) ) can be expressed in terms of Lusztig's symmetries T ′ 1,2± , T ′′ 1,2± . In fact, the comparison of Lemma 2.2 and Lemma 2.4 suggests a much more precise relation, in particular, between a natural 1 see Conjecture 7.3 however.
topological basis in Φ z (e) L and the canonical basis on the algebraic side. Unfortunately, we have no clue how to define such a topological basis in general. However, the relation between the monodromy and Lusztig's symmetries seems to generalize. This is the subject of the main body of the note.
Coxeter categories
3.1. Notations. Let us set up a few notations related to a simple Lie algebra g with Cartan subalgebra h and Borel subalgebra h ⊂ b ⊂ g. The set of simple coroots is denoted by I; for i ∈ I the corresponding simple coroot is denotedα i or sometimes simply i. The corresponding simple root is denoted α i or sometimes i ′ . We fix a Weyl group invariant symmetric bilinear form ?·? on h * such that the square length of a short root is α i · α i = 2. This bilinear form gives rise to an isomorphism h ∼ −→ h * so that the coroot lattice Y generated by {α i } i∈I embeds into h * . We then haveα i ·α i ∈ {2, 1,
Let d be the ratio of the square lengths of the long and short roots, so that d ∈ {1, 2, 3}.
3.2. Erratum to [3] . We take this opportunity to correct a blunder pertaining to the nonsimply laced case of [3] . Let us define the quantities i ′ · j ′ as α i · α j in the sense of the previous Section 3.1. Then throughout [3] in all formulas the occurences of i · j should be replaced by
i as before, and ζ i = ζ d i , but the meaning of d i should be changed: d i is defined not as half the square length of the corootα i but as half the square length of the root α i .
-On the geometric side, the monodromy of the cohesive local system corresponding to a full counterclockwise turn of a point i around j should be ζ −2i ′ ·j ′ , cf. [3, Part 0, 3.10], and Section 5.1 below.
To summarize, the main assertion of [3] (reviewed below in more details) consists of two parts: first, an equivalence of the geometric category FS with a category of graded modules over the algebra u defined in [3, Part 0, 2.7] . This assertion is true, and our correction just replaces the root system by the dual one on both sides. The second assertion is an identification of u with the Lusztig's small quantum group. This identification is described in [3, Part 0, 2.12, or Part II, 12.5] and should be corrected: the "geometric" algebra u is isomorphic to the "Langlands dual" Lusztig's algebra connected with the dual root system. This replacement of the root system by its dual is a rather subtle point. It takes its reason in the definition of the braiding in [11] , cf. the proof of [11, Lemma 32.2.3] .
Also, there is a misprint in the definition of a balance in [3, IV.6.6]: n(λ) must be replaced by 2n(λ) = λ · (λ + 2ρ). The set of objects of the fundamental groupoid Π(h
Given a straight line interval γ connecting the endpoints γ 1 ∈ C 1 and γ 2 ∈ C 2 and intersecting only one wall at a time, we define the morphisms γ ± ∈ Mor Π(h reg D ′ ) (C 1 , C 2 ) as follows. The path γ + (resp. γ − ) coincides with γ away from the small neighbourhoods of its intersection with walls, where γ + (resp. γ − ) goes around the intersection in the positive (resp. negative) imaginary direction in h reg D ′ . According to Salvetti, Π(h reg D ′ ) is generated by the set of morphisms γ ± with relations β ± = γ ± provided γ 1 , β 1 lie in the same chamber C 1 , and γ 2 , β 2 lie in the same chamber C 2 .
The fundamental groupoid of
We denote by h 
(
is generated by all (equivalently, any two of) the groupoids in (a,b) above.
commute, and we get an equivalence
Proof. (M. Kapranov) The relations in the Salvetti complex [13] follow from a cell decomposition of the complement which is glued out of intervals, 2n-gons (for any codim 2 cell where n hyperplanes meet) and so on, and the relations in the fundamental groupoid are obtained from the 2-skeleton i.e., from these 2n-gons.
So the 2-dimensional picture implies the general one. We just replace the "mixed" 2n-gons with 4-gons, keeping "pure" 2n-gons (contributing to
intact. This gives a 2-dimensional CW-subcomplex of the complement which is (the 2-skeleton of) the product of two separate 2-dimensional subcomplexes. In the example of factorizable sheaves FS D (Section 5.3 below), the balance on an irreducible sheaf L(λ) is multiplication by ζ λ·(λ+2ρ) . Factorizable sheaves FS ∅ for Levi=Cartan also have a nontrivial braiding and balance; namely, on an irreducible sheaf L ∅ (µ) the balance is multiplication by ζ µ·(µ+2ρ) . The ratio of these two balances on a weight component L(λ) α of L(λ) is ζ λ·(λ+2ρ)−(λ−α)·(λ−α+2ρ) and coincides with the monodromy automorphism of the monodromic sheaf L(λ) α .
Specialization. To put it differently, consider the normal bundle
The identity ∆ i (T i ) = R 21 i · (T i ⊗ T i ), and more generally, for any
, which in view of Definition 3.9(Bii) is nothing but the usual relation between the braiding and the balance. 
i , i ∈ D ′ , and 1 λ , λ ∈ X. The Lusztig's symmetries T ′ i,e , T ′′ i,e , i ∈ D ′ , e = ±1, of RUD ′ [11, 41.1.8] clearly preserve the subalgebrau D ′ and restrict to the same named symmetries of this subalgebra.
We define a functor T u from Π(h reg D ′ ) to the category of C-algebras on generators as follows: T u (C) =u D ′ for any C ∈ C; for γ a straight line interval connecting the endpoints in two neighbouring chambers C 1 , C 2 with the common wall of type s i , i ∈ D ′ , we set T u (γ + ) = T ′ i,1 (resp. T ′′ i,−1 ) and T u (γ − ) = T ′ i,−1 (resp. T ′′ i,1 ), if γ goes from a Bruhat smaller chamber to the bigger one (resp. from a Bruhat bigger chamber to the smaller one). According to [ 
Let ∆ be a straight line interval going from C ′ 1 to C 1 , and ending at the starting point of Γ, and let Γ∆ be the concatenation of Γ and ∆. Then T −1
. According to [10, Corollary 5.9] or [8] , we have
Now by Lemma 3.7(a) (and Proposition 4.2) we obtain the desired local system of re-
The isomorphisms of Lemma 3.7(c) give rise to the isomorphisms of Definition 3.9(Ac). The conditions of Definition 3.9(B) are satisfied trivially.
Remark 4.5. The Coxeter structure on R C studied in [14] differs from ours by the twist by an invertible local system. More precisely, for a weight component M λ ⊂ M , in the setup of Section 4.1, the Coxeter structure of [14, 4. 
for γ going through an s i -wall from a Bruhat bigger chamber to a Bruhat smaller one; the remaining two halfmonodromies are the inverses of the above two.
Note that if s i λ = λ then the scalar factors above are identically equal to one. We define M W λ := µ∈W λ M µ , the direct sum over the Weyl group orbit of λ.
D∅ possesses a W -equivariant structure), it follows that R F D∅ also possesses a W -equivariant structure. 
, r * I β 1 +β 2 ) = Φ R (I β 1 +β 2 ). The above selfduality gives rise to the comultiplication map Φ R (I β 1 +β 2 ) → Φ R (I β 1 ) ⊗ Φ R (I β 2 ). According to [3, I ,II], the twisted graded Hopf algebra Φ R (I) := β∈N[I] Φ R (I β ) is naturally isomorphic to u − , the negative part of the small quantum group at v = ζ. 
A review of
In particular, since for p 1 ∈ R big enough, and ε 1 small enough, D(p 1 , ε 1 ) ⊂ A(0, ε), and the restriction of I
Let a : A β → A 1 be the addition, and Φ a (M β ) the corresponding vanishing cycles. It is a perverse sheaf on the hypersurface a = 0, but since M β is smooth along coordinate-diagonal stratification, Φ a (M β ) is supported at the origin {β · 0} ⊂ A β , so we will view Φ a (M β ) just as a vector space. It is canonically isomorphic to H 
, we obtain the action of u + on Φ a (M). We assign to Φ a (M β ) the weight λ−β. This, together with the action of u ± , defines the action ofu on Φ a (M). The resulting functor from the category FS of factorizable sheaves to the category C ofu-modules (to be denoted Φ) is an equivalence of categories. 
Let us write ζ in the form ζ = exp(πiκ). Proof. This follows from Kashiwara -Schapira's theorem identifying the microlocalization and the Fourier transform, cf. [6, Proposition 8.6 .3], [7] , and from [4, Theorem 3.2] , describing the Fourier transform as a version of Casimir connection Since ∇ is smooth on h reg , the required smoothness follows. If Conjecture 5.5 is true, we get these local systems for every ζ.
5.7.
Iterated vanishing cycles. The isomorphisms of Definition 3.9(Ac) are a particular case of the following construction. Let ·, · W : W × V → A 1 be a bilinear pairing between two complex vector spaces. Let U ⊂ W be a linear subspace. We denote the restriction of ·, · to U × V by ·, · U . Let M be a perverse sheaf on V smooth along a central hyperplane arrangement. We will view Φ ·,· W M as a perverse sheaf on W × W ⊥ (where W ⊥ ⊂ V is the annihilator of W ). Note that the pairing ·, · W descends to the well defined pairing ·, · W/U between W/U and U ⊥ .
Theorem 5.8. There is a canonical isomorphism
Proof of Theorem 5.8. Let V ⊥ ⊂ W be the kernel of the bilinear pairing , : W × V → A 1 . The smooth base change for the projection W → W/V ⊥ reduces the claim to a construction of a canonical isomorphism
of perverse sheaves on Y × (X/Y ) * × (V /X) * , where Y := W ⊥ ⊂ X := U ⊥ ⊂ V , and µ is the microlocalization functor [6] . This isomorphism will be proven in the next Section, see Theorem 6.4. 
The specialization of M is defined as a The selfduality of Φ w gives rise to the action of u + on Φ w (M) similarly to Section 5.2. We assign to Φ w (M β ) the weight w(λ − β), and using the isomorphisms T ′ w± : u + ∼ −→ T ′ w± (u + ) ⊂ u, u − ∼ −→ T ′ w± (u − ) ⊂ u we obtain the action of T ′ w± (u + ), T ′ w± (u − ) on Φ w (M). This, together with the above grading, defines an action ofu on Φ w (M), i.e. gives rise to two functors Φ w± : FS → C.
Given a straight line interval γ w from z (e) to z (w) we obtain the corresponding "halfmonodromy" transformations γ The following conjecture is a reformulation of Section 7.1. 
