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Abstract
We propose a new model for regression and dependence analysis when address-
ing spatial or spatiotemporal data with possibly heavy tails and an asymmetric
marginal distribution. We first propose a stationary process with t marginals
obtained through scale mixing of a Gaussian process with an inverse square
root process with Gamma marginals. We then generalize this construction
by considering a skew-Gaussian process, thus obtaining a process with skew-t
marginal distributions. For the proposed (skew) t process we study the second-
order and geometrical properties and in the t case, we provide analytic expres-
sions for the bivariate distribution. In an extensive simulation study, we inves-
tigate the use of the weighted pairwise likelihood as a method of estimation
for the t process. Moreover we compare the performance of the optimal linear
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predictor of the t process versus the optimal Gaussian predictor. Finally, the
effectiveness of our methodology is illustrated by analyzing a georeferenced
dataset on maximum temperatures in Australia.
Keywords: Heavy-tailed processes; Hypergeometric functions; Multivariate skew-
normal distribution; Scale mixing; Pairwise likelihood.
1 Introduction
The geostatistical approach models data coming from a limited number of monitor-
ing stations and possibly temporal instants as a partial realization from a spatio-
temporal stochastic process (or random field) defined on the continuum space and
time. Gaussian stochastic processes are among the most popular tools for analyzing
spatial and spatio-temporal data because a mean structure and a valid covariance
function completely characterized the associated finite dimensional distribution. Ad-
ditionally, optimal prediction at an unobserved site and temporal instant depends on
the knowledge of the covariance function of the process. Unfortunately, in many geo-
statistical applications, including climatology, oceanography, the environment and
the study of natural resources, the Gaussian framework is unrealistic because the
observed data have specific features such as negative or positive asymmetry and/or
heavy tails.
The focus of this work is on non-Gaussian models for stochastic processes that
vary continuously in space or space-time. In particular, we aim to accommodate
heavier tails than the ones induced by Gaussian processes and wish to allow possible
asymmetry.
In recent years, different approaches have been proposed in order to analyze these
kind of data. Transformation of Gaussian (trans-Gaussian) processes is a general
method to model non-Gaussian spatial data obtained by applying some nonlinear
transformations to the original data (De Oliveira et al., 1997; Allcroft and Glas-
bey, 2003; De Oliveira, 2006). Then statistical analyses can be carried out on the
transformed data using any techniques available for Gaussian processes. However,
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it can be difficult to find an adequate nonlinear transformation and some appealing
properties of the latent Gaussian process may not be inherited by the transformed
process. A flexible trans-Gaussian process based on the Tukey g−h distribution has
been proposed in Xua and Genton (2017).
Wallin and Bolin (2015) proposed non-Gaussian processes derived from stochas-
tic partial differential equations to model non-Gaussian spatial data. Nevertheless
this approach is restricted to the Matérn covariance model and its statistical prop-
erties are much less understood than those of the Gaussian process.
The copula framework has been adapted in the spatial context in order to account
for possible deviations from the Gaussian distribution, for instance in Kazianka and
Pilz (2010), Masarotto and Varin (2012) and Gräler (2014).
Convolution of Gaussian and non-Gaussian processes is an appealing strategy for
modeling spatial data with skewness. For instance, Zhang and El-Shaarawi (2010)
proposed a Gaussian-Half Gaussian convolution in order to construct a process with
a marginal distribution of the skew-Gaussian type (Azzalini and Capitanio, 2014).
Zareifard et al. (2018) developed bayesian inference for the estimation of a process
with asymmetric marginal distributions obtained through convolution of Gaussian
and Log-Gaussian processes. Mahmoudian (2017) proposed a skew-Gaussian process
using the skew-model proposed in Sahu et al. (2003). The resulting process is not
mean square continuous and as a consequence it is not a suitable model for data
exhibiting smooth behavior of the realization.
On the other hand, mixing of Gaussian and non-Gaussian processes is a useful
strategy for modeling spatial data with heavy tails. For instance, Palacios and Steel
(2006) proposed a Gaussian-Log-Gaussian scale mixing approach in order to accom-
modate the presence of possible outliers for spatial data and focused on Bayesian
inference.
The t distribution is a parametric model that is able to accommodate flexible
tail behavior, thus providing robust estimates against extreme data and it has been
studied extensively in recent years (Lange et al., 1989; Fonseca et al., 2008; Fer-
rari and Arellano-Valle, 1996; Arellano-Valle et al., 2012). Stochastic processes with
marginal t distributions have been introduced in Røislien and Omre (2006), Ma
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(2009), Ma (2010a) and DeBastiani et al. (2015), but as outlined in Genton and
Zhang (2012), these models are not be identifiable when only a single realization is
available (which is typically the case for spatial and spatiotemporal data).
In this paper, we propose a process with marginal t distributions obtained though
scale mixing of a standard Gaussian process with an inverse square root process with
Gamma marginals. The latter is obtained through a rescaled sum of independent
copies of a standard squared Gaussian process (Bevilacqua et al., 2018).
Although this can be viewed as a natural way to define a t process, the associ-
ated second-order, geometrical properties and bivariate distribution are somewhat
unknown to the best of our knowledge. Some results can be found in Heyde and
Leonenko (2005) and Finlay and Seneta (2006). We study the second-order and ge-
ometrical properties of the t process and we provide analytic expressions for the
correlation and the bivariate distribution. It turns out that both depend on special
functions, particularly the Gauss hypergeometric and Appell function of the fourth
type (Gradshteyn and Ryzhik, 2007).
We then focus on processes with asymmetric marginal distributions and heavy
tails. We first review the skew Gaussian process proposed in Zhang and El-Shaarawi
(2010). For this process we provide an explicit expression of the finite dimensional
distribution generalizing previous results in Alegría et al. (2017). We then propose
a process with marginal distribution of the skew-t type (Azzalini and Capitanio,
2014) obtained through scale mixing of a skew-Gaussian with an inverse square root
process with Gamma marginals.
Our proposals for the t and skew-t processes have two main features. First, they
allow removal of any problem of identifiability (Genton and Zhang, 2012), and as a
consequence, all the parameters can be estimated using one realization of the pro-
cess. Second, the t and skew-t processes inherit the geometrical properties of the
underlying Gaussian process. This implies that the mean square continuity and dif-
ferentiability of the t and skew-t processes can be modeled using suitable parametric
correlation models. From this point of view, two flexible correlation models are the
Matérn model (Matèrn, 1986) and the Generalized Wendland model (Gneiting, 2002;
Bevilacqua et al., 2019).
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For the t process estimation we propose the method of weighted pairwise like-
lihood (Lindsay, 1988; Varin et al., 2011; Bevilacqua and Gaetan, 2015) exploiting
the bivariate distribution given in Theorem 2.3. In an extensive simulation study we
investigate the performance of the weighted pairwise likelihood (wpl) method un-
der different scenarios (temporal, spatial, and spatiotemporal) including when the
degrees of freedom are supposed to be unknown. Moreover, we compare the perfor-
mance of the optimal linear predictor of the t process with the optimal predictor of
the Gaussian process. Finally we apply the proposed methodology by analyzing a
real data set of maximum temperature in Australia where, in this case, we consider
a t process defined on a portion of the sphere (used as an approximation of the
planet Earth) and use a correlation model depending on the great-circle distance
(Gneiting, 2013).
The methodology considered in this paper is implemented in an upcoming version
of the R package GeoModels (Bevilacqua and Morales-Onate, 2018). In particular,
the wpl estimation method has been implemented using the Open Computing Lan-
guage (OpenCL) in order to reduce the computational costs associated with the
Appell function evaluation.
The remainder of the paper is organized as follows. In Section 2 we introduce
the t process, study the second-order and geometrical properties and provide an
analytic expression for the bivariate distribution. In Section 3, we first study the
finite dimensional distribution of the skew Gaussian process, and then we study the
second-order properties of the skew-t process. In Section 4, we present a simulation
study in order to investigate the performance of the wpl method when estimating
the t process and the performance of the associated optimal linear predictor versus
the optimal Gaussian predictor. In Section 5, we analyze a real data set of maximum
temperature in Australia. Finally, in Section 6, we give some conclusions.
2 A stochastic process with t marginal distribution
For the rest of the paper, given a weakly stationary process Q = {Q(s), s ∈ A} with
E(Q(s)) = µ(s) and V ar(Q(s)) = σ2, we denote by ρQ(h) = Corr(Q(si), Q(sj)) its
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correlation function, where h = si − sj is the lag separation vector. For any set of
distinct points (s1, . . . , sn)T , n ∈ N, we denote by Qij = (Q(si), Q(sj))T , i 6= j, the
bivariate random vector and by Q = (Q(s1), . . . , Q(sn))T the multivariate random
vector. Moreover, we denote with fQ(s) and FQ(s) the marginal probability density
function (pdf) and cumulative distribution function (cdf) of Q(s) respectively, with
fQij the pdf of Qij and with fQ the pdf of Q. Finally, we denote with Q∗ the
standardized process, i.e., Q∗(s) := (Q(s)− µ(s))/σ.
For simplicity of presentation, we restrict the treatment to the spatial Euclidean
setting A ⊆ Rd. Nevertheless, the results presented in this paper can be applied to
the spatiotemporal A ⊆ Rd×R or spherical A ⊆ Sd = {s ∈ Rd+1 : ||s|| = R}, R > 0
setting (see Section 5).
As outlined in Palacios and Steel (2006), given a positive processM = {M(s), s ∈
A} and an independent standard Gaussian process G∗ = {G∗(s), s ∈ A}, a general
class of non-Gaussian processes with marginal heavy tails can be obtained as scale
mixture of G∗, i.e. µ(s)+σM(s)−
1
2G∗(s), where µ(s) is the location dependent mean
and σ > 0 is a scale parameter. A typical parametric specification for the mean is
given by µ(s) = X(s)Tβ where X(s) ∈ Rk is a vector of covariates and β ∈ Rk but
other types of parametric or nonparametric functions can be considered.
Henceforth, we call G∗ the ‘parent’ process and with some abuse of notation
we set ρ(h) := ρG∗(h) and G := G∗. Our proposal considers a mixing process
Wν = {Wν(s), s ∈ A} with marginal distribution Γ(ν/2, ν/2) defined as Wν(s) :=∑ν
i=1Gi(s)
2/ν where Gi, i = 1, . . . ν are independent copies of G with E(Wν(s)) = 1,
V ar(Wν(s)) = 2/ν and ρWν (h) = ρ2(h) (Bevilacqua et al., 2018).
If we consider a process Y ∗ν = {Y ∗ν (s), s ∈ A} defined as
Y ∗ν (s) := Wν(s)
− 1
2G(s), (2.1)
then, by construction, Y ∗ν has the marginal t distribution with ν degrees of freedom
with pdf given by:
fY ∗ν (s)(y; ν) =
Γ
(
ν+1
2
)
√
piνΓ
(
ν
2
) (1 + y2
ν
)− (ν+1)
2
. (2.2)
Then, we define the location-scale transformation process Yν = {Yν(s), s ∈ A}
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as:
Yν(s) := µ(s) + σY
∗
ν (s) (2.3)
with E(Yν(s)) = µ(s) and V ar(Yν(s)) = σ2ν/(ν − 2), ν > 2.
Remark 1: A possible drawback for the Gamma processWν is that it is a limited
model due to the restrictions to the half-integers for the shape parameter. Actually,
in some special cases, it can assume any positive value greater than two. This fea-
ture is intimately related to the infinite divisibility of the squared Gaussian process
G2 = {G2(s), s ∈ A} as shown in Krishnaiah and Rao (1961). Characterization of
the infinity divisibility of G2 has been studied in Vere-Jones (1997), Bapat (1989),
Griffiths (1970) and Eisenbaum and Kaspi (2006). In particular Bapat (1989) pro-
vides a characterization based on Ω, the correlation matrix associated with ρ(h).
Specifically, ν > 2 if and only if there exists a matrix Sn such that SnΩ−1Sn is an
M -matrix (Plemmons, 1977), where Sn is a signature matrix, i.e., a diagonal matrix
of size n with entries either 1 or −1. This condition is satisfied, for instance, by
a stationary Gaussian random process G defined on A = R with an exponential
correlation function.
Remark 2: The finite dimensional distribution of Y ∗ν is unknown to the best
of our knowledge, but in principle, it can be derived by mixing the multivari-
ate density associated with W−
1
2
ν with the multivariate standard Gaussian den-
sity. The multivariate Gamma density fWν was first discussed by Krishnamoorthy
and Parthasarathy (1951) and its properties have been studied by different authors
(Royen, 2004; Marcus, 2014). In the bivariate case, Vere-Jones (1967) showed that
the bivariate Gamma distribution is infinite divisible, i.e. ν > 2 in (A.2), irrespec-
tive of the correlation function. Note that this is consistent with the characterization
given in Bapat (1989) since, given an arbitrary bivariate correlation matrix Ω, there
exists a matrix S2 such that S2ΩS2 is a M -matrix. In Theorem 2.3 we provide the
bivariate distribution of Y ∗ν
Note that, both Wν and G in (2.3) are obtained through independent copies of
the ‘parent’ Gaussian process with correlation ρ(h). For this reason, henceforth, in
some cases, we will call Y ∗ν a standard t process with underlying correlation ρ(h).
In what follows, we make use of the Gauss hypergeometric function defined by
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(Gradshteyn and Ryzhik, 2007):
2F1(a, b, c;x) =
∞∑
k=0
(a)k(b)k
(c)k
xk
k!
, |x| < 1
with (s)k = Γ(s+ k)/Γ(s) for k ∈ N ∪ {0} being the Pochhammer symbol. We also
consider the Appell hypergeometric function of the fourth type (Gradshteyn and
Ryzhik, 2007) defined as:
F4(a, b; c, c
′;w, z) =
∞∑
k=0
∞∑
m=0
(a)k+m(b)k+mw
kzm
k!m!(c)k(c′)m
, |√w|+ |√z| < 1.
The following Theorem gives an analytic expression for ρY ∗ν (h) in terms of the
Gauss hypergeometric function. The proof can be found in the Appendix.
Theorem 2.1. Let Y ∗ν be a standardized t process with underlying correlation ρ(h).
Then:
ρY ∗ν (h) =
(ν − 2)Γ2 (ν−1
2
)
2Γ2
(
ν
2
) [2F1(1
2
,
1
2
;
ν
2
; ρ2(h)
)
ρ(h)
]
. (2.4)
The following Theorem depicts some features of the t process. It turns out that
nice properties such as stationarity, mean-square continuity and degrees of mean-
square differentiability can be inherited from the ‘parent’ Gaussian process G. Fur-
ther, the t process has long-range dependence when the ‘parent’ Gaussian process
has long-range dependence and this can be achieved when the correlation has some
specific features. For instance, the generalized Cauchy (Gneiting and Schlather, 2004;
Lim and Teo, 2009) and Dagum (Berg et al., 2008) correlation models can lead to a
Gaussian process with long range dependence.
Finally, an appealing and intuitive feature is that the correlation of Y ∗ν ap-
proaches the correlation of G when ν →∞.
Theorem 2.2. Let Y ∗ν , ν > 2 be a standardized t process with underlying correlation
ρ(h). Then:
a) Y ∗ν is also weakly stationary;
b) Y ∗ν is mean-square continuous if and only if G is mean-square continuous;
c) Y ∗ν is m-times mean-square differentiable if G is m-times mean-square differ-
entiable;
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d) Y ∗ν is a long-range dependent process if and only if G is a long-range dependent
process
e) ρY ∗ν (h) ≤ ρ(h) and limν→∞ ρY ∗ν (h) = ρ(h).
Proof. If G is a weakly stationary Gaussian process with correlation ρ(h) then from
(2.4) it is straightforward to see that Y ∗ν is also weakly stationary. Points b) and c)
can be shown using the relations between the geometrical properties of a stationary
process and the associated correlation. Specifically, by Stein (1999), the mean-square
continuity and the m-times mean-square differentiability of Y ∗ν are equivalent to the
continuity and 2m-times differentiability of ρY ∗ν (h) at h = 0, respectively. Define
the function
g(x) = a(ν)
[
2F1
(
1
2
,
1
2
;
ν
2
;x2
)
x
]
where a(ν) =
(ν−2)Γ2( ν−12 )
2Γ2( ν2 )
. Then, ρY ∗ν (h) = g{ρ(h)} and for any −1 ≤ x ≤ 1, g(x)
is a continuous and infinitely differentiable function. Hence, ρY ∗ν (h) is continuous
at h = 0 if and only if ρ(h) is continuous at h = 0, which implies that Y ∗ν is
mean-square continuous if and only if G is mean-square continuous. Furthermore,
the 2m-th derivative of ρY ∗ν (h) at h = 0 (i.e., ρ
2m
Y ∗ν (0)) exists if ρ
2m(0) exists, which
implies that Y ∗ν is m-times mean-square differentiable if G is m-times mean-square
differentiable.
Point d) can be easily shown recalling that a process F is long-range dependent
if the correlation of F is such that
∫
Rn+
|ρF (h)|dnh = ∞ (Lim and Teo, 2009).
Direct inspection, using series expansion of the hypergeometric function, shows that∫
Rn+
|ρY ∗ν (h)|dnh = ∞ if and only if
∫
Rn+
|ρ(h)|dnh = ∞ and, as a consequence, Y ∗ν
has long-range dependence if and only if G has long-range dependence.
Finally, since 0 < a(ν) ≤ 1 for ν > 2, then ρY ∗ν (h) ≤ ρ(h). Moreover, limν→∞ a(ν) =
1 and using series expansion of the hypergeometric function, it can be shown that
lim
ν→∞ 2
F1
(
1
2
, 1
2
; ν
2
; ρ2(h)
)
= 1. This implies lim
ν→∞
ρY ∗ν (h) = ρ(h).
Remark 3: A simplified version of the t process in Equation (2.1), can be ob-
tained assumingWν(si) ⊥ Wν(sj), i 6= j. Under this assumption, Y ∗ν is still a process
with t marginal distribution but, in this case, the geometrical properties are not in-
herited from the ‘parent’ Gaussian process G. In particular, it can be shown that
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the resulting correlation function exhibits a discontinuity at the origin and, as a
consequence, the process is not mean-square continuous.
A not mean-square continuous version of the t process in Equation (2.1), can be
obtained by introducing a nugget effect, i.e., a discontinuity of ρY ∗ν (h) at the origin.
This can be easily achieved by replacing ρ(h) in (2.4) with ρ∗(h) = 1 if h = 0 and
ρ∗(h) = (1− τ 2)ρ(h) otherwise, where 0 ≤ τ 2 < 1 represents the underlying nugget
effect.
Since the t process inherits the geometrical properties of the ‘parent’ Gaussian
process, the choice of the covariance function is crucial. Two flexible models that
allow parametrizing in a continuous fashion the mean square differentiability of a
Gaussian process and its sample paths are as follows:
1. the Matérn correlation function (Matèrn, 1986)
Mα,ψ(h) =
21−ψ
Γ(ψ)
(||h||/α)ψKψ (||h||/α) , ||h|| ≥ 0. (2.5)
where Kψ is a modified Bessel function of the second kind of order ψ. Here,
α > 0 and ψ > 0 guarantee the positive definiteness of the model in any
dimension.
2. the Generalized Wendland correlation function (Gneiting, 2002), defined for
ψ > 0 as:
GWα,ψ,δ(h) :=

∫ 1
||h||/α u(u2−(||h||/α)2)
ψ−1
(1−u)δdu
B(2ψ,δ+1)
||h|| < α
0 otherwise
, (2.6)
and for ψ = 0 as:
GWα,0,δ(h) :=
(1− ||h||/α)
δ ||h|| < α
0 otherwise
. (2.7)
Here B(·, ·) is the Beta function and α > 0, ψ > 0, and δ ≥ (d + 1)/2 + ψ
guarantee the positive definiteness of the model in Rd.
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In particular for a positive integer k, the sample paths of a Gaussian process
are k times differentiable if and only if ψ > k in the Matérn case (Stein, 1999) and
if and only if ψ > k − 1/2 in the Generalized Wendland case (Bevilacqua et al.,
2019). Additionally, the Generalized Wendland correlation is compactly supported,
an interesting feature from computational point of view (Furrer et al., 2013), which
is inherited by the t process since ρ(h) = 0 implies ρY ∗ν (h) = 0.
In order to illustrate some geometric features of the t process, we first compare
the correlation functions of the Gaussian and t processes using an underlying Matérn
model.
In Figure 1 (left part) we compare ρY ∗ν (h) when ν = 5, 10 with the correlation
of the ‘parent’ Gaussian process ρ(h) = M1.5,α∗(h) where α∗ is chosen such that the
practical range is 0.2. It is apparent that when increasing the degrees of freedom
ρY ∗ν (h) approaches ρ(h) and that the smoothness at the origin of ρY ∗ν (h) is inherited
by the smoothness of the Gaussian correlation ρ(h), as depicted in Theorem 2.2. On
the right side of Figure (1) we compare a kernel nonparametric density estimation
of a realization of G and a realization of Y ∗6 (approximately 10000 location sites in
the unit square) using ρ(h) = M1.5,α∗(h).
In Figure 2 (a) and (b), we compare, from left to right, two realizations of G with
ρ(h) = M0.5,α∗(h) and ρ(h) = M1.5,α∗(h) where α∗ is chosen such that the practical
range is 0.2 In this case, the sample paths of G are zero and one times differentiable.
From the bottom part of Figure 2 (c) and (d) it can be appreciated that this feature
is inherited by the associated realizations of Y ∗6 .
We now consider the bivariate random vector associated with Y ∗ν defined by:
Y ∗ν;ij = W
− 1
2
ν;ij ◦Gij
where ◦ denotes the Schur product vector.
The following Theorem gives the pdf of Y ∗ν;ij in terms of the Appell function
F4. It can be viewed as a generalization of the generalized bivariate t distribution
proposed in Miller (1968). The proof has been deferred to the Appendix.
Theorem 2.3. Let Y ∗ν , ν > 2 be a standard t process with underlying correlation
11
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Figure 1: Left part: comparison of ρY ∗ν (h), ν = 5, 10 with the correlation ρ(h) of the
‘parent’ Gaussian process G when ρ(h) = M1.5,α∗(h) with α∗ such that the practical
range is 0.2. Right part: a comparison of a nonparametric kernel density estimation
of realizations from G and from the t process Y ∗6 .
ρ(h). Then:
fY ∗ν;ij (yi, yj) =
νν l
− (ν+1)2
ij Γ
2
(
ν+1
2
)
piΓ2
(
ν
2
)
(1− ρ2(h))−(ν+1)/2F4
(
ν + 1
2
,
ν + 1
2
,
1
2
,
ν
2
;
ρ2(h)y2i y
2
j
lij
,
ν2ρ2(h)
lij
)
+
ρ(h)yiyjν
ν+2l
− ν2−1
ij
2pi(1− ρ2(h))− (ν+1)2
F4
(
ν
2
+ 1,
ν
2
+ 1,
3
2
,
ν
2
;
ρ2(h)y2i y
2
j
lij
,
ν2ρ2(h)
lij
)
(2.8)
where lij = [(y2i + ν)(y2j + ν)].
Remark 4: Note that fY ∗ν;ij(yi, yj) is defined for ν > 2 irrespectively of the
correlation function since it is obtained from a bivariate Gamma distribution (see
Remark 2). Moreover, when ρ(h) = 0, according to (4.4) and using the iden-
tity 2F1(a, b; c′; 0) = 1, we obtain F4(a, b; c, c′; 0, 0) = 1, and as a consequence,
fY ∗ν;ij(yi, yj) can be written as the product of two independent t random variables
with ν degrees of freedom. Thus, zero pairwise correlation implies pairwise indepen-
dence, as in the Gaussian case.
Finally, the bivariate density of the process Yν is easily obtained from (4.3):
fYν;ij(yi, yj) =
1
σ2
fY ∗ν;ij
(
yi − µi
σ
,
yj − µj
σ
)
. (2.9)
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Figure 2: Upper part: two realizations of the ‘parent’ Gaussian process G on [0, 1]2
with (a) ρ(h) = M0.5,α∗(h) and (b) ρ(h) = M1.5,α∗(h) (from left to right) with
α∗ such that the practical range is approximatively 0.2. Bottom part: (c) and (d)
associated realizations of the t process Y ∗6 .
3 A stochastic process with skew-t marginal
distribution
In this section we first review the skew-Gaussian process proposed in Zhang and
El-Shaarawi (2010). For this process, we provide an explicit expression for the finite
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dimensional distribution generalizing previous results in Alegría et al. (2017). Then,
using this skew-Gaussian process, we propose a generalization of the t process Yν
obtaining a new process with marginal distribution of the skew-t type (Azzalini and
Capitanio, 2014).
Following Zhang and El-Shaarawi (2010) a general construction for a process
with asymmetric marginal distribution is given by:
Uη(s) := g(s) + η|X1(s)|+ ωX2(s), s ∈ A ⊂ Rd (3.1)
where η ∈ R andXi i = 1, 2 are two independents copies of a processX = {X(s), s ∈
A} with symmetric marginals. The parameters η and ω allow modeling the asym-
metry and variance of the process simultaneously.
Zhang and El-Shaarawi (2010) studied the second-order properties of Uη when
X ≡ G. In this case, Uη has marginal distribution of the skew Gaussian type given
by (Azzalini and Capitanio, 2014):
fUη(s)(u) =
2
(η2 + ω2)1/2
φ
(
(u− g(s))
(η2 + ω2)1/2
)
Φ
(
η(u− g(s))
ω(η2 + ω2)1/2
)
(3.2)
with E(Uη(s)) = g(s)+η(2/pi)1/2, V ar(Uη(s)) = ω2+η2(1−2/pi) and with correlation
function given:
ρUη (h) =
2η2
piω2 + η2(pi − 2)
(
(1− ρ2(h))1/2 + ρ(h) arcsin(ρ(h))− 1
)
+
ω2ρ(h)
ω2 + η2(1− 2/pi) . (3.3)
The following theorem generalizes the results in Alegría et al. (2017) and gives
an explicit closed-form expression for the pdf of the random vector Uη. The proof
can be found in the Appendix.
Theorem 3.1. Let Uη(s) = g(s) + η|X1(s)| + ωX2(s) where Xi i = 1, 2 are two
independent copies of G the ‘parent’ Gaussian process. Then:
fUη(u) = 2
2n−1∑
l=1
φn(u−α;Al)Φn(cl;0,Bl) (3.4)
14
where
Al = ω
2Ω + η2Ωl
cl = ηΩl(ω
2Ω + η2Ωl)
−1(u−α)
Bl = Ωl − η2Ωl(ω2Ω + η2Ωl)−1Ωl
α = [g(si)]
n
i=1
and the Ωl’s are correlation matrices that depend on the correlation matrix Ω.
Some comments are in order. First, note that fU can be viewed as a gener-
alization of the multivariate skew-Gaussian distribution proposed in Azzalini and
Dalla-Valle (1996). Second, using Theorem (3.1), it can be easily shown that the
consistency conditions given in Mahmoudian (2018) are satisfied. Third, it is ap-
parent that likelihood-based methods for the skew-Gaussian process are impractical
from computational point of view even for a relatively small dataset.
To obtain a process with skew-t marginal distributions (Azzalini and Capitanio,
2014), we replace the process G in (2.3) with the process Uη. Specifically, we consider
a process Sν,η = {Sν,η(s), s ∈ A} defined as
Sν,η(s) := µ(s) + σWν(s)
− 1
2Uη(s) (3.5)
where Wν and Uη are supposed to be independent. In (3.1) we assume g(s) = 0 and
η2 + ω2 = 1. The marginal distribution of S∗ν,η has the skew-t marginal given by
(Azzalini and Capitanio, 2014):
fS∗ν,η(g) = 2fY ∗ν (s)(g; ν)FY ∗ν (s)
(
ηg
√
ν + 1
ν + g2
; ν + 1
)
(3.6)
with E(S∗ν,η(s)) =
√
νΓ( ν−12 )η√
piΓ( ν2 )
, and V ar(S∗ν,η(s)) =
[
ν
ν−2(1 + η
2)− νΓ
2( ν−12 )η2
piΓ2( ν2 )
]
.
If η = 0, (3.6) reduces to a marginal t density given in (2.2) and if ν →∞, (3.6)
converges to a skew-normal distribution. Moreover, combining (2.4) and (3.3) the
correlation function of the skew-t process is given by:
ρS∗ν,η (h) =
pi(ν − 2)Γ2 (ν−12 )
2
[
piΓ2
(
ν
2
)
(1 + η2)− η2(ν − 2)Γ2 (ν−12 )]
×
[
2F1
(
1
2
,
1
2
;
ν
2
; ρ2(h)
){
(1 + η2(1− 2
pi
))ρUη (h) +
2η2
pi
}
− 2η
2
pi
]
. (3.7)
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Note that ρS∗ν,η(h) = ρS∗ν,−η(h) that is, as in the skew-Gaussian process Uη, the
correlation is invariant with respect to positive or negative asymmetry and using
similar arguments of Theorem 2.2 point d), it can be shown that lim
ν→∞
ρS∗ν,η(h) =
ρUη(h).
Finally, following the steps of the proof of Theorem 2.2, it can be shown that
nice properties such as stationarity, mean-square continuity, degrees of mean-square
differentiability and long-range dependence can be inherited by the skew or skew-t
process from the ‘parent’ Gaussian process G.
Figure 3, left part, compares ρS∗6,0.9(h) and ρS∗6,0(h) = ρY ∗6 (h) with the underlying
correlation ρ(h) = GW0.3,1,5(h). The right part shows a realization of S∗6,0.9.
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Figure 3: From left to right: a) comparison between ρS∗6,0.9(h), ρS∗6,0(h) = ρY ∗6 (h) and
the underlying correlation ρ(h) = GW0.3,1,5(h); b) a realization from S∗6,0.9(s).
4 Numerical examples
The main goals of this section are twofold: on the one hand, we analyze the per-
formance of the wpl method when estimating the t process assuming ν known or
unknown. Following Remark 1 in Section 2, we consider the cases when ν > 2 or
ν = 3, 4, . . .. In the latter case, we give a practical solution for fixing the degrees of
freedom parameter to a positive integer value through a two-step estimation.
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On the other hand, we compare the performance of the optimal linear predictor
of the t process using (2.4) versus the optimal predictor of the Gaussian process.
4.1 Weighted pairwise likelihood estimation
Let Y = (y1, . . . , yn)T be a realization of the t random process Yν defined in
equation (2.3) observed at distinct spatial locations s1, . . . , sn, si ∈ A and let
θ = (βT , ν, σ2,αT ) be the vector of unknown parameters where α is the vector
parameter associated with the correlation model of the ‘parent’ Gaussian process.
The method of wpl, (Lindsay, 1988; Varin et al., 2011) combines the bivariate distri-
butions of all possible distinct pairs of observations. The pairwise likelihood function
is given by
pl(θ) :=
n−1∑
i=1
n∑
j=i+1
log(fYν;ij(yi, yj;θ))cij (4.1)
where fYν;ij(yi, yj;θ) is the bivariate density in (2.9) and cij is a nonnegative suitable
weight. The choice of cut-off weights, namely
cij =
1 ‖si − sj‖ ≤ dij0 otherwise , (4.2)
for a positive value of dij, can be motivated by its simplicity and by observing that
the dependence between observations that are distant is weak. Therefore, the use of
all pairs may skew the information confined in pairs of near observations (Bevilacqua
and Gaetan, 2015; Joe and Lee, 2009). The maximum wpl estimator is given by
θ̂ := argmaxθ pl(θ)
and, arguing as in Bevilacqua et al. (2012) and Bevilacqua and Gaetan (2015),
under some mixing conditions of the t process, it can be shown that, under in-
creasing domain asymptotics, θ̂ is consistent and asymptotically Gaussian with the
asymptotic covariance matrix given by G−1n (θ) the inverse of the Godambe infor-
mation Gn(θ) := Hn(θ)Jn(θ)−1Hn(θ), where Hn(θ) := E[−∇2 pl(θ)] and Jn(θ) :=
Var[∇ pl(θ)]. Standard error estimation can be obtained considering the square root
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diagonal elements of G−1n (θ̂). Moreover, model selection can be performed by con-
sidering two information criterion, defined as
PLIC := −2 pl(θˆ)+2tr(Hn(θˆ)G−1n (θˆ)), BLIC := −2 pl(θˆ)+log(n)tr(Hn(θˆ)G−1n (θˆ))
which are composite likelihood version of the Akaike information criterion (AIC)
and Bayesian information criterion (BIC) respectively (Varin and Vidoni, 2005; Gao
and Song, 2010). Note that, the computation of standard errors, PLIC and BLIC
require evaluation of the matrices Hn(θˆ) and Jn(θˆ). However, the evaluation of
Jn(θˆ) is computationally unfeasible for large datasets and in this case subsampling
techniques can be used in order to estimate Jn(θ) as in Bevilacqua et al. (2012)
and Heagerty and Lele (1998). A straightforward and more robust alternative is
parametric bootstrap estimation of G−1n (θ) (Bai et al., 2014). We adopt the second
strategy in Section 5.
4.2 Performance of the weighted pairwise likelihood
estimation
Following DiCiccio and Monti (2011) and Arellano-Valle and Azzalini (2013) we
consider a reparametrization for the t process by using the inverse of degrees of
freedom, λ = 1/ν. In the standard i.i.d case this kind of parametrization has proven
effective for solving some problems associated with the singularity of the Fisher
information matrix associated to the original parametrization. In our simulation
study we consider three possible scenarios i.e. a t process observed on a subset of R,
R2 and R2 × R:
1. We consider points si ∈ A = [0, 1], i = 1, . . . , N and an exponential correlation
function for the ‘parent’ Gaussian process. Then, according to Remark 1 in
section 2, in this specific case all the parameters (including 0 < λ < 1/2) can be
jointly estimated. We simulate, using Cholesky decomposition, 500 realizations
of a t process observed on a regular transect s1 = 0, s2 = 0.002, . . . , s501 = 1.
We consider two mean regression parameters, that is, µ(si) = β0 +β1u(si) with
β0 = 0.5, β1 = −0.25 where u(si) is a realization from a U(0, 1). Then we set
λ = 1/ν, ν = 3, 6, 9 and σ2 = 1.
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As correlation model we consider ρ(h) = Mα,0.5(h) = e−|h|/α with α = 0.1/3
and in the wpl estimation we consider a cut-off weight function with dij =
0.002. Table 1 shows the bias and mean square error (MSE) associated with
λ, β0, β1, α and σ2.
2. We consider points si ∈ A = [0, 1]2, i = 1, . . . , N . Specifically, we simu-
late, using Cholesky decomposition, 500 realizations of a t process observed
at N = 1000 spatial location sites uniformly distributed in the unit square.
Regression, variance and (inverse of) degrees of freedom parameters have been
set as in the first scenario. As an isotropic parametric correlation model,
ρ(h) = GWα,0,4(h) with α = 0.2 is considered. In the wpl estimation we
consider a cut-off weight function with dij = 0.04 and for each simulation we
estimate with wpl, assuming the degrees of freedom are fixed and known.
We also consider the more realistic case when the (inverse of) degrees of free-
dom are supposed to be unknown. Recall that from Remark 1, ν must be fixed
to a positive integer ν = 3, 4, . . . . A brute force approach considers different
wpl estimates using a fixed λ = 1/ν, ν = 3, 4, . . .. and then simply keeps the
estimate with the best PLIC or BLIC. We propose a computationally easier
approach by considering a two-step method. In the first step, an estimation
for 0 < λ < 1/2 can be obtained maximizing the wpl function. This is possible
since the bivariate t distribution is well defined for 0 < λ < 1/2 (see Remark
4). In the second step ν is fixed equal to the rounded value of 1/λ̂1 where λ̂1
is the estimation at first step. (If at the first step, the estimation of 1/λ̂1 is
lower than 2.5, then it is rounded to 3).
Table 2 shows the bias and MSE associated with β0, β1, α and σ2 when esti-
mating with wpl, assuming (the inverse of) degrees of freedom are 1) known
and fixed, and 2) unknown and fixed using a two-step estimation and Figure
4 shows the boxplots of the wpl estimates for the case 1) and 2).
3. We consider points (si, tk) ∈ A = [0, 1]2 × [0.5, 10], i = 1, . . . , N , k = 1, . . . , T .
Specifically, we simulate, using Cholesky decomposition, 500 realizations of a t
process observed at N = 80 spatial location sites uniformly distributed in the
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unit square and T = 20 temporal instants t1 = 0.5, t2 = 1, . . ., t20 = 10. As
spatially isotropic and temporally symmetric correlation model we consider a
special case of the nonseparable class proposed in Porcu et al. (2018)
ρ(h, u) =
1
γ(u/αt)2.5
GWαsγ(u/αt)0.5,0,4(h) (4.3)
where γ(u) = (1 + |u|), αt > 0 is a temporal scale parameter and αs > 0
is a spatial compact support. Regression, variance and (inverse of) degrees of
freedom parameters have been set as in the first two settings, and additionally,
we set αs = 0.3 and αt = 0.5 In the wpl estimation we consider a spacetime cut
off weight function with dij = 0.05 and dlk = 0.5. Table 3 shows the bias and
MSE associated with β0, β1, αs, αt and σ2 when estimating with wpl assuming
(the inverse of) degrees of freedom 1) known and fixed, 2) unknown and fixed
using the two-step estimation depicted in the second scenario. Finally, Figure
5 shows the boxplots of the wpl estimates for the case 1) and 2).
As a general comment, the distribution of the estimates are quite symmetric,
numerically stable and with very few outliers for the three scenarios. In Scenario 1,
the MSE of λ = 1/ν slightly decreases when increasing ν. Moreover, in Tables 2 and
3, it can be appreciated that only the estimation of σ2 is affected when considering
a two step estimation. Specifically, the MSE of σ2 slightly increases with respect to
the one-step estimation, i.e., when the degrees of freedom are supposed to be known.
λ 1/3 1/6 1/9
Bias MSE Bias MSE Bias MSE
λˆ −0.01027 0.00326 −0.01040 0.00215 −0.00803 0.00160
βˆ0 −0.00150 0.06463 −0.00621 0.06180 0.00029 0.06523
βˆ1 −0.00067 0.00065 −0.00231 0.00049 −0.00197 0.00049
αˆ −0.00218 0.00006 −0.00286 0.00006 −0.00190 0.00007
σˆ2 −0.02668 0.07401 −0.05659 0.06838 −0.03073 0.06923
Table 1: Bias and MSE when estimating with wpl the t process with λ = 1/ν,
ν = 3, 6, 9 and exponential correlation function (Scenario 1).
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λ 1/3 1/6 1/9
1 2 1 2 1 2
Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE
βˆ0 0.00519 0.00971 0.00519 0.00974 0.00448 0.00943 0.0042 0.00943 0.00673 0.00947 0.00686 0.00947
βˆ1 0.00119 0.00332 0.00112 0.00333 0.00211 0.00264 0.00205 0.00266 0.00194 0.00249 0.00204 0.00249
αˆ −0.00164 0.00033 −0.00216 0.00033 −0.00187 0.00033 −0.00206 0.00035 −0.00204 0.00037 −0.00234 0.00038
σˆ2 −0.00331 0.00937 0.00689 0.01066 −0.00253 0.00872 −0.00036 0.01108 −0.00481 0.00802 −0.00145 0.01003
Table 2: Bias and MSE when estimating with wpl the t process when the (inverse
of) degrees of freedom (λ = 1/ν, ν = 3, 6, 9) are: 1) fixed and known, 2) unknown
and fixed through a two-step estimation (Scenario 2).
λ 1/3 1/6 1/9
1 2 1 2 1 2
Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE
βˆ0 0.00159 0.00341 0.00160 0.00342 −0.00173 0.00381 −0.00180 0.00381 −0.00055 0.00331 −0.00057 0.00331
βˆ1 0.00416 0.00348 0.00409 0.00348 −0.00120 0.00329 −0.00133 0.00330 0.00005 0.00306 0.00005 0.00307
αˆs −0.00171 0.00139 −0.00255 0.00139 −0.00117 0.00119 −0.00146 0.00120 −0.00050 0.00125 −0.00075 0.00127
αˆt −0.00077 0.00738 −0.00167 0.00734 −0.00262 0.00721 −0.00313 0.00715 −0.00334 0.00691 −0.00392 0.00685
σˆ2 0.00020 0.00537 0.01270 0.00731 −0.00016 0.00412 0.00370 0.00665 −0.00100 0.00377 0.00224 0.00585
Table 3: Bias and MSE when estimating with wpl the space-time t process when
the (inverse of) degrees of freedom (λ = 1/ν, ν = 3, 6, 9) are: 1) fixed and known,
2) unknown and fixed through a two-step estimation (Scenario 3):
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Figure 4: Boxplots of wpl estimates for β0 = 0.5, β1 = −0.25, α = 0.2, σ2 = 1 (from
left to right) under Scenario 2 when estimating a t process with λ = 1/ν, ν = 6
when 1) ν is assumed known, 2) ν is assumed unknown and it is fixed to a positive
integer through a two-step estimation .
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Figure 5: Boxplots of wpl estimates for β0 = 0.5, β1 = −0.25, αs = 0.3, αt = 0.5
σ2 = 1 (from left to right) under Scenario 3 when estimating a space-time t process
with λ = 1/ν, ν = 9 when 1) ν is assumed known, 2) ν is assumed unknown and it
is fixed to a positive integer through a two-step estimation.
4.3 Computational details
Weighted pairwise likelihood estimation requires the evaluation of the bivariate dis-
tribution i.e. the computation of the Appell F4 function. Standard statistical soft-
ware libraries for the computation of the F4 function are unavailable to the best
of our knowledge. In our implementation we exploit the following relation with the
Gaussian hypergeometric function (Brychkov and Saad, 2017):
F4(a, b; c, c
′;w, z) =
∞∑
k=0
(a)k(b)kz
k
k!(c′)k
2F1(a+ k, b+ k; c;w), |
√
w|+ |√z| < 1, (4.4)
truncating the series when the k-th generic element of the series is smaller than a
fixed  and where standard libraries for the computation of the 2F1 function can be
used (Pearson et al., 2017). Evaluation of the F4 function can be time consuming
and in order to speed up the computation, the implementation in the GeoModels
package (Bevilacqua and Morales-Onate, 2018) uses the OpenCL framework for
parallel computing. We skip technical details on the OpenCL implementation but
we highlight that the computational savings with respect to a classical sequential C
language implementation can reach up to 10 times. For instance, evaluation of the
pairwise t function (4.3) in scenario 2, using a machine with 16 GB of memory and
with two devices (a 2.6 GHz CPU and a GPU device) requires approximately 0.7
and 0.1 (in terms of R elapsed time in seconds) for the classical and the OpenCL
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implementation respectively.
4.4 t optimal linear prediction versus Gaussian optimal
prediction
One of the primary goals of geostatistical modeling is to make predictions at spatial
locations without observations. The optimal predictor for the t process, with respect
to the mean squared error criterion, is nonlinear and difficult to evaluate explicitly
since it requires the knowledge of the finite dimensional distribution. Monte Carlo
methods can be an appealing option in this case. However, from a computational
point of view, Monte Carlo samples are difficult to produce efficiently and such a
method can be unfeasible for large data sets (Zhang and El-Shaarawi, 2010). A
more practical and less efficient solution can be obtained using the optimal linear
prediction. Assuming known mean, correlation and the degrees of freedom of the t
process, the predictor at an unknown location s0 is given by:
ŷ(s0) = µ(s0) + c
T
νR
−1
ν (Y − µ) (4.5)
where µ = (µ(s1), . . . , µ(sn))T , cν = [ρY ∗ν (s0 − sj)]ni=1 and Rν = [ρY ∗ν (si − sj)]ni,j=1,
and the associated variance is given by:
V ar(ŷ(s0)) =
σ2ν
ν − 2(1− c
T
νR
−1
ν cν). (4.6)
Note that, from Theorem 2.2 (d), optimal Gaussian predictor can be viewed as a
special case of (4.5) when ν →∞. Similarly, using (3.7), the optimal linear predictor
of the skew-t process can be obtained.
We investigate the performance of (4.5) when compared with the Gaussian op-
timal predictor under the t process using 2-fold cross-validation. With this goal in
mind, we consider a zero mean t process and the same settings of Scenario 2. We
simulate 500 realizations and for each realization, we consider 80% of the data for
estimation and leave 20% as validation dataset. We use wpl (using dij = 0.04) for
both t and Gaussian processes and standard likelihood for the Gaussian process and
then we use the estimated parameters for computing the associated optimal (linear)
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predictors. The use of a Generalized Wendland model induces sparsity in the covari-
ance matrix of the t process and this allows speeding up the computation of the the
optimal linear predictor using specific sparse matrix algorithms (Furrer et al., 2013;
Bevilacqua et al., 2019).
We then compute the root mean square errors (RMSEs) and median absolute
errors (MAEs) for the t process that is:
RMSEl =
(
1
nl
nl∑
i=1
(
ŷ(si,l)− y(si,l))
)2) 12
, MAEl =
1
nl
nl∑
i=1
|ŷ(si,l)− y(si,l)|, l = 1, . . . , 500
where y(si,l), i = 1, . . . , nl are the observation in the l-th validation set and nl is
the associated cardinality (nl = 200 in our example). Similarly we compute RMSEl
and MAEl, l = 1, . . . , 500 in the Gaussian case.
In Table 4 we report the empirical mean of the 500 RMSEs and MAEs for both
the Gaussian and t cases. It can be appreciated from Table 4 that (4.5) performs
overall better than the optimal Gaussian predictor even when the standard likelihood
is used as method of estimation and, as expected, it approaches the optimal Gaussian
predictor when increasing the degrees of freedom.
ν Method 3 6 9 12 20
RMSE
t Pairwise 1.44206 0.91531 0.81538 0.78129 0.74684
Gaussian Pairwise 1.45118 0.91666 0.81575 0.78144 0.74685
Gaussian Likelihood 1.45104 0.91656 0.81568 0.78131 0.74677
MAE
t Pairwise 0.87721 0.67872 0.62534 0.60639 0.58619
Gaussian Pairwise 0.88605 0.68020 0.62594 0.60660 0.58624
Gaussian Likelihood 0.88747 0.68043 0.62600 0.60659 0.58622
Table 4: Root mean square error (RMSE) and mean absolute error (MAE) for the
Gaussian process (using wpl and standard likelihood) and t process (using wpl)
when increasing the degrees of freedom ν.
This simulation study suggests that, using an optimal Gaussian predictor when
addressing spatial symmetric data with heavy tails can lead to a loss of performance
with respect to a simple optimal linear t predictor.
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5 Application to Maximum Temperature Data
In this section, we apply the proposed t process to a data set of maximum tem-
perature data observed in Australia. Specifically, we consider a subset of a global
data set of merged maximum daily temperature measurements from the Global Sur-
face Summary of Day data (GSOD) with European Climate Assessment &Dataset
(ECA&D) data in July 2011. The dataset is described in detail in Kilibarda et al.
(2014) and it is available in the R package meteo. The subset we consider is de-
picted in Figure 6 (a) and consists of the maximum temperature observed on July
5 in 446 location sites, y(si), i = 1, . . . , 446, in the region with longitude [110, 154]
and latitude [−39,−12].
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Figure 6: From left to right: a) spatial locations of maximum temperature in Aus-
tralia in July 2011 and b) prediction of residuals of the estimated t process.
Spatial coordinates are given in longitude and latitude expressed as decimal
degrees and we consider the proposed t process defined on the planet Earth sphere
approximation S2 = {s ∈ R3 : ||s|| = 6371}. The first process we use to model this
dataset is a t process:
Yν(s) = β0 + β1X(s) + σY
∗
ν (s), s ∈ S2 (5.1)
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where Y ∗ν is a standard t process, and we estimate it using weighted pairwise likeli-
hood estimation as depicted in Section 4.1. Here,X(s) is a covariate called geometric
temperature which represents the geometric position of a particular location on Earth
and the day of the year (Kilibarda et al., 2014).
As a comparison, we also consider a Gaussian process:
Y (s) = β0 + β1X(s) + σG(s), s ∈ S2 (5.2)
where G is a standard Gaussian process and we estimate it using standard likelihood
estimation.
We assume that the underlying geodesically isotropic correlation function (Gneit-
ing, 2013; Porcu et al., 2016) is of the Matérn and generalized Wendland type. A
preliminary estimation of the t and Gaussian processes, including the smoothness
parameters, highlights a multimodality of the (pairwise) likelihood surface, for both
correlation models and a not mean-square differentiability of the process. For this
reason, we fix the smoothness parameters and we consider the correlation mod-
els Mα,0.5(dGC) = e−dGC/α and GWα,0,5(dGC) = (1 − dGC/α)5+ where, given two
spherical points si = (loni, lati) and sj = (lonj, latj), dGC(si, sj) = 6371θij, is the
great circle distance. Here θij = arccos{sin ai sin aj + cos ai cos aj cos(bi − bj)} is the
great circle distance on the unit sphere with ai = (lati)pi/180, aj = (latj)pi/180,
bi = (loni)pi/180, bj = (lonj)pi/180.
Under these specific choices for the correlation model, Theorem 2.2 (point c),
guarantees that both Gaussian and t processes are not mean-square differentiable.
For the t process the parameters were estimated using wpl using the two-step
method described in Section 4 and using the weight function (4.2) with dij = 170
Km. It turns out that the estimation at the first step leads to fix ν = 4 in the second
step, irrespective of the correlation model. In addition, we compute the standard
error estimation, PLIC and BLIC values through parametric bootstrap estimation
of the inverse of the Godambe information matrix (Bai et al., 2014).
For the Gaussian process we consider standard maximum likelihood and we com-
pute the standard errors as the square root of diagonal elements of the inverse of
Fisher Information matrix (Mardia and Marshall, 1984). The results are summa-
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rized in Table 5. Note that the variance and regression parameters estimations are
quite similar for the t and Gaussian processes, irrespective of the correlation model.
Furthermore, we note that the t process assigns more spatial dependence than the
Gaussian one, irrespective the type of correlation model, and the magnitude of the
variance parameter is stronger for the Gaussian process. Finally, both the (pairwise)
likelihood information criterion PLIC and BLIC select the Matérn model.
Matérn
Method βˆ0 βˆ1 αˆ σˆ2 PLIC BLIC RMSE MAE CRPS
t Pairwise
6.652 0.994 58.582 7.589 23872 24585 2.772 2.138 1.803
(1.106) (0.095) (12.45) (1.271)
Gaussian Standard
5.508 1.060 40.484 10.762 2240 2257 2.810 2.156 1.812
(0.558) (0.039) (5.346) (0.813)
Wendland
t Pairwise
6.637 0.995 331.70 7.622 23890 24624 2.793 2.156 1.803
(1.076) (0.096) (78.60) (1.505)
Gaussian Standard
5.399 1.066 225.87 11.081 2250 2266 2.843 2.178 1.816
(0.530) (0.038) (27.72) (0.835)
Table 5: Standard likelihood and weighted pairwise likelihood for the Gaussian pro-
cess and t process Y4 respectively, with associated standard error (in parenthesis)
and PLIC and BLIC values, when estimating the Australian maximum temperature
dataset using two correlation models:Mα,0.5 and GWα,0,5. Last three columns: empir-
ical mean of RMSEs, MAEs and CRPSs computed in order to assess the prediction
performance of the Gaussian and t processes Y4.
Given the estimation of the mean regression and variance parameters of the t
process, the estimated residuals
Yˆ ∗4 (si) =
y(si)− (βˆ0 + βˆ1X(si))
(σˆ2)
1
2
i = 1, . . . N
can be viewed as a realization of the process Y ∗4 . Similarly we can compute the Gaus-
sian residuals. Both residuals can be useful in order to check the model assumptions,
in particular the marginal and dependence assumptions. In the top part of Figure
7 a qq-plot of the residuals of the Gaussian and t processes (from left to right) is
depicted for the Matérn case. It can be appreciated that the t model overall fits
better with respect the Gaussian model even if it seems to fail to model properly
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the right tail behavior. Moreover, the graphical comparison between the empirical
and fitted semivariogram of the residuals (bottom part of Figure 7) highlights an
apparent better fitting of the t model.
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Figure 7: Upper part: Q-Q plot of the residuals versus the estimated quantiles
in the Gaussian and t models ((a) and (b) respectively). Bottom part: Empirical
semi-variogram (dotted points) of the residuals versus the estimated semivariogram
(solid line) in the Gaussian and t models ((c) and (d) respectively). Distances are
expressed in Km.
We want to further evaluate the predictive performances of Gaussian and t pro-
cesses using RMSE and MAE as in Section 4.4. Specifically, we use the following
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resampling approach: we randomly choose 80% of the data to predict and we use
the estimates in order to compute RMSE and MAE values at the remaining 20% of
the spatial locations. We repeat the approach for 2000 times and record all RMSEs
and MAEs. Specifically, for each j− th left-out sample (yLj (s1), . . . , . . . , yLj (sK)), we
compute
RMSEj =
[
1
K
K∑
i=1
(
yLj (si)− Ŷ Lj (si)
)2] 12
and
MAEj =
1
K
K∑
i=1
|yLj (si)− Ŷ Lj (si)|,
where Ŷ Lj (si) is the optimal and best linear prediction for the Gaussian and t pro-
cesses respectively. Finally, we compute the overall mean for both Gaussian and t
processes and for both correlation models, that is RMSE =
∑2000
j=1 RMSEj/2000 and
MAE =
∑2000
j=1 MAEj/2000.
Additionally, to evaluate the marginal predictive distribution performance, we
also consider, for each sample, the continuous ranked probability score (CRPS)
(Gneiting and Raftery, 2007). For a single predictive cumulative distribution func-
tion F and a verifying observation y, it is defined as:
CRPS(F, y) =
∞∫
−∞
(F (t)− 1[y,∞](t))2dt.
Specifically, for each j − th left-out sample, we consider the averaged CRPS for the
Gaussian and t distributions as:
CRPSj =
1
K
K∑
i=1
CRPS(F, yLj (si)) F = FG, FY4 , (5.3)
for j = 1, . . . , 2000. In particular in the Gaussian case
CRPS(FG, y) = σ
(
y − µ
σ
)[
2FG∗
(
y − µ
σ
)
− 1
]
+ 2σfG∗
(
y − µ
σ
)
− σ√
pi
,
and in the t case with 4 degrees of freedom:
CRPS(FY4 , y) = σ
(
y − µ
σ
)[
2FY ∗4
(
y − µ
σ
)
− 1
]
+ 2
[
4σ2 + (y − µ)2
3σ
]
fY ∗4
(
y − µ
σ
)
− 4σB
(
1
2
, 7
2
)
3B2
(
1
2
, 2
) .
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We compute the CRPS in (5.3) plugging-in the estimates of the pairwise and
standard likelihood estimation methods, using the R package scoringRules (Jordan
et al., 2019). Finally, we compute the overall mean for both Gaussian and t processes
and for both correlation models, that is CRPS =
∑2000
j=1 CRPSj/2000.
Table 5 reports the estimated RMSE and MAE and CRPS. As a general remark,
the t process outperforms the Gaussian process for the three measures of prediction
performance and for both correlation models. We point out that RMSE and MAE
are computed using the optimal predictor in the Gaussian case and the linear optimal
in the t case. However, the RMSE and MAE results highlight a better performance
for the t process. In addition, a better RMSE and MAE for the Matérn correlation
model with respect to the Wendland is apparent, irrespective of the type of process.
The proposed t process also leads to a clear better performance of the CRPS with
respect to the Gaussian case, for both correlation models. In addition, CRPS is not
affected by the choice of the correlation model, as expected, since only the marginal
distribution is involved in this case.
Finally, one important goal in spatial modeling of temperature data is to create
a high resolution map in a spatial region using the observed data. In Figure 6 (b),
we plot a high resolution map of the predicted residuals using the fitted t process
with the Matérn correlation model.
6 Concluding remarks
We have introduced a new stochastic process with t marginal distributions for re-
gression and dependence analysis when addressing spatial or spatiotemporal data
with heavy tails. Our proposal allows overcoming any problem of identifiability as-
sociated with previously proposed spatial models with t marginals and, as a con-
sequence, the model parameters can be estimated with just one realization of the
process. Moreover the proposed t process inherits the geometrical properties of the
‘parent’ Gaussian process, an appealing feature from a data analysis point of view.
We have also proposed a possible generalization, obtaining a new process with the
marginal distribution of the skew-t type using the skew-Gaussian process proposed
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in Zhang and El-Shaarawi (2010).
In our proposal, a possible limitation is the lack of amenable expressions of the
associated multivariate distributions. This prevents an inference approach based on
the full likelihood and the computation of the optimal predictor. In the first case,
our simulation study shows that, for the t process, an inferential approach based
on weighted pairwise likelihood, using the bivariate t distribution given in Theorem
2.3, could be an effective solution for estimating the unknown parameters. In the
second case, our numerical experiments show that the optimal linear predictor of
the t process performs better than the optimal Gaussian predictor when working
with spatial data with heavy tails.
Another possible drawback concerns the restriction of the degrees of freedom of
the t process to ν = 3, 4, . . .. under noninfinity divisibility of the associated Gamma
process. This problem could be solved by considering a Gamma process obtained by
mixing the proposed Gamma process with a process with beta marginals and using
the results in Yeo and Milne (1991); however the mathematics involved with this
approach are much more challenging.
The estimation of the skew-t process has not been addressed in this paper since
the bivariate distribution in this case is quite complicated. We believe this issue can
be resolved under a suitable Bayesian framework or using EM algorithm for pairwise
likelihood as proposed in Varin et al. (2005) or Gao and Song (2011). Finally, a t
process with asymmetric marginal distribution can also be obtained by considering
some specific transformations of the proposed standard t process as in J. F. Rosco
and Pewsey (2011) or under the two-piece distribution framework (Arellano-Valle
et al., 2005) and this will be studied in future work.
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A Appendix
A.1 Proof Theorem 2.1
Proof. Set Rν ≡ W−
1
2
ν . Then the correlation function of Y ∗ν is given by
ρY ∗ν (h) =
(
ν − 2
ν
)
(E(Rν(si)Rν(sj))ρ(h)) . (A.1)
To find a closed form for E(Rν(si)Rν(sj), we need the bivariate distribution of
Rν;ij that can be easily obtained from density of the bivariate random vector Wν;ij
given by (Bevilacqua et al., 2018):
fWν;ij (wi, wj) =
2−ννν(wiwj)ν/2−1e
− ν(wi+wj)
2(1−ρ2(h))
Γ
(
ν
2
)
(1− ρ2(h))ν/2
(
ν
√
ρ2(h)wiwj
2(1− ρ2(h))
)1−ν/2
Iν/2−1
(
ν
√
ρ2(h)wiwj
(1− ρ2(h))
)
(A.2)
where Iα(·) denotes the modified Bessel function of the first kind of order α. Vere-
Jones (1967) show the infinite divisibility of Wν;ij.
Then, for each ν > 2, the bivariate distribution of Rν;ij is given by:
fRν;ij (rij) =
2−ν+2νν(rirj)−ν−1e
− ν
2(1−ρ2(h))
(
1
r2
i
+ 1
r2
j
)
Γ
(
ν
2
)
(1− ρ2(h))ν/2
(
νρ(h)
2(1− ρ2(h))rirj
)1− ν2
I ν
2−1
(
νρ(h)
(1− ρ2(h))rirj
)
(A.3)
Using the identity 0F1(; b;x) = Γ(b)x(1−b)/2Ib−1(2
√
x) and the series expansion of
hypergeometric function 0F1 in (A.3) we have
E(Ra(si)R
b(sj)) =
2−ν+2νν
Γ2
(
ν
2
)
(1− ρ2(h))ν/2
∫
R2+
r−ν+a−1i r
−ν+b−1
j e
− ν
2(1−ρ2(h))r2
i e
− ν
2(1−ρ2(h))r2
j
× 0F1
(
ν
2
;
ν2ρ2(h)
4(1− ρ2(h))2r2i r2j
)
drij
=
2−ν+2νν
Γ2
(
ν
2
)
(1− ρ2(h))ν/2
∞∑
k=0
∫
R2+
r−ν+a−2k−1i r
−ν+b−2k−1
j e
− ν
2(1−ρ2(h))r2
i e
− ν
2(1−ρ2(h))r2
j
× 1
k!
(
ν
2
)
k
(
ρ2(h)ν2
4(1− ρ2(h))
)k
drij
=
2−ν+2νν
Γ2
(
ν
2
)
(1− ρ2(h))ν/2
∞∑
k=0
I(k)
k!
(
ν
2
)
k
(
ρ2(h)ν2
4(1− ρ2(h))
)k
(A.4)
where, using Fubini’s Theorem
I(k) =
∫
R+
r−ν+a−2k−1i e
− ν
2(1−ρ2(h))r2
i dri
∫
R+
rν+b−2k−1j e
− ν
2(1−ρ2(h))r2
j drj
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Using the univariate density fRν(s)(r) = 2
(
ν
2
)ν/2
r−ν−1e−
ν
2r2 /Γ
(
ν
2
)
, we obtain
I(k) = Γ
(
ν − a
2
+ k
)
Γ
(
ν − b
2
+ k
)
2
ν+a
2 +k−12
ν+b
2 +k−1
(
(1− ρ2(h))
ν
) ν−a
2 +k
(
(1− ρ2Z(h))
ν
) ν−b
2 +k
(A.5)
and combining equations (A.5) and (A.4), we obtain
E(Ra(si)R
b(sj)) =
2−(a+b)/2ν(a+b)/2(1− ρ2(h))(ν−a−b)/2Γ (ν−a2 )Γ (ν−b2 )
Γ2
(
ν
2
) ∞∑
k=0
(
ν−a
2
)
k
(
ν−b
2
)
k
k!Γ
(
ν
2
) ρ2kG (h))
=
2−(a+b)/2ν(a+b)/2(1− ρ2(h))(ν−a−b)/2Γ (ν−a2 )Γ (ν−b2 )
Γ2
(
ν
2
) 2F1(ν − a
2
,
ν − b
2
;
ν
2
; ρ2(h)
)
Then, using the Euler transformation, we obtain
E(Raν(si)R
b
ν(sj)) =
2−(a+b)/2ν(a+b)/2
Γ2
(
ν
2
) Γ(ν − a
2
)
Γ
(
ν − b
2
)
2F1
(
a
2
,
b
2
;
ν
2
; ρ2(h)
)
(A.6)
for ν > a and ν > b. Finally, setting a = b = 1 in (A.6) and using it in (A.1) we
obtain (2.4).
A.2 Proof Theorem 2.3
Proof. Using the identity 0F1(; b;x) = Γ(b)x(1−b)/2Ib−1(2
√
x) and the series expan-
sion of hypergeometric function 0F1, then under the transformation gi = yi
√
wi and
gj = yj
√
wj with Jacobian J((gi, gj)→ (yi, yj)) = (wiwj)1/2, we have:
fY ∗ij (yij) =
∫
R2+
fGij |Wij (gij |wij)fWij (wij)Jdwij
=
2−ννν
2piΓ2
(
ν
2
)
(1− ρ2(h))(ν+1)/2
∫
R2+
(wiwj)
(ν+1)/2−1e−
1
2(1−ρ2(h)) [wiy
2
i+wjy
2
j−2ρ(h)√wiwjyiyj]
× e−
ν(wi+wj)
2(1−ρ2(h))
0F1
(
ν
2
;
ν2ρ2(h)wiwj
4(1− ρ2(h))2
)
dwij
=
2−ννν
2piΓ2
(
ν
2
)
(1− ρ2(h))(ν+1)/2
∫
R2+
(wiwj)
(ν+1)/2−1e−
1
2(1−ρ2(h))
[
y2i−2ρ(h)
√
wj
wi
yiyj+ν
]
wie
− (y
2
j+ν)wj
2(1−ρ2(h))
×
∞∑
k=0
1
k!
(
ν
2
)
k
(
ν2ρ2(h)wiwj
4(1− ρ2(h))2
)k
dwij
=
2−ννν
2piΓ2
(
ν
2
)
(1− ρ2(h))(ν+1)/2
∞∑
k=0
I(k)
k!
(
ν
2
)
k
(
ν2ρ2(h)
4(1− ρ2(h))2
)k
(A.7)
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using (3.462.1) of Gradshteyn and Ryzhik (2007), we obtain
I(k) =
∫
R+
w
(ν+1)/2+k−1
j e
− (y
2
j+ν)wj
2(1−ρ2(h))
∫
R+
w
(ν+1)/2+k−1
i e
[
− (y
2
i+ν)
2(1−ρ2(h))wi−
ρ(h)
√
wjyiyj
(ρ2(h)−1)
√
wi
]
dwi
 dwj
= 2
(
y2i + ν
(1− ρ2(h))
)−( ν+12 +k)
Γ (ν + 1 + 2k)
∫
R+
w
(ν+1)/2+k−1
j e
[
ρ2(h)y2i y
2
j
4(1−ρ2(h))(y2
i
+ν)
− (y
2
j+ν)
2(1−ρ2(h))
]
wj
×D−(ν+1+2k)
(
− ρ(h)yiyj
√
wj√
(1− ρ2(h))(y2i + ν)
)
dwj
= 2
(
y2i + ν
(1− ρ2(h))
)−( ν+12 +k)
Γ (ν + 1 + 2k)A(k) (A.8)
where Dn(x) is the parabolic cylinder function. Now, considering (9.240) of Grad-
shteyn and Ryzhik (2007):
D−(ν+1+2k)
(
− ρ(h)yiyj
√
wj√
(1− ρ2(h))(y2i + ν)
)
=
2−(ν+1)/2+k
√
pi
Γ
(
ν
2 + k + 1
) e− ρ2(h)y2i y2jwj4(1−ρ2(h))(y2i+ν)
× 1F1
(
ν + 1
2
+ k;
1
2
;
ρ2(h)y2i y
2
jwj
2(1− ρ2(h))(y2i + ν)
)
+
2−ν/2−k
√
piρ(h)yiyj
√
wj
Γ
(
ν+1
2 + k
)√
(1− ρ2(h))(y2i + ν)
e
− ρ
2(h)y2i y
2
jwj
4(1−ρ2(h))(y2
i
+ν)
× 1F1
(
ν
2
+ k + 1;
3
2
;
ρ2(h)y2i y
2
jwj
2(1− ρ2(h))(y2i + ν)
)
(A.9)
combining equations (A.9) and the integral of (A.8) and using (7.621.4) of Grad-
shteyn and Ryzhik (2007), we obtain
A(k) =
∫
R+
w
(ν+1)/2+k−1
j e
− (y
2
j+ν)
2(1−ρ2(h))wj
1F1
(
ν + 1
2
+ k;
1
2
;
ρ2(h)y2i y
2
jwj
2(1− ρ2(h))(y2i + ν)
)
dwj
+
∫
R+
w
ν/2+k+1−1
j e
− (y
2
j+ν)
2(1−ρ2(h))wj
1F1
(
ν
2
+ k + 1;
3
2
;
ρ2(h)y2i y
2
jwj
2(1− ρ2(h))(y2i + ν)
)
dwj
= Γ
(
ν + 1
2
+ k
)(
y2j + ν
2(1− ρ2(h))
)− (ν+1)2 −k
2F1
(
ν + 1
2
+ k,
ν + 1
2
+ k;
1
2
;
ρ2(h)y2i y
2
j
(y2i + ν)(y
2
j + ν)
)
+ Γ
(ν
2
+ k + 1
)( y2j + ν
2(1− ρ2(h))
)− ν2−k−1
2F1
(
ν
2
+ k + 1,
ν
2
+ k + 1;
3
2
;
ρ2(h)y2i y
2
j
(y2i + ν)(y
2
j + ν)
)
(A.10)
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finally, combining equations (A.10), (A.8) and (A.7), we obtain
fY ∗ij (yij) =
νν [(y2i + ν)(y
2
j + ν)]
−(ν+1)/2Γ2
(
ν+1
2
)
piΓ2
(
ν
2
)
(1− ρ2(h))−(ν+1)/2
∞∑
k=0
(
ν+1
2
)2
k
k!
(
ν
2
)
k
(
ν2ρ2(h)
(y2i + ν)(y
2
j + ν)
)k
× 2F1
(
ν + 1
2
+ k,
ν + 1
2
+ k;
1
2
;
ρ2(h)y2i y
2
j
(y2i + ν)(y
2
j + ν)
)
+
ρ(h)yiyjν
ν+2[(y2i + ν)(y
2
j + ν)]
−ν/2−1
2pi(1− ρ2(h))−(ν+1)/2
∞∑
k=0
(
ν
2 + 1
)2
k
k!
(
ν
2
)
k
(
ν2ρ2(h)
(y2i + ν)(y
2
j + ν)
)k
× 2F1
(
ν
2
+ k + 1,
ν
2
+ k + 1;
3
2
;
ρ2(h)y2i y
2
j
(y2i + ν)(y
2
j + ν)
)
and using (4.4) we obtain theorem 2.3.
A.3 Proof Theorem 3.1
Proof. Consider U = (U(s1), . . . , U(sn))T , V = (|X1(s1)|, . . . , |X1(sn)|)T , Q =
(X2(s1), . . . , X2(sn))
T where Xk = (Xk(s1), . . . , Xk(sn))T ∼ Nn(0,Ω), for k = 1, 2,
which are assumed to be independent. By definition of the skew-Gaussian process
in (3.1) we have:
U = α+ ηV + ωQ
where, by assumption V and Q are independent. Thus, by conditioning on V = v,
we have U |V = v ∼ Nn(α+ ηv, ω2Ω), from which we obtain
fU (u) =
∫
Rn
φn(u;α+ ηv, ω
2Ω)fV (v)dv
To solve this integral we need fV (v), i.e., the joint density of V = (|X1(s1)|, . . . , |X1(sn)|)T .
Let Xk = (X1, . . . , Xn)T = (X1(s1), . . . , X1(sn))T and V = (|X1|, . . . , |Xn|)T .
Additionally, consider the diagonal matrices D(l) = diag{l1, . . . , ln}, with l =
(l1, . . . , ln) ∈ {−1,+1}n, which are such that D(l)2 = D(l) for all l ∈ {−1,+1}n.
Since l ◦ v = D(l)v (the componentwise product) and X ∼ Nn(0,Ω), we then have
FV (v) = Pr(V ≤ v) = Pr(|X| ≤ v) = Pr(−v ≤X ≤ v)
=
∑
l∈{−1,+1}n
(−1)N−Φn(D(l)v;0,Ω), (N− =
n∑
i=1
Ili=1det{D(l)})
=
∑
l∈{−1,+1}n
det{D(l)}Φn(D(l)v;0,Ω)
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Hence, by using that
∂nΦn(D(l)v;0,Ω)
∂v1 · · · ∂vn = det{D(l)}Φn(D(l)v;0,Ω)
we find that the joint density of V is
fV (v) =
∑
l∈{−1,+1}n
[det{D(l)}]2φn(D(l)v;0,Ω)
=
∑
l∈{−1,+1}n
φn(D(l)v;0,Ω), ([det{D(l)}]2 = 1)
=
∑
l∈{−1,+1}n
|det{D(l)}|φn(v;0,Ωl), (Ωl = D(l)ΩD(l) = (liljρij))
=
∑
l∈{−1,+1}n
φn(v;0,Ωl), (|det{D(l)}| = 1)
= 2
∑
l∈{−1,+1}n:l 6=−l
φn(v;0,Ωl)
where the last identity is due to Ω−l = D(−l)ΩD(−l) = D(l)ΩD(l) = Ωl for all
l ∈ {−1,+1}n; e.g. for n = 3 the sum must be performed on
l ∈ {(+1,+1,+1), (+1,+1,−1), (+1,−1,+1), (−1,+1,+1)}
since
−l ∈ {(−1,−1,−1), (−1,−1,+1), (−1,+1,−1), (+1,−1,−1)}
and both sets produce the same correlation matrices. The joint density of U is thus
given by
fU (u) = 2
∑
w∈{−1,+1}n:w 6=−w
∫
Rn+
φn(u;α+ ηv, ω
2Ω)φn(v;0,Ωl)dv
= 2
∑
w∈{−1,+1}n:w 6=−w
φn(u;α,Al)
∫
Rn+
φn(v; cl,Bl)dv
= 2
∑
w∈{−1,+1}n:w 6=−w
φn(u;α,Al)Φn(cl;0,Bl)
where Al = ω2Ω + η2Ωl, cl = ηΩlA−1l (u− α), Bl = Ωl − η2ΩlA−1l Ωl, and we have
used the identity φn(u;α + ηv, ω2Ω)φn(v;0,Ωl) = φn(u;α,Al)φn(v; cl,Bl) which
follows straightforwardly from the standard marginal-conditional factorizations of
the underlying multivariate normal joint density.
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