Abstract-Network based mobility management has attracted significant research interest due to its salient feature of relieving mobile nodes from participating in the mobility process. This feature of relying the mobility functions on the network entities would indeed eases the deployment of mobility solutions. Proxy Mobile IPv6 (PMIPv6) is considered as a promising network-based mobility management protocol in the next-generation mobile network. However, since the emergence of basic specification of the PMIPv6 protocol, it is still being developed in different directions to enhance its performance in order to ensure the best service for mobile users. This paper presents the PMIPv6 basic specifications and surveys the different extensions that have been considered by both the standardization bodies and researchers to enhance the basic PMIPv6 protocol with interesting features needed to offer a richer mobility experience, namely, clustering, fast handoff, route optimization, network mobility support, and load sharing. The research works conducted for these extensions are analyzed to specify the main issues that should be considered during the design of such extensions. Also, an integrated solution is proposed to show the possibility of combining more than one enhancement feature into a single integrated scheme.
I. INTRODUCTION
T HE RAPID development of the wireless and communication technology has led to increase the mobile Internet users. Concurrent to these advances are the challenges embodied in designing the mobility management protocols to meet the demand of mobile users in maintaining continues communication sessions without disruptions while they are moving. Mobility management protocols are very essential in the wireless communications as the static attributes of nodes are no longer dominant in the current environment. It aims to track and locate the Mobile Nodes (MNs) efficiently to provide users with full access to information irrespective of their locations. Mobility management involves two main functions: location management and handoff management [1] . Location management refers to the procedure needed for tracking the MN's location and it involves location registration and update. On the other hand, handoff management refers to the procedure needed to allow the MN keeps its connection while it moves between access points [1] - [2] .
Mobility management protocols can be classified based on the entity responsible of mobility management process as hostbased and network-based mobility management protocols [1] - [3] . The latter is more suitable for the low power devices and it eases the protocol deployment because it relieves MNs from participating in the mobility process [4] .
Host based mobility management protocols including MIPv6 [5] , HMIPv6 [6] , and FMIPv6 [7] , involve the MNs in the mobility process and generally introduce a significant network overhead in terms of handoff latency, packet loss, and signaling cost when MNs change their point of attachment very frequently. In addition, in case when a MN has no capability to transmit the mobility related signaling, host-based mobility management protocols will be no longer functional [8] . Therefore, methods for relieving MN from participating in mobility process and reducing handoff delay, packet loss, and communication path are indeed essential for providing users a continuous communication session without disruptions.
Proxy Mobile IPv6 (PMIPv6) [9] was standardized by the IETF NETLMM working group to solve these problems associated to the host based mobility protocols. PMIPv6 added two functional entities which are the Mobile Access Gateway (MAG) and the Local Mobility Anchor (LMA). The LMA is responsible for maintaining reachability to the MN address while it moves in the local PMIPv6 domain. The MAG is responsible for detecting MNs attachments and initiating the required authentication and registration messages to register MNs with LMA.
The network-based feature of the PMIPv6 relieves the MN from participating in the handoff process, such that, the network detects the node mobility and initiates the required mobility signals. This feature reduces the need for installing a complex mobility stack in the MN, which in turn eases and expedites the PMIPv6 deployment. However, since its emergence, PMIPv6 attracts researchers to enhance its performance in several directions including the LMA load reduction, fast handoff, route optimization, network mobility support, and load balancing.
There have been a number of survey papers covered the PMIPv6 enhancements, for example, the route optimization schemes for the PMIPv6 protocol were covered by Guan et al. [10] , Bernardos et al. [11] , presented a survey paper on the current trends in standardizations of the PMIPv6 protocol. Handoff schemes were deliberated by Modares et al. in [12] . However, these surveys focused on one of the PMIPv6 enhancements and no performance evaluation was presented.
Thus, in this paper, we survey and analyze the research works which have been conducted to enhance the PMIPv6 protocol to provide the interesting and more advanced features required for offering a rich mobility experience. This includes the schemes proposed for LMA load reduction, fast handoff, route optimization, network mobility support, and the load balancing.
These extensions can be integrated in some way together to overcome multiple aspects in a single integrated scheme, like providing a low handoff latency, short communication path, and low network overhead. This will provide users better experiences in terms of service disruption. For example, a load balancing, fast handoff, and route optimization schemes can be built on the top of clustered PMIPv6 architecture, such that when MN moves to a new MAG which should be the lowest load one, the fast handoff scheme takes into consideration not only packet buffering, but recovering the optimum route between the communicating MNs, and performing the handoff signaling locally if the MN moves inside the same cluster.
The main contributions of this paper is: 1) providing a comprehensive surevy to include more than one PMIPv6 extensions. This gives the reader a general vision about the current work related to enhance PMIPv6. 2) analysing these extensions to specifiy the most aspects that should be taken into account during schemes design. 3) presenting a signaling cost analysis and evaluation for the reviewed schemes. 4) presenting a proposal to integrate multiple extensions into one scheme to settle more than one PMIPv6 aspects in a single solution.
This paper is organized as follows: the basic PMIPv6 protocol architecture, signaling, and limitations are described in section II. Section III reviews the schemes proposed to reduce LMA load by dividing the PMIPv6 domain into sub-domains. To reduce the handoff latency and packet loss, researches are devoted to apply the fast handoff principles on the PMIPv6 architectures, these fast handoff works with their analysis and performance evaluation are shown in Section IV. Schemes proposed to shorten the communication path are reviewed and analyzed along with their performance evaluations in Section V. Network mobilty support mechanisms in PMIPv6 protocol are reviewed and analyzed in Section VI. Section VII deliberates the research work done for load sharing among MAGs in PMIPv6 domain. Section VIII, shows the proposed integrated solution. Section IX, summarizes the paper and the future trends to improve the PMIPv6 are also given. This will offer the reader a good understanding of the current status of the research and standardization work regarding network-based localized mobility support.
II. BASIC PMIPV6 PROTOCOL
A. PMIPv6 Architecture Fig. 1 illustrates the network entities in PMIPv6 protocol and their operating mechanism in the local mobility domain Fig. 1 . PMIPv6 architecture [13] . [13] . The main role of MAG is to detect MNs attachment and to initiate the required authentication signaling with the Authentication, Authorization and Accounting (AAA) server. Also, the MAGs exchange the Proxy Binding Update (PBU) and Proxy Binding Acknowledgement (PBA) messages with the LMA to register the MN and then to create a Binding Update List Entry (BULE) in its binding list.
The main role of LMA is to maintain the reachability to the MN address while it moves within the PMIPv6 domain. To perform its role, it maintains a Binding Cache Entry (BCE) for each registered MN.
The MAG-LMA bidirectional tunnel is established using two addresses. The LMA Address (LMAA) which is configured on the LMA's interfaces that are connected to MAGs. It represents the tunnel end from LMA side and it is also the address to which the MAG sends PBU message. The second address is the Proxy Care-of-Address (Proxy-CoA) which is configured on the MAG's interface and it represents the second tunnel end on the MAG's side. It is used by LMA to send the PBA message. The PCoA represents MN's CoA and is registered in the binding cache table of LMA.
B. Message Flow of PMIPv6
When an MN enters its PMIPv6 domain and upon the completion of access authentication, the serving network assigns a unique Home Network Prefix (HNP) to the node. This network prefix is unique for each MN and will be retained wherever it moves inside the PMIPv6 domain. The MN attachment, authentication and registration operations in PMIPv6 are shown in Fig. 2 [13] , and described as follows:
Steps 1 and 2: Once a MAG detects an attached MN, it sends an authentication query to the AAA server which contains the MN identifier (MN-ID). This query is performed by MAG to make sure that the MN is authorized to access the network.
Step 3: The AAA server checks the MN-ID and replies by sending back the MN's profile if the access authentication is successful. The MN's profile contains the required MN's information such as MN-ID, MN's corresponding LMA address and the address configuration scheme. Step 4: When the requesting MAG receives a successful authentication reply from AAA server, it sends a PBU message to the MN's LMA to register or to update the MN's information in the corresponding LMA.
Steps 5 and 6: When LMA receives the PBU message, it queries the AAA server to ensure that the requesting MAG is trusted. If it gets a positive reply from AAA, it accepts the PBU message.
Step 7: The last step in the authentication and registration process is performed by LMA. It sends a PBA message contains the MN's home network prefix to be used by MN to maintain its IPv6 address. Then the LMA sets up a bi-directional tunnel with the corresponding MAG to be used for routing the traffic to and from the MN. When the MAG gets the required MN's information from the PBA message, it sends a RA message to MN containing HNP, which is used by MN to configure its IP address.
C. PMIPv6 Limitations
The following points summarize the PMIPv6 limitations which motivated researchers to suggest the required modifications and extensions to enhance the PMIPv6 performance.
1) Bottleneck Problem: In PMIPv6, the LMA is involved in both control and data packets transmissions. This cause the LMA to be extensively accessed to update the BCE as MNs keep moving and to forward the incoming packets which eventually leads to a bottleneck in LMA.
2) Handoff Delay: The MN experiences a long handoff delay in PMIPv6 because the handoff signaling should go through LMA which may be located far from MAGs. In addition, the basic PMIPv6 specifications have not considered any type of buffering scheme, thus the packets destined to MNs are dropped during handoff.
3) Route Optimization: In the basic PMIPv6 specifications, all data communications should go through the LMA even though both communicating nodes are located in the same PMIPv6 domain. All the data packets should go through the tunnel between LMA and MAGs, which leads to a nonoptimized path between the communicating MNs.
4) Network Mobility:
Hosts may move together as a group like the case of medical care where a number of sensor nodes fixed on a patient body, and in case of moving vehicles where many passengers attached to a movable network. However, PMIPv6 was designed to support a single MN mobility only and has not considered such group mobility in its specifications.
5) Load Balancing: In PMIPv6, the MAGs are responsible for performing the mobility-related signaling with LMA on behalf of MNs. However, due to the absence of a load balancing strategy, MAGs may be overloaded when a large number of MNs are connected to it. Thus, it is necessary to propose an efficient load balancing mechanism to distribute the load evenly among MAGs.
In the subsequent sections, the current research efforts that were devoted to enhance the PMIPv6 performance are deliberated, including: 1) Schemes that aim to reduce the load on LMA in order to avoid the problem of bottleneck and to increase the system scalability. 2) Schemes that were proposed to reduce the handoff latency, which in turn reduced the packet loss ratio and service disruption.
3) The work done to shorten the communication path in order to reduce the end-to-end delay. 4) The mechanisms which were proposed to support network mobility in PMIPv6. 5) The mechanisms which were proposed to balance the load on MAGs and LMAs to reduce the probability of MAGs overloading and mobility failure.
III. CLUSTERING
Managing the micro-and macro-mobility separately was first presented through the HMIPv6 [6] which was designed to reduce the signaling overhead and handoff latency in MIPv6 protocol by using a hierarchical network architecture. The Mobility Anchor Point (MAP) was introduced to control the micro-mobility to reduce the amount of signaling required for MN registration. However, HMIPv6 protocol still incurs long handoff latency and packet loss problems. In addition, it involves the MN in the mobility process which requires installing a complex mobility stack in the MN. Using similar HPMIPv6 idea, there have been several research works proposed to reduce the LMA load in PMIPv6 domain.
Nguyen et al. in [14] developed a cluster-based PMIPv6 for wireless mesh networks, wherein LMA serves as the cluster head and MAGs represent the cluster members. However, they proposed a multi-LMA environment, where LMAs are involved in all binding and communication processes.
Hwang et al. in [15] proposed a localized management support for PMIPv6 to solve the bottleneck problem by providing a localized handoff and route optimization using a reactive fast handover and hierarchical architecture. Their proposed architecture performs handoffs without the participation of LMA with a short handoff latency time. However, MAGs are overloaded by managing the communications and handoffs of their attached MAGs and MNs, resulting in additional functions at MAG that may lead to a long end-to-end delay time. Moreover, their proposed method requires multiple updates as the nesting level becomes larger, especially during the initial MN registration. Jabir et al. in [16] proposed the Cluster based PMIPv6 (CPMIPv6) to enhance the PMIPv6 architecture, where proxy domain is divided into sub-domains that form as clusters. Each cluster encompasses a number of MAGs, with one MAG elected as a cluster head (HMAG). Dividing the proxy domain into clusters reduces the load on LMA, allows HMAGs to perform the intra-cluster handoff locally, and optimizes the communication path, and eventually reduces the packet loss ratio [17] . However, the packet loss during handoff and route optimization problems was not considered explicitly.
According to the above literatures, the main issues that should be considered in clustering design are: clusters should be confined within a single LMA domain and minimize involving LMA in the local mobility and packet transmissions, the network entities should not be overloaded by exchanging extra massages, and it should not rely on the host-based principles.
IV. FAST HANDOFF
The handoff latency of PMIPv6 is expressed as the total time needed to perform the access authentication, location update, and address configuration latencies. As shown in Fig. 3 , all packets that are sent during this period are definitely lost [18] . This long handoff and packet loss problem definitely cause a service disruption during MN's handoff which makes the PMIPv6 not sufficiently enough for real time applications. There have been several attempts to reduce the handoff latency of the basic PMIPv6 and to provide an efficient buffering scheme for the incoming packets. The key issue in designing fast handoff schemes is how to determine the new target MAG for the moving MN and when to start packets buffering and forwarding processes.
Fast handoff schemes can be categorized as MN-assisted and network-assisted handoff schemes. In MN-assisted schemes, the MN which intends to handoff sends a report to its previous MAG informing about its new target MAG. The previous MAG then transfers the MN information to the target MAG including MN-ID, LMA address, and HNP which help the target MAG Fig. 4 . Typical MN-Assisted fast handoff for PMIPv6 [19] .
to advertise the MN's prefix once MN is attached to it. In the literature, several MN-assisted research were presented, for example, Xia and Sarikaya [19] proposed a scheme to improve the PMIPv6 performance by reducing packet loss and handoff latency. Their proposal borrowed the FMIPv6 principles, such that, when MN tends to do L2 handoff, it scans the available target access points.
As shown in Fig. 4 , once it decides the target MAG, MN informs its previous MAG to initiate the fast handoff signaling with the target MAG. The previous MAG buffers all the incoming packets destined to MN and exchanges the required messages with the target MAG to prepare for MN's handoff. Their proposed method has prevented the packet loss by providing a buffering scheme in both previous and target MAGs, and reduced the handoff latency by providing the MN's information to the target MAG in advance. However, the packet out-of-order may arise as the packets should be buffered in different places.
Park in [20] , proposed a mobility management scheme called Fast and Local PMIPv6 (FLPMIPv6) to reduce the handoff latency time and packet loss ratio by utilizing both the FMIPv6 and IEEE 802.21 technology. Since their scheme is based on FMIPv6, MN uses the Media Independent Handover (MIH) messages to provide its previous MAG with the information on the candidate MAGs. Then, previous MAG initiates the handoff signaling with target MAG following the same steps as in [19] . However, MN is involved in the mobility process which requires installation of sophisticated protocol stack in MN and the network access devices need an intelligence link layer.
Kim et al. in [21] , presented a soft handoff scheme based on bi-casting the data packets to both previous and target MAGs. In their proposal, when MN intends to handoff, it uses the MIH functions to inform its previous MAG about the target MAG. Previous MAG then triggers the handoff initiation with target MAG, the latter pre-registers MN with LMA in advance and before the MN attachés to it. The LMA then starts bi-casting the incoming data packets to both previous and target MAGs. This scheme reduces the packet loss and handoff latency. However, it incurs high network traffic overhead due to the packet bicasting.
In order to use the wireless resources more effectively, Kim and Koh in [22] proposed partial bi-casting handoff scheme. In their proposal, the incoming packets are buffered in the target MAG during handoff and then these packets are forwarded towards MN after handoff. However, the packets are also duplicated which add extra network overhead.
Mphatsi and Falowo in [23] proposed a handoff scheme to achieve network resource utilization in bi-casting PMIPv6. They identified the problems of resource wasting in bi-casting and the target MAG overload in partial bi-casting. In their proposal, bi-casting is scheduled according to the Received Signal Strength (RSS), such that, bi-casting starts very close to the link down event, and stops just before the RSS going below a threshold. The incoming packets are forwarded to target MAG only after bi-casting start trigger. They reduced the buffer space required for the incoming packets because the bi-casting started in a time very close to the link down event. Their proposal provides better resource utilization in comparison with bi-casting and partial bi-casting schemes. However, the problem of identifying the target MAG may be arisen. Also, it requires a very accurate scheme to estimate the RSS because the scheme fails if the link down event is detected lately.
Fast Proxy MIPv6 (PFMIPv6) [24] protocol was standardized by IETF to reduce the handoff latency. However, this protocol introduced the problem of false handoff initiation because the serving network predicts which new network the MN will move to [25] .
Shih et al. in [26] proposed the Proxy-based Fast Handover for Hierarchical Mobile IPv6 (PFHMIPv6), which is a combination of both Fast Hierarchical MIPv6 (FHMIPv6) and FPMIPv6 protocols. They utilized the benefits of both protocols to reduce both the handoff signaling cost and packet loss ratio. However, PFHMIPv6 inherited the false handoff prediction problem of FPMIPv6 protocol.
Heijenk et al. in [18] , presented an extension of Fast PMIPv6 (FPMIPv6), in which, the previous MAG plays the key role in coordinating the handoff process. The previous MAG collects information about MN, APs, and candidate MAGs. According to the collected information which are provided by MN, previous MAG instructs the target MAG to register MN by sending a PBU to LMA, and once the registration is done, it instructs the MN to handoff to the target MAG. In addition, the incoming packets are stored in previous and target MAGs to reduce the packet loss. However, the downside of this method is that the wrong prediction for the target MAG may arise and lead to loss the incoming packets. In addition, buffering in more than one MAG increases the processing and transmission overhead.
The common downside of the MN-assisted handoff schemes is the involvement of MN in the handoff signaling which complicate both the MN design and the protocol deployment. Also, such involvement contradicts with the main network based principles of PMIPv6.
On the other hand, network-assisted handoff schemes utilize the network entities like MAG and LMA to accomplish the handoff process. Since there is no information comes from MN about the target MAG, network-assisted schemes are usually multicasting the MN's information among the neighbor MAGs. There have been several schemes presented as a networkassisted handoff schemes, for example, Kim in [27] , proposed a seamless handoff scheme to reduce the handoff latency and data packet loss by pre-establishing the bidirectional tunnel between previous and new MAGs before the MN handoff.
As shown in Fig. 5 , previous MAG sends the MN's information to its adjacent MAGs before the MN handoff and starts buffering the incoming packets which are destined to the MN until the end of L3 handoff. By multicasting MN's information, the MN can receive its HNP as soon as it attaches to the new MAG. Author also presented a handoff optimization scheme, to reduce packet loss, by keeping the binding between LMA and previous MAG until new MAG receives PBA message from LMA. However, identifying the candidate MAGs were not specified in this work. Also, since the data packets are stored in previous MAG, the packet out-of-order problem may arise. Moreover, it depends on predicting the MN's next location, i.e. if MN moves to another MAG, the scheme fails and the packets will be lost. In addition, multicasting MN's information to the adjacent MAGs overloads the network due exchanging unnecessary signals.
Following the same idea of [27] , Kang et al. [28] , proposed a seamless handoff scheme by utilizing the Neighbor Discovery (ND) message to send MN's information in advance to the neighbor MAGs before MN handoffs. When previous MAG receives a Link Going Down (LGD) trigger, it sends the MNprofile to neighbor MAGs through ND message of IPv6. To reduce packet loss and to prevent out-of-order problem, they proposed two buffering schemes in both previous MAG and LMA. However, this scheme incurs additional network traffic by multicasting MN's profile to the MAG's neighbors set. Also, buffering in both MAG and LMA overloaded the network entities by extra functions which may lead to drop down the total system performance.
Hwang et al. in [29] proposed a fast handoff scheme using multicast MAGs groups (MFPMIP). The MN's mobility information is transferred to all MAGs in the multicast group in advance to reduce the handoff latency. However, LMA is still involved in the handoff process and the handoff process incurs a high signaling overhead due to exchanging mobility messages among MAGs in the multicast groups.
To specify the correct set of MAG's neighbors, Obele et al. [30] presented a new handoff scheme based on a Proxy Information Server (PIS), which is assumed to have a set of informational resources. In their scheme, previous MAG informs LMA when the MN intends to handoff using MIH functions. Once LMA receives these messages from previous MAG, it accesses the PIS server to get the neighbor MAGs set of previous MAG. Then, LMA sends a PBU message to all MAGs in the neighbor list informing them that MN is on moving and may attach to one of them. This method reduced the handoff latency by providing MN's profile for the entire candidate MAGs in advance. However, it incurs additional network traffic overhead due to queries exchanging between LMA and PIS, as well as multicasting un-required PBU messages. Also, they have not considered any traffic buffering scheme. In addition, they add extra load on LMA to get the candidate MAGs.
To reduce the multicasting overhead, Ryu et al. in [31] proposed a packet lossless PMIPv6 (PL-PMIPv6). In their scheme, to reduce handoff latency, previous MAG registers MN with LMA during L2 handoff on behalf of target MAG in advance. After registration, target MAG starts buffering the incoming data packets to reduce packet loss. However, this scheme depends on previous MAG to predict the address of target MAG and the way of identifying target MAG was not presented. As a result, this scheme will fail if MN moves to one MAG rather than the predicted one.
To manage the buffer efficiently, Oh and Choo in [32] proposed a handoff scheme to reduce handoff latency through simplifying the authentication procedure and to reduce the transmission cost by providing an optical buffering model. In their scheme, when LMA receives a PBU from previous MAG to de-register MN, it starts buffering the incoming packets and sends MN's profile to entire MAGs in the previous MAG neighbors list by using Immediate Handoff Request (IHR) message. The IHR message simplifies the authentication and registration process to reduce handoff latency. This method has some drawbacks including: there is no attempt to show how the LMA can discover MAG's neighbors, and introducing the optical buffer adds extra cost in terms of infrastructure and access time.
Choi et al. in [33] introduced smart buffering scheme in MAGs to provide a seamless handoff. Their scheme constitutes packet buffering in previous MAG when it detects that MN intends to move, discovering previous MAG by target MAG through ND message, and packet buffering and forwarding between previous and target MAGs. This method performs the seamless handoff without involving MN in the process. However, target MAG incurs overhead of discovering the previous MAG by multicasting the discovery messages to all neighbors, which thereby increase network traffic overhead. In addition, previous MAG duplicates the incoming packets to the MN and the buffer which increase the load on previous MAG and network. Moreover, both previous and target MAGs incur extra load doing the forwarding, reordering, and removing the redundant packets.
Jeon et al. in [34] proposed an adaptive PMIPv6 handoff (APHO) management scheme to improve PMIPv6 performance for different MN's status. They specified the appropriate handoff technique based on the session-to-mobility ratio (SMR). If the session activity is greater than the node mobility, a sessionaware APHO (S-APHO) scheme is performed to reduce packet delivery cost by establishing a direct tunnel between previous and target MAGs. On the contrary, when the mobility ratio is greater than session activity, a mobility-aware APHO (M-APHO) is activated to reduce handoff latency without establishing the tunnel between MAGs. Therefore, their proposed APHO maximizing the throughput while minimizing the total traffic overhead. However, this approach incurs a high processing cost to determine the SMR for each MN which leads to complicate the LMA design. In addition, packets may be lost during the time between MN's de-registration and registration with new MAG.
Chuang and Lee in [35] proposed a fast handoff scheme for PMIPv6 (FH-PMIPv6) to reduce both handoff latency and packet loss ratio while maintaining a right packets order. In their work, the authentication and registration processes are done simultaneously to reduce handoff latency, while packet loss is decreased and packet disordering problem is solved by using a double buffering scheme. Once previous MAG detects the MN's handoff imminent, it multicasts the MN's profile to its neighbors MAGs in advance. Once new MAG detects the MN attachment, it sends a PBU message to register MN along with a de-registration message on behalf of previous MAG to reduce handoff latency. The double buffers are used for the forwarded and new packets to avoid the out-of-sequence packets. However, the main downside of this scheme is how to specify the target MAG. In addition, using two buffers increases the design complexity of MAGs.
Al-Surmi et al. in [36] proposed a proactive scheme with low latency handoff to support the MN's seamless and fast roaming in PMIPv6 domain. To reduce both handoff latency and service disruption, the proposed scheme provides performing MN's pre-registration and pre-authentication simultaneously in advance before the handoff occurred to enable MN to reconfigure its interface more quickly. In addition, to prevent packet loss, an efficient buffering scheme was introduced in LMA. In their work, when LMA is alerted by previous MAG about the LGD trigger, it starts multicasting the MN's profile to the entire MAG neighbors in order to reduce handoff latency. However, the problem of how to identify the neighbor MAGs is still arisen. In addition, LMA should multicast MN's profile to the neighbors MAGs, which leads to extra traffic overhead on the network performance.
To reduce the access to the far LMA, Kwon et al. in [37] proposed a fast handoff scheme by introducing the principle of the head MAG in PMIPv6 architecture (HFPMIP). The head MAG is used to provide MAGs with the required MN's mobility information. The use of head MAG reduced the packet loss ratio and enabled a fast and seamless handoff. However, LMA is still accessed extensively for the location update operations. In addition, when the network becomes large, the distance between Head MAG and other MAGs becomes long which To specify the exact handoff starting time, park et al. [38] , proposed a proactive handoff scheme based on the MN's location. The next MAG to which the MN attached to is specified based on current location of MN to reduce the false prediction. However, the network is overloaded by exchanging the MNs coordinates periodically with MAGs and the MNs should be supported by hardware, like GPS, to provide the location information.
Xu et al., [39] proposed a seamless handoff for multiinterface MNs, such that when MN handoffs on one interface, it can receive and transmit data packets using its second interface.
To reduce both handoff signaling cost and end-to-end delay for the buffered packets, Jabir el al. in [40] , proposed a low cost fast handoff scheme based on the cluster-based PMIPv6 architecture, named (CFPMIPv6), which guarantees the low packet loss ratio using a low handoff signaling cost. In CFPMIPv6, the intra-cluster handoff is carried out by HMAG to reduce the involvement of LMA in the handoff process. Table I summarizes the fast handoff research work in terms of MN/Network assisted, target prediction, handoff coordinator, network overhead, and buffering overhead.
According to the literature analysis shown in this section, most fast handoff works guaranteed a low packet loss ratio. However, the following points can be noticed: some schemes are not efficient as they relied on the host mobility principles (MN assisted handoff) which involve MNs in the mobility process. Hence, this requires the MN to install a complicated protocol stack and this contradicts with the PMIPv6 principles of relieving the MN from any participation in the mobility process. Also, fast handoff schemes incur a long handoff signaling cost due to the involvement of LMA in the handoff process. This long handoff leads to buffering overload as the incoming packets should be buffered until the end of the handoff process and this also leads to increase the end-to-end delay for the buffered packets because it cannot be forwarded before the end of handoff. In addition, fast handoff schemes may incur buffer overloading by storing the incoming packets in more than one entity. Moreover, fast handoff schemes may overload the network by multicasting the incoming packets to the previous and new MAGs. The fast handoff schemes which are based on predicting the target MAG may fail due to the wrong prediction. Thus, these issues should be considered during the fast handoff mechanism design. Fast handoff mechanism should satisfy relieving MNs from handoff participation, low handoff latency, low network load, low buffering overhead, and low end-to-end delay.
A. Performance Evaluation
In this section, the handoff signaling cost is derived for all handoff schemes under consideration to evaluate and compare their performance. In insuring a level comparative platform, the fluid flow model and assumptions in [37] , [40] , [41] are used in this paper. It is necessary to mention here that we focus on the intra-domain mobility only, and for the sake of simplicity, we do not consider the message size and entities processing cost in the computations.
1) Network and Mobility Model:
The hexagonal network model is used for performance evaluation. As shown in Fig. 6 , in our network model, each cell represents an MAG, each a group of MAGs constitutes a cluster, and clusters are grouped together to constitute the LMA domain [42] .
The mobility models are designed to describe the movement pattern of mobile users, and how their location, velocity and acceleration change over time. The most commonly used mobility models are the fluid-flow model and random-walk model. Fluid-flow model is more suitable for users with high mobility, infrequent speed, and direction changes. On the other hand, when the mobility confined to a limited geographical area such as residential and business building, random-walk model is more appropriate [43] . Fluid-flow network mobility model is used in the analysis of mobility in terms of the average number of nodes crossing the boundary of a given area and average location update rate. Fluid flow mobility model considers both the MN's mobility direction and velocity. The movement direction of an MN within a PMIPv6 domain is distributed uniformly in the range of (0, 2π). Let K and L are the number of rings in the domain and cluster, respectively. Then the total number of MAGs in LMA domain is N = 3K(K − 1) + 1, while the total number of MAGs in a cluster is M = 3L(L − 1) + 1 [37] .
Let v be the average speed of an MN (m/s); R the cell radius (m); μ c , μ s , and μ d be the cell, intra-domain, and interdomain crossing rates [37] ; μ ac and μ ic be the intra-and inter-cluster crossing rates, respectively. They are expressed as follows:
We assume that all MAGs have the same coverage area of circular shape, the cell border crossing rate for a moving MN is:
Where S is the cell area and calculated as S = πR 2 . When an MN crosses an LMA domain border, it also crosses an MAG border. Then, if LMA contains N of MAGs, the domain border crossing rate is given by:
The rate u s for MNs which cross the MAGs borders but stay in the same LMA domain can be obtained by subtracting the LMA border crossing rate from the cell crossing rate as follows:
Accordingly, the intra-cluster (μ ic ) and inter-cluster (μ ac ) crossing rates for clusters which contains M of MAGs, are obtained as follows:
Using fluid-flow mobility model, the average number of movements (E[N c ]) and the average number of intra-and interdomain movements (E[N s ] and E[N d ]) can be calculated as shown in Eq. (6)- (8) , where λ S is the session inter-arrival time [37] :
Similarly, the average number of intra-and inter-cluster movements (E[N ac ] and E[N ic ]) can be calculated as follows: 
TABLE II PARAMETERS VALUES
2) Signaling Cost Analysis: The signaling cost required for transmitting one control packet between two nodes can be expressed as follows:
Then the signaling cost for MN-assisted schemes can be derived as follows:
SC [18, 19, 20, 24] 
SC [21, 22, 23] 
SC [26] 
Table II shows the parameters values used for signaling cost calculations. Fig. 7 , shows the signaling cost of the MN-assisted handoff schemes subject to the total number of hops between MAGs and LMA. It can be seen that the signaling cost for all schemes increases with the increment of the number of hops. However, Shih [26] shows the lowest signaling cost due to relying the mobility process on the MAP rather than the LMA.
In addition, the handoff signaling cost for the network assisted schemes can be derived as follows: SC [30, 32, 34, 36] 
SC [28, 29] 
Where E [N ac ] and E [N ic ] are the average number of intraand inter-cluster movements, respectively. Fig. 8 shows the signaling cost for the network-assisted handoff schemes subject to the total number of hops between MAGs and LMA. It can be seen that the signaling cost for all schemes increases with the increment of the LMA-MAG distance. However, those schemes which are not totally rely on the far LMA show the lowest signaling cost. It can also be seen that the CFPMIPv6 [40] shows the best performance due to relying the intra-cluster handoff on the HMAG rather than LMA.
V. ROUTE OPTIMIZATION
Despite its advantages in reducing the handoff latency and relieving MNs from participating in the handoff process, PMIPv6 still has some demerits due to the dependence on a single and central LMA [10] . In PMIPv6, all the data packets must pass through an LMA even though the communicating entities are located close to each other, as shown in Fig. 9 [10] . Thus, the data packets go through a non-optimized path which thereby increases the end-to-end packet delay [44] . In addition, involving LMA in all handoff operations increases the latency time required for optimal route recovery after handoff.
The basic PMIPv6 protocol [9] addressed the localized routing between two MNs connected to the same MAG. However, it has not specified the localized routing between two MNs connected to different MAGs which are attached to the same or different LMAs. Thus the main objective of the localized routing solutions is to provide a scheme which allows data packets to be routed directly between the communicating MAGs without traversing LMA [45] , [46] . Establishing a direct path between the communicating MAGs enhances the network performance due to [10] , [45] : i) reducing data traffic between MAG-LMA, which in turn reduces the traffic overhead and congestion on the core network. ii) the direct path enhances the network performance in terms of packet delivery cost, especially when the communicating MNs reside near to each other. iii) offloading traffic from LMA reduces the bottleneck problem in LMA which in turn increases the network scalability.
The return routability of MIPv6, which is used to solve the triangle routing problem, is not suitable for PMIPv6 since the MN is not able to perform the correspondent binding update. In PMIPv6, MNs do not participate in the binding process and kept completely agnostic on their topological location [45] . In addition, unlike MIPv6, the mobility management signaling is performed by MAGs and LMA in which the security may be established among these entities by bootstrapping. Thus, in this paper, the MIPv6 return routability schemes are not included, because we assume that security association among network entities is already established [47] .
The key aspects in designing the route optimizations (RO) schemes are: i) how to determine the address of the second party of the communication session (target MAG) in order to maintain a direct tunnel between the communicating MAGs. ii) how to recover the optimal route after MNs handoff to new target MAGs. There have been several attempts to enhance the packet delivery cost in PMIPv6. These attempts share the common goal of reducing the communication path and differ in the number of control messages, RO initiation entity, and the way of recovering RO status after handoff. Fig. 10 shows different RO schemes, where two MNs are attached to different MAGs and registered to the same LMA. The RO trigger event (ROT) is occurred when LMA receives the first packet from MN to CN or when it receives a PBU message for registering an MN which already has an RO states with CN.
To maintain an optimal route in PMIPv6, Liebsch et al. in [44] proposed an RO scheme which allows a pair of MAGs to communicate directly without the involvement of LMA. In their proposed proxy-RO mode, LMA initiates the RO process by sending the required RO messages to the pair of MAGs when it receives ROT, as shown in Fig. 10 . LMA sends an ROinit message to inform MAG2 that LMA is the RO controller and the optimal route should be maintained between MN and CN. Then LMA sends an ROsetup message to MAGn informing it about the destination MAG address (MAG2) in order to create a direct bi-directional tunnel between MAGs. After that, LMA sends an ROsetup message to MAG2 informing it that MAGn is ready to create an RO with it. This scheme is considered as a heavy weight RO due to the high signaling required to accomplish the RO procedure.
To reduce the signaling required for maintaining RO, Dutta et al. in [48] proposed a light weight RO scheme which reduces the required RO messages. In their proposed RO, which is shown in Fig. 10 , LMA initiates the RO procedure by exchanging Correspondent Binding Update (CBU) and Correspondent Binding Acknowledgement (CBA) messages with the source MAG to notify about the destination MAG address. This scheme is considered as a light weight procedure due to its low signaling cost. However, it provides a single-direction RO only from MN to CN and the whole procedure should be repeated for the inverse direction [49] .
Loureiro et al. in [50] enhanced the previous work of [44] scheme to ensure a stable maintenance of routing states during handoff independent of whether the communicating MNs belong to single or multiple LMAs. To accomplish their work, they introduced a rendezvous control point and three pairs of messages including the RO trigger/Ack, RO Init/Ack and RO Setup/Ack messages. As shown in Fig. 10 , LMA sends an ROinit message to MAGn to initialize the RO for traffic from MN to CN. Consequently, MAGn sends an ROsetup message to MAG2 to start activating the RO for the inverse path of traffic from CN to MN. After that, MAGn sends ROinitAck message back to LMA to inform about the RO completion.
Wu et al. [46] proposed a scheme for localized routing to support IPv4 transport network and introduced Local Routing Optimization Request (LROREQ) and Local Routing Optimization Response (LRORSP) messages to establish the local routing path.
Krishnan et al. [51] proposed another localized routing scheme to exchange data traffic directly between the communicating MAGs and introduced the Localized Routing Initiation (LRI) and Localized Routing Acknowledgment (LRA) messages to set up the optimal routing. As shown in Fig. 10 , LMA initiates RO when it receives ROT by exchanging the LRI and LRA messages with the communicating MAGs.
In addition to the PMIPv6 RO schemes proposed at IETF, several works were carried out to enhance the localized routing.
To guarantee a fast and smooth recovery for optimal route after handoff and to solve the packet out-of-order problem, Choi et al. in [52] proposed an LMA Initiated RO (LIRO) protocol which provides a bi-directional RO between the communicating MAGs. LMA is responsible for multicasting any update in the RO status to the MAGs which are involved in the communication process (MAG1, MAG2, and MAGn). LIRO provides a bi-directional RO while smoothly recovering the RO after handoff; however, the handoff latency is still long since all the RO signaling should be performed by LMA, which may reside far from the communicating MAGs.
Boc et al. in [53] proposed an Anchor-Based RO (ABRO) scheme to shorten the route path and to provide more control and flexibility over the RO procedure. The main idea of ABRO is to separate the control and data paths by introducing the Intermediate Anchors (IA) entities, such that, the main RO procedure is controlled by LMA, while the communication process is controlled by the IAs. ABRO provides a short route path by allowing LMA to select the optimum IA which is close to the communicating MAGs. In addition, LMA is able to offload data traffic to other networks. However, introducing the IAs is not without penalties. The packets should traverse IAs which results in an extra delay on the packet delivery cost. Furthermore, LMA performs extra functions for selecting the optimal IAs and exchanges messages with both IAs and the communicating MAGs, which leads to increase signaling cost.
Rasem et al. in [54] , presented Optimized PMIPv6 (O-PMIPv6) scheme to enhance PMIPv6 performance by combining the FPMIPv6 with the localized routing for PMIPv6. The main objective of O-PMIPv6 is to perform both fast handoff and localized routing operations in parallel. To reduce service disruption, the localized routing LRI/LRA messages are encapsulated in the fast handoff HI/HAck messages. Heading this way, MNs will be able to maintain its LR while moving and there will be no need to establish a new LR session. The main problem is the involvement of MN in the mobility process which conflicts with the basic PMIPv6 principle. In addition, the scheme will fail if the prediction is not correct which leads to overload network with unnecessary signaling.
The current works have shortened the routing path; however, most of them have either added extra signaling cost or they have overloaded the network entities by extra functions. In addition, most of the proposed works involve the LMA in handoff process which results in a long handoff latency. Therefore, Jabir et al. in [42] proposed Cluster Based RO (CBRO) as a new RO scheme based on the cluster-based PMIPv6 architecture to shorten the communication path while reducing the handoff signaling cost. Authors discussed different communications and mobility scenarios and their proposed CBRO has shown a low signaling cost to recover the prior RO after handoff. This is attributed to the exclusion of LMA from participating in the intra-cluster handoff.
Liu et al., [55] proposed a route optimization scheme for multi-interface communicating MNs. These MNs may have interfaces attached to the same MAG. Thus, to reduce the communication path, the LMA should specify the shortest communication path using this shared MAG rather than a direct tunnel between the MAGs of the communicating MNs. Table III , summarizes the route optimization schemes in terms of the RO trigger entity, whether RO maintained to both sides or single side, and the network overhead represented by signaling cost. More comparisons and classifications on RO schemes can be found in [10] . According to the qualitative analysis shown in the table, we can specify the main issues that should be considered during the design of RO schemes are: First, is to determine the proper RO trigger entity. LMA provides more centralized and secure entity, but it increases both the possibility of bottleneck in LMA and the RO delay. The second issue is whether the scheme provides RO for single or bidirectional sides of communication. Single side means that the RO is maintained from source to destination nodes only, thus to maintain RO for the opposite side, the RO procedure should be repeated again. Finally, the RO should not overload the network by exchanging large number of messages to create the required tunnel for optimal path.
A. Performance Evaluation
To assess the performance of RO schemes in term of their efficiency in recovering the prior RO after handoff, in this section, the handoff signaling cost is derived for all RO schemes under consideration based on the fluid flow mobility model and assumptions presented in [42] . The signaling cost required for recovering the RO status in RO schemes can be derived as follows:
Fig . 11 shows the handoff signaling cost for RO schemes presented in this paper subject to the change in number of hops between MAGs and LMA. It can be seen that all schemes incur a high signaling cost with the increment of LMA-MAG distance. However, CBRO [42] scheme shows the best signaling cost because it is slightly affected by LMA-MAG distance due to the reduction of the dependence on LMA. In addition, although LIRO [52] shows a high signaling cost, it insures a seamless handoff which is not provided by other schemes like [54] , [56] , [57] . Moreover, ABRO [53] shows better signaling cost in comparison with LIRO, but the former increases the communication path due its dependence on the IAs.
VI. NETWORK MOBILITY
Hosts may move together as a group, as in the case of medical care where a number of sensor nodes fixed on a patient body, and in the case of moving vehicles where many passengers attached to a movable network. It is not efficient for each MN to perform its handover procedure separately at the same time when the mobile network moves. In addition, not all MNs are able to run mobility protocols like MIPv6 [56] , [57] . Therefore, based on MIPv6, the IETF Network Mobility working group has standardized the NEtwork MObility (NEMO) [58] protocol as a network mobility protocol. Mobile network consists of a number of Mobile Network Nodes (MNN) connected to a Mobile Router (MR). NEMO introduced MR for performing the required mobility signaling to attach its MNNs members to Access Router (AR). MNNs use the Mobile Network Prefix (MNP) advertised by MR to configure their IP-addresses. Even though MR moves from one access network to another, its MNP is not changed which makes mobility transparent to MNNs. MNNs are not aware of handover and all packets flow through a bidirectional tunnel between MR and its HA. NEMO allows all MNs in the mobile network not to lose ongoing sessions irrespective of their capabilities during handover [59] . Three types of MNNs can be recognized which are: Local Mobile Nodes (LMN) that can move within or to another networks, Local Fixed Nodes (LFN) which are fixed nodes, and Visiting Mobile Nodes (VMN) which are coming from another networks and attached to the mobile network [60] .
The MR's handoff procedure is similar to that of MIPv6 in acquiring new CoA, sending Binding Update to HA, and establishing a bidirectional tunnel between MR and HA. Packets sent from CN to a host are routed to HA of MR (HA-MR) to be forwarded to MR using the established bidirectional tunnel. MR receives the packet, decapsulates it, and then forwards it to the destination host node.
NEMO protocol inherits MIPv6 drawbacks such as long signaling delay and movement detection time. In addition, all MNNs are affected by the handoff delay of MR. Thus, supporting NEMO in PMIPv6 would reduce the signaling overhead required for MR registration. Fig. 12 , shows the scenario where NEMO is supported by PMIPv6 along with the required main entities, tables, and prefixes.
There have been several research works presented to support NEMO in the PMIPv6, J. H. Lee [61] presented the possible scenarios for integrating NEMO and PMIPv6. However, their scenarios assumed that MR has installed MIPv6 protocol and they have not considered the MNN's mobility between MRs and MAGs [62] . Bernardos et al. [63] described the problem of supporting network mobility in PMIPv6 domain. Their analysis of the current technologies (NEMO and PMIPv6) has shown that these standards are not able to provide full supporting of NEMO in PMIPv6 network. The main problem in combining NEMO and PMIPv6 is that the addresses used by mobile network belong to MNP while PMIPv6 uses different HNP addresses. Thus, when MNs move from MR to MAGs, it should change their addresses.
Soto et al. [64] , proposed the NEMO-enabled PMIPv6 (NPMIPv6) to fully integrate NEMO in PMIPv6 domain. NPMIPv6 provided Internet connectivity for users from fixed MAGs or from mobile MAGs. Users can move between MR and fixed MAGs while keeping their ongoing sessions. NPMIPv6 introduced the moving MAG (mMAG) which is responsible for registering MNNs and itself with LMA. As shown in Fig. 13 , the LMA cache table is extended by adding a new field, M flag, to indicate that MNN is connected to a mobile network. The data packet destined to MNN is intercepted by LMA which in turn recursively searches its BCE to find the mMAG to which MNN is attached. The data packet is then encapsulated twice by LMA to send it to the MNN, the inner is for mMAG and the outer is for the fixed MAG.
Although this mechanism provided full integration between NEMO and PMIPv6, it incurs a large tunneling overhead due the use of multiple encapsulations even for the local communications. In addition, the case in which MRs are moving from outside PMIPv6 domain was not considered.
To reduce the tunneling overhead problem of NPMIP, Yan et al. [65] proposed the Network Mobility Support in PMIPv6 Network (NNEMO) which splits the tunnel to the MNN into two parts, LMA-MAG and MAG-mMAG tunnels. To locally register MNN in the MAG, NNEMO introduced two messages which are the Localized Proxy Binding Update (LPBU) and the Localized Binding Update Acknowledgment (LPBA). When the data packet reaches the LMA, it encapsulates it to the destination MAG which in turn decapsulates it and searches for the MR in its binding list. Then the destination MAG encapsulates the packet again and sends it to the MR to be forwarded to the MNN. Although NNEMO reduced the multiple tunneling overhead, it still incurs tunneling overhead during the local communications and when the MRs become nested [66] .
Teraoka et al. [66] proposed PNEMO as a network-based localized mobility management protocol for mobile networks to reduce the tunneling overhead by configuring the routing information of the MNN in the MR.
H-B. Lee et al. [56] , proposed a scheme to support node mobility between MRs and MAGs assuming MNs have no mobility support capabilities. MR acts as a MAG to exchange the required message with LMA for MN registration and emulating the MN's home network. They assumed that there is another PMIPv6 network (LMA for MR and MR) over the underlying PMIPv6 network. When MN is attached to the mobile network, MR exchanges the binding update message (PBU) required for MN registration with LMA. The PBU is treated as a normal IP packet in the underlying PMIPv6 network. When MN moves out of MR, the target MAG performs MN registration using standard PMIPv6 operations. However, this scheme assumed that MRs and their MNs are initially registered in PMIPv6 domain.
J-H Lee et al. [67] , proposed a simple and lightweight mechanism for supporting NEMO within Proxy Mobile IPv6 (PMIPv6). The PMIPv6 entities (LMA and MAGs) were extended to enable MR to change its point of attachment at a given PMIPv6 domain without acquiring a new address.
J-H Lee et al. [68] , presented PMIPv6 based NEMO (P-NEMO) which extended the PMIPv6 mobility service provisioning entities to provide vehicle's Internet connectivity while moving. The vehicle is relieved from participating in the mobility process to reduce the signaling overhead and to provide mobility services for vehicles without installing mobility protocols. In addition, they proposed Fast PMIPv6 based NEMO (FP-NEMO) scheme to improve handoff latency by anticipating the vehicle's new point of attachment. However, the proposed mechanisms have not considered MNNs mobility and it assumed that MR is initially registered in PMIPv6 domain.
Petrescu et al. [69] presented a draft to manage the network mobility in PMIPv6 domain without changing the PMIPv6 specifications and to maintain a bidirectional communication between LFN and any corresponding node in Internet. To avoid the changes in PMIPv6, they presented a mechanism of TABLE IV NEMO SUPPORTING SCHEMES SUMMARY "prefix division", where HNP, which is typically assigned by PMIPv6 to a MH, is used by MR to form Mobile Network sub-Prefix(es). These sub-Prefixes are used by LFNs within the moving network to create their IPv6 addresses.
S. Jeon et al. [70] , presented a draft to support network mobility over PMIPv6 protocol. They used the same idea of [64] by introducing new functional entity called mMAG which is responsible for detecting MN's movement and registering the new MNs with LMA. The MN's IP session continuity while moving between MR and MAG is supported in their draft. mMAG is seen as a normal MN by LMA and as a fixed MAG by its attached MNNs.
Choi et al., [71] proposed a network mobility support in pmipv6 to provide a low binding update cost for the MNN through assigning the HNP to MNNs directly by the mMAG instead of LMA. The mMAG is considered as a normal mobile node in the case of registration and de-registration with the LMA. When an MNN is attached to mMAG, it assigns the required HNP to the MNN using its sub-prefix HNP to reduce the signaling overhead of exchanging PBU/PBA with the LMA. To reduce the packet tunneling cost, the incoming data is sent by the LMA to the mMAG using its HNP which in turn forwards the packets to the destination MNN. Table IV summarizes the research work devoted to the NEMO supporting in PMIPv6 protocol in terms of tunneling overhead, MNN mobility, new messages, entity modification, and supporting the visiting MR.
VII. LOAD BALANCING
In PMIPv6, the mobility-related signaling is performed by MAGs on behalf of the MN attached to the access links. However, when a large number of MNs are attached to a specific MAG, a MAG easily suffers from heavy load. When a MAG incurs a high load, it leads to increase both the endto-end transmission delay and number of lost packets. This problem has not yet been considered in the current specification of PMIPv6. So applying the load sharing mechanism among MAGs can improve the overall performance of PMIPv6 network. Kim and Lee [72] , proposed a load balancing mechanism for PMIPv6 network to distribute the load among overlapped MAGs, which leads to improve the delay performance for MNs in PMIPv6 domain. In their mechanism, the heartbeat message is utilized by MAGs to send their load information to LMA periodically. The LMA stores load information in its policy database to be used as a reference for future load balancing action and to compute the load status in the overall PMIPv6 domain. As shown in Fig. 14 , when the overall load exceeds a certain threshold, LMA sends a Heartbeat message to the most overloaded MAG to perform the required load balancing procedure. The selected MAG reacts by selecting MN(s) to change its current attachment to another target MAG. The target MAG is selected by the current MAG according to its load and signal strength received by MNs. Basically, the MN requesting the highest data rate is selected except if the MN having a realtime service session. This balancing mechanism was evaluated by both numerical and simulation and the results shown that it reduced both the average queuing delay and the possibility for MAGs to be overloaded.
The use of IEEE 802.21 in the load balancing has also been discussed by Kim and Lee [73] to specify the load status of the candidate Point of Attachments (PoA). Knowing the load status of PoA is important because although the load at MAG is low, the target PoA may be overloaded if the most target MAG load is concentrated on the target PoA. Their proposed mechanism reduced the queuing delay at the MAGs and provided high data transmission rate at the PoA.
Kong et al. [74] , proposed a new load balancing mechanism to distribute load over MAGs with a low signaling required for scanning the candidate target MAGs. In their proposed mechanism, the MAGs loads information is exchanged among MAGs in the domain, so that, each MAG is able to create a list of candidate MAGs to be used for selecting the target MAG. The MAG with low load is selected during the initial MN attachment and also MNs are informed to handover before the current MAG becomes overloaded. By avoiding MAG from being overloaded, the packet loss is reduced and the load is distributed among the MAGs with least signaling overhead.
IETF considered the load balancing problem and an RFC was standardized by Jiang [75] , where the MAGs load information are sent periodically to the LMA which in turn construct a candidate MAGs list to be used during overload. The factors to be taken into account when selecting the target MAG are specified in [76] .
Dimple and Kailash [77] proposed an agent based scheme to balance the load among MAGs in the PMIPv6 domain. The mobile agent can move from one place to another to reduce the load on MAGs. It visits one mobile node to collect the data and then move to all MNs attached to the MAG in order to collect and transmit only relevant data to reduce the communication overhead. The load balancing scheme based on some criteria to select the MNs that should be handoff from one MAG to another, such as: the MNs with the highest session-to-mobility ratio is selected for handoff, while those MNs having real-time service must not be selected.
According to the above literatures, the main issues that should be considered during the load sharing mechanism design are: building the candidate MAG list should not overload the network by exchanging a large number of messages, the selection of candidate MN(s) should consider the traffic type used by MN(s), the ping-pong problem may be arisen when the target MAG is overloaded and triggered the MN to return back to its previous MAG, the incoming traffic should be buffered and forwarded to the target MN, and finally, building the candidate list process is not an easy task due to the dynamic nature of the network systems which makes the MAGs loads varies at every moment.
VIII. INTEGRATED SOLUTION
In this section, a proposal to integrate multiple extensions in a single scheme is presented. As shown in Fig. 15 , we assume a clustered PMIPv6 architecture where each group of MAGs constitutes a cluster controlled by a cluster head (HMAG).
MN1 and MN2 attached to MAG1 and MAG2, respectively. The optimal route has already been established between MN1 and MN2 through the tunnel between their MAGs. MN2 moves from MAG2 to MAG3 in the same cluster. Once MAG1 detects the MN imminent to handoff, it sends a handoff imminent message to HMAG1 which in turn sends a message to MAG1 to break the optimal route, starts buffering the incoming packets and replies by sending the MAG information which has the lowest load (MAG3). Upon receiving this information by MAG2, it asks MN2 to handoff to MAG3. To this end, the load balancing and buffering are performed simultaneously.
To register the MN2 new location, MAG3 sends a local binding update message to HMAG1 which replies by local binding acknowledgment that encompasses the MN2 previous optimal route status (MN1, MAG1). HMAG1 then forward the buffered packets to the MN2 new location and then it sends the new MN2 location to MAG2 which in turn informs MAG1 about the new route for MN2. After that, a direct bidirectional tunnel is established between MAG3 and MAG1 to route the traffic directly between the communicating MAGs. For the sake of simplicity, we show only the intra-cluster mobility where MN2 moves from MAG2 to MAG3 in the same cluster controlled by head MAG (HMAG1), and the network mobility is also not shown here.
IX. CONCLUSION
PMIPv6 has gained much interest from researchers and the standardization bodies, like IETF, due to its importance for the next generation mobile networks. In this paper, we have investigated the PMIPv6 along with the extensions that have been achieved to improve its performance. These extensions include the research works dedicated to decrease the LMA load, fast handoff schemes, route optimization schemes, to support network mobility, and the load sharing schemes. For each extension or research topic, we have given its motivation, the solutions that have been given with their analysis and the main issues related to the extension. In addition, the performance evaluation of the fast handoff and route optimization schemes has been presented while the evaluations of the other schemes have been set as a future work. An integrated solution example has been proposed to show how these extensions can be integrated to enhance the mobile user experience. The potential of PMIPv6 and the proposed extensions and enhancements allow the PMIPv6 to position itself as the dominant mobility management protocol for the next-generation mobile networks. Our next step is to survey other interesting PMIPv6 extensions such as: multicasting, distributed mobility, paging, and inter-domain mobility management solutions.
