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Abstract
If x1, . . . , xm are finitely many points in R
d, let Eǫ = ∪mi=1 xi + Qǫ, where Qǫ =
{x ∈ Rd, |xi| ≤ ǫ/2, i = 1, ..., d} and let fˆ denote the Fourier transform of f . Given
a positive Borel measure µ on Rd, we provide a necessary and sufficient condition for
the frame inequalities
A ‖f‖22 ≤
∫
Rd
|fˆ(ξ)|2 dµ(ξ) ≤ B ‖f‖22, f ∈ L2(Eǫ),
to hold for some A,B > 0 and for some ǫ > 0 sufficiently small. If m = 1, we show
that the limits of the optimal lower and upper frame bounds as ǫ → 0 are equal,
respectively, to the lower and upper Beurling density of µ. When m > 1, we extend
this result by defining a matrix version of Beurling density. Given a (possibly dense)
subgroup G of R, we then consider the problem of characterizing those measures µ
for which the inequalities above hold whenever x1, . . . , xm are finitely many points in
G (with ǫ depending on those points, but not A or B). We point out an interesting
connection between this problem and the notion of well-distributed sequence when
G = aZ for some a > 0. Finally, we show the existence of a discrete set Λ such that
the measure µ =
∑
λ δλ satisfy the property above for the whole group R.
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21 Introduction
If E ⊂ Rd is measurable with |E| < ∞, where |E| denotes the Lebesgue measure of E, let
L2(E) be the space of (complex-valued) square-integrable functions on E. Given a discrete
subset Λ ⊂ Rd, consider the collection of exponentials E(Λ) = {e2πiλ·x, λ ∈ Λ}. This
collection forms a Fourier frame for L2(E) if there exist constants A,B > 0 such that
A ‖f‖22 ≤
∑
λ∈Λ
∣∣∣∣
∫
E
f(x) e−2πiλ·x dx
∣∣∣∣
2
≤ B‖f‖22, f ∈ L2(E). (1.1)
If we allow the constant A to be zero as well, E(Λ) is then called a Bessel collection in L2(E).
Defining the Fourier transform of a function f ∈ L1(Rd) by the formula
fˆ(ξ) =
∫
Rd
f(x) e−2πiξ·x dx, ξ ∈ Rd,
and the measure µ = δΛ :=
∑
λ∈Λ δλ, we can rewrite the frame inequalities (1.1) as
A ‖f‖22 ≤
∫
Rd
|fˆ(λ)|2 dµ(λ) ≤ B ‖f‖22, f ∈ L2(E). (1.2)
If the inequalities (1.2) hold for a general positive Borel µ on Rd, we call the measure µ an
exponential frame measure (abbr. F -measure) for L2(E). Similarly, we call µ an exponential
Bessel measure (abbr. B-measure) for L2(E) if A is allowed to be 0 in (1.2).
The notion of frame was first introduced by Duffin and Schaeffer [DS]. This area of
research has been developing rapidly in recent years, both in theory and applications, and
has become one of the main tools in applied harmonic analysis, including Gabor analysis,
wavelet theory, sampling theory and signal processing. Readers may refer to [Chr] for gen-
eral background on the theory of frames. Fourier frames were first introduced in [DS] under
the name of non-harmonic Fourier series. They are theoretically attractive since in contrast
to orthonormal bases, Fourier frames are easy to construct on bounded sets and are robust
to small perturbation of the set of frequencies. They are also valuable in applications since
Fourier frames on L2(E) allow for the reconstruction of signals whose frequency band is
supported on E. We refer the reader to [Yo] for classical results concerning frames of expo-
nentials. The concept of F -measure as defined in (1.2) is a particular case of “generalized
frame” associated with a measure introduced in [GH]. In addition to making our results more
general, it allows us to simplify notations and provide further flexibility when considering
problems about Fourier frames [DHW, GL].
One of the main goal of this paper is to provide necessary and sufficient conditions for a
measure µ (and a discrete set Λ) to be an F -measure (resp. a B–measure) for L2(E) when
E is a union of finitely many sufficiently “small” balls. As in the case with many results
related to sampling [GR, Ja, Lan], the notions of upper and lower Beurling density appear
naturally in the solution of our problems. We first recall that the upper and lower Beurling
density of a positive Borel measure µ on Rd are defined, respectively, as
D+(µ) = lim sup
h→∞
sup
x∈Rd
µ(x+Qh)
hd
,
3and
D−(µ) = lim inf
h→∞
inf
x∈Rd
µ(x+Qh)
hd
,
where
Qh = {x = (x1, . . . , xd) ∈ Rd, |xi| ≤ d/2, i = 1, . . . , d}
is the hypercube of side length h centered at the origin. If D−(µ) = D+(µ) <∞, the common
value of both densities, denoted by D(µ), is called the the Beurling density of µ. Note that,
if x ∈ Rd and A,B are subsets of Rd, we use the notation x + A for the set {x+ a, a ∈ A}
and A + B for the set {a + b, a ∈ A, b ∈ B}. If Λ is a countable set contained in Rd, we
define D−(Λ) = D−(δΛ), D+(Λ) = D+(δΛ) and D(Λ) = D(δΛ), where δΛ =
∑
λ∈Λ δλ. A
positive Borel measure µ is called translation-bounded if there exists a constant C > 0 such
that
µ(x+ [0, 1]d) ≤ C, ∀x ∈ Rd.
It is known that µ is translation-bounded if and only ifD+(µ) <∞ ([Ga], see also Proposition
6 in Section 2).
Suppose that B(a, ǫ) is a ball of radius ǫ centered at a. It was shown in [Lai, Proposition
2.5], using a perturbation argument, that if D−(Λ) > 0, then for sufficiently small ǫ > 0,
E(Λ) is a Fourier frame for L2(B(a, ǫ)) for any a ∈ Rd. The converse clearly holds by the
density result of Landau ([Lan]) (i.e. if E(Λ) is a frame for L2(E), then D−(Λ) ≥ |E|). A
similar result was also obtained by Beurling ([Beu]) who showed that if Λ ⊂ Rd is a uniformly
discrete set satisfying the covering property⋃
λ∈Λ
(B(0, 1/r) + λ) = Rd,
then, Λ is a Fourier frame for L2(ǫB(0, r)) if ǫ < 1/4. (See also [OU1].) This is now known
as the Beurling covering theorem and has found application in MRI reconstruction ([BW]).
Our first theorem complements these results by providing a precise relation between the
Beurling densities and the frame bounds in the case where E is a small neighborhood of a
single point in Rd (which we take to be a cube for convenience).
Theorem 1. Let µ be positive, locally finite Borel measure on Rd. Then the following are
equivalent.
(a) There exists constants A,B > 0 and ǫ > 0 such that
A ‖f‖22 ≤
∫
Rd
|fˆ(ξ)|2 dµ(ξ) ≤ B ‖f‖22, f ∈ L2(Qǫ).
(b) We have 0 < D−(µ) ≤ D+(µ) <∞.
Moreover, if (a) holds, we have A ≤ D−(µ) ≤ D+(µ) ≤ B and if (b) holds we can find, for
any ρ > 0 a corresponding ǫ > 0 such that the inequalities in (a) hold with A = D−(µ)− ρ
and B = D+(µ) + ρ.
4Remark 2. Note that the theorem also has a “Bessel” version, in which A = 0 and only
D+(µ) plays a role, (See Theorem 15).
This theorem leads to the following corollary, showing that Beurling densities as limit of
optimal frame bounds of small ball.
Corollary 3. Under the assumptions of Theorem 1, suppose that D+(µ) < ∞. Define Aǫ
and Bǫ to be the optimal bounds for the inequalities
Aǫ ‖f‖22 ≤
∫
Rd
|fˆ(λ)|2 dµ(λ) ≤ Bǫ ‖f‖22, f ∈ L2 (B(a, ǫ)) , (1.3)
Then, limǫ→0Aǫ = D−(µ) and limǫ→0Bǫ = D+(µ).
(Theorem 1 will not be proved here as they are particular cases of Theorem 15 and
Corollary 16, respectively, which will be proved in section 2.)
If Ω =
⋃N
i=1(ai + Qǫ) is a finite union of disjoint cubes with side length ǫ > 0, Theorem
1 is no longer true since the lower-frame bound inequality might fail under the conditions
0 < D−(µ) ≤ D+(µ) <∞ even if ǫ is small. For example, µ =∑n∈Z δn is not an F -measure
for the set Ω = [−ǫ, ǫ] ∪ [1− ǫ, 1 + ǫ]. To see this, we consider f = χ[−ǫ,ǫ] − χ[1−ǫ,1+ǫ]. Then,
for all n ∈ Z, we have
fˆ(n) =
∫ ǫ
−ǫ
e−2πinx dx− e2πin
∫ ǫ
−ǫ
e−2πinx dx = 0.
This means that the collection {e−2πinx}n∈Z is not even complete in L2(Ω). By introducing
notions of lower and upper density for Borel measures on Rd taking values in the cone of
positive-definite matrices, we characterize B-measures and F -measures for L2(Ω) in the case
where Ω =
⋃N
i=1(ai + Qǫ) and ǫ is small enough. This provides thus analogues of Theorem
1 and Corollary 3 for this more general situation.
After establishing these results, we will consider a related problem which involves a
uniformity condition on the frame bounds with respect to a subgroup G of R.
Definition 4. Let µ positive Borel measure on R and let G be a subgroup of R. If A,B > 0,
we say that µ is a uniform F-measure for G with limiting lower bound larger than or equal
to A and limiting upper frame bound less than or equal to B, if given any x1, . . . , xM ∈ G
and any δ > 0, there exists ǫ > 0 such that
(A− δ) ‖f‖22 ≤
∫
Rd
|fˆ(λ)|2 dµ(λ) ≤ (B + δ) ‖f‖22, f ∈ L2 (Ω) , (1.4)
for Ω =
⋃N
j=1(xj + Qǫ). We denote the collection of such measures by F(G,A,B). The
notion of uniform B-measure for G with limiting upper frame bound less than or equal to
B is defined in a similar way and the collection of such measures is denoted by B(G,B).
Finally, the measures in the collection F(G,A,A) are called uniform tight F-measures with
limiting tight frame bound A for G.
5The construction of Borel measures µ in F(G,A,B) can be viewed as a continuous version
of a compressed sensing problem (See [FR] for details about compressed sensing). A vector
v is a finite-dimensional space is s-sparse (where s ≥ 1 is an integer) if it has at most s
non-zero components. In general, the indices corresponding to the non-zero components of v
are unknown. In its discrete and finite-dimensional setting, the compressed sensing problem
consist in trying to recover an s-sparse vector v in Cd by computing the inner products 〈v, ui〉
with some fixed vectors ui, i ∈ I. As can be expected, the smaller s is, the fewer vectors ui
are needed for the recovery of the data. If we think of a function f in L2(E) as a vector with
non-zero components concentrated on the set E and if µ = δΛ, for some discrete set Λ, the
fact that µ ∈ F(G,A,B) allows for the recovery of any such function from the knowledge
of the inner products 〈f, eλ〉L2(E) where eλ(x) = e−2πiλ·x χE(x). This will be possible if f
is sparse enough in the sense that it should be supported in a small enough neighborhood
of a finite subset of the group G. The fact that the constants A,B are independent of the
points chosen in the group G implies that the robustness of the reconstruction formula is
also independent of the exact location of this neighborhood.
One trivial element inside F(G, 1, 1) for any subgroup G is the Lebesgue measure on R.
We are particularly interested in the existence of discrete measures inside these collections.
We first consider the problem withG being a finitely-generated subgroup of R and completely
solve this problem with the help of Theorem 1. It turns out that, interestingly, in the
case of measures of the form µ = δΛ, Λ ⊂ R, the answer to these questions is related to
the probabilistic notion of “equidistributed sequence” or, more specifically, that of“well-
distributed sequence” (Theorem 21). We will show, in particular, that if G = aZ, δΛ ∈
F(G,A,A) if and only if D(Λ) = A and Λ is a well-distributed sequence (mod a−1) (Corollary
25). Our results can also be interpreted as characterizations of certain inequalities satisfied
by almost-periodic functions with spectrum in the group G (Theorem 27).
Finally, we consider the problem for the whole group R. Using a recent result of S. Nitzan,
A. Olevskii and A. Ulanovskii ([NOU]) about the existence of Fourier frames on any un-
bounded set of finite measure, which is based on the solution of the Kadison-Singer problem,
we deduce the existence of a discrete Λ such that δΛ ∈ F(R, A, B) for some A,B (A < B).
It would be reasonable to think that the measure associated with a simple quasicrystal in
the sense of Meyer ([Me1]) may belong to some space F(R, A, B) in view of the results on
universal sampling obtained in [MM], but we will show that this is never the case. Since
the solution to the celebrated Kadison-Singer conjecture in [MSS] is a probabilistic result,
it would be interesting, in line with the current research, to find some deterministic discrete
sets with associated measure belonging to some space F(R, A, B).
We organize our paper as follows: in Section 2, we provide the basic preliminary results
on Beurling density and introduce the Beurling densities of Borel measures on Rd taking
values in the cone of positive-definite matrices. We will prove the matrix version of Theorem
1 and Corollary 3 in Section 3. In Section 4, we characterize the measures in F(G,A,B)
and B(G,B). We study the case G = R in the last section.
Local square integrability of the Fourier transform.
Before we develop our theory in the next section, we mention an additional consequence
of Theorem 1. Note that by the implication (b) =⇒ (a) in Theorem 1, if µ is translation-
6bounded (i.e. D+(µ) <∞), then the “analysis” operator
T : L2(B(a, ǫ))→ L2(µ) : f 7→ fˆ
is bounded for all a ∈ Rd and ǫ > 0 small enough, where B(a, ǫ) is the Euclidean ball of radius
ǫ centered at a. and thus so is its adjoint, the “synthesis” operator T ∗ : L2(µ)→ L2(B(a, ǫ)).
It is easy to see that if µ is translation bounded, and F ∈ L2(µ), then Fdµ defines a tempered
distribution on Rd. In that case, taking g ∈ C∞0 (B(a, ǫ)), we have
(T ∗F, g)2 = (F, Tg)L2(µ) =
∫
Rd
F (λ) gˆ(λ) dµ(λ) = 〈F−1(F dµ), g〉,
where the bracket 〈·, ·〉 represents the duality between tempered distributions in S ′(Rd) and
the test functions in the Schwartz space S ′(Rd) and where F−1 denote the (distributional)
inverse Fourier transform. It follows that, if the positive Borel measure µ is translation
bounded and F ∈ L2(µ), then the synthesis operator T ∗ is defined by
T ∗ : L2(µ)→ L2(B(a, ǫ)) : F 7→ F−1(F dµ)∣∣
B(a,ǫ)
. (1.5)
In particular, this implies that the distribution defined by F−1(F dµ) is locally square-
integrable on Rd. This property was actually proved in 1990 by R. Strichartz ([Str, Lemma
4.2]) using a different method. We now show that the converse of this statement is also true:
if µ is a positive tempered measure on Rd and F−1(F dµ) is locally square-integrable on Rd
for every F ∈ L2(µ), the µ must be translation-bounded. Indeed it is easily checked that
the mapping defined in (1.5) is closed and it is thus bounded by the closed graph theorem.
Since the boundedness of T ∗ is equivalent to the boundedness of T , it follows that µ is
translation bounded using the implication (a) =⇒ (b) in Theorem 1. We note also, that
since the property of being square-integrable on every ball B(a, ǫ), with center a ∈ Rd and
fixed radius ǫ > 0, is clearly equivalent to being square-integrable on every ball B(a, r),
where r > 0 is arbitrary, it follows that if µ is a B-measure for L2(B(a, ǫ)) for some a ∈ Rd
and some ǫ > 0, then µ is a B-measure for L2(B(x, r)), for any x ∈ Rd and any r > 0 (but
with the Bessel constant dependent on r). We summarize these conclusions in the following
theorem.
Theorem 5. Let µ be a positive tempered measure on Rd. Then F−1(F dµ) is locally square-
integrable on Rd for every F ∈ L2(µ) if and only if µ must be translation-bounded.
More generally, if E = Ω where Ω is an open subset of Rd with |Ω| < ∞, the Bessel
inequality ∫
Rd
|fˆ(ξ)|2 dµ(ξ) ≤ B ‖f‖22, f ∈ L2(Ω).
is equivalent to the property
F−1(F dµ)|Ω ∈ L2(Ω), F ∈ L2(µ).
If Ω is bounded, this property will hold if and only if µ is translation bounded by Theorem
5. On the other hand, if Ω is unbounded but with finite Lebesgue measure, the Bessel
7inequality might fail for translation bounded measures. For example, if µ = δZ =
∑
n∈Z δn,
and, if F ∈ L2(µ), we have
F dµ =
∑
n∈Z
cn δn with
∑
n∈Z
|cn|2 <∞.
It follows that the set {F−1(F dµ), F ∈ L2(µ)} is exactly the collection of locally square-
integrable 1-periodic function on the real line. If we take
Ω = ∪j≥1 (j, j + 1/j2)
and define H(x) to be the 1-periodic function with
H(x) = x−α, 0 < x ≤ 1,
it is easily checked that H is locally square-integrable if and only if α < 1/2. In that case,
we have thus H = F−1(F dµ) for some F ∈ L2(µ). However, the restriction of H to Ω is
square-integrable if and only if
∞∑
j=1
∫ 1/j2
0
x−2α dx =
1
1− 2α
∞∑
j=1
1
j2−4α
<∞
i.e. α < 1/4. Hence, if we take α with 1/4 ≤ α < 1/2, F−1(F dµ)|Ω 6∈ L2(Ω) and the Bessel
property fails.
2 Densities of positive matrix-valued measures
We start by mentioning some properties equivalent to “translation-boundedness”.
Proposition 6 ([Ga]). Let µ be a positive Borel measure on Rd. Then, the following are
equivalent:
(a) µ is translation bounded.
(b) D+(µ) <∞.
(c) There exists f ∈ L1(Rd) with f ≥ 0, ∫ f dx = 1 and a constant C > 0 such that µ∗f ≤ C
a.e. on Rd.
As the last condition in the previous proposition shows, the notion of upper Beurling den-
sity is related to certain convolution inequalities satisfied by the measure µ. More generally,
we have the following result, which will be useful later on.
Theorem 7 ([Ga]). Let µ be a positive Borel measure on Rd and let h ∈ L1(Rd) with h ≥ 0.
Let A,B > 0 be constants. Then
(a) If µ ∗ h ≤ B a.e. on Rd, then D+(µ) ∫ h dx ≤ B.
8(b) If µ is translation-bounded and A ≤ µ ∗ h a.e. on Rd, then A ≤ D−(µ) ∫ h dx
If we assume now that µ is an F -measure for L2(E), then applying the frame inequalities
(1.2) to the function g(x) = e2πiξ·x f(x), where ξ ∈ Rd and f ∈ L2(E), we obtain that
A ‖f‖22 ≤
∫
Rd
|fˆ(ξ − λ)|2 dµ(λ) ≤ B ‖f‖22, f ∈ L2(E).
which can also be written as
A ‖f‖22 ≤
(
µ ∗ |fˆ |2
)
(ξ) ≤ B ‖f‖22, ξ ∈ Rd, f ∈ L2(E).
Since
∫
Rd
|fˆ |2 dλ = ‖f‖22 by Plancherel’s theorem, we can apply Theorem 7 to the function
h := |fˆ |2 to obtain that
0 < A ≤ D−(µ) ≤ D+(µ) ≤ B <∞.
Of course, the same argument show that, if µ is a B-measure for L2(E) with Bessel constant
B, then
D+(µ) ≤ B <∞.
This gives a proof for one of the implications in Theorem 1.
We now define appropriate notions of densities for positive matrix-valued measures gen-
eralizing the known notions of Beurling densities defined in the introduction.
Definition 8. We will denote by MPN(Rd) the set of N × N matrices µˇ = (µi,j) whose
entries µi,j, 1 ≤ i, j ≤ N , are complex, locally finite Borel measures on Rd and are positive-
definite in the sense that, for any v = (v1, . . . , vN) ∈ CN , we have
µˇv :=
N∑
i,j=1
µi,j vivj ≥ 0, (2.1)
i.e. the left-hand side of the previous inequality defines a positive measure on Rd.
The lower and upper Beurling densities of an element µˇ ofMPN (Rd) can then be defined
respectively as
D−N(µˇ) := inf
{D−(µˇv) : v ∈ CN , ‖v‖2 = 1}
and
D+N(µˇ) := sup
{D+(µˇv) : v ∈ CN , ‖v‖2 = 1} .
If E is a bounded Borel subset of Rd and µˇ ∈ MPN(Rd), the N × N matrix µˇ(E) with
(complex) entries µi,j(E) is positive-definite by definition. Its eigenvalues are thus real and
non-negative and we can define λmax(µˇ, E) and λmin(µˇ, E), to be the largest and smallest
eigenvalue of µˇ(E), respectively. The following lemma provides an alternative definition of
the lower and upper Beurling densities for elements of MPN(Rd).
9Lemma 9. Let µˇ ∈MPN(Rd). Then, we have
D+N(µˇ) = lim sup
h→∞
sup
x∈Rd
λmax(µˇ, x+Qh)
hd
and, if D+N(µˇ) <∞, we have also
D−N(µˇ) = lim inf
h→∞
inf
x∈Rd
λmin(µˇ, x+Qh)
hd
.
Proof. Using standard properties of positive-definite matrices, we have, for any bounded
Borel subset E of Rd and any v ∈ CN , that
λmin(µˇ, E) ‖v‖22 ≤
N∑
i,j=1
µi,j(E) vivj ≤ λmax(µˇ, E) ‖v‖22.
In particular, if ‖v‖2 = 1, we have
D+(µˇv) = lim sup
h→∞
sup
x∈Rd
µˇv(x+Qh)
hd
≤ lim sup
h→∞
sup
x∈Rd
λmax(µˇ, x+Qh)
hd
and
D−(µˇv) = lim inf
h→∞
inf
x∈Rd
µˇv(x+Qh)
hd
≥ lim inf
h→∞
inf
x∈Rd
λmin(µˇ, x+Qh)
hd
which show that
D+N(µˇ) ≤ lim sup
h→∞
sup
x∈Rd
λmax(µˇ, x+Qh)
hd
and D−N(µˇ) ≥ lim inf
h→∞
inf
x∈Rd
λmin(µˇ, x+Qh)
hd
.
To prove the reverse inequality
lim sup
h→∞
sup
x∈Rd
λmax(µˇ, x+Qh)
hd
≤ D+N(µˇ), (2.2)
we can assume that D+N(µˇ) <∞. Consider sequences {hn} and {xn}, with hn > 0, xn ∈ Rd
and hn →∞ as n→∞, such that
lim
n→∞
λmax(µˇ, xn +Qhn)
hdn
= lim sup
h→∞
sup
x∈Rd
λmax(µˇ, x+Qh)
hd
.
Let vn ∈ CN be an eigenvector of norm 1 associated with the largest eigenvalue of the matrix
µˇ(xn +Qhn). We have then
λmax(µˇ, xn +Qhn) = µˇvn(xn +Qhn).
Letting ei, i = 1, . . . , N , denote the vectors in the standard basis of C
N , it follows that
µˇei = µii, i = 1, . . . , N , and, in particular, D+(µii) < ∞ since we assume that D+N(µˇ) <∞.
We can thus find constants K, h0 > 0 such that
µii(x+Qh)
hd
≤ K, 1 ≤ i ≤ N, x ∈ Rd, h ≥ h0.
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Using another well-known property of positive-definite matrices, we have also that
|µij(x+Qh)|
hd
≤
(
µii(x+Qh)
hd
)1/2 (
µjj(x+Qh)
hd
)1/2
≤ K, 1 ≤ i, j ≤ N, x ∈ Rd,
for h ≥ h0. The entries of the matrices Gn := µˇ(xn + Qhn)/hdn are thus uniformly bounded,
and we can assume, by compactness, after passing to a subsequence if necessary that
Gn → G and vn → v, n→∞,
where G is a positive-definite N ×N matrix and v a unit vector in CN . We have then,
D+N(µˇ) ≥ limn→∞ µˇv(xn +Qhn)/h
d
n = lim
n→∞
〈Gnv,v〉 = lim
n→∞
〈Gnvn,vn〉
= lim
n→∞
µˇvn(xn +Qhn)/h
d
n = lim
n→∞
λmax(µˇ, xn +Qhn)/h
d
n
= lim sup
h→∞
sup
x∈Rd
λmax(µˇ, x+Qh)
hd
,
which proves the inequality (2.2). It remains to prove the inequality
lim inf
h→∞
inf
x∈Rd
λmin(µˇ, x+Qh)
hd
≥ D−N(µˇ) (2.3)
under the additional assumption that D+N(µˇ) <∞. Consider sequences {kn} and {yn}, with
kn > 0, yn ∈ Rd and kn →∞ as n→∞, such that
lim
n→∞
λmin(µˇ, yn +Qkn)
kdn
= lim inf
h→∞
inf
x∈Rd
λmin(µˇ, x+Qh)
hd
.
Let un ∈ CN be an eigenvector of norm 1 associated with the smallest eigenvalue of the
matrix µˇ(yn +Qkn). Since D+N(µˇ) <∞, the entries of the matrix Hn := µˇ(yn +Qkn)/kdn are
uniformly bounded and, similarly, as above we can assume that
Hn → H and un → u, n→∞,
where H is a positive-definite N ×N matrix and u a unit vector in CN . We have then,
D−N(µˇ) ≤ limn→∞ µˇu(yn +Qkn)/k
d
n = lim
n→∞
〈Hnu,u〉 = lim
n→∞
〈Hnun,un〉
= lim
n→∞
µˇun(yn +Qkn)/k
d
n = lim
n→∞
λmin(µˇ, yn +Qkn)/k
d
n
= lim inf
h→∞
inf
x∈Rd
λmin(µˇ, x+Qh)
hd
,
proving our claim.
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3 Fourier Frames on the union of small cubes
In this section, we will be exclusively interested in elements µˇ of MPN (Rd) constructed
starting from a positive, locally finite Borel measure µ on Rd and N points x1, . . . , xN ∈ Rd.
We define µˇ = (µij) by the formula
dµij(ξ) = e
−2πi(xi−xj)·ξ dµ(ξ), 1 ≤ i, j ≤ N. (3.1)
If E is a bounded subset of Rd, the associated matrix (µij(E)) has thus entries
µij(E) =
∫
E
e−2πi(xi−xj)·ξ dµ(ξ), i, j = 1, . . .N.
Furthermore, if v a vector in CN , we have
dµˇv =
N∑
i,j=1
dµi,j vi vj =
∣∣ N∑
j=1
vj e
−2πixj ·ξ
∣∣2dµ(ξ), (3.2)
showing that µˇ is a positive matrix-valued measure.
Example 10. If N = 2, we can use Lemma 9 to obtain an explicit formula for the densities
D−2 (µˇ) and D+2 (µˇ), defined at the end of the previous section, which are associated with
a measure µ and two distinct points x1, x2 ∈ Rd using (3.1). For any bounded Borel set
E ⊂ Rd, we have
µˇ(E) =


∫
E
1 dµ(ξ)
∫
E
e−2πi(x1−x2)·ξ dµ(ξ)
∫
E
e−2πi(x2−x1)·ξ dµ(ξ)
∫
E
1 dµ(ξ)


and the eigenvalues of µˇ(E) are given by
λmax(µˇ, E) =
∫
E
1 dµ(ξ) +
∣∣∣∣
∫
E
e−2πi(x1−x2)·ξ dµ(ξ)
∣∣∣∣
and
λmin(µˇ, E) =
∫
E
1 dµ(ξ)−
∣∣∣∣
∫
E
e−2πi(x1−x2)·ξ dµ(ξ)
∣∣∣∣ .
The densities are then computed as
D−2 (µˇ) = lim inf
R→∞
inf
t∈Rd
1
Rd
{∫
t+QR
1 dµ(ξ)−
∣∣∣∣
∫
t+QR
e−2πi(x1−x2)·ξ dµ(ξ)
∣∣∣∣
}
.
and
D+2 (µˇ) = lim sup
R→∞
sup
t∈Rd
1
Rd
{∫
t+QR
1 dµ(ξ) +
∣∣∣∣
∫
t+QR
e−2πi(x1−x2)·ξ dµ(ξ)
∣∣∣∣
}
.
We need to prove a few technical lemmas before getting to the main result of this section,
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Lemma 11. Let ψ ∈ S(Rd). Then, there exists C > 0 such that
δd
∑
k∈Zd
sup
γ∈Qδ
|ψ(ξ − kδ − γ)| ≤ C, ξ ∈ Rd, 0 < δ ≤ 1.
Proof. Let us define
g(γ) =
1
1 + γ2
, γ ∈ R.
and suppose that 0 < δ ≤ 1. If ξ ∈ [−δ/2, δ/2] and k ∈ Z \ {0},
inf
|γ|≤δ/2
|ξ − δk − γ| = min{|ξ − kδ − δ/2|, |ξ − kδ + δ/2|} ≥ δ (|k| − 1).
Hence,
δ
∑
k∈Z
sup
|γ|≤δ/2
g(ξ − kδ − γ) ≤

δ + ∑
k∈Z\{0}
δ
1 + δ2 (|k| − 1)2


= 3 δ + 2
∞∑
n=1
δ
1 + δ2 n2
≤ 3 + 2
∫ ∞
0
1
1 + x2
dx = c <∞.
Since the left-hand side of the previous expression is δ-periodic, if follows that the inequality
holds for all ξ ∈ R. If ψ ∈ S(Rd), we have the estimate
|ψ(γ)| ≤ C1
d∏
i=1
g(γi), γ = (γ1, . . . , γd) ∈ Rd.
Therefore, for any ξ ∈ Rd, we obtain
δd
∑
k∈Zd
sup
γ∈Qδ
|ψ(ξ − δk − γ)| ≤
∑
k∈Zd
C1
d∏
i=1
δ sup
|γi|≤δ/2
g(ξi − δki − γi)
= C1
d∏
i=1
δ
∑
ki∈Z
sup
|γi|≤δ/2
g(ξi − δki − γi) ≤ C1 cd = C <∞.
Lemma 12. Let µ be a locally finite, positive Borel measure on Rd and let δ > 0. Suppose
that F1, . . . , FN ∈ Rd are compactly supported. Then, for any ǫ > 0, we have the inequalities
G(δ, ǫ)− I(δ, ǫ) ≤
(∫
Rd
ǫd
∣∣∣∣
N∑
i=1
Fˆi(ǫλ) e
−2πixi·λ
∣∣∣∣
2
dµ(λ)
)1/2
≤ G(δ, ǫ) + I(δ, ǫ)
if I(δ, ǫ) <∞, where
G(δ, ǫ) =
(∑
k∈Zd
∫
δk/ǫ+Qδ/ǫ
ǫd
∣∣∣∣
N∑
i=1
Fˆi(δk)e
−2πixi·λ
∣∣∣∣
2
dµ(λ)
)1/2
13
and
I(δ, ǫ) =
(∑
k∈Zd
∫
δk/ǫ+Qδ/ǫ
ǫd
∣∣∣∣
N∑
i=1
(
Fˆi(ǫλ)− Fˆi(δk)
)
e−2πixi·λ
∣∣∣∣
2
dµ(λ)
)1/2
.
Proof. If k ∈ Zd, define
Sk(γ) = ǫ
d/2
N∑
i=1
Fˆi(δk)e
−2πixi·λ and Rk(γ) = ǫ
d/2
N∑
i=1
(
Fˆi(ǫλ)− Fˆi(δk)
)
e−2πixi·λ
Applying Minkowski’s inequality twice, we have
(∫
Rd
ǫd
∣∣∣∣
N∑
i=1
Fˆi(ǫλ) e
−2πixi·λ
∣∣∣∣
2
dµ(λ)
)1/2
=
(∑
k∈Zd
∫
δk/ǫ+Qδ/ǫ
|Sk(γ) +Rk(γ)|2 dµ(λ)
)1/2
≤

∑
k∈Zd

(∫
δk/ǫ+Qδ/ǫ
|Sk(γ)|2 dµ(λ)
)1/2
+
(∫
δk/ǫ+Qδ/ǫ
|Rk(γ)|2 dµ(λ)
)1/2
2

1/2
≤
(∑
k∈Zd
∫
δk/ǫ+Qδ/ǫ
|Sk(γ)|2 dµ(λ)
)1/2
+
(∑
k∈Zd
∫
δk/ǫ+Qδ/ǫ
|Rk(γ)|2 dµ(λ)
)1/2
= G(δ, ǫ) + I(δ, ǫ).
Similarly, reversing the role of δk and λ in the above computation, we obtain the inequal-
ity
G(δ, ǫ) ≤

∫
Rd
ǫd
∣∣∣∣∣
N∑
i=1
Fˆi(ǫλ) e
−2πixi·λ
∣∣∣∣∣
2
dµ(λ)


1/2
+ I(δ, ǫ).
This completes the proof of this lemma.
Lemma 13. Suppose that µ is a locally finite, positive Borel measure on Rd and consider N
functions F1, . . . , FN ∈ L2(Q1). If 0 < δ ≤ 1 and γ ∈ Rd, let vγ = (Fˆ1(γ), · · · , FˆN(γ)) ∈ CN .
Then, there exists a constant C > 0 such that
|I(δ, ǫ)|2 ≤ C δ
∫
Rd
sup
ζ∈Rd
µˇvγ(ζ +Qδ/ǫ)
(δ/ǫ)d
dγ, ǫ > 0,
where
I(δ, ǫ) =
(∑
k∈Zd
∫
δk/ǫ+Qδ/ǫ
ǫd
∣∣∣∣
N∑
i=1
(
Fˆi(ǫλ)− Fˆi(δk)
)
e−2πixi·λ
∣∣∣∣
2
dµ(λ)
)1/2
.
Proof. Let β ∈ C∞0 (Rd) with β = 1 on a neighborhood of Q1 and let ψ = βˆ. Then ψ ∈ S(Rd)
and Fβ = F for any F ∈ L2(Q1) which implies that Fˆ ∗ ψ = Fˆ . Using this last identity
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together with the Cauchy-Schwarz inequality, we have∣∣∣∣∣
N∑
i=1
(
Fˆi(ǫλ)− Fˆi(δk)
)
e−2πixi·λ
∣∣∣∣∣
2
=
∣∣∣∣∣
∫
Rd
(ψ(ǫλ− γ)− ψ(δk − γ))
( N∑
i=1
Fˆi(γ) e
−2πixi·λ
)
dγ
∣∣∣∣∣
2
≤
(∫
Rd
|ψ(ǫλ− γ)− ψ(δk − γ)|
∣∣∣∣
N∑
i=1
Fˆi(γ) e
−2πixi·λ
∣∣∣∣
2
dγ
)
×
(∫
Rd
|ψ(ǫλ− γ)− ψ(δk − γ)| dγ
)
≤ 2 ‖ψ‖L1
∫
Rd
|ψ(ǫλ− γ)− ψ(δk − γ)|
∣∣∣∣
N∑
i=1
Fˆi(γ) e
−2πixi·λ
∣∣∣∣
2
dγ.
Given ǫ > 0, we consider the element µˇǫ of MPN (Rd) associated via formula (3.1) to the
measure µǫ defined by∫
Rd
φ(ξ) dµǫ(ξ) =
∫
Rd
ǫd φ(ǫξ) dµ(ξ), φ ∈ Cc(Rd).
In particular, we have, for any v ∈ CN that
µˇǫ
v
(ξ +Qδ) = ǫ
d
N∑
i,j=1
vi vj µi,j(ξ/ǫ+Qδ/ǫ) = δ
d µˇv(ξ/ǫ+Qδ/ǫ)
(δ/ǫ)d
, ξ ∈ Rd, ǫ, δ > 0,
which yields the inequalities
δd inf
ξ′∈Rd
µˇv(ξ
′ +Qδ/ǫ)
(δ/ǫ)d
≤ µˇǫ
v
(ξ +Qδ) ≤ δd sup
ξ′∈Rd
µˇv(ξ
′ +Qδ/ǫ)
(δ/ǫ)d
. (3.3)
Hence, using Fubini’s theorem and letting C0 = 2 ‖ψ‖L1, we have
|I(δ, ǫ)|2 ≤ C0
∑
k∈Zd
∫
δk/ǫ+Qδ/ǫ
∫
Rd
ǫd |ψ(ǫλ− γ)− ψ(δk − γ)|
∣∣∣∣
N∑
i=1
Fˆi(γ) e
−2πixi·λ
∣∣∣∣
2
dγ dµ(λ)
= C0
∑
k∈Zd
∫
Rd
N∑
i,j=1
∫
δk+Qδ
|ψ(λ− γ)− ψ(δk − γ)| Fˆi(γ) Fˆj(γ) dµǫi,j(λ) dγ
= C0
∫
Rd
∑
k∈Zd
∫
δk+Qδ
|ψ(λ− γ)− ψ(δk − γ)| dµˇǫ
vγ
(λ) dγ.
Using the mean-value theorem, we have the estimate
|ψ(λ− γ)− ψ(δk − γ)| ≤ δ
√
d
d∑
i=1
sup
ξ′∈δk+Qδ
∣∣∣∣∂ψ∂ξi (ξ′ − γ)
∣∣∣∣ , λ ∈ δk +Qδ.
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Hence, by (3.3),
|I(δ, ǫ)|2 ≤
∫
Rd
C0 δ
√
d
(
sup
ζ∈Rd
µvγ (ζ +Qδ/ǫ)
(δ/ǫ)d
)
d∑
i=1
∑
k∈Zd
sup
ξ′∈δk+Qδ
δd
∣∣∣∣∂ψ∂ξi (ξ′ − γ)
∣∣∣∣ dγ
Applying Lemma 11 to each function ∂ψ
∂ξi
in S(Rd), we can thus find a constant C > 0 such
that
|I(δ, ǫ)|2 ≤ C δ
∫
Rd
sup
ζ∈Rd
µvγ(ζ +Qδ/ǫ)
(δ/ǫ)d
dγ, ǫ > 0,
as claimed.
We now state the main result of this section.
Theorem 14. Let x1, · · · , xN ∈ Rd be distinct and let µ be a locally finite, positive Borel
measure on Rd. Define the associate positive matrix-valued measure µˇ using formula (3.1).
Then the following are equivalent.
(a) There exist constants A,B > 0 and ǫ > 0 such that the sets xj + Qǫ, j = 1, . . . , N , are
disjoint and such that the frame inequalities
A ‖f‖22 ≤
∫
Rd
|fˆ(λ)|2 dµ(λ) ≤ B ‖f‖22, f ∈ L2 (Ω) , (3.4)
are satisfied for Ω =
⋃N
j=1(xj +Qǫ).
(b) We have 0 < D−N (µˇ) ≤ D+N(µˇ) <∞.
Moreover, if (a) holds, we have the inequalities A ≤ D−N(µˇ) ≤ D+N(µˇ) ≤ B. Conversely, if
(b) holds, then, for any ρ > 0 such that D−N (µˇ)−ρ > 0, there exists ǫ > 0 such that (a) holds
with A = D−N(µˇ)− ρ and B = D−N(µˇ) + ρ.
Proof. If ξ ∈ Rd, define the modulation operator Mξ acting on L2(Rd), by
Mξf(x) = e
2πiξ·x f(x), f ∈ L2(Rd).
If (a) holds, let v = (v1, . . . , vN) ∈ CN with ‖v‖2 = 1, let ξ ∈ Rd and, if f ∈ L2(Qǫ), consider
the function
h :=
N∑
i=1
vi δxi ∗ (Mξf) ∈ L2(Ω).
Then, ∫
Ω
|h(x)|2 dx =
(
N∑
i=1
|vi|2
) (∫
Qǫ
|f(x)|2 dx
)
=
∫
Qǫ
|f(x)|2 dx.
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On the other hand, we have also
∫
Rd
|hˆ(λ)|2 dµ(λ) =
∫
Rd
∣∣∣∣∣
N∑
i=1
vi fˆ(ξ − λ) e−2πixi·λ
∣∣∣∣∣
2
dµ(λ) =
N∑
i,j=1
∫
Rd
vi vj |fˆ(ξ − λ)|2 dµi,j(λ)
=
∫
Rd
|fˆ(ξ − λ)|2 dµˇv(λ) =
(
µˇv ∗ |fˆ |2
)
(ξ).
Using the frame inequalities (3.4), we have thus
A
∫
Qǫ
|f(x)|2 dx ≤ µˇv ∗ |fˆ |2 ≤ B
∫
Qǫ
|f(x)|2 dx.
As µˇv is a positive measure, Theorem 7 shows that 0 < A ≤ D−(µˇv) ≤ D+(µˇv) ≤ B < ∞
for any vector v of norm 1. Taking infimum and supremum, respectively, over the unit ball
of CN , we obtain (b).
We now prove that (b) implies (a). Let Ω =
⋃N
i=1 (xi +Qǫ) with ǫ > 0 chosen small
enough so the sets in the previous union are pairwise disjoint. A function f ∈ L2(Ω) can
then be uniquely written as
f =
N∑
i=1
δxi ∗ fi, fi ∈ L2(Qǫ).
For each of the functions fi above, let Fi ∈ L2(Q1) be defined by fi(x) = ǫ−d/2 Fi(x/ǫ).
Clearly ‖Fi‖2 = ‖fi‖2 and
∫
Ω
|f(x)|2 dx =
N∑
i=1
∫
Rd
|Fˆi(λ)|2 dλ with fˆ(ξ) = ǫd/2
N∑
i=1
Fˆi(ǫξ) e
−2πixi·ξ. (3.5)
Hence, proving (3.4) is equivalent to showing that for any F1, . . . , FN ∈ L2(Q1) and for ǫ > 0
sufficiently small, we have the inequalities
A
N∑
i=1
∫
Rd
|Fˆi(λ)|2 dλ ≤
∫
Rd
ǫd
∣∣∣∣∣
N∑
i=1
Fˆi(ǫλ) e
−2πixi·λ
∣∣∣∣∣
2
dµ(λ) ≤ B
N∑
i=1
∫
Rd
|Fˆi(λ)|2 dλ. (3.6)
Given any number ρ > 0 with D−N(µˇ) − ρ > 0, we choose ρ′ with 0 < ρ′ ≤ 1 and small
enough so that
(
√
D+N(µˇ) + ρ′ +
√
ρ′)2 ≤ (D+N(µˇ) + ρ) and (
√
D−N(µˇ)− ρ′ −
√
ρ′)2 ≥ D−N(µˇ)− ρ.
With this particular chosen ρ′ > 0, we can find a number δ with 0 < δ ≤ 1 and small enough
so that
4C δ (D+N(µˇ)) +D−N(µˇ) + 1) < ρ′,
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where C is the constant obtained in Lemma 13. With that value of δ fixed, we use the
assumption (b) and the definition of D±N(µˇ) to obtain the existence of a number ǫ > 0 small
enough so that
sup
ζ∈Rd
µˇv(ζ +Qδ/ǫ)
(δ/ǫ)d
≤ (D+N(µˇ)) + ρ′)‖v‖2.
and
inf
ζ∈Rd
µˇv(ζ +Qδ/ǫ)
(δ/ǫ)d
≥ (D−N(µˇ)− ρ′)‖v‖2
for any ‖v‖ = 1. If γ ∈ Rd, let us denote by vγ the vector (Fˆ1(γ), · · · , FˆN(γ)) ∈ CN ,
Applying Lemma 13 to the functions F1, . . . , FN ∈ L2(Q1) defined above and letting
I(δ, ǫ) =
(∑
k∈Zd
∫
δk/ǫ+Qδ/ǫ
ǫd
∣∣∣∣
N∑
i=1
(
Fˆi(ǫλ)− Fˆi(δk)
)
e−2πixi·λ
∣∣∣∣
2
dµ(λ)
)1/2
,
we obtain that
|I(δ, ǫ)|2 ≤ C δ
∫
Rd
sup
ζ∈Rd
µˇvγ (ζ +Qδ/ǫ)
(δ/ǫ)d
dγ ≤ C δ (D+N (µˇ) + ρ′)
∫
Rd
‖vγ‖2 dγ
≤ρ′
∫
Rd
N∑
i=1
|Fˆi(γ)|2 dγ = ρ′‖f‖22.
On the other hand, letting
|G(δ, ǫ)|2 =
∑
k∈Zd
∫
δk/ǫ+Qδ/ǫ
ǫd
∣∣∣∣∣
N∑
i=1
Fˆi(δk)e
−2πixi·λ
∣∣∣∣∣
2
dµ(λ)
we have
|G(δ, ǫ)|2 =
∑
k∈Zd
N∑
i,j=1
Fˆi(δk) Fˆj(δk) ǫ
d µi,j(δk/ǫ+Qδ/ǫ) =
∑
k∈Zd
ǫd µˇvδk(δ/ǫ+Qδ/ǫ)
≤δd
∑
k∈Zd
sup
ζ∈Rd
µˇvδk(ζ +Qδ/ǫ)
(δ/ǫ)d
≤ δd
∑
k∈Zd
(D+N(µˇ) + ρ′) ‖vδk‖22
=(D+N(µˇ) + ρ′)
N∑
i=1
∑
k∈Zd
δd |Fˆi(δk)|2.
Since each function Fi is supported in Q1 and δ ≤ 1, the Shannon sampling theorem shows
that ∑
k∈Zd
δd |Fˆi(δk)|2 = ‖Fi‖22, i = 1, . . .N.
Hence, we obtain the inequality
|G(δ, ǫ)|2 ≤ (D+N(µˇ)) + ρ′) ‖f‖22.
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A similar computation shows also that
|G(δ, ǫ)|2 ≥ (D+N(µˇ))− ρ′) ‖f‖22.
Using the estimates for I(δ, ǫ) and G(δ, ǫ) just obtained, we deduce from Lemma 12, that
∫
Rd
ǫd
∣∣∣∣
N∑
i=1
Fˆi(ǫλ) e
−2πixi·λ
∣∣∣∣
2
dµ(λ) ≤ (G(δ, ǫ) + I(δ, ǫ))2
≤
(√
D+N (µˇ) + ρ′ +
√
ρ′
)2
‖f‖22 ≤ (D+N(µˇ) + ρ) ‖f‖22
and
∫
Rd
ǫd
∣∣∣∣
N∑
i=1
Fˆi(ǫλ) e
−2πixi·λ
∣∣∣∣
2
dµ(λ) ≥ (G(δ, ǫ)− I(δ, ǫ))2
≥
(√
D−N(µˇ)− ρ′ −
√
ρ′
)2
‖f‖22 ≥ (D−N(µˇ)− ρ) ‖f‖22.
This completes the proof.
Of course, ignoring the lower-bound estimates in the proof just given, we can also prove
the Bessel version of the previous theorem.
Theorem 15. Let x1, · · · , xN ∈ Rd be distinct and let µ be a locally finite, positive Borel
measure on Rd. Define the associate positive matrix-valued measure µˇ using formula (3.1).
Then the following are equivalent.
(a) There exist constants A > 0 and ǫ > 0 such that the sets xj + Qǫ, j = 1, . . . , N , are
disjoint and such that the Bessel inequality∫
Rd
|fˆ(λ)|2 dµ(λ) ≤ B ‖f‖22, f ∈ L2 (Ω) (3.7)
holds for Ω =
⋃N
j=1(xj +Qǫ).
(b) We have D+N (µˇ) <∞.
Moreover, if (a) holds, we have the inequality D+N(µˇ) ≤ B. Conversely, if (b) holds, then,
for any ρ > 0, there exists ǫ > 0 such that (a) holds with B = D−N(µˇ) + ρ.
The following gives an interpretation of the lower and upper density of the positive matrix-
valued measure µˇ defined (3.1) as limiting lower and upper frame bounds, respectively.
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Corollary 16. Under the assumptions of Theorem 14, suppose that D+N(µˇ) <∞. Define Aǫ
and Bǫ to be the optimal bounds for the inequalities
Aǫ ‖f‖22 ≤
∫
Rd
|fˆ(λ)|2 dµ(λ) ≤ Bǫ ‖f‖22, f ∈ L2 (Ω) , (3.8)
where Ω =
⋃N
j=1(xj +Qǫ). Then limǫ→0Aǫ = D−N(µˇ) and limǫ→0Bǫ = D+N(µˇ).
Proof. If D−N(µˇ) > 0, the inequalities obtained in Theorem 14, show, for any ρ > 0, that
D−N(µˇ)− ρ ≤ Aǫ ≤ D−N(µˇ) and D+N(µˇ) ≤ Bǫ ≤ D+N(µˇ) + ρ,
if ǫ > 0 is small enough, proving our statement in that case. If D−N(µˇ) = 0 and ρ > 0, we
have Aǫ = 0 and the inequalities D+N(µˇ) ≤ Bǫ ≤ D+N(µˇ) + ρ if ǫ > 0 is small enough, from
which our claim follows immediately.
Remark 17. We note that using (3.2), given a positive Borel measure µ on Rd, the quantity
D+N(µˇ), where µˇ is defined in (3.1) can also be defined as the smallest constant B ≥ 0 such
hat
lim sup
h→∞
sup
t∈Rd
1
hd
∫
t+Qh
∣∣ m∑
i=1
ai e
2πixi·ξ
∣∣2 dµ(ξ) ≤ B m∑
i=1
|ai|2,
for any a1, . . . , am ∈ C. Similarly, if D+N(µˇ) <∞, the quantity D−N(µˇ) can also be defined as
the largest constant A ≥ 0 such hat
lim inf
h→∞
inf
t∈Rd
1
hd
∫
t+Qh
∣∣ m∑
i=1
ai e
2πixi·ξ
∣∣2 dµ(ξ) ≥ A m∑
i=1
|ai|2,
for any a1, . . . , am ∈ C. We will use these alternate definitions in the next section.
4 Uniform limiting frame bounds for subgroups of R.
This section will be devoted to the characterization of uniform F -measures and B-measures
over subgroups of R. These are the elements of the sets F(G,A,B) and B(G,B), respectively,
defined in Definition 4 of the introduction. Recall that our goal will be to characterize the
measures having the property of being a common F -measure (resp. B-measure) for L2(Ω),
where Ω is any set of the form Ω =
⋃N
j=1(xj + Qǫ), for ǫ > 0 small enough and dependent
on the points xi, where the points xj belong to a given subgroup G of R, but with the
limiting frame bounds (resp. Bessel bounds), as defined in the end of the last section, being
independent of the points xi, i = 1, . . . , N .
In the problems stated, it is clear that a measure will satisfy one of the properties men-
tioned with respect to a given group G if and only if it will do so for any one of its finitely
generated subgroup, as we need only to check those properties on each finite subset of G.
Therefore, our main focus will be to deal with finitely generated subgroup of R, i.e. those of
the form
G =
{
s∑
i=1
mi ai, mi ∈ Z
}
.
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where a1, . . . , as can be assumed to be linearly independent over Q.
The notion of weak-∗ convergence of measures defined below and the property of weak-∗
compactness will play an important role in the proofs of our main results. Let Cc(R
s) denote
the space of complex-valued continuous functions with compact support defined on Rs.
Definition 18. Let σi, i ≥ 1, and σ be locally finite, positive Borel measures on Rs. We say
that σi converges to σ in the weak-∗ topology as i→∞ if for any ϕ ∈ Cc(Rs), we have
lim
i→∞
∫
Rs
ϕ(ξ) dσi(ξ) =
∫
Rs
ϕ(ξ) dσ(ξ).
We have the following criterion for weak-∗ compactness: if {σi}i≥1 is a sequence of locally
finite, positive Borel measures on Rs which is locally uniformly bounded, i.e. for any compact
K ⊂ Rs, there exists a constant C(K) such that
sup
i≥1
σi(K) ≤ C(K),
then the sequence {σi}i≥1 admits a subsequence which is convergent in the weak-∗ topology.
We need some preliminary lemmas.
Lemma 19. Let {τj}j≥1 be a sequence of positive Borel measures on Rs such that τj → τ in
the weak-∗ topology. If τ is absolutely continuous with respect to the Lebesgue measure with
Radon-Nikodym derivative G ∈ L∞(Rs), then we have
lim
j→∞
∫
F
H(ξ) dτj(ξ) =
∫
F
H(ξ) dτ(ξ)
for any continuous function H ≥ 0 on Rs where F = I1 × · · · × Is and Is ⊂ R, j = 1, . . . , s,
are bounded intervals.
Proof. Let B = ‖G‖∞. Given ǫ > 0, choose real-valued functions φ1, φ2 ∈ Cc(Rs) such that
φ1(ξ) ≤ H(ξ)χF (ξ) ≤ φ2(ξ), for ξ ∈ R, and with∫
Rs
φ2(ξ)− φ1(ξ) dξ ≤ ǫ.
Then,
lim sup
j→∞
∫
Rs
φ2(ξ)−H(ξ)χF (ξ) dτj(ξ) ≤ lim
j→∞
∫
Rs
φ2(ξ)− φ1(ξ) dτj(ξ)
=
∫
Rs
G(ξ) (φ2(ξ)− φ1(ξ)) dξ ≤ B
∫
Rs
(φ2(ξ)− φ1(ξ)) dξ ≤ B ǫ
and thus
lim inf
j→∞
∫
F
H(ξ) dτj(ξ) ≥
∫
Rs
G(ξ)φ2(ξ) dξ − B ǫ ≥
∫
Rs
G(ξ)H(ξ)χF (ξ) dξ −B ǫ.
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Similarly,
lim sup
j→∞
∫
Rs
H(ξ)χF (ξ)− φ1(ξ) dτj(ξ) ≤ lim
j→∞
∫
Rs
φ2(ξ)− φ1(ξ) dτj(ξ) ≤ B ǫ
which shows that
lim sup
j→∞
∫
F
H(ξ) dτj(ξ) ≤
∫
Rs
G(ξ)φ1(ξ) dξ +B ǫ ≤
∫
Rs
G(ξ)H(ξ)χF (ξ) dξ +B ǫ.
We have thus∫
F
H(ξ)G(ξ) dξ − B ǫ ≤ lim inf
j→∞
∫
F
H(ξ) dτj(ξ) ≤ lim sup
j→∞
∫
F
H(ξ) dτj(ξ)
≤
∫
F
H(ξ)G(ξ) dξ +B ǫ,
and the result follows since ǫ > 0 is arbitrary and dτ = G(ξ) dξ.
If ρ is a signed or complex measure on R, we will denote by |ρ| its total variation.
Lemma 20. Let a1, . . . , as be s positive real numbers and let µ be a positive translation-
bounded Borel measure on R. Consider the positive Borel measure νµ on R
s defined by∫
Rs
ϕ(ξ1, . . . , ξs) dνµ(ξ1, . . . , ξs) =
∫
R
ϕ(λ, . . . , λ) dµ(λ), ϕ ∈ Cc(Rs), (4.1)
and define
σc,R := δc ∗ 1
R
∑
0≤k1≤a1R−1
· · ·
∑
0≤ks≤asR−1
δ(−k1/a1,...,−k1/as) ∗ νµ (4.2)
where c ∈ Rs and R > 0. Let L denote the lattice∏sk=1 a−1k Z. Then, the following properties
hold.
(a) For any compact K ⊂ Rs, the set {σc,R(K), c ∈ Rs, R ≥ 1} is bounded.
(b) Let σj := σcj ,Rj where Rj → ∞ and cj ∈ Rs. If the sequence {σj}j≥1 converges to the
measure σ in the weak-∗ topology, then σ is L-periodic.
Proof. If r > 0 and c = (c1, . . . , cs), we have
σc,R([−r, r]s) =
∫
Rs
χ[−r,r]s(ξ) dσc,R(ξ)
=
1
R
∑
0≤k1≤a1R−1
· · ·
∑
0≤ks≤asR−1
∫
Rs
χ[−r,r]s(ξ + c+ (−k1/a1,−k2/a2, . . . ,−k1/as)) dνµ(ξ)
=
1
R
∑
0≤k1≤a1R−1
· · ·
∑
0≤ks≤asR−1
∫
R
s∏
m=1
χ[−r,r](λ− km/am + cm) dµ(λ)
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Note that if for some integer k1 and some m ≥ 2 and some integer k, we have
([−r, r] + k1/a1 − c1) ∩ ([−r, r] + k/am − cm) 6= ∅,
then |k/am − bm| ≤ 2 r, where bm = cm − c1 + k1/a1. Hence, |k − ambm| ≤ 2 r am and the
number of integers k satisfying this inequality can be at most 4 r am + 1. It follows that, if
C = supt∈R µ([−r, r] + t) <∞, we have
σc,R([−r, r]s) ≤ C
R
∑
0≤k1≤a1R−1
s∏
m=2
(4 r am + 1) ≤ C a1
s∏
m=2
(4 r am + 1),
which proves (a). To prove (b), it is enough to show that if νl,j := (δl − δ0) ∗ σj and, for any
l ∈ L, |νl,j|(K) → 0 as j → ∞ for any compact set K ⊂ Rs. Indeed, if it is the case, then
νl,j → 0 in the weak-∗ topology and, in particular, if σj → σ in the weak-∗ topology, then
(δl − δ0) ∗ σ = lim
j→∞
νl,j = 0,
showing that σ is L-periodic. We consider first the case l = a−1i ei, where ei, i = 1, . . . , s, is
the standard basis in Rs. We only deal with the case i = 1 since the other cases are similar.
We have then(
δe1/a1 − δ0
) ∗ σj
= δcj ∗ (δe1N1/a1 − δ0) ∗
1
Rj
∑
0≤k2≤a1Rj−1
· · ·
∑
0≤ks≤asRj−1
δ(0,−k2/a2,...,−k1/as) ∗ νµ,
where N1 = ⌊a1R1⌋ with ⌊x⌋ being the largest integer less than or equal to x. Let
ρj := δcj ∗
1
Rj
∑
0≤k2≤a1Rj−1
· · ·
∑
0≤ks≤asRj−1
δ(0,−k2/a2,...,−k1/as) ∗ νµ.
As in the proof of (a), if r > 0, we have, letting C = supt∈R µ([−r, r] + t) <∞, that
ρj([−r, r]s) ≤ C
Rj
s∏
m=2
(4 r am + 1)→ 0, j →∞.
For the same reason,
(
δe1Nj/a1 ∗ ρj
)
([−r, r]s)→ 0 as j →∞. Hence,∣∣∣(δa−1
1
e1
− δ0
)
∗ σj
∣∣∣ ([−r, r]s) = ∣∣∣(δNja−11 e1 − δ0
)
∗ ρj
∣∣∣ ([−r, r]s)
≤
(
δNja−11 e1 + δ0
)
∗ ρj([−r, r]s)→ 0,
as j → ∞ and our claim follows when l = a−1i ei, i = 1, . . . , s, since r > 0 is arbitrary. In
general, if l ∈ L, we can write
δl − δ0 =
s∑
m=1
τm ∗
(
δa−1m em − δ0
)
23
where each τm is a finite sum of Dirac masses. Hence,
| (δl − δ0) ∗ σj |(K) =
∣∣∣∣∣
s∑
m=1
τm ∗
(
δa−1m em − δ0
) ∗ σj
∣∣∣∣∣ (K)→ 0,
as j →∞, for any compact set K ⊂ Rs, which proves our claim.
If c > 0 and x is a real number, we denote by x (mod c) the unique real number y in the
interval [0, c) such that x− y ∈ cZ. The following theorem will be the key result to answer
the questions raised at the beginning of this section. We will only proof the equivalence of
the upper-bounds inequalities (i.e. those involving the constant B) as the lower-bound ones
(involving the constant A if A > 0) can be obtained by very similar techniques. We leave
the details to the interested reader.
Theorem 21. Let a1, . . . , as be s positive real numbers linearly independent over Q, with
s ≥ 1, and let G be the subgroup of R generated by a1, . . . , as, i.e.
G =
{
s∑
i=1
mi ai, mi ∈ Z
}
.
Let µ be a positive translation-bounded Borel measure on R and associate with it the positive
Borel measure νµ on R
s defined by (4.1). Let A,B be real constants with A ≥ 0 and B > 0.
Then, the following are equivalent:
(a) For any distinct x1, . . . , xm ∈ G and any c1, . . . , cm ∈ C, we have
lim sup
R→∞
sup
t∈R
1
R
∫
[t,t+R]
∣∣ m∑
i=1
ci e
−2πixi λ
∣∣2 dµ(λ) ≤ B m∑
i=1
|ci|2.
and
lim inf
R→∞
inf
t∈R
1
R
∫
[t,t+R]
∣∣ m∑
i=1
ci e
−2πixi λ
∣∣2 dµ(λ) ≥ A m∑
i=1
|ci|2.
(b) Any weak-∗ limit σ of a sequence extracted from the collection
δ(−t,...,−t) ∗ 1
a1 . . . asR
∑
0≤k1≤a1R−1
. . . ,
∑
0≤ks≤asR−1
δ(−k1/a1,...,−k1/as) ∗ νµ
where t ∈ R and R → ∞ is absolutely continuous with respect to the Lebesgue measure
and with Radon-Nikodym derivative
dσ
dξ
= G satisfying A ≤ G ≤ B a.e. on Rs.
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(c) For any intervals I1 ⊂ [0, 1/a1), . . . , Is ⊂ [0, 1/as), we have
lim sup
R→∞
sup
t∈R
1
Ra1 . . . as
µ (E(t, R, I1, . . . , Is)) ≤ |I1| . . . |Is|B
and
lim inf
R→∞
inf
t∈R
1
Ra1 . . . as
µ (E(t, R, I1, . . . , Is)) ≥ |I1| . . . |Is|A,
where
E(t, R, I1, . . . , Is) =
{
λ ∈ R : t ≤ λ ≤ t+R, λ (mod a−11 ) ∈ I1, . . . , λ (moda−1s ) ∈ Is
}
.
Proof. As mentioned above we will only prove the case A = 0 of the theorem.
Fix x1, . . . , xm ∈ G, with xi =
∑s
j=1 nij aj , nij ∈ Z, and let c1, . . . , cm ∈ C. Note that
lim sup
R→∞
sup
t∈R
1
R
∫
[t,t+R]s
∣∣ m∑
i=1
ci e
−2πi(
∑s
j=1 nij aj ξj)
∣∣2 dνµ(ξ1, . . . , ξs)
= lim sup
R→∞
sup
t∈R
1
R
∫
[t,t+R]
∣∣ m∑
i=1
ci e
−2πixi λ
∣∣2 dµ(λ) := L.
Furthermore, replacing the set [t, t+R]s by the smaller set
[t, t +N1(R) a
−1
1 )× · · · × [t, t+Ns(R) a−1s )
where Nk(R) are the unique integers satisfying
Nk(R) a
−1
k ≤ R < (Nk(R) + 1) a−1k , k = 1, . . . , s,
does not change the first of the limits above. Indeed, letting I = [t, t + R] and Jk =
[t, t+Nk(R) a
−1
k ) for k = 1, . . . , s, we have
Is \
s∏
k=1
Jk ⊂
[
(I \ J1)× Is−1
] ∪ [I × (I \ J2)× Is−2] ∪ · · · ∪ [Is−1 × (I \ Js)] := s⋃
k=1
Ck.
Letting Q(ξ) = Q(ξ1, . . . , ξs) =
∑m
i=1 ci e
−2πi(
∑s
j=1 nij aj ξj) we have
1
R
∫
Is\
∏s
k=1 Jk
|Q|2 dνµ ≤
s∑
k=1
1
R
∫
Ck
|Q|2 dνµ
≤ ‖Q‖2∞
s∑
k=1
1
R
∫
Ck
1 dνµ = ‖Q‖2∞
s∑
k=1
1
R
∫
I\Jk
1 dµ
≤ ‖Q‖2∞
1
R
s∑
k=1
µ([t+Nk(R) a
−1
k , t+ (Nk(R) + 1) a
−1
k ])→ 0, as R→∞,
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since µ is translation bounded. We have thus
L = lim sup
R→∞
sup
t∈R
1
R
∫
∏s
k=1[t,t+Nk(R) a
−1
k )
∣∣Q(ξ)∣∣2 dνµ(ξ)
= lim sup
R→∞
sup
t∈R
1
R
∑
0≤k1≤a1R−1
. . .
∑
0≤ks≤asR−1
∫
I(t,k1,...,ks)
∣∣Q(ξ)∣∣2 dνµ(ξ).
where
I(t, k1, . . . , ks) := [t + k1 a
−1
1 , t+ (k1 + 1) a
−1
1 )× · · · × [t + ks a−1s , t+ (ks + 1) a−1s ).
Letting
σt,R = δ(−t,...,−t) ∗ 1
a1 . . . asR
∑
0≤k1≤a1R−1
. . .
∑
0≤ks≤asR−1
δ(−k1/a1,...,−k1/as) ∗ νµ, (4.3)
and, using the periodicity of Q with respect to the lattice L :=∏sk=1 a−1k Z, we have
L = lim sup
R→∞
sup
t∈R
a1 . . . as
∫
[0,a−1
1
)×···×[0,a−1s )
∣∣Q(ξ)∣∣2 dσt,R(ξ) (4.4)
Using part (a) of Lemma 20, with c = (−t, . . . ,−t), it follows that the set
{σt,R(K), t ∈ R, R ≥ 1}
is bounded for any compact subset K of Rs. Hence, any sequence extracted from the col-
lection of measures {σt,R, t ∈ R, R ≥ 1} must have a weak-∗ convergent subsequence. Fur-
thermore, by part (b) of Lemma 20, any weak-∗ limit of a sequence σtj ,Rj , where Rj → ∞,
must be periodic with respect to the lattice L defined above.
If (b) holds, consider sequences {tj} and {Rj} with Rj →∞ such that
L = lim
j→∞
a1 . . . as
∫
[0,a−1
1
)×[···×0,a−1s )
∣∣Q(ξ)∣∣2 dσtj ,Rj (ξ).
By weak-∗ compactness, we can assume, by passing to a subsequence if necessary, that
{σtj ,Rj} is weak-∗ convergent to a measure σ as j → ∞. Using our hypothesis, σ is abso-
lutely continuous with respect to the Lebesgue measure and with Radon-Nikodym derivative
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dσ/dξ = G and ‖G‖∞ ≤ B. Using Lemma 19 with F = |Q|2, it follows that
L = a1 . . . as
∫
[0,a−1
1
)×···×[0,a−1s )
∣∣Q(ξ)∣∣2G(ξ) dξ
≤ B a1 . . . as
∫
[0,a−1
1
)×···×[0,a−1s )
∣∣Q(ξ)∣∣2 dξ
= B a1 . . . as
∫
[0,a−1
1
)×···×[0,a−1s )
∣∣ m∑
i=1
ci e
−2πi(
∑s
j=1 nij aj ξj)
∣∣2 dξ
= B a1 . . . as
m∑
i,l=1
ci cl
∫
[0,a−1
1
)×···×[0,a−1s )
e−2πi
∑s
j=1 (nij−nlj) aj ξj dξ
= B a1 . . . as
m∑
i,l=1
ci cl
s∏
j=1
∫
[0,a−1j )
e−2πi (nij−nlj) aj ξj dξj
= B
m∑
i=1
|ci|2,
showing that (a) holds. Note that, in the last step of the previous computation, we used the
fact that nij = nlj for all j = 1, . . . , m, implies that xi = xl (using the linear independence
of a1, . . . , as over Q) and thus that i = l, since the xi’s are assumed to be distinct.
Conversely, if (a) holds and σ is a weak-∗ limit of a sequence {σtj ,Rj}, with Rj → ∞ as
j → ∞, then σ is periodic with respect to the lattice L and we have by the computation
above, that
a1 . . . as
∫
[0,a−1
1
)×···×[0,a−1s )
∣∣Q(ξ)∣∣2 dσ(ξ) ≤ B a1 . . . as
∫
[0,a−1
1
)×···×[0,a−1s )
∣∣Q(ξ)∣∣2 dξ
for any trigonometric polynomial Q(ξ) =
∑m
i=1 ci e
−2πi(
∑s
j=1 nij aj ξj). Since the space of such
trigonometric polynomials is dense (with respect to the sup-norm) in the space of continuous
functions which are periodic with respect to the lattice L, we have∫
[0,a−1
1
)×···×[0,a−1s )
∑
l∈L
φ(ξ + l) dσ(ξ) ≤ B
∫
[0,a−1
1
)×···×[0,a−1s )
∑
l∈L
φ(ξ + l) dξ
for any compactly supported continuous function φ ≥ 0 on Rs and thus, since σ is L-periodic,∫
Rs
φ(ξ) dσ(ξ) ≤ B
∫
Rs
φ(ξ) dξ.
Standard arguments show that σ must absolutely continuous with respect to the Lebesgue
measure and with a Radon-Nikodym derivative G ∈ L∞(Rs) satisfying ‖G‖∞ ≤ B, which
shows that (b) holds. Thus the statements (a) and (b) are equivalent. Now, consider
intervals Ij ⊂ [0, 1/aj) for 1 ≤ j ≤ s and define the sets Fj =
⋃
k∈Z Ij + k/aj and let
F =
∏s
j=1 Fj ⊂ Rs. Note that{
λ ∈ R : t ≤ λ ≤ t +R, λ (moda−11 ) ∈ I1, . . . , λ (mod a−1s ) ∈ Is
}
= [t, t+R] ∩ F1 ∩ · · · ∩ Fs.
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and that the function
χF (ξ) = χF1(ξ1) . . . χFs(ξs), ξ = (ξ1, . . . , ξs) ∈ Rs
is L-periodic. Let
M := lim sup
R→∞
sup
t∈R
1
R
µ
({
λ ∈ R : t ≤ λ ≤ t +R, λ (mod a−11 ) ∈ I1, . . . , λ (mod a−1s ) ∈ Is
})
= lim sup
R→∞
sup
t∈R
1
R
∫
[t,t+R]
χF1(λ) . . . χFs(λ) dµ(λ)
= lim sup
R→∞
sup
t∈R
1
R
∫
[t,t+R]s
χF1(ξ1) . . . χFs(ξs) dνµ(ξ1, . . . , ξs)
= lim sup
R→∞
sup
t∈R
1
R
∫
[t,t+R]s
χF (ξ) dνµ(ξ).
By a computation similar to the one done to obtain (4.4) (with χF (ξ) replacing |Q(ξ)|2) we
obtain, using the L-periodicity of χF (ξ), that
M = lim sup
R→∞
sup
t∈R
a1 . . . as
∫
[0,a−1
1
)×···×[0,a−1s )
χF (ξ) dσt,R(ξ)
with σt,R as in (4.3). Let σtj ,Rj a sequence with Rj →∞ such that
M = lim
j→∞
a1 . . . as
∫
[0,a−1
1
)×···×[0,a−1s )
χF (ξ) dσtj ,Rj(ξ).
By a weak-∗ compactness argument, we can assume that σtj ,Rj converges in the weak-∗
topology to a L-periodic measure σ. If (b) holds, we can use Lemma 19 applied to the
sequence {σtj ,Rj} to show that
M = a1 . . . as
∫
[0,a−1
1
)×···×[0,a−1s )
χF (ξ)G(ξ) dξ.
We have thus
M ≤ B a1 . . . as |I1| . . . |Is|,
which shows that (c) holds. Conversely, if (c) holds, then for any intervals Ij with Ij ⊂
[0, 1/aj) for 1 ≤ j ≤ s, we have
lim sup
R→∞
sup
t∈R
∫
I1×···×Is
1 dσt,R(ξ) ≤ B |I1| . . . |Is|.
Let Hr = I
r
1 × · · · × Irs , for 1 ≤ r ≤ R, where, for each r, Irj is an interval contained in
[0, 1/aj). If Hr ∩Hs = ∅ when r 6= s and h =
∑R
r=1 cr χHr with cr ≥ 0, we have
lim sup
R→∞
sup
t∈R
∫
Rs
h(ξ) dσt,R(ξ) ≤ B
R∑
r=1
cr |Ir1 | . . . |Irs | = B
∫
Rs
h(ξ) dξ.
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Suppose that σ is a weak-∗ limit of a sequence σtj ,Rj with Rj → ∞ and let φ ≥ 0 be a
compactly supported continuous function of Rs. We have∫
Rs
φ(ξ) dσ(ξ) = lim
j→∞
∫
Rs
φ(ξ) dσtj ,Rj(ξ) = lim
j→∞
∑
l∈L
∫
[0,a−1
1
)×···×[0,a−1s )−l
φ(ξ) dσtj ,Rj(ξ)
where only a finite number of terms are non-zero in the last series, since φ is compactly
supported. Hence,∫
Rs
φ(ξ) dσ(ξ) = lim
j→∞
∑
l∈L
∫
[0,a−1
1
)×···×[0,a−1s )
φ(ξ − l) d (δl ∗ σtj ,Rj) (ξ)
= lim
j→∞
∑
l∈L
∫
[0,a−1
1
)×···×[0,a−1s )
φ(ξ − l) dσtj ,Rj(ξ)
+ lim
j→∞
∑
l∈L
∫
[0,a−1
1
)×···×[0,a−1s )
φ(ξ − l) dνj(ξ)
where νj := (δl − δ0) ∗ σtj ,Rj . Using part (b) of Lemma 20 and Lemma 19, the second limit
above must be zero.
Hence, ∫
Rs
φ(ξ) dσ(ξ) = lim
j→∞
∫
[0,a−1
1
)×···×[0,a−1s )
ψ(ξ) dσtj ,Rj (ξ),
where
ψ(ξ) =
∑
l∈L
φ(ξ + l), ξ ∈ Rs,
is continuous and L-periodic. Since the restriction of ψ to the set [0, a−11 )× · · · × [0, a−1s ) is
uniformly continuous, we can find, for any ǫ > 0, disjoints sets Hr, r = 1, . . . , R, as above
and constants cr, dr ≥ 0 such that if h1 =
∑R
r=1 cr χHr and h2 =
∑R
r=1 dr χHr , we have
h1 ≤ ψ ≤ h2 and
h2 − h1 ≤ ǫ
on the set [0, a−11 )× · · · × [0, a−1s ). We have thus,
∫
Rs
φ(ξ) dσ(ξ) = lim
j→∞
∫
[0,a−1
1
)×···×[0,a−1s )
ψ(ξ) dσtj ,Rj (ξ)
≤ lim sup
j→∞
∫
[0,a−1
1
)×···×[0,a−1s )
h2(ξ) dσtj ,Rj(ξ) ≤ B
∫
[0,a−1
1
)×···×[0,a−1s )
h2(ξ) dξ
≤ B
∫
[0,a−1
1
)×···×[0,a−1s )
(h1(ξ) + ǫ) dξ ≤ B
∫
[0,a−1
1
)×···×[0,a−1s )
ψ(ξ) dξ +B a−11 . . . a
−1
s ǫ.
Since ǫ > 0 is arbitrary, it follows that∫
Rs
φ(ξ) dσ(ξ) ≤ B
∫
[0,a−1
1
)×···×[0,a−1s )
ψ(ξ) dξ = B
∫
Rs
φ(ξ) dξ.
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In particular, we have that, for any complex-valued compactly supported continuous function
on Rs, ∫
Rs
|φ(ξ)| dσ(ξ) ≤ B
∫
Rs
|φ(ξ)| dξ.
Standard arguments show that σ must be absolutely continuous with respect to the Lebesgue
measure and with a Radon-Nikodym derivative G satisfying ‖G‖∞ ≤ B, proving (b).
Corollary 22. Under the same assumptions as Theorem 21, the following statements are
equivalent:
(a) There exists a positive constants A such that, for any distinct x1, . . . , xm ∈ G and any
c1, . . . , cm ∈ C, we have
lim
R→∞
1
R
∫
[t,t+R]
∣∣ m∑
i=1
ci e
−2πixi λ
∣∣2 dµ(λ) = A m∑
i=1
|ci|2,
uniformly for t ∈ R.
(b) There exists a constant A > 0 such that any weak-∗ limit σ of a sequence extracted from
the collection
δ(−t,...,−t) ∗ 1
a1 . . . asR
∑
0≤k1≤a1R−1
. . . ,
∑
0≤ks≤asR−1
δ(−k1/a1,...,−k1/as) ∗ νµ
is equal to the absolutely continuous measure dσ = Adξ, where dξ represents the Lebesgue
measure on Rs.
(c) There exists a constant A > 0 such that, for any intervals I1 ⊂ [0, 1/a1), . . . , Is ⊂
[0, 1/as), we have
lim
R→∞
1
Ra1 . . . as
µ (E(t, R, I1, . . . , Is)) = |I1| . . . |Is|A,
uniformly for t ∈ R, where
E(t, R, I1, . . . , Is) =
{
λ ∈ R : t ≤ λ ≤ t+R, λ (mod a−11 ) ∈ I1, . . . , λ (moda−1s ) ∈ Is
}
.
If G is a subgroup of R, we will denote by ΠG the set of trigonometric polynomials P (λ)
on R with spectrum in G, i.e. those of the form
P (λ) =
m∑
i=1
ci e
−2πixiλ, xi ∈ G, ci ∈ C.
The mean of P is defined to be
M(P ) = lim
R→∞
1
R
∫
[−R/2,R/2]
P (λ) dλ.
Note that M(|P |2)| =∑mi=1 |ci|2, if P (λ) is as above. Combining these results with those of
the previous sections, we obtain the following characterizations.
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Theorem 23. Let a1, . . . , as be s positive real numbers linearly independent over Q, with
s ≥ 1, and let G be the subgroup of R generated by a1, . . . , as, i.e.
G =
{
s∑
i=1
mi ai, mi ∈ Z
}
.
Let µ be a positive translation-bounded Borel measure on R. If Ik are intervals with Ik ⊂
[0, 1/ak), k = 1, . . . s, let E(t, R, I1, . . . , Is) denote the set{
λ ∈ R : t ≤ λ ≤ t +R, λ (mod a−11 ) ∈ I1, . . . , λ (mod a−11 ) ∈ Is
}
.
(a) The measure µ ∈ B(G,B) if and only if any of the two following statement holds:
(i) For any intervals Ik ⊂ [0, 1/ak), k = 1, . . . s, we have
lim sup
R→∞
sup
t∈R
1
Ra1 . . . as
µ (E(t, R, I1, . . . , Is)) ≤ |I1| . . . |Is|B.
(ii) We have
D+(|P |2 µ) ≤ BM(|P |2), P ∈ ΠG.
(b) The measure µ ∈ F(G,A,B) if and only if any of the two following statement holds:
(i) For any intervals Ik ⊂ [0, 1/ak), k = 1, . . . s, we have
lim inf
R→∞
inf
t∈R
1
Ra1 . . . as
µ (E(t, R, I1, . . . , Is)) ≥ |I1| . . . |Is|A.
and
lim sup
R→∞
sup
t∈R
1
Ra1 . . . as
µ (E(t, R, I1, . . . , Is)) ≤ |I1| . . . |Is|B.
(ii) We have
AM(|P |2) ≤ D−(|P |2 µ) ≤ D+(|P |2 µ) ≤ BM(|P |2), P ∈ ΠG.
(c) The measure µ ∈ F(G,A,A) if and only if any of the two following statement holds:
(i) For any intervals Ik ⊂ [0, 1/ak), k = 1, . . . s, we have
lim
R→∞
1
Ra1 . . . as
µ (E(t, R, I1, . . . , Is)) = |I1| . . . |Is|A.
uniformly for t ∈ R.
(ii) We have
D(|P |2 µ) = AM(|P |2), P ∈ ΠG.
Proof. The proof of (a) and (b) follow immediately from the equivalence of conditions (a) and
(c) in Theorem 21 together with Theorem 15 and Theorem 14, respectively. The statement
in (c) is an immediate consequence of Corollary 22 and the case A = B of Theorem 14.
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In the case where G is the discrete subgroup G = aZ, with a > 0, the conditions given in
the previous theorem, more particularly the ones given in statement (c), are strongly related
to the notions of “equidistributed” sequence or, more specifically, to that of “well-distributed”
sequence of real numbers. We will deal with bi-infinite sequences, so the definition given
below is slightly different than the classical one dealing with one-sided sequences (see [KN]).
Definition 24. If b > 0, we call a sequence of real numbers {λn}n∈Z well-distributed modulo
b if, for every interval I ⊂ [0, b) and every integer M ∈ Z,
lim
N→∞
#{n, λn (mod b) ∈ I, M ≤ n ≤M +N − 1}
N
= |I|/b
uniformly for M ∈ Z.
The condition (c) of Theorem 23 can be rephrased using the notion of well-distributed
sequences when dealing with measures of the form µ = δΛ, where Λ is a discrete subset of R
(i.e. the intersection of Λ with any compact set is finite).
Corollary 25. Let G = aZ where a > 0. Suppose that Λ is a discrete subset of R and
consider a sequence {λn}n∈Z enumerating the elements of Λ in such a way that
λn < λn+1, n ≥ 1.
Then, δΛ ∈ F(G,A,A) if and only if
(i) D(Λ) = A.
(ii) The sequence {λn}n∈Z is well-distributed modulo a−1.
Proof. Using part (c) of Theorem 23, we easily see that δΛ ∈ F(G,A,A) if and only if, for
any interval I ⊂ [0, a−1), we have
lim
R→∞
1
R
#
{
λ ∈ Λ, t ≤ λ ≤ t +R, λ (mod a−1) ∈ I} = a |I|A, (4.5)
uniformly for t ∈ R. In particular, if (i) holds, we obtain, taking I = [0, a−1), that D(Λ) = A.
If M ∈ Z, the set AM,N := {λn, M ≤ n ≤ M +N − 1} = [λM , λM+N−1] ∩ Λ. Note that
for each M , λM+N−1−λM →∞ as N →∞, uniformly for M ∈ Z. Otherwise, we could find
a number L > 0 and intervals IN of length bounded by L containing at least N elements of
Λ, for any N ≥ 1, which would imply that D+(Λ) =∞. Hence, for any interval I ⊂ [0, a−1),
we have
#{n, λn (mod a−1) ∈ I, M ≤ n ≤M +N}
N
=
#{λ ∈ Λ, λM ≤ λ ≤ λM+N−1, λ (mod a−1) ∈ I}
λM+N−1 − λM
(
λM+N−1 − λM
#AM,N
)
Since D(Λ) = A, we have limN→∞ #AM,NλM+N−1−λM = A, uniformly for M ∈ Z. Furthermore,
using (4.5), we obtain
lim
N→∞
#{λ ∈ Λ, λM ≤ λ ≤ λM+N−1, λ (mod a−1) ∈ I}
λM+N−1 − λM = a |I|A,
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uniformly for M ∈ Z as N →∞. We deduce that
lim
N→∞
#{n, λn (mod a−1) ∈ I, M ≤ n ≤M +N}
N
= a |I|,
uniformly for M ∈ Z, proving (ii). Conversely, if (i) and (ii) hold, we have, for any t ∈ R
and any R > 0 large enough, that
{λ ∈ Λ, t ≤ λ ≤ t+R} = {λn, M(t, R) ≤ n ≤M(t, R) +N(t, R)− 1},
for some M(t, R) ∈ Z and N(t, R) ≥ 1. Furthermore, using (i), we have
N(t, R)/R→ A, R→∞,
uniformly for t ∈ R and using (ii), we have
lim
R→∞
1
N(t, R)
#
{
λn, M(t, R) ≤ n ≤ M(t, R) +N(t, R)− 1, λn (mod a−1) ∈ I
}
= |I| a,
uniformly for t ∈ R. Hence, for any interval I ⊂ [0, a−1), we have
lim
R→∞
1
R
#
{
λ ∈ Λ, t ≤ λ ≤ t+R, λ (mod a−1) ∈ I}
= lim
R→∞
1
R
#
{
λn, M(t, R) ≤ n ≤M(t, R) +N(t, R)− 1, λn (mod a−1) ∈ I
}
= |I| aA,
showing that (4.5) holds and thus that δΛ ∈ F(G,A,A).
Note that the condition (i) in the previous result is essential. For example, we can easily
construct a discrete set Λ with D+(Λ) = 0 such that the associated sequence {λn} defined
in the previous corollary is well-distributed modulo 1.
When the group G is generated by at least two linearly independent (over Q) elements, it
must be dense in R and the conditions given in Theorem 23 become more difficult to satisfy.
However, it is easy to check that the statement (a) in Corollary 22 holds for any finitely
generated subgroup G if dµ = dλ, the Lebesgue measure on R. It follows therefore that
if a1, . . . , as are real numbers linearly independent over Q and I1, . . . , Is are intervals with
Ij ⊂ [0, 1/aj), j = 1, . . . , s, then
lim
R→∞
1
Ra1 . . . as
|E(t, R, I1, . . . , Is)| = |I1| . . . |Is|
uniformly for t ∈ R. This can be interpreted, in the language of probability theory, as saying
that the events of belonging to the intervals Ij modulo 1/aj, j = 1, . . . , s, are asymptotically
independent. For any finitely generated subgroup G, one can also construct discrete measures
in F(G,A,A). In fact, lattices will yield such measures as long as A does not belong to the
Q-linear span of G.
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Proposition 26. Let a1, . . . , as be s positive real numbers linearly independent over Q, with
s ≥ 1, and let G be the subgroup of R generated by a1, . . . , as, i.e.
G =
{
s∑
i=1
mi ai, mi ∈ Z
}
.
Let b > 0 and µ = δΛ, where Λ = bZ. Then, there exist constants A,B > 0 such that
µ ∈ F(G,A,B) if and only if 1/b /∈ spanQ(a1, . . . , am) and, in that case, we can take A =
B = 1/b.
Proof. If b−1 ∈ spanQ(a1, . . . , am), there exists an integer l ≥ 1 such that l b−1 ∈ G. Hence
k l b−1 ∈ G for any integer k, and if c0, . . . , cM ∈ C, we have
1
R
∫
[t,t+R]
∣∣∣∣∣
M∑
k=0
ck e
−2πiklb−1λ
∣∣∣∣∣
2
dµ(λ) =
∣∣ M∑
k=0
ck
∣∣2 µ([t, t+R])/R→ 1/b ∣∣ M∑
k=0
ck
∣∣2
uniformly for t ∈ R as R→∞. Taking ck = 1, for all k, yields
|
M∑
k=0
ck
∣∣2 = (M + 1) M∑
k=0
|ck|2,
which shows that µ /∈ B(G,B) for any B > 0.
If 1/b /∈ spanQ(a1, . . . , am), then x k b /∈ Z for any k ∈ Z \ {0} and any x ∈ G \ {0}.
Hence if x1, . . . , xm are distinct elements of G and c1, . . . , cm ∈ C, we have
1
R
∫
[t,t+R]
∣∣∣∣∣
m∑
j=1
cj e
−2πixjλ
∣∣∣∣∣
2
dµ(λ) =
m∑
j,l=1
cj cl
1
R
∑
t/b≤k≤(t+R)/b
e−2πi(xj−xl)kb → 1
b
m∑
j=1
|cj|2,
uniformly for t ∈ R, as R→∞, showing that µ ∈ F(G, 1/b, 1/b).
Recall (see [Ka, Me1]) that a function F defined on the real line is called (Bohr) almost-
periodic if it is continuous and for every ǫ > 0 there exists a number Λ = Λ(ǫ, F ) > 0 such
that every interval of length Λ contains a number τ such that
sup
x∈R
|F (x− τ)− F (x)| < ǫ. (4.6)
A number τ such that (4.6) holds is called an ǫ-almost period of F . The space of almost-
periodic functions on R can be characterized as the sup-norm closure of the space of trigono-
metric polynomials P (λ) associated with arbitrary real frequencies, i.e. functions of the
form
P (λ) =
m∑
i=1
ci e
−2πixi λ, ci ∈ C, xi ∈ R.
If F (λ) is almost-periodic, the mean-value of F , M(F ), defined by
M(F ) = lim
R→∞
1
R
∫
[−R/2,R/2]
F (λ) dλ
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exists and the spectrum of F consists of all the real numbers x such that
M(F (λ) e−2πixλ) 6= 0.
If the spectrum of F is contained in the subgroup G, then F can be uniformly approximated
arbitrary closely by trigonometric polynomials with spectrum in G (see [Me1]). Note that if
F (λ) is almost-periodic and a trigonometric polynomial P (λ) satisfies ‖F − P‖∞ ≤ ǫ, then
for any positive translation-bounded Borel measure µ on R, we have
1
R
∫
[t,t+R]
∣∣F (λ)− P (λ)∣∣2 dµ(λ) ≤ ǫ2 1
R
µ ([t, t+R]) , t ∈ R, R > 0,
and, in particular,
lim sup
R→∞
sup
t∈R
1
R
∫
[t,t+R]
∣∣F (λ)− P (λ)∣∣2 dµ(λ) ≤ ǫ2D+(µ).
It follows immediately that any of the inequalities satisfied by the class of trigonometric
polynomials with spectrum in the subgroup G and used to characterize the measures in
B(G,B) or F(G,A,B) must also be satisfied by the functions in AP (G), the collection of
almost-periodic functions on R having spectrum contained in G. We have thus the following.
Theorem 27. Let G be a subgroup of R and let µ be a positive Borel measure on R. Then,
(a) µ belongs to B(G,B) if and only if
D+ (|F |2 µ) ≤ BM(|F |2), F ∈ AP (G).
(b) µ belongs to F(G,A,B) if and only if
AM(|F |2) ≤ D− (|F |2 µ) ≤ D+ (|F |2 µ) ≤ BM(|F |2), F ∈ AP (G).
(c) µ belongs to F(G,A,A) if and only if
D (|F |2 µ) = AM(|F |2), F ∈ AP (G).
5 Existence of discrete measures in F(R, A,B)
As we mentioned earlier, the Lebesgue measure on R, dµ = dλ, belongs to F(R, 1, 1). On
the other hand, we do not know a single explicit example of a discrete set Λ ⊂ R such that
the associated measure µ = δΛ belongs to F(R, A, B) for some constants 0 < A ≤ B < ∞.
The fact that the construction of such a set should be extremely difficult is pretty clear
by considering the conditions that the sets E(t, R, I1, . . . , Is) need to satisfy in part (b) of
Theorem 23 and this for any choice of numbers a1, . . . , as linearly independent over Q. In
this last section, our goal will be to prove the existence of such a set.
It might seem, a priori, that simple quasicrystals could yield an answer to the problem
above as they have been shown to be universal sampling sets my B. Matei and Y. Meyer in
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[MM]. (See [Me1, Me2, MM] for the definition and properties of quasicrystals.) A set Λ ⊂ Rd
is called a universal sampling set [OU2, MM] if D(Λ) exists and Λ is a set of stable sampling
for any compact set K ⊂ Rd with |K| < D(Λ), which means, in the terminology used in this
paper, that δΛ is an F -measure for L2(K) if |K| < D(Λ). A universal sampling set Λ will
thus yield a frame for L2(K) where K = ∪Ni=1 [xi − ǫ/2, xi + ǫ/2] for any x1, . . . , xN ∈ R if
ǫ > 0 is small enough and dependent on the xi’s. However, the associated frame constants
are dependent on the points xi’s as well and it might not be possible to find frame bounds
compatible with all the finite subsets X = {xi, i = 1, . . .N} of real numbers. In fact, this
will be the case for simple quasi-crystals as the following result shows. The proof is based
on an idea used by B. Matei to show us that simple quasicrystals cannot yield frames for
L2(F ) if F is unbounded ([Ma]).
Proposition 28. Let Λ ⊂ R be a simple quasicrystal. Then, for any B > 0, the measure δΛ
cannot belong to B(R, B).
Proof. The main ingredient of this proof is that any simple quasicrystal Λ is an harmonious
set (see [Me1, Me2]), which implies the existence of a sequence {xj}j≥1 of real numbers
having the property that
sup
λ∈Λ
|e−2πiλxj − 1| → 0 as j →∞.
Given any integer N ≥ 1 and any ǫ > 0, we can thus find some elements yj = xnj , j =
1, . . . , N , of our sequence such that
sup
λ∈Λ
|e−2πiλyj − 1| ≤ ǫ.
By Minkowski’s inequality, if t ∈ R, R > 0 and c1, . . . , cN ∈ C, we have, letting µ = δΛ, that(
|
N∑
j=1
cj|2
)1/2 (
µ([t, t+R])
R
)1/2
=
(
1
R
∫
[t,t+R]
|
N∑
j=1
cj|2 dµ(λ)
)1/2
≤
(
1
R
∫
[t,t+R]
|
N∑
j=1
cj (1− e−2πiλyj )|2 dµ(λ)
)1/2
+
(
1
R
∫
[t,t+R]
|
N∑
j=1
cj e
−2πiλyj |2 dµ(λ)
)1/2
≤ ǫ

 1
R
∫
[t,t+R]
(
N∑
j=1
|cj|
)2
dµ(λ)


1/2
+
(
1
R
∫
[t,t+R]
|
N∑
j=1
cj e
−2πiλyj |2 dµ(λ)
)1/2
Choosing cj = 1 for all j and taking limits as R→∞, we obtain that
N D(µ)1/2 ≤ ǫN D(µ)1/2 + lim sup
R→∞
(
1
R
∫
[t,t+R]
|
N∑
j=1
e−2πiλyj |2 dµ(λ)
)1/2
If µ ∈ B(R, B), it would then follow from part (a) of Theorem 23 that, for any ǫ > 0 and
any N ≥ 1,
N (1− ǫ)D(µ)1/2 ≤ BN1/2
which yields a contradiction since D(µ) = D(Λ) > 0 if Λ is a simple quasicrystal.
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Despite the previous negative result, we will to show the existence of a discrete set Λ
such that the measure δΛ ∈ B(R, A, B) for some constants 0 < A < B < ∞. In doing so,
our task will be greatly simplified by the following powerful recent result of S. Nitzan, A.
Olevskii and A. Ulanovskii.
Theorem 29 ([NOU]). Every measurable set E ⊂ R with |E| <∞ admits a discrete set Λ
such that {e2πiλx}λ∈Λ is a frame for L2(E).
The proof of this last theorem itself is far from trivial if E is an unbounded set. It uses a
result in [MSS] in which the authors solve the long standing Kadison-Singer conjecture. The
idea to reach our goal is then to use Theorem 29 for a particular unbounded set E satisfying
the properties in the following lemma.
Lemma 30. There exists a set an open set E ⊂ R with |E| < ∞ such that, for any
x1, . . . , xm ∈ R, we have
E ∩ (E + x1) ∩ . . . (E + xm) 6= ∅
Proof. Define for any integer j ≥ 0 the set
Ej = ∪k∈Z (k/2j − 1/2j+|k|+1, k/2j + 1/2j+|k|+1)
and let
E = ∪j≥0Ej.
Note that |Ej | =
∑
k∈Z 1/2
j+|k| = 3/2j and thus |E| ≤ 3 ∑∞j=0 2−j = 6 < ∞. Let
x1, . . . , xm ∈ R. Note that
E ∩ (E + x1) 6= ∅ ⇐⇒ x1 ∈ E − E.
Since (−1/2, 1/2) ⊂ E and E contains a neighborhood of each integer, we have E −E = R,
so our claim is true for m = 1. To prove our claim for arbitrary m, we use an induction
argument. If we have
E ∩ (E + x1) ∩ . . . (E + xm−1) 6= ∅,
let J be a non-empty open interval contained in the intersection above. The intersection
(E+xm)∩J is non-empty if and only if xm ∈ J−E. If j ≥ 0 is chosen so that 1/2j < |J |, we
have J−Ej = R since Ej contains a neighborhood of each point in 2−j Z. Hence, J−E = R
and our claim follows.
Theorem 31. There exists a discrete set Λ such that δΛ ∈ B(R, A, B) for some constants
0 < A < B <∞.
Proof. let E be the set constructed in the previous lemma and let Λ ⊂ R be a discrete set
such that δΛ is an F -measure for L2(E) and whose existence follows from Theorem 29. We
claim that, for any x1, . . . , xm ∈ R, there exists ǫ > 0 such that the collection {e2πiλx}λ∈Λ
is a frame for L2(∪mi=1 xi +Qǫ) with frame bounds independent of x1, . . . , xm and ǫ. Indeed,
if E is as above, there exists, by Lemma 30, z ∈ E ∩ (E + x1) ∩ . . . (E + xm) 6= ∅. Then
z = z1 + x1 = · · · = zm + xm with zi ∈ E or xi − z = −zi ∈ −E = E, i = 1, . . . , m.
For ǫ > 0 small enough, we have ∪mi=1 (xi − z) + Qǫ ⊂ E and {e2πiλx}λ∈Λ is a frame for
L2(∪mi=1 (xi − z) +Qǫ) and thus also for L2(∪mi=1 xi + Qǫ).
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We note that the constants A,B found in Theorem 31 are not equal since E(Λ) is a
Fourier frame for the unbounded set E with A,B being the frame bounds. It was shown
in [GL] that such set cannot admit any tight Fourier frames, so A,B cannot be equal. It is
unknown whether we can make A,B equal for some other discrete set Λ.
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