Abstract. The application of model-driven development facilitates faster and more flexible integration by separating system descriptions to different levels of abstraction. In crossorganisational development new challenges arise to enable enterprise models sharing knowledge independent of language and tools. However, interoperability problems in modelling can be hardly overcome by solutions operating essentially at syntactical level. This paper presents an approach using the capabilities of semantic technologies in modeldriven development and discusses its improvements for collaborative modelling.
Introduction
In its vision for 2010 [12] the IDEAS network stated, that for enabling enterprises to seamlessly interoperate with others it will be necessary to integrate and adapt ontologies in architectures and infrastructures to the layers of enterprise architecture and to operational models. Since it is necessary to have different methodologies, for different purpose and enterprise's role, interoperability between enterprise models has to be achieved, where two different enterprise models can share the knowledge independent of language and tools. Therefore mappings between different existing enterprise modelling formalisms based on an enterprise modelling ontology as well as tools and services for translating models have to be developed (IDEAS analysis -gap 12 [11] ).
Still, solutions aiming to improve such kind of interoperability (like [3] , [15] , [21] ) address the problems of different representation formats, modelling guidelines, modelling styles, modelling languages, and methodologies at syntactical level, focusing on metamodels' abstract and concrete syntax. Approaches providing interoperability solutions based on ontologies and automated reasoning are lacking of key features for modelling [7] , like storing trace information of transformation executions in order to enable transactions or incremental updates when executing transformations [17] . To support the business interoperability needs of an enterprise, in [5] a rather abstract interoperability framework for model-driven development of software systems is proposed. Mutual understanding on all levels of integration, conceptual, technical, and applicative, has to be achieved. The conceptual reference model is used to model interoperability, where metamodels and ontologies will be used to define model transformations and model mappings between the different views of an enterprise system.
In this work we present how the concrete approach of ontology-based model transformations (ontMT) ( [18] ) can be applied for improving interoperability between enterprise models despite of different modelling languages and tools. OntMT integrates ontologies in modelling by utilising different technological spaces [14] (namely MDA and Ontology technological space) automating generation of model transformations and mappings between metamodels. Interoperability in modelling is fostered by employing automated reasoning technology from ontology engineering technological space to the generation of model transformations.
The paper is organized as follows: After introducing background information to our work in section 2, section 3 discusses challenges of collaborative modelling in a motivational scenario before in section 4 core problems are identified. The approach of ontology-based model transformation is presented in section 5 and 6. Section 7 discusses how the ontMT approach contributes to the interoperability scenarios described in section 3. Finally we discuss related work (section 8) and conclude with a short summary.
Background
Model-driven Development: Model-driven development (MDD), as a generalization of OMG™'s Model-driven Architecture paradigm (MDA®), is an approach to software development based on modelling and automated transformation of models to implementations. In MDD models are more than abstract descriptions of systems, as they are used for model-and code refinementthey are the key part of the definition of a software system. Largely automated model transformations refine abstract models to more concrete models (vertical model transformations) or simply describe mappings between models of the same level of abstraction (horizontal model transformations). Beneath of commercial products facilitating MDA there exist open source projects dedicated to MDD. The Eclipse Generative Modeling Tools project (GMT) [8] provides a set of research tools illustrating operations applicable to abstract models. Those tools range from code generation (oAW, MOFScript) over model transformation and weaving (ATL, AMW) to model management (AM3). The MODELWARE project aims to close the gap between the end-users and solutions of currently used software development methods by using models for the construction of software. It contributes to the Eclipse Model Driven Development integration project (MDDi). MDDi is dedicated to offer a platform the integration facilities needed for applying a MDD approach. It aims to provide the ability to integrate modelling tools to create a customizable MDD environment.
Models:
The definition of the mega-model (a model about modelling) presented in [6] describes a model as a system that enables us to give answers about a system under study without the need to consider directly this system under study (SUS) . In short a model is representationOf a system, where systems can be physically observable elements like models or, more abstract concepts like modelling languages. A modelling language is a set models. Models are elementsOf a modelling language, if they conformTo a model of the modelling language (i.e. a metamodel). For one modelling language multiple (meta)models can exist, which can again differ in the language they are described in. Model transformations: Model transformations (MTs) are specified between metamodels. By executing a model transformation models conforming to the source metamodels are transformed to models conformant to the target metamodel. Vertical model transformations refine abstract models to more concrete models while horizontal model transformations describe mappings between models of the same level of abstraction. As model transformations play a key role in MDD, it is important that transformations can be developed as efficiently as possible [7] . With the MOF 2.0 Query, Views, and Transformation (QVT) specification [17] the OMG provided a standard syntax and execution semantics for transformations used in a MDD tools chain. QVT model transformations are specified themselves as models. Beneath vertical and horizontal model transformations, one has to distinguish whether the source and target models are element of the same language and conform to the same metamodel. An in-place transformation (same source and target model) can be used refactoring models.
System / SUS

MetaModel
Ontology: Ontologies are considered a key element for semantic interoperability and act as shared vocabularies for describing the relevant notions of a certain application area, whose semantics is specified in a (reasonably) unambiguous and machine-processable form [4] . According to [16] an ontology differs from existing methods and technologies in the following way: (i) the primary goal of ontologies is to enable agreement on the meaning of specific vocabulary terms and, thus, to facilitate information integration across individual languages; (ii) ontologies are formalized in logic-based representation languages. Their semantic are thus specified in an unambiguous way. (iii) The representation languages come with executable calculi enabling querying and reasoning at run time. Application ontologies contain the definitions specific to a particular application [10] , while reference ontologies refer to ontological theories whose focus is to clarify the intended meaning of terms used in specific domains.
Technological Spaces: Kurtev et al. [14] introduce the concept of technological spaces (TS) aiming to improve efficiency of work by using the best possibilities of different technologies. A technological space is in short a zone of established expertise and ongoing research. It is a working context with a set of associated concepts, body of knowledge, tools, required skills, and possibilities. Initially five technological spaces (MDA TS, XML TS, Abstract Syntax TS, Ontology TS, DBMS TS) have been presented in [14] , of which the MDA TS and the Ontology TS are important for our work. In the MDA TS models are considered as first-class citizens, representing particular views on the system being built. The Ontology TS can be considered as a subfield of knowledge engineering, mainly dealing with representation and reasoning.
Motivational Scenario
Interoperability can broadly be characterized as 'the ability of enterprises to cooperate seamlessly with each other'. Interoperability is not only an issue of information and communication systems (ICT-systems) collaborating at runtime. It is also a matter of communicating both with internal and external organisation units in order to develop new models for collaboration and supporting ICTSystems. Information and knowledge about enterprises, their organisational structure, processes, collaboration with external organisation but also ICT-systems is commonly captured in models. To enable collaboration in enterprise and systems modelling, enterprises have to be supported by interoperability solutions for model sharing and model exchange independent of modelling languages and tools. A concrete scenario implementing cross-organisational business process modelling and execution like show in figure 2 has been developed in the ATHENA project (more details can be found in [9] ). Enterprise A and B develop models for their process (privates processes (PPs), view processes (VPs) and crossorganisational business processes (CBPs)) at three levels of abstraction, i.e. business expert, IT expert, and IT-system level. Vertical transformations, like presented in [1] , encode knowledge about architecture and platform in order to transform models from higher level to models of lower abstraction level. For example ARIS models (eEPCs [13] ) are transformed to models conformant to PIM4SOA [2] . Enterprise A and B use different modelling tools and languages at the various abstraction levels. At business level enterprise A uses ARIS while enterprise B applies Integrated Enterprise Modelling and the MO 2 GO tool [20] . To develop cross-organisational business process both enterprises have to provide public parts of their models as basis for discussion for collaborative modelling. The same holds for other levels of abstraction where the enterprises have to agree on more detailed issues of the cross-organisational business processes.
Unfortunately there are issues preventing a more smooth realisation of such an MDD scenario. Two prominent candidates are a) the further advancements in modelling applied by the enterprises (like e.g. the application of new modelling languages or styles) and b) the exchange of models between the enterprises. Thus we have to deal with maintenance of model transformations and sharing models across inter-organisational relationships. Over a period of time enterprises will apply new (versions) of modelling languages and modelling styles. Therefore existing transformations have to be adjusted or developed. This can be a time consuming and error-prone task, since the vertical transformations of the different enterprises have to be aligned. The result of a refinement step (vertical transformation) not only depends on the next refinement step, but also on the other enterprises' models at the same level of abstraction. Secondly, mappings have to be developed between the enterprises' modelling languages and tools in order to get shared understanding of cross-organisational business process and to enable collaborative model-driven developing.
Problem Statement
Despite the differences in modelling at these levels of abstraction (like granularity of the models or differences in modelling approaches) the core principles (.e. representing information about real world things in models, see background section 2) and problems remain the same. The core barriers to model exchange and maintenance of model transformations are multiple representation formats and different modelling styles, serving the purposes of the particular application.
• Different representation format: The trend towards more and more people using domain specific languages (DSLs) to create their own domain specific models (DSMs) naturally results in a variety of different languages and metamodels. To exchange models conformant to these various metamodels (abstract syntax) model transformations have to be developed. Often there are even multiple model transformations for the same modelling language. Also time and again new versions of metamodels, e.g. the metamodels for UML 1.x and UML 2.x, are released. New model transformations have to be developed and existing model transformations have to be adjusted, whenever new versions replace the old ones. Though visual representations (concrete syntax) should be decoupled from internal representation (abstract syntax), in many cases different concrete syntax is considered in model transformations providing e.g. views on models.
• Different semantics: Since the semantics of modelling languages' concepts is rarely formally specified (in the UML specification this is plain English), different people and organisations can associate different semantics with the same concepts used in the metamodel. By applying special model styles and representation guidelines this is often done consciously, especially within the boundaries of one enterprise. Again, model transformations have to be specified enabling sensible exchange of models according to the respective interpretation of the involved partners. Enabling seamless inter-organisational collaboration and system development despite of this heterogeneity in modelling, automation is needed to share models amongst various organizations, maintain existing model transformations as well as to adjust existing model transformations.
The Approach of Ontology-based Model Transformation
To overcome those problems, ontMT facilitates methods to generate model transformations despite of structural and semantic differences of metamodels by applying semantic technologies of Ontology TS. Different versions of metamodels are bound to a reference ontology of a certain domain (see figure 3) . Bindings (sem. Annotation) specify the semantic mapping from metamodels to the semantics of their concepts, i.e. to the reference ontology. To generate model transformations for various modelling languages ontMT makes use of reasoning mechanisms. The metamodels and the reference ontology are given, while the bindings of the metamodels to the reference ontology have to be specified. Finally an initial model transformation is needed, which is either given or generated automatically. The initial model transformation is a model transformation (e.g. from metamodel v1.5 to metamodel v2.0) in which transformation rules (and especially the semantics of the model transformations) are encoded and can be generated automatically in a bootstrapping process in the case of mappings. If e.g. a new model transformation from metamodel v1.5 to metamodel v2.1 has to be generated; only the delta between metamodel v2.0 and v2.1 has to be considered. The new model transformation is generated by substituting the concepts of metamodel v2.0 with the concepts of metamodel v2.1 in the initial model transformation. [18] ). The reasoner of the inference component is triggered by a set of rules specific to the model transformation approach. The reasoning computes information about all relationships important for ontMT (the main relationships between ontology elements identified in [19] : equivalence, containment, and overlap) and adds them to a knowledge base. The knowledge base can be queried for these relationships.
The model manipulator provides modification operations on model transformations (the model transformations are models) and the respective metamodels. It solely works on the abstract syntax of the (meta)models in the MDA TS. It also checks, whether the modifications proposed by the inference component can sensibly be applied, i.e. if the proposed substitution produces type conformance errors or connections between transformation rules are lost.
The Sem-MT-Component implements the core part of the ontMT approach. It realizes the main functionality of ontology-based model transformation by using inference results of the Ontology TS to gain a queue of adjustment operators for the modification and generation of model transformations in the MDA TS.
After the model manipulator has identified metamodel's concepts, which have to be substituted in the model transformation, the Sem-MT-Component queries the inference component and computes the 'best possible' substitution of the metamodel's concepts (as a queue of adjustment operators) using heuristics.
Automating Model Transformation Development
Model transformations between various modelling languages can be automatically derived and generated by the ontMT approach (see figure 3) . In this section we describe the procedure to generate mappings (i.e. semantically identical model transformations) between a modelling language A and a modelling language B.
For both languages exists abstract syntax N A /N B in various technological spaces: A has (like B) an abstract syntax in the MDA TS N A-mda and the Ontology TS N A-ont which are synchronized. Thus we can work with the syntax and the capability of that technological space better suited for solving a problem (see figure  4a) . Semantics of the concepts is described by the means of the semantic domain The first (bootstrapping) step helps to extend our approach to scenarios in which given model transformations have to be adjusted to modelling languages and metamodels for which they initially have not been designed. The bootstrap transformation is simply replaced by a given (already existing) transformation and step 2 and 3 can be performed like described above. Avoiding to derive model transformations directly from ontologies results in a more flexible and wellstructured architecture. OntMT can both generate new model transformations and easily reuse knowledge encoded in existing transformations. Issues concerning the model transformation, like checking if its model conforms to the QVT metamodel or considering the cardinality of associations' ends, are all dealt within the MDA TS. The Sem-MT-Component invokes modifications operations on the basis of the reasoning results and the application of heuristics. More detailed technical description of the approach can be found in [18] .
Application of our Contributions to Interoperability Scenarios
In this section we discuss how the ontology-based model transformation approach contributes in solving the challenges of collaborative modelling presented in section 3. The overview in figure 5 depicts two different types of model transformations in the horizontal domain, mapping and refinement, and the challenges for applying model transformations for collaborative modelling in the vertical domain. Mappings are model transformations on a certain level of abstraction where no information is lost and no additional information is added to the models. Refinements are model transformations adding additional information about e.g. architecture or platform to the generated model. Thus the target model of a refinement is more detailed than the source model. Previously in the motivation we have identified two main challenges for realising smooth cross-organisational MDD: model sharing and model transformation maintenance. In model sharing scenarios collaborating organisations exchange information either directly or via a shared modelling space by the means of their models and model transformations. New organisations join the information exchange, though often there exists no transformations for their information representation (i.e. their models). In maintenance scenarios model transformations for transforming certain models already exist. Due to the continuous evolution of modelling languages, metamodels and modelling styles used for modelling by the organisations existing model transformation have to be adjusted.
The values of the table in figure 5 represent how the ontology-based model transformation approach supports interoperability in collaborative modelling for the various scenarios. For example for model sharing between different metamodels ontMT can most likely generate model transformations automatically for exchanging those models. The automated generation also includes automated generation of the necessary bootstrap model transformation. In the case of automated modification (autom.mod.) existing model transformations are e.g. adjusted to new source or target metamodels. If there exists no initial model transformation and it cannot be generated automatically, the initial model transformation has to be specified manually (man.). OntMT supports the collaborative modelling challenges and model transformation types in different ways regarding the problems of different DSLs, metamodels and modelling styles described in section 4. In the case of dealing with different and new metamodels and modelling styles ontMT is able to automatically generate mappings for model sharing. OntMT supports maintenance of existing mappings in two different ways, either generating new mappings or modifying existing ones. The more individual features, which are different to the core structure of the metamodels, are encoded in existing mappings, the more preferable it is to modify this mappings. Generating new mappings will be preferred, if the new metamodel provides extensions to the old ones or new modelling styles specify fundamental different composition of modelling elements. For maintaining refinements ontMT provides the possibility of automated modification and adjustment. These model transformations cannot be totally automatically generated, since individual knowledge about software architecture or platform is encoded, e.g. the application of patterns like broker, model-view-controller, etc.. Model transformations between different DSLs are supported by ontMT in a similar way. Whether it is possible to generate the mapping totally automatically depends on how different the DSLs and their modelling approaches are. In ontMT knowledge about the concepts of DSLs is captured in bindings to the reference ontology. So, if two DSLs totally differ in e.g. their modelling approaches their bindings will be to mostly unconnected subsets of the reference ontology. In order to generate model transformations with ontMT additional transformation knowledge could be encoded in the bindings. However, in our opinion, the better solution is to encode this transformation knowledge in an initial model transformation. If the DSLs can be sensibly connected to similar sets of the RO, we obtain reasoning result which can be used for fully automated model transformation generation and adjustment.
Related Work
In [21] , the authors introduce model typing as extension of object-oriented typing and propose an algorithm for checking the conformance of model types. It is presented, how model typing permits more flexible reuse of model transformations across various metamodels while preserving type safety. This approach improves reuse of model transformations whenever small changes to metamodels occur, e.g. like altering the cardinality of an association. In case of major change in models' representation formats or modelling guidelines model transformations still have to be modified manually. Furthermore automatic mapping generation is not provided.
The ATLAS Model Weaver (AMW) tool implements the model weaving approach introduced in [3] . It enables the representation of correspondences between models, in so-called weaving models, from which model transformations can be generated. Nevertheless, though model weaving is to improve efficiency in the creation and maintenance of model transformations, creating weaving links is not automatic and weaving models have to be adjusted whenever changes DSLs, metamodels or model guidelines of source and target models are made.
The Model-based Semantic Mapping Framework (Semaphore) [15] follows a similar approach as the ATLAS Model Weaver. By aiming to support mappings between domain models, it supports (graphically) specification of mappings between DSLs. These specifications are saved in mapping model, which for example can be used to generate code for transforming the models. Like in AMW mappings have to be specified manually and have to be adjusted when ever changes to the model representations or modelling guidelines occur.
The ATHENA Semantic Suite provides tools for improving interoperability between organizations. In this approach e.g. XML Schemas can be annotated by a reference ontology and reasoning rules can be specified, so that reasoner can convert XML documents. The reasoner can be used as mediator transforming messages at runtime. This approach could be extended to modelling by transforming XML serialisations of models. The problem is that there would be no traceability of transformation executions between models. However this is a key feature for MDD [7] and also cross-organisational modelling. Since this is provided by model transformation languages it is also supported by our approach.
Summary
The approach of ontology-based model transformation provides interoperability technology for collaborative modelling. It integrates ontologies in MDD and makes use of the reasoning capabilities of the Ontology TS. By automated generation of mappings it offers new possibilities for the integration of domain specific languages and 'legacy' models in a plug&play manner, making it easier for new organisations to join collaborations. OntMT also supports organisations evolving their modelling techniques like using new and more advanced versions of modelling languages as well as developing their own modelling styles by supporting automated maintenance of existing model transformations. Furthermore we can think of generic initial model transformations encoding knowledge e.g. about software or platform architecture independent, which can be used as references by organisations intending to apply certain methodologies.
Nevertheless our approach uses additional information, which has to be provided by the people developing metamodels and domain specific languages. Hopefully these ontological groundings can also be used by other tools using semantic technology. Problems also arise, when no appropriate reference ontology exists. In those cases techniques for matching and merging ontologies, like linguistic, schema-based or probabilistic approaches, combined with human intervention have to be applied to obtain a suitable reference ontology.
