We prove an analogue of the classical Bernstein polynomial inequality on a compact subset E of the real line. The Lipschitz continuity of the Green function for the complement of E with respect to the extended complex plane and the differentiability at a point of E of a special, associated with E, conformal mapping of the upper half-plane onto the comb domain play crucial role in our investigation.
Introduction and the main result
Let E ⊂ R be a non-polar compact set, i.e., there exists the Green function g Ω (z) = g Ω (z, ∞) of Ω := C \ E with pole at infinity. Denote by P n , n = 1, 2, . . . the set of all (real) polynomials of degree at most n and let ||·|| E be the supremum norm on E. The classical Bernstein inequality states that for p n ∈ P n ,
Recently, Totik [20] found the conditions on E and x 0 ∈ E under which the analogue of (1.1), i.e., the inequality
is true. In particular, it follows directly from [17, Theorem 3.3] and [5, Lemma 3] (for details, see [20, Theorem 2] ) that (1.2) is equivalent to the fact that g Ω is Lipschitz continuous at x 0 , i.e., lim sup
For the properties of E with (1.3) we refer the reader to [8, 18, 9, 3, 4] and the many references therein.
Baran [7, p. 489] and Totik [17, Theorems 3.2 and 3.3] independently found the exact value of the constant c(x 0 , E) in the case where x 0 is the interior (with respect to R) point of E. Our objective is to extend their result to the general case of E and x 0 satisfying (1.3). To achive this, we prove Theorem 1, which is of independent interest. Theorem 1 Let E and x 0 ∈ E satisfy (1.3), then (i) there exists a finite nonzero normal derivative
Also if E is regular for the Dirichlet problem in Ω, then 
Also if E is regular for the Dirichlet problem in Ω, then
(ii) for any ε > 0 there exists N = N(ε) such that for n > N, there is p n ∈ P n , p n ≡ 0 satisfying
Proof. Since by Theorem 1(i), [17, Theorem 3.2] , and by the monotonicity of the Green function with respect to the region for p n ∈ P n ,
taking the limit as δ → 0, we obtain (i).
Next, according to Theorem 1(ii), for any ε > 0 there is δ = δ(ε) > 0 with
Moreover, by [17, Theorem 3.3] , there exists N = N(δ, ε) such that for any n > N, there is p n ∈ P satisfying
which yields (ii).
✷ It was shown in [19, Corollary 2.3 ] that the Bernstein factor h(x 0 , E)n found in Theorem 2 can also be stated in another form as a limit of equilibrium densities.
Proof of Theorem 1(i)
Let E and x 0 ∈ E satisfy (1.3). Consider the analytic in H := {z : ℑz > 0} function
where cap E is the logarithmic capacity of E and µ E is the equilibrium measure for E (see [14] or [16] for the basic notions of the potential theory).
Note that
It is well known and easy to see that S := f (H) ⊂ H is a "comb domain", i.e, the boundary of S consists of R and at most a countable number of closed vertical intervals with one endpoint on R. Conformal mappings of H onto such domains play significant role in several areas of analysis (see, for example [10] ). We need only some elementary properties of S which are discussed below.
Repeating the reasoning from [2, pp. 222-223] one can show that f is a univalent function with the following properties.
First, since by (1.3) x 0 is a regular point, according to the Monotone Convergence Theorem (see [15, p. 21] ) there exists
Second, for any z ∈ S,
Third, function f satisfies the boundary correspondence f (∞) = ∞.
Moreover, (1.3) and (2.1) imply that Consider the Jordan curve γ := f ((x 0 , x 0 +i])∪{w 0 }. Without loss of generality we can assume that γ "approaches w 0 from the right", i.e., there is 0
Denote by D ⊂ {w ∈ H : 0 < arg(w − w 0 ) < π/2} a Jordan domain bounded by [w 0 , w 0 + id], a subarc of γ and a subarc of a circle {w : |w − w 0 | = d}. For 0 < δ < d, denote by w δ ∈ D any point satisfying
Let z δ := f −1 (w δ ). We also assume that δ is so small that |z δ − x 0 | < 1. Let
, where a sufficiently large but fixed number u ≥ 1 is chosen as follows. Denote by Γ 1 = Γ 1 (z δ ) the family of all crosscuts of H which separate z δ and x 0 from z 1 and ∞. Let Γ 2 = Γ 2 (w δ ) be the family of all crosscuts of the quadrilateral
which separate its boundary circular components. We choose u so large that for each γ 2 ∈ Γ 2 there exists γ 1 ∈ f (Γ 1 ) with the property γ 1 ⊂ γ 2 , which yields that m(Γ 2 ) ≤ m(f (Γ 1 )).
According to [5, 
which implies
Therefore,
which contradicts (1.3). This completes the proof of (2.3).
Next, for l > 0 and v > 0, consider the quadrilateral
Denote by Γ l,v the family of all crosscuts of Q l,v that separate its circular boundary components.
We claim that there exists a positive constant c = c(l) such that
Indeed, applying the transformation z → z/v and using conformal invariance of the module, we can reduce the proof of (2.4) to the case where v = 1. Since for r ∈ (1,
for the module of Γ l,1 we have
which yields (2.4).
In the proofs of some of the lemmas below we use the following family of curves and its module. For w 1 = w 0 +iη and w 2 = w 0 +i with 0 < η < 1 we introduce the family Γ 0 = Γ 0 (η) of all crosscuts of S that separate points w 0 and w 1 from w 2 and ∞ in S. Let z k := f −1 (w k ), k = 1, 2. According to [5, (2.5)], if |z 1 −x 0 | < |z 2 −x 0 |, then for the module of Γ 0 we have
Following [11, p. 173] , for β ∈ (0, π/2) and ε > 0, define the truncated cone
We say that ∂S has an inner tangent (with inner normal i) at w 0 if for every β ∈ (0, π/2) there is an ε = ε(β) > 0 so that S ε β ⊂ S.
Lemma 1 ∂S has an inner tangent at w 0 .
Proof. Assume that ∂S does not have an inner tangent at w 0 . Then, there exist ε > 0 and a sequence of real numbers {b n } ∞ 1 such that
For r > 0, denote by γ(r) = γ(w 0 , S, r) ⊂ {w : |w − w 0 | = r} the crosscut of S which has a nonempty intersection with the ray {w ∈ H : ℜw = w 0 }. For 0 < r < R, denote by D(r, R) = D(w 0 , S, r, R) ⊂ S the bounded simply connected domain whose boundary consists of γ(r), γ(R), and two connected parts of ∂S. Let m(r, R) = m(w 0 , S, r, R) be the module of the family Γ(r, R) = Γ(w 0 , S, r, R) of all crosscuts of D(r, R) which separate circular arcs γ(r) and γ(R) in D(r, R).
Moreover, according to (2.4), (2.6), and (2.7),
Therefore, by virtue of (2.8) we obtain
Comparing the last inequality with (2.5) for η = d n , we have
which contradicts (1.3). ✷ According to Lemma 1 and the Ostrowski Theorem (see [11, p. 177, Theorem 5.5]) for every β ∈ (0, π/2) there exist nontangential limits
Lemma 2
The function f has a positive angular derivative at x 0 , i.e.,
exists for every β ∈ (0, π/2).
Proof. Assume that (2.9) is not true. By the Jenkins-Oikawa-Rodin-Warschawski Theorem (see [11, p. 180, Theorem 5.7] ) there exists ε > 0 such that for every δ > 0 there are 0 < s < r < δ satisfying
Therefore, we can find sequences of real numbers {s n } ∞ 1 and {r n } ∞ 1 such that 0 < r n < s n−1 < r n−1 < 1 and
Furthermore, by (2.8)
Comparing the last inequality with (2.5) for η = s n , we obtain
which contradicts (1.3).
✷ Note that Lemma 2 and (2.2) imply Theorem 1(i).

Proof of Theorem 1(ii)
In this section we assume that E is a regular set satisfying (1.3). Hence, the extension of the Green function by letting g Ω (z) := 0, z ∈ E produces a continuous function in C.
Lemma 3 For the Green function we have
Denote by P ∞ the cone of positive harmonic functions on C \ E * which have vanishing boundary values at every point of E * \ {∞}. [15, p. 21] ), for any ε > 0 there exists δ 1 = δ 1 (ε) > 0 with the property
Next, let 0 < δ = δ(ε, δ 1 ) < δ 1 be such that for x 0 − δ ≤ x ≤ x 0 + δ the inequality g Ω (x) < εδ 1 holds. Consider the function
which is harmonic in Ω δ .
By the maximum principle u δ (x) ≤ εδ 1 , x ∈ R.
Moreover, (3.2) implies that
Applying the Poisson formula (see [11, p. 4] ), for y > 0 we obtain u δ (x 0 + iy) = y π Monotonicity of the Green function and (3.3) yield
which completes the proof of (1.4).
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