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Abstract— Network coding offers new capabilities for efficient
information multicasting in communication networks. In this
paper, we study rate control for multicast with network coding.
We propose a path-based multicasting scheme, where each
source has multiple paths to each receiver in the multicast
group. One advantage of this approach over a tree-based
approach is that it is easier to find a minimum cost set of paths
as compared to trees. We present three end-to-end rate control
algorithms which operate over the set of paths supplied by the
network layer. With random network coding, all algorithms can
be implemented in a distributed manner. Our algorithms can
also be generalized to solve other optimization problems with
non-strictly concave objection function.
I. INTRODUCTION
Multicasting provides an efficient way of transmitting data
from a sender to a group of receivers. The deployment of
multicast involves at least two technical challenges. The
first challenge involves multicast routing, i.e., the ability
for a single source node to send information to multiple
destinations at the same time. Network coding, proposed
in [1], can significantly improve the throughput of existing
network. Network coding extends the functionality of net-
work nodes from storing/forwarding packets to performing
algebraic operations on received data. The other challenge
involves effective rate control, which is required to avoid
congestion while ensuring high utilization and fair allocation
of available resources among competing users.
In this paper, we address the problem of rate control for
network coding based multicast with elastic rate demand.
We can consider two general routing schemes over which
end-to-end multicast rate control can be applied: tree-based
and path-based routing. A tree-based multicast rate control
scheme is presented in [2], where multiple multicast trees
are used for multicasting and network coding is applied to
flows across multicast trees. However, the issue of how to
find a minimum cost set of multicast trees is not addressed.
Relative to a tree-based approach, a path-based approach is
less complex from an optimization standpoint, particularly
since the criterion for whether network coding can occur
across different tree branches/paths is whether they serve
common sinks. We thus propose using a path-based scheme.
By using the algorithms in, e.g., [3], we can find link disjoint
paths from a source node to each of the destination nodes
based on cost criteria that are independent of flow rates.
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The main contribution of this paper is to present op-
timization model and propose stable, adaptive distributed
rate control algorithms for multipath multicast with network
coding. We extend the basic utility maximization formulation
[4], [5] to the problem of multipath multicast with intra-
session network coding. As the objective function is not
strictly concave with respect to all the variables involved,
“routing oscillation/instability” may occur in solving the
relaxed problem and it may be difficult to recover the optimal
values for those variables. We propose three adaptive rate
control algorithms that overcome these challenges. The first
one extends the primal variable recover algorithm for linear
programming in [6]. The second one is based on primal-dual
subgradient algorithm, where both primal and dual variables
are updated using a subgradient algorithm. Similar to [2], the
last algorithm combines rate control with the optimal routing
in [7]. With random network coding, all algorithms can be
implemented in a distributed manner, and are promising in
practical implementation.
Related Work: Considerable research has been done on
rate control for routing based multicast, see, e.g., [8], [9].
For network coding based multicast, Lun et. al. [10] pro-
posed a dual subgradient method for finding the minimum
cost multicast coding subgraph. Maximizing the difference
between a utility and the total cost of coding subgraph is
considered in [11]. In [12], a distributed algorithm for intra-
session network coding and scheduling is proposed based
on back-pressure. Utility maximization based rate control is
studied in [2] for network coding based multicasting, where
networks with and without given coding subgraphs are both
considered. For multipath based unicast rate control, in [13],
two end-to-end rate control algorithms are proposed. The first
one modifies the objective function by adding a quadratic
term while still preserving the same optimal solution. The
second one shares some similarities with our combined rate
control and adaptive routing algorithm. A similar approach
to the first algorithm in [13] is adopted in [14], where
convergence is rigorously proved. To our knowledge, rate
control for multipath multicast either with network coding
or without network coding has not been considered before.
As will be shown later, this is not a straightforward extension
of its unicast counterpart.
II. PRELIMINARIES
A. Network Model
Consider a network G = (N ,L), with a set N of nodes
and a set L of directed links. We denote a link either by
a single index l or by the directed pair (i, j) of nodes it
connects. Each link l has fixed finite capacity cl bits per
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Fig. 1. The butterfly network.
second. A set of multicast sessions M is transmitted through
the network. Each session m ∈ M is associated with one
source1 sm ⊂ N and a set Rm ⊂ N of receivers. We
consider unirate-multicast, where all receivers in session m
receive service at the same rate xm bits per second from sm.
B. Network Coding
With network coding, each node is allowed to perform
algebraic operations on received packets. We adopt the well-
known butterfly example in [1] as an illustrative example. In
Fig. 1, without network coding, s can only multicast 1 packet
to r1 and r2 due to the bottleneck arc (v, w). However, by
using the transmission scheme shown in Fig. 1, two bits
can be multicasted to r1 and r2. In this paper, we assume
that coding is done only across packets of the same session.
Define fmrl as the information flow on link l for receiver
r of session m. From the flow sharing property of network
coding and the capacity constraint, we have∑
m∈M
max
r∈Rm
f
mr
l ≤ cl, ∀l ∈ L. (1)
To obtain a fully distributed scheme, we use distributed
random network coding [15], where for each node the data
on outgoing links are random linear combination of the data
on incoming links.
C. Multipath Generation
Internet congestion control has been dominated by end-to-
end schemes (in particular, TCP) [4], [5], primarily due to
scalability and deployability as compared with hop-by-hop
algorithms (e.g., back-pressure based algorithms in [2], [12]).
Usually, end-to-end algorithms require that the network layer
provides a minimum cost multicast tree (or Steiner tree)
connecting the source to all the receivers in a multicast
session. To find a minimum cost multicast tree is an NP-hard
problem, though there exist many protocols for multicast
tree construction such as distance vector multicast routing
protocol [16]. Moreover, in order to exploit network coding
opportunity, multiple multicast trees are required.
It is not clear how to choose a set of multiple multicast
trees that is optimal for some cost function. First, the number
of multicast trees in a network can be very large. For
example, the simple network in Fig. 1 already contains
1Our algorithms can be extended to handle multiple source multicasting
in a straightforward way.
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Fig. 2. Multicast trees for the butterfly network shown in Fig. 1.
7 multicast trees. We only list three of them in Fig. 2.
Second, the flow sharing relationship between different trees
is complicated. Let T denote the set of all possible trees in a
network and RTl denote the set of receivers that the packets
on link l in tree T ∈ T are intended for, e.g., RTa(v,w) = {r2}
for the tree in Fig. 2 (a). For any two trees T1 and T2 in T ,
if link l ∈ T1 ∩ T2, the flows on T1 and T2 can be coded
together on link l if and only if RT1l ∩ R
T2
l = ∅ or T1
and T2 have disjoint sets of downstream destinations, which
is also the condition for the algorithm in [2] to work. For
example, in Fig. 2, if we consider Ta and Tc, RTa(t,r1) = {r1},
RTc(t,r1) = {r1}, and R
Ta
(t,r1)
∩RTc(t,r1) = {r1}. Therefore, we
cannot mix the packets from Ta and Tc on link (t, r1), and
Ta and Tb cannot coexist (or if they can coexist, the rate
control algorithm will be complicated.). In a large network,
it is complicated to check whether two trees share any links
and whether RT1l ∩R
T2
l = ∅ is satisfied on these links.
Note that efficient network coding relies on, first, the
existence of a set of link disjoint paths for each source-
receiver pair and, second, that the sets of paths to different
receivers should share some common links. The former
condition provides higher capacity than a single path to
each receiver, while the latter provides the network coding
opportunities. So, taking a multipath approach, we find h link
disjoint paths from each source node to its corresponding
destination nodes based on cost criteria that are independent
of flow rates, by using techniques such as from [3]. In the
following, we will restrict our attention to rate control in
transport layer assuming multiple paths are given.
III. MULTIPATH MULTICAST RATE CONTROL
A. Problem Formulation
We study rate control in utility maximization framework.
Let Pmr be the set of paths used by receiver r in session
m. We are interested in finding the optimal traffic rates on
these paths. For any path p ∈ Pmr, let the set of links on
the path be denoted by Lp. For each receiver r ∈ Rm, we
associate it with a |L|×|Pmr| multipath matrix Hmr whose
(l, p)th entry is given by: Hmrlp = 1 if l ∈ Lp and Hmrlp =
0 otherwise. As the paths are link disjoint, every row in
H
mr contains at most one 1. Denote by xmrp the rate at path
p ∈ Pmr. Since we only consider unirate multicast, we have∑
p∈Pmr x
mr
p = x
m
, ∀r ∈ Rm, where xm is the multicast
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rate of session m. With intra-session network coding, the
link capacity constraint (1) becomes∑
m∈M
max
r∈Rm
{ ∑
p∈Pmr
H
mr
lp x
mr
p
}
≤ cl, ∀l ∈ L. (2)
Following [4], we assume each session m attains a utility
Um(x
m), where Um(·) is continuously differentiable, in-
creasing, and strictly concave. Our objective is to maximize
the aggregate utilities over all the sessions. The problem can
be posed as
max
x
∑
m∈M
Um(x
m)
subject to
∑
p
H
mr
lp x
mr
p ≤ y
m
l , ∀r ∈ Rm,
∑
m∈M
y
m
l ≤ cl, ∀l ∈ L,
∑
p∈Pmr
x
mr
p = x
m
, ∀m ∈M, ∀r ∈ Rm,
(3)
where by introducing auxiliary variables yml we replace the
constraint (2) with the first two linear inequalities in (3). yml
can be interpreted as the physical flow rate of session m on
link l. Note that the last set of constraints in (3) contains
|Rm| equalities, while that in the multipath rate control for
unicast sessions in [13], [14] only contains a single equality
constraint. In [13], [14], the authors do not write out xm
explicitly, but instead discard the equality and write the utility
as a function of path rate directly. This approach does not
extend to the multicast case as we cannot simply discard xm
in (3). On contrary, all proposed algorithms in the following
can be used for the unicast case.
B. Primal Recovery Algorithm
To proceed, due to the difficulty brought in by the set of
equality constraints in (3), we first rewrite (3) as
max
x
∑
m∈M
Um(x
m)− βm
∑
r∈Rm
(
x
m −
∑
p∈Pmr
x
mr
p
)2
subject to
∑
p∈Pmr
H
mr
lp x
mr
p ≤ y
m
l , ∀r ∈ Rm,
∑
m∈M
y
m
l ≤ cl, ∀l ∈ L,
x
m ≤
∑
p∈Pmr
x
mr
p , ∀m ∈M, ∀r ∈ Rm,
(4)
where βm > 0 is a positive constant. It is easy to show that
(4) is equivalent to (3). As the objective function in (4) is not
strictly concave in xmrp , all dual based algorithms in [4], [5]
have the same oscillation problem. Both [13], [14] attempt
to address this problem by introducing an auxiliary variable
and adding a quadratic term onto the objective function for
each xmrp . Rate control algorithms in [13], [14] can also
be used to solve (4). But in the multicast case, the total
number of auxiliary variables is equal to the total number
of receivers in all the multicast sessions, which may be
very large, and makes rate control complicated. Instead of
introducing auxiliary variables, we solve (4) directly.
The dual function obtained by relaxing only the first and
the last sets of constraints in (4) can be further decomposed
into two subproblems
φ1(q, λ) =max
x
∑
m
Um(x
m)− βm
∑
r
(
x
m −
∑
p
x
mr
p
)2
(5)
−
∑
m,r,p
(∑
l
q
mr
l H
mr
lp
)
x
mr
p −
∑
m,r
λ
mr
(
x
m −
∑
p
x
mr
p
)
,
φ2(q) = max
y
∑
l,m
(∑
r
q
mr
l
)
y
m
l (6)
subject to
∑
m
y
m
l ≤ cl, ∀l ∈ L,
where qmrl is the Lagrange multiplier at link l for receiver
r in session m, and λmr is the Lagrange multiplier for
receiver r in session m. qmrl can be interpreted as the
“congestion price” at link l for receiver r in session m, which
is charged by link l for transmitting unit bit rate. λmr can
be interpreted as the “rate bonus” at source sm, which is
awarded by sending unit bit rate for receiver r in session m.
The first subproblem (5) is multipath multicast rate control
at each source. We need to split the multicast rate among
multiple paths for each receiver. The second subproblem (6)
is joint network coding and session scheduling. The two
subproblems interact through p and λ.
Multicast rate control: To solve (5), we first fix xm and
optimize over xmrp . Given dual variables qmrl (t) and λmr(t)
at time t, solving (5) for xmrp is equivalent to solving
min
xmrp
βm
(
x
m−
∑
p
x
mr
p
)2
+
∑
p
(∑
l
q
mr
l H
mr
lp −λ
mr
)
x
mr
p . (7)
Let pˆmr(t) be the path with minimum
∑
l q
mr
l (t)H
mr
lp
at time t, i.e., pˆmr(t) = arg minp
∑
l q
mr
l (t)H
mr
lp , and
wmr(t) = minp
∑
l q
mr
l (t)H
mr
lp be its path cost at time t.
The optimal solution of (7) can be obtained as
x
mr
p (t+ 1) =
{
max
{
xm − w
mr(t)−λmr(t)
2βm
, 0
}
, if p = pˆmr,
0, otherwise.
(8)
To see why (8) is correct, if we transmit packets at rate x′ on
a non-minimum price path p′, we can always shift the rate
x′ to the minimum price path to make the objective function
of (7) smaller. Therefore each source should only transmit
packets on the path with the minimum price to each receiver.
Let xm(t) and xm(t+1) denote the source rates at time t
and t+1 respectively. Substituting (8) into (5) and optimizing
over xm, we obtain
x
m(t + 1) = arg max
x≥0
Um(x)−
∑
r
f
mr(x), (9)
where
f
mr(x) =
{
βmx
2 + λmr(t)x, if x ≤ w
mr(t)−λmr(t)
2βm
,
wmr(t)x, if x > w
mr(t)−λmr(t)
2βm
.
(10)
Path rate adaptation: If we adopt (8) for path rate directly,
this clearly introduces undesirable rate oscillation among
different paths. This rate oscillation is because the objective
function in (3) is not strictly concave in xmrp . One way
to solve the rate oscillation problem is to adopt the primal
recovery algorithm in [6] for linear programming. We extend
this algorithm to solve our convex optimization problem (3).
To recover the multicast rate xm and path rate xmrp , we
compose primal iterates of x˜m(t + 1) and x˜mrp (t + 1) via
x˜
m(t + 1)=
t+1∑
τ=1
µ
t+1
τ x
m(τ), x˜mrp (t + 1)=
t+1∑
τ=1
µ
t+1
τ x
mr
p (τ), (11)
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where µt+1τ is the weight of xmrp (τ),
∑t+1
τ=1 µ
t+1
τ = 1, and
µt+1τ ≥ 0. Conditions on µt+1τ to guarantee the convergence
of our primal-recovery algorithm will be given later.
Network coding and session scheduling: At time t+1, we
solve (6) given congestion price qmrl (t). For each link l, let
mˆl(t + 1) = arg maxm
∑
r q
mr
l (t) be the multicast session
with the maximum aggregate link price. The solution of (6)
is given by the following assignment
y
m
l (t + 1) =
{
cl, if m = mˆl(t + 1),
0, otherwise. (12)
Mathematically, this is because (6) is a linear programming
and we can always choose an extreme point solution.
Random linear network coding scheme is used to code
packets from the same multicast session. For each link l,
coded packets for session mˆl(t+ 1) is sent at the rate of cl.
Dual variable update: By using the subgradient method,
each link l updates its congestion price with respect to
receiver r in session m according to
q
mr
l (t + 1) =
[
q
mr
l (t)−γt
(
y
m
l (t)−
∑
p
H
mr
lp x
mr
p (t)
)]+
, (13)
and each source sm updates λmr for receiver r in session m
according to
λ
mr(t + 1) =
[
λ
mr(t)−γt
(∑
p
x
mr
p (t)−x
m(t)
)]+
, (14)
where γt is a positive scalar stepsize and ‘+’ denotes the
projection onto the set R+ of non-negative real numbers.
Note that we use xm and xmrp from (9) and (8) in (13)
and (14) instead of using (11), which can be implemented
by putting the values of (9) and (8) in the header of each
packet and update dual variables using this header instead
of instantaneous rate on each link. Moreover, (13) can be
implemented at individual links using only local information,
i.e., Hmrlp xmrp and yml . The same is also true for (14). We
can also use xm and xmrp from (11) to update dual variables.
However, its convergence is slow. But this approach can be
combined with our primal recovery algorithm. The primal
recovery algorithm is run first and after a certain number of
steps it updates dual variables by using (11).
If we assume that γt is diminishing in (13) and (14) and
that γt and µt+1τ satisfy the same conditions as those given
in [6], by following the proof in [6] we can show that the
accumulation points of {x˜m(t)} and {x˜mrp (t)} are optimal
solutions to (4). However, in network rate control, we prefer
a constant stepsize γ in the dual update.
Define ρ(x,S) = miny∈S ‖x − y‖ as the Euclidean
distance of a point x to set S, and Φr(S) be the set of all
points at a distance of r or less from S, i.e., Φr(S) = {x :
ρ(x,S) ≤ r}. Also, let X ∗ be the set of optimal solutions of
(4). Let ∆t , max
1≤τ≤t
µtτ − µ
t
τ−1, and γt = γ be the constant
stepsize. The following theorem shows the convergence of
primal recovery algorithm with constant stepsize.
Theorem 1: Let {~x(t)} be the sequence of rate vectors
defined by {[x˜m(t), x˜mrp (t)]}. If the convex combination
weights µtτ , ∀τ, t, are chosen to satisfy:
1) µtτ ≥ µtτ−1, ∀t and 2 ≤ τ ≤ t,
2) lim supt→+∞ t∆t ≤ δ for some constant δ ≥ 0,
3) µt1 → 0 as t→ +∞,
then there exists a function r(γ, δ) such that
lim
t→+∞
ρ(~x(t),Φr(γ,δ)(X
∗)) = 0, ∀γ > 0. (15)
Furthermore, if δ = 0, limγ→0 r(γ, δ) = 0.
Theorem 1 can be proved by using Lyapunov method. The
detailed proof can be found in [17]. Theorem 1 states that for
a constant stepsize, ~x(t) converges to a neighborhood around
the optimum, and the size of this neighborhood becomes
arbitrarily small with decreasing stepsize. From Theorem 1,
one possible choice of µtτ is 1/t. One practical issue is
that the first few xm(t) and xmrp (t) may not be good. To
accelerate the algorithm, we only average xm(t) and xmrp (t)
from time T in (11). We can show that Theorem 1 still holds
in this case.
C. Primal-Dual Subgradient Algorithm
In this subsection, we also reformulate the rate control
problem as (4). The multicast rate control, network coding
and session scheduling, and dual variable update components
of this algorithm are identical to those in Section III-B.
The only difference is that we apply primal-dual subgradient
algorithm in the path rate adaptation to resolve the rate
oscillation problem in (4) with direct dual based algorithm.
Multicast rate control: Different from Section III-B, we
substitute path rates xmrp (t) at time t into (5) and optimize
over xm first. In this case, the source sm adjusts its multicast
rate xm according to the aggregate dual variables
∑
r λ
mr
over all the receivers and the aggregate path rates
∑
p x
mr
p (t)
for each receiver in Rm,
x
m(t + 1) = arg max
x≥0
Um(x)−
(∑
r
λ
mr(t)
)
x
− βm
∑
r
(
x−
∑
p
x
mr
p (t)
)2
.
(16)
Specifically, if Um(x) = log x, we have
x
m(t+1)=
√√√√(2βm ∑
r,p
xmrp (t)−
∑
r
λmr(t)
)2
+8βm|Rm|
4βm|Rm|
+
βm
∑
r,p
xmrp (t)−
∑
r
λmr(t)
4βm|Rm|
.
(17)
Note that both xmrp (t) and λmr(t) are known at the source.
Thus xm(t + 1) can be computed locally at the source.
Path rate adaptation: Instead of solving (5) directly, we
update the path rate using a primal subgradient algorithm. At
source sm, each path p of receiver r in session m updates
its rate according to
x
mr
p (t + 1)=
[
x
mr
p (t)−ǫt
(
2βm
(∑
p
x
mr
p (t)− x
m(t)
)
+
∑
l
q
mr
l (t)H
mr
lp − λ
mr(t)
)]+
,
(18)
where ǫt is a positive stepsize. Eq. (18) says that if the
aggregate path rate
∑
p x
mr
p exceeds multicast rate xm and
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∑
l q
mr
l H
mr
lp =λ
mr
, path rate xmrp decreases, and increases
otherwise. If aggregate price
∑
l q
mr
l H
mr
lp on path p of
receiver r is greater than rate bonus λmr of r and
∑
p x
mr
p =
xm, path rate xmrp also decreases, and increases otherwise.
At the equilibrium,
∑
p x
mr
p = x
m and
∑
l q
mr
l H
mr
lp =λ
mr
,
where the later condition implies that the cost of a path
should be equal to the bonus obtained by using it.
In fact, (18) bears similarity with (11) in the primal-
recovery algorithm. We can write (18) as a weighted sum of
xmrp (t) and xˇmrp (t+1) = xm(t)−
∑
l
qmrl (t)H
mr
lp −λ
mr(t)
2βm
. Note
that xˇmrp (t+1) is similar to xmrp (t+1) in (8). xˇmrp (t+1) is
non-zero for all p ∈ Pmr while xmrp (t+1) in (8) is non-zero
only for the minimum cost path. Compared with (11), we
can see that both algorithms use time-average mechanism to
smooth the solution (8) returned by solving primal problem
directly. In fact, the rate control algorithm in [14] is a special
case of the primal-dual subgradient method, where the primal
subgradient algorithm is applied to the auxiliary variables.
Theorem 2: The primal-dual subgradient algorithm (16)-
(18) converges to the optimal solution of problem (4) with
diminishing stepsize.
The proof can be found in [17]. For a constant stepsize,
the primal-dual subgradient method can be made to converge
within any given small neighborhood around the optimum,
by choose sufficiently small constant stepsize.
Instead of adding a quadratic penalty term in (4), we can
write the dual of (3) by relaxing the equality constraints
directly. Primal recovery and primal-dual subgradient can
also be applied. However, our experimental results show that
this formulation does not have good convergence properties.
D. Combination of Rate Control and Optimal Routing
In this subsection, we solve (3) directly instead of intro-
ducing penalty function. The dual problem to (3) by relaxing
only the first set of constraints in (3) can be decomposed into
two subproblems
φ1(q) = max
x,α
∑
m
Um(x
m)−
∑
l,m,r,p
q
mr
l H
mr
lp x
mr
p (19)
subject to
∑
p
x
mr
p = x
m
, x
mr
p ≥ 0,
φ2(q) = max
y
∑
l,m
(∑
r
q
mr
l
)
y
m
l , subject to
∑
m
y
m
l ≤ cl. (20)
where qmrl is Lagrange multiplier introduced at link l for
path p of receiver r in session m. As in Section III-B qmrl
can also be interpreted as the “congestion price”. Again, (19)
and (20) correspond to multipath multicast rate control, and
joint network coding and session scheduling, respectively.
Solving (20) is similar to solving (5) in Section III-B. In the
following, we will restrict our attention to solving (19).
To solve (19), we first fix xm and optimize over xmrp ,
which is equivalent to solving
min
x
∑
p
(∑
l
q
mr
l H
mr
lp
)
x
mr
p ,
subject to
∑
p
x
mr
p = x
m
, x
mr
p ≥ 0, ∀p ∈ P
mr
.
(21)
Let pˆmr = arg minp
∑
l q
mr
l H
mr
lp be the path with the
minimum price for receiver r in session m (tie is broken
arbitrarily). The optimal solution of (21) can be obtained as
xˆ
mr
p =
{
xm, if p = pˆmr,
0, otherwise. (22)
The solution (22) corresponds to an extreme point in the
polytope defined by
∑
p x
mr
p = x
m, xmrp ≥ 0. Let wmr(t) =
minp
∑
l q
mr
l (t)H
mr
lp . Denote xm(t) as the multicast rate of
source sm at time t. We substitute (22) into (19) and optimize
over xm. As the utility function is strictly concave, we find
that xm is adjusted according to ∑r wmr(t) as
x
m(t + 1) =
(
U
′
m
)−1 (∑
r
w
mr(t)
)
. (23)
Note that (23) is the optimal solution to (19). We can
also update xm by using the primal subgradient algorithm
according to
∑
r w
mr(t).
Note that we cannot apply the path adaptation algorithms
in Sections IV-A, B as we do not relax the equality constraint
as in (4). Given xm, (21) is a minimum cost optimal routing
problem, which is fully studied in [7]. As in [7], we can
eliminate the equality constraint
∑
p x
mr
p = x
m in (21) by
expressing the rate of path pˆmr in terms of other path rates,
i.e., xmrpˆmr = xm −
∑
p6=pˆmr x
mr
p . We can then write (21) as
min
x
∑
p 6=pˆmr
(∑
l
q
mr
l H
mr
lp − w
mr
)
x
mr
p ,
subject toxmrp ≥ 0, ∀p ∈ Pmr, p 6= pˆmr.
(24)
As in Section III-C, the flow rates xmrp on paths other
than the minimum cost path are updated using the primal-
subgradient algorithm. The flow rate of the minimum cost
path is then updated to satisfy the equality constraint in (21).
For each receiver r in session m, the source in session m
updates xmrp according to
x
mr
p (t + 1) ={[
xmrp (t)−κt
(∑
l q
mr
l (t)H
mr
lp −w
mr(t)
)]+
, if p 6= pˆmr,[
xm(t + 1)−
∑
p 6=pˆmr x
mr
p (t + 1)
]+
, otherwise,
(25)
where κt is a positive scalar stepsize and
∑
l q
mr
l (t)H
mr
lp −
wmr(t) is the current subgradient of xmrp . Thus, the flow
rates on paths other than the minimum cost path are re-
duced by an amount proportional to the price difference∑
l q
mr
l (t)H
mr
lp − w
mr(t), and the flow rate on the mini-
mum cost path is increased so that the new path rates of
each receiver sum to the new multicast rate obtained by
the multicast rate control algorithm (23). For each source-
receiver pair, the path rate update algorithm (25) is similar
to the optimal routing algorithm in [7]. Our algorithm is thus
an integration of multicast rate control and optimal routing.
When only unicast sessions exist, it reduces to Algorithm 2
in [13].
The underlying mechanism of all three algorithms is
“primal average”, where non-smooth primal variables are
smoothed by using time average. We believe that the idea
of primal average is general enough to solve a class of
optimization problems with non-strict objective functions.
Both primal recovery and primal-dual subgradient algorithms
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Fig. 3. The evolution of source rates versus the number of iterations for the butterfly network in Fig. 1: (a) The primal recovery algorithm with stepsizes
γ = 0.01 and β = 2; (b) The primal-dual subgradient algorithm with stepsizes γ = 0.01 and β = 0.5; (c) The combination of rate control and optimal
routing algorithm with stepsizes γ = 0.01 and κ = 0.05.
do not require that the utility function is strictly concave.
But rate control with optimal routing does require strictly
concave utility functions.
IV. NUMERICAL EXAMPLES
We consider the network shown in Fig. 1, where all links
have unit capacity except for link (s, u) with a capacity 0.5.
There are only one multicast session with one source node
s and two receivers r1 and r2. The source attains a utility
Um(x
m)= log(xm). Two link disjoint paths exist for each re-
ceiver: {(s, t), (t, r1)} and {(s, u), (u, v), (v, w), (w, r1)} for
r1, {(s, t), (t, v), (v,w), (w,r2)} and {(s,u), (u,r1)} for r2.
Fig. 3 shows the evolution of source rates by using
different algorithms. In Fig. 3 (a), we choose µtτ = 1t−T+1
in (11) with T = 300, which means that we only apply the
primal average operations after 300 iterations. We observe
that all rates converge within a small neighborhood of the
optimal values as we have chosen a constant stepsize. After
only 400 steps, the multicast rate converges within 5% of
the optimal value. In order to study the impact of different
choices of the stepsize on the convergence of the algorithm,
we have run simulations with different stepsizes. We found
that the smaller the stepsize, the slower the convergence and
the closer to the optimal, which is a general characteristic of
any gradient based method. So, there is a tradeoff between
convergence speed and optimality.
From Fig. 3 (b), compared with Fig. 3 (a), all rates
indeed converge to the optimal values instead of only a small
neighborhood. Compared with Fig. 3 (b), all rates in Fig.
3 (c) not only converge to the optimal values but converge
at a speed much faster than the second algorithm. From these
results, we conclude that the first and the third algorithms
are preferable as they have faster convergence rate.
V. CONCLUSION
We have proposed three rate control algorithms for multi-
path based rate control for multicasting with network coding.
Compared with the algorithms in [2], the multipath based
multicast rate control algorithms are more complex. Each
source needs to update the rates of all paths for each receiver.
On the other hand, it is easier to find a minimum cost set
of paths compared to trees, and the multipath formulation
is more flexible and can result in better performance. The
distributed nature of our algorithms allows them to be
suitable for a variety of network settings and applications.
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