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REGULARITY OF INFINITESIMAL CR AUTOMORPHISMS
STEFAN FU¨RDO¨S AND BERNHARD LAMEL
Abstract. We study the regularity of infinitesimal CR automorphisms of abstract CR structures which
possess a certain microlocal extension and show that there are smooth multipliers, completely determined
by the CR structure, such that if X is such an infinitesimal CR automorphism, then λX is smooth for all
multipliers λ. As an application, we study the regularity of infinitesimal automorphisms of certain infinite
type hypersurfaces in Cn.
1. Introduction and statement of results
Regularity of CR diffeomorphisms has been intensely studied in the real-analytic setting. We recall here
the paper of Baouendi, Jacobowitz, and Treves [3] stating that every smooth CR diffeomorphism of an
essentially finite real-analytic submanifold M of CN extending to a wedge with edge M is actually real-
analytic. The smoothness assumptions on the map can be relaxed considerably, and only a certain finite
smoothness will suffice in order to guarantee real analyticity of the map.
In the setting where the regularity of the underlying manifold is reduced from real-analytic to smooth,
much less is known. Early results concentrated on the setting of strictly pseudoconvex hypersurfaces, follow-
ing Fefferman’s celebrated mapping theorem [10], as in the paper of Nirenberg-Webster-Yang [20], but have
been based on methods which do not carry over to more degenerate situations. The few regularity results
we know are regularity theorems for finitely nondegenerate smooth submanifolds of CN (see the paper of
the second author [18]), and more recently, the work of Berhanu and Ming on the regularity of embeddings
[4]; rougher regularity results are also implicit in the construction of a complete system as in the work of
Ebenfelt [9].
However, all of these results only apply to integrable smooth CR structures, that is, CR structures which
can be realized as smooth submanifolds of some CN ; the recent work of Berhanu and Ming actually does
away with the requirement that the source manifold is integrable, but the target manifold still is required to
be integrable; their work has actually inspired the research presented here.
In the current paper, we tackle the purely abstract setting. This requires us to part with all techniques
relying on the use of CR functions, as our abstract CR structures will in general not have any solutions.
However, as they might still possess symmetries, the question of the regularity properties of these symmetries
is actually interesting. Our approach to the problem is inspired by the approach of Berhanu and Xiao [4],
to which this paper owes a lot.
Before we can state our main theorem, we need some definitions. For definitions and details regarding
the notion of abstract CR manifolds and infinitesimal CR automorphisms, see section 2. In what follows, we
consider an abstract CR manifold (M,V) with CR bundle V ⊂ CTM . We write dimRM = 2n + d, where
dimC Vp = n for p ∈M , and set N = n+ d.
Definition 1. Let (M,V) be an abstract CR manifold, and X an infinitesimal CR diffeomorphism (with
distributional coefficients, see section 2) of M . We say that X extends microlocally to a wedge with edge M
if there exists a set Γ ⊂ T 0M such that for each p ∈ M , the fiber Γp ⊂ T 0pM \{0} is a closed, convex cone,
and
WF (ω(X)) ⊂ Γ0
for every holomorphic form ω ∈ Γ(M,T ′M) .
Our first result is that there exists an ideal S ⊂ E(M) of smooth functions (determined by the CR
structure alone) such that every infinitesimal CR automorphism X of M which extends microlocally to a
wedge with edge M has the property that λX is smooth on M for every λ ∈ S.
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The ideal S is constructed in the following manner. Starting with the space E0 = Γ(M,T 0M) we define
an increasing sequence of submodules Ek ⊂ Γ(M,T ′M) by
Ek = spanE(M) {K 7→ ω([L,K]) : L ∈ Γ(M,V), ω ∈ Ek−1} , k ≥ 1, E =
⋃
k
Ek.
We then define
S =
∧N
E
and have the following:
Theorem 1. Let (M,V) be an abstract, smooth CR structure, and X an infinitesimal CR diffeomorphism of
M with distributional coefficients which extends microlocally to a wedge with edge M . Then, for any ω ∈ E,
the evaluation ω(X) is smooth, and for any λ ∈ S, the vector field λX is smooth.
In analogy to the integrable case, we will say that M is finitely nondegenerate if S = E(M). Therefore,
we have the following
Corollary 1. Let (M,V) be an abstract, smooth, finitely nondegenerate CR structure, and X a locally
integrable infinitesimal CR diffeomorphism of M with distributional coefficients which extends microlocally
to a wedge with edge M . Then X is smooth.
However, the condition that M is actually finitely nondegenerate is far too restrictive. We shall say that
(M,V) is CR-regular if for every p ∈ M there exists a λ ∈ S with the property that near p, the zero set of
λ is a real hypersurface in M , and such that λ does not vanish to infinite order at p.
Theorem 2. Let (M,V) be an abstract CR structure, p ∈ M , and assume that M is CR regular near p.
Then any locally integrable infinitesimal CR diffeomorphism of M which extends microlocally to a wedge with
edge M is smooth.
Without boundedness conditions on X , this theorem is actually in some sense optimal (even in the
real-analytic case), as examples show (see section 7). The preceding theorem also implies a result in the
embedded setting for so-called “weakly nondegenerate” hypersurfaces. Weakly nondegenerate hypersurfaces
are defined by the requirement that there exist coordinates (z, w) ∈ Cn × C and a k ∈ N such that p = 0 in
these coordinates and that near p = 0, M is given by an equation of the form
Imw = (Rew)mϕ(z, z¯,Rew),
where
∂|α|ϕ
∂zα
(0, 0, 0) =
∂|α|ϕ
∂z¯α
(0, 0, 0) = 0, |α| ≤ k,
and
spanC{ϕzz¯α(0, 0, 0): |α| ≤ k} = C
n.
If k0 is the smallest k for which the preceding condition holds, we say that M is weakly k0-nondegenerate p.
Corollary 2. Let M ⊂ CN be a smooth hypersurface, p ∈M , and assume that M is weakly k-nondegenerate
at p. Then any locally integrable infinitesimal CR diffeomorphism of M which extends microlocally to a wedge
with edge M near p is smooth near p.
The paper is structured as follows: In section 2, we gather the necessary preliminaries concerning infin-
itesimal CR automorphisms of abstract CR structures. In the following section 3 we collect and prove the
results of microlocal analysis which we will need. section 4 states a (rather simple) division theorem for
smooth functions. The following section 5 and section 6 give the proofs of the main results. An example
illustrating the role of the multipliers is presented in section 7.
We would like to thank: an anonymous referee for a very careful reading and many helpful comments
on the first version of the manuscript, and Shiferaw Berhanu and Michael Reiter for their detailed comments
and helpful discussions.
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2. Preliminaries
In this section, we gather basic definitions and properties. More details and proofs of well known results
which we do not prove here can be found in e.g. [2].
An abstract CR manifold is a smooth real manifold M together with a formally integrable smooth sub-
bundle V ⊂ CTM which satisfies V ∩ V¯ = {0}. V is called the CR bundle of M and sections of V are called
CR vector fields. Throughout this paper, we do not assume M to be integrable, i.e. there might be no
(or just a few) solutions of the structure or CR functions (functions annihilated by all CR vector fields).
dimC V = n is referred to as the CR dimension of M and we will write dimRM = 2n+ d.
A map H : M ⊃ U → M of class C1 is said to be CR (on U) if dHVp ⊂ VH(p) for all p ∈ U . A vector
field X : M ⊃ U → TM is an infinitesimal CR automorphism if its local flow Hτ , defined for τ ∈ R small,
has the property that for some ε > 0, Hτ is a CR map if |τ | < ε.
We will refer to the bundle T ′M := V⊥ ⊂ CT ∗M as the holomorphic cotangent bundle of M , sections of
T ′M are called holomorphic forms. Its real subbundle T 0M ⊂ T ′M , consisting of all real dual vectors that
annihilate V + V¯, is the characteristic bundle. Sections of T 0M are called characteristic forms.
Let Y ∈ Γ(M, (T ′M)∗). Recall that this is just the dual bundle to the space of holomorphic forms;
in analogy to the notion of a holomorphic form, we will refer to such a Y as a holomorphic vector field
(even though it is not holomorphic in the usual sense). Note that (T ′M)∗ = CTM/V . Every vector field
X ∈ Γ(M,TM) gives rise to a holomorphic vector field by restricting X to T ′M . The following Lemma
provides a converse.
Lemma 1. Let Y ∈ Γ(M, (T ′M)∗). Then there exists a unique real vector field X ∈ Γ(M,TM) such that
Y is induced by X if and only if
Y(τ) = Y(τ)
for all characteristic forms τ ∈ Γ(M,T 0M).
Indeed, since (CTM)∗ = V⊥ + V
⊥
and CT 0M = (V ⊕ V)⊥, we can decompose any form ω = α+ β¯ with
α, β holomorphic forms in a nonunique manner. Thus Y gives rise to a real vector field X via
X(ω) =
1
2
(
α
(
Y
)
+ β
(
Y
))
which is well defined provided that Y(τ¯ ) = Y(τ) for all τ ∈ Γ(M,CT 0M) or equivalently, that Y(τ) = Y(τ)
for all τ ∈ Γ(M,T 0M), both of which are equivalent to the definition of X above being independent of the
decomposition ω = α + β¯. We shall not distinguish between X as a real vector field and as an element of
Γ(M, (T ′M)∗).
Using the well known identity, see e.g. [13],
LLω(K) = dω(L,K) +Kω(L) = Lω(K)− ω([L,K]),
valid for arbitrary complex forms ω and complex vector fields L,K, we see that the Lie derivative
LLα(K) = dα(L,K)
of a holomorphic form α with respect to a CR vector field L is again a holomorphic form. We say that
Y ∈ Γ(M, (T ′M)∗) is CR if
Lα(Y) = dα(L,Y)
for every CR vector field L and every holomorphic form α. In particular, if X is a real vector field, then X
is CR if and only if
α([L,X ]) = 0
for every CR vector field L and every holomorphic form α.
Proposition 1. If X is an infinitesimal CR automorphism of M , then X ∈ Γ(M, (T ′M)∗) is CR.
Proof. Let Hτ = Fl
X
τ denote the flow of X. By definition, Hτ satisfies the following differential equation:
dHτ
dτ
(p) = X ◦Hτ (p).
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We note that H0 = IdM is trivially a CR map, but by assumption we know that if τ is small then
ω
(
(Hτ )∗L
)
= 0
for any CR vector field L and any holomorphic form ω, i.e. ω(L) = 0.
We begin with the following general claim: For any triple (Y,B, α), where
Y =
m∑
j=1
Yj
∂
∂xj
Yj ∈ R
B =
m∑
j=1
Bj
∂
∂xj
α =
m∑
j=1
αjdxj
are defined near 0 and α(B) = 0, we have, if Kτ = Fl
Y
τ ,
d
dτ
(
K∗τα(B)
)∣∣
τ=0
= α
(
[B, Y ]
)
near the origin. For the convenience of the reader, we shall include the computation below.
Recalling the fact
K∗τα
(
B
)
(p) = α
(
(Kτ )∗B
)
(Kτ (p)) =
m∑
j=1
m∑
k=1
(
αk ◦Kτ
)
(p)Bj(p)
∂Kk
∂xj
(p)
we can compute
d
dτ
(
K∗τα(B)
)
(p) =
m∑
j=1
m∑
k=1
d
dτ
((
αk ◦Kτ
)
(p)
∂Kkτ
∂xj
(p)Bj(p)
)
=
m∑
j=1
m∑
k=1
m∑
ℓ=1
(
∂αk
∂yℓ
◦Kτ
)
(p)
(
Yℓ ◦Kτ
)
(p)
∂Kkτ
∂xj
(p)Bj(p)
+
m∑
j=1
m∑
k=1
m∑
ℓ=1
(
αk ◦Kτ
)
(p)
(
∂Yk
∂yℓ
◦Kτ
)
(p)
∂Kℓτ
∂xj
(p)Bj(p).
This leads immediately to
d
dτ
(
K∗τα(B)
)∣∣
τ=0
=
m∑
k=1
m∑
ℓ=1
(
∂αk
∂xℓ
YℓBk + α
k ∂Yk
∂xℓ
Bℓ
)
=
m∑
k=1
m∑
ℓ=1
(
−αkYℓ
∂Bk
∂xℓ
+ αk
∂Yk
∂xℓ
Bℓ
)
= α
(
[B, Y ]
)
.
Now we set Y = X , B = L and α = ω as above. Then we have
0 =
d
dτ
(
H∗τω(L)
)∣∣
τ=0
= ω
(
[L,X ]
)
and hence X is CR. 
We can now define what an infinitesimal CR diffeomorphism with distributional coefficients is.
We say that a function f : M → C is locally integrable if for any parametrization ϕ : U → M f ◦ ϕ is
locally integrable on M . If vol(M) is the (complex) density bundle of M we define
D(M, vol(M)) :=
{
ψ ∈ Γ(M, vol(M)) : supp ⊂⊂M
}
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the space of compactly supported sections of vol(M) equipped with the usual topology. Its strong dual
D′(M) is the space of distributions on M , c.f. e.g. [6] or [12]. A function f : M → C is locally integrable if
and only if ∫
M
|fτ | <∞
for all τ ∈ D(M, vol(M)). Therefore any locally integrable function f can be viewed as a distribution on M
in the usual way.
Furthermore we set
D(M,T ′M ⊗ vol(M)) =
{
ω ∈ Γ(M,T ′M ⊗ vol(M)) : suppω ⊂⊂M
}
with the usual topology. The strong dual D′(M, (T ′M)∗) := (D(M,T ′M ⊗ vol(M)))′ is the space of
distributions (or generalized sections) on M with values in (T ′M)∗. If U ⊂ M is an open set where
ω1, . . . , ωN ∈ Γ(U, T ′M) form a basis, and ωj = (ωj)∗ ∈ Γ(U, (T ′M)∗) is the dual basis then an element
Y ∈ D′(M, (T ′M)∗), when restricted to D(M, (T ′M⊗vol(M))|U ), is of the form
(1) Y|U =
N∑
j=1
cjωj,
where cj is a distribution on U for j = 1, . . . , N . (We also assumed that w.l.o.g. U is small enough such that
vol(M)|U ∼= U × C.) We shall say that Y ∈ D
′(M, (T ′M)∗) is locally integrable if for any representation of
the form (1) we have that cj are locally integrable functions on U .
We denote the usual duality bracket for Y ∈ D′(M, (T ′M)∗) and ω ∈ D(M,T ′⊗vol(M)) by 〈Y, ω〉 ∈ C.
However, we can also consider a different bracket, i.e.
{ . , . } : D′(M, (T ′M)∗)× Γ(M,T ′M) −→ D′(M),
which is defined locally as follows: On U ⊂M open as above we have the local representation (1) for Y and
we can write ω|U =
∑
j fjω
j with fj ∈ E(U). We define
{Y, ω}|U := fjcj ∈ D
′(U).
We may write Y(ω) = ω(Y) = {Y, ω}.
Definition 2. Let Y ∈ D′(M, (T ′M)∗). We say that Y is an infinitesimal CR diffeomorphism with distri-
butional coefficients if
Y(τ) = Y(τ)
for all τ ∈ Γ(M,T 0M) and if Lα(Y) = (LLα)(Y) for every L ∈ Γ(M,V) and every α ∈ Γ(M,T ′M).
As already mentioned in the introduction, analogously to the integrable case, we consider the increasing
sequence of E(M,C) modules of forms
Ek =
〈
LK1 . . .LKjθ : j ≤ k, Kq ∈ Γ(M,V), θ ∈ Γ(M,T
0M)
〉
.
We note that E0 = Γ(M,T
0M), and Ej ⊂ Γ(M,T
′M) for all j, and set E =
⋃
j Ej .
We associate to the increasing chain Ek the increasing sequence of ideals S
k ⊂ E(M,C), where
Sk =
∧N
Ek =
det
V
1(Y1) . . . V
1(YN )
...
...
V N (Y1) . . . V
N (YN )
 : V j ∈ Ek, Yj ∈ Γ(M, (T ′M)∗)
 .
Every Sk is an ideal; locally, one can find smaller sets of generators: Let U ⊂ M be open, and assume that
L1, . . . , Ln is a local basis for Γ(U,V), that θ1, . . . , θd is a local basis for Γ(U, T 0M), and that ω1, . . . , ωN
is a local basis of T ′M . We write Lj = LLj for j = 1, . . . , n and L
α = Lα11 . . .L
αn
n for any multi-index
α = (α1, . . . , αn) ∈ Nn. We note that, since V is formally integrable, the Lα, where |α| = k, generate all
k-th order homogeneous differential operators in the Lj , and we thus have
Ek
∣∣
U
=
〈
Lαθj : 1 ≤ j ≤ d, |α| ≤ k
〉
.
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We can expand
(2) Lαθj =
N∑
ℓ=1
Aα,jℓ ω
ℓ
and for any choice α = (α1, . . . , αN ) of multiindices α1, . . . , αN ∈ Nn and r = (r1, . . . , rN ) ∈ {1, . . . , d}N we
define the functions
(3) D(α, r)(q) = det

Aα
1,r1
1 . . . A
α1,r1
N
...
...
Aα
N ,rN
1 . . . A
αN ,rN
N
 .
With this notation, we have
Sk
∣∣
U
=
(
D(α, r) : |αj | ≤ k
)
;
we shall denote the stalk of Sk at p by Skp .
3. Microlocal Analysis for vector-valued Distributions
We gather in this section the necessary preliminary results about the wavefront set of sections of bundles
satisfying a system of PDEs. 1971 Ho¨rmander [14, 15] introduced the notion of wavefront set. One of the
first consequences of its definition is the microlocal elliptic regularity theorem, i.e. for any distribution u and
(pseudo-)differential operator P we have
(4) WFu ⊆WFPu ∪CharP.
For a CR distribution v on a CR manifold (M,V) the fact above amounts to saying that WF v ⊂ T 0M .
In order to prove the analogous fact for a CR section Y of (T ′M)∗, we need that the microlocal elliptic
regularity theorem holds also for vector-valued distributions and P being a square matrix of differential
operators.
Indeed, a simple adaption of the arguments that establish (4) in the scalar case also provides a proof in
the multidimensional situation. However, despite relation (4) for scalar operators being a classical result
in microlocal analysis that is treated in numerous books e.g. [16, 19, 11, 21] and the analogous statement
for vector-valued distributions implicitly mentioned in the literature, see e.g. [7], we were not able to find
a definite source for the vector-valued case with precisely the statements proven we need. Hence for the
convenience of the reader who are not acquainted with microlocal analysis and pseudodifferential operators
we try here to give a rather self-contained proof of (4) for vector-valued distributions and matrix differential
operators. We mainly follow the exposition of [17], see also [11, 19, 21].
Let Ω ⊆ Rn always be an open set. A set Γ ⊆ Rn is a cone if λ · x ∈ Γ for all x ∈ Γ and λ > 0. We say
that a subset V ⊆ T ∗Ω\{0} = Ω× (Rn\{0}) is conic, if for all (x, ξ) ∈ V and real numbers λ > 0 we have
(x, λξ) ∈ V . Sometimes we call also a conic set V ⊆ T ∗Ω\{0} a cone. A conic neighbourhood of a point ξ0
is an open cone Γ containing ξ0. Similarly we call an open conic set V ⊆ T ∗Ω\{0} a neighbourhood of the
point (x0, ξ0), if (x0, ξ0) ∈ V .
The space of smooth functions on Ω with values in Cν will be denoted by E(Ω,Cν). If ν = 1 we also
write simply E(Ω). As usual the space of test functions D(Ω,Cν) consists of all functions f ∈ E(Ω,Cν)
with compact support. The space of vector-valued distributions on Ω is denoted by D′(Ω,Cν) ∼= (D′(Ω))ν ,
whereas the space of distributions of compact support is written as E ′(Ω) ⊂ D′(Ω). We recall that the
Fourier transform
vˆ(ξ) = F(v)(ξ) =
∫
e−ixξv(x) dx
of v ∈ E ′(Ω) is an analytic function. In general, the integral means the duality bracket for distributions.
It is well known that a distribution v ∈ E ′ is smooth iff its Fourier transform vˆ(ξ) is rapidly decreasing for
|ξ| → ∞. Now this observation leads to definition of the wavefront set of a distribution u ∈ D′(Ω).
Definition 3. Let (x0, ξ0) ∈ T ∗Ω\{0}. The point (x0, ξ0) is not in WFu iff there is ϕ ∈ D(Ω) with ϕ ≡ 1
near x0 and a conic neighbourhood Γ of ξ0 such that
(5) sup
ξ∈Γ
|ξ|N |ϕ̂v(ξ)| <∞ ∀N.
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We note that if (x0, ξ0) /∈ WF u then (x0,−ξ0) /∈ WF u¯, here the conjugate u¯ of u ∈ D′ is defined by
(u¯, ϕ) = (u, ϕ¯).
The wavefront set of u = (u1, . . . , uν) ∈ D′(Ω,Cν) is then defined as WFu =
⋃ν
j=1WFuj . Obviously we
have the following characterization of WFu: A point (x0, ξ0) ∈ T ∗Ω\{0} is not in WFu iff there is a test
function ϕ ∈ D(Ω) with ϕ ≡ 1 near x0 such that (5) for each ϕ̂uj on a common conic neighbourhood Γ of
ξ0. It is easy to see that WF u is a conic set.
Before we can finally begin with the proof of (4), we have to introduce matrix-valued pseudodifferential
operators. We may assume that the theory of scalar-valued pseudodifferential operators on open sets is
known to the reader, a detailed introduction can be found in [16, 19, 11].
A pseudodifferential operator P of order m is an operator P : D(Ω,Cν)→ E(Ω,Cν) of the form
(6) P =
P
11 . . . P 1µ
...
. . .
...
P ν1 . . . P νµ

where P jk ∈ Ψm0,1(Ω) are scalar pseudodifferential operators of order m. The symbol of P is the matrix
(7) p(x, ξ) =
p
11(x, ξ) . . . p1µ(x, ξ)
...
. . .
...
pν1(x, ξ) . . . pνµ(x, ξ)

whose entries pjk ∈ Sm(Ω × Rn) are the symbols of the operators P jk. The class of pseudodifferential
operators of order m between vector-valued functions is denoted by Ψm(Ω,Cν). As in the case of scalar
operators the elements of the set Ψ−∞(Ω) =
⋂
Ψm(Ω) are called smoothing operators; if Q ∈ Ψ−∞(Ω) then
Q(E ′(Ω,Cν)) ⊆ E(Ω,Cν). As with scalar operators we can associate to each pseudodifferential operator P a
properly supported pseudodifferential operator P˜ , i.e.
P˜ : E ′(Ω,Cν)→ E ′(Ω,Cν)
and
P˜ : D′(Ω,Cν)→ D′(Ω,Cν)
respectively, with P − P˜ ∈ Ψ−∞ since we can repeat the procedure in the scalar case (see e.g.[19]) in each
entry separately to obtain the desired operator. Similarly we can construct to each sequence aj ∈ Sm−j a
symbol a ∈ Sm such that a −
∑
j<N aj ∈ S
m−N by also repeating the proof from the scalar case, cf. [19].
We will use the notation a ∼
∑
aj .
The composition of two properly supported pseudodifferential operators A,B of order m1 and m2 respec-
tively is the operator C given by the matrix with entries
Cjℓ =
ν∑
k=1
AjkBkℓ.
For the symbol c of C we write a♯b. We have that the symbol ajk♯bkℓ of Ajk ◦Bkℓ must satisfy the following
expansion (c.f. [19])
ajk♯bkℓ ∼
∑
α
∂αξ a
jk(x, ξ)Dαx b
kℓ(x, ξ)
α!
,
hence
cjℓ ∼
ν∑
k=1
∑
α
∂αξ a
jk(x, ξ)Dαx b
kℓ(x, ξ)
α!
.
We see that the analogous formula has to be valid in the matrix case
(8) a♯b ∼
∑
α
∂αξ a(x, ξ)D
α
x b(x, ξ)
α!
.
As in the case of scalar operators (see e.g. [11]) we say that a properly supported operator P ∈ Ψmps(Ω,C
ν)
is a classical pseudodifferential operator if there are smooth functions pm−j on T
∗Ω\{0} that are homogenous
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of degree m− j in the second variable and ψ ∈ D(Rn) with ψ ≡ 1 near the origin such that the symbol p of
P satisfies the following asymptotic expansion
ψ(x, ξ) ∼
∑
j
(1− ψ(ξ))pm−j(x, ξ).
In slight abuse of notation we write also
(9) p ∼
∑
pm−j
and we will sometimes refer to the (formal) series
∑
pm−j as the symbol of P . The term of highest order pm
in the series is called the principal symbol of P . The class of classical operators of order m will be denoted
by Ψmcl (Ω,C
ν) and the term of highest order in the asymptotic expansion is called the principal symbol of
the operators. If A,B are two classical pseudodifferential operators of order m1 and m2, resp. , then we have
that C = A ◦B is a classical operator of order m1 +m2 and, if c ∼
∑
cm−ℓ and m = m1 +m2,
(10) cm−ℓ =
∑
j+k+|α|=ℓ
1
α!
∂αξ am1−j(x, ξ)D
α
x bm2−k(x, ξ).
We see that for the principal symbols, i.e. ℓ = 0, the above equation is just cm = am1bm2 .
We close this very short introduction with two definitions, that are completely analogous to the definitions
for scalar operators, see [19].
Definition 4. The essential support essuppA ⊆ T ∗Ω\{0} of A ∈ Ψmps(Ω,C
ν) is defined by saying that a
point (x0, ξ0) is not in essuppA if there is a conic neighbourhood of (x0, ξ0) such that
(11) sup
(x,ξ)∈Γ
∣∣∣(∂αξ ∂βxajk)∣∣∣(x, ξ)|ξ|N <∞
for all α, β ∈ Nn0 , N ∈ N and j, k = 1, . . . , ν.
If A,B ∈ Ψ∞ps(Ω,C
ν) then essuppAB ⊆ essuppA ∩ essuppB.
Definition 5. An operator A ∈ Ψmcl (Ω,C
ν) is elliptic or non-characteristic at (x0, ξ0) ∈ T
∗Ω\{0} if the
principal symbol am of A is invertible at (x0, ξ0). We set
(12) CharA :=
{
(x, ξ) ∈ T ∗Ω\{0} | am(x, ξ) is not invertible
}
Now we are able to start with the proof of (4) for vector-valued distributions.
Theorem 3. Let P ∈ Ψmcl (Ω,C
ν) be elliptic at (x0, ξ0) ∈ T ∗Ω\{0}. Then there are operators Q ∈ Ψ
−m
cl (Ω,C
ν)
and R,S ∈ Ψ0cl(Ω,C
ν) such that
QP = Id+R (x0, ξ0) /∈ essuppR
PQ = Id + S (x0, ξ0) /∈ essuppS
Proof. We set q˜−m = (pm)
−1 in some conic neighbourhood Γ of (x0, ξ0) where det pm 6= 0. Recursively we
define on Γ
q˜−m−N (x, ξ) = −(pm(x, ξ))
−1
∑
j+k+|α|=N
j≤N−1
1
α!
∂αξ q˜m−j(x, ξ)D
α
x pm−k(x, ξ)
Using a suitable cut-off function ψ ∈ E(T ∗Ω\{0}), i.e. suppψ ⊆ Γ, ψ ≡ 1 near (x0, ξ0) and ψ is homogeneous
of degree 0 in the second variable, we can extend the functions q˜−m−k to the whole space T
∗Ω\{0} by putting
q−m−k = ψq˜−m−k. Let Q be the classical pseudodifferential operator associated to the symbol
∑
q−m−k.
Then clearly QP ∈ Ψ0cl(Ω,C
ν) and therefore R := Id−QP ∈ Ψ0cl(Ω,C
ν). If
∑
r−j is the symbol of R then
it follows that r−j ≡ 0 in some conic neighbourhood of (x0, ξ0) by construction. Hence (x0, ξ0) /∈ essuppR.
Analogously we can construct Q1 ∈ Ψ
−m
cl (Ω,C
ν) such that PQ1 = Id + S1 with S1 ∈ Ψ0cl(Ω,C
nu) and
(x0, ξ0) /∈ essuppS1. Following an argument in [19] we conclude that
Q = Q(PQ1 − S1) = (Id +R)Q1 −QS1 = Q1 +RQ1 −QS1
and
PQ = PQ1 + PRQ1 − PQS1 = Id + S1 + PRQ1 − PQS1 = Id + S
where S = S1 + PRQ1 − PQS1 ∈ Ψ0cl(Ω,C
ν). Clearly (x0, ξ0) /∈ essuppS. 
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Proposition 2. Let u ∈ D′(Ω,Cν). Then we have
WF u =
⋂
P∈Ψ∞(Ω,Cν)
Pu∈E(Ω,Cν)
CharP.
Proof. If (x0, ξ0) /∈WFu then there is a test function ϕ ∈ D(Ω) such that ϕ̂uk is rapidly decreasing for each
k = 1, . . . , ν on an open cone containing ξ0. The multiplication with ϕ is a differential operator, that we will
denote by Φ in the scalar case. If v ∈ D′(Ω,Cν) the operator Φν acting on D′(Ω,Cν) given by (Φνv)j = ϕvj
(i.e. Φν = Φ · Id) is also a differential operator of order 0.
Let ψ ∈ E(Sn−1) such that ψ ≡ 1 near ξ0/|ξ0| and suppψ ⊂⊂ Γ ∩ Sn−1 and set
a(x, ξ) = ϕ(x)ψ
(
ξ0
|ξ0|
)
and A ∈ Ψ0cl(Ω) with
Aw(x) =
1
(2π)n
∫
eixξa(x, ξ)wˆ(ξ) dξ
for w ∈ D(Ω).
We define B := A · Id ∈ Ψ0cl(Ω,C
ν) and Q := B ◦ Φν . Now Q acts on u by
(Qu)k =
1
(2π)n
∫
eixξa(x, ξ)ϕ̂u(ξ) dξ =
1
(2π)n
ϕ(x)
∫
eixξψ
(
ξ
|ξ|
)
ϕ̂u(ξ) dξ
where the integral is for the moment only seen as F−1(a(x, . ϕ̂u( . )). Since by assumption
Gk(ξ) = ψ
(
ξ
|ξ|
)
ϕ̂u(ξ) ∈ S(Rn)
we have (Qu)k ∈ D(Ω) ⊆ E(Ω). By construction (x0, ξ0) ∈ CharQ.
Now let P ∈ Ψmcl (Ω,C
ν) with (x0, ξ0) /∈ CharP and Pu ∈ E(Ω,Cν). According to Theorem 3 there is an
operator R ∈ Ψ0cl(Ω,C
ν) with (x0, ξ0) /∈ essuppR and
u+Ru ∈ E(Ω,Cν).
If we choose ϕ and ψ similarly to above and set θ(x, ξ) = (ψ(ξ)♯ϕ(x))I we can assume that supp θ∩essuppR =
∅. Therefore ΘR ∈ Ψ−∞ and Θu ∈ E(Ω,Cν). Actually we have as above(
Θu
)
k
=
1
(2π)n
∫
eixyψ(ξ)ϕ̂u(ξ) dξ
By Lemma A.1.2 in [21] we have that (Θu)k ∈ S(Rn) and hence ψϕ̂u ∈ S(Rn). It follows promptly that ϕ̂u
has to decrease rapidly in a conic neighbourhood of ξ0. 
Proposition 3. Let u ∈ D′(Ω,Cν) and P ∈ Ψmcl (Ω,C
ν). Then
WFPu ⊆WFu ∩ essuppP
Proof. Let (x0, ξ0) /∈ WF u. By Proposition 2 there is a classical pseudodifferential operator Q1 with
(x0, ξ0) /∈ CharQ1 such that Q1u ∈ E(Ω,Cν). Theorem 3 in turn provides an operator Q2 such that
Q = Q2Q1 = Id+R where R ∈ Ψ0cl(Ω,C
ν) and (x0, ξ0) /∈ essuppR. Apparently Qu ∈ E , hence PQ ∈ E . On
the other hand
QPu = PQu+ [Q,P ]u
and
[Q,P ] = (Id +R)P − P (Id +R) = RP − PR = [R,P ]
Thus (x0, ξ0) /∈ essupp [Q,P ]. As in the proof of Proposition 2 we construct a classical pseudodifferential
operator S that is elliptic at the point (x0, ξ0) and satisfies essuppS∩essuppR = ∅. It follows that essuppS∩
essupp [Q,P ] = ∅ and therefore S[Q,P ]u ∈ E and SQPu ∈ E . The operator SQ is non-characteristic at
(x0, ξ0). Hence (x0, ξ0) /∈WFPu.
Now let (x0, ξ0) /∈ essuppP . Again we construct an operator S satisfying (x0, ξ0) /∈ CharS and essuppS∩
essuppP = ∅. Thus SP ∈ Ψ−∞ and SPu ∈ E . It follows (x0, ξ0) /∈WF(Pu). 
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Theorem 4. If P ∈ Ψmcl (Ω,C
ν) then we have for all u ∈ D′(Ω,Cν) that
(13) WFu ⊆WF(Pu) ∪ CharP.
Proof. If (x0, ξ0) /∈ WF(Pu) ∪ CharP then P is elliptic at the point (x0, ξ0). By Theorem 3 there are
an operator Q ∈ Ψ−mcl elliptic at (x0, ξ0) and an operator R ∈ Ψ
0
cl with (x0, ξ0) /∈ essuppR such that
QP = Id + R. We have (x0, ξ0) /∈ WF(QPu) by Proposition 3. On the other hand QPu = u + Ru and
(x0, ξ0) /∈WF(Ru) again by Proposition 3. Hence (x0, ξ0) /∈WFu. 
4. A Division Theorem
The aim of this section is to study the following question: Suppose that λ is a smooth function and u, say,
a locally integrable function such that f = λ · u is smooth. Can we conclude that u itself has to be smooth?
Obviously this is a local problem and the only points of interest are the zeros of λ, since u = f/λ must be
smooth whenever λ 6= 0.
On the other hand the example λ(x) = e−1/x
2
and u = |x| shows that u may have singularities at the
points where λ is flat, and furthermore the example λ(x, y) = x2 + y2 shows that the structure of the zero
set of λ is of importance.
We are going to only give a simple sufficient condition on λ adapted to the applications which we have in
mind. It remains to study the situtation near zeros of finite order of λ. We begin with the one-dimensional
case.
Lemma 2. Let λ be a smooth function near 0 ∈ R such that there is some k ∈ N with λj(0) = 0 for 0 ≤ j < k
and λ(k)(0) 6= 0. Furthermore let u be locally integrable near 0 such that f := λu is smooth near 0. Then u
is smooth near 0, too.
Proof. First, we note that the zero of λ at 0 is isolated. By the Fundamental Theorem of Calculus we obtain
easily the existence of a smooth function λ˜ with λ˜(0) 6= 0 such that
λ(x) = xkλ˜(x)
near the origin.
In order to proceed we need a similar decomposition for f . But, since we do not know the values of the
derivatives of f at the origin a-priori, the Fundamental Theorem of Calculus only says that there is a smooth
function f1 such that f = xf1. If k > 1 then in a punctured neighbourhood of 0 we have
u(x) = x1−k
f1(x)
λ˜(x)
and if f1(0) 6= 0 then u(x) ∼ x1−k for x→ 0. This is a contradiction to u being locally integrable. Therefore
f1(0) = 0 and there is a smooth function f2 near the origin such that f(x) = x
2f2(x).
Iterating this argument if necessary we obtain that there is a smooth function fk near 0 such that
f(x) = xkfk(x). Hence we obtain in some punctured neighbourhood of 0 the following representation of u
u(x) =
fk(x)
λ˜(x)
,
where the right-hand side of this equation can be extended smoothly to the origin. 
One cannot expect that the analogous result to Lemma 2 holds in several variables (c.f. [5]). However,
one can adapt the proof of Lemma 2 to show a partial result for smooth functions whose zero set satisfies
additionally certain geometric conditions.
Proposition 4. Let p0 ∈ Rn and λ a smooth function defined near p0. Suppose that λ−1(0) is a real
hypersurface in Rn near p0 ∈ λ−1(0) and that there are v ∈ Rn and k ∈ N such that ∂jvλ(p) = 0, for j < k
and p ∈ λ−1(0) close by p0, and ∂kvλ(p0) 6= 0.
If u is a locally integrable function near p0 with the property that f = λ · u is smooth, then u has to be
smooth near p0.
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Proof. We can choose coordinates (x1, . . . , xn) = (x
′, xn) in a neighbourhood V of p0 such that p0 = 0 in
these coordinates, λ−1(0) ∩ V = {(x′, xn) ∈ V | xn = 0} and for (x′, 0) we have
∂jλ
∂xjn
(x′, 0) = 0, j < k,
and
∂kλ
∂xkn
(x′, 0) 6= 0.
As in the proof of Lemma 2 we conclude, if we shrink V , that there is a smooth function λ˜ on V with
λ˜(x) 6= 0 for x ∈ V such that λ(x′, xn) = xknλ˜(x
′, xn). There is also a smooth function f1 on V such that
f(x′, xn) = xnf1(x
′, xn). We want to show as in the one-dimensional case that f1(x
′, 0) = 0 for (x′, 0) ∈ V
if k > 1: Suppose that there exists some y ∈ Rn−1 with (y, 0) ∈ V and f1(y, 0) 6= 0. Then there is a
neighbourhood W of (y, 0) such that f1(x) 6= 0 and also λ˜(x) 6= 0 for x ∈ W . W.l.o.g. the open set W is of
the form W =W ′ × I ⊂ Rn−1 × R and
F (xn) :=
∫
W ′
∣∣∣∣f1λ˜ (x′, xn)
∣∣∣∣ dx′ > 0
for xn ∈ I. We conclude that ∫
W
|u(x)| dx =
∫
I
|xn|
1−kF (xn) dxn =∞
and hence u is not locally integrable near (y, 0) which contradicts our assumption.
Therefore we obtain by iteration a smooth function f˜ defined near the origin in Rn such that f(x′, xn) =
xknf˜(x
′, xn). Hence u = f˜ /λ˜ is also smooth near the origin. 
5. Proof of Theorem 1
Let X be an infinitesimal CR diffeomorphism as in the statement of the theorem. The assertion of the
theorem can be checked locally, so we restrict ourselves to an open set U ⊂M on which we are given a basis
L1, . . . , Ln of CR vector fields, a basis ω
1, . . . , ωN of holomorphic forms, and a generating set θ1, . . . , θd of
characteristic forms. We also assume that X extends microlocally to a wedge with edge M .
Since LLk maps holomorphic forms to holomorphic forms, we can write
dωj(Lk, ·) =
N∑
ℓ=1
Bjk,ℓω
ℓ( . )
for functions Bjk,ℓ which are smooth on U . By Lemma 1 we can regard X as a holomorphic vector field and
write
X =
N∑
j=1
Xj(ω
j)∗.
The assumption that X is an infinitesimal CR diffeomorphism implies that
LkXj = Lk(ω
j(X)) = dωj(Lk, X) =
N∑
ℓ=1
Bjk,ℓXℓ(14)
and
θ(X) = θ(X)(15)
for any characteristic form θ.
The proof of Theorem 1 follows now from the next statement.
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Proposition 5. Let (M,V) be an abstract, smooth CR structure and let X be a distributional CR holo-
morphic vector field; that is a distributional section of (T ′M)∗ that satisfies (14). Assume further that X
fulfills (15) for any characteristic form and extends microlocally to a wedge with edge M . Then for any
λ ∈ Γ(M,Sk) the section λX is smooth.
Proof. Similarly to above we can write locally on U ⊂M
X =
N∑
j=1
Xj(ω
j)∗
where now Xj ∈ D
′(U).
If we consider the vector
X˜ = (X1, . . . , X1︸ ︷︷ ︸
n times
, . . . , XN , . . . , XN︸ ︷︷ ︸
n times
),
then (14) implies that X˜ satisfies the equation PX˜ = KX˜, where
P =

L1 0 . . . 0
0 L2 . . . 0
...
...
. . .
0 0 . . . Ln
. . . 0
...
. . .
0
L1 0 . . . 0
0 L2 . . . 0
...
...
. . . 0
0 0 . . . Ln

and
K =

B11,1 0 . . . B
1
1,2 0 . . . . . . B
1
1,N . . . 0
B12,1 0 . . . B
1
2,2 0 . . . . . . B
1
2,N . . . 0
...
...
...
...
...
...
B1n,1 0 . . . B
1
n,2 0 . . . . . . B
1
n,N . . . 0
...
...
...
...
...
...
BN1,1 0 . . . B
N
1,2 0 . . . . . . B
N
1,N . . . 0
BN2,1 0 . . . B
N
2,2 0 . . . . . . B
N
2,N . . . 0
...
...
...
...
...
...
BNn,1 0 . . . B
N
n,2 0 . . . . . . B
N
n,N . . . 0

.
We can thus apply Theorem 4 in order to see that the componentsXj ofX have their wavefront sets contained
in the characteristic directions of the Lk, which means, they are restricted to T
0M . By assumption, we know
that there exists a closed convex cone Γ0 ⊂ T 0M \ {0} such that WF (Xj) ⊂ Γ0 for every j = 1, . . . , N . If
we denote by W+ = (Γ0)c ⊂ T 0M then we have WF (Xj) ∩W
+ = ∅ for all j = 1, . . . , N . For simplicity, we
shall say that Xj extends above; similarly, with (−Γ0)c = W−, we have that WF (X¯j) ∩W− = ∅, and say
that X¯j extends below. Obviously the same is true for any derivative of the Xj or X¯j , respectively.
By (15) we know that θ(X) = θ(X) for every characteristic form θ. Recall from (2) that we write
Lαθj =
N∑
ℓ=1
Aα,jℓ ω
ℓ;
hence, in coordinates, the equation θ(X) = θ(X) becomes
(16)
N∑
ℓ=1
A0,jℓ Xℓ =
N∑
ℓ=1
A0,jℓ X¯ℓ,
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and the left hand side of that equation extends below, while the right hand side extends above. Choose
any N -tuple α = (α1, . . . , αN ) ∈ NNn0 , with |α
j | ≤ k for j = 1, . . . , N , and r = (r1, . . . , rN ) ∈ {1, . . . , d}N .
Applying Lα to θ(X) = θ(X) (i.e. to (16)) gives
N∑
ℓ=1
Aα,jℓ Xℓ =
∑
|β|≤|α|
ℓ=1,...,N
Cα,ℓβ L
βX¯ℓ,
where Cℓβ are smooth functions on U . We thus have, for the above choice of α and r, the following system
of equations: 
Aα
1,r1
1 . . . A
α1,r1
N
...
. . .
...
Aα
N ,rN
1 . . . A
αN ,rN
N

X1...
XN
 =

∑
Cα
1,ℓ
β L
βX¯ℓ
...∑
Cα
N ,ℓ
β L
βX¯ℓ
 .
We multiply this system by the classical adjoint of the matrix
Aα
1,r1
1 . . . A
α1,r1
N
...
. . .
...
Aα
N ,rN
1 . . . A
αN ,rN
N

and obtain for each j = 1, . . . , N that
D(α, r)Xj =
∑
|β|≤k
ℓ=1,...,N
D
α,r
β,jL
βX¯j ,
where the D
α,r
β,j are smooth functions on U ; the right hand side of this equation therefore extends below.
Hence, for any α and r with |αj | ≤ k, we have that D(α, r)Xj extends above and below; in particular,
we have that WF (Xj) = ∅ so that we can conclude that D(α, r)Xj is actually smooth. Since any λ in the
statement of Proposition 5 can, over U , be written as a smooth linear combination of D(α, r) with |αj | ≤ k,
the proof is finished. 
6. Proof of the further statements in section 1
In this section we give the proofs of Theorem 2 and Corollary 2. The statement of Theorem 2 follows
immediately from Theorem 1 and Proposition 4: By assumption there is a multiplier λ ∈ S near p whose
zero set is a real hypersurface near p and λ is not flat at p. Theorem 1 implies that λX is smooth near p
and since X is assumed to be locally integrable we can apply Proposition 4 to conclude that X has also to
be smooth near p.
In order to prove Corollary 2 we now have to show that a weakly k-nondegenerate real hypersurface M
is CR-regular, i.e. on M there is a multiplier λ that can be written in suitable local coordinates as
λ(z, z¯, s) = sℓψ(z, z¯, s)
with ψ being a smooth function that does not vanish for s = 0 and ℓ ∈ N.
By assumption we have that there are coordinates (z, w) ∈ Cn × C such that M is given locally by
Imw = (Rew)mϕ(z, z¯,Rew)
wherem∈N and ϕ is a smooth real-valued function defined near 0 with the property that ϕzα(0)=ϕz¯α(0)=0
for |α| ≤ k and
spanC{ϕzz¯α(0, 0, 0): 0 < |α| ≤ k} = C
n.
A local basis of the CR vector fields on M is given by
Lj =
∂
∂z¯j
− i
smϕz¯j
1 + i(smϕ)s
∂
∂s
, 1 ≤ j ≤ n.
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The characteristic bundle is spanned near the origin by
θ = −ds− i
sm
1 + i(smϕ)s
n∑
j=1
ϕz¯j dz¯j + i
sm
1− i(smϕ)s
n∑
j=1
ϕzj dzj
and θ together with the forms ωj = dzj constitute a local basis of T
′M .
For simplicity we set
bj = −i
sm
1 + i(smϕ)s
ϕz¯j
for 1 ≤ j ≤ n. If we consider a general holomorphic form
η = σ θ +
n∑
j=1
ρjω
j = −σ ds+
n∑
j=1
σbj dz¯j +
n∑
j=1
(
σb¯j + ρ
j
)
dzj
with σ, ρj being smooth functions on M , then we obtain
(17) dη(Lℓ, . ) =
(
(σbℓ)s + σz¯ℓ
)
θ +
n∑
j=1
(
Lℓρ
j + σ(Lℓb¯
j − L¯jb
ℓ)
)
ωj .
For a multi-index α ∈ Nn0 with length |α| = r we define the following sequence of multi-indices
α(1) = e1
α(2) = 2e1
...
α(α1) = α1e1
α(α1 + 1) = α1e1 + e2
...
α(α1 + α2) = α1e1 + α2e2
...
α(|α|) = α.
Furthermore let Ltj = −∂z¯j − b
j∂s − bjs be the formal adjoint of Lj (c.f. [16]) and b
ej := bj , j = 1, . . . , n.
Iterative application of (17) leads to
Lαθ =
(
(−Lt)α1
)
θ +
n∑
ℓ=1
|α|∑
ν=1
Lα(ν)
((
(−Lt)α−α(ν)1
)(
Lα(ν)−α(ν−1)b¯ℓ − L¯ℓb
α(ν)−α(ν−1)
))
ωℓ
= Aαθ θ +
n∑
ℓ=1
Aαℓ ω
ℓ.
We claim that Aαℓ = s
mBαℓ where B
α
ℓ are some smooth functions and B
α
ν (0) = 2iϕz¯αzν (0) for |α| ≤ k.
First, we observe that for 1 ≤ j, ℓ ≤ n
Lj b¯
ℓ − L¯ℓb
j = sm
(
iϕz¯jzℓ(1 + i(s
mϕ))s + ϕzℓ(s
mϕz¯j )s
(1 + i(smϕ)s)2
+
ϕz¯j
(
(smϕzℓ)s(1 + i(s
mϕ)s)− ismϕzℓ(s
mϕ)ss
)
(1 + i(smϕ)s)3
+
iϕz¯jzℓ(1 + i(s
mϕ))s + ϕz¯j (s
mϕzℓ)s
(1 + i(smϕ)s)2
−
ϕzℓ
(
(smϕz¯j )s(1 + i(s
mϕ)s)− smϕz¯j (s
mϕ)ss
)
(1 + i(smϕ)s)3
)
= smλjℓ
and λjℓ(0) = 2iϕz¯jzℓ(0) by the assumptions on ϕ. Furthermore we remark that
(−Lt)β1 = (−Lt)β(|β|−1)brs
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where r ∈ {1, . . . , n} is the greatest integer such that βr 6= 0.
If we also recall the two simple facts for smooth functions f, g: (sqf)s = s
q−1f + sqfs for q ≥ 2 whereas
(sg)s = g + sgs we see the following: If m ≥ 2 we have
Aαℓ (z, z¯, s) = s
m 2iϕz¯αzℓ(z, z¯, s)
1 + (smϕ(z, z¯, s))2s
+ s2m−1Rαℓ (z, z¯, s) = s
mBαℓ (z, z¯, s).
On the other hand we obtain for m = 1 the following representation
Aαℓ (z, z¯, s) = s
2iϕz¯αzℓ(z, z¯, s)
1 + (ϕ(z, z¯, s) + sϕs(z, z¯, s))2
+ sSαℓ (z, z¯, s) + s
2Tαℓ (z, z¯, s) = sB
α
ℓ (z, z¯, s),
where Sαℓ is a sum of products of rational functions with respect to ϕ and its derivatives. Each of these
summands contains at least one factor of the form ϕz¯β or ϕzβ with |β| ≤ |α| ≤ k and therefore S
α
ℓ (0) = 0.
The claim follows.
By assumption there are multi-indices α1, . . . , αn 6= 0 of length ≤ k such that
{ϕzz¯α1 (0), . . . , ϕzz¯αn (0)}
is a basis for Cn. Now we choose α = (0, α1, . . . , αn) and calculate according to (3) the multiplier D(α) =
D(α, 1) (note that d = 1):
D(α) = det

1 0 . . . 0
Aα
1
θ A
α1
1 . . . A
α1
n
...
...
. . .
...
Aα
n
θ A
αn
1 . . . A
αn
n

= sn·m det

1 0 . . . 0
Aα
1
θ B
α1
1 . . . B
α1
n
...
...
. . .
...
Aα
n
θ B
αn
1 . . . B
αn
n

= sn·mQ(α)
where
Q(α) = det

1 0 . . . 0
Aα
1
θ B
α1
1 . . . B
α1
n
...
...
. . .
...
Aα
n
θ B
αn
1 . . . B
αn
n
 = det
B
α1
1 . . . B
α1
n
...
. . .
...
Bα
n
1 . . . B
αn
n
 ,
hence
Q(α)(0) = (2i)n det
ϕzz¯α1 (0)...
ϕzz¯αn (0)
 6= 0.
The proof of Corollary 2 is complete.
7. An Example
In this section we are going to present an example to show that the local integrability condition in
Theorem 2 and Corollary 2, respectively, is essential for the conclusions in these statements to hold. More
precisely, we construct two different infinitesimal diffeomorphisms with distributional coefficents on a real
hypersurface in C2 such that the two diffeomorphisms are not locally integrable. We also construct a
multiplier such that the products of this multiplier with each diffeomorphism coincide and are smooth. We
further note that the coefficients of both diffeomorphisms are closely related to the non-extendable CR
distribution for nonminimal CR submanifolds given by Baouendi and Rothschild [1].
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We begin with the calculation of the multiplier in a more general setting in order to simplify the computa-
tion. We will later on restrict ourselves to real hypersurfaces in C2. Let (M,V) be a 3-dimensional abstract
CR structure of hypersurface type that is generated in some coordinates by the vector field
L =
∂
∂z¯
+ smb(z, z¯)
∂
∂s
.
The characteristic bundle T 0M is spanned by
θ = −ds+ smb¯(z, z¯)dz + smb(z, z¯)dz¯
and thus the forms ω = dz and θ form a basis of T ′M . We obtain
dθ(L, . ) = −2ism Im
( ∂b
∂z
)
(z, z¯)ω +msm−1b(z, z¯)θ.
We calculate the simplest nontrivial multiplier: for α1 = 0, α2 = 1 and r = (1, 1) (note that N = 2 and
d = 1) we have
D(α, r) = det
(
1 0
msm−1b(z, z¯) −2ism Im
(
∂b
∂z
)
(z, z¯)
)
= −2ism Im
( ∂b
∂z
)
(z, z¯).
Now let m = 1, b = −i ψz¯1+iψ for some smooth real-valued function ψ defined in an open neighbourhood V
of 0 ∈ C, i.e. M is an embedded real hypersurface in C2 given near the origin by the defining function
ρ(z, z¯, w, w¯) = Imw − Rew · ψ(z, z¯).
Then the multiplier D(α, r) from above is of the form
D(α, r) = 2is
(
ψzz¯
|Ψ|2
− 2
ψzψz¯ψ
|Ψ|4
)
= 2isG(z, z¯),
where we have set Ψ := 1 + iψ. Note also that ω1 = ω = dz and ω2 = dw = Ψds + isψzdz + isψz¯dz¯ is an
alternative basis for T ′M in this case.
Since M is an real hypersurface in C2 we have the following decomposition of an open neighbourhood Ω
of 0 ∈ C2
Ω = U+ ∪M ∪ U−
with U+ = {(z, w) ∈ Ω: ρ(z, z¯, z¯, w, w¯) > 0} and U− = {(z, w) ∈ Ω: ρ(z, z¯, w, w¯) < 0} being open subsets of
Ω. We shall also assume that Ω ∩ (C× {0}) = V × {0}.
If we consider the holomorphic function
F : (z, w) 7−→
1
w
on C×C\{0} then we see that F is of slow growth for w → 0 on both U+ and U−. We write u+ = b+F for
the boundary value of F|U+ and u− = b−F for the boundary value of F|U− , respectively. Note that by the
Plemelj-Sokhotski jump relations (see, e.g., [8]) we have
u0 = u+ − u− = −
2πi
Ψ
(1⊗ δ).
Note also that u0 is essentially (up to the factor −2πi) the non-extendable CR distribution from [1], c.f. also
[2], for the hypersurface M .
We claim that WF u+ = R+θ|V×{0} and WF u− = R−θ|V×{0}, respectively: Note that u+ and u− are
smooth outside V ×{0} ⊂ M and that WFu0 = (R\{0}) θ|V×{0}. Furthermore we know that WF u+ and
WFu− must each be contained in (R\{0})θ since both are CR distributions. However, since u+ extends
holomorphically to U+ it follows that WFu+ ∩ R−θ = ∅ (see e.g. [18]) and by symmetry we have also
WFu− ∩R+θ = ∅. Now let p = (z, 0) ∈ V ×{0} and suppose that, e.g., R+θp ∩WF u+ = ∅. Then we would
have that R+θp ∩WFu0 = ∅ which is obviously a contradiction to above.
16
We consider the following vector fields with distributional coefficients
X+ = u+
∂
∂z
∣∣∣
M
+ u¯+
∂
∂z¯
∣∣∣
M
and
X− = u−
∂
∂z
∣∣∣
M
+ u¯−
∂
∂z¯
∣∣∣
M
.
We claim that both vector fields constitute infinitesimal CR diffeomorphisms on M if
∂ψ
∂x
= ψ
∂ψ
∂y
where z = x + iy. We show this for X+, the argument for X− is completely analagous of course. First we
see that X+ is real since
X+ = Reu+
∂
∂x
∣∣∣
M
+ Imu+
∂
∂y
∣∣∣
M
.
Furthermore note that the regular distributions (ν > 0)
uν =
1
sΨ+ iν
on M converge to u+ in D′ for ν → 0. We have
X+ρ = −sψxReu+ − sψy Imu+
= lim
ν→0
(
−sψxReuν − sψy Imuν
)
= lim
ν→0
(
−s2(ψx − ψψy) + sν
s2 + (sψ + ν)2
)
= lim
ν→0
sν|uν |
2 = 0
with convergence in D′. Hence X+ ∈ D′(M,TM). We conclude further
L
(
ω1(X+)
)
= Lu+ = 0,
L
(
ω2(X+)
)
= 0
and since dωj = 0, (j = 1, 2)
dω1(L,X+) = 0,
dω2(L,X+) = 0.
Since ω1(X+) = ω1(X−) = u+, ω2(X+) = ω2(X+) = 0 and ω1(X−) = u− all the assumptions of
Theorem 1 are satisfied for both X+ and X−.
Indeed
D(α, r)u+ = D(α, r)u− = 2i
G(z, z¯)
Ψ(z, z¯)
∈ E(M)
hence D(α, r)X+ = D(α, r)X− ∈ E . Note also that D(α, r)u0 = 0.
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