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1
Introduction and Summary of Research Results
On the History of Time in Science, Philosophy, and Economics
Time is a dimension that comes into use in all scientific and philosophical domains. In eco-
nomic literature, the nature of time has not been the main focus of research, even though the
question of how to define and specify time explicitly or implicitly is an issue in many areas of
economics. The areas span from theoretical and applied macroeconomics to microeconomics.
Economists and philosophers have made statements about the nature of time:
In the late nineteenth century, Alfred Marshall, wrote in the first edition of Principles (Mar-
shall 1961):
"The element of Time ... is the center of the chief difficulty of almost every eco-
nomic problem."
In Karl Marx’s Capital (Marx 1875) economic models are mathematically described by the
variable "time", indicating that all parameters in the theories are expressed as a function of
time. Nicholas Georgescu-Roegen considered time in economics as a plurichromatic concept
(Georgescu-Roegen 1993), meaning that:
"time ... enters in economics in multiple ways, both in production and in life en-
joyment."
The Nobel Laureate Peter A. Diamond considered periods of different durations while focus-
ing on modalities of micro- and macroeconomic equilibria (Diamond and Hausman 1994).
Behavioural economists analysed concepts of financial agents’ time preference and time dis-
counting (Frederick, Loewenstein, and O’donoghue 2002; Andreoni and Sprenger 2012a,
2012b). Researchers found that time preferences are subject to variability according to socio-
economic status, culture, and levels of development.
When Benjamin Franklin stated that "time is money" (and neither should be wasted) (Franklin
1750) he laid the ground for time as a value per se. Time as a form of currency appeared in
political economy with David Ricardo’s theory of relative prices based on embodied labour
hours (Ricardo 1817). Today, real economical values can be inferred through computer-based
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high-frequency trading where time is converted into the value (Easley, De Prado, and O’Hara
2012; Jarrow and Protter 2012; Golub, Glattfelder, and Olsen 2017; Bakhach et al. 2018).
The specific nature of time has always been a subject of continuing debates among economists.
François Quesnay’s Tableau économique (Quesnay 1894) introduced cyclical representation of
calendar time. Theories of cyclical movements were later employed to represent developments
based on recurrent economic booms and recession (Morgan et al. 1990; Klein and Klein 1997).
Shackle (1967), Robinson (1980), and Georgescu-Roegen (1993) criticised neoclassical models
of development and macroeconomic dynamics for disobeying historical time and only oper-
ating in logical time1. George Shackle criticised economists for not specifying the underlying
notion of "time" which they were using in their studies. Neoclassical economists addressed
time as just one more "space dimension". However, despite the criticism, neoclassical eco-
nomics is not absolutely "timeless" (Boland 1978):
"A model is not timeless if any of its parts is not a tautology."
In the majority of the works on economic philosophy, the concept of causality defines
the flow of time (over a period spanning at least from Gossen (1854) to Cassel, McCabe, et
al. (1923) and Hicks (1946)). Menger (1871):
"The idea of causality, however, is inseparable from the idea of time. A process
of change involves a beginning and a becoming, and these are only conceivable
as processes in time. Hence it is certain that we can never fully understand the
causal interconnections of the various occurrences in a process, or the process
itself, unless we view it in time and apply the measure of time to it."
Thus, the historical course of events and the causal links among them is one of the most
important topics to economists.
Aristotle, René Descartes, Isaac Newton, Roger Joseph Boscovich, Albert Einstein, and Fe-
lix Bloch studied time as an objective matter, while Plotinus, Augustine, Gottfried Wilhelm
Leibnitz, Immanuel Kant, Martin Heidegger, Edmund Husserl, and Maurice Merleau-Ponty
selected the consciousness approach (subjective approach). Some of philosophers found that
time is an emergent feature of reality (Page and Wootters 1983; Moreva et al. 2014), that it is
an illusion (Glattfelder 2019). In Newton’s period, time was deemed to be absolute. Einstein
changed this concept forever: neither time nor space is absolute, but rather spacetime (he
outlined all details in his Special Theory of Relativity in 1905 (Einstein 1905) and the General
1 Logical time permits the reversibility of ordered events and, thus, for any of these to be arbitrarily considered as
the starting point of the selected process or the beginning of an observation.
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Theory of Relativity in 1915 (Einstein 1915)). Einstein inferred that space and time are relative
and interchanging.
Has the economical society the classical, absolute notion of time from Newton’s mechanics?
Surprisingly, concepts of relative time were considered in economics too. As stated in Željko
Rohatinski (2017):
"[T]he appearance of dilation of time and the contraction of costs in economic
systems and sub-systems that move relative to each other — are analogous to the
ones in physics — dilation of time and contraction of lengths of subjects in the
inertial reference frames that move relative to each other..."
In the same way, as it is postulated in the theory of relativity, economic agents experience
time differently, based on the duration of their individual economic cycles. Paul Krugman
analysed relative time in economics (Krugman 2010) by using interest rates on goods which
he assumed travelling at close to the speed of light. According to Krugman, problems in
economics can be explored considering systems that move relatively with respect to systems
in space and time.
Alfred Marshall suggested that the span of an economic period is a function of the level
of resiliency of a given supply in relation to the trends of demand. He underlines that the
number of calendar periods is a redundant measure. Alfred Marshall (1890):
"Of course, there is no hard and sharp line of division between "long" and "short"
period. Nature has drawn no such lines in the economic conditions of actual life;
and in dealing with practical problems they are not wanted."
There is a wide range of economics literature where the notion of time deeply penetrates
the very essence of the economic theory. Nevertheless, the use of time in economics has always
been controversial. Today, economists have practically stopped contemplating novel ideas on
the origin of time in the financial world proposing alternative theories. Time is primarily
defined as a sequence of fixed intervals in physical time. Physical time remains the only
considered and adopted concept for studying economic and financial problems. Therefore,
today’s economic understanding of the nature of time is dominantly based on the prospects of
classical physics: intervals are indistinguishable and inseparable, and the economic properties
are constant between consecutive observations.
Using physical time, high-frequency financial data are typically historical time series where
the time distance between entries is fixed. Elementary price changes, called ticks, are used to
create time series which are irregularly spaced in physical time. However, referring to the
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Figure 1.1: The Dow Jones Industrial Average on May 6, 2010 (10:00 AM - 4:00 PM EDT). Time
series composed of one hour time intervals (where the most important information of the event,
its depth, is not efficiently captured) (a), ten minutes (where one of the records is close to the
bottom of the crash, however, the substantial number of redundant measurements is performed
when the market is relatively stable) (b), tick-by-tick data (which is not convenient to work
with as it is indicated in the text) (c), and the price curve dissected by the directional-change
framework with the threshold size equal to 2% (where only four records were enough to capture
the bottom of the flash crash) (d).
price behaviour over fixed and lengthy time intervals results in neglecting a large part of
the information related to the market’s microstructure (Bauwens and Hautsch 2009). Alterna-
tively, too much noisy data is collected if the intervals are short (Ait-Sahalia, Mykland, and
Zhang 2005; Hansen and Lunde 2006). The heterogeneity of the markets produces inconsis-
tencies in the estimation of models in physical time. Figure 1.1 shows the aforementioned
problem. The figure contains an example of a time series composed of high-frequency prices
at the Flash Crash event2.
It is important to highlight that the use of raw tick-by-tick data has substantial drawbacks
too. Indeed, at tick frequencies, the size of the spread3 is of the same order of magnitude
as the size of the price changes. Also, the observed spread does not necessarily indicate the
actual spread of the market (Goodhart, Ito, and Payne 1996). In the end, the information at
the tick-by-tick level can be specific to the particular trading venue only. The synchronisation
between different trading markets happens at significantly larger time intervals.
2 The financial phenomenon observed on May 6th, 2010. In a matter of minutes, the Dow Jones Industrial Average
index lost nearly 9% of its value. The market rapidly balanced itself and eventually closed 3% below the opening
price.
3 Spread is the difference between the best prices quoted for sale (ask) and for purchase (bid).
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One example of side effects associated with the assumption of physical time driving the
financial world is related to the stochastic volatility properties4. "Natural" volatility estimators,
where returns are collected over predefined time intervals, were criticised with regards to the
extent to which they overestimate the actual volatility (Gottlieb and Kalay 1985; French and
Roll 1986).
Another problem related to physical time as the prime driver of economic processes con-
cerns the capital asset pricing model (CAPM). A cornerstone of modern finance, CAPM states
that the risk premium of an individual asset equals its beta5 times the risk premium on the
market portfolio (Sharpe 1964; Mossin 1966; Abdymomunov and Morley 2011). Many re-
search studies (Fama and French (1992, 1993, 1996), among others) have considered constant
betas while examining the CAPM. The studies reported low performance of the model and
its inability to explain some asset pricing anomalies. The assumption of the constant betas
over time (equivalence of the time stability itself) is one of the main reasons for the poor
CAPM performance. Indeed, multiple papers find that betas are time-varying (Jagannathan
and Wang 1996; Fama and French 1997; Lettau and Ludvigson 2001; Fama and French 2006;
Lewellen and Nagel 2006; Ang and Chen 2007).
New Financial Time Paradigm
The challenge of the irregularity of financial properties (such as volatility stochasticity) could
not be effectively addressed by leveraging physical time. New "event-based" measures were
introduced, most notably by Benoit Mandelbrot. Now the sequence of entries in the time se-
ries are determined by the endogenous evolution of the time series’ properties themselves.
Mandelbrot and Taylor (1967), Allais (1974), Stock (1988), and Müller et al. (1993) proposed al-
ternatives to physical time utilising event based frameworks. In Mandelbrot and Taylor (1967)
a "transaction clock" ticks together with every financial transaction. Allais (1974) introduced
a psychological time scale where the transformation of the time scale resembles physical time
flow. Stock (1988) employed the information flows as the time scale of the aggregated mar-
ket activity. Müller et al. (1993) define the event-based time through the accumulated market
activity.
The directional change (DC) event-based intrinsic time framework, proposed by Guillaume et
al. (1997), is an alternative way to describe the evolution of price changes beyond the limits of
4 Stochastic volatility enters the models in which the variance of a stochastic process is itself randomly distributed,
that is, is not constant over time.
5 Beta measures the degree of co-movement between the asset’s return and the return on the market portfolio.
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physical time. Guillaume et al. divides the price curve into a sequence of alternating upturns
(price rises) and downturns (price falls). In this approach, physical time is inessential, and
only interchanging downturns and upturns form a sequence of events. According to the
proposed framework, a downturn (upturn) event is an event at which price drops (rises) by a
certain selected threshold from its highest (lowest) price since the moment of the latest event.
The threshold is a percentage that the observer considers significant, e.g., for one 0.01% might
be a meaningful change when another could tolerate price moves higher than 10%. Different
thresholds result in different sequences of intrinsic events. An example of the directional-
change framework applied to the flash crash tick-by-tick data is provided in Figure 1.1(d).
There are multiple examples of the added explanatory power obtained from financial mar-
kets by the introduction of directional-change intrinsic time. Guillaume et al. (1997) avoided
the inconsistencies in the estimation of models in physical time induced by heterogeneity of
the markets by employing this alternative intrinsic time scale. The directional-change frame-
work was applied to develop an advanced measure of the risk through describing the price
evolution as a sequence of directional-change events.
When markets are observed at short term intervals (intraday) or continuously, common
approaches to measuring volatility such as the standard deviation cannot be applied due
to the inhomogeneous data structure of the time series. Kablan and Ng (2011) disclosed a
novel method of capturing realised volatility using the directional-change event approach.
The authors directly employed the method for a trading strategy which outperforms standard
strategies such as buy-and-hold or linear forecasting.
In finance, it is often hard to come by with frames of reference and fixed points. What
moment should be selected as the beginning of the time series? Will the properties of the
created time series vary together with the variations in the frequency of the entries in the time
series? Glattfelder, Dupuis, and Olsen (2011) employed directional-change intrinsic time to
circumvent these issues associated with the stiffness of physical time in finance. Glattfelder et
al. enhanced our understanding of the behaviour of prices in financial markets by discovering
novel stylised facts concerning the Forex market in directional-change intrinsic time. The
author states:
"The new [discovered] laws represent the foundation of a completely new genera-
tion of tools for studying volatility, measuring risk, and creating better forecasting
and trading models."
Price changes are results of market reactions to the occurrence of events related to the
financial sector. There are many ways of how the market, and hence the price, can react to
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news. Some of the events can cause a substantial price increase, some a minor decrease, and
some could result in an instant oscillation. Price moves happen at all different scales and
time spans. Equally spaced intervals in physical time do not efficiently capture the essential
information on the price evolution (see Figure 1.1, for example). Directional-change intrinsic
time, in turn, is not sensitive to time, but the price changes directly. Bisig et al. (2012) used this
property of the intrinsic time to define a framework called Scale of Market Quakes (SMQ).
SMQ is aimed to quantify the FX market activity at major economic and political events
announcements. The developed framework is simple and it does not imply any ad-hoc choices
of functions and works on the tick-by-tick basis.
There are numerous approaches aimed at quantifying such important financial property as
liquidity. The approaches mainly suffer from a specific choice of intervals in physical time,
that does not reflect the correct and multi-scale nature of any financial market. At any time
period, the evolution of price curve varies depending on the choice of the price move scales
selected for the observation. Golub et al. (2014) employed the directional-change approach for
a new tool designed to more efficiently monitor high-frequency market liquidity. The authors
tested the tool on the empirical data and show that the new metric has the ability to detect and
predict periods of disturbances in financial markets. Recently, Golub, Glattfelder, and Olsen
(2017) described a successful trading strategy which exploits a collection of risk-management
instruments built upon directional-change framework.
Contribution of the Thesis
In this thesis, we are changing the physical time paradigm by extending the intellectual legacy
of Mandelbrot and Taylor (1967), Allais (1974), Stock (1988), Müller et al. (1993), and Guil-
laume et al. (1997). Directional-change event based time, the key concept in the presented
research, redefines the notion of time as an activity measure. Building on the foundation of
the dynamic understanding of time, we construct a new edifice extending the first attempts
at re-conceptualising time and offer new insights and tools for analysing financial markets,
performing risk management, market-making, and trading.
This thesis contains three papers. Each of the papers has been published or submitted to a
peer-reviewed journal. In Paper 1, we describe an agent-based model where trades happen in
directional-change intrinsic time and which is able to replicate the properties of sophisticated
financial markets. In Paper 2, we propose a novel intraday instantaneous volatility measure
which utilises sequences of drawdowns and drawups non-equidistantly spaced in physical
time as indicators of high-frequency activity of financial markets. Finally, in Paper 3, we ex-
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tend the intrinsic time directional-change methodology to multidimensional space and justify
the accuracy of the updated directional-change framework.
Detailed Summary of Paper 1
Agent-Based Modelling in Directional-Change Intrinsic Time
Various market participants, such as traders, corporations, and governments, interact in fi-
nancial markets. The traders continuously exchange goods with each other where the market
price is agreed upon. Periodically occurring asymmetries between the amount of goods sup-
plied and demanded result in price changes (Muth 1961; Cohen, Diether, and Malloy 2007).
Market participants observe the change in price and adapt their set of trading decisions.
The resulting decisions produce more demand-supply asymmetry that then triggers the next
price change, et cetera. The question of how exactly market participants react to instant or
aggregated price changes has been of great interest to the research community for as long as
finance exists. A solid answer would substantially benefit the financial world.
Researchers considered a wide range of agent-based models in order to disentangle the
empirically observed "price change - market participants reaction" phenomenon. The schol-
ars attempted to replicate real markets by creating artificial agents that impact the market
price according to some specified rules. Most of the models represent complex systems, pop-
ulated by a large number of independent and heterogeneous actors competing with each other
(NACIRI and TKIOUAT 2016). Agent-based models are aimed at reproducing and explain-
ing the dynamics of real markets, such as bubbles, crashes, and regime switches (Samanidou
et al. 2007; Ehrentreich 2007).
In most of the agent-based models, the agent’s activity is synchronised with periodical
intervals of physical time (see LeBaron (2006) for the surveys on agent-based models used
in finance). As outlined, the use of physical time in finance is associated with the risk of
incomplete or even erroneous perception of the market dynamics.
The first paper in this thesis introduces an agent-based model describing market partic-
ipants’ responses to price changes. The developed model is a system populated by a large
number of independent agents characterised by heterogeneous trading strategies. These sim-
ulated agents follow the evolution of the price curve and trade only when intrinsic time events
of a certain magnitude specific to the agent occurs. Every price change observed by a group
of traders causes a sequence of intrinsic events. The agents, registering the intrinsic events,
create the demand-supply asymmetry. The empirically observed squared root impact func-
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tion (Bouchaud 2010) defines the size of the price changes, called returns, originating from
the imbalance. The agents evaluate the new return, and the procedure continues. A price time
series of arbitrary length is generated by the agent-based model.
We show that these time series are characterised by the same stylised facts which are typi-
cal for Forex markets. These stylised facts include: low auto-correlation of returns, a fat-tailed
distribution of returns (Jondeau and Rockinger 2003; Rachev, Menn, and Fabozzi 2005; Kon-
ing, Cassidy, and Ouyed 2018; Michel M Dacorogna et al. 2001; Cotter 2005; Liu et al. 2017;
Begušic´ et al. 2018), aggregational normality (Cont 2001), and a mean price move scaling law
(Müller et al. 1990; Mantegna and Stanley 1995; Galluccio et al. 1997; Guillaume et al. 1997;
Ballocchi et al. 1999; Gençay et al. 2001; Corsi et al. 2001; Di Matteo, Aste, and Dacorogna
2005). In finance, that scaling law is of the specific importance: it has been widely applied to
risk management and volatility modelling (Ghashghaie et al. 1996; Gabaix et al. 2003; Sornette
2001; Di Matteo 2007). In addition, the agent-based model successfully replicates a scaling law
observed in directional-change intrinsic time. This law uncovers the equality of the average
overshoot6 size and the size of the directional-change threshold at various scales. We demon-
strate that the direction of the trend in the generated time series can be varied by tuning the
set of directional-change thresholds driving the model.
The proposed agent-based model replicates the properties of sophisticated financial mar-
kets despite its simplicity. This fact strongly suggests that real market participants relate to
their own intrinsic time frame while choosing when to perform trades. The obtained knowl-
edge of the market participants’ reaction to price changes improves the quality of inferences
we can make regarding the observed traders’ behaviour.
Detailed Summary of Paper 2
Instantaneous Volatility Seasonality of High-Frequency Markets in
Directional-Change Intrinsic Time
Volatility is a measure of the dispersion of returns for a given market. High dispersion is
typically associated with high risk. The majority of risk management tools utilise volatility as
an input parameter. It is thus crucial to accurately estimate its value to minimise the errors
resulting from such risk management techniques.
6 The part of the price trajectory between the local extreme observed prior to the directional-change and the pre-
ceding intrinsic event.
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Traditional scientific methods estimate volatility by assessing the variance of price returns.
The returns are typically collected over periodical time intervals. However, various political,
natural, and social events, which result in market price changes, are rarely periodical. More-
over, the resulting impact can be as instantly manifested as a price change (for example, the
EUR/CHF floor removal in 2015) or can emerge over an extensive interval (for example, Bit-
coin’s appreciation over the course of eight years). The events’ irregularity and the varying
rate of their impact result in non-equal realised volatility7 values when returns over specific
intervals are considered (Müller et al. 1997). A better volatility estimator, independent of any
fixed time intervals, is proposed in our work.
In the second paper, we introduce volatility estimator agnostic to physical time. The estima-
tor is based on the directional-change intrinsic time framework. The methodology introduced
in the paper connects the number of observed directional-changes of a particular size to in-
stantaneous volatility8. The size of the directional-change threshold is the only parameter
needed to compute the volatility.
We show analytically how the size of instantaneous volatility depends on the threshold
selected to compute the number of intrinsic events. Also, we demonstrate and explain how
the estimated instantaneous volatility value decreases when the number of price changes per
unit of time in the simulated time series decreases. Instantaneous volatility is equal to the
realised one for a continuous process.
Various seasonality patterns characterise the evolution of financial markets Rozeff and Kin-
ney Jr (1976), Gultekin and Gultekin (1983), Seif, Docherty, and Shamsuddin (2017), Fang,
Lin, and Shao (2018), Keim (1983), De Bondt and Thaler (1987), and Zarowin (1990). The
patterns emerge due to the market architecture and the geographical distribution of trading
centres across the world. The seasonalities are "footprints" of a particular market structure.
We contribute to the set of known seasonality patterns by reconstructing the instantaneous
volatility seasonality on a weekly scale. Forex markets, S&P500, and Bitcoin/USD price time
series have been considered. We show that the emerging patterns resemble the patterns of
realised volatility. The seasonality of the Bitcoin/USD market is much weaker than that of
Forex or S&P500. We also show that Bitcoin’s volatility seasonality highs and lows are shifted
towards American and European trading centre working hours.
Detailed Summary of Paper 3
7 The square root of the sum of squared returns.
8 The variance of a set or returns per unit time, as the time interval approaches zero.
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Intrinsic Time Directional-Change Methodology in Higher Dimensions
Events in the global and interconnected world impact the evolution of financial markets
(Gilpin and Gilpin 2001; Bauwens, Omrane, and Giot 2005). The events can occur at any
instant in any location. National currencies can be disrupted by news originating from local
or global events. However, the same news can have a varying impact on different national
currencies (Evans and Lyons 2005). The financial world’s interconnectedness and the vary-
ing degree of the influence news have on the exchange rates suggest that the global market
should be analysed as a unified system.
In the third paper, we propose a method which can be used to study the concurrent and
aggregated evolution of multiple exchange rates. For this, the directional-change intrinsic
time framework has been extended to multidimensional space. The extended framework can
be employed to perform the endogenous price curve analysis in a space where orthogonally
arranged exchange rates form the dimensions.
We generalise the dissection procedure of a price curve into a set of directional-changes.
The proposed multidimensional directional-change framework can efficiently cope with any
space topology. The analytical equations derived for the data analysis of single exchange rates
are adapted for the multidimensional case.
The extended framework was employed to perform an analysis of multiple Forex exchange
rates in directional-change intrinsic time. We illustrate how the framework can be utilised to
unveil the evolution of the changing cross-rate correlation coefficients.
Scaling laws based on the directional-change intrinsic time framework, and found in one-
dimensional time series, are present in the higher-dimensional Forex data. We establish a
connection between one of the scaling laws and the volatility of the examined process. The
connection was employed as a novel approach for evaluating the volatility of multidimen-
sional exchange rates.
Scaling laws are visually represented as simple linear dependencies of two values expressed
in log-log space. Previous research works on directional-change intrinsic time applied to one-
dimensional data did not report any substantial curvature of the relationship. We detail that
the curvature appears in the range of small thresholds observed in multidimensional space.
The curvature grows as the number of exchange rates forming the space increases. The scal-
ing laws hold down to a certain threshold, which is significantly bigger than the smallest
threshold used to uncover the scaling laws in one-dimensional space.
The extension of the original directional-change intrinsic time framework to multidimen-
sional space creates a novel paradigm for high-frequency financial analysis. A wide range
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of research papers on the novel methodology is expected to be produced in order to fully
leverage its performance.
2
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Abstract
We describe an agent-based model where trades happen in event-based time called directional-
change intrinsic time. Events are defined as the reversal price moves of a directional-change
threshold from a local extreme. The price impact of traded volumes is modelled according
to the empirically observed squared root impact function. The time series generated by the
agents is characterised by statistical properties typical for foreign exchange rates: low auto-
correlation of returns, fat-tailed distribution of returns, aggregated normality, and the price
jump scaling law. Furthermore, we introduce and use as a benchmark, the overshoot scaling
law, which is an omnipresent feature of liquid markets and relates the expected length of
price overshoots to the length of the corresponding directional-change threshold.
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2.1 Introduction
According to the Bank for International Settlements, the daily trading volume in Foreign Ex-
change (FX) markets averaged $5.1 trillion per day in April 20161. Such substantial volume
can have a noticeable impact on the stability of the overall financial system. This volume
is generated by the enormous number of transactions made by individual and institutional
traders. Traders’ behaviour is strictly connected to the flow of news related to the financial
system (Ederington and Lee 1993; Bauwens, Omrane, and Giot 2005). Risk management tools
capable of foreseeing and efficiently cope with the market impact of any political, environ-
mental or technical change have to be built considering the characteristics and the origin of
the market changes initiated by market participants. Due to the large trading volumes and
the multitude of trading agents, the FX market is one of the biggest financial systems where
agent-based models were extensively applied for its analysis (Aloud et al. 2017).
Market participants act on behalf of their perception and interpretation of the available in-
formation. Their consolidated behaviour is fully reflected in the prices of the traded financial
instrument. This phenomenon is also known as the efficient-market hypothesis (Fama 1970).
It encouraged scientists to look into historical time series to study the attributes of the aggre-
gated activity of market participants involved in the trading. Multiple works have been done
on the analysis of large amount of historical data in the search for fundamental properties of
various financial markets. For example, Bollerslev and Melvin (1994) used more than 300 000
quotes for an empirical analysis of the bid-ask spread and its relation to the exchange rate
uncertainty. Danielsson and Vries (1997) and Michel M Dacorogna et al. (2001) used high-
frequency data to estimate the fat tails of exchange rate returns. Kozhan and Salmon (2012)
employed the dataset of submitted market and limit orders to examine how the information
contained in order books could be exploited in simple trading schemes.
A wide range of agent-based models was proposed to explore the observed changes in
the market’s dynamic. The changes are assumed to be the market’s reaction to the actions of
individual and aggregated groups of traders inhabiting the market. The models attempt to
replicate the evolving behaviour of real market participants by creating artificial agents who
impact the market in the same way as it happens in reality. Most of the models represent
complex systems, populated by a large number of independent and heterogeneous actors
competing with each other (NACIRI and TKIOUAT 2016). Agent-based models are aimed to
reproduce and explain the phenomena of real markets, such as bubbles, crashes, and regime
switches (Samanidou et al. 2007; Ehrentreich 2007).
1 https://www.bis.org/publ/rpfx16fx.pdf
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There is a wide range of various designs of agent-based models characterised by specific
properties intended to imitate phenomenon observed in reality. Despite the diversity of the
models, one structural element is always present in their description: the definition of time
and how the agents dynamically adapt themselves to its flow. Scientists used to rely on physi-
cal time where hours, days or even seasons are selected to measure elapsed periods and inter-
vals between various events (see LeBaron (2006) for the surveys on agent-based models used
in finance). Physical time is traditionally employed to describe the interaction between agents
and the impact of their trading activity on the market prices. Equally spaced timestamps are
assumed to be the points where the actions have to be considered. However, the real market is
a complex system with its endogenous non-constant time stream. The activity of that stream
is dependent on the inhomogeneous frequency of political, social or environmental events
(Guillaume et al. 1997). The non-constant volatility typical for the FX market is the main as-
pect which helps to understand the disadvantages of physical time in agent-based modelling.
The volatility of high-frequency markets is the proxy for the market participants’ activity
(Schwert 1989). At the same time, samples of equidistant time intervals of given lengths used
to compute volatility can significantly affect its results (Müller et al. 1997). Therefore, finan-
cial instruments and agent-based models built upon physical time and designed to measure
or replicate statistical properties of real time series are naturally limited by the stiffness of
selected equidistant intervals.
The limitation of equidistant time periods applied to the financial data analysis can be over-
come by applying the concept of directional-change intrinsic time proposed by Guillaume et
al. (1997). In this intrinsic time representation, events are endogenously defined as reversal
price moves measured from local price extremes. All reversals have to be of the size equal to
the given directional-change threshold. The proposed measure dissects the real price curve
into the sequence of alternating ascending and descending trends. Each elementary trend
ends once a new price curve reversal is observed. Continuous price moves in the same direc-
tion of the latest reversal are called overshoots. Overshoots represent trend components of the
price curve. Only price moves indicating the beginning of the new trend allow the system’s
clock tick. Thus, this intrinsic time is capable of dealing with the essential properties of price
curves such as trends independently of the time intervals chosen to observe them. In other
words, intrinsic time is agnostic of the scale and speed of the price evolution registered in
physical time.
Trend changes are the primary indicators of the prevailed side of the aggregated behaviour
of all market participants (Muth 1961; Cohen, Diether, and Malloy 2007). The agent-based
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model, proposed in our work, employs the directional-change intrinsic time framework to
monitor trends and dissect the price curve into a collection of directional-change points.
These points and price overshoots are used by the agents as signals for their trading ac-
tivity. Agents, operating in directional-change intrinsic time, judge the market conditions and
make decisions on their actions employing prices as the only source of information.
A successful agent-based model should be able to reproduce statistical properties of real
financial markets. These properties are mostly known as ‘stylised facts’ and are copiously
discussed in numerous papers (Kaldor 1961; Pagan 1996; Kullmann et al. 1999; Gençay et
al. 2001; Cont 2001; Chakraborti et al. 2009). In this work, we test the time series synthetically
created by the model against a set of benchmarks. The main target of the test is to confirm
that the created time series are characterised by the set of selected statistical properties. The
following stylised facts are among the chosen tests: low autocorrelation of returns, fat-tailed
distribution of returns, aggregational normality, the price jumps scaling law2 and the over-
shoot scaling law. The latter statistical property was chosen in addition to the four stylised
facts usually adopted as benchmarks of agent-based models. This scaling law was recently
found in a wide range of real high-frequency time series from the FX market and even in
arithmetic Brownian motion (Glattfelder, Dupuis, and Olsen 2011). It establishes a relation
between the average length of overshoot and the corresponding size of the directional-change
threshold. The relation states that on average, a directional change is followed by an over-
shoot of the same magnitude. The sovereignty of the directional-change concept of the flow
of physical time makes the overshoot scaling law a very convenient tool for testing the per-
formance of agent-based models. To the extent of our knowledge, it is the first research work
where a stylised fact based on the directional-change intrinsic time is used to evaluate the
time series generated by a group of heterogeneous agents.
The outline of the remaining paper is as follows. Section 2.2 illustrates the details of the
directional-change intrinsic time framework. It also provides an example of a real price curve
dissected into a collection of intrinsic events. Section 2.3 describes two main components of
the agent-based model: the set of artificial agents and the market impact function. In Section
2.4 the collection of benchmarks used to validate the properties of the generated time series
is discussed. In Section 2.5 we present all obtained results and observed statistical properties
of generated time series. In Appendix 2.A the average length of overshoots is derived for the
case of Brownian motion with the constant trend. In Appendix 2.B the pseudo-code of the
2 Scaling law (power law): the mathematical relationship between two variables that holds true over multiple orders
of magnitude.
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directional-change intrinsic time algorithm is provided. Appendix 2.C concludes the paper
with a collection of graphics describing all auxiliary experiments.
2.2 Intrinsic Time
The number of transactions as well as traded volumes in liquid markets is much lower during
holidays or weekends than during working days or after some unexpected but significant
news (Chordia, Roll, and Subrahmanyam 2001). This evidence directly contributes to the
continuous changes in the financial time series volatility over time (Blattberg and Gonedes
1974; Christie 1982; Scott 1987). Thanks to this non-homogeneous nature of financial markets,
one can find drastically distinct price curve evolution within two separate historical time
intervals of equal length. One period could be characterised by an instant price drop by
several percents and not less instant recovery to the same level (for example, a flash crash)
when the other could represent an absolute standstill. The latter often happens when the
market is completely inactive due to holidays. Despite this well-known fact, the historical
dynamics of financial markets have been mostly analysed using snapshots of market states
equally spaced in time. Such snapshots are typically either too infrequent and do not allow
capturing of all the available high-frequency information (Zhou 1996) or are too numerous
which cause the excessive noisy details of the created set of data (Zhang, Mykland, and Aıt-
Sahalia 2005).
Mandelbrot and Taylor (1967) were one of the first researchers to propose an alternative
event-based paradigm for modelling and analysing financial time series. Price changes over
a fixed number of transactions were studied and compared to the price changes over fixed
periods of time. Later, Guillaume et al. (1997) extended the early set of alternative data analy-
sis techniques by introducing the directional-change intrinsic time concept. According to that
concept, all ticks happen as a result of alternating rising and falling prices (returns) of a certain
size. The size of returns can be arbitrary chosen. The latter allows independent monitoring of
the trend changes at various scales. It is especially important taking into account that same
price curve can be characterised by different directions of low- and high-scale trends. The
phenomenon has been frequently exploited by traders. One specific trading strategy called
‘Triple Screen Trading System’ was proposed by Elder (2014).
The purpose of the directional-change intrinsic time is to register moments at which the
price curve alternates its trend of the given scale. It also finds extreme prices which corre-
spond to local maximum or minimum between two consecutive trend flips. The next para-
graph contains a detailed description of the dissection procedure of tick-by-tick data by the
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Figure 2.1: Example of a price curve dissected into a collection of directional changes using
a threshold δ. Two types of sections are typical for each consecutive pair of intrinsic events:
directional-change (marked by the solid line) and overshoot (dashed line). The direction of the
initial mode is chosen to be downward. The first (left) grey square marks the first directional-
change event which occurs when the price moves downward by δ percent from the local extreme.
The local extreme for the given mode, coincides with the highest observed price (the first grey
circle). The mode alternates (upward) as soon as a new directional-change point becomes regis-
tered. After this step, the local extreme coincides with the smallest observed price since the time
of the latest directional-change. The next upward event is registered when a positive return of
the size δ happens measured from the local extreme. After this, the mode alternates again and
the dissection process continues.
directional-change algorithm. An example of a real price curve dissected into a collection of
intrinsic events is shown in Figure 2.1.
The latest observed tick price should be taken as the starting point to initialise the dissection
of a price curve into a set of directional changes. Then, the relative size of the directional-
change thresholds δ and the initial direction of the trend should be selected. There are only
two possible states of the trend which correspond to each given threshold δ: mode up for
the upward or mode down for the downward trend. The initial value of the extreme price
Sext coincides with the first price used to initialise the algorithm. Each new tick has to be
compared to the latest registered extreme. If the current mode is up (down) and the newest
price Stick is higher (lower) than the extreme price Sext, then the Sext takes the value of Stick.
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Alternatively, the distance between the latest price Stick and the current local extreme Sext
should be compared to the size of the threshold δ. If the distance is bigger or equal to δ then
the current price is a new directional-change point. At this moment, the mode should be
changed to the opposite one and the local extreme reinitialised by Sext ← Stick. The overshoot
part ω of the price curve corresponds to the price trajectory between the latest directional-
change and the local extreme points.
Overshoot intrinsic events (overshoots events) are registered every time whenever the size
of the overshoot ω becomes a multiple of the dissection threshold δ (Golub, Glattfelder, and
Olsen 2017). We employ this category of intrinsic events in addition to the initially proposed
in Guillaume et al. (1997) directional changes. The overshoot events will be connected to the
empirically observed length of the overshoot section with the decision-making mechanism of
the agent-based model. As the reader can see from Figure 2.1, the minimum size of overshoot
is equal to zero. That can be observed when the price does not follow the trend and makes
a reversal right after a new directional-change point. At the same time, there is no the upper
bound on the size of the overshoot section. Therefore, there is no a limit on the number of
overshoot intrinsic events between two consequent directional changes. The details on the
expected length of ω will be provided in Section 2.4.2 where the overshoot scaling law is
described. The pseudo-code of the dissection algorithm is provided in Appendix 2.B.
The recording of the price activity in directional-change intrinsic time does not rely on
the exogenous evolution of physical time. Only endogenous price moves define the steps at
which a measure should be taken. Interesting properties of the financial time series emerge
in this case. Guillaume et al. (1997) presented a scaling-law discovered with the help of their
new event-based concept. The scaling law establishes the relationship between the chosen
thresholds δ and the number of the corresponding trend changes N(δ) registered within the
given time period:
N(δ) =
(
δ
C
)E
, (2.1)
where C ∈ (0,+∞) and E ∈ (−∞,+∞) are scaling law parameters. This scaling law states
that the number of directional changes observed in a data sample of the fixed length relates to
the size of the chosen threshold as a power law function. It is worth noting that although the
size of the threshold δ can range from zero to infinity, the practically selected values depend
on the volatility of the analysed process and the frequency of price changes. For example,
Glattfelder, Dupuis, and Olsen (2011) selected the set of thresholds ranging from 0.01% to 5%
to analyse scaling laws of foreign exchange rates. The typical annualised volatility of FX rates
is about 20% which means that the selected range covers the majority of price trajectories
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observed within several years. At the same time, the thresholds are practically bigger applied
to the analysis of emerging markets such as their volatility is substantially higher (Petrov,
Golub, and Olsen 2018).
The intrinsic time ticks more often during periods of high volatility and less often when
the market is relatively quiet. The latter insures that no important information will be lost
as well as no noisy points will enter the created data sample. The visualisation of the state-
ment is provided in Figure 2.1 where the last two directional-change events are registered
after a weekend (right part of the plot where the exchange rate does not move). There were
no trades therefore no price moves and therefore no information which could enrich the col-
lected recorded. Additionally, the directional-change intrinsic time allows capturing the most
valuable moments represented by the local maximums and minimums indicating the end of
each trend. All price ticks between the registered intrinsic events are considered as noisy at
the scale given by the size of the threshold and become ignored. The prices, neglected by one
threshold can at the same time play the role of tipping points at another scale. This multi-scale
property of the directional-change intrinsic time can be used to decrease the signal to noise
ratio in each specific experimental scenario sensitive to the scale of market moves.
There are various advantages of the event-based approach employed for high-frequency
data analysis. They have been successfully applied and described in multiple papers. Among
others:
1. The directional-change algorithm was used to discover numerous scaling laws hidden
in the price curves from the FX market. The found properties are expected to improve
the inferences we make on the price evolution through analysing liquid markets (Glat-
tfelder, Dupuis, and Olsen 2011);
2. Several directional-change thresholds of various sizes can be initiated at the same time.
The evolution of such multiscale system can be employed to describe prices of the given
financial time series. This interpretation of the market dynamic leads to an efficient esti-
mator of the price trajectory unlikeliness. This unlikeliness is later used as the indicator
of the current and the forecasted liquidity of the market (Golub et al. 2014);
3. The number of directional-changes grows fast in periods of high volatility. The number
stays small when the volatility is close to zero. Thus, the approach can be used as
a volatility estimator of the given time series. The number of events as well as the
magnitude of the trend components are the proxy for the volatility size (Petrov, Golub,
and Olsen 2018).
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A large number of directional changes can be registered if the size of the threshold δ is
significantly smaller than the volatility of the analysed time series. The average numbers of
overshoot intrinsic events observed in the upward and downward local trends is approxi-
mately equal to each other if the overall trend of the time series is equal to zero. Alternatively,
if there is a persistent trend, the price curve tends to overshoot more often when the type of
the directional-change mode coincides with the direction of the overall trend. Thus, the aver-
age numbers of overshoot events in upward and downward trends will not be equal to each
other. However, it is possible to modify the original algorithm in such a way that the trend
will have no impact on the balance of the overshoots number. A couple of distinct thresholds
can be used to monitor two classes of directional-change modes independently: δup to regis-
ter events which happen within the upward trend and δdown for events within the downward
trend. The theoretical analysis in Appendix 2.A demonstrates how the trend size affects the
expected length of the overshoot sections. As it can be seen from equations (2.15) and (2.15),
the expected size of an overshoot depends on the trend of the market µ and on its volatility σ.
For example, if the trend is negative, then the expected upward overshoots ω(δup) are equal
to downward overshoots ω(δdown) only if δup < δdown. It is important to note that the length
of the overshoot section contributes to the number of overshoot intrinsic events. Therefore,
the equations from Appendix 2.A can be used as the reference to the expected quantity of
intrinsic events per given period of time.
Most of the analytical tools developed in finance were initially built using the assumption
that the analysed market does not exhibit any particular trend. However, real price curves
are collections of alternating trends of various scales. Therefore, parameters of some trading
or risk-management algorithms require adjustments which can compensate nonzero trend
typical for the given market and the selected period of time. The directional-change intrinsic
time concept, equipped by the aforementioned asymmetric thresholds property, is one of the
instruments capable to deal with that trend problem. A couple of directional-change thresh-
olds (δup, δdown) can be selected in such a way that the number of upward and downward
overshoot intrinsic events will be always equal to each other. However, the price trend cannot
be estimated ex-ante. Thus, it is impossible to say which pair of thresholds should be chosen
to neutralise the drift expected in the near feature. An efficient solution of the problem was
proposed in Golub, Glattfelder, and Olsen (2017). The authors describe an automated trading
algorithm utilising a set of statistical properties accompanying the directional-change intrin-
sic time. The algorithm efficiently generates profit by capturing the price curve coastline and
trading at the moments of expected alternating trends. The equal number of buy and sell
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trades should happen within periods of the growing and the falling price sections to ensure
stable positive returns. In other words, at any moment of time, the algorithm should have pre-
cisely tuned pair of upward and downward thresholds which corresponds to the currently
present trend. The authors used the accumulated inventory of the trading bot as the proxy
for the trend. The selected thresholds should be changed every time when the absolute size of
the inventory crosses selected limits. In our work, we are creating a trivial agent-based model
where the artificial agents do not keep track of their inventory. Instead, each of them has a
unique ex-ante specified pair of non-modified thresholds. Such settings lead to the case when
at any moment of time there is an agent whose couple of thresholds captures the current price
trajectory in the best possible way (registering equal number of upward and downward over-
shoot events). The whole set of agents and their parameters will be described in the following
section.
2.3 Structure of the Model
Financial markets can be schematically described as the interplay of two components. First, a
group of trading agents characterised by the diverse range of behavioural patterns. Second,
the exchange rate response on the aggregated agents’ trades (see, for example, Delage et
al. (2010)). We stick to this generalised representation to keep our model as simple as possible.
Therefore, the agent-based model has: a set of agents buying and selling a fixed volume
only at the moment when they register an intrinsic event; the volume impact function, a
special algorithm which generates the next price move (return) as a reaction to the aggregated
imbalance of the number of buyers and sellers. The latter will be described a few paragraphs
below.
The demand and supply create equilibrium in any efficient financial system. In other words,
the total buy and sell volumes over given period of time are equal to each other. Nevertheless,
our agent-based model does not assume the complete equilibrium. Instead, we postulate that
the excess volumes formed by all trading agents can be endlessly bought and sold to and
from some external counterparties. The excess volume will be later connected to the price
returns through the volume impact function.
The whole life cycle of each agent consists of only two actions: opening a long or short
position and waiting for a moment to reverse it. The agents do not exploit each possible
opportunity to perform trades (in the same way how it happens in the real world): they
flip their positions with probability Pf lip which makes the performance of the model more
realistic. The moments when the agents try to open or flip the positions coincide with the
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occasion when intrinsic events become observed. The sequence of such moments is unique
for each agent since it is determined by the assigned directional-change thresholds δup and
δdown.
For simplicity, all agents trade identical volumes equal to one lot. To flip a position from
long to short an agent shorts one unit to close its long position and shorts an additional unit
to open a short position. In total two units should be sold. A similar procedure is in place
for flipping from a short to a long position, whereas the agent buys two units. Thus, at any
iteration there are always Nlong agents who decided to flip their position from short to long
after analysing the latest return and Nshort agents who decided to become short instead of
long. The value ∆Nn = Nlong − Nshort indicates the excess demand or supply at the step n.
The variable ∆Nn, also called the net volume, is used by the model to determine the subse-
quent price change using the volume impact function. A simplified example of a sequence of
intrinsic events registered by the trader with parameters δup = 3 and δdown = 2 is visualised
in Figure 2.2.
Real market participants have a diverse set of trading strategies: trading in working days
or weekends, using technical or fundamental analysis, preferring high-frequency trading or
holding long-term positions (see, for example, the survey of US market provided by Cheung
and Chinn (2001)). Good agent-based models aimed to mimic real liquid markets should also
be characterised by such varied behaviour. We emulate a complex system by creating a group
of intrinsic event agents each of which has a unique set of parameters δup and δdown which
impact their trading patterns. The model does not have a pair of agents with completely the
same settings. Each agent interprets a price curve from the point of view of the directional-
change intrinsic time. The interpretation depends on the size of the assigned thresholds and
their dissimilarity. Some of the simulated traders can register intrinsic events at each new price
tick by operating with small enough thresholds (like real high-frequency traders). At the same
time, traders with large thresholds register intrinsic time events significantly less frequently
which makes their behaviour similar to the one of the long-term investors. Therefore, the
selected diverse composition of the model makes the behaviour of individual traders exclusive
and the whole range of strategies manifold. As a result, various trading activity patterns are
reproduced.
The goal of the agent-based model is to generate a set of returns characterised by the same
statistical properties found in the FX market. Each produced return is assumed to be defined
in logarithmic terms (log-returns). This assumption makes it possible to directly compare
aggregated returns and the size of the directional-change thresholds typically expressed in
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Figure 2.2: An example of a price curve dissected by a set of intrinsic events at which the agent
with parameters δup = 3 and δdown = 2 opens a position and makes trades. For simplicity, the
chosen thresholds are expressed in the absolute price moves instead of the relative ones. The
initial price is equal to 10 and the agent’s initial mode is down. Red arrows mark the distance
measured between local extremes and the following directional change points. Green arrows
label price moves which lead to the next overshoot intrinsic event. Letters A, B, C and D are put
here to tag four intervals of alternating modes. The agent registers its first directional-change
intrinsic event as soon as the price goes down from the local extreme by at least two points
(labelled by a circle). Since this is the first intrinsic event observed by the agent, it opens its first
position at this point (step number 2). Then it is waiting for the next event which happens at
step 3 after a big price move by four points up from the latest local extreme (coincides with
the previous directional change intrinsic event, a grey square). Independently on its previous
trading decision, the agent keeps analysing the price curve. At step 5 the price has made an
overshoot move measured from the preceding directional-change point the size of which is
equal to up (a grey triangle). This point marks the first overshoot intrinsic event. Though the
price continues its overshoot move up, it does not go far enough to trigger another overshoot
intrinsic event and the next tipping point becomes a directional change at step 8. The next two
overshoot intrinsic events happen at steps 9 and 11. The last directional change concludes the
example at step 13.
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Figure 2.3: A part of the grid representing the collection of trading agents. Each point corre-
sponds to an agent defined by a set of unique parameters (δup, δdown). δup and δdown are the
size of upward and downward directional-change thresholds correspondingly. We mark regions
with specific properties by numbers I, I I and I I I. In the region I there are traders with the
upward directional change thresholds larger than the downward ones (δup > δdown). The re-
gion I I contains ‘symmetric’ agents (δup = δdown). Region I I I labels all agents with downward
thresholds larger than upward ones (δup < δdown).).
the percentage terms. In other words, returns between two given prices at steps m and n (xn
and xm) are defined as r(n, m) ≈ log(xm) − log(xn) = Sm − Sn where Sm and Sn are sums
of returns accumulated by the steps m and n. Thus, a new directional-change intrinsic event
happens when the absolute distance between the latest price and the local extreme becomes
bigger or equal to δ. This simplification significantly facilitates all computations and will be
used in the rest of the article.
To simplify the model, we represent the whole set of agents as a collection of separate points
on a square grid (Figure 2.3). Each point corresponds to a couple of thresholds assigned to
one unique trader. Values δdown are located along the horizontal side of the grid (x-axis) and
all included in the model thresholds δup are placed along the vertical side (y-axis). It is worth
mentioning that the given setup is built on the assumption that any price return should
become a signal for a trade. Thus, the distance between two consecutive values on the same
axis was selected to be equal to one price tick. This guarantees that any cumulative return
will serve as a new signal for the agent-based model.
The geometrical size of the grid defines the extent to which the agents cover the diversity of
various trading patterns. We split the grid by L points horizontally and vertically to assure the
symmetry of the trading strategies. Figure 2.12a in Appendix 2.C demonstrates the number
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of trades performed by all individual agents from the entire grid. As expected, agents with
the smallest thresholds located in the left bottom corner make the biggest number of trades
(high-frequency traders). The right top corner represents the rarely trading of agents who
perform using the biggest thresholds (long-term holders).
The grid can visually be divided into three separate sections according to the types of
agents’ activity (Figure 2.3). Traders from section I have upward directional-change thresh-
olds larger than the downward ones (δup > δdown). These agents register the equal number
of overshoot intrinsic events within local trends upward and downwards only when there is
a persistent positive trend. Otherwise, the average number of overshoot intrinsic events reg-
istered within the directional-change mode downwards prevail over of the average number
within the upward sections. These agents tend to exploit more trading opportunities when
the trend is negative or equal to zero. Agents from the region I I have equal upward and
downward thresholds and are called diagonal agents. The absence of any global trend is the
most stable condition for them. In that case, they witness the equal number overshoot in-
trinsic events within local trends in both directions. Region I I I marks all agents with upward
directional-change thresholds smaller than the downward ones (δup < δdown). Their behaviour
is the opposite to the behaviour of traders from the region I. For each trader from the region
I there is a corresponding opposite agent from the region I I I. Therefore, the complete set is
fully symmetric and thus imitates the counterbalance of different traders in the real financial
world. We will show later that one can simulate steady trends of given sizes by deactivating
agents from specific parts of the grid.
The lack of demand motivates the supply side to reduce prices and the lack of supply affects
the price rises (Walras 2013). This empirical observation was used in our work to define the
volume impact function for the developed agent-based model. The function is committed to
computing price changes caused by the imbalance between the total demand and supply.
The exact shape of the function may depend on various factors (Lillo, Farmer, and Mantegna
2003). Among them: the selected time horizons where the impact is observed; the size of
the traded volumes; the types of markets where the trades are performed and many others.
Several research works have been done on this topic and different models were proposed.
A stable and linear impact function was described by Kyle (1985). Huberman and Stanzl
(2004) provided later the proof that permanent price impact must indeed be linear while the
temporary one can be of a more general form. At the same time, more sophisticated non-
linear functions were reported (Hasbrouck 1991; Hausman, Lo, and MacKinlay 1992; Kempf
and Korn 1999). We decided to choose the model proposed in the relatively recent work
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Bouchaud (2010) for our experiments. According to Bouchaud, the impact of trading volume
is non-linear and one of the best approximations is the square root function. Therefore, we
endow the market response to the agents’ aggregated trades in the following way:
rn(∆Nn) ≡ Sn − Sn−1 =
⌊
αsgn(∆Nn)
√
|∆Nn|
⌋
, (2.2)
where: rn(∆Nn) is the price change (return) at the step n; α is the parameter limiting the
minimum price shift; sgn(.) and b.c are the sign and the floor functions correspondingly.
There is a situation among all possible scenarios when the number of agents deciding to flip
short positions is less than the number of agents deciding to do the opposite just by one agent.
This case leads to the imbalanced volume equal to the sum of the volume to close a position
and the volume to open an opposite. Therefore, the smallest possible non-zero value ∆Nn is
equal to two. The parameter α was chosen to guarantee that in such situation the market will
respond to the smallest possible imbalance by changing the price by one unit: α =
√
2/2.
We use the floor function to simulate only discreet price changes typically observed in real
markets.
Periods of economic equilibrium happen when demand meets supply (Debreu 1987). In
this case, the sequence of trades happened at the market does not cause any price change, so
the evolution of the price curve becomes temporarily stable. Such states do not last notably
long. Even small market fluctuations enliven further asymmetric activity of the sell and buy
sides. Eventually, the disturbance becomes portrayed in a sequence of substantial price moves.
Similar to the reality, the proposed agent-based model is capable of producing zero difference
between the number of all buyers and sellers which entails zero net volume. This volume
being put into equation (2.2) does not cause any price change. The agents do not receive any
new information and thus do not have a chance to make decisions on further trades without
price changes. As a result, this puts the following evolution of the price curve on hold. To
reactivate the trading, we add a small random price shift upward or downward with equal
probability 0.5. The shift happens whenever the net volume ∆Nn is equal to zero. The size
of the random move was chosen to be big enough to trigger a new intrinsic event for agents
who have one or both thresholds equal to the size of the smallest price tick: δ = 1. This way,
these agents receive a new piece of information and try to flip their opened positions creating
new demand or supply which leads to the consequent price change.
We used the next parameters for the main simulations: initial price level S0 = 0; minimum
price step (a tick) rmin = 1; α =
√
2/2; smallest and biggest thresholds δmin = 1 and δmax = 50;
the step between two consecutive thresholds on the grid equal to 1; total number of trading
agents is 2500. Prices, produced by the model, are aggregated returns computed as responses
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to all imbalanced volumes that happened in the past. Therefore, the zero initial price simply
indicates that no returns happened before the model was initialised. The smallest threshold
δmin = 1 guarantees that any elementary price move will trigger a new intrinsic event for
agents operating at the minimal scale. The size of the probability to flip position Pf lip coincides
with the empirically and theoretically found probability to register a new overshoot event
before the directional-change one (Golub et al. 2014):
Pf lip = e−1 = P(ω(δ) ≥ δ). (2.3)
The maximum possible price move rmax can be observed only when all agents defined in the
model decide to flip their positions simultaneously. Thus, the largest absolute price change is
determined by the number of agents on the grid and is directly connected to its length L:
rmax = αL
√
2. (2.4)
To generate such big return, all agents should register intrinsic events at the same moment
of time and their opened positions have to be of the same type. In the real markets, such
significant returns with negative sign are usually interpreted as crashes. They do not happen
on a daily basis and are observed when large numbers of market actors accidentally make
similar trading decisions in one critical instant. In our model, the probability to observe the
maximum price move of the size rmax is likewise possible but minuscule. It is guaranteed by
the condition that the decision to flip positions should happen at the same time for all agents.
The latter happens with the probability PL
2
f lip which rapidly tends to zero with increasing the
size of the grid L.
The schematic summary of the algorithm used to generate the synthetic time series is
provided in Figure 2.4.
2.4 Benchmarks
The main goal of this research work is to check whether the agent-based model operating in
the directional-change intrinsic time is capable of generating synthetic time series, statistical
properties of which are coherent with the ones typical for foreign exchange market. Several
benchmarks have been chosen to verify the accuracy of the model. The whole set of tests
consists of four traditional methods often used in research with the same intent and a new
approach wholly based on the directional-change intrinsic time. We propose that the latter is
the best way of evaluating agent-based models. Further, we describe all selected benchmarks
in details.
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Figure 2.4: The schematic summary of the algorithm used to generate the synthetic time series.
a) The model generates a random return in order to create the first signal for the group of agents
represented by a grid of thresholds. b) All agents consider the latest price return as a signal in
their local directional-change intrinsic time defined by the pairs of thresholds (δup, δdown). Some
group of the agents flip their opened positions reacting to the observed return. The generated
net volume ∆N is expressed as the overall difference between the total number of agents decided
to flip long and short positions. The net volume can be: d) equal to zero which means that no
new signal is generated and a random price shift should happen to provide a new signal for the
agents; e) not equal to zero which means the volume impact function (2.2) can generate a new
return as the reaction to the aggregated traders’ behaviour. The new return is the input for the
grid of agents at the next step of the simulation.
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2.4.1 Traditional Benchmarks
One of the well-known facts about the market microstructures is that price returns in any
liquid market do not exhibit significant linear autocorrelation (Arneodo et al. 1996). This phe-
nomenon is also formulated as the ‘efficient market hypothesis’: prices instantly and fully re-
flect all available information making it impossible to build a simple trading strategy based on
the ‘statistical arbitrage’ (Basu 1977). Only at ultra-short time interval price curves could have
slightly correlated historical returns. At this scale, the market, as a global multi-agent system,
is still absorbing a new piece of information. According to Cont, Potters, and Bouchaud (1997),
‘in a few minutes’ the autocorrelation can be safely assumed to be equal to zero. Low autocor-
relation of returns is one of the most popular stylised facts which regularly accompany liquid
markets. Therefore, we selected that statistical property to be among our benchmarks. The
autocorrelation function of the series of returns M with mean µ and variance σ(τ) computed
using the given lag τ is defined as
R(τ) =
E[(Mt − µ)(Mt+τ − µ)]
σ(τ)2
. (2.5)
The second stylised fact chosen for the analysis is related to the fat-tailed distribution of
returns at the frequency higher or equal to one day. This property, also known as excess kur-
tosis, is thoroughly discussed in the book Mandelbrot and Hudson (2010). The authors point
out that there is the full range of theories build on top of the assumption that returns are
normally distributed (including the famous work of Black and Scholes (1973)). Nevertheless,
the processes in the real financial markets have always been different from Brownian motion
and this assumption is a severe flaw of any related financial model. Therefore, it is impor-
tant to create the model which is able to reproduce returns characterised by the fat-tailed
distribution. We measure the excess kurtosis k in the following way:
k =
〈(r(t, τ)− 〈r(t, τ)〉)4〉
σ(τ)4
− 3, (2.6)
where σ(τ) is the variance of log-returns r(t, τ) = S(t) − S(t − τ) computed with the lag
τ. Excess kurtosis k = 0 means the absolutely normal distribution. Values bigger than zero
indicate deviations from it. Brown and Warner (1985) demonstrated that in the stock market
excess kurtosis is usually below 4; Cont (2001) mentioned that for S&P 500 futures the value
is around 16; the kurtosis is equal to 60 for Dollar/Swiss Franc futures; in Gençay et al. (2001)
one can find that for USD FX rates it is roughly 30 (through 10 minutes lag intervals).
Excess kurtosis is typically positive when time lag is relatively small and it tends to zero
as the lag increases. This fact is called the aggregated normality or aggregational Gaussianity
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and can be accounted for by the ‘mixture of normals’ (Antypas, Koundouri, and Kourogenis
2013). We select several increasing time lags to demonstrate that the distribution of returns
produced by the agent-based model has distinct excess kurtosis. The values of the kurtosis
are expected to be dependent on the selected scale. Thus, the aggregated normality is the
third benchmark in our set.
The scale-invariance of the absolute price change (return) to the period of time when it
occurs (Müller et al. 1990; Mantegna and Stanley 1995; Michel M Dacorogna et al. 2001) is
the fourth selected benchmark. There is no agreement on the origin of this invariance called
scaling law or power law and various assumptions can be found in the literature (Bouchaud
2001; Farmer, Lillo, et al. 2004; Joulin et al. 2008). Its omnipresence in finance incentivised
scientists to apply it for real financial problems such as risk management and volatility mod-
elling (Ghashghaie et al. 1996; Gabaix et al. 2003; Di Matteo 2007). We check whether the
returns generated by the directional-change agent-based model are also characterised by this
power law.
Most of the scaling laws found in financial markets rely on intervals measured in physical
time. It is the essential fact to be aware of constricting any model of the real financial system.
As it was discussed in Section 2.2, measures of the market’s dynamic performed in physical
time are not efficient in catching extreme events. Physical time does not adjust its flow to the
speed of actions affecting the market. The extreme events, in turn, are the most critical infor-
mation for statistical analysis. On the other hand, agent-based models are neither capable of
‘feeling’ the flow of physical time (they are a piece of code, after all). Therefore, it is not a triv-
ial question of how one can connect the sequence of actions performed by simulated agents
to real seconds, days and years. For example, the scale of volatility has a direct impact on the
number of observed directional-change intrinsic events (see Figure 2.1). Each intrinsic event
is a signal for the corresponding agent who registered it. Thus, the volatility clustering means
compression and expansion of the inner clock used by the agent-based model. The exact way
of how the agent’s activity relates to the speed of physical time should be algorithmically pre-
determined. The assumption that the agents make decisions at equidistant moments of time,
for example, every second, is the most popular approach used to bridge the gap between
physical and intrinsic time in agent-based modelling. In this case, for instance, 20 000 000
steps in intrinsic time would correspond to 231.5 trading days (that is, close to a full trading
year or 252 days). To validate the model by the traditional benchmarks, we follow the same
principles and postulate that price changes can be observed only over discrete moments of
time.
32 agent-based modelling in directional-change intrinsic time
2.4.2 The Ultimate Benchmark
Scaling laws are ubiquitous properties of our world and are present in any domain of natural
and social phenomena such as physics, biology and social sciences (Andriani and McKelvey
2007). The goal of the agent based model is the simulation of a collection of returns statistical
properties of which coincide with the ones typical for the real financial markets. Therefore,
it is also important to consider such omnipresent scaling properties while validating artificial
sets of interacting agents.
The traditional benchmarks mentioned in the previous section can be successfully applied
for describing processes and actions happening in the real world. Time is the universal mea-
sure of actions and interactions in such real environment. Therefore, all these benchmarks
account for physical time as the factor of scale. Unfortunately, the artificial agents have no
‘feeling’ of elapsed periods and operate using the ‘signal-reply’ logic only. Therefore, apply-
ing these benchmarks as well as methods and tools where time plays the crucial role for
interpreting the agents’ automated actions is not fully correct. We consulted the work of
Glattfelder, Dupuis, and Olsen (2011) in the search for a new omnipresent property of high-
frequency markets which can be ultimately used to verify any agent-based model. The main
criteria: it should be possible to employ the property as a benchmark independently on the re-
lation of physical time and the sequence of agents’ actions. Fortunately, there is one, out of 12,
newly described scaling laws which perfectly fits the mentioned criteria: the ‘overshoot scal-
ing law’. It is fully based on the directional-change concept where only relative price moves
dictate sequences of events dismaying time intervals between them. According to Glattfelder,
Dupuis, and Olsen (2011) the average length of the overshoot section is approximately equal
to the size of the directional-change threshold. Golub et al. (2014) analytically showed that in
the continuous process with zero trend the probability of overshoot ω(δ) reaching the length
l equals to exp (−l/δ), i.e.
P(ω(δ) = l) = exp
(
− l
δ
)
. (2.7)
This dependence reveals the exponential relation between the length of a directional-change
threshold δ and the expected length of the overshoot ω(δ). From equation (2.7) it follows that
the expected overshoot E[ω(δ)] is equal to the size of the directional change threshold δ:
E[ω(δ)] = δ. (2.8)
Glattfelder, Dupuis, and Olsen (2011) have empirically shown that the average coefficients
EOS and COS of the overshoot scaling law 〈ω(δ)〉 =
(
δ
COS
)EOS
across all 13 currency pairs
analysed in the work are EOS = 1.04 and COS = 1.06. Lowest and the highest registered
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values specific for the pairs are: COS,low = 0.98, COS,high = 1.17; EOS,low = 0.98, EOS,high = 1.08.
This statistical property is fully agnostic to the volatility and does not relate on any values
defined in physical time. Its application as a benchmark to an agent-based model does not
require any additional assumption on the connection of agents’ activity and the flow of real
physical time. Therefore, we call that scaling law as the main benchmark of our model.
We used the same notation proposed in Glattfelder, Dupuis, and Olsen (2011) to validate
scaling laws mentioned above. We build log-log plots where on X- and Y-axis the base and
dependent values of scaling laws are placed. We assume a linear relationship between the
response variable Y (for example, the average size of price returns) and the fixed variables X
(for example, a period of time): Y = A + BX, where A and B are unknown parameters to be
estimated. Thus, B defines the slope of the line on the log-log plot and A is the intersection
of Y-axis. In this way, a scaling law takes the following form:
y =
( x
C
)E
, (2.9)
where y = exp Y, x = exp X, E = B and C = exp(−A/B).
2.5 Results
In this chapter, we highlight the main findings of the research work and review how compo-
nents of the agent-based model affect the properties of the generated time series.
All experiments have been performed in two steps. First, we analysed time series generated
by the agents from the entire grid operating simultaneously; second, we examined the effects
induced by I or I I I part of the grid being performing solely. The following two sub-chapters
outline details of each experiment.
2.5.1 The Entire Grid
As the first step, we tested the performance of the whole grid of directional-change agents.
Parameters of the experiment are specified in Section 2.3. An example of 10 price curves
generated by the model with the help of the squared root impact function (2.2) is presented
in Figure 2.5. The curves consist of various intervals with plateaus and sudden jumps thus
mimicking features of the real FX market. At the same time, there is no any prevailing trend
which would define the evolution of each given price curve. The red line represents the
average aggregated return computed as the result of 1000 independent simulations. This line
remains horizontal throughout all 10 000 steps. The latter confirms that the model where all
agents participate in the trading does not possess any deterministic impact on the trend.
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Figure 2.5: 10 time series generated by the agents from the entire grid of 50 by 50 equally
distributed points (see Figure 2.3). The presented price curves were obtained by applying
the exponential function to the set of logarithmic returns generated by the model: Price =
exp(Slog/1000). Here 1000 is just a scaling factor.
Benchmarks introduced in Section 2.4 were applied to validate the synthetically generated
data sets. Autocorrelation function (ACF) of a time series consisting of 10 000 000 simulated
returns is shown in Figure 2.6a. The maximum negative correlation (-0.32) is observed for the
lag size equal to one step. The rest of the autocorrelation values is significantly smaller. The
autocorrelation function rapidly decays and becomes indistinguishable from zero after about
ten steps.
Figure 2.6b shows slowly decaying autocorrelation functions of absolute returns computed
over four different lag steps. The bigger the lag step, the lower the decline of the ACF. This
effect confirms the ability of the agent-based model of replicating the slow decay of auto-
correlation in absolute returns. That is, the aggregational normality has been successfully
validated.
The absolute price change scaling law is shown in Figure 2.7a. C and E are the scaling
parameters from equation (2.9) described in Section 2.4.2. R is the Pearson product-moment
correlation coefficient. One can clearly observe the linear dependence of the absolute price
change and the elapsed time interval expressed in logarithmic values. It is important to high-
light that this scaling law employs physical time to measure the intervals between given prices
of the time series. There is no academic agreement on the periodicity and intensity of trades
assumed to be accomplished by artificial agents in physical time. Both these values are de-
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Figure 2.6: (a) Autocorrelation function of the generated time series. Lags are measured in the
numbers of elementary price moves. (b) Autocorrelation function of absolute returns computed
on the same time series using four different lag steps.
termined by the assumption made in every particular model. High trades frequency induced
big size of price changes over short periods of time. Low frequency results in the opposite.
That is equivalent to the compression of time for the same agents’ activity level. It leads to the
increased or decreased volatility of the process and the bigger or lower slope of the log-log
plot Y = A + BX (see Section 2.4.2 for more details). The scaling parameters E and C are
directly connected to the coefficients of the plot through equation (2.9). Therefore, the choice
of the trade frequency in physical time directly affects the obtained scaling coefficients of the
absolute price change scaling law. As results, it is not possible to compare the parameters
observed in the FX markets with the ones generated by the model. Nevertheless, the fact that
the absolute price change of generated returns depicted in Figure 2.7a is represented by a
straight line on the log-log plot (described by a power law function) is enough to confirm the
successful replication of the absolute price change scaling law.
Figure 2.8 shows distributions of returns generated by the model. The returns are computed
over four gradually increasing lags: 10, 50, 100, and 1000 steps. As it can be seen from the
figure, the distributions with lags up to the hundreds of steps (figures 2.8a, 2.8b, and 2.8c) are
characterised by noticeable fat tails. The fat tails disappear around the lag level of 1000 steps
(Figure 2.8d). Assuming that the agents generate a new return every minute, the observed ef-
fect is in line with empirical results found in real markets (for example, values from Kullmann
et al. (1999)). Measured excess kurtosis k is equal to 2.73 at 10-steps lag and only 0.06 when
the lag rises to 1000 steps. The excess kurtosis rapidly decreases together with the growing
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Figure 2.7: (a) Average absolute price move as the function of the number of steps (the absolute
price move scaling law). (b) Overshoot scaling law build from a time series generated by the
agents from the entire grid. Parameters on the plot correspond to the average line. Approxi-
mation was done for δ > 0.3%. The same equation provided in the description of Figure 2.5
was used to transform thresholds from absolute values to relative ones (into percentage terms).
Coefficients of the Up line: C = 1.04, E = 1.05, R = 1.0; of the Down: C = 1.03, E = 1.03, R = 1.0.
The plot is based on 20 000 000 steps.
lag size confirming the empirically observed dependence. We present two probability plots
for lags of 10 and 1000 steps in Figure 2.9. The probability plots confirm the aggregated nor-
mality once again. Nevertheless, the empirical analysis of Kullmann et al. (1999) shows that
the excess kurtosis at such small lags is usually much higher (k = 10 and more). The intrinsic
time agent-based model can also be used to generate returns characterised by the size of the
kurtosis typical for the real price data. The size of the grid and thus the quantity and the
diversity of trading agents directly contribute to the excess kurtosis. The grid 50 by 50 points
produces returns with k = 2.73 at 10-steps lag; the grid 100 by 100 points result in k = 3.46;
the grid 200 by 200 points generates time series with k = 6.01.
Finally, we validated the agent-based model using the properties of the overshoot scaling
law. The log-log plot of the average overshoot length versus the size of the directional-change
threshold was constructed (Figure 2.7b). The revealed dependence appears to be linear. The
scaling parameters are E = 1.04 and C = 1.04. These values are exceedingly close to the
ones observed in the real foreign exchange market (see Section 2.4.2). We also investigated
two supplementary versions of the overshoot scaling law in addition to the one described
in Glattfelder, Dupuis, and Olsen (2011): the dependence computed using only overshoots
following upward directional changes (red dashed line in the figure) and only overshoots
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Figure 2.8: Distribution of returns generated by the agents from the entire grid and computed
at four different lags. Their approximation by the Gaussian function is marked by red lines.
Included sub-plots are the same distributions but presented in the logarithmic scale.
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Figure 2.9: (a) Probability plots of returns computed with the lag equal to 10 steps. (b) Proba-
bility plots of returns computed with the lag equal to 1000 steps. The total number of prices in
the generated time series is 10 000 000.
following downward directional changes (green dashed line). There is no noticeable difference
between all three lines. This observation confirms that the directional-change agent-based
model is able to reproduce the overshoot scaling law. Results of the experiment are also in
line with the theoretical equations (2.15) and (2.15) provided in Appendix 2.A.
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Markets react to exogenous shocks such as news in multiple ways (Frank and Sanati 2018).
Positive and negative news could as permanently change the preceding price trend as well
as make a short-term disturbance. The latter can become rapidly absorbed by the system or
become pronounced in the corresponding price change. This sort of price change might be
also observed as instantly after the respective event as well as over significantly longer period.
We checked how the agent-based model operating in intrinsic time reacts to instant shocks
of various amplitudes. Each shock was simulated by a small portion of extra volume on the
sell or the buy side added to the net volume. The Monte Carlo simulation demonstrated that
the extra volume added to the net volume at the arbitrary step has instant and permanent
impact on the average return. The size of the impact is defined by equation (2.2). Results of
the simulation can be requested from the authors.
Volume impact function connects the net volume generated by the set of agents at time
t with the induced price change observed at t + 1. The square root dependence (2.2) was
selected for the agent-based model although there is no scientific agreement on the universal
form of the functions. Therefore, linear and logarithmic impacts have also been tested in our
work. Statistical properties of time series generated with the help of these impact functions
were considered. We found that the observed properties do not resemble stylised facts of
FX markets better. The linear impact induces rapid price fluctuations around the initial level
and none of the statistical properties become observed. In turn, time series generated using
the logarithmic dependence expectantly have similar properties to the ones of time series
produced with the help of the squared root. The fat-tailed distribution of returns is of the
same scale for both functions. Nevertheless, scaling coefficients of the overshoot scaling law
become noticeably worse in case of the logarithmic impact. The coefficients are: C = 0.86,
E = 0.95, R = 0.16 for the linear impact; C = 1.38, E = 0.99, R = 1.0 for the logarithmic
impact; C = 1.04, E = 1.04, R = 1.0 for the squared root function (2.2).
The linear distribution of thresholds and the squared shape of the grid are aimed to repli-
cate the diversity of real groups of traders in FX markets. The selected parameters only ap-
proximately replicate the composition of the trading strategies existent in the real world.
Nevertheless, we experimented with different sets of thresholds, such as their logarithmic
distribution as well as the radial fit and the circular shape of the grid. The obtained perfor-
mance of the agent-based model was close to the one offered by the simple squared grid
whenever the number of agents remains substantial.
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2.5.2 Asymmetric Regions
The entire grid of directional-change agents generate time series with zero average trend (Sec-
tion 2.5.1). We claim that the reason of the observed phenomenon is the selected symmetry of
the grid: to each agent from the region I with not equal thresholds δIup and δIdown there is an
agent in the region I I I with thresholds δI I Iup and δI I Idown such that δ
I
up = δ
I I I
down and δ
I
down = δ
I I I
up . To
confirm the statement, we performed a series of tests where the imbalance of trading agents
was created. The imbalance is achieved by removing a part of agents from the initial grid. The
effect observed in the test is the clearly pronounced non-zero average trend of the generated
time series. We demonstrate results of two trivial experiments where only agents from the
region I or region I I I have been selected to trade (Figure 2.10). The induced deviations of the
average trend are upward and downward correspondingly. The permanent trend observed
in both experiments is present due to the created imbalance between the number of agents
supporting trends of opposite directions. Agents from the region I tend to trade more often
when the price is going down while agents from the region I I I prefer the rising trend.
Several factors affect the average slope of all generated price curves: the total number of
agents forming the initial grid, the section of the grid used to generate a time series, the
selected time interval between two consecutive steps. We performed a set of experiments to
visualise the impact of the created grid asymmetry on generated prices. An extra directional-
change agent with the specific pair of thresholds was added to the initial set of agents forming
the 50 by 50 points grid. This resulted in 2500+ 1 agents trading simultaneously. We show in
Figure 2.14 the distribution of final aggregated returns after 10 000 steps averaged over 1000
independent simulations. Additional agents with symmetric thresholds δup = δdown have no
pronounced impact on the average aggregated return (parameter µ of the Gaussian distri-
bution used for approximations) as well as on the standard deviation (parameter σ). Agents
with asymmetric thresholds tend to deviate the average trend in the direction which coin-
cides with the direction of their bigger thresholds. The deviation is bigger in case of smaller
δup and δdown. Agents with such thresholds are similar to high-frequency traders and eager
to react to all trend changes. As result, they make more trades than the traders with substan-
tially bigger directional-change thresholds (see Figure 2.12a). These facts explain the observed
phenomenon. A set of overshoot scaling laws computed using the data generated in each ex-
perimental setup is presented in Figure 2.15. It is worth noting that lines related to the upward
and downward overshoots are symmetrically shifted from the diagonal line.
The number of agents participating in the trading effects the excess kurtosis of generated
returns (see Section 2.5.1). Grids of different sizes were tested to investigate whether there
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Figure 2.10: (a) Time series generated by agents from the region I of the initial grid and (b)
by agents from the region I I I. Red lines represent average prices based on 1000 independent
simulations. The initial grid size is 50 by 50 points.
is any other impact. Only agents from the I region were involved in the experiment. The
average aggregated returns of 1000 independent simulations are shown in Figure 2.12b. As
it can be seen from the figure, the bigger the size of the grid, the higher the deviation of the
aggregated trend from the trend-less case. The net volume which is the only parameter of the
impact function (2.2) is the reason of the observed deviation. Bigger number of agents creates
higher standard deviation of the net volume. The latter induces the revealed in Figure 2.12b
dependence of the grid size and the average trend. The dependence has been also confirmed
in another experiment results of which are presented in Figure 2.16. The average positive and
negative volumes generated by the model were computed as the function of the grid size. The
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experiment proves the statement that the bigger the size of the grid, the higher the generated
absolute net volume.
We would like to note that the stylised facts selected for this project are still reproduced
even when a part of the agents from the grid is deactivated. In Figure 2.13 we include over-
shoot scaling laws computed using the data generated by two separate parts of the grid:
by region I (Figure 2.13a) and region I I I (Figure 2.13b). The scaling coefficients C and E
of studied dependencies insignificantly differ from the ones observed empirically in Glat-
tfelder, Dupuis, and Olsen (2011). Therefore, we claim that the agent-based model operating
in directional-change intrinsic time can be used to simulate financial time series with statisti-
cal properties closely related to high-frequency markets. Moreover, the trend of the collection
of generated returns can be specifically predefined. The set of the directional-change agents is
the parameter which can be used to setup the trend. A comprehensive analysis of its precise
direction is a topic for an independent work which is beyond the scope of this research paper.
2.6 Conclusion
An agent-based model where trades happen in directional-change intrinsic time was tested
in this work. A set of artificial agents mimics the behaviour of real market participants by
buying/ selling one lot of the traded asset. All trades happen at the moments when the
directional-change intrinsic time ticks. Two types of intrinsic events are considered: direc-
tional changes and overshoots. Directional changes are moments when the price curve makes
reversals equal to the size of the selected threshold. Overshoot intrinsic events happen ev-
ery time when the overshoot length is a multiple of the of the corresponding directional
change threshold. The agents flip their opened positions from long to short and vice versa
at times when they observe intrinsic events of given magnitude. They flip the positions with
the empirically and theoretically found probability to register a new overshoot event before
the directional-change one. The probability is aimed to mimic behaviour of real market par-
ticipants who do not exploit every trading opportunity. Traders’ decisions are not conditional
on time intervals between registered intrinsic events. The agents are ignorant to the flow
of physical time and consider prices as the only source of information about the market’s
activity needed to perform.
The agent-based model replicates a wide range of trading patterns observed in the real
world. A unique pair of directional-change thresholds was assigned to each simulated trader.
The size of the thresholds as well as their ratio define the scale of price trends analysed by
each agent. The difference between the number of all agents decided to flip a long or short
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position at each new price represented the net volume or imbalance between the supply and
demand. The net volume was used to calculate the impact of the imbalanced decisions on the
further price change. The empirically observed squared root function connects the net volume
and the corresponding market return.
A set of benchmarks was chosen to test the performance of the constructed agent-based
model. The model is assumed to be successful if it manages to reproduce ‘stylised facts’ dis-
covered in the real financial world. The utilised benchmarks: low auto-correlation of returns,
fat-tailed distribution of returns, aggregated normality, price jump and the overshoot scaling
laws. The last benchmark is fully agnostic to the connection of the simulated agents’ actions
and the flow of physical time. We propose that the scaling law is the universal test for any
agent-based model.
The presented agent-based model operating in the directional-change intrinsic time has
successfully passed all chosen tests. The latter lets us make an educated guess that real market
participants intentionally or unintentionally make trades using their own intrinsic time. In
other words, they have preferences on the scale of price returns after which the traders reverse
opened positions. The obtained knowledge can be used to substantially improve the quality
of the inferences we make about the connection of the aggregated traders behaviours and
observed price changes.
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2.A Overshoot as the Function of Trend
The average length of an overshoot section is approximately equal to the length of the corre-
sponding directional change threshold (Glattfelder, Dupuis, and Olsen 2011):
〈ω(δ)〉 ≈ δ. (2.10)
This dependence was found not only in historical tick data but also in arithmetic Brownian
motion. Nevertheless, the average length of overshoots does not resemble the length of the
selected threshold if the time series has a constant trend. In turn, the average overshoot length
depends on the size of the trend (Golub, Glattfelder, and Olsen 2017). To find the exact form
of this dependence, we select an arithmetic Brownian motion with increments dSt, trend µ,
and volatility σ:
dSt = St − St−1 = µdt + σdWt. (2.11)
Golub et al. (2014) derived the probability of the upward and downward overshoot to reach
some fixed value x. The probabilities are the following:
P(ω(δup) ≥ x) = exp
− xσ2 · (|µ| − µ) + (|µ|+ µ) exp
{
− 2|µ|δup
σ2
}
1− exp
{
− 2|µ|δup
σ2
}
 , (2.12)
P(ω(δdown) ≥ x) = exp
− xσ2 · (|µ|+ µ) + (|µ| − µ) exp
{
− 2|µ|δdown
σ2
}
1− exp
{
− 2|µ|δdown
σ2
}
 , (2.13)
where ω(δup) and ω(δdown) stand for upward and downward overshoots correspondingly.
The expected value of the shown probability equations (2.12) and (2.13) F(x) = P(X ≥ x)
is
E[X] =
∫ ∞
0
F(x)dx. (2.14)
Using (2.14) one can find that:
E[ω(δup, µ, σ)] =
σ2
(
1− exp
{
− 2|µ|δup
σ2
})
(|µ| − µ) + (|µ|+ µ) exp
{
− 2|µ|δup
σ2
} , (2.15)
E[ω(δdown, µ, σ)] =
σ2
(
1− exp
{
− 2|µ|δdown
σ2
})
(|µ|+ µ) + (|µ| − µ) exp
{
− 2|µ|δdown
σ2
} . (2.16)
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Figure 2.11: Expected length of the overshoot section ω as the function of trend µ computed
using equations (2.15) and (2.16). The variance σ and threshold δ are fixed and equal to 1.
The expected length of the all overshoots is the average of upward and downward expected
overshoots (equations (2.15) and (2.16)):
E[ω(δup, δdown, µ, σ)] =
σ2
2
 1− exp
{
− 2|µ|δup
σ2
}
(|µ| − µ) + (|µ|+ µ) exp
{
− 2|µ|δup
σ2
}+
+
1− exp
{
− 2|µ|δdown
σ2
}
(|µ|+ µ) + (|µ| − µ) exp
{
− 2|µ|δdown
σ2
} .
(2.17)
In Figure 2.11 we demonstrate the dependence of the overshoot length ω on various trends
µ when volatility σ and the threshold size δ are fixed. The last two variables are assumed to
be equal to one (σ = 1; δ = 1). It is easy to notice that the lengths of upward and downward
overshoots coincide with each other only in case of zero trend. One can observe significant
divergence of the curves for any other value not equal to zero. The obtained result is quite
intuitive: price tends to overshoot more after an upward directional-change event in case of
the overall ascending trend. At the same time, it tends to make a directional-change rever-
sal right after a downward directional-change event. This observation suggests that for each
non-zero trend µ there are such thresholds δup and δdown that the total number of overshoot
intrinsic events registered in the given time series is equal to the number of overshoots ob-
served within a time series of the same length and zero trend. This property was directly used
in the proposed agent-based model to replicate the diversity of trading patterns (Section 2.3).
2.B dissection algorithm 45
2.B Dissection Algorithm
By Stick we mark the latest observed price, by Sext the local extreme, mode is the current mode
of the alternating trend which can be equal either up or down, δup and δdown are upward and
downward thresholds respectively, SIE is the price at which the latest intrinsic event was
observed. The algorithm returns 1 and -1 when the price curve hits levels of upward and
downward directional-change events correspondingly. 2 and -2 will be returned in case of
overshoot intrinsic events registered on ascending or descending trends.
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Algorithm 1: Intrinsic Event
1: if first tick then
2: Sext ← Stick
3: SIE ← Stick
4: return 0
5: else if mode is up then
6: if Stick − Sext ≥ δup then
7: mode← down
8: Sext ← Stick
9: SIE ← Stick
10: return 1
11: else if Stick < Sext then
12: Sext ← Stick
13: if SIE − Sext ≥ δdown then
14: SIE ← Stick
15: return −2
16: else
17: return 0
18: else if mode is down then
19: if Sext − Stick ≥ δdown then
20: mode← up
21: Sext ← Stick
22: SIE ← Stick
23: return −1
24: else if Stick > Sext then
25: Sext ← Stick
26: if Sext − SIE ≥ δup then
27: SIE ← Stick
28: return 2
29: else
30: return 0
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2.C Additional Experiments
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Figure 2.12: (a) The average number of trades performed by directional-change agents with
parameters δup and δdown within 10 000-steps simulation. Parameters of the agents used for the
simulation are provided in Section 2.3. (b) Average aggregated returns recorded within 10 000
steps (N) of 1000 independent simulation when only agents from the region I are active. 13 tests
with grids of various sizes were performed. The smallest grid is 10 by 10 points. The biggest is
130 by 130. The applied increment is 10.
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Figure 2.13: Overshoot scaling laws computed using time series generated by the agents from
(a) I and (b) I I I regions of the grid only. Red dashed line (Up) corresponds to the average
overshoot computed after directional-changes upward. Green dashed line (Down) corresponds
to the average overshoot measured after directional-changes downward. The scaling parameters
C, E, and R are shown for the lines representing the average overshoot lengths (blue dashed
line).
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Figure 2.14: Impact of an additional intrinsic time agent on the average trend generated by the
entire grid. 2500 + 1 traders participate in each simulation. Parameters of the supplementary
agents are put on top of each subplot. Experiment consists of 1000 independent simulations
and 10000 steps. Normal distributions (red lines) approximate the final aggregated returns.
Blue rectangular mark zero trend level. Red rectangular stand for the centre of the obtained
distributions. The subplots are centred on the average aggregated return.
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Figure 2.15: Overshoot scaling laws computed using the time series generated by the entire grid
of agents plus one extra trader (see description of Figure 2.14). Green lines correspond to average
overshoots computed on the downward trend and red lines to the average overshoots captured
on the upward trend. The black line is the average of both lines. Scaling law coefficients C, E
and the Pearson product-moment correlation correspond to the average (black) line.
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Figure 2.16: Positive (Exceed Buy) and negative (Exceed Sell) average net volumes as the func-
tion of the grid size. Average total net volume is equal to zero.
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Abstract
We propose a novel intraday instantaneous volatility measure which utilises sequences of
drawdowns and drawups non-equidistantly spaced in physical time as indicators of high-
frequency activity of financial markets. The sequences are re-expressed in terms of directional-
change intrinsic time which ticks only when the price curve changes the direction of its trend
by a given relative value. We employ the proposed measure to uncover weekly volatility
seasonality patterns of three Forex and one Bitcoin exchange rates, as well as a stock market
index. We demonstrate the long memory of instantaneous volatility computed in directional-
change intrinsic time. The provided volatility estimation method can be adapted as a universal
multiscale risk-management tool independent of the discreteness and the type of analysed
high-frequency data.
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3.1 Introduction
All events relevant to the performance of the financial system such as political decisions, nat-
ural disasters, or economic reports rarely happen synchronously and are typically not equally
spaced in time. A sequence of them has a non-homogeneous nature and is not characterised
by any vital autocorrelation function. Ultimately, the change of days and nights, as well as
seasons, is dictated by the natural structure of the physical world which is barely connected
to the flow of financial activity. Human minds, with the whole diversity of peculiar and in-
describable characteristics, are primal engines of all market’s evolutionary shifts. The global
market, where the majority of transactions happen online and where traders, dealers, and
market makers are distributed all around the world, is completely blind and deaf to the pe-
riodicity of days and nights, as well as to the climate factors of any standalone region of the
Earth. New statistical tools, agnostic to the flow of the physical time, should be employed
in order to handle the inner periodicity of the financial activity efficiently. In this work, we
explore a concept of the endogenously defined time in finance applied to evaluate seasonality
in markets’ activity.
Probabilities of price drops and price rises between the running price maxima and running
price minima are one of the most well-known risk-factors in finance. These probabilities are
also called drawups and drawdowns. Numerous research works have focused on the analysis
of the size, periodicity, and the time of recovery associated with drawups and drawdowns
in traditional markets. The joint Laplace transform was utilised by Taylor (1975) for deriving
the expected time until a new drawup in a drifted Brownian motion occured (traditionally
considered as the model for historical price returns). The joint probability of observing a
drawup of a given size after a drawdown, during a given term, was analysed as a homoge-
neous diffusion process in Pospisil, Vecer, and Hadjiliadis (2009). Zhang (2015) derived the
joint probability in the context of exponential time horizons (the horizons are exponentially
distributed random variables). The authors also described the law of occupation times for
both drawup and drawdown processes. These and other theoretical findings connected to the
price trend reversals were successfully applied to real financial problems such as studding
market crashes.
Market crashes, pronounced in the abnormal price decreases, might severely impact the
long-term stability of markets. It is especially important to estimate the probability of the next
crash occurrence within a given period of time. Many research works were done on studying
the crash probabilities using the normal distribution of price returns as the proxy for the real
process. However, extreme price drops occur more often in the real world than what should
3.1 introduction 55
happen when the distribution of returns coincides with the normal one. Fat-tailed distribu-
tions of returns ground the observed phenomenon. The distributions were discovered in the
stock market (Jondeau and Rockinger 2003; Rachev, Menn, and Fabozzi 2005; Koning, Cas-
sidy, and Ouyed 2018), in the Forex (FX) (Michel M Dacorogna et al. 2001; Cotter 2005), as
well as in Bitcoin, prices (Liu et al. 2017; Begušic´ et al. 2018). The fat tails, accompanied by
the extensive discontinuity of the price curve (jumps), make the equally spaced time intervals
inconvenient for high-frequency market analysis. Research tools, capable of working inde-
pendently to the price distribution, should be called to deal with the erratic price evolution.
Prices, at which drawdowns and drawups of the given size are registered, are independent
of the time component of the price progression. Thus, the drawdown and drawups are the
concepts especially useful of handling the dynamics of high-frequency markets. A sequence
of drawdowns and drawups, following each other, can describe the evolution of a time se-
ries purely from the price point of view. The efficient set of forecasting techniques aimed at
identifying appropriate conditions for future market crashes should inevitably be supplied
by risk-management tools managing sequences of drawdowns and drawups.
In this research work, we investigate the connection between the observed number of alter-
nating drawdowns and drawups (directional-change intrinsic time measure) and the instan-
taneous volatility. Non-parametric estimation of instantaneous volatility is still a relatively
new topic which, to the extent of our knowledge, has not been studied before from the point
of view of directional-change intrinsic time. Obtained in the work, analytical expressions
are employed to reveal the seasonality structure of instantaneous volatility typical for high-
frequency exchange rates. The described tools and experiments contribute to the collection of
existing literature on directional-change intrinsic time and the seasonality properties of high-
frequency markets. The tools will benefit high-frequency traders whose computer algorithms
primarily operate on ultra-short time intervals where the short-term properties dominate over
the long-term statistical characteristics (Gençay et al. 2001; Hasbrouck 2018).
Three distinctive markets were considered in the work: FX (EUR/USD, EUR/JPY, and
EUR/GBP), stocks (S&P500), and crypto (BTC/USD). All experiments are performed on the
time series of the highest granularity: tick-by-tick data. That high granularity is essential con-
sidering the substantially growing interest in high-frequency trading after the 2008 financial
crisis (Kaya, Schildbach, and Ag 2016). The data corresponds to the recent time period from
2011 to 2018 and is obtained from the largest trading venues (JForex and Kraken) opened for
traders of any size. Each of the time series used in the empirical analysis is at least four years
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long. Such an extended length allows us to claim that properties specific for any particular
period of time should not be pronounced in the obtained results.
The outline of the remaining paper is as follows. Section 3.2 provides a brief overview
of research works on the properties of drawups and drawdowns. Section 3.3 gives detailed
reasoning on the need for directional-change intrinsic time and describes a set of literature
where the concept was successfully applied. Existing studies on the volatility seasonality of
high-frequency markets is provided in Section 3.4. Section 3.5 describes the data used in the
experiments and Section 3.6 outlines how the number of directional changes is connected to
the instantaneous volatility. In Section 3.7 we present all results obtained by the traditional,
as well as the novel, volatility measurement techniques and also describe the application of
theta time concept aimed to minimise the seasonality pattern. Section 3.8 concludes the main
body of the paper and proposes the potential use of the developed technique. Appendix 3.A
concludes the paper by presenting a set of experiments where the comparison of considered
markets seasonality patterns is presented.
3.2 Drawdowns and Drawups: An Introduction
Probabilities of financial drawdowns and drawups were extensively studied and presented
in multiple seminal research works. Drawdowns of extensive size are usually associated with
market crashes. Carr, Zhang, and Hadjiliadis (2011) proposed a new insurance technique
aimed to protect investors against unexpected price moves. The authors also covered a novel
way of hedging liabilities associated with these risks. Zhang and Hadjiliadis (2012) employed
statistical properties of drawdowns as an estimate of the stock default risk and also pro-
vided a risk-management mechanism affecting the investor’s optimal cancellation timing. In
Schuhmacher and Eling (2011) drawdowns are considered as one of 14 reward-to-risk ratios
alternative to the widely known performance measures such as the Sharpe ratio. In Grossman
and Zhou (1993) and Chekhlov, Uryasev, and Zabarankin (2005) the properties of drawdowns
were also applied as an estimate of the portfolio optimisation problem. The latter can be per-
sonalised to match traders’ or investors’ expectations and their tolerance to the size and the
length of the market disruption.
Drawdowns Dt and drawups Ut, also called rallies in Hadjiliadis and Vecˇerˇ (2006), reg-
istered by the moment of time t, depend on the running price maxima St and the running
price minima St (Zhang and Hadjiliadis 2012; Mijatovic´ and Pistorius 2012; Landriault, Li,
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and Zhang 2015; Dassios and Lim 2018). These reference points hinge on the set of historical
prices Ss and are mathematically defined in the following way:
St = sup{Ss : 0 ≤ s ≤ t} and St = inf{Ss : 0 ≤ s ≤ t}, (3.1)
where t ≥ 0 and the interval [0, t] is fixed. Drawdowns and drawups are the differences
between the final price of the given time interval St and the registered local maxima and
minima:
Dt = St − St and Ut = St − St. (3.2)
The waiting time τDa becomes measured once a price curve experiences a drawdown Dt of the
size a. Similarly, τUa is the waiting time associated with a drawup of the size a. In details:
τDa = inf{t ≥ 0 : Dt ≥ a} and τUa = inf{t ≥ 0 : Ut ≥ a}. (3.3)
The waiting time τa measures the period of physical time which elapses before the first
drawdown (potentially interpreted as a market crash) becomes registered.
3.3 Directional-Change Intrinsic Time
The existing literature on risk-management techniques primarily relies on physical time as a
measure of the length and periodicity of financial events. In other words, the existence of a
universal clock dictating the evolution of the market prices is assumed. However, the volatil-
ities of different time resolutions behave differently (Müller et al. 1997). The volatility size
depends on the scale of the entire time series as well as on the moment when the price ac-
tivity started to be observed. More robust techniques which are beyond the limits of physical
time are needed to handle this stochasticity.
The concept of directional-change intrinsic time (Guillaume et al. 1997) is one of the meth-
ods capable of replacing the universal physical clock with intrinsic one. This is an event-based
framework which considers the activity of market prices as the indicator of the transition be-
tween its different states. The framework dissects a price curve into a collection of sections
characterised by alternating trends of the arbitrary defined size. The essence of the concept
is closely related to the meaning of drawdowns and drawups: the collection of directional
changes following each other can be interpreted as the alternating sequence of drawdowns
and drawups. The frequency of price changes in physical time does not play any role in the
directional change dissection procedure.
The concept of trend directional changes provided by Guillaume et al. (1997) is capable
of connecting the continuous flow of physical time with the endogenous evolution of price
58 instantaneous volatility seasonality
returns. According to the event-based space proposed by Guillaume, only a sequence of price
trends continuously alternating in direction has to be considered. The price curve gets dis-
sected into a collection of alternating drawups and drawdowns or trend rises and trend falls
correspondingly. Each elementary trend ends once a new price curve reversal is observed.
Continuous price moves towards the direction of the latest trend change are called overshoots.
The current state of the system changes only at the moments when the trend of the given size
reverses its direction. Thus, the set of intrinsic events is decoupled from the flow of physical
time. Instead, it depends only on the size of considered drawups and drawdowns labelled by
the threshold δ. An example of a price curve dissected into a collection of directional changes
is provided in Figure 3.1.
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Figure 3.1: A part of EUR/USD price curve (grey) dissected into a set of directional-changes
(grey squares) using a directional-change threshold δ. The size of the arbitrary chosen threshold
is presented in the middle of the figure. Grey circles mark local extremes between two consec-
utive directional changes. The vertical distance between each directional-change and preceding
extreme price is bigger or equal to the size of the threshold δ. Vertical dashed lines indicate
the end of each trend section (identified only after the next event becomes observed) and go
through the local extremes (circles). The timeline below the plot contains equal time intervals
T1, T2, T3 and length of each directional-change section T1(δ), . . . , T6(δ).
The density of directional-change intrinsic events depends only on the price curve evo-
lution and the considered trend size. The stochastic nature of price evolution results in the
phenomenon depicted in Figure 3.1: non-equal number of intrinsic events (empty squares)
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correspond to the equal periods of physical time. The physical interval T1 contains only the
end of the section 1 (sections coincide with the intrinsic events and are separated by the
dashed vertical lines) while the equal interval T2 hosts three segments, namely 2, 3, 4. This
property of directional-change intrinsic time can be engaged as the efficient noise filtering
technique: the intrinsic time ignores price changes between directional change. At the same
time, it allows us to efficiently capture the most relevant to risk management information:
precise moments of all trend changes. The equally spaced time intervals typically employed
in the financial analysis are not capable of doing anything of the above: price timestamps,
evenly spaced through periods T1, T2, and T3, do not contain information on the extreme
price curve activity located in the period T2. This disability of the traditional price analysis
techniques over stochasticity of the market’s activity develops into volatility estimators that
are too stiff and biased.
The concept of directional-change intrinsic time, applied for studying historical price, re-
turns reveals multiple statistical properties of high-frequency markets. Guillaume et al. (1997)
were the first researchers to uncover a scaling law1 relating the expected number of directional-
changes N(δ) observed over the fixed period to the size of the threshold δ. Mathematically:
N(δ) =
(
δ
CN,DC
)EN,DC
, (3.4)
where CN,DC and EN,DC are the scaling law coefficients. Glattfelder, Dupuis, and Olsen (2011)
employed the directional-change framework to discover 12 independent scaling laws which
hold across three orders of magnitude and are present in 13 currency exchange rates. Later
Golub, Glattfelder, and Olsen (2017) described a successful trading strategy exploiting a col-
lection of tools build upon directional-change intrinsic time. The proposed strategy is charac-
terised by the annual Sharpe ratio greater than 3.0. The persistence of revealed scaling laws
became the base elements for the tools designed to monitor market’s liquidity at multiple
scales (Golub et al. 2014).
3.4 Seasonality
3.4.1 Traditional Markets
The returns seasonality is the well-known statistical characteristic of developed markets such
as FX and stocks. Rozeff and Kinney Jr (1976) studied the comprehensive set of historical
stock data which spans from 1904 to 1974 and found a higher mean of return in the January
distribution of returns compared with most other months. They also underline noticeably
1 A basic polynomial functional relationship where a change in input results in a proportional change in output.
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high mean returns in July, November, and December, and low mean returns in February
and June. Gultekin and Gultekin (1983) empirically examined stock market seasonality in
major industrialised countries. They aimed at investigating the existence and the shape of
the stock market seasonality pattern in foreign securities markets. The confirmed seasonal
patterns in the stock returns supplied the further understanding of the seasonality anomaly.
Seif, Docherty, and Shamsuddin (2017) studied seasonal anomalies in advanced emerging
stock markets and provides re-examination of the markets efficiency. The authors did not
find the confirmation of the January effect but confirmed the month of the years, the day of
the week, the holiday, and the week of the year effects. The recent work Fang, Lin, and Shao
(2018) presents a strong link between school holidays and market returns across 47 countries.
The authors demonstrate that the returns in the month after major school holidays are 0.6%
to 1% lower than at other times. The provided evidence states that post-school holiday small
returns are explained by the investors’ inattention during these periods. The reduced attention
results in news effects being incorporated noticeably slower into prices than within the active
trading periods. We also underline the relevance of other research works on the stock market
seasonality: Keim (1983), De Bondt and Thaler (1987), and Zarowin (1990), among others.
Daily, weekly, and annually seasonality patterns are also inevitable components of the set
of FX stylised facts. Müller et al. (1990) analysed four foreign exchange spot rates against the
USD over three years. Authors’ intra-day and intra-week analysis show that there are system-
atic variations of volatility present even within business hours. They also discovered daily and
weekly patterns for the average bid-ask spread. Michael M Dacorogna et al. (1993) studied
daily and weekly FX seasonality patterns from the geographically distributed trading point
of view. The trading activity divided in three general components (East Asia, Europe, and
America) was approximated by a polynomial activity function during business hours. The
combined model was closely fitted into the empirical volatility (activity) seasonality data.
The authors found that strongly seasonal activity autocorrelation can be approximated by the
hyperbolic function. Bollerslev and Domowitz (1993) examined behaviour of quote arrivals
and bid-ask spreads for continuously recorded deutsche mark-dollar exchange rate data over
time, across locations, and by market participant. The authors find the relation of the consid-
ered information to the seasonality patterns typically observed in the deutsche mark-dollar
exchange rate. Ito and Hashimoto (2006) showed U-shaped intra-day activities of deals and
price changes as well as return volatility for Tokyo and London participants of USD/JPY and
EUR/USD markets. The authors also note that the U-shape was not found for New York
participants. A set of well-known seasonality factors was confirmed: the high activities at the
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opening of the markets, high correlations between quote entries and deals, and higher trading
activities associated with narrow spreads.
The seasonality of the rapidly evolving cryptocurrency domain is still insufficiently studied
in the financial world. The next section unwraps some of the facts about cryptocurrencies and
presents outcomes of the previous studies which have to be considered in the current work.
3.4.2 Bitcoin Seasonality
Bitcoin is the first successful pioneer in the crypto domain. It is also the most famous rep-
resentative of the cryptocurrency markets. Bitcoin was described by Nakamoto (2008) and
created in 2008 as an alternative to the classical financial system. The cryptocurrency was
rapidly tagged as the “peer-to-peer version of electronic cash”. Bitcoin and its underlying
technology, blockchain2, swiftly gained attention from the technologically savvy community
and media. The peer-to-peer payment systems soon became one of the most debatable topics
at all levels of modern society. Over a thousand alternative cryptocurrencies, based on the
similar cryptography concept (Roy and Venkateswaran 2014), emerged since the time Bitcoin
was invented. Some part of them became accessible for trading at various electronic venues
also known as crypto-exchanges3.
In contrast to the traditional FX market, cryptocurrency trades happen 24 h per day and
seven days per week, independently of the holidays and seasons. Additionally, cryptocur-
rency trading activity is more uniformly distributed across the globe. There are not many big
geographically segregated financial institutions where trades happen according to the work-
ing schedule (in contrast to the global FX trading centres described in Michael M Dacorogna
et al. (1993)). There is still the limited acceptance of this new financial instrument by interna-
tional organisations with access to sizable funds4. As result, the seasonality patterns prevalent
in the world of cryptocurrencies could be incomparable with the ones typical for the FX or
stock markets.
High volatility has been one of the most pronounced characteristics of the Bitcoin markets
(see, for example, Dyhrberg (2016)). Bitcoin’s trend drastically changes and their persistence
indicates the aggregated expectations and trading actions of all market participants. Unstable
trends also reveals the Bitcoin price sensitivity to exogenous stress factors. The high scale of
2 A growing list of records containing information on the ownership of all existing Bitcoins.
3 Information on all cryptocurrencies and trading venues can be found at Coinmarketcap.com.
4 At the moment of writing the paper, Wall Street and other big financial hubs are considering trading cryptocur-
rencies, which will potentially result in the higher segregation level.
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Bitcoin trend changes attracts researchers to employ modern technologies in order to foresee
the future price dynamics (Shintate and Pichl 2019).
There are a few research works concerned with the statistical properties of cryptocurrency
markets. Sapuric and Kokkinaki (2014) analysed realised volatility of Bitcoin returns within a
4-year time interval to understand what the prime characteristics of its price activity are. They
confirmed Bitcoin’s high volatility, but emphasised that traded volume should be taken into
account when computing the precise value5. The authors compared Bitcoin with conventional
financial instruments, including gold, and several national currencies. They demonstrated that
the calculated volatility significantly decreases when the traded volumes are included in the
model.
Haferkorn and Diaz (2014) studied seasonality patterns of the number of payments per-
formed in three cryptocurrencies: Bitcoin (classified as a worldwide payment system), Lite-
coin (open source software project), and Namecoin (decentralised name system). Their re-
search confirmed that the monthly or yearly seasonality is not typical for the crypto market.
The only robust weekly pattern was found in Bitcoin prices. Litecoin and Namecoin had weak
or no patterns at all. The authors state that there is also no significant correlation between the
returns of observed exchange rates. Authors speculate about the reason of this phenomenon.
They say that these cryptocurrencies have similar core architecture, but they all have been
created to serve specific needs.
JE de Vries and Aalborg (2017) made another attempt to discover Bitcoin seasonality pat-
terns. They analysed daily traded volume, daily transaction volume, and Google trends (the
number of searches for the word “bitcoin”). The author also inspected the seasonality of the
number of transactions performed from individual blockchain accounts. All of the measure-
ments demonstrated no particular periodicity.
Eross et al. (2017) gave a more positive answer on the existence of the most famous cryp-
tocurrency intraday seasonality. The authors investigated Bitcoin returns, volume, realised
volatility, and bid-ask spreads to reveal several intraday stylised facts. A significant negative
correlation was found between returns and volatility. Volume and volatility were shown to
have a considerably positive correlation. The authors attribute such patterns to the European
and North American traders, as well as the insufficient number of market makers in the whole
crypto space.
5 According to the Bank for International Settlements the daily average FX trading volume in April 2016 was $5.1
trillion (BIS 2016) when the highest registered volume in the crypto market is to the date only $45.8 billion
(https://coinmarketcap.com/charts/).
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The seasonal heteroscedasticity affects the results of statistical studies of intraday and intra-
week price properties. The rapidly evolving electronic high-frequency trading is highly af-
fected by the exchange rate seasonality properties too (Cont 2011). Therefore, the returns’
seasonality has to be treated at the first priority.
More information on order patterns in time series can be found in the work Bandt and Shiha
(2007). The authors determine probabilities of order patterns in Gaussian and autoregressive
moving-average processes, which can be directly applied to the financial time series analysis.
3.5 Data
Three FX exchange rates were used in the work: EUR/USD, EUR/JPY, and EUR/GBP. The covered
time interval is from January 2011 to January 2016 and includes 109069357, 134737397, and
88704676 ticks correspondingly. The source of the data is the JForex trading platform devel-
oped by the Swiss bank and marketplace Ducascopy, which provides various types of market
data in the highest resolution6.
Bitcoin price changes observed at the Kraken crypto-exchange were downloaded from the
Bitcoincharts online platform supplying financial and technical data related to the Bitcoin
network7. The studied time interval is from January 2014 to April 2018 and includes 4 778 429
ticks.
The stocks market is represented in this work by the index that currently comprises 505
common stocks listed by 500 large-cap companies on the US stock market: S&P 500 (with the
ticker SPX500). The high-frequency data has been downloaded from the JForex platform too.
The selected dataset spans from January 2012 to January 2017. The total number of ticks is
38931943.
There is a substantial difference in the number of ticks in time series used in the work.
The difference reflects the distinct activity in the selected traditional and novel markets.
That discrepancy does not undermine the further results since our goal is to apply the novel
volatility measurement techniques, which is agnostic to the number of ticks per period of
time (see Section 3.3). Moreover, the discrete price impact on the instantaneous volatility will
be described in Section 3.7.3. The same is correct for the slight time-span shifts. The com-
patibility of the results is not affected: the designed experiments aim to depict the statistical
properties of the volatility seasonality and not to compare price behaviour at any particular
historical moment of time.
6 https://www.dukascopy.com/swiss/english/forex/jforex/.
7 http://api.bitcoincharts.com/v1/csv/.
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The fully functional code used in the project can be downloaded from the author’s GitHub
repository8.
Inner Price
Any collection of historical prices typically assumes two values: the best bid (buy) and the
best ask (sell). These prices are collected from the complete order books specific for the given
exchange. The order books contain all clients orders submitted in the market at the given
moment. The non-zero price difference between the best offers on the sell and buy sides,
called spread, indicates the level of a market’s liquidity (Bessembinder 1994; Menkhoff et
al. 2012; Dyhrberg, Foley, and Svec 2018). It also has a direct connection to realised volatility
(Bollerslev and Melvin 1994), and is an indicator of the transaction cost (Hartmann 1999).
Another role of the spread is to show the extent of uncertainty the market has on the fair
price of the traded asset. The size of the spread constantly changes over time, together with
the level of uncertainty. This fact does not allow us to employ only bid or ask prices to study
properties of the whole market at the micro level since some part of the information is in the
risk to be lost while analysing intraday data. The average of these two values (mid-price) is
also not the best alternative since it does not keep the knowledge on the size of the current
spread. Therefore, an alternative measure should be chosen to apply the directional-change
algorithm to the real data analysis.
The trend-dependent concept of inner price was selected to resolve the spread issue. Inner
price, specific for the given moment of time, is defined as the bid or the ask price depend-
ing on the direction of the current trend. In other words, it is the price where the spread
is deduced. The following example demonstrates details of the concept. According to the
directional-change algorithm, one should wait for the price increase by δ percents from the
local price minimum to register a new directional change if the current trend is downward.
In this case, the value of the inner price coincides with the best price on the offer side of
the order book, that is, the ask price. A new intrinsic event will tick only when the distance
between the latest bid price and the inner price reaches the size of the chosen directional-
change threshold δ. Alternatively, the inner price takes the value of the best bid price, and the
distance is measured between the newest ask and the extreme if the current mode is upward.
8 https://github.com/VladUZH/VlPetrov.
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3.6 Methods
Theoretical researchers mostly rely on the Brownian motion as the proxy for price returns of
real financial markets (one of the most famous examples is the work of Black and Scholes
(1973)). The analogy between historical price moves and changing coordinates of an ensem-
ble of molecules in thermodynamics is the motive behind this common approach. Osborne
(1959) shows in the classical work that the steady-state distribution of log-returns in the stock
market is the probability distribution for a particle in Brownian motion. It is important to em-
phasise that at the telegraph-driven time of Osborne’s publication (1959) the structure and the
dynamic of the market was very different from the ones typical for our modern digital world.
The present-day trading has almost completely moved to the digital online space instead of
the physical trading floors where all deals happened more than a half a century ago (see
Harris (2003) for the historical endeavour on the evolution of trading and exchanges). In this
space, a signal can easily propagate through international borders with the speed of light. It
stipulated the majority of trades to happen in a fully automated way. The significantly bigger
diversity of the market participants and the ability of the high-frequency trading made the
financial stylised facts more important today than ever. The stylised facts describe the devia-
tions of real price returns from the theoretical Brownian motion (see Cont (2001) for the set
of stylised empirical facts). Nevertheless, in our work, we will operate with Brownian motion
as the core for the analytical part of the research.
The choice of Brownian motion, employed in this work, is justified by two reasons. First,
the statistical properties of the number of directional-change intrinsic events, studied in this
work, is agnostic to the flow of physical time. Second, the divergence of empirical results
from the properties of the selected model, if any, helps in understanding the features of the
real markets better.
3.6.1 Waiting Time
We model the set of prices {St : t ≥ 0} as an arithmetic Brownian motion with trend µ and
volatility σ:
dSt = µdt + σdBt. (3.5)
In terms of the directional-change intrinsic time framework, Tup(δup) denotes the time for
an upward directional change of the size δup > 0 to unfold. In other words, it is the time
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interval which passes until the price increases by δup percents from the local minimum mt.
Technically:
Tup(δup) = inf{t > 0 : St −mtmt ≥ δup}, (3.6)
where
mt := inf
e∈[0,t]
Se. (3.7)
Similarly, Tdown(δdown) is the time of a downward directional change of the size δdown > 0:
Tdown(δdown) = inf{t > 0 : Mt − StMt ≥ δdown}, (3.8)
where
Mt := sup
e∈[0,t]
Se. (3.9)
Both of these equations are also known in the literature as waiting times of drawups and
drawdowns (see Section 3.1). It is shown in Landriault, Li, and Zhang (2015) that expected
times of a drawup δup and a drawdown δdown depend on the volatility and the trend of the
drifted Brownian motion. It can be mathematically expressed as
E[Tup(δup)] =
e−
2µ
σ2
δup + 2µ
σ2
δup − 1
2µ2
σ2
, (3.10)
and
E[Tdown(δdown)] =
e
2µ
σ2
δdown − 2µ
σ2
δdown − 1
2µ2
σ2
. (3.11)
Using the Taylor expansion e±
2µ
σ2
δ = 1 ± 2µ
σ2
δ +
( 2µ
σ2
δ)2
2! + O(µ3) and letting µ → 0, one can
recover that in the case with no trend the equation simplifies to
E[Tup(δ)] = E[Tdown(δ)] =
δ2
σ2
. (3.12)
These equations establish a scaling law dependence between waiting times of a directional
change, volatility, and the selected size of the directional-change threshold. Indeed, in the
analysis of Glattfelder, Dupuis, and Olsen (2011) it was empirically found that in the FX mar-
ket the average waiting time is proportional to the second power of the directional-change
threshold δ used to identify alternating trends:
〈T(δ)〉 ∼ δ2. (3.13)
The closeness of Equations (3.12) and (3.13) confirms the assumption that the evolution of
high-frequency prices expressed in terms of the directional-change intrinsic time has similar
properties to the random walk.
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3.6.2 Number of Directional Changes
Let N(δdown; σ, µ, [0, T]) denote the number of drawdowns of the size δdown observed within
the time interval [0, T] in Brownian motion process with parameters µ and σ. Since the
sequence Tdown(δdown)1, Tdown(δdown)2,. . . is the sequence of non-negative, independent, and
identically distributed random variables, the sequence {ψn; n ∈N}where ψn = Tdown(δdown)1+
. . .+ Tdown(δdown)n + . . . is the renewal point process. Thus, N(δdown; σ, µ, [0, T]) can be consid-
ered as the renewal counting process and its values can be found applying the Theorem 6.1.1
of Rolski et al. (2009) (Landriault, Li, and Zhang 2015) to the waiting time Equation (3.11):
lim
T→∞
N(δdown; σ, µ, [0, T]) = E[Tdown(δdown)]−1T =
T 2µ
2
σ2
e
2µ
σ2
δdown − 2µ
σ2
δdown − 1
. (3.14)
Correspondingly, the expected number of drawups N(δup; σ, µ, [0, T]) takes the form
lim
T→∞
N(δup; σ, µ, [0, T]) = E[Tup(δup)]−1T =
T 2µ
2
σ2
e−
2µ
σ2
δup + 2µ
σ2
δup − 1
. (3.15)
Equations (3.14) and (3.15), combined together, give the estimate of the number of directional
changes consequently following each other:
E[N(δup, δdown; µ, σ, [0, T])] =
2T 2µ
2
σ2
e−
2µ
σ2
δup + e
2µ
σ2
δdown + 2µ
σ2
(δup − δdown)− 2
. (3.16)
The expression is simplified in the trend-less case (µ→ 0) to the following form:
E[N(δup, δdown; σ, [0, T])] =
2Tσ2
δ2up + δ
2
down
. (3.17)
The theoretical dependence of the number of directional changes and the properties of un-
derlying process resemble the empirical observations of Guillaume et al. (1997). The authors
mention there that N(δ) ∼ δ−2 (for δ = δup = δdown).
Monte Carlo statistical tests were performed to numerically verify the accuracy of Equa-
tions (3.10), (3.11), and (3.16). Results of the tests are provided in Table 3.1. We selected only
positive trend values µ since the equations are symmetrical with respect to the direction of
the trend. Values in Table 3.1 exhibit high similarity of both empirical and theoretical results.
The meaning behind the provided equations is that the absolute size and the ratio of
directional-change thresholds used to dissect a price curve into a sequence of upward and
downward trends affect the frequency and the total number of events registered within a
given time interval. It follows from Equations (3.14) and (3.15) that the combination γ = µ
σ2
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is the crucial factor affecting the expected number of intrinsic events9. We check the number
of directional changes registered by a couple of thresholds in three extreme scenarios: µ
σ2
= 0
(Figure 3.2a), µ
σ2
 0 (Figure 3.2b), and µ
σ2
 0 (Figure 3.2c). A diverse set of dissection
procedures was applied to the randomly generated time series defined by the parameters
γ. All results were composed as a heatmap where each point corresponds to the number of
directional changes observed by a pair of thresholds {δup, δdown} (Y- and X-axis of the plots)
in a time series of the given length (Figure 3.2).
Table 3.1: Waiting times and number of directional changes in a Monte Carlo simulation. µ
and σ are parameters of the Brownian motion used for the test. There are 109 ticks in the
simulated time series. NMCDC , 〈TMCup 〉, and 〈TMCdown〉 are the numbers of directional changes and the
average waiting times registered in the Monte Carlo simulation. E[NDC], E[Tup], and E[Tdown]
are theoretical values dictated by Equations (3.16), (3.10), and (3.11) correspondingly. Values
σ−
TMCup
and σ−
TMCdown
are standard deviations of empirical and theoretical waiting times.
µ, % σ, % NMCDC /E[NDC] 〈TMCup 〉/E[Tup] σ−TMCup 〈T
MC
down〉/E[Tdown] σ−TMCdown
1
10 1.028 0.968 2.54 × 10−5 1.019 2.53 × 10−6
20 1.009 0.989 2.78 × 10−6 1.012 3.32 × 10−7
30 1.001 0.995 8.79 × 10−7 1.033 9.58 × 10−8
6
10 1.021 0.971 2.29 × 10−5 1.043 2.59 × 10−6
20 1.005 0.993 2.94 × 10−6 1.019 3.29 × 10−7
30 0.987 1.011 8.84 × 10−7 1.034 9.98 × 10−8
11
10 1.029 0.968 2.20 × 10−5 1.011 2.78 × 10−6
20 0.994 1.006 2.72 × 10−6 0.997 3.30 × 10−7
30 0.986 1.014 8.82 × 10−7 1.017 1.02 × 10−7
9 The expression γ is known in the insurance industry as “adjustment coefficient” or “the Lundberg exponent”
(Asmussen and Albrecher 2010). It finds its application in the ruin theory dating back to 1909 (Lundberg 1909). It
is also described as the optimal information theoretical betting size called Kelly Criterion (Kelly Jr 2011).
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Figure 3.2: Heatmaps of the number of directional changes observed by the pair of directional-
change thresholds {δup, δdown} (Y- and X-axis of the plots) in a timeseries of the given length
(Geometrical Brownian Motion (GBM), 109 steps in each simulation). Selected trend and volatil-
ity values: (a) µ = 0, σ = 0.15; (b) µ = −3, σ = 0.15; (c) µ = 3, σ = 0.15. The values on the plots
coincide with the ones computed using Equation (3.17).
Panel 2a in Figure 3.2 corresponds to the set of experiments where the Brownian Mo-
tion trend is equal to zero. It follows from Equation (3.17) that in such conditions the value
E[N(δup, δdown; σ, [0, T])] should be constant along circular contours δ2up + δ2down = δ
2 for δ > 0.
The colour gradient in the provided picture confirms the noted dependence. It is shown in
panels 2b and 2c of Figure 3.2 that the circular contours transform into ellipses when the
“adjustment coefficient” γ is significantly smaller or significantly bigger than zero. This phe-
nomenon can be interpreted in the following way: if E[N(δup = δdown;γ = 0, [0, T])] is the
expected number of directional changes registered in the drift-less time series of given length
and characterised by the fixed σ then for any γ greater or smaller than zero there is always
such a couple of non equal thresholds {δup, δdown|δup 6= δdown} that
E[N(δup, δdown | δup 6= δdown;γ 6= 0, [0, T])] = E[N(δup, δdown | δup = δdown;γ = 0, [0, T])].
(3.18)
In other words, any process characterised by a certain degree of persistent trend could be
treated as the one without the trend by tuning the size and the ratio of selected directional-
change thresholds. The property is essential for risk management techniques constructed
on top of directional-change intrinsic time approach. An example of real application of this
fact is provided in Golub, Glattfelder, and Olsen (2017). The authors employed asymmetric
thresholds to design an optimal inventory control function sensitive to the significant price
trend changes.
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3.6.3 Instantaneous Volatility
The volatility size of the financial time series is an inevitable component of any financial risk
analysis. Therefore, a clear understanding of the way how volatility changes over time is par-
ticularly important for risk management and inventory control problems. Classical volatility
estimation methods, also called “natural” or “traditional” estimators (Cho and Frees 1988)10,
primarily rely on physical time as the persistent measure of the intervals when the price
returns should be computed. The fact that the variance of returns on assets tends to change
over time creates obstacles on the way of employing the “traditional” volatility estimators. The
changing variance, also known as the stochastic volatility, became a cornerstone for multiple
research works (for example, Andersen and Lund (1997), Barndorff-Nielsen and Shephard
(2002), Aı, Kimmel, et al. (2007), and Campbell et al. (2018) and many others).
Values, computed by “natural” estimators, dominantly correspond to the integrated volatil-
ity of the studied process. The integrated volatility describes the averaged price activity over
non-zero time intervals. Alternative estimators, designed to reveal the size of the volatility
as the time interval approaches zero (instantaneous volatility), are mostly based on Fourier
analysis11 and require extensive computation efforts (see Chapter 3 in Mancino, Recchioni,
and Sanfelici (2017)). Therefore, new methods, capable of describing the price evolution in-
dependently of the flow of the price in physical time, should be employed to overcome the
existing volatility estimation difficulties.
The directional-change intrinsic time concept is by design agnostic to the speed of the
price change. Risk-management tools, based on top of the concept, automatically adapt their
performance to treat the changing price activity better. This property of directional-change
intrinsic time, together with analytical Equations (3.16) and (3.17), bring the idea of a new
volatility estimator devoid of the shortcomings of the equidistant time in finance. It follows
from Equation (3.17) that the volatility can be estimated for a trendless time series by counting
the number of directional changes within the time interval [0, T]:
σDC = δ
√
N(δ)
T
. (3.19)
10 The work Cho and Frees (1988) is particularly interesting due to the analysis the authors did to compare volatil-
ities computed by “natural” and “temporal” estimators. The latter employs time intervals measured between
consequent and alternating price moves of fixed relative size and thus is very close to the approach presented in
the current paper.
11 The type of mathematical analysis applied to identify patterns or cycles in a normalised time series data.
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We use the superscript DC to distinguish the volatility computed through the directional-
change intrinsic time from volatility computed by the traditional estimators. The latter we
will mark by σtrad.
Equation (3.19) solely computes the volatility part σ of the Brownian proces. That contrasts
the “natural” volatility estimation techniques where the entire stochastic σdWt part is typically
measured. That stochastic factor includes the noise component dWt. Therefore, the directional
change approach employed for volatility measurements can be classified as the true estimator
of the instantaneous volatility. Further, we apply Equation (3.19) to study changing dynamic
of financial time series throughout one week. We reveal volatility seasonality patterns of three
FX exchange rates, crypto market BTC/USD, and the stock index S&P500.
3.7 Results
Empirical properties of three distinct markets will be discussed in this section. We omit the
EUR/JPY, and EUR/GBP exchange rates in some of our experiments due to the fact that their
properties are greatly similar to the properties of the most traded FX rate EUR/USD. In this
case, EUR/USD is selected as the representative exchange rate of the entire FX domain.
3.7.1 Number of Directional Changes
Equations (3.16) and (3.17) connect the expected number of directional changes with parame-
ters of the underlying Brownian motion process. The evolution of real historical returns have
properties similar to the Brownian motion. The evolution sometimes compared to the se-
quence of the free particle moves (see Section 3.6). Thus, similar counters shown in Figure 3.2
should be found in heatmaps depicting the number of directional changes empirically regis-
tered in real data conditional that the assumption of the normal distribution of real returns is
true. EUR/USD, BTC/USD, and SPX500 exchange rates were taken to verify the statement by
replicating the same experiment done with the Brownian motion before (Figure 3.3). A col-
lection of 40 directional-change thresholds ranging from 0.1% to 4.1% defines the scale of the
heatmap grid. Colour schemes, used for the plots, have different scales due to the significantly
bigger number of directional changes per a period of time in the BTC/USD case. Yellow solid
lines indicate the examples of the areas where the number of direction changes is constant.
The selected for the examples deltas are δup = δdown = {1.15%, 2.8%} (EUR/USD, Figure 3.3a),
δup = δdown = {1.4%, 3.0%} (BTC/USD, Figure 3.3b), and δup = δdown = {1.1%, 2.9%}
(SPX500, Figure 3.3c).
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Curves in Figure 3.3a have an almost circular shape and are only slightly shifted towards
the bigger δdown values. This shift is present due to the downward trend experienced by the
exchange rate from 2011 to 2016 (from $1.4 to $1.1 per EUR). BTC/USD exchange rate was
much more unstable considering that the EUR/USD time series exhibited relative stability
with no noticeable regime switches apart from the slow constant price depreciation. The price
of Bitcoin grew with accelerating pace by more than 20 times in the second half of 2017 and
then lost nearly 70% of its value at the beginning of 201812. These significant trend changes
are pronounced in Figure 3.3b by yellow contours notably deviated from the circular shape.
The price roller-coaster caused considerable disparity of the number of registered directional
changes and the ones predicted by Equation (3.17) (relevant to the trend-less case). As result,
the solid price curves can be decomposed into two parts of independent ellipses similar to the
ones observed for Brownian motion with non-zero “adjustment coefficient” γ (Figure 3.2b,c).
(a) (b) (c)
Figure 3.3: Heat map of the number of directional changes calculated in (a) EUR/USD, (b)
BTC/USD, and (c) SPX500 time series. Each point on the grid represents the number of direc-
tional changes registered by a unique pair of thresholds {δup, δdown}. Heatmaps have different
scales. Yellow solid lines, specific for each heatmap, label the examples of the areas along which
the number of intrinsic events is constant. The dashed lines represent the theoretical areas of the
equal number of intrinsic events observed in case of the trend-less time series. White dashed
lines are parts of circles centred around the left bottom corner of each picture. The lines go
through the intersection of the solid yellow lines and the diagonal of each picture.
3.7.2 Realised Versus Instantaneous Volatility
In the second experiment, we compared the annualised volatility computed by the traditional
method (Equation (3.20)) and the volatility based on the observed number of directional
changes (Equation (3.19)).
12 It had a minimum at $230 per Bitcoin, temporary maximum at about $20 000, and then a drop to $6000.
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Returns Rt are defined as logarithms of the price change between St and St−1 measured
over equal periods of time. The number of returns n depends on the selected time interval
∆t and equal to n = T/∆t where T is the length of the entire tick-by-tick sample. Thus, the
length of a sample can be computed ex-ante.
The whole set of returns was used to find the standard deviation of the time series. The
measure is also known as realised volatility σtrad:
Rt = ln (St/St−1), Ravg =
∑nt=1 Rt
n
, σtrad =
√
∑nt=1(Rt − Ravg)2
n− 1 . (3.20)
The directional-change method does not define the number of observations ex-ante in con-
trast to the traditional approach. According to Equation (3.19), the size of the directional-
change threshold δ determines only the expected number of measures (or timestamps) in the
data sample of the given length. It is also worth saying that the price moves of the highest
frequency, tick-by-tick, do not appear over any predefined period. They occur together with
the flow of new orders in the market. The flow, initiated by thousands of independent traders’
demands, not synchronised with any periodical process. Thus, the time distance between two
consecutive ticks can be represented by a fraction of a second as well as by several minutes.
The equally spaced timestamps used to calculate returns for the “natural” estimators have
a high chance to happen not at the moment of a new price change. The additional decision
should be made on whether the historical price located before the timestamp or right after
it should be selected to compute the corresponding return. The directional-change intrinsic
time, in turn, directly reacts to the changes of the price levels. This flexibility of the intrinsic
time makes it possible to use the data of the highest frequency: tick-by-tick prices.
Specifications of tools used to estimate volatility can affect the experiments results (Müller
et al. 1997). Four increasing time intervals ∆tk, where k = {1, 2, 3, 4}, were selected to de-
fine the distance between each pair of consecutive prices St and St−1 used for the “natural
estimator”: ∆t1 = 1 min, ∆t2 = 10 min, ∆t3 = 1 hour, and ∆t4 = 1 day. The set of thresh-
olds employed to investigate the directional-change approach can also be arbitrarily cho-
sen. However, we selected them with the intent to compare the results of both experiments.
For this reason, we used the number of returns in the data sample corresponding to each
time interval ∆tk as the target for the number of directional changes registered in the same
data set. That is, the collection of four thresholds δk was selected in such a way that in the
given time series the number of directional changes is approximately equal to the number
of time intervals nk of the length ∆tk. We utilised one of the scaling properties described in
Glattfelder, Dupuis, and Olsen (2011) to find the precise thresholds size. The scaling property
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has the name “time of total-move” scaling law (law 10 in the article). The total-move is com-
posed as the sum of the directional-change (DC) and overshoot (OS) parts. The law connects
the size of the threshold δ with the waiting time TTM(δ) between two consecutive intrinsic
events:
TTM(δ) =
(
δ
Ct,TM
)Et,TM
, (3.21)
where Ct,TM and Et,TM are the scaling coefficients. Equation (3.21) can be used to express the
threshold δ in terms of the waiting time TTM:
δ(TTM) = T
1/Et,TM
TM Ct,TM. (3.22)
The currency average scaling parameters Et,TM and Ct,TM computed in Glattfelder, Dupuis,
and Olsen (2011) are 2.02 and 1.65 × 10−3, correspondingly. Putting these coefficients into
Equation (3.21), one can calculate that thresholds reciprocal to the selected time intervals
∆t1, . . . ,∆t4 are: δ(∆t1) = 0.013%, δ(∆t2) = 0.039%, δ(∆t3) = 0.095%, and δ(∆t4) = 0.458%.
It is worth mentioning that applied scaling parameters are relevant only to the FX market
which was the object of the research in Glattfelder, Dupuis, and Olsen (2011). To the extent
of our knowledge, parameters specific to Bitcoin prices, as well as to the S&P500 index, were
not mentioned in the scientific literature before. Therefore, as the first step, we obtained the
parameters by studying the “time of total-move” scaling law of historical Bitcoin, and SPX500
returns. The log-log plot of waiting times TTM(δ) versus the directional-change threshold size
δ is provided in Figure 3.4. The red line marks BTC/USD scaling law and is shown together
with black, yellow, and green lines computed for EUR/USD, SPX500, and Geometrical Brow-
nian Motion (GBM) correspondingly. Settings of the latter are chosen to mimic returns typical
for the FX market.
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Figure 3.4: hlTime of total-move scaling laws computed for BTC/USD, EUR/USD, SPX500, and
Geometrical Brownian Motion (GBM). GBM’s parameters are S0 = 1.3367, µ = 0, σ = 20%, T =
1 year, and 10 million ticks in total. Scaling parameters C and E correspond to the coefficients
of Equation (3.21).
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Total-move scaling law parameters, obtained in the experiment, exhibit distinct resemblance
of the stylised properties of the traditional FX and SPX500, as well as the emerging Bitcoin
markets. Scaling factors Et,TM of EUR/USD, BTC/USD, and SPX500 are 1.827, 1.818, and
1.604, correspondingly. The coefficient specific for the BTC/USD pair is approximately 0.5%
smaller than the one of EUR/USD. The coefficient of the SPX500 index is, in turn, is substan-
tially smaller: by 9.9%. The same scaling factor of the GBM is the biggest among others: 1.920
(≈ 5.6% difference with EUR/USD). The parameter is noticeably distant from the parameters
of the analysed exchange rates. We account the divergence to the non-normal distribution of
real returns at ultra-short timescales (fat tails). The fat tails effect is pronounced in Figure 3.4
as the upward bend of the curves towards the beginning of the X-axis. The bends are read
as the longer time needed for a total-move to unwrap than it is predicted by the linear part
of the plot in the range of higher thresholds values. Linear regressions, built in the range of
straight parts of the curves, are characterised by the scaling coefficients Et,TM, which are close
to the ones observed in GBM. The observed evidence is an additional confirmation of the
“Aggregational Gaussianity” stylised fact13 typical for high-frequency markets (Cont 2001).
Scaling parameters Ct,TM of EUR/USD, BTC/USD, and SPX500 are 9.07 × 10−4, 9.94 × 10−3,
and 4.60 × 10−4, correspondingly. These values are significantly different due to the unlike
scale of the corresponding volatility. This volatility dependent scaling parameter is not critical
for the current analysis and will be discussed in the future research works.
The goal of the experiment is to compare the volatility computed using the ”traditional”
approach to the volatility based on the directional-change intrinsic time concept. Scaling law
parameters Et,TM and Ct,TM of historical BTC/USD returns were used to find the size of the
directional-change thresholds, which would result in the average number of registered in-
trinsic events in the entire data-sample equal to the number of evenly spaced periods nk.
Expressing the parameter δk from the Equation (3.21) we find that for BTC/USD the thresh-
olds are: δ(∆t1) = 0.09%, δ(∆t2) = 0.33%, δ(∆t3) = 0.89%, δ(∆t4) = 5.13%. The values are
about ten times bigger than the ones related to the FX market (mentioned above) because of
the proportionally larger realised volatility.
The same procedure, described in the previous paragraph, was performed in order to
find the corresponding thresholds for the SPX500 time series. The obtained values: δ(∆t1) =
0.006%, δ(∆t2) = 0.025%, δ(∆t3) = 0.076%, δ(∆t4) = 0.55%.
The set of selected time intervals ∆tk={1,...,4} and the complementary thresholds δ∆t1 , . . . , δ∆t4
specific for each considered market were used to calculate realised and instantaneous volatil-
13 The evidence that the distribution of returns approaches the normal one measured over longer timescales.
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ity by traditional and the novel approach. We present in Table 3.2: average value of the realised
volatility 〈σtrad〉 computed as the sum of all four measurements (k = {1, 2, 3, 4}) divided by
the number of experiments; its standard deviation σ−trad; average value of the instantaneous
volatility computed by the novel approach 〈σDC〉; the corresponding standard deviation σ−DC;
ratios of both measures 〈σtrad〉/〈σDC〉 and σ−trad/σ−DC. The last column of the table demon-
strates the difference in the stability of results obtained by two measures.
The size difference of the realised and the instantaneous volatility is significant and is pro-
nounced across all tested exchange rates (column 〈σtrad〉/〈σDC〉). The realised volatility com-
puted in the “natural” way persistently exceeds the instantaneous volatility discovered via the
novel approach. Only the two types of Bitcoin’s volatility appear to be 5% different whenever
the divergence grows up to 99% in the case of SPX500. The striking difference is partially ex-
plained by the various discreteness of the employed data (which will be elaborated in the next
section), and partially by the phenomenological properties of the selected markets (more on
it in Section 3.7.4). This phenomenon is captivating especially taking into account that Bitcoin
is particularly famous due to its oversized price activity. Its activity is clearly pronounced as
the large standard deviation of the instantaneous volatility of BTC/USD pair (column σ−DC).
Three FX exchange rates, having noticeably smaller realised volatility, are characterised by the
wider range of the standard deviation values (column σ−trad). The ratio σ
−
trad/σ
−
DC reaches the
0.02 level computed for EUR/USD. In other words, the standard deviation of the EUR/USD
instantaneous volatility is 50 times bigger than the realised volatility value.
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Table 3.2: Volatility of the considered time series computed using the “traditional” (Equation
(3.20)) and the directional-change (Equation (3.19)) approaches. Provided values 〈σtrad〉 and
〈σDC〉 are the average of four measurements performed with specific parameters: in the “tradi-
tional” case time intervals between observations Sn and Sn−1 are ∆t1 = 1 min, ∆t2 = 10 min,
∆t3 = 1 h, and ∆t4 = 1 day. In the case of the directional-change intrinsic time approach, the
thresholds δ are δ(∆t1) = 0.013%, δ(∆t2) = 0.039%, δ(∆t3) = 0.095%, δ(∆t4) = 0.458% (FX
prices), δ(∆t1) = 0.09%, δ(∆t2) = 0.33%, δ(∆t3) = 0.89%, δ(∆t4) = 5.13% (BTC prices), and
δ(∆t1) = 0.006%, δ(∆t2) = 0.025%, δ(∆t3) = 0.075%, δ(∆t4) = 0.545% (SPX500).
Name 〈σtrad〉,% σ−trad 〈σDC〉,% σ−DC 〈σtrad〉/〈σDC〉 σ−trad/σ−DC
EUR/USD 9.72 0.03 7.53 1.38 1.29 0.02
EUR/JPY 11.93 0.12 8.55 2.07 1.40 0.06
EUR/GBP 8.04 0.23 5.81 1.43 1.38 0.16
BTC/USD 84.76 8.67 80.87 22.21 1.05 0.39
SPX500 13.19 0.67 6.63 3.24 1.99 0.21
3.7.3 Discrete Price Effect
The instantaneous volatility standard deviation computed for four different directional-change
thresholds has an extremely high value (column σ−DC in Table 3.2). This indicates that in con-
trast to the realised volatility capable of the scaling, together with the time interval ∆t, the
instantaneous one does not scale together with the threshold size δ.
The price discontinuity typical for all real markets is the cause of the high standard devi-
ation of the instantaneous volatility computed by the directional-change approach. Conven-
tional exchange architecture restricts the price quotations to be a multiple of some constant,
for example, 0.001 of a USD. This discreteness caused substantial debates in the scientific liter-
ature with regards to the accuracy of the ”natural” estimators and on the extent to which they
overestimate the actual volatility of the studied process (Gottlieb and Kalay 1985; French and
Roll 1986). Equation (3.19) connects the number of directional changes observed per period of
time and the instantaneous volatility and is built on the assumption of the continuous Brow-
nian process. It has no adjustment factors to the discreteness of the analysed data. In reality,
the directional-change intrinsic time does not precisely tick at the level where the size of the
return is equal to the size of the threshold δ. Instead, in most cases, a new directional-change
event becomes registered when the price has already jumped over the expected level. This
discreteness effect becomes more pronounced when the size of the elementary price move
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(tick) is relatively big. That is, two factors contribute to the size of the instantaneous volatility
of the discrete data-sample computed by the novel approach: the scale of the selected thresh-
old δ and the tick size in the given sample (discreteness). Further, we provide results of a
set of experiments where the impact of the price discreteness and the threshold size δ on the
computed instantaneous volatility is observed.
Three time series were generated by GBM with the various density of ticks per period of
time. Variation of the number of price changes in the simulation is equivalent to changing
the simulated tick size having fixed a one-year time interval and volatility of the generated
process fixed to be 15%. Forty gradually increasing directional-change thresholds were ap-
plied to all three GBMs. The thresholds range from 0.01% to 0.29%. We provide the plot of
the computed instantaneous volatility of simulated time series in Figure 3.5. Two particular
properties can be noticed. First, one brings the generated time series closer to the continu-
ous process by making the size of a tick smaller (increasing the number of price changes per
period in the sample). In this case, the values of the estimated instantaneous volatility σDC
become closer to the volatility σ embedded in the model. Second, bigger thresholds are less
sensitive to the discreetness of the given set of prices. The slippage effect of the price jump
over the expected intrinsic time level becomes less pronounced, and the obtained result also
approaches the value σ when the tick size represents a small fraction of the directional-change
thresholds. A more comprehensive analysis should be performed in further research works
to bridge the gap between the realised and instantaneous volatilities.
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Figure 3.5: Instantaneous volatility of three time series generated by GBM with various tick
frequencies and fixed volatility (15%). The volatility is computed by the directional-change
approach (Equation (3.19)). Sizes of the directional change thresholds, used to calculate the
volatility values, are put on the X-axis. Red dashed line marks the 15% level.
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3.7.4 Volatility Seasonality
Michael M Dacorogna et al. (1993) presented a weekly seasonality pattern of price activity
in the FX market. The authors’ analysis is based on the assumption that worldwide trading
happens at strictly separated time zones with several dominated cores and operates within
specific trading hours. Such a physical distribution of traders is embodied in geographical
components of the market activity and eventually becomes pronounced as the weekly volatil-
ity seasonality. We do not build a similar assumption in our work. Instead, the collection
of observed historical returns is treated as the only source of information available for the
analysis. Further, we discover and describe the seasonality pattern of instantaneous volatility
typical for FX exchange rates, Bitcoin prices, and S&P500 index.
We divide a whole week into a set of 10-minute time intervals (bins). There are 1008 equally
spaced points located at the fixed distance from the beginning of each week. This is a signif-
icantly larger number than the one used in the work Michael M Dacorogna et al. (1993) (168
points spaced by one hour intervals). We can afford this decreased granularity thanks to the
more detailed historical time series employed for the experiment: instead of 12 million ticks
for 26 exchange rates, we have on average 100 million ticks for each of the FX pairs. For each
bin, the average number of directional changes will be computed.
The following series of steps allowed to construct the seasonality pattern. First, we run
all historical tick-by-tick prices through the directional-change algorithm with the specified
threshold δ. As soon as a new intrinsic event becomes registered, we check within which out
of 1008 bins it happened. We add +1 to the number of directional changes corresponding
to that time interval. When there are no prices left in the historical time series, we find the
average number of intrinsic events per each bin. Equation (3.19) is then applied to compute
the corresponding instantaneous volatility. Considering the five-year-long historical data, the
obtained average is based on nearly 250 observations. Calculated instantaneous volatility
values should be later normalised by the number of years and the length of a bin to get the
annualised volatility specific for each bin of the week.
We select the threshold δ = 0.01% for the first experiment with FX exchange rates. The
average number of directional changes in a week registered by a threshold of this size is
approximately equal to the number of 10-minute long bins in it (1008). The reconstructed
instantaneous volatility seasonality pattern of the FX pairs is shown in Figure 3.6. The pattern
is notably stable across all tested exchange rates and is similar to the one demonstrated in
Michael M Dacorogna et al. (1993).
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Figure 3.6: Instantaneous volatility seasonality of three Forex (FX) exchange rates computed
using the directional-change approach (Equation (3.19)). Applied directional-change threshold
δ = 0.01%. The whole week is divided by equally spaced time intervals T = 10 min (1008 bins
in total).
We provide results of the same experiment where the “traditional” volatility estimator
(Equation (3.20)) was employed to reveal the seasonality patterns of the FX exchange rates
in Figure 3.7 and of BTC/USD in Figure 3.8. In contrast to the volatility seasonality pat-
tern computed using the directional-change approach (Figure 3.6), the “traditional” pattern
is less affected by the frequency of ticks per period of time specific for each studied time
series. The difference between the average realised volatility across a week of the most active
pair (EUR/JPY) and the least active (EUR/GBP)14 is equal to 46%. The same difference of
the instantaneous seasonality (Figure 3.6) is 10% bigger and equal to 56%. The “traditional”
estimator of the realised volatility seasonality demonstrates more rapid changes in the con-
secutive bins values. Local maximums at the beginning and the end of a day are considerably
abrupt. The reason for this is that the directional-change intrinsic time captures the part of
the volatility of the underlying process free of the noise component by ignoring the overshoot
part of each trend move. The exact form and scale of the noise component and its connection
to the overshoot section of the directional-change intrinsic time is a topic for future research
work.
Assets traded in the crypto market have several specific properties which make them no-
ticeably different compared to the traditional financial instruments such as FX exchange rates.
Among the characteristics are: open trading within weekends and holidays; the absence of
isolated physical trading centres where working hours are fixed; still low acceptance of the
14 According to Table 3.2.
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emerging market among professional traders. The outlined differences are endorsed by the
history of technologies employed in the traditional FX and the emerging crypto worlds. The
first one has originated in times when the trading happened in person and the settlement
assumed the actual physical assets delivery. The trading organically evolved over time and
became digital thanks to the internet expansion. Nevertheless, old properties, such as the
governmental and the middle-man controls, have never been removed from the list of the ac-
companying FX markets design features. Bitcoin, in turn, has been designed as the alternative
of the traditional financial system. It benefits from the blockchain technology by endorsing
the principles of equality, openness, and accountability. We studied the historical prices of Bit-
coin to investigate whether these specialities have any considerable impact on the BTC/USD
instantaneous volatility seasonality pattern.
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Figure 3.7: Realised volatility seasonality patterns of three FX exchange rates computed using
the traditional approach (Equation (3.20)). Time intervals of 1-min have been used to calculate
returns. The size of each bin is 10 min, 1008 bins in total.
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Figure 3.8: Realised volatility seasonality patterns of BTC/USD and EUR/USD exchange rates
computed using the traditional approach (Equation (3.20)). Time intervals of 1-min have been
used to calculate returns. The size of each bin is 10 min, there are 1008 bins in total.
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We apply the same threshold size δ = 0.01% used in the FX experiment to compare the
seasonality patterns of Bitcoin and EUR. The obtained seasonality pattern put on top of the
EUR/USD seasonality is presented in Figure 3.9. As can be seen from Figure 3.9, the period-
ical shape of Bitcoin’s curve is much less pronounced in contrast to EUR/USD. Its standard
deviation computed within a week is 0.5%. It is roughly four times smaller than the standard
deviation of the EUR/USD pattern (equal to 1.9%). Surprisingly, the intra-day maximums
and minimums of Bitcoin seasonality do not precisely coincide with those observed in the
traditional market. They are shifted towards the time intervals where European and Ameri-
can markets contribute the most to the geographical pattern (as disclosed in Michael M Da-
corogna et al. (1993)). This observation confirms the one provided in Eross et al. (2017). That is
particularly interesting since Asian markets are known for their substantial contribution to
the cryptocurrency trading volumes. The fact that China has ruled that financial institutions
cannot handle any Bitcoin transactions could be the reason of the observed phenomenon
(Ponsford 2015). Instantaneous volatility over weekends is slightly lower than within the mid-
dle part of the week and is practically equal to Monday’s activity. We attribute the observed
facts to the mentioned above non-traditional characteristic of the cryptocurrency market.
As it was shown before, the instantaneous volatility computed by the novel approach di-
rectly depends on the size of the selected directional-change threshold δ (Figure 3.5). To exam-
ine the threshold size impact on the seasonality pattern of the real data, we arbitrarily selected
the following set of values: δ = {0.01%, 0.04%, 0.10%}. The same algorithm described above
was applied to reconstruct the volatility seasonality pattern for the FX pair EUR/USD (Figure
3.10) and SPX500 (Figure 3.11). The seasonality patterns shift toward higher volatility values
when the size of the threshold is bigger. The observation is in line with the results of the
experiments on GBM (Figure 3.5). Average values of EUR/USD seasonality curves computed
with thresholds δ equal to 0.10% and 0.04% are correspondingly 1.71 and 1.57 times higher
than the values computed with δ = 0.01%. The dependence of the seasonality smoothness
on the size of the directional-change threshold become vividly pronounced: the seasonality
curve constructed with the smallest threshold in the set is much sleeker (less wander) than
the rest of the curves. This phenomenon should urge researchers and practitioners to select
directional-change thresholds according to their needs very carefully while employing the
directional-change technique.
According to Table 3.2, realised volatility of Bitcoin returns computed in the “traditional”
way is about nine and six times bigger than the analogous volatility of the FX and SPX500 ex-
change rates (column 〈σtrad〉). Besides, the retrieved sample of historical BTC/USD prices has
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1.2 million ticks per year, which is 16.7 times smaller than the number of ticks per year in the
EUR/USD case (about 20 million). As a result, the choice of the directional-change threshold
δ has a much more significant effect on the average BTC/USD instantaneous volatility. We
demonstrate results of four experiments where different threshold sizes were employed to
reveal the seasonality patterns in Figure 3.12. The same δ = 0.01% was used as the reference
for the set of all arbitrary selected thresholds: δ = {0.01%, 0.03%, 0.10%, 0.20%}. As it can be
seen from Figure 3.12, the increase in the size of δ causes the corresponding increase in the
volatility level around which the seasonality patterns oscillate. The levels of the seasonality
distribution for δ = {0.03%, 0.10%, 0.20%} are 1.5, 4.0, and 11.1 times bigger than the value
corresponding to the smallest threshold δ = 0.01%. The biggest δ = 0.20% lifts the value up
to the level of σannual = 68.5% (which is still smaller than the realised volatility presented in
Table 3.2 (σannual = 84.76%)).
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Figure 3.9: Instantaneous volatility seasonality of BTC/USD compared to the seasonality pat-
tern of EUR/USD computed using the directional-change approach (Equation (3.19)). The dark-
red curve approximates the Bitcoin seasonality pattern using the Savitzky–Golay filter (number
of points in the window is 101, the order of the polynomial is 2). The directional-change thresh-
old δ = 0.01% was used in both experiments. Each discrete time interval (bin) is T = 10 min.
There are 1008 bins in total.
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Figure 3.10: Volatility seasonality of EUR/USD computed using the novel approach (Equation
(3.19)) and three different thresholds: δ = {0.01%, 0.04%, 0.10%}. The size of a bin is 10 min,
there are 1008 bins in a week.
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Figure 3.11: Volatility seasonality of SPX500 computed using the novel approach (Equation
(3.19)) and three different thresholds: δ = {0.01%, 0.04%, 0.10%}. The size of a bin is 10 min,
there are 1008 bins in a week.
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Figure 3.12: Instantaneous volatility seasonality of BTC/USD exchange rate computed using
the directional-change approach (Equation (3.19)) and four different thresholds. Applied thresh-
olds, from top to bottom: δ = {0.20%, 0.10%, 0.03%, 0.01%}. The dark solid curves approximate
the Bitcoin seasonality patterns using the Savitzky–Golay filter (number of points in the win-
dow is 101, order of the polynomial is 2). Bin size T = 10 min was chosen in all cases (1008
bins in a week). Dashed lines and the numbers over them represent the average level of each
seasonality pattern across a week.
More information on the daily instantaneous and realised volatility seasonality ratio is
provided in Figures 3.15–3.18 and Table 3.4 in Appendix 3.A.
3.7.5 Volatility Autocorrelation and Theta Time
The shape of the persistent instantaneous volatility seasonality patterns computed for the FX
and SPX500 exchange rates changes with clear daily periodicity. This observation suggests
that there should be a strong autocorrelation of the instantaneous volatility over time. The
connection of the number of directional changes and the volatility value (Equation (3.19))
translates into the autocorrelation of the number of directional changes. We examined the au-
tocorrelation function (ACF) of the number of directional changes observed within each bin
of a week to check the assumption. The results of the experiment made for the FX exchange
rates are provided in Figure 3.13. The same size of the directional-change threshold used to
reveal the seasonality distribution δ = 0.01% was employed. A remarkably stable pattern was
found where daily and weekly seasonality is easily recognisable. The ACF function of FX
exchange rates discovered in our work is highly similar to the results provided by Michael M
Dacorogna et al. (1993). Nevertheless, there are clear differences between the FX autocorrela-
tion patterns in our work and in the work of Michael M Dacorogna et al. (1993). The ACF of
the number of directional changes computed through time lags defined in physical time does
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not cross the zero level for a much more extended period. It is consistently positive with lags
even greater than several weeks. The curve representing the ACF of EUR/JPY has the small-
est amplitude (smallest variability). In contrast, curves of EUR/USD together with EUR/GBP
invariably follow the same pattern shifted up in the case of EUR/USD.
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Figure 3.13: Autocorrelation function of the number of directional changes per 10-minute long
bins computed in physical time. Vertical dashed lines label weekly intervals. Applied threshold
δ = 0.01%.
The SPX500 time series ACF has a similar shape to the shape of the FX market ACF. Two
distinct properties can be noticed: the higher ACF amplitude and the faster decay. The exact
level of decline of all exchange rates will be discussed a few paragraphs later.
The BTC/USD exchange rate seasonality pattern, characterised by much less pronounced
instantaneous volatility, has also been tested in order to get the shape of the autocorrelation
function. The results are presented in Figure 3.13. The amplitude of the ACF curves is the
main difference in the values computed for the traditional FX and the emerging BTC/USD
markets: the variability of the BTC/USD curve is 10 times lower than the variability of the
EUR/USD one. We note that significantly bigger thresholds than the one used in the exper-
iment (δ = 0.01%) have also been tested. All results confirmed that they reveal less accurate
patterns due to the data insufficiently frequent for the statistical analysis.
A certain level of decline characterises the ACFs of all exchange rates as it can be seen
from Figure 3.13. Large seasonal peaks of the autocorrelation functions drawn against of
physical time do not allow to measure the level of decline precisely. A measure capable of
converting the stochastic price evolution process to the stationary one should be applied to
estimate the level of the downturn better. We minimise the seasonality pattern by employing
the concept of theta time (Θ-time) proposed by Michael M Dacorogna et al. (1993). Θ-time
3.7 results 87
is designed to eliminate the periodicity pattern by defining a set of non-equal time intervals
within which the measure should be performed. The length of each Θ interval in physical
time depends on the historical activity of the market. The theta time concept states that the
average cumulative price activity (or volatility) between each consecutive couple of Θ steps
is constant. Therefore, the distance between Θ timestamps, measured in physical time, is
dictated by the shape of the volatility seasonality pattern. The periods of high price curve
activity are equivalent to increasing the speed of physical time. The frequency of Θ stamps
increases when the volatility rises too. In contrast, periods of low activity are identical to
stretching the flow of the physical time, and the lower number of Θ intervals appears. As a
result, active parts of the seasonality pattern, coinciding with the middle of the trading day,
have the higher density of Θ timestamps per a unite of the physical time than the standstill
sections overnights. Mathematically:
Θ(t) =
∫ t
t0
σ(t′)dt′, (3.23)
where t0 and t are the beginning and the end of the considered period of physical time and
σ(t′) is the value of the instantaneous volatility corresponding to each moment of the interval.
Equation (3.23) can be transformed into the sum of elements σ∆t′ between the beginning and
the end of the observed interval ∆tn in the case of a non-continuous seasonality pattern where
the values are discretely defined in periods ∆t (as in our experiment):
Θ(t) =
∆t
∑
∆t0
σ∆tn . (3.24)
It should be noted that the number of bins in a week is always constant in both physical and
Θ times. This is achieved through the assumption that the integral (or the sum) of the weekly
activity is the constant value.
The autocorrelation function of the number of directional changes computed in Θ-time is
shown in Figure 3.14. Curves are approximated by the logarithmic function y = AACF log x +
BACF. The logarithmic coefficients AACF and BACF are presented on Figure 3.14 and in Table
3.3.
Major weekly fluctuations of the volatility seasonality pattern have been successfully elim-
inated for all three FX and BTC/USD exchange rates. Nevertheless, Θ-time does not com-
pletely remove the seasonality shape of ACF in the same way it happened in the work Michael
M Dacorogna et al. (1993): noticeable peaks are still present in the final part of each business
day. Moreover, the SPX500 curve is characterised by vividly pronounced daily seasonality pat-
tern despite being run through the theta time algorithm. The phenomenon, observed in the
original paper (Michael M Dacorogna et al. 1993), was explained by the non-optimal setup
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of the chosen model. The assumed same activity for all working days is indeed not fully
correct (see Figure 3.6). However, we do not use any analytical expression postulating equal
daily activity to describe the seasonality pattern. Instead, components σ∆t′ of real empirically
found volatility seasonality patterns depicted in Figures 3.6 and 3.9 were utilised to define the
timestamps in Θ-time. Therefore, we eliminate the inefficiency connected to the assumption
mentioned above. Thus, the alternative interpretation for the remained seasonality should be
provided.
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BTC/USD: -0.029 log(x) + 0.84
EUR/USD: -0.021 log(x) + 0.75
EUR/JPY: -0.018 log(x) + 0.65
EUR/GBP: -0.015 log(x) + 0.59
SPX500: -0.054 log(x) + 0.69
Figure 3.14: Autocorrelation function (ACF) of the number of directional changes per a bin in
Θ-time. Vertical dashed line labels one week interval. There are 1008 bins in a week.
Table 3.3: Parameters of the logarithmic decay y = AACF log x + BACF used to fit the autocor-
relation function (ACF) of the number of directional changes in Θ-time (Figure 3.14).
Name AACF BACF
BTC/USD −0.029 0.84
EUR/USD −0.021 0.75
EUR/JPY −0.018 0.65
EUR/GBP −0.015 0.59
SPX500 −0.054 0.69
We attribute the remaining fluctuations to the selected directional-change algorithm, which
dissects the price curve into a collection of alternating trends. We also claim that the choice of
the frequency of bins in a week used for the experiments affects the shape of the autocorre-
lation function in theta time. According to the directional-change algorithm (see Section 3.1),
the dissection procedure has to be initialised only once and then it performs unsupervised.
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The evolution of the price curve dictates the sequence of intrinsic events. This fact leads to
a certain dilemma: once registered, to which bin of a week should the intrinsic event be as-
signed? The following example illustrates the preditacament. A couple of prices, at which two
subsequent directional changes become registered, could belong to different bins. Let us say
these are the intervals ∆tn−1 and ∆tn. This means that the beginning of the price move that
triggered the latest intrinsic event had started within ∆tn−1. But the end of this price trajectory
finishes within the interval ∆tn. The crucial point is at what part of the ∆t are the beginning
and the end located. In the extreme case, the whole price trajectory before the directional
change could be fully placed inside of the interval ∆tn−1. The latest tick that eventually trig-
gered the new directional-change event can be at the very beginning of ∆tn. Should such an
event be assigned to the bin ∆tn−1 or to ∆tn? The answer to this question is particularly im-
portant considering the effect the threshold size has on the seasonality patterns (Figures 3.10
and 3.11). The patterns constructed by using different thresholds have not only different av-
erage value over a week but also characterised by slightly shifted regions of local maximums
and minimums (see, for example, the curves for δ = 0.01% and δ = 0.10%).
A better way of associating locations of intrinsic events with bins of a week is another
question related to the transition from the physical to intrinsic time and vice versa. This topic
should be discussed in more details in further research works. Until then, the use of smaller
thresholds and bigger time intervals is the strategy capable to impact the localisation problem
positively.
3.8 Concluding Remarks
The language of traditionally considered drawdowns and drawups has been translated into
the language of the directional-change intrinsic time. This translation made it possible to
interpret the evolution of a price curve as a sequence of alternating trends of the given scale.
The observed number of directional changes per period of time has been connected to the
properties of the studied time series characterised by the instantaneous volatility σDC and
the trend µ. The choice of directional-change thresholds δup and δdown used to dissect the
historical price curve is arbitrary but affects the results of the experiment. Bigger thresholds
tend to register higher instantaneous volatility than the smaller ones. Equations (3.10), (3.11),
and (3.16), connecting the observed number of directional changes to the properties of the
studied process, have been validated by a Monte Carlo simulation. The simulation confirmed
the robustness and accuracy of the obtained analytical expressions.
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We extended the work of Michael M Dacorogna et al. (1993) by discovering the instanta-
neous volatility weekly seasonality pattern. One representative of the emerging cryptocur-
rency markets, Bitcoin, as well as of the traditional and widely accepted FX (EUR/USD,
EUR/GBP, EUR/JPY) and stock (S&P500) markets, were considered. The connection of the
number of directional-change intrinsic events to the instantaneous volatility has been em-
ployed to perform the computation. BTC/USD and SPX500 “total-move scaling laws” were
computed for the first time to facilitate the seasonality discovery.
Similar patterns of the realised and the instantaneous volatility were obtained. Several no-
ticeable differences between the results demonstrated in the work Michael M Dacorogna et
al. (1993) and the ones presented in the current paper have been highlighted. First, the method
based on the directional-change intrinsic time concept significantly simplifies the construc-
tion of the instantaneous volatility seasonality pattern operating with the information of the
highest resolution (tick-by-tick prices). Second, the autocorrelation function of the number
of directional changes computed in physical time stays positive for a notably long period of
time. Third, the beginning of the volatility autocorrelation function computed in Θ-time can
be approximated by the logarithmic function. The part of the autocorrelation plot after the
lag bigger than one week declines linearly.
The difference between the instantaneous volatility seasonality patterns of the traditional
FX and emerging Bitcoin markets demonstrates the currency digitisation and globalisation
effect. The effect can be considered as the template for the future analogous markets to come.
The insights provided within this paper underline the relevance of the proposed directional-
change framework as a valuable alternative to the traditional time-series analysis tools. The
independence of directional-change intrinsic time on the frequency of price changes over a pe-
riod of time makes it an effective tool for capturing periods of changing price activity. Results
of the provided research can be used to extend the set of risk management tools constructed
to evaluate the statistical properties of traditional and emerging financial markets.
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3.A Daily Seasonality
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Figure 3.15: Daily realised volatility ratio of BTC/USD measured over 10-min time intervals
dissecting the entire week into 1008 bins. The volatility is computed according to the “tradi-
tional” approach (Equation (3.20)).
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Figure 3.16: Daily realised volatility ratio of the given exchange rates (labelled by ***) and
EUR/USD. The volatility is computed according to the “traditional” approach (Equation (3.20)).
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Figure 3.17: Daily instantaneous volatility ratio of BTC/USD measured over 10-min time inter-
vals dissecting the entire week into 1008 bins. The volatility is computed according to the novel
approach (Equation (3.19)).
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Figure 3.18: Daily instantaneous volatility ratio of the given exchange rates (labelled by ***) and
EUR/USD. The volatility is computed according to the novel approach (Equation (3.19)).
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Table 3.4: Daily instantaneous volatility ratio and the weekly standard deviation of two FX
(EUR/JPY and EUR/GBP), one crypto (BTC/USD), and one stock (SPX500) exchange rates to
EUR/USD. Columns Ratio∗ stands for the ratio of the average daily volatility of the correspond-
ing exchange rate and one of EUR/USD. The average value computed over 10-min intervals.
Columns std∗ contain the standard deviation values of the volatility ratio over the set of 10-min
intervals. The subscripts trad and DC label the measures made using the traditional volatility
estimator (Equation (3.20)) and the novel approach (Equation (3.19)) correspondingly. The daily
volatility ratios are graphically presented in Figures 3.16 and 3.17.
Rattrad stdtrad RatDC stdDC Rattrad/RatDC stdtrad/stdDC
Monday
EUR/JPY 1.35 0.27 1.03 0.12 1.31 2.25
EUR/GBP 0.89 0.1 0.64 0.04 1.39 2.50
BTC/USD 11.75 3.99 1.35 0.51 8.70 7.82
SPX500 0.97 0.51 0.57 0.29 1.70 1.76
Tuesday
EUR/JPY 1.35 0.23 1.02 0.11 1.32 2.09
EUR/GBP 0.88 0.13 0.63 0.05 1.40 2.60
BTC/USD 11.7 4.53 1.35 0.52 8.67 8.71
SPX500 0.95 0.47 0.57 0.3 1.67 1.57
Wednesday
EUR/JPY 1.31 0.3 1.02 0.12 1.28 2.50
EUR/GBP 0.88 0.19 0.64 0.05 1.38 3.80
BTC/USD 10.83 3.74 1.29 0.46 8.40 8.13
SPX500 0.93 0.42 0.53 0.26 1.75 1.62
Thursday
EUR/JPY 1.34 0.22 1.03 0.12 1.30 1.83
EUR/GBP 0.89 0.18 0.64 0.05 1.39 3.60
BTC/USD 11.42 4.42 1.29 0.5 8.85 8.84
SPX500 0.93 0.49 0.57 0.28 1.63 1.75
Friday
EUR/JPY 1.35 0.28 1.03 0.12 1.31 2.33
EUR/GBP 0.9 0.17 0.64 0.06 1.41 2.83
BTC/USD 11.81 4.93 1.3 0.54 9.08 9.13
SPX500 0.98 0.46 0.61 0.31 1.61 1.48
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Abstract
We extend the intrinsic time directional-change methodology to multidimensional space. The
methodology is explored in the context of currencies where the currencies are orthogonal di-
mensions. The intrinsic time ticks whenever the price reverses from the local pick by a certain
percentage. We generalise the concept of the price direction to the space of many dimensions.
Scaling laws which were reported for one-dimensional time series are now reproduced in
the multidimensional space. We report the increased systematic curvature in the fitted Forex
scaling law data. The increase in the curvature size is associated with dimensionality growth.
The novel methodology can be used as a method to estimate multidimensional volatility. The
paper provides various ideas for practical applications of the multidimensional directional-
change methodology.
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4.1 Introduction
Foreign exchange (FX) is a complex system. Companies and individuals interact with each
other at FX markets by exchanging national currencies. The total exchanged daily volume
is measured in trillions of dollars1 and is approximately a quarter of the entire USA GDP2.
Such vast number indicates high market activity. That activity happens in the globalised fi-
nancial world which can be considered as an interconnected system. Political movements,
social trends, and media reports have an international impact in such a system (Gilpin and
Gilpin 2001). Political and economical events relevant to a particular currency can occur at any
moment and any geographical location. Media instantly transmit raw and preprocessed in-
formation about the events in par with rumours across the world. All national currencies can
encounter a certain level of influence caused by any particular scheduled or an unexpected
piece of news (Bauwens, Omrane, and Giot 2005). There are observations that currency mar-
kets still absorb news several days following the announcement (Evans and Lyons 2005). The
financial market interconnectedness and the delayed information propagation suggest that
monitoring of only a part of the complex system does not guarantee the absolute understand-
ing of its behaviour. The constant supervision of multiple currency exchange rates should be
performed in order to capture the information from the constantly evolving markets.
Development of multiple exchange rates can be interpreted as the evolution of a multidi-
mensional system. Various research works have been performed in order to investigate the
statistical properties of similar systems (see Canelas, Neves, and Horta (2013), Stöber and
Czado (2014), Li, Yang, and Li (2017), Gidea and Katz (2018), and He, Shang, and Xiong
(2018), among others). The preponderance of the research papers on the multidimensional
financial data considers the market as a system developing in physical time. Physical time
assumes measuring intervals between financial events in years, days, or minutes. It is not
always discussed that the equidistant periods, typically employed for the market analysis,
are directly linked to the physical rotation of the cosmic bodies. For instance, periodicity of
days, so commonly used to close positions or correct indexes, is defined by the rotation of the
Earth around its axis. The round dance of seasons, in turn, is the result of the Earth revolving
around the Sun. Furthermore, the international unit of physical time is one second. According
to the International System of Units (Taylor and Thompson 2008):
1 According to the Bank for International Settlements, the average daily FX volume in 2016 exceeds five trillion.
https://www.bis.org/publ/rpfx16.htm.
2 According to https://www.bea.gov/.
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The second is the duration of 9 192 631 770 periods of the radiation corresponding
to the transition between the two hyperfine levels of the ground state of the cesium
133 atom.
Consequently, market regime switches, trading returns, volatility seasonality, and many other
financial metrics viewed over predefined intervals in physical time are expected to be linked
to the peculiar behaviour of a particular atom. It is hardly presumable that natural disas-
ters, fiscal political decisions, or large business moves deliberate the tiny atom oscillations
while deciding when to appear. The market-related activities sovereignty of event-time is
pronounced in the following metamorphosis: price curve standstills followed by an acciden-
tal extreme activity which rapidly disappears after an irregular period of time. Therefore,
referring to the price behaviour over fixed and lengthy time intervals inevitably results in re-
fraining a substantial part of the information related to the market’s microstructure (Bauwens
and Hautsch 2009). Alternatively, too much noisy data is collected if the intervals are overly
short.
Even-driven time frameworks were proposed to consider endogenous exchange rate heart-
beat pronounced as the price variability. The concepts advocate the use of the number of per-
formed transactions (Mandelbrot and Taylor 1967), cumulative trading volume (Mandelbrot
1997), and alternating price moves of the certain size (Guillaume et al. 1995) as events. The
success of these research works sparked the attention to the event-driven time. In particular,
it produced an increasing interest in time independent empirical patterns of high frequency
markets (Glattfelder, Dupuis, and Olsen 2011).
The event-driven time framework proposed by Guillaume et al. (1995) considers price
moves as the only source of information. Guillaume introduced a new financial time mea-
sure: "intrinsic time". The intrinsic time ticks when a price curve experiences a trend reversal
of the given size. In other words, the curve performs directional-changes (threshold δ deter-
mines the size of the price move until a directional change). The intrinsic time framework
dissects chronological collection of prices into an ensemble of directional-change intrinsic
events. The set of events can be interpreted as a compilation of interchanging drawups and
drawdowns. Size of each drawup and drawdown matches the size of the threshold δ. The
threshold and the initial direction of the trend are the only variables needed to begin the
dissection procedure.
Many research papers have been written regarding the directional-change intrinsic time.
Most of the authors utilised the framework for high frequency markets analysis. We would
like to highlight the article of Golub et al. (2014) among others. The authors of the arti-
98 directional-change methodology in higher dimensions
cle proposed Intrinsic Network (IN) model based on the directional-change intrinsic time
framework. The model can be employed to express the evolution of high frequency mar-
kets considered from multiple scales. The Intrinsic Network is arranged as an aggregate of
directional-change intrinsic events observed at various trends. The authors illustrated how
the evolution of the hierarchical network structure can be used as an early warning signal
of financial crises. The proposed model is also capable of serving as a liquidity indicator for
high frequency markets. The indicator can be equally applied to markets characterised by any
scale of volatility. Later, Golub, Glattfelder, and Olsen (2017) employed the proposed Intrinsic
Network as a part of an efficient trading algorithm. The algorithm, called "Alpha Engine",
does not only produce steady profit but also stabilises markets by providing liquidity. The
designed counter-trending algorithm submits orders at the moments of intrinsic events at the
given exchange rate. The high performance of the trading method is attributed to the way
how different market properties pronounced at various trend scales are efficiently captured
in directional-change intrinsic time.
The directional-change intrinsic time framework became a new paradigm in financial data
analysis. Its advantages can be summarised as the following:
• the dissection algorithm can be applied to any tick-by-tick time series; no special algo-
rithm tuning is required despite the diverse range of frequency and magnitude of the
provided exchange rate returns. The effect is vividly pronounced in Glattfelder, Dupuis,
and Olsen (2011) where similar scaling properties were observed after applying the
directional-change algorithm to different exchange rates;
• distinct thresholds can be utilised to simultaneously dissect a time series into a collection
of directional-changes; information on directional-changes observed at multiple scales
can be aggregated to study the statistical probability of the given price trajectories (read
about the price "surprise" in Golub et al. (2014));
• volatility of a financial time series impacts the frequency of directional changes; the
information on the impact can be used to compute instantaneous volatility (see Petrov,
Golub, and Olsen (2019) for an example how the intrinsic time can be utilised to unveil
the instantaneous volatility seasonality).
Authors of research articles where the directional-change intrinsic time was employed for
high frequency data analysis focused their attention on single time series only. To the limits of
our knowledge, the extension of the intrinsic time framework to the multidimensional space
has never been proposed. Therefore, this is the first paper suggesting the multidimensional
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directional-change intrinsic time framework. The framework is capable of managing multiple
exchange rates concurrently.
This paper continues as follows: Section 4.2 provides the basics of the directional-change
intrinsic time dissection procedure previously reported for one-dimensional data. Section 4.3
describes the theoretical concepts developed in one-dimensional intrinsic time. We provide
the extended version of the directional-change intrinsic time to the multidimensional space
in Section 4.4. Section 4.5 outlines how the analytical tools developed for one-dimensional
data can be applied in multidimensional space. A set of experiments on two-dimensional
processes formed by independent and correlated Brownian motions is described in Section
4.6. Analysis of two-, five-, and 23-dimensional FX exchange rates is illustrated in Section 4.7.
Finally, we summarise the major findings of this paper in Section 4.8.
4.2 One-dimensional Directional-Change Intrinsic Time
Figure 4.1 presents an example of five-days long price curve dissected into a collection of
directional-changes. The arbitrary chosen fixed directional-change threshold δ specifies the
scale of trend changes which are associated with intinsic events. The threshold selected for
the given example is displayed in Figure 4.1 at the centre of the frame as a vertical red line.
The threshold has to be defined at the beginning of the dissection procedure. It stays constant
over time. The direction of the initial trend (mode) can be arbitrary chosen among two states:
mode upward or mode downward. The choice of the initial trend has a low impact on the
dissection procedure results: the sequence of the directional changes becomes independent
of the initial direction choice after two intrinsic events. It is assumed to be downward for the
dissection procedure depicted in Figure 4.1.
The start of the dissection procedure in Figure 4.1 is labelled by a star. The first directional-
change event occurs when the price moves down by δ from the local extreme: the highest price
since the dissection initialisation (the first grey square from the left, tick "1" on the "Intrinsic
Events" timeline). The mode alternates (becomes upward) as soon as a new directional-change
is registered. At this step, the local extreme is reset: it now indicates the smallest observed
price since the latest directional-change. The next intrinsic event is registered when a return
of the size δ measured from the local extreme and the latest price unfolds (labelled as tick
"2" on the "Intrinsic Events" timeline). The trend mode alternates again, the local extreme
becomes reset, and the dissection process continues. The part of the price trajectory between
previous directional-change and the latest local extreme observed before the new directional
change is called overshoot (see, for example, the dashed line between events number 2 and
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3). The initial price curve becomes split into a set of intervals. All intervals belong to one of
two categories: directional-changes (marked by solid lines) and overshoots (dashed lines).
The directional-change threshold δ affects the quantity and the frequency of intrinsic events
in a time series of the given length. Various dissection patterns similar to the one on Figure
4.1 emerge depending on the chosen threshold size.
The directional-change intrinsic time proposed by (Guillaume et al. 1995) operates beyond
the limits of physical time. Only price changes of particular size affect the periodicity of intrin-
sic events. That time independence made possible the financial data analysis not constrained
by drawbacks of the data filtering associated with the equidistant periods used for the mar-
ket observations. Guillaume et al. (1997) reported the first scaling-law fully based on price
behaviour considered from the directional-change intrinsic time point of view. The scaling
law relates the number of directional-changes NDC(δ) in a given time series to the size of the
threshold δ chosen for the dissection:
NDC(δ) =
(
δ
CNDC
)ENDC
, (4.1)
where ENDC and CNDC are the scaling law coefficients
3. Scaling law (4.1) was shown to be
stable for the wide range of FX exchange rates and for a wide variety of time intervals: from
10 minutes to two months. Glattfelder, Dupuis, and Olsen (2011) extended the list of known
high frequency FX scaling laws. Several scaling laws revealed by the authors are found using
the directional-change intrinsic time concept. All uncovered by the authors dependencies have
the form:
y =
(
x
C∗
)E∗
. (4.2)
Symbol ∗ under scaling coefficients E and C stands for the type of values connected by
the function (4.2). For example, the dependence can be built for the number of ticks or the
maximum return per a given period of time (∗ becomes Nticks and ∆xmax). The discovered
by Glattfelder, Dupuis, and Olsen (2011) set of omnipresent statistical properties promised to
significantly enhance our ability to interpret and foresee FX prices behaviour.
4.3 Theoretical Background
The analytical and empirical study of the expected number of directional-changes and waiting
times has progressed over the years. Petrov, Golub, and Olsen (2019) provided analytical
expressions for the expected number of intrinsic events in Brownian motion with volatility
3 The coefficient ENDC is also called the drift exponent.
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Figure 4.1: Example of an exchange rate price curve dissected into a set of directional-changes.
The size of the threshold δ, used in the procedure, is shown by the red vertical line. Grey squares
and grey circles label directional-change points and the latest local extremes correspondingly;
solid and dashed lines are directional-change and overshoot sections. The dissection is initiated
at the first available price (marked by a red star at the beginning of the time range).
σ and trend µ. The events are registered using the threshold δ within a time interval of the
length T:
E[N(δ; µ, σ, [0, T])] =
2T 2µ
2
σ2
e−
2µ
σ2
δ + e
2µ
σ2
δ − 2
. (4.3)
Taylor expansion e±
2µ
σ2
δ = 1± 2µ
σ2
δ+
( 2µ
σ2
δ)2
2! +O(µ3) can be applied to derive the expected time
when the trend µ→ 0 and period T is one year:
E[N(δ; σ)] =
σ2
δ2
. (4.4)
Using properties of the renewal point process from Rolski et al. (2009), the expected time of a
new directional-change can be defined as a reciprocal to the expected number of directional
changes:
E[T(δ; µ, σ)] =
e−
2µ
σ2
δ + e
2µ
σ2
δ − 2
2 2µ
2
σ2
. (4.5)
Equation (4.4) states that the number of directional-changes registered by the threshold of the
size δ increases as the second power of volatility σ. The obtained dependence is closely similar
to the empirically observed scaling law reported in Guillaume et al. (1997) and confirmed by
Glattfelder, Dupuis, and Olsen (2011) (law 0b in the article, "Directional change count"). That
similarity confirms close to the Brownian motion evolution of FX exchange rates.
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In this work, we contribute to the theoretical knowledge on one-dimensional directional-
change intrinsic time. We combine equations (4.1) and (4.4) in order to demonstrate the con-
nection of the volatility and the scaling law coefficient CNDC of Directional change count
scaling law:
E[N(δ; σ)] =
σ2
δ2
=
(
δ
σ
)−2
=⇒ ENDC = −2, CNDC = σ. (4.6)
Equation (4.6) states that the scaling coefficient ENDC should tend to be equal to −2 and the
coefficient CNDC represents the volatility value of the studied stochastic process. The latter
builds the bridge between properties of scaling laws revealed in the intrinsic time and volatil-
ity of the process typically measured in physical time. One can find a confirmation of the
bridging by referring to the list of tables provided in Glattfelder, Dupuis, and Olsen (2011).
Table A1 named "Directional change count, law (0b)" contains scaling coefficients CNDC for a
series of FX exchange rates. An attentive reader might find the presented coefficients to be
relatively close to the volatility of the selected exchange rates4.
We confirm the connection of the Direction Change Count scaling law coefficient CNDC and
the volatility of the studied process. The confirmation is done by comparing the scaling law
coefficient with volatilises of the exchange rates used in our tests. We also propose to consider
the scaling coefficient CNDC as the proxy for the multidimensional volatility. The volatility,
the computation of which is independent on the space dimensionality. To the extent of our
knowledge, this is the first work where a concept of multidimensional volatility is presented.
4.4 Multidimensional Directional-Change Intrinsic time
This work challenges the extension of the one-dimensional directional-change algorithm to
work with multidimensional data. We create a list of criteria which have to be satisfied in
order to confirm the validity of the extended approach:
• the multidimensional algorithm, applied to 1D data, should reproduce the same set of
intrinsic events generated by the 1D algorithm (convergence);
• the algorithm should work with data sets composed of any number of dimensions (uni-
versality);
• risk management and data analysis tools developed in 1D intrinsic time should be
equally applicable in the multidimensional space (expansion).
4 We leave the computation part needed to verify the statement to the reader.
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Multidimensional space morphology complicates the direct extension of the 1D dissection
algorithm. Upward and downward orientations straightforward in the 1D price-time space
cannot be unambiguously defined in the space where exchange rates form dimensions. To
visualise the problem, the upper part of Figure 4.2 demonstrates a 2D system5 formed by two
orthogonal time series: P1 and P2. The 2D price-price space has no point which would uncon-
ditionally define the upward and the downward orientations. This is the crucial difference
considering that the 1D algorithm (Section 4.2) review whether a new price is located above
or below the latest local extreme for every new price tick. Therefore, the local trend orienta-
tion and the local extreme definitions should be reconsidered. The "convergence" validation
criteria should always be kept in mind.
𝑃" TimePrice	change
𝑃/
2D	price	ticks
𝑃/ 𝑃"
1 2 3 4 5 6
Figure 4.2: Upper part: stylised example of price moves in a two-dimensional space formed by
orthogonally placed exchange rates P1 and P2. Lower part: an example of two time series P1 and
P2 whose price changes are registered on the same time curve (black strokes).
One point is enough to split a 1D price space. One of the regions stands for all prices below
the given point, and another region stands for all prices above. These two sub-spaces are
used to classify a newly registered price tick in the original 1D directional-change algorithm
(see Figure 4.3a). The classification determine whether the local extreme has to be updated.
Similarly, the price trend is defined by whether the price curve tends to go above or below
that local extreme. We reformulate the concept of price trend which would work in the space
of any dimensionality.
The 1D directional-change dissection procedure operates with such definitions as up and
down. However, there is an alternative way of defining the trend in 1D space. The rela-
tive location of a pair of prices selected on the historical price curve can serve as the refer-
ence for the trend. The required points are the location of the latest to the given moment
5 An example of 3D price moves in the space formed by real FX exchange rates can be see in Figure 4.16.
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directional-change (SDC, DC stands for "directional-change") and the local extreme preceding
that directional-change (Spext, p stands for "previous"). The mode depends on the direction
of the vector, which starts from the previous extreme price and passes through the latest
directional-change point. We call such a vector as "directional vector" and label it by ~D. The
latest local extreme Sext will serve as "transition point". Every new prices which appears on
the opposite side of the 1D space from Spext with respect to the transition point is the new
extreme.
The new vector-based orientation definition allows the extension of the 1D dissection proce-
dure to the multidimensional space. Following the logic of the entire space split in two equal
parts, a line can split a 2D space. The local extreme update can be defined by considering in
what sub-space the new price is located with respect to a line. Two points have to be selected
in order to split a 2D space into two sub-spaces (according to the point–line–plane postulate).
The line, going through the latest local extreme and orthogonal to the vector ~D, splits the 2D
space into two regions (Figure 4.3b). We call the line "transition border".
The transition border defines whether a new price updates the local extreme in 2D: a new
price is a new extreme if the price and the latest directional-change are located on opposite
sides of the transition border. Following the logic of the space split into two equal parts by a
transition point in 1D and by a transition border in 2D, the line gets extended to a surface in
three- or higher- dimensional space. The surface is orthogonal to the directional vector ~D and
includes the latest local extreme (Figure 4.3c). Without the loss of generality, we will call the
transition point/border/surface as "transition border".
The trend mode, equal to "upward" or "downward" in 1D, losses the orientation meaning
in higher dimensions. We assign values ±1 to the mode which alters after each directional
change.
We note that the chose of the distance metric does not impact results of the experiments due
to the equivalence of metrics in higher dimensions. We selected Euclidean metric to compare
two points p = (p1, p2, . . . , pn) and q = (q1, q2, . . . , qn) where pi and qi are coordinate along
corresponding axis i:
d(p, q) =
√
(q1 − p1)2 + (q2 − p2)2 + . . . + (qn − pn)2 =
√
n
∑
i=1
(qi − pi)2. (4.7)
The original 1D directional-change algorithm operates with relative distances. Therefore, we
define the n-dimensional Euclidean distance as:
d (p, q) =
√√√√ n∑
i=1
(
qi − pi
pi
)2
. (4.8)
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A directional-change happens if the following two criteria are satisfied:
1. the new price is not a new local extreme;
2. the shortest distance between the new price and the current transition border is bigger
than or equal to the threshold δ.
The associated with the directional-change event overshoot part of the price curve is defined
as the shortest distance between a directional-change and the transition border preceding the
following event.
The second item in the list can be optimised by introducing two new concepts of the mul-
tidimensional dissection procedure. First, there is an "escape point/border/surface". The es-
cape point/border/surface is parallel to and always located at the distance δ from the tran-
siting border. The distance is measured towards the beginning of the directional vector. As
in the case of the transition border, we will use "escape border" whenever we talk about the
escape point/border/surface. Two rules from the list 2 can be substituted by the following
one:
a directional-change happens when price curve crosses the escape border.
Second, we call the space between the transition and the escape borders as the "transi-
tion corridor". The transition corridor defines a part of the space where the price can freely
fluctuate without triggering a new directional-change or updating the local extreme. In one-
dimensional case, the transition corridor is equivalent to the price fluctuations between Sext
and Sext(1± δ). Figure 4.3a visualises a 1D space where new and updated directional-change
terms are applied. The figure demonstrates a directional vector ~D (red vector), the latest
directional-change (black square), preceding local extreme (downward triangle), "transition
point" (empty circle), "escape point" and transition corridor.
4.4.1 Dissection Example
An example of the multidimensional directional-change dissection procedure applied in 2D
space is provided in Figure 4.4. For the demonstration purposes, the threshold δ has been
defined in absolute terms.
First (Figure 4.4a), the initial directional vector ~D has to be specified given only one price
("Start price" on the figure). The vector can be defined in the following way: one should wait
until the moment when the price moves away from the initially given point to the distance δ.
That is, the price should escape the circle of radius δ with the centre at the initial price (red
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Figure 4.3: Components and the evolution of the directional-change intrinsic time concept in
(a) 1D, (b) 2D, and (c) 3D spaces. Price moves are represented by the solid black broken lines
in sub-figures (b) and (c). Solid squares  stand for the latest DC price (SDC), empty circles ◦
are the latest extremes (Sext), downward triangles O mark the preceding the directional-change
local extremes (Spext). Red dashed line labels the transition point in 1D space, transition border
in 2D space, and transition surface in 3D space. Grey dashed line marks the escape point, escape
line, and escape surface.
dashed line in Figure 4.4a defines the border of the circle). We call the price crossing the circle
as the first directional change (SDC, labelled by a full black square). The centre of the circle
(the start price) becomes the preceding to the directional-change local extreme (Spext, labelled
by a reversed empty triangle).
Sub-figure 4.4b shows how the latest directional-change and the preceding local extreme
define the directional vector (red vector ~D). The vector and the latest local extreme determine
the transition border (red dashed line). The line determines two regions of the 2D space.
We call by "Overshoot region" the area, entering which the price becomes a new extreme.
"Directional-Change" is the region, inside of which the next directional-change intrinsic event
will be registered.
The price trajectory between a couple of consecutive intrinsic events is presented in Figure
4.4c. There are two noticeable parts of the price evolution. First, the price updated the tran-
sition border (and the local extreme) by crossing it twice. The transition border was adjusted
(as well as the escape border) after every local extreme update. The latest local extreme (Sext)
(white circle) coincides with the price which updated the transition border for the last time.
Second, the price left the transition corridor by crossing the escape border. A new directional-
change becomes registered right after the escape. At that point, the length of the overshoot
part (ω1) of the price curve can be measured.
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The mode alternates after a new directional-change. The directional vector gets redefines
considering new SDC and S
p
ext (see Figure 4.4d). The 2D space is split by the new transition
border. Figures 4.4e and 4.4f demonstrate a piece of the price curve evolution and one more
directional-change intrinsic event. As in the 1D case, the whole price curve becomes dissected
into a collection of directional-changes and overshoots (solid and dashed lines in Figure 4.4g).
We provide a pseudo-code of the multidimensional directional-change dissection algorithm
in Appendix 4.E. Some of the tools used for the given research can be found in the author’s
GitHub repository https://github.com/VladUZH/VlPetrov.
4.4.2 Algorithm Coherence
According to the set of validation criteria (Section 4.4), the proposed multidimensional directional-
change algorithm should be coherent with the original 1D dissection procedure. In other
words, the set or directional-changes returned by the multidimensional version of the algo-
rithm applied to the 1D time series should coincide with the set of events returned by the 1D
algorithm applied to the same data. In addition, scaling laws based on the directional-change
events should coincide in both cases too. A series of tests was performed in order to validate
the coherence.
Returns dSt of the artificially simulated time series used for the validation experiment
are based on the Geometrical Brownian Motion (GBM) with parameters µ (trend) and σ
(volatility):
dSt = µStdt + σStdWt, (4.9)
Parameters used in the test are: S0 = 1.0, µ = 0, σ = 0.2. There were 200 000 000 elementary
returns generated.
The set of returns was run through the original 1D and the multidimensional algorithms. A
collection of directional-change thresholds of various sizes was applied. The thresholds range
from δ = 0.01% to δ = 4.0%. They are equally distributed over 50 intervals in the log-space.
First, price-time coordinates of each intrinsic event were registered. The coordinates confirm
that both dissection methods return exactly the same set of directional-changes. Second, the
average overshoot length 〈ω(δ)〉 and the total number of directional changes NDC(δ) were
computed for every threshold δ. Dependencies 〈ω(δ)〉 and NDC(δ) (Overshoot and Directional
change count scaling laws) were build in the log-log space6. As in the work of Glattfelder,
6 We note that the same procedure will be applied to reveal scaling laws in all further sections unless otherwise is
specified.
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Figure 4.4: Example of a 2D price curve (P1, P2) dissected into a collection of directional-change intrinsic
events. The selected threshold δ is expressed in absolute terms. The size of the threshold is shown on
each subplot. (a) Initialisation of the dissection procedure: the price curve escapes a circle with the centre
at the initially given price (black circle •) and with the radius δ. (b) The first directional vector (~D) is
defined as a vector starting from the previous extreme (Spext) (empty triangle O) and going through the
latest directional-change point SDC (black square ). The transition border (red dashed line) defined as
the straight line orthogonal to the directional vector and going through the latest extreme (white circle
◦, currently coincides with the directional-change point). The border splits the 2D space into the Over-
shoot and the Directional-Change regions. (c) The transition border changes every time when the price
crosses it. The distance between the transition and the escape borders is equal to the threshold δ. A new
directional-change happens when the price escapes the transition corridor crossing the escape border. (d)
The directional vector as well as the transition border are redefined considering the location of the lat-
est directional-change and the preceding local extreme. The updated previous extreme and the newest
directional-change point determine the directional vector. (e) Another intrinsic event is observed when the
price escapes the transition corridor. (f) Redefined directional vector and the transition border. (g) Solid
dark-blue lines are the directional-change parts of the price trajectory (their size is ≥ δ). Dashed dark-blue
lines are overshoot sections ωi ≥ 0 where i is the index of the corresponding directional-change.
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Dupuis, and Olsen (2011), a linear relationship between the variables y (〈ω(δ)〉 or NDC(δ))
and x (δ) in the log-log space was assumed. Scaling parameters C∗ and E∗ were derived
through the parameters A and B of the best fit y = A + Bx:
E = B, C = exp(−A/B). (4.10)
Scaling parameters of the Directional change count and the Overshoot scaling laws (laws
(c) and (q) in Glattfelder, Dupuis, and Olsen (2011)) coincide for both algorithms. Figure
4.5 demonstrates the scaling laws computed applying the multidimensional version of the
directional-change algorithm to the 1D time series.
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Figure 4.5: (a) Overshoot and (b) Directional change count scaling laws found using the multidi-
mensional directional-change algorithm (Section 4.4 and Appendix 4.E) applied to a simulated
1D GBM time series. Parameters of the generated time series are: S0 = 1.0, µ = 0, σ = 0.2. There
are 200 000 000 returns in the data set.
In Section 4.3 we noticed that the scaling coefficient CNDC of the Directional change count
scaling law should coincide with volatility of the studied process and ENDC should tend to
−2. Value CNDC = 20.69 in Figure 4.5b is indeed close to the value of the assumed volatility
20%. Coefficient ENDC = −1.97 ≈ −2 confirms the theory.
4.5 Extension of 1D Approaches
In this section, we show how equations (4.3) and (4.5) defining the expected waiting time
until the next directional-change and the total number of intrinsic events in 1D space can
be employed in n-dimensional space. Multidimensional processes, used in the section, are
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composed of 1D Brownian motions with volatility σi. We assume complete independence of
the processes forming the multidimensional space.
4.5.1 2D Space
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Figure 4.6: An illustration of the 2D space (P1(σ1), P2(σ2)).
According to the extended definition of the directional-change intrinsic time algorithm
(Section 4.4), there is always a transition border which splits the space into two regions.
Vector ~D passing through the latest directional-change and starting from the preceding local
extreme represents the direction of the shortest path to the transition border. In Figure 4.6,
vector~r labels the distance between the current price (black circle) and the latest directional-
change in 2D. Only the component of~r parallel to the directional vector ~D contributes to the
change in the distance between the current price and the transition border. The price can freely
fluctuate along the border (inside the transition corridor) without triggering a new intrinsic
event. Therefore, properties of price moves along the vector ~D (we label the corresponding
process by R) is the only information needed to employ equations (4.3) and (4.5) to describe
the evolution of the 2D process given that particular vector. We note, that the equations work
only for the fixed directional vector. They do not yet describe the evolution of ~D in the entire
2D space.
Properties of the process R can be found using properties of processes P1 and P2 forming
the 2D space. The degree to which they contribute to the evolution of the process R is defined
by the relative location of the directional vector ~D. The location of the vector ~D is determine
by the angle φ ∈ [0, 2pi) measured between the positive direction of axis P1 and the vector
itself.
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If P1 and P2 are independent and identically distributed random variables (iid) than their
projections r′1 and r
′
2 on ~D are iid too. In this case, the volatility of the process R:
σR(σr′1 , σr′2) =
√
σ2r′1
+ σ2r′2
. (4.11)
In turn, volatilities σr′1 and σr′2 of projections are:
σr′1(σ1; φ) = σ1 cos φ,
σr′2(σ2; φ) = σ2 sin φ,
(4.12)
which leads to:
σR(σ1, σ2; φ) ≡ σ‖(σ1, σ2; φ) =
√
(σ1 cos φ)2 + (σ2 sin φ)2. (4.13)
We use the notation σ‖ to highlight that the composed volatility is the volatility of the process
evolving parallel to the directional vector ~D.
The volatility of the process R is independent of the angle φ if σ1 = σ2 = σ (equation
(4.13)). That fact allows interpreting the evolution of 2D process in the directional-change
intrinsic time as the evolution of 1D process with volatility σ. The mandatory requirement:
the processes, forming the 2D space, have to be iid, have no trend component, and should be
equally volatile.
Figure 4.7a demonstrates σR as a function of the angle φ in 2D space. Three sets of volatilities
σ1 and σ2 are presented. The smallest and the largest volatility values of the process R can be
observed at the angle φ = 0 (along x-axis) and φ = pi/2 (along y-axis). The values are equal
to the volatility of the processes evolving along the corresponding axis.
Equation (4.13) was derived assuming independence of the processes forming the space.
However, FX exchange rates are rarely entirely independent. The equation has to be adapted
in order to be used for real practical implications.
If ρ1,2 is the correlation coefficient of processes P1 and P2, then the variance of the process
R:
Var(R) = Var(r′1) +Var(r
′
2) + 2Cov(r
′
1, r
′
2) =
= cos2 φVar(P1) + sin2 φVar(P2) + 2ρ1,2 cos φ sin φ
√
Var(P1)Var(P2).
(4.14)
Volatility σR can be defined using the variance and considering that for a process x σ2(x) =
Var(x):
σR =
√
σ2r′1
+ σ2r′2
+ 2Cov(r′1, r
′
2) =
√
cos2 φσ21 + sin
2 φσ22 + 2ρ1,2 cos φ sin φσ1σ2. (4.15)
Equation (4.15) connects volatilities of the processes forming the 2D space (σ1, σ2), their cor-
relation coefficient (ρ1,2), and the angular coordinates of the directional vector ~D (φ) with the
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Figure 4.7: (a) Volatility surface of the process R evolving along the directional vector ~D (σR
in equation (4.13)). Three combinations of σ1 and σ2 are displayed. Volatilities of the processes
forming the 2D space are shown under the plot. (b) Volatility σR in 3D space formed by pro-
cesses P1(σ1 = 0.8), P2(σ2 = 0.45), and P3(σ3 = 0.1).
volatility of the process R (σR) evolving along the vector. The expressed volatility σR can serve
as an input for analytical equations from Section 4.3. For example, the expected waiting time
for a directional-change to unfold in 2D space:
E[T(δ, ρ1,2, σ1, σ2; φ)] =
δ2
cos2 φσ21 + sin
2 φσ22 + 2ρ1,2 cos φ sin φσ1σ2
. (4.16)
The expected number of directional-changes, correspondingly:
E[N(δ, ρ1,2, σ1, σ2, [0, T] ; φ)] =
T(cos2 φσ21 + sin
2 φσ22 + 2ρ1,2 cos φ sin φσ1σ2)
δ2
. (4.17)
Total number of directional-changes as a function of the angle φ is shown in Figure 4.8.
The case of uncorrelated processes P1 and P2 is presented in subplot 4.8a when non-zero
correlation case is shown in subplot 4.8b. Number of events across 2pi space is sensitive to
the relative values σ1/σ2 (conditional zero correlation coefficient). The difference between the
largest and the smallest number of directional-changes is 2.8 times in case of σ1 = 15% and
σ2 = 25% (blue curve in Figure 4.8a). The difference growth to 49.0 in case of σ1 = 35% and
σ2 = 5% (orange curve in Figure 4.8a). That difference indicates that the multidimensional
directional-change intrinsic time will tick more often along axis where the corresponding 1D
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exchange rate has the largest volatility. The high sensitivity of the curve shape to the volatility
ratio can be used to register the volatility difference of real independent exchange rates.
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Figure 4.8: Total number of directional-changes in 2D space given the directional vector ~D de-
fined by the angle φ (equation (4.17)). (a) Iid P1 and P2 (ρ1,2 = 0), different volatility components
(σ1 6= σ2). (b) Processes P1 and P2 have non-zero correlation coefficient (ρ1,2 6= 0), volatilities
of the processes are fixed and equal to each other (σ1 = σ2 = 20%). The directional-change
threshold used in both cases is δ = 1%.
Number of directional-changes curves shown in Figure 4.8b are build for the processes P1
and P2 with equal volatilities and non-zero correlation coefficient. The curves have stretched
shape comparing to the circular contour character to the uncorrelated time series (σ1 = σ2 =
15% in Figure 4.8a). The direction of the stretching depends on the sign of the correlation
coefficient. Positive correlation values induce a decrease in the number of events along φ =
3/4pi while inducing an increase along φ = pi/4. The count becomes zero along the angle
φ = 3/4pi if the processes are perfectly correlated (ρ1,2 = 1.0, green curve in Figure 4.8b). This
phenomenon shows how the multidimensional directional-change intrinsic time can be used
to visualise the correlation coefficient between exchange rates forming a 2D space. In Section
4.7.2, we will show how the number of directional-changes, measured for 2D FX exchange
rates, depicts the "footprint" of the changing correlation factor.
Expected waiting time curve is based on the reciprocal to the total number of directional-
changes equation (4.16). The function is depicted in Figure 4.18 available in Appendix 4.C.
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4.5.2 3D and Higher Dimensions
Coordinates of a point in a space of dimensionality higher than two can be expressed as com-
ponents of an "n-sphere". In an n-sphere, location a point is defined by one radial coordinate
r and n − 1 angular coordinates φ1, φ2, . . . , φn−1. The radial coordinate defines the shortest
distance from the centre of the sphere to the point. Each of the first n− 2 angular coordinates
range over [0,pi). The radial coordinate with the index n ranges over [0, 2pi).
In the 2D space, directional vector ~D defines the shortest distance to the transition border.
Similar, the directional vector in the space of higher dimensions defines the shortest distance
to the transition surface (see Figure 4.3c). The vector is fixed in the space (its coordinates do
not change over time) between two consecutive directional-changes. Properties of the process
R evolving along the vector ~D define the expected waiting time and the expected number of
directional changes along the vector. Evolution of each of the processes Pi, forming the mul-
tidimensional space, contributes to the evolution of the process R. The contributions depend
on the angular coordinate of the directional vector.
Volatility of the process R is composed of volatilities σ1, σ2, . . . , σn of the processes forming
the space. Similar to the volatility in 2D space (equation (4.11)), volatility in higher dimensions
can be expressed in the following way:
σR(σr′1 , . . . , σr′n) =
√
σ2r′1
+ σ2r′2
+ . . . + σ2r′n . (4.18)
Each component σr′i , i ∈ [1, n] is the volatility of of each exchange rate’s projection on the
directional vector ~D. The volatilities depend on the angular coordinates φi and volatilities
σ1, σ2, . . . , σn:
σr′1(σ1; φ1) = σ1 cos φ1,
σr′2(σ2; φ1, φ2) = σ2 sin φ1 cos φ2,
σr′3(σ3; φ1, φ2, φ3) = σ3 sin φ1 sin φ2 cos φ3,
. . .
σr′n−1(σn−1; φ1, . . . , φn−1) = σn−1 sin φ1, . . . sin φn−2 cos φn−1,
σr′n(σn; φ1, . . . , φn−1) = σn sin φ1, . . . sin φn−2 sin φn−1.
(4.19)
Figure 4.7b demonstrates volatility of the process R evolving along the directional vector
~D as the function of angles φ1 ∈ [0,pi) and φ2 ∈ [0, 2pi) in 3D space. The space is formed by
independent processes Pi(σi), i ∈ [1, 3].
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In the case when processes Pi forming the multidimensional space are characterised by
non-zero correlation factors ρi,j, the volatility of the process R becomes:
σR(σr′1 , . . . , σr′n) =
√√√√ N∑
i=1
σ2r′i
+ 2
N
∑
i 6=j
ρi 6=jσ2r′iσ
2
r′j
, (4.20)
where volatilities σr′i are defined in equation (4.19).
Expected number of directional changes and the waiting time can be computed for any
directional vector ~D given in the space of dimensionality higher than two. The procedure is
equivalent to the one described in Section 4.5.1. Equations (4.3)-(4.5) take the volatility of the
process R (equations (4.18) and (4.20)) evolving along the directional vector as an input. The
multidimensional process is indistinguishable from the 1D case if all components of the space
are iid and are equally volatile.
It is non-trivial to interpret the curves of the expected waiting time and the total number
of directional-changes build for a time series of dimensionality higher than two. Visualisation
of a 3D space is complicated and 4D and higher dimensions can be built only as projections
on lower-dimensional spaces. However, the scaling laws based on directional-change intrinsic
time can be easily drawn. Therefore, the following section will discuss various interpretations
of scaling law parameters in multidimensional data.
4.6 Experiments
4.6.1 Expansion Validation Criteria
The following experiment is dedicated to the expansion validation criteria (Section 4.1). The
validity of the multidimensional directional-change approach will be confirmed if the Over-
shoot and Directional change count scaling laws will be found in time series of dimensionality
higher than one. 16 independent Monte Carlo (MC) simulations were performed to test the
criteria. GBM time series composed of 10 000 000 points were generated for each simulation.
The number of dimensions in the generated time series varies from one to 16. All processes
Pi, i ∈ [1, n] forming the n-dimensional space have zero trend. Their annual volatility is 20%.
Zero cross-correlation coefficients were assumed in order to simulate the evolution of inde-
pendent markets.
Overshoot and Directional change count scaling laws were computed for all constructed
multidimensional time series. All corresponding plots placed on the same frame are pre-
sented in Figures 4.9a and 4.9b. The figures demonstrate linear dependencies. The observa-
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tion confirms the expansion property of the multidimensional directional-change algorithm.
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Figure 4.9: (a) Average overshoot length 〈ω(δ)〉 (Overshoot scaling law) and (b) total number
of directional changes (Directional change count scaling law) as functions of the threshold δ.
The scaling law is computed by applying the multidimensional directional-change intrinsic time
algorithm to GBM data. The dimensionality of the data ranges from one to 16. Each time series
contains 10 000 000 points. All 1D time series Pi forming each multidimensional space have no
trend and have the annualised volatility σ = 20%. The kernel density functions displayed in
the insets of subplot (a) are built using the Gaussian kernel. The selected parameters for the
kernels: threshold δ = 0.1%, bandwidth 0.001, approximately 26 000 observations (upper left
inset); threshold δ = 3.0%, bandwidth 0.008, 54 observations (bottom right inset).
Scaling coefficients, presented on Figure 4.9b, correspond to the average scaling coefficients
computed for all 16 time series. Value CNDC = 19.48 is close to the value of the assumed GBM
volatility (20%). Obtained coefficient ENDC = −2 is in line with the theory too.
4.6.2 Correlation Coefficient Impact
Exchange rates often have non-zero correlation coefficients (row ρtrad in Table 4.2 contains
coefficient of five EUR exchange rates). In this section, we test how the scaling factor of Over-
shoot and Directional change count scaling laws change as the non-zero correlation becomes
introduced.
2D GBM time series were produced to perform the test. 1D components P1 and P2 of the
generated time series have the correlation coefficient ρ1,2. Several coefficients ρ1,2 were selected
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to produce (a) fully correlated (ρ1,2 = 1.0) and (b) partially positively7 correlated time series
(ρ1,2 ∈ [0.2, 0.8], step ∆ρ = 0.2). The selected range of the correlation coefficients and the
step ∆ρ = 0.2 resulted in a set of five 2D time series. Scaling coefficients of an additional
uncorrelated 2D time series were used as a reference.
Gaussian random variables P1 and P2 were derived from the normal distribution N(0, σ2).
The correlation ρ1,2 is defined as:
ρ1,2 =
〈(P1 − 〈P1〉)(P2 − 〈P2〉)〉
σ2
. (4.21)
Two independent random variables P1 and P3 were first generated to produce the random
variable P2 characterised by the given correlation coefficient:
P2 = ρ1,2P1 +
√
1− ρ21,2P3. (4.22)
Each 2D data set used in the test contains 100 000 000 price changes. The data time span
is equivalent to one year. Such large number of ticks per annum was selected in order to
mimic high frequency market dynamic. Volatilities σi=1,2 = 20%. A set of directional-change
thresholds δ was applied to the generated 2D time series. The average overshoot length 〈ω(δ)〉
and the total number of directional changes NDC(δ) observed during the evolution of the
given time series were computed. Results of the experiments are presented as plots 〈ω(δ)〉
and NDC(δ) in Figure 4.10.
All 〈ω(δ)〉 dependencies computed for every correlation coefficient ρ1,2 (Figure 4.10a) are
linear and indistinguishable. The Overshoot scaling law coefficient C = 1.0 coincides with the
scaling coefficient observed in 1D space. Minimum and maximum values of the coefficient E
are 0.93 (ρ = 0.0) and 1.16 (ρ = 1.0) correspondingly. We highlight that the scaling coefficient
E represents the slope of the linear approximation in the log-log space. Thus, the slope of
the plot growths together with the increasing correlation coefficient. Overall, the deviation
of the scaling coefficients registered for time series with a non-zero ρ1,2 is insignificant. The
observation confirms the robustness of the multidimensional directional-change algorithm
with regards to the correlation.
The impact of the correlation coefficient on the properties of the process R can be used
to explain the observed robustness. The correlation impacts the volatility size σR. The size
increases or decreases depending on the angle φ the directional vector forms with the x-
axis (see Figures 4.6 where the directional vector is visualised and 4.7a where the theoretical
volatility surface in a 2D space is presented). Overshoot scaling law states that the average
7 Negative correlation coefficients were omitted due to the results symmetry.
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overshoot length is equal to the corresponding threshold δ independently on the size of the
threshold and the volatility of the observed process. Therefore, a variation of the volatility
size σR caused by the varying ρ1,2 does not affect coefficients of the Overshoot scaling law.
The angular coordinate φ of the vector ~D has no impact too. The effect is stable in any space
of dimensionality higher than two.
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Figure 4.10: (a) Average overshoot length 〈ω(δ)〉 as a function of the threshold δ (Overshoot
scaling law). The dependence is computed for six 2D GBM time series. Components of each
2D time series have positive correlation coefficients ranging from ρ = 0.0 to ρ = 1.0 with
the step ∆ρ = 0.2. Trend µi=1,2 = 0, volatility σi=1,2 = 20%. There are 100 000 000 points
composing each time series. (b) Total number of directional changes NDC(δ) observed within
the generated time series as the function of threshold δ (Directional change count scaling law).
The correlation coefficients as well as the scaling law parameters CN,DC and EN,DC of equation
(4.1) are presented in the picture.
Directional change count scaling laws build for correlated 2D GBM are displayed in Figure
4.10b. In contrast to the Overshoot scaling law constructed for the same data (see Figure 4.10a),
the presented NDC(δ) curves do not coincide with each other. The observed lines separation
occurs due to the impact of the correlation coefficient ρ1,2 on volatility σR. The volatility is
the crucial factor affecting the waiting time until the next directional change (equation (4.5)).
Higher volatility induces faster price escape from the transition corridor. The latter results
as the higher number of directional changes observed within the given period of time. For
example, a 2D process formed by two perfectly correlated processes P1(σ) and P2(σ) (ρ = 1.0)
is characterised by constant price moves along the diagonal φ = pi/4. In this case, volatility
σR is equal to volatility σ multiplied by
√
2 (equation (4.13)).
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A total number of directional-changes observed within the fixed period of time along ~D
can be computed using the correlation coefficient ρ1,2 of processes forming the space. We
highlight that the statement does not apply to the vectors ~D evolving across the 2pi space. A
deeper investigation has to be performed in order to describe the evolution not restricted by
the angle φ. Appendix 4.D provides insides on how the flow of the directional-change intrinsic
time in multidimensional spaces can be interpreted as one-step Markov chain. Thoroughly
constructed transition probability matrix is essential for the further theoretical analysis. A
more comprehensive study is expected to be performed in future research works.
4.7 Multidimensional FX Market
Glattfelder, Dupuis, and Olsen (2011) provided a comprehensive overview of scaling laws
observed in 1D high frequency FX data. Some of the scaling laws were found by applying
the directional-change algorithm. In this section, we exercise extended multidimensional ver-
sion of the algorithm using 2D space formed by orthogonally placed FX exchange rates. The
goal is to confirm the presence of Overshoot and Directional change count scaling laws in
high-dimensional FX markets. Employed in the experiment tick-by-tick data was obtained
from JForex trading platform. The platform is developed by the Swiss bank and marketplace
Ducascopy, which provides various types of market data in the highest resolution8.
4.7.1 Ticks in Multidimensional Space
Each new price tick should be used as an input for the 1D directional-change dissection
procedure. Two FX 1D exchange rates structure the 2D space. The exchange rates form axis x
and y. They can experience price changes in different moments of time. Therefore, coordinates
of a point in 2D space might not change simultaneously. New rules of defining price ticks in
multidimensional space have to be introduced.
There are multiple ways of interpreting price changes in multidimensional space formed
by constantly evolving 1D exchange rates. For example, one exchange rate can be selected as
a leader when the second as a follower. Elementary price changes of the leader induce a new
signal for the algorithms whenever the latest to the moment tick of the follower should be
taken. Another approach suggests taking the cumulative return computed over a fixed period
of time (a minute, a day, a week). Authors of the current research work are convinced that
8 https://www.dukascopy.com/swiss/english/forex/jforex/.
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every elementary price change of each of the exchange rates bears a particular part of the
information on the current market activity. Therefore, in our work:
a tick occurs when the price of at least one exchange rate forming the multidimen-
sional space changes.
At the bottom part of Figure 4.2, one can see an example of two exchange rates P1 and
P2 placed on the same timeline. In this example, prices P1 and P2 experienced four and three
changes correspondingly (labelled by empty circles). Only one couple of the changes occurred
at the same moment of time (the tick number four). The total number of ticks in the 2D time
series (upper part of Figure 4.2) is equal to six. According to the rule described above, all
six price changes should be used as an input for the multidimensional directional-change
intrinsic time algorithm.
4.7.2 2D FX EUR Exchange Rates
Five EUR exchange rates were selected for the first test: EURAUD, EURUSD, EURJPY, EU-
RGBP, and EURCHF. The covered time interval is five years: from January 1st 2011 to January
1st 2016. The number of ticks ranges from 69 689 587 (EURCHF) to 137 956 164 (EURAUD).
The 10 time series were connected in pairs to form 10 2D data sets.
Section 4.5 showed how volatilities of exchange rates forming a 2D space and their corre-
lation factors impact the number of directional changes and the expected waiting time along
the given directional vector. We eliminate the volatility impact by normalising all returns of
1D processes forming the space on their annualised volatility. The normalisation is needed to
concentrate the attention on the correlation factor of real exchange rates. The volatility used
for the normalisation is computed in the "traditional" way:
Rt = ln (St/St−1), Ravg =
∑nt=1 Rt
n
, σtradannual =
√
∑nt=1
(
Rt − Ravg
)2
n− 1 , (4.23)
where St are closing prices at day t and n is the number of days in a calendar year.
The close resemblance of real returns dSt and the normal distributions were assumed in
order to perform the volatility normalisation:
dSt = σdWt. (4.24)
The normalised exchange rates then:
dSnormt =
dSt
σ
. (4.25)
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Such normalisation of returns makes volatilities of all exchange rates equivalent to 100%.
The increased volatility (compared to the non-normalised volatility) requires the increase of
the directional-change thresholds used to reveal scaling laws. Each of the thresholds was
increased by the reciprocal to the currency average volatility of the exchange rates forming
the space (σaver = 10.72%).
In addition to the normalised volatility, each of the 1D exchange rates was also normalised
on the first entry of the historical set St:
Snormt =
St
S0
. (4.26)
That part of the normalisation is necessary in order to better represent price moves on the
coordinate plane: elementary price changes in any direction become visually equivalent.
The multidimensional directional-change algorithm was applied to the 2D time series com-
posed of EUR exchange rates. Overshoot and Directional change count scaling laws were
computed for each of the 10 2D datasets. Figures 4.11 and 4.12 present the obtained results.
Glattfelder, Dupuis, and Olsen (2011) reported a slight curvature of some of the scaling
laws build using 1D FX data. The authors employed the quadratic model y = A + Bx + Cx2
in order to measure the systematic curvature. The curvature was expressed as the difference
between the coefficient of determination (r-squared) of the quadratic and the linear models:
R2q − R2l . The paper reported that the quadratic model yields the marginally improved fit
only for GBM data. The difference for Overshoot and Directional change count scaling laws
reported in the paper ranges from −9.706× 10−6 (EURAUD) to 7.059× 10−3 (EURGBP) and
−2.733× 10−6 (GBPJPY) to 1.031× 10−3 (EURUSD) correspondingly. The differences are con-
sidered insignificant. We replicate the curvature test for higher dimensions. The goal of the
test is to verify whether and how the curvature pattern changes conditional the increased
space dimensionality.
First, we replicated the original 1D curvature test from Glattfelder, Dupuis, and Olsen (2011)
considering EUR data used in our work. Results of the experiment are presented in Table 4.1
(rows R2q,OS−R2l,OS and R2q,NDC −R2l,NDC ). The obtained differences computed for the Overshoot
scaling law ranges from 2.776× 10−7 (EURGBP) to 8.970× 10−4 (EURJPY) when the one for
the Directional change count is from 1.531× 10−4 (EURCHF) to 8.328× 10−4 (EURJPY). The
observed values are expectedly low.
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Figure 4.11: Overshoot scaling laws observed by applying the multidimensional directional-
change intrinsic time dissection procedure to 2D FX time series. EUR is the base currency for all
1D exchange rates. Returns of the tested exchange rates are normalised on the corresponding
annualised volatility (equation (4.25)). All prices are also normalised on the first price of the
given price set (equation (4.26)). Scaling law coefficients displayed in the figure are computed
through the coefficients of the linear fit y = A+ Bx drawn through the entire range of δ values.
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Figure 4.12: Directional change count scaling laws observed by applying the multidimensional
directional-change intrinsic time dissection procedure to 2D FX time series. EUR is the base
currency for all 1D exchange rates. Returns of the tested exchange rates are normalised on the
corresponding annualised volatility (equation (4.25)). All prices are also normalised on the first
price of the given price set (equation (4.26)). Scaling law coefficients displayed in the figure are
computed through the coefficients of the linear fit y = A + Bx drawn through the entire range
of δ values.
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Second, we applied the same curvature measurement technique to scaling laws of 2D EUR
exchange rates. The difference between the coefficients of determination for the Overshoot
curves stays below 7.077× 10−4. The difference computed for the Directional change count
rises up to 1.361× 10−3 (EURGBP-EURCHF pair). The value is 1.63 times bigger than the
largest difference computed in the 1D case. Its currency average is 8.357× 10−4. It is close to
the highest difference observed for the 1D data. The detected phenomenon does not guaranty
but suggests a hypothesis that the scaling laws build for the EUR data of higher dimension-
ality is characterised by larger curvature. Time series in even higher dimensions have to be
tested in order to confirm or reject the hypothesis. The following sections will discuss the
tests in details.
Statistical information on the constructed 2D time series and properties of the correspond-
ing scaling laws are presented in Table 4.2. The table contains scaling parameters E2DOS, C
2D
OS
for the Overshoot and E2DNDC , C
2D
NDC for the Directional change count scaling laws. It also lists
the average annualised volatility 〈σtradannual〉 of 1D exchange rates forming the space. Parameters
ρtrad in Table 4.2 represent the correlation of exchange rates forming the 2D space:
ρtrad =
Cov(Rt,x, Rt,y)
σtradannual,xσ
trad
annual,y
, Cov(Rt,x, Rt,y)) =
∑nt=1
(
Rt,x − Rt,x
) (
Rt,y − Rt,y
)
n− 1 , (4.27)
where Rt,∗=x,y is the average return.
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Table 4.2 contains values of the multidimensional volatility (σ
CNDC
annual). The volatility is com-
puted through the scaling coefficient CNDC of the Directional change count scaling law. We
note that five years of data were used and that each of 1D exchange rates was preliminary
normalised on its annual volatility. Therefore, the scaling coefficient CNDC was multiplied by
the currency average volatility, and the result was divided by
√
5.
As it was shown in Section 4.5.1, the shape of the curve built for the total number of di-
rectional changes in 2pi space depends on the correlation factor of used exchange rates. In
this section, we present the curves built for the selected set of 2D EUR exchange rates. Values
for the curves were computed in the following way: each of the 1D exchange rates forming
the corresponding 2D space was normalised on the annualised volatility and the initial price;
a threshold δ = 0.94% was selected to run the multidimensional directional-change dissec-
tion procedure; angular coordinates φ of each directional vector ~D were recorded; the total
number of intrinsic events was computed for all directional vectors observed in the intervals
[(i− 1)∆φ, i∆φ] where ∆φ = 12◦ and i ∈ [1, 30].
The total number of directional-changes registered for the 2D EUR exchange rates as a
function of angle φ is shown in Figure 4.13. The curves do not resemble the smooth shapes
of the curves based on the analytical equation (4.17) and have unstable patterns. The values
vary significantly over the range of selected intervals ∆φ.
Periodically varying correlation factor ρ1,2 is the aspect which can influence the distribu-
tion of the number of directional changes across the 2pi space. We verify the hypothesis by
calculating the rolling window correlation coefficient. Correlations ρ1,2 are indeed unstable
over time for all selected exchange rates. For example, exchange rates EURJPY and EURAUD
have the minimum and the maximum correlation coefficients equal to ρmin1,2 = −0.30 and
ρmax1,2 = 0.72 (difference 1.02). That correlation instability results in the total number of intrin-
sic events pattern presented in Figure 4.13. Therefore, the directional-change intrinsic time
applied to 2D data captures the "footprint" of the correlation factor evolution. Results of the
experiment where the rolling window is 100 days are presented in Figure 4.22.
128 directional-change methodology in higher dimensions
0
pi
4
pi
2
3pi
4
pi
5pi
4
3pi
2
7pi
4
0.0e+00
5.0e+03
1.0e+04
P1
P2
EURAUD EURCHF
(a)
0
pi
4
pi
2
3pi
4
pi
5pi
4
3pi
2
7pi
4
0.0e+00
5.0e+03
P1
P2
EURAUD EURGBP
(b)
0
pi
4
pi
2
3pi
4
pi
5pi
4
3pi
2
7pi
4
2.0e+03
4.0e+03
P1
P2
EURAUD EURJPY
(c)
0
pi
4
pi
2
3pi
4
pi
5pi
4
3pi
2
7pi
4
2.0e+03
4.0e+03
P1
P2
EURAUD EURUSD
(d)
0
pi
4
pi
2
3pi
4
pi
5pi
4
3pi
2
7pi
4
0.0e+00
2.0e+03
4.0e+03
P1
P2
EURGBP EURCHF
(e)
0
pi
4
pi
2
3pi
4
pi
5pi
4
3pi
2
7pi
4
0.0e+00
5.0e+03
P1
P2
EURJPY EURCHF
(f)
0
pi
4
pi
2
3pi
4
pi
5pi
4
3pi
2
7pi
4
0.0e+00
5.0e+03
P1
P2
EURJPY EURGBP
(g)
0
pi
4
pi
2
3pi
4
pi
5pi
4
3pi
2
7pi
4
0.0e+00
2.0e+03
4.0e+03
P1
P2
EURUSD EURCHF
(h)
0
pi
4
pi
2
3pi
4
pi
5pi
4
3pi
2
7pi
4
0.0e+00
5.0e+03
1.0e+04
P1
P2
EURUSD EURGBP
(i)
0
pi
4
pi
2
3pi
4
pi
5pi
4
3pi
2
7pi
4
0.0e+00
5.0e+03
1.0e+04
P1
P2
EURUSD EURJPY
(j)
Figure 4.13: Total number of directional change registered in the interval ∆φ in 2D space
formed by FX exchange rates. The interval size is ∆φ = 12◦. 30 intervals in total. The se-
lected directional-change threshold is δ = 0.94%. 1D exchange rates forming the space were
preliminary normalised on their volatility and the initial price.
4.7.3 5D FX EUR exchange rates
The higher number of exchange rates bears more information about the state and the evolu-
tion of a particular market. In this section, we investigate the intrinsic time properties of 5D
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EUR time series. The same exchange rates used in Section 4.7.2 have been employed to form
the space. Price ticks have been registered as described in Section 4.7.1. All 1D time series
were preliminary normalised on the corresponding annualised volatility and the first price in
the given time series (see Section 4.7.2 for details on the normalisation techniques).
Overshoot and Directional change count scaling laws were computed using the composed
5D data. The corresponding plots are presented in Figures 4.14a and 4.14b. The Overshoot
scaling law (Figure 4.14a) has the scaling parameters E = 1.02 and C = 0.97. The coefficients
are close to the empirical and theoretical values found for 1D space (see Glattfelder, Dupuis,
and Olsen (2011) and Golub et al. (2014)). We measure the curvature of the law by comparing
coefficients of determination R2 computed for the linear y = A + Bx and quadratic y =
A + Bx + Cx2 models: R2q,OS − R2l,OS = 8.765× 10−4. The values are comparable to the values
computed for 1D EUR exchange rates (see Table 4.1).
The Directional change count scaling law revealed for 5D FX data is characterised by clearly
pronounced curvature (Figure 4.14b). The curvature can be seen as the difference between
the empirical curve and the linear fit (red line) build thought the range of thresholds δ >
1.0%. The chosen range corresponds to the straightest part of the NDC(δ) curve. The line is
shown for the visualisation purposes only: quadratic and linear approximation models are
drawn through the entire range of the thresholds δ. The difference between the coefficients
of determination R2q,NDC − R2l,NDC = 1.792× 10−3. The difference is 1.31 times bigger than the
maximum analogous value registered in the case of 2D EUR exchange rates (1.361× 10−3).
The evidence of the weak pattern, related to the synchronous curvature increase together with
the dimensionality rise, becomes stronger.
Scaling law coefficient CNDC from Figure 4.14b can be used to compute the multidimen-
sional volatility of the constructed 5D EUR space. Volatility σ
CNDC
annual = 388.32/10.72%/
√
5 =
16.20%. The value is noticeable bigger than the currency average (10.72%) or than the largest
volatility value among all five exchange rates (13.60%, EURJPY).
4.7.4 23D FX
Previous sections described the directional-change intrinsic time data analysis in gradually
increased dimensions: from 1D to 2D and to 5D. In this section, we extend the number of
dimensions to 23. The 23D time series is comprised of the following FX exchange rates:
AUD/JPY, AUD/NZD, AUD/USD, CAD/JPY, CHF/JPY, EUR/AUD, EUR/CAD,
EUR/CHF, EUR/GBP, EUR/JPY, EUR/NZD, EUR/USD, GBP/AUD, GBP/CAD,
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Figure 4.14: (a) Overshoot and (b) Directional change count scaling laws observed in 5D space
formed by EUR exchange rates. Scaling parameters C and E shown in Figure (a) correspond to
the linear approximation y = A+ Bx drawn through the entire range of values δ, and (b) to the
linear approximation build in the region δ > 1.0%.
GBP/CHF, GBP/JPY, GBP/USD, NZD/CAD, NZD/JPY, NZD/USD, USD/CAD,
USD/CHF, USD/JPY.
The considered time range is Jan 1st 2011 to Jan 1st 2016. The smallest and the largest num-
ber of ticks among all selected exchange rates is 74 038 306 (EUR/CHF) and 169 405 060
(GBP/JPY). The cumulative number of ticks in all exchange rates forming the comprised 23D
time series is about three billion: 2 774 533 294 ticks precisely. Assuming 252 trading days per
year, the average number of ticks per a second is 25.59.
As in the previous section, every 1D component of the multidimensional space was pre-
liminary normalised on the corresponding volatility and the first price. The multidimensional
directional-change intrinsic time algorithm was applied to the constructed 23D time series.
The set of the directional-change thresholds δ was adjusted on the currency average volatility
(10.3%) in order to better manage the normalised returns.
Overshoot and Directional change count scaling laws were constructed based on the series
of directional-changes registered in the 23D space. Both scaling laws are presented in Figures
4.15a and 4.15b. The increase of the Overshoot scaling law coefficient C compared to the coef-
ficient observed in 5D (1.16 versus 1.02) is attributed to the FX stylised facts better pronounced
in higher dimensions. That is, the fat-tailed distribution of returns stylised fact reported for
1D FX exchange rates is the most vivid in the area of short time intervals (see, for example,
9 This large amount of data demonstrates the impossibility of using manual techniques to perform simultane-
ous analysis of multiple high frequency markets. Fortunately, the computation power of modern computers is
sufficiently high to duly deal with the bombarding frequency of data streamed in real time.
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Figure 4.15: (a) Overshoot and (b) Directional change count scaling laws observed in 23D space
formed by EUR exchange rates. Scaling parameters C and E shown in Figure (a) correspond to
the linear approximation y = A+ Bx drawn through the entire range of values δ, and (b) to the
linear approximation build in the region δ > 1.0%.
Michel M Dacorogna et al. (2001)). The effect disappears when the returns are calculated over
days, weeks and longer periods. The latter is known as the aggregational Gaussianity (An-
typas, Koundouri, and Kourogenis 2013). Small directional-change thresholds are associated
with high frequency of the intrinsic time ticks. They can be considered as the equivalent of
frequently measured price returns over equidistant time intervals. Therefore, the increased
Overshoot scaling law coefficient C together with the increased curvature of the scaling law
plot (R2q,OS − R2l,OS = 1.5× 10−3) are in line with the two stylised facts: fat-tailed returns and
the aggregational Gaussianity.
The curvature of the Directional change count scaling law was shown to be increasing
together with the growing number of dimensions (see Sections 4.7.2 and 4.7.3). The curvature
computed in the 23D space formed by FX exchange rates confirms the observed tendency. The
difference between the coefficients of determination of the Directional change count scaling
law growths up to R2q,NDC − R2l,NDC = 4.3× 10−3. The number is 2.4 times bigger than the value
found for the 5D case (Section 4.7.3) and 3.16 times bigger than the value for the 2D exchange
rates (Section 4.7.2). That empirical observation reinforces the hypothesis: the rising curvature
of Directional change count scaling law is associated with the increased dimensionality. The
observation can be utilised to highlight FX stylised facts.
Similar to the procedure described in Section 4.7.3, we employ the scaling law coefficient
CNDC from Figure 4.15b to compute the multidimensional volatility of the 23D FX data. Volatil-
ity σ
CNDC
annual = 951.46/10.30%/
√
5 = 41.31%. The value four times exceeds the currency average
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(10.30%) and is 3.13 times larger than the biggest volatility among all 23 exchange rates. We
leave the discussion of the multidimensional intrinsic time volatility estimator and its poten-
tial applications to the future research.
4.8 Concluding Remarks
We extend the directional-change intrinsic time framework to the multidimensional space.
We show that the extended framework can be used to perform the endogenous price curve
analysis of multiple Forex exchange rates. The framework is designed to capture information
from the space where orthogonally arranged exchange rates form dimensions.
We generalise the directional-change intrinsic time price curve dissection rules initially
developed for the work on one-dimensional data. The absence of the monosemantic and
straightforward definition of the up and down notions in the space of higher dimensions
complicated the generalisation. We introduce a new "directional vector" concept which allows
to circumvent the predicament. The vector starts from the local extreme registered before the
trend directional change and passes through the point where the change occurred. Such a
vector can be found in any space despite its dimensionality.
The proposed multidimensional directional-change algorithm can efficiently cope with any
space morphology. A point, used as a reference for the size of a price move in one-dimensional
price space, becomes translated into a line in two- and into a surface in three- and higher
dimensions. The matters can be used as references for local price picks and lows in the space
of any dimensionality.
The multidimensional framework extends the range of areas where the directional-change
intrinsic time can be applied. We show how the analytical equations derived for the one-
dimensional data analysis in the intrinsic time can be employed in the multidimensional case.
This inheritance ability of the extended algorithm suggests that the risk management, market-
making or trading algorithms where the one-dimensional intrinsic time has been involved can
now be extended to perform in the space of higher dimensionality.
The extended algorithm was employed to perform an empirical analysis of Forex exchange
rates. We outline the observed uneven distribution of directional vectors across the two-
dimensional space formed by two Forex exchange rates. That is an interesting observation
considering that the distribution is uniform in the case of the Monte Carlo simulation where
the exchange rate volatilities are alike. We demonstrate that the varying volatilities of the
Forex returns provoke the uneven distribution. A similar contribution is demonstrated for
the correlation coefficients: the distribution becomes more irregular with the rise of the ab-
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solute correlation coefficient value. We illustrate how the latter can be utilised to unveil the
"footprint" of the correlation fluctuating over time.
We report that scaling laws based on the directional-change intrinsic time and so far found
in one-dimensional time series are also present in the higher-dimensional Forex data. The
laws connect the number of directional changes and the average overshoot length with the
size of the trend change (Directional change count and Overshoot laws). We determine a
connection between the properties of the first scaling law and the volatility of the examined
process. The connection has been further employed as the novel approach of evaluating the
volatility of the multidimensional exchange rates. The multidimensional volatility concept
proposed in the paper has no alternative in the traditional literature. The concept will be
further investigated in forthcoming research works.
Linear and quadratic models were tested as the fitting curves for the Overshoot and Direc-
tional change count scaling laws. We considered one-, two-, five-, and 23-dimensional Forex
data to track the curvature change associated with the dimensionality increase if any. The cur-
vature was measured as the difference between the coefficients of determination (r-squared)
corresponding to the linear and quadratic scaling law data fit in the log-log space. The series
of experiments demonstrated the constant increase in the difference between the coefficients
of determination. The difference growth together with the increase in the number of exchange
rates forming the space. We attribute the phenomenon to the fat-tailed distribution of returns
and the aggregational Gaussianity stylised facts of the Forex market. The latter implies that
the curvature of the scaling laws can be used as the indicator of the market’s deviation from
the fully stochastic process.
The multidimensional directional-change algorithm processed dozens of price changes per
second. Every change was regarded in the context of the evolution of one inseparable matter:
the entire market. The information retrieved from such evolution can serve as an input for
various risk management tools. The supreme origin of the information suggests a higher de-
gree of the quality one should expect from the risk management performed using the intrinsic
time properties. For instance, the market making adapted to work in the multidimensional
intrinsic time can benefit from automatically switching its activity to the components of the
space where the volatility is higher. Low liquidity markets, in turn, will inevitably profit from
such market making.
The omnipresent interdependence of the steadily evolving world of finance has been con-
tinuously growing. We believe that the proposed multidimensional directional-change in-
trinsic time framework is going to attract more attention to the risk management research
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domain. The framework will serve as a base for Pleiades of new research activities targeting
the supreme market analysis. The activities should address a wide range of questions related
to the extension of the conventional risk management instruments to the multidimensional
space.
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4.A 3D Price Move
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Figure 4.16: Real price moves in the three-dimensional space. Tick-by-tick data of the follow-
ing exchange rates form the space: AUD/NZD, EUR/USD, and GBP/JPY. The presented data
sample covers 15-minutes time interval from 21:00 to 21:15 on July 22nd 2012. There are 452
price changes registered within the interval. Elementary price changes, are presented by the
blue broken line. Projections of each point onto two-dimensional surfaces are marked by green,
red, and blue crosses. The green and red circles label the beginning and the end of the price
trajectory correspondingly.
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4.B 1D EUR Scaling Laws
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Figure 4.17: (a) A set of Overshoot and (b) Directional change count scaling laws build for 1D
EUR exchange rates. Values 〈C〉 and 〈E〉 stand for the average scaling law parameters of the
linear approximations build through the entire range of values δ. Comparative statistic of the
corresponding exchange rates is provided in Table 4.1.
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Figure 4.18: Expected waiting time (in years) for a directional-change intrinsic event to unfold
in 2D space given the directional vector ~D defined by the angle φ (equation (4.16)). (a) Iid P1 and
P2 (ρ1,2 = 0), different volatility components (σ1 6= σ2). (b) Processes P1 and P2 have non-zero
correlation coefficient (ρ1,2 6= 0), volatilities of the processes are fixed and equal to each other
(σ1 = σ2 = 20%). The directional-change threshold used in both cases is δ = 1%. The difference
between the largest and the smallest waiting times is 2.8 times in the case of σ1 = 15% and
σ2 = 25% (blue curve). The difference growths to 49.0 in the case of σ1 = 35% and σ2 = 5%
(orange curve).
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Figure 4.19: Average waiting time (in years) until the next directional change to unfold in
the interval ∆φ. FX exchange rates form the 2D space. The interval size is ∆φ = 12◦. There
are 30 intervals in total. The selected directional-change threshold is δ = 0.94%. 1D exchange
rates forming the space were preliminary normalised on their volatility and the initial price.
Brown dashed lines are approximations of the curves by function (4.16). Parameter ρ1,2 is the
fitting parameter of the approximation. The fitting expectedly does not succeed in capturing
the granted patterns.
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Figure 4.20: (a) Visual representation of the price deviating from the directional vector (red
vertical vector) while escaping the transition corridor. The corridor is formed by the transition
border (red dashed line) and the parallel line (grey dashed line) at the distance δ towards
the previous local extreme (flipped triangle). The grey broken lines show three potential price
trajectories. The latest transition border of all three price paths is the same. Empty circles mark
the latest extreme values observed before the new directional-change. The points where the
price curves escape the transition corridor are marked by grey crosses on the grey dashed line.
One of the escapes points is shown inside of the interval ∆a located at the distance a from the
directional vector. The orange bell-shaped curve depicts the probability curve or price deviating
from the directional vector by a certain distance. σ‖ and σ⊥ are the parallel and perpendicular
to the directional vector volatility components of the 2D price moves. (b) Directional vectors
~D1 and ~D2 in 2D space formed by processes P1(σ1) and P2(σ2). Green and red backgrounds
stand for the sections of the space where the vector ~D2 can and cannot occur conditionally the
position of the vector ~D1. Coordinates of the vectors are defined by the angle φ measured from
the positive direction of the x-axis.
4.D Evolution of Directional Vector as Markov Chain
Price moves in a 2D space can represented by two components: one component parallel to the
directional vector ~D and one perpendicular to it (P‖(σ‖) and P⊥(σ⊥)). Volatility of the parallel
component is described by equation (4.13). Volatility of the perpendicular one is:
σ⊥(σ1, σ2; φ) =
√
(σ1 sin φ)2 + (σ2 cos φ)2. (4.28)
Probability of observing the price escaping the transition corridor (triggering a new directional-
change intrinsic event) in the interval ∆a located at the distance a from the directional vector
~D (see Figure 4.20a):
P(a,∆a, σ⊥, σ‖) =
∫ ∞
0
∫ a+∆a
a
1
σ⊥
√
2pit
e
− 12
(
x−µ
σ⊥
√
t
)2
∞
∑
k=−∞
2h(1+ 4k)
σ‖
√
2pit3/2
e
− h2(1+4k)2
2tσ2‖ dxdt. (4.29)
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Equation (4.29) is built using the assumption that the evolution of the price move along
the transition border can be described as an evolution of a normal Brownian motion. The
probability density of the normal distribution:
f (x|µ, σ2, t) = 1
σ
√
2pit
e−
1
2
(
x−µ
σ
√
t
)2
. (4.30)
The waiting time until the next directional-change, in turn, depends on the evolution of the
process along the directional vector ~D. The process will trigger a new directional-change as
soon as it makes a drawdown (considering the case presented in Figure 4.20a) of the size δ.
The waiting time of a drawdown, in turn, has been fount to be equal to the first exit time. The
probability density functions (PDF) of the first exit time for an interval of the size h:
pτh(t) =
∞
∑
k=−∞
2h(1+ 4k)
σ
√
2pit3/2
e−
h2(1+4k)2
2tσ2 . (4.31)
Equation (4.29) was validated by a Monte Carlo (MC) simulation. Perpendicular and paral-
lel volatility components were selected to be equal to each other: σ⊥ = σ‖ = 10%. Three inde-
pendent directional-change thresholds were applied in the experiments: δ = {1%, 2.5%, 5%}.
In each MC simulation, the location of the price escaping the transition corridor was regis-
tered. The location was computed with respect to the x-coordinate of the latest directional-
change. Results of the experiments are presented as the probability P(a + ∆a) and the cumu-
lative probability FX(a + ∆a) in Figures 4.21a and 4.21b.
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Figure 4.21: (a) Monte Carlo simulation and the probability distribution function (4.29) of a
directional-change intrinsic event registered in the interval [a, a + ∆a]. The interval is located
along the escape border (see Figure 4.20a). The Monte Carlo simulation consisted of 3 000
repetitions. Parameters of the 2D Brownian motions used for the simulation are presented on
the picture. There are 100 000 steps in each simulation. x-axis is split in 40 bins of length
∆a = 0.005.
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We used the Kolmogorov-Smirnov test10 to confirm the null-hypothesis that the observed
empirical MC distribution is drawn from equation (4.29). Low Kolmogorov–Smirnov statistic
values Dn confirm the null hypothesis: Dn = {0.176, 0.048, 0.007} for δ = {0.01, 0.025, 0.05}.
Position of the directional vector after a new event depends on two factors. Coordinates of
the point where the price escapes the transition corridor is the first factor. The coordinates of
the point where the price curve crosses the transition border for the last time (see Figure 4.20a)
is the second factor. The probability of the former is conditional on the expected time of a
total move (a directional-change plus an overshoot). The dependence is expressed by equation
(4.29). The probability of the latter is conditional on the expected time of a directional-change
to unfold. It can be derived taking into account the fact that the expected time of the overshoot
section is twice longer than the expected time of the corresponding directional-change (see
Glattfelder, Dupuis, and Olsen (2011)). Therefore, the waiting time is the only difference be-
tween the probability of observing the price escaping the transition corridor in the interval ∆a
located at the distance a from the directional vector and the probability of the latest transition
border update happening in the interval ∆b located at the distance b from the point where the
price escapes the corridor. The same logic used to derive equation (4.29) can be employed to
derive the probability P(b+∆b). The time parameter t in the equation (4.30) should be scaled
by the factor 2/3 in order to account for the fact that the overshoot trajectory lasts two-thirds
of the total move time. The adjustment leads to the following equation:
P(b,∆b, σ⊥, σ‖) =
∫ ∞
0
∫ a+∆a
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e
− h2(1+4k)2
2tσ2‖ dxdt. (4.32)
Location of the vector ~D2 in the 2D space is defined by the angle φ′. The angle is formed
by the directional vector ~D2 and the positive direction of the x-axis (Figure 4.20a). The size
of the angle varies from 0 to pi and depends on the location of the latest extreme (the latest
transition border update) relative to the point where the price escapes the transition corridor
(the interval [b, b + ∆b]). Every angle φ′ can be expressed in terms of the coordinate x of the
latest extreme update and the size of the transition corridor δ:
φ′(x, δ) =

arctan
(
δ
x
)
for x > 0
pi
2 for x = 0
pi − | arctan ( δx ) | for x < 0
. (4.33)
10 Dn = supa |Fn(a)− F(a)| where the n is the number of observations, F(a) is the cumulative density function, and
Fn(a) is the set of empirical observations.
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Using equation (4.33), one can derive the angle φ′ relative to the location b and b+ ∆b as well
as the interval ∆φ′(b,∆b, δ) = φ′(b + ∆b, δ)− φ′(b, δ).
Probability of the vector ~D2 being observed in the interval [φ′, φ′ + ∆φ′] can be converted to
the probability of the vector escaping the transition corridor at the particular interval ∆b. The
equation converting angular coordinates φ′ and ∆φ′ into b and ∆b should be used to perform
the calculation:
b(φ′ + ∆φ′, δ) =
δ
tan(φ′ + ∆φ′)
, (4.34)
∆b(φ′,∆φ′, δ) =
δ
tan(φ′)
− b(φ′ + ∆φ′, δ). (4.35)
The evolution of the directional vector can be presented as the evolution of the vector across
the 2pi space split in intervals ∆φ. The number of such intervals is N∆φ = 2pi/∆φ ∈ R. We
assign unique indexes to each section. The indexes span from one to N∆φ. The location of the
directional vector is expressed as ~D ∈ ∆φi.
Location of the vector ~D1 defines properties of the process evolving along the particular
directional vector. The process determines the speed and the frequency of directional changes
along the given vector. Therefore, the location of the directional vector ~D2 depends on the
location of ~D1:
P
(
~D2 ∈ ∆φk | ~D1 ∈ ∆φm
)
∀k, m ∈ [1, N∆φ] . (4.36)
The moves of the directional vector are independent of the historical directional vectors but
the latest one. The independence suggests that the evolution of the vector is one-step Markov
chain. The one-step right stochastic transition probability matrix:
P(1) =
P
(
~D2 ∈ ∆φ1 | ~D1 ∈ ∆φ1
)
. . . P
(
~D2 ∈ ∆φN∆φ | ~D1 ∈ ∆φ1
)
...
. . .
...
P
(
~D2 ∈ ∆φ1 | ~D1 ∈ ∆φN∆φ
)
. . . P
(
~D2 ∈ ∆φN∆φ | ~D1 ∈ ∆φN∆φ
) (4.37)
Each entry of the transition probability matrix can be defined using equation (4.32). The range
under the integral over dx is defined through equations (4.34) and (4.35). The ijth entry of the
matrix P(n) gives the probability that the Markov chain, starting from the state ~D1 ∈ ∆φi, will
come to the state ~Dn ∈ ∆φj after n directional changes.
The initial distribution of the directional vector ~D1 is defined as the probability vector u.
The probability that the chain ends in the state ~Dn ∈ ∆φi after n directional-changes is the ith
entry of the vector u(n):
u(n) = uP(n). (4.38)
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The transition probability matrix (4.37) in par with equation (4.38) have significant predic-
tive power. First, knowing the observed number of directional vectors across the 2D space
one can estimate volatilises of the processes forming the space. Second, it is possible to re-
trieve correlation coefficients conditional the observed distribution of the directional vectors
and known volatilities. Third, substantial deviation of the observed directional vector distri-
bution from the analytical predictions can be interpreted as market shocks pronounced at the
high-dimensional levels.
Results, presented in this section, concern the evolution of the directional vector in 2D
space. The same logic, developed above, can be applied to the space of any dimensionality
using angular coordinated of the directional vector (equations (4.18) and (4.19)).
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4.E Pseudocode of Multidimensional Dissection Algorithm
The algorithm returns 1 if a directional-change event is registered at the price Stick. Otherwise,
it returns 0. Dist(Si, Sj) is the Euclidean distance between prices Si and Sj. Ext (Vec, Stick)
method computes coordinates of the transition border using the directional vector Vec (vector
~D in Section 4.4.1) and the point Stick. Di f f Sides(Ext, S
p
ext, Stick)) returns true if the previous
extreme Spext and the latest price Stick are on different sides of the transition border Ext. LOS
stands for the length of the overshoot section. The initial values of the first price and the
initialised variables are true and false correspondingly. NDim is the space dimensionality.
Algorithm 2: Multidimensional Runner
1: procedure RunnerM(Stick, δ)
2: if not initialized then
3: if first price then
4: Spext ← Stick
5: first price← false
6: if Dist(Stick, S
p
ext) ≥ δ then
7: SDC ← Stick
8: Vec← ŜpextSDC
9: Ext← Ext (Vec, Stick)
10: initialized← true
11: return 1
12: else
13: if Di f f Sides(Ext, Spext, Stick) then
14: Ext← Ext(Vec, Stick)
15: Sext ← Stick
16: return 0
17: else if Dist(Stick, Ext) ≥ δ then
18: LOS ← Dist(Ext, SDC)
19: SDC ← Stick
20: Spext ← Sext
21: Vec← ̂Spext, SDC
22: Ext← Ext(Vec, Stick)
23: return 1
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Algorithm 3: Euclidean distance between two points
1: procedure Dist(S1, S2)
2: sum = 0
3: for i← 0, i++, while i < NDim do
4: sum← sum + ((S2 [i]− S1 [i])/S1 [i])2
5: return
√
sum
Algorithm 4: Checks whether points S1 and S2 are on different sides of the transition border
Ext
1: procedure DiffSides(Ext, S1, S2)
2: a = 0
3: b = 0
4: for i← 0, i++, while i < NDim do
5: a← a + Ext [i] ∗ S1 [i]
6: b← a + Ext [i] ∗ S2 [i]
7: a← a + Ext [NDim− 1]
8: b← b + Ext [NDim− 1]
9: if a ∗ b < 0 then
10: return true
11: else
12: return f alse
Algorithm 5: Computes the directional vector
1: procedure Vec(Spext, SDC)
2: for i← 0, i++, while i < NDim do
3: Vec [i]← SDC − Spext
4: return Vec
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Algorithm 6: Computes the transition border
1: procedure BordCoef(Vec, Stick)
2: dummy← 0
3: for i← 0, i++, while i < NDim do
4: Ext [i]← Vec [i]
5: dummy← dummy +Vec [i] ∗ Stick [i]
6: Ext [NDim− 1]← −dummy
7: return Ext
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4.F Correlation coefficients of EUR exchange rates
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Figure 4.22: Correlation coefficient ρ1,2 of EUR exchange rates as a function of time. The correla-
tion is computed using daily returns and the rolling window. The length the of rolling window
is 100 days.
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