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HARMONIC FUNCTIONS OF RANDOM WALKS IN A SEMIGROUP
VIA LADDER HEIGHTS.
IRINA IGNATIOUK-ROBERT
Abstract. We investigate harmonic functions and the convergence of the sequence
of ratios (Px(τϑ>n)/Pe(τϑ>n)) for a random walk on a countable group killed up
on the time τϑ of the first exit from some semi-group with an identity element e.
Several results of classical renewal theory for one dimensional random walk killed at
the first exit from the positive half-line are extended to a multi-dimensional setting.
For this purpose, an analogue of the ladder height process and the corresponding
renewal function V are introduced. The results are applied to multidimensional
random walks (X(t)) killed upon the times of first exit from a convex cone. Our
approach combines large deviation estimates and an extension of Choquet-Deny
theory.
1. Introduction
An explicit description of all harmonic functions for a transient countable Markov chain
is in general a non trivial problem. Markov chains associated to homogeneous random
walks are one of the few examples when such a complete description can be obtained. This
is done via the classical method of Choquet-Deny theory, see for example Sawyer [1].
For a non homogeneous transient Markov chain with a transition kernel P , the method
of Choquet-Deny theory does not work. To find all harmonic functions one has either
to solve the equation Ph=h in a straightforward way via analytical methods, or to in-
vestigate the Martin boundary of the process, by identifying all possible limits of the
Martin kernel. The classical references for the second approach are Doob [2], Hunt [3]
and Dynkin [4]. Both approaches are non-trivial and there are also few examples when all
harmonic functions can be found.
A simple but important example of a non-homogeneous Markov chain is a random
walk on some group (E , ⋆) killed up on the time τϑ of the first exit from some semi-group
E⊂E . The harmonic functions of such a random walk are related to a random walk
conditioned on the event {τϑ>n} when n→∞, i.e. to stay in E: if the sequence of ratios
(Px(τϑ>n)/Pe(τϑ>n)) converges to some harmonic function (h(x)), the corresponding
conditioned random walk is the h-transform of the original killed random walk. Random
walks conditioned to stay in cones have been investigated in a large number of references,
see for instance Bertoin and Doney [5] and Denisov and Wachtel [6] and the references
therein.
For one-dimensional random walks with a non-negative drift, killed up on the time
of the first exit from a half line, the harmonic functions and the corresponding random
walk conditioned to stay in the half line can be represented in terms of the renewal
function based on the ladder heights by using the Wiener-Hopf factorization. The method
of the Wiener-Hopf factorization is a quite powerful technique. It does not require any
moment conditions in the one-dimensional case, see for instance Spitzer [8], Feller [9]
and Bertoin and Doney [5]. For multidimensional random walks, a similar approach
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seems to be unlikely because there is, up to now, no equivalent of a convenient Wiener-
Hopf factorization. There are nevertheless some results in this domain, Mogulskii and
Pecherskii in [10] and Greenwood and Shaked [11, 12] where some factorization relations
are established to get the asymptotic behavior of some first passage times. It is not
clear however how these factorization relations can be used to investigate the harmonic
functions and the corresponding random walk conditioned to stay in a cone.
We review briefly several approaches used to identify the set of harmonic functions
and to investigate the limit of the sequence (Px(τϑ>n)/Pe(τϑ>n)) for multidimensional
random walks.
To identify the Martin boundary for integer-valued two-dimensional random walks
when the size of the jumps of each coordinate is at most 1, complex analysis methods on
elliptic curves has been proposed by Kurkova and Malyshev [13], Kurkova and Raschel [14]
and Raschel [15]. This approach does not seem to have an extension in higher dimensions
or for random walks with unbounded jumps.
A large deviations approach has been proposed in Ignatiouk and Loree [16] to identify
the Martin boundary of two-dimensional, non centered, random walks killed up on the
first exit from the positive quadrant N × N. For centered random walks, such a method
does not seem to work. Moreover, to apply such a method for a non centered random
walk in Zd+, one has to identify the harmonic functions for centered random walks in Z
k
+
for any k<d, see Ignatiouk [17].
Recently, Bouaziz et al. [18] proved the uniqueness of the positive harmonic function,
up to a multiplicative constant, for a centered random walk killed up on the time of the
first exit from Zd+. The result has been obtained under the following conditions: the jumps
of the random walk must be bounded and their distribution has to satisfy some ellipticity
condition. A large number of related results were obtained for random walks in Weyl
chambers, see for instance Gessel and Zeilberger [19], Grabiner and Magyar [20], Koenig
and Schmid [21] and Raschel [22, 23], and the references therein. These results concern
some specific random walks, when the steps of the process cannot jump over the boundary
of the chamber and when the set of all possible steps is invariant with respect to some
reflections.
For centered random walks killed up on the time of the first exit from some general cone,
under some moment condition on the jumps, a harmonic function has been constructed
and the asymptotic of the tail distribution of the exit time has been obtained by Denisov
and Wachtel [6], and in a recent paper of Raschel and Tarrago [7] the asymptotic behavior
of the Green function was obtained and a uniqueness (up to a multiplicative constant)
of a positive harmonic function was proved. For non-centered random walks satisfying a
Cramer condition the results of Denisov and Wachtel [6] have been extended by Duraj [24].
These results use the diffusion approximation of random walks and seem to be impossible
to extend for random walks with heavy tailed jumps.
The purpose of the present paper is to extend the notions of the ladder heights and of
the corresponding renewal function to a multi-dimensional setting, and to obtain results
similar to those in the classical fluctuation theory for one dimensional random walks
without any assumption on the tail distributions of the jumps. For this we combine the
large deviation estimates with a modified method of Choquet-Deny theory.
We consider a substochastic transient random walk on a countable semi-group (E, ⋆)
with identity element e. The transition probabilities of our random walk are assumed to
satisfy the inequalities p(x⋆u, y⋆u)≥p(x, y) for all x, y, u∈E. A homogeneous random
walk on Zd killed up on the time of the first exit from some convex cone with a vertex at
the origin 0 is therefore a particular case.
To define the ladder height process and the corresponding renewal function V , an
additional absorbing state ϑ is added so that our random walk (X(t)) has a stochastic
kernel, τϑ is defined as the hitting time of ϑ. For a random walk on Z
d killed up on the time
of the first exit from the cone, this additional state ϑ is in fact identified with the points
HARMONIC FUNCTIONS OF RANDOM WALKS IN A SEMIGROUP VIA LADDER HEIGHTS. 3
of Zd outside of the cone and τϑ represents the time of the first exit from the cone. When
the transition probabilities of our random walk satisfy the identitiesp(x⋆u, y⋆u)=p(x, y)
for all x, y, u∈E, the ladder height process (Hn) has a simple probabilistic interpretation:
for a sequence of stopping times (tn) with t0=0 and tn defined as the first time after tn−1
when the random walk (X(t)) exits from the set E⋆X(tn−1), in distribution Hn=X(tn)
if tn<+∞ and Hn=ϑ otherwise. In the general case, the ladder height process is defined
by positive operators represented in terms of the differences p(x⋆u, y⋆u)−p(x, y).
For a random walk in Z, killed up on the first exit from Z+, i.e. when (E , ⋆)=(Z,+),
our definition of the ladder height process (Hn) coincides with the classical definition.
However, in contrast to the ladder height process for a one dimensional random walk, for
a multidimensional random walk, the ladder height process is no longer decreasing. This
is the main technical difficulty in our approach.
The renewal function V corresponding to the ladder height process is defined then by
V (x)=Ex(Tϑ) where Tϑ denotes the first time when the process (Hn) hits the absorbing
state ϑ. When the stopping time τϑ is not integrable we prove that the renewal function
V is harmonic for the random walk (X(t)), and that the sequence of functions
(1.1) Px(τϑ > n)/Pe(τϑ > 0), x ∈ E.
converges to V . When the stopping time τϑ is integrable, an analogue of the Wald identity
Ex(τϑ) = V (x)Ee(τϑ), ∀x ∈ E,
is obtained, and we show that
V (x) ≤ lim inf
n→∞
Px(τϑ > n)/Pe(τϑ > n).
The harmonic functions are investigated in a particular case, when the hitting probabilities
of the random walk (X(t)) are slowly varying, i.e. when for any u ∈ E and uniformly on
x ∈ E,
lim
n→∞
1
n
log Px(X(t) = x ⋆ u
⋆n, for some t ≥ 1) =
lim
n→∞
1
n
log Px⋆u⋆n(X(t) = x, for some t ≥ 1) = 0,
by using a modified method of Choquet-Deny theory.
In the classical homogeneous setting the main idea of the Choquet-Deny theory is the
following: to identify the set of harmonic functions one has to determine the minimal
harmonic functions. A harmonic function h is minimal if, for any other harmonic function
h˜, the inequality h˜≤h implies that h˜=ch for some constant c. If a harmonic function h is
minimal for an irreducible homogeneous random walk on a group (E , ⋆), then for any u∈E ,
the function h˜(x)=h(x⋆u) is harmonic and by Harnack’s inequality, satisfies the inequality
δuh˜≤h for some constant δu>0. Hence, for any x∈E, h(x⋆u)=γuh(x) for some constant
γu>0. The last relation gives a characterization of all minimal harmonic functions. For a
homogeneous random walk in Zd these are exponential functions.
In our setting, Choquet-Deny method is modified in the following way: for any minimal
harmonic function h and u∈E, we show that the function x 7→h(x⋆u) is super-harmonic
and its harmonic component, in the Riesz decomposition, is given by γuh for some constant
γu>0. Assuming that the hitting probabilities of the random walk are slowly varying, we
prove that γu=1. In this way, we get some functional relations proving that any harmonic
function h of (X(t)) is superharmonic for the ladder height process (Hn) with a potential,
in the Riesz decomposition, component given by h(e)V and a harmonic component h˜ given
by
h˜(x) = lim
n→∞
Ex(h(Hn), Tϑ > n), x ∈ E.
Using this result together with the results obtained for the renewal function V , we conclude
that any harmonic function h of (X(t)) is
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– proportional to the renewal function V if the exit time τϑ is not integrable;
– bounded below by h(e)V , so that the difference h−h(0)V is a non trivial harmonic
function of the ladder height process (Hn), otherwise.
Our results are applied next for a random walk (X(t)) on Zd killed up on the time of
the first exit from the closure of some open convex cone having a vertex at 0. We show
that for a centered irreducible random walk, or more generally, if generating function of
the distribution of the jump of the random walk achieves its strict minimum at the origin
0 ∈ Rd, the hitting probabilities are then slowly varying. This result is obtained by using
large deviation estimates for truncated random walks.
The functional relations obtained for the harmonic functions provide a probabilistic
interpretation of the values h(x)/h(x⋆u) in terms of the corresponding h-transform: if the
transition probabilities of the random walk (X(t)) satisfy the identity p(x⋆u, y⋆u)=p(x, y)
for all x, y, u∈E and the hitting probabilities are slowly varying, then for any harmonic
function h and x, u∈E, the probability that the h-transform process starting at x⋆u never
exits from the set E⋆u is equal to h(x)/h(x⋆u). This property could be of interest in view
of applications to random walks in Zd conditioned to stay in some convex cone. Denisov
and Wachtel [6] have proved that, for a centered random walk in a general cone, under
some moment conditions on the distribution of the jumps, the sequence of ratios (1.1)
converges to some harmonic function V. The corresponding random walk conditioned on
the sequence of events ({τϑ>n}) to stay in the cone, is in this case the V-transform of the
original random walk (X(t)).
Remark finally that, in higher dimensions, a new phenomenon occurs: in contrast to
a centered one dimensional random walk, the exit time τϑ can be integrable and, in this
case, the limiting harmonic function
V= lim
n
P·(τϑ>n)/P0(τϑ>n)
obtained by Denisov and Wachtel [6] is not equal to the renewal function V .
2. Preliminaries.
Before formulating our results we recall well known results in fluctuation theory for one
dimensional random walks. The classical references are here the books of Spitzer [8] and
Feller [9].
Denote by (S(t)) a homogeneous irreducible and aperiodic random walk on Z and let
(X(t)) be a copy of (S(t)) killed up on the first exit from Z+ = {k ∈ Z : k ≥ 0}. The
strict descending ladder height process (Hk, tk) for the random walk (S(t)) is defined by
(2.1) t0 = 0, tk+1 = inf{n > tk : S(n) < S(tk)} and Hk = S(tk), k ≥ 0.
(Hk) is therefore a substochastic random walk on Z with transition probabilities pH(x, y) =
P0(S(τ ) = y − x) where τ = inf{t > 0 : S(t) < 0}. The random walk (Hk) is stochastic
if P0-almost surely τ < ∞. If P0(τ = ∞) > 0 it is convenient to introduce an absorbing
state ϑ for (Hk) by letting
pH(x, ϑ) = 1−
∑
y∈Z+
pH(x, y), x ∈ Z+.
The renewal function V associated with (Hk) is then defined by
V (x) =
∞∑
k=0
Px(Hk ∈ Z+), x ∈ Z+
or equivalently,
V (x) = Ex(T ), x ∈ Z+.
where T denotes the first time when the Markov chain Hn exits from the set Z+:
T = inf{n > 0 : Hn 6∈ Z+} = inf{n > 0 : Hn ∈ {ϑ} ∪ Z−}, Z− = Z \ Z+.
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If P0(τ = +∞) > 0, i.e. when the random walk (S(t)) drifts to +∞, the function V
satisfies the equality
(2.2) V (x) = Px(τ = +∞)/P0(τ = +∞), ∀x ∈ Z+.
If the reflected random walk (−S(t)) drifts to +∞, i.e. when (S(t)) drifts to −∞, the
function x→ Ex(τ ) is finite everywhere on Z and
(2.3) V (x) = Ex(τ )/E0(τ ), ∀x ∈ Z+.
Finally, the random walk (S(t)) is called oscillating if it neither drifts to +∞ nor to +∞.
In this case, Ex(τ ) = +∞ and
(2.4) lim
n→∞
Px(τ > n)/P0(τ > n) = V (x), ∀x ∈ Z+.
Moreover, if a random walk (S(t)) either drifts to +∞ or oscillates, the function V is
harmonic for the killed random walk (X(t)) and any harmonic function of (X(t)) is pro-
portional to V .
The purpose of the present paper is to extend the notion of the ladder height process and
to obtain similar results for random walks in semi-groups and in particular, for centered
random walks in Zd killed up on the first exit from some convex cone.
3. Main results
We begin our analysis with an application of the Choquet-Deny theory for a sub-
stochastic Markov chain (X(t)) on a countable set E with transition probabilities p(x, y),
x, y ∈ E. The Markov chain (X(t)) is assumed to satisfy following conditions:
(A0) (X(t)) is irreducible and transient on E,
(A1) the set of states E of (X(t)) is included to some group (E , ⋆);
(A2) there is u ∈ E such that
E ⋆ u ⊂ E,
and for any x, y ∈ E,
p(x ⋆ u, y ⋆ u) ≥ p(x, y);
The Markov chain (X(t)) being substochastic, it is convenient to introduce an addi-
tional absorbing state ϑ by letting
p(x, ϑ) = 1−
∑
y∈E
p(x, y), x ∈ E.
(X(t)) is then a Markov chain on E ∪ {ϑ} stopped when hitting the state ϑ. We denote
τϑ = inf{t ≥ 1 : X(t) = ϑ}.
The Green function G(x, y) of the Markov chain (X(t)) is defined by
G(x, y) =
∞∑
t=0
Px(X(t) = y) =
∞∑
t=0
Px(X(t) = y, t < τϑ), x, y ∈ E,
and the hitting probabilities are denoted by
Q(x, y) = Px
(
X(t) = y for some 0 < t < +∞
)
, x, y ∈ E.
For a non-negative function ϕ : E → R+, we let
Gϕ(x) =
∑
y∈E
G(x, y)ϕ(y), x ∈ E,
and
Pϕ(x) = Ex(ϕ(X(1))) =
∑
y∈E
p(x, y)ϕ(y), x ∈ E,
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It is convenient moreover to introduce two operators ϕ → Tuϕ and ϕ → Auϕ on the set
of non-negative functions {ϕ : E → R+}, by letting
Tuϕ(x) = ϕ(x ⋆ u), x ∈ E,
and
(3.1) Auϕ(x) =
∑
y∈E
au(x, y)ϕ(y), x ∈ E,
with
au(x, y) =
{
p(x ⋆ u, y)− p(x, y ⋆ u−1), if y ∈ E ⋆ u,
p(x ⋆ u, y) otherwise.
Remark that under the hypotheses (A1) and (A2), au(x, y) ≥ 0 for all x, y ∈ E. For any
non-negative function ϕ : E → R+, the function Auϕ : E → R+ ∪ {+∞} is therefore well
defined and
TuPϕ = PTuϕ+ Auϕ.
Recall that for a Markov chain (X(t)), a non-zero positive function h : E → R+ is called
harmonic (respectively super harmonic) if Ph = h (respectively Ph ≤ h). A function
g : E → R+ is called potential for (X(t)) if g = Gϕ with some non-negative function
ϕ : E → R+. Such a function ϕ : E → R+ satisfies then the following relation
ϕ = g − Pg.
Any potential function is super harmonic, and by the Riesz decomposition theorem, any
super harmonic function f is equal to a sum of a harmonic function h = limn P
nf and a
potential function g = Gϕ with ϕ = (I− P )f , see for instance Woess [25].
We extend any harmonic or super harmonic function h on E ∪ {ϑ} by letting
h(ϑ) = 0.
1 denotes throughout this paper the identity constant function, 1(x) = 1 for all x ∈ E,
and I denotes the identity operator : Iϕ = ϕ for any function ϕ : E → R.
Definition 3.1. We will say that the hitting probabilities of the random walk (X(t)) are
slowly varying along the element u ∈ E if uniformly on x ∈ E,
(3.2) lim
n→∞
1
n
logQ(x, x ⋆ u⋆n) = lim
n→∞
1
n
logQ(x ⋆ u⋆n, x) = 0,
where u⋆1 = u and u⋆(n+1) = u⋆n ⋆ u for n ≥ 1.
Our first result is the following statement.
Theorem 1. Suppose that (A0)-(A2) are satisfied and let for the given u ∈ E, the hitting
probabilities of (X(t)) be slowly varying along u. Then any harmonic function h satisfies
the following relations
(3.3) h(y ⋆ u) = h(y) +GAuh(y), ∀y ∈ E.
The proof of this result uses the arguments of Choquet-Deny theory and is given in
Section 5. In Section 4 we apply our results for homogeneous random walks in Zd killed
up on the time of the first exit from some general cone. The results of this section show
that under quite general assumptions on the cone, centered random walks satisfy (3.2).
The functional relations (3.3) are the key point of our approach. Before formulating our
next results, we rewrite these relations for the case when (A2) holds with the equality and
we obtain a probabilistic interpretation of (3.3) in terms of the corresponding h-transform.
For this it is convenient to introduce the first time when the process (X(t)) exits from
E ⋆ u :
ηu = inf{t ≥ 1 : X(t) 6∈ E ⋆ u}.
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Recall that for a given non-zero harmonic function h of (X(t)), the h-transform (Xh(t))
of the process (X(t)) is defined as a Markov chain with transition probabilities
ph(x, y) = p(x, y)h(y)/h(x), x, y ∈ E.
For any non-zero harmonic function h of (X(t)), the transition matrix of the h-transform
(Xh(t)) is stochastic on E and consequently, the process (Xh(t)) does not exit from the
set E. If the sequence of functions
(3.4) fn(x) = Px(τϑ > n)/Pe(τϑ > n), x ∈ E
converges to some non zero harmonic function h : E → R+, then the random walk (X(t))
conditioned on the sequence of events ({τϑ > n}) to stay in E is the corresponding h-
transform of (X(t)), see for instance Bertoin and Doney [5].
Proposition 3.1. Suppose that (A0) and (A1) are satisfied and let for some u ∈ E,
E ⋆ u ⊂ E and
p(x ⋆ u, y ⋆ u) = p(x, y), ∀x, y ∈ E.
Then for any non negative function h : E → R+,
(3.5) GAuh(y) = Ey⋆u
(
h(X(ηu)), ηu < τϑ ≤ +∞
)
, ∀y ∈ E.
If moreover, the hitting probabilities of (X(t)) are slowly varying along the given element
u ∈ E, then for any x ∈ E and any non zero harmonic function h of (X(t)), the quantity
h(x)/h(x⋆u) is equal to the probability that the corresponding h transform (Xh(t)) starting
at x ⋆ u never exits from the set E ⋆ u.
Proof. Indeed, in this case, for any y, z ∈ E,
G(y, z) =
∞∑
t=0
Py⋆u(X(t) = z ⋆ u, ηu > t)
and according to the definition of the matrix Au,
au(x, y) =
{
0, if y ∈ E ⋆ u,
p(x ⋆ u, y) otherwise.
Hence,
GAuh(y) =
∑
z,z′∈E
G(y, z)au(z, z
′)h(z′)
=
∑
z∈E
∑
z′∈E\(E⋆u)
∞∑
t=0
Py⋆u(X(t) = z ⋆ u, t < ηu)p(z ⋆ u, z
′)h(z′)
= Ey⋆u
(
h(X(ηu)), ηu < τϑ ≤ +∞
)
.
The first assertion of Proposition 3.1 is therefore proved. The second assertion is a con-
sequence of Theorem 1. To get this assertion, it is sufficient to notice that by (3.3) and
(3.5), the probability that the h-transform (Xh(t)) starting at x ⋆ u ever exits from the
set E ⋆ u is equal to
1
h(x ⋆ u)
Ex⋆u(h(X(ηu)); ηu < τϑ ≤ +∞) = 1− h(x)/h(x ⋆ u).

Now we introduce an analogue of the ladder height process (Hn) and extend the result
of the classical fluctuation theory formulated in the previous section. From now on the
random walk (X(t)) is assumed to satisfy the following conditions:
(B1) the state set E of (X(t)) is included to some group (E , ⋆) and (E, ⋆) is a semi-group
with an identity element e;
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(B2) for any x, y, u ∈ E,
p
(
x ⋆ u, y ⋆ u
)
≥ p(x, y),
Remark that under the above assumptions, for any u ∈ E, the previous conditions
(A1) and (A2) are satisfied and consequently, the operator Au on the set of non-negative
functions {ϕ : E → R+} is well defined.
To introduce the ladder Markov chain (Hn) we need the following lemma.
Lemma 3.1. Under the hypotheses (A0), (B1) and (B2), the matrix
PH = (pH(x, y), x, y ∈ E)
with
(3.6) pH(x, y) = GAx1{y}(e) =
∑
z∈E
G(e, z)ax(z, y), x, y ∈ E,
is substochastic.
Proof. Indeed, the coefficients of the matrix PH are non-negative and for any x ∈ E
PH1(x) = GAx1(e) = lim
n→∞
n∑
k=0
P kAx1(e) = lim
n→∞
n∑
k=0
P k(TxP − PTx)1(e)
= lim
n→∞
(
n∑
k=0
P kTxP1(e)−
n+1∑
k=1
P kTx1(e)
)
The above relation combined with the equality Tx1 = 1 implies that
PH1(x) = lim
n→∞
(
n∑
k=0
P kTxP1(e)−
n+1∑
k=1
P k1(e)
)
= TxP1(e)− lim
n→∞
(
n∑
k=1
P k(Id− TxP )1(e) + P
n+11(e)
)
.
Since Pn+11(e) ≥ 0 and
P k(Id− TxP )1(e) =
∑
y∈E
Pe(X(k) = y)
(
1−
∑
z∈E
p(y ⋆ x, z)
)
≥ 0,
from the last relation it follows that PH1(x) ≤ TxP1(e) ≤ 1. 
Definition 3.2. The ladder height process relative to the Markov chain (X(t)) is defined
as a discrete time Markov chain (Hn) on E with transition matrix PH .
The Markov chain (Hn) being sub-stochastic on E, we introduce an additional absorb-
ing state ϑ. Without any restriction of generality we can keep the same notation of the
additional absorbing state as for the random walk (X(t)). We let
(3.7) pH(x, ϑ) = 1−
∑
y∈E
pH(x, y), ∀x ∈ E.
Before formulating our next result let us give another equivalent definition of the ladder
Markov chain (Hn) in a particular case, when (B2) holds with the equality. The following
statement is a straightforward consequence of Proposition 3.1
Proposition 3.2. Suppose that (A0) and (B1) are satisfied and let
p(x ⋆ u, y ⋆ u) = p(x, y), ∀u, x, y ∈ E.
Then for a sequence of random times (tn) defined for n ∈ N by
(3.8) t0 = 0, and tk+1 =
{
inf{n > tk : X(n) 6∈ E ⋆ X(tk)}, if tk < +∞,
+∞ otherwise,
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in distribution
(3.9) Hk =
{
X(tk) if tk <∞
ϑ, otherwise.
Now we extend the notion of the renewal function V : E∪{ϑ} → R+ ∪{+∞} . Denote
Tϑ = inf{n ≥ 0 : Hn = ϑ} and let
(3.10) V (ϑ) = 0 and V (x) = Ex(Tϑ), x ∈ E.
Our next result proves that this function is finite and satisfies the properties similar to
those of the renewal function for a one-dimensional random walk. Recall that under (A0),
the Markov chain (X(t)) is irreducible in E. The function x→ Ex(τϑ) is therefore either
finite in E, or infinite everywhere in E.
Theorem 2. Under the hypotheses (A0), (B1) and (B2) the following assertions hold :
(i) The ladder height process (Hn) is transient on E.
(ii) The function V is finite and satisfies the following relations :
(3.11) V (e) = 1
and
(3.12) V (x ⋆ u) = V (x) +GAuV (x), ∀x, u ∈ E.
(iii) If E·(τϑ) = +∞, the function V is harmonic for the Markov chain (X(t)) and for
any x ∈ E,
(3.13) lim
n→∞
Px(τϑ > n)/Pe(τϑ > n) = V (x).
(iv) If E·(τϑ) < +∞, the function V is potential for the Markov chain (X(t)) and for
any x ∈ E,
(3.14) V (x) = Ex(τϑ)/Ee(τϑ) ≤ lim inf
n→∞
Px(τϑ > n)/Pe(τϑ > n).
The proof of this theorem is given in section 6.
Remark that under the hypotheses of Theorem 1 and Theorem 2, by (3.12) and (3.3),
the renewal function V satisfies the same functional relations as any harmonic function h.
This is the key point of the proof of our next result.
From now on the Green’s function of the ladder height process (Hn) will be denoted
by
GH(x, y) =
∞∑
n=0
Px(Hn = y), x, y ∈ E.
For n ≥ 1 and a non negative function ϕ : E → R+ we introduce
PnHϕ(x) = Ex(ϕ(Hn); Tϑ > n)
and
GHϕ(x) =
∞∑
n=0
PnHϕ(x) =
∞∑
n=0
Ex(ϕ(Hn); Tϑ > n).
Theorem 3. Suppose that the conditions (A0), (B1) and (B2) are satisfied and let the
hitting probabilities of the random walk (X(t)) be slowly varying along every u ∈ E. Then
any harmonic function h of (X(t)) is super harmonic for the ladder height process (Hn)
and
(3.15) h(x) = h(e)V (x) + h˜(x), ∀x ∈ E,
with a harmonic, for the ladder height process (Hn), function
(3.16) h˜(x) = lim
n→∞
Ex(h(Hn); Tϑ > n), ∀x ∈ E.
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If moreover E·(τϑ) = +∞, then for any harmonic function h, the function (3.16) is equal
to zero and h is proportional to V . Otherwise, for any harmonic function h, the function
(3.16) is non trivial.
The proof of this theorem is given in section 7.
4. Application to a homogeneous random walk
In this section, we apply our results for a homogeneous random walk in Zd killed up
on the time of the first exit from a convex cone.
Consider a probability measure µ on Zd and let (X(t)) be a substochastic random
walk on E with transition probabilities Px(X(1) = y) = p(x, y) = µ(y − x), x, y ∈ E.
Such a random walk is a copy of a homogeneous random walk (S(t)) in Zd with transition
probabilities p(x, y) = µ(y−x), killed up on the first exit from E. The additional absorbing
state ϑ is then identified with the set Zd \ E: for every x ∈ E we let
p(x, ϑ) = 1−
∑
y∈E
µ(y − x)
We will assume that
(C0) the random walk (X(t)) is irreducible and transient on E;
(C1) 0 ∈ E and for any x, u ∈ E, x+ u ∈ E.
Remark that under the above assumptions, the conditions (A0) , (B1) and (B2) of the
previous section are satisfied and consequently, the ladder process (Hn) relative to the
random walk (X(t)) is well defined. Moreover, in this case, (B2) holds with the equality,
and hence, by Proposition 3.2, for a sequence of random times (tn) defined by
t0 = 0, and tk+1 =
{
inf{n > tk : X(n) 6∈ E +X(tk)} if tk <∞,
+∞ otherwise
in distribution
(4.1) Hk =
{
X(tk) if tk <∞
ϑ, otherwise.
Consider now the stopping times Tϑ = inf{n > 0 : Hn = ϑ} and τϑ = inf{n > 0 : X(n) =
ϑ}, and let for x ∈ E, ηx = inf{t > 0 : X(t) 6∈ E + x}. Recall that the renewal function
V : E ∪ {ϑ} → R+ is defined by V (x) = Ex(Tϑ) with V (ϑ) = 0. The following statement
is a consequence of Theorem 2.
Corollary 4.1. Under the hypotheses (C0) and (C1) the following assertions hold.
(i) The ladder height process (Hn) is transient on E.
(ii) The function V is finite with V (0) = 1 and satisfies the following relations
V (x+ u) = V (x) + Ex+u
(
V (X(ηu)), ηu < τϑ ≤ ∞
)
, ∀ x, u ∈ E.
(iii) If E·(τϑ) = +∞, the function V is harmonic for the Markov chain (X(t)) and for
any x ∈ E,
lim
n→∞
Px(τϑ > n)/P0(τϑ > n) = V (x).
(iv) If E·(τϑ) < +∞, the function V is potential for the Markov chain (X(t)) and for
any x ∈ E,
V (x) = Ex(τϑ)/E0(τϑ) ≤ lim inf
n→∞
Px(τϑ > n)/P0(τϑ > n).
Proof. The assertions (i), (iii) and (iv) are proved by the corresponding assertions of
Theorem 2. The assertion (ii) follows from the second assertion of Theorem 2 combined
with Proposition 3.1 
Suppose now that
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(C0’) the random walk (X(t)) is transient on E and satisfies the following communica-
tion condition : there are κ > 0 and a finite set E0 ⊂ Z
d such that
(a) µ(x) > 0 for all x ∈ E0;
(b) for any x 6= y, x, y ∈ E there exists a sequence x0, x1, . . . , xn ∈ E with x0 =
x, xn = y and n ≤ κ|y − x| such that xj − xj−1 ∈ E0 for all j ∈ {1, . . . , n}.
(C1’) there is an open convex cone C in Rd with a vertex in the origin 0 ∈ Rd, such that
E = C ∩ Zd, where C denotes the closure of C in Rd.
(C2) the jump generating function R : Zd → R ∪ {+∞} defined by
R(α) =
∑
x∈Zd
µ(x)e〈α,x〉, α ∈ Rd,
achieves its minimum at 0 ∈ Rd and for any α ∈ Rd \ {0}, R(α) > R(0) = 1.
Remark that the last condition is satisfied for integrable and centered random walks, when∑
x∈Zd
xµ(x) = 0,
and also for non integrable random walks if R(α) = +∞ for all α 6= 0.
Our next result proves that under the above assumptions, the hitting probabilities
Q(z, y) = Pz(X(t) = y for some t < τϑ), x, y ∈ E.
are slowly varying along any vector u ∈ E.
Proposition 4.1. Under the hypotheses (C0’), (C1’) and (C2), for any u ∈ E and
uniformly on x ∈ E,
(4.2) lim
n→∞
1
n
logQ(x, x+ nu) = lim
n→∞
1
n
logQ(x+ nu, x) = 0,
The proof of this proposition is given in Section 9. When combined with Theorem 1
and Theorem 3 this result provides the following statement.
Corollary 4.2. Under the hypotheses (C0’), (C1’) and (C2), any harmonic function h
of (X(t)) is super harmonic for the ladder height process (Hn) and satisfies the relation
(4.3) h(x+ u) = h(x) + Ex+u
(
h(X(ηu)), ηu <∞
)
, ∀ x, u ∈ E,
and
h = h(0)V + h˜
with a harmonic, for the ladder height process (Hn), function
(4.4) h˜(x) = lim
n→∞
Ex(h(X(tn)), tn <∞) ≥ 0.
If moreover Ex(τϑ) = +∞, then for any harmonic function h, the function (4.4) is equal
to zero and h is proportional to V . Otherwise, the function (4.4) is non trivial.
A straightforward consequence of Corollary 4.1 and Corollary 4.2 is the following state-
ment.
Corollary 4.3. Suppose that the conditions (C0’), (C1’) and (C2) are satisfied, the steps
of the random walk (S(t)) are integrable:∑
x∈Zd
|x|µ(x) < +∞,
and let
m =
∑
x∈Zd
xµ(x) 6= 0 and m ∈ C.
Then for any x ∈ E, V (x) = Px(τϑ = +∞)/P0(τϑ = +∞) and any harmonic function h
of the killed random walk (X(t)) is proportional to V .
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Proof. If the steps of the random walk (S(t)) are integrable, for any x ∈ Zd, Px- almost
surely
lim
n→∞
S(n)/n = m ∈ C.
The cone C being open, from this it follows that for any x ∈ E, Px-almost surely
sup{n ∈ N : S(n) 6∈ C} <∞
and consequently, Px-almost surely
sup{N : S(n) +Nm 6∈ C for some n ∈ N} < ∞.
This proves that for any x ∈ E there is N ≥ 0 such that
Px(S(n) +Nm ∈ C, ∀n ≥ 0) > 0.
For y ∈ (C +Nm) ∩ Zd, one gets therefore
Px+y(S(n) ∈ C, ∀n ≥ 0) = Px(S(n) + y ∈ C, ∀n ≥ 0)
≥ Px(S(n) +Nm ∈ C, ∀n ≥ 0) > 0
because C −Nm ⊂ C − y, and consequently,
Px+y(τϑ = +∞) ≥ Px+y(S(n) ∈ C,∀n ≥ 0) > 0
The random walk (X(t) being irreducible on E = Zd ∩ E, from this it follows that the
function x → Px(τϑ = +∞) is non zero everywhere on E and in prticular, the exit time
τϑ is non-integrable. Using Corollary 4.1 we conclude therefore that the function V is
harmonic for the killed random walk (X(t)),
V (x) = lim
n→∞
Px(τϑ > n)/P0(τϑ > n) = Px(τϑ +∞)/P0(τϑ =∞),
for any x ∈ E and by Corollary 4.2, any harmonic function h of (X(t)) is proportional to
V . 
Recall that for centered random walks, i.e. when∑
x∈Zd
xµ(x) = 0,
under some additional moment conditions on the jump distribution µ, the asymptotic of
the tail distribution of τϑ were obtained by Denisov and Wachtel [6]. They construct
a harmonic function V by using the harmonic function of the corresponding diffusion
approximation, and they proved that for any initial position x,
(4.5) Px(τϑ > n) ∼ κV(x)n
−p/2
with some constant κ > 0 and some p > 0 depending on the cone and also on the covariance
matrix of the process. This result provides the pointwise convergence
(4.6) lim
n→∞
Px(τϑ > n)/P0(τϑ > n) = V(x), x ∈ E.
Under the hypotheses of the paper [6], the random walk (X(t)) conditioned on the events
{τϑ > n} to stay in the cone, is therefore the V-transform of (X(t)), see for instance [5] for
more details. Unfortunately, the representation of the function V obtained in [6] is rather
implicit and the probabilities related to the corresponding conditioned random walk are
difficult to investigate. With our approach, under the hypotheses (C0’) and (C1’) together
with the hypotheses of [6], by Corollary 4.1 and 4.2, we obtain for the harmonic function
V constructed in [6] the following properties :
– For any x, u ∈ E, the function V satisfies the equality
V(x+ u) = V(x) + Ex+u
(
V(X(ηu)), ηu <∞
)
.
– For any x, u ∈ E, the quantity V(x)/V(x + u) is equal to the probability that
the random walk conditioned on the sequence of events {τϑ > n} to stay in E,
starting at x+ u never exists from the set E + u.
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– In particular, for any x ∈ E, the quantity 1/V(x) is equal to the probability that
the conditioned random walk starting at x never exits from E + x,
– If p ≤ 2, then the function V is identical to the renewal function V ,
– If p > 2, then V=V + h˜ = E·(τϑ)/E0(τϑ) + h˜ with a non trivial harmonic for the
ladder height process function h˜=limn→∞ E·(V(X(tn)))
Example. Consider a two dimensional irreducible random walk X(t) = (X1(t),X2(t)) in
Z
2
+ killed upon the first exit from the positive quadrant Z
2
+, with transition probabilities
Px(X(1) = y) = p(x, y) = µ(y − x), x, y ∈ Z
2
+ such that∑
x∈Z2
xµ(x) = 0.
Assume moreover that∑
x=(x1,x2)∈Z2
x21µ(x) =
∑
x=(x1,x2)∈Z2
x22µ(x) = 1 and
∑
x=(x1,x2)∈Z2
x1x2µ(x) = ρ ∈]− 1, 1[.
In this case p = π/ arccos(−ρ) (see example 3 of the paper [6]), and if∑
x∈Z2
|x|pµ(x) < +∞,
then
Px(τϑ > n) ∼ κV(x)n
−π/(2 arccos(−ρ)), x ∈ Z2+
Hence, the exit time τϑ = inf{n ≥ 0 : X(n) 6∈ Z
2
+} is integrable if and only if ρ < 0. Using
our results one gets therefore the following statements :
– if ρ ≥ 0, then, up to multiplications by constants, the renewal function V is the
unique harmonic function for the Markov chain (X(t)), and for any x ∈ Z2+,
V (x) = lim
n→∞
Px(τϑ > n)/P0(τϑ > n) = V(x);
– if ρ < 0, then the renewal function V is potential for the Markov chain (X(t)),
V (x) = Ex(τϑ)/E0(τϑ) < lim inf
n→∞
Px(τϑ > n)/P0(τϑ > n) = V(x) ∀x ∈ Z
2
+
where h˜ = V − V is a non trivial harmonic for ladder height process function.
Moreover, in a particular case, when ρ = 0, the function h : Z2+ → R+ defined by
h(x1, x2) = (x1 + 1)(x2 + 1), x = (x1, x2) ∈ Z
2
+,
is clearly harmonic for (X(t)). In this particular case one concludes therefore that V =
V = h and for any x = (x1, x2), u = (u1, u2) ∈ Z
2
+, the probability that the random walk
conditioned on the sequence of events {τϑ > n} to stay in Z
2
+, starting at x + u never
exists from the set Z2+ + u is equal to (x1 + 1)(x2 + 1)/((x1 + u1 + 1)(x2 + u2 + 1)).
5. Proof of Theorem 1
5.1. Preliminary results. We begin the proof of this theorem with the following lemma.
It provides Harnack’s inequality for super harmonic functions. This first result is classical
and is given here for convenience of the reader to avoid a confusion with another types of
Harnack inequalities, see for instance the book of Woess [25].
Lemma 5.1. For any super harmonic function f : E → R+ and x, y ∈ E,
(5.1) f(x) ≥ Q(x, y)f(y).
Proof. Let y ∈ E and denote by τy the first time when the Markov chain (X(t)) hits the
state y:
τy = inf{t ≥ 0 : X(t) = y}.
If the function f : E → R+ is super harmonic for (X(t)) then the sequence (h(X(n))) is
a super martingale relative to the natural filtration of (X(t)), and by the stopping time
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theorem, the sequence (h(X(min{n, τy}))) is also super martingale. This proves that for
any super harmonic function h : E → R+, n ≥ 0 and x, y ∈ E,
h(x) ≥ E(h(X(min{n, τy}))) = h(y)Px(τy ≤ n)+E(h(X(n)); τy > n) ≥ h(y)Px(τy ≤ n)
Letting at the last inequality n → +∞, by monotone convergence theorem one gets
(5.1). 
Lemma 5.2. Suppose that (A0) - (A2) are satisfied and let there exists δ > 0 such that
(5.2) Q(x, x ⋆ u) ≥ δ ∀x ∈ E.
Then the following assertions hold :
(a) for any super harmonic function f , the function Tuf is also super harmonic and
satisfies the inequality δTuf ≤ f ;
(b) for any potential function g, the function Tug is also potential :
Tug = Gϕ with ϕ = (I− P )Tug.
(c) for any minimal harmonic function h, there exists γ ≥ 0 such that for any n ∈ N,
n ≥ 1, the function Tnu h− γ
nh is potential and
(5.3) Tnu h− γ
nh = GAu⋆nh =
n∑
k=1
γk−1Tn−ku GAuh
Proof. Suppose that a function f : E → R+ is super harmonic. Then by (A2),
PTuf(x) =
∑
y∈E
p(x, y)f(y ⋆ u) ≤
∑
y∈E
p(x ⋆ u, y ⋆ u)f(y ⋆ u)
≤
∑
z∈E
p(x ⋆ u, z)f(z) ≤ f(x ⋆ u) = Tuf(x), ∀x ∈ E.
The function Tuf is therefore also super harmonic. Moreover, from (5.2) it follows that
δTuf(x) = δf(x ⋆ u) ≤ Q(x, x ⋆ u)f(x ⋆ u), ∀x ∈ E.
and by (5.1),
Q(x, x ⋆ u)f(x ⋆ u) ≤ f(x), ∀x ∈ E,
from which it follows that δTuf ≤ f . The first assertion of our lemma is therefore proved.
To prove the second assertion, recall that every potential function is super harmonic,
and a super harmonic function g is potential if and only if limn P
ng = 0. For any potential
function g, the first assertion of our lemma proves that the function Tug is super harmonic
and
lim
n
PnTug(x) ≤
1
δ
lim
n
Png(x) = 0, ∀x ∈ E.
For a potential function g, the function Tug is therefore also potential: Tug = Gϕ with
ϕ = (I− P )Tug.
To prove the third assertion of Lemma 5.2 we use the Riesz decomposition theorem.
Suppose that h is a minimal harmonic function. Then from the first assertion of our lemma
it follows that for any n ∈ N, the function Tnu h = Tu⋆nh is super harmonic and satisfies
the inequality δnTu⋆nh ≤ h. Using the Riesz decomposition theorem, we conclude that
there exist a harmonic function hn = limk P
kTu⋆nh and a potential function Gϕn such
that
Tu⋆nh = hn +Gϕn
The last relation combined with the inequality δnTu⋆nh ≤ h, proves that δ
nhn ≤ h. The
harmonic function h being minimal, from this it follows that hn = γnh for some γn ≥ 0,
and consequently,
(5.4) Tu⋆nh = γnh+Gϕn.
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By iterating the last equality with n = 1, one gets
(5.5) Tu⋆nh = T
n
u h = γ
n
1 h+
n∑
k=1
γk−11 T
n−k
u Gϕ1.
The second assertion of our lemma proves that the function
n∑
k=1
γk−11 T
n−k
u Gϕ1
is potential as a sum of potential functions. Hence, by uniqueness of the Riesz decompo-
sition, from (5.4) and (5.5) it follows that
γn = γ
n
1 and Gϕn =
n∑
k=1
γk−11 T
n−k
u Gϕ1.
Finally, recall that (I− P )h = 0 and according to the definition of Au⋆n ,
Au⋆nh = Tu⋆nPh− PTu⋆nh.
Hence, from (5.4) one gets
ϕu⋆n = (I− P )Tu⋆nh = Tu⋆nPh− PTu⋆nh = Au⋆nh,
and consequently, (5.3) holds with γ = γ1. Lemma 5.2 is therefore proved. 
Lemma 5.3. Under the hypotheses of Theorem 1, there exists δ > 0 for which (5.2) holds.
Proof. Indeed, from (3.2) it follows that there exist c > 0 and n > 0, n ∈ N, such that
Q(x, x ⋆ u⋆n) > c and Q(x ⋆ u⋆(n−1), x) > c, ∀x ∈ E.
When combined with (A1), these inequalities imply that
Q(x, x ⋆ u) ≥ Q(x, x ⋆ u⋆n)Q(x ⋆ u⋆n, x ⋆ u) ≥ Q(x, x ⋆ u⋆n)Q(x ⋆ u⋆(n−1), x) ≥ c2
for all x ∈ E. The last relation proves (5.2) with δ = c2 
5.2. Proof of Theorem 1. Now we are ready to prove Theorem 1. For this it is sufficient
to show that under the hypotheses of Theorem 1, every non-zero harmonic function h
satisfies (5.3) with γ = 1. We begin our proof with the case when h : E → R+ is a
minimal harmonic function for (X(t)).
Suppose that the conditions (A0)-(A2) are satisfied and let for some u ∈ E, (3.2) hold
uniformly on x ∈ E. Then by Lemma 5.3, the inequalities (5.2) hold with some δ > 0,
and consequently, by Lemma 5.2, the function h satisfies the identities (5.3) with some
γ > 0. Since GAu∗nh ≥ 0, from (5.3) it follows that for any n ∈ N and x ∈ E,
Tnu h(x) ≥ γ
nh(x).
Moreover, using (5.1) with y = x ⋆ u⋆n one gets
h(x) ≥ Q(x, x ⋆ u⋆n)h(x ⋆ u⋆n) = Q(x, x ⋆ u⋆n)Tnu h(x), ∀x ∈ E
and consequently,
h(x) ≥ Q(x, x ⋆ u⋆n)γnh(x), ∀x ∈ E.
Remark finally that by (5.1), every non-zero harmonic function is strictly positive every-
where on E, and consequently, the above inequality implies that
1 ≥ Q(x, x ⋆ u⋆n)γn, ∀x ∈ E.
When combined with (3.2) the last inequality proves that
log γ ≤ − lim
n
1
n
logQ(x, x ⋆ u⋆n) = 0
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from which it follows that
(5.6) γ ≤ 1.
To prove that γ ≥ 1, remark that by (3.2), for any ε > 0 there exists nε > 0 such that
Q(x ⋆ u⋆n, x) ≥ (1− ε)n, ∀n ≥ nε.
Hence, for n ≥ nε, using again (5.1), one gets
h(x ⋆ u⋆n) ≥ Q(x ⋆ u⋆n, x)h(x) ≥ (1− ε)nh(x), ∀x ∈ E.
For n ≥ nε, the function Tu⋆nh − (1 − ε)
nh is therefore positive and super harmonic.
Hence, using the same arguments as in the proof of Lemma 5.2, we obtain
Tu⋆nh− (1− ε)
nh = γ′nh+Gϕ
′
n
with some γ′n ≥ 0 and some potential function Gϕ
′
n. By uniqueness of the Riesz decom-
position, comparison of the above relation with (5.3) proves that for n ≥ nε,
γn = (1− ε)n + γ′n ≥ (1− ε)
n,
and consequently, γ ≥ 1− ε. Since ε > 0 is arbitrary, from this it follows that γ ≥ 1, and
hence using (5.6) we conclude that
γ = 1.
For a minimal harmonic function h, Theorem 1 is therefore proved.
To extend this result for an arbitrary harmonic function h, we use the Poisson-Martin
representation theorem : for any harmonic function h there exist a positive measure νh
on the minimal Martin boundary ∂mE relative to the Markov chain (X(t)) such that
(5.7) h(x) =
∫
∂mE
hθ(x) dνh(θ), x ∈ E,
where hθ is a minimal harmonic function corresponding to the point θ ∈ ∂mE. Since for
every θ ∈ ∂mE, the following relations
hθ(x ⋆ u) = Tuhθ = hθ + GAuhθ , u ∈ E,
are already proved, from (5.7) by the Fubini-Tonelli theorem, one gets (3.3).
6. Proof of Theorem 2
6.1. Preliminary results. Consider a sequence of functions (fn) defined by
(6.1) fn(x) = Px(τϑ > n)/Pe(τϑ > n), x ∈ E.
We begin the proof of Theorem 2 with the following lemma.
Lemma 6.1. Suppose that a Markov chain (X(t)) satisfies the conditions (A0), (B1) and
(B2). Then the following assertions hold :
1) The sequence of functions (fn) is relatively compact with respect to the topology
of point-wise convergence.
2) For any convergent subsequence fnk , the function
f(x) = lim
k→∞
fnk (x), x ∈ E,
is super harmonic for the Markov chain (X(t)) and satisfies the inequalities
(6.2) Ex
(
f(H1), Tϑ > 1
)
≤ f(x)− 1, ∀x ∈ E.
3) The function V (x) = Ex(Tϑ) is finite everywhere on E and satisfies the inequality
V (x) ≤ lim inf
n→∞
fn(x), ∀x ∈ E.
4) The function PV is finite everywhere on E and satisfies the inequality PV (e) ≤ 1.
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Proof. Indeed, since for any n ≥ 0 and x ∈ E,
fn(x) = Px(τϑ > n)/Pe(τϑ > n) ≥ Px(τϑ > n+ 1)/Pe(τϑ > n) = Pfn(x)
the functions fn are super harmonic for (X(t)). Using (5.1) we conclude therefore that
for any x ∈ E,
Q(x, e) = Q(x, e)fn(e) ≤ fn(x) ≤
1
Q(e, x)
fn(e) =
1
Q(e, x)
, ∀n ≥ 0,
and consequently, the sequence of functions (fn) is relatively compact with respect to the
topology of point-wise convergence.
Consider now a convergent subsequence (fnk ). Then the function f = limk→∞ fnk
is super harmonic as a limit of super harmonic functions. Before proving (6.2) in our
general setting let us consider the case when (B2) holds with the equality. Recall that by
Proposition 3.2, in this particular case, in distribution
H1 =
{
X(t1) if t1 <∞
ϑ, otherwise.
where t1 = ηx = inf{n > 0 : X(n) 6∈ E ⋆ X(0)}, and moreover for any x ∈ E and n ≥ 0,
Px(t1 > n) = P0(τϑ > n).
Hence, in the case when (B2) holds with the equality, (6.2) follows by Fatou lemma from
the inequalities
Px(τϑ > n) = P0(τϑ > n) +
∑
y∈E\(E⋆x)
n∑
k=1
Px(X(t1) = y, t1 = k)Py(τϑ > n− k)
≥ P0(τϑ > n) +
∑
y∈E\(E⋆x)
n∑
k=1
Px(X(t1) = y, t1 = k)Py(τϑ > n)
To prove (6.2) in our general setting recall that, according to the definition of Ax, TxP =
PTx + Ax and consequently,
TxP
k+1 = PTxP
k + AxP
k, ∀k ∈ N.
By iterating the last relation on gets
TxP
n = PnTx +
n∑
k=1
P k−1AxP
n−k, ∀n ≥ 1,
from which it follows that
TxP
n1 = PnTx1 +
n∑
k=1
P k−1AxP
n−k1 = Pn1 +
n∑
k=1
P k−1AxP
n−k1, ∀n ≥ 1.
Since for any y ∈ E,
Pn−k1(y) = Py(τϑ > n− k) ≥ Py(τϑ > n) = P
n1(y)
and fn(y) = P
n1(y)/Pn1(e), we conclude that
Txfn ≥
n∑
k=1
P k−1Axfn + fn, ∀n ≥ 1, x ∈ E,
and in particular, since fn(e) = 1,
(6.3) fn(x) = Txfn(e) ≥
n∑
k=1
P k−1Axfn(e) + 1, ∀n ≥ 1, x ∈ E.
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Letting therefore n = nk →∞ and using Fatou lemma, one gets
(6.4) f(x) ≥
∞∑
k=1
P k−1Axf(e) + 1 = GAxf(e) + 1, ∀x ∈ E.
Since, by definition of the ladder process (Hn),
Ex(f(H1), Tϑ > 1) = GAxf(e),
(6.4) proves (6.2). The first and the second assertions of our lemma are proved.
To prove the last assertion, we use again (6.3). By Fatou lemma, from (6.3) it follows
that for f = lim infn fn(x) the inequalities (6.4)and (6.2) also hold. The iterates of (6.2)
show that
0 ≤ Ex(f(Hn), Tϑ > n) ≤ f(x)−
n−1∑
k=0
Px(Tϑ > k), ∀n ≥ 0, x ∈ E.
Letting therefore n→∞ one gets
V (x) = Ex(Tϑ) ≤ f(x), ∀x ∈ E.
The third assertion of our lemma is therefore proved. Moreover, the function f being
superhamonic, the fourth assertion of Lemma 6.1 follows from the above inequality in a
straightforward way:
PV (x) ≤ Pf(x) ≤ f(x) <∞, ∀x ∈ E
and in particular,
PV (e) ≤ f(e) = 1.

As a straightforward consequence of the last assertion of Lemma 6.1 we obtain
Lemma 6.2. Under the hypotheses (A0), (B1) and (B2), for any x ∈ E, the functions
TxPV , PTxV and AxV are finite everywhere on E
Proof. Indeed, by Lemma 6.1 the function PV is finite on E and hence, for any x ∈ E,
the function TxPV is also finite. Since according to the definition of the matrix Ax,
TxPV = PTxV + AxV
with non negative AxV and PTxV , we conclude therefore that the functions AxV and
PTxV are also finite. 
The following statement is the main technical point of our proof.
Proposition 6.1. Under the hypotheses (A0), (B1) and (B2), the function V satisfies
(3.12).
The proof of this statement is given in Section 8. Using this result we obtain
Lemma 6.3. Under the hypotheses (A0), (B1) and (B2), the function V is super har-
monic for the Markov chain (X(t)), V (e) = 1 and the function (I − P )V is constant in
E.
Proof. Indeed, recall that by Lemma 6.1 and Lemma 6.1, the functions PV , TuPV , AuV
and PTuV are finite on E. Since by (3.12), TuV ≥ GAuV , we conclude therefore that the
function GAuV is also finite and moreover potential for (X(t)) with
(I− P )GAuV = AuV.
The function PGAuV ≤ GAuV is therefore also finite. Hence, from (3.12) it follows that
(I− P )TuV = (I− P )V + (I− P )GAuV = (I− P )V + AuV
= (I− P )V + TuPV − PTuV,
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and consequently,
Tu(I− P )V = (I− P )V, ∀u ∈ E.
The last relation shows that the function (I − P )V is constant on E. Remark now that
Ae = 0, and
Ee(H1 = y) = pH(e, y) = GAe1{y}(u) = 0 ∀y ∈ E.
Hence, Pe(H1 = ϑ) = pH(e, ϑ) = 1 and consequently, V (e) = Ee(Tϑ) = 1. Now, to
prove that the function V is super harmonic for (X(t)) it is sufficient to notice that by
Lemma 6.1,
PV (e) ≤ 1 = V (e).
Lemma 6.3 is therefore proved. 
Lemma 6.4. Suppose that the conditions (A0), (B1) and (B2) are satisfied and let
E·(τϑ) = +∞. Then the function V is harmonic for (X(t)) and
(6.5) lim
n→∞
fn(x) = V (x), ∀x ∈ E.
Proof. Indeed, recall that by Lemma 6.1, the function V is super harmonic for (X(t)).
Hence, by the Riesz decomposition theorem,
V = h+Gϕ
with a harmonic for (X(t)) function h = limn P
nV and ϕ = (I− P )V . Recall moreover
that by Lemma 6.3, the function ϕ = (I−P )V is constant on E. Hence, by Fubini-Tonelli
theorem,
Gϕ(x) = ϕ(e)G1(x) = ϕ(e)Ex(τϑ),
and consequently,
V (x) = h+ ϕ(e)Ex(τϑ) ≥ ϕ(e)Ex(τϑ).
The last relations prove that ϕ = ϕ(e)1 = 0 and V = h whenever E·(τϑ) = +∞.
To prove (6.5) recall that by Lemma 6.1, if a subsequence (fnk ) converges pointwisely
on E, then the limit f = limk→∞ fnk is a super harmonic function for (X(t)) and satisfies
the inequality V ≤ f . The function V being harmonic, we conclude therefore that the
function f − V is super harmonic with (f − V )(e) = 0. The Markov chain (X(t)) being
irreducible, by the minimum principle, from this it follows that f−V = 0 and consequently,
lim
k→∞
fnk = V
for any convergent subsequence (fnk ). The sequence (fn) being relatively compact with
respect to the topology of point wise convergence, the last equality proves (6.5). 
Lemma 6.5. If the conditions (A0), (B1) and (B2) are satisfied and E·(τϑ) < ∞, then
the function g(x) = Ex(τϑ) is potential with (I− P )g = 1 and
(6.6) g(u) ≥ g(e) + Eu(g(H1), Tϑ > 1), ∀u ∈ E.
Proof. Indeed, if E·(τϑ) < ∞ then by Fubini-Tonelli theorem, G1 = E·(τϑ) and conse-
quently, the function g(x) = Ex(τϑ) is potential with (I − P )g = 1. Furthermore, for any
u ∈ E, using the identity TuP = PTu +Au one gets
PTug + Aug = TuPg = Tu(g − 1) = Tug − 1
or equivalently, since the both terms of the left hand side of the above equality are positive
and the right hand side is finite,
(I− P )Tug = 1 + Aug ≥ 0.
For any u ∈ E, the function Tug is therefore super harmonic for (X(t)) and by Riesz
decomposition theorem,
Tug(x) = g˜(x) +G(1 + Aug)(x), ∀x ∈ E,
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with g˜ = limn P
nTug ≥ 0. Using the last relation with x = e we obtain
g(u) = Tug(e) = g˜(e) +G1(e) +GAug(e) ≥ g(e) +GAug(e).
According to the definition of the Markov process (Hn), the last relation proves (6.6).

Now we are ready to complete the proof of Theorem 2.
6.2. Proof of Theorem 2. Suppose that the conditions (A0), (B1) and (B2) are satisfied.
Then by Lemma 6.1 the function V = E·(Tϑ) = GH1 is finite everywhere on E and by
Lemma 6.3, V (e) = 1. This proves that the Markov chain (Hn) is transient.
Furthermore, (3.12) is proved by Proposition 6.1. If moreover, E·(τϑ) = ∞, then by
by Lemma 6.4, the function V is harmonic for the Markov chain (X(t)) and (3.13) holds.
The first tree assertions of Theorem 2 are therefore proved.
Suppose now that E·(τϑ) <∞. Then by Lemma 6.3, the function V is super harmonic
for the Markov chain (X(t)) and the function (I − P )V is constant on E. Moreover, by
Lemma 6.5, the function g = G1 = E·(τϑ) satisfies the relations (6.6) and consequently,
it is super harmonic for the ladder height process (Hn) with (I− PH)g ≥ g(e). Hence, by
the Riesz decomposition theorem, for any x ∈ E,
g(x) ≥ g(e)GH1(x) + lim
n
PnHg(x) ≥ g(e)GH1(x) = g(e)V (x)
The function g being potential for (X(t)), from the last inequality it follows that the super
harmonic function V is also potential for (X(t)). Since the function (I− P )V is constant
on E, this proves that V = cG1 with some c > 0, and consequently, the functions V and
g are proportional to each other. Finally, to get the equality V = g/g(e) it is sufficient to
notice that V (e) = 1.
7. Proof of Theorem 3
Suppose that h : E → R+ is a harmonic function of (X(t)). Put h(ϑ) = 0. Then using
the definition of the ladder height process (Hn) and (3.3) with u = x and y = e one gets
h(x) = h(e) + Ex
(
h(H1)
)
, x ∈ E.
This relation shows that any harmonic function h of (X(t)) is super harmonic for (Hn)
with (I− PH)h = h(e). By Riesz decomposition theorem, from this it follows that
h = h(e)GH1 + h˜
where the function h˜ = limn P
n
Hh is harmonic for (Hn). The last relation proves (3.15)
because by Fubini-Tonelli theorem, GH1(x) = Ex(Tϑ) = V (x) The first assertion of The-
orem 3 is therefore proved.
Suppose now that E·(τϑ) = +∞. Then by Theorem 2, the function V is harmonic for
(X(t)). By (3.15), for any harmonic function h, the function h˜ = h − h(e)V is therefore
also harmonic for (X(t)) with h˜(e) = 0 because V (e) = 1. By the minimum principle, this
proves that h˜ = 0 and consequently, the function h is proportional to V .
If E·(τϑ) < +∞, then by Theorem 2, the function V is potential for (X(t)) and hence,
for any harmonic function h, the function h˜ = h− h(e)V is non zero.
8. Proof of Proposition 6.1
Before proving this proposition in our general setting let us consider the main ideas of
the proof in the case when (B2) holds with the equality. From now on throughout this
section the assumption (A0) and (B1) are assumed satisfied.
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If (B2) holds with the equality, the ladder height process (Hn) is given by (3.9), the
equation (3.12) is equivalent to (3.5) for h = V , and the transition probabilities of (Hn)
satisfy the following relations
pH(x, y) = GAx1{y}(e) =
{∑
z∈E G(e, z)p(z ⋆ x, y) if y ∈ E \ (E ⋆ x),
0 otherwise.
Hence, for any u, x, y ∈ E,
pH(x ⋆ u, y ⋆ u) = pH(x, y),
and consequently, letting for u ∈ E,
νu = inf{n ≥ 0 : Hn 6∈ E ⋆ u}
and using the inequality Tϑ ≥ νu, one gets
Px⋆u(Tϑ > n) =Px⋆u(νu > n)
+
n∑
k=1
∑
z∈E\(E⋆u)
Px⋆u(Hk = z, νu = k)Pz(Tϑ > n− k)
with
Px⋆u(νu > n) = Px(Tϕ > n).
From the two last relations using the identities
V (x) = Ex(Tϑ) =
∞∑
n=0
Px(Tϑ > n)
it follows that
V (x ⋆ u) = V (x) + Ex⋆u
(
V (Hνu), νu < Tϑ ≤ +∞
)
and using moreover (3.9) we conclude that
V (x ⋆ u) = V (x) + Ex⋆u
(
V (X(tνu)), νu < Tϑ ≤ +∞
)
.
To complete the proof of (3.5) for V = h it is therefore sufficient to show that
Ex⋆u
(
V (X(tνu)), νu < Tϑ ≤ +∞
)
= Ex⋆u
(
V (X(ηu)), ηu < τϑ ≤ +∞
)
.
The last relation follows from (3.9) because the event {νu < Tϑ ≤ +∞} is equivalent to the
event {ηu < τϑ ≤ +∞}, and on the event {ηu < τϑ ≤ +∞}, the stopping times t1, . . . , tνu
are finite with tνu = ηu. In the case when (B2) holds with the equality, Proposition 6.1 is
therefore proved.
To prove (3.12) in our general setting we construct two Markov chains (Hn) and (H
u
n)
on the same probability space, with the same transition probabilities (3.6) and (3.7), and
such that Hn ⋆ u = H
u
n for any n ≤ Tϑ = inf{k > 0 : Hk = ϑ}. For this we need the
following lemmas.
Lemma 8.1. Under the hypotheses (A0), (B1) and (B2), for any x, u ∈ E,
Ax⋆u = AxTu + TxAu
Proof. Indeed, according to the definition of the matrices Ax, x ∈ E,
AxTu + TxAu = TxPTu − PTxTu + TxTuP − TxPTu = TxTuP − PTxTu
= Tx⋆uP − PTx⋆u = Ax⋆u

Using this lemma we get
Lemma 8.2. Under the hypotheses (A0), (B1) and (B2), transition probabilities of the
ladder process (Hn) satisfy the following relations
(8.1) pH(x ⋆ u, y ⋆ u) = pH(x, y) +GTxAu1{y⋆u}(e) ≥ pH(x, y), ∀x, y, u ∈ E,
22 IRINA IGNATIOUK-ROBERT
Proof. By Lemma 8.1, from the definition of the transition probabilities pH(x, y), x, y ∈ E,
it follows that for any x, y ∈ E,
pH(x ⋆ u, y ⋆ u) = GAx⋆u1{y⋆u}(e) = GAxTu1{y⋆u}(e) +GTxAu1{y⋆u}(e)
Since Tu1{y⋆u} = 1{y}, GAx1{y}(e) = pH(x, y) and GTxAu1{y⋆u}(e) ≥ 0, the last relation
proves (8.1). 
Now we are ready to introduce the process (Hun ,Hn). We define (H
u
n ,Hn) as a Markov
chain on
E˜ =
{
(y ⋆ u, y), y ∈ E
}
∪
{
(y, ϑ), y ∈ E
}
∪
{
(ϑ, ϑ)
}
with absorbing state (ϑ, ϑ) and transition probabilities
P(yu,y)
(
(Hu1 ,H1) = (z
u, z)
)
= p˜H
(
(yu, y), (zu, z)
)
, (yu, u), (zu, z) ∈ E˜
such that for y, z ∈ E,
p˜H
(
(y ⋆ u, y), (z ⋆ u, z)
)
= pH(y, z),
p˜H
(
(y ⋆ u, y), (z ⋆ u, ϑ)
)
= pH(y ⋆ u, z ⋆ u)− pH(y, z) = GTyAu1{z⋆u}(e)
p˜H
(
(y ⋆ u, y), (z, ϑ)
)
= pH(y ⋆ u, z) if z ∈ E \ E ⋆ u,
p˜H
(
(y ⋆ u, y), (ϑ,ϑ)
)
= 1−
∑
z∈E
pH(y ⋆ u, z)
and
p˜H
(
(y, ϑ), (z, z′)
)
=


pH(y, z) if z
′ = ϑ and z ∈ E,
pH(y, ϑ) if z = z
′ = ϑ,
0 otherwise
By Lemma 8.2, under the hypotheses (A0), (B1) and (B2), the coefficients of the matrix
(p˜H(v, v
′); v, v′ ∈ E˜) are non negative and for any v ∈ E˜,∑
v′∈E˜
p˜H(v, v
′) = 1.
The Markov chain (Hun ,Hn) is therefore well defined. For (y
u, y) ∈ E˜, we denote respec-
tively by Pyu,y and Eyu,y the probability measure and the corresponding expectation given
that Hu0 = y
u and H0 = y.
Remark that according to the above definition, (Hun) and (Hn) are two Markov chains
with the same transition probabilities defined by (3.6) and (3.7). For any (yu, y) ∈ E˜, and
any integrable and σ((Hn))-measurable random variable W , we have therefore
Eyu,y(W ) = Ey(W ),
and similarly, for any integrable and σ((Hun))- measurable random variable W
u,
Eyu,y(W
u) = Eyu(W
u).
In particular, for Tϑ = inf{k > 0 : Hk = ϑ} and T
u
ϑ = inf{n > 0 : H
u
n = ϑ},
(8.2) V (x ⋆ u) = Ex⋆u,x(T
u
ϑ ), V (x) = Ex⋆u,x(Tϑ) and V (z) = Ez,ϑ(T
u
ϑ )
Remark moreover, that for any x ∈ E, Px⋆u,x-almost surely,
Hun = Hn ⋆ u ∈ E ⋆ u ⊂ E, ∀n < Tϑ.
The stopping times Tϑ and T
u
ϑ satisfy therefore the inequality
T uϑ ≥ Tϑ,
and using the same arguments as in the previous particular case, we obtain
Px⋆u,x(T
u
ϑ >n) = Px⋆u,x(Tϑ>n)
+
n∑
k=1
∑
z∈E
Px⋆u,x(H
u
k = z, Tϑ = k)Pz,ϑ(T
u
ϑ > n− k).
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From the last relation using (8.2) one gets
(8.3) V (x ⋆ u) = V (x) + Ex⋆u,x
(
V (HuTϑ), Tϑ < T
u
ϑ ≤ +∞
)
.
Now, to complete the proof of (3.12) it is sufficient to show that
(8.4) Ex⋆u,x
(
V (HuTϑ), Tϑ < T
u
ϑ ≤ +∞
)
= GAuV (x), ∀x, u ∈ E.
To prove this equality we use the following two lemmas.
Lemma 8.3. Under the hypotheses (A0), (B1) and (B2), for any u ∈ E, the function
Fu(x) = Ex⋆u,x
(
V (HuTϑ), Tϑ < T
u
ϑ ≤ +∞
)
is potential for the ladder process (Hn) with
(I− PH)Fu(x) = GTxAuV (e), x ∈ E.
Proof. Denote
ϕu(x) = Ex⋆u,x(V (H
u
1 ), Tϑ = 1 < T
u
ϑ ), x ∈ E.
Then by Markov property, for any k ≥ 1, x ∈ E,
Ex⋆u,x (V (H
u
k ), Tϑ = k < T
u
ϑ )
=
∑
y∈E
Px⋆u,x
(
(Huk−1,Hk−1) = (y ⋆ u, y)
)
Ey⋆u,y(V (H
u
1 ), Tϑ = 1 < T
u
ϑ )
=
∑
y∈E
Px(Hk−1 = y)ϕu(y) = P
k−1
H ϕu(x)
and consequently, for any x ∈ E,
Fu(x) = Ex⋆u,x
(
V (HuTϑ), Tϑ < T
u
ϑ ≤ +∞
)
=
∞∑
k=1
P k−1H ϕu(x) = GHϕu(x).
The function Fu is therefore potential for (Hn) with (I − PH)Fu = ϕu. To complete the
proof of our lemma it is now sufficient to show that
(8.5) ϕu(x) = GTxAuV (e), ∀x ∈ E.
To prove these relations we notice that, by definition of the transition probabilities p˜((x ⋆
u, x), (y, ϑ)) and pH(x ⋆ u, y), for any x ∈ E,
ϕu(x) = Ex⋆u,x(V (H
u
1 ), Tϑ = 1 < T
u
ϑ ) =
∑
y∈E
p˜((x ⋆ u, x), (y, ϑ))V (y)
=
∑
y∈E
(pH(x ⋆ u, y ⋆ u)− pH(x, y))V (y ⋆ u) +
∑
y∈E\(E⋆u)
pH(x ⋆ u, y)V (y)
=
∑
y∈E
pH(x ⋆ u, y)V (y)−
∑
y∈E
pH(x, y)V (y ⋆ u)
= PHV (x ⋆ u)− PHTuV (x) = GAx⋆uV (e)−GAxTuV (e)
The last relation combined with Lemma 8.1 proves (8.5). 
Lemma 8.4. Under the hypotheses (A0), (B1) and (B2), for any u ∈ E, the function
GAuV is potential for the ladder height process (Hn) and for any x ∈ E,
(8.6) (I− PH)GAuV (x) = GTxAuV (e)
Proof. Recall that according to the definition of the operator Ax,
TxP = PTx + Ax.
From this identity it follows that for any n ≥ 1,
TxP
n = PTxP
n−1 + AxP
n−1 = PnTx +
n∑
k=1
P kAxP
n−k.
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and consequently,
(8.7) PnAuV (x) = TxP
nAuV (e) = P
nTxAuV (e) +
n∑
k=1
P k−1AxP
n−kAuV (e)
Consider a sequence of operators Bn defined on the set of non negative functions {ϕ :
E → R+} by
Bnϕ(x) = P
n−1Axϕ(e) =
∑
y∈E
bn(x, y)ϕ(y), x ∈ E,
with
bn(x, y) = P
n−1Ax1y(e) ≥ 0, ∀x, y ∈ E,
and let
ϕu,n(x) = P
nTxAuV (e), x ∈ E.
With these notations, letting
ϕu(x) = GTxAuV (e)
we obtain
(8.8) ϕu(x) =
∞∑
n=0
ϕu,n(x), ∀x ∈ E.
Moreover, by definition of the transition probabilities of the process(Hn),
(8.9) PHϕ(x) = Ex(ϕ(H1)) = GAxϕ(e) =
∞∑
n=1
Bnϕ(x),
and using (8.7), for any n ≥ 1, we get
PnAuV (x) = ϕu,n(x) +
n∑
k=1
BkP
n−kAuV (x)
= ϕu,n(x) +
n∑
k=1
∑
y∈E
bk(x, y)P
n−kAuV (y).
Since for k = n, Pn−kAuV (x) = AuV (x) = ϕu,0(x), the iterates of the last relations
provide the following relations
PnAuV (x) = ϕu,n(x) +
n∑
m=1
∑
y1,...,ym∈E
∑
k1,...km≥1:
k1+···+km≤n
bk1(x, y1) · · · bkm(ym−1, ym)
× ϕu,n−(k1+···+km)(ym)
= ϕu,n(x) +
n∑
m=1
∑
k1,...km≥1:
k1+···+km≤n
Bk1 . . . Bkmϕu,n−(k1+···+km)(x)
When combined with (8.8) and (8.9) the above relations prove that for any x ∈ E,
GAuV (x) =
∞∑
n=0
PnAuV (x) = ϕu(x) +
n∑
m=1
PmH ϕu(x) = GHϕu(x)
and consequently, the function GAuV is potential for the ladder height process (Hn) with
(I− PH)GAuV (x) = ϕu(x) = GTxAuV (e). 
Now we are ready to complete the proof of (3.12). The functions Fu = TuV − V
and GAuV being potential for the ladder process (Hn) with the same function ϕu =
(I− PH)(TuV − V ) = (I−PH)GAuV we conclude that TuV − V = GHϕu = GAuV . The
last equality is equivalent to (3.12). Proposition 6.1 is therefore proved.
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9. Proof of Proposition 4.1.
We begin the proof of Proposition 4.1 with the following preliminary results.
9.1. Preliminary results. In this subsection, the conditions (C0’) and (C1’) are assumed
satisfied, but instead of the assumption (C2) we will assume that
(C2’) the step generating function
R(α) =
∑
x∈Zd
eα·xµ(x)
is finite in a neighborhood of the set D = {α ∈ Rd : R(α) ≤ 1} on Rd and∑
x∈Zd
xµ(x) 6= 0.
Under the hypotheses (C0’), (C1’) and (C2), the results of this subsection will be
applied next to truncated versions of the original random walk (X(t)). By construction,
the truncated versions of (X(t)) will satisfy (C2’) instead of (C2). As before, we denote
by G(x, y), x, y ∈ E, the Green function of (X(t))
G(x, y) =
∞∑
n=0
Px(X(n) = y).
The main result of this subsection is the following statement.
Proposition 9.1. Under the hypotheses (C0’) and (C1’) and (C2’), for any u, v ∈ C × C
and any sequences (un), (vn) ∈ E
N, with limn un/n = u and limn vn/n = v,
(9.1) lim
n→∞
1
n
logG(un, vn) = − sup
α∈D
〈α, v − u〉,
Before proving this result let us consider its following straightforward consequence.
Corollary 9.1. Under the hypotheses (C0’) and (C1’) and (C2’), for any u ∈ E and
uniformly on x ∈ E,
(9.2) lim inf
n→∞
1
n
logQ(x, x+ nu) ≥ − sup
α∈D
〈α, u〉
and
(9.3) lim inf
n→∞
1
n
logQ(x+ nu, x) ≥ − sup
α∈D
〈α,−u〉
Proof. Indeed, consider a homogeneous random walk (S(t)) on Zd with transition prob-
abilities Px(S(1) = y) = µ(y − x), x, y ∈ Z
d. Our random walk (X(t)) is a copy of the
random walk (S(t)) killed upon the time τϑ = inf{t ≥ 1 : S(t) 6∈ E} :
X(t) =
{
S(t), if t < τϑ,
ϑ otherwise.
Because of the assumption (C2’), the random walk (S(t)) is transient on Zd and Its Green
function
GS(x, y) =
∞∑
n=0
Px(S(n) = y), x, y ∈ Z
d
satisfies the inequalities
G(x, y) ≤ GS(x, y) = GS(0, y − x), ∀x, y ∈ E.
Hence, for any x, u ∈ E,
Q(x, x+ nu) ≥ Q(0, nu) = G(0, nu)/G(nu, nu) ≥ G(0, nu)/GS(0, 0).
When combined with (9.1), the last inequality proves (9.2). The proof of (9.3) is quite
similar. 
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To prove Proposition 9.1 it is sufficient to show that for any u, v ∈ C×C, and (un), (vn) ∈
EN with limn un/n = u and limn vn/n = v, the upper bound
(9.4) lim sup
n→∞
1
n
logG(un, vn) ≤ − sup
α∈D
〈α, v − u〉,
and the lower bound
(9.5) lim inf
n→∞
1
n
logG(un, vn) ≥ − sup
α∈D
〈α, v − u〉.
hold. The following lemma proves that these limits are well defined for all u, v ∈ C.
Lemma 9.1. Under the hypotheses (C1’), for any u ∈ C, there is a sequence (un) ∈ E
N
such that un/n→ u as n→∞.
Proof. For u ∈ C we denote by [u] ∈ E a nearest to u point of E, i.e. such that
min
v∈E
|u− v| = |u− [u]|,
To prove our lemma it is sufficient to show that for any u ∈ C,
(9.6) lim
n→∞
∣∣∣∣u− [nu]n
∣∣∣∣ = 0.
Let u ∈ C. Then for any ε > 0 there is uε ∈ C such that |u− uε| < ε. Moreover, the set C
being open, there is 0 < rε < ε for which an open ball B(uε, rε) centered at uε and having
radius rε is included to C. For any n ≥ 1, we get therefore
B(nuε, nrε) ⊂ C.
Since E = C ∩Zd, any open ball B(a, r) ⊂ C with r > d contains some point of the set E,
and consequently, for n > d/rε,∣∣∣∣u− [nu]n
∣∣∣∣ ≤ |u− uε|+ rε ≤ |u− uε|+ ε
Letting therefore first n→∞ and next ε→ 0 one gets (9.6). 
The upper bound (9.4) follows from the following statement:
Lemma 9.2. Under the hypotheses (C0’), (C1’), (C2’), for any α ∈ D and (un), (vn) ∈
EN with limn un/n = u and limn vn/n = v,
(9.7) lim sup
n→∞
1
n
logG(un, vn) ≤ −〈α, v − u〉.
Proof. The proof of this lemma uses the method of the exponential change of measure.
For α ∈ D, the twisted measure µα(x) = exp(〈α, x〉)µ(x) is substochastic on Z
d. Consider
a twisted random walk (Xα(t)) on E with transition probabilities Px(Xα(1) = y) =
µα(y − x), x, y ∈ E. Since clearly,
Px(Xα(t) = y) = exp(〈α, y − x〉)Px(X(t) = y)
for all t ∈ N and x, y ∈ E, the Green function Gα(x, y) of the twisted random walk (Xα(t))
satisfies the identities
Gα(x, y) = exp(〈α, y − x〉)G(x, y), x, y ∈ E,
and in particular, for any y ∈ E,
Gα(y, y) = G(y, y) ≤ GS(0, 0)
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where GS(x, y) denotes the Green function of the homogeneous random walk (S(t)) on
Z
d with transition probabilities Px(S(1) = y) = µ(y − x), x, y ∈ Z
d. The homogeneous
random walk being transient, from this it follows that
G(x, y) ≤ exp(−〈α, y − x〉)Gα(x, y)
≤ exp(−〈α, y − x〉)Px(Xα(t) = y for some t ≥ 0)GS(0, 0)
≤ exp(−〈α, y − x〉)GS(0, 0),
and the last inequality implies (9.7). 
To prove the lower bound (9.5) we need the following lemmas. The first lemma is a
straightforward consequence of the communication condition (C0’). Recall that under the
hypotheses (C0’), there is a finite set
E0 ⊂ supp(µ) = {x ∈ Z
d : µ(x) > 0},
such that for any x, y ∈ E there exists a sequence x0, x1, . . . , xm ∈ E with x0 = x, xm = y,
m ≤ κ|y − x|, and xj − xj−1 ∈ E0 for all j = 1, . . . , k. Denote
δ = min
x∈E0
µ(x) > 0.
Lemma 9.3. Under the hypotheses (C0’), for any x, y ∈ E, there is m ≤ κ|y − x| such
that
Px(X(m) = y) ≥ δ
κ|y−x|
Proof. Because of the assumption (C0’), for any x, y ∈ E there is a sequence x0, x1, . . . ,
xm∈E with x0 = x, xm = y and m ≤ κ|y−x| such that xj−xj−1 ∈ E0 for all j = 1, . . . ,m.
Hence, for any j = 1, . . . ,m, one gets
Pxj−1(X(1) = xj) = µ˜(xj − xj−1) ≥ δ > 0,
and consequently,
Px(X(m) = y) ≥ δ
m ≥ δκ|y−x|

For a real number s > 0 we denote by [s] the integer part of s. The lower bound (9.5)
will be proved in two steps. First we establish this bound for the points u 6= v in the
interior C of the cone C, and next we extend this bound to the whole cone C by showing
that the left and the right sides of (9.5) are continuous on C×C. To prove the lower bound
for u, v ∈ C, we need
Lemma 9.4. For any u 6= v, u, v ∈ C, there is a positive real number Tu,v > 0 such that
for any sequence (un) ∈ E
N with limn un/n = u,
(9.8) lim
ε→0
lim inf
n→∞
1
n
log Pun(|X([Tu,vn]) − vn| ≤ εn) ≥ − sup
α∈D
〈α, v − u〉
Proof. Under the hypotheses (C0’), the function logR is strictly convex, the set D =
{α : R(α) ≤ 1} is convex and compact, the gradient ∇ logR(α) exists everywhere on Rd
and does not vanish on the boundary ∂D = {α ∈ Rd : R(α) = 1}, and the mapping
α→ ∇ logR(α) = ∇R(α)/R(α) determines a homeomorphism between ∂D˜ and the unit
sphere Sd in Rd (see [27]) For any non zero vector u ∈ Rd there is therefore a unique point
αu ∈ ∂D for which the gradient vector ∇R(αu) is proportional to u:
(9.9)
∇R(αu)
|∇R(αu)|
=
u
|u|
and
(9.10) sup
α∈D
〈α, u〉 = 〈αu, u〉.
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To prove our lemma we use large deviation estimates (see Mogulkii’s theorem in the book
of Dembo and Zeitouni [26]) for scaled processes
Zn(t) =
1
n
S([nt]), t ∈ R+
where (S(t)) is a homogeneous random walk on Zd with transition probabilities Px(S(1) =
y) = µ(y−x) and [nt] denotes the integer part of nt. Recall that a function φ : [0, T ]→ Rd
is absolutely continuous if there existes an integrable function φ˙ : [0, T ]→ Rd such that
φ(t) = φ(0) +
∫ t
0
φ˙(s) ds, ∀t ∈ [0, T ].
The lower large deviation bound of Mogulkii’s theorem proves that for any T > 0, ε > 0
and any absolutely continuous function φ : [0, T ]→ Rd, if a sequence of points (un) ∈ (Z
d)N
converges to φ(0) then
lim inf
n→∞
1
n
log Pun
(
sup
t∈[0,T ]
|Zn(t)− φ(t)| < ε
)
≥ −
∫ T
0
(logR)∗(φ˙(t)) dt
where Pun denotes the conditional probability given that S(0) = un and (logR)
∗ denotes
the convex conjugate of the function logR defined by
(logR)∗(w) = sup
α∈Rd
(〈α,w〉 −R(α)) , w ∈ Rd.
When applied with an affine function φ(t) = u+wt, t ∈ [0, T ], this inequality implies that
lim
ε→0
ε>0
lim inf
n→∞
1
n
log Pun( sup
t∈[0,T ]
|Zn(t)− u− wt| < ε) ≥ −T (logR)
∗(w).
Recall moreover that if for a given w ∈ Rr there is point α ∈ Rd such that∇(logR)(α) = w
and R(α) = 1, then (logR)∗(w) = 〈α, w〉 − logR(α) = 〈α,w〉 and consequently, from the
last inequality on gets
lim
ε→0
ε>0
lim inf
n→∞
1
n
log Pun( sup
t∈[0,T ]
|Zn(t)− u− wt| < ε) ≥ −T 〈α,w〉.
Consider now two points u 6= v, u, v ∈ C and let a sequence (un) ∈ E
N be such that
limn un/n = u. Then for the affine function ϕu,v(t) = u+wv−ut with wv−u = ∇R(αv−u)
and T = Tv−u = |v − u|/|∇R(αv−u)|, from the last inequality it follows that
lim
ε→0
ε>0
lim inf
n→∞
1
n
log Pun
(
sup
t∈[0,Tv−u]
|Zn(t)− ϕu,v(t)| < ε
)
≥ −〈αv−u, v − u〉(9.11)
because according to the definition of the mapping u → αu, Tv−uwv−u = v − u and
R(αv−u) = 1. The set C being open and convex, for small ε > 0 and large n, on the event{
sup
t∈[0,Tv−u]
|Zn(t)− u− wv−ut| < ε
}
,
our random walk (S(t)) starting at un does not exit from E = C ∩ Z
d. This proves
that the left hand side of (9.11) is equal to the similar probability for the random walk
(X(t)) starting at X(0) = un and killed upon the time τϑ of the first exit from E, and
consequently,
(9.12) lim
ε→0
ε>0
lim inf
n→∞
1
n
log Pun
(
sup
t∈[0,Tv−u]
∣∣∣∣ 1nX([nt]) − u− wv−ut
∣∣∣∣ < ε, τϑ > nTv−u
)
≥ −〈αv−u, v − u〉.
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Remark finally that on the event{
sup
t∈[0,Tv−u]
∣∣∣∣ 1nX([nt]) − u− wv−ut
∣∣∣∣ < ε, τϑ > nTv−u
}
the inequality |X([Tv−un])− v| ≤ ε holds. From (9.12) it follows therefore that
lim
ε>0
lim inf
n→∞
1
n
log Pun(|X([Tv−un]) − v| ≤ ε) ≥ −〈αu−v, u− v〉.
When combined with (9.10) the last relation proves (9.8) 
Now, we are ready to prove the lower bound (9.5) for u 6= v, u, v ∈ C. This is a subject
of the following lemma.
Lemma 9.5. Suppose that u 6= v, u, v ∈ C and let two sequences (un), (vn) ∈ E
N be
such that limn un/n = u and limn vn/n = v. Then under the hypotheses (C0’), (C1’) and
(C2’), (9.5) holds.
Proof. Indeed, Lemma 9.3 combined with the inequality
G(un, vn) ≥
∑
z∈E: |z−nv|≤εn
Pun (X([Tu,vn]) = z)G(z, vn)
shows that for any ε > 0,
G(un, vn) ≥ δ
κεn
Pun (|X([Tu,vn]) − nv| ≤ εn)
and hence, using (9.8) one gets
lim inf
n→∞
1
n
logG(un, vn) ≥ lim
ε→0
lim inf
n→∞
1
n
log Pun (|X([Tu,vn]) − nv| ≤ εn)
≥ − sup
α∈D
〈α, v − u〉.

Consider now for u, v ∈ C × C
J(u, v) = lim inf
n→∞
1
n
logG(un, vn)
where the limit is taken over all sequences (un), (vn) ∈ E
N with limn un/n = u and
limn vn/n = v. Remark that by Lemma 9.1, the function J is well defined everywhere on
C × C. To extend the lower bound (9.5) for u, v ∈ C × C, we will use
Lemma 9.6. Under the hypotheses (C0’), (C1’) and (C2’), the function J is finite and
continuous on C × C.
Proof. Let u, v ∈ C ×C and let two sequences (un), (vn) ∈ E
N be such that limn un/n = u
and limn vn/n = v. Then by Lemma 9.3, for any n ≥ 0 there ix 0 ≤ mn ≤ κ|un− vn| such
that
G(un, vn) ≥ Pun(X(mn) = vn) ≥ δ
κ|vn−un|
and consequently,
J(u, v) ≥ lim inf
n→∞
1
n
log δκ|vn−un| = κ|u− v| log δ
Moreover, from Lemma 9.2 it follows that for any α ∈ D,
J(u, v) ≤ −〈α, v − u〉.
The function J is therefore finite on C×C. To prove its continuity, we use again Lemma 9.3.
Consider (u, v), (uˆ, vˆ) ∈ C × C and let sequences (un), (vn), (uˆn), (vˆn) ∈ E
N be such that
lim
n→∞
un/n = u, lim
n→∞
vn/n = v, lim
n→∞
uˆn/n = uˆ, lim
n→∞
vˆn/n = vˆ,
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and
J(u, v) = lim
n
1
n
logG(un, vn).
By Lemma 9.3, for any n ≥ 0 there exist 0 ≤ kn ≤ κ|un − uˆn| and mn ≤ κ|vn − vˆn| such
that
Pun(X(kn) = uˆn) ≥ δ
κ|un−uˆn| and Pvˆn(X(mn) = vn) ≥ δ
κ|vn−vˆn|.
Using these inequalities together with the inequality
G(un, vn) ≥ Pun(X(kn) = uˆn)G(uˆn, vˆn)Pvˆn(X(mn) = vn)
we obtain
1
n
logG(un, vn) ≥
1
n
logG(uˆn, vˆn) + κ
|un − uˆn|+ |vn − vˆn|
n
log δ
and letting finally n→∞ we conclude that
J(u, v) ≥ J(uˆ, vˆ) + κ(|uˆ− u|+ |vˆ − v|) log δ.
Similarly
J(uˆ, vˆ) ≥ J(u, v) + κ(|uˆ− u|+ |vˆ − v|) log δ,
and consequently, for any (u, v), (uˆ, vˆ) ∈ C × C,
|J(uˆ, vˆ)− J(u, v)| ≤ κ(|uˆ− u|+ |vˆ − v|)| log δ|
The last inequality proves that the function J is Lipschitz continuous on C × C 
Now we are ready to complete the proof of Proposition 9.1. Recall that the upper
bound (9.4) is a straightforward consequence of Lemma 9.2. According to the definition
of the function J : C × C → R, to prove the lower bound (9.5) it is sufficient to show that
(9.13) J(u, v) ≥ − sup
α∈D
〈α, v − u〉
for all (u, v) ∈ C×C. The last inequality is already proved by Lemma 9.6 for u 6= v, u, v ∈ C.
To extend (9.13) for all (u, v) ∈ C × C, it is now sufficient to notice that by Lemma 9.6,
the function J is continuous everywhere on : C × C and the function w→ supα∈D〈α,w〉 is
continuous on Rd (see Corollary 13.2.2 in the book of Rockafellar [28] ). Proposition 9.1
is therefore proved.
9.2. Proof of Proposition 4.1. From now on the conditions (C0’), (C1’) and (C2) are
assumed satisfied. Since for any x, u ∈ E and n ≥ 1,
Q(x, x+ nu) ≥ Q(0, nu) and Q(x+ nu, x) ≥ Q(nu, 0),
to prove Proposition 4.1 it is sufficient to show that for any u ∈ E,
(9.14) lim inf
n→∞
1
n
logQ(0, nu) ≥ 0
and
(9.15) lim inf
n→∞
1
n
logQ(nu, 0) ≥ 0
To get these inequalities we introduce the following truncated and twisted processes.
Recall that by (C0’), there are κ > 0 and a finite set E0 ⊂ supp(µ) = {x ∈ Z
d : µ(x) >
0}, such that for any x 6= y, x, y ∈ E, there is a sequence x0, x1, . . . , xn ∈ E with x0 = x,
xn = y and n ≤ κ|y − x| such that xj − xj−1 ∈ E0 for all j ∈ {1, . . . , n}. Consider a
sequence of sub probability measures (µk) on Z
d such that
– µk(x) 6= 0 for all x ∈ E0;
– for any x ∈ Zd, the sequence µk(x) is increasing and tends to µ(x) as k →∞;
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– for any k ≥ 1, the set supp(µk) = {x ∈ Z
d : µk(x) > 0} is finite and∑
x∈Zd
µk(x) < 1,
Then for any k ≥ 1 the function
Rk(α) =
∑
x∈Zd
eα·xµk(x)
is strictly convex and finite everywhere in Rd, the set Dk = {α ∈ R
d : Rk(α) ≤ 1} is
compact and the gradient
∇ logRk(α) =
∇Rk(α)
Rk(α))
does not vanish on the boundary ∂Dk = {α ∈ R
d : Rk(α) = 1} (see [27]). For given k ≥ 1
and αk ∈ ∂Dk, we put
µ˜k(x) = exp(〈αk, x〉)µk(x), x ∈ Z
d,
and we introduce a truncated and twisted random walk (X˜k(n)) on E with transition
probabilities
Px(X˜k(1) = y) = µ˜k(y − x)
Denote by R˜k the generating function of µ˜k:
R˜k(α) =
∑
x∈Zd
exp(〈α, x〉)µ˜k(x)
and let D˜k = {α ∈ R
d : R˜k(α) ≤ 1}. The hitting probabilities related to (X˜k(t)) will be
denoted by
Q˜k(x, y) = Px(X˜k(n) = y, for some n > 0), x, y ∈ E.
Remark that the twisted measure µ˜k is stochastic because for any x ∈ Z
d,∑
x∈Zd
µ˜k(x) =
∑
x∈Zd
µk(x) exp(〈αk, y − x〉) = Rk(αk) = 1.
Moreover, for the twisted random walk (X˜k(n)) the conditions (C0’), (C1’) and (C2’) of
the previous subsection are clearly satisfied. Using therefore Corollary 9.1 we obtain
Corollary 9.2. Under the hypotheses (C0’) and (C1’) and (C2), for any k ≥ 1, u ∈ E
and uniformly on x ∈ E,
(9.16) lim inf
n→∞
1
n
log Q˜k(0, nu) ≥ − sup
α∈D˜k
〈α, u〉
and
(9.17) lim inf
n→∞
1
n
log Q˜k(nu, 0) ≥ − sup
α∈D˜k
〈α,−u〉
Remark now that
R˜k(α) =
∑
x∈Zd
exp(〈α+ αk, x〉)µk(x) = Rk(α+ αk),
D˜k = {α ∈ R
d : Rk(α+ αk) ≤ 1} = {α ∈ R
d : Rk(α) ≤ 1} − αk = Dk − αk.
and, by definition of the process (X˜(t)), for any x, y ∈ E,
Q˜k(x, y) ≤ exp(〈αk, y − x〉)Q(x, y).
Hence, using (9.16) we conclude that for any u ∈ E and k ≥ 1,
(9.18) lim inf
n→∞
1
n
logQ(0, nu) ≥ − sup
α∈Dk
〈α, u〉.
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Recall now that by construction, the sequence of functions Rk is increasing and by mono-
tone convergence theorem, Rk(α) → R(α) as k → ∞ for any α ∈ R
d. The sequence of
compact sets Dk is therefore decreasing and⋂
k≥1
Dk = {α ∈ R
d : R(α) ≤ 1}.
Since by (C2), {α ∈ Rd : R(α) ≤ 1} = {0}, letting k → ∞ in (9.18) one gets (9.14). The
proof of (9.15) is quite similar and uses the estimates (9.17). Proposition 4.1 is therefore
proved.
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