Abstract-Financial fraud is a criminal act, which violates the law, rules or policy to gain unauthorized financial benefit. The major consequences are loss of billions of dollars each year, investor confidence or corporate reputation. A study area called Financial Fraud Detection (FFD) is obligatory, in order to prevent the destructive results caused by financial fraud. In this study, we propose a new method based on Grammar-based Genetic Programming (GBGP), multi-objectives optimization and ensemble learning for solving FFD problems. We comprehensively compare the proposed method with Logistic Regression (LR), Neural Networks (NNs), Support Vector Machine (SVM), Bayesian Networks (BNs), Decision Trees (DTs), AdaBoost, Bagging and LogitBoost on four FFD datasets. The experimental results showed the effectiveness of the new approach in the given FFD problems including two real-life problems. The major implications and significances of the study can concretely generalize for two points. First, it evaluates a number of data mining techniques by the given real-life classification problems. Second, it suggests a new method based on GBGP, NSGA-II and ensemble learning.
I. INTRODUCTION
Financial fraud is a serious problem that often produces destructive results in the world and it is growing fast in many countries. Financial fraud refers to many activities, such as credit card fraud, money laundering, insurance fraud, corporate fraud, etc. Credit card fraud and corporate fraud have attracted a great deal of attention from the year of 1998, and are still in the trend of escalation [1] . Credit card fraud is about unauthorized usage of a credit card, unusual transaction behaviour or transactions on an inactive card [2] . In the era of rapid development of information technology, a vast volume of information can be created every second, but there can be a lack of powerful techniques that can analyze the information. It is costly to detect the potential fraudulent transactions manually. The results may be destructive if one chooses to ignore them or detect them incorrectly. At the same time, credit cards are the most popular transaction method with increasing users, but the credit card fraud rate is also increasing. Corporate securities fraud in this study is related to corporate fraud in listed firms. It may be perpetrated to increase the stock prices of fraudulent firms, to obtain more loans from banks or repay lesser dividends to shareholders [3] . In the U.S., financial analysts have been confirmed to contribute to corporate fraud detection. Effective external monitoring can increase the confidence of shareholders or investors, which is crucial to the functioning of any capital market [4] . It is also important for China's securities market, as corporate fraud can impede China's economic development since it has serious consequences for shareholders, employees and society [4] . No matter what type of fraud is involved, it results in losses of billions of dollars every year [5] . Various efficient financial fraud detection (FFD) techniques are required to detect which will commit a fraud.
Financial Fraud Detection (FFD) is vital to prevent the destructive consequences of financial fraud. It can distinguish fraudulent information from data, thereby discovering fraudulent activities or behaviour and enabling decision makers to develop appropriate policies and strategies to decrease the influences of fraud [1] . Data Mining (DM) plays an important role in FFD, since it uses model(s) to automatically discover useful patters from massive data repositories [6] . Over the past few years, a number of data mining techniques have been developed and applied in FFD, such as Logistic Regression, Artificial Neural Networks and Decision Trees. In this study, four datasets were considered in relation to financial fraud detection. Two of them are benchmark problems from UCI machine learning repository [7] , which are related to credit card fraud. The other two are real-life problems, concerning China Corporate Securities Fraud and U.S. Corporate Securities Fraud. We comprehensively evaluated several existing data mining techniques that include Logistic Regression (LR), Neural Networks (NNs), Support Vector Machine (SVM), Bayesian Networks (BNs), Decision Trees (DTs), Bagging, LogitBoost and AdaBoost. However, they are not effective and perform poorly for solving the given FFD problems, especially for the real-life problems. Therefore, we proposed to use other techniques such as Evolutionary Algorithms (EAs) and the idea of ensemble learning methodology to improve the performance for solving the given FFD problems.
The rest of the paper is organized as follows. Section II is the background and previous work. Section III describes the proposed method. Section IV provides the experimental results and evaluations. Section V discusses the conclusion and future work of the study. 
II. BACKGROUND AND PREVIOUS WORK
Credit card fraud concerns the illegal usage of credit cards, such as unusual transactions [2] . It is difficult to determine the level of credit card fraud, since banks and companies are reluctant to release fraud figures to the public and these figures are growing over time [8] . With the constant rise of people's consumption standard, the users of credit cards are also increasing rapidly. At the same time, with credit cards being the most popular transaction method, the number of credit card frauds is also increasing. Detecting credit card fraud has drawn a lot of research interest and many different advanced techniques have been developed [9] .
Corporate securities fraud in this study is close to corporate fraud in listed companies, rather than securities fraud only, since the definition of securities frauds includes someone manipulating the securities market, modifying securities accounts or committing wire fraud [10] . On the other hand, corporate securities fraud is related to falsification of financial reports, self-dealing by corporate insiders and hiding important information from stakeholders [11] . In other words, corporate fraud is closely associated with their own inside problems.
In the U.S., financial analysts have been confirmed to contribute to corporate fraud detection. Effective external monitoring can increase investors' confidence, which is crucial to the functioning of any capital market [4] . The paper of [12] deeply analyzes the corporate governance system of many U.S. firms and found Securities and Exchange Commission (SEC) played a very minor role in the discovery process, but analysts, employees and newspapers have strong roles to play in determining whether a firm will commit fraud or not. It is also important for China's securities market, as corporate fraud can impede China's economic development since it has serious consequences for stakeholders, employees and society [4] . In recent years, corporate securities fraud detection has become a hot spot domain in finance and there is a wave of research papers that have studied effective policies to detect and reduce fraud.
In China, the Securities Regulatory Commission (CSRC) serves as the main regulator of securities markets in China, which is devoted to investigating the potential violations of securities regulations and instigate different enforcement actions on those fraudulent corporations that have violated the related laws. Any of the enforcement actions by CSRC will affect the stock price of the firm, even resulting in bankruptcy [13] . Prior studies on the causes of securities fraud have focused on different types of determinants, such as agency problems, business pressures and corporate governance [14] . In [15] , the authors investigated the relationship between corporate lobbying and fraud detection. They used lobbying expenses as the learning data, and found that the corporate lobbying could be an important factor in detecting corporate fraud. That is, most fraudulent firms have higher lobbying expenses than non-fraudulent firms. The study of [16] examines the association between the financial reporting system and the quality of the corporate governance system. They considered the board members, number of financial experts and number of board meetings in the firm. As found in prior research, poor governance occurs in fraudulent firms. The paper of [17] investigates enforcement actions from the viewpoint of fraudulent firms rather than what factors lead to fraud. They found that many of these firms have problems with published financial statements and irregular reports, such as inflated profit, false statements and major failure to disclose information, which are the common problems identified by CSRC. The authors concluded that only financial distress has a significant impact on the presence or absence of an enforcement action.
The probit model, logistic regression and their variants are the most popular methods used by financial researchers [13] , [14] , [12] , [17] . In addition to traditional statistical approaches, there is a number of machine learning techniques applied in solving financial fraud detection problems. The study of [18] applies neural networks for credit card fraud detection. Instead of using resampling techniques for the given unbalanced fraud data, the authors devoted themselves to increasing the inherent correct diagnosis for legal cases from 99.9% to 99.955%. However, this performance measurement may not be the best choice for fraud detection since the accuracy always biased to the majority class (i.e. the class with a higher number of instances). The paper of [19] investigates the efficacy of using decision trees, neural networks and logistic regression for credit card fraud detection problems in order to reduce banks' risk. Moreover, the authors found that the conventional neural networks and logistic regression approaches obtained better results than decision trees.
The study of [20] evaluates the effectiveness of Decision Trees, Neural Networks and Bayesian Belief Networks in detecting and identifying the factors associated with fraudulent financial statements (FFS). In terms of their performance, Bayesian Belief Networks outperform others in regard to accuracy rate. The paper of [21] evaluates the performance of a multi-criteria decision aid classification tool in detecting the financial problems from listed firms' financial statements. They selected variables that are often used in the falsified financial statements, such as the ratio of total debt to total assets, sales ratio and net profit. The multi-criteria decision aid classification tool is able to obtain high accuracy in estimating the probability that occurs in fraudulent firms. An improved version of neural networks with fuzzy logic is presented in [22] . The data were collected from the U.S. Securities and Exchange Commission (SEC) between 1980 and 1995 with enforcement actions, but the size was small (i.e. 200 cases in total) and out of date. However, the proposed method outperforms most traditional statistical models and neural networks in previous studies in classifying fraudulent cases. The paper of [23] evaluates the financial problems in China by using classification and regression trees (CART), and compared it with traditional Logit regression only. The CART separated variables into a number of parts. Each part is a decision rule that presents a simple relation of the data. The size of each part is small, so it makes it easy for users to understand. In addition, decision trees are not sensitive to the learning data with outliers since the splitting happens based on different branches of subtrees. Therefore the outliers can also be classified [24] . In their study, an improved data representation is introduced to describe each data item easily, and the proposed version of CART produces better results and outperforms Logit regression. The paper of [25] highlights the importance of a number of financial ratios, which can significantly determine the classification results. The main method in this study is called stacking ensemble that combines a final classifier from a number of different base-line classifiers. The results of the final classifiers are better than the results of other base-line classifiers.
III. GRAMMAR-BASED MULTI-OBJECTIVE GENETIC PROGRAMMING (GBMGP)
The proposed method (i.e. GBMGP) applies the concepts of GBGP, multi-objective optimization, token competition, and ensemble learning for evolving classification rules, which are evaluated in the following subsections.
A. Grammar-based Genetic Programming (GBGP)
Comparing GBGP [26] with canonical Genetic Programming (GP) [27] , the concept of grammar is employed, which is used to control the structure during the evolutionary process. GBGP supports logic grammars, context-free grammars (CFGs) and context-sensitive grammars (CSGs) [28] to generate tree-based programs. The suitable grammar is designed for solving a particular problem. 
No → no Table I shows an example of a simple grammar. The genetic operations (e.g. crossover and mutation) will be made based on the grammar. For example, consider two individuals shown in Figure  1 , which are generated based on the grammar in Table I . Individual (a) indicates that if the number of board meetings is greater than 40, then the expression (e.g. firm) is "yes" (e.g. fraudulent); otherwise it is "no". Individual (b) indicates that if the number of board members is smaller than 15, then the expression is "yes"; otherwise it is "no". Therefore, GP with grammar can be very useful for solving the given problems [29] .
The original GBGP uses a single fitness function (e.g. accuracy) to measure the performance of each individual. It may be easy to solve a simple data mining task by using the original GBGP with a single fitness function. But it is not sufficient to solve a real-life problem by only using a single objective function to measure the performance of an individual. We had applied the original GBGP with single objective function to solve the given problems. The preliminary result shows that the original GBGP cannot handle real-life problems very well. The major potential issue of the original GBGP is the fitness function, where the fitness value cannot measure the performance of an individual appropriately. Many prior studies apply evolutionary algorithms with multi-objective functions to solve financial or economic problems. Therefore, we want to extend the original GBGP system to handle multi-objective optimization problems. Before developing the GBGP with multi-objective (GBMGP), we first study the objectives that can be used in the framework in detail in the following section.
B. Objective Functions
Researchers in related domains have devoted themselves to exploring more useful objectives for the FFD problems. In our study, we proposed to apply a famous framework called support-confidence [30] . It has been successfully applied with GBGP to solve data mining problems, such as medical data mining [29] .
• Confidence measures accuracy, which is an important objective of a rule, since the principle purpose of FFD is to identify potentially fraudulent firms to prevent destructive consequences. It is a ratio of the number of cases covered by a rule (i.e. the attribute values and class value both fulfil the antecedent part and consequence part of a rule respectively) to the number of cases covered by the antecedent part only (i.e. the attribute values fulfil the antecedent part of a rule) [29] .
• Support is also necessary to establish the coverage of a classification rule. Therefore a good classification rule not only has high accuracy but also covers many cases. Support is a ratio of the number of cases covered by a rule to the total number of cases [29] .
In this study, the two objectives were supposed to be maximized. A number of Multi-objective Evolutionary Algorithms (MOEAs) can be applied and we use Non-dominated Sorting Genetic Algorithm II (NSGA-II) [31] . Incorporating NSGA-II with GBGP, each classification rule is sorted into different fronts.
C. Token Competition
Although non-dominated classification rules can be found, some potential good individuals may be ignored during the learning process. In NSGA-II, it prefers the individual of high rank if two individuals are located in differing ranks, and prefers the individual located in the less crowded region if two individuals belong to the same rank. The less crowded region means that the individuals are relatively far away from each other in the region. In other words, the individuals located in the relatively denser region may have low probability of being selected and reproduced. Figure 2 shows an example of a population.
In Figure 2 , the eight black points are the Pareto solutions (rules) with index number. Points 5, 6 and 7 may not be selected because they have very small crowding distances. Even though rules 5, 6 and 7 have similar support and confidence values, they may have different meanings. For example, there are three rules that indicate points 5,6 and 7 in the following: These three classification rules may have similar values for two objectives, but they have totally different meanings. Therefore, we want to apply a mechanism to further evaluate this kind of individual by adjusting their locations. Token competition [29] can be used to achieve this purpose. The basic idea of token competition is that each training case has a token. If a rule can cover a training case, then its token is seized by the rule. Other rules cannot take the token even if they can classify the case. The priority of obtaining tokens is determined by the performance of the individuals, which has been done in the implementation of NSGA-II. In other words, all individuals are sorted from high to low ranks. In each rank, the individuals are also sorted from large to small crowding distances. The sorted individuals will be evaluated for each training case at each generation. Only the first individual that can cover the training case will obtain a token and others cannot. After evaluating all individuals in all training cases, each individual will know the number of tokens it obtained. For each individual, its support and confidence values are then modified according to the formula shown in Equation (1) .
where, raw obj value m is the original value of objective m (e.g. confidence or support), count is the number of tokens that the rule obtained and ideal total is the total number of tokens that it can obtain ideally.
Effectively, the location of each individual in the objective value space is changed. Figure 3 shows an example of three individuals with adjusted objective values. In Figure 3 , the locations of the three individuals 2, 5 and 7 are changed based on the number of obtained tokens respectively. Then the density of the region with individuals 4, 5, 6, 7 and 8 is decreased; consequently the remaining individuals 4, 6 and 8 can have higher probabilities of being selected during the learning process. After adjusting by token competition, the location of individual 5 is changed to 5' if it obtains few tokens. Therefore, individual 5 is dominated by other individuals. The crowding distance of individual 6 is increased because its neighbours are changed to individuals 4 and 8. Compared to the original Pareto front, the probability of selecting individual 6 is improved.
D. Statistical Selection Learning (SSL)
A number of classification rules are evolved by GBMGP. It is difficult to determine which of them should be selected eventually. If all of them are selected as an ensemble, the result will not be optimal, because some non-Pareto individuals or even poorer individuals may produce incorrect results. In general, the result could be improved if an appropriate ensemble method is used. Therefore, we adopt the ideas from the ensemble learning techniques, such as Bagging [32] and Boosting [33] . In this study, we developed and examined three ensemble techniques for solving the FFD problems. The first method is called majority voting. The final prediction for the testing case is determined by the votes. The second method is called weighted voting. The final prediction for the testing case is determined by the weighted votes. Each individual has a weight, which is calculated by its average value of support and confidence. In order to generate good results and maintain the diversity of the ensemble. From the point view of statistics, a diverse population is composed of a number of different small groups of individuals, which are significantly different to each other. Therefore, the third method is the proposed technique, called statistical selection learning (SSL). Suppose there is a population with different evolved individuals, and each individual contains two terms ind i (fit i , s i ), where fit i is the fitness value of the individual. Fitness value is calculated by its average value of support and confidence. s i is the status of i th individual, which indicates if the individual is selected or not. At the beginning, a set of individuals with small size (e.g. 3) were randomly selected from the Pareto front as the primary set, and then the same number of individuals were randomly selected from the whole population as the secondary set. We calculated the difference between these two sets by using paired t-test. The two sets were merged to form a new primary set if they were significantly different to each other at the 5 percent significance level, and then above steps were repeated to compare the primary set with another secondary set. On the other hand, the secondary set were re-selected if they were not significantly different to the primary set. Once the termination conditions were satisfied, the final ensemble was constructed. In addition, to accelerate the SSL, we adopt a restart mechanism [34] that can automatically restart the models selection process if the number of the constructed ensemble is very small (i.e. less than half of the predefined ensemble size).
IV. EXPERIMENTS AND RESULTS ANALYSIS
In this study, a number of data mining techniques including Logistic Regression (LR), Neural Networks (NNs), Support Vector Machine (SVM), Bayesian Networks (BNs), Decision Trees (DTs), Bagging, LogitBoost and AdaBoost were applied to solve four financial fraud detection problems. We applied Waikato Environment for Knowledge Analysis (WEKA) for the experiments, which provides the well-developed data mining methods for comparison. All experiments applied 10-fold cross-validations to evaluate the performance of different methods.
A. Data Description
The description of datasets is shown in Table II . "Australian credit" and "credit approval" are similar, but the latter has one more attribute, which may affect the results. However, they are often used together as benchmark problems in many data mining studies. The class distributions are not imbalanced.
For "U.S corporate fraud" data, the original data had nearly 200 variables with duplicated and useless attributes, such as firm id or name. The data were extremely imbalanced, which may affect the results if models are used immediately. In general, the number of fraudulent firms is much smaller than the number of non-fraudulent firms. Therefore, it is better to maintain the fraudulent instances. Otherwise, it is difficult to learn the fraudulent information based on the few instances. If the fraudulent firms had too many missing values (e.g. more than 40% missing values) in some attributes, we removed those attributes directly. On the other hand, if the fraudulent firms had few missing values in some attributes, we replaced them based on the data distributions of those attributes (e.g. took a mean of the variable as the value for the missing data). For non-fraudulent firms, we removed the instances with many missing values. For the attributes with few missing values, we also replaced them based on the data distributions of those attributes.
"China corporate securities fraud" (CCSF) data contained records of corporations with their firm, financial, governance and trade characteristics. Moreover, including more attributes may provide more interesting information of the fraudulent firms for the system to learn. The original database has 21,396 instances with 25 attributes for all listed firms from 1998 to 2011. Each instance with more than 20 missing values in these 25 attributes was directly removed. Moreover, there are seven attributes about trade characteristics were removed since more than two-thirds of firms had no such trade data. The final dataset had 18,373 records with 18 attributes. It was also highly imbalanced with 5.8% fraudulent and 94.2% non-fraudulent examples.
This study applied Synthetic Minority Over-sampling Technique (SMOTE) for handling the imbalanced datasets for a variety of reasons. First, the standard SMOTE is very simple to implement in practice. Second, empirically, SMOTE has been shown to perform well against random oversampling techniques in a lot of experiments [35] . Third, the synthetic examples are generated in a less application-oriented manner. In other words, the new examples are operated in feature space (i.e. based on each variable) rather than data space (i.e. whole dataset) [35] .
B. Model Evaluation Criteria
Accuracy is the most important criteria of a model when solving FFD problems. Each problem has two classes. The first class is regarded as positive (i.e. fraudulent) and the other is negative (i.e. non-fraudulent). If a testing case matches the antecedent part of the rule, and the consequence part of the rule also matches the class of the testing case, then the testing case is correctly classified.
The accurate rate of positive class is called true positive rate (TPR), which is calculated by Equation (2).
T P R = T P/(T P + F N)
where TP is the number of positive examples that are correctly classified. TP + FN is the total number of positive examples including the number of correctly classified positive examples (i.e. TP) and the number of incorrectly classified as negative class (i.e. FN). The accuracy rate for the negative class is called true negative rate (TNR), which is calculated by Equation (3).
T NR = T N/(T N + F P )
where TN is the number of negative examples that are correctly classified. TN + FP is the total number of negative examples including the number of correctly classified negative examples (i.e. TN) and the number of negative examples that are incorrectly classified as positive (i.e. FP). It is easy to observe the performance of each model for each class by using TPR and TNR as evaluation criteria. In addition, if a testing case cannot be matched by any rules, we suggested a method called minority prediction, which uses a default rule and predicts the result of such testing case as the minority class (i.e. fraudulent), because the detection of positive class (i.e. fraudulent) is much more important than the detection of negative class (i.e. nonfraudulent) in the given problems. If the real class of the testing case is the same as the minority class (i.e. the testing case is a fraudulent firm), then we say it is correctly classified. Otherwise, it is misclassified. On the other hand, for majority prediction, the class of such testing case will be predicted as majority class (i.e. non-fraudulent).
C. Grammar-based Multi-objective Genetic Programming with Statistical Selection Learning (GBMGP-SSL)
Table III shows the parameter setting for the GBMGP-SSL. Except for the proposed method, several GBGP variants (i.e. single objective GBGP) and GBMGP (i.e. multi-objective GBGP) variants are developed for model comparisons. GBGP variants contain GBGP(s,c), GBGP(s,c) with majority voting and GBGP(s,c) with weighted voting. GBMGP variants include GBMGP(s,c), GBMGP(s,c) with majority voting and GBMGP(s,c) with weighted voting, where s,c indicates support and confidence respectively. In GBGP variants, support and confidence are combined into a linear equation. Single objective GBGP variants used elitism to select the best individual(s) of the current population for the next generation directly. Other experiments settings were the same as shown in Table III . Table IV summarizes the results of average accuracy for each class on the four FFD datasets. Each dataset had two classes: positive and negative, and the corresponding accuracies are indicated by TPR and TNR respectively, which are shown in the second row of Table IV. The Standard Deviation (S.D.) of each method is also given below the corresponding accuracy result. In Australian credit and credit approval, all the approaches are promising with regard to TPR and TNR. However, the performances were not stable using different methods for two real-life datasets. Some methods such as Decision Tree and Bagging generated extremely biased results with very low TPRs and very high TNRs. The base classifier of Bagging is also a kind of Decision Tree. Moreover, Logistic regression obtained about 41% in regard to classifying fraudulent firms in both real-life datasets. SMO, BayesNetwork, AdaBoost and LogitBoost could obtain about 50% in regard to classifying fraudulent firms for the U.S.CSF dataset only, and worse TPR for the CCSF dataset. The proposed method with minority prediction, which is located in the last row of Table IV can achieved better TPR results than most of the other techniques, but its TNR values for each dataset were relatively lower at the same time. Nevertheless, TPRs are more important than TNRs for FFD problems. According to the characteristics of FFD problems, the detection of positive class (i.e. fraudulent) is much more important than the detection of negative class (i.e. nonfraudulent). For example, if a firm is fraudulent (i.e. positive class), and it is incorrectly classified as non-fraudulent, then the loss to interested people (e.g. shareholders) may be destructive. However, if a firm is non-fraudulent (i.e. negative class), and it is incorrectly classified as fraudulent, it may need to be investigated by the Securities Regulatory Commission (SRC) at relatively much lower cost (i.e. investigation fees) compared to the destructive consequence caused by fraud without any investigations. Therefore, it is more important to classify fraudulent instances correctly than non-fraudulent instances. In order to have a more comprehensive comparison for the proposed method, a number of GBGP variants and GBMGP variants were developed and the corresponding results are shown in Table V . The name of each method is located in the first column of Table V, and the meanings of notations are indicated in Table VI . In the two benchmark datasets, the original GBGP can obtain about 85% accuracy for both TPRs and TNRs. Ensemble learning techniques (i.e. majority voting and weighted voting) cannot improve the original GBGP, no matter whether majority prediction or minority prediction is used. In addition, GBMGP variants have slightly poorer performance in regard to TPRs and slightly better performance in regard to TNRs than the original GBGP. However, GBMGP variants and ensemble techniques perform similarly and even obtains better TPRs and TNRs than the original GBGP except for the proposed method. The proposed method obtain the highest TPRs and had slightly poorer performance in regard to TNRs.
D. Results and analysis
In U.S.CSF, all methods using majority prediction (i.e. predict the result of the testing case as the non-fraudulent if no rules can be applied) had good performance in regard to TNRs. However the corresponding TPRs were very low, with only the GBMGP(s,c,S) a obtaining a result that was more than 50% for TPR. The TPRs were relatively improved by using minority prediction, but still less than 50%. The proposed method achieved 64%, which is the highest TPR value among all variants. In the CCSF dataset, GBMGP without using any ensemble learning techniques could not improve the results over the original GBGP. The original GBGP with majority voting even produced poorer TPR results. However, compared to the original GBGP, the TPR using original GBGP with minority prediction had about 22.9% improvements. Except for the proposed method, the GBGP with majority voting and minority prediction obtained the second highest TPR, but the corresponding TNR was greatly reduced. The minority prediction performed well in this dataset, especially for GBGP(s,c,M). Finally, the proposed method produced the highest TPR and relatively higher TNR compared to GBGP(s,c,M) i .
Pairwise t-test was applied to demonstrate the statistical significance of the experiments. The performance of the proposed method and other approaches was compared to calculate statistical significance. The results of the t-test are shown in Table IV and Table V . For example, symbol "++" and the symbol "+" highlights the statistical significance at the 5% level and 10% level respectively if the proposed method was better than the compared method.
In addition, [36] proposed a Multi-Objective Genetic Programming (MOGP) to evolve different ensembles for classification with unbalanced data. We also evaluated the MOGP by the given datasets without using SMOTE and compared it with the proposed method. Financial fraud has become an increasingly serious problem in economics, finance and management. Financial fraud detection (FFD) is vital for the prevention of the destructive consequences of financial fraud. In this study, we conducted a comprehensive comparison of data mining techniques and suggested a new method called Grammar-based Multi-objective Genetic Programming with Statistical Selection Learning (GBMGP-SSL) to identify fraudulent information from the four financial datasets. Moreover, we applied the SMOTE approach to the two real-life datasets in order to assist all methods, and GBMGP-SSL was able to obtain better performance in classifying fraudulent firms than other methods. In addition, we applied token competition to adjust the location (i.e. objective values) of each solution when using NSGA-II. The diversity could be further maintained, since the individuals with similar objective values but different meanings can be separated. In future, we will apply different objectives (e.g. risk and return) in the proposed method, and evaluate the method for the other FFD datasets to see whether it can generate interesting results. The proposed method can be considered as one of the methods to solve other kinds of problems, e.g. direct marketing problems. 
