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In this work, we introduce an elastic analog of the Purcell effect and show theoretically that spher-
ical nanoparticles can serve as tunable and robust antennas for modifying the emission from localized
elastic sources. This effect can be qualitatively described by introducing elastic counterparts of the
familiar electromagnetic parameters: local density of elastic states, elastic Purcell factor, and effec-
tive volume of elastic modes. To illustrate our framework, we consider the example of a submicron
gold sphere as a generic elastic GHz antenna and find that shear and mixed modes of low orders
in such systems offer considerable elastic Purcell factors. This formalism opens pathways towards
extended control over dissipation of vibrations in various optomechanical systems and contributes
to closing the gap between classical and quantum-mechanical treatments of phonons localized in
elastic nanoresonators.
In 1946,1 E.M. Purcell proposed that the rate of nu-
clear magnetic moment transitions can be increased by
coupling the system to an electric circuit. This enhance-
ment, the Purcell effect, depends on the fundamental
properties of the circuit or, more generally, the mode to
which the system is coupled: its resonant frequency, vol-
ume (V ) and quality factor (Q). Ever since, considerable
effort has been devoted to designing tunable resonators
with ever smaller mode volumes and larger Qs. Recently,
a similar modification of the decay rate has been demon-
strated in the acoustic domain by measuring changes in
the damping of oscillations of a Chinese gong placed near
a hard wall.2 While that system does not exhibit any
resonant behavior, or a clear cavity-like structure, it sug-
gests that the original idea from Purcell can be extended
to the physics of mechanical vibrations. In enabling such
a direct analog, we provide a robust framework for calcu-
lating, and ultimately engineering, the output of an elas-
tic source. The ability to control the rate of mechanical
dissipation can be extended to spatial and spectral de-
grees of freedom by engineering the local density of elas-
tic states (LDES) with resonant elastic nanosystems, and
leads to the possibility of manipulating phonon-mediated
nonlinear optical processes.3–6
In this Letter, we investigate the elastic Purcell fac-
tor by analyzing the response of elastic antennas formed
by spherical nanoparticles, and discuss how they can en-
hance or quench the emission from nearby sources of elas-
tic waves. To go beyond purely acoustic phenomena,2,7
we adopt the theory of elastic wave scattering8–12 which
accounts for the presence of both longitudinal and trans-
verse waves propagating in the elastic medium. As an
illustration, we calculate the elastic scattering cross sec-
tions of a generic optical nanoantenna—a gold spherical
nanoparticle—and discuss in detail the resonances found
in such a system. We show how these resonators act as
efficient and selective elastic antennas for both longitudi-
nal and transverse radiation from localized elastic emit-
ters, substantially suppressing or enhancing their emis-
sion rates. The elastic modes of the resonator are further
characterized by introducing physical parameters analo-
gous to those used in electromagnetism, such as an elas-
tic Purcell factor, or an effective mode volume. While
we limit our investigations in this Letter to a dipolar
point force coupled to the displacement field for sim-
plicity, we plan to extend our formalism to additional
sources for consideration of complex systems in future
work. Similar modifications of the optical Purcell effect
have been introduced to describe the coupling of mag-
netic dipolar, or multipolar emitters, to electromagnetic
waves.13 This framework offers a direct path towards
a quantum-mechanical description of the interaction in
elastic nanosystems and can be readily applied to explore
other phenomena in the weak- and strong-elastic coupling
regimes.
The generic elastic nanoantenna shown in Fig. 1(a)
is a homogeneous isotropic solid sphere characterized by
Lame´ parameters λ2, µ2, and density ρ2, and the ve-
locities of longitudinal and transverse waves.14 We con-
sider the surrounding medium to be similarly isotropic,
solid and homogeneous, with parameters λ1, µ1, ρ1,
and supporting both transverse and longitudinal waves.
To pursue elastic systems resonant at the typical me-
chanical frequencies of interest—a few GHz15–17—we can
consider submicron metallic spheres.18–20 Coincidentaly,
such particles exhibit large optical Purcell factors, and
have therefore been explored as building blocks for opti-
cal nanodevices.13,21,22 Rescaling towards THz frequen-
cies characteristic of Raman scattering23 would likely be
limited by the large viscosity of the composite materials
in this regime.
To establish the formalism used throughout this
work, let us consider the decomposition of the dis-
placement field u into longitudinal (ul) and shear (us)
monochromatic waves propagating in the environment
with Lame´ parameters λ1 and µ1 at velocities vl,1
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FIG. 1. Schematics of (a) an elastic spherical nanoantenna,
(b) its three families of modes and (c) elastic localized emit-
ters. (a) The antenna (medium) is characterized by its density
ρ2 (ρ1) and two Lame´ parameters: λ2 (λ1) and µ2 (µ1). (b)
Elastic modes of spherical resonators (left to right): compres-
sional S0,l, pure shear Tn,l−1, and mixed Sn 6=0,l−1. (c) Radia-
tion pattern from an elastic emitter (large black arrow) in an
isotropic, homogeneous elastic medium. Transverse (shear)
waves carry the energy in the plane perpendicular to the axis
of the emitter, while the longitudinal (compressional) waves
radiate along it. Small black arrows depict the orientation
of displacement fields in the far-field, and the dashed grid
illustrates the displacement field in the near-field.
and vs,1, respectively.
8–12 In the homogeneous isotropic
medium, these displacement fields satisfy the wave equa-
tion ω2χ + v2χ∇2χ = 0 for (χ, vχ) = (us, vs,1) and
(χ, vχ) = (ul, vl,1). We expand the shear field into two
families of vector spherical harmonics (VSHs):
Mmn = ∇× (rΨmn), Nmn = vs
ω
∇×Mmn, (1)
defined by a scalar potential Ψmn fulfilling the scalar
wave equation with velocity vs,1 ((χ, vχ) = (Ψmn, vs,1)).
As for EM, the transverse VSHs are constructed from
the associated Legendre polynomials Pmn and spherical
Bessel functions jn, yn, h
(1)
n and h
(2)
n .24 Similarly, the
longitudinal waves propagating in the medium are de-
scribed by one family of VSHs Lmn = ∇Φmn derived
from the scalar solution Φmn to the wave equation with
velocity vl,1. Full expressions for all the VSHs can be
found in Appendix A and in Refs. 8,9.
These three families of VSHs can be used to represent
any physical wave impinging on the scattering sphere,
and simultaneously used to characterize the quasimodes
of the vibrating sphere, shown in Fig. 1(b). Compres-
sional modes, denoted usually as S0,l,
14,25 which include
the lowest-order breathing mode (Fig. 1(b), left panel),
are given by the Lmn VSHs; pure shear (or torsional)
modes Tn,l−1 with vanishing radial displacement fields
are given by the Mmn VSHs, and include the lowest-
order T11 mode depicted in the middle panel in Fig.
1(b)); finally, mixed modes Sn 6=0,l−1 include the lower-
order mode shown in the right panel in Fig. 1(b), in
which compression along one axis induces expansion in
the normal plane. The modes of this last family are de-
scribed by linear combinations of the Nmn and Lmn har-
monics. Note that while subscript n corresponds to the
radial dependence of both the modes of the sphere and
the VSHs, subscript l indexes the resonant frequencies for
a given n and is, in general not related to the azimuthal
number m of the VSH.14
Since we identify three families of elastic VSHs, in con-
trast to two found in the electromagnetic Mie theory, we
can expect that the elastic boundary conditions (BCs)
between the medium and the sphere will be more in-
volved. Indeed, they require that all components of the
displacement field u, as well as normal components of the
stress field T · nˆ be continuous. For the sphere centered
at the origin of the coordinate system, these normal com-
ponents correspond to the radial elements of the stress
tensor T · rˆ = (Trr, Trθ, Trφ):
Trr
2ρv2s
=
σ∇ · u
1− 2σ + ur,r,
Trθ
µ
= uθ,r − uθ
r
+
ur,θ
r
, (2)
Trφ
µ
=
ur,φ
r sin(θ)
+ uφ,r − uφ
r
, (3)
where ui,j = ∂jui, and Poisson’s ratio σ is related to the
Lame´ parameters through σ = λ/[2(λ+µ)].14 By numer-
ically solving these BCs in the truncated basis of VSHs
(see Appendix B, and Refs. 8,9), we identify eigenmodes
of the system characterized by complex eigenfrequencies.
Following the literature on cavity QED, we dub these
quasinormal modes (QNMs).21 The QNMs identified in
the nanoantenna system include pure shear, mixed and
compressional modes described earlier.
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FIG. 2. Scattering efficiencies of elastic longitudinal (blue
dashed lines) and transverse (orange solid lines) plane waves
by a spherical submicron radius gold resonator immersed in
silicon in the lowest-order resonance region.26
In Fig. 2 we present a comparison of the scattering
efficiency (defined as the scattering cross section normal-
ized by the geometric cross section of the sphere; see Ap-
pendix B3) of transverse and longitudinal plane wave ex-
citations for a spherical 100 nm radius gold nanoantenna
3(λAu = 154 GPa, µAu = 30 GPa, ρAu = 19.3 g/cm
3)
immersed in silicon (λSi = 52 GPa, µSi = 66 GPa,
ρSi = 2.3 g/cm
3). The lowest energy mixed (S10, S20,
S11, S30) and pure shear modes (T10, T21, T31) are
marked with dashed lines. Shear QNMs, resonant at
ωT10/2pi ≈ 7.34 GHz, ωT21/2pi ≈ 9.97 GHz, ωT31/2pi ≈
12.5 GHz, are characterized by quality factors from 18
to 550. Since these modes are accessible only to trans-
verse plane waves, they would not be easily excited if
the medium supported solely longitudinal, pressure-like
waves. Compressional modes are found for larger fre-
quencies, with ωS01/2pi ≈ 12.8 MHz and QS01 ≈ 12.
Having analyzed the response of generic elastic
nanoantennas, we can consider their application for con-
trolling the dynamics of nearby phononic emitters. A
number of such elastic sources have been recently re-
ported, exhibiting both bosonic27,28 and fermionic16,17,29
statistics of the emitted phonons, and are being inves-
tigated for applications in phonon-based quantum net-
works.
The choice of model for an elastic emitter, and its cou-
pling to the mechanical vibration of the environment, de-
pends on the particular physical realization of the source.
In this work we consider the simplest scenario, and model
the elastic emitter as an oscillating, localized linear force
fe−iΩt. This form of an elastic source can be realized in
various optomechanical systems, for example by consid-
ering magnetostrictive inclusions in the structure,30 or an
absorbing nanoparticle vibrating due to harmonic radia-
tion pressure.31 We note that such a canonical optome-
chanical setup has been realized in numerous studies32
and that the elastic radiation rate has proven to be the
critical factor in reaching interesting regimes of cooling
of the mechanical degree of freedom as well as phonon
lasing.
For such an emitter embedded in a homogeneous, loss-
less medium, we calculate the power of the emitted elastic
radiation from the work done by the force on the dis-
placement field u(rm)e
−iΩt at the position of the emitter
(rm):
P0 =
dW
dt
=
Ωm
2
Im[u(rm) · f∗]. (4)
This radiation will dissipate the energy of the emitter
with rate γ0.
33 The displacement u(rm) can be found
by applying the definition of the elastic Green function
u(r) = G(r, rm)f(rm). In the environment characterized
by (λ1, µ1, ρ1), in terms of d = r− rm, the dyadic Green
function is34,35
G0(d) =
ikl1
12pi(λ1 + 2µ1)
[
1h
(1)
0 (kl1d) +
(
1− 3dˆdˆT
)
h
(1)
2 (kl1d)
]
(5)
− iks1
12piµ1
[
−21h(1)0 (ks1d) +
(
1− 3dˆdˆT
)
h
(1)
2 (ks1d)
]
,
where 1 is the identity tensor, h
(1)
0 and h
(1)
2 are the spher-
ical Hankel functions of the first kind, of the 0th and
2nd order. Here, kl1 = Ω/vl1, and ks1 = Ω/vs1 are the
wave vectors associated with longitudinal and transverse
(shear) waves, respectively.
The second part of the Green function, describing the
shear waves, has a form similar to that of the electro-
magnetic Green function, ensuring that the shear waves
propagate in a dipole-like pattern, with the largest emis-
sion in the plane perpendicular to the axis of the force
(θ = 0). The longitudinal waves have an identical near-
and intermediate-field distribution (except for the wave
vector), but the far field has a cos2 θ-like distribution (see
Fig. 1(c) and Appendix A).
The radiated power P0 in the homogeneous medium
can be calculated from the Green function (see Appendix
C) as
P0 =
Ω|f |2
12pi
[
ks1
µ
+
kl1
2(λ1 + 2µ1)
]
. (6)
Unlike for the power emitted by an electromagnetic dipo-
lar emitter, the elastic P0 exhibits quadratic, rather than
quartic, dependence on the emission frequency Ω. This
is due to the difference in the dispersion of the inhomo-
geneous term in the wave equations for electric field E
compared to displacement u.14
The radiation of an emitter in an arbitrary system can
be calculated by expanding Eq. (4), including the Green
function that represents scattering on an elastic antenna
G = G0 +GS , and writing the enhancement as
P
P0
= 1 +
6pi
|f |2
Im{f∗ ·GS(rm, rm) · f}
kl1
2(λ1+2µ1)
+ ks1µ1
. (7)
Consequently, the rate of energy dissipation γ from the
elastic emitter f near the antenna will be enhanced, or
quenched with respect to the free-space rate γ0 following
γ/γ0 = P/P0. We note that alternate implementations
of an elastic emitter necessarily call for a modification
of the expression for the emitter-antenna interaction of
Eq. (4), and the radiation power of Eq. (7). For exam-
ple, spatially localized Brillouin scattering-induced lat-
eral vibrations of a waveguide,5 or orbital transitions in
SiV defects in diamonds, would need to be modeled as
quadrupolar elastic sources coupled to a strain tensor,17
rather than displacement field. Nevertheless, (an appro-
priately modified) Eq. (7) can be used to extract the to-
tal LDES from the trace of the complete Green function
Tr{Im[G(rm, rm)]}.33
As an example, let us consider the decay rate enhance-
ment γ/γ0 of a dipolar emitter positioned z = 1.2a from
the center of the previously analyzed spherical gold scat-
terer embedded in silicon, shown schematically in Fig.
3(a). By tracing the spectral positions of the features in
the spectrum corresponding to the emitter oriented ra-
dially, we can identify the enhancement and suppression
of the emission as originating from the coupling with the
low-Q mixed QNMs Snl
25. Spectra for the azimuthally
oriented emitter indicate additional, significant enhance-
ments due to the coupling with higher-Q shear QNMs
4(Tnl). These assertions regarding coupling to the QNMs
originate solely from the identification of the peak fre-
quencies, since the underlying Eq. (7) does not readily
provide insight into the modal structure of the enhance-
ment spectra.
It is thus instructive to consider a modal picture of the
coupling between a localized emitter and the QNMs of an
elastic nanoresonator. Such a picture completes the anal-
ogy with the optical Purcell factor,21,22,36–38 originally
introduced through the formalism of quantum electrody-
namics, and enables consideration of nonclassical phonon
emitters such as piezoelectric microantennas coupled to
superconducting qubits,16 photonic crystals in the single-
phonon regime,29 or GHz transitions in color centers in
diamond.39 To this end, we seek the elastic Purcell factor
Fα which characterizes a single mode α of the cavity. As
Koenderink22 pointed out while analyzing plasmonic cav-
ities, the Purcell factor provides a reasonable approxima-
tion of the rate enhancement only if (i) the normal modes
of the system can be identified and (ii) one of these modes
is dominant. Since we have already found the QNMs of
the system, and recognized cases where the high-Q, well-
separated shear modes dominate the response, we adopt
this framework. However, since the Purcell factor is tra-
ditionally expressed solely in terms of the characteristics
of a single cavity mode, assuming optimal positioning or
orientation of the emitter, the Purcell factor should be
treated as an upper bound for the spontaneous rate en-
hancement factor γ/γ0. We address this limitation later.
We introduce the expansion of the nanoresonator
displacement field into quantized QNMs:4 uˆ(r) =∑
α uˆα(r) =
∑
α
√
~/(2Ωαρ(r))
[
bˆαUα(r) +H.c.
]
,
where the displacement field is represented as a sum
over modes α with resonant frequencies Ωα, decay rates
κα, normalized mode profiles Uα, and phonon creation
(annihilation) operators bˆ†α (bˆα). An interaction of the
modes with the quantum emitter positioned at rm,
described as a two-level system fˆ = f˜(|g〉 〈e|+ |e〉 〈g|), is
expressed by a Hamiltonian HˆI = fˆ · uˆ(rm). Formally,
the elastic Purcell factor is then defined as the ratio of
the upper bound for the rate of spontaneous emission
γα of the emitter excitation into the cavity mode α, and
γ0:
37,40
Fα =
γα
γ0
=
6pi
ρ2ρ
1/2
1 φ1
Qα
Ω3αVα,eff
, (8)
where φi = µ
−3/2
i +
1
2 (2µi + λi)
−3/2
can be interpreted
as a screening factor, the quality factor of the resonator
Qα is given by Ωα/κα, and the mode displacement field
defines the effective mode volume Veff:
Veff,α =
∫
drρ(r)|uα(r)|2
max[ρ(r)|uα(r)|2] . (9)
Interestingly, Fα has a form very similar to its electro-
magnetic counterpart, even exhibiting Ω−3α dependence
despite the marked dispersion differences of the free-space
radiation power P0 pointed out earlier. A detailed deriva-
tion of Fα and Veff,α is given in Appendix D. We note that
an equivalent expression for Veff,α was derived by Eichen-
field et al.3 in an alternative way, by analyzing the energy
density in optomechanical crystals.
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FIG. 3. Decay rate enhancement for an elastic emitter near
a nanosphere. (a) Spectrum of decay rate enhancement Γ/Γ0
(Eq. (7)) for the emitter oriented radially (green dashed line)
or azimuthally (red solid line). (b) Magnified regions around
three modes: T21, S30, and T31 coupled to by an azimuthally
(T21 and T31) or radially (S30) polarized emitter. Points rep-
resent the exact calculations (Eq. (7)), while the solid lines
describe coupling to the quasinormal modes of the resonator
(Eq. (10)).
We can thus calculate the characteristics of a few
lowest-order modes of gold scatterers in silicon, marked
in Fig. 3(a) with dashed lines. For the pure shear
T21 mode centered at ΩT21/2pi ≈ 9.97 GHz, the effec-
tive mode volume Veff,T21/Vgeom ≈ 0.25 and the qual-
ity factor QT21 ≈ 90 yield the Purcell factor FT21 ≈
109. Similarly, for the T31 mode the parameters are
ΩT31/2pi ≈ 12.5 GHz, Veff,T31/Vgeom ≈ 0.17, QT31 ≈ 550,
and FT31 ≈ 480. Finally, for the mixed mode S30, we find
ΩS30/2pi ≈ 11.69 GHz, Veff,S30/Vgeom ≈ 0.17, QS30 ≈ 28,
and FT30 ≈ 32. These results indicate that the consider-
able Purcell factors stem, as expected for the low-order
Mie resonances,13 from high Qα’s of the QNMs rather
than reduced effective mode volumes Veff,α.
We note that while neither silicon nor gold are isotropic
materials41 (characterized by elastic anisotropic ratios
ASi ≈ 1.6 and AAu ≈ 0.6), their simplified description
does not incur significant shifts of resonant frequencies,
nor changes in Purcell factors. Additionally, we have
verified by full numerical calculations that when viscous
damping in gold is included through the complex Young’s
modulus,42 the quality factors and the Purcell factors
characterizing higher-order elastic modes are significantly
quenched. While further studies of viscous damping are
5required to understand its exact magnitude, this mech-
anism will likely promote the use of lowest-order elastic
modes in nanostructures for enhancing radiative emission
from localized emitters.
As we have noted earlier, the Purcell factors are up-
per bounds for the decay rate enhancements, and so
the estimated values of Fα are significantly larger than
those calculated with Eq. (7) and shown in Fig. 3(a).
This difference is mostly due to the fact that, much like
for dielectric high-refractive index electromagnetic Mie
scatterers,13 the displacement field in the investigated
cases is localized in the slow medium, i.e. gold, where
the longitudinal and shear waves propagate vl1/vl2 ≈ 2.7
and vs1/vs2 ≈ 4.3 times slower than in the environment,
respectively. Achieving such ratios of velocities between
the medium and the antenna is difficult in electromag-
netic systems.
To improve on the accuracy of this approach, it is in-
structive to modify the definition of the Purcell factor,
introducing the dependence on the polarization, position,
and the detuning of the emitter with respect to the cavity
resonance Ωα (see Appendix D):
F˜α(rm) = Fα
Ωα
Ωm
|f˜ · uα(rm)|2
|f˜ |2 maxr |uα(r)|2
(κα/2)
2
(Ωα − Ωm)2 + (κα/2)2 .
(10)
Functions F˜α(rm), calculated for the shear modes and
mixed modes of the gold scatterer, are shown in the three
panels of Fig. 3(b) with lines and correspond well to the
exact results obtained from Eq. (7) depicted with points.
The discrepancies found for the two lower Q modes T21
and S30 are due to the additional coupling of the emit-
ter with other QNMs and the continuum of free-space
radiation modes.
In conclusion, we have introduced the formalism in-
herited from quantum electrodynamics to characterize
elastic nanoresonators, and found that such structures
support modes with large Purcell factors determined by
considerable Qs, rather than significantly reduced effec-
tive mode volumes. In particular, submicron gold par-
ticles, widely used in nanooptics, can readily enhance
of spontaneous emission from phononic GHz emitters.
Furthermore, such elastic nanoantennas offer robust spa-
tial and spectral control over the dissipation of mechan-
ical vibrations, and can be therefore used to introduce
subwavelength control of phonon dynamics to various
mechanical5,6,43 and optomechanical systems.3,28
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7Appendix A: Numerical solution of the scattering problem
a. Expansion into longitudinal waves
Longitudinal fields are expanded by a set of longitudinal VSHs:
Lomn = ∇Φomn = rˆdzn(klr)
d(klr)
P |m|n (cos θ) sinmφ+ θˆ
zn(klr)
klr
dP
|m|
n (cos θ)
dθ
sinmφ (A1)
+ φˆ
zn(klr)
klr
P
|m|
n (cos θ)
sin θ
m cosmφ,
Lemn = ∇Φemn = rˆdzn(klr)
d(klr)
P |m|n (cos θ) cosmφ+ θˆ
zn(klr)
klr
dP
|m|
n (cos θ)
dθ
cosmφ (A2)
− φˆ zn(klr)
klr
P
|m|
n (cos θ)
sin θ
m sinmφ,
derived from the scalar potentials
Φomn = zn(klr)P
m
n (cos θ) sinmφ, Φemn = zn(klr)P
m
n (cos θ) cosmφ. (A3)
Radial function zn is any of the spherical Bessel functions of the first kind jn, the second kind yn, or their linear
combinations dubbed as spherical Hankel functions h
(1)
n .24 We will choose them following the derivation of the elec-
tromagnetic Mie theory, adding a superscript (1) to the VSHs which use jn, and make up fields necessarily finite at
the origin of coordinates. Conversely, the superscript (3) will denote the VSHs derived from the generating functions
with h
(1)
n .
b. Expansion into transverse waves
The transverse fields should be expanded into the set of VSHs familiar from the electromagnetic Mie theory:
Memn = ∇× (rΨemn) =− θˆm sinmφP
|m|
n (cos θ)
sin θ
zn(ksr)− φˆ cosmφdP
|m|
n (cos θ)
dθ
zn(ksr), (A4)
Momn = ∇× (rΨomn) =θˆm cosmφP
|m|
n (cos θ)
sin θ
zn(ksr)− φˆ sinmφdP
|m|
n (cos θ)
dθ
zn(ksr), (A5)
Nemn =
vs
Ω
∇×Memn =rˆ cosmφn(n+ 1)P |m|n (cos θ)
zn(ksr)
ksr
+ θˆ cosmφ
dP
|m|
n (cos θ)
dθ
1
ksr
d
dr
[rzn(ksr)] (A6)
− φˆm sinmφP
|m|
n (cos θ)
sin θ
1
ksr
d
dr
[rzn(ksr)],
Nomn =
vs
Ω
∇×Momn =rˆ sinmφn(n+ 1)P |m|n (cos θ)
zn(ksr)
ksr
+ θˆ sinmφ
dP
|m|
n (cos θ)
dθ
1
ksr
d
dr
[rzn(ksr)] (A7)
+ φˆm cosmφ
P
|m|
n (cos θ)
sin θ
1
ksr
d
dr
[rzn(ksr)],
derived from the scalar potentials
Ψemn = zn(ksr)P
m
n (cos θ) sinmφ Ψemn = zn(ksr)P
m
n (cos θ) cosmφ. (A8)
We note that the derivatives over function zn can be rewritten as in Ref. [ 24]
d
dr
[rzn(kr)] =
d
d(kr)
d(kr)
dr
[rzn(kr)] =
d
d(kr)
[krzn(kr)]. (A9)
8Appendix B: Scattering on a sphere
We will now consider the problem of scattering of the incident illumination, represented as a sum of these vector
spherical harmonics, on a sphere with radius |r| = a, centered at the origin of coordinate system.
This particular problem, as well as the related questions regarding the response of a cavity, or a rigid body—both
of which require different boundary conditions—were discussed in detail in the original contributions from Ying et
al.8 and Einspruch et al.9.
a. Fields inside and outside the sphere
Following the notation convention used widely in the electromagnetic Mie theory, we denote the fields and stresses
inside of the sphere by subscript 1, the fields and stresses associated with the incident illumination by subscript i, and
those related to the scattered fields by s. The sphere is made of material with ρ2, λ2 and µ2, while the embedding
medium is made of material with ρ1, λ1 and µ1, as depicted in Fig. 1.
The displacement fields are represented as a sum of the longitudinal and transverse VSHs:
ui =
∑
j=o,e
∞∑
n=1
∞∑
m=n
[
ajmnL
(1)
jmn(k1l) + bjmnN
(1)
jmn(k1s) + cjmnM
(1)
jmn(k1s)
]
, (B1)
us =
∑
j=o,e
∞∑
n=1
∞∑
m=n
[
djmnL
(3)
jmn(k1l) + ejmnN
(3)
jmn(k1s) + fjmnM
(3)
jmn(k1s)
]
, (B2)
u1 =
∑
j=o,e
∞∑
n=1
∞∑
m=n
[
gjmnL
(1)
jmn(k2l) + hjmnN
(1)
jmn(k2s) + ijmnM
(1)
jmn(k2s)
]
. (B3)
Here we have introduced a simplified notation where the only arguments of the VSHs are the wavenumbers governing
the radial dependence, e.g. k1l denotes wavenumber associated with longitudinal wave propagating in the 1st medium
(environment). Unless otherwise stated, the parameters of the VSH should be θ, φ and r = a (point on the surface of
the scattering sphere).
1. On notation - scalar product and orthogonality
We will now introduce the scalar product of the two functions (e.g. the VSHs) defined as
〈f ,g〉 =
∫ 2pi
0
dφ
∫ pi
0
dθ f∗(a, θ, φ) · g(a, θ, φ) (B4)
i.e. with the integration carried out on the surface of the scattering sphere.
We know that the transverse VSHs are orthogonal, but not orthonormal (in the sense of the scalar product defined
above). This orthogonality does not extend to the longitudinal VSHs, as
〈Lomn,Nomn〉 6= 0, 〈Lemn,Nemn〉 6= 0, (B5)
although
〈Lomn,Momn〉 = 〈Lemn,Memn〉 = 0. (B6)
2. Boundary conditions
We impose two conditions on the surface of the sphere: continuity of the displacement, and continuity of the normal
component of the stress:
ui + us = u1, (B7)
9rˆ ·Ti + rˆ ·Ts = rˆ ·T1. (B8)
The radial components of the stress field in isotropic media, in spherical coordinates, are listed in Eqs. (2) and (3).
In order to formulate these BCs in terms of the algebraic equations, we will use the expansion of the incident,
scattered and internal displacement fields given in Eqs. (B1-B3), and the associated stresses, and derive equations for
the coefficients djmn to ijmn in terms of the coefficients ajmn to cjmn. We will truncate the summation over n index
to span from 0 to N , and treat every value of m independently. Note that the coefficients describing the incident field
(ajmn to cjmn) can be found from directly expanding the incident field and accounting for the non-orthonormality
of the VSHs. We will discuss this derivation in more detail later. For each value of index m, we thus have to find
coefficients for parameters d through i, with indices j = o, e and n = 0, 1, ..., N . These parameters make up a set of
12(N + 1) coefficients, and thus we will need 12(N + 1) linear equations to solve them.
a. Representing the first BCs for the fields decomposed into VSHs
We can rewrite the 1st boundary condition by moving the unknown elements of the displacement fields to one side:
u1 − us = ui, (B9)
or, using the expansion from Eqs.(B1), (B2) and (B3):
∑
j=o,e
N∑
n=0
[
gjmnL
(1)
jmn(k2l) + hjmnN
(1)
jmn(k2s) + ijmnM
(1)
jmn(k2s)− djmnL(3)jmn(k1l)− ejmnN(3)jmn(k1s)− fjmnM(3)jmn(k1s)
]
(B10)
=
∑
j=o,e
N∑
n=1
[
ajmnL
(1)
jmn(k1l) + bjmnN
(1)
jmn(k1s) + cjmnM
(1)
jmn(k1s)
]
,
for each m. We will be treating each m separately, as due to the axial symmetry of the scatterer, BCs do not mix
VSHs with different m’s.
We now introduce an ordering into the numbering over indices, and assume that first we list all the coefficients
for a fixed n = 0, with o’s and then with e’s, then n = 1 etc., so that the coefficients making up the unknown field
uun = u1 − us field (LHS of Eq. (B9)) form a column vector with 12(N + 1) coefficients
Cmun =
[Cm,n=0un , Cm,n=1un , ..., Cm,n=Nun ]T , (B11)
where each Cm,nun denotes a list of coefficients
Cm,nun =
gomn, homn, iomn, gemn, hemn, iemn︸ ︷︷ ︸
coefficients making up u1
,−domn,−eomn,−fomn,−demn,−eemn,−femn︸ ︷︷ ︸
coefficients making up us
 . (B12)
The minus signs are there to reflect that the LHS of Eq. (B9) is a difference of the internal and scattered fields. We
introduce a similar notation for the VSHs:
Pmun =
[Pm,n=0un ,Pm,n=1un , ...,Pm,n=Nun ] , (B13)
where each Pm,nun denotes a list of coefficients
Pm,nun = [L(1)omn(k2l),N(1)omn(k2s),M(1)omn(k2s),L(1)emn(k2l),N(1)emn(k2s),M(1)emn(k2s), (B14)
L(3)omn(k1l),N
(3)
omn(k1s),M
(3)
omn(k1s),L
(3)
emn(k1l),N
(3)
emn(k1s),M
(3)
emn(k1s)
]
.
Note that Pmun is now a vector of 12(N + 1) elements, each one a vector field on a surface of the sphere with angular
parameters θ and φ. While this may seem like a tedious complication, it allows us to handily write down the LHS of
Eq. (B9) simply as (Pmun)TCmun.
We can introduce analogous notation for the RHS of Eq. (B9), a column vector of 6(N + 1) coefficients Cmi , and a
vector of 6(N + 1) VSHs Pmi , and get
(Pmi )TCmi = ui. (B15)
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The coefficients defining the incident field ui (ajmn, bjmn and cjmn) are found by projecting this field on the surface
of the sphere, and accounting for the non-orthonormality of the expansions functions, i.e. by solving the following set
of equations:

〈L(1)om0(k1l),L(1)om0(k1l)〉 〈L(1)om0(k1l),N(1)om0(k1s)〉 . . . 〈L(1)om0(k1l),M(1)emN (k1s)
〈N(1)om0(k1l),L(1)om0(k1l)〉 〈N(1)om0(k1s),N(1)om0(k1s)〉 . . . 〈N(1)om0(k1s),M(1)emN (k1s)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈M(1)emN (k1l),L(1)om0(k1l)〉 〈M(1)emN (k1s),N(1)om0(k1s)〉 . . . 〈M(1)emN (k1s),M(1)emN (k1s)
 Cmi =

〈L(1)om0(k1l),ui〉
〈N(1)om0(k1l),ui〉
. . .
〈M(1)emN (k1l),ui〉
 .
(B16)
The matrix on the LHS is the projection of the elements of vector Pmi onto itself, and the vector on the RHS is the
projection of the incident field onto Pmi . Note that in Pmi all the VSHs are calculated with wavenumbers k1s and k1l.
The 1st boundary condition (continuity of the displacement) can be thus expressed as
(Pmun)TCmun = (Pmi )TCmi . (B17)
To arrive at a convenient expression for coefficients in Cmun, we multiply both sides of the equation from the left by
the 6(N + 1) elements of the vector (Pmi )∗, and integrate them over the surface of a sphere (as in our definition of
the scalar product).
6(N + 1) rows


〈L(1)om0(k1l),L(1)om0(k2l)〉 〈L(1)om0(k1l),N(1)l,om0(k2s)〉 . . . 〈L(1)om0(k1l),M(3)l,emN (k1s)〉
〈N(1)l,om0(k1s),L(1)om0(k2l)〉 〈N(1)l,om0(k1s),N(1)l,om0(k2s)〉 . . . 〈N(1)l,om0(k1s),M(3)l,emN (k1s)〉
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈M(1)l,emN (k1s),L(1)omN (k2l)〉 〈M(1)l,emN (k1s),N(1)l,omN (k2s)〉 . . . 〈M(1)l,emN (k1s),M(3)l,emN (k1s)〉

12(N+1) columns︷ ︸︸ ︷
Cmun
=

〈L(1)om0(k1l),L(1)om0(k1l)〉 〈L(1)om0(k1l),N(1)l,om0(k1s)〉 . . . 〈L(1)om0(k1l),M(1)l,emN (k1s)〉
〈N(1)l,om0(k1s),L(1)om0(k1l)〉 〈N(1)l,om0(k1s),N(1)l,om0(k1s)〉 . . . 〈N(1)l,om0(k1s),M(1)l,emN (k1s)〉
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈M(1)l,emN (k1s),L(1)omN (k1l)〉 〈M(1)l,emN (k1s),N(1)l,omN (k1s)〉 . . . 〈M(1)l,emN (k1s),M(1)l,emN (k1s)〉

6(N+1) columns︷ ︸︸ ︷
Cmi (B18)
This equation gives us 6(N + 1) equations for the elements of Cmun (which has 12(N + 1) elements).
b. Representing the second BCs for the fields decomposed into VSHs
To get the remaining 6(N + 1) equations, we turn to the 2nd boundary condition. For each of the vector spherical
harmonics for the set of VSHs, we can calculate the associated radial component of the stress, using operator S defined
through
Sr[u] = (Trr, Trθ, Trφ), (B19)
with the stress tensor elements given in Eqs. (2) and (3). The material properties (ρ1, vs,1, σ1, µ1 or ρ2, vs,2, σ2, µ2)
have to be chosen appropriately.
The algebraic expression of the 2nd boundary condition is constructed in a similar manner as the 1st BC (Eq. (B18)),
but with the radial stress operator applied to all the right terms in the expressions for the scalar product:
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
〈L(1)om0(k1l),Sr[L(1)om0(k2l)]〉 〈L(1)om0(k1l),Sr[N(1)l,om0(k2s)]〉 . . . 〈L(1)om0(k1l),Sr[M(3)l,emN (k1s)]〉
〈N(1)l,om0(k1s),Sr[L(1)om0(k2l)]〉 〈N(1)l,om0(k1s),Sr[N(1)l,om0(k2s)]〉 . . . 〈N(1)l,om0(k1s),M(3)l,emN (k1s)〉
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈M(1)l,emN (k1s),Sr[L(1)omN (k2l)]〉 〈M(1)l,emN (k1s),Sr[N(1)l,omN (k2s)]〉 . . . 〈M(1)l,emN (k1s),Sr[M(3)l,emN (k1s)]〉
Cmun
=

〈L(1)om0(k1l),Sr[L(1)om0(k1l)]〉 〈L(1)om0(k1l),Sr[N(1)l,om0(k1s)]〉 . . . 〈L(1)om0(k1l),Sr[M(1)l,emN (k1s)]〉
〈N(1)l,om0(k1s),Sr[L(1)om0(k1l)]〉 〈N(1)l,om0(k1s),Sr[N(1)l,om0(k1s)]〉 . . . 〈N(1)l,om0(k1s),Sr[M(1)l,emN (k1s)]〉
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈M(1)l,emN (k1s),Sr[L(1)omN (k1l)]〉 〈M(1)l,emN (k1s),Sr[N(1)l,omN (k1s)]〉 . . . 〈M(1)l,emN (k1s),Sr[M(1)l,emN (k1s)]〉
Cmi .
(B20)
c. Quasinormal modes
Collecting the matrices from the LHSs of Eqs. (B18) and (B20), we can write down explicitly the entire 12(N +
1)× 12(N + 1) matrix describing the two boundary conditions:
Bmun =

〈L(1)om0(k1l),L(1)om0(k2l)〉 〈L(1)om0(k1l),N(1)l,om0(k2s)〉 . . . 〈L(1)om0(k1l),M(3)l,emN (k1s)〉
〈N(1)l,om0(k1s),L(1)om0(k2l)〉 〈N(1)l,om0(k1s),N(1)l,om0(k2s)〉 . . . 〈N(1)l,om0(k1s),M(3)l,emN (k1s)〉
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈M(1)l,emN (k1s),L(1)omN (k2l)〉 〈M(1)l,emN (k1s),N(1)l,omN (k2s)〉 . . . 〈M(1)l,emN (k1s),M(3)l,emN (k1s)〉
〈L(1)om0(k1l),Sr[L(1)om0(k2l)]〉 〈L(1)om0(k1l),Sr[N(1)l,om0(k2s)]〉 . . . 〈L(1)om0(k1l),Sr[M(3)l,emN (k1s)]〉
〈N(1)l,om0(k1s),Sr[L(1)om0(k2l)]〉 〈N(1)l,om0(k1s),Sr[N(1)l,om0(k2s)]〉 . . . 〈N(1)l,om0(k1s),M(3)l,emN (k1s)〉
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈M(1)l,emN (k1s),Sr[L(1)omN (k2l)]〉 〈M(1)l,emN (k1s),Sr[N(1)l,omN (k2s)]〉 . . . 〈M(1)l,emN (k1s),Sr[M(3)l,emN (k1s)]〉

.
(B21)
The quasinormal modes (QNMs) of the system are thus identified as vectors of expansion coefficients Nm describing
the field inside and outside the sphere, such that
BmunNm = 0, (B22)
i.e. solving the boundary conditions in the absence of external excitation. Since the BCs do not mix different azimuthal
orders m, normal modes can be found separately for each m.
We have implemented a numerical solver of Eq. (B22) in which the complex frequency space Ω˜ is explored to find
the zeros of the determinant of Bmun(Ω˜). This step becomes significantly more robust when the values in the part of
Bmun corresponding to the second BS are rescaled to the same order of magnitude as the values in the first 6(N + 1)
rows of Bmun, and when empty rows and columns are removed, e.g. elements corresponding to the products of n = 0
VSHs for Bm=1un . As we approach such complex frequencies yielding detBmun = 0 with arbitrary precision, the QNMs
are then found as the eigenvectors of Bmun corresponding to the smallest absolute eigenvalue.
3. Scattering efficiency
In Fig. 2 we present the scattering efficiency spectra of two chosen elastic spheres. The scattering efficiency Csca
is, as in electromagnetic scattering theory,24 defined as the ratio between scattering cross section σsca (measured in
[m2]), and the geometric cross section pia2.
The cross-section σsca,α for scattering of a longitudinal (α = l) or transverse (α = s) wave is calculated by integrating
the time-averaged flux of the Poynting vector of the scattered wave, defined in Eq. (C1), through a large sphere C(0, R):
σsca,α =
∫
C(0,R)P · n dσ
Pinc,α
=
∫
C(0,R) Pr dσ
Pinc,α
, (B23)
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where Pinc,α is the only non-vanishing component of the Poynting vector of the incident longitudinal or transverse
plane wave with amplitude u0 and frequency Ω, propagating in a homogeneous isotropic medium with longitudinal
or transverse velocities v1l and v1s, respectively:
Pinc,l =
Ω2
2
ρ1v1l|u0|2, Pinc,s = Ω
2
2
ρ1v1s|u0|2. (B24)
To calculate the radial component of the Poynting vector Pr, we make use of the expansion of the matrix introduced
earlier, containing the scalar products of the VSHs with radial components of the stress tensor associated with each
of the VSHs (see the LHS of Eq. (B20)). It should be noted that this matrix has to be modified to use the spherical
Hankel functions h
(1)
n rather than spherical Bessel functions jn, and that the scalar products are calculated for the
radial coordinate r = R instead of r = a. By multiplying this matrix on the right by a vector of expansion coefficients
describing the scattered field, and on left by the hermitian conjugate of this vector, we obtain the integrated radial
component of the vector ∫
C(0,R)
(
u∗rTrr + u
∗
θTθr + u
∗
φTφr
)
dσ. (B25)
This magnitude is related to Pr via Eq. (C2), and so the scattering cross section is given by
σsca,α =
Ω
2 Im
[∫
C(0,R)
(
u∗rTrr + u
∗
θTθr + u
∗
φTφr
)
dσ
]
Ω2
2 ρ1v1α|u0|2
=
Im
[∫
C(0,R)
(
u∗rTrr + u
∗
θTθr + u
∗
φTφr
)
dσ
]
Ωρ1v1α|u0|2 . (B26)
It should be noted that since the Poynting vector decays with the square of the radial coordinate, the above results
should be independent of the radius of integration sphere.
Appendix C: Oscillating linear force in a homogeneous, isotropic medium
1. Elastic radiation
Radiation pattern from an oscillating linear force can be calculated from the elastic analogue of the time-averaged
Poynting vector
P(r) = −1
2
Re [v∗(r) ·T(r)] , (C1)
where v = ∂tu = −iΩu is the local velocity of displacement field and T is the stress tensor. Without losing generality,
we can position the oscillating force at the center of the coordinate system, and limit our attention to the radial
component of the Poynting vector, arriving at:
Pr = −1
2
Re(v∗rTrr + v
∗
θTθr + v
∗
φTφr) =
Ω
2
Im(u∗rTrr + u
∗
θTθr + u
∗
φTφr). (C2)
In spherical coordinates, and isotropic homogeneous medium, the stress components are given by Eqs. (2) and (3)
in the main text. For the force oriented along the zˆ axis, the displacement has no φ component (uφ = 0), and is
φ-independent (∂φu = 0). Consequently, the expressions for the elements of the stress tensor simplify to
Trr = 2ρv
2
s
(
σ
1− 2σ
{
1
r2
∂
∂r
(r2ur) +
1
r sin θ
∂
∂θ
[uθ sin θ]
}
+
∂ur
∂r
)
, (C3)
Trθ = Tθr = µ
[
∂uθ
∂r
− uθ
r
+
1
r
∂ur
∂θ
]
, Trφ = Tφr = 0, (C4)
where σ is the Poisson ratio, and vs is the velocity of a shear wave. The radial component of the Poynting vector in
the far-field (FF) Pr,FF is determined from the corresponding (FF) part of the displacement field generated by the
emitter. For the emitter f positioned at the center of the coordinate system r0 = (0, 0, 0), and aligned with axis zˆ, the
displacement field can be found from u(r) = G(r, r0)f(r0) and the definition of the Green function given in Eq. (5)
uFF(r) =
[
eiklr
4rpi(λ+ 2µ)
rˆrˆT +
eiksr
4rpiµ
(
1− rˆrˆT )] f = eiklr
4rpi(λ+ 2µ)
rˆ cos θf − e
iksr
4rpiµ
θˆ sin θf, (C5)
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where we used zˆ = rˆ cos θ− θˆ sin θ, and introduced the longitudinal (kl = Ω/vl) and shear (ks = Ω/vs) wavenumbers.
The expressions for the spherical Hankel functions of the first kind h
(1)
0 and h
(1)
2 are
h
(1)
0 (x) = −i
eix
x
, h
(1)
2 (x) = e
ix
(
i
x
− 3
x2
− 3i
x3
)
. (C6)
Using Eqs. (C3-C5), we can write the radial component of the Poynting vector in the far field as
Pr,FF(r)
2
Ω|f |2 =Im
(
cos2 θρv2s
8r3pi2(λ+ 2µ)
{
1
(λ+ 2µ)
[
σ
1− 2σ (1 + iklr) + (iklr − 1)
]}
+
sin2 θ
16r3pi2µ
(iksr − 2) (C7)
+
cos2 θρv2s
8r3pi2(λ+ 2µ)
[
− σ
1− 2σ
2ei(ks−kl)r
µ
]
+
sin2 θ
16r3pi2
ei(kl−ks)r
(λ+ 2µ)
)
.
The first two contributions describe the far-field Poynting vector in the far field associated with transverse and
longitudinal waves, respectively, decaying as r−2. The last two terms describe interference between the two waves,
and decay as r−3. Thus, we can eliminate them, finding the radiation pattern
Pr,FF(r)
2
Ω|f |2 →
1
16r2pi2
(
kl
λ+ 2µ
cos2 θ +
ks
µ
sin2 θ
)
, (C8)
where we used the property of Poisson ratio σ = λ/(2(λ + µ)),14 and the definition of the shear velocity vs =√
E/(2ρ(1 + σ)).
Therefore, in the far-field regime, the interference between the longitudinal and transverse waves vanishes. The
radiation pattern of the transverse waves is given by the sin2 θ function, recognized as that of an electromagnetic
dipolar source. For the longitudinal waves, the radiation pattern follows the cos2 θ distribution. These features are
shown schematically in Fig. 1(b).
Furthermore, we note that by integrating this energy flux over the surface of a large sphere, we can find the radiation
emission power of the localized elastic emitter. In the absence of losses, this magnitude is
P0 =
∫ pi
0
dθ
∫ 2pi
0
dφ r2 sin θ
Ω|f |2
32r2pi2
(
kl
λ+ 2µ
cos2 θ +
ks
µ
sin2 θ
)
=
Ω|f |2
12pi
[
kl
2(λ+ 2µ)
+
ks
µ
]
. (C9)
2. Local partial density of elastic states in a homogeneous medium
Power radiated by an elastic emitter in an isotropic, homogeneous environment, can be alternatively obtained by
considering the uniform medium Green function G(r, r0) in the limit of r→ r0, as described by Eq. (4) of the main
text. We can consider approaching the r0 along the axis of f . The power radiated through the shear components is:
P0,s =
Ω
2
Im
{
− iks
12piµ
|f |2
[
−2h(1)0 (d)− 2h(1)2 (d)
]}
=
Ω
2
Im
{
iks
2piµ
|f |2eiksd 1
(ksd)2
[
−1− i
ksd
]}
, (C10)
where d = |r− r0|. Following the case for EM, we expand the exponents as
exp(ikd) ≈ 1 + ikd− 1
2
(kd)2 − i
6
(kd)3. (C11)
The product of the exponent and the expression in the square brackets is then[
1 + iksd− 1
2
(ksd)
2 − i
6
(ksd)
3
] [
−1− i
ksd
]
=
[
− i
ksd
− i
2
ksd+
1
3
(ksd)
2 +
i
6
(ksd)
3
]
, (C12)
and thus we get
P0,s =
Ω|f |2
12piµ
ks. (C13)
We can conduct a similar analysis for the longitudinal waves component of the Green function:
P0,l =
Ω
2
Im
{
ikl
12pi(λ+ 2µ)
|f |2
[
h
(1)
0 (kld)− 2h(1)2 (kld)
]}
=
Ω
2
Im
{
ikl
2pi(λ+ 2µ)
|f |2
(kld)2
eikld
[
− i
2
kld+ 1 +
i
kld
]}
.
(C14)
14
Applying the same expansion of the exponent as before, we find two imaginary terms, rather than one as in Eq.
(C10), proportional to (kld)
2 and (kld)
4. Since the second quartic term gives rise to a contribution vanishing with
d→ 0, we can find the power radiated through the longitudinal waves is given by
P0,l =
Ω|f |2
24pi(λ+ 2µ)
kl. (C15)
The sum of the powers P0,l and P0,s gives us thus identical expression to that derived by integrating the flow of the
Poynting vector (Eq. (C9)).
Appendix D: Derivation of elastic Purcell factor
In this Appendix we derive the definitions of the elastic Purcell factor and the elastic effective mode volume given in
the main text. The analogous derivations conducted for the optical case in Ref.22,36,37 often deal with the much more
difficult case of Purcell factor in dispersive, absorbing media. While we chose an elastic setup which does not suffer
from these problems, we still need to carefully consider the radiative losses related to the elastic radiation emitted
from the QNMs of the cavity.
The formal quantization of the modes of an elastic cavity was presented in Ref. 4. The displacement operator
associated with the α mode is in this picture given by:
uˆα(r) =
√
~
2Ωα
[
bˆα
Uα(r)√
ρ(r)
+ bˆ†α
U∗α(r)√
ρ(r)
]
. (D1)
Here bˆα and bˆ
†
α are the annihilation and creation operators for a cavity mode α with frequency Ωα and radiative decay
rate γα. Uα(r) is the normalized mode profile which satisfies the orthonormality property∫
dr U∗α(r) ·Uα′(r) = δαα′ . (D2)
It should thus be noted that since the orthogonality definition does not include the density field, displacement fields
uα associated with cavity modes do not, in general, form an orthonormal set. Nevertheless, this normalisation will
give us later a direct path to formulating the effective volume of an elastic mode.
The elastic emitter will be modeled as a two-level system with transition operators fˆ = f˜(|g〉 〈e|+ |e〉 〈g|), with the
ground and excited state denoted as |g〉 and |e〉, respectively, separated in energy by ~Ωm. We should note that the
transition moment f˜ is related to the classical force f via f = 2f˜ . Building on this quantum-classical analogy, we can
derive the rate of the spontaneous transitions from the excited to the ground state for the emitter positioned in a
homogeneous medium γ0~Ωm = P0.
To calculate the rate of the spontaneous emission from an emitter positioned at rm into a cavity mode α, we
consider the interaction Hamiltonian
HˆI = fˆ · uˆα(rm) =
√
~
2Ωαρ(rm)
(|g〉 〈e|+ |e〉 〈g|)f˜ ·
[
bˆαUα(rm) + bˆ
†
αU
∗
α(rm)
]
. (D3)
In the rotating wave approximation, this simplifies to
HˆI,rwa =
√
~
2Ωαρ(rm)
f˜ ·Uα(rm)bˆα |e〉 〈g|+ h.c. = ~gαbˆα |e〉 〈g|+ h.c., (D4)
where we introduced the coupling constant gα. The rate of spontaneous emission γα into the α cavity mode is thus
given as37,40
γα =
4g2α
κα
=
2
~καΩαρ(rm)
|f˜ ·Uα(rm)|2, (D5)
where κα is the decay rate of the α mode. If the emitter has the same polarization as the displacement field (so that
f˜ ·Uα(rm) = f˜Uα(rm)), we get
γα =
2
~καΩαρ(rm)
|f˜ |2|Uα(rm)|2. (D6)
Before we continue, let us consider two aspects of the Purcell factor:
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• the Purcell factor is defined as the enhancement of the spontaneous decay rate, and so it is given by the ratio
of γα and the rate of spontaneous emission for the emitter decoupled from the cavity modes γ0; as we have
discussed earlier, this rate depends on the material properties of the homogeneous, infinite medium in which
the emitter is positioned,
• simultaneously, the Purcell factor was originally defined solely in terms of the properties of a single cavity mode,
and did not include any details quantifying the positioning or the orientation of the emitter in the cavity;1 rather,
it was implicitly assumed that the emitter would be positioned and oriented optimally, so that the coupling would
be maximized, and the Purcell factor would serve as an upper limit for the decay rate enhancement in this case.
These two conditions are straightforward and consistent in typical microcavity electromagnetic or plasmonic setups.
However, they become problematic if we consider the elastic resonators discussed in this Letter, where the maximum
coupling is found for the emitter positioned inside the antenna. Therefore, the normalizing spontaneous emission rate
γ0 should be calculated assuming that the emitter is immersed in the material making up the antenna, rather than
the surrounding medium. This picture presents a number of problems, e.g.: (i) it does not correspond to any useful
physical picture of the antenna as a device that can be used to modify the radiation from nearby emitters, (ii) one
could conceive an setup where the maximized γα obtained for the emitter positioned inside the antenna does not yield
the maximum Purcell factor due to the large contrast of γ0’s in the medium and the antenna.
An alternative definition of the Purcell factor, which we use here, relies on normalizing γα by the spontaneous
emission rate γ0 calculated in the medium:
Fα =
γα
γ0
= γα
~Ωm
P0
(D7)
=
2
~καΩαρ(RM )
|f˜ |2|Uα(RM )|2 12pi~|f |2
[
ks,1
µ1
+
kl,1
2(λ1 + 2µ1)
]−1
=
6piQα
Ω2αΩmρ(RM )ρ
1/2
1 φ1
|Uα(RM )|2,
where we used the definition of P0 introduced in Eq. (C9) and the definitions of the shear and longitudinal velocities
in the environment. We also introduced the quality factor of the resonator Qα = Ωα/κα and the coordinate RM
denoting the position of the emitter providing the largest coupling to the cavity mode, i.e.
max
r
[|Uα(r)|2] = |Uα(RM )|2 = V −1α,eff. (D8)
The last identity should be treated as a definition of the effective volume of the elastic mode α. While this formulation
is very simple, estimation of Vα,eff requires the knowledge of the mode profiles Uα. To this end, we recall the definition
of displacement operator uˆα(r), and consider its positive-frequency, classical version:
uα(r) =
√
~
2Ωαρ(r)
Uα(r). (D9)
We describe briefly the protocol for finding the displacement fields uα related to the QNMs in Appendix B 2 c.
Consequently, to ensure the proper normalization (Eq. (D2)) of the mode profiles Uα, we define them as:
Uα(r) =
√
ρ(r)uα(r)√∫
dr′ρ(r′)|uα(r′)|2
. (D10)
The effective mode volume can thus be expressed as
Vα,eff =
∫
dr′ρ(r′)|uα(r′)|2
[ρ(RM )|uα(RM )|2] . (D11)
Finally, assuming that RM is found inside the antenna (ρ(RM ) = ρ2), for the emitter tuned to the resonant frequency
of the cavity mode (Ωm = Ωα), we use the identity in Eq. (D8) and get
Fα =
6piQα
Ω3αρ2ρ
1/2
1 φ1Vα,eff
. (D12)
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1. Modified Purcell factor
The definition of the Purcell factor can be extended, as discussed in the letter, to account for the dependence on
the orientation, position and detuning of the emitter with respect to the cavity resonance Ωα. To this end, we recall
Eqs. (D7) without assuming optimal orientation of the emitter, and additionally, replace the optimal position of the
emitter RM with its actual position rm. The modified Purcell factor is then
F˜α(rm) =
6piQα
Ω2αΩmρ(rm)ρ
1/2
1 φ1
|f˜ ·Uα(rm)|2
|f˜ |2 . (D13)
The last fraction can be expressed using Eq. (D10):
|f˜ ·Uα(rm)|2 = ρ(rm)|f˜ · uα(rm)|
2∫
dr′ρ(r′)|uα(r′)|2 =
1
Vα,eff
ρ(rm)|f˜ · uα(rm)|2
ρ(RM )|uα(RM )|2 . (D14)
The detuning dependence is introduced through lorentzian profile of the cavity mode of with κα. The modified Purcell
factor can be finally related to the definition of the Purcell factor given in Eq. (D12)
F˜α(rm) = Fα
Ωα
Ωm
|f˜ · uα(rm)|2
|f˜ |2|uα(RM )|2
(κα/2)
2
(Ωα − Ωm)2 + (κα/2)2 . (D15)
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