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Data tentang mahasiswa yang lulus merupakan sebuah data yang penting baik bagi 
departemen, fakultas maupun universitas karena data tersebut digunakan dalam proses 
akreditasi. Data tentang mahasiswa yang lulus terus bertambah ditiap tahunnya dan 
menumpuk seperti data yang terabaikan karena jarang digunakan. Data tentang mahasiswa 
yang lulus dapat memberikan informasi yang berguna jika dimanfaatkan dengan maksimal. 
Maka dari itu penelitian ini akan memanfaatkan data tentang mahasiswa yang lulus dengan 
mengolahnya menggunakan data mining untuk mendapatkan informasi berupa prediksi 
kelulusan mahasiswa. Metode yang akan digunakan adalah metode pohon keputusan yang 
dibangun dengan algoritma C4.5 disertai dengan algoritma error-based pruning untuk 
proses pemotongan pohon keputusan. Kriteria yang akan digunakan adalah jenis kelamin, 
asal daerah, IPK, dan TOEFL. Dalam penerapannya, algoritma C4.5 dapat digunakan untuk 
menghasilkan prediksi kelulusan dengan nilai rata-rata precision 63.93%, recall 60.73%, 
dan akurasi 60.52%. Setelah pohon keputusan dipotong dengan menggunakan metode error-
based pruning, didapatkan hasil yang lebih baik. Pohon yang dipotong dengan menggunakan 
nilai confidence 0,4 menghasilkan precision 70.70%, recall 50.65%, dan akurasi 61.57%. 
Sedangkan pohon yang dipotong dengan menggunakan nilai confidence 0,25 menghasilkan 
precision 73.77%, recall 48.84%, dan akurasi 62.44%. 







Data of student who have graduated is essential data for departement, faculty and university 
because it used in the process of validating the existence of a university. Data of student who 
have graduated continues to grow each year and accumulate as neglected data because it is 
rarely used. Data of student who have graduated can provide useful information if it is 
utilized to the fullest. Therefore, this research used data of student who have graduated by 
processing them using data mining and getting information in the form of students' 
graduation prediction. The method used in this research is decision tree method built with 
C4.5 algorithm with error-based pruning algorithm for decision tree pruning. The criteria 
that will be used are gender; regional origin; GPA; and TOEFL. In its implementation, the 
C4.5 algorithm can be used to predict students' graduation with an average 63.93% of 
precision, an average 60.73% of recall, and an average 60.52% of accuracy. After the 
decision tree pruned using the error-based pruning method, better results are obtained. 
Pruned tree with 0.4 confidence value gives result an average 70.70% of precision, an 
average 50.65% of recall, and an average 61.57% of accuracy. While the pruned tree with 
0.25 confidence value gives result an average 73.77% of precision, an average 48.84% of 
recall, and an average 62.44% of accuracy. 
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Bab ini memaparkan latar belakang, rumusan masalah, tujuan dan manfaat, serta ruang 
lingkup tugas akhir mengenai aplikasi prediksi kelulusan mahasiswa Prodi Teknik 
Informatika. 
1.1. Latar Belakang Masalah 
Di era digital ini banyak instansi dan perusahaan yang telah menyimpan data 
mereka di dalam sebuah database yang terkomputerisasi. Dunia pendidikan pun tidak 
terlepas dari perkembangan teknologi ini. Universitas Diponegoro termasuk salah satu 
perguruan tinggi yang telah menyimpan datanya dalam database yang 
terkomputerisasi. Data tersebut merupakan data mahasiswa, data dosen, serta berbagai 
data lain yang berhubungan dengan Universitas Diponegoro. 
Data tersebut tidak banyak memiliki kegunaan dan seolah-olah menjadi 
sekumpulan data terabaikan yang bertambah besar tiap tahunnya. Data tersebut hanya 
digunakan saat universitas membutuhkan suatu informasi tertentu atau saat proses 
akreditasi. Saat mahasiswa telah lulus maka data mereka akan semakin jarang 
digunakan. Padahal data tentang mahasiswa yang lulus merupakan data yang penting 
dan digunakan dalam proses akreditasi. 
Data tentang mahasiswa yang lulus dapat memberikan informasi yang berguna 
bagi universitas jika dimanfaatkan dengan maksimal. Salah satu cara untuk 
memanfaatkan data tentang mahasiswa yang lulus ini adalah dengan mengolahnya 
menggunakan data mining. Dengan proses data mining ini dapat ditemukan pola atau 
aturan yang dapat digunakan untuk menghasilkan suatu informasi seperti prediksi 
kelulusan mahasiswa. 
Prediksi kelulusan mahasiswa dapat digunakan lebih lanjut untuk membantu 
universitas dalam mengevaluasi dan memperbaiki sistem pembelajaran sehingga  
universitas dapat menghasilkan lulusan yang berkualitas. 
Penelitian ini akan dilaksanakan pada Prodi Teknik Informatika. Prodi Teknik 
Informatika telah berdiri dari tahun 2004 dan memiliki sasaran untuk menjadi program 
studi unggulan. Oleh karena itu hasil prediksi kelulusan mahasiswa dapat membantu 
Prodi Teknik Informatika dalam mengambil langkah strategis.  
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Dalam penelitian yang berjudul Comparative Study of K-NN, Naive Bayes and 
Decision Tree Classification Techniques, Jadhav dan Channe membandingkan 
performa metode K-NN, Naïve Bayes, dan pohon keputusan dalam berbagai aspek 
dengan menggunakan berbagai dataset. Dari hasil penelitian tersebut dapat diketahui 
bahwa pohon keputusan merupakan metode yang paling cepat performanya 
dibandingkan dengan metode yang lain. Selain itu pohon keputusan lebih akurat dan 
memiliki error rate yang rendah (Jadhav & Channe, 2016). 
Dalam penelitian lain yang berjudul Comparative Analysis of Decision Tree 
Algorithms for The Prediction of Eligibility of A Man for Availing Bank Loan, 
Mohankumar dkk membandingkan berbagai algoritma untuk membangun pohon 
keputusan dan algoritma C4.5 merupakan algoritma dengan performa tercepat dan 
memiliki akurasi yang paling tinggi (Mohankumar, et al., 2016). 
David Kamagi mengimplementasikan algoritma C4.5 dalam penelitian berjudul 
“Implementasi Data Mining dengan Algoritma C4.5 untuk Memprediksi Tingkat 
Kelulusan Mahasiswa” dan menghasilkan prediksi dengan tingkat keakuratan yang 
tinggi, yaitu 87,5% (Kamagi, 2014). Kamagi menggunakan empat kelas target, yaitu 
lulus cepat, lulus tepat, lulus terlambat, dan drop out. Atribut yang digunakan adalah 
IPS, jenis kelamin, asal sekolah, tipe kelulusan, dan jumlah SKS. Dalam penelitian ini 
akan digunakan kelas target < 5 tahun dan ≥ 5 tahun. Sedangkan atribut yang 
digunakan adalah IPK, TOEFL, asal daerah, dan jenis kelamin. 
Berdasarkan latar belakang di atas akan dibangun sebuah aplikasi prediksi 
kelulusan mahasiswa Prodi Teknik Informatika dengan menggunakan metode pohon 
keputusan yang dibangun menggunakan algoritma C4.5. 
1.2. Rumusan Masalah 
Berdasarkan latar belakang yang telah dijabarkan dapat dirumuskan suatu 
permasalahan, yaitu: 
1. Bagaimana membangun sebuah aplikasi prediksi kelulusan mahasiswa Prodi 
Teknik Informatika menggunakan algoritma C4.5? 
2. Bagaimana pengaruh pemotongan pohon pada algoritma C4.5 terhadap akurasi 
pohon keputusan yang dihasilkan? 
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1.3. Tujuan dan Manfaat 
Tujuan yang ingin dicapai dalam penelitian ini adalah membangun sebuah 
aplikasi yang dapat memprediksi kelulusan mahasiswa Prodi Teknik Informatika 
menggunakan algoritma C4.5 serta mengetahui pengaruh pemotongan pohon pada 
algoritma C4.5 terhadap akurasi pohon keputusan yang dihasilkan. 
Adapun manfaat yang diharapkan dari penelitian tugas akhir ini adalah 
membantu Prodi Teknik Informatika untuk mengambil langkah strategis dalam 
mengevaluasi dan memperbaiki sistem pembelajaran sehingga dapat menghasilkan 
lulusan yang lebih berkualitas. 
1.4. Ruang Lingkup 
Berikut ruang lingkup pengembangan aplikasi prediksi ketepatan kelulusan 
mahasiswa Prodi Teknik Informatika: 
1. Aplikasi yang dibangun merupakan aplikasi berbasis web. 
2. Aplikasi dibangun menggunakan bahasa pemrograman PHP dan HTML dengan 
sistem manajemen basis data MySQL. 
3. Metode yang digunakan dalam pengembangan aplikasi adalah metode waterfall. 
Metode waterfall akan dilakukan sampai tahap pengujian. 
4. Model yang digunakan untuk data mining adalah model knowledge discovery in 
Databases (KDD). 
5. Metode yang digunakan adalah metode pohon keputusan yang dibangun dengan 
algoritma C4.5. 
6. Metode yang digunakan untuk melakukan pemotongan pohon keputusan adalah 
metode error-based pruning. 
7. Data yang digunakan adalah data tentang mahasiswa yang lulus pada Prodi Teknik 
Informatika tahun 2013-2017. 
1.5. Sistematika Penulisan 
Sistematika penulisan yang digunakan dalam pembuatan tugas akhir ini terbagi 
dalam beberapa pokok bahasan yaitu:  
BAB I PENDAHULUAN  
Berisi  pendahuluan  yang  terdiri  atas  latar  belakang,  rumusan  masalah, tujuan 
dan manfaat, ruang lingkup, serta sistematika penulisan.  
4 
 
BAB II LANDASAN TEORI 
Berisi dasar teori yang berhubungan dengan topik tugas akhir. Dasar teori yang  
digunakan dalam penyusunan tugas akhir ini meliputi tinjauan pustaka, ketepatan 
kelulusan mahasiswa, data mining, imbalance data, pohon keputusan, algoritma C4.5, 
pruning, error-based pruning, metode waterfall, pemodelan analisis, pengujian 
perangkat lunak, dan pengukuran kinerja. 
BAB III METODOLOGI PENELITIAN 
Berisi tentang tahapan-tahapan dalam penyusunan tugas akhir serta perancangan 
aplikasi, yaitu tahapan KDD untuk pembentukan pohon keputusan, analisis kebutuhan, 
pemodelan analisis, dan desain aplikasi. 
BAB IV HASIL DAN PEMBAHASAN 
Berisi hasil dan pembahasan dari penelitian yang telah dilakukan.  
BAB V PENUTUP 
Berisi kesimpulan yang diambil berkaitan dengan aplikasi yang dibangun dan 
saran untuk pengembangan lebih lanjut. 
  
