Solutions périodiques des systèmes linéaires à argument retardé  by Wexler, D
JOURNAL OF DIFFEXW.NTIAL EQUATIONS 3, 236-247 (1967) 
Solutions P&riodiques des Syst&mes Linkaires 
5 Argument Retard6 
D. WEXLER 
Institut de Matht+natiques, Bucarest, Roumanie 
Received April 28, 1966 
1. INTRODUCTION 
Dans cet article on donne quelques rCsultats concernant l’existence des 
solutions pbriodiques des systkmes d’kquations diffhrentielles lixkires B 
argument retard& dont les perturbations sont des distributions. Ces rksultats 
sont analogues B ceux Ctablis par A. Halanay pour les systkmes ?I perturbation- 
fonction [3]. L e cadre des distributions nous parait utile non seulement 
parce qu’on peut y  englober ainsi les perturbations-distributions, mais aussi 
parce qu’il permet de faire jouer des rksultats connus d’analyse fonctionnelle 
concernant la caractkrisation d’un opkrateur par l’opkrateur adjoint. C’est 
pourquoi il nous semble utile de passer dans le cadre des distributions aussi 
pour 1’Ctude d’autres systhmes d’kquations lirkaires, lorsqu’on veut carac- 
t&riser un sysdme d’bquations par le systkme adjoint. 
Nous allons utiliser la g6nCralisation suivante d’un thCor&me de Banach 
(voir [I]; pour les espaces de Banach voir aussi [2]): soient E et F dew espaces 
de Frtfchet et U un opkateur lint5aire E --t F. Alors les propriktt% suivantes sont 
Lquivalentes: 
(i) U est un homomurphismel de E sur U(E); 
(ii) U(E) est fermk duns F; 
(iii) tU(F’) est le complbment orthogonal du noyau de U. 
Nous employons ce thCor&me dans le s&me suivant: U sera l’opkrateur 
9r+’ --f B,m (Pzm est un espace de fonctions pbriodiques vectorielles, voir 
Section 2) dCfini par 
yu = -j(t) + y(t) A(t) + y(t + h) W + 4, y  = vecteur-ligne. 
1 Rappelons d’apr&s [I] qu’on dit que l’optrateur 1inCaire U de l’espace localement 
convexe E dans l’espace localement convexe F est un homomorphisme, si l’iso- 
morphisme associk de E/U-‘(O) sur U(E) est un isomorphisme pour les structures 
topologiques. Pour cela il faut et il suffit que U soit continu et que I’image par U 
d’un ouvert de E soit un ouvert de U(E). 
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L’operateur adjoint tU est defini sur un espace de distributions periodiques, 
tUx = Dx + A(t)x + B(t) QX, x = vecteur-colonne, 
oh D est l’operateur de derivation et rh celui de translation. Du theoreme 
mention& plus haut, on deduit que les assertions suivantes sont Cquivalentes: 
(a) 8r+ilJ est ferme dans Ptrn; 
(/3) le systeme d’equations differentielles a argument retard6 tUx = f 
admet des solutions, si et seulement si, f est orthogonale sur le noyau de U. 
Soit V l’operateur qui attache a la condition initiale q(t) la solutiony(t - w, r]), 
t E [w, w + h], du systeme yU = 0.2 La compacite de V, (A. Halanay [J]), 
nous servira pour prouver que U verifie la condition (a). 
Dans la theorie des equations differentielles ordinares le cadre des 
coefficients de classe %Pest trop restrictif. Afin de pouvoir considerer des 
systemes a coefficients de classe V”, nous introduisons dans la Section 2 les 
espaces gl’m des distributions periodiques d’ordre <m d’aprb le modele 
de l’espace 9’OD de toutes les distributions periodiques consider& dans [4] a 
propos du developpment de Fourier. Nous nous bornons ici a quelques 
propriMs immediates sans toucher le probleme du developpement de 
Fourier et sans faire intervenir le tore. Dans la Section 3 on trouve un 
resultat concernant la regularit des solutions des systemes a argument 
retard& Les resultats principaux de cet article se trouvent dans la Section 4. 
2. ESPACES DE DISTRIBUTIONS PJ?RIODIQUES 
DCsignons par R1 le carp de reels, par Cl celui des complexes, par D 
l’operateur de derivation. Soit 9”’ l’espace des fonctions R1 -+ Cl periodiques 
de periode W, ayant m derivees continues, norm6 par la norme 
II v  IL = max sup I Wt) I . 
o<j<m tsRl 
Soit @ l’espace des fonctions R1 + C1 indefiniment derivables periodiques 
de periode W. Dans P on introduit la topologie definie par les normes 
II . Ilm 3 m = 0, 1, 2 ,.... Bvidemment Pm, 0 < m < co, est un espace de Banach 
et P est un espace de Frtkhet. 
11 est facile a voir que @ est un espace de Mantel. En effet, soit {vn},, une 
suite bornee dans P. Les fonctions Dv, etant bornees, on deduit que les 
fonctions vn sont Cquicontinues et d’aprb le theorbme d’Arzela il y  a une 
a Ici w eat la p&ode des matrices A(t) et B(i). 
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suite partielle {T~~}~ de {v~}% convergente dans 8l. Puis, les fonctions D2vm,, 
&ant born&es, on deduit que les fonctions Dpm,, sont Cquicontinues, done il 
y a une suite partielle {~~r}~ de {T~}~ convergente dans .+. On obtient par 
ce pro&de les suites {P)~~}~ , i = 0, 1, 2,... . La suite diagonale {plnn}n sera 
convergente dans p. 
Pour v E gm, I/ E B” designons la convolution 
On voit immediatement que 
cp*#eP, tp**=**~ et Dj(p*#)=(Dhp)*#, i=O,l,..., m. 
Soit v E B”. On sait bien (voir par example [6]) que 
0, = P * K, , (K, = noyau de Fejer) 
est un polynome trigonometrique et cr, + v uniformement sur R1. Done 
u~-+F dans 90. Si v egrn, alors 
Db,, = (D$) + K, , Ob.i<m, 
done a, + v dans 9”. On deduit que l’espace II des polindmes trigonomktriques 
est dense dans 8”, 0 < m < 00. 
DCsignons par B’“, 0 < m < co, I’espace adjoint de B”, muni par la 
topologie forte. Alors pm, m < co, est un espace de Banach norme par la 
norme 
Evidemment la restriction a p+l d’une fonctionuelle f E 8’” se trouve dans 
Tm+l. Puisque 17 est dense dans pm+l, f est bien determinCe par cette 
restriction. Done l’operateur de restriction R : 8’” + 9’,+l Ctablit un 
isomorphisme algebrique de 9’” dans 9”,+l et, du point de vue des 
structures algebriques, on peut considerer 8’” C Tm+l. De 
II Rf II h+1 G llf IIL Y 
on dtduit la continuite de I’operateur R. 
&ant l’adjoint d’un espace de Montel, Yrn est, lui-meme, d’apres [I] un 
espace de Montel. On voit facilement qu’il est complet, que l’operateur de 
restriction R : Yrn + Pm est un isomorphisme algebrique de 8’” dans 8’” 
et que R est continu. On peut done considerer 8’” C Ym, m = 0, 1, 2,.... 
Mentionnons encore qu’on peut prouver que B’* est a base non denombrable 
de voisinages de 0. 
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Si f E Pm, alors f est borrke sur un voisinage de 0 de p. 11 existe done 
c > 0 et un entier p > 0 tel que 
kf )I G c II v II9 2 pour FE+ 
et on deduit ainsi f E 8”. On a done obtenu 
PROPOSITION 1. B’“D= u pm. 
o<m<m 
Soit f(t) une fonction localement sommable periodique de periode w, 
c’est-a-dire, f(t + w) = f(t), presque partout. On peut attacher a f la 
fonctionnelle pE 8’O definie par 
(d=) = s, &)f PI & pour qJ EPJ. 
Si y2 = w-l exp( -2nrrw+it), alors (y, f) sont les coefficients de Fourier de f. 
La fonction f (en rCalitC la classe de f ) est bien determinCe par ces coefficients 
de Fourier. Puisque I7 est dense dans 9’0, la correspondance f +f est un 
isomorphisme algebrique. On peut done identijer les fonctions localement 
sommables de pkiode w avec un sowespace de PO. 
La derivation, la translation et la multiplication par des fonctions se 
definissent par les pro&d& habituels de la theorie des distributions et ces 
operations possedent les propriMs usuelles. Ainsi l’operateur de derivation 
D:iVm+~m+l est l’adjoint de l’operateur -D : gm+l -+ Bm, c’est-a-dire, 
(9, Df > = -Vhf 1, pour f ePm, cp E Pfl. 
L’operateur de translation Q : 9’llrn -+ 9’” est I’adjoint de l’operateur 
T-~ : @ + p, c’est-a-dire, 
(w Qf ) = (~-*9),f ), pour f Gym, g,EP. 
Si 01 E B*, l’operateur de multiplication Ym -+Ym par 01 est l’adjoint de 
I’operateur de multiplication Bm --+ grn par 01, c’est-a-dire, 
b9 af 1 = (94f 1, pour f ePm, p,E@. 
Nous allons rappeler maintenant un resultat de [4]. Soit .Wm l’espace des 
distributions d’ordre <m, 0 < m < co. On dit qu’une distribution g E 9’” 
est periodique de periode u si rag = g. Alors il y  a un isomorphisme entre le 
sous-espace des distributions ptkiodiques de CP et l’espace Tm. Les opkrations 
de dhivation, translation et multiplication des distributions pkiodiques de 
9” correspondent ct celles de Trn. Nous appellerons les t%ments de PQ) 
distributions pt%iodiques et ceux de Ym, m < co distributions pkriodiques d’ordre 
<m. On deduit done que toute distribution periodique est d’ordre iki. 
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Distributions Pkriodiques Vectorielles 
Soit 1 un entier 31 et Pzm le produit topologique de 1 espaces Cgaux P 
Sm, 0 < m < co. Nous designons les elements de Ylrn par des vecteurs-lignes 
9J = h ****> ?a), vj E LF* 
Introduisons dans 9,;“, m < co, la norme 
Alors 9rm, m < 03, est un espace de Banach; Bm est un espace de FrCchet, 
dont la topologie est definie par les normes 11 * Ijm , m = 0, 1, 2,... . P est 
aussi un espace de Montel. 
Les elements de l’espace adjoint 8’” sont des vecteurs-colonnes 
f = (fl ,***,fZ)*, f j  E g’m9 (* = transposC), 
le produit scalaire &ant defini par 
(%f 1 = i (Fpi ,fjh 5=1 
Un operateur lirkaire A : Pz” --+ Pzn peut &tre represent6 par une matrice 
(A,) de type 1 x 1, oh Aij sont des operateur lineaires qm-+q et pour 
On va designer cette matrice par A et on Ccrira VA. l?videmment A est 
continu si et seulement si les A, sont continus. M&mes remarques pour 
les operateurs B : Sim -+ 9’y. Si B = (Bij) et 
on a 
f E em, f = (fi ,...,fd*, 
On voit facilement que si A = (Aij) est un operateur lineaire continu 
$” + q, alors tA = (tA,). 11 est aussi aisC h voir que toutes les propriCtCs 
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mentionnkes pour les fonctions et les distributions pkiodiques scalaires restent 
vraies aussi pour les fonctions et les distributions pkiodiques vectorielles. 
3. LA RBGULARITB DES SOLUTIONS 
DCsignons par 5Blm, 0 < m < 1, le produit topologique de 1 espaces Cgaux 
h .9m et par ~33;~ l’espace adjoint de ~3~ %. Soient A(t) = (c+(t)), B(t) = &(t)) 
des matrices 1 x 1 de classe V” sur RR1 et soit f E 9inz+‘. ConsidCrons le 
systkme d’kquations diffkrentielles B argument retard6 
Dx + A(t)x + R(t) Thx = f, x = vecteur colonne. (1) 
On sait bien que les solutions des systkmes usuels B argument retard6 sont 
dhfinies seulement sur une demi-droite et, gCnCralement, il n’est pas possible 
de les prolonger sur la droite entihe. Pourtant une solution pkriodique 
drifie le systkme sur toute la droite. Dans cette note nous entendons par 
solution du systkme (1) une distribution x de 9;” qui le vtrifie globalement, 
c’est-i-dire sur R1. 
Nous allons prouver un rksultat concernant la rCgularitC des solutions, 
sans examiner le problhme de l’existence des solutions. On dit qu’une 
distribution f est d’ordre 0 si elle est une mesure, c’est-h-dire, f e 9;“. 
On dit, que f est d’ordre Y, 1 < I < co, si f E Qi’, f $ B;r-l et qu’elle est 
d’ordre infini si f E 9;“, quel que soit p < CO. 
PROPOSITION 2. Soit f d’ordre I, r < m + 1. Si r = OC), les solutions de 
(1) (duns l’hypothtse qu’elles existent) sont d’ordre in&i. Si 1 < r < 00, 
alors toute solution d’ordre $ni est d’ordre r - 1. Si r = 0, toute solution 
d’ordre fini est une fonction h variation bornee SW tout intervalle fini. Si f est 
une fonction localement sommable, alors toute solution-distribution d’ordre fini 
est une solution usuelle (de’nie sur R’). 
Demonstration. Soit x une solution de (l), done 
Dx = -A(t)x - B(t) T,‘X + f. (2) 
Supposons r = 00. Alors de (1) il s’ensuit avec rkcessitk que x est d’ordre 
in&i. 
Soit maintenant 1 < r < co et x d’ordre fini n. Alors n < T - 1. En effet, 
d’aprks [q la dCrivCe d’une distribution d’ordre fini p > 1 est d’ordre p + 1, 
done si on suppose n > r, on dCduit que Dx est d’ordre n + 1, ce qui est 
en contradiction avec le fait que le deuxikme membre de (2) est d’ordre <n. 
Doncn<r-l.Sir=l,alorsr-l=O,doncn=O.Sir>l,eton 
suppose n < Y - 1, alors le premier membre de (1) est d’ordre <r - 1, 
ce qui est en contradiction avec le fait que f a l’ordre r. Done n = r - 1. 
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Supposons r = 0 et x d’ordre fini n. Alors n = 0. En effet, si n > 1, la 
deride Dx est d’ordre n + 1, ce qui est en contradiction avec le fait que le 
deuxieme membre de (2) a l’ordre <n. Done n = 0. Puisque le deuxieme 
membre de (2) est alors une mesure, on deduit de [4] que x est une fonction a 
variation bornee sur tout intervalle fini. 
Supposons enfin que f est une fonction localement sommable et x est 
d’ordre fini. II s’ensuit que x est une fonction a variation bornee sur tout 
intervalle fini. Alors, puisque le deuxieme membre de (2) est une fonction 
localement sommable, x est une fonction absolument continue, done une 
solution usuelle de (1) sur RI. 
Remarque 1. On sait [.Fj que pour les equations differentielles ordinaires 
on peut obtenir les conclusions de la proposition 2, saris imposer la condition 
concernant la finitude de l’ordre des solutions. Cependant, pour les systemes 
B argument retard6 il n’est pas possible de renoncer completement a cette 
condition; il y  a des distributions d’ordre infini m&me parmi les solutions 
des systemes homogenes. En effet, soit 8 la mesure de Dirac, 6, = ~~8, 
H,(t) = tn/n!, pour t > 0, H,(t) = 0, pour t < 0, n = 0, 1, 2 ,.... 11 est 
facile a voir que la distribution d’ordre infini 
x = f  D%,, + z H&t - nh) 
lk0 ?l=l 
verifie l’equation homogene (scalaire) B argument retard6 
Dx - rhx = 0. 
11 est pourtant possible de remplacer la condition que x soit d’ordre fini 
sur R1 par la condition que x soit d’ordre tini settlement sur une demi-droite, 
negative si h > 0 et positive si h < 0. Si on renonce completement a la 
condition de finitude de I’ordre de x, on peut obtenir les conclusions de la 
proposition 2 seulement sur une demi-droite, positive si h > 0 et negative 
si h > 0. 
4. SOLUTIONS P~RIODIQUES 
Soient A(t) = (aij(t)), B(t) = (/I&t)) deux matrices I x Z, CQ , pij E p. 
Considerons d’abord le systeme usuel 
j(t) = y(t) A(t) + y(t + h) B(t + 4 - v(t), (y, ‘p = fonctions). (3) 
Si h > 0 le systeme est causal, si h > 0 il est anticausal. Nous allons supposer 
h > 0; le cas h < 0 peut &tre examine d’une maniere analogue. Puisqu’on 
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cherche des solutions periodiques de periode w on peut toujours supposer 
h < W. On sait bien qu’a toute fonction v(t) continue sur [u, u + h] cor- 
respond une seule solution r(t, u, 7) de (3) definie sur (-co, u + h], avec 
y(t, u, 7) = 7(t), pour t E [u, u + hl, 
Y(4 us 7) = Yo(4 u, 7) + Jo ds) X(s, 4 6 pour t < u, 
t 
oh yo(t, U, 7) est la solution du systeme homogene associe au systeme (3), 
Yo(t, u, 7) = +) x(0, t) - s”‘” q(s) B(s) X(s - h> t) ds. 
II 
(4) 
Ici X(s, t) est une solution Ckmentaire du systeme adjoint au systeme (3), 
T + A(s) X(s, t) + B(s) X(s - h, t) = 0, pour s z 4 
X(s, t) = 0, pour s < t et X(t, t) = I, I &ant la matrice unite. Nous allons 
designer 
Y& up 7) = Y& 7) et Y(4 WY 7) = Y(4 7). 
Rappelons maintenant quelques considerations developpees par A. Halanay 
[3]. On peut supposer que les solutions periodiques de (3) sont definies sur 
R1 et done il est possible de prendre pour intervalle initial [w, w + h]. Alors 
y(t, 7) est periodique de periode W, si et seulement si, 
7(t) = YP - w9 71, pour t E [co, w + h]. (5) 
Designons par Vr[w, w + h] l’espace des fonctions vectorielles continues sur 
[w, w + h] et par V I’operateur 
v : Vl[W, OJ + g+ g&J, QJ + hl, 
De (4) on deduit 
7v = Y& - w> 7). 
done I’operateur V est lineaire et continu. De (3) il s’ensuit que l’image 
par V d’un ensemble borne est un ensemble de fonctions a dtrivee born&e, 
done, du theoreme d’ArzCla on deduit que l’opkrateur V est compact. La 
condition (5) necessaire et suffisante pour que y(t, 7) soit periodique, peut 
&tre &rite 
q(I - V) = j-‘l- v(s) X(s, t - w) ds. (6) w 
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Nous passons maintenant aux solutions periodiques en distributions. 
Soit U l’operateur ~Yy+l -j grrn de&i par 
Y u = -j(t) + r(t) 4) + r(t + 4 B(t + 4, y  E 9;““. 
l?videmment I’operateur adjoint tU : 9’;” ---f gLrn+r est defini par 
?Jx = Dx + A(t) x + B(t) T,,x, x E 5’;“. 
T&OR&ME 1. Soit f e 9’i*+l. Le systkme d’@ations dayftkntielles ci 
argument retard6 
tux =f (7) 
admet des solutions (dans 9$“), si et seulement si, f est orthogonale sur le noyau 
de l’opkateur U (dans Qy+‘). 
Dbmanstration. Ce theoreme resulte du theoreme mention& dans 
Section 1 si l’on prouve que q+‘U est ferme dans gr:“. 
Puisque V est compact, I’image ?J de %‘Jw, w + h] par l’opbrateur I - V 
est fermee dans Vr[w, w + h]. Soit W l’operateur $” + g4,[w, w + h] 
defini par 
VW = j-:, v(s) X(s, t - a) 4 ql E B,? 
De (6) on deduit que le systeme 
yu=pl 
admet des solutions periodiques si et seulement si 
TWEg. 
Alors 
BI”W = gw-l. 
En effet, si v  E ~?‘r+’ U alors (8) admet une solution periodique et de (9) on 
deduit v  E ?YW-l, done 8, m+lU C B’W-1. Reciproquement, si q~ E ?V W-l, 
alors p W E %‘, done (8) admet une solution periodique. l%idemment, cette 
solution se trouve dans Br+l, done v  E ~Yy+l et @YW-l C e+lU. Cela prouve 
bien (10). Alors ~Yr+l U est ferme dans ptrn, puisqu’il est l’image reciproque par 
l’operateur continue W de I’ensemble ?Y fermC dans V,[w, w + h]. 
Remarque 2. Si f est une distribution-fonction on retrouve le resultat 
Ctabli par A. Halanay [3]. En effet, dans ce cas on deduit de la proposition 2 
que le systeme (7) n’admet pas en distributions d’autres solutions periodiques 
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que les solutions usuelles. 11 suffit alors de remarquer que pour y  E 9r+l le 
produit scalaire peut &tre Ccrit 
Remarque 3. A. Halanay a Ctablit [3] que les sysdmes 
yu=o (11) 
et 
tux=o 02) 
admettent le m&me nombre (f;ni) de solutions (usuelles) phiodiques indkpendantes. 
Nous allons mettre en evidence une simplification de la demonstration 
initiale de A. Halanay, tout en y  conservant l’idee essentielle. 
En effet, le nombre des solutions periodiques independantes de (11) est 
Cgal au nombre des solutions independantes de l’equation 
7)(1- V) = 0. (13) 
Puisque l’operateur I’ est compact, ce nombre est fini, soit n, . Pour 
7 E U,[UJ, w + h] posons T-,-~TJ = 5. Si r] est une solution de (13), alors 5 
verifie 
5(1 - Vl) = 0, (14) 
oh V, est l’operateur V,[--h, 0] -+ ‘%‘,[-A, 0] defini par 
Wl = 5(- 4 -qJ, t + 4 - J”, I(S) B(s + 4 w + w, t + 4 4 
t E [- h, 01. 
Puisque T-,~ est un isomorphisme, V, est un operateur compact et le 
nombre des solutions independantes de (14) est encore n1 . 
Le nombre des solutions periodiques independantes de (12) est Cgal au 
nombre des solutions independantes de l’equation 
(1 - v&T = 0, (15) 
oh V, est l’operateur Vt[--h, 0] ---f V,[--h, 0] defini par 
vat = X(s + WY 0) E(O) - J”, X(s + WY t + 4 B(t + 4 5(t) 4 
s E [- h, 01. 
Ce nombre est fini, soit n2 , parce que l’operateur Vz est, lui aussi, compact. 
11 reste a prouver que n1 = n2 . 
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Rappelons un fait Ctabli par A. Halanay [3], essentiel dans ce qui suit. 
Si L(a), M(or) sont deux fonctions matricielles continues sur [--Jr, 0] pour 
lesquelles la multiplication est possible, on pose 
(L(a), M(a)) = L( - h) M(0) - su,L(a) B(a + h) M(a) da. 
Alors 
On voit que 
Apres cela la demonstration peut suivre la voie suivante: soit V,’ l’espace 
adjoint de %‘r[---h, 0] c’est-a-dire, l’espace des mesures sur [--h, 0] et 
designons par (4 1 p) la valeur d’une mesure p E Vi sur une fonction I+ E V, . 
L’operateur V, &ant compact, on a 
dim{p, p E qi’, (I - “V,)p = 0} = nr. (18) 
Nous ferons correspondre 8 toute fonction continue 5 la mesure [ detinie par 
(1cI I !9 = ($4 0, pour *E%r. 
Cette correspondance est un isomorphisme algebrique au moins pour les 
fonctions 5 qui verifient (15). En effet, soient [r , 5, deux solutions de (15). 
Si [r = la , on deduit de (17) que V&r = V,[, , done de (15) resulte fr = fs . 
Puis, pour 9, 6 fonctions continues sur [--h, 0] on deduit de (16) 
done 
La correspondance 6 --+ [ &ant un isomorphisme pour les solutions de (15), 
on deduit de (18) que n2 < n, . Si on inverse les roles de V, et V, , les m&mes 
considerations prouvent que n, < n2 , done nr = n2, ce qui acheve la 
demonstration. 
COROLLAIRE 1. Soit v E Yzm. Le systhne 
yu=P, 
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admet des solutions (darts fl+‘), si et seulement si, v  est orthogonale sur le 
noyau de l’opkrateur tU. 
T&OR&ME 2. L’image de 9;l” par t U est 97+‘, si et seulement si, le noyau 
de t U est nul. Si cette condition est v&if;ee, alors t U &tab&t un isomorphisme des 
structures algebriques et topologiques de 9;” sur Yi”‘+l. 
Demonstration. Supposons que le noyau de tU est nul. Du corollaire 1 on 
deduit 97+lLJ = Y{m. Les noyaux de U et tlJ ayant la m&me dimension, 
on deduit que U Ctablit un isomorphisme des structures algebriques de 
Yy+l sur YLm. Puisque Ylm et 97+’ sont des espaces de FrCchet, on deduit 
du theoreme mention& dans la Section 1 que I’operateur U-l : Ylrn + e+’ 
est continue. Alors 
“(U-l) = (“U)-1, 
done tU etablit un isomorphisme des structures algebriques et topologiques 
de 9im sur 9im+l. 
Supposons maintenant “UYi” = 9im+‘. Du theoreme 1 on deduit que le 
noyau de U est nul, done le noyau de tU est nul lui-aussi. 
Remarque 4. On voit de m&ne que l’image de 9yi1 par U est Yt:“, si, 
et seulement si, le noyau de U est nul. Si cette condition est vt+ific!e, alors U 
e’tablit un isomorphisme des structures algebriques, et topologiques de 9ri1 
sur Yzm. 
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