Wave Propagation and Scour Failure of Coastal Structures due to Tsunamis by Abimbola, Adewale & Abimbola, Adewale
i 
 
 
 
Wave Propagation and Scour Failure of Coastal Structures 
due to Tsunamis 
 
 
 
 
 
 
 
Adewale Olusola Abimbola 
 
 
 
 
 
A thesis submitted in partial fulfilment of the requirements of the 
University of East London for the degree of Doctor of Philosophy 
 
 
 
 
 
 
 
September 2018 
 
 
 
 
ii 
 
Abstract  
The extensive research on the influence of sea dike geometry on tsunami-induced 
scour indicates the necessity for a suitable model that can forecast the scour depth 
behind coastal structures and thus minimize the damaging effect of a high category 
tsunami occurrence. Current attempts to study this phenomenon have not gained 
worldwide acceptance and have been limited to unproven analytical methods, and 
either laboratory or numerical methods. These indicate the need for a verifiable 
predictive expression that links both the sediment characteristics and coastal defence 
geometry.  
A comprehensive laboratory experiment was conducted to better understand the 
propagation mechanism of tsunami waves around four varying dikes sizes; two of 
which were modelled after dikes in Iwanuma and Soma cities in Japan that were 
affected by the 2011 Great Eastern Japan Earthquake and Tsunami. This investigation 
contributed to the understanding of the influence of dike dimensions on the flow 
variables. Afterwards, the mechanism of the induced local scour at the landward 
region was studied in detail because of the destructive impact it could have on the 
stability of the structures. These led to the development of a predictive scour model, 
from which a tsunami-induced scour resilient structure can be proposed. Also, using 
the particle size analysis, the median grain size and permeability properties of the 
sediment grain were determined and used to form the boundary condition of the 
expression. 
The two-dimensional CFD analyses of the wave propagation and associated induced 
scour were investigated using ANSYS Fluent software package and sedFoam-2.0 
solver respectively, and the results validated against the laboratory data showed good 
agreement. The Reynolds-Averaged Navier-Stokes (RANS) modelling approach with 
Realizable k-ε turbulence model and scalable wall function for wall modelling were 
employed for the wave flow, while turbulence-averaged Eulerian two-phase flow 
equations with the kinetic theory of granular flows for intergranular stress models and 
a k-ε turbulence model were used for the numerical implementation of the sediment 
scour. 
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Chapter 1 
Introduction 
The giant strides that have been made recently in the study of a tsunami have been 
due to efforts to understand the complex phenomenon and mitigate the huge damages 
resulting from the event. These have led to the inclusion of the safety factors in building 
codes to cater for forces generated by tsunami bores, determination of tsunami impact 
overflowing pressure over coastal structures, development of different numerical 
models to comprehend the phenomenon and construction of various hard and soft 
engineering methods that are being employed to alleviate tsunami impact. Despite 
these, tsunami-induced scour around coastal structures, which caused the most 
significant damage in the 2011 Great Eastern Japan Earthquake and Tsunami (Fig. 
1.1), has not been meticulously investigated while studies have only been limited to 
the investigation of scour processes around vertical cylinders and breakwaters, 
understanding of tsunami flow and the general failure patterns associated with coastal 
structures. 
The surveys of the coastal defences and their environments carried out after the March 
11 tsunami showed that the structures might have been designed for a storm surge 
incidence and a lower level tsunami category. Minimal to extensive damages of the 
structures were observed at many locations, including the formation of artificial pools 
in the landward region. Initial observations also revealed that local scour greatly 
influenced the damage to the landward slope. 
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Figure 1.1. Examples of damages caused by the 2011 Great Eastern Japan 
Earthquake and Tsunami (Jayaratne et al., 2013). 
The aftermath of the catastrophic damages showed the need for improved structurally 
resilient coastal defences to a high-level tsunami phenomenon, as comprehensive 
understanding scour mechanism and associated instability to coastal structures are 
not yet adequately understood. The high cost of protecting the long stretch of 
foundation necessitates the study of scour depth and length to assess the risk of such 
failure (Karim and Ali, 2000). The study of the characteristics of scour holes 
development behind coastal defences can improve the understanding of their 
structural stability.  
In the past, the primary approach to studying tsunami flows was experimental, and the 
turbulence in the surf zone is still one of the most challenging natural problems to any 
researcher in hydrodynamics or fluid mechanics, but with the development of more 
advanced measuring technology and more advanced numerical models, this 
hydrodynamics can now be studied in much more detail (Thao, 2007). Mikami et al. 
(2014) employed Large Eddy Simulation (LES) model in their numerical experiments 
to study the hydraulic characteristics of overflowing tsunamis around coastal dikes 
(velocity and pressure fields) and concluded that the structural survival of a coastal 
dike could depend on a milder landward slope and the construction of obstructions like 
secondary dikes and coastal forests.  
The present research work focuses on carrying out laboratory experiments to analyse 
tsunami wave propagation, and tsunami-induced scour failure of coastal structures. 
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The results are then compared with the scour depth model predicted by Jayaratne et 
al. (2014). Also, a Reynolds-Averaged Navier-Stokes (RANS) turbulence model and 
a two-phase sediment transport model are employed to validate the laboratory findings 
numerically. 
In this chapter, comprehensive background of the research, the aim and objectives of 
the study are provided. After that, the scope of the study is described, and the outline 
of the thesis presented.  
1.1 Background of the Study 
Kato et al. (2012) performed hydraulic model experiments and an extensive field 
survey along the coastlines of Amori and Chioba prefectures in Japan after the 2011 
Tohoku tsunami and concluded that scouring at the leeward toe of the dikes was the 
dominant failure pattern. The experiment estimated that 49.2% of the eight failure 
patterns studied was because of scouring at the landward toe. It was against this 
backdrop that Abimbola (2013) and Jayaratne et al. (2014) employed mathematical 
modelling technique to develop a scour predictive model for a quasi-steady tsunami 
flow (Eq. 1 & Fig. 1.2) at University of East London. The model is based on results of 
field investigation carried out in Miyagi and Fukushima Prefectures of Japan, the 
maximum wave pressure formula developed by Mizutani and Imamura (2002 cited by 
Kato et al., 2007), and tsunami velocity model developed by Matsutomi et al. (2010). 
It applies to sediments with the coefficient of permeability (m/s), K, between 10-4 and 
10-3. 
YZ[\] = L _`%(− b[\]
c√e f] )g                                                                                             (1) 
where,  is the representative scour depth (m), L is the scour coefficient (0.85), hi
 
is the height of structure measured in leeward side (m), H
 is the angle of landward 
slope of coastal dike, and ℎ is the inundation height (m). 
 
 ℎ > 0  
??
?
 
Figure 1.2. Representation of the Predictive Model Parameters. 
1.2 Aim and Objectives of the Study 
The primary aim of this research is to perform extensive small-scale laboratory 
experiments and numerical simulation to elucidate further the scour failure of coastal 
dikes due to tsunami wave attack. To meet the general aim of this research project, 
the study will focus on the following objectives: 
• To develop a comprehensive experimental programme to study tsunami flow 
hydrodynamics and its associated hydro-sedimentary characteristics, to assess 
the extent of scour failure of coastal defences. 
• To implement numerical methods to validate the experimental studies of 
tsunami propagation and tsunami-induced scour failure at the landward region 
of a coastal dike.  
• To employ both laboratory and numerical data to improve the theoretical scour 
predictive model developed by Abimbola (2013).  
• To use sediment transport theory to support evidence of the laboratory and 
numerical studies of tsunami-induced scour at the landward toe of the coastal 
dike. 
• To propose viable resilient coastal defence structure to minimize structural 
damage for future Level 1 and 2 tsunami events (Shibayama et al., 2013). 
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1.3 The Scope of the Study 
The above discussion reveals the need to investigate tsunami wave flow and its 
induced scour, either by experimental studies or numerical simulations. Thus, this 
study attempts to improve understanding of these processes.  
Experimental works are employed to study tsunami propagation and scour over four 
sea dikes models, of which two were modelled after some of the prototypes that were 
substantially damaged in Iwanuma and Soma cities of Japan by the 2011 Great East 
Japan Earthquake and Tsunami (Jayaratne et al., 2013). The hydrodynamic study was 
carried out by adopting a two-phase flow model in Ansys Fluent 18.0 to simultaneously 
solve the flow in both air and water phases. Flow variable results were then adapted 
into a two-phase flow solver; SedFoam- 2.0, to study the scour process. The 
experimental and numerical simulations were carried out to validate tsunami field 
results and results from existing tsunami studies.  
1.4 Outline of Thesis 
The seven parts of this thesis begin with the introduction in Chapter 1. The other 
chapters are organised as follows: 
Chapter 2 highlights the literature review of the study.  The different classifications of 
water waves are presented, and this leads to the background studies of tsunami 
waves, including the past occurrences of the phenomenon and its damaging effects 
on humans and environment. Different recent experimental and numerical studies are 
detailed to reveal development in tsunami studies. An initial introduction to early 
history and development of numerical simulation is also included. Important 
descriptions of the basic theory of Computational Fluid Dynamics (CFD) and sediment 
transport mechanism that relate to this study. 
Experimental studies and results of tsunami flow characteristics are presented in 
Chapter 3. The procedures for determining the velocities over the sea dikes and the 
configuration of a pressure analog input measurement are shown. The various 
pressure distributions over the four model sea dikes are discussed. Detailed analyses 
about the influence of model geometry, comparison to other tsunami wave studies and 
statistical comparison are presented. 
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In Chapter 4, the experimental studies of tsunami-induced scour profile on erodible 
boundaries are presented. Scour profiles characteristics derived from measurements 
are shown, including the validation of the possibility of scouring occurrence using 
Shields parameter. The steps for the derivation of the representative scour depth 
predictive model were shown, and the section for a coastal dike capable of resisting 
landward toe scour was proposed. 
In Chapter 5, the RANS study of two-dimensional tsunami waves is discussed, and 
numerical validation of experimental study of tsunami wave propagation is presented. 
The boundary conditions, computational domain, and the solution procedure are also 
described. The various pressure distributions over the four model sea dikes are 
presented, and detailed analyses are carried out with appropriate conclusions 
provided.  
Chapter 6 provides a numerical validation of experimental studies of tsunami-induced 
scour behind the sea dike models. The solver set-up, boundary conditions, 
computational domain, and the solution procedure are also described. The computer 
simulation results of the scour process for the two-phase flow as performed in 
SedFoam- 2.0 are presented. 
In Chapter 7, the main findings and conclusions are summarised, while future work is 
discussed. 
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Chapter 2 
Literature Review 
2.1 Introduction 
The damaging impact of tsunami wave and the importance of a comprehensive 
understanding of the flow characteristics to help mitigate its detrimental human and 
socio-economic effect have been briefly discussed in the previous chapter. Over the 
years coastal engineers have devoted huge effort and capital in the design of robust 
structures against different wave classification. However, the initial literature review 
revealed that only very few studies had been conducted about proposing resilient 
structures against tsunami-induced scour in the leeward region of coastal structures. 
Early studies have primarily used physical models and mathematical models to 
understand the behaviour of several wave characteristics. The advent of faster 
computers in recent years have accelerated the development of turbulence and 
sediment transport models, to understand the fluctuating characteristics of turbulent 
flows and kinematic interaction between sediment particles.  
In this review, aspect relating to water wave mechanics and background of 
experimental and numerical tsunami studies are discussed. The flooding and tsunami 
prevention measures for resilient coastal dike in Japan, early history and development 
of numerical simulation, basic Computational Fluid Dynamics (CFD) theories, and 
sediment transport mechanism as they pertain to the methodologies used in further 
chapters of this research are presented. 
2.2 Water Wave Mechanics 
Isaac Newton first attempted the theory of water waves in the seventeenth century, 
and he deduced an inverse relationship between the frequency of deep-water waves 
and the square root of wavelength (Craik, 2004). Water waves are commonly 
understood within the phenomenon of ripples formed on the surface of a body of water 
because of disturbance caused by stones, winds, raindrops, or by the stir of a ship. It 
is also called gravity waves because its unsteady free surface flow is subjected to 
gravitational forces (Mader, 2004). 
??
?
The complexity and various water wave motions make its classification difficult. 
According to Mader (2004), oscillatory and translatory waves are the two kinds of 
water waves based on the transportation of fluid. In translatory waves, transport of 
fluid occurs in the direction of wave travel, while mass movement of fluid is absent in 
oscillatory waves. Some examples of a translatory wave include waves generated by 
the breaking of a dam, tidal bore or moving hydraulic jump, flood waves in rivers and 
solitary waves. An oscillatory wave can be progressive or standing. The harmonic 
wave which is defined by a sine or cosine curve is the simplest case of a progressive 
wave. A standing wave can be considered as the superposition of two waves of the 
same amplitude and period, but travelling in opposite directions.  
Waves can also be grouped based on their frequency and method of generation 
(Andersen and Frigaard, 2007). The phenomenon presented in the first group (Table 
2.1) is characterised by changes in Mean Water Level (MWL) and not commonly 
referred to as waves. 
Wave is also classified based on the depth of the water. Physical observation of water 
wave reveals that its particles disappear with depth. Particles get more agitated as 
they approach the shore than in the open sea. This classification is based on the ratio 
of wave depth, D, to wavelength, L. A wave is classified as a deep-water wave or short 
wave if  ??  > 0.5, intermediate water waves if 0.05 < 
?
? < 0.5, and shallow-water wave 
or long wave if  ?? < 0.05.  
Figure 2.1 shows the characteristics of a linear wave, where L = ??
?
?? ?is the wavelength, 
H is the wave height, a = ??  is the wave amplitude, D is the water depth referenced 
from the horizontal bed, ? is the water surface elevation. Other important parameters 
are the wave celerity, C =  ?? , angular wave number, ?? =  
??
? , and angular frequency, 
ω =  
??
?  , where T is the wave period. 
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Figure 2.1: Characteristics of linear water wave. 
 
Table 2.1. Wave classification (Andersen and Frigaard, 2007). 
Phenomenon Origin Period 
Surges. Atmospheric pressure and wind. 1 - 30 days. 
Tides. Gravity forces from the moon and 
the sun. 
Approximately 
12 and 24 
hours. 
 
Barometric wave. Air pressure. 1 - 20 hours. 
Tsunami. Earthquake, submarine landslide 
or submerged volcano. 
 
5 - 60 minutes. 
Seiches (Water level 
fluctuations in bays and 
harbour basins). 
 
Resonance of long period wave 
components. 
1 - 30 minutes. 
Surf boat, mean water level 
fluctuations at the coast. 
Wave groups. 0.5 - 5 minutes. 
Swells. Wave generated by a storm some 
distance away. 
less than 40 
seconds. 
 
Wind generated waves. Wind shear on the water surface. less than 25 
seconds. 
 
Still Water Level (SWL) 
Direction of travel 
x 
η (x, t) 
Y Crest 
H
L 
Trough 
D
a 
Bottom 
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It is known that water propagates as its particle moves in an oscillatory action, and the 
type of action depends on the depth of water. They move in a circular orbit in deep 
water, elliptical orbit in intermediate water and shallow water (Jayaratne, 2012). 
According to Kinsman (1965), for an oscillation to occur, there must be an equilibrium 
state, a disturbing force to disturb the equilibrium and a restoring force to re-establish 
the equilibrium. He further opined that gravity, surface tension, and Coriolis force are 
the three principal restoring forces associated with water wave propagation. 
This subject of water wave classification would be needed as we focus more on 
tsunami wave in the following section.  
 
2.3 Background of Tsunami Studies 
2.3.1 Tsunami 
‘Tidal wave’ and ‘seismic wave’ are two old imprecise terms that were generally 
referred to as tsunami because of the inaccurate understanding of its generation 
mechanisms. The former suggests the influence of movement of planetary bodies, 
while the latter only restricts its cause to an earthquake. Tsunami is a wave train 
generated by a vertical displacement of the water column. It is now acknowledged that 
this displacement can be generated by an earthquake, volcanic activity, meteorite 
impact, or landslide. The present study shall be limited to tsunami induced by seismic 
activity. 
The National Oceanic and Atmospheric Administration, NOAA, on their website 
(http://www.ngdc.noaa.gov/hazard/tsu_db.shtml), provides details of tsunami events 
that date back to 2000 B.C in the Global Historical Tsunami Database. Recent tsunami 
occurrences; 2004 Indian Ocean Tsunami, 2010 and 2015 Chile Tsunami, 2011 Japan 
Tsunami, and 2013 Solomon Island Tsunami have led to the significant advances 
made theoretically, experimentally and in numerical studies to better understand the 
characteristics of tsunami.  
Tsunami, like other waves, has a wavelength, wave height, amplitude, period and 
velocity. It is regarded as a shallow water wave because the wavelength is much 
longer than the water depth. Its wavelength is usually greater than 100 kilometres, and 
it depends on the depth of water, , and wave period, 4. It is expressed as o
 
= 4b. 
It can have variable wave height and amplitude that depends on water depth. A 
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tsunami can have a period in the range of five minutes to two hours as opposed to 
wind-generated waves of five to thirty seconds period. As a shallow water wave, its 
speed, acceleration due to gravity and water depth relationship, C =bp, reveal that 
tsunami speed will reduce on approach to shore. The high speed coupled with low 
amplitude make tsunami virtually undetected by human eyes in the deep ocean. A 
tsunami can travel great distance because the rate at which it loses its energy is 
inversely related to its wavelength. Since a tsunami has a very large wavelength, it will 
lose little energy as it propagates. A tsunami will travel at high speeds with little loss 
of energy in very deep water because the change of total energy of a tsunami is 
constant. 
According to Dias and Dutykh (2006), ‘the life of tsunami is usually divided into three 
phases: the generation (tsunami source), the propagation and the inundation.’ The 
most critical phase, inundation phase, which is associated with large amplitude change 
of the wave, depends significantly on the bottom bathymetry and the coastline type. 
The structural and human damages are mainly because of the inundation. The 2004 
Indian Ocean Tsunami caused nearly 230,000 deaths and $10 billion in damage, the 
2010 Chile Tsunami resulted in over 156 deaths, $30 billion damage, 2011 Japan 
Tsunami caused $220 billion and over 17,000 deaths, and the 2013 Solomon Island 
Tsunami caused 10 deaths, 14 injuries, with damage and destruction of more than 
700 houses (NOAA, 2014). 
2.3.2 Experimental Studies 
In many hydraulic experimentations, solitary waves have been used as an 
approximate wave type for tsunami representation, but Rossetto et al., (2011) used a 
new approach of wave generation to recreate seismic generated tsunami waves in a 
laboratory.  This new concept makes use of a wave generator capable of recreating 
scaled tsunami waves. The wave generator can be used to reproduce solitary waves 
and N-waves with large wavelength. 
A theoretical solitary wave is described by Miles (1980 cited by Rossetto et al., 2011) 
as: 
η (`, 2) = a (sech u` − vl w)
      (2.1) 
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where, η is the surface elevation (m), ` is the horizontal coordinate, 2 is time (s), a is 
the wave amplitude (m),  is the wave celerity (m/s), o is the wavelength (m), and sech 
is the hyperbolic secant function that defines the exponential behaviour of the wave in 
space and time.  
Using a constant mass density, Le roux (2009) constructed a velocity-pressure; non-
homogeneous Euler-like, model to discuss the formation of a tsunami wave. According 
to Mikami and Shibayama (2013), three types of method are used to generate a 
tsunami-like flow in a wave flume or numerical model - using a solitary wave, dam 
break method and a pump flow method. The 2011 Tohoku Earthquake and Tsunami 
gave rise to the widespread use of the pump flow method because of the ease of 
creating a prolonged overtopping flow, which the solitary wave method does not offer. 
Mizutani and Imamura (2001) discovered that four types of wave pressure are 
generated by a tsunami wave force acting on a coastal structure: dynamic, sustained, 
impact standing and overflowing. The hydraulic experiments revealed that the impact 
standing and overflowing pressures generated the largest wave forces and should be 
given significant consideration when designing a coastal structure. They observed that 
the collision between reflected and incident waves generated the impact standing 
wave pressure, while the wave impact on the back of the structure generated the 
overflowing wave pressure. The overflowing pressure formulas generated by the study 
was confirmed by Kato et al. (2007) in their large-scale experiment to evaluate tsunami 
wave force on coastal dike by taking into consideration the effects of wave 
transformation and dike slope. 
The devastating impact of leading bore during tsunami propagation had necessitated 
both experimental and numerical study into the inundation phase of the propagation 
(Fig. 2.2).  Rueben et al. (2010) performed the optical measurements of a tsunami 
inundation through an urban waterfront in a laboratory wave basin. The physical model 
was designed to study the initial inundation zone along an urban waterfront and the 
effect of macro-roughness on the bore speed. 
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Figure 2.2. Phases of the evolution of a typical seismic generated tsunami from 
source to shore (Rossetto et al., 2011). 
2.3.3  Numerical Studies.   
COMCOT (Cornell Multi-grid Coupled Tsunami Model) offers the possibility of 
simultaneously calculating tsunami inundation and tsunami propagation in deep 
oceans. A nested grid system is adapted to balance its efficiency and accuracy. In this 
system, a modified leap-frog finite difference method is used to solve the linear or 
nonlinear shallow water equations (Li et al., 2012; Wang, 2009; Wijetunge, 2009). 
TUNAMI-N2 model is based on the TUNAMI-N1 numerical code developed by Dr. 
Fumihiko Imamura of Tohoku University for the 1995 Tsunami Inundation Modelling 
Exchange (TIME) project. It was used to study tsunami propagation and its coastal 
amplification with different initial conditions. It was implemented to simulate tsunami 
propagation and run-up in Pacific, Atlantic and Indian Oceans, with emphasis around 
the Japanese, Caribbean, Russian and Mediterranean seas (Yalciner et al., 2004). It 
uses leap-frog finite difference scheme to discretize a set of nonlinear shallow water 
equations. A detailed description can be found in Imamura et al. (2006). 
The TUNAMI-N2-NUS, a developed version of TUNAMI-N2 model, was developed by 
Dao and Tkalich (2007) for operational forecasting. It considers phenomena: sea 
bottom friction, dispersion, spherical curvature, astronomical tide and Coriolis force, 
which could affect tsunami dynamics. 
The MOST (Method of Splitting Tsunami) model developed by Titov of Pacific Marine 
Environmental Laboratory (PMEL) and Synolakis of University of Southern California 
is used at the NOAA Centre for Tsunami Research (NCTR) and is capable of 
simulating three processes of tsunami evolution: earthquake, transoceanic 
propagation, and inundation of dry land (NOAA Centre for Tsunami Research, 2014). 
This is the model currently used in the operational tool called SIFT, Short-term 
Inundation Forecasting for Tsunamis. The NCTR developed this tool for real-time 
forecasting of actual tsunamis.  It involves the gathering of information needed for 
???
?
tsunami modelling from several observatory systems – seismic network, Deep-ocean 
Assessment and Reporting of Tsunamis (DART) and coastal tide gauges – to provide 
inundation forecast; tsunami arrival time and amplitudes and tsunami impact at 
specific coastal areas during an event (Titov et al., 2001). According to Gica et al. 
(2007), the system is more than an operational tool as it can also be used for hazard 
assessment studies by generating and studying different tsunami scenarios.  
 
2.4 Flooding and Tsunami Mitigation Measures for Resilient 
Coastal Dike in Japan  
Dike is usually reconstructed natural ridge or artificial wall built along the banks of 
stream, river, lake or other bodies of water, primarily for regulation of water levels or 
flood prevention. Sea dike, also known as embankment, dike or levee, provides 
socioeconomic and environmental benefits. The benefits include: 
• Protection of hinterland or coastal zones to generate revenue from tourism. 
• Prevention of high damage cost as a result flooding caused by sea level rise. 
• It can be restored quickly if damaged by flood, earthquake, tsunami or other 
disasters. 
• Protection against high water pressure, wind current and storm surges to 
minimize adverse impacts. 
• Its durability suggests that it can last for thousands of years if maintained 
adequately. 
• It can be improved easily if the scale of flood control plan is to be increased. 
These benefits are achievable because of the structural design of sea dike 
components. The high density helps resist high water pressure, sloping sides help 
reduce wave impact, and in some instances, the crest heights help prevent excessive 
wave overtopping. 
???
?
 
Figure 2.3. Parts of a dike (Japan International Cooperation Agency, 2010). 
According to Japan International Cooperation Agency (2010), the technical standards 
and guidelines for sea dike include: 
• The crest width of the dike shall be based on the design flood discharge in Table 
2.2 and should be designed for multi-purpose use, such as for patrolling during 
floods and in the execution of emergency flood prevention works. 
Table 2.2. Crest width of a dike (Japan International Cooperation Agency, 
2010). 
 
• The slope of the dike should be at least lesser than 2:1. However, it could be 
steeper than 2:1 when a revetment covers the surface of the dike. When the 
crest height from riverbed is higher than 6 m, the slope of the dike shall be 
gentler than 3:1. A slope of 4:1 is usually used for a dike consisting of sand and 
shall be protected by providing at least 300 mm thick cover of sod. 
???
?
• A berm width of at least 3 m shall be provided along the slope for stability, repair 
and maintenance purposes if the dike height is more than 5 m. 
• Freeboard is the margin from the design flood level up to the elevation of the 
dike crest. It is designed based on the design flood discharge which shall not 
be less than the value given in Table 2.3. 
Table 2.3. Minimum required freeboard (Japan International Cooperation 
Agency, 2010).
 
Raby et al. (2015) reported about the revisions that have been made to the technical 
standards, manuals and design guidelines of coastal structures in Japan. These 
revisions followed the 2011 Great Eastern Japan Earthquake from various site 
surveying activities, laboratory and numerical studies of failed coastal structures 
conducted by researchers. Figure 2.4 shows the evolution of these documents 
following the 2011 event. 
17 
 
 
Figure 2.4. Evolution of official Japanese design guidelines following the 2011 Great 
Eastern Japan Earthquake (Raby et al., 2015). 
In 2013, the Coastal Management Review Committee released proposals for coastal 
management. These were to update the 1999 Seacoast Law, by including lessons 
from the 2011 Great Eastern Japan Earthquake and the gradual deterioration of 
coastal protection infrastructure (Suwa and Watanabe, 2014). A disaster mitigation 
measure of integrating green embankment with resilient coastal dikes was proposed, 
to reduce inland flood heights and delay wave overtopping for safe evacuation (Fig. 
2.5). This system can be sustained for a thousand year through maintenance of the 
structural measure. 
 
Figure 2.5. Integration of trees with coastal dike (Torii, 2014). 
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Two levels of a tsunami were established following the 2011 Great Eastern Japan 
Earthquake. Level 1 tsunami is more frequent with a return period of several decades 
to few hundred years and has lower inundation height between 7 and 10 m. Level 2 is 
less frequent with a return period of several hundred years to a few thousand years 
and has inundation height greater than 10 m. The countermeasures for Level 1 
tsunami focus on hard or structural measures such as coastal dikes and breakwaters, 
while countermeasures for Level 2 focus on soft or non-structural measures such as 
tsunami evacuation systems. In 2011 the ‘Law for Development of Tsunami Disaster 
Prevention Regions’ was established, and it combines the hard and soft measures for 
the tsunami disaster prevention (Torii, 2014).  
Water penetration into a coastal dike and tsunami wave overtopping result in 
increased saturation of the main body and scouring on the landward side. The 2011 
report by the Expert Examination Committee of Central Disaster Prevention Council 
following the Tohoku Earthquake and Tsunami presents the scour prevention by using 
back bottom slope protection works and prevention of washout by securing member 
thickness of back slope covering works as some of the structural measures for a 
tsunami resilient coastal dike (Suwa, Kato and Hatogai, 2013).  
Hydraulic model experiments were conducted by the River Department of National 
Institute for Land and Infrastructure Management, in conjunction with the Coast 
Division of Water and Disaster Management Bureau and Tohoku Regional Bureau to 
reflect changes needed to improve the structural design. Extracts of the results of the 
study were published by Kato et al. (2012) and Figure 2.6 reveals some of the main 
observations from the experiments. The use of soil stabilisation technique and 
foundation work to secure the flat ground of landward bottom slope to keep the scour 
away from the main body of the dike. The unevenness of the landward slope should 
be avoided to reduce the effect of hydrodynamic force and destabilisation effect. Also, 
the use of a single covering block for the crown and landward slope should be avoided 
to prevent the uplift and destabilisation effects of the negative pressure. 
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Figure 2.6. Proposed resilient structure for coastal dike (Kato et al., 2012). 
2.5 Early History and Development of Numerical Simulation 
The advent of the computer MANIAC I, the Mathematical and Numerical Integrator 
and Computer, on March 15, 1952, at Los Alamos, heralded the significant 
development of numerical simulation to complement theoretical approaches (Viot, 
2016).  Lilly (1967) defined simulation as the ‘direct numerical time integration of 
hydrodynamic equations as initial value-boundary problems.’ Fromm and Harlow 
(1963) employed a high-speed computer for the numerical simulation of a non-linear 
equation of incompressible flow motion to study the development of vortex street 
behind a plate. The range of the Reynolds-number, between 15 and 6000, was 
significantly higher than the 40 to100 Reynolds-number employed by Hirota and 
Miyakoda (1964) to investigate a 2-D non-steady flow around a circular cylinder. About 
this time, numerical simulation was being successfully applied in the fields of 
meteorology and aerodynamics. 
Joseph Smagorinsky, the first director of National Oceanic and Atmospheric 
Administration (NOAA), first proposed large eddy simulation, LES, for dynamic study 
of atmospheric flow (Smagorinsky, 1963). Two-dimensional transport properties were 
popularly considered, and turbulence was not given enough detail, or it was at best 
treated by non-detailed approximations to simplify the numerical simulation problem. 
At the time, the numerical resolution of all relevant scales for large Reynolds number 
was thought impossible and the application of averaging operator to the governing 
transport equations to filter out the subgrid scale (SGS) motions was employed by 
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many meteorologists for 2-D atmospheric flows and was met with much success 
(Smagorinsky, Manabe and Halloway 1965; Mintz 1965). 
Lilly (1967) described two models that considered the effects of 3-D transport of 
turbulence in a 2-D model which he thought would be useful with coarser spatial 
resolution. He suggested the possibility of only simulating the important effects of the 
third dimension and the effects of molecular viscosity and diffusion on real fluid without 
computing motions on all scales. He further opined that the general assumption that 
the small scales motions are unimportant in quasi 2-D flows is inaccurate because 
kinetic energy in these motions may interact with those of large scales in diverse ways. 
He thereby concluded that integration over a 3-D region with sufficient resolution must 
be employed in the simulation of turbulent flows to include both large and small scales. 
Williams (1968) described a method of numerically integrating the Navier-Stokes 
equation, in cylindrical polar co-ordinates form, for the study of 3-D incompressible 
thermal convection. A description of how to neutralise the computational instability of 
convection terms, time differencing, diffusion terms, boundary conditions and 
truncation errors associated with the finite difference forms of the Navier-Stokes 
equations were examined. Sakamoto and Matsuo (1979) employed both LES (called 
Deardoff’s model) and two-equation model to predict 3-D isothermal flow in a 
ventilated room and compared results to experimental outputs. The difference 
between both models in the prediction of the distribution of mean velocity, which is the 
first requirement in many practical predictions of air flow in a confined space, is not so 
large and so they favoured the latter model because it gave solutions in shorter 
computer time. 
The application of LES to other engineering related flows became more pronounced 
in the 1970s. Deardoff (1970) described a 3-D numerical model for the study of 
turbulent flow at large Reynolds numbers within a channel and proposed ways to 
improve the reliability and accuracy of the model. One of such ways is to modestly 
increase the numerical resolution and size of the region being modelled, which will be 
dependent on the computational speed of the computer. Reynolds (1974) computed 
turbulent flows by employing Mean Turbulent Energy (MTE) Closure, Mean Reynolds-
Stress (MRS) Closure, and Mean-Velocity Field (MVF) Closure which assumes that 
turbulence adjusts to the changing average conditions and that a universal relationship 
exists between turbulent stresses and average strain rates. Schumann (1975) 
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employed the finite difference schemes and the subgrid scale (SGS) motion model to 
simulate high Reynolds number turbulent flows of incompressible fluids to obtain 
detailed space and time velocity and pressure components. Shih et al. (1995) 
developed an improved k-є eddy viscosity model for different complex turbulent flows. 
There are increased numbers of published articles on numerical simulation using 
varied turbulence models in Journals and conference papers. The various turbulence 
models research groups and availability of CFD software packages to perform 
numerical studies have all contributed to its development and applicability.  
2.6 Computational Fluid Dynamics (CFD) Theory 
Experimental and theoretical developments have been the major approaches in the 
field of fluid dynamics since the 17th century. The limitations of both developments to 
completely interpret and understand complex real-life scenarios necessitated the 
development of computational fluid dynamics. It is the third balancing approach of the 
trinity of study. The CFD has application in the manufacturing, automobile and 
aerospace industries to improve understanding of physical flow processes for better 
design and enhanced performance of different mechanical parts. It offers various 
advantages: low cost against expensive set up of physical experiments, fast speed of 
information execution and generation of large results at a single instance, simulate 
ideal and complex scenarios that cannot be physically examined in a laboratory. The 
reliance on physical models for validation and presence of numerical errors are some 
of the limitations of CFD.  
Computational fluid dynamics, CFD, is the combination of computers and numerical 
techniques to solve fluid flow problems. The governing principles of fluid flow; 
Newton’s second law of motion, conservation of mass and energy, are mathematically 
presented in integral or partial differential equations. These are then discretised using 
numerical methods to algebraic forms, which are then solved to obtain the quantitative 
space-time flow field values.  
The generic discretisation schemes are finite difference method (FDM), finite volume 
method (FVM) and finite element method (FEM). The application software employed 
in this study uses the FVM. The domain would be discretized into cells on which the 
finite volume method would be employed to transform governing equations of fluid flow 
into algebraic forms which are then solved to derive the flow field variables. This 
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method is based on the approximation of integral form of conservation laws for small 
control volumes that are defined by computer-generated mesh. The governing 
equations are integrated on each control volumes to construct algebraic equations for 
unknown discrete dependent flow variables. 
2.6.1 Navier-Stokes Equations 
The Navier-stokes equations are nonlinear partial differential equations. A solution to 
these equations is called a velocity field of the flow field, as it describes the velocity of 
the fluid at given point in space and time. The continuity equation describes the mass 
conservation. 
The continuity equation, 
 
xyx  + ∇. (P<) = 0               (2.2) 
 
Momentum equations (the Navier-Stokes equations), 
X component, 
             
x(yz)x  + ∇. (P6<) = - xyx{ + x|}}x{ + x|~}x  + x|}x  + Pfx                                       (2.3) 
Y component, 
             
x(y)x  + ∇. (P;<)= - xyx + x|}~x{ + x|~~x  + x|~x  + Pfy     (2.4) 
 
Z component, 
            
x(y)x  + ∇. (P<)= - xyx + x|}x{ + x|~x  + x|x  + Pfz      (2.5)  
The variables f denotes the body forces on the fluid element; t time; P the density; 
velocity component V = u i + v j + w k, where i, j and k are unit vectors along the x, y 
and z-axes respectively; τ is the viscous stresses; ∇ ≡  ∂/∂x +  ∂/∂y +  ∂/∂z is the 
vector operator in the Cartesian coordinates. 
The governing equations above (2.2 to 2.5) change for incompressible flows where 
the density is almost constant (y  = 0). These can be represented as follows: 
Continuity equation,  ∇.< = 0     (2.6) 
Momentum equations (the Navier-Stokes equations), 
x component, 
 P kzk  = - xyx{ + µ ∇26 + Pfx   (2.7) 
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y component, 
 
 P kk = - xyx + µ ∇2; + Pfy   (2.8) 
z component, 
 
 P kk  = - xyx + µ ∇2 + Pfz   (2.9) 
D/Dt ≡ ∂/∂t + 6 ∂/∂x + ; ∂/∂y +  ∂/∂z the substantial derivative in Cartesian 
coordinates; ∇2 ≡ ∂2/∂x2 + ∂2/∂y2 + ∂2/∂z2 is the Laplacian operator in Cartesian 
coordinate; the dynamic viscosity µ has been treated as a constant in obtaining the 
components of the momentum equations (2.7 to 2.9). 
2.6.2 Reynolds-Averaged Navier-Stokes Equations 
The idea was first proposed by Reynolds (1895). Time-averaging the continuity, and 
Navier-Stokes equations can derive the equations for average turbulent flow. The 
instantaneous value of a variable is decomposed into the steady and fluctuating 
components. Using Figure 2.7, the instantaneous velocity component, u, is 
decomposed into a steady term,67, and a fluctuating term,6. 
 u = 67 + 6              (2.10) 
 
Figure 2.7. Variation of a velocity component, u, in turbulent flow (Cengel and 
Cimbala, 2014). 
The time-averaged value of the steady component velocity, 67, is defined by; 
677 = 67 = limn→ n  6 p2        (2.11) 
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The time-averaged value of the fluctuating component, 6, are defined to be zero; 6  
= 0   
Time-averaging the continuity equation (2.6) gives; 
                           
xzx{  +  xzx{  +  x7x  +  xx  +  xx  +  xx777777777777777777 7777777777777777777777777 = 0                  (2.12) 
 
xzx{ + x7x + xx  = 0                  (2.13) 
Time-averaging the x-component of the Navier-Stokes equation (2.7) 
ρ ∂(67 + 6)∂2  + ∂(67 +  6)
∂`  +  ∂ (67 +  6)(;̅ + ;)∂@  +  ∂(67 +  6)( +  )∂A 777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777 
 
  = − x(̅ )x{ + µ  x](z z)x]  + x](z z)x ]  +  x](z z)x¡] ¢ + ρ{77777777777777777777777777777777777777777777777777777777777777777777             (2.14) 
 
ρ ∂67∂2  + ∂667777∂` + ∂66777777∂` + ∂6;7777∂@ +  ∂6;777777∂@  + ∂6777777∂A +   ∂67777∂A  
= - 
x̅x{ + µ  x]zx]  +  x]zx ]  +  x]zx¡]¢ + ρ{                  (2.15) 
ρ{ is not subject to turbulent fluctuation. 
x component: 
ρ xzx  +  67 xzx{ +  ;̅ xzx  +  xzx¢ = - x̅x{  + ρ{ + µ∇267 -  ρ xzz7777777x{ +  xz777777x  +  xz7777777x ¢     (2.16) 
y component; 
ρ x7x  +  67 x7x{ +  ;̅ x7x  +  x7x¢ = - x̅x  + ρ + µ∇2;̅ -  ρ xz777777x{ + x777777x  +  x7777777x ¢       (2.17) 
z component; 
ρ xx  +  67 xx{ +  ;̅ xx  +  xx ¢ = - x̅x  + ρ + µ∇2  -  ρ xz7777777x{ +  x7777777x  + x77777777x ¢     (2.18) 
Or in Tensor notation: 
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ρ Yz£777Y =- x̅x{¤ + P + µ ∇26S  - ρ xz£z¥777777777x{¦                   (2.19) 
ρ Yz£777Y = - x̅x{¤ + P + µ xx{¦ §xz£777x¦¨ - ρ xx{¦ ©6S6T7777777ª       (2.20) ρ Yz£777Y = - x̅x{¤ + P +  xx{¦ §µ xz£777x¦ − ρ 6S6T7777777¨        (2.21) 
where, µ xz£777x¦ − ρ 6S6T7777777 is the total shear stress, 4,. 
-ρ6S6T7777777  Is termed the Reynolds stress and its approximation or solution is needed for 
the closure of the equation. 
The eddy viscosity principle by Boussinesq (1877) is still the basis of many turbulence 
models (Tables 2.4 and 2.5) and leads equation (2.21) to; 
 ρ Yz£777Y = - x̅x{¤ + P +  xx{¦ 4,.    (2.22) 
where, 4,. = µ xz£777x¦ + ρ §µ _xz¤x{¦ + xz¦x{¤  g – 
 F,¨ ; −ρ6S6T7777777  =  ρ §µ _xz¤x{¦ + xz¦x{¤  g −  
 F,¨ and, −6S6T7777777  ≡ 2µ, − 
 F,   
where, µ is the turbulent eddy viscosity; a proportionality factor that depends on the 
degree of turbulence, and the Kronecker delta,F,, ensures the validity of equation for 
normal tension. The turbulent kinetic energy  is defined by: 
  = 
 ­6
777 +  ;
777 +  
7777®                   (2.23) 
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Table 2.4. RANS turbulence model description (ANSYS, 2006). 
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Table 2.5. RANS turbulence model behaviour and usage (ANSYS, 2006). 
 
2.6.3 ¯ -ε Turbulence Model 
The  -ε turbulence model is a two-equation model which is based on the Boussinesq 
eddy viscosity assumption that proportionality exists between Reynolds stress tensor, 4,, and mean strain rate tensor, Sij. This assumption permits the introduction of scalar 
quantities like the turbulent kinetic energy, , and turbulent dissipation, ε, and to relate 
these to intuitive quantities like turbulence length scale, , and turbulence intensity, I. 
There are many formulations of  - ε models, however only standard and realisable 
models are discussed herein because of their employment in this study. 
2.6.3.1 Standard ¯-ε Model 
This is a semi-empirical model proposed by Launder and Spalding (1972) for fully 
turbulent flow. It is based on two transport equations for the turbulent kinetic energy,, 
and turbulent dissipation, ε. The transport equation for turbulent kinetic energy is 
derived from the exact equation while the transport equation for the turbulent 
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dissipation, ε, is limited in its mathematical accuracy. It falls under the classical 
turbulence modelling techniques and has extensive use for many practical industrial 
flow and heat transfer problems. 
Turbulent kinetic energy, 
xx (ρ) + xx¤ (ρu) = xx¦ ±uµ + µ²ϭ´w xµx¦¶ + pk + pb – ρ· – YM + Sk  (2.24) 
Turbulent dissipation, · 
xx (ρ·) + xx¤ (ρ·u) = xx¦ ±uµ + µ²ϭ¸w x	x¦¶ + 	 	µ (#( +	#$)– 
	P 	](  + 	 (2.25) 
Dilatation dissipation YM 
This term describes the effect of compressibility on turbulence for high-Mach-number 
flows. It is ignored in modelling of incompressible fluid flows. 
 YM = 2ρ·
   (2.26) 
The turbulent Mach number,  =¹ (&] , where the speed of sound,  ≡bº/4 (R is the 
gas constant = 2.87 x 106 cm2s-2K-1, T is the temperature and º is the heat capacity 
ratio) 
Turbulent eddy viscosity, µ 
 µ = Pµ (]	     (2.27) 
Production of k, #( 
 #( = - ρ6S6T7777777 x»¦x¤  = µ
  (2.28) 
where, the Modulus of the mean rate-of-strain tensor, S ≡b2,,. 
Buoyancy effect #$ 
 #$ = D µ²½¾² x¿x¤   (2.29) 
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Prandtl number Pr has a default value of 0.85,  is the gravitational vector component 
in the ith direction, and thermal expansion coefficient, D, is defined as D = -À uxÀx¿w 
	 = 1.44, 
	 = 1.92, 	 =  −0.33, µ = 0.09, ϭ	 =1.3, ϭ( = 1.0 
2.6.3.2 Realizable k-ε Model 
This is a major development on the standard k-ε model by Shih et al. (1995) as it 
presents a new formulation for the turbulent viscosity and the dissipation rate, ε, 
transport equation derived from a precise equation of the mean-square vorticity 
fluctuation.  
Turbulent kinetic energy k, 
xx (ρ) + xx¦ (ρu,) = xx¦ ±uµ + µ²ϭ´w xµx¦¶ + pk + pb – ρ· – YM + Sk (2.30) 
Turbulent dissipation · 
xx (ρ·) + xx¦ (ρ·u,) = xx¦ ±uµ + µ²ϭ¸w x	x¦¶ + P	· −P
 	] ( √Ä	 +  	 	( 	#$ + 	 
      (2.31) 
where, = max Å0.43, ƞƞ  ÈÉ, ƞ = S µ	 , S =b2,, 
In these equations, #(, #$, and YM are calculated as shown in the standard k-· model 
above.  
Turbulent eddy viscosity, µ = Pµ (]	  , Where, µ = Ë ËÌ´Í∗¸ ,  
 5∗ ≡¹,, + Ω Ï ,Ω Ï ,,           Ω Ï , = R, - 2·,(U(,  R,= RST7777 - ·,(U( 
RST7777 is the mean rate-of-rotation tensor observed in a rotating reference frame with 
angular velocity, U(. 
By default, - 2·,(U( is not included in FLUENT in the calculation of Ω Ï ,. 
Ð- = 4.04, Ð =√6 cos ɸ 
???
?
? = ?? cos-1 (??W), W =
?????????
??? , ?? ? ??????? , ???=?
?
? ?
???
??? ?
???
???? 
??? = 1.44, ??? = 1.9, ?? =1.2, ?? = 1.0 
2.6.4 Volume of Fluid (VOF) Method 
The volume of fluid (VOF) is a numerical modelling technique used for free surface 
(i.e., the boundary or interface between immiscible fluids, for example, air and water) 
tracking. This technique was based on the Marker-and-Cell, MAC, method developed 
by Harlow and Welch (1965) to discretise function of time-dependent viscous 
incompressible fluid flow. The earliest reference to the current VOF method was by 
Noh and Woodward (1976) in which they developed the Simple Line Interface 
Calculation, SLIC, method to account for the difficulty of geometrical approximations 
to fluid interfaces in a multifluid Eulerian flow. It was majorly accepted as a better 
numerical technique over the MAC method because of the low computational storage 
requirement. The commercial CFD Code employed in this study, ANSYS Fluent, 
employs the VOF with Piecewise Linear Interface Calculation, PLIC, method. The 
PLIC method was developed by Youngs (1982) to address the limitation in the 
interface description when the technique of distorting the Lagrangian mesh is applied 
for a fluid flow problem.  
In ANSYS (2009), the flow variables and properties are shared by the phases (different 
fluids) within the domain. In each control volume, the volume fractions of all phases 
equal to one. For instance, three conditions are possible if the qth fluid’s volume fraction 
in the cell is denoted as ?q. 
• ?q = 0: The cell is empty (of the qth fluid) 
• ?q = 1: The cell is full (of the qth fluid) 
• 0 < ?q < 1: The cell contains the interface between the qth fluid and one or more 
other fluids. 
The interface tracking between the phases is achieved by solving the continuity 
equation for the volume fraction of one (or more) of the phases either through implicit 
or explicit time discretization schemes. The form of the volume fraction equation for 
the qth phase is: 
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À1 Å xx ­α"ρ"® +  ∇ . ­α"ρ"v"ÖÖÖÖ⃗ ® =  01 +  ∑ ­ ! " −   ! "®Ù É  (2.32) 
where, ! " is the mass transfer from phase q to p, ! " is mass transfer from phase p 
to q, 01 is the source term with the default value of zero. A constant or user-defined 
mass source can be applied to each phase. 
The volume fraction equation will not solve the specified primary phase. Its volume 
fraction will be computed using: 
 
∑ ­α"®"Ù  = 1   (2.33) 
2.6.5 Near Wall Modelling 
The near-wall region poses difficult numerical and modelling challenges in turbulent 
flows because of the viscous effect. In this region, the mean flow properties; velocity, 
temperature, turbulence properties, undergo their strongest abrupt changes. These 
effects could be numerically mitigated by using very fine grids and low-Reynold-
number model, but these can be computationally expensive for 3-D models and could 
introduce slow convergence, hence the need to use wall functions where the viscous 
layer is not resolved like in the low-Reynold-number modelling, but flow behaviour in 
the region is accounted for by the introduction of approximations (Craft, 2011). 
2.6.6 Wall Functions 
In turbulent flows, the near-wall region is significantly thinner, hence the need for a 
finer grid to provide accurate resolution of flow quantities. The need to bypass the 
large computational requirement caused by using very fine mesh in this region, 
especially in 3-D problems, necessitated the development of the wall function 
approach.  
In this approach, the numerical resolution of the near-wall region is avoided by 
employing approximate analytical expressions for the mean velocity distribution 
across this region. 
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Figure 2.8. Near-wall cell (Craft, 2011). 
In a local equilibrium turbulent flow, with  =ҝ y, the velocity in the turbulent region 
satisfies the log-law: 
 U+ = ҝ log (E y+)   (2.34) 
where, ҝ =0.41, E = 9, U+ = ¹ÚÛÜ  and y+ = 
¹ÚÛÜÄ   
Rearranging: 
 I = P Ý ҝ]ÞBmß~]¹ÚÛÜà á


  (2.35) 
Equation (2.35) above gives an expression for the estimation of wall shear 
stress, I, in terms of the velocity at the near-wall node (node 2) (Fig. 2.8). This near-
wall node should now be in the turbulent region (Non-dimensional wall-distance, y+ > 
30) where the gradients are less steep than in the viscous region (Fig. 2.9). 
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Figure 2.9. Subdivisions of the near-wall region (Salim and Cheah, 2009). 
2.6.6.1 Standard Wall Functions 
This wall function is based on the work of Launder and Spalding (1974) and used in 
various industrial flows and commercial CFD software.  
 
Figure 2.10. The near-wall nodes (Launder and Spalding, 1974). 
Momentum 
The fluxes of momentum obey the law-of-the-wall for average velocity: 
 U* = ҝ log (E y*)   (2.36) 
where, dimensionless velocity, U* = âvãä/å(âä/]æÛ/y  and dimensionless distance from the 
wall, y* = yvãä/å(âä/]âç . 
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ҝ = von K́rm́n constant (=0.4187) 
E = empirical constant; the function of wall roughness (=9.793) 
5 = mean velocity of the fluid at the near-wall node P 
 = turbulence kinetic energy at the near-wall node P 
@ = distance from point P to the wall (Fig. 2.10) 
N = dynamic viscosity of the fluid 
I = shear stress on the wall in the direction of the velocity 5 
The law-of-the-wall for average velocity is known to be valid for 30 < y* < 300. In 
ANSYS FLUENT, the logarithmic law is used when y* > 11.25, but laminar stress-strain 
(U* = y*) relationship is employed when y* < 11.25. 
Turbulence 
In the k - · models, the wall boundary conditions can be obtained from the k equation 
by solving in the whole domain including the wall-adjacent cells. The boundary 
condition for turbulent kinetic energy, k imposed at the wall is: 
 
( = 0    (2.37) 
where, è is the local coordinate normal to the wall. 
The production of kinetic energy, Pk, and its dissipation rate, ·, are computed on the 
assumption that both are equal in the wall-adjacent control volume. 
The production of kinetic energy, Pk, is based on the logarithmic law and is computed 
from: 
 Pk ≈ I  = I æÛҝy(âä/] â  (2.38) 
Turbulent kinetic energy dissipation rate, · is computed from: 
 · = vãÓ/å(âÓ/]ҝâ    (2.39) 
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The · equation is not solved at the wall-adjacent cells. 
2.6.6.2 Scalable Wall Functions 
In ANSYS (2016), this approach ensures the usage of the logarithmic law together 
with the standard wall functions approach by introducing a limiter in the dimensionless 
distance from the wall, y* calculations such that: 
 @ ∗' = MAX (y*, y* limit)  (2.40) 
where, y* limit = 11.225 
2.7 Sediment Transport Mechanisms 
The research study on sediment motion by Shields (1936) was a major contribution to 
understanding sediment transportation. The Shields diagram, his key finding, 
represents the variation of threshold Shields parameter with shear Reynolds number 
corresponding to the threshold of sediment entrainment; condition for the initiation of 
sediment transport. 
Grain movement can be induced by both lift and drag forces which must be greater 
than the gravitational forces and frictional forces that hold the particle together. 
According to Dey (1999), lift force can be induced by the dynamic pressure difference 
resulting from maximum velocity gradient, velocity fluctuations acting in the vertical 
direction, and Magnus effect generated by the rotating motion of particles. The drag 
force is the frictional force induced by the fluid flow over exposed sediment grain 
surface, and it depends on the flow velocity, the exposed cross-sectional area 
impacted by the flow and the surface roughness of the sediment particle. 
2.7.1 Modes of Sediment Transport 
There are various modes of sediment transport and attempts to differentiate these 
components have been challenging. Komar (1980) opined that sediment transport in 
rivers is a combination of bed load, suspension load, and wash load. He detailed past 
research studies performed to differentiate between the modes by relating the cut-off 
sediment grain size to known river flow variable like velocity, discharge or stress. 
Francis (1973) observed and described three spinning modes of sediment transport in 
heavy solid grains – rolling, saltating and suspension. Low and smooth trajectories are 
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followed by the grain in the saltation mode, while longer, higher and irregular path are 
travelled in the suspension mode. Julien (2010) only limited the different classification 
of the mode of transport into bed load and suspended load (Fig. 2.11), while Hicken 
(2010) shows the separation into the dissolved load, suspended load, intermittent 
suspension (saltation) load, wash load, and bed load. Bed load is the grain that moves 
through the water, fully supported by the bed and with the frequent collision with other 
grains. The bed does not support suspension load but the turbulence of the water. 
 
Figure 2.11. Bed load and suspended load (Julien, 2010). 
2.7.2 Sediment Transport Modelling 
Modelling of sediment transport mechanisms is usually based on one-dimensional, 
two-dimensional and three-dimensional series of governing equations. The 
mechanisms are based on numerical models and experimental models. The advent of 
powerful computers in the 20th century has spurred increased research in the 
numerical study of sediment transport and has led to the development of free and 
commercial sediment models (Table 2.6). 
 
 
 
 
 
 
 
 
 
 
 
 
 
???
?
Table 2.6. Comparison of Sediment transport model (Hanna, 2014). 
Dimensions Governing 
Equations 
Model 
Name 
Advantages  Disadvantages 
  CCHE1D • Steady and 
unsteady 
flow. 
• Multiple 
channel bed 
layers. 
• Non-
equilibrium 
approach.
• No water 
quality 
analysis. 
1D St. Venant 
Equations 
HEC-RAS • Steady and 
unsteady 
flow. 
• Water 
quality and 
temperature 
modelling 
included. 
• Accounts for 
structures. 
• Mixed flow 
regime 
profiles. 
• Not an 
event-based 
model. 
• Channel 
geometry 
not updated 
on erosion 
or 
deposition. 
• No 
calculations 
conducted 
at specific 
locations.
  SAM • Calculates 
slope 
stability. 
• Represents 
system as 
an average 
(increases 
simplicity). 
• Assumes 
steep banks 
are vertical 
(have no 
influence). 
• Represents 
system as 
an average 
(less 
accurate).
  CCHE2D • Cohesive 
and non-
cohesive 
soils. 
• Wetting and 
drying of 
domain. 
• Three non-
equilibrium 
approaches 
to choose 
from.
• Width-
averaged 
flow not 
accounted 
for. 
???
?
2D 2D 
Momentum 
Equation 
SED2D • Cohesive 
and non-
cohesive 
soils. 
• Incorporates 
up to ten 
clay layers. 
• Width-
averaged 
flow not 
accounted 
for. 
• Individual 
models run 
for each 
grain size in 
bed load.
  SRH-2D • Flexible 
mesh for 
accuracy. 
• Accounts for 
structures 
and bends. 
• Wetting-
drying 
algorithm. 
• Specification 
of mesh 
(such as a 
fine mesh) 
need to be 
adapted. 
• Width-
averaged 
flow not 
accounted 
for.
  CCHE3D • Incorporates 
sediment 
and 
pollutant 
transport 
and water 
quality. 
• Solid grid 
stability. 
• Irregular 
walls, etc. 
applied as 
boundary 
conditions. 
• Computes 
hydrostatic 
and 
dynamic 
pressure.
• No mixed 
mesh, but 
hexahedral 
elements. 
3D 3D 
Momentum 
Equation or 
Navier-
Stokes 
Equations. 
Delft3D • Water 
quality, 
waves, and 
ecology 
accounted 
for. 
• Large range 
of time 
scale.
• Bed load 
transport 
directly 
related to 
flow 
velocities, 
not bed 
shear 
stress. 
???
?
• Dredging 
and 
dumping 
scenarios 
simulated.
  MIKE 3 • Sand 
transport, 
mud 
transport 
and 
sediment 
tracking. 
• Dredging 
module. 
• Flexible 
mesh.
• Does not 
compute 
non-
cohesive 
sediment. 
?
2.7.2.1 Empirical Bed Load Transport Equations 
Meyer-Peter and Muller (1948) 
The empirical bed load transport equation by Meyer-Peter and Muller (1948) only 
applies to large sediment grain and wide channels. 
 ?? ? ?????? ?????????  (2.41) 
where the critical Shields parameter, ????is assumed as 0.047. 
Dimensionless bed flux, ?? ? ? ???????????, and dimensionless shear stress/Shields 
parameter, ?? ? ? ?????????? 
?? is the Bed load discharge per unit width (ton/day/m), s is the specific gravity (????? 
in which ? is the density of water and ?? is the density of sediment, and g is the 
gravitational constant. 
Van Rijn (1984) 
The bed-load transport, ??, (m2/s) formula is only applicable to particles in the size 
range 200 – 2,000 ?m. 
 
??
????????????????? = 0.053
????
?????   (2.42) 
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where, Particle parameter, ∗ =Åm(ë)Ä] É/ È-. 
Transport stage parameter,  T = ­z∗®]ë ­z∗,ïð®]­z∗,ïð®]     (2.43) 
where, bed shear velocity related to grains, 6∗ = um.îv w 67 
where, the ch́zy-coefficient related to surface (or grain) roughness of the sediment 
bed,  = 18 òó u
ôêYõw, 67 is the mean flow velocity, 6∗,9: is the Shields critical bed 
shear velocity (Fig. 2.12), D90 is the grain diameter just larger than the diameters of 
90% of the soil grain, /$ is the hydraulic radius = Ëö, where A is the area of the cross-
section and P is the wetted perimeter. 
 
Figure 2.12. Initiation of motion according to Shields (Van Rijn, 1984). 
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Other empirical bed-load transport formula 
Several formulae have been proposed empirical and semi-empirical correlations to 
predict bed load transport rate (Table 2.7). The French hydraulic engineer, Du Boys is 
the first to propose a bed load transport model in 1879. His model was incomplete but 
generally agreed well with large laboratory measurements. Although, there have been 
improved models to determine the characteristics of the bed-load layer, large 
variations in the calculated values persist. Great caution is necessary when employing 
any formula for real-life situations.  The real-life scenario must be similar to the 
boundary conditions that govern the formula.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
42 
 
Table 2.7. Empirical and semi-empirical correlations of bed load transport (Chanson, 
1999). 
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According to Chanson (1999), the bed load transport rate per unit width, +s, can be 
applied to flat channels (i.e., sin θ < 0.001 to 0.01) with plane beds (Table 2.8). 
 + = s F <   (2.44) 
where  < is the average sediment velocity in the bed load layer, s is the mean 
sediment concentration, and F average saltation height measured perpendicular to 
the bed (Fig. 2.13). 
 
Figure 2.13. Bed-load motion at equilibrium (Chanson, 1999). 
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Table 2.8. Bed-load transport rate calculations (Chanson, 1999). 
 
 
2.7.2.2 Two-phase Equation by Cheng and Hsu (2014) 
Cheng and Hsu (2014) employed a two-phase formula to develop a sediment transport 
model; twoPhaseEulerSedFoam, through OpenFOAM; a free open-source CFD 
library. The model was validated for sheet flow in steady and oscillatory flows.  
The mass conservation equations for fluid phase and sediment phase can be 
expressed as (Assumption: no mass transfer between the phases):  
 
(ëɸ)  + (ëɸ)z¤÷x{¤  = 0          (2.45) 
  
ɸ  + ɸz¤Ìx{¤  = 0           (2.46) 
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where, ɸ is the sediment volumetric concentration, 6 and 6  are  8 velocity 
component of the sediment phase and fluid phase respectively, and 8 = 1, 2, 3 is the 
streamwise, spanwise, and vertical components. 
The momentum for the fluid phase and sediment phase can be expressed as: 
y÷(ëɸ)z¤÷  + y÷(ëɸ)z¤÷z¦÷x{¦  = - (ëɸ)÷x{¤  + (ëɸ)æ¤¦
÷x{¦  + P(1- ɸ)δ +     (2.47) yÌɸz¤Ì  + yÌɸz¤Ìz¦Ìx{¦  = - ɸ÷x{¤  - Ìx{¤ + æ¤¦Ìx{¦  + Pɸδ +                (2.48) 
where, P, P are density of fluid and sediment phase,  is gravitational constant, % 
is the fluid pressure, and I,  is the shear stress of the fluid; viscous stress and 
turbulence stresses, % is the particle pressure, I,  is the particle stress,  èp  (- ) and  represent the interphase momentum transfer between 
sediment and fluid phases. % and I, are determined from the kinetic theory of 
granular flow and phenomenological closure of frictional contact stresses.  
The momentum between the sediment and fluid phases are coupled through the 
interphase momentum transfer term. 
  = -   = -ɸβ (6  − 6 ) - βɸΔ6S77777777 + % (ëɸ)x{¤        (2.49) 
% (ëɸ)x{¤  is the interphase pressure correction term, ɸβ (6  − 6 ) represents the 
averaged drag force due to mean relative velocity between both sediment and fluid 
phases and βɸΔ6S 77777777 is called turbulent suspension; obtained from the Reynolds 
averaging. Both terms are due to drag force. 
I,= N ± z¤Ìx{¦ + z¦Ìx{¤ ¶ − 
 N z´Ìx{´ δ,     (2.50) 
where, frictional viscosity, N = √
Ì÷úûü (f÷)
¹Ì¤¦ .Ì¤¦  
H is the angle of repose of the sand (taken as 280), the deviatoric part of strain rate 
tensor for sediment phase, , =  
 ± z¤Ìx{¦ + z¦Ìx{¤ ¶ −  N z´Ìx{´ δ, 
The standard projection method is used to solve fluid and particle velocities. 
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2.7.2.3 Sediment Transport Model by Zhang and Shi (2016) 
Zhang and Shi (2016) employed the finite volume method to solve the governing 
equation of the fluid flow and the finite difference method to solve the governing 
equation of the sediment transport model to investigate the local scouring around an 
underwater pipeline. 
The bed load sediment transport rate at the slope is adjusted according to: 
 qbi = +- æ¤|æ| − +- xex{¤     (2.51) 
where, I is the shear stress at i direction, C is the correction factor in range 1.5 -2.3 
(1.5 was used in the study), h is the sand bed level, +- is the sediment transport rate 
by Soulsby (1997); 
 +- = 12¹(þ − 1)pÈ-H(H − H9:)         (2.52) 
where, the shields number,H = æym(ë)iî, the critical shields number, H9:, adjusted 
based on the sediment motion up or down the bed slope. 
 H9: = H9:B (cos α + úûü 0 ü )  (2.53) 
where, the critical shields number at the horizontal bed, H9:B = -..
Y∗ + 0.055[1- exp (-
0.02∗)], α is the angle of slope of the bed and φ is the angle of repose of the sediment. 
Dimensionless sediment size, ∗ =Åm(ë)Ä] É/ pÈ- 
The change of sandy bed level was expressed using the mass balance theory: 
 
xex = ë(ë)  (x"ê¤x{¤ )   (2.54) 
where, n is the porosity.  
Adjustments were made to the bed slope using the sand slide model to ensure the 
value is less than the angle of repose of the sand to guarantee stability during scouring 
process. Dynamic mesh technology is then implemented in ANSYS Fluent to simulate 
the process. 
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2.8 Summary 
An extensive review has been carried out before experimental and computational 
studies to understand better the methods that have been employed to investigate 
tsunami wave characteristics. The evolution of the study has been shown in the 
description of the physical and numerical studies, flooding and tsunami mitigation 
measures for resilient coastal dike in Japan, early history and development of 
numerical simulation, and computational fluid dynamics theories. The review has 
shown that development of tsunami-induced scour and effects of coastal structure 
geometry on scour holes need further exploration. 
The review shows the classification and characteristics of a tsunami wave.  Impact 
standing and overflowing wave pressures are identified as having the highest impact 
on coastal structures with the possibility of negative uplift pressure but the insufficient 
relationship of its effect on scouring process. There are limited publications about the 
dam break method of tsunami wave generation and resulting scour damage at the 
landward region of coastal structures. Also, the description of the sediment transport 
mechanism and sediment transport models will form the basis of laboratory work, 
numerical studies, and analyses of the scouring process. 
The evaluation of the RANS turbulence models and wall functions for near-wall 
modelling is crucial in deciding the appropriate model and function to employ in this 
study. It shows the advantages of improved flow variable results with realizable k-ε 
Model and use of scalable wall function for a coarse mesh.  
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Chapter 3 
Tsunami Wave Propagation over Sea Dikes 
The destructive power of tsunami generates catastrophic damages to coastal 
infrastructure such as defences and buildings as well as the hinterland of such area. 
The fundamental physics of interactions between tsunami wave propagation and 
impact with coastal structures need to be understood before applying any prevention 
strategies for future events. 
Extensive studies of tsunami flow propagation have been carried out in large-scale 
wave flumes using solitary waves by many researchers (e.g., Tonkin et al., 2003; 
Hsiao and Lin, 2010; Rossetto et al., 2011). However, there are not very many detailed 
tsunami research studies carried out on structures using dam break wave (DBW) 
conditions (Mikami and Shibayama, 2013). 
This chapter begins with an introduction of various methods of experimental study of 
tsunami waves. The experimental data of flow quantities are described and statistically 
compared to other published studies, and the effect of geometry on wave 
characteristics are presented and discussed. 
3.1 Introduction 
Several physical investigations of tsunami waves have been conducted, which have 
contributed to the understanding of the wave characteristics near-shore and off-shore, 
and particularly its impact on coastal structures. Chen et al. (2015) used a piston type 
wave generator to create steep solitary waves to study its reflection at a vertical wall. 
The wave run-up characteristics were found to have been underestimated by many 
past theoretical results. The collision was discovered to cause the occurrence of 
Rayleigh-Taylor instability. Lynett et al. (2010) conducted a laboratory investigation on 
the interactions between a breaking solitary wave and 3-D shallow water shelf.  The 
experiment shows that when considering the mixing and transport processes, the 
turbulence created by bore fronts and spatial velocity gradients is more significant than 
that due to the bottom stress.  
A piston type wave generator was used by Schimmels et al. (2014) to produce a 
tsunami-like wave as opposed to solitary wave. The long wave produced can prevent 
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the usual high turbulence caused by the air-water mixing immediately after generation. 
Using a pump-driven wave generator, Shito et al. (2014) generated a long-period 
tsunami wave to study its behaviour around a bay-mouth breakwater and an onshore 
tank. Their results showed the reduction of wave height due to the presence of 
breakwater. Also, the tsunami wave load and pressure values agreed well with other 
published values.  
The use of a vertical water volume release method was employed by Wüthrich et al. 
(2016) to generate tsunami-like waves. In this technique, gravity is employed to 
transport a large volume of water from an upper tank into a lower reservoir, and then 
into the propagation channel. The comparison of results to theoretical solutions 
revealed that the method could produce waves with behaviour similar to the dam-
break mechanism. Prasetyo et al. (2016) used a hybrid wave generator that combined 
both piston-type and pump driven wave-maker to investigate the effect of tsunami run-
up and force around building structures with 1:20 length scale. The distance of the 
structures from the coastline, number of structures and distance of buildings from each 
other had a significant effect on the tsunami inundation and pressure on the structures. 
Rahman et al. (2014) used the dam-break method to conduct an experimental study 
on the potency of sea wall in mitigating tsunami forces on onshore buildings. Different 
types of sea wall with varying heights and positions were studied, and findings showed 
greater force reduction in higher sea wall closer to the physical models. Efficacy of 
solid and perforated sea walls was also investigated, with results showing similar 
results in both cases. The economic advantage of constructing perforated sea wall 
over solid sea wall was also suggested. An experimental study was performed by 
Nistor et al. (2009) to understand better the time development and hydrodynamic 
forces generated by a fast advancing tsunami bore on varying shapes of a structural 
element. The impact of debris was also modelled by using wooden logs and results 
showed increased total force values. 
The prime objective of this chapter is to show the suitability of small-scale DBW 
experiments to model tsunami wave and then compare the results to other 
hydrodynamic literature. The study will investigate tsunami bore flow over different 
geometries of sea dikes in an open channel flow to determine velocity and pressure 
distributions. It would ultimately assist in the understanding of scour profiles behind 
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sea dikes and thus improve the design of coastal defences built in tsunami-prone 
regions, which is discussed in detail in the next chapter.  
3.2. Laboratory Experiments 
The difficulty of scaling the very long tsunami waves flow has been a major challenge 
in the laboratory studies of such phenomenon as they produce a much steeper wave. 
The introductory reviews above and in chapter two show how experimental studies of 
quasi-tsunamis have been carried out using solitary waves, long wave generated by 
wavemaker and dam-break waves. It is possible to produce a dam-break wave whose 
flow variables is qualitatively similar to actual tsunami waves. However, the difficulty 
of downscaling the length and time scales of real tsunamis in a small-scale experiment 
according to Froude similarity law persists.  
A series of comprehensive fully-controlled laboratory experiments were conducted in 
University of East London ‘s hydraulics testing facility with four 0.10 m high coastal 
dike models of scale 1:50 in a hydraulic flume, 8.60 m in length, 0.315 m in depth, and 
0.305 m in width. Two of the model geometries (B and C types) were fabricated to 
scale of 1:50 by considering dikes that were affected in Iwanuma and Soma cities in 
Japan by the 2011 Great East Japan Earthquake and Tsunami (Jayaratne et al., 
2014). The dam- break method was used to generate a tsunami bore with the gate 
located at 1.0 m from the toe of the 1:10 beach slope. The upstream water depth, hu, 
was maintained at 0.3 m, while the downstream water depth, hd, maintained at 0.015 
m, 0.03 m, and 0.05 m were varied to generate hydraulic condition types I, II and III 
respectively using dimensionless initial downstream water depth, αi,ue\ew (after studies 
from Leal, Ferreira, and Cardoso, 2009). Pressure sensors (P1 - P5) were placed on 
the seaward slope, crest and landward slope of the models to measure the vertical 
pressure distribution. Horizontal velocity of the bore front was tracked by 30 fps video 
camera and by using PhysMo software, a frame-by-frame analysis was employed to 
derive the velocity at different sections of the flume. The measured data were digitised 
at the time interval of 0.00004 s (25 kHz). 
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Figure 3.1. Front view of hydraulic flume channel. 
 
 
 
 
 
 
 
 
a) Lateral view 
 
 
  
 
 
 
b) Plan view  
 
Figure 3.2. The layout of hydraulic flume (Not to scale). 
Flume bed 
0.113 m 
hd 
3.550 m 2.920 m 1.130 m 1.000 m 
hu 
Gate Sea dike Pump inflow 
0.315 m 
Beach slope (1/10) 
Reservoir 
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Figure 3.3. Location of pressure sensors. 
The scaling of experimental results to prototype conditions is done using the Froude 
scaling, which is typical of gravity flow. The hydraulic properties of the tsunami bore 
were scaled as follows: 
Velocity:   Vp = Vm × boô  
Time:   Tp = Tm × boô     (3.1) 
Pressure:   Pp = Pm × oô  
where, LR is the scale factor; length ratio between prototype (Lp) and model (Lm), oô = lâl = 50. 
Table 3.1. Hydraulic conditions used in experiments. 
Type hu (m) hd (m) αi,ue\ew 
I 0.3 0.015 0.050 
II 0.3 0.030 0.100 
III 0.3 0.050 0.167 
 
 
 
 
Direction of flow Pressure sensor: 
P3 
Hd2 
Beach slope 
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Table 3.2. Coastal dike model geometry. 
Dike model Crest width (m) Seaward slope Landward slope 
A 0.100 1: 1.00 1: 1 .00 
B 0.150 1: 2.25 1: 0.71 
C 0.024 1: 3.00 1 :1.40 
D 0.053 1:1.40 1:2.15 
 
 
a. Model A 
 
b. Model B 
 
c. Model C 
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d. Model D 
Figure 3.4. Sea dike model geometry. 
3.3. Tsunami Wave Flow over Sea Dike 
The bore from hydrodynamic waves is turbulent and destructive. In certain locations, 
field observation from 2004 Indian Ocean tsunami showed velocities between 3 to 8 
m/s, and 10 to 13 m/s was recorded near Sendai airport during the March 2011 Japan 
tsunami (Wüthrich et al., 2016). Roh et al. (2012) used Particle Image Velocimetry 
(PIV) to estimate tsunami velocity at Sunaoshi River during the 2011 tsunami. It avoids 
the conventional disadvantages of unsteady camera motion and oblique viewpoint and 
offered reasonable agreement with Particle Tracking Velocimetry (PTV) and 
theoretical approach. About 8 m/s tsunami flow velocity was estimated within 1 km 
from the shoreline of the north of Natori river, Fujitsuka, and a maximum velocity value 
of about 15 m/s was recorded at the town of Onagawa during the 2011 Tohoku 
earthquake tsunami (Koshimura, Hayashi and Gokon, 2014). In this study, the spatial 
horizontal velocity of the hydraulic bore of the waves is tracked by an open-source 
video motion analysis program, PhysMo. 
3.3.1 Velocity distribution  
Figure 3.4 shows the classification of different sections of the hydraulic flume. The 
sudden release of the gate generated large turbulence which contributed to the high 
velocity readings in the downstream section of the channel. There was a reduction of 
the velocity values as the bore propagates over the beach slope. The noticeably 
reduced speed was dependent on the hydraulic conditions in the downstream water 
depth, hd.  
Considering hydraulic conditions I, the models with steeper seaward slope, A and D, 
recorded lower maximum velocity; 2.17 m/s and 2.16 m/s respectively, while the 
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models with milder seaward slope, B, and C, recorded higher values of 2.44 m/s and 
2.31 m/s respectively. A reversed trend was noticed for highest downstream water 
depth; hydraulic condition III. Models A and D both had a velocity of 2.16 m/s while 
models B and C had values of 2.14 m/s and 2.00 m/s respectively. However, a clear 
trend was not observed for the type II hydraulic condition (Table 3.3). 
The velocity distribution over the crests of models B, C and D revealed a general 
decrease in bore velocity as the downstream water depth increased, whereas Model 
A showed an opposite trend. Model B decreased from 2.37 m/s to 2.08 m/s, Model C 
decreased from 2.26 m/s to 2.00 m/s, Model D decreased from 2.13 m/s to 2.02 m/s 
for type III hydraulic condition, but with an initial increase to 2.27 m/s for type II 
hydraulic condition. The opposing trend in Model A was the increase from 1.99 m/s to 
2.07 m/s for type II hydraulic condition and then 2.16 m/s for type III hydraulic 
condition. 
There was a general decrease in velocity of the bore over the landward slope for all 
the models as the downstream water depth increased. Model A decreased from 1.95 
m/s to 1.91 m/s, Model B decreased from 2.20 m/s to 2.00 m/s, Model C decreased 
from 2.20 m/s to 2.01 m/s, and a minimal decrease from 2.00 m/s to 1.99 m/s for Model 
D. A noticeable increase in velocity was seen in Models C and D for type II hydraulic 
condition. Model C increased to 2.13 m/s, while Model D increased to 2.15 m/s before 
a final decrease. 
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Figure 3.5. Section classification of the hydraulic flume. 
Key: 
I - Downstream Section 
II - Beach slope section 
III - Seaward slope section 
IV - Crest section 
V – Leeward/landward slope section 
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b) Model B 
 
 
c) Model C 
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d) Model D 
Figure 3.6. Velocity distribution in the hydraulic flume. 
 
Table 3.3: Bore velocity readings for model dikes (Models A, B, C, and D). 
Model A 
Downstream depth, hd 0.015m   
 
0.03m 
 
0.05m 
 
 
Distance 
(m) 
Velocity 
(m/s) 
Distance 
(m) 
Velocity 
(m/s) 
Distance 
(m) 
Velocity 
(m/s) 
Downstream section 0.97 2.68 0.96 2.55 0.86 2.14 
Beach slope section 1.82 2.33 1.96 2.28 1.86 2.04 
Seaward slope 2.14 2.17 2.14 2.21 2.15 2.16 
Crest 2.20 1.99 2.28 2.07 2.23 2.16 
 
2.23 1.97 2.32 2.04 2.27 2.14 
Landward slope 2.40 1.95 2.40 1.96 2.35 1.91 
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Model B 
Downstream depth, hd 0.015m 
 
0.03m 
 
0.05m 
 
 
Distance 
(m) 
Velocity 
(m/s) 
Distance 
(m) 
Velocity 
(m/s) 
Distance 
(m) 
Velocity 
(m/s) 
Downstream section 0.97 2.68 0.96 2.55 0.85 2.14 
Beach slope section 1.82 2.33 1.96 2.28 1.86 2.04 
Seaward slope 2.20 2.44 2.18 2.28 2.21 2.14 
Crest 2.37 2.37 2.37 2.24 2.36 2.08 
 
2.42 2.34 2.42 2.22 2.42 2.07 
Landward slope 2.52 2.20 2.53 2.18 2.52 2.00 
 
Model C 
Downstream depth, hd 0.015m 
 
       0.03m 
 
0.05m 
 
 
Distance 
(m) 
Velocity 
(m/s) 
Distance 
(m) 
Velocity 
(m/s) 
Distance 
(m) 
Velocity 
(m/s) 
Downstream section 0.97 2.68 0.96 2.55 0.85 2.14 
Beach slope section 1.82 2.33 1.96 2.28 1.86 2.04 
Seaward slope 2.31 2.31 2.27 2.2 2.27 2.00 
Crest 2.41 2.26 2.39 2.17 2.40 2.00 
Landward slope 2.57 2.20 2.48 2.13 2.56 2.01 
 
Model D 
Downstream depth, hd 0.015m 
 
       0.03m 
 
0.05m 
 
 
Distance 
(m) 
Velocity 
(m/s) 
Distance 
(m) 
Velocity 
(m/s) 
Distance 
(m) 
Velocity 
(m/s) 
Downstream section 0.97 2.68 0.96 2.55 0.86 2.14 
Beach slope section 1.82 2.33 1.96 2.28 1.86 2.04 
Seaward slope 2.16 2.16 2.22 2.29 2.16 2.16 
Crest 2.28 2.13 2.27 2.27 2.29 2.02 
Landward slope 2.47 2.00 2.43 2.15 2.45 1.99 
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3.3.2 Configuration of a pressure analog input measurement 
LabVIEW is a graphical programming platform that helps engineers scale from design 
to test, and from small to large systems. It provides integration with all measurement 
hardware. 
A blank Virtual Instrument, VI, was created from the LabVIEW platform (Fig. A1). The 
DAQ Assistant Express VI was automatically launched once dropped on the diagram 
after right-clicking on the block diagram and going to Express » Input on the Functions 
palette (Fig. A2). The DAQ Assistant is a step-by-step wizard that allows quick 
configuration of measurements. 
To configure a pressure analog input measurement was then configured by first 
selecting Acquire Signals » Analog Input » Pressure » Pressure (Bridge) (Figs. A3, 
A4, and A5). 
The physical channel for the pressure measurement task was then selected. Here the 
supported data acquisition hardware device, NI 9237 four-channel simultaneous 
bridge module appeared in the tree control and was then expanded to select physical 
channel a0 which was used for the task (Figs. A6 and A7).  
The natural output of a pressure transducer is a voltage. Most strain based pressure 
transducers will output a small mV voltage. This small signal requires several signal 
conditionings to amplify the signal and a data acquisition device to measure the signal. 
The NI 9237 module singularly provides the excitation voltage, signal conditioning, 
and data acquisition. 
Next, the channel-specific and task-specific settings such as; signal input range, vex 
value, scaling and timing settings were configured. The inputs limits of the pressure 
transducers, found on the calibration certificate, were specified, 1 bar for Maximum 
value and 0 bar for the minimum value. Vex Value of 10 volts was also inputted as 
specified on the certificate. Continuous Samples was selected for the Acquisition 
Mode under the Timing Settings on the Configuration tab (Fig. A8). 
Two-Point Linear method was used to configure the scale to map physical values to 
electrical values (Fig. A9). Information on the calibration certificate of the pressure 
transducer was used to set this scale. For the physical values, 0 was set as the first 
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value being the lower pressure input limit, and 1 was set as the second value being 
the upper pressure limit of the transducer. For the electrical value, 0 was set as the 
first value, while 3.786; the second value is the sensitivity (mV/V) of the 
transduceruzÞÞ 9&Þ 	zz (	),   3
{9&B 
BÞ&m,   
 w.  
The Waveform Graph Indicator was created by right-clicking on the output of the DAQ 
assistant and going to Create » Graph Indicator (Figs. A10 and 11). 
The Write to Measurement File Express VI was launched by right-clicking on the block 
diagram and going to Express » Output » Write Measurement File on the Functions 
palette (Fig. A12). This was then configured to a Binary (TDMS) File Format for easy 
access on MS Excel (Fig. A13).  
The Write to Measurement File Express VI was then wired from its terminal to the DAQ 
Assistant. After scaling the signal and before commencing each experiment, the 
reference position of the device was identified as 2.0 amplitude. At this position, the 
pressure transducer produced 0 bar. Finally, the Run button at the top block diagram 
was then clicked to perform the pressure task (Fig. A14). 
3.3.3 Total tsunami wave pressure 
Tsunami wave pressure is the sum of the hydrostatic pressure and pressure based on 
conservation of momentum. Arimitsu (2013) illustrated how the magnitude of these 
two components could be significantly influenced by the part of the wave that impacted 
on the structure. Small hydrostatic pressure and large dynamic pressure occur when 
the bore acts on the structure, while large hydrostatic pressure and small dynamic 
pressure occur when the main body of tsunami acts on the structure. Dynamic 
pressure is the difference between total pressure and hydrostatic pressure, and 
Constantin (2016) showed that ‘the dynamic pressure in an irrotational 
regular wave train attains its maximum value at the wave crest and its minimum value 
at the wave trough if there are no underlying currents.’ 
The limitation of the experimental set-up made it difficult to accurately ascertain, from 
the removal of the flume gate, the exact start time of the wave pressure development 
over the sea dike models. The approximate times the waves hit the different sections 
of the models were determined using the video camera.  
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3.3.3.1 Model A 
Figure 3.6 shows the total wave pressure for the three hydraulic conditions. The total 
wave pressure increased from 0.38 bar at P1 (the toe of seaward slope) and reached 
its maximum at the crest (0.50 bar) in Type I hydraulic condition (Fig. 3.6a), where the 
maximum negative pressure was also recorded. The values of the overflowing wave 
pressure were higher at the landward slope than at the crest in all the hydraulic 
condition types, though its time duration was only about 1.8 s. This is mainly due to 
the very steep seaward slope directing the flow away from the landward slope. As 
shown in Type II hydraulic condition (Fig. 3.6b), the maximum total wave pressure 
decreased from 0.38 bar at the seaward slope, P2, to 0.33 bar at the crest, P3. Similar 
to Type II hydraulic condition, the maximum total wave pressure occurred at the 
seaward slope, P2, and decreased from 0.52 bar to 0.40 bar at the crest, P3, in the 
Type III hydraulic condition (Fig. 3.6c). Types II and III hydraulic conditions recorded 
their maximum overflowing wave pressure at the landward slope, on the other hand, 
Type I hydraulic condition recorded it at the crest.  
3.3.3.2 Model B 
Type I hydraulic condition in Figure 3.7a shows that the maximum total wave pressure 
of 0.49 bar occurred at the seaward slope, P1, and decreased to 0.35 bar on impacting 
on the crest, P3. This trend was consistent with the other two hydraulic conditions. 
Maximum total wave pressure of 0.40 bar at the seaward slope, P2, reduced to 0.36 
bar at the crest, P3, in the Type II hydraulic condition (Fig. 3.7b) and in Type III 
hydraulic condition (Fig. 3.7c), maximum total wave pressure of 0.43 bar at the 
seaward slope, P1, reduced to 0.37 bar at the crest. The overflowing wave pressure 
was more sustained at the crest than at seaward slope. Like Model A, the duration of 
the overflowing wave pressure at the landward slope was about 2.2 s, with P5 which 
is closer to the toe of the landward slope readings before P4. This is mostly due to the 
very steep slopes and long crest width directing the flow away from the slopes. 
Reduced maximum impact pressure readings at seaward slope were recorded in both 
Types II and III hydraulic conditions. Similar to Model A, the largest negative total wave 
pressure occurred for Type I hydraulic condition.  
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3.3.3.3. Model C 
Figure 3.8 provides the instantaneous distribution of total wave pressure for Model C. 
Maximum wave pressure of 0.60 bar was recorded immediately after the impact of the 
bore on the seaward slope at the time, t = 0.95s. The reduction of wave pressure to 
0.38 bar was noticed during the overflowing of the wave over the crest and later 
increased to 0.48 bar at P5. There would be the possibility of more significant damage 
to the crest and landward slope of the dike than at the seaward slope as evident by 
the large pressures sustained during the overflowing phase.  
Unlike occurrences of Models A and B, there were more sustained overflowing wave 
pressures on the landward slope, and the bore first impacted the landward slope at P4 
before P5. The maximum impact wave pressure values at the seaward slope and 
maximum overflowing wave pressure values at the landward slope reduced with 
increasing downstream depth condition, hd. The overflowing pressure values at the 
crest are larger than at landward slope as the downstream depth, hd, increases. 
3.3.3.4 Model D 
The result of Type I hydraulic condition (Fig. 3.9a) showed that large values of 
overflowing wave pressure were sustained at the landward slope during the flow, 
suggesting the occurrence of the greatest damage when compared to other parts of 
the dike. As shown in Type III hydraulic condition (Fig. 3.9c), there were similar 
maximum wave pressure values of 0.37 bar during the impact and overflowing phases, 
except at the landward slope, P4, with a value of 0.34 bar.  
The maximum impact wave pressure occurred close to the toe of the seaward slope, 
P1. Similar to Model C, the maximum overflowing wave pressure at the landward slope 
decreased with increasing downstream water depth, hd, and the overflowing pressure 
values at the crest were larger than at landward slope as the downstream depth, hd, 
increased. 
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Figure 3.7. Total wave pressure distribution in Model A under various hydraulic 
conditions. 
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Figure 3.8. Total wave pressure distribution in Model B under various hydraulic 
conditions. 
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Figure 3.9. Total wave pressure distribution in Model C under various hydraulic 
conditions. 
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Figure 3.10. Total wave pressure distribution in Model D under various hydraulic 
conditions 
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 3.3.4 Overflowing Wave Pressure 
The collision of the overflowing bore with the back of the model generates a maximum 
overflowing pressure, #B3, with maximum velocity over the crest measured at the 
landward region, <3, angle of landward slope, θ2, density of water, P, gravitational 
constant, , and height of dike crest measured on landward side, Hd2, as its essential 
model parameters.  
öym[\] = 2√2 
f]bm[\]                                     (3.2)                                                              
Hydraulic conditions for Models A, B and C seem to best fit the formula for the 
maximum overflowing pressure with a combined coefficient of the determinant (r-
squared) of 0.72, while the introduction of the Model D with the mildest landward slope 
reduced the coefficient to 0.36 (Fig. 3.10).  
 
Figure 3.11. The relationship between overflowing wave pressure and flow quantities 
from experimental (Exp.) studies. 
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Average error, E, which indicates the suitability of a model to observed data shows 
that coastal dike model D data, with the mildest landward slope, has the largest 
deviation from the model equation of overflowing wave pressure (Table 3.4). It is 
expressed mathematically as: 
E = 
¹∑ (> – ¤)¤ä
                                     (3.3) 
where ?>  is the model data, ? is the observed data and N is the total number of data. 
 
Table 3.4. Average Error of the observed data from the overflowing wave pressure 
model. 
 
Model 
 =>   = 2√2 
f]bm[\]  
 ? (Observed data)  ?>  (Model data)  E (Average error) 
 3.87 4.26 3.87 
 
A 3.89 3.64 3.89 0.22 
 3.78 4.26 3.78 
 
 5.02 4.68 5.02 
 
B 4.96 4.16 4.96 0.34 
 4.57 4.05 4.57 
 
 3.59 4.99 3.59 
 
C 3.47 4.57 3.47 0.60 
 3.28 3.43 3.28 
 
 2.37 4.26 2.37 
 
D 2.55 4.05 2.55 0.95 
 2.35 3.85 2.35 
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3.4 Conclusions 
This chapter started with the introduction of the experimental methods that have been 
used to study tsunami waves: piston type wave generator and pump driven wave 
generator to produce solitary wave and long wave with tsunami-like characteristics, 
and vertical water volume release method and dam break mechanism to generate 
dam break wave. 
The description of the experimental set-up to investigate the propagation of the 
tsunami-like wave over sea dike models and instrumentation were adequately 
presented. This included the geometry of the four sea dike models, the three hydraulic 
conditions, and configuration of the pressure sensors. 
In these experiments, a dam-break bore, like the one occurring during a tsunami 
inundation was generated by the sudden opening of a vertical gate and afterwards 
impacted coastal dike models of various geometries. The flow velocities and pressures 
exerted on the seaward, and landward slopes of the model dikes were recorded and 
analysed in detail to estimate the flow variables around the structures. Also, the 
characteristics of the interaction between bore and coastal models were discussed. 
The velocity distribution revealed a general decrease in the bore velocity as the 
downstream water depth increased. This could be due to the frictional resistance 
between the upstream and downstream water. The final bore velocity at the landward 
slope has an average prototype value of 14 m/s which is significantly close to the 
maximum of 15 m/s that was recorded inland at Onagawa during the 2011 Tohoku 
tsunami. The angle of the seaward slope affected the percentage decrease in velocity 
value over the three hydraulic conditions. The mildest seaward slope, Model C, 
produced 5% decrease in velocity value, and 3% decrease in velocity value was 
estimated for Model B with the second mildest seaward slope. Model D with the third 
mildest seaward slope produced about 0.5% decrease in velocity value, while the 
steepest models, Model A, gave about 1% decrease in velocity value. 
In general, the experimental results revealed that the overflowing pressure values at 
crest increased above that at the landward slope as downstream depth increased for 
dike with a mild landward slope. Overflowing pressure values were larger at landward 
slope than crest for dikes with the steep landward slope for all the three hydraulic 
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condition types. The average error statistical measure showed a good agreement of 
the experimental results with the linear formula for overflowing wave pressure (Eq. 
3.2). This pressure could be reduced by introducing a wave wall. Also, coastal dikes 
with steep landward slope and longer crest width have lower impact duration of 
overflowing pressure on the landward slope, hence their suitability for the reduction of 
tsunami wave pressure. 
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Chapter 4 
Tsunami Induced Scour Profile on Erodible Boundaries 
The scour profile and depth prediction that develops on the leeward side of coastal 
structures can play an integral role in their design. The Great Japan Tsunami of 2011 
revealed the destructive impact scour could have on coastal defence structures. The 
prediction of the depth and the shape of scour holes that develop behind coastal 
defences can play a significant role in their stability design. The high cost of protecting 
the long stretch foundation necessitates the study of the maximum scour depth and 
length to assess the risk of failure (Karim and Ali, 2000).  
There is limited research into understanding this tsunami-related phenomenon. Kato 
et al. (2007) after large-scale hydraulic experiments proposed ground improvement 
technique to produce a resilient coastal dike foundation. Jayaratne et al. (2014) using 
field survey data developed a simple mathematical model to predicts representative 
scour depth that can be employed in their foundation design. 
In this chapter, the work will focus on the geometry of the scour profiles and its 
temporal development, scour validation with Shields parameter and Hjulstrom curve, 
representative scour depth predictive model, statistical comparison of the model to 
field survey and laboratory data, and proposing coastal dike section capable of 
resisting landward toe scour. Appropriate conclusions will also be deduced. 
4.1 Introduction 
Coastal structures near the shorelines are susceptible to local scouring damage 
caused by tsunami runup and drawdown. Many of these structures have shown to be 
inadequate against higher levels of tsunami waves as revealed by the 2004 Indian 
Ocean Tsunami and 2011 Eastern Japan Tsunami. Numerous researches have made 
many design considerations to be given to these infrastructures; bridges, roadways, 
buildings, and port facilities. 
Chen et al. (2013) employed laboratory study to understand tsunami-induced scour at 
a road model on a sandy beach. They discovered that tidal variation which affected 
the variation of the distance between the shoreline and road model was a critical factor 
that affected the scour depth. Their results also showed that equilibrium scour depth 
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might not be reached in typical tsunamis. Scouring mechanisms caused by tsunamis 
around vertical coastal cylindrical structure was studied by Yeh et al. (2004). The end 
of the drawdown phase of the tsunami runup when the flow velocities and shear 
stresses have greatly reduced, accounted for the most rapid scour occurrence. Also, 
the critical fraction of the buoyant weight of the sediment Λ was discovered to affect 
the scour results. 
Riggs et al. (2008) investigated the risk posed by tsunami-like waves to coastal 
infrastructures. Their study also focused on the study of sediment transport and scour. 
The results indicated a significant sand erosion and high influence of wave type and 
bathymetry on the scour and deposition pattern. Chen et al. (2015) studied the 
protective capability of submerged and emerged breakwater in preventing tsunami-
induced scour. The emerged breakwater was shown to have the more significant effect 
on tsunami scour reduction on the sandy beach than the submerged breakwater. 
Daghighi et al. (2015) used an experimental study to examine tsunami-induced 
sediment transport, bed deformation, and sustainability of sandy beaches with varying 
grain diameters. Results showed that bed deformation and sustainability were 
significantly affected by the wave breaking point. The quantity of transported sand 
material is greatly affected by the grain sizes. Two types of flow pattern – hydraulic 
jump and submerged flow - were observed by Mitobe et al. (2014) in their study of the 
scouring process at the landward toe of coastal dike models. 
Experimental and numerical studies were conducted by Tsujimoto et al. (2014) on the 
effects of artificial trenches in reducing the turbulent kinematic energy that ultimately 
affected the development of scour hole behind seawalls. The kinematic energy was 
discovered to influence the scour development and its decay rate was depended on 
the scale and not the shape of the trench. The shape of the trench was discovered to 
affect the reduction of tsunami energy, with a trapezoidal shape more effective than 
the rectangular. Also, the rapid development of a scour hole was seen immediately 
after the start of the overflow.  
The reviews above have not provided a detailed quantitative understanding of the 
influence of tsunamis on the landward region of a coastal defence structure. The 
chapter will seek to provide improved insight into the development of soil profile behind 
a sea dike by investigating tsunami bore flow over different geometries of sea dikes in 
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the open channel flume described in Chapter three. The suitability of small-scale DBW 
experiments to model tsunami-induced scour is shown, and a coastal dike section 
capable of resisting extensive damage to landward toe is proposed.  
4.2 Experimental Work 
The difficulty of physically modelling sediment grain to study tsunami-scour is a 
concern for coastal engineers. Scaling effects of small-scale sediment scour 
laboratory studies are undoubtedly relevant since typically the sediments are modelled 
at full scale, while the tsunami waves are modelled at a reduced scale. Modelling the 
sediments at reduced scale will result in the use of very fine cohesive grains and thus 
an inaccurate representation of real sand substrate. Natural sediment grains have 
been used in existing research of tsunami-induced sediment transport (Kato, Sato and 
Yeh, 2000; Tonkin et al., 2003; Jiang et al., 2015; Chen et al., 2015). 
Extensive laboratory experimental set-up discussed in Section 3.2 was adjusted to 
accommodate a layer of sand at the landward region. The experiments were 
performed with erodible sediment sand with mean grain diameter, D50, of 0.35 mm. 
Sandpit, levelled to a uniform depth of 0.113 m, was built at the toe of the landward 
slope of the coastal dikes, and its depth was judged accordingly to prevent it from 
being exceeded by the scour depth (Figs. 4.1 and 4.2). The engineering properties of 
the sand particle were determined by grain size analysis experiment (Fig. 4.3).  
 
 
 
 
 
Figure 4.1. Schematic sketch of the experimental set-up at UEL. 
(Image reproduced with permission of the rights holder, World Scientific, Appendix C) 
 
75 
 
 
Figure 4.2. Lateral view of representation of the experimental set-up. 
 
Figure 4.3. Grain size distribution curve. 
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From Grain size distribution curve: 
Percentage of sand = 97.7 
 % Fine sand = 62.3 
 % Medium sand = 25.3 
 % Coarse Sand = 10.1 
Percentage of gravel = 2.3 
 % Fine Gravel = 2.3 
Uniformity Coefficient, Cu = YYä = -.-. = 2.22 
Coefficient of Curvature, Cc = (YÓ)]Yä { Y = (-.
È)]-. { -. = 0.868 
Soil Permeability, K (m/s) = 0.01 D210 = 0.01 x (0.18)2 = 2.56 x 10-4 m/s 
Using the Unified Soil Classification System, USCS, the material falls within the SW 
group because the sample is predominantly sand (97.7%) and less than 5% of the soil 
samples pass through the 75 µm sieve. Therefore, the soil sample is a well-graded 
sandy soil. 
A video camera of 30 FPS and a point-gauge (Fig. 4.4) were used to measure the 
duration of the scouring process and the depth of the scour hole respectively. The 
vertical movement of the scale measured scour depth readings at the point where the 
point-gauge just slightly touched the scoured bed surface. 
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Figure 4.4. Point gauge (manually operated) for measuring scour profile. 
A point gauge is fixed to a sliding frame, which is clamped to the sides of the channel. 
The movable rod of the point gauge can slide upward and downward over the hydraulic 
flume. The end of the rod was lowered to the scour hole base, and the distance of rod 
displacement was measured at each horizontal location. The scour measurement was 
taken along the centreline of the channel in both horizontal and vertical directions.  
The change in the bed surface level was recorded after every run of the experiment. 
The procedure was run three times to ascertain the actual scour profiles for each 
hydraulic conditions of the different geometries of the dike models (Appendix B). The 
measured scour depth values, Ds, and corresponding scour length, Ls were recorded. 
The sand particles and waste water were then carefully removed from the flume. An 
example of the aftermath of the scouring process is shown in Fig. 4.5. 
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Figure 4.5.  Snapshot of model C scour experiments. 
(Image reproduced with permission of the rights holder, World Scientific, Appendix C) 
4.3 Scour Profile Characteristics 
A moving point gauge with a vernier scale was used to measure the size of the scour 
holes behind the model coastal dike, and a level was used to position a layer of sand 
during the scour process. The dynamic changes in scour depth and extent from the 
initial leveled plane-bed were recorded and analyzed using video imagery technique. 
It was estimated that the prototype scour duration is approximately 42 s.  
The scour profiles were established by plotting the profiles in terms of non-dimensional 
depth against non-dimensional horizontal distance (Fig. 4.6). The landward slope toe 
is at coordinate (0, 0), while the ground level is along coordinates (0, 0) and (5, 0). In 
general, the corresponding horizontal location of the maximum scour depth is closer 
to the dikes of hydraulic conditions II and III than the condition I. The steeper the 
landward slope, the closer the maximum scour depth to the landward toe. 
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c) Model C 
 
d) Model D 
Figure 4.6. Non-dimensional scour profiles of sea dike models (Models A, B, 
C, and D). 
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The average horizontal location of the maximum scour depth occurred at 0.083 m, 
0.087 m, 0.13 m and 0.173 m from the landward toe of Models A, B, C and D 
respectively (Fig. 4.7). Figures 4.8 and 4.9 provide the R2 value which represents 
simple correlation and indicate how much of the total variation in the dependent 
variable can be explained by the independent variable. The R2 value when the angle 
of the seaward slope is the non-dimensional independent variable is 0.023, which is 
insignificant than the R2 value of 0.95 when the angle of the landward slope is the non-
dimensional independent variable. These suggest that a stronger correlation exists 
between the average horizontal location of maximum scour depth Lms, and angle of 
the landward slope than for angle of seaward slope. It also suggests that the milder 
the landward slope, the further away the location of the maximum scour depth that 
could significantly affect the structural integrity of the dike, thus suggesting length 
reduction of landward toe protection which would ultimately minimise their design and 
construction cost. 
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b) Model B 
 
c) Model C 
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d) Model D 
Figure 4.7. Scour development profile (Models A, B, C, and D). 
Figure 4.8. The non-dimensional relationship between the average horizontal 
location of maximum scour depth and angle of seaward slope. 
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Figure 4.9. The non-dimensional relationship between the average horizontal 
location of maximum scour depth and angle of landward slope. 
4.4 Scour Occurrence Validation with Shields Parameter 
The possibility for a tsunami scour is estimated by using the Shields parameter θ which 
determines incipient sediment motion on a bed. 
θ = 
æymi(ë)                   (4.1) 
where I- is the bed shear stress, P is the water density, g is the gravitational 
acceleration, s is the specific gravity, and d is the grain diameter (taken as D50, the 
median grain diameter). 
Incorporating shear velocity, 6 ∗=¹æy  , into Eq. 4.1, the Shields parameter becomes; 
θ = 
z∗]mi(ë) = z∗]miô\                (4.2) 
where, /i is the relative density. 
R² = 0.95
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Other equations and curves have been created to approximate the Shields Curve 
because of the inconvenience of determining the shear velocity, 6 ∗. An approximate 
Shields Curve was created using an alternative parameter called Bonneville parameter 
or dimensionless grain diameter, ∗ (Fig. 4.10). 
                                                 ∗ = p ¹ô\ mÄ]Ó                                (4.3) 
where O, the kinematic viscosity is 1.004 x 10-6 m2/s and /i is 1.602. 
The experimental grain diameter, D50, of 0.35 mm will equal a  ∗ value of 8.5. 
Using Van Rijn (1993) graphical approach (Fig. 4.10 – see red dot), the critical Shields 
parameter, θcr = 0.04. 
 
Figure 4.10. The Shields parameter as a function of the dimensionless diameter 
(Miedema, 2008). 
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Figure 4.11. A comparison between the Hjulstrom curve and the Shields curve 
(Miedema, 2008). 
Alternatively, using approximation equations by Van Rijn (1993) and Soulsby & 
Whitehouse (1997); Eqs. 4.4 & 4.5, θcr = 0.04. 
θcr = 
-.Y∗.å    4.5 < ∗ < 10.2   Van Rijn             (4.4) 
 θcr = 
-.-(.
 .Y∗)  + 0.055 (1 - ë-.-
 .Y∗) Soulsby & Whitehouse (4.5) 
Miedema (2008) explained the erosion phenomenon using the loading process of a 
Trailing Suction Hopper Dredgers, TSHD and developed the equation of the critical 
average velocity above the bed, Ucr, that will erode a grain of diameter, ds (Eq. 4.6). 
Ucr = ¹ .  fïð.  ô\ .   .  iÌ c÷                         (4.6) 
Adapting Eq. (4.6) to the experimental set-up, with the friction coefficient, L , of 0.01 
for fine grains and a smooth bed, the average velocity above the bed that will erode a 
grain diameter, D50, of 0.35mm is 0.42 m/s. This value agrees well with the Hjulstrom 
diagram developed by comparison with Shields curve, (Fig. 4.11). 
???
?
This validates the presence of scour at the landward toe during the laboratory 
experiment because the average maximum velocity at the landward slope, near the 
toe, is around 2.0 m/s which is higher than 0.42 m/s. 
4.5 Representative Scour Depth Predictive Model 
This section focuses on the development of the scour depth predictive model to 
develop suitable dimensions that will improve the structural resilience of coastal dikes. 
The scour predictive model (Eq. 1) has been refined by making a comparison with 
scour data from laboratory experiments carried out at the University of East London’s 
hydraulic facility to produce an actual field scenario. The mathematical modelling 
technique by Giordano et al. (2009) is summarized in Fig 4.12, and was used to explain 
the scour damage caused by tsunami based on the Buckingham ? theorem and the 
equation of the maximum overflowing wave pressure as against impact overflowing 
wave pressure (Fig. 3.24) at the landward slope of a coastal dike. 
 
Figure 4.12. Mathematical modelling construction steps (Giordano et al., 2009). 
The assumed variables of the scour process are: 
     f (Ds, ρ, g, Hd2, Pom) = 0                           (4.7) 
???
?
where Ds is the measured scour depth, ρ is the sea water density, g is the gravitational 
acceleration, Hd2 is the height of structure measured on the landward side, and Pom is 
the maximum overflowing wave pressure. The dimensional analysis reveals that the 
non-dimensional scour depth ????? depends on the inverse of maximum overflowing 
pressure,????????? , an expression derived by Mizutani and Imamura [2002] (Eq. 3.2). The 
mathematical form of the relationship is: 
     
??
??? = f (?
?????
???  )        (4.8) 
Tsunami flow velocity during run-up process is an essential parameter to determine 
fluid forces on structures and other tsunami flow parameters. Bottom slope, inundation 
depth, bottom roughness, wave set-up and distance from the shoreline are factors that 
make it difficult to derive an accurate value for velocity (Matsutomi et al., 2010). Chock 
et al. (2013) used captured video and satellite imagery tools to analyse flow velocities 
after the 2011 Tohoku Tsunami, but due to the absence of videos at the exact locations 
of interest, the maximum flow velocity over the structure, Vm, given in Eq. (3.2) was 
assumed to be the upper bound inundation flow velocity derived by Matsutomi et al. 
(2010). This velocity exerts the largest fluid force and is related to the inundation height 
(h), as U = 1.2???. This will change the Eq. (4.8) to: 
     
???
????? = 3.4 
???????
?????                        (4.9) 
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Figure 4.13. The relationship between relative scour depth and maximum 
overflowing wave pressure. 
From Fig. 4.13, the relative mean scour depth becomes: 
  
YÌ[\] =  0.85 u`% (− 16 m[\]ö  ) w                                               (4.10)  
Putting Eq. (4.9) into Eq. (4.10), the final model that incorporates the measurable in-
situ quantities is generated and provided below. 
The scour depth predictive equation can be presented as:  
 YZ[\] = L _`%(− b[\]
.Èc√e f] g              (4.11) 
with a fitted coefficient λ = 0.85. 
An exponential relationship is shown to exist between relative measured scour depth, 
height of structures measured on the landward face, inundation height as a function 
of flow velocity and landward slope angle. The expression is valid when the inundation 
height is higher than landward slope height, and the coefficient of permeability, k, in 
m/s is greater than 10-4 but less than 10-3.   
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Root mean square error, RMSE, is used to measure the predictive power of the 
differences between values observed from field survey and laboratory data compared 
to the corresponding values predicted by the model. It is expressed mathematically 
as:  
RMSE = ¹∑ (> – ¤)¤ä                                                         (4.12) 
where ?>  is the model data, ? is the observed data and N is the total number of data. 
Table 4.1. Root mean square error of the field survey data compared with the scour 
predictive model. 
 
Model 
 =>  = ym[\]ö  
 ? (Observed data)  ?>  (Model data)  (?> - ?)2 
 0.151 0.87 0.668 0.041 
 0.151 1.19 0.668 0.273 
Ishinomaki 0.151 0.92 0.668 0.064 
 0.151 0.83 0.668 0.026 
 0.151 0.81 0.668 0.020 
 0.412 0.65 0.440 0.044 
Soma city 0.412 0.89 0.440 0.203 
 0.412 0.82 0.440 0.145 
 0.412 0.80 0.440 0.130 
 0.235 0.88 0.584 0.088 
Iwanuma 0.235 0.52 0.584 0.004 
 0.235 0.60 0.584 0.000 
 0.364 0.43 0.475 0.002 
Watari 0.364 0.19 0.475 0.081 
 0.364 0.35 0.475 0.016 
 0.364 0.33 0.475 0.021 
 0.437 0.35 0.422 0.005 
Yamamoto 0.437 0.26 0.422 0.026 
 0.437 0.31 0.422 0.013 
    
∑ =1.202 
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RMSE = ¹.
-
  = 0.25                                   
 
Table 4.2. Root mean square error of the experimental data compared with the scour 
predictive model. 
 
Model 
 =>  = ym[\]ö  
 ? (Observed data)  ?>  (Model data)  (?> - ?)2 
 0.235 0.591 0.584 0.0000498 
Model A 0.275 0.540 0.548 0.0000570 
 0.235 0.597 0.584 0.000170 
 0.214 0.585 0.604 0.000352 
Model B 0.241 0.630 0.578 0.00265 
 0.247 0.545 0.573 0.000773 
 0.200 0.624 0.617 0.0000517 
Model C 0.219 0.522 0.599 0.00594 
 0.292 0.577 0.533 0.00192 
 0.235 0.564 0.422 0.000398 
Model D 0.247 0.577 0.422 0.0000176 
 0.260 0.540 0.422 0.000429 
     = 0.0128 
RMSE = ¹-.-

  = 0.033          
 
Tables 4.1 and 4.2 show excellent agreement between the laboratory and the 
predictive model, and a good agreement between the field scour data and the model. 
The field survey data shows the larger deviation from the scour predictive model with 
an RMSE value of 0.25, while the laboratory data shows a little deviation from the 
model with an RMSE value of 0.033. 
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4.6 Proposed Sea Dike Section to Resist Landward Toe Scour 
Sensitivity analysis was performed to determine the best cost-effective coastal dike 
geometry for different ranges of tsunami wave inundation depth, by considering the 
landward slope area (Table 4.1). The model (Eq. 4.11) predicts that a coastal dike with 
a landward slope angle of 280 and height range between 4 – 5 m will result in a 
maximum scour depth that will range between 1.4 – 2.0 m under inundation height of 
between 5 – 9 m. The predictive model reveals that the higher the inundation height, 
the higher the possible scour depth. It also shows that milder landward slope would 
result in reduced scour depth. This agrees with the dike design approach of a landward 
face with gradients 1:2 (26.6o) and 1:3 (18.4o) of the Netherlands (Linham and Nicholls, 
2010).  
Also, applying the geometrical similarity requirement, LR =50, Figure 4.9 implies that 
the horizontal location of the maximum scour depth of a 5 m high coastal dike with a 
landward slope of 280 would be around 7.7 m from the landward toe. Therefore, it is 
safe to propose that the length of the toe protection be designed to the height of the 
coastal dike, 5 m, and the depth of the toe protection be designed to the maximum 
scour depth. This conclusion is consistent with Figure 4.7 which generally reveals the 
horizontal distance of the maximum scour depth from the landward toe at 
approximately the height of the sea dike models. Finally, Figure 4.14 is proposed as a 
design recommendation for a resilient coastal dike structure to mitigate landward toe 
scour. 
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Table 4.3. Sensitivity analysis for maximum scour depth Ds – the variation of 
landward slope θ2, inundation depth h, and dike height Hd2. 
(Table reproduced with the permission of the rights holder, World Scientific. 
Appendix C) 
 
 
Figure 4.14. Design recommendation for a resilient coastal dike structure to mitigate 
the landward toe scour (Not to scale). 
(Image reproduced with permission of the rights holder, World Scientific, Appendix C) 
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4.7 Conclusions 
This chapter started with the introduction of the experimental studies of tsunami-
induced scour. The description of the experimental set-up to investigate the 
development of the scour at the landward region of the four sea dike models are then 
adequately presented. The results of experiments conducted to investigate the effects 
of tsunami flow behind coastal dikes were presented. A moving point gauge with a 
vernier scale and a level were used to position the sand grain during the scouring 
process. In all 36 tests were performed, in which the dynamic changes in average 
maximum scour depth and length from plane-bed were recorded and finally used in 
analyses.  
The results showed that the average maximum scour depth values do not vary 
significantly for all the four sea dike models, but the location of the maximum scour 
depth does significantly depend on the landward slope than the seaward slope. The 
horizontal position of the maximum scour depth was found to move slightly towards 
the landward toe as the slope steepened. Also, the presence of scour at the landward 
toe during the laboratory experiment was validated by the Shields parameter and 
Hjulstrom curve. 
It was observed that an exponential relationship exists between relative scour depth 
and maximum overflowing wave pressure. Using the RMSE statistical measure, this 
relationship showed an excellent fit with the laboratory data and good agreement with 
tsunami field data. The difference in datasets is largely influenced by the difference in 
both laboratory and field velocity values, as Jayaratne et al. (2014) estimated the field 
velocity values of Iwanuma and Soma cities to be 8.97 m/s and 9.80 m/s respectively, 
compared with an average experimental value of 14 m/s. Also, the impact of the 
multiple tsunami wave train and sediment size scaling effects have not been modelled. 
The resulting scour predictive model revealed the importance of parameters like the 
height of sea dike, the angle of landward slope, and tsunami flow velocity; an 
independent variable of tsunami inundation height, in predicting a representative scour 
depth that can be used to design a more robust coastal defence structure.  
Finally, using the scour predictive model and the non-dimensional relationship 
between the average horizontal location of maximum scour depth and angle of 
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landward slope, a sensitivity analysis was employed to propose a suitable sea dike 
section that can be constructed to minimize the effect of landward toe damage 
significantly. 
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Chapter 5 
Numerical Simulation of Tsunami Waves 
Different approaches are being used to model the turbulence in water waves; the 
statistical description of the eddies through Reynolds-averaged Navier-Stokes 
(RANS), the partial description of the eddies through Large Eddy Simulation (LES) 
and full description of vorticial motions through Direct Numerical Simulation (DNS) 
(Rana, 2017). Direct Numerical Simulation is the most accurate approach because it 
directly and completely solves the Navier-Stokes equations for all the regime of the 
turbulent flow. This is possible when the grid size is less than or in the order of the 
Kolmogorov scale (Nx Ny Nz ≈ Re9/4, where Re is the Reynolds number). The high 
computational demand has limited its present application to low Reynolds number 
flows and in a small domain for high Reynolds flow problems. 
In the study of many engineering flow problem, the mean properties of the turbulent 
flows are of significant interest. Therefore, Navier-Stokes equations are solved by 
averaging out the fluctuating properties, which are then considered in the modelling of 
turbulence by different approximation methods. Simulation done with RANS modelling 
approach require less computational resources and can be performed in a coarse grid 
when compared to LES and DNS. In this study, RANS would be employed to simulate 
two-dimensional tsunami waves  
This chapter begins with a further introduction about various methods of numerical 
study of tsunami waves. The simulation data of flow quantities are described and 
statistically compared to experimental data in Chapter 3.  The methodology employed 
for the CFD study is also compared to other published flow study to ascertain its 
accuracy and dependency. 
5.1 Introduction 
The developments in the study of turbulence (as discussed in Section 2.4), numerical 
methods and increased computational power have enhanced the understanding of 
water wave characteristics.  These have led to many innovative ideas into the 
investigation of tsunami waves using various modified numerical schemes, Smoothed 
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Particle Hydrodynamics (SPH), Large Eddy Simulation, and Direct Numerical 
Simulation. 
Zou et al. (2006) outlined the application of Large Eddy Simulation for the simulation 
of compressible and incompressible turbulent flows. LES was described as an 
intermediate modelling technique between the Reynolds averaged Navier-Stokes 
equations and Direct Numerical Simulation. DNS offers the possibility of directly and 
accurately solving the Navier-Stokes equation which governs turbulent flows. There is 
also the difficulty of achieving the accuracy of the small-scale eddies with proper initial 
and boundary conditions, even with the possibility of direct simulation. Also, high-order 
numerical schemes will be required to minimise dispersion and dissipation error, but 
they offer limited flexibility in complex geometries and boundary conditions. The 
authors described the limitations of supercomputers in applying direct numerical 
simulation for high Reynolds number 3D turbulent flow, which would require a large 
number of grid points and very long computing time. In RANS, details of small eddies 
are not required as the emphasis is on averaged flow quantities. A coarse grid system 
might be enough to simulate practical flow examples on a simple computer. One of its 
disadvantages is the difficulty in predicting laminar-turbulent transitions. They opined 
that LES can simulate flows of larger Reynolds number than DNS and that the 
computational demand is not as heavy as DNS. Also, simulation accuracy is better 
than RANS for large turbulent flows. 
In studying the interaction between non-breaking solitary wave and a group of three 
slender piles, Mo and Liu (2009) ignored the effects of viscosity and turbulence and 
employed a numerical model based on solving Navier-Stokes equations for 
incompressible fluids by finite volume scheme and tracked free surface displacement 
by Volume of Fluid (VOF) method. They obtained a good agreement between their 
numerical simulation and experimental works except for values of dynamic wave 
pressure due to instrumentation error. 
Wu et al. (2015) performed a hydraulic experiment on the propagation and run-up of 
double solitary waves along a plane slope to determine their reflective behaviour, and 
numerical validation was provided by adopting the Reynolds averaged Navier-Stokes 
equations and RNG k - ϵ turbulence model. Also, a two-phase model was developed 
to take account of the air and water flow in the computational domain.  
Numerical and experimental studies of a drifting movement of motor vehicles in 
tsunami flooding were investigated by Yamauchi et al. (2015). A link-bounce-back 
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scheme based on the exchange of momentum was employed to study the interactions 
between inundation flow and the vehicles, and from one vehicle to another. A modified 
subgrid-scale (SGS) model and 3D Ladd’s Lattice Boltzmann Method (LBM) model, 
which has been extended with free surface for particle suspension were employed. 80 
car models were employed in the experiment, and their drift movements near the pillar 
of the evacuation tower were well modelled. 
The numerical investigation of the interaction between a solitary wave and pile 
breakwater in the shape of a circular cylinder was studied by Liu et al. (2011). Depth-
averaged shallow water equation, solved by the BGK-based finite volume methods, 
was used to model the free surface flow. A good agreement between numerical and 
experimental findings was observed when the wave height to water depth ratio was 
less than 0.25. There were deviations from the results of the two methods of study for 
relative wave height ratios larger than 0.25, and this was mostly due to the limitations 
of the depth-averaged shallow water equations in handling these large cases. 
In studying transoceanic tsunami propagation, Ha and Cho (2015) employed a 
modified finite difference numerical scheme and adjusted the linear shallow water 
equations to reflect the different water depths. Different case studies and numerical 
schemes were used to verify the results of the proposed model after its application to 
tsunami propagation over a submerged shoal. Similar and reliable observations with 
other schemes were reported with an advantage of reduced computational time 
because of the larger uniform grid size that was employed.  
In studying turbulent boundary layer flows, William and Fuhrman (2016) extended the 
one-dimensional Vertical (1DV) model, based on the horizontal component of the 
incompressible RANS equations, to incorporate a transitional two-equation k-ω 
turbulence closure model. The results of the numerical simulations based on the 
developed models were compared with experimental results, and good agreement 
with various flow quantities was observed. 
Smoothed particle hydrodynamics is a meshless method invented for the study of 
Astrophysics. The complexity of grid generation in many mesh-based numerical 
schemes generated compared with the simplicity of the SPH method generated 
interest in the field of mechanics and major development thereafter, especially in the 
1990s. Sarfaraz and Pak (2017) employed smoothed particle hydrodynamics (SPH) 
to study the effect of tsunami wave on bridge superstructure and proposed equations 
for computing forces and moments applied by tsunami waves on the structure.   
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The concept behind the SPH method is presented by Xie et al. (2012). The authors 
also applied a 3D LES-SPH model to study breaking tsunami waves, and the 
turbulence was simulated by the Smagorinsky closure model. Rogers and Dalrymple 
(2008) also combined both SPH and LES schemes in simulating the generation and 
propagation of both 2D and 3D tsunami. The scheme, a grid-less Lagrangian particle 
approach, was used to describe the viscous effect of the flow. In case of the 2D 
landslide-generated tsunami, the 2D models agreed well with other nonlinear 
numerical models but were shown to be inadequate for the 3D problems.  
The objective of this chapter is to employ numerical investigation to model tsunami 
wave, and then compare the results to experimental data and hydrodynamic literature. 
The study will investigate tsunami bore flow over the different geometries of sea dikes, 
discussed in Section 3.2, to determine velocity distribution behind the structures and 
pressure distributions which would ultimately be used for the numerical study of scour 
development behind sea dikes, which is discussed in detail in Chapter 6.  
5.2 Numerical Investigation of Dam Break Flow: two-phase flow 
5.2.1 Geometric Setup and Mesh Generation 
The schematic setup shown in Figure 3.1 of Chapter 3, and which has two flow phases 
of air and water is used to represent the domain of this study. This is to validate the 
experimental results of the flow variables. ANSYS Workbench 18.1(Fig.  5.1) is used 
as the platform for the geometric representation in DesignModeler (Fig. 5.2), mesh 
generation in Meshing application (Fig. 5.3), and solution setup in Fluent. 
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Figure 5.1. ANSYS Workbench project tab.  
 
Figure 5.2. Geometry generation using DesignModeler. 
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Figure 5.3. Mesh generation using meshing application. 
 
Lines/Edges were created by interpolating through points using the sketching 
toolboxes; Draw, Modify and Dimensions. Surfaces of different geometric parts were 
then generated from the edges using the Concept menu option. Using the ‘Create 
Named Selection’ option upon right clicking on the edges, different parts were created 
from the surface to generate the boundary conditions required for the solution 
procedure (Fig. 5.4). The parts created were: Left_Wall (Zone 1), Inlet (Zone 2), 
Free_Surface (Zone 3), Seaward_Slope (Zone 4), Crest (Zone 5), Landward_Slope 
(Zone 6), Right_Wall (Zone 7), Bottom_Wall (Zone 8), Back_Wall (Zone 9), 
Beach_Slope (Zone 10), and Left_Bottom_Wall (Zone 11). 
 
 
Figure 5.4. Different parts for boundary condition set up in Fluent. 
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The interior body representing the fluid was automatically generated by Fluent within 
the geometric volume from the surfaces.  
5.2.2 Ansys Fluent setup 
The mesh created in the Meshing application was imported to ANSYS Fluent through 
one of its GUI components; ribbon. The first task was to check the mesh for errors and 
improve its quality, to enhance the computational accuracy and stability. Orthogonal 
quality and aspect ratio criteria were employed for this diagnostic check (Fig. 5.5). 
Orthogonal quality has ranged between 0 and 1, where 0 is the worst and 1 is the ideal 
possible. The orthogonal quality for cells is computed using the face normal vector, 
the vector from the cell centroid of each adjacent cells, and the vector from the cell 
centroid to each of the faces. Aspect ratio indicated the stretching of a cell and 
computed as the ratio between the maximum value to the minimum value of either the 
normal distance between cell and face centroids or distance between cell centroid and 
nodes (ANSYS, 2015).  
 
Figure 5.5. Quality metrics of mesh.  
 
Different solver algorithms were employed throughout the setup, and sub-options 
include; segregated (de-coupled) and coupled, steady and unsteady (transient), 
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implicit and explicit. De-coupled, transient and implicit solvers were employed for this 
study.   
In the general setup Tree, the pressure-based solver was chosen because it was 
developed for low-speed incompressible flows. This numerical method employs a 
finite-volume discretization technique in which the domain is divided into discrete 
control volumes using a grid system. In this pressure-based approach, the pressure 
or pressure correction equation is obtained from the manipulation of the continuity and 
momentum equations to produce the pressure field.  
The multiphase model provides the different selection for the flow condition. The 
Volume of Fluid with two Eulerian phases; water and air, was employed with an Open 
Channel Flow sub-model with the activation of the implicit body force option (Fig. 5.6). 
 
Figure 5.6. Multiphase model set-up. 
 
The viscous model provides the option of different turbulence model selection. The 
Realizable k-ℇ model with scalable wall function was employed for this study. The 
Realizable k-ℇ model has been shown in various studies to provide better performance 
than other k-ℇ models for separated flows and flows vortices and rotation (ANSYS, 
2006). In general, the different wall functions help in the reduction of mesh resolution 
and simulation time. Scalable wall functions produce consistent results and offer the 
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advantage of log law, and standard wall functions approach by avoiding the 
deterioration of the latter under grid refinement below y*<11.  
The materials, which are the two Eulerian phases specified in the VOF model are 
defined in the Tree panel of the GUI and presented in Table 5.1. The operating 
conditions of the fluid was specified in the Cell zone conditions; the gravitational 
acceleration was considered in the Y direction (-9.81 m/s2), operating pressure of 
101325 Pa at a reference pressure location of y = 0.305 m, and operating density of 
1.225 kg/m3 were specified to improve convergence behaviour. 
 
Table 5.1 Physical properties of the Eulerian phases. 
 Density Viscosity 
Air  1.225 kg/m3 1.7894 x 10-5 kg/m.s 
Water 998.2 kg/m3 0.001003 kg/m.s 
 
The different parts generated when creating the geometry formed the surfaces on 
which the boundary conditions were defined. The pressure inlet boundary condition 
was specified at the inlet with the turbulence specification method of turbulent intensity 
and backflow turbulent viscosity ratio.  
Turbulent intensity at the core of a fully-developed duct flow, I = 0.16 ­/Y®ë/  
Where, /Y, the Reynolds number is approximately 8 x105. 
Free surface level and total height were chosen as the flow specification method for 
the open channel sub-option in the Multiphase pressure inlet boundary condition. The 
pressure outlet boundary condition was specified at the outlet and free surface with 
the turbulence specification method of backflow turbulent intensity and viscosity ratio. 
The body fluid was set as the interior boundary condition type, and all other parts were 
defined as the wall boundary conditions (Table 5.2). 
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Table 5.2 Boundary conditions for geometry parts in Fluent.  
Part Zone Boundary conditions 
Left_Wall 1 Wall 
Inlet 2 Pressure-inlet  
Turbulent Intensity = 3% (Reynolds number ≈ 8 x105) 
Backflow Turbulent Viscosity Ratio = 10% 
Free surface level = 0.3m 
Total height = 0.315m 
Bottom level = 0m 
Free-surface 3 Pressure outlet 
Backflow Turbulent Intensity = 3% 
Backflow Turbulent Viscosity Ratio = 10% 
Seaward_Slope 4 Wall 
Crest 5 Wall 
Landward_Slope 6 Wall 
Right_Wall 7 Pressure outlet 
Backflow Turbulent Intensity = 3% 
Backflow Turbulent Viscosity Ratio = 10% 
Bottom_Wall 8 Wall 
Back_Wall 9 Wall 
Beach_Slope 10 Wall 
Left_Bottom_Wall 11 Wall 
 
Second order implicit or upwind discretisation schemes were selected for governing 
equations of transient formulation, turbulent dissipation rate, turbulent kinetic energy, 
and momentum equations (Fig. 5.7). The Pressure-Implicit with Splitting of Operators 
(PIS0) pressure-velocity coupling scheme allows solution in either decoupled or 
coupled manner. It improves the efficiency of the pressure-correction equation to 
satisfy the momentum equation. Another advantage it offers through its skewness 
correction process is that the solution obtained is independent of the mesh skewness. 
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Figure 5.7. The solution method for setting up physics of flow. 
 
Hybrid solution initialisation was employed to accelerate the convergence robustness 
of the simulation. Regions of the primary and secondary phases were then created 
within the domain and patched for localized control. The plotting of residuals was 
enabled to monitor the convergence of the simulation. The time step size of 0.001 s 
and maximum iterations per time steps of 20 were estimated by trial and error. The 
number of timesteps of 6000 was set for a 6 s flow.  Figures 5.8 and 5.9 show the 
volume fraction of the phases during and after flow period respectively. Figure 5.10 
shows the deduced flow chart for the set-up procedure. The CPU time is about 1h on 
a PC (Intel® Core (TM) i7-4790 CPU @3.60GHz, 16GB RAM). 
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Figure 5.8. The volume fraction of the phases during flow over the sea dike model. 
 
Figure 5.9. The volume fraction of the phases after flow over the sea dike model. 
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Figure 5.10. Solution procedure flowchart in ANSYS Workbench 18.1. 
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5.2.3Total tsunami wave pressure 
5.2.3.1 Model A 
Figure 5.11 shows the total wave pressure for the three hydraulic conditions. The total 
wave pressure decreased from 0.43 bar at P1 (the toe of seaward slope) and reached 
its lowest at the landward slope, P5 (0.14 bar) in Type I hydraulic condition (Fig. 5.11a). 
There was an overall increase in the P1 and P2 pressure values from 0.43 bar to 0.64 
bar and 0.28 bar to 0.43 bar respectively over the three hydraulic conditions. Also, 
there was an increase in experimental P2 pressure value from 0.35 bar to 0.53 bar. 
As shown in Type II hydraulic condition (Fig. 5.11b), the maximum total wave pressure 
decreased from 0.28 bar at the seaward slope, P1, to 0.17 bar at the landward slope, 
P5. Like Types I and II hydraulic conditions, the maximum total wave pressure 
occurred at the seaward slope, P1, and decreased from 0.64 bar to 0.08 bar at the 
landward slope, P5, in the Type III hydraulic condition (Fig. 5.11c).  
All the three hydraulic conditions recorded their maximum overflowing wave pressure 
at the crest, but the lowest value of 0.13 bar was recorded for Type III hydraulic 
condition because of the frictional resistance influenced by the large downstream 
water depths. 
5.2.3.2 Model B 
Type I hydraulic condition in Figure 5.12a shows that the maximum total wave 
pressure of 0.33 bar occurred at the seaward slope, P1, and decreased to 0.17 bar on 
impacting on the landward slope, P5. This trend was consistent with the other two 
hydraulic conditions. Maximum total wave pressure of 0.20 bar at the seaward slope, 
P1, reduced to 0.17 bar at the landward slope, P5, in the Type II hydraulic condition 
(Fig. 5.12b) and in Type III hydraulic condition (Fig. 5.12c), maximum total wave 
pressure of 0.23 bar at the seaward slope, P1, reduced to 0.094 bar at the landward 
slope, P5. The overflowing wave pressure was more sustained at the crest than at 
seaward slope. Reduced maximum impact pressure readings at seaward slope were 
recorded in both Types II and III hydraulic conditions compared to Type I hydraulic 
condition. Like Model A, all the three hydraulic conditions recorded their maximum 
overflowing wave pressure at the crest. 
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5.2.3.3. Model C 
Figure 5.13 provides the instantaneous distribution of total wave pressure for Model 
C. Maximum wave pressure of 0.34 bar was recorded immediately after the impact of 
the bore on the seaward slope. This was reduced to 0.18 bar during the overflowing 
of the wave over the landward slope at P5 for Type I hydraulic condition. There would 
be the possibility of greater damage to the seaward slope and crest than the landward 
slope of the dike as evident by the large pressures sustained during the overflowing 
phase.   
Unlike occurrences of Models A and B, there were more sustained overflowing wave 
pressures on the landward slope, and the bore first impacted the landward slope at P4 
before P5. Like the experimental observation, the maximum impact wave pressure 
values at the seaward slope and maximum overflowing wave pressure values at the 
landward slope reduced with increasing downstream depth condition, hd. Also, the 
overflowing pressure values at the crest were larger than at landward slope as the 
downstream depth, hd, increases. 
5.23.4 Model D 
The result of Type I hydraulic condition (Fig. 5.14a), showed that large values of total 
wave pressure occurred immediately after impact of the flow, and these get reduced 
as it flows over the landward slope. As shown in Type III hydraulic condition (Fig. 
5.14c), there were similar maximum wave pressure values of 0.37 bar during the 
impact and overflowing phases, except at the landward slope, P4, with a value of 0.34 
bar.  
The maximum impact total wave pressure occurred close to the toe of the seaward 
slope, P1, and this occurs for all sea dike models. Also, like all models, the maximum 
overflowing wave pressure at the landward slope decreased with increasing 
downstream water depth, hd, and the overflowing pressure values at the crest were 
larger than at landward slope as the downstream depth, hd, increased. This 
observation was also seen in the experimental results. 
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c. Type III hydraulic condition 
Figure 5.11. Total wave pressure distribution in Model A under various hydraulic 
conditions. 
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c. Type III hydraulic condition 
Figure 5.12. Total wave pressure distribution in Model B under various hydraulic 
conditions. 
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Type III hydraulic condition 
Figure 5.13. Total wave pressure distribution in Model C under various hydraulic 
conditions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Pr
e
ss
u
re
 
(P
a
) 
Time (s) 
117 
 
 
 
 
 
 
a. Type I hydraulic condition 
 
 
 
b. Type II hydraulic condition 
Legend: P1 P2 P3 P4 P3 
Pr
e
ss
u
re
 
(P
a
) 
Time (s) 
Pr
e
ss
u
re
 
(P
a
) 
Time (s) 
118 
 
 
 
 
 
c. Type III hydraulic condition 
Figure 5.14. Total wave pressure distribution in Model D under various hydraulic 
conditions. 
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5.2.4  Velocity distributions at the landward region 
The post-processing of the computational velocity results generated at the sediment 
surface level; 0.30 m long and at 0.113 m high, immediately at the landward toe for 
each of the four sea dike models is presented. The values are employed as maximum 
velocity, <3, measured at the landward region in maximum overflowing wave pressure 
expression (3.2). 
The velocity distribution of models B, C, and D revealed a general decrease in bore 
velocity as the downstream water depth increased, whereas Model A showed an 
opposite trend. This is similar to the observation noticed in the experimental data of 
velocity distribution. Model B decreased from 2.58 m/s for the hydraulic condition I to 
2.25 m/s for hydraulic condition II, but with an initial increase to 2.62 m/s for type II 
hydraulic condition. Model C decreased from 1.85 m/s to 1.79 m/s, and model D 
decreased from 2.23 m/s to 2.19 m/s for type III hydraulic condition, but with an initial 
increase to 2.59 m/s for type II hydraulic condition. The opposing trend in Model A was 
the decrease from 1.87 m/s to 1.79 m/s for type II hydraulic condition and then an 
increase back to 1.87 m/s for type III hydraulic condition (Figs.5.16 – 5.19). The 
comparison of both the numerical and laboratory data is shown in Fig. (5.15). 
 
Figure 5.15. maximum scour velocity comparison between numerical and laboratory 
data. 
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c. Type III hydraulic condition 
Figure 5.16. Velocity distribution behind Model A under various hydraulic conditions. 
 
 
 
 
 
Sc
o
u
r 
ve
lo
ci
ty
 
(m
/s
) 
Time (s) 
122 
 
 
 
a. Type I hydraulic condition 
 
 
b. Type II hydraulic condition 
Sc
o
u
r 
ve
lo
ci
ty
 
(m
/s
) 
Time (s) 
Sc
o
u
r 
ve
lo
ci
ty
 
(m
/s
) 
Time (s) 
123 
 
 
 
 
 
C. Type III hydraulic condition 
Figure 5.17. Velocity distribution behind Model B under various hydraulic conditions. 
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a. Type I hydraulic condition 
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c. Type III hydraulic condition 
Figure 5.18. Velocity distribution behind Model C under various hydraulic conditions. 
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a. Type I hydraulic condition 
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c. Type III hydraulic condition 
Figure 5.19. Velocity distribution behind Model D under various hydraulic conditions. 
 
 
 
 
 
 
 
 
 
 
Sc
o
u
r 
ve
lo
ci
ty
 
(m
/s
) 
Time 
128 
 
5.2.5 Comparison between the numerical simulation and laboratory experiment 
Hydraulic conditions for Models B and C seem to best fit the formula for the maximum 
overflowing pressure with average errors of 0.55 and 0.26 respectively (Fig. 5.20 & 
Table 5.3). Average error, E, which indicates the suitability of the model to numerical 
data shows that coastal dike models A and D data have the largest deviation from the 
model equation of overflowing wave pressure. 
 
 
Figure 5.20. The relationship between overflowing wave pressure and flow quantities 
from experimental (Exp.) and numerical (Num.) simulation. 
 
 
 
 
 
0
1
2
3
4
5
6
0 1 2 3 4 5 6
Model A (Exp.) Model B (Exp.) Model C (Exp.) Model D (Exp.)
Model A (Num.) Model B (Num.) Model C (Num.) Model D (Num.)
Overflowing  wave 
pressure (Mizutani and 
Imamura, 2002)
 2√2 < þ8èH2bhp2  
#ó Php2  
129 
 
Table 5.3. Comparison of numerical and experimental average errors of the 
observed data from the overflowing wave pressure model 
 
Model 
 
X = 2√2 
f]bm[\]  
Numerical 
 ? (Observed 
data) 
Numerical 
 ?>  (Model 
data) 
 
E (Average 
error) 
Numerical 
 
E (Average error) 
Experimental 
 3.71 1.56 3.71 
 
 
A 3.21 1.87 3.21 1.22 0.22 
 3.71 1.04 3.71 
 
 
 2.93 1.87 2.93 
 
 
B 2.97 1.87 2.97 0.55 0.34 
 1.62 0.98 1.62 
 
 
 1.62 2.08 1.62 
 
 
C 2.30 1.77 2.30 0.26 0.60 
 1.59 1.25 1.59 
 
 
 3.63 1.77 3.63 
 
 
D 3.60 1.77 3.60 1.21 0.95 
 3.56 1.04 3.56 
 
 
 
5.3. Numerical Methodology of Dam Break Flow - Comparison Using 
ANSYS Fluent 
5.3.1 Introduction 
The total wave pressures over the sea dike models are in the same order of magnitude 
but the substantial variation between both laboratory and numerical data revealed in 
Figure 5.20 necessitates the need to verify the numerical method employed with 
another peer-reviewed journal paper by Lobovsky et al. (2014). They performed 
extensive laboratory measurements on dam break flow over a dry horizontal bed to 
determine the dynamic wave pressure impacting on a vertical wall opposite the dam 
gate (Fig. 5.21). 
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Figure 5.21. A side view of hydraulic flume with locations of water level measuring 
positions (left) and a front view showing the locations of pressure sensors at the impact 
wall downstream the dam (right). Dimensions in millimetres (Lobovsky et al., 2014).  
(Image reproduced with permission of the rights holder, Elsevier. Appendix D). 
The numerical simulation set up comprises of two-phase flows of air and water. The 
water has a density of 998 kg/m3, a dynamic viscosity of 0.001003 kg/m.s and surface 
tension of 0.072 N/m for the phase interaction. A grid size, Δx, and Δy, of 0.01m with 
the same boundary conditions employed in this project was used for the numerical 
simulation. 
In this 2D numerical simulation, the same maximum grid size, boundary conditions 
and other Fluent setup parameters employed for the numerical investigation of the 
laboratory dam break flow setup in Section 5.2 are used to verify the numerical 
methodology. Four points on the vertical downstream wall were set up to represent 
four of the five pressure sensors locations in the experimental arrangement shown in 
Figure 5.21. The dynamic pressure values were determined for sensors 1 - 4. 
 
 
 
 
 
 
 
 
131 
 
5.3.2 Computational setup 
 
Figure 5.22. Different zones for boundary condition set up in Fluent (Zone 1: Free 
surface, Zone 2: Inlet, Zone 3: Right wall, Zone 4: Bottom wall, Zone 5: Left wall). 
 
Table 5.4. Boundary conditions for geometry parts in Fluent.  
Zone Part Boundary conditions 
1 Free surface Pressure outlet 
Backflow Turbulent Intensity = 3% 
Backflow Turbulent Viscosity Ratio = 10% 
2 Inlet Pressure-inlet 
Turbulent Intensity = 3% 
Backflow Turbulent Viscosity Ratio = 10% 
Free surface level = 0.3m 
Total height = 0.6m 
Bottom level = 0m 
3 Right wall Wall 
4 Bottom wall Wall 
5 Left wall Wall 
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5.3.3 Results and discussion 
The highest peak was recorded by sensor 4, the sensor at the highest location, 
received the full impact of the flow while the lowest peak, sensor 1, received the lowest 
impact of the flow. This observation of the highest peak value of the dynamic wave 
pressure is the reverse of the experimental findings by Lobovsky et al.  (2014) where 
the lowest sensor, sensor 1, recorded the highest peak of the dynamic pressure and 
the highest sensor, sensor 4, recorded the lowest peak (Fig. 5.25). This is due to the 
propagation pattern of the upstream wave. Careful observation revealed an upward 
inclined free surface in the experiment, while the numerical computation showed a 
downward inclined free surface (Figs. 5.23 & 5.24). 
Figure 5.26 the peak pressure value of the numerical simulation agrees well with the 
typical peak pressure values of the experimental runs. Also, there is only a fair 
agreement of the time development of the flow between both investigations, because 
the flow period is faster in the computer simulation than in the laboratory experiment. 
This is probably due to the 2D nature of the simulation and the turbulence model 
employed. Further work should be carried out to ascertain this conclusion. 
 
  
Figure 5.23. H = 300 mm; free surface flow at 183 and 263 ms. 
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Figure 5.24. Free surface profile and upstream wave at the instant of complete dam 
gate removal. H = 300 mm (left), H = 600 mm (right). 
(Image reproduced with permission of the rights holder, Elsevier. Appendix D). 
 
Legend: 
  
 
 
Figure 5.25. Numerical simulation value of dynamic pressure at sensors 1 – 4 (s1 -
s4). 
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Figure 5.26. H = 300 mm; numerical and experimental comparison of impact event 
pressure from four pressure sensors. 
(Image [right] reproduced with the permission of the rights holder, Elsevier. Appendix 
D). 
 
5.4 Conclusions 
This chapter started with the introduction of the numerical schemes that have been 
used to study incompressible turbulent flows. The computational set-up was patterned 
after the laboratory experiment in Section 3.2. The flow velocities at the landward 
region and total wave pressures exerted on the seaward, crest and landward slopes 
of the model dikes were determined to estimate the flow variables around the 
structures. The characteristics of the interaction between bore and coastal models., 
and their agreement with the laboratory results were examined. 
Like the laboratory findings, the final bore velocity at the landward region has a real-
life average value of 14 m/s. The velocity distribution revealed a general decrease in 
the bore velocity as the downstream water depth increased. This could be due to the 
frictional resistance between the upstream and downstream water flows.  This is the 
same trend noticed in the experimental data. Also, in the laboratory study, the bore of 
the flow was tracked at the toe of the landward slope and employed as the maximum 
velocity in the maximum overflowing pressure model. However, the numerical results 
reveal that the maximum velocity is not always at the bore; delayed maximum value 
was noticed within the body of fluid. 
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Time evolution of the pressure profiles was not identical to the experimental results 
provided in Section 3.3.3. However, statistical analysis of Table 5.3 reveals fair 
agreement with the maximum overflowing pressure formula, which is central to the 
underlying assumption of the scour predictive model. Using coarse mesh, the result 
shows that the solution of the Navier-Stokes equation with the RANS turbulence 
modelling along with a VOF approach for surface tracking should be carefully 
considered for dam-break flow predictions. Also, the data results should be useful for 
sediment scour validation as there is a fair agreement of maximum scour velocities in 
both experimental and numerical.  
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Chapter 6 
Numerical Simulation of Tsunami-induced Sediment Scour 
The significance of sediment transport study in the field of coastal engineering cannot 
be overemphasized. Its impact on coastal zone management, navigation, reservoirs, 
and aquatic ecosystems can lead to adverse effect on socio-economic and 
environmental systems. This has led to the development of numerical techniques to 
account for the hydro-sedimentary processes that can be used to understand better 
and predict sediment transport.  
In this chapter, different numerical models that have been employed to study sediment 
transport are discussed first. The SedFoam-2.0, a two-phase flow solver, is then used 
to study sediment transport in the landward region of the coastal dike models 
employing shear stress numerical data of the tsunami wave propagation. This data 
was obtained with the same numerical methodology described in Chapter 5. After that, 
the numerical results are further compared to the experimental and field 
measurements presented in Figure 4.13. 
6.1 Introduction 
Several numerical models have been developed to investigate sediment transport 
problems (Table 2.6), and their studies have been performed by using many 
commercial CFD software. However, their limitations have also spurred much 
research into numerical codes that can be embedded into them to solve complex 
sediment transport cases.  
Kim and Chen (2014) coupled a 3D computational fluid dynamics solver for Reynolds-
Averaged Navier-Stokes equations with a suspended sediment transport module to 
study flow around abutment in channel bend. Also, the two-layer turbulence model, 
that combines the one- and two-equation eddy-viscosity models, was utilized to 
resolve turbulence near smooth solid surfaces. The wall function approach is adopted 
to consider the roughness effects in the case of sediment beds. For velocity-pressure 
coupling, PISO/SIMPLER algorithms were used. They concluded that the 3D transport 
of the suspended sediment was well simulated. A more detailed description of a 
sediment transport module is presented by Hongwei and Rodi (2002). The authors 
developed a 3-D hydrodynamic module to study the flow and sediment transport in 
certain sections of the Yangtze River, China. The module included the standard k − ε 
model, and bed-load and suspended load sediment transport modules with an 
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empirical model for calculating the interchange between them. The bed-load transport 
and the suspended load was calculated by solving the convection-diffusion equation 
for sediment concentration, and then the bed deformation was calculated from the 
depth-integrated sediment mass balance equation. 
Tofany et al. (2014) coupled an empirical sediment transport formula to a 2D RANS-
VOF based model to study scouring simulation in front of an impermeable vertical 
breakwater. The results showed that the model is very accurate for predicting the near 
bottom velocity. Ota, Sato, and Nakagawa (2015) suggested a 3D numerical model 
for flow simulation and bed evolution around a slit weir. The analysis was performed 
by solving RANS equations coupled with the VOF method. A momentum equation of 
sediment particles and the stochastic model was employed to account for the transition 
of sediment pick up from bed load to suspension and effect of non-equilibrium bed-
load transport. Adequate accuracy was observed when experimental and numerical 
measurements were compared. Morichon, Desombre and Simian (2013) proposed a 
sediment transport model to simulate the scouring process induced by a dam break 
flow downstream of a rigid step. The free surface flow was simulated using a VOF-
Navier stokes model, and the air-water interface tracking was achieved with the 
Piecewise Linear Interface Calculation (PLIC) volume of fluid method. A rheological 
model, the Bingham plastic fluid model, was used to simulate the flow of the sediment 
layer. 
Burkow and Griebel (2016) coupled both NaSt3D to solve Navier-Stokes equations for 
3D fluid flow and Exner’s bed level equation for sediment bed deformation to 
reproduce bed load transport processes under clear water conditions. Large Eddy 
Simulation with Smagorinsky approach was employed for turbulence effect and results 
from the laboratory, and numerical simulations were in good agreement. Zhang and 
Shi (2016) redeveloped Fluent software to study the scouring process under an 
underwater pipeline. The authors embedded a bed-load sediment transport equation 
that is dependent on relative wall shear force into the software using the user-defined 
function (UDF). The morphological change of the sediment bed was achieved by 
dynamic mesh technology. 
Numerous scour related numerical simulations have been carried out using 
commercial computational fluid dynamics models. Sreedhara et al. (2016) applied 
REEF3D, a CFD model, to study local scour and velocity profile around both circular 
and round nosed pier. Their results showed good agreement with experimental 
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observations. Afzal, Bihs and Arntsen (2014) applied REEF3D sediment transport 
module to determine contraction scour and deposition pattern. They found good 
agreement with physical experiments employed in their study. Ahmad et al. (2015) in 
their study of scouring around piles employed REEF3D to calculate flow field and 
sediment transport patterns. 
Vasquez and Walsh (2009) applied FLOW-3D, CFD model, to study the initial stages 
of scour development in complex piers, and there was good qualitative agreement with 
experimental data. Ghasemi and Soltani-Gerdefaramarzi (2017) also employed 
FLOW-3D to study local scouring around a cylindrical pier in non-cohesive sediment 
bed. Although there was a considerably large disparity between some of the numerical 
and experimental results, there was good agreement with many of the flow variables. 
Li, Lang, and Ning (2013) used FLOW-3D to simulate the 3D flow, and local scour 
around a non-submerged spur dike and observed three stages of scour pit 
development: initial, main scour and balance stages. They observed that most scour 
process occurred in the first two stages. Abdelaziz, Bui and Rutschmann (2010) 
developed a sediment transport module for open channel flows and incorporated it 
into FLOW-3D to simulate scour development downstream of an apron due to the 
submerged jet which produced good agreement with experimental results. 
SedFoam-2.0, developed by Chauchat et al. (2017), was compiled in OpenFOAM 
2.4.0 and employed for the numerical simulation of the tsunami-induced scour. The 
solver is extended from the TwoPhaseEulerFoam available in OpenFOAM; a CFD 
open-source library. It has been employed to model turbulent sheet flow, 
sedimentation of non-cohesive particles, laminar bed-load driven by Poiseuille flow, 
and scour at an apron. In this chapter, the solver is adapted to a dam break flow by 
using the shear stress results from the numerical study of dam break flow presented 
in Chapter 5. This is then incorporated into logarithmic velocity distribution in the solver 
to study the scour process. Also, the kinetic theory of granular flows and k- ℇ model 
were implemented as the inter-granular stress model and the turbulence model 
respectively. 
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6.2 SedFoam-2.0 Model – Two-phase Flow Solver 
 6.2.1 The governing equations 
The mass conservation equations for fluid phase and particle phase can be expressed 
as:  
 
 + z¤êx{¤  = 0                                 (6.1) 
   
 
  + z¤x{¤  = 0          (6.2)  
where C is the particle volumetric concentration, β = 1 − C is the fluid volumetric 
concentration, 6&, 6$ are the 8 velocity component of the particle phase and fluid 
phase respectively, and 8 = 1, 2, 3 is the streamwise, spanwise, and vertical 
components. 
The momentum for the fluid phase and sediment phase can be expressed as: 
yêz¤ê  + yêz¤êz¦êx{¦  = - β öx{¤ + β + æ¤¦êx{¦  + βP$g – Cβ(6$ − 6&) 
+  β;$ x{¤                                                  (6.3) yz¤  + yz¤z¦x{¦  = - C x{¤ – 'x{¤ + æ¤¦x{¦  + C + CP&g + Cβ(6$ − 6&)       −  β;$ x{¤                 (6.4) 
where P& is the particle density, P$ is the fluid density, g is the gravitational 
acceleration,  is the external force that drives the flow, I,$ is the fluid shear stress 
comprising viscous stress, fluid-particle interaction effect on the grain scale and 
Reynolds stresses, I,& is the particle shear stress, and %'& is the particle normal stress. 
The last two terms in Eqs. (6.3) and (6.4) represent the averaged drag force due to 
mean relative velocity between fluid and particle phases, and fluid turbulent 
suspension term respectively, in which  is the drag parameter, ;$ is the turbulent 
viscosity,  is the inverse of Schmidt number. 
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6.2.2 Turbulence modelling 
In this study, the k-ε model was employed to close the eddy viscosity created due to 
the averaging of turbulence. The turbulent eddy viscosity ;$ is calculated using, 
 ;$ = µ (]	      (6.5) 
The turbulent kinetic energy (TKE) k is computed from the solution of Eq. (6.6) 
( + 6,$ (x{¦ = ô¤¦ê²yê z¤êx{¦ + x{¦ ±u;$ + ²êϭ´ w (x{¦¶ − · − 
 ­ë÷®(yê  
− ÍZ ;$ x{¦ uyyê − 1w g,                                                              (6.6) 
The last two terms on the RHS in Eq. (6.6) represent the drag-induced damping term 
and buoyancy term. 
The turbulent kinetic energy dissipation rate ε is expressed as: 
	 + 6,$ 	x{¦ = 	 	( ô¤¦ê²yê z¤êx{¦ + x{¦ ±u;$ + ²êϭ¸ w 	x{¦¶ − 
	 	]( − 	 	( 
 ­ë÷®(yê −	 	( ;$ x{¦ uyyê − 1w g,                                                                (6.7) 
where ;$ is the fluid viscosity, 23 is the turbulent drag parameter, 	 = 1.44, 
	 = 
1.92, 	 = 1.2,  	 = 0 ó! 1, µ = 0.09, ϭ	 =1.3, ϭ( = 1.0,  = 1. 
6.2.3 Kinetic theory model 
In this model, interactions between the particles are assumed to be dominated by dual 
collisions for low to moderate sediment volumetric concentration, and the resulting 
shear stresses are quantified by the fluctuations in the particle velocity. This is 
represented by the granular temperature Θ. The expression for the balance equation 
for granular temperature is: 
   

 ±y" + yz"x{¦ ¶ = ­−%&F, + I,&® z¤x{¦ − "¦ x{¦ − º +         (6.8)    
where +, is the granular temperature flux, º is the energy dissipation rate due to the 
inelastic collision,  is the fluid-particle interaction term, I,&is the particle collision 
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stress, %& is the particle pressure and the first term at the RHS of Eq. (6.8) is the 
production of granular temperature. 
 
6.2.4 Model setup, initial and boundary conditions, and mesh generation 
The sediment bed is made of sand with density, ρa = 1602 kg/m3 and diameter d = 
0.35 x 10-3 m (Fig. 6.1). The fluid is water, density ρb = 1000 kg/m3 and kinematic 
viscosity O b = 1 x 10-6 m2/s. The flow depth hb is taken to be 0.202 m, and the initial 
bed depth ho is 0.113 m. The length of the scour bed is 0.3 m. A grid of 800,000 cells 
with Δx = 0.000375 m and Δy = 0.305 m in both water and sediment phase, while Δz 
= 0.000226 m in the sediment region and Δz = 0.000404 m in the water region (Fig. 
6.2). 
The bottom boundary, the sediment bed, and the left part of the sediment region, Inlet 
(sed), are set as the wall boundaries. The left part of the water region, inlet (flow), is 
the inlet boundary where the 1D velocity distribution profile according to the rough wall 
log law and constant values of turbulent quantities are imposed.  The right sides of 
both regions are set as the outlet boundary conditions. The top boundary, free surface, 
is set as a symmetry plane.  
The velocity of both water and sediment phases, the sediment concentration, the TKE 
(k) and the TKE dissipation variables (ε) are set based on 1D simulation results using 
funkySetFields. The details of the boundary conditions are summarized in Table 6.1.  
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Figure 6.1. Transport properties. 
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Figure 6.2. Fine grid size (Block 0 cell size is the sediment region, and Block 1 cell 
size is the water region). 
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Figure 6.3. Schematics of the landward region (Refer to the boundary and zone 
columns in Table 6.1). 
 
Table 6.1. Summary of boundary condition in the 2D sediment scour experimental 
configuration: zG = zeroGradient, fV = fixedValue, dM = directionMixed, fFP = 
FixedFluxPressure and hp = hydrostatic pressure. 
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 6.2.4.1 Logarithmic Velocity Distribution 
The universality of Von kármán’s law of velocity distribution near a solid boundary is 
applied to determine the inlet velocity. Keulegan (1938) showed that the rough wall 
log-law could be written as: 
      
zz∗ = ( ln u w                                     (6.9) 
Where, A  is the vertical distance from the bottom wall, AB(= (Ì- for hydraulically rough 
flow) is a constant of integration,  = 0.41; Von kármán’s constant, 6 is the velocity at 
the point, 6∗ is the bed friction velocity; it is responsible for the bed load transport and 
entrainment of sand from the bed. 
      
zz∗ = ( ln u-(Ì w                                   (6.10) 
According to Fredsoe and Deigaard (1992),  = 2.5 d50, which is the Nikuradse 
roughness length/equivalent roughness of the bed, where d50 is the median grain 
diameter. 
u(z) = z∗( ln( -
.Èiî)                             (6.11) 
where, 6∗ = ¹nÛy , and  4 is the bottom-wall shear stress, and P is the fluid density. 
 6.2.4.2 Shear Stress at Bottom-wall 
The post-processing of the computational shear stress results was generated with 
ANSYS Fluent using the same methodology described in Section 5.2. The average 
values at the 0.30 m long bed or bottom-wall were determined over the crucial 4 
seconds of the 6 seconds flow for each of the four sea dike models. These values are 
employed as the bottom-wall shear stress, 4, in the shear friction equation for the 
rough-wall log law (Eq. 611). 
The average shear stress value of Model A increased from 2.52 Pa for  Type I 
hydraulic condition to 2.92 Pa for hydraulic condition II, but with a minimal decrease 
to 2.88 Pa for Type III hydraulic condition. This observation was similar for model B, 
where there was an increase from 4.21 Pa to 6.23 Pa, before a decline to 4.65 Pa for 
hydraulic condition III. The average shear stress value of Model C increased from 2.88 
Pa for Type I hydraulic conditions to 3.48 Pa for Type II hydraulic condition, and then 
a decline to 2.67 Pa for Type III hydraulic condition. An unchanged average shear 
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stress value of 3.43 Pa was noticed for Types I and II hydraulic conditions of Model D, 
while a minimal decline to 3.32 Pa was noticed for hydraulic condition III.  
The shear stress distribution of models A, C, and D revealed a general delayed surge 
in maximum shear stress value, whereas Model B showed a general parabolic decline 
once the peak value was reached (Figs.6.4 – 6.7). 
 
  
a. Hydraulic condition I       b. Hydraulic condition II 
      (Average = 2.52 Pa)         (Average = 2.92 Pa) 
 
               c. Hydraulic condition III (Average = 2.88 Pa) 
Figure 6.4 Shear stress distribution at bottom-wall (Zone 2) of  Model A under 
various hydraulic conditions. 
 
-1
0
1
2
3
4
5
6
7
0 2 4 6
Sh
ea
r 
st
re
ss
 
(P
a)
Time (s) -1
0
1
2
3
4
5
6
7
0 2 4 6
Sh
ea
r 
st
re
s 
(P
a)
Time (s)
-1
0
1
2
3
4
5
6
7
8
0 2 4 6
Sh
e
ar
 
s
tr
e
ss
 
(P
a)
Time (s)
147 
 
 
 
  
a. Hydraulic condition I                         b. Hydraulic condition II 
(Average = 4.21 Pa)   (Average = 6.23 Pa) 
 
 
c. Hydraulic condition III (Average = 4.65 Pa) 
Figure 6.5 Shear stress distribution at bottom-wall (Zone 2) of  Model B under 
various hydraulic conditions. 
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a.   Hydraulic condition I       b. Hydraulic condition II 
(Average = 2.88 Pa)       (Average = 3.48 Pa) 
 
 
c. Hydraulic condition III (Average = 2.67 Pa) 
Figure 6.6. Shear stress distribution at bottom-wall (Zone 2) of  Model C under 
various hydraulic conditions. 
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a. Hydraulic condition I    b. Hydraulic condition II 
       (Average = 3.43 Pa)      (Average = 3.43 Pa) 
 
 
   c. Hydraulic condition III (Average = 3.32 Pa) 
Figure 6.7. Shear stress distribution at bottom-wall (Zone 2) of  Model D under 
various hydraulic conditions. 
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6.2.5 Solution procedure 
Figure 6.8 shows how two CFD tools are adapted to study the scour behind the coastal 
dikes models, while Figure 6.9 shows the summary of the numerical solution 
procedure for the SedFoam-2.0 solver. 
 
Figure 6.8. Using logarithmic velocity distribution to link two CFD tools for tsunami-
induced scour process. 
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Advance to the next time step 
 
Is the number of loops 
smaller than N=3 
Correct fluid & particle velocities after solving pressure and 
update fluxes 
Solve pressure equation 
Update fluid & particle momentum, & construct 
fluxes from intermediate velocities 
Initialisations 
Solve sediment concentration, C 
Update volume concentration 
of fluid: β = 1 − C 
Update fluid turbulence: k, ·, & then calculate 
eddy viscosity & effective fluid total viscosity 
Solve for the particle-phase stress (Kinetic theory 
model) 
Yes 
No 
PISO-loop, solving velocity-
pressure coupling for N loops 
Figure 6.9. Solution procedure flowchart in SedFoam-2.0 (After Cheng and Hsu, 2014; 
Chauchat et al., 2017). 
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6.3 Scour Profile Characteristics 
The fine grid employed for the scour study was compared with a coarse grid to 
understand the effect of grid size on the convergence or accuracy of the solution. The 
coarse grid used had 31,200 cells, with Δx = 0.00125 m and Δy = 0.305 m in both 
water and sediment phase, while Δz = 0.0014125 m in the sediment region and Δz = 
0.00404 m in the water region (Fig. 6.3). 
The ParaView-4.1.0 was used for the post-processing of the sediment concentration 
result, and the results show that spatial resolution plays a significant role in the stability 
of the scour profile, and therefore fine spatial resolution is a requirement for accurate 
simulation of the sediment transport problem (Figs. 6.11 & 6.12). It was also noticed 
that the two-phase calculation solved with the fine grid size was time-consuming for 
larger flow velocity. 
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Figure 6.10. Coarse grid size (Block 0 cell size is the sediment region, and Block 1 
cell size is the water region). 
 
 
 
Figure 6.11. Stability of sediment concentration calculation at 4 s by using a fine grid. 
size 
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Figure 6.12. Instability of sediment concentration calculation at 0.5 s by using a 
coarse grid size. 
The changes in scour depth and extent from the initially leveled plane-bed were 
recorded and analyzed using Paraview-4.1.0 and MS Excel. The scour duration was 
set to 4 seconds, which is the significant time of the shear stress readings. Scour 
profiles were established by plotting the profiles in terms of scour depth against scour 
horizontal distance (Figs. 6.13 - 6.16). The landward slope toe is at coordinate (0, 0), 
while the ground level is along coordinates (0, 0) and (3, 0). 
In Model A, the scour depth data of Type I hydraulic condition (Fig. 6.13a) showed a 
low maximum scour value of 0.018 m at a horizontal distance of 0.14 m away from the 
landward toe. The maximum scour depth increased to 0.021 m for Type II hydraulic 
condition (Fig. 6.13b) and then slightly reduced to 0.0205 m for Type III hydraulic 
condition (Fig. 6.13c). It was observed that the horizontal position of the maximum 
scour depth moves farther away from the landward toe as the downstream water depth 
increases for Types II and III hydraulic conditions. In the latter hydraulic conditions, 
the horizontal location of the maximum scour depth was approximately 0.15 m from 
the landward toe. 
In Model B, parabolic scour profile shapes were observed for all the three hydraulic 
conditions. For Type I hydraulic condition, the maximum scour depth of 0.029 m 
occurred close to the toe of the landward slope at 0.21 m (Fig. 6.14a). Type II hydraulic 
condition, with the highest average shear stress value of 6.23 Pa, had the highest 
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maximum scour depth value of 0.041 m at 0.24 m away from the toe of the landward 
slope (Fig. 6.14b), and Type III hydraulic condition had a maximum scour depth value 
of 0.031 m at 0.22 m away from the toe of the landward slope (Fig. 6.14c).   
Figure 6.15 provides the scour profile characteristics for Model C. Maximum scour 
depth of 0.0205 m was measured at 0.15 m from the landward toe after the 4 seconds 
scour process for Type I hydraulic condition. The increase of scour depth to 0.024 m 
at 0.19 m away from the landward toe was noticed for the Type II hydraulic condition. 
A later decrease to 0.0196 m of the maximum scour depth value was measured at 
0.16 m from the landward toe for the Type III hydraulic condition. The decrease can 
be attributed to the decrease in average shear stress value from 3.48 Pa for Type II 
hydraulic condition to 2.67 Pa for Type III hydraulic condition. 
The results of hydraulic conditions I and II of Model D (Figs. 6.16a & 6.16b) showed 
the maximum scour depth of 0.022 m at 0.18 m away from the landward toe. Both 
hydraulic conditions have an average shear stress value of 3.43 Pa. As shown in the 
hydraulic condition III (Fig. 6.16c), a lower maximum scour depth of 0.021 m was 
measured at about 0.17 m from the toe of the landward slope. 
In general, the corresponding horizontal location of the maximum scour depth is 
dependent on the average shear stress. The larger the shear stress, the deeper the 
scour depth and the farther away the maximum scour depth from the landward toe. 
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a. Hydraulic condition I        b. Hydraulic condition II 
 
 
c. Hydraulic condition III 
Figure 6.13. Scour profile of Model A under various hydraulic conditions. 
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a. Hydraulic condition       b. Hydraulic condition II 
 
 
a. Hydraulic condition III 
Figure 6.14. Scour profile of Model B under various hydraulic conditions. 
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a. Hydraulic condition I   b. Hydraulic condition II 
 
b. Hydraulic condition III 
Figure 6.15. Scour profile of Model C under various hydraulic conditions. 
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a. Hydraulic condition I     b. Hydraulic condition II 
 
 
c. Hydraulic condition III 
Figure 6.16. Scour profile of Model D under various hydraulic conditions. 
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6.4 Comparison between the Numerical Simulation and Laboratory 
Experiment 
Figure 6.18 shows the relationship between the non-dimensional scour depth on the 
vertical axis and the non-dimensional overflowing wave pressure on the horizontal 
axis. It shows the field survey result by Jayaratne et al. (2014), the experimental data 
reported in Chapters 3 & 4, and the numerical results analysed in Chapters 5 & 6. The 
graph shows that there is reasonable agreement with the scour predictive model. The 
numerical result is consistent with the exponential trend of the model. The lower 
maximum overflowing wave pressure values led to the lower maximum scour depth 
values when compared to the experimental results with higher maximum overflowing 
wave pressure. 
 
Figure 6.17. The relationship between relative scour depth and impact overflowing 
wave pressure. 
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Root mean square error, RMSE, is used to measure the predictive power of the 
differences between values observed from the numerical data compared to the 
corresponding values predicted by the model. Table 6.2 shows that the model is 
acceptable since the root mean square value of 0.11 is close to 0.  
Table 6.2. Root mean square error of the numerical data compared with the scour 
predictive model. 
 
Model 
 =>  = ym[\]ö  
 ? (Observed data)  ?>  (Model 
data) 
 
(?> - ?)2 
 0.641 0.180 0.305 0.0155 
Model A 0.534 0.210 0.361 0.0229 
 0.962 0.205 0.182 0.00051 
 0.534 0.290 0.361 0.0051 
Model B 0.534 0.410 0.361 0.00236 
 1.023 0.310 0.165 0.0209 
 0.481 0.205 0.394 0.0356 
Model C 0.566 0.240 0.344 0.0108 
 0.802 0.196 0.236 0.00158 
 0.566 0.22 0.344 0.0153 
Model D 0.566 0.22 0.344 0.0153 
 0.962 0.540 0.182 0.00076 
     = 0.147 
RMSE = ¹-.$
  = 0.11 
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6.5 Conclusions 
This chapter started with the introduction of the numerical schemes that have been 
used to study sediment transport problems. The computational set-up was patterned 
after the landward region of the laboratory experiment in Section 4.2. The description 
of the numerical simulation model used to examine the effect of tsunami wave shear 
stress over fixed sediment bed is presented. The two-phase flow was considered using 
SedFoam-2.0 to analyse water and sediment flow in the landward region of the open 
channel. The characteristics of the scour profile and their agreement with the field 
survey data, laboratory results and predictive scour model were examined. 
The average shear stress at the bottom-wall was employed in the logarithmic law of 
the wall to generate the inlet velocity into the water region and sediment region shown 
in Figure 6.3. The values revealed that the higher the shear stress, the deeper the 
scour depth and the farther away from the landward toe its horizontal location.  
The influence of spatial resolution on the accuracy of numerical simulations is revealed 
in the study. The coarse grid gave an inaccurate solution of the sediment scour 
problem, while the fine grid resulted in the convergence of the solution. Large 
computational time was expended to achieve the accuracy of the sediment transport 
problem. 
The RMSE statistical measure showed there was reasonable agreement with the 
scour predictive model considering the lower values of the maximum overflowing 
pressure. The results, however, revealed lower scour values compared to the 
experimental data with higher maximum overflowing wave pressure. However 
additional work is needed to accurately predict the maximum scour depth and its angle 
of attack of flow into the landward region. 
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CHAPTER 7 
Conclusions and Recommendations 
The main aim of the thesis is to perform extensive small-scale laboratory experiments 
and numerical simulation to elucidate further the scour failure of coastal dikes due to 
tsunami wave attack. In achieving this general aim, comprehensive experimental and 
numerical programmes were developed to study tsunami flow hydrodynamics and its 
associated hydro-sedimentary characteristics. A viable resilient coastal defence 
structure was proposed to minimize structural damage for future Level 1 and 2 tsunami 
events. Also, a predictive scour model, which is bounded by the sediment 
characteristics, the geometry of the coastal dike and tsunami flow variables, was 
improved. This model can be used to design sea dikes that are resistant to toe scour 
failure in the landward region and ultimately has significant benefit in coastal 
engineering and value engineering. In this chapter, the conclusions are summarised 
first, and then recommendations for further work are presented. 
7.1 Conclusions 
Experimental investigation of tsunami flows and tsunami-induced scour 
In Chapter 3, four sea dike models, of which two were fabricated to scale of 1:50 after 
dikes that were significantly affected in Iwanuma and Soma cities in Japan by the 2011 
Great East Japan Earthquake and Tsunami, were employed in the study of the dam 
break experimental method of investigating tsunami wave propagation. The hydraulic 
flume set-up included a beach slope of 1:10 mounted at 1.0 m away from the dam 
gate. Also, three variations of downstream water depth hd: hydraulic conditions I, II, 
and III, were employed to vary the flow variable measurements due to the small scale 
of the channel. The total wave pressure over different sections of the dikes was 
determined by using very sensitive 25 kHz pressure sensors, while the velocity 
distribution over different regions of the flume was established by tracking the wave 
bore using a motion tracking software.  
In Chapter 4, the experimental set-up described above was extended by introducing 
a 0.113 m depth of a sediment layer behind the coastal dike models to study the 
characteristics of the tsunami-induced scour profile. Particle size analysis was 
????
?
employed to ascertain the properties of the sand grain used for the scour experiment. 
The permeability and median grain size are in the range of the field result obtained by 
Jayaratne et al. (2014). The change in the bed surface level was measured by a point 
gauge at the centre of the sand grains. 
The results of the tsunami wave and scour experimental studies are summarised as 
follows: 
• The suitability of a small-scale experiment for tsunami wave studies has been 
shown. The velocity measurements have been shown to be similar to a 
prototype tsunami runup velocity measurements. 
• The gradual reduction of the velocity distribution at the seaward region of the 
channel reveals that the presence of obstacles would contribute to the reduction 
of the tsunami energy at the landward region of the sea dike. 
• The instantaneous wave pressure readings revealed a delayed sudden jump in 
values during the overflowing phase of the propagation. This reveals possible 
tsunami energy stored in the fluid body because of collision with the beach 
slope and dike slopes thus, leading to an increased interaction between the 
eddies formed. 
• The variation of downstream water depth has been shown to have considerable 
influence on the total wave pressure and velocity values. The frictional 
resistance contributes to the reduced values of these flow variables. 
• The landward slope was shown to broadly influence the horizontal location of 
the maximum scour depth. This helps in determining the extent of landward toe 
protection. 
• The dimensionless grain diameter and approximation equations were 
employed to determine the critical Shields parameter, which was then used to 
determine the critical average velocity above the bed. This velocity was 
compared with the average experimental velocity value, and the result 
supported scour occurrence. Also, the Hjulstrom diagram was employed to 
further support the evidence of sediment movement. 
• The existence of an exponential relationship between the non-dimensional 
maximum overflowing wave pressure and scour depth, which formed a basis 
for the derivation of the extrapolative scour model. 
????
?
• The predictive scour depth model is:  
??
??? ? ? ???????
????
????????????
??? 
where, Ds is the scour depth, ??? is the height of structure measured on the 
landward side (m), ?? is the landward slope angle, ? is the inundation height as 
a function of flow velocity (m), and?? is the fitted coefficient = 0.85. It applies to 
sediments with the coefficient of permeability (m/s), K, between 10-4 and 10-3. 
• Statistical validation of the impact overflowing pressure was carried out on the 
experimental data results, and three of the four models showed a good 
agreement with maximum overflowing pressure formula.  
• Root mean square error was employed for the statistical validation of the scour 
predictive model by making comparisons with the field survey and laboratory 
data. The two approaches showed a good agreement with the model. 
• Design recommendation for a resilient coastal dike structure to mitigate the 
landward toe scour was provided based on a sensitivity analysis of the 
experimental data. The recommended design was the appropriate structurally 
cost-effective section based on the geometry of the sea dikes. 
Numerical simulation of tsunami flows and tsunami-induced scour 
Chapter 5 details the numerical study of the experimental work discussed in Chapter 
3.  The ANSYS Fluent; a CFD tool that combines governing flow equations and 
numerical schemes to solve fluid flow problems, was employed for the 2-D 
investigation of tsunami wave propagation over four different geometry of sea dikes.  
In Chapter 6, SedFoam-2.0; a comprehensive two-phase model for sediment 
transport, has been implemented to study the sediment transport experimental study 
presented in Chapter 4.  
The results of the tsunami wave and scour experimental studies are summarised as 
follows: 
• There was a fair agreement between the experimental and numerical maximum 
flow velocity values in the landward region of the sea dikes. A prototype 
inundation velocity value of about 14 m/s occurs in both methodologies. 
? ?????????
????
?
• Similar to the laboratory study, the increase in the downstream water depth 
caused a reduced total wave pressure and velocity values at the seaward and 
landward slopes. This can be attributed to the frictional interaction between the 
upstream and downstream water flows.  
• The result of the simulation showed that maximum velocity value is not always 
contained at the tsunami wave bore as assumed during the laboratory study to 
determine the maximum velocity of the tsunami wave. It revealed that the 
maximum tsunami force could be resident within the body of the fluid.  
• The instantaneous pressure distribution was not identical with the laboratory 
study. The fluctuating component of the total wave pressure results has not 
been accurately represented by the turbulence modelling employed for the 
closure of the RANS equation.  
• The use of coarse mesh with suitable near-wall modelling approach for 2-D 
numerical investigation of fluid flow in a small domain has been shown to give 
good agreement with experimental results. However, conclusions of numerical 
simulations in a large fluid domain must be cautiously implemented.   
• The development of the scour profile characteristics is similar to the 
experimental investigation. However, the similarity and the accuracy of the 
simulation is shown to largely depend on the quality of the grid size. 
• Statistical validation of the maximum overflowing pressure was carried out on 
the numerical simulation data results, and two of the four models showed fair 
agreement with maximum overflowing pressure formula. 
• Numerical research of the scour process was carried out by employing the 
shear stress data from the ANSYS Fluent software to generate the inlet velocity 
in SedFoam-2.0 by using the logarithmic law of the wall.  The scour depth 
results were consistent with the predictive scour model.  
• Root mean square error was employed for the statistical validation of the scour 
predictive model by making comparisons with the numerical simulation data 
results. This showed a good agreement with the model. 
 
 
 
????
?
7.2 Recommendations 
This study should be regarded as a contribution towards understanding the kinematics 
and dynamics of tsunami-induced scour over the coastal dike. Due to the complexities 
between the fluid and sediment interactions, much research into these processes 
should be carried out.  Recommendations regarding future works to the current 
research project are: 
• The use of improved experimental technique and equipment such as acoustic 
Doppler velocimeters (ADV) and particle image velocimetry (PIV) Laser to 
accurately measure and ascertain flow and sediment parameters. 
• The investigation of different sediment sizes and permeabilities could be carried 
out to broaden the practical significance of the project. 
• The extensive studies of the effects of crest width and angle of seaward slope 
of sea dike structure on local scour at the landward toe, and the scour predictive 
model, to determine the best structural resilient and economically viable 
geometry. 
• The laboratory and numerical studies can be extended to other forms of coastal 
defences: sea wall, offshore breakwater, and revetments, to determine the best 
economical solution for minimizing the destructive impact of tsunami run-up at 
the landward region. 
• Only the Realizable k-? model had been adopted as the turbulence models in 
the 2-D RANS. The turbulence effect can be investigated by using other 
improved turbulence models available in ANSYS Fluent. The effect of near-wall 
modelling can also be investigated by using various wall functions. 
• OpenFoam CFD tool can be used to study the propagation of tsunami wave 
flow, and results of the flow properties compared to the ANSYS Fluent results 
presented in this project. 
• The numerical computation has only been limited to 2-D calculations due to 
prolong CPU times and computational challenges for 3-D calculations. 3-D 
numerical investigation of a tsunami wave can be carried out by using either 
dam break wave or solitary wave generation methods. Generating a finer mesh 
than that employed in the study improve the result. Also, the mesh can be 
????
?
adapted such that finer mesh used at the wall boundary while a coarse mesh 
is used in other areas of the fluid domain. 
• Different angles of the beach slope and stepped slopes can be further studied 
to examine their influence on the tsunami wave properties, and sediment scour 
depth.  
• The SedFoam-2.0 solver used for the numerical investigation of the scour is 
based on a two-phase solver. The real-life scenario of the problem includes the 
simultaneous interaction between air, water, and sand phases, and as such a 
solver based on interFoam solver in OpenFoam CFD library for dam break flow 
problems, could be developed to incorporate the three phases, and ascertain 
the time development of the scour depth and the upstream bed angle. 
• The ANSYS Fluent 18.0 is not suitable for the sediment transport simulation of 
dense bed. However, a user-defined function in ANSYS Fluent could be 
developed to monitor the sediment scour profile development for multiphase 
flows. 
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APPENDIX A 
Configuration of LabView; a Pressure Analog Input Measurement 
 
Figure A1. Blank Virtual Instrument, VI 
 
Figure A2. DAQ Assistant Express VI 
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Figure A3. First step of pressure analog input measurement configuration 
 
Figure A4. Second step of pressure analog input measurement configuration 
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Figure A5. Third step of pressure analog input measurement configuration 
 
Figure A6. Data acquisition hardware device and pictorial representation of its 
connection 
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Figure A7. Physical channel a0 for pressure measurement 
 
Figure A8. Configuration of channel-specific and task-specific settings 
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Figure A9. Configuration of the bridge scale to map physical values to electrical 
values 
 
Figure A10. Creating graph indicator from DAQ assistant 
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Figure A11. The Waveform Graph Indicator 
 
Figure A12. Launching the Write to Measurement File Express VI. 
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Figure A13. Configuration of the Write to Measurement File Express VI to a Binary 
(TDMS) File Format 
 
 
Figure A14. Wiring the Write to Measurement File Express VI from its terminal to the 
DAQ Assistant 
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Appendix B 
Scour Data from Laboratory Experiment 
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