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A.Imtract--This paper describes some new tedmiques for the rapid evaluation and fitting of radial 
balfis functions. The techniques are based on the hierarchical nd multipole xpmmions recently 
introduced by several authors for the calculation of ma~-body potentials. Cmmider in paxticnlar 
the N term thin-plate spline, a(z) --- E~,ffil djqb(x - z j ) ,  where qb(u) =- [u[2 log[u[, in 2-dimensions. 
The direct evaluation of s at a single extra point requires an extra O(N) operations. This paper 
shows that, with judicious use of series expaxmious, the incre~nental cost of evaluating a(x) to within 
precltdon e, can be cut to O(1 + IlogeD operations. In particular, if A is the interpolation matrix, 
ai,j = qb(=i - xj), the technique allows computation f the matrix-vector p oduct Ad in O(N), rather 
than the previously required O(N 2) operations, and using only O(N) storage. Fast, storage-efficlent, 
computation of this matrix-vector p oduct makes pre-conditioned conjugate~gradie~t methods very 
attractive as solvers of the interpolation equations, Ad -- y, when N is large. 
1. INTRODUCTION 
Let ~ be a fixed radially symmetric function on R". Then, a function s of the form 
N 
= 
j= l  
(1 .1 )  
is termed a radial basis function with centers x l , . . . ,  zN. Approximation and interpolation by 
such functions has received much attention in recent imes. Popular choices for qb are ~b(z) = }=l, 
~(~) = I=l s, ~(z) = ~T~ + c2 and ~(=) = [z l~log Ixl, where l" [ denotes the 2-norm of a vector 
in R n. The corresponding radial functions are known as linear, cubic, multiquadric and thin-plate 
spline radial functions, respectively. The reader is referred to the recent paper of Powell [1] for a 
survey of the theory and applications of radial basis functions. 
One drawback of radial basis functions up to now is that they have been computationaUy 
expensive to evaluate. Evaluation of the radial function (1.1), at a single extra point z, ap- 
pears to require O(N) floating point operations. Furthermore, if the radial function is fitted by 
interpolation, the interpolation equations 
s(zi) = yi, 1 < i < N, 
or 
Ad = y, 
where 
aij  " -  4~(zi - z j ) ,  1 _ i, j < N, 
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must somehow be solved. The matrix A is almost always full and it has not been clear how to 
make use of its special structure, except in the very special uniform mesh case when FFT can be 
used to advantage. Thus, direct solution of the interpolation equations appemm to require O(N s) 
operations, and O(N ~) storage, and is therefore impractical for large N. Even iterative solution, 
for example by a pre-conditioned conjugate-gradient method, requires at least one evaluation of 
the matrix-vector product, Ad, at each step. Since 
N 
j-1 
1 < i < N, (1.2) 
this appears to require at least O(N 2) operations, and so severely imits the size of interpolation 
problem that can be tackled. 
The problems discussed above have a remarkable resemblance to problenm in potential theory. 
Two dimensional potentials of the form 
N 
s(z) = ~ qj log]z- zjl , (1.3) 
and three dimensional potentials of the form 
N 
1 (1.4) 
/--1 
arise in many physical problems. For example, let zj be the position in 3-space of a particle of 
mass mj. Then, (1.4) describes the gravitational potential due to the N particles. Moreover, the 
force on another particle of mass m0 at position z0 is given by m0Vs(z0), so that equations similar 
to (1.4) can be used to calculate the force on each particle at time t. Using these forces, positions 
and velocities at time t + 6, can be predicted. This leads to an iterative scheme for simulating 
the trajectory of systems of particles interacting through gravitational forces. A similar scheme, 
based on (1.3), describes the trajectory of a system of charged particles in 2-space interacting 
through electrostatic forces. 
Naive implementations of these iterative methods for N-body simulations are impractical for 
large N since each time step requires calculation of all pairwise interactions, and thus O(N 2) 
work. Fortunately, several schemes have been developed which reduce this operation count to 
O(N log N) or even to O(N). 
The fast algorithms for evaluating the field, or force, at a point operate as follows. They 
explicitly calculate all pairwise interactions with nearby points, henceforth called the near field, 
but use an approxirrmtion to compute the net interaction with far away points, henceforth called 
the far field. Hierarchical data structures are used to track which clusters of points are far away 
from other clusters. The algorithnm of Appel [2], and of Barnes and Hut [3], are based on using 
a monopole, that is center of mass, approximation to the field due to a cluster of points. Such 
an approximation is most useful for problerrm in which high precision is not required. Greengard 
and Rokhlin [4], and van Dommelen and Rundensteiner [5], improved precision by employing a
multipole, or Laurent series, approximation to the field due to a cluster. Greengard and Rokhlin 
add the final step of recasting the several Laurent series whose sum represents he far field within 
a small cluster, as a single local T~ylor series expansion. This final step reduces the computation 
time for one evaluation of the far field at the cost of an increase in setup time and storage 
requirements. 
The purpose of this paper is to point out that algorithms very s'nnilar to these fast algorithms 
from potential theory can also be used for fast evaluation of the general radial function s(z) 
of (1.1), and of the associated matrix-vector product (1.2). In particular, if ~b(z) is the thin-plate 
spline 
= Izl log Izl, z e R 2, 
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the paper establishes the necessary results on series expansions to apply a modification of the 
algorithm of Greengard and Rokhlin to the calculation of s(z). For large N, this reduces the 
operation counts for a single extra evaluation ors(z) and a single extra matrix-vector product (1.2) 
to O(I) and O(N), respectively. Extensions to other radial functions and numerical experiments 
are in progress [6]. 
The layout of this paper is as follows. Section 2 briefly describes fast algorithms for evaluation 
of radial functions of the form (1.1), based on the fast algorithms for potential problems. This 
discussion is sufficiently general to cover many different radial functions. It will in particular 
make clear what series approximation and translation properties are needed for ~b, in order that 
algorithms of the desired type exist. Section 3 establishes series approximation and translation 
properties of the required type for thin-plate splines in 2-dimensions. 
2. HIERARCHICAL AND MULTIPOLE TYPE ALGORITHMS 
In this section, we briefly outline the general structure of two classes of algorithm, originally 
developed for fast evaluation of many-body potentials, in the context of evaluation of a radial 
function such as (1.1) in 2-dimensions. By a Lanrent-like xpansion we mean a series expansion 
valid at all points outside acertain ball, and by a Taylor-like xpansion we mean a series expansion 
valid everywhere within a certain ball. The use of these somewhat vague terms allows us to retain 
generality in the discussion. Full descriptions of algorithmic aspects are beyond the scope of this 
paper; we refer the reader to [7] for a detailed exposition in the electrostatic potential setting. 
For simplicity of exposition we suppose that the centers are approximately uniformly distributed 
within the unit square [0, 1] x [0, 1]. (Note this restriction does not alter the basic results. In 
the electrostatic potential setting, which is very similar to our matrix-vector product problem, 
operation counts with the same asymptotic order can be achieved for nonuniform distributions 
of centers by using adaptive rather than uniform subdivision [8].) 
An algorithm in either class essentially consists of two stages: a setup stage and an evaluation 
stage. The setup stage constructs the data structures and associated series coefficients that are 
used to perform fast evaluations in the second stage. The data structures are based on the tree 
formed by taking the whole square as an initial parent, and then repeatedly subdividing each 
parent panel into four, equally sized, half open, square, child panels. We choose the boundaries 
in such a way that the panels at each level are disjoint, and partition the unit square. We stop 
this process at some level, say m. Such a data structure is usually represented pictorially as in 
Figure 1. In the figure each node at level ~ corresponds to a square panel of area 4 -t. 
Figure 1. Tree of panels at various levels. 
The algorithm now uses the data structure to separate contributions to the function s(x) 
into near field and far field components. First, we define the function, sQ, derived from s and 
associated with centers in the panel Q by, 
= - (2 .1 )  
j:xiEQ 
We then define a point z to be far  away from a panel T if it is separated from it by at least one 
panel at the same level as T. Next, a panel Q will be said to be in the evaluation list of panel T 
if Q is either at the same level as T or at a higher (less refined) level, every point in T is far away 
from Q, and also T contains a point that is not far away from the parent of Q. The far field for 
panel T is now defined as the sum of functions Q such that Q is in the evaluation list for T, and 
denoted ST j .  The near field is defined to be the function, ST,,, -- s -- ST j ,  and corresponds to a 
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Figure 2. Panels in the evaluation list of a given panel. 
sum of terms d/~(x - xj) over centers inside or near T. Figure 2 shows the panels Q which are 
in the evaluation list of a fine level panel, T, in the bottom left corner. The panel T is shaded 
black, while panels on the evaluation list of T have been shaded grey. 
Now, note that the number of panels at any one level in the evaluation list is uniformly bounded. 
Hence, the number of functions, sQ, used in evaluating the far field for panel T, is O(m). The 
algorithm now proceeds by calculating a Laurent-like xpansion of sQ about the center of Q. We 
require the series to be such that the error in the p-th partial sum is O(a p) at every point far 
away from Q, for some a < 1. Also, we require that evaluation of the p-th partial sum takes 
O(p w) operations, where w is a constant. Thus, sQ can be calculated to precision e in T by 
choosing p "~ log e/log a. In the electrostatic potential case, the Laurent-like series is an actual 
Laurent series, a equals V~/3 and w - 1 (see [4, Theorem 2.1]). Finally, the algorithm efficiently 
calculates the Laurent-like xpansion for a higher level panel Q by translating the centers of the 
Laurent-like xpansions of the children of Q to the center a of Q, and then combining them. 
If the algorithm is implemented as described so far with the far field of T being computed 
directly from the Laurent-like xpansions in the evaluation list of T, we will call the algorithm 
a hierarchical scheme. The algorithm can be further improved by re-expanding and combining 
the Laurent-like xpansions as local Taylor-like series. Working from parents down, coefficients 
of the Taylor-like xpansion centered on each panel can be efficiently found by re-centering the 
expansion from the parent panel, and adding contributions from other panels on the evaluation 
list of the child that are not on the parent's evaluation list. The result is that the far field 
contribution on a fine level panel can be calculated from one Taylor-like series instead of O(m) 
Laurent-like series; in this case we will call the algorithm a rauitipole scheme. Note that as with 
the Laurent-like series we require the local Taylor-like series to be geometrically convergent in T, 
and also that evaluation of the q-th partial sum takes q~V work, where w is a constant. Finally, we 
require that we can translate the centers of the series without loss of accuracy. In the electrostatic 
potential case the far field for panel T can be summed into a local Taylor series, the q-th partial 
sum of which has error O(flq), where 1//J = (4/V~) - 1 ~ 1.8284 (see [4, Lemma 2.4]). 
We now summarise the computational complexity of the two schemes. As noted above, irre- 
spective of the value of rn and of where the fine level panel T is chosen, the number of panels 
at any one level in the evaluation list is uniformly bounded. Hence, the number of Laurent-like 
series used in evaluating the far ield for panel T is O(ra). Therefore, ignoring all setup and 
searching costs, the operations count for one extra evaluation of the far field at point x E T in a 
hierarchical scheme is O(rnlgw). Since the distribution of centers is approximately uniform, the 
number of centers in the near field is O(1 + N4-m). Hence, the incremental work per evaluation 
is O(mf  v + 1 + N4-m). Choosing rn ~, log 4 N, the incremental cost per evaluation i  the hier- 
archical scheme is O(log N). This incremental work is further educed in the multipole scheme 
since evaluating the far field now involves only a single q term Taylor-like series expansion; thus, 
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the work for one extra evaluation is O(q w q- 1 -I- N4-m). Hence, if m is chosen as above the 
incremental cost of one evaluation is O(I). 
It is clear from the discussion above that a sufficient prerequisite for a hierarchical type scheme 
is the existence of a Laurent-like series expansion representing the function, sO, at all points 
sufficiently far away from panel Q. Such expanAions are available for most popular choices of the 
basic function ~b. For example, in the case of the multiquadric, ~b(.) - ~/[. [2 -I- e 2, in n-dimensions 
and Q centered at 0, one has an expansion of the form, 
ej(x) 
so(x) = ix12 _l, 
j r0 
where Pj is a homogeneous polynomial of degree j. 
For a multipole type scheme one needs not only the existence of the Laurent-like series expan- 
sion of sQ described above, but also the existence of local Taylor-like approximations of truncated 
Laurent-like xpansions. Some summation formula, ideally the trivial one for finite linear com- 
binations, should hold for the Taylor-like approximations in order that several of them can be 
summed. Setup time will be greatly reduced if the centers of both types of series can be translated 
without loss of accuracy. 
Clearly the above schemes are generally applicable, provided suitable Laurent-like and Taylor- 
like expansions can be found and associated results on convergence established. To date the 
authors have identified the appropriate xpansions and results for application of the multi- 
pole scheme to evaluation of polyharmonic and multiquadric splines. Polyharmonic splines in 
2-dimensions have basis functions of the form ~b(z) - ]zl 2p log Iz]; for p - 1 this is the basic 
thin-plate spline. Section 3 below establishes the necessary results in order to use a multipole 
scheme for fast evaluation of thin-plate splines. Corresponding results for multiquadrics have 
been obtained and will be presented in [6]. 
The algorithmic aspects of the scheme for thin-plate splines are almost identical with those for 
the multipole method for electrostatic potentials. Hence, they will only be summarised here and 
the reader is again referred to [4,7,8]. 
Setup 
Step 1: Set m ~ log 4 N and choose p ~ - log e/log 1.8284. 
Step 2: Perform the repeated subdivision of the unit square down to m levels, and sort the 
centers into fine level panels. 
Step 3: Use Lemma 2 below to form Lsurent-like series expansions of s O for all the fine level 
panels Q. 
Step 4: Use the shifting rule of Lemma 3 below to translate the centers of the Laurent-like 
expansions and hence, working up the tree, form the analogous expansions for all 
panels at all higher (less refined) levels. 
Step 5: Working down the tree use Lemma 4 and the formula for translating the center of a 
power series expansion to form local Taylor series expansions of the far field for each 
panel T. 
Evaluat ion at x 
Step 1: Locate the fine level panel containing z. 
Step 2: Evaluate s(z) by directly calculating the near field and using the local Taylor series 
expansion to approximate he far field. 
As discussed above, the cost of evaiuation Step 2 is O(1). Hence, it remains only to discuss 
the cost of evaluation Step 1, that is of finding which panel, T, contains z. The regularity of the 
subdivision implies that the fine panel containing a point can be deduced by multiplying z and y 
by 2 m and then taking the integer part. Hence, the cost of this step is also O(1). Furthermore, if 
evaluation is required only at the centers, as in computing matrix-vector products, the fine level 
panel to which a point belongs has already been identified in the setup procedure. Thus, in this 
case, evaluation Step 1 reduces to table lookup. 
In summary, in theory a multipole algorithm is an asymptotically optimally efficient way to 
evaluate thin-plate splines. However, the practical utility of the algorithm will depend critically 
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on the constants hidden in the older notation. Given the need to set up and nmintain tree data 
structures and various expmmions, these will not be trivial. Neverthd¢~, the remflts in [4,7,8] for 
the electrostatic potential indica~ that a nmltipole scheme for evaluation of the matrix-vector 
product, Ad, may be as fast as direct calculation for as few as 100 points, and that the algorithm 
may do better for as few as 200 points. Thus, the Mgorithm should be useful for even moderately 
sized problems. 
One interesting application, which calls for a somewhat modified version of the algorithm, 
is image warping using thin-plate splines. The reader is referred to Barrodale, Berkley and 
Skca [9], for a discussion of this in the context of detecting changes in side-scan sonar images. In 
this application two images of the same scene ate registered to each other by identifying a number 
of control points in each image, interpolating the displacements needed to align each control point 
in one image with the corresponding point in the other image, and then using the interpolant 
to move all the pixels in the first image to their corresponding locations in the second image. 
Typically the images will have 100-1000 control points and on the order of a million pixels, so 
that the number of points at which evaluation iszequired exceeds the number of centers by several 
orders of magnitude. The algorithm can be modified to exploit this characteristic by redefining 
far away to mean a larger number of box sides away. The geometric rate, ~ = 1/c = 1/1.8284..., 
at which the final Taylor-like series expansions converge, would then be correspondingly reduced, 
and therefore, many fewer terms would be required in evaluating the far field. A very recent 
preprint of Powell [10] details an alternative fast expansion method for this regular grid evaluation 
situation. 
3. SERIES EXPANSIONS FOR THIN-PLATE SPLINES 
In this section, we present lemmata on series expansions for the thin-plate spline ~b(z) = 
Ixl 2 log Ixl. The first sets up a Laurent-like xpansion and gives error bounds on partial sums. The 
second establishes that m such p-term expansions can be merged in O(mp) operations without 
loss of accuracy. The third lemma shows that the center of expansion of a p-term expansion can be 
translated in O(p 2) operations, again without loss of accuracy. Finally, the last lemma presents s 
local Taylor-like xpansion of the previously derived Laurent-like series along with error bounds. 
The p-th partial sum of this series can he evaluated in O(p) operations. Throughout this section 
we will identify points in R 2 with points in C. Also, the notation ~{.} will be used for the real 
part of a complex quantity. 
The following lemma gives a Laurent-like series approximation to a thin-plate spline with a 
single center. 
LEMMA 1. Let z,t E C, dE R and 
• ,(z) = dl= - tl 2 log I= - tl, (3.1) 
Then, for lzl > Itl 
- ~,(~) ~((~ - ~) aC, - t) [log(~) - ~__~ ~ 
O0 
(3.2) 
(3.3) 
where 
and 
,~ = d, /~ = ~,  ~ = dltl 2, (3.4) 
{ - /~ ,  k = O, a~ = dt k+l  (3.5) 
t ( t+  1)' k>o,  
b~ = -~a~, ~ _> o. (3.8) 
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Furthermore, for any p ~ 1 and t ~ O, 
Idl Itl 2 {c+ 1~ (l~e 
-~ (p + 1)(,o + 2) \c--'2"~/~,c/ ' 
where 
PROOF. 
and using 
,~,(~) = d(~, - ~)(~ - O~{log(z - t)} 
- - z - ,  k ~,=/ ' I=1 > Itl, 
k----1 
we obtain (3.2). To see the different form of @t(z) given in (3.3), write 
(3x) 
oo 
= d~ [Izl2 - (te + fz) + ltl~] log(z) - e(z - t) k ~z /  
t= l  k--'-I 
= [a Izl' - 2m{¢z} + "r] log I=1 + m (ate + bt)= -k , 
"k -O " 
where a, 8, 7, and the at's and bk's are given by (3.4)-(3.6). 
To derive the bound on the error in the truncated expansion on the left of (3.7), use the 
expressions for the coefficients o obtain 
cldl Itlk+~ Idl Itl ~_ . (~k-x  
I~'atz-tl <- k(k+ 1)lctl t = k(k+l )~,e /  ' t >_ ~, (3.s) 
and 
Itl k+2 Idl Itl 2 tb.~-' l  _< k(~d'+ ,)  i~lt  - k(k + 1)~ '  
Hence, the error in the truncated expansion is bounded above by 
k_>l .  (3.0) 
Y~ (l~akl + lbhD Iz-k[ <_ (p+ 1)(p+ 2) d' 
k----.p+l --. 
Idl Itl ~ c+1(1) ,  
-- (v + 1)(v + 2) c -  1 ~ " 
| 
The bound (3.7) of Lemma 1 is increasing in It I and decreasing in ¢ > 1. Hence, applying 
Lemma 1 to each center in a finite cluster of centers and summing, we obtain the following 
Laurent-like series approximation to a thin-plate spline with m centers. 
LEMMA 2. Suppose rn centers zj , j - 1,. . . ,  m, with Izj J ~_ r and rn corresponding real coefficients 
dj are given. Then, whenever ]z] > r the thin-plate spline associated with this duster of centers, 
fltlt m 
a(z) = ~ d~i (z )  = ~ djlz - zjl~ log Ix - z~l, 
j f f i l  j r1  
(3.10) 
NtMM 
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is alternatively g/yen by the expansion 
s(z) = ,~lzl ~ - 2S~lBz} +.r log I~1 + ~ (a~:. + bk)z-" , 
"k=O 
(3.11) 
where 
and 
Furthermore, defining 
m ~ m 
t~ = E dJ' 1~= ~ djzj, 7 = Z dJlzJ{2' (3.12) 
j--.1 j r1  ./=1 
{ -/L k = O, = dj ~+l k > O, (3.13) 
"~ ET--~ k(~, + I)' 
{ 7, k = O, bk j . . k+ l  -E~n=1 k(k+l ) '  k> O. 
m 
(3.14) 
then for any p >_ 1 and ]z[ > r, 
j----1 
M: (c+ 1~(1 ~, 
-< (p + 1)(p + 2) ~ - - -2 -Y /~/  
(3.10) 
The following lemma enables the shifting of the center of n Laurent-like series approximation 
to a thin-plate spline. 
LEMMA 3. Let 
~t  °° (ak(~. +bt ) (z - t )  - t}  (3.17) s(z)= [~,z - t ] ' -2~{~(z - t ) )  +71 log]z - t ,+  -~_-0 -t-) 
be the Laurent-Bke xpansion about t of the thin plate spline, s, associated with m centers z/ 
and corresponding real coet~cients dj. 
Suppose that all the centers are located in a disk radius R about t. Then, for o21 Izl > R 4- }tl, 
s(=) = ~,1=12 - 2~(~z} + ~ log Izl + ~ (ake + ~,k)~ -k , 
"k- -O 
(3.18) 
where 
and 
fik -" ~k agt+l k 
k k+l  +~'~;=laj t k-j, k>__l, 
k=O, 
bk= '~ t ~+1-~ ~ b 
k + 1 k + ~=~(  ~ - aft)  t ~-~, k __ 1. 
(3.19) 
(3.20) 
(3.~1) 
Fast  evaluat ion 15 
Furthermore, the coe~cients o~, ~, ~,, {fit} and {bt} of the shifted expansion are the same as 
those obtained if the thln-plate spline is directly expanded about 0 using Lemma 2. Hence, the 
error bound 
Is(z)-([c~[z, ~ -2~.[,~z} + ~,]log ,z, + ~{~P__Eo(at,~ + bt)z-t}) I
M.~ fc+ z~fz~,  
< (p + 1)(p + 2) ~---2-T/~/ 
(3.22) 
holds where 
and 
u = max Iz~l < R + Itl z<i<m - 
o-I 1. (3.23) 
PROOF. We rewrite expression (3.17) as 
co 1 
k----1 
oo  CO 
+ ~at~(z -  0 -t  + ~(b~ - . t~( .  - t)-t}, 
k=O k=O 
where the expansion of log(z - t) is valid for It~z] < 1. Putting this in terms of ~, ~ and noting 
that because a and 7 are reed so is ~, we find 
= + 
+ ~ -[,~z - (}z + ~)  + ~] ~ + + 
k=l  k--1 t---t 
I'=1 Z---k 
where the series for (z - t )  - t  used above converges for It~z[ < 1. Using the uniform and absolute 
convergence of all the series involved in {z : [z[ >_ R+ It[ + e}, where ~ > 0, we can rearrange and 
obtain the expansion (3.18) with coefficients given by the expressions (3.19)-(3.21). 
We want to show that the expansion (3.18) of 
f#Z 
• (~) = ~ d~l~-~jl21og I~- ~1, 
j=1  
(3.24) 
about 0, obtained by shifting the expansion (3.17) about t, is the same as that obtained by using 
Lemma 2 to expand (3.24) directly about 0. We note that the parameters a,/3, 7, {at}, and 
{bt} of expansion (3.17) all enter linearly into the shifted expansion (3.18). Hence, it suffices to 
prove the result in the simple case when (3.24) reduces to a single thin-plate with coefficient 1, 
i.e., for 
s (z )  = [z - (r + t)l 2 log Iz - (r + t)[. (3.25) 
The general case then follows by superposition. 
In this simple case Lemma 1, applied to obtain an expansion about t, gives 
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where 
and 
ak  -" I 
--r, k = O, 
rk+l 
k(k+l ) '  k>l ,  
bt=-~a~, k>_O. 
The formulas of the current lemma now shift his expansion giving the expansion about zero 
• (,) = + + I, +,I'] ,,, + + 
"k---O 
where ~o = -(t + r) and for k >_ I, 
a~ = (~ + " )T  ~ + 1 + /(.i + :) \.i - :/ 
1 ~ -,(k+I)((k+I)(t÷,)t'-kt'+'+E(:~)~J+'t('*D-O+') } 
~=1 
_ (r + t) k+1 
k(k + 1) 
Similarly, bo = ~+tt  +~r+ r t= Ir+tl ~ and for k >_ 1, 
Ic "4- 1 r)T  + y~(bj - a j t  ) t k - j  
j---1 
_ ( ~,~+~ ~+~ '~ - 
- k(k + 1) j--1 
[1~ k (•*I)r J+lt (k't'l)-(j÷l)] 
_ (~+~)  k÷~+(k+l )~ j+~ i+ k(k  1) /=1 
(~+~) 
= k(k + 1) (t + ,.)k+~ = _(~ + ~)ak. 
Hence, the coefllcients in the shifted expansion agree with those obtained by directly expanding 
about zero for the simple thin plate (3.25). By superposition the same result holds for the shifted 
expansion (3.18) of the m center thin plate spline (3.24). The error bound (3.22) then follows 
from Lemma 2. II 
The final lemma below describes the approximation of a Laurent-like series expansion by a 
local Taylor series. 
LEMMA 4. Consider the thin plate spline, 
m 
s(z)  = ~ d~ iz - ~,ji 2 log Iz - z j l ,  (3 .2e)  
j--I 
associated with a cluster of centers z l , . . . ,  zm, all lying within the disk DI o~ radius r center t. 
Suppose It] > (e + 1)r and c > 1. Then, the truncated series expansion f (3.26), 
P 
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appro~mstes we//on the disk D~, radius % center the origin, in that by Lemma 2, for p > 1, 
maxls (z )_s i ( z ) l<  Mr  ~ (e+1~(1~ 
• ~ - (p + 1)(p + 2~ ~-1 /~/  ' (3.23) 
where M = ~=x [dj [. Furthermore, inside D~ we can expand sx as the series 
s~(z) = ~ (~l~ + hl)z l , 
" l=0 
(3.29) 
where (3.19) S4~'s ~ and 9, and then 
1 
-~ los  Itl + E~=0 a*(-1) * ~ ,  t = 0, 
t 
gl -- ~loglt l+~'+E~flak(-1) k t=  1, t'l+t, 
(~-~-~+~+E~=lak( -1 )~ + I I 
(3.30)  
and 
1 
91og It[ "4- E~__o(bt - ak~')(--1)k ~-  , l = 0, 
hl ---- --~]Og It[ -  ~ -I- E~=l(bk -- ak~)(--1)k~lk+k, t = 1, 
/~ 9 .~--,p "b a t ' " "  1"( t~k l  1 1 ( -~_  ~  ~=i~ ~-  ~ ,~- ,  - ) t -~ '  t>  2. 
(3.31) 
F/na//y, fl" q >_ 1, 
l=0 
- cq / (c-'+-T) "t" 2(c "t" 3) (c - - "~)  (1)  '+x '  
(3.32) 
where 
flrt 
M - ~ Idil. (3.33) 
j= l  
PROOF. Rewrite sx(z) as 
s [~1.1' - (~ .  + ~)  + 9] ]og(z - ,) +~ . , ( z  - , ) - '  + E (b ,  - . j ) ( .  - , ) - '  , (3.34) 
k=0 
where/~ and 9 are defined in equation (3.19). Now, the Msclaurin series for log(z - t) is, 
]og(z - t) = log(-t)  - ~ z ~, 
l=1 
and the Maclaurin series for (z - t) - t  is 
( z_Q_k ._ ( _ l )k~I t+k  1) z l 
l=0 k - -1  t l+k ' 
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both series converging absolutely and uniformly in Izl < l i l -  ~, for ~ny 0 < ~ < llb Hence, using 
also that the coefficient of the log term in (3.34) is reel, 
{ - ,  ( ,  
..{.} = ~ [ ,{ . . -~}-~.  + ~] [ ,o~, , -E ,~]  +, .=. o0 + Eo.{-~)'.=. ,_-0 +~ -~ ~"~/,'+'/ 
4" (bo -ao i )+~(bk-a~i ) ( -1 )~ \ ~_ 1 . /V+~/  " 
k=X -~=0 
Using the absolute and uniform convergence of all the series involved in Izl _< It} - e, we can 
rearrange and collect terms obtaining series (3.29) with coefficients given by (3.30) and (3.31). 
PROOF OF THE ERROR BOUND OF LEMMA 4. We shall assume for the moment that It[ = (e+l)r .  
We note the inequalities 
Mrk+R Mrk+2 
lakl~ k(k+l ) '  Ibkl ~ k(k+l ) '  for k~l ,  (3.35) 
and 
I-I < M, I~1-- laol < M,., I~'1- Ibol < Mr 2, (3.36) 
which are immediate from the form of the series in Lemma 2 when expanded about the center L
It follows that 
I~[ ~- M(c + 2)r and l~[ < Mr2( c + 2) 2. (3.37) 
The function s being approximated is biharmonic n the disk D2, and therefore can be expressed 
there as the real part of 
~7(z) + ~(z), (3.38) 
for some 7 and ¢ analytic on/)2. Indeed (3.34) is such an expression. The approximation, 81, is 
formed from the Maclaurin polynomials of 7 and ~. Because of the linearity of the Taylor process 
we can estimate the error in parts. For this purpose, it will be convenient to denote by Tq the 
operator that maps a function of z to its Maclaurin polynomial of degree q. Note that (3.27) is 
the real part of 
+ [(~-~z)log(z- t)]+ [~(b.-a.i)(z-t)-'] 
Lk=O 
= ~71(z) + ~,~(z) + ~(z) + 7,(z), 
(3.39) 
where we have labelled the terms separated in square brackets above 71,72,73, 74 in turn. 
Considering the terms involving log's, ~Tx(Z) + ~(z),  our approximation to this part of (3.39) 
is z-Tq(71) + Tq(~), or explicitly, 
[,{.,_ ~} + {~- ~,}] [~o~{-~}- ~: ~,~, ~ + T ,7 ,  - T ,7 ,  
/---1 
Hence, the error in this part of the approximation is bounded by 
l=~+x (3.40) 
< M,(2o,+9o+9)q o , 
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We now turn to the other part of the function, ~(z )+~/4(z ) ,  and its approximation, ~,Tt (~;  z )+ 
Tg(l/4; z). We let C be a circle center the origin and radius p -- at, where 1 < a < c. Then, 
1 a 
1 - I=I/,o -a - l '  < -  for z e D2. (3.41) 
This will be useful in applying the following standard error bound for the Taylor series approxi- 
mation of a function, f ,  analytic inside and on C, 
I/(~)- Tq(f'z)l < maxlJ'(U)l 1 -  . cc  -Izl/p (~)++1 (3.42) 
valid for Izl < p. We note that 
uEC implies lu-tl>_r(l+c)-p-'r(l+c-a)>r. 
Using (3.35), (3.36), (3.43) and that ~°=x 1]k(l+ + 1) = 1, 
(3.43) 
oO 
max 1,7"+(.)I < ~ la,,,l I'.' - +I-" < 2~.  (3.44) 
uEC -- 
k=O 
and 
Oo 
max I'74(")I < ~ lb+ - al, t'l I- - +I-' < 2Mrm( c + 2). (3.45) 
uEC -- k---0 
Thus, using (3.41), (3.42), (3.44) and (3.45), for z e D, ,  
_ a I+(++(~) - T,(++; +))l + Ira(+) - T¢(+4; +)1 < 2Mr"(c + 3) (a - - -~)  xa /  " (3.46) 
Hence, combining (3.40) and (3.46), and taking the limit as a T c, the overall error is bounded by 
Mr2[( 2c~ q" 9c+ 9~ qc /(c--~) 1 , + 2(c + 3) Ic___c 1) (1),+z] _ . (3.4z) 
Since for q >_ 1 the expression (3.47) is decreasing in c > I, we can replace the assumption 
Jt[ = (c + 1)r by ]t[ _> (c + 1)r. | 
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