Abstract. A sequence of random variables, each taking values 0 or 1, is called a Bernoulli sequence. We say that a string of length d occurs, in a Bernoulli sequence, if a success is followed by exactly (d − 1) failures before the next success. The counts of such d-strings are of interest, and in specific independent Bernoulli sequences are known to correspond to asymptotic dcycle counts in random permutations.
Introduction
In this note, we study the joint distribution of the counts of certain d-strings of all orders d > 1 arising in Bernoulli sequences. Previous work has used several different methods, including combinatorial, factorial moment, and Pólya and Hoppe urn model methods to identify the joint count distribution with respect to a class of independent Bernoulli sequences. In this context, our main contribution is to introduce a new framework, using conditional Poisson processes, which allows for a concise derivation of the joint count distribution as a mixture of the product of Poisson measures with respect to all Bernoulli sequences considered before, as well as many others in a general class, including some dependent Bernoulli sequences.
A Bernoulli sequence Y = {Y n } n≥1 is a sequence of {0, 1}-valued random variables. For d ≥ 1, we say that a d-string occurs if a 1 is followed by exactly (d − 1) 0's before the next 1 in the Bernoulli sequence. Specifically, a d-string occurs at time n ≥ 1 if Y n,d = 1 where for the Bernoulli sequences considered in this article it is easily shown (by taking expectations) that all components Z k are finite with probability 1.] In this notation, the general problem is to understand the distribution of Z and its connection to the underlying sequence Y. Aside from the problem's basic interest, d-strings and their counts from specific independent Bernoulli sequences have interpretations with respect to random permutations, record values, Bayesian nonparametrics, and species allocation models through Ewens sampling formula.
We will use " d =" to signify "equals in distribution," and L(X) to denote the law or distribution of the random variable X. Denote also Po(λ) as the Poisson measure on R with intensity λ, and I(B) as the indicator of a set B. Example 1.1. Let S n = {1, 2, . . . , n}, and consider the Feller algorithm to generate a permutation π : S n → S n uniformly among the n! choices (cf. Feller (1945) ):
1. Draw an element uniformly from S n , and call it π(1). If π(1) = 1, a 1-cycle is completed. If π(1) = 1, make another draw uniformly from S n \ {π(1)}, and call it π(π(1)). Continue drawing from S n \ {π(1), π(π(1))}, . . . naming them π(π(π(1))), and so on, until a cycle (of some length) is finished. 2. From the elements left in S n \ {π(1), π(π(1)), . . . , 1} after the first cycle is completed, follow the process in step 1 with the smallest remaining number taking the role of "1" to finish a second cycle. Repeat until all elements of S n are exhausted.
be the indicator that a cycle is completed at the kth Feller draw from S n . A moment's thought convinces that {I
are independent Bernoulli random variables with P (I (n) k = 1) = 1/(n − k + 1) as, independent of the past, exactly one choice at time 1 ≤ k ≤ n from the remaining n − k + 1 members left in S n completes the cycle. Denote C (n) k as the number of k-cycles in π,
Now let Y be the independent sequence where
Finally, as is well-known, the asymptotic cycle counts {lim n C (n) k } k≥1 are distributed as independent Poisson random variables with respective means 1/k for k ≥ 1 (cf. Kolchin (1971) Consider the standard nonparametric problem of estimating the unknown distribution function F from independent and identically distributed observations {X i } i≥1 . A Bayesian may place on F a Dirichlet prior with parameters aµ where a > 0 and µ is a non-atomic probability measure.
Let Y 1 = 1 and for n ≥ 2 define Y n = 1 if X n is a new observation, that is if X n ∈ {X 1 , . . . , X n−1 }, and Y n = 0 otherwise. Then, it can be shown that Y is an independent Bernoulli sequence with P (Y n = 1) = a/(a + n − 1) for n ≥ 1 and that (log n) With this background, our main idea is that it is easier to study Z starting from an extrinsic "conditional marked Poisson process model" (CMPP) rather than directly from the Bernoulli sequence. Namely, we prove that when the underlying Bernoulli sequence Y is generated through a CMPP model, the count vector Z is distributed as a mixture of independent Poisson factors in terms of model parameters (Theorem 2.2). As remarked earlier, the Poisson process techniques used here are different from previous methods and allow quick derivations. Perhaps interestingly, the sequences Y found in our model include many dependent Bernoulli sequences (some explicit examples are in section 5). However, the most general sequence studied till now, the independent sequence Bern(a, b) with a > 0 and b ≥ 0, can also be realized in our framework (Proposition 3.1), yielding a new proof of its count vector distribution.
Our conditional marked Poisson process model also yields a new class of independent Bernoulli sequences which we call Bern 1 (a, b). Denote the independent Bernoulli sequence Y where P (Y 1 = 1) = 1, and The plan of the article is to discuss the CMPP model, and prove the main theorem in section 2. In sections 3 and 4, the main theorem is applied to independent sequences Bern(a, b) and Bern 1 (a, b) respectively. Last, in section 5, two explicit dependent Bernoulli sequences, arising from the CMPP model, are given.
CMPP models
The following "Poisson process" derivation of the distribution of Z with respect to Bern(1, 0) (cf. Example 1.1) motivates subsequent development.
Example 2.1. Consider the following standard way to generate a Bern(1, 0) sequence. Let {β i } i≥1 be independent, identically distributed (iid) Uniform[0, 1] random variables, and define Y n = I(β n is a record), n ≥ 1. Rènyi's theorem shows that {Y n } n≥1 are independent and P (Y n = 1) = 1/n for n ≥ 1, that is Y = Bern(1, 0). Let {X i } i≥1 be the record values among {β i } i≥1 . Notice that the point process N on [0, 1] defined by N (A) = i≥1 δ Xi (A) is a nonhomogeneous Poisson process on [0, 1] with intensity 1/(1 − x) (cf. Resnick (1994) ). For each point X i , we can associate a Geometric(1−X i ) variable L i (a "mark") corresponding to the number of uniform random variables in {β i } i≥1 to the next record. Then, by thinning decompositions,
Poisson variables with respective means
In a sense, the thrust of the following CMPP model and our main result (Theorem 2.2) below is to reverse the procedure in Example 2.1. By beginning with a given Poisson process and spacing variables, which themselves determine the count vector Z, we then see what associated Bernoulli sequence Y arises.
Consider a sequence of random variables (X,
. .}, and the point process N on R given by N (A)= i≥1 δ Xi (A). Let also g : R → [0, ∞) be a probability density function (pdf), and for each x ∈ R r(x, ·), q(x, ·) : N → [0, 1] be probability mass functions, and λ x : R → [0, ∞) be an intensity function.
Then, we say (X, L) is the conditional marked Poisson process M(g, r, λ, q) if the following hold:
1. X 0 has pdf g, 2. conditional on X 0 = x 0 , N is a nonhomogeneous Poisson process with intensity function λ x0 (·), 
Then, the count vector Z is given by
We note the zeroth mark L 0 is not included in the above summation since any Y i with i < L 0 is part of an initial segment of zeros of the sequence not preceded by a 1, and so does not contribute to any d-string, for d ≥ 1.
Theorem 2.2. Suppose λ w (x)q(x, k)dx < ∞ for all w ∈ R and k ≥ 1. Then, the count vector Z associated with sequence Y, defined through CMPP (X, L) = M(g, r, λ, q), is distributed as follows. Given the value X 0 = x 0 ,
Remark 2.3. The distribution of Z does not depend on the transition function r, consistent with the discussion of L 0 before the theorem. Also, for a given k ≥ 1, Z k is infinite with positive probability exactly when there is a set B such that P (X 0 ∈ B) > 0 and λ w (x)q(x, k)dx = ∞ for w ∈ B.
Proof of Theorem 2.2. Recall the count vector representation (2.2). Conditional on X 0 = x 0 , the point process Resnick (1994) ). Hence, it follows that, given X 0 = x 0 , the variables M (R × {k}) = n≥1 I(L n = k) = Z k are independent Poisson variables with respective means λ x0 (x)q(x, k)dx, for k ≥ 1.
The sequence Bern(a, b)
We now derive the count vector distribution for the sequence Bern(a, b) using a CMPP model. Denote, as usual, for α, β > 0, the Beta function
and let 
The Poisson process in the above CMPP model with intensityλ w (·) can be generated in the following way. First, the point process formed by the record values from an iid sequence of Beta(1, a) random variables is a Poisson process with intensity a/(1 − x), the Beta(1, a) failure rate (cf. Resnick (1994) Proposition 4.11.1 (b)). Next, we thin this process as follows. Let X 0 d = Beta(b, a), and {X i } i≥1 be the record values from an iid sequence of Beta(1, a) random variables, subject to X i > X 0 for i ≥ 1. Then, conditional on X 0 = x 0 , the point processN defined byN (A) = i≥1 δ Xi (A) is the desired Poisson process with intensity function λ x0 (x) = [a/(1 − x)]I(x 0 < x < 1).
Proof of Proposition 3.1. The second part on the count vector distribution follows from Theorem 2.2, noting for k ≥ 1, that
For the first part, we observe that the distribution of {Y i } i≥1 given through (2.1) is uniquely determined by the probabilities of cylinder sets of the form
. . , K n }, and Y t = 0 otherwise for 1 ≤ t ≤ K n where k 0 , k 1 , . . . , k n are positive integers and
If the probability of sets of the form E def = E(k 0 , . . . , k n ) is a product of appropriate marginal probabilities then {Y n , n ≥ 1} will be the Bernoulli sequence Bern(a, b). We will proceed to establish this.
Let A n = {0 < x 0 < x 1 < · · · < x n < 1}. Using the Beta variables representation in Remark 3.2, write
we have further that the last line equals · a n n−1
which is exactly 
The sequence Bern 1 (a, b)
We will derive the count vector distribution for the sequence Bern 1 (a, b) , and show a dichotomy depending on whether b ≥ 1 or b < 1. We first consider the case where a > 0 and b > 1. Define Also, we note the Poisson process in the above CMPP model with intensity λ * can be generated, as in Proposition 3.1, by taking X 0
and {X i } i≥1 as the sequence of records from an iid sequence of Beta(1, a) random variables, subject to the condition X 1 > X 0 .
Proof of Proposition 4.1. We need only establish the distribution of Y, as the last statement follows from Theorem 2.2 and the computation (3.2). The calculations are similar to the proof of Proposition 3.1. Let k 0 = 1, k 1 , k 2 , . . . , k n be positive integers, and K 0 = k 0 = 1, K 1 = K 0 + k 1 , . . . , K n = K n−1 + k n be their partial sums. Recall the cylinder set defined in (3.3) and let
and set A n = {0 < x 0 < x 1 < · · · < x n < 1}. Write, using the construction in Remark 4.2, that
Then, with (3.1) and αΓ(α) = Γ(α + 1), the last line equals Bern 1 (a, b) .
We now give the distribution of the count vector under Bern 1 (a, b) for all a > 0 and b ≥ 0 by conditioning on the location of the second 1 in the sequence Y. Denote  Z(a, b) as the count vector with respect to Bern 1 (a, b) for a > 0 and b ≥ 0. Let W n be the sequence whose nth co-ordinate is 1 and all the other co-ordinates are zero, for n ≥ 1. Let also for n ≥ 3 be the probability that the second 1 in Bern 1 (a, b) occurs at time n ≥ 2, and note 
From the identities in (4.3), we have
This leads to
which is negative for b < 1, and positive for b > 1.
Some dependent Bernoulli sequences
Two examples of dependent Bernoulli sequences, arising in CMPP models with simple structures, whose count vector distributions are mixtures of independent Poisson factors are given.
First Sequence. For a > 0 and b > 0, denote P a,b as the probability distribution of the CMPP M(ḡ,r,λ,q) described in Proposition 3.1 which gives rise to the Bernoulli sequence Bern(a, b). Let now r + (x, k) = kx k−1 (1 − x) 2 for k ≥ 1. Consider the associated CMPP model M(ḡ, r + ,λ,q) withḡ,λ,q the same as in Proposition 3.1. Denote the probability measure under this model as
3) where k 0 , k 1 , . . . , k n are positive integers, and K 0 , K 1 , . . . , K n their partial sums. It is easy to see that
From this expression, the distribution of Y can be recovered, and shown to be not that of independent Bernoulli variables. For instance,
, and analogously Let P ′ stand for the measure under the "switched" CMPP model where (X 1 , L 1 ) and (X 2 , L 2 ) are interchanged. The probabilities of Y on cylinder sets (cf. (3.3), under P ′ , is given by
, and L i = k i for 3 ≤ i ≤ n)
for positive integers k 0 = 1, k 1 , . . . , k n , with K 0 = 1, K 1 = K 0 + k 1 , . . . , K n = K n−1 + k n as their partial sums. Under both models P 1,0 and P ′ , as only two terms (L 1 , L 2 ) exchange places, the associated count vectors are the same, and by Proposition 3.1 distributed as k≥1 Po(1/k).
We now show that {Y i } i≥1 is not an independent sequence under P ′ . 
