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Abstract. Nowadays, graph-structured data are increasingly used to model com-
plex systems. Meanwhile, detecting anomalies from graph has become a vital re-
search problem of pressing societal concerns. Anomaly detection is an unsuper-
vised learning task of identifying rare data that differ from the majority. As one of
the dominant anomaly detection algorithms, One-Class Support Vector Machine
has been widely used to detect outliers. However, those traditional anomaly de-
tection methods lost their effectiveness in graph data. Since traditional anomaly
detection methods are stable, robust and easy to use, it is vitally important to
generalize them to graph data. In this work, we propose One Class Graph Neu-
ral Network (OCGNN), a one-class classification framework for graph anomaly
detection. OCGNN is designed to combine the powerful representation ability of
Graph Neural Networks along with the classical one-class objective. Compared
with other baselines, OCGNN achieves significant improvements in extensive ex-
periments.
Keywords: Graph Anomaly Detection · Graph Neural Network · Hypersphere
Learning.
1 Introduction
Nowadays, graph-structured data are increasingly used to model complex systems,
ranging from social media networks [19], traffic networks [35] to financial nets [30].
A graph is a structure amounting to a set of nodes V in which some pairs of them are
related by edges E. Through the introduction of edges between data instances, graph
provides a powerful tool for effectively capture long-range correlations between them.
Meanwhile, detecting anomalies from graph has become a vital research problem of
pressing societal concerns [1]. Firstly, graph data with anomalies can disrupt the per-
formance of machine learning algorithms and bring serious consequences. Secondly,
graph anomaly detection (GAD) has significant applications in many security-related
domains, e.g., discovering suspicious financial transactions, monitoring traffic jams,
and unveiling malicious users in social networks.
Anomaly detection (or outlier detection) can be regarded as the task of identifying
rare data items that differ from the majority of the data [24]. As one of the dominant
anomaly detection algorithms, hypersphere learning approaches, e.g., Support Vector
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Data Description (SVDD) [28], typically try to define a boundary around the given nor-
mal class data. Afterwards, whether the unknown data point is anomalous is determined
by their location with respect to the boundary.
Although those traditional anomaly detection methods have been applied in diverse
domains [24], they may lose their effectiveness in graph data. Those methods can only
handle Euclidean data (e.g., images, audio signal and texts). In the case of Euclidean
data, data are treated as independent points lying in a multi-dimensional Euclidean
space; however, nodes in graph may exhibit inter-dependencies, which means they are
inherently related to one another. Graph embedding methods, such as DeepWalk [23],
can extract node relationship information as a fixed-length feature vector. Afterwards,
traditional anomaly detection methods can be trained from that vector. However, these
two-stage methods are decoupled in the sense that the graph embedding learning is task
agnostic and not customized for GAD, which has an limited and indirect contribution
to detecting anomalous nodes.
In addition to traditional anomaly detection techniques targeting Euclidean data,
previous GAD works [1] have achieved empirical success. These works on GAD usu-
ally adopt graph matrix factorization to locate the outliers or find the target community
at first and then detect outliers in a predefined subspace. However, several challenges
exist in GAD tasks: (i) Data nonlinearity. The node feature and the interactions among
nodes are often highly non-linear while many GAD methods rely on linear mechanisms.
(ii) Computational complexity. In the era of data deluge, real graphs can easily have
millions of nodes and edges. The Computational overhead of classical GAD methods
discourages their applicability to large-scale graphs. (iii) Researchers and developers
are proficient in simple off-the-shelf Euclidean anomaly detection techniques. Previous
statistical graph feature based GAD methods increase their understanding and deploy-
ment costs, which greatly limits their development in the graph mining community.
Graph Neural Networks (GNNs) [33] are a significant stride to operate directly
on graph-structured data, and a promising method to address these above problems.
GNNs are essentially a message passing (or neighborhood node aggregation) scheme,
where each node aggregates feature information of its neighbors to compute its new
feature vector. After multiple iterations of information aggregation, the feature vec-
tor of a node will capture the structural information among the node’s neighborhood.
GNNs have non-linear activation functions and parallelization capabilities, which can
address the data nonlinearity and the computational complexity issues, respectively.
Even though GNNs have demonstrated outstanding performance in many graph mining
tasks [19,35,30], it remains unclear how to exploit their potentiality for GAD problem.
To the best of our knowledge, little progress has been made to apply GNNs to GAD
tasks. Ding et al. [7] and Li et al. [14] tried to solve the problems using graph autoen-
coder (GAE) [11]. They used graph convolutional network (GCN) [12], a simple form
of GNNs, to construct the encoder and decoder of AE, so that the node embedding can
be extracted from the graph structure information as well as node attributes. However,
GAE methods have the objectives of learning low-dimension node embedding and re-
constructing the node attributes and connection relationship among nodes, which does
not target GAD directly.
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Fig. 1. The overall framework of the proposed OCGNN. Guided by the proposed hypersphere
learning objective, OCGNN learns to map the nodes into the embedding space and enclose the
embeddings of normal nodes into a hypersphere centered at vector c and with radius r. After-
wards, the nodes whose embeddings are located outside the hypersphere are regarded as anoma-
lous nodes. Note that OCGNN is a hypersphere learning based GNN framework, so that people
can use any forms of existing GNN layers in OCGNN.
There needs to be an end-to-end, easy-to-understand and powerful GAD technology.
In this work, We propose One-Class Graph Neural Network (OCGNN), a hypersphere
learning framework for GAD. As shown in Figure 1, OCGNN is designed to combine
the powerful representation ability of GNNs with the classical hypersphere learning
objective to detect anomalies. Because the topology information on graphs is automati-
cally extracted by the GNNs, users of OCGNN can handle GAD problems without deep
understandings of graph theories. Furthermore, OCGNN is an end-to-end approach be-
cause the node representation learned by OCGNN is highly related to the GAD task,
which means the embeddings learned from OCGNN is more friendly to the downstream
anomaly detection tasks than those learned from DeepWalk. By aggregating the neigh-
borhood information, an OCGNN computes the embedding of each observable node.
Meanwhile, hypersphere learning objective aims at minimizing the volume of a hyper-
sphere that encloses those embedding vectors [25]. An anomalous node is defined by
whether the location of its embedding is out of the hypersphere.
Specifically, our contributions are listed as follows.
1. We propose a novel end-to-end OCGNN framework, which aims at applying the
powerful representation ability of GNNs into graph anomaly detection tasks. To the
best of our knowledge, this is one of the first GNN-based works in this scenario.
2. A hypersphere learning objective is proposed to drive the training of the GNN, thus
OCGNN is a natural extension of One-Class Support Vector Machine (OCSVM)
in the field of graph data. People can use OCGNN to handle GAD problem with-
out any complicated graph theory, which will greatly facilitate the development of
graph mining techniques and applications.
2 Related Works
In this section, we briefly review related work in three aspects: (1) traditional anomaly
detection, (2) graph neural networks and (3) graph based anomaly detection.
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2.1 Anomaly Detection in Euclidean Data
Era of data deluge has grown the interest for anomaly detection techniques, especially
for spotting anomalies in collections of multi-dimensional data points [24]. Owing to
the prohibitive cost for accessing ground truth anomalies, most of existing methods are
unsupervised, which can be divided into three main categories.
(1) Distance-based approaches, such as Local Outlier Factor (LOF) [4] and Isola-
tion Forest (IForest) [15], assume that normal data are tightly clustered, while anomaly
data are located far from their nearest neighbours. (2) Boundary-based approach, e.g.,
SVDD [28], typically try to define a boundary around the normal class data. An un-
known data that located outside the boundary is defined as an outlier. (3) Reconstruction-
based approach assumes that anomalies cannot be effectively reconstructed from low-
dimensional projections. In this category, PCA [18,2] and deep autoencoder models [36,5,32]
are widely used, effective techniques to detect anomalies. Besides, Ruff et al. [25] ex-
tended the shallow SVDD method to deep version, which shows promising results on
image data. However, those three types of methods mentioned above are not applicable
to the attributed graph.
2.2 Graph Neural Networks
Graph Neural Network (GNN) is a promising method to operate directly on non-Euclidean
data. In GNN’s neighborhood aggregation scheme, each node aggregates feature infor-
mation of its neighbors to compute its new feature vector layer by layer. After multiple
iterations of information aggregation, the feature vector of a node will captures the
structural information among the node’s neighborhood. The embedding representation
learned by GNNs can be used for downstream tasks such as node classification, link
prediction, graph classification and so on.
According to the ways that information is aggregated, GNNs can be divided into
two form: isotropic model and anisotropic model. Isotropic model assume that each
neighbor contributes equally to the update of the central node. The typical isotropic
GNNs are Graph Convolutional network (GCN) [12], GraphSAGE [10] and Graph Iso-
morphism Network (GIN) [33]. On the other hand, anisotropic models assume that the
importance of each neighbor to the central node is not equal, and use different weights
to aggregate information from neighboring nodes through some mechanism (e.g., at-
tention mechanism in Graph Attention Network (GAT) [29] or gating mechanism in
Residual Gated Graph ConvNets (GatedGCN) [3].
Besides, graph Autoencoder (GAE) [11] is a natural extension of traditional AE
to graph, which aim to learn low dimensional node vectors via a GCN built encoder
and reconstruct the graph structure (adjacency matrix A) via a link prediction decoder.
Nevertheless, all these GNN methods focus on learning embedded representations of
nodes, and it remain unclear how to exploit the potential of GNNs for GAD.
2.3 Anomaly Detection on Attributed Graph
Recently, we have witnessed an increasingly amount of efforts in spotting anomalies
on attributed networks, and the existing methods can be divided into three categories:
structure based, subspace based and residual based.
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(1) Early GAD methods use graph structure information only such as community
(common neighbors) analysis [8] and ego-net features [21] to detect anomalies on the
graph. (2) Besides that, researchers found that anomalies in attributed networks could be
spotted in only a subset of node attributes [26,22]. Although these subspace based meth-
ods can achieve superior results, they use little network structure information, which is
undoubtedly reduces the learning efficiency of graph data. (3) Recently, residual anal-
ysis based methods [13,20] and GAE methods [7,14] leverage the graph structure in-
formation as well as its coherence with nodal attributes and have shown an increasing
influence. Generally, the former methods use matrix decomposition characterizing and
residual estimating techniques, but those shallow residual analysis mechanisms are not
enough for today’s computing demand for large-scale and non-linear data. On the other
hand, GAE methods have the objectives of learning low-dimension node embedding
and reconstructing the node attributes and connection relationship among nodes, which
has an indirect contribution to anomaly detection on attributed graphs.
3 One-Class Graph Neural Network
As shown in Table 1, we summarize the commonly used notations of this paper.
3.1 Definitions
In this section, we introduce notations and definitions of node-wise one-class classifi-
cation and hypersphere learning.
Definition 1. Attributed graph: An attributed graph is G = (V,E,X), whereV =
{v1, . . . , vN} is the set of N = |V| nodes, E ⊆ V × V is the set of M = |E|
edges between nodes and X ∈ RN×D denotes the features of the N nodes. The graph
structure can be represented by an adjacency matrix A ∈ RN×N , where Ai,j = 1 if
there is an edge between node vi and vj , otherwise Ai,j = 0.
Definition 2. Anomaly detection: Given the anomaly-free training dataset {xi, i =
1, . . . ,K}, the model is trained to describe the boundary of normal data, and then model
produces the anomaly score S(xu) for an unseen data point xu. A data point with high
anomaly score is defined as an outlier.
Definition 3. Node-wise graph anomaly detection: Given a graph, all nodes X,
edges A and only part of the node labels are available for training. Afterwards, the
labels of the remaining unlabeled nodes are predicted by the trained model. All nodes
for training belong to one class (normal), while the remaining testing nodes belong to
two classes (normal and abnormal).
3.2 Hypersphere Learning
Hypersphere learning is originally proposed in SVDD [28], which aims at learning an
compact hypersphere boundary to cover all training data and detecting which (new) ob-
jects resemble this training set. In the application of anomaly detection, the training data
are all normal, therefore hypersphere learning model can obtain a description boundary
of normal data, then outliers can be precluded.
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Notations Descriptions
V = {v1, . . . , vN} The set of N nodes in a graph
Vtr ⊆ V, |Vtr| = K The set of K training nodes
X ∈ RN×D Node feature matrix
A ∈ RN×N Adjacency matrix
g (X,A;W) A graph neural network
Z ∈ RN×F Node embedding matrix,
[·]+ = max(0, ·) Non-negative operator
c ∈ RF The hypersphere center
r ∈ R+ The hypersphere radius
Table 1. Commonly Used Notations.
Let X ⊆ Rd be the data space, φk : X → Fk be a mapping function from data
space X to reproducing kernel Hilbert space Fk, where k : X × X → [0,∞) is a
positive-definite kernel function. The objective of SVDD is to describe the smallest
hypersphere, in feature space Fk, with center c ∈ Fk and radius r > 0 that encloses the
majority of the training data. Given a training dataset XK = {xi ∈ X , i = 1, . . . ,K},
SVDD solves the primal problem:
min
r,c
r2 + 1βK
K∑
i=1
ξi
s.t. ‖φk (xi)− c‖2Fk ≤ r2 + ξi, ξi ≥ 0,∀i
(1)
where ξi are non-negative slack variables to allow the contamination of outliers in the
training dataset. The data points φk (xi) ∈ Fk are not strictly inside the hypersphere,
but the data located too away from the boundary should be penalized. The hyperpa-
rameter β ∈ (0, 1] controls the trade-off between the sphere volume and the penal-
ties. After minimizing Eq. 1, the center c and the radius r can be obtained, while
ξi is not a learnable parameter. Data point xi that falls outside the hypersphere, i.e.,
‖φk (xi)− c‖2Fk > r2, is defined as an outlier.
3.3 Learning objective
With classical hypersphere learning objective, an SVDD model builds a minimum vol-
ume hypersphere estimation of given data. However, our OCGNN learn useful node
representations together with the hypersphere learning objective. To achieve this goal,
we introduce GNN that is jointly trained to learning node embeddings by consider-
ing both node attributes and relationships and to keep the embeddings into a minimum
hypersphere.
GNNs consider both the node attributes X ∈ RN×D and the adjacency matrix
A ∈ RN×N (some GNN models use neighbor aggregation to replace the role of A)
when learning the node embedding vectors Z ∈ RN×F . Hence, We use g(X,A;W) to
represent a GNN with layer-wise trainable weights setW = {W(1), . . . ,W(L)} where
L ∈ N is the number of hidden layers. For a specific lth layer, the forward propagation
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rule of GNN can be summarized as:
H(l+1) = g
(
H(l),A;W(l)
)
, (2)
where H(l) is the input for the lth GNN layer and H(l+1) is the output after this layer.
Note that the node attributes X is the input of the first layer, which equals to H(0). The
embedding matrix of the nodes Z is the final outputH(L). Thanks to the powerful GNN
node embedding, it helps the performance improvement of down-stream tasks, such as
node-level and graph-level classification and link prediction.
The aim of OCGNN is to jointly learn the net parameters W and minimize the
volume of the data description hypersphere which is characterized by a radius r ∈ R+
and a center c ∈ RF . Given a graph defined by (X,A) and the set of K training nodes
Vtr ⊆ V, where K = |{i : vi ∈ Vtr}|, the objective of OCGNN is set as:
L(r,W) = 1
βK
∑
vi∈Vtr
[
∥∥g (X,A;W)vi − c∥∥2 − r2]+ + r2 + λ2
L∑
l=1
∥∥∥W (l)∥∥∥2 (3)
In the forward propagation, OCGNN receives all nodes and edges information in
a graph and then output a node embedding matrix Z = g (X,A;W) ,Z ∈ RN×F .
However, only K node embeddings {Zvi , vi ∈ Vtr} are used in the loss function
computation.
The first term of Eq.3 is a penalty for node embeddings lying out of the hyper-
sphere, i.e., if the distance between an embedding vector and the center c is greater than
the radius r. The hyperparameter β ∈ (0, 1] controls the trade-off between the sphere
volume and the penalties (we will discuss it later). As in classical SVDD, the second
term, minimizing r2, is to minimize the volume of sphere. The last term is the weight
decay regularizer on the OCGNN network parametersW with a hyperparameter λ > 0.
The OCGNN objective lets the network learn to map the node embeddings that are
closed the center c of the sphere. Since the training nodes are all normal, OCGNN will
extract the common factors of the given nodes. As a result, the description boundary of
normal nodes can be obtained and the anomalous nodes can be detected.
For a node vi in the given graph, its anomaly score S(vi) can be defined by the
location of the embedding respect to the sphere: S(vi) =
∥∥g (X,A;W∗)vi − c∥∥2−r∗2.
If S(vi) > 0, the node vi is anomalous, otherwise it is a normal node. Note that the
network parametersW∗ and the learned radius r∗ can characterize a trained OCGNN
model. The memory complexity of OCGNN is very low because no data need be stored
for model prediction.
To clearly explain the role of β in the training process, we define ξ = λ2
L∑
l=1
∥∥∥W (l)∥∥∥2
and dvi = ‖g (X,A;W)− c‖2vi where i = 1, . . . ,K. Assuming that there is a node
subset Vo ⊂ Vtr whose nodes are mapped outside of the sphere by OCGNN, consist-
ing Ko =
∣∣{i : dvi > r2, vi ∈ Vtr}∣∣ nodes. Thus the OCGNN optimization problem
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for r can be written as
argmin
r
r2 + 1βK
∑
vi∈Vo
(dvi − r2) + ξ
= argmin
r
(
1− KoβK
)
r2 + 1βK
∑
vi∈Vo
dvi + ξ
⇒ argmin
r
(
1− KoβK
)
r2
(4)
Since the second and third term of Eq.4 is non-negative, radius r is decreased as
long as Ko ≤ βK. That is, KoK ≤ β must satisfy in the optimum, which means β is
an upper bound on the fraction of anomalous training nodes. The optimal radius r∗ is
determined by the largestKo that satisfies the inequality, because if the inequality is not
satisfied, the model cannot continue to minimize r. Hence we also have Ko+1K > β. β
is a lower bound on the fraction of samples being outside of the hypersphere. β allows
some nodes to be mapped out of the sphere, otherwise, in order to enclose all training
nodes, the radius r will be so large that OCGNN will fail to detect outliers.
3.4 The Paradigms of OCGNN
Our OCGNN is a GNN-based GAD framework, therefore OCGNN can be formed by
any suitable GNN layer, such as Graph Convolutional network (GCN) [12], Graph At-
tention Network (GAT) [29] and GraphSAGE [10]. In this section, we use GCN as an
example to illustrate how OCGNN learns the node representation. If other forms of
GNN layers are considered, people just need to replace the Eq. 5 by other neighbor
nodes aggregation function. GCN is one of the best paradigms of graph learning model.
It is a multi-layer GNN model which expands the Eq. 2 as follows:
g
(
H(l),A;W(l)
)
= σ
(
D˜−
1
2 A˜D˜−
1
2H(l)W(l)
)
, (5)
where A˜ = A+IN is the adjacency matrix of a graph whose nodes are added self-loop
connections. D˜ denotes the diagonal matrix of A˜, where D˜ii =
∑
j A˜ij . D˜
− 12 A˜D˜−
1
2
is the symmetric normalized adjacency matrix Aˆ, so we can directly compute Aˆ as a
pre-processing step. σ(·) is a non-linear activation function, such as ReLU. Note that the
weight matrixW(l) is shared for all nodes on the given graph. From the view of spectral
graph theory [6], GCN learns the node embedding Zi by aggregating its own features
Xi and first-order neighbor’s features Xj , where j ∈ N(vi), but the information of
kth-order neighborhood can be captured by stacking multiple GCN layers.
3.5 Optimization
The optimization process of OCGNN is summarized in Algorithm 1. A trained
OCGNN model can be characterized by three parameters: weight matrix W , radius
r and data center c. Like other neural network models, we use stochastic gradient de-
scent to optimize the parametersW of the GNN model with OCGNN objective by back
propagation (BP). Since radius r is not a inner parameter of OCGNN network, r and
W can not be optimized synchronously by BP algorithm. Instead, we update the r and
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Algorithm 1 Training OCGNN model
Input: Attributed Graph G = (V,E,X), normal nodes setVtr , Slack parameter β ∈ (0, 1],
weight dacay λ > 0
Output: WeightsW , center c ∈ RF and radius r ∈ R+
1: InitializeW using Glorot uniform initialization.
2: Initialize r = 0, c = 1
K
∑
vi∈Vtr
g (X,A;W)vi .
3: while epoch < max epoch budget do
4: dVtr =
∥∥∥g (X,A;W)Vtr − c∥∥∥2, dVtr ∈ RK
5: L = 1
βK
∑
Vtr
[dVtr − r2]+ + r2 + λ2
L∑
l=1
∥∥∥W (l)∥∥∥2
6: UpdateW by its stochastic gradient∇W (L)
7: if epoch mod φ = 0 then
8: Update r using (1− β)× 100% percentile of dVtr
9: end if
10: end while
11: returnW , c and r
W alternately during the training phase. First, we trainW for φ ∈ N epochs while r is
fixed. After every φth epochs, r can be solved by simple linear percentile search. That
is, for the training node set Vtr, we can obtain a distance set dVtr ∈ RK . Afterward,
we can sort dVtr from small to large, and the radius r can be defined via (1 − β) per-
centile of dVtr . Empirically, OCGNN is not sensitive to this parameter φ. During the
training phase, c ∈ RF is fixed as c0, which is computed from the mean of the training
nodes embeddings by an initial forward propagation. To map the nodes around a target
data center, c0 is a good choice because most nodes are not too far away from c0 in the
node embedding space.
4 Experiments
In this section, we introduce the detailed experimental setup and results, including
datasets, baselines, network structures, hyperparameter selections, and performance
analysis. The source code of our models is implemented using PyTorch and Deep Graph
Library [31]. which will be released at a Github repository3 as well as all baseline mod-
els for reproducibility.
4.1 Datasets
Cora, Citeseer and Pubmed [27] are publicly available and broadly used citation net-
work datasets in previous studies [12,10,29]. Scientific publications and their citation
relationship are represented as nodes and edges on a graph, respectively. The node fea-
ture of each publication is described by a sparse bag-of-words feature vector computed
3 https://github.com/WangXuhongCN/myGNN
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Datasets Nodes Edges Features Train/Val/Test nodes
Cora 2708 5429 1433 490/246/410
Citeseer 3327 4732 3703 420/210/352
Pubmed 19717 44338 500 4725/2364/3936
Table 2. Summary of the datasets used in our experiments.
from a dictionary. Our node anomaly detection datasets used in this paper is generated
from these three plain node classification datasets by regarding one class as normal and
the rest as anomalous. The normal classes in Cora, Citeseer and Pubmed datasets are
“Neural Networks”, “IR” and “Diabetes Mellitus Type 2”, respectively. All the nodes
in the train set pertain to the normal class, while, for the validation set or the test set,
half of the nodes are normal and the other half are randomly sampled from the anoma-
lous class. The characteristics of all three datasets are summarized in Table 2, and our
Github repository provides more details about our GAD datasets. For all the methods
we use in this paper, the hyperparameters are tuned using the validation set, then the
performances are evaluated in the test set.
4.2 Baselines
Following [12,29,10], we compared our OCGNN with twelve two-stage GAD methods
and three state-of-the-art (SOTA) GAE based GAD methods. Two-stage methods are
concatenated by the graph embedding methods and shallow anomaly detection meth-
ods. In the first stage, graph embedding is used to learn and map the graph structure in-
formation into a fixed length embedding vector. For the second stage, shallow Euclidean
anomaly detection methods can be trained by the embedding vector and node feature
vector. We use one of the most popular graph embedding methods, DeepWalk [23],
to learn a 128-dimensional embedding as the first stage method with the same hyper-
parameter reported in [12]. Four popular anomaly detection methods are used as the
second stage and tuned by the performance in validation set: (i) OCSVM is our source
method which we have described above. It has an important parameter β, which is cho-
sen to be the same as in our OCGNN model. (ii) Isolation Forest (IForest) [15] is an
efficient method of detecting anomaly data in high-dimensional datasets. IF recursively
and randomly splits the data feature and stores this in a forest data structure. Outliers
are defined as the data who have shorter path in the tree because it means the data need a
smaller number of splittings from other majority data. (iii) PCA [18] and AE, two pop-
ular reconstruction-based approaches, assume that anomalies are incompressible and
thus cannot be effectively reconstructed from low-dimensional projections.
Three SOTA GAE based GAD methods are Dominant (Dom) [7], a plain GAE [11]
and an ablation model named GCN-AE. Dom is a recently proposed SOTA unsuper-
vised GAD method on attribute graph. We reproduced Dom using the hyperparameter
recommended by the authors and added the early stop technology. All these three mod-
els choose GCN layers to construct the encoder part of GAE, and the main difference
between these three is the decoder structure as well as the training objective. Plain GAE
proposed a inner product decoder to predict the unseen links on the graph, which equals
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Method Cora Citeseer Pubmed
Raw Features
IForest 53.09 ± 0.03 46.33 ± 0.03 65.57 ± 0.02
OCSVM 54.35 ± 0.02 57.05 ± 0.03 45.50 ± 0.01
PCA 62.17 ± 0.01 58.10 ± 0.03 71.06 ± 0.01
AE 62.17 ± 0.01 58.11 ± 0.03 71.05 ± 0.01
DeepWalk
IForest 57.87 ± 0.02 51.00 ± 0.03 60.73 ± 0.01
OCSVM 52.10 ± 0.03 43.13 ± 0.02 60.22 ± 0.01
PCA 55.90 ± 0.03 46.65 ± 0.02 61.66 ± 0.01
AE 55.91 ± 0.03 46.42 ± 0.02 61.66 ± 0.01
DeepWalk+Raw Feat.
IForest 53.56 ± 0.04 45.55 ± 0.06 65.60 ± 0.02
OCSVM 51.59 ± 0.03 42.95 ± 0.02 60.10 ± 0.01
PCA 62.38 ± 0.02 57.96 ± 0.03 72.04 ± 0.01
AE 62.39 ± 0.02 57.96 ± 0.03 71.91 ± 0.01
GAE based
GCN-AE 80.53 ± 0.05 59.52 ± 0.09 58.26 ± 0.02
GAE [11] 60.15 ± 0.08 51.80 ± 0.03 54.27 ± 0.02
Dom [7] 67.50 ± 0.25 62.44 ± 0.15 53.92 ± 0.04
Our OCGNNs
OC-GCN 73.25 ± 0.02 62.81 ± 0.01 54.53 ± 0.01
OC-GAT 88.19 ± 0.02 79.06 ± 0.03 60.98 ± 0.01
OC-SAGE 86.97 ± 0.04 85.62 ± 0.01 74.72 ± 0.03
Table 3. Average AUCs in % with StdDevs (over 10 random seeds). Note that the best result is
typeset in bold.
to reconstruct the connection relationship between nodes. Dom designs an additional
GCN-based decoder aiming at reconstruct the node attributes, so Dom has two differ-
ent training objectives, reconstructing features and links, and a controlling parameter
(set to be 0.5 as authors recommended) between them. To demonstrate how the two ob-
jectives affect the performance of GAE methods, we designed an ablation model named
GCN-AE by removing the link prediction objective from Dom.
4.3 OCGNN Setup
Our OCGNN is a GNN framework for GAD, and it can be formed by any suitable
GNN layer. To evaluation the performance of OCGNN, we use three popular GNN layer
paradigms, GCN [12], GAT [29] and GraphSAGE [10], whose model configurations are
almost same. To better demonstrate the true performance of the OCGNN framework,
we use the same hyperparameters for training in all datasets and OCGNN paradigms.
The penalty parameter β is set as 0.1. The OCGNN model is initialized with Glorot
uniform weight initialization [9] and optimized by the AdamW [16] SGD optimizer
with a learning rate of 0.001. During training, we apply weight decay regularization
with λ = 0.0005. We trained each OCGNN model using an early stopping strategy on
both the OCGNN loss (Eq. 3) and AUC score on the validation set, with a maximum
of 5000 epochs and a patience of 100 epochs. For Cora and Citeseer datasets, we apply
a three-layers OCGNN with the hidden size of 64-64-32. For Pubmed dataset, we use
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Fig. 2. T-SNE visualization of the node embeddings in Cora dataset. The KDE curves at top and
right show the probability distribution in each dimension. Blue and orange points represent the
normal nodes and the anomalous nodes, respectively. (a) The visualization of nodes’ raw features.
(b) The visualization of node embeddings from a randomly initialized OCGNN model. (c) Node
embeddings after 500 epochs training. (d) Node embeddings from a learned OCGNN model. We
can conclude that OCGNN does learn the features of normal nodes and can distinguish abnormal
nodes in an unsupervised manner.
a two-layers OCGNN with hidden size of 128-64. For each individual OCGNN model,
the dimension of output layer (the dimension of node embedding) is always the half
of the hidden size. After each GNN layer, the dropout layer of 0.5 rate and the ReLU
activation function is applied. The aggregator type of each GraphSAGE layer is set
as pooling, and the attention heads of GAT layer is set as 8. Note that the structure and
hyperparameters used in this study proved to be sufficient for our applications, although
they can still be improved.
4.4 Results
Table 3 shows the experiment results at AUC metrics. According to the experiment
results, our OCGNN model achieve best results in all datasets. Between three forms of
OCGNNs, we believe that OC-SAGE is the most powerful and stable one especially
in larger datasets like Pubmed, because OC-SAGE has great robustness because of its
simple neighbor aggregation strategy. Since the complicated attention mechanism, OC-
GAT perform well in the small Cora dataset, but lost superiority in Pubmed. There is no
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Fig. 3. The heatmap of average AUCs (%) of diverse OCGNN models in Cora dataset. The hor-
izontal axis represents the dimensions of the hidden layer, and the vertical axis represents the
number of layers in the network. The lighter the color, the higher the AUC performance of the
model. Basically, the performance of the OCGNN model is robust to the structure of the network.
significant performance gap between OC-GCN and Dom, but OC-GCN has fewer net
parameters and lower time complexity than Dom, which we will explain in next section.
Among the twelve the two-stage methods, only AE and PCA achieve competitive
results in Pubmed dataset with raw features. The reason is that PCA and AE are better
at processing high-dimensional original features. OCGNN outperforms the other two-
stage methods, reaching the highest AUC improvement of above 30% than OCSVM
does in Cora and Citeseer dataset. Among three GAE based methods, we can conclude
that GCN-AE (reconstructing node attributes) is more effective than GAE (reconstruct-
ing the adjacency matrix), because it is exceedingly hard to find the anomalous distur-
bance in such a super high dimensional adjacency matrix. Dom is an assembly model
that has both the above two tasks. The loss value of the two objectives in Dom may not
be on the same order of magnitude, which can cause instabilities during training.
We performed a T-SNE [17] visualization analyses on the embeddings learned by
the OCGNN framework in order to better understand its properties. We focus our anal-
ysis exclusively on the Cora dataset and use the GraphSAGE algorithm to form our
OCGNN. The reasons are that Cora dataset has the smallest number of nodes which
can significantly aid clarity and GraphSAGE is a outstanding graph learning layer that is
simple in form and has fewer hyperparameters. The embedding visualization in Fig. 2(a)
and 2(b) indicates that we cannot detect anomalous nodes by the raw node features or
the initialized OCGNN. After 500 epochs of training, the normal and anomalous nodes
seem to have a tendency to separate. The KDE curves in Fig. 2(d) prove that where
the probability density of normal nodes is high, the density of anomalous nodes is low,
and vice versa. It means that a majority of normal and anomalous nodes can be easily
partitioned in the embedding space, if the model converges.
4.5 Robustness
To verify the impact of network structure on performance, we tune the number of hidden
layers from 1 to 7 and adjust the number of hidden neurons in each hidden layer from 16
to 128, respectively. The results from different network structures are shown in Figure 3
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Fig. 4. Runtime experiments on the pubmed dataset, It shows the training and test runtimes and
number of network parameters for the different approaches. Dom has three times as many net
parameters than that of OC-GCN, and 15 times slower than OC-GCN. Whereas, OC-SAGE and
OC-GAT have above ten times as many parameters but do not induce much increase in runtime.
as heatmaps. OCGNN’s performance will decrease when the size of the network is too
large (top right) or too small (bottom left). The best results are usually obtained with a
2- to 4-layer model and 16 or 32 dimensions. When the network capacity is extremely
small (1 hidden layer and 16 dimensions), the performance of OCGNN is greatly re-
duced because the insufficient network capacity cannot learn enough information from
the normal training data. On the other hand, OCGNNs achieve slightly worse results
when the network is too deep or too wide. A deep GNN model usually suffers from the
over-smooth problem [34] because GNN models iteratively aggregate the node infor-
mation of almost the entire graph layer by layer, and calculate node embeddings of low
diversity. If the network is too wide, curse of dimensionality will cause OCGNN to fail
in calculating distance terms in the loss function, because the distances of data points
are approaching the same in high-dimensional space. As long as the scale of neural net-
work is large enough, the number of network layers or the number of neurons will not
have a significant impact on the results.
4.6 Runtime
We conducted the runtime experiments on a Linux server with an Intel Xeon CPU and
an NVIDIA GeForce GTX 1080Ti GPU. Figure 4 summarizes the training and test
runtimes and number of network parameters for the different approaches. GCN-based
models have fewer network parameters but still result in worse AUC performance, as
shown in Table 3. Dom has three times as many net parameters than OC-GCN because
Dom is a three-networks model: an encoder, an attribute decoder and a structure de-
coder, while our OCGNN only has one encoder. This means that Dom has three times
as many layers as the OCGNN model does, which will increase the gradient BP time.
Besides that, the cost function of Dom is to compute the mean square error between
high-dimensional input (X andA) and their reconstruction matrix, whereas OCGNN’s
loss is a computation between a low-dimensional embedding matrix Z and a data center
vector c. Therefore, the time complexity of Dom is significant higher than our OCGNN
model. Although the network scales of OC-SAGE and OC-GAT are much more larger
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than OC-GCN, they only increase the time complexity by a few times, because these
three OCGNN models have the same numbers of GNN layer and Dom have almost
three times numbers of layer, which is the core factor of time complexity.
5 Conclusion
In this paper, we proposed One-Class Graph Neural Network (OCGNN), a one-class
classification framework for graph anomaly detection. OCGNN aims at mapping the
training nodes into a hypersphere in the embedding space, through the powerful rep-
resentation ability of Graph Neural Networks. Our results from extensive experiments
demonstrate that the proposed OCGNN achieves significant improvements. In the fu-
ture, we will generalize OCGNN into graph-level and dynamic node anomaly detection.
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