Abstract-Extremely low-dose (LD) CT acquisitions used for PET attenuation correction have high levels of noise and potential bias artifacts due to photon starvation. This paper explores the use of a priori knowledge for iterative image reconstruction of the CT-based attenuation map. We investigate a maximum a posteriori framework with cluster-based multinomial penalty for direct iterative coordinate decent (dICD) reconstruction of the PET attenuation map. The objective function for direct iterative attenuation map reconstruction used a Poisson log-likelihood data fit term and evaluated two image penalty terms of spatial and mixture distributions. The spatial regularization is based on a quadratic penalty. For the mixture penalty, we assumed that the attenuation map may consist of four material clusters: air + background, lung, soft tissue, and bone. Using simulated noisy sinogram data, dICD reconstruction was performed with different strengths of the spatial and mixture penalties. The combined spatial and mixture penalties reduced the root mean squared error (RMSE) by roughly two times compared with a weighted least square and filtered backprojection reconstruction of CT images. The combined spatial and mixture penalties resulted in only slightly lower RMSE compared with a spatial quadratic penalty alone. For direct PET attenuation map reconstruction from ultra-LD CT acquisitions, the combination of spatial and mixture penalties offers regularization of both variance and bias and is a potential method to reconstruct attenuation maps with negligible patient dose. The presented results, using a best-case histogram suggest that the mixture penalty does not offer a substantive benefit over conventional quadratic regularization and diminishes enthusiasm for exploring future application of the mixture penalty.
In this paper, we are concerned with respiratory-gated PET/CT imaging, which can improve the quantitative accuracy of the PET imaging, thus being beneficial for cancer diagnosis, radiation therapy planning, and the quantitative assessment of response to therapy [5] , [6] .
Here, we focused on CT-based attenuation correction, which is essential to quantitative respiratory PET imaging. Ideally, respiratory-gated PET imaging requires phasematched respiratory-gated CT-derived attenuation maps. Respiratory motion inconsistencies between the CT and PET images can cause inaccuracies in the attenuation correction and result in artifacts at organ boundaries in PET images [7] , [8] .
To compensate for this mismatch, respiratory-gated CT images can be acquired over multiple time phases within one respiratory cycle to improve the estimate of respiratory motion in the CT images. However, the acquisition of multiple CT images for respiratory gating leads to a substantially increased radiation dose to patient [9] . Since the additional radiation dose of extended duration CT-based attenuation map acquisitions is considered unacceptable in clinical practice, several suboptimal approaches were proposed using single-phase CT scan at end expiration or averaged CT images over one respiratory cycle in cine or low-pitch helical scan modes [10] [11] [12] [13] .
To reduce the radiation dose in diagnostic CT imaging, several LD CT scan protocols have been developed with reduced tube current, selection of appropriate tube voltage, and addition of hardware filtration for radiation dose reduction of 4-D CT [14] [15] [16] [17] . It is necessary to use noise suppression techniques to prevent the deterioration of signal-to-noise ratio (SNR) and the introduction of bias and artifacts in CT images from LD acquisitions [18] [19] [20] . With decreasing tube current, some groups investigated the effects of denoising techniques in the sinogram [21] [22] [23] [24] [25] or image domains [26] [27] [28] , or statistical image reconstruction techniques with more accurate noise models of the detection process [29] [30] [31] or different prior/regularization functions [32] , [33] . Additional dose reduction can be achieved with sparse-view acquisition and compressed sensing recovery techniques based on dictionary learning or total variation in the CT images [34] [35] [36] [37] .
For CT-based attenuation correction in PET/CT imaging, however, it is possible to reduce radiation dose by at least a factor of 10 compared with the "LD" diagnostic CT methods described earlier [16] , reaching an even lower dose level, which we loosely term "ultra-LD CT" (ULDCT). ULDCT scans induce a high level of noise and bias artifacts in images 0018-9499 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. due to photon starvation as shown in Fig. 1 . Although the LD CT protocols can be applied to obtain CT-based attenuation correction images over multiple time phases, which are matched well with respiratory motion in PET images, it is essential to enhance the deteriorated SNR in CT images to avoid inappropriate PET attenuation correction. To suppress image noise and bias in this noise regime, we explore the use of a novel mixture penalty function, which is based on the expected intensity histogram of a PET 511-keV attenuation map, in a maximum a posteriori (MAP) reconstruction framework (Section II). The two unique aspects in this paper are the derivation of direct PET attenuation map reconstruction and the use of a mixture penalty. Section III evaluates the performance of the proposed direct reconstruction of the attenuation map with simulation studies. Sections IV and V discuss and conclude the comparison results of different reconstruction techniques from our simulations.
II. METHODS

A. Direct PET Attenuation Map Reconstruction
We investigate an MAP framework for direct iterative image reconstruction of the CT-based attenuation map at 511 keV
In (1), the negative Poisson log-likelihood of the measurement is approximated as a weighted least square problem [38] 
where µ 511 is an attenuation map of 511-keV photons, and g andĝ are the measured and estimated CT sinograms in the attenuation domain as measured with the CT system. In (2), W is a diagonal weight matrix with elements inversely proportional to the variance of the CT data. The CT sinogram can be estimated directly from an attenuation map of 511 keV (µ 511 ) aŝ
In (3), the direct CT forward projector is composed of two successive transformations through T C () and D. T C () is an energy-dependent bilinear conversion operator from PET to CT attenuation maps (µ CT )
where C 1 and C 2 are the coefficient vectors of the bilinear conversion operator. The bilinear conversion operator uses two different scaling coefficients for regions of lung and the bone [39] , [40] . We incorporated the bilinear energy conversion into the forward operator to apply penalties onto 511-keV attenuation map during image reconstruction. D is a system matrix to compute line integrals for a fan-beam CT system and was modeled with the distance-driven method [41] .
B. Penalty Function
The penalty term in (1) is expressed by the weighted combination of two functions, the spatial (U Q ) and mixture (U M ) penalties. β and γ are strength parameters of the spatial and mixture penalties. The spatial penalty is commonly employed for this application and is a potential function of the Gibbs distribution for Markov random fields. We used quadratic (Q) form, which is a smoothing penalty based on the local intensity difference between adjacent voxels [42] , [43] 
where μ k is the neighbor voxel of μ j . We chose eight neighbors of the current j th voxel for the Q-penalty. The mixture (M) penalty is a novel contribution of this paper, and is based on the attenuation intensity histogram of µ 511
The M-penalty takes advantage of the fact that most attenuation intensity histograms at 511 keV have only a few distinct peaks corresponding to specific body materials (demonstrated in Fig. 2 ). The M-penalty encourages each voxel, μ j , to belong to one distinct material in the histogram. These types of penalties have been proposed in the past for similar applications [44] [45] [46] [47] [48] . In our application, we hypothesize that the mixture penalty can reduce artifacts due to biased threshold values in ULD data without the resolution loss that typical results from a high level of quadratic smoothing. The M-penalty consists of mixtures of probability density functions (pdfs). The mixture pdf, p M (), is defined by the weighted sum of up to four functions: an exponential and three Gaussian distributions for the four different material clusters of tissue: air, lung, soft tissue, and bone (indexed by k = 1, 2, 3, and 4, respectively)
where λ is the rate parameter of exponential distribution and m k and σ k are mean and standard deviation of Gaussian distribution. For the air-background cluster, an exponential distribution ( f exp ) is used and for other clusters of lung, soft tissue, and bone, three different Gaussian distributions ( f Gauss ) are employed
α k, j is the mixture proportion (weight) of the kth material cluster basis for the j th voxel. The M-penalty will promote voxels values close to the most common attenuation coefficients of air, lung, soft tissue, and bone materials. The adjustable mixture weights allow each voxel have a unique mixture pdf based on an estimate of the materials in the voxel. If the weights were fixed, the mixture penalty would not change for different voxels and different regions of the image; this would lead to incorrect penalty values for less common regions. For example, bone regions have a relatively low weight and an objective function with fixed weights would essentially force all voxels to have values different from bone attenuation. The adjustable weights allow for more flexibility in estimating values for different regions.
C. Iterative Coordinate Decent Optimization
To optimize the cost function for direct reconstruction of μ 511 in (1), which has the form of a penalized weighted least square problem, we employed the iterative coordinate decent (ICD) method [49] . ICD method solves and updates successively the cost according to
We use the Newton-Raphson algorithm partly to compute a root of the likelihood term in (10) at the nth iteration depending on the previous estimate 
The derivatives of Q-and M-penalty functions are
The derivative of M-penalty at the nth iteration was derived with the mixture proportions, α
determined from the previous n − 1 iteration to avoid a dependence on the updated estimate of µ 511 . Table I outlines the direct ICD (dICD) algorithm for reconstruction of the 511-keV attenuation maps. Filtered backprojection (FBP) produces an initial image for dICD reconstruction, and the mixture proportions for each voxel are initialized from the initial FBP image. During dICD optimization, a half-interval search method finds a root of (10) as a new estimate of µ 511 . Then, based on the new value of the j th voxel, the mixture weights, α k, j , of the kth tissue clusters in the M-penalty are updated. The function parameters λ and m k and σ k , ∀k = 1, 2, 3, 4, of the exponential and Gaussian pdfs in M-penalty are predetermined based on intensity histograms of typical attenuation maps and do not change during reconstruction. In this paper, we limit the mixture penalty to be a combination of only two functions (selected from the four possible tissue functions) at each voxel. This is implemented by setting the mixture weights to be inversely proportional to the intensity difference between the current estimate for the j th voxel and the mean (m k ) of the kth cluster pdf, where only clusters with mean values adjacent to the current estimate are used. When the new estimate is greater than m 4 (mean) of the bone cluster function, nonzero weights are assigned only to the bone cluster and to the most attenuating soft tissue cluster as described by the second row of (17) . And, the mixture weights for the nonadjacent clusters are set to zero
These α k, j , updated with each iteration, provide a unique pdf curve for each voxel and the estimated values are promoted to be distributed similar to their unique pdf.
D. Simulation and Evaluation
For both CT and PET analytic simulations, we used the NURBS-based cardiac-torso (NCAT) chest phantom [50] . For polychromatic CT simulation, we used an X-ray energy spectrum (w m ) of 120 kVp, which is sampled at each 1 keV over 120 energy bins, as shown in Fig. 3(A) . We generated energy-dependent attenuation maps over polychromatic X-ray energy bins from an NCAT phantom. Fig. 3 (B) and (C) shows attenuation maps at two different X-ray energies of 0.5 and 119.5 keV. Using energy histogram and energy-dependent attenuation maps, a noise-free (NF) CT sinogram [g NF (E m ) = Dμ CT (E m )] was computed from the energy-dependent NCAT CT phantom for each energy bin, E m , through line integral computation with a distance-driven method [41] . We then performed an exponential conversion of the NF sinograms followed by a multiplication of the influx X-ray intensity I m (I m = I 0 w m ) at the mth energy bin to convert it to the intensity domain. After adding Poisson quantum noise to the NF polychromatic intensity domain sinograms, all polychromatic sinograms were energy integrated over 120 energy bins. Gaussian electronic noise (standard deviation of σ e ) was added into the integrated polychromatic sinogram, prior to log conversion
Due to addition of Gaussian noise and subsequent mean dark current subtraction, nonpositive values can exist in I scan especially at low CT dose level. To allow for the logarithm operation, we applied a "flip" nonpositivity correction in which negative values had their sign changed, and zero values were set to a nominal low positive ε. We chose ε as a minimum positive sinogram value as described in the following. Finally, we take the logarithm of the nonpositive corrected sinogram to get a noisy realization in the attenuation domain
.
We generated polychromatic sinograms under two different noise levels corresponding to an LD level and ULD scans. ULD data were 20 times lower than LD by changing I 0 (total integrated X-ray intensity) from 40 000 to 2000. For the nonpositivity correction, ε set to 0.24 and 0.0003 for LD and ULD data. We did not perform beam-hardening correction prior to image reconstruction. The sinogram bias was computed as
In (20), I is the number of sinogram elements and g noise-free is the simulated NF sinogram. We computed the bias for the two different noise levels. The user-defined PET phantom has three hot 3-cm circular lesions or targets in the soft tissue and lung regions. For PET simulation, we set the activity ratio of lesion, soft tissue, and lung as 4:2:1. Attenuation (p AC ) and NF PET (p NF ) sinograms were computed through a forward projection of the PET system from a positron-emitting tracer distribution and the energy-converted 511-keV NCAT CT phantom. An approximately clinical level of Poisson noise was added into the attenuated PET sinogram (total of 1.04×10 6 events), using
The noisy attenuated PET sinogram was corrected by CT-based attenuation maps and then were reconstructed by FBP with a Hanning filter (FBP-H). We used FBP for the PET data, since the intent of this paper was to evaluate the impact of the CT reconstruction methods on PET attenuation correction, and not the bias and variance from photon-limited PET data.
To define the M-penalty function, parameters of the normalized exponential and Gaussian pdf functions were estimated from the attenuation intensity histogram of the reference image. The reference image was reconstructed using FBP with a ramp filter (FBP-R) from very high-dose CT data and energy scaled to 511 keV. Table II summarizes the fitted parameters to define the normalized exponential in (8) and Gaussian pdfs in (9) from the histogram of the reference image. Fig. 4(A) shows the fitted curves (red solid line) from the reference intensity histogram (blue opened dot) and the normalized pdf curve (black solid line) with the same fitted parameters. The histogram and fitted curve follow scales on the left y-axis and pdf curve on the right. The mixture proportions α k, j of each material pdf to define a mixture pdf related to one voxel was determined based on the current estimate of j th voxel described in (17) . Fig. 4(B) shows the dependence of mixture proportions on three different voxel intensities (μ 1 = 0.001, μ 2 = 0.005, and μ 3 = 0.0105), resulting in three different mixture pdfs. For example, in the case of μ 3 = 0.0105 mm −1 in Fig. 4(B) , since it located between soft tissue and bone pdfs and it is closer to the mean of the soft tissue pdf, the mixture pdf for a voxel with this value would be weighted toward a soft tissue pdf and will promote values close to the mean of the soft tissues. Through the iterative adjustment process of mixture proportions during the image reconstruction, the voxel will be encouraged to belong to one attenuation coefficient among air, lung, soft tissue, and bone materials.
The image quality was evaluated in terms of root mean squared error (RMSE) over the body region in both the CT-based attenuation coefficient maps and PET images
N is the number of voxels inside body region. Since artifacts are more prevalent in the abdominal compared with chest regions under extremely LD conditions, we computed RMSEs in both of these regions. We also computed the peak SNR (PSNR) for regions-of-interest (ROIs) evaluation of each reconstruction strategy, in which ROIs were drawn on specific regions, such as bone, soft tissue, and lung
N ROI is the number of voxel in the corresponding ROI (μ ROI ).
In (22) and (23), μ j andμ j are reconstructions of NF (groundtruth image) and noisy data. We computed coefficient of variation on the ROIs defined the ratio of the pixel-to-pixel standard deviation to mean value of a specific ROI. To evaluate the impact of the CTAC on the PET image, all PET images were reconstructed using FBP and the SNR of the three lesions in the reconstructed PET images in Fig. 5 (B) was computed as
where the signal in the numerator was computed as the difference between average values of the lesion (L i ∀i = 1, 2, 3) and its background (BKG) ROIs of soft tissue or lung. Noise in the denominator was determined by pixelto-pixel standard deviation (std Bkg ) of background ROIs. ROIs (37 voxels for each ROI) were drawn on three hot lesions and on their background regions of soft tissue (12 ROIs) and lung (6 ROIs), keeping the same size as lesion ROI.
III. RESULTS
A. Attenuation Map Reconstructions Under ULD and LD Scans
To evaluate the impact of conventional CT image reconstructions at lower CT dose level, Figs. 5 and 6 compare qualitatively and quantitatively the CT images and CT-based attenuation correction on PET images under dose levels of I 0 = 2000 (ULD) and 40 000 (LD). Table III summarizes bias and RMSEs in CT sinograms and the reconstructed CT and PET images. All CT images in the left column in Fig. 5 were reconstructed by FBP-R. Attenuation-corrected noisy PET sinograms were reconstructed by FBP-H (cutoff frequency of 0.8) on the right column in Fig. 5 .
In Table III , The ULD sinogram had 9.7 times higher bias than the LD sinogram. This is likely due to the increase in nonpositive sinogram values and subsequent bias added by the combination of the nonpositivity correction and the Fig. 7 shows the reconstructions of LD and ULD CT data. The use of dICD with different penalty functions leads to less visual artifacts and noise compared with FBP reconstruction of ULD data and compared with dICD with no regularization. The use of the proposed Q-and M-mixture penalty visually has less artifacts and noise than Q-quadratic smoothing alone. Also, the combined Q-and M-penalties appear to have slightly biased bone values compared with the FBP and the Q-penalty images, while suppressing more of the banding artifacts in the posterior soft tissue region due to the biased sinogram values from nonpositive correction and beam-hardening effect from polychromatic X-ray spectrum. The FBP Hanning low-pass filter (FBP-H) used a 0.6 cutoff frequency. For these examples, dICD reconstructions used ten iterations (we chose ten iterations to obtain sufficiently converged images) with different penalty strengths, β and γ , for the Q-and M-penalties. Fig. 7(D) is a weighted least squares reconstruction (equivalent to dICD with β = 0 and γ = 0) followed by Gaussian postsmoothing (WLS-G) with a standard deviation of 0.9 mm. Fig. 7 (E) and (F) is dICD reconstructions with a Q-penalty only (dICD-Q; with β = 5 × 10 5 and γ = 0) and with combined Q-and M-penalties (dICD-Q-M; with β = 5 × 10 5 and γ = 0.5), respectively. Fig. 8 shows attenuation-corrected PET images. Each image in Fig. 8 was corrected with the corresponding attenuation map in Fig. 7 . Compared with the PET attenuation corrected with LD CT image in Fig. 8(A) , the FBP reconstructions and with WLS-G showed undercorrection throughout the posterior regions around lesion 2. The dICD reconstructions with Q-and M-penalties showed comparable visual quality with the LDbased attenuation correction. Since it is hard to show visually the undercorrection of CT-based attenuation in Fig. 8, Fig. 9 compares the horizontal profiles of CT-based attenuation and PET images. The profiles were plotted along a horizontal line passing through the posterior region and lesion 2. The profiles of FBP-H (red line) in Fig. 9(A) showed higher bias and cuppinglike artifacts due to flipped nonpositives and beamhardening effect at the LD and the undercorrection of attenuation around lesion 2 in Fig. 9(B) . The dICD reconstructions with Q-and M-penalties were beneficial compared with FBP methods in reducing the bias in both the CT and PET images. and PET reconstructions in terms of RMSE inside the body, PSNR of the ROIs on soft tissue, bone, and lung, and SNR related to the three hot lesions. As shown in Fig. 10(A) for the quantitative comparison of CT reconstructions in Fig. 7 , dICD reconstructions reduced RMSE compared with all other reconstructions of ULD data. In terms of ROI-based PSNR and coefficient of variation (COV) analysis in Fig. 10 , CT reconstructions using additional noise suppression techniques demonstrated improved performance compared with FBP-R reconstruction of ULD data except bone region. dICD CT reconstruction with Q-and M-penalties resulted in the best PSNR and COV on soft tissue and lung regions, but also had poorer performance than FBP-H in the bone regions. Fig.  10 (B) and (C) shows the impact of CT attenuation maps on PET reconstruction in terms of RMSE, SNR, and COV. The dICD reconstructions resulted in the lowest RMSE compared with all other reconstructions of ULD data and consistently more comparable SNR related to three lesions and COV on the posterior region with the reference figures of merit of FBP-R(LD) than the other methods.
B. Comparison of Attenuation Map Reconstructions of ULD CT Data
IV. DISCUSSION
To control the noise and bias of respiratory phase-matched PET attenuation images calculated from ULDCT data, we investigated the feasibility of combining quadratic and mixture penalties in an MAP reconstruction framework. We also incorporated the conversion of the energy-dependent attenuation coefficients into the reconstruction step to calculate the 511-keV attenuation images, not in the CT image intensity domain, as a more direct and thus potentially more accurate approach. We simulated polychromatic X-ray spectrum and additive Gaussian electronic noise to generate CT data suffering from beam hardening and other artifacts at LD levels. We also note that simulation studies are an essential first step in our analysis as it would be challenging to use raw CT data from a clinical system with extreme LD levels, considering that commercial systems do not currently operate in this extremely LD regime.
Decreasing the X-ray intensity by a factor of 20 causes highly biased sinogram values due to nonpositivity corrections, which, in turn, cause biases in the CT and corresponding attenuation-corrected PET images. Robust reconstruction techniques are necessary to control the biases in CT images for very LD acquisition techniques.
We compared several CT reconstruction techniques, including the standard FBP method, with smoothing filters and iterative reconstruction methods with postsmoothing or penalty functions. For penalty functions, we adopted both a clusterbased mixture penalty and a quadratic smoothing penalty to balance noise from the LD scan and resolution loss from the smoothing penalty. All CT iterative reconstruction approaches with penalty functions were more effective in reducing noise and bias in terms of RMSE and PSNR compared with other reconstructions. The combined quadratic and mixture penalties [dICD-Q-M(ULD)] reduced the RMSE by more than a factor 2 compared with postsmoothed iterative reconstruction [WLS-G(ULD)] and FBP-R [FBP-R(ULD)]. Also, compared with a quadratic penalty [dICD-Q(ULD)], the combined quadratic and mixture penalties produced slightly reduced whole-body RMSE values and slightly increased PSNR values in all regions except for bone. In terms of the impact on PET images, FBP-H undercorrected for attenuation in the posterior region of the PET image. Even though there is only a slight difference between different iterative CT reconstruction techniques, mixed Q-and M-penalties showed an improvement on PET images. We could see that our mixed Q-and M-penalties show a recovery of the cupping artifact due to beam hardening and nonpositivity-corrected sinogram values comparing with FBP-H (red solid line in Fig. 9 ). The central signal of FBP-H profiles has higher bias than peripheral signals. Iterative reconstruction of one slice took 32 and 40 s per iteration without and with penalty functions. This computation time could be improved with a more efficient implementation.
The introduction of the M-penalty leads to more hyperparameters that need to be selected and controlled. The hyperparameters that control the tradeoff between the quadratic and mixture penalty strengths would ideally be adjusted based on the PET imaging task. Methods have been proposed to estimate hyperparameters to improve performance for different tasks [51] , [52] . In addition, as discussed earlier, the M-penalty can introduce local minima, because it consists of a combination of two pdfs at each voxel. Alternative methods to encourage convergence to preferred solutions could be applied by applying the M-penalty only after the image is sufficiently converged to the dICD-Q solution. The introduction of the M-penalty leads to a method that is not guaranteed to converge to a global minimum. Specifically, the M-penalty is sensitive to noise and errors in the images; if early iterations incorrectly estimate a voxel, the M-penalty may trap its value in the incorrect cluster. To prevent this, we could turn ON the M-penalty during the later iterations of dICD-Q-M and decrease the strength of the Q-penalty during these iterations. These strategies of determining hyperparameters of Q-and M-penalties would be effective at high noise levels, because the M-penalty at early iterations will be more sensitive to the noise than the signal.
The performance of the mixture penalty depends on the accuracy of the body material histogram. In this paper, we used a material histogram matched to the scanned object in effort to determine the added value of the M-penalty in a best-case scenario. Methods to obtain material histogram for real wholebody imaging under LD scans would be needed. Considering that the relative distribution of materials is similar between patients (i.e., the percentage of lung, soft tissue, and bone is similar), we hypothesize that this method may work with a common, fixed material histogram that reflects the normal distribution of similar body regions. Further work, however, is needed to test the validity of this hypothesis. The results for different regions in the body had similar pattern of results over the entire body and for different ROIs, so only the summary whole-body results are presented.
We note that in current practice, typically CT images are reconstructed with some variant of FBP, converted to 511-keV images that are used for attenuation correction of the PET data, which is then reconstructed with an iterative method. In this paper, we used iterative methods for the CT data to allow incorporation of more detailed physics models. In addition, we used FBP for the PET data since, the intent of this paper was to evaluate the impact of the CT reconstruction methods and we wanted a predictable, linear process for the PET images. If the iterative CT methods described here were implemented, it is likely the PET images would be reconstructed with standard iterative methods. This paper introduces a new regularization scheme but does not fully characterize its performance across the multitude of potential clinical scenarios. In brief, performance will vary at different noise levels, bias artifact levels, and with the CT data.
The present results, using a single noise level and a best-case histogram suggest that the mixture penalty does not offer a substantive benefit over conventional quadratic regularization and diminishes enthusiasm for exploring future application of the mixture penalty.
V. CONCLUSION
For reconstructing PET attenuation maps from ULDCT acquisitions, the MAP iterative reconstruction method provided lower RMSE and improved the quantitative accuracy of PET attenuation correction over conventional FBP as expected. The quantitative metrics of dICD-Q and dICD-Q-M performance were slightly better than for FBP with LD data. The combined quadratic and mixture penalties in the MAP framework may provide more flexibility for controlling the tradeoff between bias and variance, although this paper does not suggest a substantive benefit with the combined penalty and these combined penalties require additional hyperparameter selection.
