The concept of entropy has a long and distinguished history in the physical sciences and engineering, in ÿelds ranging from thermodynamics to image processing. Each of these applications employs a probability distribution that solves a relative entropy projection problem, i.e. an optimization problem with an entropy objective, subject to linear (e.g. moment) constraints.
Introduction
A research program initiated by Lars Hansen (1982) ÿrst developed the Generalized Methods of Moments (GMM) approach to estimating stochastic discount factor model parameters, and then developed two model error diagnostics (Hansen and Jagannathan, 1991, 1997) based on analogous linear projection arguments.
The information-theoretic statistics literature, however, utilizes a useful nonlinear projection: the constrained minimization of the Kullback-Leibler statistic, or relative entropy, subject to linear constraints. As such, it is not surprising that an informationtheoretic alternative program is possible. This paper provides a uniÿed development and interpretation of the two approaches, based on the Stutzer (1995, Appendix) frequentist interpretation from large deviations theory; an interpretation later utilized in a non-IID framework by Glasserman and Jin (2000) to construct an asset pricing model speciÿcation error measure.
The mathematical foundation is summarized in Section 2. Section 3 introduces the information-theoretic, large deviations approach. We show that it results in the well-known Hansen-Jagannathan (1991) "variance bound" error diagnostic and GMM parameter estimation procedures in IID Gaussian cases. Section 4 extends the analysis to the non-IID cases more commonly assumed in asset pricing. Again, an equivalence to the aforementioned two procedures is established in stationary Gaussian cases. This suggests that non-normalities will be the cause of di erences between the two approaches. Section 5 contains both a simulation experiment to help determine the practical signiÿcance of di erences induced by non-normalities, and an application using market data.
Large deviations of the sample mean
The following notation based on Kitamura and Stutzer (1997) will be general enough for our purposes. Denote a vector of random variables x, a parameter vector ÿ from a set of possible parameter vectors, an r-component column vector of observable, real-valued functions f(x; ÿ)=(f 1 ; : : : ; f r ), and an r-component column vector of zeros by 0.
1 A time series of the random variable x is denoted x 1 ; : : : ; x T . The corresponding (random) sample average of the vector f is denoted f T (ÿ) ≡ T t=1 f(x t ; ÿ)=T . The empirical asset pricing literature considers processes for which a typical realization produces lim T →∞ f T (ÿ) = E[f(x; ÿ)], where the expectations operator is, unless otherwise subscripted, is taken with respect to the invariant measure of the process. So the probability of observing f T (ÿ) in a compact neighborhood that does not contain the population mean E[f(x; ÿ)] must approach zero as T → ∞. Under mild regularity conditions listed below, the asymptotic rate at which this probability goes to zero can be calculated by use of part of a powerful result of Ellis (1984) , exposited in Bucklew (1990, pp. 20 -22) , and perhaps ÿrst used in asset pricing by Stutzer (1995, Appendix) . Deÿne the following extended, real-valued function of an r-component vector :
Deÿne the asymptotic limit of (1) to be
Ellis (1984) showed that 1 Throughout this paper, vectors are columns unless transposed. 
lim inf
where the non-negative ( probability decay) rate function
is positive unless c = E[f(x; ÿ)].
Use of the term "rate function" for I (c; ÿ) in (5) is motivated by noting that (3), (4) imply that the probability of observing a value of the sample average lying within a closed (open) set that does not contain the population mean E[f(x; ÿ)], decays toward zero at a positive asymptotic rate that must be weakly larger (smaller) than inf c∈C I (c; ÿ) (inf c∈O I (c; ÿ)).
2
We will make use of the full generality of Proposition 2.1 in Section 4. But it will prove useful to calculate and interpret (5) in the special case of IID random vectors.
Calculation of the rate function: IID case
When x t is IID, one can distribute the expectation in (1), and upon taking the natural logarithm, obtain the log of the moment generating function of f(x; ÿ) for all t, i.e.
Then, the rate function reduces to the calculation of
Example 2.1 (Bucklew, 1990, p. 22) . Consider the special case where f(x t ; ÿ) is IID Gaussian; with invertible; positive deÿnite covariance matrix Cov[f(x; ÿ)]. Then; it is well known (Bucklew; 1990; p. 22 ) that the log of the moment generating function is E[f(x; ÿ)] + 0:5 Cov[f(x; ÿ)] . Substituting this into the rate function (7) yields a strictly concave; quadratic function; maximized by (
−1 E[f(x; ÿ)]; and attaining the maximal value
2 As noted in Stutzer (1995, Appendix) , Ellis established this result under the regularity conditions that: for any ÿ in , ( ; ÿ) in (2) exists for all , where +∞ is allowed to be as an element of the sequence 1 ( ; ÿ); 2 ( ; ÿ); : : : as well as a limit point; di erentiability on the interior of the set of where is ÿnite; and on a "steepness" assumption governing the behavior of on the boundary of that set. The limit ( ; ÿ) exists under fairly general regularity conditions provided that xt ; t = 1; 2; : : : is a stationary process. For example, if xt is a strong mixing sequence with mixing coe cient n, the condition limn→∞ log n=n(log n) 1+ =−∞; ¿ 0 guarantees the existence of the limit ( ; ÿ) (see Bryc and Dembo, 1996 , Theorem 1, Proposition 2). Now suppose instead that the observations are IID, but are drawn from an unknown distribution. Then, we cannot exactly compute the log moment generating function (6) needed for (7), as in Example 2.1. However, the log moment generating function's power expansion is the cumulant generating function. Ignoring all higher order cumulants other than the ÿrst (i.e. the mean) and the second (i.e. the covariance) produces a second order approximation, equal to the exact Gaussian calculation in Example 2.1. Hence the Gaussian case rate function (8) in Example 2.1 may also be interpreted as a second order approximation to the rate function (7) for the general IID case.
2.1.1. The IID rate function and the relative entropy projection A geometric interpretation of the IID rate function (7) is quite instructive. The ÿrst order condition for the rate function (7) is
where (ÿ) denotes the solution to (7). We have heretofore deÿned the expectation operator by use of the objective probability measure . Now we adopt a Gibbs Canonical change of measure, a.k.a. exponential twisting or tilting (Bucklew, 1990, p. 13) , with (Radon-Nikodym) density
which may be used to rewrite (9) as
Eq. (11) shows that the change of measure (10) "tilts" so that the mean vector of f changes from E[f(x; ÿ)] to c. Now consider the following non-negatively-valued function of a pair of probability measures:
Deÿnition 2.1 (Bucklew, 1990, p. 28) . Given a probability measure P absolutely continuous with respect to ; the relative entropy is
This number has also been called the Kullback-Leibler Information Criterion (White; or the discrimination information statistic (Kullback; 1959 ).
Kullback's Lemma, stated below, shows the connection between the Gibbs Canonical change of measure, with density (10) deÿned by the solution to the IID rate function (7), and the relative entropy D:
Proposition 2.2 (Kullback's Lemma (Bucklew, 1990, p. 30) ).
with minimized relative entropy
That is, the Gibbs measure P * with density (10), arising in the ÿrst order condition (9) for problem (7), is the relative entropy projection 3 of the measure onto the set of measures satisfying the moment conditions E P [f(x; ÿ)] = c.
IID probabilities conditioned on the sample average
A closely related large deviations interpretation of the Gibbs canonical measure is given by Conditional limit theorems, e.g. Cover and Van Campenhout (1981) and Csiszar (1984) . The latter paper's results are summarized and explained in Csiszar (1985) , on which the following exposition is based.
Suppose that there is always a non-zero probability of observing a value of f(x; ÿ) arbitrarily close to the value c, so that one can condition on the event that a sample average f T (ÿ) will be arbitrarily close to c. If one observed a long sample from an IID returns process for which the observed sample mean, denoted f T (ÿ) was suitably close to c, and utilized no other conditioning information in addition to this, the conditional probability density will be close to the Gibbs canonical density (10).
Letting C denote the closed -ball about the vector of constants c, consider: Csiszar, 1985, Section 4) . Assume that Prob[ (f(x; ÿ) − c) ¡ ] ¿ 0 for all and ¿ 0. Then the conditional probability density for Prob[x | f T (ÿ) ∈ C ] converges in relative entropy (hence also in the variation metric); as T → ∞ and ↓ 0; to the Gibbs canonical density (10).
Here is another heuristic description of this phenomenon: if the sample mean vector of a realization limits to c as the sample size grows to inÿnity, the empirical distribution of the state x will typically become an accurate approximation to the distribution with Gibbs canonical density (10).
Stochastic discount factors: bounds and estimation
Asset pricing models free of arbitrage opportunities imply the existence of a stochastic discount factor (SDF) or pricing kernel m(ÿ * ) (see Hansen and Jagannathan, 1991) . Letting R denote a random vector of marketed assets' real, one-period gross returns, a vector of unconditional moment conditions implied by the asset pricing model is
Is there a simple statistic that sheds light on the validity of a model's candidate SDF m(ÿ)? Hansen and Jagannathan (1991) compare it to an a ne "benchmark" m a that is constructed to satisfy (14). As reported in Stutzer (1995) , one may easily understand their work by following Ferson and Harvey (1992) and Cochrane (1992) in considering an a ne combination of the returns in excess of their means:
where a is a (column) vector of coe cients. The constructed m a always satisÿes the following implication of (14) for the single-period, conditionally riskless bond with gross interest rate r :
Hansen and Jagannathan (1991) use a linear projection to show that choosing a = −Cov [R] −1 (dE[R] − 1) and substituting into (15) results in
In other words, (17) provides a lower variance bound on the variance of all valid SDFs, because they also must satisfy (14) and (16). Model misspeciÿcation is diagnosed by violation of this bound. Stutzer (1995) produced an entropic alternative to the a ne benchmark and the variance bound attained by it. To derive it, divide (14) by E[m] = d ¿ 0 and rearrange to produce the following condition:
which is more compactly written
by utilizing the change of measure with density dP
The change of measure (20) tilts so that the mean vector of R − 1=d, which from (16) may be interpreted as an approximate population "risk premia" vector, is changed to 0. Thus it is an unconditional "risk-neutral" change of measure. Stutzer (1995, Appendix) used the following logic to suggest an alternative diagnostic bound: calculate the lower bound of the asymptotic decay rate for the probability of ÿnding the sample risk premia f T (d) in a closed -neighborhood of the zero vector. From Proposition 2.1, the lower bound of the decay rate approaches I (0; d) as ↓ 0. Formally: Diagnostic Criterion 3.1. Construct a diagnostic lower bound by using f = R − 1=d and Proposition 2:1's Eq. (5) with (2) to compute I (0; d).
In the IID case, Proposition 2.2's Eqs. (13) and (12) show that the information bound I (0; d) is the minimum relative entropy D(P || ) attainable from projection of onto the set of measures satisfying (19). Moreover, (12) shows that the Gibbs "benchmark" change of measure P * in (10) attains this bound. Proposition 2.3 shows that P * provides the limiting conditional probabilities, when conditioning on the sample vector of risk premia converging to 0. The following result holds:
Proposition 3.1 (Stutzer, 1995, p. 377) . When the process for the "risk premium" vector f = R − 1=d is IID; Diagnostic Criterion 3:1 is the Stutzer (1995; Eq. 19) "information bound "
In the special case where the process for f is Gaussian; (8) shows that the diagnostic is proportional to the Hansen-Jagannathan (1991) variance bound (17); i.e.
But Diagnostic Criterion 3:1 is not the only conceivable one. To construct a new one, construct the change of measure deÿned by a candidate stochastic discount m(ÿ * ):
The analogous decay rate, dubbed I (0; d), will now be for the probability that the sample mean for R − 1=d, if governed by the candidate pricing measure in (23), will be found in a small neighborhood of zero. If is a valid pricing measure, i.e. if it is an unconditional risk-neutral measure satisfying E [R − 1=d] = 0, then the decay rate I (0; d) will be zero. If not, the positive decay rate serves as a quantitative measure of 's failure to fully adjust the probabilities for the in uence of risk on the expected returns, i.e. a measure of misspeciÿcation with similar motivation to that used by Hansen and Jagannathan (1997, Eq. (29) ), when the latter is expressed in return (rather than payo ) form. Formally:
Diagnostic Criterion 3.2. Construct a pricing error diagnostic by using f = R − 1=d; from (23) to deÿne the expectations operator; and Proposition 2:1's Eq. (5) with (2) to compute
Similarly, we have the following proposition: Proposition 3.2. When the process for f = R − 1=d is IID; Diagnostic Criterion 3:2 is
where the maximizing = 0 i is a valid pricing measure. In the special case where the process for f is Gaussian; Diagnostic Criterion 3:2 is
Parameter estimation
Hansen's (1982) GMM framework estimates parameters and tests theoretical implications represented by the constraints:
where ÿ * is the unique parameter vector (to be estimated) that satisÿes the moment constraints.
Proposition 2.1 is now used to motivate the choice of criteria for estimating ÿ * from a time series of observations on f. Deÿne O to be the open -ball about E[f(x; ÿ * )] = 0. Because the identiÿcation condition (26) implies that E[f(x; ÿ)] = 0 when ÿ = ÿ * , Proposition 2.1's Eq. (4) shows that the probability of ÿnding f T (ÿ) ∈ O decays to zero at an asymptotic rate weakly lower than inf c∈O I (c; ÿ). Because the limit of this as ↓ 0 is I (0; ÿ), which is 0 if and only if ÿ = ÿ * in (26), a sensible estimation criterion is to search for a value of ÿ making it as small as possible, i.e.
Estimation Criterion 3.1. Use Proposition 2:1's (5) with (2) to ÿnd arg min ÿ I (0; ÿ).
Utilizing a large deviations interpretation analogous to that used in the appendix to Stutzer (1995) , the arg min ÿ I (0; ÿ) in Estimation Criterion 3:1 was proposed by Glasserman and Jin (2000) as an alternative to the aforementioned Hansen and Jagannathan (1997) speciÿcation error measure. But they did not develop the asymptotic properties of a feasible estimator for ÿ * based on Estimation Criterion 3:1. The IID special case (7) is now used to show that the criterion yields what Imbens (1997) calls the exponential tilting estimator (for more on this estimator, see his reference to Qin and Lawless (1994, Section 6) as well as Imbens et al. (1998) ). Proposition 3.3. When the process for f is IID; Estimation Criterion 3:1 is the exponential tilting criterion:
In the special case where the process for f is Gaussian; (8) shows that it is a GMM criterion:
Moreover, Proposition 2.2 above, and Glasserman and Jin (2000) , show that in the IID case Estimation Criterion 3:1 chooses the ÿ attaining the lowest relative entropy producable by projection on a set of measures {P : E P [f(x; ÿ)] = 0}. When ÿ = ÿ * and the identiÿcation condition (26) holds, this relative entropy is zero. When it is not, E[f(x; ÿ)] = c = 0, and the minimal relative entropy will be positive. Hence, the estimated minimum attainable relative entropy (Kitamura and Stutzer, 1997, Eq. (10) ) is the analog of Hansen's well-known J-statistic. An additional beneÿt of this framework is that the Gibbs canonical measure (10) attaining the minimum relative entropy is interpretable (from Proposition 2.3) as the "updated" conditional probability measure of the process for f, given observed sample averages of it that are close to c.
General time series

Gaussian processes
The previous equivalence propositions can be extended to stationary Gaussian processes. Consider a stationary Gaussian vector process with ÿxed mean E[x; ÿ] vector and stationary covariance sequence
: : : ; +∞. 4 Using the sample moment formulae in Hamilton (1994, p. 279) , the partial sum T t=1 f(x t ; ÿ) vector is normally distributed with population moments
The function ( ) given by (1) and (2) requires the asymptotic time average of the log moment generating functions for T t=1 f(x t ; ÿ). Because this partial sum is normally distributed, its log moment generating function is the quadratic function used in Example 2.1. Substitute (29) and (30) for the moments used there to derive the following formal calculation of (2):
For this to exist, we must maintain the typical practicing econometricians' assumption that the two-sided inÿnite sum of autocovariance matrices in (31) sums to a ÿnite matrix. We now compute the rate function (5) by substituting (31) into it, maximizing over , and substituting the maximizing back in to yield:
As noted in Hamilton (1994, pp. 412-413) , the inverse matrix in (32) is the optimal weighting matrix in Hansen's GMM. Hence the following proposition provides the non-IID analog of Proposition 3.3.
Proposition 4.1. When the process for f is stationary Gaussian; Estimation Criterion 3:1 is the optimally-weighted GMM criterion:
Because the partial sums are Gaussian, only their ÿrst two cumulants appeared in the calculation of (31). In non-Gaussian cases, higher order cumulants are non-zero, so the rate function calculation will be di erent. For example, suppose the observation f(x t ; ÿ) arises from the following general state-space representation for the Kalman Filter model analyzed by Hamilton (1994, Chap. 13 ):
f(x t ; ÿ) = B z t + H x t + w t ;
where the parameter vector ÿ may be present in any of the system matrices, the state transition matrix F is stable, and the error processes v and w are mutually independent at all leads and lags. Moreover, assume that the exogenous process z t is mutually independent of the error processes, and that both it and the error processes are each IID, with possibly di erent non-Gaussian distributions. To calculate (2), note that (34) may be used to write
In other words, (36) is the sum of the log moment generating functions for the random vectors H (I − F) −1 v, B z and w. Knowledge of the distributions for z, v, and w would admit the possibility of a complete calculation, but a closed-form calculation of (2), and hence the rate function (5), is not generally possible.
What can be done in more realistic cases where the researcher does not want to commit to speciÿc distributional assumptions? Estimation Criterion 3:1 requires us to use (2) and (5) to yield the criterion, arg min
so a distribution-free, feasible estimator of (37) is needed. Fortunately, Kitamura (1997) developed a smoothing approach to estimation, which was used in Kitamura and Stutzer (1997, Eq. (9) ) to produce an estimator of ÿ * in (26). Under regularity conditions listed there, they showed that this estimator is asymptotically equivalent to optimally-weighted GMM in non-IID cases. The following proposition shows that this estimator arises from Estimation Criterion 3:1 by applying the analog estimation principle (see Manski, 1988) to (37).
Proposition 4.2. The Kitamura and Stutzer (1997; Eq. (9) ) estimator is an analog estimator of Estimation Criterion 3:1.
Proof. Stationarity implies that
Taking the log of the right-hand side of (38) and dividing by 2K +1 yields the function 2K+1 in (37); so Estimation Criterion 3:1 can be rewritten as arg min
An analog estimator of (39) is derived by making the change of variable := =2K +1, replacing the limit over K with a ÿnite value of K, and replacing the expectation with the sample time average to obtain the estimator:
which is the Kitamura and Stutzer (1997, Eq. (9) ) estimator. They list suitable regularity conditions under which this estimator is asymptotically equivalent to optimallyweighted GMM when K is chosen so that K 2 =T → 0 as both K; T → ∞. In summary, the exponential tilting criterion is the Estimation Criterion 3:1 when f is IID (see Proposition 3.3). The optimally weighted GMM criterion is Estimation Criterion 3:1 when f is stationary Gaussian (Proposition 4.1). Finally, the Kitamura and Stutzer (1997, Eq. (9) ) estimator arises as an analog estimator of Estimation Criterion 3:1 when the Gaussian assumption is eliminated (Proposition 4.2).
Comparison of feasible estimators
We will contrast estimators for the IID and non-IID cases in two ways. First, we will conduct a simulation experiment contrasting Estimation Criterion 3:1 in the IID case (i.e. the exponential tilting criterion (27)) with GMM in the IID case (i.e. (28)). Because GMM arises as a Gaussian special case of this criterion, the experiment will focus on their relative performance in non-Gaussian cases. Second, we will use actual returns data to estimate Diagnostic Criterion 3:1 in both the IID case and non-IID cases. This will lend insight into the relative performance in an actual, possibly non-Gaussian case of practical relevance, rather than in an experimental setting with possibly exaggerated di erences. We now turn to the simulation experiment. Altonji and Segal (1996) posed the following problem, and used it to compare the relative e ciencies of some alternatives to GMM (also see Burnside and Eichenbaum, 1996) that did not include exponential tilting. The problem is to estimate the value of a population's variance from a group of random samples drawn from it. 5 To conduct the simulation experiment, they drew r = 10 random samples of various sizes T from a t-distribution with df degrees of freedom. Denote the random variable representing draw t = 1; : : : ; T of sample i by x it ; i = 1; : : : ; 10. To use all 10 random samples to estimate the population variance ÿ * , they calculated the corresponding 10 sample variances and computed the following GMM estimate of the t-distribution's population variance:
where the vector of sample moments is
where
Because the simulated data is IID, Proposition 3.3 motivates use of S −1 , i.e. the usual sample estimate of the 10 × 10 inverse covariance matrix of the sample moment vector, as the weighting matrix in (41).
Substituting a time average for the expectation in (27) produces the following sample analog estimator of the exponential tilting estimator:
In summary, we drew 10 random samples of size T from a t-distribution with df degrees of freedom, computed (41) and (42), and repeated this 1000 times to produce empirical sampling distributions for (41) and (42). We then used these empirical distributions to compute each estimator's mean squared estimation (MSE) error and bias.
6 Table 1 reports the ÿndings about the relative MSE's of the two estimators, for various sample sizes T and degrees of freedom df in the t-distribution drawn from.
For a variety of combinations of sample size T and degrees of freedom df in the t-distribution utilized, Table 1 shows that the MSE of GMM is higher. As expected from 5 While this is the simplest conceivable second moment estimation problem, more complex variance=covariance structures must be estimated in factor models of ÿnance (see Ferson and Foerster, 1994) . 6 Thanks are extended to Re-Jin Guo, for performing this simulation. Proposition 3.3, the underperformance grows as df gets smaller, i.e. as the deviation from normality gets larger. Table 2 reports the ÿndings about the relative bias of the two estimators. In each case the bias of GMM is negative, and in absolute value is larger than the (negative) bias of exponential tilting. Again as expected from Proposition 3.3, the relative bias grows as df gets smaller, i.e. as the deviation from normality gets larger.
Our second example contrasts estimates of Diagnostic Criterion 3:1, made with and without the assumption that returns are IID. Speciÿcally, we use the criterion to provide a quick assessment of the possibility that all asset returns might be consistent with an equilibrium in which consumers' preferences are time and state separable with logarithmic period utility. As Hansen and Jagannathan (1997, p. 583) noted, this equilibrium implies that the reciprocal of the market portfolio's return is a stochastic discount factor m. Following the usual convention, we adopt the S&P500 index return as a proxy for the market portfolio return. As shown in Section 3, in the IID case Diagnostic 
Conclusions
A frequentist criterion function from large deviations theory was used to motivate the use of relative entropy projections in deriving procedures for parameter estimation and asset pricing model diagnostics. When the underlying processes are Gaussian, use of this criterion function delivers the widely-used GMM estimation criterion and HansenJagannathan (1991) variance bound diagnostic for asset pricing models. Theoretical di erences between the two approaches are hence attributable to non-normalities in the observations.
A simulation experiment was used to investigate the relative e ciency of the two estimation approaches in the presence of non-normalities. The entropic approach had lower bias and mean squared error in this experiment. Market return data was used to illustrate estimation of the diagnostic entropy bound, both with and without the assumption that the return process was IID. The results indicate that the reciprocal S&P500 return is probably not a valid stochastic discount factor, even when just used to price other domestic equity funds.
