As an appropriate analog of the Euclidean short-time Fourier transform, we study a windowed version of the Helgason-Fourier transform on the complex unit ball and translate the theory of modulation/coorbit spaces. As a result, atomic decompositions by means of Banach frames are obtained.
Introduction
The short-time Fourier transform (STFT) is a well established tool in harmonic analysis. Originally introduced as a windowed Fourier transform V ψ f (t, ω) = R f (s)e −iωs ψ(s − t) ds on the real line (the fixed window, or analyzing function, ψ may be thought of as having small support or fast decay), it allows for a unified study of the behavior of a function in time t and frequency ω. The STFT becomes an object of representation theory of the Heisenberg group by means of translations and modulations, which has led to a vast number of generalizations. In particular, every (unitary) representation ρ : G → L(H) of a locally compact group G on a Hilbert space H gives rise to a voice transform V ψ on H defined by
If all ρ(x)ψ (x ∈ G) belong to a closed subspace M of H, then V ψ extends to distributions in the dual M ; the right side is then interpreted as a dual product.
A central part of this theory is concerned with the discretization of this transform, aiming at decompositions of the type
with respect to suitable atomic functions e i , which in general do not constitute an orthogonal basis, but instead a Banach frame, in the sense that A f ≤ ( f, e i ) i ≤ A f holds with A and A independent of f . The norms involved are those on continuous and discrete versions of a coorbit space, a function space consisting of distributions (respectively sequences), whose transforms (respectively their evaluations at discrete points) belong to a solid, translation invariant Banach space, typically some weighted Lebesgue space.
While this concept has been developed in a fairly general setting and has been successfully applied to cover homogeneous spaces, the starting point is often a unitary group representation, and the constructions rely on the group structure. We refer to [FG89] for a general treatise, and [DST04a] , [DST04b] , [DFR + 08] for the case of homogeneous spaces and quotients.
In the present case, we take a more geometric approach and construct a voice transform on a hyperbolic manifold -the complex ball -by means of translations and modulations. The former are given by automorphisms (Möbius transformations) of the manifold, while the latter are provided by the kernel of the Fourier transform in the sense of Helgason [Hel84] , [Hel94] . In absence of a related group representation, the algebraic tools in this context are replaced by suitable regularity and decay properties. These allow for a discretization, or sampling, of this transform similar as the above.
We restrict ourselves to this basic setting, i.e., we do not deal with several possible generalizations, such as the case of weighted measures [Zha92] . We refer to [LP09] and [Fer15] for corresponding generalizations of the Fourier transform in the case of the ball in real n-dimensional space.
An approach to sampling based on eigenfunctions of differential operators, which also covers the ball, can be found in [Pes15] and [FFP16] .
This work is structured as follows. Section 2 lists some known facts about the hyperbolic geometry of the ball and introduces the Helgason-Fourier transform.
Section 3 is concerned with the voice transform, for which the Euclidean STFT serves as a template. Two versions of coorbit spaces are introduced, one replicating modulation spaces (subspaces of tempered distributions), the other aiming at reconstructing the more general setting of group representations. The inversion formula is derived on both versions of these spaces.
In the last section 4 we obtain two atomic decompositions on coorbit spaces, and examine the conditions of those leading to Banach frames.
Preliminaries
In this section we establish the basic setting and notation. Most results can be found in [Rud80] and [Hel84] .
Throughout this article, B = {z = (z 1 , . . . , z n ) ∈ C n : |z| < 1} will denote the open unit ball in n-dimensional complex space with origin o. Let Aut(B) denote the group of biholomorphic functions on B, and let U(n) be the subgroup of unitary mappings restricted to B. Then Aut(B) and the group SU(n, 1) = {A ∈ GL(n + 1, C) : det A = 1 and A * JA = J} of unitary matrices leaving invariant the quadratic form
are isomorphic. Writing every ϕ ∈ SU(n, 1) as a block matrix
with Q ∈ C n×n and b, c ∈ C n , this group acts on B by means of Möbius transformations
where z, c = z 1 c 1 + · · · + z n c n . Let a ∈ B, a = o, and set Q a = (s a − 1) aā /|a| 2 − s a I n , where s a = (1 − |a| 2 ) 1/2 and I n is the n-size identity matrix. Defining
every ϕ ∈ Aut(B) can be written (up to a normalizing factor) as ϕ = u • ϕ a , where a ∈ B and u ∈ U(n). The mappings ϕ a take the role of translations on B, and possess the following properties.
Theorem 2.1. For each a ∈ B the following holds true:
1. For all z, w ∈ B,
The Haar measures on G = Aut(B) and K = U(n) can then be normalized so that the integration with respect to µ and σ becomes
Let ∆ = 4 j ∂ j ∂ j denote the Laplacian on C n (set ∂ j = ∂/∂z j and ∂ j = ∂/∂z j ), then the invariant Laplacian ∆ B on B is given by
or, more explicitly,
This operator commutes with the action of Aut(B) and is self adjoint (Green's identity for a wider class of operators ∆ α,β is studied in [ABC96] , here ∆ B = ∆ 0,0 is a special member). Like in the Euclidean case, the Fourier transform on the ball relies on (formal) eigenfunctions of the Laplace-Beltrami operator. For fixed λ ∈ C, ζ ∈ S, consider the functions
for z ∈ B. They generalize the notion of plane waves to the ball, being of the form
where ξ(z, ζ) denotes the hyperbolic distance of the origin to the sphere tangential to S in ζ and passing through z ∈ B. (these horospheres are the analog of hyperplanes in Euclidean space.) The particular choice of the exponent (n + iλ)/2 is justified below. A function f on B is called radial, if f • u = f for every u ∈ U(n). Function spaces consisting of radial functions are indicated by the subscript . The functions P λ,ζ admit the following characterization of radial eigenfunctions of ∆ B (or spherical functions).
Theorem 2.2.
(i) For every λ ∈ C, ζ ∈ S,
(ii) Every radial g ∈ C 2 (B) which satisfies ∆ B g = −(n 2 + λ 2 )g is a constant multiple of the function
As such, the transform
called the Helgason-Fourier transform, is indeed a generalization of the Euclidean Fourier transform to the ball. Here D(B) is the space of smooth functions on B with compact support. For radial functions f ∈ D (B) the integral in (2.2) is independent of ζ and reduces to the spherical transform
Note the symmetry φ λ = φ −λ , following from theorem 2.2 (ii), leading tof (λ) =f (−λ). The spherical functions possess a description as hypergeometric functions. Indeed, using the orthogonality of the monomials ζ β in L 2 (S, σ), and setting α = (n + iλ)/2, a computation shows (cf. [Rud80, Prop. 1.4.10])
3)
denoting rising factorials. Another representation of φ λ is obtained through a series expansion,
where the coefficients Γ j can be calculated recursively from the eigenvalue equation, yielding meromorphic functions in λ. Furthermore,
is Harish-Chandra's c-function. Using (2.3), this limit can be calculated explicitly, since
is obtained by analytic extension.
The inversion formula for the spherical transform can be derived using the general strategy in [Hel84] , [Ros77] . As a result,
holds for every f ∈ D (B). This can be used to derive the inversion formula (A.6) for the Helgason transform, yielding
Multiplying with f (z) and integrating against dµ(z), we obtain the Plancherel identity
(2.6)
To simplify notation, we set
Following theorem A.5, the Helgason transform is readily established as an isometry from L 2 (B, µ) to L 2 (B, ν).
Time-Frequency Analysis
The aim of this section is to introduce a windowed Fourier transform based on the Helgason transform, by adapting the construction scheme for the Euclidean short-time Fourier transform, as seen in [Grö01] . First, we consider analogs of time-frequency shifts, which comprise the unitary representation of the Heisenberg group used for the Euclidean STFT. In the present case, translations are generated by the points in B and take the form f → f • ϕ z , while each point b = (λ, ζ) inB provides a modulation of the form f → P b · f = P λ,ζ · f . Combined, these form the mapping
which, for every (z, b) in phase space B ×B, yields a linear operator acting on an appropriate function space Y (yet to be determined). For a fixed, nonzero window function ψ, we define the voice transform V ψ by
The space L 2 (B, µ) of radial ψ ∈ L 2 (B, µ) is a suitable reservoir of window functions for V ψ to be well-defined for all f ∈ L 2 (B, µ).
Theorem 3.1. The orthogonality relations
Proof. First, we show (3.1) for windows in D (B), this being a dense subspace of L 2 (µ). In this case, since
Here we have used |ϕ z (w)| = |ϕ w (z)| (cf. (2.1)) and the symmetry of ψ 1 , ψ 2 . Finally, by first extending the operator
to ψ 1 ∈ L 2 (B, µ) while keeping ψ 2 ∈ D (B) fixed, and then
to ψ 2 ∈ L 2 (B, µ), with ψ 1 ∈ L 2 (B, µ) fixed, the equality is proved to hold in general.
Theorem 3.1 provides the following inversion formula.
holds in the weak sense.
Proof. The vector-valued integral
is well defined on L 2 (B, µ) and by theorem 3.1 satisfies
for all h ∈ L 2 (B, µ). This impliesf = f .
Weights and Distributions
We take a parallel approach to [Grö01] and extend the voice transform to tempered distributions. This requires the use of weight functions on B andB. A weight is an almost everywhere positive and measurable function, but there is no loss in considering solely continuous weights. On B, such a function κ is called submultiplicative, if
holds for all z, w ∈ B. OnB, we call a weight v radial, if v(λ, ζ) = v(|λ|) and submultiplicative, if in addition
holds for all λ, η ∈ R. Note that κ, v ≥ 1, if both are continuous and submultiplicative. If, in addition, both are radial, then for any permutation (i, j, k) of {1, 2, 3},
holds whenever z 1 = ϕ z 2 (z 3 ), and similarly
Examples of functions having all of these properties include the families
which will be our main instruments for measuring (fast) decay and (slow) growth. (Like v r , the weight κ s could be called polynomial ; it becomes apparent that κ s corresponds to a polynomial weight when transferred to the hyperboloid model.) Regarding growth, we shall need the following result concerning the asymptotics of the c-function. Proposition 3.3. There exist constants C 1 , C 2 such that
Proof. Applying the duplication formula
. Now using
, it is seen that the quotients on the right satisfy
= 1, and lim
In other terms, we have
asymptotically as |λ| → ∞, for a suitable constant c 0 .
Concerning fast decay, we note that by self-adjointness of the invariant Laplacian, smoothness translates directly to fast decay of the
Let S(B) be the space of all smooth functions f on B, for which all (semi-)norms
are finite. Let S (B) denote its dual, the space of continuous linear functionals on S(B), and S (B) the subspace of S(B) consisting of radial functions. Then S(B) is invariant under the action of ρ, so that S (B) will provide a suitable reservoir of window functions.
Lemma 3.4.
provided s ≥ 3s + n + 1.
(ii) For ψ ∈ S(B), the mapping
and ϕ w (z) = w + Q w z 1 − z, w are powers of rational functions in z and w, applying a differential operator ∂ α in z and z results in a sum
where the coefficients R β are again rational functions, and bounded in growth by
Using the estimate
we see that these coefficients are bounded by
Multiplying with κ s (s ≥ |α|) and extending this estimate to the whole sum in (3.5), we obtain
Since the Norms · (s) are monotone in s, the result follows.
(ii) In B ×B, pick a convergent sequence (w j , b j ) j∈N with limit (w, b). Since ψ ∈ S(B), every ∂ α ψ is uniformly continuous, and
converges uniformly. Next, let G : B ×B × B → C be continuous and, for some s > 0, satisfy
Let ε > 0. Then for every f ∈ S(B) there exists r < 1 so that
for all z ∈ B rB. Furthermore, since {(w, b), (w j , b j ) : j ∈ N} × rB is compact, the restriction of G to this set is uniformly continuous. Writing g j (z) = G(w j , b j , z) and
(j ∈ N) and f j → f uniformly. We obtain the estimate
and see that both terms can be made arbitrarily small by choosing j large enough.
always a finite sum of terms G(w, b, ·)f of this form (for some f ∈ S(B), and with G satisfying (3.6)), we have proved that (
If ψ ∈ S (B), the voice transform therefore extends to S (B) by setting
the term on the right denoting dual pairing. Some statements carry over from the Euclidean STFT to the present case, resulting in the inversion formula on S (B).
Lemma 3.5. Let ψ ∈ S (B). If f ∈ S (B), then V ψ f is continuous on B ×B and there exist constants C, s, r > 0 such that
holds for all w ∈ B, b ∈B.
for suitable C 1 , s 1 > 0. By lemma 3.4 (i), we may take s, r sufficiently large such that the last norm is bounded up to a constant by κ s (w)v r (b) ψ (s) . Finally, continuity of f and lemma 3.4 (ii) also imply pointwise continuity of V ψ f .
Lemma 3.6. Let ψ ∈ S (B) and let F be measurable on B ×B, satisfying
for all s, r > 0, with C s,r independent of (w, b). Then the integral
defines a function in S(B).
Proof. Since (3.7) is valid for all s, r, the integral converges absolutely, so it can be interchanged with any ∂ α , yielding the estimate
This last term is finite, again by lemma 3.4
Lemma 3.7. Let ψ ∈ S (B) and f ∈ S (B). Then the following are equivalent:
(ii) For all s, r > 0 there exists C s,r > 0 so that The other implication follows from lemma 3.6; since the integral
Lemma 3.8. Let ψ ∈ S (B). Then the seminorms · s,r defined by
generate the same topology on S(B) as · (s) .
Proof. SetS(B) = {f ∈ L 2 (B, µ) : f s,r < ∞ for all s, r > 0}. Then, by lemma 3.7, f ∈ S(B) if and only if f ∈S(B). A similar estimate as in (3.8) yields
for s , r large enough. This shows that the identity id :S(B) → S(B) is continuous. By the open mapping theorem, this is also true for its inverse.
After these preparations we are ready to state the inversion Formula on S (B).
Theorem 3.9. Let γ, ψ ∈ S (B) and γ, ψ = 0.
(i) Suppose there exist constants s, r, C s,r > 0 so that for all w ∈ B, b ∈B
(ii) In particular, for every f ∈ S (B) we have the inversion formula
Proof. (i) Let g ∈ S(B), then by lemma 3.7, the term
is bounded for all s , r . Choosing these large enough, the integral in (3.10) is thus absolutely convergent and, like above, we can estimate
By lemma 3.8, this shows f ∈ S (B).
(ii) Conversely, let f ∈ S (B). By lemma 3.5, F = V ψ f is continuous and satisfies the growth condition (3.9). The integral
thus defines an elementf ∈ S (B). Recalling the inversion formula for g ∈ S(B) ⊂ L 2 (µ), now with window γ,
This impliesf = f .
Coorbit Spaces
A more refined analysis of the voice transform is made possible by considering certain subsets of S (B), namely those distributions whose transforms feature decay rates measured by fixed classes of weight functions. Specifically, let 1 ≤ p ≤ ∞ and let m : B ×B → R + be a weight function. The weighted Lebesgue space
is of particular interest, consisting of all measurable F : B ×B → C, for which the norm
is finite. Its dual is L 
which is understood in the weak sense, satisfying the identity
We have the following basic result about coorbit spaces. (ii) The inversion formula (3.11) holds for every f ∈ M p m , in other terms,
(iii) The coorbit space arising from γ is the same as M 
The last term is finite for s, r > 0 large enough, which shows continuity of V * γ F with regard to the equivalent seminorms · s,r on S(B), i.e. V * γ F ∈ S (B). Its voice transform V ψ V * γ F is therefore continuous, and we have the following pointwise estimate,
Now by lemma 3.7, V γ f has fast decay whenever f ∈ S(B). Since
this term has fast decay in all variables. Thus, by the weighted Young inequality (theorem A.1), we obtain
holds for every nonzero γ ∈ S (B). Interchanging ψ and γ we obtain
, so both norms are equivalent.
Coorbit spaces are Banach spaces, and they contain S(B) as a dense subspace.
Theorem 3.11. Let r, s > 0 be fixed and let
, which is finite, if f ∈ S(B) and s, r > 0 are chosen big enough.
Pick a real sequence (r j ) featuring 0 < r j < 1 and r j 1. Then the sets
, and f j = V * ψ F j . Then every F j has fast decay, thus f j ∈ S(B) by lemma 3.7. We may assume ψ, ψ = 1, then by theorem 3.10, 
This shows f j → f in M 
Reproducing Kernel
Let ψ ∈ S (B) be a fixed window with ψ, ψ = 1. Then the inversion formula on M p m takes the simpler form V * ψ V ψ f = f , and by applying V ψ , this can be rewritten as
for X, Y ∈ B ×B. Thus, R serves as a reproducing kernel on the space
We observe that the prerequisites of theorem 3.10 can be stated in terms of R, since they lead to the following integrability condition, which suffices to apply the weighted Young inequality in (3.12).
Lemma 3.13. Let ψ ∈ S (B) and m(w, b) ≤ κ s (w)v r (b). Then the integrals
are bounded by a constant C ψ , independent of X and Y respectively.
So far, we have only considered weights of polynomial growth. The extension to general weights will require to impose additional restrictions on the kernel R. To simplify notation, we write points in B ×B in capital letters and denote by ξ = µ ⊗ ν the product measure on this space.
We call ψ ∈ S (B) admissible, if there exists a constant C ψ so that for all X ∈ B ×B,
Note that this implies R(X, ·) ∈ L 1 m . Let ψ be admissible, set
and let (H 1 m ) denote the space of continuous linear functionals on H 1 m . By this duality, V ψ extends to (H 1 m ) by setting
which is well defined, since ρ(X)ψ ∈ H 1 m by (3.13). By imposing a minimal growth condition on m, we may further assume that
We then obtain the continuous and dense embeddings
Indeed, let us consider the first inclusion. Since H 1 m ⊂ L 2 (µ), we may use (3.1) and the Cauchy-Schwarz inequality to obtain
and the first inclusion is continuous. Next, V ψ is injective on L 2 (µ), which means the set {ρ(X)ψ : X ∈ B ×B} is total in H 1 m . Hence, the first embedding is dense. The second embedding is obtained by a dual result; we refer to lemma A.1 in [DST04b] .
Theorem 3.14.
Proof. (i) Let f ∈ (H 1 m ) with operator norm f (H 1 m ) . We calculate
Furthermore, since the set of functions ρ(X)ψ is total in L 2 (µ), injectivity of V ψ extends to (H 1 m ) by (3.14).
We may now define coorbit spaces just like before, replacing our reservoir of distribu-
, and
Theorem 3.15. Let ψ be an admissible window, then the following holds.
(ii) The operator V * ψ V ψ is the identity on M p m .
(iii) M p m is independent of ψ; different admissible windows give equivalent norms.
Proof. Both sides each define a continuous linear operator on (H 1 m ) , and both coincide on L 2 (µ). By the dense embedding L 2 (µ) → (H 1 m ) , they also coincide on (H 1 m ) . For the second assertion we calculate for h ∈ H 1 m and
Setting F = V ψ f , the above equation and the injectivity of V ψ give V * ψ V ψ f = f . The third assertion is proved in a similar fashion as theorem 3.10 (iii).
Translation Invariance
A key feature of Euclidean modulation spaces is their invariance under time-frequency shifts (and, under certain conditions on the weight, under the Fourier transform). More general, in the setting of group representations, coorbit spaces are defined in terms of a Banach function space, still required to be invariant under group action, see [FG89] .
While the question of such a translation invariance is motivated mainly in the group theoretic setting, it may also arise in the present case. Specifically, consider a generic point X = (w, b) ∈ B ×B. Then X induces a translation τ X ,
where t b consists of a scalar translation
and a possible unitary map in the second variable (which we omit). Proof. Choose c 0 > 0 such that
and set dν(λ, ζ) = v 2n−1 (λ)dλ dσ(ζ). Let f ∈ M p m , we then obtain for X = (w, b),
by invariance of µ and submultiplicativity of m and v 2n−1 . Since V ψ f is continuous, the last norm is finite.
Note however, that the weighted spaces L p m are not invariant under these translations due to the zero |c(0)| −2 = 0, which allows for singularities (up to order two) along the hypersurface λ = 0. From this point of view, it seems more practical to replace
(omitting constants), and to define coorbit spaces in terms of
By submultiplicativity of v 2n−1 , the spaces L 
Frame theory
Having established the continuous setting, we make extensive use of the reproducing kernel and derive atomic decompositions on the spaces V M 
Partitions of Unity
The choice of suitable partitions of unity on phase space B ×B is a starting point for the discretization. The procedure for voice/wavelet transforms on a homogeneous space, arising from group representations, is to establish partitions of unity on group level first (see also [Fei81] ), then transport them to the homogeneous space through composition with a section. While this works in the case of the ball, the result may be obtained directly, for example via the following construction.
Let U o ⊂ B be a relatively compact neighborhood of the origin with non-empty interior. Then there exists a countable collection (z j ) j∈J of points in B, which is well spread in the following sense.
The sets
2. There exists a partition J = J 1 ∪ · · · ∪ J r 0 so that U i ∩ U j = ∅ whenever i, j are in the same index set J r .
Thus, B decomposes as
where denotes disjoint union. By construction, µ(U j ) = µ(U o ) holds for all j ∈ J. In the case ofB, we aim for a covering (V k ) k∈K with similar properties. First, since S is a finite union of σ-invariant subsets, it remains only to cover the real line. Let I 0 ⊂ R be a relatively compact interval centered around the origin, and let I y = t v y (I 0 ) for y ∈ R denote its image under the weighted translation
Using (3.4), it is easily verified that there exist positive constants c, d such that
can now be obtained from a suitable choice of a countable collection (x k ) k∈K . Extending this to S (either trivially, or) through a covering consisting of σ-invariant subsets S k , we obtainB
where
. Setting x 0 = 0, we have V 0 = I 0 × S 0 , and by the above construction, ν(V k ) is uniformly bounded from above and from below by a constant multiple of ν(V 0 ).
Given a covering of B ×B with sets U jk = U j × V k as in (4.1) and (4.2), a family φ = (φ jk ) j∈J,k∈K of continuous functions on B ×B is referred to as a bounded uniform partition of unity subordinate to (U jk ), if it satisfies supp φ jk ⊂ U jk , 0 ≤ φ jk (w, b) ≤ 1, and
for all j ∈ J, k ∈ K and (w, b) ∈ B ×B.
Approximation Operators
We recall that every pair X = (w, b) induces a joint translation
where t b consists of a scalar translation x → y − x in the first, and a unitary map in the second variable. Let U ⊂ B ×B be relatively compact with non-empty interior. For X, Y ∈ B ×B let
denote the oscillation of X and Y with respect to U. The supremum is implicitly to be taken over all unitary maps acting on the third variable of X. If U is reasonably symmetric, this supremum is the same as
Let φ = (φ jk ) j∈J,k∈K be a bounded uniform partition of unity, subordinate to a cover (U jk ) j∈J,k∈K with the aforementioned qualities. We set U = U o × V 0 and refer to this as the initial set of the partition. Furthermore, let (X jk ) j,k be chosen so that U jk ⊂ τ X jk U. Then φ induces linear operators T φ and S φ defined by
whenever (unconditionally) convergent, meaning that the series are taken as limits of sums over finite subsets of J × K, ordered by inclusion. The practicality of these operators depends on the choice of the initial set U, expressed by osc U . Let C ψ be defined as in (3.13).
Theorem 4.1. Suppose there exists γ < 1 such that
are uniformly bounded by γ/C ψ . Then the operators T φ and S φ are bounded and invertible on every space V M p m .
Proof. Since R is a reproducing kernel on V M p m , we obtain the decomposition
Now since supp φ jk ⊂ U jk , we may assume Y ∈ U jk ⊂ τ X jk U, hence Y = τ X jk X with X ∈ U, resulting in the estimate
Using the weighted Young inequality and the integrability condition for osc U ,
follows, thus yielding id −T φ < 1. Writing T φ = id −(id −T φ ), it follows that T φ is a bounded operator with bounded inverse. Likewise, we have
Assuming Y ∈ τ X jk U and using again the reproducing property, it follows that
and since (φ jk ) is a partition of unity,
Using the weighted Young inequality, we obtain from (4.5)
Consequently, id −S φ < 1, so that S φ has a bounded inverse.
Corresponding representations for f ∈ M p m can be obtained using the invertibility of T φ , S φ and V ψ . Moreover, f can be reconstructed via
where e jk = V * ψ E jk , and
and since V * ψ V ψ is the identity on M p m and V * ψ is continuous, we get
Regarding the last term on the right, we calculate for every g ∈ S(B),
This implies V * ψ [R(X jk , ·)] = ρ(X jk )ψ, and the identity (4.6) follows. Similarly, since S −1 φ is continuous, we may write
Recalling F = V ψ f , we obtain by continuity of
Frame Bounds
It with A, A independent of f . An appropriate weighted norm for sequences is given by
We assume throughout that the prerequisites of theorem 4.1 are satisfied, i.e., the operators T φ and S φ are automorphisms of V M p m . We begin with (4.6). Proof. First, we prove the inequality
for every sequence (η jk ) ∈ p m , and some fixed constant C. Using the properties of the covering (U jk ), we obtain 
the supremum is finite, and since ξ(U jk ) has a positive lower bound, (4.8) follows. Let F ∈ L p m , then by the above inequality,
Therefore, Q(X, Y ) > 0 holds precisely if for some j, k, both X, Y ∈ U jk . Furthermore, for each two such points there exist X , Y ∈ U with X = τ X jk X and
again by (3.2) and (3.3). By compactness of U we conclude
with C 0 independent of X and Y . Thus,
is bounded, since ξ(U jk ) is bounded by a constant independent of j, k. Similarly, the same is true for
The weighted Young inequality is thus applicable and yields the estimate
φ V ψ f , we finally obtain
Theorem 4.4. Suppose R satisfies the following condition: There exists a constant C U , so that for all X ∈ B ×B,
with A > 0 independent of f .
Proof. We have to show that the operator
is bounded for all 1 ≤ p ≤ ∞. By the weighted Riesz-Thorin theorem A.2, it is enough to prove this statement for p = 1 and p = ∞. If p = 1, then
For p = ∞, we obtain the estimate
Regarding the last term on the right side, we note that
holds whenever Y ∈ U jk . Integration turns this into
for all j, k. Fix 1 ≤ r ≤ r 0 and 1 ≤ s ≤ s 0 , then using (4.11) and the above, we obtain
withC U independent of j, k (and r, s), since ξ(U jk ) is uniformly bounded from below. Returning to (4.13), we obtain
Finally, by continuity of V ψ ,
and the above inequality may be expressed as
Now we focus on the frame bounds for the decomposition in (4.7).
Proof. Set F = V ψ f , then the above inequality is equivalent to
For p = 1, we obtain the estimate
As before, the supremum on the right is bounded by a constant r 0 s 0CU .
The general result follows again by the weighted Riesz-Thorin theorem.
with A independent of f .
Proof. We show that the operator
is bounded from we are interested in the quality of the best N -term approximation, given by the error
We shall need the following lemma, see [DST04a] , [DST07] , [GS00] . The asymptotic behavior of the error is answered by the next theorem, see again [DST07] . The functionsĝ, for g ∈ D (B), form a subalgebra of the set of even continuous functions on R vanishing at infinity, which lies dense therein by the Stone-Weierstrass theorem. The inner integral thus vanishes for every f , up to a null set N (f ). The rest follows with the following approximation. Let (r k ) be a sequence satisfying 0 < r k < 1, lim k→∞ r k = 1, and for each k ∈ N choose ψ k ∈ D(B) with ψ k = 1 on r k B. Let P Q be the set of polynomials in z 1 ,z 1 , . . . , z n ,z n with rational coefficients. Then the set M = {ψ k p : p ∈ P Q , k ∈ N} is countable, furthermore N = f ∈M N (f ) is a countable union of null sets, therefore holds for all f ∈ M and λ / ∈ N . Now for each f ∈ D(B), we may choose k ∈ N so that supp f ⊂ r k B. On this compact set f can be approximated uniformly by functions ψ k p, with p ∈ P Q . Therefore (A.9) holds for all f ∈ D(B) and λ ∈ C N . By proposition A.4 we conclude F (λ, ·) = 0 for almost all λ, so F = 0.
