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INTRODUCTION 
The engine titanium consortium is currently conducting an extensive study of the 
ultrasonic response and detectability of a number of naturally occurring hard-alpha 
defects found in titanium billet~. These naturally occurring defects appear to be highly 
irregular in shape and inhomogeneous in composition, and we would like to access the 
extent to which their responses can be predicted by available ultrasonic scattering models 
[I]. Three dimensional geometrical (surface and solid) models of the hard-alpha defects 
are needed in order to obtain the geometrical and material properties to drive the 
ultrasonic model calculations and the subsequent probability-of-detection evaluation [2]. 
These geometrical models are to be derived from metallographic cross-section 
images taken from destructive sectioning of the defect regions. The reconstruction of 
defect begins with the boundary determination of the respective defect regions on each of 
the metallographs by utilizing some image processing algorithms [3]. The three-
dimensional geometrical model then follows by using the state-of -the-art non-uniform 
rational B-spline techniques [4]. Once the geometrical models are constructed, the 
complete acoustical and material properties can be interpolated within the volume or on 
the surface of the defects. In this paper, the detailed procedures of defect reconstruction 
is discussed and preliminary results are presented. The use of the defect reconstruction in 
ultrasonic signal modeling will also be illustrated. 
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IMAGE PROCESSING 
Before the geometrical models of the flaws can be constructed, the flaw regions 
and their boundaries on the metallographic images need to be identified and extracted. In 
this work, several image processing techniques were utilized for these tasks. In particular, 
a recursive regional growth routine was found effective in extracting the flaw regions and 
a boundary detection algorithm was useful for determining the flaw boundaries. 
Flaw Region Extraction 
Region growing is a procedure that groups pixels or sub-regions into larger regions. 
The simplest of these approaches is pixel aggregation, which starts with a set of seed 
(starting) points. From these, regions are grown by adding neighboring pixels to the 
region if they have similar characteristics. The characteristic that was used to include a 
pixel in a region is that the absolute difference between the gray level of the seed be less 
than a prescribed threshold. Any pixel that satisfies this property will be assigned to the 
region. Implementation of the regional growth routine for the cracks and voids in the 
metallographic images were easily acceptable as the region was very distinct in nature. 
Although the concept for which the regional growth routine works is easy to 
implement, problems arise in the actual practice. It was difficult to set a consistent 
threshold for a series of images with different intensity levels that would satisfy all of the 
criteria for the boundary edge linking algorithm. Specific threshold has to be set manually 
for the individual image. Given this difficulty, an alternative brute-force approach was 
adapted. This method works by tracking the positions of the screen locator as it passes 
over the metallographic images on the computer display. In this way, a rough outline of 
the flaw boundaries can be manually "drawn" to reflect the users' perception of intensity 
change around the flaw boundaries. Work is underway to overcome this shortcoming 
more rigorously. 
Boundary Determination 
After applying the region growth technique or the manual drawing to a 
metallographic image as described above, a new binary image was formed for each of the 
flaw regions on that image. The binary image is fully described by a set of pixels set to O's 
(black) and l's (white). A boundary determination algorithm was then used to detect the 
path around a binary image as accurately as possible. The algorithm is a recursive looped 
routine which uses a set of rules to detect a path around any arbitrary, binary region that 
may be given it. The binary region of interest is indicated by a 0 or 1. The conditional 
statements that are used in order to obtain a boundary around a region are limited in 
number and reduce the computation by an order of magnitude over other algorithms that 
work on edge detection and edge linking [2]. 
The boundary determination algorithm used in this work was set up to find the 
least resistant path around any arbitrary binary image. The algorithm needs only three 
input parameters which are the binary image, a starting point on the boundary of the 
region of interest, and the binary region itself. A clockwise direction and a closed 
boundary are assumed. The algorithm works by comparing two byte arrays as it traverses 
the boundary around the binary image. The first byte array stores the original binary 
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image. The second byte array is initialized to the opposite value of the region of interest. 
During the traversing of the boundary around the region of interest, if anyone of the 
conditional statements set up in the clockwise direction starting with the first test pixel are 
10"~~pl~ 
Figure 1. Results of region growing and boundary detection routines. 
true then the position of the satisfying pixel is added to the boundary and immediately 
becomes the next test position. In the occurrence of a test position being added to the 
boundary the second byte array is turned to the opposite value at that location.. The 
traversing of the boundary stops when none of the conditional statements are satisfied and 
the last point on the boundary is a pixel away from the starting pixel location. An example 
of these image processing routines working together is shown in Figure 1. 
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GEOMETRICAL MODELING 
The geometrical modeling of the hard-alpha defects begins with the normalization of 
the extracted contour data from the image processing routines. The normalization was 
carried out by sub-dividing each of the contours into n line segments of equal length. 
Non-Uniform Rational B-splines (NURBS) and their Bezier subsets are then used to 
interpolate the sets of contour data with n points into an m by n surface mesh where m is 
the number of contours being interpolated through. 
A generic non-uniform rational B-spline surface can be expressed as [3]. 
n m 
S(u,v) = LLNi'P(U)M,q(V)Pi,i 
i=O j:O 
(1) 
where the surface is S, Pi,j'S are the control points, andM,p(u)M,q(v) are the basis 
functions as given by 
{ I if Ui5.U5.Ui+l} M,o(u) = 0 otherwise 
U-Ui Ui+p+l-U 
M,p(u) = M,P-l(U)+-----'----
Ui + p- Ui Ui+ p+ l-Ui +lNi +l,p-l 
(2) 
The p and q are the degree of interpolations in the U and v directions, respectively. 
For the calculation of M,q(v) just substitutej for J, q for p, and v for u. v and u are knots 
in the knot vector given by eq. (3). Knot vectors are made up of a set of non-decreasing 
real numbers called knots. 
o = {u., Ul, • •• , Um - 1) i = 0, ..... m-1 (3) 
Global surface interpolation is accomplished by using eq. (4) on a given set of points (n+ 1) 
x (m+ 1) data points { Qk.l }, k=O, ... ,n and 1=0, .. . ,m. p and q are the degrees of 
interpolation in the U and v directions, respectively. 
• m 
Qk.l = S(Uk,Vl) = LLNi.P(Uk)M,q(Vl)Pi,j 
i:O j:O 
(4) 
An example of the flaw reconstruction procedure is illustrated in Fig. 2. First the 
position trace was manually drawn to define a region of interest in a metallographic image. 
A linear pixel interpolation followed to enclose the distance between the points and to 
have a one-to-one pixel boundary mapping on the image to insure that the boundary was a 
closed loop defining a region of interest. Once the linear pixel interpolation was 
completed the boundaries were normalized to a set of n points in a clockwise manner 
starting at the position having the coordinates of centroid of area in the horizontal 
direction and the lowest reading in the vertical direction. After the same procedure was 
applied to all of the metallographic images, a three-dimensional solid model was 
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constructed as shown in Fig. 3. The model was created using a bi-linear interpolation 
between each successive slice of data. This model also allowed for the solid to be sliced 
apart and the interior of the solid could be analyzed at any orientation as shown in Figs. 4 
and 5. Shown in Fig. 6 is a better surface model using the same manual boundary traces 
with Bezier interpolation routines. Finally, a global surface interpolation implementing the 
advanced NURBS on another set of metallographic images is depicted in Fig. 7, in which 
the exact boundaries around void regions were extracted. 
NURBS were chosen for the interpolation of the model because of the control a user 
would have in modifying the shape of a surface once a model was initially created. A user 
could change the shape of a constructed model by modifying weights and/or control 
points. B-spline basis functions have been chosen over the Bezier and linear surface 
interpolation for the geometrical design of the model because of the high degree 
requirement by the Bezier curve function. In order to fit a curve containing n points, a 
Bezier curve has to complete an n-l degree calculation. 
Figure 2. Dynamic, position locator trace Figure 3. Solid Model reconstruction of 
around a region of interest with linear dynamic, position locator traces. 
pixel interpolation. 
Figure 4. A stack up of bounded slices. Figure 5. Analyze interior profile 
any orientation. 
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Figure 6. Bezier surface model of the traced boundaries. 
Inttzpoillud Surfece 
on ~O~III!1ellts 
Boundary Lints 
Figure 7. Non-Unifoffil Rational B-spline interpolated surface model of exact boundary 
extraction of voids in a set metallographic images. 
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APPLICATION TO ULTRASONIC MODELING 
As was stated previously, the goals of constructing the geometrical models for the 
hard-alpha flaws are to obtain the geometrical and material properties to drive the 
ultrasonic model calculations, and to subsequently assess the probability of detection of 
these flaws. As a preliminary result demonstrating such capability in this work, 
a ultrasonic model calculation has been performed on the geometrical model constructed 
in Fig. 6 .. In Fig. 8, the A-scan model predictions are compared between the test defect 
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Figure 8. A-scan comparison between the test hard-alpha inclusion and a cylindrical 
inclusion of equivalent size. Both are of dimension 0.175" (diameter) by 0.11" (length) at 
1.5" depth scanned by a 5 MHz transducer at central side-on position. 
model and a cylindrical model of equivalent size. In both cases, the acoustic properties of 
pure titanium with 5.9% nitrogen contamination were assumed. The inspection scenario 
simulated was for both flaws orientated at their side-on positions at a depth of 1.5 inches 
scanned by a 5 MHz transducer at normal incidence. As was expected, due to its 
irregularities in shape, the front and back surface echoes of the test defect cannot be 
resolved as those of the same-size flaw of cylindrical shape. In addition, the peak 
amplitude of test defect is significantly lower than the cylindrical flaw counterpart. The 
details of the ultrasonic models can be found in the literature [1] and hence are omitted 
here. 
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CONCLUSION AND FUTURE WORK 
The construction of geometrical models for hard-alpha defects in titanium alloys is 
demonstrated. The preliminary use of these models in ultrasonic defect assessment are 
also presented. Further improvement/correction of the surface models can be made 
utilizing complementary data from other methods such as high-frequency ultrasonic 
imaging, X-ray imaging, and chemical analysis. The modeling will be extended to more 
complicated situations including the combination of void!crack, hard-alpha core, and 
diffusion zone. 
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