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Abstract
Hybrid analog/digital precoding offers a compromise between hardware complexity and system
performance in millimeter wave (mmWave) systems. This type of precoding allows mmWave systems
to leverage large antenna array gains that are necessary for sufficient link margin, while permitting low
cost and power consumption hardware. Most prior work has focused on hybrid precoding for narrow-
band mmWave systems, with perfect or estimated channel knowledge at the transmitter. MmWave
systems, however, will likely operate on wideband channels with frequency selectivity. Therefore, this
paper considers wideband mmWave systems with a limited feedback channel between the transmitter
and receiver. First, the optimal hybrid precoding design for a given RF codebook is derived. This
provides a benchmark for any other heuristic algorithm and gives useful insights into codebook designs.
Second, efficient hybrid analog/digital codebooks are developed for spatial multiplexing in wideband
mmWave systems. Finally, a low-complexity yet near-optimal greedy frequency selective hybrid pre-
coding algorithm is proposed based on Gram-Schmidt orthogonalization. Simulation results show that
the developed hybrid codebooks and precoder designs achieve very good performance compared with
the unconstrained solutions while requiring much less complexity.
I. INTRODUCTION
Millimeter wave (mmWave) communication can leverage the large bandwidths potentially
available at millimeter wave carrier frequencies to provide high data rates [1]. This makes
mmWave a promising carrier frequency for 5G cellular systems [2]–[7]. Recent channel mea-
surements have confirmed the feasibility of using mmWave not only for backhaul [7]–[9], but
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2also for the access link [10]. Further, system level evaluation of mmWave network performance
indicate that mmWave cellular systems can achieve a similar spectral efficiency to that obtained
at lower-frequency while providing orders of magnitudes more data rate thanks to the larger
bandwidth [11]–[14]. Though mmWave cellular is recently of interest for 5G, it was proposed
as early as thirty years ago [15]. MmWave wireless communication has been considered for many
other applications beyond cellular systems including wireless local area networks [16], personal
area networks [17], wearable device communications [18], [19], joint vehicular communication
and radar systems [20]–[22], and simultaneous energy/data transfer [23]–[25].
To guarantee sufficient received signal power at mmWave frequencies, large antenna arrays
are beneficial at both the transmitter and receiver [1], [2], [10], [26]–[28]. Fortunately, large
antenna arrays can be packed into small form factors due to the small mmWave antenna size
[29], [30]. Exploiting large arrays using multiple input multiple output (MIMO) signal processing
techniques like precoding and combining, however, is different at mmWave compared with sub-
6 GHz solutions. This is mainly due to the different hardware constraints on the mixed signal
components because of their high cost and power consumption [31]. Further, the best precoders
are designed based on instantaneous channel state information, which is difficult to acquire at
the transmitter in large mmWave systems [31] due to the high channel dimensionality. Therefore,
developing precoding algorithms and codebooks for limited feedback wideband mmWave systems
is important for building these systems.
A. Prior Work
Precoding and combining is a classic topic in MIMO communications. The use of channel-
dependent precoding at the transmitter is a result of the derivation of the MIMO channel capacity
[32]. Initial work was focused on deriving optimum precoders and combiners under different
criteria [33]–[35]. As the importance of channel state information was realized, effort shifted to
the development of limited feedback precoding techniques, where the precoder is selected from
a codebook of possible precoders known to both the transmitter and receiver [36], [37]. Limited
feedback precoding is now an important part of commercial wireless communication systems
including LTE [38], IEEE 802.11n [39], and IEEE 802.11ac among others [40], etc.
For the sake of low power consumption in consumer-based wireless systems, beamforming at
mmWave has been primarily realized in analog, using networks of phase shifters in the RF domain
3[41], [42]. This reduces the number of required RF chains, and consequently the cost and power
consumption. The analog-only beamforming solution is also supported in commercial indoor
mmWave communication standards like IEEE 802.11ad [16] and wirelessHD [17]. For MIMO-
OFDM systems, analog-only post-IFFT and pre-FFT beamforming was proposed for different
criteria such as capacity and SNR maximization [43]. Analog beamforming as in [16], [41]–
[43], though, is limited to single-stream transmission. Further, analog beamformers are subject
to additional hardware constraints. For example, the phase shifters might be digitally controlled
and have only quantized phase values and adaptive gain control might not be implemented. This
limits the ability to make sophisticated processing in analog-only solutions.
Hybrid analog/digital precoding, which divides the precoding between analog and digital
domains, was proposed to handle the trade-off between the low-complexity limited-performance
analog-only solutions and the high-complexity good-performance fully digital precoding [26],
[44]–[51]. The main advantage of hybrid precoding over conventional precoding is that it
can deal with having fewer RF chains than antennas. For general MIMO systems, hybrid
precoding for diversity and multiplexing gain were investigated in [44], and for interference
management in [45]. These solutions, however, did not make use of the special mmWave channel
characteristics in the design as they were not specifically developed for mmWave systems. In
[26], the sparse nature of mmWave channels was exploited; low-complexity iterative algorithms
based on orthogonal matching pursuit were devised, assuming perfect channel knowledge at the
transmitter. Extensions to the case when only partial channel knowledge is required and when the
channel and hybrid precoders are jointly designed were considered in [46], [47]. Algorithms that
do not rely on orthogonal matching pursuit were proposed in [48]–[50] for the hybrid precoding
design with perfect channel knowledge at the transmitter. The main objective of these algorithms
was to achieve an achievable rate that approaches the rate achieved by fully-digital solutions. The
work in [26], [46]–[49], though, assumed a narrow-band mmWave channel, with perfect or partial
channel knowledge at the transmitter. In [51], hybrid beamforming with only a single-stream
transmission over MIMO-OFDM system was considered. The solution in [51] though relied on
the joint exhaustive search over both RF and baseband codebooks without giving specific criteria
for the design of these codebooks. As mmWave communication is expected to employ broadband
channels, developing spatial multiplexing hybrid precoding algorithms for wideband mmWave
systems is important. Further, acquiring the large mmWave MIMO channels at the transmitter
4is difficult, which highlights the need to devise limited feedback hybrid precoding solutions.
B. Contribution
In this paper, we develop hybrid precoding solutions and codebooks for limited feedback
wideband mmWave systems. In our proposed system, the digital precoding is done in the
frequency domain and can be different for each subcarrier, while the RF precoder is frequency
flat. The contributions of this paper are summarized as follows.
• First, we consider a frequency-selective hybrid precoding system with the RF precoders
taken from a quantized codebook. For this system, we derive the optimal hybrid precoding
design that maximizes the achievable mutual information under total power and unitary
power constraints. Even though an exhaustive search over the RF codebook will be still
required, the derived solution provides insights into hybrid analog/digital codebooks and
greedy hybrid precoding design problems. Further, this solution gives a benchmark for the
other heuristic algorithms that can be useful for evaluating their performance.
• Second, we consider a limited feedback frequency-selective hybrid precoding system where
both the baseband and RF precoders are taken from quantized codebooks. For this system,
we develop efficient hybrid analog and digital precoding codebooks that attempt to minimize
a distortion function defined by the average mutual information loss due to the quantized
hybrid precoders when compared with the unconstrained digital solution.
• Finally, we design a greedy hybrid precoding algorithm based on Gram-Schmidt orthog-
onalization for limited feedback frequency selective mmWave systems. Despite its low-
complexity, the proposed algorithm is illustrated to achieve a similar performance compared
with the optimal hybrid precoding design that requires an exhaustive search over the RF
and baseband codebooks.
The performance of the proposed codebooks and precoding algorithms is evaluated by numerical
simulations in wideband mmWave setups, and compared with digital only precoding schemes in
Section VII.
We use the following notation throughout this paper: A is a matrix, a is a vector, a is a scalar,
and A is a set. |a| and ]a are the magnitude and phase of the complex number a. |A| is the
determinant of A, ‖A‖F is its Frobenius norm, whereas AT , A∗, A−1, A† are its transpose,
Hermitian (conjugate transpose), inverse, and pseudo-inverse respectively. [A]r,: and [A]:,c are
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Fig. 1. A block diagram of the OFDM based BS-MS transceiver that employs hybrid analog/digital precoding.
the rth row and cth column of the matrix A, respectively. diag(a) is a diagonal matrix with the
entries of a on its diagonal. I is the identity matrix and 1N is the N -dimensional all-ones vector.
A  B denotes the Hadamard product of A and B. dom(f) is the domain of the function f .
N (m,R) is a complex Gaussian random vector with mean m and covariance R. E [·] is used
to denote expectation.
II. SYSTEM AND CHANNEL MODELS
In this section, we describe the adopted frequency selective hybrid precoding system model
and the wideband mmWave channel model. Key assumptions made for each model are also
highlighted.
A. System Model
Consider the OFDM based system model in Fig. 1 where a basestation (BS) with NBS antennas
and NRF RF chains is assumed to communicate with a single mobile station (MS) with NMS
antennas and NRF RF chains. The BS and MS communicate via NS length-K data symbol
blocks, such that NS ≤ NRF ≤ NBS and NS ≤ NRF ≤ NMS. In practice, the number of RF
chains at the MS’s is usually less than that of the BS’s, but we do not exploit this fact in our
model for simplicity of exposition.
At the transmitter, the NS data symbols sk at each subcarrier k = 1, ..., K are first precoded
using an NRF×NS digital precoding matrix F[k], and the symbol blocks are transformed to the
6time-domain using NRF K-point IFFT’s. Note that our model assumes that all subcarriers are
used and, therefore, the data block length is equal to the number of subcarriers. A cyclic prefix of
length D is then added to the symbol blocks before applying the NBS×NRF RF precoding FRF. It
is important to emphasize here that the RF precoding matrix FRF is the same for all subcarriers.
This means that the RF precoder is assumed to be frequency flat while the baseband precoders
can be different for each subcarrier. This is an important feature of the frequency selective
hybrid precoding architecture in Fig. 1 that differentiates it from the conventional OFDM-based
unconstrained digital scheme where only frequency-selective digital precoders exist. The discrete-
time transmitted complex baseband signal at subcarrier k can therefore be written as
x[k] = FRFF[k]s[k], (1)
where s[k] is the NS×1 transmitted vector at subcarrier k, such that E [s[k]s∗[k]] = PKNS INS , and
P is the average total transmit power. Since FRF is implemented using analog phase shifters,
its entries are of constant modulus. To reflect that, we normalize the entries
∣∣∣[FRF]m,n∣∣∣2 = 1.
Further, we assume that the angles of the analog phase shifters are quantized and have a finite set
of possible values. With these assumptions, [FRF]m,n = e
jφm,n , where φm.n is a quantized angle.
The angle quantization assumption is discussed in more detail in Section V. Note that the RF
beamforming can also be designed as a frequency selective filter [52], with additional hardware
complexity. Two precoding power constraints are considered in this paper: (i) a total power
constraint, where the hybrid precoders satisfy
∑K
k=1 ‖FRFF[k]‖2F = KNS, and (ii) a unitary
power constraint, where the hybrid precoders meet FRFF[k] ∈ UNBS×NS , k = 1, 2, ..., K, with
the set of semi-unitary matrices UNBS×NS =
{
U ∈ CNBS×NS |U∗U = I}. Note that while the total
power constraint allows the transmit power to be distributed, possibly non-uniformly, among the
subcarriers and the data streams on each subcarrier, the unitary power constraint enforces an
equal power allocation among the subcarriers and the data streams on each subcarrier.
At the MS, assuming perfect carrier and frequency offset synchronization, the received signal
is first combined in the RF domain using the NMS × NRF combining matrix WRF. Then, the
cyclic prefix is removed, and the symbols are returned back to the frequency domain with NRF
length-K FFT’s. The symbols at each subcarrier k are then combined using the NRF×NS digital
combining matrix W[k]. The constraints on the entries of RF combiner WRF are similar to the
RF precoders. Denoting the NMS × NBS channel matrix at subcarrier k as H[k], the received
7signal at subcarrier k after processing can be then expressed as
y[k] = W∗[k]W∗RFH[k]FRFF[k]s[k] + W
∗[k]W∗RFn[k], (2)
where n[k] ∼ N (0, σ2NI) is the Gaussian noise vector corrupting the received signal.
B. Channel Model
To incorporate the wideband and limited scattering characteristics of mmWave channels [2],
[4], [10], [16], [53], [54], we adopt a geometric wideband mmWave channel model with L
clusters. Each cluster ` has a time delay τ` ∈ R, and angles of arrival and departure (AoA/AoD),
θ`, φ` ∈ [0, 2pi]. Each cluster ` is further assumed to contribute with R` rays/paths between the
BS and MS [12], [53], [55]. Each ray r` = 1, 2, ..., R`, has a relative time delay τr` , relative
AoA/AoD shift ϑr` , ϕr` , and complex path gain αr` . Further, let ρPL represent the path-loss
between the BS and MS, and prc(τ) denote a pulse-shaping function for TS-spaced signaling
evaluated at τ seconds [56]. Under this model, the delay-d MIMO channel matrix, H [d], can
be written as [56]
H [d] =
√
NBSNMS
ρPL
L∑
`=1
R∑`
r`=1
αr`prc (dTS − τ` − τr`) aMS (θ` − ϑr`) a∗BS (φ` − ϕr`) , (3)
where aBS (φ) and aMS (θ) are the antenna array response vectors of the BS and MS, respectively.
Given the delay-d channel model in (3), the channel at subcarrier k, H[k], can be then expressed
as [57]
H[k] =
D−1∑
d=0
H [d]e−j
2pik
K
d. (4)
While most of the results developed in this paper are general for large MIMO channels, and
not restricted to the channel model in (3), we described the wideband mmWave channel model
in this section as it will be important for understanding the motivation behind the proposed
construction of the hybrid analog/digital precoding codebooks in Section V. Further, it will be
adopted for the simulations in Section VII and for drawing conclusions about the performance
of the proposed precoding schemes and codebooks in wideband mmWave channels.
8III. PROBLEM STATEMENT
In this paper, we consider the downlink system model in Section II when the BS and MS
are connected via a limited feedback link. For this setup, we assume the MS has perfect
channel knowledge with which it selects the best RF and baseband precoding matrices F?RF
and {F?[k]}Kk=1 from predefined quantization codebooks to maximize the achievable mutual
information when used by the BS. The main objective of this paper then is to develop efficient
RF and baseband precoding codebooks for limited feedback wideband hybrid analog/digital
precoding architectures. In this section, we first formulate the optimal hybrid precoding based
mutual information when given RF and baseband precoding codebooks are used. Then, we briefly
explain how the main objective of this paper will be investigated in the subsequent sections.
As this paper focuses on the limited feedback hybrid precoding design, i.e., the design of
FRF, {F[k]}Kk=1, we will assume that the receiver can perform optimal nearest neighbor decoding
based on the NMS-dimensional received signal with fully digital hardware. This allows decoupling
the transceiver design problem, and focusing on the hybrid precoders design to maximize the
mutual information of the system [26], defined as
I
(
FRF, {F[k]}Kk=1
)
=
1
K
K∑
k=1
log2
∣∣∣∣INMS + ρNS H[k]FRFF[k]F∗[k]F∗RFH∗[k]
∣∣∣∣ , (5)
where ρ = P
Kσ2
is the SNR. As combining with fully digital hardware, though, is not a practical
mmWave solution, the hybrid combining design problem needs also to be considered. The design
ideas that will be given in this paper for the hybrid precoders, however, provide direct tools for
the construction of the hybrid combining matrices, WRF, {W[k]}Kk=1, and is therefore omitted
due to space limitations.
If the RF and baseband precoders are taken from quantized codebooks FRF and FBB, respec-
tively, then the maximum mutual information under the given hybrid precoding codebooks and
the total power constraint is
I?HP = max
FRF,{F[k]}Kk=1
I
(
FRF, {F[k]}Kk=1
)
s.t. FRF ∈ FRF,
F[k] ∈ FBB, k = 1, 2, ..., K,
K∑
k=1
‖FRFF[k]‖2F = KNS.
(6)
9The maximum mutual information with hybrid precoding and under the unitary power constraint
is similar but with the last constraint in (6) replaced with FRFF[k] ∈ UNBS×NS .
Our main objective in this work is to construct efficient hybrid precoding codebooks FRF and
FBB to maximize the achievable mutual information in (6). To get initial insights into the solution
of this problem, we will first investigate a special case of the limited feedback hybrid precoding
problem in Section IV when only the RF precoders are taken from quantized codebooks while
no quantization constraints are imposed on the baseband precoders. For this problem, we will
derive the optimal hybrid precoding design for any given RF codebook FRF. The results of
Section IV will help us developing RF and baseband precoders codebook in Section V.
IV. OPTIMAL HYBRID PRECODING DESIGN FOR A GIVEN RF CODEBOOK
In this section, we investigate the limited feedback hybrid precoding design when only the
RF precoders are taken from quantized codebooks. This problem is of a special interest for
two main reasons. First, it will provide useful insights into the construction of efficient hybrid
analog/digital precoding codebooks as will be summarized at the end of this section. Second, the
hybrid precoding design problem with only RF precoders quantization can also be interpreted
as the hybrid precoding design problem with perfect channel knowledge. The reason is that
even when perfect channel knowledge is available at the transmitter, the RF precoders will be
taken from a certain codebook that captures the hardware constraints such as the phase shifters
quantization. With this motivation, we consider the following relaxation of the optimization in
(7) that captures the assumption that only the RF precoders are quantized.
I?HP = max
FRF,{F[k]}Kk=1
I
(
FRF, {F[k]}Kk=1
)
s.t. FRF ∈ FRF,
K∑
k=1
‖FRFF[k]‖2F = KNS.
(7)
The design of the hybrid analog/digital precoders in (7) is non-trivial due to (i) the RF
hardware non-convex constraint FRF ∈ FRF, and (ii) the coupling between the analog and
digital precoding matrices, which arises in the power constraint (the second constraint in (7)).
Due to these difficulties, prior work [26], [47], [51] focused on developing heuristics designs
for the hybrid analog/digital precoders in (7). Although these heuristic algorithms were shown
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to give good performance, they do not provide enough insights that help, for example, to design
limited feedback hybrid precoding codebooks.
In this section, we will consider the coupling between the analog and digital precoders, and
show that the optimal baseband precoders can be written as a function of the RF precoders
under both the total and unitary power constraints. This will reduce the hybrid precoding design
problem to an RF precoder design problem.
A. Total Power Constraint
As the RF precoding matrix FRF in (7) is taken from a quantized codebook FRF, then the
optimal mutual information in (7) can also be equivalently written in the following outer-inner
problems form
I?HP = max
FRF∈FRF

max
{F[k]}Kk=1
I
(
FRF, {F[k]}Kk=1
)
s.t.
K∑
k=1
‖FRFF[k]‖2F = KNS,
 (8)
where the outer maximization is over the set of possible quantized RF precoding matrices,
and the inner problem is over the set of feasible baseband precoders given the RF precoder,{
F[k] ∈ CNRF×NS |∑Kk=1 ‖FRFF[k]‖2F = KNS}.
Note that the solution of the optimal baseband precoders in the inner problem of (8) is not
given by the simple SVD of the effective channel with the RF precoder, H[k]FRF, because of the
different power constraint that represents the coupling between the baseband and RF precoders.
In the following proposition, we find the optimal baseband precoders of the inner problem of
(8).
Proposition 1: Define the SVD decompositions of the kth subcarrier channel matrix H[k] as
H[k] = U[k]Σ[k]V∗[k], and the SVD decomposition of the matrix Σ[k]V∗[k]FRF (F∗RFFRF)
− 1
2
as Σ[k]V∗[k]FRF (F∗RFFRF)
− 1
2 = U[k]Σ[k]V
∗
[k]. Then, the baseband precoders {F[k]}Kk=1 that
solve the inner optimization problem of (8) are given by
F?[k] = (F∗RFFRF)
− 1
2
[
V[k]
]
:,1:NS
Λ[k], k = 1, 2, ..., K, (9)
where
[
V[k]
]
:,1:NS
is the NRF × NS matrix that gathers the NS dominant vectors of V[k], and
11
Λ[k] is an NS ×NS water-filling power allocation diagonal matrix with
[Λ[k]]2i,i =
(
µ− NS
ρ
[
Σ[k]
]2
)+
, i = 1, ..., NS, k = 1, ..., K, (10)
and with µ satisfying
K∑
k=1
NS∑
i=1
(
µ− NS
ρ
[
Σ[k]
]2
)+
= KNs (11)
Proof: See Appendix A.
Given the optimal baseband precoder in (9), the optimal hybrid precoding based mutual
information with the RF codebook FRF and a total power constraint can now be written as
I?HP = max
FRF∈FRF
1
K
K∑
k=1
log2
∣∣∣∣INS + ρNS [Σ[k]]21:NS,1:NS Λ[k]2
∣∣∣∣ , (12)
where Σ[k]2 and Λ[k]2 are functions only of FRF and H[k] as defined in Proposition 1. This
means that the optimal hybrid precoding based mutual information is determined only by the RF
precoders design. Hence, an exhaustive search over the RF precoders codebook FRF is sufficient
to find the maximum achievable mutual information with hybrid precoding.
The hybrid precoding design in Proposition 1 can also be extended to the case when the power
constraint is imposed on each subcarrier. In this case, the power constraint on the hybrid precoders
is written as ‖FRFF[k]‖F = NS, k = 1, ..., K. The following corollary presents the optimal
baseband precoder for a given RF codebook, under the per-subcarrier total power constraint.
Corollary 2: The optimal baseband precoders that maximizes the objective of the inner opti-
mization problem of (8), under the constraint ‖FRFF[k]‖F = NS, k = 1, ..., K, are given by
F?[k] = (F∗RFFRF)
− 1
2
[
V[k]
]
:,1:NS
ΛP[k], k = 1, 2, ..., K, (13)
where ΛP[k] is an NS ×NS water-filling power allocation diagonal matrix with
[ΛP[k]]
2
i,i =
(
µ− NS
ρ
[
Σ[k]
]2
)+
, i = 1, ..., NS, (14)
and with µ satisfying
NS∑
i=1
(
µ− NS
ρ
[
Σ[k]
]2
)+
= Ns, k = 1, ..., K. (15)
Proof: The proof is similar to Proposition 1 and is therefore omitted.
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It is worth mentioning here that most current wireless systems do not perform per subcarrier
power allocation. This constraint, therefore, is not especially critical for practical systems.
An important note on the structure of the optimal hybrid precoders derived in Proposition 1
and corollary 2 is that the matrix FHP[k] representing this optimal hybrid precoders at subcarrier
k can be written as
FHP[k] = FU[k]Λ[k], (16)
where FU[k] = F?RF ((F
?
RF)
∗F?RF)
− 1
2
[
V[k]
]
:,1:NS
is a semi-unitary matrix, as it can be verified
that F∗U[k]FU[k] = INS . This means that the structure of the optimal hybrid precoders is similar
to that of the unconstrained SVD precoders, as it is written as a product of a semi-unitary matrix
and a diagonal water-filling power allocation matrix.
B. Unitary Power Constraint
For limited feedback MIMO systems, the unitary power constraint which requires the columns
of the precoding matrix FRFF[k] to be orthogonal with equal power, is an alternative important
constraint. Even though some performance loss should be expected with unitary constraints
compared with the more relaxed total power constraint, unitary constraints usually lead to more
efficient codebooks and codeword selection algorithms for limited feedback systems [36]. Further,
they normally offer a close performance to the total power constraint [36]. In this subsection, we
investigate the optimal hybrid precoding design under a unitary power constraint, and conclude
important results for limited feedback hybrid precoding.
Similar to (8), the optimal mutual information with hybrid precoding under the unitary power
constraint can be written in the following outer-inner problems form
I?HP = max
FRF∈FRF

max
{F[k]}Kk=1
I
(
FRF, {F[k]}Kk=1
)
s.t. FRFF[k] ∈ UNBS×NS , k = 1, 2, ..., K.
 (17)
Given an RF precoder FRF, we find, in the following proposition, the optimal baseband precoders
of the inner problem of (17).
Proposition 3: Define the SVD decompositions of the kth subcarrier channel matrix H[k] and
the matrix Σ[k]V∗[k] (F∗RFFRF)
− 1
2 as in Proposition 1, then the baseband precoders {F[k]}Kk=1
that solve the inner optimization problem of (17) are given by
F?[k] = (F∗RFFRF)
− 1
2
[
V[k]
]
:,1:NS
, k = 1, 2, ..., K. (18)
13
Proof: The proof is similar to that in Appendix A, and is skipped due to space limitations.
Given the optimal baseband precoder in (18), the optimal hybrid precoding based mutual
information with the RF codebook FRF and the unitary power constraint can be written as
I?HP = max
FRF∈FRF
1
K
K∑
k=1
log2
∣∣∣∣INS + ρNS [Σ[k]]21:NS,1:NS
∣∣∣∣ , (19)
where Σ[k]2 depends only on FRF and H[k] as defined in Proposition 1. Next, we state an
important remark on the structure of the optimal hybrid precoding design.
Remark 1. The optimal baseband precoder F?[k] under the unitary hybrid precoding power con-
straint FRFF[k] ∈ UNBS×NS is decomposed as F?[k] = ARFG?[k], where ARF = (F∗RFFRF)−
1
2
depends only on the RF precoder, and G?[k], which we call the equivalent baseband precoder,
is a semi-unitary matrix, G?[k] ∈ UNRF×NS , with the optimal design described in (18).
Remark 1 shows that for the BS to achieve the optimal mutual information with the unitary power
constraint and RF codebook FRF, it needs to know (i) the index of the RF precoder codeword
that solves (19), and (ii) the optimal semi-unitary equivalent baseband precoding matrix G?[k].
Although an exhaustive search over the RF codebook is still required to find the optimal
mutual information in (12) and (19), the derived results are useful for several reasons. First,
equations (12) and (19) provide, for the first time, the maximum achievable rate with hybrid
precoding for any given RF codebooks. Therefore, these equations give a benchmark that can
be used to evaluate the performance of any heuristic/iterative hybrid analog/digital precoding
algorithms, and to estimate how much additional improvement is possible. Further, the optimal
mutual information in (12) and (19), depend only on the RF codebook, which will help in the
design of the RF codebook as we will see in Section V. Another useful finding is the special
construction of the optimal baseband precoder described in Remark 1 which offers insights into
the limited feedback hybrid precoding design as will be described in Section V.
For the remaining part of this paper, we will focus on the hybrid precoding design problem
with the unitary constraint. In the next section, we will address the design of hybrid precoding
codebooks for limited feedback wideband mmWave systems. Then, in Section VI, we will
develop a greedy frequency selective hybrid precoding algorithm based on Gram-Schmidt orthog-
onalization, that relaxes the exhaustive search requirement over the RF codebook in (19) while
14
providing a near-optimal performance. It is worth noting here that as shown in (16), the optimal
hybrid precoders under total power constraints consist of a semi-unitary matrix multiplied by a
diagonal water-filling power allocation matrix. Therefore, the hybrid precoding codebooks and
codeword selection algorithms that will be designed under unitary power constraints can also be
used for hybrid precoding under total power constraints. The water=filling power allocation can
be done as a subsequent step to further improve the performance.
V. CODEBOOK DESIGN FOR FREQUENCY SELECTIVE HYBRID PRECODING
In this section, we consider the wideband mmWave system model in Section II with limited
feedback, and develop hybrid analog and digital codebooks. First, we will consider the case
NS = NRF in Section V-A where we leverage the structure of the optimal hybrid precoders
developed in Section IV to show that the hybrid codebook design problem can be reduced to an
RF codebook design problem. Then, we consider the case NS < NRF in Section V-B, where we
develop hybrid analog and digital precoding codebooks leveraging the results in Section V-A.
A. Case 1: NS = NRF
Given the optimal baseband precoder structure from (18), the optimal hybrid precoding based
mutual information when NS = NRF, and with the RF codebook FRF can be written as
I?HP =
max
FRF∈FRF
1
K
K∑
k=1
log2
∣∣∣∣Ir(H[k]) + ρNS Σ[k]2V∗[k]FRF (F∗RFFRF)− 12 G[k]G∗[k] (F∗RFFRF)− 12 F∗RFV[k]
∣∣∣∣ .
(20)
Since G[k] is unitary for NS = NRF, equation (20) can be equivalently written as
I?HP = max
FRF∈FRF
1
K
K∑
k=1
log2
∣∣∣∣Ir(H[k]) + ρNS Σ[k]2V∗[k]FRF (F∗RFFRF)−1 FRFV[k]
∣∣∣∣ . (21)
As a result, the optimal mutual information is invariant to the optimal equivalent baseband
precoder, and depends only on the knowledge of the RF precoder FRF. This leads to the following
remark.
Remark 2. With NS = NRF, feeding back only the index of the optimal RF precoder that
solves (21) is sufficient to achieve the optimal mutual information with limited feedback hybrid
precoding.
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Remark 2 also means that no quantization of the baseband precoder is required when NS =
NRF. Further, optimizing the limited feedback hybrid precoding performance is achieved by the
optimization of the RF codebook design FRF, which is addressed in the remaining part of this
subsection.
RF Codebook Design Criterion: Our objective is to design the RF codebook to minimize
the distortion given by the average mutual information loss of hybrid precoding compared with
the optimal unconstrained per-subcarrier SVD solution. Denoting the SVD of the RF precoder
as FRF = URFΣRFV∗RF, the optimal mutual information with limited feedback hybrid precoding
in (21) can be written as
I?HP = max
FRF∈FRF
1
K
K∑
k=1
log2
∣∣∣∣Ir(H[k]) + ρNS Σ[k]2V∗[k]URFU∗RFV[k]
∣∣∣∣ . (22)
For large mmWave MIMO systems, a reasonable assumption as stated in [26] for narrowband
channels is that the hybrid precoders can be made sufficiently close to the dominant channel
eigenspace. Further, the dominant channel eigenspaces of the different subcarriers may have
high correlation at mmWave channels [10], [58]. This means that the eigenvalues of the matrix
I− V˜∗[k]FRFF[k]F∗[k]F∗RFV˜[k] can be made sufficiently small. Using this assumption, which
will also be evaluated by simulations in Fig. 4-Fig. 6, and following similar steps to that in
equations (12)-(14) of [26], I?HP can be approximately written as
I?HP ≈ max
FRF∈FRF
1
K
K∑
k=1
(
log2
∣∣∣∣INRF + ρNS Σ˜[k]2
∣∣∣∣− (NRF − ∥∥∥U∗RFV˜[k]∥∥∥2
F
))
, (23)
=
1
K
K∑
k=1
log2
∣∣∣∣INRF + ρNS Σ˜[k]2
∣∣∣∣− minFRF∈FRF 1K
K∑
k=1
(
NRF −
∥∥∥U∗RFV˜[k]∥∥∥2
F
)
, (24)
where Σ˜[k] = [Σ[k]]1:NRF,1:NRF and V˜[k] = [V[k]]:,1:NRF .
When fully digital unconstrained precoding with perfect channel knowledge is possible, the
optimal mutual information with per-subcarrier unitary constraint is achieved by per-subcarrier
SVD precoding and is equal to
I?UC =
1
K
K∑
k=1
log2
∣∣∣∣INRF + ρNS Σ˜[k]2
∣∣∣∣ . (25)
We can now define the distortion due to limited feedback hybrid precoding with the RF
precoder FRF as
D (FRF) = E{H[k]}Kk=1 [I
?
UC − I?HP] , (26)
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≈ E{H[k]}Kk=1
[
min
FRF∈FRF
1
K
K∑
k=1
(
NRF −
∥∥∥U∗RFV˜[k]∥∥∥2
F
)]
, (27)
= E{H[k]}Kk=1
[
min
FRF∈FRF
1
K
K∑
k=1
d2chord
(
URF, V˜[k]
)]
, (28)
= E{H[k]}Kk=1
[
min
FRF∈FRF
Φchord
(
URF,
{
V˜[k]
}K
k=1
)]
, (29)
where dchord (X,Y) is the chordal distance between the two points X,Y on the Grassmann
manifold G (NBS, NRF). Φchord
(
X, {Y[k]}Kk=1
)
is the average of the squared chordal distances
between the Grassmann manifold points X and {Y[k]}Kk=1. If no constraints are imposed on X,
the solution of arg minX∈G(NBS,NRF) Φchord
(
X, {Y[k]}Kk=1
)
is given by the Karcher mean of the
K NRF-dimensional subspaces defined by the points {Y[k]}Kk=1 [59]. Our RF codebook design
criterion is then to minimize the distortion function expression in (29)
RF Codebook Construction: Developing a closed-form solution for the RF precoders code-
book that minimizes the distortion in (29) is non-trivial for two main reasons. First, the RF
hardware constraints like the constant modulus limitation on the entries of the RF precoding
matrix and the angle quantization of the phase shifters, which impose non-convex constraints on
the distortion function minimization problem. Second, the lack of knowledge about the closed-
form distributions of the mmWave channel matrices. These closed-form distributions usually
play a key role in constructing the precoders codebook. For example, the uniform distribution of
the dominant singular vectors of the IID complex Gaussian MIMO channels led to the codebook
design based on isotropic packing of the Grassmann manifold [36], [37].
To overcome these challenges, we developed Algorithm 1 which is a Lloyd-type algorithm
[60], [61], that first constructs a precoders codebook to minimize the distortion function in (29)
for wideband mmWave channels while neglecting the RF hardware constraints. Then, the RF
precoding codewords are designed to minimize the additional distortion results from the RF
hardware constraints. One advantage of developing a Lloyd-type algorithm is that no knowledge
about the closed-form distributions of the channel matrices is required, and only the knowledge
of the mmWave channel parameter statistics, which are given by measurements [53], is needed.
These parameter statistics are used to generate random channel realizations, according to (3),
which are employed in constructing the RF precoders codebook as described in Algorithm 1.
The operation of Algorithm 1 can be summarized as follows.
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Algorithm 1 RF Codebook Construction for Frequency Selective Hybrid Precoding
1) Initialization: Generate random initial centroid points FU =
{
FU1 , ...,F
U
NCB
} ⊂ UNBS×NS .
2) Source: Generate random mmWave channels according to (4), H =
{
{H[k]}Kk=1
}
, and
construct the set of dominant right singular vectors corresponding to the generated channels
V where
V =
{{
V˜[k]
}K
k=1
⊂ UNBS×NS
∣∣∣V˜[k] = [V[k]]:,1:NS ,H[k] = U[k]Σ[k]V[k], {H[k]}Kk=1 ∈ H} .
3) Nearest Neighbor Partitioning: Partition the set V into NCB Voronoi cells {R1, ...,RNCB}
according to (30)-(31).
4) For each Voronoi cell n, n = 1, ..., NCB
a) Karcher Mean Calculation: Calculate the Karcher mean Mn of the points{{
V˜[k]
}K
k=1
}
in Rn according to (33).
b) Updating the Centroid: Update the nth unconstrained codeword FUn = Mn.
c) RF Codeword Approximation: Calculate the approximated RF codeword FRFn
according to (37).
5) Loop back to step 3) until convergence
• Initialization and source generation: In this step, NCB initial codewords FUn , n = 1, ..., NCB
for the unconstrained codebook are randomly chosen from UNBS×NS . Further, random wide-
band mmWave channel realizations are generated according to (3), (4) with the parameter
statistics given from measurements, e.g., [53]. For each channel realization, the K subcarrier
channels {H[k]}Kk=1 are calculated, and their dominant right singular vectors are determined{
V˜[k]
}K
k=1
. Note that each element of H (and V) is a set of K matrices for the K
subcarriers.
• Nearest neighbor partitioning: In this step, the points in V are partitioned into NCB Voronoi
cells with respect to the codewords in FU to minimize the average distortion. To do that, we
first define the quantization map C
({
V˜[k]
}K
k=1
)
, that determines the closest codeword in
FU to
{
V˜[k]
}K
k=1
in terms of the average squared chordal distance Φchord(.), as
C
({
V˜[k]
}K
k=1
)
= arg min
X∈FU
Φchord
(
X,
{
V˜[k]
}K
k=1
)
. (30)
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Once the codeword closest to each point in V is determined, these points can be partitioned
into NCB sets Rn, n = 1, 2, ..., NCB as follows
Rn =
{{
V˜[k]
}K
k=1
∈ V
∣∣∣∣C({V˜[k]}K
k=1
)
= FUn
}
. (31)
• Centroid calculation: The centroid of each partition Rn is then derived to minimize the
average distortion for this partition. Hence, the objective of this step is to calculate the new
codeword FUn that solves
FUn = arg min
X∈UNBS×NS
E
[
Φchord
(
X,
{
V˜[k]
}K
k=1
) ∣∣∣∣{V˜[k]}K
k=1
∈ Rn
]
. (32)
Minimizing the objective function of the problem in (32) is similar to minimizing the
function Φchord
(
X,
{
V˜[k]
}K
k=1
)
, whose solution is found to be given by the Karcher mean
[61], [62]. Therefore, the new centroid of (32) can be calculated in a closed form as
Mn = eig1:NS
(∑
Rn
K∑
k=1
V˜[k]V˜∗[k]
)
, (33)
where eig1:NS(X) represents the first NS eigenvectors of the matrix X corresponding to the
NS largest eigenvalues.
• RF codewords approximation: The final objective of Algorithm 1 is to construct an RF
codebook FRF that minimizes the distortion in (29). Using the triangle inequality on the
chordal distances [63], the additional distortion due to the RF hardware constraints can be
bounded by
Φchord
(
URFn ,
{
V˜[k]
}K
k=1
)
− Φchord
(
FUn ,
{
V˜[k]
}K
k=1
)
≤ d2chord
(
FUn ,U
RF
n
)
, (34)
where URFn is the NS dominant left singular vectors of the nth RF codeword. As the chordal
distance between two Grassmannian points X,Y ∈ UNBS×NS is invariant to the right multi-
plication of any of them by a unitary matrix in UNS×NS , then we have d2chord
(
FUn ,U
RF
n
)
=
d2chord
(
FUn ,U
RF
n V
RF
n
)
= d2chord
(
FUn ,F
RF
n
(
FRF
∗
n F
RF
n
)− 1
2
)
. So, our objective is to solve
FRF
?
n = arg min|FRFn |p,q=1
d2chord
(
FUn ,F
RF
n
(
FRF
∗
n F
RF
n
)− 1
2
)
. (35)
Finding the exact solution of (35) is non-trivial because of the constant-modulus constraint
on the entries of FRFn . For the sake of a closed-form approximated solution, however, we
make the following two approximations, that will be shown by simulations in Section VII
to give very good results compared with the optimal unconstrained solution. (i) For large
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mmWave MIMO channels, the columns of FRFn can be chosen to be nearly orthogonal, i.e.,(
FRF
∗
n F
RF
n
) ≈ I. (ii) The hybrid precoding and the unconstrained points FRFn (FRF∗n FRFn )− 12
and FUn can be made very close [26]. Hence, by leveraging the locally Euclidean property
of the Grassmann manifold, the chordal distance in (35) can be replaced by the Euclidean
distance [26], [64]. Therefore, minimizing the distortion in (35) is approximately equal to
the following problem
FRF
?
n = arg min|FRFn |p,q=1
∥∥FUn − FRFn ∥∥2F . (36)
The problem in (36) is a per-entry optimization problem, of which the optimal solution is
given by [
FRF
?
n
]
p,q
= e
j]
(
[FUn ]p,q
)
, (37)
where the angle ]
([
FUn
]
p,q
)
can then be approximated to the closest quantized angle of
the available phase shifters.
The convergence of Algorithm 1 is shown in Fig. 2 for a 32 × 16 mmWave system with
NRF = 3 RF chains, and for a codebook size 128. The monotonic convergence of Algorithm 1
to a local optimal solution is guaranteed as the precoding codewords are updated in each iteration
according to the nearest neighbor and centroid steps (30) - (32) to make an additional reduction
in the distortion function [60]. In the next subsection, we extend the developed codebook to the
case when NS < NRF.
B. Case 2: NS < NRF
When NS < NRF, we can see from (19) that the optimal hybrid precoding based mutual
information depends on the value of the equivalent baseband precoders, and are not invariant
with respect to them because they will not have a unitary structure as when NS = NRF. Hence,
both the RF and baseband precoders FRF, {F[k]}Kk=1, need to be quantized and fed back to the
transmitter in this case. Inspired by the optimal structure of the baseband precoders in (18) and
by Remark 1, we propose to quantize the equivalent baseband precoders {G[k]} instead of the
baseband precoders. In addition to the intuitive good performance expected to be achieved with
equivalent baseband quantization thanks to following the optimal precoders structure, one main
advantage of equivalent baseband precoders quantization appears in the favorable structure of
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Fig. 2. Average distortion in (29) of the proposed RF codebook constructed using Algorithm 1 with NS = NRF = 3, and
codebook size NCB = 128. The rest of the channel and simulation parameters are similar to Fig. 4(a) described in Section VII.
The figure shows the convergence of the unconstrained and RF approximated codebooks to small distortion values.
the optimal equivalent baseband codebooks as will be discussed shortly. With RF and equivalent
baseband precoders quantization, the optimal mutual information is given by
I?HP =
max
FRF,{F[k]}Kk=1
1
K
K∑
k=1
log2
∣∣∣∣INMS + ρNS H[k]FRF (F∗RFFRF)− 12 G[k]G∗[k] (F∗RFFRF)− 12 F∗RFH∗[k]
∣∣∣∣
s.t. FRF ∈ FRF,
G[k] ∈ GBB ⊆ UNRF×NS , k = 1, 2, ..., K,
(38)
where the constraint GBB ⊆ UNRF×NS on the equivalent baseband precoders codebook GBB
follows from the unitary power constraint on the hybrid precoders, which requires the equivalent
baseband precoders to have a unitary structure. Before delving into the design of RF precoders
codebook FRF and the equivalent baseband precoders codebook GBB, we make the following
remark on the codebook structure of the optimal equivalent baseband precoders.
Remark 3. Regardless of the RF codebook, the optimal codebook for the equivalent baseband
precoders {G[k]}Kk=1 under a unitary hybrid precoding constraint is unitary.
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In the remaining part of this subsection, we present the proposed design and construction of
the RF and equivalent baseband precoders codebooks, FRF and GBB.
Hybrid Codebook Design Criterion: The objective now is to design FRF and GBB to
minimize the distortion function D (FRF,GBB) defined as the average mutual information loss of
limited feedback frequency selective hybrid precoding compared with the unconstrained perfect
channel knowledge solution. Formally, the distortion function D (FRF,GBB) is written as
D (FRF,GBB) = E{H[k]}Kk=1 [I
?
UC − I?HP] , (39)
where I?UC and I?HP are as defined in (25) and (38), respectively.
The main challenge of this distortion function is that the hybrid precoding mutual information
depends on the joint RF and equivalent baseband precoders codebooks as shown in (38), which
makes the direct design of these codebooks to minimize the distortion in (39) non-trivial. Next,
we leverage the optimal baseband prcoders structure in Section IV to derive an upper bound on
the limited feedback hybrid precoding distortion in (39). This bound will attempt to decouple
the distortion impact of the RF and equivalent baseband precoding codebooks, and therefore
simplify the hybrid codebook design problem. The limited feedback hybrid precoding distortion
D (FRF,GBB) in (39) can be written as
D (FRF,GBB) = E{H[k]}Kk=1 [I
?
UC − I?HP] , (40)
(a)
=E{H[k]}Kk=1
[
I?UC − max
FRF∈FRF
1
K
K∑
k=1
log2
∣∣∣∣INS + ρNS [Σ[k]]21:NS,1:NS
∣∣∣∣
]
︸ ︷︷ ︸
∆IRF
+ E{H[k]}Kk=1
[
max
FRF∈FRF
1
K
K∑
k=1
log2
∣∣∣∣INS + ρNS [Σ[k]]21:NS,1:NS
∣∣∣∣− I?HP
]
︸ ︷︷ ︸
∆IBB|RF
, (41)
= D (FRF) +D (GBB |FRF ) , (42)
where (a) follows by adding and subtracting the optimal hybrid precoding based mutual informa-
tion with optimal equivalent baseband precoding knowledge in (19). The first term is therefore
the average mutual information loss due to RF codebook alone, D (FRF), while the second term
represents the additional loss with equivalent baseband precoders quantization D (GBB |FRF ).
Exploiting the optimal baseband precoders design in (18), we can bound mutual information
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loss due to RF quantization as
∆IRF (a)= 1
K
K∑
k=1
log2
∣∣∣∣I + ρNS Σ˜[k]2
∣∣∣∣
− max
FRF∈FRF
1
K
K∑
k=1
NS∑
i=1
log2
(
1 +
ρ
NS
λi (Σ[k]V
∗[k]URFV∗RFVRFU
∗
RFV[k]Σ
∗[k])
)
, (43)
(b)
≤ 1
K
K∑
k=1
log2
∣∣∣∣I + ρNS Σ˜[k]2
∣∣∣∣
− max
FRF∈FRF
1
K
K∑
k=1
NS∑
i=1
log2
(
1 +
ρ
NS
λi
(
Σ˜[k]V˜∗[k]URFU∗RFV˜[k]Σ˜
∗
[k]
))
, (44)
=
1
K
K∑
k=1
log2
∣∣∣∣I + ρNS Σ˜[k]2
∣∣∣∣
− max
FRF∈FRF
1
K
K∑
k=1
log2
∣∣∣∣I + ρNS Σ˜[k]V˜∗[k]URFU∗RFV˜[k]Σ˜∗[k]
∣∣∣∣ , (45)
(c)≈ min
FRF∈FRF
1
K
K∑
k=1
d
2
chord
(
URF, V˜[k]
)
, (46)
= min
FRF∈FRF
Φchord
(
URF,
{
V˜[k]
}K
k=1
)
, (47)
where (a) follows from the design of the optimal baseband precoder in (18). The bound in (b)
follows by considering only the NS dominant right singular vectors of the channel, i.e., the first
NS columns of V[k], and (c) follows by considering the large mmWave MIMO approximations
used in (23). In (c), dchord is the generalized chordal distance between subspaces of different
dimensions defined as d
2
chord
(
URF, V˜[k]
)
= min (NRF, NS) −
∥∥∥U∗RFV˜[k]∥∥∥2
F
[65], where the
dimensions of URF and V˜[k] are NBS × NRF and NBS × NS, respectively. Finally, Φchord(.) is
defined as in (29), but with respect to the generalized chordal distance dchord(.). Given the result
in (47), we reach the following bound on D (FRF)
D (FRF) ≤ E
[
min
FRF∈FRF
1
K
K∑
k=1
Φchord
(
FRF,
{
V˜[k]
}K
k=1
)]
. (48)
Now, we derive a similar bound on the additional distortion due to the equivalent baseband
quantization given a certain RF codebook D (GBB |FRF ). Let F?RF ∈ FRF be the solution of (19),
i.e., the solution of the first term in ∆IBB|RF in (41), and Σ?[k] be the corresponding Σ[k].
As F?RF represents a feasible (not necessarily the optimal) solution of the problem in (38), then
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D (GBB |FRF ) in (42) can be bounded as
D (GBB |FRF ) ≤ E
[
1
K
K∑
k=1
(
log2
∣∣∣∣INS + ρNS [Σ[k]]21:NS,1:NS
∣∣∣∣
+ max
G[k]∈GBB
log2
∣∣∣∣INS + ρNS [Σ[k]]21:NS,1:NS [V[k]]∗:,1:NS G[k]G∗[k] [V[k]]:,1:NS
∣∣∣∣)] ,
(49)
(a)≈ E
[
min
G∈GBB
1
K
K∑
k=1
dchord
(
G,
[
V[k]
]
:,1:NS
)]
, (50)
= E
[
min
G∈GBB
Φchord
(
G,
{[
V[k]
]
:,1:NS
}K
k=1
)]
, (51)
where (a) follows by considering the large mmWave MIMO approximations used in (23). The
codebook design objective is then to minimize the upper bound on the distortion function, that
is given by the bounds in (51), (48) on D (FRF) +D (GBB |FRF ).
Hybrid Codebook Construction: Given the distortion function upper bounds in (48) and
(51), we will design the RF codebook FRF to minimize the derived bound on D (FRF). Then,
we will design the equivalent baseband codebook GBB to minimize the bound on the additional
distortion of the equivalent baseband precoders quantization D (GBB |FRF ). As the distortion
bounds in (48) and (51) are similar to the expression of the RF codebook distortion in (29), we
use Algorithm 1 to design the hybrid RF and equivalent baseband codebooks FRF and GBB. For
the RF codebook, Algorithm 1 will be used, but with replacing the chordal distance dchord (.)
in (30), (32), (34), (35) by the generalized chordal distance between subspaces of different
dimensions in (47). To build the unitary equivalent baseband precoders codebook, Algorithm 1
will be also used, but without step 4-c as no RF approximation is required. Even though the
dependence of the distortion function D (GBB |FRF ) on the RF codebook FRF is relaxed in the
design, i.e., the RF and baseband codebooks are sequentially designed, the developed hybrid
codebooks achieve good performance compared with the perfect channel knowledge case as will
be shown in Section VII.
VI. GRAM-SCHMIDT BASED GREEDY HYBRID PRECODING
The optimal hybrid precoding design for any given RF codebook was derived in Section IV. An
exhaustive search over the RF codebook, however, is still required to find the optimal RF precoder
in (19). This search may be of high complexity, especially for large antenna systems. Therefore,
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and inspired by the optimal baseband precoder structure in (18), we develop a greedy frequency
selective hybrid precoding algorithm in this section based on Gram-Schmidt orthogonalization.
Different from prior work that mainly depends on heuristic ideas for the joint design of the
RF and baseband precoders [26], [47], [50], we will make statements on the optimality of the
proposed algorithm in some cases, even though it sequentially designs the RF and baseband
precoders.
Equation (19) showed that the optimal hybrid precoding based mutual information can be
written as a function of the RF precoding alone. Hence, the remaining problem was to determine
the best RF precoding matrix, i.e., the best NRF beamforming vectors, from the RF precoding
codebook FRF. This requires making an exhaustive search over the matrices codewords in FRF.
A natural greedy approach to construct the hybrid precoder is to iteratively select the NRF RF
beamforming vectors to maximize the mutual information. In this paper, we call this the direct
greedy hybrid precoding (DG-HP) algorithm. For simplicity of exposition, we will assume that
the RF beamforming vectors of the NRF RF chains are to be selected from the same vector
codebook FvRF =
{
fRF1 , ..., f
RF
NCB
}
, but choosing unique codewords. Extensions to the case when
each of the NRF RF beamforming vectors is taken from a different codebook is straightforward.
The operation of the DG-HP algorithm then consists of NRF iterations. In each iteration, the
RF beamforming vector from FvRF that maximizes the mutual information at this iteration will
be selected. Let the NBS × (i− 1) matrix F(i−1)RF denote the RF precoding matrix at the end of
the (i− 1)th iteration. Then by leveraging the optimal baseband precoder structure in (18), the
objective of the ith iteration is to select fRFn ∈ FvRF that solves
I(i)HP = max
fRFn ∈FvRF
1
K
K∑
k=1
i∑
`=1
log2
(
1 +
ρ
NS
λ`
(
H [k] F˙
(i,n)
RF
(
F˙
(i,n)∗
RF F˙
(i,n)
RF
)−1
F˙
(i,n)∗
RF H [k]
∗
))
,
(52)
with F˙(i,n)RF =
[
F
(i−1)
RF , f
RF
n
]
. The best vector fRFn? will be then added to the RF precoding matrix
to form F(i)RF =
[
F
(i−1)
RF , f
RF
n?
]
. The achievable mutual information with this algorithm is then
IDG−HPHP = I(NRF)HP . The main limitation of this algorithm is that it still requires an exhaustive
search over FvRF and eigenvalues calculation in each iteration. The objective of this section is to
develop a low-complexity algorithm that has a similar (or very close) performance to this DG-HP
algorithm. In the next subsection, we will make the first step towards this goal by proving that
a Gram-Schmidt based algorithm can lead to exactly the same performance of the DG-HP. This
25
will be then leveraged into the design of our algorithm in Section VI-B.
A. Gram-Schmidt Based Greedy Hybrid Precoding
In hybrid analog/digital precoding architectures, the effective channel seen at the baseband is
through the RF precoders lens. This gives the intuition that it is better for the RF beamforming
vectors to be orthogonal (or close to orthogonal), as this physically means that the effective
channel will have a better coverage over the dominant subspaces belonging to the actual channel
matrix. This intuition is also confirmed by the structure of the optimal baseband precoder
discussed in Remark 1, as the overall matrix FRF (F∗RFFRF)
− 1
2 has a semi-unitary structure.
Indeed, this observation can also be related to the structure of the solutions of the nearest matrix
and nearest tight frame problems [66], [67]. This note means that in each iteration i of the
greedy hybrid precoding algorithm in (52) with a selected codeword fRFn? , the additional mutual
information gain over the previous iterations is due to the contribution of the component of fRFn?
that is orthogonal on the existing RF precoding matrix F(i−1)RF . Based on that, we modify the
DG-HP algorithm by adding a Gram-Schmidt orthogonalization step in each iteration i to project
the candidate beamforming codewords on the orthogonal complement of the subspace spanned
by the selected codewords in F(i−1)RF . This can be simply done by multiplying the candidate
vectors by the projection matrix P(i−1)⊥ =
(
INBS − F(i−1)RF
(
F
(i−1)∗
RF F
(i−1)
RF
)−1
F
(i−1)∗
RF
)
. Given
the optimal precoder design in (18), the mutual information at the ith iteration of the modified
Gram-Schmidt hybrid precoding (GS-HP) algorithm can be written as
I(i)HP = max
fRFn ∈FvRF
1
K
K∑
k=1
i∑
`=1
log2
(
1 +
ρ
NS
λ`
(
H [k] F
(i,n)
RF
(
F
(i,n)
RF
∗
F
(i,n)
RF
)−1
F
(i,n)
RF
∗
H [k]∗
))
,
(53)
(a)
= max
fRFn ∈FvRF
1
K
K∑
k=1
i∑
`=1
log2
(
1 +
ρ
NS
λ`
(
T(i−1) + H[k]P(i−1)
⊥
fRFn f
RF
n
∗
P(i−1)
⊥∗
H∗[k]
))
,
(54)
with F
(i,n)
RF =
[
F
(i−1)
RF ,P
(i−1)⊥fRFn
]
, and T(i−1) = H [k] F(i−1)RF
(
F
(i−1)
RF
∗
F
(i−1)
RF
)−1
F
(i−1)
RF
∗
H [k]∗.
Note that T(i−1) is a constant matrix at iteration i, and (a) follows from the Gram-Schmidt
orthogonalization which allows the matrix F
(i,n)
RF
(
F
(i,n)
RF
∗
F
(i,n)
RF
)− 1
2
at iteration i to be written
as
[
F
(i−1)
RF
(
F
(i−1)
RF
∗
F
(i−1)
RF
)− 1
2
,P(i−1)
⊥
fRFn
]
. Hence, the eigenvalues calculation in (54) can be
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Algorithm 2 Approximate Gram-Schmidt Based Frequency Selective Hybrid Precoding
Initialization
1) Construct Π = V˜HΣ˜H, with Σ˜H = diag
(
Σ˜1, ..., Σ˜K
)
and V˜H =
[
V˜1, ..., V˜K
]
.
Set FRF = Empty Matrix. Define ACB =
[
fRF1 , ..., f
RF
NvCB
]
, where fRFn , n = 1, ..., N
v
CB are
the codewords in FRF
RF Precoder Design
2) For i, i = 1, ..., NRF
a) Ψ = Π∗ACB
b) n? = arg maxn=1,2,..NvCB
∥∥∥[Ψ]:,n∥∥∥
2
.
c) F(i)RF =
[
F
(i−1)
RF f
RF
n?
]
d) Π =
(
INBS − F(i)RF
(
F
(i)∗
RF F
(i)
RF
)−1
F
(i)∗
RF
)
Π
Digital Precoder Design
3) F[k] = F(NRF)RF
(
F
(NRF)
∗
RF F
(NRF)
RF
)− 1
2 [
V[k]
]
:,1:NS
, k = 1, ..., K, with V[k] defined in (18)
calculated as a rank-1 update of the previous iteration eigenvalues, which reduces the over-
all complexity [68]. The best vector fRFn? will be then added to the RF precoding matrix to
form F(i)RF =
[
F
(i−1)
RF , f
RF
n?
]
. At the end of the NRF iterations, the achieved mutual information
is IGS−HPHP = I
(NRF)
HP . In the following proposition, we prove that this Gram-Schmidt hybrid
precoding algorithm is exactly equivalent to the DG-HP algorithm.
Proposition 4: The achieved mutual information of the direct greedy hybrid precoding algo-
rithm in (52) and the Gram-Schmidt based hybrid precoding algorithm in (53) are exactly equal,
i.e., IDG−HPHP = IGS−HPHP .
Proof: See Appendix B.
B. Approximate Gram-Schmidt Based Greedy Hybrid Precoding
The main advantage of the Gram-Schmidt hybrid precoding design in Section VI-A is that
it leads to a near-optimal low-complexity design of the frequency selective hybrid precoding as
will be discussed in this section. Given the optimal baseband precoding solution in (18), the
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mutual information at the ith iteration in (53) can be written as
I(i)HP = max
fRFn ∈FvRF
1
K
K∑
k=1
i∑
`=1
log2
(
1 +
ρ
NS
λ`
(
H [k] F
(i,n)
RF
(
F
(i,n)
RF
∗
F
(i,n)
RF
)−1
F
(i,n)
RF
∗
H [k]∗
))
,
(55)
(a)
≥ max
fRFn ∈FvRF
1
K
K∑
k=1
i∑
`=1
log2
(
1 +
ρ
NS
λ`
(
Σ˜[k]V˜∗[k]F
(i,n)
RF
(
F
(i,n)
RF
∗
F
(i,n)
RF
)−1
F
(i,n)
RF
∗
V˜[k]Σ˜
∗
[k]
))
,
(56)
(b)≈ 1
K
K∑
k=1
(
log2
∣∣∣∣I + ρNS Σ˜[k]2
∣∣∣∣− tr(Σ˜[k]))
+ max
fRFn ∈FvRF
1
K
K∑
k=1
∥∥∥∥Σ˜[k]V˜∗[k]F(i,n)RF (F(i,n)RF ∗F(i,n)RF )− 12∥∥∥∥2
F
, (57)
where the bound in (a) is by considering only the first NS dominant singular values of H[k], and
(b) follows from using the large mmWave MIMO approximations used in (23). The objective
then of the ith iteration is to select fRFn ∈ FRF that solves
fRFn? = arg max
fRFn ∈FvRF
1
K
K∑
k=1
∥∥∥∥Σ˜[k]V˜∗[k]F(i,n)RF (F(i,n)RF ∗F(i,n)RF )− 12∥∥∥∥2
F
, (58)
(a)
=
∥∥∥∥Σ˜HV˜∗HF(i−1)RF (F(i−1)∗RF F(i−1)RF )− 12∥∥∥∥2
F
+ arg max
fRFn ∈FvRF
∥∥∥Σ˜HV˜∗HP(i−1)⊥fRFn ∥∥∥2
2
, (59)
where Σ˜H = diag
(
Σ˜[1], ..., Σ˜[K]
)
, V˜H =
[
V˜[1], ..., V˜[K]
]
, and (a) is a result of the Gram-
Schmidt processing which makes F
(i,n)
RF
(
F
(i,n)
RF
∗
F
(i,n)
RF
)− 1
2
with F
(i,n)
RF =
[
F
(i−1)
RF ,P
(i−1)⊥fRFn
]
at the ith iteration equals to
[
F
(i−1)
RF
(
F
(i−1)∗
RF F
(i−1)
RF
)− 1
2
,P(i−1)
⊥
f
(i)
n
]
. The problem in (59) is
simple to solve with just a maximum projection step. We call this algorithm the approximate
Gram-Schmidt hybrid precoding (Approximate GS-HP) algorithm. As shown in Algorithm 2,
the developed algorithm sequentially build the RF and baseband precoding matrices in two
separate stages. First, the RF beamforming vectors are iteratively selected to solve (59). Then,
the baseband precoder is optimally designed according to (18). Despite its sequential design of the
RF and baseband precoders, which reduces the complexity when compared with prior solutions
that mostly depend on the joint design of the baseband and RF precoding matrices [26], [47],
Algorithm 2 achieves a significant gain over prior solutions, and gives a very close performance
to the optimal solution in (19), as will be shown in Section VII. In fact, for some special cases
28
TABLE I
TOTAL FEEDBACK OVERHEAD WITH THE PROPOSED LIMITED FEEDBACK HYBRID PRECODING STRATEGIES
Hybrid Precoders Quantization Scheme RF Bits BRF Baseband Bits BBB
NS = NRF NS < NRF
RF matrices quantization with FRF codebook and baseband matrices
quantization with GBB codebook as in Section V
log2 |FRF| 0 K log2 |GBB|
RF vectors quantization with FvRF codebook and baseband matrices
quantization with GBB codebook as in Section V
NRF log2 |FvRF| 0 K log2 |GBB|
like the case when NS = NRF, Algorithm 2 can be proved to provide the optimal baseband and
RF precoding design of the problem max
FRF∈FRF,‖FRFF[k]‖2F≤NRF
1
K
∑K
k=1
∥∥∥Σ˜ [k] V˜∗ [k] FRFF [k]∥∥∥2
F
which has been an important optimization objective for many hybrid precoding papers [26],
[47].
C. Total Feedback Overhead
In this subsection, we summarize the feedback overhead associated with the proposed hybrid
precoding strategies in Section V and Section VI as illustrated in Table I.
In Section V, we develop an algorithm to construct efficient codebooks FRF for RF precoding
matrices. Hence, the MS will need to feedback the index of the best RF precoding codeword,
i.e., BRF = log2 |FRF| bits. For the baseband precoders, we found in Section IV that the optimal
baseband precoder can be written in terms of the RF precoder and a semi-unitary matrix (the
equivalent baseband precoder). In the case when NS = NRF, though, this equivalent baseband
precoder takes a unitary structure, and the spectral efficiency is invariant to this equivalent
baseband precoder. Hence, no baseband feedback bits are needed in this case. If NS < NRF,
log2 |GBB| bit will be needed for each subcarrier.
In Section VI-B, we developed a greedy hybrid precoding algorithm that requires only a per
RF beamforming vector codebook FvRF. Hence, the index of the best codeword for each RF
beamforming vectors will be fed back, i.e., a total of BRF = NRF log2 |FvRF| bits. The baseband
feedback bits are similar to the other scheme.
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Fig. 3. The performance of the optimal hybrid precoding design under different power constraints in Proposition 1, Corollary
2, and Proposition 3 versus the SNR in (a) and versus the number of channel clusters with SNR = 0 dB in (b). The adopted
system model has NBS = 32 antennas, NMS = 8 antennas, and NS = NRF = 3.
VII. SIMULATION RESULTS
In this section, we validate our analytical results and evaluate the performance of the proposed
codebooks and hybrid precoding designs using numerical simulations. We adopt the wideband
mmWave channel as in (3)-(4), where a raised-cosine filter is adopted for the pulse shaping
function [56], i.e., prc (t) is modeled as
prc (t) =

pi
4
sinc
(
1
2β
)
, t = ± Ts
2β
sinc
(
t
Ts
)
cos(piβtTs )
1−( 2βtTs )
2 , otherwise,
(60)
with Ts the sampling time and the roll-off factor β = 1. The number of clusters is assumed to be
L = 6, and the center AoAs/AoDs of the L clusters θ`, φ` are assumed to be uniformly distributed
in [0, 2pi). Each cluster has R` = 5 rays with Laplacian distributed AoAs/AoDs [26], [55], and
angle spread of 10o. The number of system subcarriers K equals 512, and the cyclic prefix
length is D = 128, which is similar to 802.11ad [16]. The paths delay is uniformly distributed
in [0, DTs]. While the proposed algorithms and codebooks are general for large MIMO channels,
we assume in these simulations that both the BS and MS has a ULA with NRF = 3. Hence,
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aBS (φ) is defined as
aBS (φ) =
1√
NBS
[
1, ej
2pi
λ
ds sin (φ), ..., ej(NBS−1)
2pi
λ
ds sin(φ)
]T
, (61)
where λ is the signal wavelength, and ds is the distance between antenna elements with ds = λ/2.
The array response vectors at the MS, aMS (θ), can be written in a similar fashion.
A. Optimal Hybrid Precoders and Codebook Designs
First, we compare the performance of the optimal hybrid precoders and the fully-digital
unconstrained precoders for different power constraints in Fig. 3(a)-Fig. 3(b). For these figures,
we adopt the system model in Section II with NBS = 32 antennas, NMS = 8 antennas,
and NS = NRF = 3 streams. In Fig. 3(a), the spectral efficiencies of the optimal hybrid
precoders under total power constraints, per-subcarrier total power constraints, and unitary power
constraints are plotted, and compared with the spectral efficiencies of the SVD unconstrained
precoding under the same power constraints. Fig. 3(a) shows that the gain of total power
constraints over unitary constraints is limited, and decreases with the SNR. The same setup is
adopted again in Fig. 3(b) where the optimal hybrid precoders under different power constraints
are compared for different numbers of channel clusters, assuming that each cluster contributes
with a single ray, and fixing the number of transmitted streams at NS = 3. Fig. 3(b) illustrates
that the gain of total power constraints over unitary constraints increases when the channel is
very sparse, i.e., when a very small number of clusters exist. This gain, though, is very small if
the channel has more than 4-5 clusters.
Next, we evaluate the performance of the proposed hybrid precoding codebooks in Fig. 4,
adopting the system model in Fig. 1 with NBS = 32 antennas, and NMS = 16 antennas. In
Fig. 4(a), the case NS = NRF = 3 is considered, the RF codebook is constructed using Algorithm
1 with different sizes, and the hybrid precoders are designed according to (19). Fig. 4(a) shows
that the proposed codebook improves the performance compared with the prior work in [26],
even though much smaller numbers of feedback bits are needed, namely 10 and 7 bits compared
with 18 bits in the case of beamsteering codebooks in [26], [47]. In Fig. 4(b), the same setup
is considered again, but with NS = 2 streams and NRF = 3 RF chains. In this case, the hybrid
codebooks are constructed as explained in Section V-B, with an RF codebook of size 128 and an
equivalent baseband precoders codebook of size 8. The figure shows that a very good performance
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Fig. 4. The performance of the proposed hybrid codebook design in Algorithm 1, compared with the unconstrained SVD
solution, and the prior work in [26], for the case when NS = NRF = 3 in (a), and the case NS = 2, NRF = 3 in (b).
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Fig. 5. The performance of the approximate Gram-Schmidt hybrid precoding design in Algorithm 2 compared with the optimal
hybrid precoding solution in (19), the unconstrained SVD solution, and the prior work in [26]. The system has NBS = 32
antennas, NMS = 16 antennas, and NS = NRF = 3.
can be also achieved with the designed codebook, despite the relatively small codebook sizes.
Further, Fig. 4 shows that the proposed limited feedback hybrid precoding codebooks achieve a
good slope with the SNR relative to the unconstrained with perfect channel knowledge solution.
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Fig. 6. The performance of the approximate Gram-Schmidt hybrid precoding design in Algorithm 2 for different codebook sizes,
compared with the unconstrained SVD solution, and the prior work in [26]. The system has NBS = 64 antennas, NMS = 16
antennas, and NS = NRF = 3.
B. Low-Complexity Gram-Schmidt Based Greedy Hybrid Precoding
In Fig. 5 and Fig. 6, we validate the result in Proposition 4, in addition to evaluating the
approximate Gram-Schmidt based hybrid precoding algorithm. In Fig. 5, the same setup of
Fig. 4(a) is adopted, and the hybrid precoders are greedily constructed using the direct greedy
hybrid precoding algorithm in (52), the Gram-Schmidt hybrid precoding in (53), and the low-
complexity approximate Gram-Schmidt hybrid precoding design in Algorithm 2. The spectral
efficiencies achieved by these greedy algorithms are compared with the optimal hybrid precoding
design in (19) where the RF precoders are selected through an exhaustive search over the
RF beamforming vectors codebook. The rates are also compared with the prior solution in
[26]. For a fair comparison, we assume that each RF beamforming vector is selected from a
beamsteering codebook with a size NvCB = 64. First, Fig. 5 shows that the direct greedy and
Gram-Schmidt based hybrid precoding algorithms achieve exactly the same performance which
verifies Proposition 4. Their performance is also shown to be almost equal to the optimal solution
given by (19). Despite its low-complexity, the developed approximate Gram-Schmidt hybrid
precoding design in Algorithm 2 achieves a very close performance to the optimal solution. We
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Fig. 7. The performance of the approximate Gram-Schmidt hybrid precoding design in Algorithm 2 compared with the fully-
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NRF = NS.
emphasize here that any hybrid precoding design can not perform better that the shown optimal
hybrid precoding solution with the considered RF codebook, which confirms the near-optimal
result of the proposed algorithm. This is also clear in the considerable gain obtained by the
proposed algorithm compared with the prior solution in [26]. Also, it is worth mentioning that
the developed hybrid precoding algorithms in this paper can be applied to any large MIMO
system (not specifically mmWave systems). The same setup is considered in Fig. 6, but with
NBS = 64 antennas. Fig. 6 illustrates the gain achieved by Algorithm 2 compared with the
designs in [26] for different codebook sizes.
In Fig. 7, we evaluate the performance of the proposed approximate Gram-Schmidt hybrid
precoding algorithm compared with the digital unconstrained solution for different numbers of
transmitted data streams. In this figure, we adopt the same setup of Fig. 4(a), but with NBS = 32
antennas and NMS = 8 antennas. Further, each RF beamforming vector is selected from a
beamsteering codebook with a size NvCB = 128. The number of RF chains are assumed to
be equal to the number of data streams. First, Fig. 7 shows that the performance of the both
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Fig. 8. The performance of the approximate Gram-Schmidt hybrid precoding design in Algorithm 2 compared with the fully-
digital SVD solution for different numbers of data streams. The system has NBS = 32 antennas, NMS = 8 antennas, and
NRF = NS.
the unconstrained precoding and the hybrid precoding increases then decreases again with the
number of data streams. This decrease with large numbers of transmitted data streams is a result
of the sparse mmWave channels and the equal power allocation among the different streams,
which causes some power to be allocated to less important multi-path components. The solution
to this problem is what is called multi-mode precoding [38], [69]. Further, this figure illustrates
that the difference between the proposed hybrid precoding algorithm and digital SVD solution
is small at both the small number of streams and the large number of streams regimes, which
also follows from the sparsity of mmWave channels.
C. Gain of RF Chains
In Table I, we summarize the required feedback overhead for the limited feedback operation
of OFDM-based hybrid precoding systems. Table I shows that when the number of transmitted
streams equals the number of RF chains, NS = NRF, then only the feedback bits that correspond
to the RF precoding codeword need to be fed back to the transmitter. Note that the reason
is not that we only need RF beamforming for this case, but because the optimal baseband
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TABLE II
REQUIRED FEEDBACK OVERHEAD FOR THE HYBRID PRECODING TRANSMISSION IN FIG. 8 WITH NS = 2 STREAMS
Number of RF chains NRF 2 3 4 5 6
RF feedback bits NRF log2 |FvRF| 10 bits 15 bits 20 bits 25 bits 30 bits
Baseband feedback bits per subcarrier 0 bits 6 bits 6 bits 6 bits 6 bits
Total feedback bits for 512 subcarriers 10 bits 3087 bits 3092 bits 3097 bits 3102 bits
Spectral efficiency with NS = 2 streams 8.6 bps/Hz 9.4 bps/Hz 9.5 bps/Hz 9.6 bps/Hz 9.7 bps/Hz
precoder, as obtained by Proposition 3, can be written as a matrix that depends only on the
RF precoder multiplied by a unitary matrix. Table I also shows that the number of feedback
bits scales linearly with the number of subcarriers if NS < NRF. It is, therefore, interesting
to evaluate the gain of employing more RF chains than the number of streams, as achieving
this gain requires considerable feedback overhead. In Fig. 8, we plot the spectral efficiency
achieved with the proposed Gram-Schmidt greedy hybrid precoding versus the number of RF
chains for NS = 1, 2, and 3 streams. The RF beamforming vectors are quantized with 5 bits and
the equivalent baseband precoders are quantized with 6 bits. This figure shows that the spectral
efficiency gain of having more RF chains saturates after a few RF chains. Fig. 8 also illustrates
that having a number of RF chains NRF = 2NS achieves less than 20% gain, with the cost
of much more feedback overhead. The required numbers of feedback bits and the achievable
spectral efficiency are also listed in Table II for the case NS = 2 streams. Table II shows that 3102
bits are needed to achieve 9.7 bps/Hz spectral efficiency when 6 RF chains are employed, while
only 10 bits are enough to obtain 8.6 bps/Hz when NRF = NS = 2. These results indicate that
activating a number of RF chains equals to the number of data streams may be a good technique
to reduce the feedback overhead and increase the feasibility of limited feedback operation in
hybrid precoding based wideband mmWave systems.
VIII. CONCLUSION
In this paper, we investigated limited feedback hybrid precoding design for wideband mmWave
systems. First, we derived the optimal hybrid precoding design that maximizes the achiev-
able mutual information for any given RF codebook, and showed that the optimal baseband
structure can be decomposed into an RF precoder dependent matrix and a unitary matrix.
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This indicated that when the number of data streams equals to the number of RF chains,
only the feedback of the RF precoder index is sufficient to achieve the maximum mutual
information. Exploiting the structure of the optimal hybrid precoders, we also showed that the
codebook of the equivalent baseband precoders should have a unitary structure. These notes led to
efficient hybrid analog/digital precoders codebooks for spatial multiplexing in wideband mmWave
systems. Further, we developed a novel greedy hybrid precoding algorithm based on Gram-
Schmidt orthogonalization. Thanks to this Gram-Schmidt orthogonalization, we showed that only
sequential design of the RF and baseband precoders is required to achieve the same performance
of more sophisticated algorithms that requires a joint design of the RF and baseband precoders
in each step. Simulation results illustrated that the proposed codebook and precoding algorithms
improve over prior work and stay within a small gap from the unconstrained perfect channel
knowledge solutions. For future work, it would be interesting to exploit the frequency correlation
of mmWave channels to reduce the feedback overhead corresponding to the baseband precoders,
which can enhance the feasibility of limited feedback in mmWave systems. Also, another
important extension would be to design efficient hybrid precoding codebooks for wideband
multi-user millimeter wave systems.
APPENDIX A
Proof of Proposition 1: Consider the inner problem of (8), we first state the following
lemma regarding this problem which is inspired by the orthogonalization concept of the nearest
matrix problem in [66].
Lemma 5: Making the change of variables F[k] = (F∗RFFRF)
− 1
2 G[k], where we call G[k] the
equivalent baseband precoder, the inner problem of (8) is equivalent to the following problem.
max
{G[k]}Kk=1
1
K
K∑
k=1
log2
∣∣∣∣INS + ρNS H[k]FRF (F∗RFFRF)− 12 G[k]G∗[k] (F∗RFFRF)− 12 F∗RFH∗[k]
∣∣∣∣
s.t.
K∑
k=1
‖G[k]‖2F = KNS. (62)
Proof: Consider the mapping ψ : CNRF×NS → CNRF×NS , ψ (G[k]) = (F∗RFFRF)−
1
2 G[k] =
F[k], and let SF[k] be the set of matrices F[k]’s defining the domain of the problem (8). To prove
the equivalence between the problem in Lemma 5, and the inner problem of (8), it is sufficient to
37
prove that ψ(.) is a one-to-one mapping with ψ (dom (ψ)) covering the domain of the problem
(8), i.e., ψ (dom (ψ)) ⊃ SF[k] [70].
As the matrices FRF in FRF are assumed to have linearly independent columns, then the
matrix A = F∗RFFRF is non-singular, and we have ψ
−1 (ψ (G[k])) = A
1
2A−
1
2G[k] = G[k],
which proves that ψ is a linear one-to-one mapping. Finally, as the matrix A is non-singular,
then for any matrix F[k] ∈ SF[k], we have a corresponding G[k] = A 12F[k] ∈ dom (ψ), with
A−
1
2G[k] ∈ ψ (dom (ψ)), which implies that ψ (dom (ψ)) ⊃ SF[k], and this completes the proof.
Now, considering the equivalent optimization problem in Lemma 5, this problem is a standard
MIMO precoder design problem with a mutual information maximization objective, in which
the optimal equivalent baseband precoder G?[k] is given by
G?[k] =
[
V[k]
]
:,1:NS
Λ[k], k = 1, 2, ..., K, (63)
with
[
V[k]
]
:,1:NS
and Λ[k] as defined in Proposition 1. Finally, the one-to-one mapping ψ results
in the optimal baseband precoder F?[k] as defined in equation (9). It is worth mentioning here
that a similar trick to that in Lemma 5 has been concurrently and independently used in [48]
for the heuristic hybrid precoding algorithm proposed in that work, but with no proof on the
problems equivalence.
APPENDIX B
Proof of Proposition 4: To prove that IGS−HPHP = IDG−HPHP , it is sufficient to prove that F(NRF)RF
of the GS-HP and DG-HP algorithms are equal. To do that, we will show that both the algorithms
choose the same RF beamforming vector in each iteration, i.e., F(i)RF is equal for i = 1, ..., NRF.
This can be proved using mathematical induction as follows. At the first iteration, the two
algorithms do the exhaustive search over the same codebook FRF, and consequently select the
same beamforming vectors. Now, suppose that the two algorithms reach the same RF precoding
matrix F(i−1)RF at iteration i−1, we need to prove that they both select the same RF beamforming
vector at iteration i, i.e., we need to prove that both (52) and (53) choose beamforming vectors
with the same index. To prove that, it is enough to show that the contributions of the nth
beamforming vector fRFn from FvRF in (52) and (53) are equal. i.e., we need to prove that
log2
∣∣∣∣INS + ρNS H[k]F˙(i,n)RF
(
F˙
(i,n)∗
RF F˙
(i,n)
RF
)− 1
2
G?[k] (G?[k])∗
(
F˙
(i,n)∗
RF F˙
(i,n)
RF
)− 1
2
F˙
(i,n)∗
RF H
∗[k]
∣∣∣∣ =
38
log2
∣∣∣∣INS + ρNS H[k]F(i,n)RF
(
F
(i,n)∗
RF F
(i,n)
RF
)− 1
2
G
?
[k]
(
G
?
[k]
)∗ (
F
(i,n)∗
RF F
(i,n)
RF
)− 1
2
F
(i,n)∗
RF H
∗[k]
∣∣∣∣ (64)
Given the optimal baseband precoder in (18), and denoting the SVD of F˙(i,n)RF as F˙
(i,n)
RF =
U˙
(i,n)
RF Σ˙
(i,n)
RF V˙
(i,n)∗
RF , the LHS of (64) can be written as
log2
∣∣∣∣INS + ρNS H[k]F˙(i,n)RF
(
F˙
(i,n)∗
RF F˙
(i,n)
RF
)− 1
2
G?[k] (G?[k])∗
(
F˙
(i,n)∗
RF F˙
(i,n)
RF
)− 1
2
F˙
(i,n)∗
RF H
∗[k]
∣∣∣∣
=
i∑
`=1
log2
(
1 +
ρ
NS
λ`
(
H[k]F˙
(i,n)
RF
(
F˙
(i,n)∗
RF F˙
(i,n)
RF
)−1
F˙
(i,n)∗
RF H
∗[k]
))
, (65)
=
i∑
`=1
log2
(
1 +
ρ
NS
λ`
(
H[k]U˙
(i,n)
RF U˙
(i,n)∗
RF H
∗[k]
))
. (66)
The RHS of (64) can be similarly written, but with U˙(i,n)RF replaced by U
(i,n)
RF where F
(i,n)
RF =
U
(i,n)
RF Σ
(i,n)
RF V
(i,n)∗
RF . Hence, we need to prove that U˙
(i,n)
RF U˙
(i,n)∗
RF = U
(i,n)
RF U
(i,n)∗
RF . Let fn = P
(i−1)⊥fn
denote the last column of F
(i,n)
RF . As fn is a result of successive Gram-Schmidt operations,
we can write fn = fn + F
(i−1)
RF αn, where αn is a vector results from the Gram-Schmidt
process. Consequently, F˙(i,n)RF can be written as F˙
(i,n)
RF = F
(i,n)
RF EC , where EC =
 I α
0T 1

is an elementary column operation matrix. Now, we note that U˙(i,n)RF U˙
(i,n)∗
RF = F˙
(i,n)
RF F˙
(i,n)†
RF =
F
(i,n)
RF ECE
−1
C F
(i,n)†
RF = U
(i,n)
RF U
(i,n)∗
RF , as EC is an i× i full-rank matrix.
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