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INVARIANTE DIFFERENTIALOPERATOREN UND DIE
FROBENIUS-ZERLEGUNG EINER G-VARIETA¨T
ILKA AGRICOLA
Zusammenfassung. SeiG eine zusammenha¨ngende reduktive komplexe algebraische Gruppe,
die auf einer glatten affinen komplexen Varieta¨t M wirke, und bezeichne DG(M) die G-
invarianten algebraischen Differentialoperatoren auf M . Zerlegt man den Koordinatenring
C[M ] in G-isotypische Komponenten, so zeigen wir, daß die hierbei auftretenden Vielfach-
heitenra¨ume irreduzible DG(M)-Moduln sind, zentralen Charakter haben und durch diesen
eindeutig bestimmt sind. Anschließend beschreiben wir die analoge Zerlegung fu¨r reelle For-
men und zeigen anhand einiger singula¨rer Beispiele, daß fu¨r nicht glatte Varieta¨ten a¨hnliche
Ergebnisse nicht zu erwarten sind.
1. Die algebraischen Differentialoperatoren
Betrachte eine komplexe reduktive zusammenha¨ngende algebraische Gruppe G, die auf einer
ebenfalls komplexen irreduziblen affinen glatten Varieta¨t M regula¨r wirke. Mittels Translatio-
nen operiert G dann auch auf dem Koordinatenring C[M ]
̺(g)f(m) = f(g−1m) fu¨r f ∈ C[M ], g ∈ G ,
und es ist wohlbekannt, daß diese G-Wirkung lokal-endlich ist, d.h. daß jeder endlich-dimen-
sionale Unterraum vonC[M ] in einem endlich-dimensionalen G-invarianten Teilraum vonC[M ]
enthalten ist. Mit diesem Beispiel vor Augen vereinbaren wir folgende
Definition 1. Mit einem Vektorraum L meinen wir immer einen C-Vektorraum abza¨hlbarer
Dimension. Ein solcher wird halbeinfacher G-Modul genannt, wenn er unter G lokal-endlich
und vollsta¨ndig reduzibel ist.
Mit L tra¨gt auch End(L) eine Wirkung von G; das folgende Beispiel zeigt jedoch, daß die
Eigenschaft, halbeinfacher G-Modul zu sein, sich i.a. nicht von L auf End(L) u¨bertra¨gt. Wir
beschra¨nken uns deswegen auf solche Unteralgebren A von End(L), die unter der induzierten
G-Wirkung halbeinfach im eben genannten Sinne sind, und werden in Ku¨rze sehen, daß im Fall
L = C[M ] die algebraischen Differentialoperatoren D(M) diese Eigenschaft haben.
Beispiel 1. Wir wa¨hlen L = C[x] den Polynomring in einer Variablen mit der multiplikativen
Wirkung von C∗ im Argument. Auf L wird durch
1 7−→ 1, x 7−→ x2, x2 7−→ x3 + x4, . . . , xn 7−→ xn+1 + . . .+ x2n
eine lineare Abbildung T definiert, und xn transformiert sich unter Tλ := ̺(λ)T̺(λ)
−1 wie
Tλx
n = λxn+1 + λ2xn+2 + . . .+ λnx2n, n 6= 0 .
Sei B die von den Tλ, λ ∈ C
∗, erzeugte Unteralgebra von End(L). Nach Konstruktion tra¨gt
sie die von C[x] induzierte C∗-Wirkung, fu¨r die ̺(λ)Tµ̺(λ)
−1 = Tλµ gilt. Leicht sieht man
ein, daß die Tλ linear unabha¨ngig sind; insbesondere ist B unter der Wirkung von C∗ nicht
lokal-endlich.
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Zu den
”
algebraischen“ Differentialoperatoren einer affinen Varieta¨t M gibt es mehrere ver-
schiedene Zuga¨nge: u¨ber den Grad als Differentialoperator, u¨ber die algebraischen Differen-
tialoperatoren D(V ) des umgebenden Vektorraums V , welche man einfach als die Differential-
operatoren mit polynomialen Koeffizienten definiert, u¨ber die Derivationen von M oder aber
u¨ber die Symbolabbildung. Diese Definitionen gelten meist – entsprechend angepaßt – auch fu¨r
Varieta¨ten mit Singularita¨ten, doch liefern sie nur im glatten Fall alle dieselbe Algebra. Einige
dieser verschiedenen Bilder wollen wir kurz skizzieren; fu¨r Beweise sei auf die ausfu¨hrliche
Beschreibung in dem Lehrbuch [MR87] verwiesen.
Sei zuna¨chst M eine nicht notwendigerweise glatte, aber irreduzible reelle oder komplexe
affine Varieta¨t, und A entweder ihr Koordinatenring K[M ] oder dessen Quotientenko¨rper
K(M). Wir definieren die algebraischen Differentialoperatoren von A als diejenige filtrierte
Algebra, die als die Vereinigung u¨ber k aller
”
Endomorphismen vom Grad ≤ k“ entsteht, also
D(A)0 := {T ∈ Hom(A) | ∀f ∈ A : Tf − fT = 0 } ,
D(A)k := {T ∈ Hom(A) | ∀f ∈ A : Tf − fT ∈ D(M)k−1} ,
und
D(A) :=
⋃
k≥0
D(A)k .(1)
Insbesondere sind die Endomorphismen vom Grad Null genau die Elemente von A und diejeni-
gen vom Grad Eins deren Derivationen (vgl. [MR87, Lemma 15.5.3])
D(A)0 = A, DerA = {D ∈ D(A)1 | D(1) = 0} .
Dabei verstehen wir ganz allgemein unter den Derivationen DerA diejenigen K-linearen Ab-
bildungen von A nach A, die die Leibniz-Regel erfu¨llen. Fu¨r uns von Interesse ist die Klasse
von Operatoren, die fu¨r A = K[M ] ensteht. Wir werden diese kurzerhand die algebraischen
Differentialoperatoren von M nennen und vereinbaren die Bezeichnungen
D(M) := D(K[M ]), DerM := DerK[M ] .
Der Fall A = K(M) wurde hier nur deswegen mitdefiniert, weil wir ihn zur Formulierung des
nun folgenden Kriteriums brauchen, mit dem man entscheiden kann, wann ein vorgegebener
Differentialoperator algebraisch ist.
Lemma 1 (Erste Charakterisierung von D(M) [MR87, Thms. 15.1.24, 15.5.5]). SeiM eine affine
irreduzible Varieta¨t. Dann gilt:
1. DerM = {D ∈ DerK(M) | D(K[M ]) ⊂ K[M ]};
2. D(M) = {D ∈ D(K(M)) | D(K[M ]) ⊂ K[M ]}.
Sei andererseits D(M)∗ die von K[M ] und allen ihren Derivationen DerM erzeugte Algebra,
filtriert nach der Anzahl Derivationen, deren Produkt man nimmt. Sie ist immer eine Unteralge-
bra von D(M), und ihre natu¨rliche Graduierung stimmt mit der von D(M) induzierten u¨berein.
Weiterhin induziert die faserweise Skalarmultiplikation eine Graduierung auf dem Koordinaten-
ring K[T ∗M ] =
⊕
nK[T
∗M ]n des Kotangentialbu¨ndels von M . Wie dies aus der Theorie der
Differentialoperatoren u¨ber Mannigfaltigkeiten zu erwarten ist, stellt das Hauptsymbol eine Bi-
jektion zwischen den genannten graduierten Ringen her, welche wir nun definieren wollen. Sei
hierzu (m, ξ) ∈ T ∗M , und g ∈ K[M ] eine Funktion mit dg(m) = ξ. Dann ist das Hauptsymbol
des algebraischen Differentialoperators D vom Grad k gegeben durch
σk(D)(m, ξ) = D
(
(g − g(m))k/k!
)
(m) .
Lemma 2 (Zweite Charakterisierung von D(M)). Sei M eine glatte irreduzible affine Vari-
eta¨t. Dann ist die Symbolabbildung ein Algebrenisomorphismus
grD(M)∗ ∼= K[T ∗M ]
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und es gilt D(M) = D(M)∗.
Beweis. Dies folgt letztlich aus der Exaktheit der Sequenz (vgl. [MR87, Prop. 15.4.9])
0 −→ D(M)k−1 −→ D(M)k
σk−→ K[T ∗M ]k −→ 0 ,
deren Beweis auf der Existenz einer geeigneten Globalisierung beruht. Mit einem analogen
Argument beweist man die zweite Behauptung [MR87, Cor.15.5.6.].
Bemerkung 1. Falls die Varieta¨t M singula¨re Punkte hat, so stimmen die Algebren D(M)
und D(M)∗ im allgemeinen nicht u¨berein, und es wird außerordentlich schwierig, u¨ber D(M)
irgendwelche Aussagen zu machen. Beispiele hierzu werden wir ausfu¨hrlich bei der Diskussion
der Frobenius-Zerlegung fu¨r singula¨re Varieta¨ten behandeln.
Den ersten Schritt fu¨r das Studium der G-Wirkung auf den Differentialoperatoren vonM bildet
die nun folgende Proposition, die unabha¨ngig von der Wahl des Grundko¨rpers gilt.
Proposition 1 (Einfachheit von D(M)∗ [MR87, Thm. 15.3.8]). Folgende Bedingungen sind
a¨quivalent:
1. Die Varieta¨t M ist glatt;
2. Die Algebra D(M)∗ ist einfach;
3. K[M ] ist ein irreduzibler D(M)∗-Modul.
Ist nun M im Fall K = C eine G-Varieta¨t, so wird die Wirkung von G auf D(M) definiert via
g · T = ̺(g)T̺(g)−1 fu¨r g ∈ G, T ∈ D(M),(2)
wobei mit ̺ die G-Translation auf C[M ] bezeichnet. Bezu¨glich dieser Wirkung ist die Sym-
bolabbildung G-a¨quivariant; somit ist die Wirkung von G auf D(M) wieder lokal G-endlich.
Die G-invarianten Differentialoperatoren werden mit DG(M) bezeichnet und enthalten die G-
invarianten Funktionen C[M ]G. Weil sowohl die Filtrierung nach dem Grad von D(M) als auch
die Graduierung von C[T ∗M ] G-stabil sind und C[T ∗M ]G unter G lokal-endlich ist, gilt das
Analogon von Lemma 2:
Lemma 3 (Charakterisierung von DG(M)). Sei M eine komplexe glatte irreduzible affine Va-
rieta¨t, auf der die komplexe reduktive zusammenha¨ngende algebraischen Gruppe G wirke. Dann
ist
grDG(M) ∼= C[T ∗M ]G .
Beispiel 2. Ist M = G mit der linksregula¨ren Wirkung von G auf sich selbst und identifiziert
man wie u¨blich g mit den linksinvarianten Vektorfeldern, so ist T ∗G ∼= G× g∗, also C[T ∗G] ∼=
C[G]⊗C[g∗]. Da es auf G keine nichttrivialen G-invarianten Funktionen gibt, andererseits alle
Elemente aus der symmetrischen Algebra C[g∗] von g unter G invariant sind, ist grDG(G) ∼=
C[g∗]; bekannterweise ist dies als graduierte Algebra isomorph zur universellen Einhu¨llenden
U(g), die uns als Algebra der G-invarianten Differentialoperatoren auf G wohlvertraut ist.
Andererseits weicht die Struktur von D(M) (oder DG(M)) im Detail doch sehr von der
einer universellen Einhu¨llenden ab; denn wenn D(M) (bzw. DG(M)) als filtrierte Algebra zur
einhu¨llenden Algebra einer Lie-Agebra k isomorph ist, dann muß C[T ∗M ] (resp. C[T ∗M ]G)
deren symmetrische Algebra C[k∗] sein, also auf jeden Fall ein Polynomring. Dies ist im allge-
meinen sicher nicht der Fall, wenn M kein Vektorraum oder T ∗M kein triviales Bu¨ndel ist.
Beim Studium der Unteralgebren der Endomorphismen halbeinfacher G-Moduln beno¨tigt man
immer wieder folgende, Dixmier zugeschriebene Variante des Schurschen Lemmas fu¨r Vek-
torra¨ume abza¨hlbarer Dimension. Vorher allerdings noch eine Vereinbarung:
4 ILKA AGRICOLA
Definition 2. Es sei fortan und bis zum Ende von Abschnitt 3 der Grundko¨rper gleich C,
auch wenn dies nicht immer erwa¨hnt wird.
Lemma 4 (Lemma von Dixmier). Sei V ein C-Vektorraum abza¨hlbarer Dimension.
1. Zu jedem T ∈ End(V ) existiert ein q ∈ C so, daß T − qI nicht invertierbar ist;
2. Ist A eine Teilalgebra von End(V ), die auf V irreduzibel wirkt, so ist EndA(V ) = C.
Beweis. Die erste Behauptung findet sich in [Wal88, S.11]. Fu¨r die zweite sei Z ∈ EndA(V )
und q ∈ C derart, daß Z − qI nicht invertierbar ist, d.h. es ist entweder ker(Z − qI) 6= {0}
oder im(Z − qI) 6= V . Weil aber Z mit allen Elementen aus A vertauscht, mu¨ssen ker(Z − qI)
und im(Z − qI) beide A-invariant sein; aus der Irreduzibilita¨t von V folgt damit, daß entweder
ker(Z − qI) = V oder im(Z − qI) = {0} sein muß. In beiden Fa¨llen folgt Z = qI auf ganz
V .
Beispiel 3. Sei V halbeinfacher G-Modul. Man sagt, daß V zentralen Charakter hat, wenn
jedes Element z im Zentrum Z(g) der universellen Einhu¨llenden von G skalar wirkt. Unter
Verwendung des Harish-Chandra-Homomorphismus Z(g) ∼= C[h∗]W ist z.B. fu¨r die endlich-
dimensionale G-Darstellung V λ vom ho¨chsten Gewicht λ der zentrale Charakter gleich λ + ̺,
wobei ̺ die Ha¨lfte der positiven Wurzeln von G sei.
Definition 3. Aus dem Lemma von Dixmier folgt nun, daß fu¨r einen irreduziblen A-Modul U ,
A wieder eine Unteralgebra von End(U), das Zentrum von A auf U skalar wirkt, genauer, es
existiert ein Homomorphismus χ : Z(A)→ C mit
Z · u = χ(Z) · u ∀u ∈ U ,
den wir den zentralen Charakter von A auf U nennen.
Mit Hilfe dieses Lemmas ko¨nnen wir das Zusammenspiel der algebraischen Differentialoper-
atoren mit den Endomorphismen von C[M ], als deren Teilalgebra sie definiert waren, noch
pra¨zisieren. Zusammen mit Proposition 1 folgt na¨mlich:
Proposition 2 (Schursches Lemma). Ist M eine glatte irreduzible affine Varieta¨t, so gilt
EndD(M)(C[M ]) = C .
Intuitiv bedeutet dies, daß D(M) von End(C[M ]) nicht allzu sehr abweichen kann. Auch diese
Aussage la¨ßt sich mit einem allgemeinem Satz genauer fassen, den wir deswegen zuerst in der
fu¨r uns relevanten Fassung zitieren wollen.
Satz 1 (Dichtheitssatz von Jacobson [Pie82, Thm, Ch.12, 2]). Sei L ein C-Vektorraum und A
eine Teilalgebra von End(L), die auf L irreduzibel wirkt. Sind u1, . . . , un linear unabha¨ngige
Elemente und v1, . . . , vn beliebige Elemente von L, so existiert ein T ∈ A derart, daß Tui = vi
fu¨r alle i gilt. Das bedeutet: ist X ein endlich-dimensionaler Unterraum von V , so gilt
A|X = Hom(X,L) .
Insbesondere gilt also mit Proposition 2, daß
D(M)|X = Hom(X,C[M ])
fu¨r jede irreduzible glatte affine Varieta¨t M ist.
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Proposition 3. Sei G eine reduktive algebraische Gruppe, L ein halbeinfacher G-Modul, und
A eine Unteralgebra von End(L), die auf L irreduzibel wirkt und bezu¨glich der induzierten
G-Wirkung auf A ebenfalls halbeinfach ist. Sei weiterhin X ein endlich-dimensionaler G-
invarianter Unterraum von L. Dann gilt fu¨r die Algebra AG der G-Invarianten von A:
AG|X = HomG(X,L);
insbesondere ist also
DG(M)|X = HomG(X,C[M ])
fu¨r eine irreduzible glatte Varieta¨t M .
Beweis. Sei T ∈ HomG(X,L). Nach Satz 1 existiert zuna¨chst ein D ∈ A mit D|X = T .
Nach Voraussetzung liegt D in einem endlich-dimensionalen G-invarianten Unterraum E von
A. Wegen der Reduktivita¨t von G zerfa¨llt E in G-invariante Teilra¨ume E = EG ⊕ F ; weil T
zudem G-invariant war, ist T ∈ EG|X , es muß also ein D˜ ∈ EG ⊂ DG(M) mit D˜|X = T geben.
Fu¨r den Fall L = C[M ] und A = D(M) verbleibt deswegen bloß, die Voraussetzungen des
Satzes zu u¨berpru¨fen. Es sind C[M ] und D(M), mittels Lemma 3 mit C[T ∗M ] identifiziert,
lokal-endlich bzgl. der Wirkung von G. Proposition 1 stellt sicher, daß D(M) auf C[M ] irre-
duzibel wirkt.
Abschließend stellen wir hier noch einige weitere Eigenschaften der algebraischen Differentialop-
eratoren zusammen, die Friedrich Knop im Laufe der letzten Jahre in einer Reihe von Arbeiten
entwickelte. Es bezeichne hierbei A′ immer den Kommutanten einer UnteralgebraA von D(M).
Mit U(g) ist hier stillschweigend dessen homomorphes Bild in D(M) gemeint.
Satz 2 (Satz vom Bikommutanten [Kno94, Thm.9.5.]). Die zusammenha¨ngende reduktive kom-
plexe algebraische Gruppe G wirke auf der glatten affinen Varieta¨t M . Dann gilt:
1. DG(M) = DG(M)′′, woraus fu¨r die Zentren sofort die Beziehung
Z(DG(M)′) = DG(M)′ ∩ DG(M) = Z(DG(M)) =: Z(M)
folgt;
2. Es existiert ein zentraler Differentialoperator 0 6= T ∈ Z(M) derart, daß die Inklusionen
T · DG(M)′ ⊂ U(g)Z(M) ⊂ DG(M)′
gelten;
3. Die Multiplikation ist ein Isomorphismus
DG(M)′ ⊗Z(M) D
G(M)
∼=−→ Z(M)′, a⊗ b 7−→ ab = ba;
4. Die Algebren D(M), DG(M) und DG(M)′ sind freie Z(M)-Moduln (im ersten Fall sowohl
als Links- als auch als Rechtsmodul).
Definition 4. Fortan bezeichne Z(M) immer das Zentrum von DG(M). Fu¨r M = G ist dies
genau das Zentrum der universellen Einhu¨llenden von g, weswegen wir hierfu¨r inkonsequenter-
weise Z(g) statt Z(G) schreiben werden.
Bemerkung 2. Dieser Satz wird beim Studium der zentralen Charaktere von DG(M) von
Bedeutung sein. Vorerst sei kurz angemerkt, wie die zweite Aussage zu verstehen ist: sie besagt,
daß DG(M)′ und U(g) nur um Elemente in Z(M) voneinander abweichen. Insbesondere liefert
sie eine Kontrolle von DG(M)′, wenn man die Wirkung von Z(M) kennt.
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2. Die abstrakte Frobenius-Zerlegung
Es bezeichne B = HN eine Boreluntergruppe (H eine Cartanuntergruppe, N ein unipotentes
Radikal von B) und Ĝ = {(V λ, πλ)} die Menge aller A¨quivalenzklassen endlich-dimensionaler
Darstellungen vonG, die wir stillschweigend den dominanten Gewichten λ ∈ P+(G) gleichsetzen
werden. Ist µ ∈ P (G) ein beliebiges Gewicht von G, dann bezeichen wir den zugeho¨rigen
Charakter von H mit hµ und erweitern ihn zu einem Charakter von B mittels (hn)µ := hµ
(h ∈ H , n ∈ N). Ist nun L ein halbeinfacher G-Modul, so werden die N -invarianten Vektoren
vom Gewicht µ definiert als
LN (µ) = {f ∈ L | ̺(b)f = bµf ∀ b ∈ B}.
Wenn µ = λ dominant ist, sind diese isomorph (als Vektorraum) zu den G-invarianten Mor-
phismen von V λ, dem irreduziblen Modul zum ho¨chsten Gewicht λ, nach L
LN(λ) ∼= HomG(V
λ, L),
wie man durch Auswertung auf einem Vektor vom ho¨chsten Gewicht λ leicht einsieht. Wir
definieren eine Abbildung
ϕλ : HomG(V
λ, L)⊗ V λ 7−→ L, ϕλ(T ⊗ v) := T (v),
die die Eigenschaft hat, G-a¨quivariant zu sein, wenn man
g · (T ⊗ v) := T ⊗ πλ(g)v
setzt. Fu¨r eine Teilalgebra A von End(L) wird die Wirkung von D ∈ A auf T ∈ HomG(V λ, L)
mittels Komposition definiert, D(T ) = D◦T , und diese Definition impliziert, daß HomG(V λ, L)
auf jeden Fall AG-invariant ist; denn erfu¨llt T die Bedingung T (πλ(g)v) = πλ(g)T (v), so folgt
unmittelbar fu¨r ein D ∈ AG
(D ◦ L)(πλ(g)v) = D(L(πλ(g)v)) = πλ(g)D(L(v)) = πλ(g)(D ◦ L)(v) .
Die Menge
S(L) := {λ ∈ P+(G) | L
N(λ) 6= 0},
wird das Spektrum von G auf L genannt. Ist nun L = C[M ] der Koordinatenring einer ir-
reduziblen affinen G-Varieta¨t, so schreibt man der Ku¨rze halber S(M) statt S(C[M ]) und
kann hieru¨ber noch folgende Aussagen machen: weil unter der punktweisen Multiplikation von
Funktionen
C[M ]N (λ) ·C[M ]N (µ) ⊂ C[M ]N(λ + µ)
gilt, ist S(M) eine additive Halbgruppe, und mittels des Satzes von Rosenlicht zeigt man, daß
sie als solche immer endlich erzeugt ist (vgl. z.B. [Pan90, Cor.6] sowie die Anmerkungen in
Definition 5). Weil C[M ]N (0) = C[M ]G gilt und jeder der Ra¨ume C[M ]N (λ) u¨ber C[M ]G
endlich erzeugt ist, sind erstere genau dann endlich-dimensional, wenn C[M ]G = C ist, es auf
M neben den konstanten also keine weiteren G-invarianten Funktionen gibt (vgl. [Kra85]).
Bemerkung 3. Der folgende Satz ist eine Verallgemeinerung eines Resultats von N. Wallach
[Wal93, Prop.1.5], welches den Fall eines Vektorraums behandelt. Obgleich wir uns von dem
dortigen Beweis sowie seiner Darstellung in [GW97, Thm.4.5.12] haben inspirieren lassen, liegt
der wesentliche Unterschied hier in der Tatsache, daß die Graduierung der Polynome und Differ-
entialoperatoren mit polynomialen Koeffizienten nicht mehr gebraucht wird. Eine Anku¨ndigung
dieses Ergebnisses ist zudem implizit und ohne Beweis in [Bie93, S.219] enthalten.
Satz 3 (Abstrakte Frobenius-Zerlegung). Sei G eine zusammenha¨ngende komplexe reduktive
algebraische Gruppe, L ein halbeinfacher G-Modul, und A eine Unteralgebra von End(L), die
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auf L irreduzibel wirkt und bezu¨glich der induzierten G-Wirkung ebenfalls halbeinfach ist. Dann
zerfa¨llt L als G-Modul in
L ∼=
⊕
λ∈P+(G)
HomG(V
λ, L)⊗ V λ,
und es gilt:
1. HomG(V
λ, L) ∼= LN(λ) ist ein irreduzibler AG-Modul;
2. Fu¨r λ 6= µ sind die HomG(V λ, L) als AG-Moduln paarweise nicht isomorph;
3. Die Ra¨ume HomG(V
λ, L) ∼= LN (λ) haben, aufgefaßt als AG-Moduln, zentralen Charakter.
Korollar 1 (Frobenius-Zerlegung von C[M ]). Es sei G eine zusammenha¨ngende komplexe al-
gebraische reduktive Gruppe, die auf der glatten affinen irreduziblen Varieta¨t M wirkt. Dann
zerlegt sich der Koordinatenring von M als G-Modul in
C[M ] ∼=
⊕
λ∈P+(G)
HomG(V
λ,C[M ])⊗ V λ,
und es gilt:
1. HomG(V
λ,C[M ]) ∼= C[M ]N (λ) ist ein irreduzibler DG(M)-Modul;
2. Fu¨r λ 6= µ sind die HomG(V λ,C[M ]) als DG(M)-Moduln paarweise nicht isomorph;
3. Die Ra¨ume HomG(V
λ,C[M ]) ∼= C[M ]N (λ) haben, aufgefaßt als DG(M)-Moduln, zen-
tralen Charakter.
Beweis. Die Zerlegung an sich ist ein Standard-Ergebnis und kann z.B. in [GW97, Thm.12.1.3]
nachgelesen werden. Fu¨r die eigentlichen Behauptungen verfahren wir wie folgt:
1. Sei Xλ ein zu V λ isomorpher Unterraum von L sowie f 6= 0 ein nicht-triviales Element
aus Xλ. Wir studieren den AG-invarianter Teilraum AG · f =: Uf . Dann ist natu¨rlich
Uf ∩ Xλ 6= {0}, denn alle Vielfachen von f liegen sowohl in der linken als auch in der
rechten Seite. Dies ist bereits der ganze Durchschnitt: ist u ∈ Uf ∩X
λ beliebig und D ein
Operator aus AG derart, daß Df = u ist, so folgt aus der G-Irreduzibilita¨t von Xλ, daß
Xλ sowohl gleich Lin(G · u) als auch gleich Lin(G · f) ist. Deswegen existieren fu¨r jedes
x ∈ Xλ Gruppenelemente gi ∈ G derart, daß x =
∑
αi̺(gi)f ist. Also ist
Dx =
∑
αiD̺(gi)f =
∑
αi̺(gi)Df =
∑
αi̺(gi)u,
es ist somitD ein G-invarianter Homomorphismus vonXλ nachXλ, nach dem Schurschen
Lemma demnach ein Vielfaches der Identita¨t. Damit ist Uf ∩Xλ = C · f wie behauptet.
Es ist Uf als A
G-Modul irreduzibel. In der Tat, sei p 6= 0 ein Element eines nicht-
trivialen AG-invarianten Unterraums E von Uf . Aus der lokalen G-Endlichkeit von L
folgt, daß p in einem endlich-dimensionalen G-invarianten Unterraum, derX heißen mo¨ge,
liegen muß. Als G-Darstellung muß X isomorph zu einem Vielfachen von V λ sein, d.h.
es existiert ein G-Homomorphismus T : X −→ Xλ mit Tp 6= 0. Zudem wird nach dem
Dichtheitssatz von Jacobson (Proposition 3) T durch einen Operator D ∈ AG dargestellt;
weil p aber in einem AG-invarianten Unteraum lag, ist Dp ∈ E, und deswegen E∩Xλ 6= ∅.
Aus Uf ∩ Xλ = C · f folgt dann, daß f ebenfalls in E liegt, also ist Uf wie behauptet
irreduzibel.
Nun sei f1, . . . , fn eine Basis von X
λ. Die Ufi , die wir fortan mit Ui abku¨rzen wollen,
sind als AG-Moduln paarweise isomorph: Nach dem Satz von Burnside gibt es Elemente
uji ∈ C[[G]], die fi auf fj abbilden, ̺(uji)fi = fj , also ist
uji : Ui −→ Uj
ein AG-Modul-Isomorphismus. Sodann zeigen wir, daß die Summe
∑
Ui direkt ist.
Wieder nach dem Satz von Burnside ist jeder Endomorphismus von Xλ das Bild unter ̺
eines Elements ausC[[G]], der Gruppenalgebra vonG, wir finden also Elemente ui ∈ C[[G]],
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die ̺(ui)fj = δijfi erfu¨llen. Seien nun die mi jeweils in Ui mit
∑
mi = 0, und weiterhin
Di ∈ AG Operatoren mit Difi = mi. Dann folgt insgesamt
0 = ̺(uj)(
∑
i
mi) =
∑
i
̺(uj)Difi =
∑
i
Di̺(uj)fi = Djfj = mj ∀j = 1, . . . , n,
und die Summe ist direkt.
Ist nun Zλ ein weiterer zu V λ isomorpher Unterraum von L, so liegt auch Zλ in
⊕
i Ui:
Weil die fi eine Basis von X
λ bilden, existiert ein G-Homomorphismus T : Xλ → Zλ,
der die fi auf eine Basis Tfi von Z
λ abbildet, und weil Xλ endlich-dimensional war,
ist T die Restriktion eines Operators D aus AG. Damit ist Tfi ∈ Ui ∩ Z
λ fu¨r alle i,
d.h. die Basis Tf1, . . . T fn von Z
λ liegt in
⊕
i Ui, was behauptet wurde. Dies bedeutet
aber nicht anderes, als daß
⊕
i Ui die V
λ-isotypische Komponente von L, also gleich
HomG(V
λ, L)⊗V λ ist, womit die Irreduzibilita¨t das ersten Faktors unter der AG-Wirkung
bewiesen ist.
2. Es bezeichne Lλ bzw. Lµ die vollsta¨ndige isotypische Komponente von L zum Gewicht
λ bzw. µ ∈ S(L), und Uλ bzw. Uµ einen zu LN(λ) bzw. LN (µ) isomorphen AG-Modul
darin. Angenommen, es existiert ein AG-Modul-Isomorphismus
Q : Uλ −→ Uµ .
Nach 1. ko¨nnen wir ein f ∈ Lλ wa¨hlen, welches Uλ erzeugt, also AG · f = Uλ. Wir
betrachten den minimalen G-invarianten Teilraum E von L, der f und Qf entha¨lt. Die
Projektion π : E 7→ Lλ vertauscht mit G, ist also ein Element von HomG(E,L); damit
existiert ein G-invarianter Operator D ∈ AG, der π auf E darstellt, D|E = π, und es
ergibt sich
πQf = DQf = QDf = Qπf = Qf ,
es ist also Qf ∈ Lλ, und damit V λ = V µ, was mit der Gleichheit der Charaktere λ und
µ gleichbedeutend ist.
3. Die Existenz eines zentralen Charakters fu¨r dieAG-Moduln HomG(V λ, L), folgt nun sofort
aus 1. und dem Lemma von Dixmier (Lemma 4), da sie – als AG-invariante Unterra¨ume
von L – von abza¨hlbarer Dimension sind.
Ein intensiv studierter Spezialfall ist der, wo alle Vielfachheiten gleich Eins sind (M wird dann
spha¨risch genannt), und der folgende Satz von Vinberg und Kimel’fel’d liefert ein elegantes
Kriterien um zu testen, ob dieser Fall vorliegt:
Satz 4 (Vielfachheitenfreie Wirkungen). Ist G eine zusammenha¨ngende komplexe algebraische
reduktive Gruppe mit Boreluntergruppe B = HN undM eine affine G-Varieta¨t, so sind folgende
Bedingungen a¨quivalent:
1. C[M ] ist vielfachheitenfrei, d.h. dimC[M ]N (λ) = 1 fu¨r alle λ ∈ S(M);
2. B hat einen offenen Orbit in M ;
3. Jede rationale B-invariante Funktion auf M ist konstant: C(M)B = C.
Beweis. Die A¨quivalenz von 1. und 2. ist Satz 2 aus der klassischen Arbeit von Vinberg-
Kimel’fel’d [VK78]; man kann die Gleichwertigkeit der drei Bedingungen aber auch in [Kra85,
Satz 1, III.3.6, S.199] nachlesen.
Proposition 4 (Glatte vielfachheitenfreie Wirkung und Differentialoperatoren). Die Wirkung
einer zusammenha¨ngenden komplexen algebraischen reduktiven Gruppe G auf einer glatten
affinen G-Varieta¨t M ist genau dann vielfachheitenfrei, wenn die Algebra der G-invarianten
Differentialoperatoren DG(M) kommutativ ist.
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Dies folgt sofort aus der Tatsache, daß der Vielfachheitenraum ein irreduzibler DG(M)-Modul
ist: ist DG(M) abelsch, dann kann es nur eindimensionale irreduzible Darstellungen geben.
Sind andererseits alle Vielfachheiten gleichs Eins, dann muß ein beliebiges D ∈ DG(M) mit-
tels Skalarmultiplikation auf den einzelnen Summanden der Zerlegung wirken, und zwei solche
kommutieren natu¨rlich.
Bemerkung 4. Dieser Sachverhalt war bereits in vielen Spezialfa¨llen bekannt, etwa fu¨r Vek-
torra¨ume (vgl. [HU91], wo DG(M) fu¨r vielfachheitenfreie irreduzible Darstellungen ausgear-
beitet ist) oder fu¨r homogene Ra¨ume. Im singula¨ren Fall ha¨ngt die Antwort davon ab, ob
man D(M) oder D(M)∗ betrachtet; allgemeine Ausssagen lassen sich hier nicht beweisen, doch
stellen wir in Abschnitt 5 einige Beispiele vor, die beweisen, daß die vorangegangene Behaup-
tung fu¨r D(M)∗ falsch ist.
Beispiel 4. Wir betrachten den klassichen Fall M = G mit der linksregula¨ren Wirkung, auf
den sich der aller homogenen G-Ra¨ume reduzieren la¨ßt. Sei V pi Darstellung von G und V µ
Darstellung einer Untergruppe H . Aus der Frobenius-Reziprozita¨t fu¨r die induzierte bzw.
eingeschra¨nkte Darstellung von µ und π
HomG(V
pi, IndGH(µ)) = HomH(Res
G
H(π), V
µ)
folgt fu¨r die triviale Darstellung µ = id von H = {e}
HomG(V
pi,C[G]) = Hom(V pi,C) = (V pi)∗,
welches natu¨rlich fu¨r alle π ∈ P+(G) nicht der Nullraum ist, es ist also S(G) = P+(G). Beze-
ichnet man die positiven Wurzeln von G mit Φ+, so ist wohlbekannt, daß die Weylgruppe von
G ein eindeutiges Element w0 mit der Eigenschaft w0Φ
+ = −Φ+ entha¨lt, und daß das ho¨chste
Gewicht des zu V λ dualen G-Moduls gleich λ∗ := −w0λ ist. Man erha¨lt also
C[G] ∼=
⊕
λ∈P+(G)
V λ
∗
⊗ V λ ,
wobei die V λ
∗
irreduzible U(g)-Moduln mit zentralem Charakter λ∗ + ̺ sind.
3. Die zentralen Charaktere
Nach dem Satz von Racah hat das Zentrum der universellen Einhu¨llenden von G genau rkG
erzeugende Elemente, und jede endlich-dimensionale G-Darstellung ist durch die Eigenwerte
dieser Operatoren, der sog. Casimir-Operatoren vonG, eindeutig bestimmt (vgl. [Dix96, Thm.7.4.7]).
Bemerkenswerterweise haben auch die DG(M)-Moduln Uλ aus Korollar 1 diese Eigenschaft, und
dies unabha¨ngig davon, ob sie endlich- oder unendlich-dimensional sind.
Satz 5 (Eindeutigkeit der zentralen Charaktere). Die Vielfachheitenra¨ume Uλ = C[M ]
N (λ)
sind, als DG(M)-Moduln, eindeutig durch ihren zentralen Charakter bestimmt.
Beweis. Der Beweis stu¨tzt sich auf die isotypische Zerlegung von C[M ] als DG(M)-Modul (Ko-
rollar 1) und den Knopschen Bikommutantensatz (Satz 2). Sei T ein Element aus dem Kommu-
tanten DG(M)′ von DG(M). Nach Korollar 1 muß T die Zerlegung von C[M ] invariant lassen;
weil es zudem mit ganz DG(M) vertauscht, wirkt T nur auf die DG(M)-Vielfachheitenra¨ume,
welche genau die G-Darstellungen V λ sind. Die V λ sind als DG(M)′-Moduln irreduzibel und
paarweise nicht a¨quivalent. In der Tat, alle zentralen invarianten Differentialoperatoren wirken
auf V λ skalar. Also impliziert Satz 2 (2), daß sich DG(M)′ und U(g) bei Wirkung hierauf nicht
unterscheiden:
DG(M)′|V λ = U(g)|V λ .
Weil die V λ irreduzible und paarweise ina¨quivalente U(g)-Moduln sind, sind sie dies auch als
DG(M)′-Moduln. Insgesamt ist nun die Frobenius-Zerlegung aus Korollar 1 vielfachheitenfrei
10 ILKA AGRICOLA
bzgl. der DG(M)⊗DG(M)′-Wirkung. Nach Satz 2 (3) ist die Multiplikation aber ein Isomor-
phismus zwischen DG(M) ⊗ DG(M)′ und dem Kommutanten des Zentrums Z(M) der invari-
anten Operatoren; die Zerlegung ist also vielfachheitenfrei unter der Wirkung der (sehr großen)
Algebra Z(M)′, was zur Folge hat, daß sich die zentralen Charaktere paarweise unterscheiden
mu¨ssen.
Wir erga¨nzen nun die Ergebnisse von Friedrich Knop zur Struktur der G-invarianten Differen-
tialoperatoren. Um diese formulieren zu ko¨nnen, erinnern wir an dieser Stelle an die Definition
des Rangs und der Komplexita¨t einer affinen G-Varieta¨t.
Definition 5. Den Arbeiten von E. Vinberg und D. Panyushev folgend, definieren wir (fu¨r
einen Punkt x von M in allgemeiner Lage)
1. den Rang von M als die Differenz der Dimensionen zwischen einem B- und einem N -Orbit
in M :
rkM := dimBx− dimNx ;
2. die Komplexita¨t von M als die Kodimension eines B-Orbits in M :
c(M) := dimM − dimBx = codimBx .
Demnach ist die Kodimension eines allgemeinen N -Orbits genau rkM + c(X). Nach dem
Satz von Rosenlicht ist die Komplexita¨t von M ebenfalls gleich dem Transzendenzgrad von
C(M)B u¨ber C; folglich sind die G-Varieta¨ten der Komplexita¨t Null genau die spha¨rischen G-
Varieta¨ten, das sind diejenigen, fu¨r die die Zerlegung des Koordinatenrings vielfachheitenfrei ist.
Fu¨r c(M) = 1 braucht der Invariantenring C[M ]G bereits nicht mehr trivial zu sein (Beispiel:
die SO(n,C)-Wirkung auf Cn). Weiterhin zeigte D. Panyushev in [Pan90, Cor. 2, p.253], daß
rkM gleich der Dimension des von S(M) erzeugten Teilraums in P+(G) ⊗Z Q und (mit Hilfe
des Rosenlicht-Satzes) das Spektrum eine endlich erzeugte Halbgruppe ist.
Nimmt man G als zusammenha¨ngend an, so ist der Fall rkM = 0 ga¨nzlich uninteressant,
denn er beschreibt die triviale Wirkung auf M . Wie Friedrich Knop bewiesen hat, mißt der
Rang vonM – siehe den nachstehenden Satz – die Gro¨ße des Zentrums von DG(M) (ebenso wie
der Rang einer Lie-Algebra die Gro¨ße des Zentrums von U(g) mißt). Im glatten Fall entspricht
die Komplexita¨t in gewisser Weise der Anzahl positiver Wurzeln |Φ+| = dim n, da fu¨r den
Transzendenzgrad von DG(M) nach [Kno90, Satz 7.1] gilt
tr degC[T ∗M ]G = 2c(M) + rkM .
Satz 6 (Harish-Chandra-Homomorphismus [Kno94, Thm.]). Die zusammenha¨ngende reduktive
komplexe algebraische Gruppe G wirke auf der glatten affinen Varieta¨t M . Dann existiert ein
Unterraum h∗M von h
∗ der Dimension rkM , eine Untergruppe WM der Weylgruppe W von G
(genannt die
”
kleine Weylgruppe“ von M) sowie ein Isomorphismus η derart, daß das folgende
Diagramm kommutiert:
Z(g) −−−−→ Z(M)y∼= η
y∼=
C[h∗]W −−−−→
res
C[̺+ h∗M ]
WM
Insbesondere ist Z(M) als Z(g)-Modul endlich erzeugt. Zudem wirkt WM auf C[̺ + h∗M ] als
Spiegelungsgruppe, d.h. Z(M) ist ein Polynomring in rkM Variablen mit homogenen Erzeu-
genden.
Die letzte Behauptung ist eine Folge aus dem Charakterisierungssatz fu¨r Pseudospiegelungs-
gruppen von Shepard-Todd und Chevalley (vgl. [ST54] und [Che55]). Unter den Voraussetzun-
gen von Korollar 1 bezeichne Uλ = C[M ]
N (λ) fu¨r λ ∈ S(M) den Vielfachheitenraum zu V λ,
aufgefaßt als irreduzibler DG(M)-Modul. Weil nun Z(M) zu einem Polynomring in n = rkM
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Variablen isomorph ist, ist der zentrale Charakter χλ demnach die Auswertung eines Polynoms
η(Z) auf einem Element λ′ + ̺ ∈ ̺+ h∗M , genauer
χλ(Z) = η(Z)(λ
′ + ̺), Z ∈ Z(M) .
Die Frage, ob Uλ durch λ
′ eindeutig charakterisiert ist, haben wir bereits in Satz 5 positiv
beantworten ko¨nnen. Gemeinsam mit Satz 6 bedeutet er damit, daß statt der rkG Casimir-
Operatoren bereits rkM zentrale Differentialoperatoren ausreichen, um das Spektrum von M
zu trennen. Weiterhin erlaubt uns die Beschreibung von Z(M) als Polynomring zuna¨chst
einzusehen, daß die Vielfachheitenra¨ume aus der Frobenius-Zerlegung nur in Ausnahmefa¨llen
treue DG(M)-Darstellungen liefern. Zu einem DG(M)-Modul U und einer Teilmenge X ⊂ U
sei der Annulator definiert als
Ann (X) := {D ∈ DG(M) | Dx = 0 ∀x ∈ X} .
Ist U zudem irreduzibel und u ein beliebiges Element von U − {0}, dann folgt aus dem
Homomorphie-Satz sofort, daß U zu DG(M)/Ann (u) isomorph ist, da U in dieser Situation
von u erzeugt wird.
Korollar 2 (Treue von DG(M)-Moduln). Die zusammenha¨ngende reduktive komplexe algebrais-
che Gruppe G wirke auf der glatten affinen Varieta¨t M .
Dann ist der Vielfachheitenraum Uλ genau dann treuer DG(M)-Modul , wenn rkM = 0 ist,
also G auf M nur trivial wirkt.
Beweis. Wenn G aufM trivial wirkt, so ist es klar, daß D(M) auf C[M ] treu wirkt. Ist dagegen
rkM =: n > 0, so bemerken wir, daß natu¨rlich
DG(M) · kerχλ ⊂ Ann (Uλ)(3)
gilt; damit reicht es zu zeigen, daß kerχλ nicht trivial ist. Aber in diesem Fall ist Z(M) isomorph
zu einem Polynomring in n Variablen, der zentrale Charakter χλ demnach ein (multiplikativer)
Homomorphismus von C[X1, . . . , Xn] nach C. Ein solcher ist bereits durch die Bilder ci der
Unbestimmten Xi eindeutig festgelegt, und jedes Polynom, welches einen Linearfaktor Xi − ci
entha¨lt, liegt im Kern von χλ.
Es scheint nicht bekannt zu sein, ob in Gleichung 3 – wie im Falle der Verma-Moduln [Dix96,
Thm.8.4.3] – statt der Inklusion die Gleichheit gilt.
4. Die Frobenius-Zerlegung fu¨r reelle Formen
In der Praxis tritt ha¨ufig der Fall auf, daß die komplexe Situation in Wahrheit durch Komplex-
ifizierung einer reellen Gruppenwirkung entsteht. Deswegen wollen wir hier die Korrespondenz
zwischen reeller und komplexer Frobenius-Zerlegung herstellen.
Definition 6. Vo¨llig kanonisch la¨ßt sich zu jeder reellen affinen Varieta¨t M0 ⊂ R
n deren
Komplexifizierung M0(C) =:M in C
n konstruieren als
M := {x ∈ Cn | f(x) = 0 ∀f ∈ I(M0)},
wobei I(M0) das Verschwindungsideal von M0 bezeichne. Eine reelle Form der komplexen
affinen Varieta¨t M soll nun eine reelle affine Varieta¨t M0 sein, deren Komplexifizierung M0(C)
zu M isomorph ist. In diesem Fall liegt M0 dicht in M ; weil eine affine Varieta¨t genau dann
irreduzibel ist, wenn ihr Abschluß es ist, folgt damit, daß M0 genau dann irreduzibel ist, wenn
M es ist. (vgl. [OV90, S.61-64]). Es existiert ein Vektorraum-Isomorphismus zwischen den
komplexwertigen regula¨ren Funktionen auf M0 und den u¨blichen regula¨ren Funktionen auf M
R[M0]⊗R C ∼= C[M ];
denn in die eine Richtung ist dies einfach die Einschra¨nkung einer Funktion von M auf M0; in
der anderen Richtung impliziert die Dichtheit vonM0 in M , daß jede regula¨re Funktion auf M0
12 ILKA AGRICOLA
eine eindeutige regula¨re Fortsetzung auf ganz M hat. Deswegen schreibt man oft C[M ], wenn
man R[M0]⊗C meint.
Damit gilt insbesondere fu¨r eine glatte reelle affine Varieta¨t M0 mit Komplexifizierung M , daß
D(M0) ⊗ C ∼= D(M) (zuna¨chst im Vektorraumsinne) gilt. In der Tat, ist D0 ∈ D(M0) ein
Differentialoperator auf M0, so la¨ßt sich eine Fortsetzung D von D0 auf ganz M eindeutig
definieren durch die Forderung, daß das Diagramm
R[M0]C
∼=
−−−−→ C[M ]
D0
y
yD
R[M0]C
∼=
−−−−→ C[M ]
kommutieren mo¨ge, und es macht gleichzeitig klar, was unter der Einschra¨nkung eines Oper-
ators D ∈ D(M) auf M0 zu verstehen sei. Klarerweise ist die Fortsetzung / Einschra¨nkung
von Differentialoperatoren ein Algebrenisomorphismus. Weil wir uns im Reellen meist fu¨r kom-
plexwertige regula¨re Funktionen interessieren, macht es Sinn, von nun an die entsprechenden
DifferentialoperatorenD(M0)C zu schreiben. Es folgt sofort, daß ein komplexer D(M0)C-Modul
genau dann irreduzibel ist, wenn er als D(M)-Modul irreduzibel ist.
Definition 7. Eine reelle algebraische Gruppe G0 soll reelle Form der komplexen algebraischen
Gruppe G genannt werden, wenn sie eine reelle Form im eben genannten Sinne affiner Varieta¨ten
ist und die identische Einbettung G0 →֒ G sich zu einen Gruppenisomorphismus G0(C) ∼= G
fortsetzen la¨ßt. Zum Beispiel ist, a¨hnlich wie bei Lie-Gruppen, die Fixpunktmenge eines be-
liebigen involutiven antiholomorphen Automorphismus einer komplexen zusammenha¨ngenden
Gruppe G eine reelle Form (vgl. [OV90, S.100-102]). Man beweist dann leicht folgendes Lemma:
Lemma 5 (Komplexe Darstellungen reeller Formen reduktiver Gruppen). Sei G0 ⊂ G eine
irreduzible reduktive reelle algebraische Gruppe und zudem eine reelle Form der (ebenfalls ir-
reduziblen und reduktiven) komplexen algebraischen Gruppe G. Dann gibt es eine Bijektion
zwischen den komplexen irreduziblen regula¨ren Darstellungen von G0 und denen von G, welche
durch Restriktion bzw. eindeutige Fortsetzung gegeben ist.
Beweis. Sei (̺0, V ) eine (regula¨re endlich-dimensionale) irreduzible Darstellung von G0 auf dem
komplexen Vektorraum V , also ein Morphismus G0 → GL(V ). Wa¨hle nun eine Basis e1, . . . , en
von V . Dann lassen sich die Funktionen
mij : G0 −→ G, ̺0(g) =
∑
mij(g)ei
als Elemente von R[G0]C = C[G]|G0 eindeutig auf ganz G fortsetzen, weil G0 in G dicht
liegt. Diese definieren somit eine Darstellung von G auf V , die klarerweise irreduzibel ist.
Umgekehrt ist die Restriktion einer irreduziblen Darstellung (̺, V ) von G auf G0 natu¨rlich
wieder eine G0-Darstellung; einzig nicht trivial an diesem Lemma ist folglich der Nachweis, daß
diese Einschra¨nkung irreduzibel ist, wofu¨r wir auf eine Idee von Zˇelobenko (vgl. [Zˇel73, Ch.VI,
§42, Thm.2]) zuru¨ckgreifen wollen.
Sei V0 6= {0} ein G0-invarianter Unterraum von V . Angenommen, V0 ist nicht G-invariant:
wa¨hle g ∈ G und v0 ∈ V0 mit ̺(g)v0 6 ∈V0. Sodann existiert ein lineares Funktional f : V → C
derart, daß f |V0 = 0 und f(̺(g)v0) 6= 0 gilt. Ein Dichtheitsargument zeigt, daß es ein solches
nicht geben kann: denn ist f : V → C ein beliebiges lineares Funktional, welches auf V0
verschwindet, dann betrachte man zu jedem v0 ∈ V0 die – offensichtlich regula¨re – Abbildung
fv0 : G0 → C, g0 7→ f(̺(g0)v0) = 0. Weil G0 in G dicht ist, hat diese Abbildung nur
die Nullabbildung als regula¨re Fortsetzung auf ganz G; das heißt aber nichts anderes, als daß
f(̺(g)v0) = 0 ist fu¨r alle g ∈ G und alle v0 ∈ V0, im Widerspruch zum weiter oben konstruierten
Funktional. Also ist V0 doch G-invariant, damit V0 = V und (̺|G0 , V ) wie gewu¨nscht G0-
irreduzibel.
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Definition 8. Sei (G,M) ein Paar bestehend aus einer komplexen algebraischen reduktiven
zusammenha¨ngenden Gruppe G, einer ebenfalls komplexen affinen glatten irreduziblen Varieta¨t
M , sowie einer regula¨ren Wirkung von G auf M . Wir nennen ein Paar (G0,M0), bestehend aus
einer reellen algebraischen Gruppe G0 und einer affinen glatten reellen Varieta¨t M0, eine reelle
Form von (G,M), wenn G bzw. M die Komplexifizierung von G0 bzw. M0 und die G-Wirkung
auf M ebenfalls die Komplexifizierung der G0-Wirkung auf M0 ist.
Sei nun (G0,M0) eine reelle Form von (G,M), und weiterhin
r : C[M ]
∼=−→ R[M0]C
der Algebren-Isomorphismus zwischen den (u¨blichen) regula¨ren Funktionen auf M und den
komplexwertigen regula¨ren Funktionen auf M0, der durch Restriktion bzw. eindeutige Fortset-
zung von Funktionen gegeben ist. In dieser Situation liefert Korollar 1 die Frobenius-Zerlegung
von C[M ]. Vergessen wir einen Augenblick die unterliegenden Varieta¨ten und betrachten nur
die Wirkung ̺ vonG auf dem komplexen VektorraumC[M ]. Nach Lemma 5 ist dann die isotyp-
ische Zerlegung von C[M ] unter G identisch mit der isotypischen Zerlegung von C[M ] unter der
Wirkung von G0, definiert als die Einschra¨nkung der G-Wirkung hierauf, geschrieben ̺0. Die
Einschra¨nkung auf G0 der komplexen G-Darstellung V
λ schreiben wir V λ0 . Nun verwenden wir,
daß C[M ] mit der Abbildung r isomorph ist zu R[M0]C, die Einschra¨nkung der G0-Wirkung
natu¨rlich mit der U¨bertragung der G0-Wirkung von R[M0] auf R[M0]C u¨bereinstimmt und
folglich Korollar 1 ebenfalls die isotypische Zerlegung von R[M0]C unter G0 liefert. Insgesamt
haben wir also als G0-Modul – zuna¨chst vom abstrakten Standpunkt der Morphismen – die
Zerlegung
R[M0]C ∼=
⊕
λ∈P+(G)
HomG0(V
λ
0 ,R[M0]C)⊗ V
λ
0 ,
welcher auf der Seite der Funktionen unter Verwendung des Isomorphismus r die Summe
R[M0]C ∼=
⊕
λ∈P+(G)
r
(
C[M ]N (λ)
)
⊗ V λ0
entspricht. Im allgemeinen ist dies die einzige Beschreibung der reellen Frobenius-Zerlegung
in der Sprache des Transformationsverhaltens gewisser Funktionen. Eine intrinsische Charak-
terisierung der Vielfachheitenra¨ume alleine aus der Struktur der reellen Gruppe G0 ist nur in
einem Ausnahmefall mo¨glich, denn wir nun skizzieren wollen.
Sei die reelle Form G0 definiert als die Fixpunktmenge des involutiven Antiautomorphismus σ,
und (G˜0, τ) eine damit vertra¨gliche reelle kompakte Form von G, d.h. es gelte στ = τσ. Dann
ist θ := στ die Cartan-Involution von G0, die Lie-Algebra g0 zerlegt sich in die Eigenra¨ume
zum Eigenwert +1 und −1
g0 = g0(1)⊕ g0(−1) =: k⊕ p,
und es existieren immer Cartan-Unteralgebren von g0, welche unter θ invariant ist. Sei fortan
h0 eine solche, und H0 eine Untergruppe von G0 mit Lie-Algebra h0. Es ist H0 eine reelle
Form von H , der Untergruppe von G mit Lie-Algebra h := h0(C); deswegen liegt H0 in H
dicht. Ist nun B = HN die Erga¨nzung von H zu einer Boreluntergruppe von G, die durch
die Wurzelzerlegung bezu¨glich H definiert ist, so braucht N nicht unter σ invariant zu sein,
deswegen bilden die Fixpunkte von N unter σ in G0 im allgemeinen keine reelle Form von N .
Weiß man aber, daß h0 vollsta¨ndig in p enthalten ist, so ist h0 gleichzeitig eine maximal abelsche
Unteralgebra von g0 und fu¨r alle h ∈ h0 ist der Operator adh reell diagonalisierbar. Daraus
folgt, daß die Wurzelra¨ume gα der komplexen Lie-Algebra genau die Komplexifizierungen der
– vo¨llig analog definierten – reellen Wurzelra¨ume (α ∈ h∗0)
gα0 := {x ∈ g0 : adh(x) = α(h)x}
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sind; bezeichne ∆+ die positiven Wurzeln (von g oder g0, dies ist nun egal), so ist insbesondere
n0 :=
∑
α∈∆+
gα0
eine reelle Form von n, der Lie-Algebra vonN . Die Fixpunkte N0 vonN unter σ liegen also dicht
in N . Reelle Lie-Algebren, die eine vollsta¨ndig in p enthaltene Cartan-Unteralgebra besitzen,
heißen zerfallend (
”
split“,
”
de´ploye´e“). Fu¨r die klassischen einfachen Lie-Algebren sind dies
bekanntlich sl(n,R) fu¨r n ≥ 2, so(k, k+1) fu¨r k ≥ 1, so(k, k) fu¨r k ≥ 3 und sp(n,R) fu¨r n ≥ 2.
Fu¨r die urspru¨nglich gestellte Aufgabe, die reelle Frobenius-Reziprozita¨t alleine anhand der
reellen Gruppe G0 zu charakterisieren, sind wir nun in einer a¨ußerst komfortablen Situation;
denn jetzt hat jede Funktion in R[M0]C, die sich unter B0 := H0N0 gema¨ß dem Gewicht λ
transformiert, eine eindeutige Fortsetzung zu einer Funktion aus C[M ] mit gleichen Transfor-
mationseigenschaften bzgl. B, und demnach ist
R[M0]C ∼=
⊕
λ∈P+(G)
R[M0]
N0
C
(λ)⊗ V λ0 .
Dieses Resultat kann man sogar noch dahingehend verbessern, daß man sich auf reellwertige
Funktionen beschra¨nken kann: denn leicht u¨berlegt man sich, daß fu¨r eine zerfallende Lie-
Algebra g0 die komplexen Darstellungen von g0(C) =: g genau die Komplexifizierungen der
reellen Darstellungen von g0 sind. Wir fassen die Ergebnisse dieses Abschnitts zusammen:
Korollar 3 (Reelle Frobenius-Zerlegung). Sei G0 eine reelle reduktive zusammenha¨ngende al-
gebraische Gruppe, die reelle Form der komplexen reduktiven algebraischen Gruppe G ist, und
M0 ⊂ R
n eine reelle, glatte, irreduzible Varieta¨t mit Komplexifizierung M , auf der G0 regula¨r
wirkt. Sei weiterhin r : C[M ]
∼=
−→ R[M0]C der zugeho¨rige Algebren-Isomorphismus. Dann
gilt:
R[M0]C ∼=
⊕
λ∈P+(G)
HomG0(V
λ
0 ,R[M0]C)⊗ V
λ
0
∼=
⊕
λ∈P+(G)
r
(
C[M ]N (λ)
)
⊗ V λ0
als G0-Moduln, und, wenn G0 zusa¨tzlich entfaltet ist,
R[M0] ∼=
⊕
λ∈P+(G)
R[M0]
N0(λ)⊗ V λ0 .
Zudem sind die Vielfachheitenra¨ume der V λ0 als D
G(M)C-Moduln irreduzibel, paarweise ina¨quiv-
alent und haben zentralen Charakter.
5. Einige singula¨re Beispiele
Die Glattheit der zugrunde liegenden Varieta¨t M wurde im Beweis der allgemeinen Frobenius-
Rezoprozita¨t an genau zwei Stellen verwendet. Zum einen garantiert sie wegen Lemma 1 die
Gu¨ltigkeit des Ergebnisses im Falle der trivialen Gruppenwirkung. Eben diese Eigenschaft
braucht man zudem, um den Dichtheitssatz von Jacobson zur Darstellbarkeit von Endomorphis-
men endlich-dimensionaler Teilra¨ume als Differentialoperatoren sowie das Lemma von Dixmier
anwenden zu ko¨nnen (dieses wird jedoch erst beim Studium der zentralen Charaktere benu¨tzt).
Zum anderen erlaubt erst die Identifizierung von D(M) mit C[T ∗M ] u¨ber die Symbolabbildung
den Schluß, daß die Wirkung der Gruppe G auf den algebraischen Differentialoperatoren lokal
endlich ist; hat man nur einen Unterring von C[T ∗M ], so wa¨re denkbar, daß beim U¨bergang
zu G-invarianten Teilra¨umen, die einen vorgegebenen kleineren Teilraum enthalten, Funktionen
entstehen, die nicht Symbol eines Differentialoperators sind.
Schlußendlich ist es zwar nicht fu¨r den Beweis, wohl aber konzeptionell und fu¨r das konkrete
Rechnen sto¨rend, daß man eine Wahl treffen muß zwischen der Algebra aller Differentialoper-
atoren D(M) und denen, die nur von den Funktionen und den Derivationen von M erzeugt
werden, D(M)∗ in der Notation von Abschnitt 1. Die erste Algebra la¨ßt sich zwar definieren,
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aber nicht bestimmen, kann beliebig unansta¨ndige Eigenschaften haben und liefert keine Dif-
ferentialoperatoren im Sinne der Analysis; die zweite Algebra ist handlicher und analytisch
sinnvoll, aber meist zu
”
klein“.
Gegenstand dieses Abschnitts ist es deshalb, anhand einiger Beispiele diejenigen Effekte zu
illustrieren, die bei reduktiven Gruppenwirkungen auf singula¨ren affinen Varieta¨ten auftreten
ko¨nnen. Sie zeigen, daß allgemeine Sa¨tze hier nicht zu erwarten sind. Die Algebra der Wahl ist
dabei im Grunde immer D(M)∗; u¨ber D(M) kann man nur verzeinzelt Aussagen machen, wenn
man irgendwie durch eine gu¨nstige Wahl der Koordinaten Elemente hieraus
”
raten“ kann.
Beispiel 5 (Spitzer Doppelkegel). Wir betrachten den spitzen Doppelkegel im R3
X0 := {(x, y, z) ∈ R
3 | x2 + y2 = z2} .
Er ist eine reelle Form des komplexen Kegels
X := {(x, y, z) ∈ C3 | x2 + y2 = z2} ,
und der singula¨re Ort besteht in beiden Fa¨llen genau aus dem Nullpunkt. Folglich ko¨nnen wir
den Koordinatenring C[X ] von X mit den komplexwertigen regula¨ren Funktionen R[X0]C auf
X0 identifizieren. Parametrisiert man X0 mittels
x = u cos θ, y = u sin θ, z = u,
so wird nach einer komplexen Drehung der Ring A := R[X0]C u¨ber C erzeugt von u, ue
iθ und
ue−iθ
A := R[X0]C ∼= C[u, ue
iθ, ue−iθ] .
Bevor wir eine bestimmte Gruppenwirkung auf dem Kegel X0 wa¨hlen, bestimmen wir alle
seine Derivationen sowie die Wirkung der von ihnen und R[X0]C erzeugten Algebra D(X0)∗.
Zuna¨chst ist klar, daß die Koordinatenlinien die Derivationen
u∂u = x∂x + y∂y + z∂z und ∂θ = x∂y − y∂x
erzeugen. Die Algebra DerX0 entha¨lt aber noch weit mehr Elemente:
Lemma 6 (Derivationen des Kegels). Durch folgende Kriterien ist DerX0 vollsta¨ndig bestimmt:
1. Ein Element der Gestalt q∂u liegt genau dann in DerX0, wenn q ∈ u ·A;
2. Ein Element der Gestalt q∂θ liegt genau dann in DerX0, wenn q ∈ A;
3. Ein Element der Gestalt q1∂u + q2∂θ liegt genau dann in DerX0, wenn es Summe zweier
Derivationen der gerade genannten Gestalt oder in der A-linearen Hu¨lle der beiden Deriva-
tionen
R := ueiθ∂u + ie
iθ∂θ, S := ue
−iθ∂u − ie
−iθ∂θ
enthalten ist.
Beweis. Zum Beweis verwenden wir Das Kriterium aus Lemma 1. Wir setzen eine Derivation
von X0 an mit D = q∂u, q ∈ R(X0)C. Wegen der Derivationseigenschaft genu¨gt es, wenn die
Bilder der Koordinatenfunktionen unter D in A liegen, denn dann folgt sofort D(A) ⊂ A. Es
mu¨ssen also
D(u) = q, D(ueiθ) = qeiθ, D(ue−iθ) = qe−iθ
Elemente von A sein, d.h. q liegt in A und, vermo¨ge Multiplikation mit ue−iθ der zweiten
Bedingung, qu liegt ebenfalls in A. Schreibt man dann qu als Summe
qu =
∑
αun(ueiθ)m(ue−iθ)l,
so implizieren die erste und die zweite Bedingung, daß in allen auftretenden Summanden m
und l gro¨ßer Eins sein mu¨ssen, d.h.
qu = u2
∑
αun(ueiθ)m−1(ue−iθ)l−1 =: u2 · a
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mit einem a ∈ A; es folgt q = ua und damit hat q die behauptete Gestalt. Analog beweist man
den zweiten Teil des Lemmas. Fu¨r den letzten Teil machen wir den Ansatz D = q1∂u + q2∂θ,
was impliziert, daß
D(u) = q1, D(ue
iθ) = eiθ(q1 + iuq2), D(ue
−iθ) = e−iθ(q1 − iuq2)
regula¨re Funktionen sein sollen. Nun betrachtet man die u-Graduierung von A: wenn deg q1 6=
deg q2 + 1 ist, so haben die beiden Summanden in der ersten und zweiten Bedingung unter-
schiedlichen u-Grad, mu¨ssen also jeder fu¨r sich in A liegen, was einer Derivation der soeben
beschriebenen Gestalt entspricht. Sei deswegen fortan deg q1 = deg q2 + 1. Insbesondere ist
dann deg q1 ≥ 1, ich kann also q1 = uq′1 setzen. Aus der zweiten Bedingung folgt mittels Multi-
plikation mit ueiθ, daß u2(q′1+ iq2) ∈ A sein muß; aus der ersten Bedingung q1 = q
′
1u ∈ A folgt
aber q′1u
2 ∈ A, also durch Subtraktion u2q2 ∈ A. Man u¨berlegt sich leicht, daß hieraus folgt,
daß q2 die Gestalt
q2 = a2 + b2e
iθ + b′2e
−iθ + c2e
2iθ + c′2e
−2iθ ,
haben muß, wobei a2 in A ist und man die anderen Koeffizienten so wa¨hlen kann, daß sie zwar
in A, aber b2, b
′
2 nicht in u ·A und c2, c
′
2 nicht in u
2 ·A liegen. In a¨hnlicher Weise kann man q′1
darstellen. Weil aber hier bereits uq′1 in A sein muß, verschwinden die beiden letzten Terme:
q1 = a1 + b1e
iθ + b′1e
−iθ .
Schreibt man nun das in der zweiten Bedingung vorkommende Element ueiθ(q′1 + iq2) in dieser
Darstellung aus und subtrahiert alle Elemente, die trivialerweise in A liegen, so bleibt, daß
ue2iθ(b1+ ib2)+ ic2e
i3θu in A liegen muß, was nach Wahl der Koeffizienten nicht geht; deswegen
ist c2 = 0 und b1 + ib2 = 0. Ebenso zeigt man c
′
2 = 0 und b
′
1 − ib
′
2 = 0. Die ”
Minimallo¨sungen“
b1 = 1, b2 = i und b
′
1 = 1, b
′
2 = −i entsprechen den Elementen R und S. Fu¨r diese berechnen
wir fu¨r spa¨ter noch die Produkte
RS = u2∂2u + 2u∂u + ∂
2
θ − i∂θ, SR = u
2∂2u + 2u∂u + ∂
2
θ + i∂θ, [R,S] = −2i∂θ .(4)
Zur Illustration, wie die Derivationen des Kegels auf seinen regula¨ren Funktionen operieren,
dient Abbildung 1. Darin sind alle regula¨ren Funktionen in einem rechteckigen Zeilen- und
Spaltenmuster angeordnet; die positive x-Achse beschreibt die wachsenden u-Potenzen, die y-
Achse die ganzzahligen Vielfachen von θ im Argument der Exponentialfunktion. Wie man sieht,
wird von allen mo¨glichen Besetzungsstellen nur ein (gedrehter) Quadrant tatsa¨chlich belegt: dies
liegt daran, daß z. B. zwar ueiθ in A liegt, nicht aber ue2iθ. Die von A und DerX0 erzeugte
Algebra D(X0)
∗ entha¨lt zuna¨chst die Multiplikation mit allen Koordinatenfunktionen; beginnt
man bei der konstanten Funktion Eins im linken Bildteil, so sind dies genau die drei nach rechts
zeigenden Pfeile (zwei diagonal, einer horizontal). von jeder anderen Funktion gehen natu¨rlich
immer diese drei Pfeile aus; der U¨bersichtlichkeit halber haben wir sie nur am oberen und un-
teren Bildrand eingezeichnet, und ansonsten durch ein Sternchen angedeutet (jedes solche steht
also fu¨r ein nach rechts zeigendes Pfeilkreuz). Interessant ist nun die Wirkung der Derivationen:
u∂u und ∂θ sind Multiplikationen mit einer Konstanten und deswegen nicht eingezeichnet. Die
einzig nichttrivialen Derivationen sind die Elemente R und S. Sie entsprechen (bis auf Vielfache,
die hier nicht interessieren) einem
”
Auf-“ und einem
”
Absteiger“ bei fixiertem u-Grad.
Als mo¨gliche Gruppenwirkungen auf X0 bieten sich nun drei Kandidaten an. Die kanonis-
che Wirkung der SO0(2, 1) ist relativ uninteressant, weil vielfachheitenfrei; ihre eindimension-
alen Vielfachheitenra¨ume sind wenig geeignet, um irgendwelche Effekte zu demonstrieren (es
sei bemerkt, daß die Derivationen R und S eigentlich von dieser Gruppenwirkung stammen).
Stattdessen betrachten wir die multiplikative Wirkung von R∗ auf X0 (von C
∗ auf X), sowie
die Drehwirkung der SO(2,R) in jeder x-y-Ebene bei festgehaltener z-Koordinate. Diese Grup-
penwirkungen haben genau die
”
Spalten“ bzw. die
”
Zeilen“ von A als Vielfachheitenra¨ume. Es
gilt:
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Abbildung 1. Koordinatenring des Doppelkegels z2 = x2 + y2
Proposition 5. 1. Die Vielfachheitenra¨ume der R∗-Wirkung sind unter DR
∗
(X0)
∗ irreduz-
ibel, und die Algebra
DR
∗
(X0)
∗ = C[R, S, u∂u, ∂θ]
ist nicht abelsch;
2. Die Vielfachheitenra¨ume der SO(2,R)-Wirkung sind unter DSO(2,R)(X0)∗ zwar nicht ir-
reduzibel, aber auch nicht zerlegbar, keine zwei Vielfachheitenra¨ume enthalten isomorphe
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Teildarstellungen und die Algebra
DSO(2,R)(X0)
∗ = C[u, u∂u, ∂θ]
DSO(2,R)(X0)∗ ist nicht abelsch;
3. Die Vielfachheitenra¨ume der SO(2,R)-Wirkung sind unter DSO(2,R)(X0) irreduzibel, und
die Algebra DSO(2,R)(X0) ist nicht abelsch.
Beweis. Mit Abbildung 1 bleibt hier fast nichts zu beweisen, da sie die Operation von D(X0)∗
auf A vollsta¨ndig beschreibt. Betrachten wir zuna¨chst die R∗-Wirkung: weil es keine nicht-
konstanten invarianten Funktionen gibt, sind die Vielfachheiten endlich, und die Irreduzibilita¨t
der
”
Spalten“ wird durch die invarianten Derivationen R und S bewerkstelligt. Invariante Dif-
ferentialoperatoren ho¨herer Ordnung als die von den genannten erzeugten kann es in D(X0)∗
nicht geben, weil es keine zur Multiplikation mit den Koordinatenfunktionen
”
inversen“ Deriva-
tionen gibt (etwa der Form ∂u); somit scheidet die Mo¨glichkeit, in Abbildung 1 etwa erst nach
rechts, dann mit R oder S herauf oder herunter und dann in die urspru¨ngliche Spalte zuru¨ck
zugehen, aus. Wegen Gleichung 4 ha¨tte man ∂θ in der Liste der erzeugenden Elemente auch
weglassen ko¨nnen.
Fu¨r die SO(2,R)-Wirkung ist u eine invariante Funktion, deswegen sind die Vielfachheiten
unendlich. Die einzigen G-invarianten Derivationen sind Produkte aus u mit u∂u und ∂θ.
Alle aus R, S und den Koordinatenfunktionen konstruierbaren
”
Pfade“ in Abbildung 1, die
in der gleichen Zeile anfangen und aufho¨ren, lassen sich als Kombination einer Multiplikation
mit einer u-Potenz und den Elementen u∂u, ∂θ ausdru¨cken, deswegen liefern sie keine neuen G-
invarianten Differentialoperatoren. Jeder Teilraum, der aus Elementen mit u-Grad gro¨ßer gleich
einer vorgegebenen natu¨rlichen Zahl besteht, ist invariant; aus dem gleichen Grunde sind die
Vielfachheitenra¨ume nicht zerlegbar. Zwei solche ko¨nnen keine isomorphen Teildarstellungen
haben, weil sich zwei Zeilen immer in ihrem ∂θ-Eigenwert unterscheiden.
Wirklich zu beweisen gibt es nun etwas bei der letzten Aussage. Die Algebra D(X0) aller
algebraischer Differentialoperatoren des Kegels kann man nicht bestimmen; aber wir ko¨nnen
einen SO(2,R)-invarianten Operator hinschreiben, mit dem die Vielfachheitenra¨ume irreduzibel
werden. Der Operator
D :=
1
u
(u∂u + i∂θ)(u∂u − i∂θ)
ist genau so gewa¨hlt, daß er den u-Grad um Eins absenkt, sofern er nicht auf ein Element
der Gestalt une±inθ wirkt, welches er annuliert. Mit dem Kriterium aus Lemma 1 ist D ein
zula¨ssiger Differentialoperator zweiter Ordnung und offensichtlich invariant. In der Tat, in die
Koordinaten x, y und z zuru¨cku¨bersetzt schreibt sich D als
D = z(∂2x + ∂
2
y)
und verdient damit den Namen
”
algebraisch“.
Bemerkung 5. Ein kurzer Blick auf den (glatten !) unendlich langen Zylinder Z mit Koor-
dinatenring C[u, eiθ, e−iθ] erkla¨rt, warum hier fu¨r die S1-Wirkung Irreduzibilita¨t vorliegt: in
dieser Situation ist na¨mlich ∂u eine G-invariante Derivation.
Dieses Beispiel ist noch relativ gutmu¨tig, und man ko¨nnte vermuten, daß Satz 1 vielleicht
in einer schwa¨cheren Version (etwa Unzerlegbarkeit statt Irreduzibilita¨t) gilt. Das folgende
Beispiel einer kubischen Regefla¨che wird zeigen, daß sich diese Hoffnung nicht erfu¨llt.
Beispiel 6 (Kubische Regelfla¨che z3 = xy2). Wir betrachten die irreduzible kubische Regelfla¨che
im R3 (vgl. Abb. 2)
Y0 := {(x, y, z) ∈ R
3 | z3 = xy2} .
Sie ist eine reelle Form der komplexen Fla¨che
Y := {(x, y, z) ∈ C3 | z3 = xy2} ,
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Abbildung 2. z3 = xy2
und der singula¨re Ort besteht in beiden Fa¨llen aus der x-Achse. Wir idenzitifieren deswegen
wieder C[Y ] mit R[Y0]C und wa¨hlen fu¨r Y0 die Parametrisierung
x = rs2, y = r/s, z = r,
erhalten also als regula¨re Funktionen
B := R[Y0]C ∼= C[r, r/s, rs
2] ,
die wir ebenfalls graphisch dargestellt haben (Abb. 3). Um die Wirkung der Algebra D(Y0)
∗
hierauf zu beschreiben, bestimmen wir wieder die Derivationen Der Y0. Den Koordinaten
entsprechen zuna¨chst die Derivationen
r∂r = x∂x + y∂y + z∂z und s∂s = 2x∂x − y∂y .
Sodann bestimmen wir mit der gleichen Methode wie in Lemma 6 alle Derivationen von B,
weswegen wir auf den Beweis verzichten:
Lemma 7 (Derivationen der Regelfla¨che z3 = xy2). 1. Ein Element der Gestalt q∂r liegt
genau dann in DerY0, wenn
q ∈ C := B − {C · rnsm | 2n = m oder n = −m} ;
2. Ein Element der Gestalt q∂s liegt genau dann in Der Y0, wenn q ∈ C oder q ∈ s ·B;
3. Ein Element der Gestalt q1∂r + q2∂s liegt genau dann in Der Y0, wenn es Summe zweier
Derivationen der gerade genannten Gestalt oder in der B-linearen Hu¨lle der Derivation
D :=
r2
s2
∂r +
r
s
∂s
enthalten ist.
Insbesondere gibt es weder den r- noch den s-Grad absenkende Derivationen, und nur die
relativ uninteressanten Elemente r∂r und s∂s erhalten den Grad. Die Wirkung von D ist
(bis auf von Null verschiedene Vielfache) in Abbildung 3 dargestellt; im Gegensatz zu zu den
Elementen R und S, die beim Kegel aufgetreten waren, vera¨ndert D auch den “Spaltengrad“.
Wegen der geringeren Symmetrie haben wir als Gruppenwirkung hier nur die Wahl zwischen der
multiplikativen R∗-Wirkung oder der der s-Koordinate entsprechenden R∗-Wirkung in jeder
x-y-Ebene.
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Abbildung 3. Koordinatenring der Regelfla¨che z3 = xy2
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Proposition 6. 1. Die Vielfachheitenra¨ume der multiplikativen R∗-Wirkung zerfallen unter
der Wirkung der abelschen Algebra
DR
∗
(Y0)
∗ = C[r∂r , s∂s]
in eindimensionale irreduzible Darstellungen;
2. Die Vielfachheitenra¨ume der s-Wirkung sind unter Ds(Y0)∗ weder irreduzibel noch zer-
legbar, und keine zwei Vielfachheitenra¨ume enthalten isomorphe Teildarstellungen der
Algebra
Ds(Y0)
∗ = C[r, r∂r , s∂s] .
Beweis. Die beiden Behauptungen u¨berlegt man sich leicht anhand von Abbildung 3 und dem
vorangegangenen Lemma. Wir bemerken kurz, daß man hier nach dem gleichen Schema wie
fu¨r den Kegel invariante Differentialoperatoren hinschreiben kann, die nicht in D(Y0)
∗ liegen;
zum Beispiel ist
T :=
1
s
(2r∂r − s∂s)(r∂r + s∂s) = 9z
2∂2xy + 3y
2∂2yz + 6xy∂
2
xz + 2y∂y + 2zy∂
2
zz
ein Operator, welcher unter der skalarenR∗-Wirkung invariant ist, den s-Grad um Eins absenkt
und die
”
Lu¨cken“ im Koordinatenring gerade auf Null abbildet.
Die erste Aussage ist ein Gegenbeispiel zu Proposition 4 im singula¨ren Fall: die AlgebraDG(M)∗
ist hier abelsch, obwohl die Wirkung nicht vielfachheitenfrei ist.
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