Abstract. Human posture classification in near real time is a significant challenge in various fields of research. Recently, the use of the Microsoft Kinect system for 3D skeleton detection has shown to be of promise. This work compares four common classifiers and the use of a hybrid approach for classification. The results show that the use of a hybrid genetic algorithm and random forest classifier is able to provide fast and robust human posture classification. Finally, to aid in further development of posture detection, a comprehensive human posture data set while watching television has been generated in this work for benchmarking purpose and made available publicly at http://dlab.sit.kmutt.ac.th/index.php/human-posture-datasets.
Introduction
The identification of human posture is of significant interest in numerous disciplines of research. There is an increasing need to be able to classify human posture in near real time circumstances, especially in the fields of medical science and sport science. With the advent of rapid development in computer technology, it allows for much improved human posture classification. Since the release of the Microsoft Kinect system with its game console back in 2010, many researchers have used it for human postural classification and human body detection in general. With multiple sensors, including a depth sensor and an infrared sensor, Kinect is able to identify and separate the human body even from a complex background.
Currently, Kinect also offers a computer-based software library with built-in support to identify skeletal joints, thus allowing the whole skeleton to be analysed. In particular, Kinect can detect up to 60 raw attributes of a human user in each static image or dynamic video frame. The detection of human posture may be done either in 2D or 3D [1] [2] [3] . Traditionally, 2D image processing is done using pixel colour information. That is, human posture classification would depend heavily on environmental factors such as light conditions and background complexity. The use of 3D image processing can reduce the background complexity issue that constraints 2D images. The main reason is that 3D image processing is able to provide depth information to better identify each object. For the Kinect system, it combines 3D image processing with infrared sensors that could be used in even dark areas, thus making it ideal for complex human postural analyses.
There has been many previous works to detect and classify human posture. Prior to the introduction of the Kinect system, Cohen and Li 4 developed a SVM model for human postural classification using a 3D visual-hull constructed from a set of silhouette input data. The system provided classified human body postures in form of thumbnail images. In 2007, Wu and Aghajan 5 proposed a method of human posture estimation using multiple cameras based on the concept of an opportunistic fusion framework that comprised three dimensions of space, time, and feature levels to obtain a 3D human skeleton.
The Kinect system [6] [7] [8] [9] was launched by Microsoft in 2010. It was designed to be a 3D camera game controller to determine the human gestures of a player. Kinect has three input components: depth image sensors, RGB camera, and a multi-array microphone. With the ability to separate the human body from a complex background and in analysing the human skeletal joints, Kinect has been used by many researchers from the onset. Initially, the OpenNI software library was developed to interface a computer system to the Kinect. Subsequently, a Microsoft SDK was also made available as a software library for analysing skeletal joints. The OpenNI library can provide up to 15 main skeleton joints of a body. The latest Microsoft SDK library provides two detection modes. The default is stand tracking that can analyse up to 20 joints of the human body. The second mode is for seated tracking that can analyse 10 upper shoulder joints of the human body.
Since the launch of the Kinect system, much works in postural detection have been done using such a system. A representative set of works is presented here. In 2011, Htike and Khalifa 10 developed a real-time gesture classification system to classify the dancing gestures from moving skeletal joint data obtained from Kinect. The accuracy of their system was 96.9% using a 4-second video capture record of the human skeletal motion. More recently, Dai et al. 11 proposed a machine learning and vision-based method for elderly fall detection using statistical human posture sequence modelling. A series of laboratory simulated falls and activities of daily livings (ADLs) were performed and recorded by the Kinect system. Hidden
Markov Model was used for modelling the fall posture sequences and distinguishing different fall activities and ADLs. The average fall recognition rate was greater than 80%.
Unlike most other researchers, we use Kinect to classify human postures while watching television. In an earlier work, a system for simple postural detection and classification of elderly people while watching television was developed 12 . The experiments included four standard postures of stand, sit, sit on floor and lie down. A total of six models were used to compare the results of postural classification and the best classifier was selected by using 5-fold cross-validation. The six classification methods used were neural network, support vector machine, decision tree, logistic regression, random forest and naïve Bayes. The best accuracy was 97.88%, obtained by decision tree with Max-Min normalization technique. As a follow up work, a real-time identification system was developed to identify 18 human postures while watching television 13 .
In particular, two classification architectures was evaluated: a single-stage classifier and a multiple-stage classifier. Three types of training sets were used, including raw skeletal training set, skeleton with attributes selection training set, and skeletal position transformation training set. The machine learning techniques compared were back propagation neural network (NN), naïve Bayes (NB), logistic regression (LR), and decision tree (J48). The best performance was obtained with an accuracy of 87.68 % by using the skeletal position transformation training set with neural network.
In this work, the ready availability of real-time raw skeleton data was exploited to develop a robust human posture classification model for television watching. To this effect, a large comprehensive data set with 30 human postures in various positions was collected systematically. This data set is provided publicly at the data repository of our lab at http://dlab.sit.kmutt.ac.th/index.php/human-posture-datasets.
This paper is organized as follows. First we give a brief summary of the workflow of human posture classification used in this work. Then we provide some backgrounds on the datasets, classification methods and performance measures used in this study. The results are presented next with appropriate discussions. Finally, we draw significant conclusions on the findings.
Methodology
The outline of the workflow is as follows. First, the experimental layout is given. Then the human posture dataset collected is described. Followed by details of the data preparation step. Finally, the methods of data classification and description of performance measures are provided.
Kinect layout
In our experiment, the recording data came from five positions as shown in 
Human posture dataset
This part describes the preparation of training and testing data sets used in developing the human posture classification model. We used Kinect XBOX 360 with the Microsoft SDK library version 1.8 with the default stand tracking mode to detect a human body having 20 skeletal joints. The distance for test subjects is between 1.8-3.0 meters away from Kinect during the data collection process. This distance has been added as an additional attribute as well as height and angle of the Kinect camera.
Training and testing sets were recorded systematically as described earlier. The number of instances in the five training and five testing data sets are 13,500 each (except for two cases with 13,499 and 13,501). The details of number of instances in each posture for both training set and testing set are summarized in Table I . In summary, there are a total of 30 postural class memberships with four main class memberships of stand, sit, sit on floor and lean down.
Data preparation
This step is to prepare the training sets before being used in learning of each model. In our experiment, we considered two types of classifier architectures. First is a single-stage classifier and second is a multiple-stage classifier.
The single-stage classifier model uses all training data packaged in one set. Therefore, the single-stage classifier has only one model in the prediction data. Consequently, if the training data are large, it is very time consuming in creating the model.
On the other hand, the multiple-stage classifier would separate the data into multiple training sets, and that would help to reduce the time to create the model, depending on the number of separated training sets. Therefore, the multiple-stage classifier requires many models working together in the prediction data. For this architecture, we considered both single classifier for both stages and the hybrid approach combining genetic search algorithm with classifier.
For single-stage classification, training and testing were done with all 63 attributes initially. This is labelled as "all". In order to test the robustness of the Kinect system, the three additional attributes of height and angle of Kinect and distance of subject to Kinect are removed. This is labelled as "60 points". Finally, the multi-stage with hybrid of GA and classifier is labelled as "GA".
Data classification
In this work, we select four learning models, including neural network (NN), naïve Bayes (NB), support vector machine (SVM), and random forest (RF); all of which are available in the Weka data mining tool 14 . Detail of feature selection by Genetic Algorithm (GA) and the classifiers [15] [16] used in this study are described as follows.
Neural network used in the experiment is the simple multilayer perceptron (MLP) which uses the back-propagation algorithm in learning. Structure of the neural network in the experiment comprises three layers, including input layer, hidden layer, and output layer. The input and output layer values depend on the number of attributes and the number of class memberships of each training set. Naïve Bayes is a simple probability classifier based on the Bayes' theorem with the assumption of independence between every pair of features. The nodes in the Bayesian model are created from the given training data. Each node counts the number of rows per attribute value per class for nominal attributes and calculates the Gaussian distribution for numerical attributes. SVM is another popular supervised-machine learning algorithm, which builds an n-hyperplanes for n-features to separate each distinct class apart with maximal margin. Random Forest is an ensemble classification algorithm.
A RF classifier was implemented with the subsampling and sub-spacing scheme. So, the RF model is robust to the overfitting issue [17] [18] . The RF have been widely and successfully applied in the classification in many fields [19] [20] .
The feature selection was done by WEKA 3.6.11. The feature evaluation for GA was performed by Correlation-based Feature Subset Selection (CfsSubsetEval) 21 . The population size and number of generations were set at the default value of 20.
For implementation of the classifiers, MATLAB version 2010 was used to build a neural network model with number of nodes in hidden layer equal to 10. The R language was used to build the other three classifiers. In particular, NB and SVM were applied using "e1071" package 22 while RandomForest package 23 was used to perform RF classification.
Results and discussion
The results of human posture classification using various approaches are shown here. This is followed by insightful interpretation and discussion of the results.
The first results are shown on Table II which provides a comparison of the classification performance using the different positions of the Kinect system to the human subject. The ensemble classifier RF was used because it has been found by various researchers to provide accurate and robust performance. As expected, we found the performance is very good if using the same position for training the RF model and subsequent testing. However, the performance dropped off substantially when a different position is used for testing. Consequently, a master data set that combines all five Kinect positions was generated for both training and testing purposes.
Due to the large size of the combined data sets, computational time requirements increased significantly especially for more vigorous classifiers such as SVM and NN. Thus, a hybrid approach using GA for attribute selection was used and compared with the single stage classification approach. The results of GA attribute selection is shown in Table III . It is interesting to note that only the Y component was selected along with the 10 upper body skeleton joints. These feature points are shown in Fig. 4 . To further reinforce this speculation, the coefficient of variations (CV) were computed for these three groups of feature values. The results are tabulated in Tables IV, V In addition, in order to assess the robustness of the Kinect system, the three additional attributes of height and angle of Kinect and distance from human subject were dropped to develop another reduced model. A summary of the results for these three approaches is shown in Table VII . It can be seen that RF provided consistently good performance for all three approaches.
Whereas NB provided the worst performance.
A more detailed analysis of the single stage classifier results for each human posture is shown in Table VIII . The performance measure shown is Recall since it is of particular interest in the biomedical field. Note that the results are similar for other measures (not shown) such as true positive, false positive, false negative, false discovery rate, and so on. As can be seen in Table VIII, Finally, in order to provide a better recommendation for human posture classification while watching television, the computational times for each classifier for single stage classification are shown in Table IX . Referring to these results, it is clear that RF provided the best performance and the hybrid GA-RF approach further improved on the speed of classifier development. Thus the hybrid GA-RF approach is a good candidate for further scale-up analysis of the big data challenge.
In summary, the ensemble classifier RF was able to provide a fast and reliable prediction of the human postures, and the hybrid GA-RF approach is promising for big data analysis 25 . Nonetheless, for practical implementation, postural transitions should also be considered in order to detect and predict accurate postures for real-time demands while watching television.
Conclusions
In this work, we are interested in the performance of using Kinect for human posture classification for user subjects while watching television. A comprehensive data set consisting of 30 human postures was generated using Kinect and deposited in a data repository for benchmarking purpose. The results showed that the use of RF provided the best combination of performance and computational efficiency for single stage architecture. However, there was a minor problem with the sit on floor and lean back posture. A two-stage RF was able to solve this problem. Finally, the hybrid GA-RF approach further improved the speed and robustness of classification by using only the 10 upper body skeleton points selected by GA.
For the next step, we would like to further validate our results by creating an even larger dataset from many representative subjects and then apply our methodology to the postural classification of elderly people whose main pastime is watching television. The eventual goal is be able to determine the behaviour of the elderly to assist in the interaction with their family members, physicians, and other health practitioners, thus improving the elderly's quality of life in general. 
