If the regression model or the propensity model is correct, the unbiasedness of the estimator using doubly robust imputation can be guaranteed. Using a neural network instead of a logistic regression model for the propensity model, the estimators using doubly robust imputation are approximately unbiased even though both assumed models fail. We also propose a doubly robust estimator of ratio form using population information of an auxiliary variable. We prove some properties of proposed theory by restricted simulations.
Introduction
Missing data frequently occurs in sample survey and one cause is nonresponse. There are two kinds of nonresponses, that is, unit nonresponse and item nonresponse, and imputation is commonly used for compensating for item nonresponses in sample survey. Ratio imputation and regression imputation which are model-based imputations depend on the assumption of the regression model for missing data, where target variables with nonresponse and auxiliary variables without nonresponse are employed. If the assumption of the regression model is wrong, ratio and regression imputations cannot have good properties, for example, estimators using ratio and regression imputations under the incorrect model are not unbiased. Various imputation procedures containing model-based imputations are introduced by Kalton and Kaspryzk (1986) , Groves (2002) and Little and Rubin (2002) . When the regression model or the propensity model is correct, estimators using doubly robust imputation has good property such as unbiasedness. In other words, estimators using doubly robust imputation are asymptotically unbiased whether the regression model is correct or not. The properties of the estimators are considered under the assumption that the propensity model is correct. Carpenter and Kenward (2006) , Kim and Park (2006) , Qin et al. (2008) and Cao et al. (2009) introduced doubly robust imputation, whose shapes are explained by response values of a target variable, values of auxiliary variables without nonresponse and the estimated propensity function. For the estimation of the propensity function, one can refer to Rosenbaum (1987) , Ekholm and Laaksonen (1991) , Robins et al. (1994) , Iannacchione (2003) and Kim and Park (2006) . Specially, doubly robust imputation using population information of an auxiliary variable was used in Park et al. (2011) .
In this paper, neural network is used for the estimation of the propensity function. Estimators using doubly robust imputation by neural network are asymptotically unbiased though both the regression model and the propensity model are incorrect. We suggest a doubly robust estimator of ratio form using population information of an auxiliary variable and a propensity function. In Section 2, estimators using existed ratio imputation and various doubly robust imputation methods to estimate the population mean are summarized and the estimation of the propensity function using the logistic model and neural network is introduced. We also propose an estimator having doubly robust property in Section 2. In Section 3, the result of computational studies under various settings that prove the doubly robust property of the proposed estimators using estimated propensity functions by neural network is provided.
Doubly robust estimators and neural network
Let the finite population be {(y i , x i ), i = 1, ..., N }, where N is the population size, y i is the value of the target variable of unit i and x i is the value of the auxiliary variable. Let the parameter of interest in sample survey be the population mean µ y = N −1 N i=1 y i . We assume that the population information of the auxiliary variable x i is known. The estimator of the population mean under a probability sampling scheme isȳ n = N −1 n i=1 π −1 i y i based on the sample size n, where π i = P (i ∈ S) is the inclusion probability for element i and S is the set of indices in the sample. The estimator containing inclusion probability is called Horvitz and Thompson (1952) estimator and has the unbiasedness property under the finite population such that
We define the response indicator variable of y i as
be the propensity function of sample unit i under the probability sampling scheme. We assume that R i is ignorable or missing at random(MAR) such that φ i depends on the auxiliary variable x i but not on the target variable y i (Little and Rubin, 2002) . If we consider the ratio imputation in Rao and Sitter (1995) and Rao (1996) , the imputed value for missing data is
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If we assume a regression model
then the expectation of the estimator (2.2) is the population mean µ y . If the assumption of the regression model (2.3) is wrong, we cannot guarantee the unbiasedness of the imputed estimator (2.2). In other words, when the regression model is satisfied, we can consider the usage of ratio imputation. The estimators using doubly robust imputation are unbiased even though the regression model fails. The imputed estimator of Kim and Park (2006) using propensity function for the population mean is 4) where the imputed value for missing data is
Note that for the regression model or the response model
under some assumptions (Kim and Park, 2006) . The doubly robust imputation y Id i using auxiliary variable and propensity function for missing data decreases the dependence of regression model because the unbiasedness of the estimator using doubly robust imputation can be guaranteed as long as the regression model or the propensity model is correct.
Park et al. (2011) proposed a doubly robust imputation using population information of an auxiliary variable to increase the efficiency of an imputed estimator. The imputed value for missing data is
and the estimator using y
The approximative unbiasedness of the imputed estimator (2.5) for population mean was proved in Theorem 1 of Park et al. (2011) . For the comparison of the efficiency, observe that (2.4) has larger variance than (2.5) when
where CV refers to the coefficient of variation,
i x i and ρ is the correlation coefficient between y i and x i (Park et al., 2011) .
When population information of an auxiliary variable is known, we propose a simple doubly robust estimator of ratio form using a propensity function. The adjusted ratio estimator using the propensity function isȳ (10) and (11) in Kim and Park (2006) , Taylor expansion ofx
where r = (
We can prove that under the regression model (2.3) or the response model,
and under the propensity model,
where E D and V D are expectation and variance under sample design. The propensity function used in this doubly robust imputation is also contained in weighting adjustment for a complement of nonresponse. In practice, because the propensity function is unknown, we must estimate it. We consider a parametric method and a nonparametric method to estimate the propensity function. We assume a logistic model for parametric method, for example, and estimate the coefficients. The logistic model with a single auxiliary variable is defined by
We use the maximum likelihood method to estimate the logistic model and compute the values of α 0 and α 1 iteratively using the Newton-Raphson method. A nonparametric method for estimating the propensity function is to use the method of neural network among data mining methods which is a learning algorithm studied from the structure of biological neural networks and a complex nonlinear method between input variables and output variables. A typical neural network is made up of input layers, hidden layers and output layer, called multi-layer perceptron and linked with activation function and output function. Backpropagation algorithm is also used to decide the weights of neural networks. When the neural network has one input node, one output node and single hidden layer, the model of neural network is 8) where σ(·) is the activation function, g(·) is the output function and f (x) is the value of output node for input node x. Various contents for neural network were referred in Hastie et al. (2009) and Izenman (2008) . Another data mining technique except neural network was introduced by Cho and Park (2012) . Secondly, we divide the set of indices of the population U = {1, 2, . . . , N } into some nonresponse cells U = G g=1 U g . A nonresponse cell consists of sample units which are believed to have approximately equal propensity functions. When the set of indices of the sample S = {1, 2, . . . , n} is partitioned into G exhaustive and exclusive nonresponse cells S = G g=1 S g , an estimated propensity function iŝ
Little (1986) proposed the method of dividing cells using an estimated logistic model to decide nonresponse cells. We suggest a method of dividing nonresponse cells using a neural network, where the estimated propensity function (2.9) is used in gth nonresponse cell.
Computational study
In this section, we provide the result of a limited computational study performed to test and support our theory. In the computational study, B = 10, 000 samples of size n = 100, 300 are generated by a linear model
and by a nonlinear model
where x i ∼ Uniform(0.1, 2.1), i ∼ N (0, 1) for i = 1, . . . , n, and x i and i are independent (Park et al., 2011) . Note that the population mean of target variable y i is 4.29 for the linear model, and 2.04 for the nonlinear model. The method of selecting samples is simple random sampling and the inclusion probability is π i = N −1 n. For the propensity function, we use the logistic model of (2.7), where x i ∼ Uniform(0.1, 2.1) and the value of (α 0 , α 1 ) is assumed to be (-1.0, 3.2) and (-3.3, 4.0) such that the overall response rate becomes 0.83 and 0.63, respectively. We also use the nonlinear response model
where the value of (β 0 , β 1 ) is assumed to be (1.0, -0.5) and (0.8, -0.5) such that the overall response rate becomes 0.83 and 0.63, respectively. For computational setting, we use R Package. The propensity function is estimated by the logistic model and the neural network model. We use weight decay for the penalty of parameters in the neural network whose value is 0.01. The number of nodes in the single hidden layer that make up the neural network is five. The set of indices of the sample is partitioned into eight exhaustive and exclusive nonresponse cells by the estimated logistic model and the estimated neural network. The equation of (2.9) in each cell is used to estimate the propensity function.
From each simulation (x i , φ i , R i , y i ), i = 1, . . . , n, we computed various imputed estimators for the population mean of y i : Table 3 .1 Doubly robust estimators for the population mean Estimator Explanation yIe1 the estimator (2.4) using the propensity function estimated by the logistic model yIe2 the estimator (2.4) using the propensity function estimated by the neural network yIe3 the estimator (2.4) using (2.9) after groups are divided using the propensity function estimated by the logistic model yIe4 the estimator (2.4) using (2.9) after groups are divided using the propensity function estimated by the neural network yAe1 the estimator (2.5) using the propensity function estimated by the logistic model yAe2 the estimator (2.5) using the propensity function estimated by the neural network yAe3 the estimator (2.5) using (2.9) after groups are divided using the propensity function estimated by the logistic model yAe4 the estimator (2.5) using (2.9) after groups are divided using the propensity function estimated by the neural network yRp1 the estimator (2.6) using the propensity function estimated by the logistic model yRp2 the estimator (2.6) using the propensity function estimated by the neural network yRp3 the estimator (2.6) using (2.9) after groups are divided using the propensity function estimated by the logistic model yRp4 the estimator (2.6) using (2.9) after groups are divided using the propensity function estimated by the neural network
In Tables 3.2-3.5, there are computed means, variances and standardized MSEs of the point estimators based on 10,000 samples, where the standardized MSE is the relative MSE compared with that of the complete sample estimatorȳ n = n −1 n i=1 y i . Simulated values for (x i , y i ) in Table 3 .2 are generated by the linear model (3.1) and simulated values for (φ i , R i ) are generated by the logistic model. Simulated values for (x i , φ i , R i , y i ) in Table 3 .3 are generated by the linear model (3.1) and the nonlinear response model (3.3). In Tables 3.2-3.3, the point estimators are unbiased and the estimatorsȳ Ae1 ,ȳ Ae2 ,ȳ Ae3 ,ȳ Ae4 ,ȳ Rp1 ,ȳ Rp2 ,ȳ Rp3 ,ȳ Rp4 are more efficient thanȳ RI , y Ie1 ,ȳ Ie2 ,ȳ Ie3 ,ȳ Ie4 regardless of sample size and response rate.
Means, variances and standardized MSEs in Table 3 .4 are calculated using simulated values of (x i , φ i , R i , y i ) which are generated by the nonlinear model (3.2) and the logistic model. Under the nonlinear model, the imputed estimatorȳ RI is biased though the estimator shows good properties under the linear model. When response rate is low, bias and MSE ofȳ RI become large. It is observed that point estimators exceptȳ RI are approximately unbiased for large sample size. The estimatorsȳ Ae1 ,ȳ Ae2 ,ȳ Ae3 ,ȳ Ae4 ,ȳ Rp1 ,ȳ Rp2 ,ȳ Rp3 , andȳ Rp4 are also more efficient than the estimatorsȳ RI ,ȳ Ie1 ,ȳ Ie2 ,ȳ Ie3 , andȳ Ie4 regardless of sample size and response rate, which is caused by the fact that the population information of the auxiliary variable is used. The estimators using (2.9) for estimating the propensity function have a little bias. Simulated values for (x i , y i ) in Table 3 .5 are generated by the nonlinear model (3.2) and simulated values for (φ i , R i ) are generated by the nonlinear response model (3.3) . Under the nonlinear model and the nonlinear response model, the estimatorȳ RI and the estimators using the estimated propensity function by logistic modelȳ Ie1 ,ȳ Ae1 , andȳ Rp1 are biased. The estimatorsȳ Ie2 ,ȳ Ie4 ,ȳ Ae2 ,ȳ Ae4 ,ȳ Rp2 , andȳ Rp4 are unbiased when sample size is large and response rate is high. 
Concluding remarks
If the regression model is incorrect and the propensity model is correct, the estimator using regression imputation is biased but the estimators using doubly robust imputation are unbiased. Doubly robust estimators using estimated propensity function by neural network are asymptotically unbiased but doubly robust estimators using estimated propensity function by logistic model are biased as long as the regression model is incorrect and nonlinear response model for propensity model is used. Simulation results were suggested to test our theory under some restricted population model and propensity model in this thesis. An auxiliary variable with population information is only used for doubly robust estimators in this paper. Doubly robust estimators using various auxiliary variables and data mining techniques for estimating propensity function can be researched in this future.
