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Abstract In this study we describe a comprehensive computational model of net-
work dynamics (COM-NeD) and demonstrate how it may help us better understand
and theorize the dynamics of strategic networks. Speciﬁcally, we model a popula-
tion of ﬁrms characterized by idiosyncratic resource needs and productive capacities,
while having to respond to the demands of external events by establishing ties and
receiving needed resources from other ﬁrms. Through COM-NeD we investigate a
set of established theoretical perspectives that represent distinct strategies for seek-
ing and establishing interﬁrm ties. Rigorous computational experiments demonstrate
the expected behavior of such a system under a broad range of assumptions. The
results shed light on the complexity of strategic network dynamics, demonstrating
novel interactions of ﬁrms’ internal resource capacity, relational search approaches,
and external resource growth.
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1 Introduction
In the last two decades strategic networks have drawn considerable attention in the
ﬁeld of strategic management (Baum et al. 2000; Goerzen and Beamish 2005). The
structure and quality of network ties among ﬁrms shape economic actions by creating
unique relational opportunities and access to those opportunities (Uzzi 1996). While
there has been a general agreement on the importance of strategic networks, several
potential challenges remain for work in this area.
Previous research has included numerous empirical studies (Anand and Khanna
2000; Baum et al. 2005; Madhok 1997;P a r k e1993), illustrative case analyses (Doz
1996;L a r s o n1992), and essays developing or reﬁning concepts (Hite and Hesterly
2001; Koka et al. 2006; Sydow and Windeler 1998). Each project has focused on a
particular process in isolation by either demonstrating the importance of networks
or assessing some determinants of network structure. As a result, research ﬁndings
have been segmented and sometimes even incoherent, with the true network dynam-
ics remaining largely a black box. Given that a strategic network is a complex system
that can exhibit different patterns of behavior depending on the sample of ﬁrms and
environmental conditions, it becomes critical to develop an overall framework that
integrates the various elements of network dynamics, contrasts the different perspec-
tives for network relations, and traces their interactive consequences (Doz 1996).
The task of integrating such a rich and diverse set of theoretical research is daunt-
ing,asourintuitionsorconjecturesalonearenotwell-equippedtograsphowmultiple
dynamics interact in time. Mathematical modeling has traditionally offered rigorous
lenses for understanding social dynamics, but complex adaptive systems where so-
cial relations and social behavior evolve together are typically intractable. Indeed,
constraints on analytical tractability have been an important obstacle to establish-
ing and validating a comprehensive formal framework for testing and contrasting
organization theories in this area. Computer simulation using agent-based models
(Macy and Willer 2002) offers a new way to accommodate the dynamic interdepen-
dence embodied in various theories within a rigorous formal framework. This paper
shows some preliminary steps toward such an integrated framework, which promises
to signiﬁcantly advance our understanding of strategic network dynamics. Specif-
ically, computational experiments allow investigators to systematically manipulate
assumptions so as to examine processes under a variety of environmental settings,
providing an effective context in which different perspectives can be contrasted or
integrated. We will show that although such models may be employed to account for
complex empirical patterns, the models themselves may be both simple and broadly
accessible.
In the following sections, we will review the strategic network literature and high-
light the need for a comprehensive framework and an appropriate method. We will
then describe a computational model of network dynamics, COM-NeD, and demon-
strate how it can extend our understanding of the dynamics of strategic networks,
while systematically examining some of the patterns suggested in the literature. Fi-
nally, we will discuss some ﬁndings and potential extensions of this model, along
with some of the generic strengths and weaknesses of this style of computational
experiment.Elucidating strategic network dynamics through computational modeling 177
2 Literature on strategic network dynamics
Despite the importance of understanding strategic network dynamics, cumulative
progress has been limited by the great variety of perspectives, foci, and methods
in this area (see Table 1 for a complete summary). For example, one perspective
adopts primarily economic rationales and considers interﬁrm relations as economic
exchanges due to rational calculation for each member’s resource needs (Madhok
1997;P a r k e1993). A contrasting perspective regards interﬁrm relations as behav-
ioral decisions (Sorenson 2003), so that strategic network relations can be the result
oflearningfrom pastexperience(AnandandKhanna2000; Baumet al.2005), signal-
ingpropertiesofstatus(Stuart1998),orinstitutionalconcernssuchasthepressuresof
isomorphism (Venkatraman et al. 1994). Rarely have these economic and behavioral
perspectives been systematically compared or integrated, despite calls by scholars to
do so (e.g., Smith et al. 1995).
As for foci, most previous research has focused on one part of the strategic net-
work dynamics such as network formation (Gulati and Gargiulo 1999;W a l k e re ta l .
1997), early growth (Hite and Hesterly 2001), process snapshots (Gulati 1995; Reuer
et al. 2002), process development (Reuer et al. 2002) and network decay (Burt 2002;
Rowley et al. 2005). Although these studies help to shed rays of light on the “black
box” of network dynamics, there is no overall framework that jointly addresses the
three important aspects of strategic networks: motivations, process, and outcomes.
Further, regarding processes of strategic networks, research has mainly investigated
either initial conditions or outcomes, with less attention to the underlying dynamic
processes (e.g., Podolny 1994). The recent issue of Academy of Management Review
(Parkhe et al. 2006) has also alerted us to this limitation. Few studies (Hite and Hes-
terly2001;L a r s o n1992;R ingandV anDeV en1992)haveexploredtheprocessesand
patterns of strategic network dynamics, with even less work linking various stages of
network dynamics to show how processes play out together.
In terms of methods, research has generally examined strategic networks using
snapshots of isolated, static, or dyadic alliance events. Of the research that has ex-
plored dynamics of strategic networks, most has relied on conceptual development
(Hite and Hesterly 2001; Koka et al. 2006) and case illustration (Doz 1996; Larson
1992), with rare examples of rigorous empirical examination. For example, Zajac
and Olsen (1993) conceptualized three stages of development in interﬁrm relations
(i.e., initializing, processing, and reconﬁguration), mainly at the dyadic level, while
Koka et al. (2006) proposed a conceptual framework of change at the network level,
through network expansion, network churning, network strengthening, and network
shrinking, while under environmental inﬂuence. In another study, Hite and Hesterly
(2001) offered an excellent illustration of strategic network patterns in both emer-
gence and early growth of the ﬁrm; however, the validity of this framework remains
to be examined and the network patterns after early growth are also missing. Using a
case study of three alliances, Doz (1996) found that alliance projects are highly evo-
lutionary; successful projects demonstrate different learning cycles from failing ones,
as initial conditions bear an “imprinting” effect on later dynamics. Larson (1992)a l s o
proposed a process model of network formation on the basis of a case illustration.
To build on these exploratory case studies and exercises in conceptual development,178 Z. Lin et al.
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further progress in this area calls for a complementary set of rigorous methods that
encompasses initial conditions, generative processes, and ultimate consequences of
network change.
In this paper, we offer one more step toward this goal and turn to computational
modeling, which allows us to clarify, analyze, and potentially integrate various theo-
retical perspectives under a controlled setting. Given the need for a formal framework
to integrate numerous distinct dynamics and the mathematical intractability of mod-
els that allow for coevolving and path-dependent relations and behavior, we argue
that agent-based modeling, one of the computational modeling techniques, may be a
crucial tool. This form of computational modeling allows us to consider the dynamics
of strategic networks directly by incorporating the behavior of individual ﬁrms and
their dynamic relations with one another.
A review of the strategic network ﬁeld has revealed little use of computational
modeling, which is not surprising given that the strengths of the methodology have
yet to be broadly appreciated (Harrison et al. 2007). A few notable exceptions are
the projects by Abrahamson and Rosenkopf (1997), Gibbons (2004), and Gavetti and
Levinthal (2000), which provided some initial glimpse into the potential of using
computational modeling for addressing inter-organizational relationships from a dy-
namic network perspective. Abrahamson and Rosenkopf (1997) and Gibbons (2004)
looked into the role of networks in the diffusion of innovations, while Gavetti and
Levinthal (2000) used an NK model (see Kauffman 1993 for a description) to exam-
ine the role of cognition in search behaviors.
Giventhatastrategicnetworkisfundamentallyaboutthechoicesofﬁrms’external
relations (partners), it becomes natural for us to take the strategic decision making
perspective (Hitt and Tyler 1991; Scott 1987). In such a setting we focus on how
a ﬁrm, driven by the resource demands of external events, decides what types of
partners to choose and ultimately faces the consequences of such choices (Tallman
and Shenkar 1994). Further, as suggested by other scholars (e.g., Ring and Van De
Ven 1992), different drivers (economic or behavioral) may inﬂuence the formation
of interﬁrm relations. We contribute to a rigorous foundation in this area by using a
computational experiment to investigate those underlying dynamics.
In this model, we assume that organizations are adaptive systems operating un-
der bounded rationality and that they can form relations as a means to meet resource
needsposed by externalevents(March 1991; Noda andBower1996; Sorenson2003).
Unlike prior research, we jointly examine initial conditions, dynamic processes, and
outcomes of strategic network evolution. The computational framework that we de-
velop allows us to rigorously consider qualitative conceptual models of network
change (Koka et al. 2006; Hite and Hesterly 2001) by examining the implications
of several theoretical perspectives on organizations’ strategies for partner search and
selection. By comparing these approaches, we can also start to answer calls by some
researchers for an integrative perspective that recognizes both an organization’s re-
source characteristics and its past actions (Hitt et al. 2000).Elucidating strategic network dynamics through computational modeling 183
3 Computational model: COM-NeD
Computational modeling grasps the fundamental nature of human information
processing behavior (Carley and Prietula 1994) and is a complementary compan-
ion to theoretical development and empirical research (Fararo 1989). The ﬁeld of
organizational management is now beginning to realize the unique value of computa-
tional modeling in developing, reﬁning, and extending organizational theory (Davis
et al. 2007; Hannan et al. 2003; Harrison et al. 2007; Lin et al. 2006). Smith et al.
(1995) have also called speciﬁcally for the use of computer simulation for studying
inter-organizational cooperation.
We believe agent-based computer simulation will be especially valuable for the
study of strategic networks, which is principally concerned with adaptive strategic
decision making by ﬁrms (March 1991). Using simulations, we can model dynamic
processes under a set of theoretical perspectives and systematically observe their out-
comes, which have also been called for by network scholars (Stokman and Doreian
1997). Moreover, simulation allows us to model an entire network of ﬁrms, going
beyond dyadic interﬁrm relations (Lin et al. 2007).
We employ an explicitly multi-level approach, modeling both the individual level
and the organizational level, as well as their interactions (Klein et al. 1999; Rousseau
andHouse1994).Suchmulti-levelresearchrequiresfundamentallydifferentthinking
than conventional approaches, as micro-level behavior may not aggregate simply to
producemacro-levelorganizationaloutcomes(Kleinetal.1999;RousseauandHouse
1994).
3.1 Overview
In the computational model COM-NeD, the main setting is a population of initially
disconnected individual ﬁrms with randomly generated input and output resource
characteristics; each may need materials from others for production and so a ﬁrm
may serve as either a customer or a supplier at any time. These ﬁrms are observed
over a period represented in years. In each year, each ﬁrm faces a probability that an
external event will begin, presenting resource demands that continue over a period of
event years. Each year is divided into a number of time steps, in which any ﬁrm of the
population can check to see if it faces an event and if the event’s resource demand can
be met by the ﬁrm’s available resources. If the ﬁrm’s resources are insufﬁcient (i.e.,
thetriggeringmechanismisactivated),theﬁrmwillstartitssearchapproachtolocate
potential suppliers, form familiar or new (different) interﬁrm relations, and carry out
resource accumulation through those ties. If the event’s resource demand is met or
if all potential suppliers’ resources are depleted, the search will stop. Otherwise, the
external network expansion will continue until the end of the current year. At the end
of each year external resource growth occurs at the population level. After each time
step and year, we record all outcomes, including the suppliers that each ﬁrm selected
in this step, the amount of resources accumulated by each ﬁrm, and the structure of
ties in the population of ﬁrms. A general ﬂow of the model is given in Appendix 5.
The source code is written in C and can be accessed at www.utdallas.edu/~zlin.
COM-NeD is an agent-based model and has several unique features: 1) ﬁrms are
boundedly rational and will seek external relations when their resources fall below a184 Z. Lin et al.
threshold; 2) there is no pre-deﬁned landscape, but some external events that place
resource demands on ﬁrms; 3) each ﬁrm can have multiple dimensions of input and
output resource characteristics; 4) there are four search approaches for each individ-
ual ﬁrm and the objective of these search approaches is not to ﬁnd an optimal point
but to gather sufﬁcient resources for dealing with external events; and 5) the external
environment can be further affected through resource growth.
3.2 Individual ﬁrms
There are N ﬁrms initially disconnected within the population. Each ﬁrm has a quan-
tity of input resources and a quantity of output resources for different kinds of re-
sources. We represent ﬁrm i’s input resources for resource type k as RIik and we
represent ﬁrm i’s output resources for resource k as ROik, where k can be any of K
different kinds of resources. At the start of the simulation, RIik is assigned a random
value in the range of 0 to maxR and ROjk is assigned a random value in the range of 0
to maxR. We may thus interpret K as the dimensionality of resource space (the num-
ber of different kinds of resources that may be transmitted from one ﬁrm to another)
and we may interpret maxR as the theoretical maximum for the quantity of input and
output resources. For simplicity, we assume that a single scale applies to both input
and output resources.
3.3 External events
Over the simulated years (Y), each ﬁrm i can face some independent event that can
start at any year and span across certain event years (Ye), where Ye <Y. The event
has a resource demand for at most Ke resource types. In the real world, such events
can happen when ﬁrms face crises or new product innovations (e.g., Gibbons 2004;
Lin et al. 2006;S t a we ta l .1981). For this study, Ke is set at 5, so no event will
demand more than 5 types of recources even if the dimensionality of resource space
for the ﬁrms in the network is larger (K>5). The total resource demand by the event
is the sum of demands across all Ke resource types, denoted EVi for brevity. At the
beginning of each Ye, the amount of resource for each type k is assigned a random
value in the range of 0 to maxRe, where maxRe is a value generated from a normal
distribution function, with mean as μ (= 10) and standard deviation as σ (= 5). With
this experimental setting, at any time of the year there will be about one third of
the ﬁrms facing events of some degree. To reduce the biases that may be caused by
left and right censoring, we focus on data points between 10 and 70 of the year (Y)
dimension (Fig. 1).
3.4 Triggering mechanism
Let OUTSUMi represent the sum of all of ﬁrm i’s output resources over all K re-
source types, and let OUTINITi represent the initial value of OUTSUMi or ﬁrm i at
the start of the simulation (y = 0). When faced with an event, a ﬁrm i will ﬁrst rely
on its own available resources to fend off the demands of the event. Once the ﬁrm’s
total output resources (OUTSUMi) falls below half of its original amount assignedElucidating strategic network dynamics through computational modeling 185
Fig. 1 An illustration of event occurences
(OUTINITi), the ﬁrm will start external search for potential suppliers of resources.
The quantity (OUTINITi/2) is constant over time but variable over ﬁrms, so each
ﬁrm i has its own idiosyncratic threshold, below which it will begin to search for
suppliers.
3.5 Search approaches
To expand available resources when facing external events, ﬁrms can use a variety of
means to search for potential suppliers. Most strategic network related research tends
to build on either the economic perspective, which focuses on ﬁrms’ rational acquisi-
tions of necessary or complementary resources in forming external relations (Chiles
and McMackin 1996; Johnson and Cullen 1996), or the behavioral perspective, which
advocates the role of past experiences in ﬁrms’ external choices (Anand and Khanna
2000; Baum et al. 2000;D o z1996; Gulati 1995; Rivkin and Siggelkow 2003). Both
perspectives share complementary insights into the ways that organizational behav-
ior is embedded in and is constitutive of network relations among ﬁrms (Granovetter
1985). Yet, little effort has been made to contrast or integrate these two perspectives.
We implement four stylized search approaches, reﬂecting four different theoretical
perspectives on strategic network dynamics, i.e., a primitive search through simply
satisﬁcing, a rational search for partners with complementary resources (resource
complementarity), a behavioral learning search through past experience, and an inte-
grated search with both economic and behavioral foundations.
3.5.1 Satisﬁcing approach (S1)
Each ﬁrm i randomly searches for a candidate j among other ﬁrms in the popula-
tion. If candidate j has any available output resources (OUTSUMj > 0), then i will
choose j as the supplier in this time step. Otherwise, i will continue to select random
candidates until it ﬁnds the ﬁrst one with nonzero available output resources.
3.5.2 Resource complementarity approach (S2)
Each ﬁrm i considers all possible candidates, and selects a single candidate j whose
specialized outputs have the closest match with i’s specialized inputs. We deﬁne a
match of specialties (Mijk = 1) on a given resource k if ﬁrm i has a relatively high186 Z. Lin et al.
level of input resources of type k (RIik > maxR/2) and ﬁrm j has a relatively high
level of output resources of the same type k (ROjk > maxR/2). If either i or j does
not specialize in resource k (RIik ≤ maxR/2o rROjk ≤ maxR/2) then they do not
match for that resource, so Mijk = 0. The total complementarity of ﬁrms i and j,
denoted MTij, is the sum of these matches M over all K types of resources k, further
divided by K.
Firm i will choose the candidate j for which it has the highest complementar-
ity score, MTij, as its resource supplier in the time step. If there are multiple such
candidates, a random choice among them will be made. If ﬁrm i has no match with
any candidate, it will randomly select a supplier from the population. If candidate j’s
resources are depleted, it will be dropped to the end of the search list for ﬁrm i.
3.5.3 Behavioral learning approach (S3)
Each ﬁrm i considers only the list of candidates who owe i resources from previous
exchanges, and selects a candidate j on the list who has exchanged with i the greatest
number of times. If no prospective suppliers owe i resources, then i will randomly
select a supplier from the population.
3.5.4 Integrated approach (S4)
Eachﬁrmselectsacandidatethathasthehighestsumofbothresourcecomplementar-
ity (MTij) and past interactions (CTij) as its supplier in the time step. If the candidate
j’s resources are depleted, it will be dropped to the end of the search list for ﬁrm i.
Based on this integrated search approach, whether a ﬁrm will form a relationship
with another ﬁrm will depend on not only how the potential candidate can meet its
resources needs but also how their relationships in the past have worked.
3.6 Resource exchange and accumulation
Once ﬁrm i selects a supplier j,ﬁ r mi will receive a standard one unit of each type
of output resources from j if j still has available output resources of that type. If
supplier j has previously received resources as a customer of ﬁrm i, then j will have
an obligation to return resources in addition to the standard amount. That is, ﬁrm i
will receive two units of each type of output resources from supplier j for all re-
source types that j still has resources available. Once ﬁrm i receives the resources,
it will translate these resources from its input resources into corresponding output
resources. Let ININITi represent the sum of ﬁrm i’s input resources at the start of
the simulation (y = 0); recall that OUTINITi represents the sum of ﬁrm i’s output
resources at the start; let OIRi represent ﬁrm i’s initial output–input resource ra-
tio (ININITi/OUTINITi), which determines ﬁrm i’s level of efﬁciency in converting
input resources to output resources. The quantity OIRi is constant over time and ho-
mogeneous across different types of resources but variable over ﬁrms, so each ﬁrm i
has its own idiosyncratic productive efﬁciency.
After each time step, the interaction matrix of behavioral experience {CTij} that
is used for the behavioral learning search and the resource match matrix {MTij} that
is used for the resource complementarity search will be updated, based on the redis-
tributed resources among all ﬁrms in the network.Elucidating strategic network dynamics through computational modeling 187
3.7 External resource growth
After each event year, external resource growth occurs for the entire population at a
constant annual rate (G). Each ﬁrm can take on such external resource growth by ac-
cumulating additional resources for each input type. The amount for output resources
can be transformed from the ﬁrm’s initial output–input resource ratio (OIRi).
We consider external resource growth in the computational model as previous re-
search has repeatedly shown its importance, though not necessarily in the strategic
network area.
3.8 Outcomes
3.8.1 External relations
We record each customer-supplier relationship for any ﬁrm i at each time step. We
then calculate the numbers of total (TPi), same (SPi) (where ﬁrm i selects the same
supplier from one time step to the next), or different (DPi) (where ﬁrm i selects a
different supplier from one time step to the next) relationships that ﬁrm i has relied
on during all time steps in an event year, where TPi = SPi +DPi.
3.8.2 Amount of resources accumulated
We record the resources being received by each ﬁrm at each time step and aggregate
them over resource types and time steps to yield a total quantity of resources received
in that event year (NRESi). We also calculate ﬁrm i’s efﬁciencies for resource accu-
mulation as a result of external relations (ENRESi = NRESi/TPi).
3.8.3 How event resource demands are met
We record the discrepancies (DRESi) when an event’s resource demand is met
or is not met as a result of new resources (NRESi) through each ﬁrm’s external
search approaches plus its own previously available resources (OUTSUMi) minus
the resource demand by the external event (EVi) after each event year (DRESi =
OUTSUMi +NRESi −EVi).
3.8.4 Network structures
We record the number of structural holes (SHOLEi) and in-degree based node cen-
trality (CENTRi) for each ﬁrm and network centralization (GCmm), based on distrib-
utions of node centralities relative to minimal and maximum values, for the network
after each event year (Wasserman and Faust 1994).
3.9 Simulation experiment
Firstwedescribeanumberofparametersthatareheldconstantintheexperiment.The
populationsize(N)isheldconstantat30.Allsimulationsarerunforanequalnumber188 Z. Lin et al.
of years (Y = 80); the number of event-spanning years (Ye) is always 20 for each
event, and the number of time steps (T) within each event year is always 30. We limit
the maximum number of types of resources that an event may demand (Ke) to 5, with
the maximum resource demand quantity for any type as maxRe (generated through a
normal distribution function as described earlier). By limiting the number of resource
types demanded by events to 5 at maximum, we can examine the dependence of the
model behavior as we manipulate the resource capacity (number of types of resources
available, K, and maximum quantity of resources within each type, maxR) relative to
the demand of external events. These settings reﬂect a balance between our research
objectives and the need for simplicity of the model (Burton and Obel 1995). In future
studies we may vary the above experimental settings to expand the research inquiry.
In the computational experiment, we manipulate a set of global parameters that
affect the core dynamics of the model. Speciﬁcally, we manipulate the dimension-
ality of resource space (the number of different kinds of resources that ﬁrms may
exchange, K = 1, 5, or 10), the theoretical maximums that apply across all input re-
sources and output resources (maxR = 1, 5, or 10), and the overall level of external
resource growth that applies across the population of ﬁrms (G = 0.05 or 0.25). Fi-
nally, we manipulate the search strategies employed by the entire population of ﬁrms
in the simulation: satisﬁcing (S1), resource complementarity (S2), behavioral learn-
ing (S3), or integrated (S4). These four manipulations are executed independently,
forming a 3 × 3 × 2 × 4 full factorial experiment with 72 experimental conditions.
We perform one simulation under each experimental condition, keeping track of all
outcome measures as described above.
Manipulating four different independent variables makes presentation of results
verycomplicated.To simplify expositionwe use a construct,internalresourcecapac-
ity (RC), which represents a composite of the dimensionality of resource space (K)
and the theoretical maximums for input and output resources (maxR). We refer to
these two issues as resource ‘scope’ and resource ‘scale’, respectively. The manipu-
lations of resource capacity (RC) in our experiments consider three composite con-
ditions:
• RC = 1 (small internal resource capacity) if the population’s resource scope is
small (K = 1; i.e., there is only one resource that ﬁrms may exchange) or the
population’s resource scale is small (maxR = 1; i.e., the range of possible values
for input and output resources is limited to the unit interval).
• RC = 3 (large internal resource capacity) if the population’s resource scope is
large (K = 10; i.e., there are 10 resources that ﬁrms may exchange) and the pop-
ulation’s resource scale is large (maxR = 10; i.e., ﬁrms may have up to 10 units
maximum in any given resource).
• RC = 2 (moderate internal resource capacity) if neither of the above conditions
is true; that is, RC = 2i feither scope is moderate (K = 5) or scale is moderate
(maxR = 5) and neither scope nor scale is small (K  = 1 and maxR  = 1).
Although we use resource capacity (RC) to simplify presentation of results, we
manipulate resource scope (K) and scale (maxR) independently. Using RC to ag-
gregate and computing averages for combinations of scope and scale as described
above reduces the 3×3×2×4 full factorial experiment (including 72 experimental
conditions) to 3×2×4 (or 24 conditions) for ease of exposition.Elucidating strategic network dynamics through computational modeling 189
4 Illustrative results
Work in strategic networks has called for, but has not yet delivered, an integrated
model of the processes driving the dynamics of interﬁrm networks. Our simulation
model allows us to extend prior work on processes while contrasting different the-
oretical perspectives. Although the complete simulation results are much richer, we
focus on some general patterns to illustrate the power of computational modeling in
advancing organizational theories.
4.1 Network dynamics from internal resource capacity and external resource growth
Consideration for resources has been one of the fundamental reasons for the for-
mation, duration, and termination of organizational linkages (Oliver 1990). A ﬁrm’s
internal resource capacity reﬂects its capacity and need for building interorganiza-
tional linkages, whereas external resource growth deﬁnes the set of opportunities that
are available to ﬁrms. Firms’ allying behavior may be affected by resource consider-
ations from both inside and outside. A joint consideration of these two drivers may
become necessary for building a sound theory in network dynamics.
To better position our simulation ﬁndings, we borrow some of the concepts from
the conceptual framework of network change proposed by Koka et al. (2006) and
rely on these two network drivers to map out the patterns of network dynamics. Two
related constructs of network dynamics are worthy of note: network size and network
range. Network size refers to the number of total network relations a ﬁrm has in its
ego network, while network range entails how varied the ﬁrm’s external relationships
are. Network size and range reﬂect the degree of a ﬁrm’s network dynamics as a re-
sult of a ﬁrm’s internal resource capacity and the network external resource growth.
Four cells of network dynamics will emerge on the basis of prior research (e.g., Koka
et al. 2006): Cell 1: Network Shrinking (low internal resource capacity and low ex-
ternal resource growth), Cell 2: Network Churning (low internal resource capacity
and high external resource growth), Cell 3: Network Strengthening (high internal re-
source capacity and low external resource growth), and Cell 4: Network Expansion
(high internal resource capacity and high external resource growth). Two basic argu-
ments underlie the above classiﬁcation. First, external resource growth brings about
resource variety and motivates ﬁrms to build up more external linkages with differ-
ent partners, resulting in an increase of network range. Second, a high level of ﬁrms’
internal resource capacity is more likely to increase their attractiveness as alliance
partners, resulting in an increase of the network size, but may not necessarily in an
increase of network range. Conversely, a low level of internal resource capacity leads
to a decrease of network size, while a low level of external resource growth mainly
leads to a decrease of network range.
An examination of the overall simulation results (Fig. 2) shows that the number
of different partner relations (i.e., a measure of the extent that ﬁrms are switching
suppliers) is the largest when internal resource capacity is high and the external re-
source growth is low, while the number of same partner relations is generally the
largest when both the internal resource capacity and the external resource growth are
high. In addition, both numbers of different and same partner relations are generally190 Z. Lin et al.
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Fig. 3 Revised patterns of networks dynamics based on Koka et al. (2006)
the smallest when internal resource capacity is low and external resource growth is
low. The ﬁndings suggest a high level of complexity in network dynamics, which
seem not to converge with the simple classiﬁcation as suggested by some prior re-
searchers with the exception of Cell 1. Under the basic assumptions of the model,
more external relations will form when ﬁrms have large internal resource capacity
due to conﬁdence derived from their capabilities (Isen et al. 1987), but less external
relations will form when ﬁrms have less of either internal resource capacity or ex-
ternal resource growth and are more severely constrained by their ability as well as
opportunities (Chattopadhyay et al. 2001; Sitkin and Pablo 1992). Or, as suggested
by Staw et al. (1981), the adversity in both internal and external aspects may cause
a rigidity in external relations. The simulation results imply the revised framework
given in Fig. 3.
Whiletheresultsdemonstratetheimportanceofconsideringbothinternalresource
capacity and external resource growth, they also suggest that more work is needed to
further understand the dynamics of strategic networks, which are often more complex
than a simple schema may be able to capture.
4.2 Resource accumulations in network dynamics
While prior studies have conceptualized some life cycle patterns for external rela-
tions, there is virtually no exploration into whether such patterns may provide per-
formance beneﬁts for the ﬁrms or if different theoretical perspectives (as represented
here through search approaches) may predict similar or different outcomes.
Weﬁrstexamineﬁrms’accumulationofnewresources,thepatternofwhichseems
to show the response to external events, but mostly visible when ﬁrms’ internal
resource capacity is large and external resource growth is high (Fig. 4). A closer
look shows that different approaches result in varying performance at various stages,
though such differences become minimal when the internal resource capacity is small
and the external resource growth is low. A satisﬁcing approach can match with other192 Z. Lin et al.
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more sophisticated ones when the internal resource capacity is large; a resource com-
plementarity approach shows its advantage during the high growth stage, but only
when internal resource capacity is large; a behavioral learning approach is least ef-
fective when both the internal resource capacity and external resource growth are
high.
These results suggest that ﬁrms’ performance in terms of resource accumulation
is also subject to ﬁrms’ internal resource capacity, search approaches, and external
resource growth. They also show us that there are boundary conditions for different
search approaches, echoing the strategy literature on when strategy may matter the
most (Porter 1994).
4.3 Network structures and network dynamics
From a resource dependence perspective, networks are not only channels of resources
but also serve as search and monitoring mechanisms for ﬁrms’ strategies and actions
(Gnyawali and Madhavan 2001). Speciﬁcally, a ﬁrm’s centrality serves as a measure
of ﬁrm’s ability for independent access of information and resources (Freeman 1979)
and a ﬁrm’s structural holes serve as a measure of a ﬁrm’s ability to monitor and
manipulate the ﬂow of information and resources between other ﬁrms in the network
(Burt 1992). These two measures have also captured important aspects of network
embeddedness (Gulati and Gargiulo 1999).
Network centralization This network measure represents the distribution of node
centralities of external relations in the network (Wasserman and Faust 1994). In other
words, a high network centralization represents an uneven distribution of individ-
ual ﬁrm centralities, and thus power or status, in the network (Freeman 1979). The
simulation results show that network centralization (GCmm) does not follow a pat-
tern of life cycle either but is relatively stable over time (Fig. 5). It suggests that
network centralization may be mostly decided in the initial development of the net-
work, which can shed useful light onto some important strategic management issues
such as the importance of ﬁrms’ ﬁrst mover strategies and the formation of indus-
try structures. When both internal resource capacity and external resource growth are
low,aresourcecomplementarityapproachleadstothehighestnetworkcentralization.
When internal resource capacity is small but external resource growth is high, an in-
tegrated approach produces the highest network centralization. A behavioral learning
approach, on the other hand, results in much higher network centralization when in-
ternal resource capacity and external resource growth are both high, which illustrates
that such an approach tends to allow ﬁrms to stay with their clusters of strong ties
when such external relations can provide abundant resources. This also suggests that
there may be inertia for network structures (Kim et al. 2006).
Structural holes Structural holes enable ﬁrms to ﬁnd new opportunities in the net-
work due to brokerage positions (Burt 1992). Firms that ﬁll structural holes may act
as brokers for information and resources. Some scholars have suggested that there
may be relationships between the network structure that ﬁrms are embedded in and
their preference for external relations. For example, Hite and Hesterly (2001) posited194 Z. Lin et al.
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that ﬁrms occupying more structural holes in the strategic network may be more in-
clined to break away from their previous relations (formed through identity-based
ties) in search of new and different relations (formed through calculative-based ties),
although they did not specify boundary conditions for this prediction. To examine
such relationships, we deﬁne a new measure for structural hole efﬁciency as the ratio
of the number of ﬁrm i’s different partner relations (a measure of the extent that ﬁrms
are switching suppliers) to the number of structural holes ﬁrm i occupies.
The sharp drops of structural hole efﬁciency after early network stages show that
while occupying structural holes is generally associated with the number of differ-
ent relations, such a relationship can decay over time (Fig. 6), which also echoes the
ﬁndings by Burt (2002). The patterns are also susceptible to search approaches, in-
ternal resource capacity, and external resource growth. While a primitive satisﬁcing
approach tends to be most sensitive to the change of stages, a more sophisticated ap-
proach such as integrated and behavioral learning approach tends to be more resilient,
especially when internal resource capacity is large and external resource growth is
high. This also sheds light on the dynamics of structural holes and its potential con-
sequences (Salancik 1995).
Appendix 5 lists some additional results relating to the dynamic patterns of re-
sourceaccumulationefﬁciency,resourcediscrepancyformeetingeventdemands,and
structural holes.
5 Discussions
In this study, we have focused on strategic networks and demonstrated how a for-
mal methodology like computational modeling can yield new theoretical insights.
The illustrative results from the computational model COM-NeD show that there are
complex patterns of dynamics at the network level and that these patterns are sub-
ject to the constraints of internal resource capacity, search approaches, and external
resource growth.
Our study highlights the importance of an integrative model of strategic network
dynamics.Whilesomepriorstudieshavestartedtoconceptualizethepatternofstrate-
gic network dynamics such as the network change (expansion, churning, strengthen-
ing, and shrinking) framework proposed by Koka et al. (2006) and the partial life
cycle model (emergence and early growth) suggested by Hite and Hesterly (2001),
they have not systematically examined the boundary conditions for such patterns.
Through COM-NeD, we have illustrated not only the complexity of these patterns
but also the performance consequences at different stages of such patterns. For ex-
ample, we have shown how patterns of external relations in strategic networks may be
inﬂuenced by ﬁrms’ search approaches instead of the resource demands of the exter-
nal events. We have also found that a simple satisﬁcing search approach may be at par
or even outperform some more sophisticated search approaches for resource accumu-
lation under certain conditions. Further, we have illustrated the dynamic patterns of
network structures, which can help shed light on some of the important issues relating
to where networks are from and how they evolve, which have also been frequently
called for by various scholars (e.g., Salancik 1995; Parkhe et al. 2006).196 Z. Lin et al.
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This study has made some important contributions both theoretically and method-
ologically. Theoretically, we have made some ﬁrst attempts to contrast and poten-
tially link various perspectives, focuses, and methods in the strategic network ﬁeld,
and provided some comprehensive propositions that can be further explored in future
research, in particular relating to possible extensions of resource dependence, organi-
zational learning, industry life cycle, contingency theory, environmental context, and
exchange theory. Methodologically, we have provided a sophisticated test bed which
allows us to explore strategic network dynamics based on complete and observable
networks, which can help management research move from over-reliance on latent
network assumption through snapshots of networks (Galaskiewicz 2007).
Like any other methodology, computational modeling has limitations. Although
we have built our model based on prior literature and logical reasoning, it is not
possible to incorporate every aspect of strategic network research in one model. For
example, interﬁrm relations can be much more complex and prevalent than the al-
liance relations currently being modeled in this study. There are also many variations
oftheparametersthatwehavenotexploredbutmayaddinsightto networkdynamics.
For example, we have not explicitly explored births and deaths of ﬁrms in dynamic
networks, although we have implicitly allowed each ﬁrm to decide whether to engage
in external relations based on its understanding of its event and its resource ability.
Also, while there can be more complex reasons for a ﬁrm to form cooperative rela-
tions and decide what to offer to their partners, we have only resorted to a simple
treatment of exchange incentives for ﬁrms to provide or receive resources. Given that
the study’s objective is to provide technical background to a comprehensive com-
putational model of strategic network dynamics, we have sought a balance between
theoretical rigor and the complex intricacies of the empirical world (Burton and Obel
1995), making the model manageable yet still insightful. In future research, we can
extend the computational model to encompass other relevant aspects. It will also be
important to not only further explore the propositions computationally, but also to
test such propositions empirically, enhancing the validity of the computational model
as has been shown in other studies of simulations (Lin et al. 2007).
Appendix A: A general algorithm of COM-NeD
Parameter descriptions
– Y: Number of years in the simulation, with a value of 80.
y: Index for a particular year of the simulation (y = 1...Y).
– Ye: Number of event-spanning years, with a value of 20.
– N: Number of ﬁrms in a network, with a value of 30.
– T: Maximum number of time units allowed for each ﬁrm’s actions (each action
takes one time unit) in each year, which is set at 30.
t: Index for a particular time unit (t = 1...T).
– G: External (environmental) resource growth rate, with values of 0.05 or 0.25. It
is used to increase yearly resources available to ﬁrms in the network.198 Z. Lin et al.
– K: The dimensionality of resource space (number of types of input and output
resources), with values of 1, 5, or 10.1
k: Index for a particular resource type from 1...K.
– maxR:Theresourcescope(maximumpossiblequantityofresources)foreachtype,
with values of 1, 5, or 10.
– RIik: Amount of input resources for ﬁrm i’s (i = 1,...,N) type k (k = 1,...,K)
resource. It is initialized using the following equation and can be adjusted each
year due to environmental resource muniﬁcence:
RIia = (random generator MOD (maxR +1))×(1.0+G)
where random generator MOD (maxR+1) generates a random number between
0t omaxR.
– ROjk: Amount of output for ﬁrm j’s (j = 1,...,N) type k (k = 1,...,K)r e -
sources. It is initialized using the following equation and can be further adjusted
each year due to environmental resource muniﬁcence:
ROjk = (random generator MOD (maxR +1))×(1.0+G)
where random generator MOD (maxR+1) generates a random number between
0t omaxR.
– E: An external event to a ﬁrm, represented as independently started and resource
demanding:
• With at most Ke types of input resource demands, where Ke = 5;
• Each type of resource demand can ﬂuctuate from one year to the next within the
range of 0 to maxRe (maximum amount of input resource for any type), where
maxRe is based on a normal distribution function with mean 10 (i.e. Ye/2) and
standard deviation 5 (i.e. Ye/4).
– {MTij}: Resource complementarity matrix, representing the resource relationship
among all the ﬁrms in the network. The value for each cell MTij in the matrix is
determined by the extent to which ﬁrm j’s output resources (ROjk=1...K) match
ﬁrm i’s input resources (RIik=1...K), divided by K.
–{ CTij}: Behavioral learning matrix, representing the alliance relationships among
all the ﬁrms in the network. The value of each cell CTij is initially set to zero
and can be incremented by 1 each time there is a realized resource exchange from
ﬁrm j to ﬁrm i.
–{ S T ij}: Integrated matrix, representing the alliance relationships based on both
resource complementarity and behavioral learning among all the ﬁrms in the net-
work. The value of each cell STij is determined by the sum of MTij and CTij.
Processes
– Step 1. At the beginning of the network, each ﬁrm’s input and output resources are
initialized according to above described equations.
– Step 2. If the year of the network y is less than Y,g ot oS t e p3 ;o t h e r w i s e ,g ot o
Step 14.
1In other studies we allow further differentiations of types and quantities for input and output resources,
by denoting RI and RO as maximum types of input and output resources respectively, and MI and MO as
maximum quantities for any type of input and output resources respectively. In this study, K = RI = RO,
and maxR = MI = MO.Elucidating strategic network dynamics through computational modeling 199
– Step 3. If the time unit t in that year is less than T,g ot oS t e p4 ;o t h e r w i s e ,g o
to Step 11.
– Step 4. At each time unit, each ﬁrm checks to see if it faces an external event or
not. If not, wait till the next time unit and go to Step 10. If there is an external
event, the ﬁrm checks to see if it has any internally available resources. If yes,
the ﬁrm mobilizes its internally available resources for the cause of the external
event. Then go to Step 10. If not, go to the external alliance searching mode in
Step 5.
– Step 5. If a ﬁrms adopts a satisﬁcing approach for alliance partner selections, go
to Step 6;
If a ﬁrm adopts a resource complementarity approach for alliance partner selec-
t i o n s ,g ot oS t e p7 ;
If a ﬁrm adopts a learning approach for alliance partner selections, go to Step 8;
If a ﬁrm adopts an integrated approach for alliance partner selections, go to
Step 9;
– Step 6. The ﬁrm randomly selects a candidate ﬁrm from the rest of the network.
If the candidate ﬁrm has output resources available in any type, select it as the
next alliance partner. Exchange resources. Go to Step 3.
– Step 7. The ﬁrm searches through all the ﬁrms in the rest of the network and
rank order them according to {MTij}. Select the candidate ﬁrm with the highest
MTij as the next alliance partner. Exchange resources. Go to Step 3.
– Step 8. The ﬁrm searches through all the ﬁrms in the rest of the network and
rank order them according to {CTij}. Select the candidate ﬁrm with the highest
CTij as the next alliance partner. Exchange resources. Go to Step 3.
– Step 9. The ﬁrm searches through all the ﬁrms in the rest of the network and
rank order them according to {STij}. Select the candidate ﬁrm with the highest
STij as the next alliance partner. Exchange resources. Go to Step 3.
– Step 10. At the end of each time unit, record resources exchanged and new or
old alliance partners for each ﬁrm. Add one to the time unit t.G ot oS t e p3 .
– Step 11. At the end of each year, record resources generated and exchanged and
number of alliance partners for each ﬁrm.
– Step 12. At the end of each year, adjust resource input demand for all ﬁrms and
update the resource complementarity matrix {MTij} based on G.
– Step 13. At the end of each year, update the behavioral learning matrix {CTij}f o r
each pair of ﬁrms.
– Step 14. At the end of each year, update the integrated matrix {STij} for each pair
of ﬁrms based on {MTij} and {CTij}.
– Step 15. Add one to the year y.G ot oS t e p2 .
– Step 16. Print out outcomes and stop the experiment.200 Z. Lin et al.
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