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3Una arquitectura cliente/servidor para el streaming
de vı´deo escalable en el tiempo
Aquilino Gallardo Maldonado
Vicente Gonza´lez Ruiz∗
Resumen—En este proyecto se ha implementado la parte
servidora de un servicio de streaming de vı´deo escalable en
el tiempo. El vı´deo a enviar se ha comprimido previamente
mediante MCTF y la tarea del servidor consiste en enviar dicho
vı´deo a un conjunto de clientes. Lo novedoso de este proyecto es
que tanto el servidor como el cliente se comunican, para saber
que´ cantidad de vı´deo puede transmitirse en cada instante, en
funcio´n del ancho de banda disponible, sin que esto provoque
interrupciones en su reproduccio´n. Finalmente, mediante una
serie de pruebas, se ha comprobado el correcto funcionamiento
del protocolo y de la gestio´n de las diferentes capas de vı´deo
por parte del servidor.
Palabras clave—MCTF, escalabilidad temporal, gestio´n de
capas, tasa de transmisio´n.
Abstract—This project has implemented the server side of a
video streaming service scalable in time. The video to send, it
has been previously compressed by MCTF and server task is
to send the video to a set of clients. The novelty of this project
is that both the server and client communicate, to know how
much video can be transmitted at any instant, depending on
available bandwidth, without this leading to interruptions in
playback. Finally, through a series of tests, we have found the
correct protocol operation and management of the different
layers of video from the server.
Keywords— MCTF, temporal scalability, layer management,
transmission rate.
I. INTRODUCCIO´N
DESDE la invencio´n de la red Internet a finales de los an˜ossesenta, los disen˜adores y usuarios de la red han inten-
tado utilizarla para los ma´s diversos propo´sitos. Inicialmente,
so´lo aplicaciones como la transmisio´n de ficheros, el correo
electro´nico o el chat estaban disponibles. Como se puede
comprobar, incluso desde estos tiempos tan iniciales ya podı´an
distinguirse dos tipos de aplicaciones: (1) aquellas, como el
correo electro´nico, en las que las restricciones temporales
impuestas por la propia aplicacio´n demandan un uso del ancho
de banda muy bajo y flexible, y otras (2), como son la
transmisio´n del ficheros o el chat, donde o es imprescindible
disfrutar de una cantidad suficiente de ancho de banda para
transmitir dichos ficheros ra´pidamente o adema´s, como ocurre
con el chat, el requerimiento ma´s importante radica en que la
latencia de la red debe ser lo ma´s pequen˜a posible.
Para acomodar a estos dos tipos de tra´fico existen dos
filosofı´as ba´sicas: (1) distinguir entre ambos tipos de flujos
∗Departamento de Arquitectura de Computadores y Electro´nica de la
Universidad de Almerı´a.
de datos (streams), trata´ndoles de forma diferente (funda-
mentalmente, dedicando mucho ma´s ancho de banda aunque
sea de forma puntual a las aplicaciones de la segunda clase)
y (2), no diferenciarlas, y esperar que con la evolucio´n de
la propia red (que pra´cticamente ha doblado su taman˜o y
capacidad cada an˜o desde su nacimiento) el servicio ofrecido
sea suficientemente bueno. Por este motivo se han creado un
nu´mero considerable de tecnologı´as de transmisio´n, algunas
especialmente concebidas para transmitir flujos de datos mul-
timedia como puede ser ATM (Asynchronous Transfer Mode),
y otras ma´s pensadas para transmitir datos en general, de las
cuales sin duda la ma´s exitosa a sido Ethernet.
Actualmente ambos tipos de tecnologı´as coexisten; las
especializadas en flujos multimedia y las no especializadas,
aunque en redes para usos diferentes debido fundamentalmente
a motivos econo´micos. El resultado es que, para transmitir
datos (y hoy en dı´a en la Internet pu´blica no se realiza un
tratamiento diferente de los datos en funcio´n de su contenido)
no se puede conocer que´ cantidad de ancho de banda vamos
a poder utilizar cuando transmitimos. Cuando enviamos un
correo electro´nico esto va a provocar que el tiempo que tarda
el correo en llegar hasta el receptor pueda variar unos pocos
segundos. Sin embargo, cuando enviamos datos sensibles al
tiempo, como puede ser una conversacio´n telefo´nica o un
vı´deo, podrı´a ocurrir que el ancho de banda ofrecido en ese
momento por la red fuera insuficiente. En este u´ltimo caso, la
u´nica solucio´n va´lida a este problema consiste en precargar
una cantidad de vı´deo concreta en los receptores antes de
comenzar la reproduccio´n. Dicho tiempo de precarga lo calcula
el receptor que, en funcio´n del bit-rate del vı´deo, su duracio´n
y del bit-rate de la red estima la cantidad de datos que deben
precargarse para que, en el caso de que ambos bit-rates se
mantengan ma´s o menos durante todo el tiempo que dura el
vı´deo, este pueda reproducirse sin pausa.
En este trabajo se presenta una solucio´n a la transmisio´n
de vı´deo bajo demanda (en ingle´s, Video on Demand o VoD)
sobre la red Internet. Para ello se plantea una arquitectura
cliente/servidor y se transmite un tipo de vı´deo comprimido es-
pecialmente disen˜ado para minimizar la precarga de datos por
parte del usuario. Se estudian la posibilidades de un sistema
VoD que utiliza un codificador de vı´deo escalable que permite
maximizar la calidad del vı´deo reproducido (en concreto, el
nu´mero de ima´genes por segundo de la reproduccio´n) en
funcio´n de bit-rate que existe en ese momento disponible para
el usuario en la red. El resultado es un sistema de visualizacio´n
remota de vı´deos con una muy baja latencia inicial, ya que
apenas existe precarga, y una alta resistencia a los cortes de
la reproduccio´n.
4El resto del documento se organiza de la siguiente manera.
En la Seccio´n II se describe el funcionamiento ba´sico de los
sistemas de streaming de vı´deo bajo demanda. La Seccio´n
III esta´ dedicada a mostrar los fundamentos del codificador
de vı´deo escalable usado. La Seccio´n IV se analizan las
printipales propiedades de los sistemas cliente/servidor. En la
Seccio´n V se presenta la solucio´n aportada en este trabajo fin
de ma´ster. En la Seccio´n VI se realiza una evaluacio´n de dicha
propuesta. Finalmente, la Seccio´n VII expone las principales
conclusiones a las que se han llegado y lı´neas de trabajo futuro
ma´s interesantes.
II. LOS SISTEMAS VOD
En un sistema VoD el usuario selecciona un vı´deo (general-
mente previamente almacenado y comprimido, evidentemente,
junto con su audio asociado) que esta´ almacenado en un
servidor remoto, y lo visualiza (previa transmisio´n) de la
misma manera que si estuviera almacenado en su reproductor
de vı´deo local, esto es, iniciando, deteniendo, rebobinando
hacia delante y o hacia detra´s, y pudiendo acceder a cualquier
instante de tiempo del vı´deo cuando lo desea. Generalmente
los tiempos de retardo en cada una de estas acciones son de
unos pocos segundos.
Los primeros sistemas VoD aparecieron a principios de los
an˜os noventa y estaban implementados sobre redes dedicadas,
especialmente sobre ATM. Hoy en dı´a existen multitud de
servidores VoD, algunos para contenidos de pago (como puede
ser MegaVideo) y otros con contenidos de acceso libre. Entre
estos u´ltimos, el ma´s famoso sin duda alguna es YouTube.
Cuando un usuario utiliza su navegador Web (parte cliente)
para visualizar un vı´deo almacenado en YouTube (parte
servidora), el cliente realiza una peticio´n al servidor que,
mediante HTTP (HyperText Transfer Protocol), finaliza en la
transmisio´n interactiva de una secuencia de vı´deo comprimido.
Aunque el servidor probablemente ofrezca diferentes ver-
siones del mismo vı´deo, con distintas resoluciones espaciales,
el navegador precarga una cierta cantidad de datos antes
de comenzar la reproduccio´n con el objetivo anteriormente
mencionado: reducir o eliminar las pausar provocadas por la
falta de ancho de banda. Si dicha precarga es insuficiente, el
usuario tiene solamente una opcio´n: detener la reproduccio´n
actual e intentar de nuevo con una versio´n de menor resolucio´n
(que seguramente tendra´ un bit-rate de codificacio´n menor).
Como es evidente, dicha te´cnica es so´lo una solucio´n parcial
ya que el nu´mero de resoluciones no suele ser superior a dos
o tres, con lo que no existe en realidad un nu´mero alto de
posibilidades para acomodar el bit-rate de codificacio´n al bit-
rate de la red (ancho de banda).
En este trabajo se plantea el uso de un compresor de
vı´deo que ofrece muchas ma´s posibilidades a la hora de
encajar ambos bit-rates. Adema´s, la conmutacio´n entre dichas
posibilidades se realiza de forma transparente para el usuario.
En concreto, el usuario recibe de un vı´deo cuya resolucio´n
temporal (el nu´mero de ima´genes por segundo) depende de
la capacidad instanta´nea de canal de transmisio´n. Cuando
el nu´mero de ima´genes/segundo se reduce, el reproductor
interpola las ima´genes que faltan para que la sensacio´n de
movimiento percibida no se vea afectada.
III. LA CODIFICACIO´N DE VI´DEO ESCALABLE
Describiremos el sistema de codificacio´n de vı´deo escalable
a partir de sucesivas mejoras de codecs de vı´deo esta´ndar.
III-A. JPEG
El esta´ndar de compresio´n de ima´genes JPEG [1] (Joint
Photographic Experts Group) fue´ desarrollado por la ISO en
1992 [2] y es el compresor de ima´genes lossy por excelencia.
No en vano esta´ soportado por casi todos los dispositivos de
tratamiendo multimedia. El gran motivo de su e´xito radica
en que el codec JPEG esta´ especialmente disen˜ado para
comprimir ima´genes a color a una tasa de 1 bits/pixel (bpp)
sin que un humano sea capaz normalmente de diferenciar la
imagen comprimida de la original.
EL algoritmo de compresio´n consiste ba´sicamente en lo
siguiente:
1. Convertir la imagen al dominio YCbCr.
2. Submuestrear la crominancia.
3. Desplazar cada componente al rango [−128, 127].
4. Para cada componente (Y, Cb y Cr):
a) Aplicar la (8× 8)-DCT a cada componente.
b) Cuantificar los coeficientes DCT.
c) Codificar entro´picamente los coeficientes cuantifi-
cados.
A continuacio´n iremos describiendo cada una de estas fases
con mayor detalle:
III-A1. RGB → YCbCr: Consiste en cambiar del dominio
de color RGB al YCbCr. Esto se realiza mediante la transfor-
mada [3]
 YCb
Cr
 =
 0, 299 0, 587 0, 144−0, 1687 −0, 3313 0, 5
0, 5 −0, 4187 −0, 0813
 RG
B
 .
(1)
III-A2. Submuestreo de la crominancia: El sistema visual
humano es ma´s sensible a la luminancia (Y) que a la cromi-
nancia (CbCr). Por tanto, la informacio´n sobre el color de
una imagen puede submuestrearse sin que sea perceptible. El
patro´n de submuestreo ma´s frecuentemente usado es el 4:2:2
(ve´ase la Figura 1).
III-A3. [0, 255] → [−128, 127]: Las muestras se de-
splazan al rango [−128, 127] con el objetivo de que la media
sea 0. Esto es necesario para que el rango dina´mico de la DCT
(Discrete Cosine Transform) sea mı´nimo.
III-A4. 8x8 2D-DCT: Las muestras I[n] son trasformadas
usando la DCT que responde a:
DCT[u] =
√
2√
N
K(u)
N−1∑
n=0
I[n] cos
(2n+ 1)piu
2n
, (2)
donde
K(u) =
{ 1√
2
si u = 0
1 if u > 0.
(3)
La DCT es separable lo que significa que la 2D-DCT se
calcula aplicando la DCT primero a las filas de la imagen y
luego a las columnas (o viceversa).
54:1:1
Luminancia
Chrominancia
4:4:4 (LS-JPEG) 4:2:2
4:2:0
(Interpolacio´n)
Figura 1. Patrones de sumuestreo de la crominancia usado en los esta´ndares
ISO.
DC
Figura 3. Recorrido en zig-zag de los coeficientes AC en JPEG.
III-A5. Cuantificacio´n: Los coeficientes DCT se cuantif-
ican con el objeto de eliminar fundamentalmente el ruido de
la imagen. Esta fase es similar a un proceso de filtrado en que
se eliminan las altas frecuencias de la imagen.
El JPEG propone usar las matrices de cuantificacio´n que se
muestran en la Figura 2. Este proceso queda descrito por la
ecuacio´n
2D-DCT′[u, v] = round
(8× 8-DCT[u, v]
Z[u, v]
)
, (4)
donde Z[·, ·] es la correspondiente matriz de cuantificacio´n.
III-A6. Codificacio´n entro´pica: Finalmente los coefi-
cientes DCT cuantificados se comprimen usando un co´digo
de Huffman. Ma´s concretamente:
1. Eliminar al el coeficiente DC de la loseta actual el coe-
ficiente DC de la anterior loseta siguiendo un recorrido
de tipo raster. Esto elimina la correlacio´n entre bloques.
2. Los coeficientes AC de recorren en zig-zag (ve´ase la
Figura 3). Este recorrido responde a un incremento en
las componentes de frecuencia.
3. Los runs generados por el recorrido anterior se compri-
men usando un co´digo de longitud variable que asigna a
aquellos runs ma´s frecuentes co´digos de longitud menor.
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Figura 4. Un ejemplo de las longitudes asociadas a cada imagen en MJPEG.
III-B. Motion JPEG (MJPEG)
El esta´ndar de compresio´n de vı´deo MJPEG [4] es ba´sica-
mente una aplicacio´n del esta´ndar de compresio´n de ima´genes
JPEG [5].
Un aspecto importante del codec MJPEG es que a calidad
constante el taman˜o de cada imagen puede ser diferente
dependiendo del contenido visual de las mismas (ve´ase la
Figura 4.
III-C. MPEG-1
III-C1. Overview del codec: El esta´ndard MPEG-1 [6]
(formalmente llamado Coding of moving pictures and associ-
ated audio for digital storage media at up to about 1.5 Mbit/s
o Esta´ndar ISO/IEC 11172) define co´mo debe descomprimirse
un bit-stream MPEG-1, consiguiendo una tasa de bits de
aproximadamente 1.5 Mbit/s (lo que se corresponde con uno
ratio de compresio´n de aproximadamente 180:1), para una
sen˜al de 25 ima´genes por segundo con una profundidad de
color de 24 bits y un taman˜o por imagen de 640x480 puntos.
Un compresor MPEG-1 es un sistema hı´brido que combina
un codec lossy-DPCM aplicado a las ima´genes de la secuencia
de vı´deo y un compresor de ima´genes semejante al usado
en JPEG. Si observamos la Figura 5 podemos ver que se
trata ba´sicamente de un codec lossy-DPCM de orden 1 y
que elimina la redundancia temporal mediante estimacio´n de
movimiento, en ingle´s, Motion Estimation (ME). Como puede
apreciarse, para cada imagen de entrada Vi se genera una
imagen residuo E[q]i , cuya compresio´n entro´pica usando codifi-
cacio´n de longitud variable, en ingle´s Variable Length Coding
(VLC) genera, junto con la informacio´n sobre el movimiento
detectado en el vı´deo por el estimador de movimiento el code-
stream MPEG-1.
Por otra parte, tal y como puede apreciarse en la parte
inferior de la Figura 5, el descompresor utiliza dicho residuo
junto con la imagen previamente reconstruida para recuperar
una versio´n aproximada V [q]i de la secuencia original. En
todas estas expresiones, el superı´ndice [q] indica el nivel
de cuantificacio´n utilizado por el cuantificador Qq . Dicha
cuantificacio´n reduce la precisio´n nume´rica de los coeficientes
de la transformada espacial T que en este caso se trata de la
DCT (Discrete Cosine Transform, aplicada en losetas de 8x8
pı´xeles) de las ima´genes residuo Ei resultantes de restar a la
imagen actual la imagen prediccio´n generada por la imagen
anterior que ha sido reconstruida por el descompresor. En otras
palabras,
Ei = Vi − P(V [q]i−1) (5)
6Luminance Chrominance
16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99
17 18 24 47 99 99 99 99
18 21 26 66 99 99 99 99
24 26 56 99 99 99 99 99
47 66 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
Figura 2. Matrices de cuantificacio´n propuestas por el JPEG.
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Figura 5. El codec MPEG-1. Arriba el compresor y debajo el descompresor.
7donde P(V [q]i−1) es la prediccio´n usando estimacio´n de
movimiento para generar la imagen Vi a partir de la imagen
V
[q]
i−1, que es la u´ltima imagen generada por el descompresor.
Las ima´genes
V
[q]
i = T −1
(Q−q(E[q]i ))+ P(V [q]i−1) (6)
donde
E
[q]
i = Qq(Ei). (7)
Tal y como se ha descrito, MPEG-1 es un compresor
de vı´deo lossy debido a la etapa de cuantificacio´n Q, que
aplica un nivel de cuantificacio´n generalmente variable y que
dependiente del bit-rate instanta´neo producido. Dicho nivel
de cuantificacio´n es controlado por el mo´dulo BC (Bit-rate
Control) y la informacio´n resultante de dicha estimacio´n del
nivel de cuantificacio´n se incluye, junto con el residuo de
las texturas cuantificadas (E[q]i ) y la informacio´n sobre el
movimiento, en el bit-stream que el compresor produce y
consume el descompresor.
III-C2. Estimacio´n de movimiento (ME): Consiste en la
eliminacio´n de la redundancia temporal, es decir, la infor-
macio´n que se repite en una secuencia de ima´genes. Se
trata de localizar regiones en las ima´genes que se mantengan
invariables en posteriores ima´genes de la secuencia de vı´deo,
de manera que so´lo es necesario almacenar la diferencia entre
dichas ima´genes, ya que el resto es igual y no es necesario
almacenarlo repetidamente. Esta diferencia entre la imagen
anterior y posterior o posteriores en la secuencia, es codificada
en lo que se denomina una imagen de prediccio´n. Es evidente,
que el proceso de compresio´n en la estimacio´n de movimiento
se lleva a cabo una vez para cada una de esas regiones
invariables, sin embargo, la descompresio´n se hara´ tantas veces
como dicha regio´n aparezca en las ima´genes posteriores de la
secuencia.
Dependiendo de la manera en la que son construidas estas
predicciones, en MPEG-1 se encuentran los siguientes tipos
de codificacio´n de ima´genes:
1. Intra-coded: Una imagen intra (I) es aquella en la que
su codificacio´n depende u´nicamente de la propia imagen
y de ninguna otra. Esto es, no hay necesidad de llevar
a cabo una estimacio´n del movimiento, y por tanto, no
contiene informacio´n sobre vectores de movimiento.
2. Predictive-coded: Las ima´genes denominadas P, son
aquellas cuya codificacio´n depende de una imagen pre-
via (en la secuencia de ima´genes). Esta imagen de la
que depende P puede ser otra imagen P o una imagen I.
3. Bidirectionally predictive-coded: Al igual que una
imagen P, la dependencia de las B puede depender de
ima´genes I o P, con la salvedad de que una imagen B
depende de dos ima´genes, no so´lo de una. Por tanto, la
dependencia es bidireccional, es decir, depende de una
imagen anterior y otra posterior, tomando en cuenta la
secuencia de ima´genes.
En la Figura 6 se exponen las distintas dependencias entre
los tres tipos de ima´genes, que se generan al codificar una
imagen a partir de otra u otras. En dicha figura se representan
las ima´genes tipo I, P y B y sus dependencias en los colores
azul, verde y rojo, respectivamente.
B B I B B P B B P
Figura 6. Dependencia de ima´genes I, B y P.
I B
I P
I B P B P
I P P B
(Display Order)
(Bit-stream Order)B
B P B B P B B
B B P B B
P
P B B
(Display Order)
(Bit-stream Order)
Figura 7. Ejemplos de ordenacio´n de ima´genes en un GOP.
En todos los compresores de vı´deo existe el concepto de
GOP (Group Of Pictures) que no es ma´s que la forma en que
las ima´genes del vı´deo se descorrelacionan. En la mayorı´a de
los GOP’s la primera imagen es intra-codificada y el resto,
cada una depende de la anterior (P) o de dos ima´genes, una
anterior y otra posterior (B). En la Figura 6 se muestra un
ejemplo de GOP BBIBBPBBP, lo que significa que el resto
del vı´deo esta´ codificado siguiendo un patro´n que se forma
repitiendo dicho GOP tantas veces como sea necesario. En la
Figura 7 se presentan otros ejemplos diferentes de GOP.
Como puede deducirse de este patro´n de descorrelacio´n
temporal, para la descompresio´n de una imagen V [q]i , puede
ser necesario, por ejemplo, descomprimir la imagen previa, la
V
[q]
i−1, y ası´ sucesivamente hasta que se alcance una imagen
I. Evide´ntemente, esto no es lo ideal cuando, por ejemplo,
queremos descomprimir u´nica y directamente la imagen V [q]i .
Adema´s, si una imagen con la que existe una dependencia
temporal ha sido perdida por algu´n error de almacenamiento
o transmisio´n, las ima´genes que dependen de ella carecen
de toda la informacio´n necesaria para ser descomprimidas y,
por tanto, poder ser visualizadas. Siendo conscientes de esta
limitacio´n que impone el sistema, en necesidad de un mayor
nu´mero de dependencias conforme mayor ratio de compresio´n
se desee, es evidente que es necesario adoptar un compromiso
entre ambos.
En este contexto, las ima´genes son comprimidas como un
todo, denominando a esta unidad GOP. No´tese que el concepto
de GOP funciona del mismo modo usando ima´genes P, como
ima´genes B. Cuando son frames (ima´genes de la secuencia)
tipo B en un GOP, podemos hablar sobre diferentes tipos
de ordenacio´n de las ima´genes (en la Figura 7 se presentan
algunos ejemplos):
1. Display order: Es el orden usado para mostrar las
ima´genes, es decir, el orden en que la secuencia de
ima´genes forma el vı´deo al sucederse.
2. Bit-stream order: Es el orden en el cual las ima´genes
son almacenadas.
8A X1
X2 X3 X4
C X5 D
B X1 = (A + B)/2
X2 = (A + C)/2
X3 = (A + B + C + D)/4
Figura 8. Interpolacio´n de pı´xeles en MPEG1.
Por otra parte, en relacio´n a la forma en que se disen˜an
los GOPs, en una secuencia MPEG-1 se pueden encontrar dos
tipos de GOP:
1. Cerrado: Un GOP cerrado no necesita de otros GOP
para ser descomprimido. Necesariamente, es aquel en el
que su primera imagen es tipo intra.
2. Abierto: Por otra parte, un GOP abierto indica que e´l
mismo no tiene toda la informacio´n para descomprimir
las ima´genes que contiene, dependiendo de este modo,
de otros. Los GOP abiertos son muy poco usuales puesto
que no permiten un acceso aleatorio a las ima´genes de la
secuencia, ni soportan mecanismos de control de errores.
Las referencias a otras ima´genes esta´n especificadas a
porciones de la imagen cuadradas que se denominan macro-
bloques. Un macro-bloque es una regio´n de una imagen de
16x16 pı´xeles. Cada (macro-)bloque se busca en la imagen
que se quiere predecir y las mejores coincidencias se usan
para construir un vector de movimiento, el cual indica donde
se encontrara esa regio´n de la imagen en el siguiente instante
de tiempo. Dependiendo de si la bu´squeda en bloques coin-
cidentes en ambas ima´genes a sido exitosa o no y al nu´mero
de e´stas, es decir, el nu´mero de referencias encontradas, los
macro-bloques son clasificados en:
1. I: Cuando la compresio´n de los bloques residuo genera
mas bits que el original. Por tanto, no se suele comprim-
ir.
2. P: Cuando es mejor comprimir el bloque residuo y hay
so´lo una referencia a un macro-bloque.
3. B: Idem a P, pero hay dos referencias a macro-bloques.
4. S (Omitidos): Cuando la energı´a del bloque residuo es
menor que la dada por el umbral establecido. Por tanto,
al no ser relevante para el conjunto de la imagen, no se
codifica nada.
La estimacio´n del movimiento puede ser llevada a cabo
usando la resolucio´n real de la imagen, o identificando una
localizacio´n intermedia entre varios pı´xeles como su fraccio´n.
En la Figura 8 se ilustra dicho concepto.
Ahora bien, ¿que´ criterio usa el compresor para determinar
si efectivamente dos macro-bloques presentan una referencia
entre ellos, siendo u´til como prediccio´n de movimiento? Ex-
isten varios como son la diferencia de error o error entro´pico.
El mas usado se denomina criterio de similitud y su forma
de funcionar consiste en medir la diferencia o error entre dos
macro-bloques. E´sta medicio´n se lleva a cabo de dos formas:
Los macro-bloques que se quieren comparar esta´n representa-
dos por a y b.
1. Medida del error al cuadrado
1
16× 16
16∑
i=1
16∑
j=1
(aij − bij)2
2. Medida del error absoluto
1
16× 16
16∑
i=1
16∑
j=1
|aij − bij |
Pero definamos primero co´mo se llevan a cabo ba´sicamente
estas bu´squedas. Hay dos para´metros ba´sicos en toda bu´sque-
da, y son: que´ buscar y do´nde buscarlo. Lo que se busca es
un macro-bloque que este´ en 2 ima´genes consecutivas de la
secuencia, llamadas imagen de referencia e imagen predicha.
Como ya hemos visto, determinar si esta o no, depende
de los “criterios de coincidencia” que usemos, ya que no
so´lo se buscan macro-bloques ide´nticos, sino con un parecido
razonable. Lo que ocurre es que buscar en toda la imagen un
macro-bloque es muy costoso computacionalmente y adema´s
innecesario. Las bu´squedas mas productivas se llevan a cabo
considerando que el elemento que enmarca el macro-bloque
tiene una limitacio´n de desplazamiento de un frame de la
secuencia a otro, y por tanto, es muchı´simo mas productivo
buscar un macro-bloque en las inmediaciones de donde estaba
en el frame anterior. Esta regio´n de la imagen se denomina
”a´rea de bu´squeda”. A continuacio´n se exponen los distintos
tipos de bu´squeda:
1. Bu´squeda completa: Haciendo un uso intensivo de la
CPU, se comprueban todas las posibilidades. La ventaja
es que se encuentran todas las coincidencias existentes
y, por tanto se llega a la mejor compresio´n posible para
MPEG1.
2. Bu´squeda logarı´tmica: Es una versio´n de la ’bu´squeda
completa’, pero de mayor eficiencia. Esto se consigue
al reducir los macro-bloques y las a´reas de bu´squeda, al
trabajar sobre un nivel de resolucio´n de la imagen menor
al 1:1, tanto como se desee. Una vez encontrada la
mejor coincidencia entre macro-bloques, se transforma1
la imagen al siguiente nivel de resolucio´n, acerca´ndonos
a las proporcio´n 1:1. Y de igual modo se adaptan
la informacio´n recogida (las referencias o vectores de
movimiento) hasta el momento a la nueva resolucio´n,
esto es, aumentando tambie´n las proporciones del propio
macro-bloque y reubicando la referencia al mismo, en
un a´rea de tan so´lo ±1. Es decir, se lleva a cabo una
bu´squeda completa, pero en una imagen mas pequen˜a,
esto es ası´ porque la hemos reducido, cuantas veces
queramos, a un nivel resolucio´n X veces menor al
original [7], [8]. De esta manera obtenemos dos ventajas:
La primera y evidente es que al aplicar la bu´squeda en
una imagen mas pequen˜a, el proceso se lleva a cabo
requiriendo mucho menos tiempo. La segunda es que la
granularidad de los vectores de movimiento encontrados
se progresiva y de alta calidad.
1La transformacio´n consiste en aplicar la transformada Wavelet e inversa
de Wavelet para llevar la imagen a niveles resolucio´n menores o mayores,
respectivamente.
9En primer lugar, el algoritmo es progresivo. Al tener la
imagen en una resolucio´n menor, los datos que conserva
dicha imagen son los pertenecientes a los elementos
mas grandes y notorios, descarta´ndose de esta forma
tan sencilla todos los pequen˜os detalles de la imagen.
De esta manera los primeros vectores de movimiento
que se encuentran son los mas importantes, ya que ellos
predicen el movimiento de los elementos ma´s visibles en
la imagen. Ası´ tenemos un sistema que proporciona las
referencias ma´s importantes desde el primer instante de
ejecucio´n y segu´n le demos tiempo, nos provee no so´lo
de mas referencias, sino tambie´n de una mayor precisio´n
en las referencias encontradas anteriormente.
Y en segundo lugar, proporciona estimaciones de cal-
idad. Esto es necesario porque para que la prediccio´n
del movimiento sea satisfactoria desde un punto de vista
subjetivo del espectador, e´sta debe ser precisa, de forma
que no se solapen distintos elementos de la imagen.
En esta lı´nea esta demostrado que el mejor me´todo
de precisar el origen y destino de un macro-bloque en
una secuencia de ima´genes consiste precisamente en
determinar el elemento al que pertenece dicho macro-
bloque y despue´s ir precisando su ubicacio´n a nivel de
pı´xeles, y no directamente esto u´ltimo. Como vemos,
de nuevo este proceso viene dado de forma inherente
al empezar a trabajar con las ima´genes en niveles de
resolucio´n inferiores. Aquı´ nos podemos percatar de la
gran utilidad que tiene el trabajar sobre todo el dominio
del espacio.
3. Bu´squeda telesco´pica: No so´lo podemos reducir el
a´rea de bu´squeda, reduciendo la resolucio´n de cada
imagen, sino siendo conscientes de las caracterı´sticas
inherentes que todo vı´deo tiene (probabilı´sticamente
hablando). Esto es, que los campos de movimiento
de dos ima´genes consecutivas probablemente sean muy
similares. Y aprovechando esta similitud, el campo de
movimiento del segundo frame se pueda calcular mas
ra´pidamente si partimos del campo de la imagen anteri-
or, para posteriormente ir especificando con mas exacti-
tud el vector de movimiento concreto para dicho frame
en bu´squedas muy localizadas. Ası´ las te´cnicas vistas
anteriormente pueden ser mas ra´pidas si la bu´squeda
se realiza en un a´rea reducida y suponiendo que los
vectores de movimiento no van a cambiar bruscamente
de ubicacio´n entre frames.
III-C3. El predictor (P): El predictor usado en MPEG-
1 esta´ basado en la copia (P) o promediado (B) de macro-
bloques extraidos de la(s) ima´gen(es) de referencia a partir de
los vectores de movimiento determinados en la fase ME (ve´ase
la Seccio´n III-C2). En la Figura 9 se muestra un ejemplo de
este proceso.
III-C4. La transformada discreta del coseno (T ): La
transformacio´n es ide´ntica a la usada en JPEG (ve´ase la
Seccio´n III-A4).
III-C5. El cuantificador (Qq): Se trata de un proceso de
cuantificacio´n escalar ide´ntico al usado en JPEG (ve´ase la
Seccio´n III-A5).
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Figura 9. El proceso de prediccio´n en MPEG-1.
Motion VLC code offset
0000 0011 001 −16
0000 0011 011 −15
0000 0011 101 −14
0000 0011 111 −13
0000 0100 001 −12
0000 0100 011 −11
0000 0100 11 −10
0000 0101 01 −9
0000 0101 11 −8
0000 0111 −7
0000 1001 −6
0000 1011 −5
0000 111 −4
0001 1 −3
0011 −2
011 −1
1 0
010 1
0010 2
0001 0 3
0000 110 4
0000 1010 5
0000 1000 6
0000 0110 7
0000 0101 10 8
0000 0101 00 9
0000 0100 10 10
0000 0100 010 11
0000 0100 000 12
0000 0011 110 13
0000 0011 100 14
0000 0011 010 15
0000 0011 000 16
Figura 10. Co´digos de longitud variable usados para codificar los vectores
de movimiento en MPEG-1.
III-C6. Codificacio´n de las texturas residuo (VLC): De
nuevo, el MPEG-1 hereda esta funcionalidad del JPEG (ve´ase
la Seccio´n III-A6).
III-C7. Codificacio´n de los vectores de movimiento (VLC):
En MPEG-1, los vectores de movimiento se codifican usando
el co´digo de Huffman mostrado en la Figura 10. Dichos
vectores son representados como una tupla (x,y), donde x
e y siguen una distribucio´n de probabilidad de Laplace con
un rango de 0 ≤ x, y < 16. Se trata de un co´digo de
longitud variable para el desplazamiento del movimiento en
otras palabras, el co´digo de compresio´n para un determinado
vector de movimiento.
III-C8. En controlador del bit-rate (BC): MPEG-1 posee
ba´sicamente dos modos de funcionamiento:
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Figura 11. Distribucio´n de los datos en MPEG1.
1. Modo CBR (Constant Bit-Rate): En este modo, el
mo´dulo BC decide que´ niveles de cuantificacio´n deben
ser utilizados para que la tasa de bits de salida del
compresor permanezca constante a lo largo del tiempo.
2. Modo VBR (Variable Bit-Rate): Por contrapartida,
en este modo el sistema BC no funciona. El nivel de
cuantificacio´n se mantiene constante y por tanto, la
cantidad de bits a la salida es proporcional al contenido
visual de la secuencia de vı´deo.
III-C9. El multiplexor de texturas/movimiento (Mux): Una
vez que los code-streams de las texturas y el movimiento han
sido generados, llega el momento se entrelazarlos para que
durante la reproduccio´n, tras un cierto retardo generalmente
inapreciable, ambos streams puedan ser descomprimidos si-
multa´neamente. Esta tarea de entrelazamiento la realiza el
multiplexor.
III-C10. Distribucio´n de los datos en MPEG-1: Cada una
de las capas (slice en la imagen) es codificada independien-
temente quedando comprimida y es etiquetada con un co´digo
especial en cadena. Esto aumenta la capacidad de recuperacio´n
de errores del co´digo. El taman˜o mı´nimo de una capa es un
macro-bloque y el ma´ximo es un frame completo.
Como se observa en la Figura 11 cada macro-bloque con-
tiene bloques de datos de luminancia y crominancia (cuatro
bloques de luminancia, Y1, Y2, Y3, Y4, y dos de crominancia,
U y V).
III-D. MPEG-2
El nombre de esta´ndar es ”Generic Coding of Moving
Pictures and Associated Audio” o ISO/IEC 13818-1. Creado
en 1994, se masifico´ su uso en DVDs (Digital Versatile
Disc), televisio´n digital y DVB-T (Digital Video Broadcasting
Terrestrial). Constituye una evolucio´n de MPEG-1, el cual, se
puede considerar como un subconjunto del MPEG-2 siendo
compatible con e´ste. Sus ventajas son: el soporte para audio
multicanal, vı´deo entrelazado (el formato usado por las televi-
siones) y progresivo (el usado en los motitores de ordenador,
ca´maras fotogra´ficas y de vı´deo, etc.).
La sintaxis del MPEG-2 tiene dos categorı´as:
Predictive
Lossy
Encoder
Predictive
Lossy
Encoder
Predictive
Lossy
Decoder
Predictive
Lossy
DecoderEnhancement
Layer
Enhancement
Quality
V [q1]
V
V − V [q1]
E[q1]
E[q2] − (E[q1])[q2]
q2 < q1
V [q1]
Base Layer
V [q2]
Base Quality
(V − V [q1])[q2]
Figura 12. Escalabilidad en calidad MPEG-2.
1. Una sintaxis no escalable, la cual incluye a la sintaxis
del MPEG-1, con extensiones adicionales para soportar
vı´deo entrelazado.
2. Una sintaxis escalable, que permite una codificacio´n
por capas de la sen˜al de vı´deo, mediante la cual, el
descodificador puede descodificar:
So´lo la capa ba´sica para obtener una sen˜al con
calidad mı´nima, o
utilizar capas adicionales para incrementar la cali-
dad de la sen˜al. Lo que lo hace ideal para entornos
de visualizacio´n remota, ya que se puede adaptar el
peso de la sen˜al enviada segu´n este para´metro.
En comparacio´n MPEG-2 es mejor que su antecesor en que:
1. Posee un mayor rango de bit-rates. Concretamente
entre 4 Mbps y 30 Mbps. MPEG-2 no esta optimizado
para bajas tasas de bits (menores que 1 Mbit/s), pero
supera en desempen˜o a MPEG-1 a 3 Mbit/s y superiores.
2. Soporta mayor resolucio´n. Es el esta´ndar de televisio´n
en alta definicio´n (HDTV).
3. Posee una resistencia mejorada a los errores. MPEG-
2 introduce y define Flujos de Transporte, los cuales son
disen˜ados para transportar vı´deo y audio digital a trave´s
de medios impredecibles e inestables (como es la TDT
o la TV por sate´lite). Adema´s como se expondra´ en el
siguiente punto la escalabilidad SNR tambie´n contribuye
a esta mejora.2
4. Es escalable a nivel SNR y espacial.
a) En la Figura 12 se ilustra el mecanismo que utiliza
MPEG-2 para llevar a cabo la escalabilidad SNR,
donde se dibuja a grandes rasgos el proceso de
codificacio´n y decodificacio´n con pe´rdida, propio
de MPEG-2. La notacio´n usada es la misma que
en los anteriores gra´ficos. La ”cantidad de calidad”
de la imagen viene determinada por el bit-rate que
se le asigna y por el nu´mero de capas que la
compongan. Se representa por un superı´ndice en
2El hecho de que el esquema de codificacio´n de vı´deo MPEG-2 utilice
te´cnicas de eliminacio´n de la redundancia o compresio´n hace que cualquier
aplicacio´n de vı´deo MPEG-2 sea muy vulnerable ante la pe´rdida de informa-
cio´n y errores en la decodificacio´n o en la transmisio´n. Su impacto negativo
sobre la calidad de vı´deo se ve amplificado debido a los feno´menos de
propagacio´n espacial y temporal de errores presentes en el esta´ndar MPEG-2.
Puesto que no hay un esquema adicional que controle la propagacio´n de las
pe´rdidas o los errores. Por tanto, la escalabilidad permite introducir co´digos
de deteccio´n y correccio´n de errors de forma desigual, haciendo mucho ma´s
resistente la capa ba´sica que la de mejora y de esta forma, el bit-rate efectivo
no se ve incrementado de forma significativa.
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la Figura 12, en el que a mayor ı´ndice, menor bit-
rate, de tal forma que V [0]i = Vi (siendo Vi la
i-e´sima imagen de la secuencia de vı´deo).
Continuando con la Figura 12, se observa que el
flujo de bits es dividido en dos capas. La idea
esta basada en el hecho de que el sistema visual
humano es ma´s insensible a las componentes de
alta frecuencia de las sen˜ales de vı´deo. Las seme-
janzas entre capas consisten en que tienen la misma
resolucio´n espacial para diferentes calidades de
vı´deo. Ası´ como que cada capa contiene todos
los coeficientes DCT, pero con la particularidad
de que cada capa puede tener un valor diferente
del factor de escala. A continuacio´n se describen
los tipos de capas: La llamada ”capa base” o
base layer transmite con un nivel de prioridad
alta: los coeficientes de baja frecuencia, los modos
de codificacio´n y los vectores de movimiento. La
”capa de mejora” o enhancement layer, transmite
en un nivel de prioridad mas bajo donde la prob-
abilidad de pe´rdidas es mayor: Los coeficientes
de alta frecuencia, entre otra informacio´n menos
importante, proporcionando un mayor refinamiento
de los coeficientes de la DCT de la capa ba´sica,
mejorando la calidad proporcionada por e´sta. Ası´ la
escalabilidad SNR proporciona tambie´n una mejor
resistencia a errores de transmisio´n. Por ejemplo,
las capas de mejora pueden transmitirse sobre
canales con peores prestaciones, mientras que la
capa ba´sica (sobre mejores medios) provee siempre
de un mı´nimo de la sen˜al.
Este modo de escalabilidad es ido´neo en aplica-
ciones de transmisio´n de vı´deo, cuando se tienen
redes de transmisio´n que soportan dos niveles de
prioridad como las redes con tecnologı´a ATM [9].
b) La escalabilidad espacial fue disen˜ada para ser
utilizada como herramienta que permitiese la inter-
operatividad entre diferentes esta´ndares y entre
diferentes sistemas con diferentes resoluciones co-
mo dispositivos que trabajan a bajas resoluciones
(un mo´vil, por ejemplo), resoluciones medias (una
TV, por ejemplo), y altas resoluciones (la HDTV,
por ejemplo), con un mismo flujo de bits (pudiendo
tener diferentes: taman˜os de cuadro, caudal de
cuadros y formatos de muestro).
El flujo de bits se divide en capas de diferente
resolucio´n espacial. La capa ba´sica es codificada
por si misma y proporciona la resolucio´n espacial
ba´sica, mientras que la capa de mejora utiliza
la capa ba´sica, para proporcionar la resolucio´n
espacial completa de la sen˜al de vı´deo.
III-E. MPEG-4
La cuarta y u´ltima versio´n de MPEG esta disponible desde
1999 y es muy usado en contenido DivX. Su nombre te´cnico es
Coding of audio-visual objetcs [10]. Como su anterior versio´n
tambie´n esta basado en una codificacio´n hı´brida, pero ha sido
optimizado para trabajar con niveles de bit-rate muy bajos
[11], hasta 5 Kbps.
Los medios audio-visuales son descompuestos en objetos
(objetos visuales y de audio), donde cada objeto puede ser
sinte´tico o natural, y puede ser codificado usando diferentes
te´cnicas como sprites, codificacio´n hı´brida, mallas 2D o´ 3D
con texturas, etc.
Las ventajas de MPEG-4 frente a la versio´n anterior
(MPEG-2) se resumen ba´sicamente en refinar la precisio´n a 1/4
de sub-pixel. Aumentar el nu´mero de vetores de movimiento
o macro-bloques ası´ como de referencias a ima´genes hasta 4.
Y mejorar la correccio´n de errores en el co´digo.
III-E1. Niveles y perfiles: La mayorı´a de las caracterı´sticas
que conforman el esta´ndar MPEG-4 no tienen que estar
disponibles en todas las implementaciones, al punto que no
existen actualmente implementaciones completas del esta´ndar
MPEG-4 [12]. Para manejar esta variedad, el esta´ndar in-
cluye el concepto de perfil (profile) y nivel, lo que permite
definir conjuntos especı´ficos de capacidades que pueden ser
implementados para cumplir con objetivos particulares. Los
principales para´metros de cada perfil son:
1. Taman˜o tı´pico de visionado.
2. Ma´ximo nu´mero de objetos.
3. Ma´ximo bit-rate (Kbps).
4. Ma´ximo nu´mero de capas de mejora.
III-E2. Mayor precisio´n en la escalabilidad de la gran-
ularidad: Debido a la amplia variacio´n de ancho de banda
disponible en intervalos cortos para sesiones inala´mbricas, hay
una necesidad de me´todos de codificacio´n de vı´deo escalable
que permitan al flujo de datos adaptarse flexiblemente a las
condiciones de red cambiante en tiempo real. Una te´cnica es
la Escalabilidad Granular Fina (FGS) de MPEG-4, la cual
puede adaptarse en tiempo real a variaciones de ancho de
banda mientras usa el mismo flujo de datos pre-codificado.
Por tanto, las ventajas clave del entramado de MPEG-4 FGS
(elasticidad y flexibilidad) vienen a expensas de una calidad
de vı´deo sensiblemente inferior.
III-F. H.264/AVC
El esta´ndard H.264/AVC [13], es tambie´n llamado Estandar
ISO/IEC 14496-10. Constituye una evolucio´n ma´s de MPEG-
4, siendo de hecho su parte nu´mero 10. Es una norma
que define un co´dec de vı´deo de alta compresio´n, desar-
rollada conjuntamente por el ITU-T Video Coding Experts
Group (VCEG) y el ISO/IEC Moving Picture Experts Group
(MPEG). La intencio´n del proyecto H.264/AVC fue la de
crear un esta´ndar capaz de proporcionar una buena calidad
de imagen con tasas binarias notablemente inferiores a los
esta´ndares previos (MPEG-2, H.263 o MPEG-4 parte 2),
adema´s de no incrementar la complejidad de su disen˜o.
III-F1. Diferencias con los codecs anteriores: Para em-
pezar a programar el co´digo del nuevo esta´ndar se adoptaron
las siguientes premisas:
1. La estructura DCT + Compensacio´n de Movimiento de
las versiones anteriores era superior a otros esta´ndares y
por esto no habı´a ninguna necesidad de hacer cambios
fundamentales en la estructura.
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Figura 13. El codec MPEG-4 escalable en calidad. Arriba el compresor y debajo el descompresor.
2. Algunas formas de codificacio´n de vı´deo que habı´an sido
excluidas en el pasado debido a su complejidad y su alto
coste de implementacio´n se volvieron a examinar para
su inclusio´n puesto que la tecnologı´a VLSI Very Large
Scale Integration habı´a sufrido un adelanto considerable
y una bajada de costes de implementacio´n.
3. Para permitir una libertad ma´xima en la codificacio´n y
evitar restricciones que comprometan la eficiencia, no
se contempla mantener la compatibilidad con normas
anteriores.
4. El taman˜o de los macro-bloques puede ser de 16, 8 y 4,
en cualquier combinacio´n.
5. Codificacio´n mejorada de la entropı´a:
a) CAVLC (Coded according to the context adaptive
variable length) [14]. El objetivo de esta codifi-
cacio´n es procesar la informacio´n que se quiere
transmitir o almacenar en un dispositivo de forma
que ocupe el mı´nimo espacio posible. De esta
manera, con el uso de la CAVLC sera posible
transmitir una imagen en menos tiempo o hacer
que ocupe menos espacio en el dispositivo de
almacenamiento. Una caracterı´stica importante de
esta codificacio´n es que no tiene pe´rdidas y que por
lo tanto se podra´ recuperar la informacio´n original
al aplicar el proceso inverso. Se emplea para codi-
ficar y comprimir la informacio´n que resulta de la
aplicacio´n de la transformacio´n y cuantificacio´n de
un bloque de luminancia de taman˜o 4x4 pı´xeles.
b) CABAC, en ingle´s Context Adaptative Binary
Arithmetic Coder. Presenta una mejora en la di-
mensio´n del bitstream respecto a CAVLC, dado
que consigue bitstreams un 10 por ciento mas
pequen˜os. La arquitectura de CABAC demuestra
que es bastante buena ya que puede comprimir
eficientemente la sen˜al original. Sin embargo, el
rendimiento se podrı´a mejorar considerando que
cada coeficiente es estadı´sticamente dependiente de
sus vecinos.
6. Soporte de hasta 16 referencias a ima´genes en muestras
de macro-bloques tipo B.
7. Post-compresio´n que mejora los ratios conseguidos ini-
cialmente.
8. Compresio´n sin pe´rdida, si no se lleva a cabo la cuan-
tificacio´n.
III-F2. Perfiles: El uso inicial del MPEG-4/AVC estuvo
enfocado hacia el vı´deo de baja calidad (ej. videoconferencia)
basado en 8 bits/muestra y con un muestreo ortogonal de 4:2:0.
Esto no daba salida al uso de este co´dec en ambientes profe-
sionales que exigen resoluciones ma´s elevadas, necesitan ma´s
de 8 bits/muestra y un muestreo de 4:4:4 o´ 4:2:2, funciones
para la mezcla de escenas, tasas binarias mas elevadas, poder
representar algunas partes de vı´deo sin pe´rdidas y utilizar
el sistema de color por componentes RGB. Por este motivo
surgio´ la necesidad de una extensiones, llamadas ”extensiones
de gama de fidelidad” (FRExt) que incluı´an soporte para:
1. Un taman˜o de transformada adaptativo,
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Figura 14. Escalabilidad temporal usando MCTF en H.264/SVC.
2. una cuantificacio´n con matrices escaladas y
3. una representacio´n eficiente sin pe´rdidas de regiones
especı´ficas. El conjunto de extensiones denominadas de
”perfil alto” soportan 4:2:0 con hasta 8 bits/muestra,
4:2:0 o´ 4:2:2 con hasta 10 bits/muestra y, por u´ltimo,
4:4:4 con 12 bits/muestra y la codificacio´n de regiones
sin pe´rdidas.
III-G. H.264/SVC
Tambie´n referenciado como Estandar ISO/IEC 14496-10,
continua en desarrollo. Consiste en la versio´n escalable de
H.264/AVC, siendo compatible con e´ste. En otras palabras, la
capa base dada por el codec H.264/SVC puede se descom-
primida por H.264/AVC.
III-G1. Diferencias con los codecs anteriores: Aunque
H.264/SVC es compatible hacia atra´s con H.264/AVC, define
un nuevo esquema de descorrelacio´n temporal llamado MCTF
[15], en ingle´s Motion Compensated Temporal Filtering. Es
ma´s eficiente que su homo´logo anterior (recordemos el esque-
ma IPPP...), adema´s de permitir la escalabilidad en el tiempo.
H.264/SVC no so´lo aporta esta nueva forma de escalabili-
dad, sino que tambie´n las otras dos, la espacial y en calidad.
Ası´ el disen˜o del SVC apoya la creacio´n de flujos de bits de
calidad escalable que se pueden convertir en flujos de bits
que se ajustan a uno de los perfiles H.264/AVC no escalable
mediante una reescritura del proceso a baja complejidad.
III-G1a. Escalabilidad temporal: La escalabilidad tem-
poral provee de un acceso ra´pido a cualquier frame del vı´deo.
Concretamente en H.264/SVC se implementa la escalabilidad
temporal por medio de MCTF. En la Figura 14 se representan
las dependencias entre distintos tipos de ima´genes que se crean
para permitir la escalabilidad temporal en este codec.
En el eje X figuran los tipos de ima´genes (I, P y B).
Recordemos que V0 se corresponde con una imagen intra (I)
la cual tiene la misma codificacio´n que la imagen original
sin comprimir y sin vectores de movimiento. En el eje Y,
TRL, representa los niveles de resolucio´n temporales, o en
otras palabras, los frames por segundo. Es interesante observar
que, segu´n la capacidad del medio o por peticio´n expresa, el
codec es capaz de mostrar el nu´mero de ima´genes por segundo
adecuado, de tal forma que, si se desea so´lo una imagen, se
muestra la intra, si se desean 2, se muestra la I y la P (la
imagen P depende de la I), si se desean 3, se muestran la
I, dos P y una B (con sus respectivas dependencias). Segu´n
el esquema del ejemplo presentado, la escalabilidad temporal
podrı´a proveer desde 1 hasta 8 ima´genes por segundo.
BI P B P PB B
I B B B P B P P
Figura 15. Escalabilidad espacial en H.264/SVC.
Capa (D) Resolucio´n Calidad Ratio de la imagen (S,T,Q)
0 176x144 0 3.75 (0,0,0)
1 176x144 0 7.5 (0,1,0)
2 176x144 0 15 (0,2,0)
3 176x144 0 30 (0,3,0)
4 176x144 1 3.75 (0,0,1)
5 176x144 1 7.5 (0,1,1)
6 176x144 1 15 (0,2,1)
7 176x144 1 30 (0,3,1)
8 352x288 0 3.75 (1,0,0)
9 352x288 0 7.5 (1,1,0)
10 352x288 0 15 (1,2,0)
11 352x288 0 30 (1,3,0)
12 352x288 1 3.75 (1,0,1)
13 352x288 1 7.5 (1,1,1)
14 352x288 1 15 (1,2,1)
15 352x288 1 30 (1,3,1)
Figura 16. Ejemplo de generacio´n de capas en H.264/SVC.
III-G2. Escalabilidad espacial: Como se observa en la
Figura 23 en comparacio´n con la anterior (Figura 14). Las
dependencias entre ima´genes para las escalabilidades temporal
y espacial, son evidentemente distintas. Por poner un ejemplo:
la imagen intra (I) sirve de base para dos B y una P. Si bien se
exponen las dependencias entre ima´genes en un mismo rango
en el dominio del espacio menor (abajo), tambie´n vemos que
cada imagen se corresponde de forma directa con su versio´n
en un rango del espacio mayor (arriba).
III-G3. Escalabilidad en calidad: Las capas son iden-
tificadas por su dependencia con el identificador D (ve´ase
le Figura 16). Cada capa contiene una o mas capas de
calidad, que representan la fuente de vı´deo para un instante de
tiempo con una resolucio´n espacial y una fidelidad (calidad)
especı´fica. E´stas se representan en la u´ltima columna de la
tabla con las siglas T, S y Q respectivamente.
El conjunto de capas de calidad dependientes entre sı´ cor-
responden a la misma resolucio´n espacial y se identifican
por un identificador de calidad Q. Las capas de calidad son
creadas progresivamente [16] segu´n un nivel de cuantificacio´n
decreciente. De este modo, para las capas de refinamiento de
la calidad con valor de Q > 0 indica que siempre la capa
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anterior de calidad, con un identificador de calidad Q - 1, se
emplea para la capa intra de prediccio´n. Y para el valor de
Q = 0, se puede seleccionar como capa de referencia para la
prediccio´n cualquier capa anterior. De ella se extraen adema´s
las siguientes afirmaciones:
1. Si la capa de mayor calidad, la nu´mero 15, no puede ser
descomprimida por cualquier motivo, por ejemplo, falta
de ancho de banda del medio, entonces las ima´genes
impares debera´n ser descomprimidas con la mı´nima
calidad.
2. Si la capa nu´mero 14 se pierde, entonces so´lo las
ima´genes cuyo ı´ndice sea divisible entre 4 se obtendra´n
con la ma´xima calidad.
3. En caso de que las capas 12 a 15 se pierdan, entonces
todas las ima´genes se obtendra´n con calidad mı´nima.
4. Si la capa 11 se pierde, entonces las ima´genes impares
se obtendra´n con calidad 1 pero con una resolucio´n de
176x144.
5. Si so´lo se descomprime la capa base, la 0, entonces so´lo
una imagen de cada 8 se visualizara´, con calidad 0 y un
taman˜o de 176x144.
III-G4. Nu´mero de capas: Bajo un escenario real de
transmisio´n, como puede ser Internet, la cantidad de datos
que se pueden transmitir dependen de mu´ltiples factores im-
predecibles y esto debe prevenirse en la compresio´n del vı´deo.
Para maneja esta situacio´n, el nu´mero de capas de calidad
debe ser lo mas alto posible para ası´ poder adaptarse a la red
y aprovechar al ma´ximo el ancho de banda. Ya que no se
puede transmitir media capa, en cuantas mas capas se divida
la calidad, con mayor precisio´n se ajustara a los requisitos
de la red. Sin embargo, se debe llegar a un compromiso para
dicho nu´mero, puesto que a mayor nº de capas menor ratio de
compresio´n.
III-H. JPEG 2000 (J2K)
JPEG 2000 es el u´ltimo esta´ndar de compresio´n de ima´genes
desarrollado por la ISO [17]. Fue creado con la idea de
reemplazar al omnipresente esta´ndar JPEG. Como puede apre-
ciarse en la Figura 18, el compresor JPEG 2000 (so´lo J2K en
adelante) esta´ formado por una serie de etapas secuenciales
que son:
1. La transformada de color, que eliminar la correlacio´n
ı´nter-componente.
2. La transformada espacial (una trasformada wavelet), que
elimina la correlacio´n intra-componente.
3. La fase de cuantificacio´n que elimina la informacio´n
visualmente menos relevante.
4. La etapa de definicio´n de la(s) ROI(s) (Regions Of
Interest).
5. La codificacio´n de longitud variable o VLC (Variable
Length Coding) que hace efectiva la compresio´n de los
datos.
6. La etapa PCRD-opt [18] (Post Compression Rate-
Distortion Optimization), que se utiliza para organizar
los datos en el code-stream con el objeto de conseguir
las diferentes formas de escalabilidad.
J2K presenta sobre JPEG las siguientes ventajas:
Escalabilidad en calidad:
Escalabilidad en resolucio´n:
Escalabilidad por regio´n de intere´s:
Figura 17. Las tres formas de escalabilidad en JPEG 2000.
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Figura 18. Arquitectura del compresor JPEG 2000.
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JPEG (21.29 dB) JPEG2000 (27.03 dB)
Figura 19. La imagen Lena comprimida a 0.1 bits/pixel usando JPEG
(izquierda) y JPEG 2000 (derecha). La calidad visual se ha expresado adema´s
usando la me´trica PSNR[dB].
1. Es ma´s eficiente en te´rminos R/D (ve´ase la Figura 19).
2. Pueden realizarse tanto compresiones lossy (irre-
versibles) como lossless (totalmente reversibles), depen-
diendo de los requerimientos del usuario. La versio´n
lossy arroja tasas de compresio´n ligeramente superiores
a las de la versio´n lossless.
3. Es escalable en calidad, en resolucio´n y en regio´n y ven-
tana3 de intere´s. En la Figura 17 se muestra un ejemplo
de cada tipo de escalabilidad. Para conseguir estas tres
formas de escalabilidad a partir de un u´nico code-stream,
el esta´ndar define (entre otras) tres ordenaciones difer-
entes de los paquetes de datos JPEG 2000 [19]. La pro-
gresio´n LRCP (Layer-Resolution-Component-Precinct)
permite una descodificacio´n progresiva en calidad al
ordenar los datos referentes a los coeficientes wavelet
por planos de bits. La progresio´n RLCP produce una
descodificacio´n progresiva por niveles de resolucio´n al
ordenar los datos referentes a los coeficientes wavelet
por subbandas de frecuencia espacial incremental y
finalmente, la progresio´n por WOI (Window Of Interest)
se genera al poder seleccionar el subconjunto correspon-
diente de paquetes que hacen referencia a dicha ventana.
III-I. Motion JPEG 2000 (MJ2K)
Motion JPEG 2000 [20] se define en la norma ISO / IEC
15444-3 y en la UIT-T T.802. En ella se especifica el uso
del codec JPEG 2000 para las secuencias de ima´genes pro-
gramadas (secuencias de movimiento), combinado con audio,
y compuesto en una presentacio´n global. Las extensiones
de archivos para archivos de vı´deo Motion JPEG 2000 son
.mj2 y .mjp2 de acuerdo con la norma RFC 3745. Es el
principal soporte de cine digital esta´ndar en la actualidad con
el apoyo de las Digital Cinema Initiatives, un consorcio de
la mayorı´a de los principales estudios y proveedores, para el
almacenamiento, distribucio´n y exhibicio´n de pelı´culas cine-
matogra´ficas. Tambie´n se esta´ considerando como un formato
de archivo digital por la Biblioteca del Congreso.
3Cuando el a´rea de la imagen a descomprimir con mayor calidad se
especifica durante la compresio´n se habla de regio´n de intere´s o ROI (Region
Of Interest). Una ROI puede tener cualquier forma posible. Sin embargo,
cuando el a´rea se define durante la descompresio´n, nos referimos a una ventana
o WOI (Window Of Interest), que so´lo puede tener forma rectangular.
A diferencia de los codecs de vı´deo comunes, como MPEG-
4, MJ2K no emplea la compresio´n de estructura temporal.
En su lugar, cada fotograma es una entidad independiente
codificada por una variante con o sin pe´rdidas de JPEG 2000.
III-J. Motion Compensated Temporal Filtering (MCTF)
El estudio de nuevas formas de mejorar la codificacio´n
de vı´deo y desarrollo de las ya existentes es muy prolı´fico.
Cada uno de esos trabajos consiguen buenos resultados para
un subconjunto de caracterı´sticas que deberı´a tener la codifi-
cacio´n ideal para un vı´deo. Y aunque en algunos trabajos se
encuentren formas de mejorar alguna caracterı´stica concreta,
como por ejemplo, una ra´pida accesibilidad aleatoria al vı´deo
[21], [22], o simplemente hacer el vı´deo mas portable en una
transmisio´n por un canal estrecho [23], [24]. Sin embargo, es
evidente que la compensacio´n temporal de las ima´genes de un
vı´deo reu´ne el mayor nu´mero de ventajas, entre ellas, reduce
notablemente los Kbps necesarios para codificarlo. Por ello
es un planteamiento muy usado. Sin embargo, aun no existe
una metodologı´a que estandarice todo el proceso. De este
modo existen numerosos estudios que aplican algu´n tipo de
prediccio´n del movimiento, con te´cnicas del tipo MCTF, como
LIMAT, en ingle´s Lifting-based Invertible Motion Adaptive
Transform y que presentan resultados interesantes.
En investigaciones sobre LIMAT [25] se ha trabajado con
mallas deformables que pueden mejorar la compensacio´n de
movimiento debido a su adaptabilidad a las condiciones de
su contexto (particularidades de la secuencia de ima´genes),
gracias a las expansiones y contracciones en el marco de
seguimiento de los movimientos en la imagen, en compara-
cio´n con mantener un campo de movimiento continuo. Y se
concluye que el entorno de trabajo de LIMAT, con el uso de la
DWT tiene un rendimiento superior, al menos de 5/3 sobre so´lo
1/3 utilizando la transformada de Haar. En esta misma lı´nea de
estructuras ma´s flexibles, se estudio´ la aplicacio´n de DWT para
la escalabilidad espacial [7], [26], [27] y como aprovecharlo
con el fin de minimizar ca´lculos para la prediccio´n. Ası´ como
tambie´n, llevar a cabo un aumento progresivo de la precisio´n
de las referencias para la prediccio´n del movimiento [8].
En el Instituto de Heinrich Hertz (Alemania) se desarrollo´ la
norma H.264, ya comentada, y con ella, el sistema de esti-
macio´n del movimiento de MCTF. Existen implementaciones
de MCTF [28] que usan mu´ltiples frames para el seguimiento
del movimiento. De modo que el margen en que se pueden
detectar macro-bloques similares se mayor y, por tanto, la
prediccio´n es ma´s amplia.
Pero este planteamiento no carece de por menores y al-
gunos trabajos se enfocan sobre los problemas que conlleva
aplicar la correlacio´n temporal de ima´genes, buscando un
compromiso entre eficiencia y calidad de visualizacio´n. Uno
de los problemas ma´s llamativos es una distorsio´n visualmente
parecida al llamado efecto fantasma (ver Figura 20), producido
precisamente por el simple hecho de relacionar dos o ma´s
ima´genes entre sı´ y dar como resultado fotogramas en los
que se muestra informacio´n de varios instantes de tiempo a la
vez. Esta lı´nea se toma en trabajos donde se consigue reducir
este ruido mediante te´cnicas aplicadas al paso baja de sub-
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Figura 20. Datos cruzados de varias ima´genes.
LT−1
HT−1,MT−1
HT−2,MT−2
H1,M1
H1,M1
HT−2[q],MT−2
HT−1[q],MT−1
LT−1[q]
H1
[q]
,M1
V = L0
V = L0
LT−1[q]
HT−1[q],MT−1
HT−2[q],MT−2
J2K
J2K
J2K
J2K
MCTF
MCTF−1
...
J2K−1
J2K−1
J2K−1
J2K−1
...
...
...
...
Figura 21. Estructura ba´sica de MCJ2K.
bandas temporales [29], mejorando adema´s las escalabilidades
temporal y espacial.
Otro planteamiento consiste en el concepto de ima´genes
clave [16] para controlar eficazmente la deriva de la calidad
en la codificacio´n basada en paquetes escalables con las
estructuras jera´rquicas de prediccio´n. O incluso ampliando el
procesado a las partes de la imagen que no se encuentren en
movimiento, usando un me´todo de adaptacio´n de contenido
para compensacio´n de movimiento en tres dimensiones [30].
Como este tipo de trabajos, muchos otros consisten en
aumentar la calidad de imagen mediante procesos adicionales
al compensado temporal. Desde otro punto de vista, existen
los trabajos que mediante una Highly scalable video compres-
sion [31] consiguen optimizar cuantitativamente el nu´mero
de ca´lculos de los procesos basados en la Transformada
Wavelet. Aumentando significativamente el rendimiento con
un detrimento relativamente pequen˜o en calidad.
III-K. Motion Compensated JPEG 2000 (MCJ2K)
III-K1. El papel de MCTF en MCJ2K: Como se ha visto
MCTF elimina eficientemente la redundancia temporal de una
secuencia de ima´genes [32] y provee de una escalabilidad
temporal y controles para minimizar el impacto de errores y
pe´rdidas en los datos.
De igual modo, como todos sabemos, J2K es un buen
compresor de ima´genes y puede crear codificaciones escal-
ables en espacio y calidad. Es posible que ambos codecs
pueden utilizarse juntos para disen˜ar un compresor escalable
en espacio, tiempo y calidad. El esquema presentado en la
Figura 21 es simple y constituye el esqueleto de MCJ2K.
III-K2. MCTF en MCJ2K: En MCJ2K los GOPs son
siempre abiertos y sime´tricos en cada resolucio´n temporal.
Como puede verse en la Figura 22 se presentan 2 GOPs, el
primero esta compuesto u´nicamente por V0 y el segundo lo
constituyen de V1 a V16.
V0 V10 V14V1 V3 V4 V5 V6 V7 V8 V9 V11V12V13 V15
B
B
B
B
B
B B
B B B B B B B
B
V2
I
V16
I
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H4
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L4
Figura 22. MCTF con suficiente correlacio´n temporal.
V0 V10 V14V1 V3 V4 V5 V6 V7 V8 V9 V11V12V13 V15
I
I
B
B
B
B
B B
B I B B B B B
I
V2
I
V16
Figura 23. MCTF sin suficiente correlacio´n temporal.
En el caso en que no se encuentre suficiente correlacio´n
temporal, las ima´genes B son reemplazadas por ima´genes I (y
las referencias de los vectores de movimiento se eliminan). Tal
y como se observa en la Figura 23. Dicho con otras palabras,
una imagen B puede finalmente sustituirse por una INTRA si
la entropı´a de B es demasiado grande (siendo igual o mayor).
Es decir, la imagen que se desea predecir mediante vectores
de movimiento, es tan distinta a la anterior, que es menos
costoso codificar la imagen directamente como INTRA, en
lugar de enumerar sus diferencias.
La implementacio´n de MCTF debe sufrir ciertas modifi-
caciones para adaptarse al esquema inicial en la Figura 21.
Aquı´ MCTF sigue una tı´pica implementacio´n recursiva ”filter
bank”, con transformaciones tanto hacia adelante como hacia
atra´s, representada en la Figura 24.
Podemos ver en detalle en la Figura 25 uno de los compe-
nentes de transformacio´n de nivel temporal directo e inverso,
propio de las cajas de la Figura 24 desde un punto de vista a
ma´s alto nivel.
En la Figura 25, el superı´ndice t representa el nivel de trans-
formacio´n Wavelet, y el subı´ndice i el nu´mero de fotograma al
que pertenece la muestra. En esta lı´nea observamos que se da
H1 H2 H t Lt
L0 L1 L2
· · ·
t-levels forward transform
Lt−1
L0 L1 L2 Lt−1
· · ·
t-levels inverse transform
1-level
transform
inverse
1-level
transform
inverse
1-level
transform
forward
1-level
transform
forward
1-level
transform
forward
1-level
transform
inverse
Figura 24. Transformacio´n en el nivel temporal.
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Figura 25. Nivel de transformacio´n directo (izquierda) e inverso (derecha).
un trato distinto a los fotogramas pares e impares, donde en
los primeros se lleva a cabo la prediccio´n y en los segundos
se compara la diferencia entre lo predicho y lo que realmente
ocurre.
El mecanismo de una transformada Wavelet consiste en
dividir recursivamente los promedios y las diferencias, llevar
a cabo una prediccio´n del movimiento (mediante el establec-
imiento de referencias o vectores de movimiento) y finalmente
una actualizacio´n o refinamiento de dichas referencias. La
transformada inversa consiste en llevar a cabo los pasos en
orden inverso, para finalmente unir las medias y las diferen-
cias. Por ejemplo, sean dos sen˜ales A y B, promedio S y
diferencia D. Se puede recuperar A y B a partir de S y D,
como ecuacio´n. Tambie´n se puede invirtiendo una matriz 2x2,
de ahı´ la llamada transformada Wavelet de Haar [33]. A mayor
correlacio´n entre las dos sen˜ales mas pequen˜a sera D (la resta
entre ambas, su diferencia) y se podra representar con menos
bits.
III-K3. Escalabilidad temporal, espacial y en calidad:
Lo que hace posible estas tres escalabilidades es la divisio´n
de los datos en capas y la organizacio´n de e´stas. Existen 5
tipos de ordenaciones (dos muy utilizados) para almacenar los
paquetes que componen un fotograma o imagen de un vı´deo.
Dado que los paquetes en sı´ no modifican, su ordenacio´n se
puede cambiar de un tipo a otro. Claro esta, siempre y cuando
dispongamos de dichos paquetes.
La escalabilidad temporal representa el nu´mero de
ima´genes por segundo que se transmiten, es decir, la cantidad
de paquetes enviados para la resolucio´n y calidad. Para con-
seguir que funcione correctamente las sub-bandas temporales
deben ser decodificadas en orden, para visualizar la secuencia
de ima´genes de forma real y cronolo´gica.
Como se puede observar en la Figura 26 las primeras
ima´genes del vı´deo son decodificadas a partir de 2 GOP (GOPs
abiertos) tras lo que se decodifican las capas en el orden
indicado por las flechas.
Para la escalabilidad en calidad (Figura 27) las sub-bandas
temporales deben ser decodificadas usando el orden LRCP.
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Figura 26. Escalabilidad temporal en MCJ2K.
E´ste orden se organiza por capas de calidad, resolucio´n,
componentes y finalmente precintos. Es el tipo de orden que
guarda el mejor compromiso entre la resolucio´n y la calidad
en la imagen que realmente es visualizada. De manera, se
cuida que no se de el caso de ver una imagen demasiado
pequen˜a con mucha calidad, o demasiado grande con una
calidad muy deficiente. Recordemos que realmente la calidad
de una imagen consiste en la cantidad de altas frecuencias que
transmitimos de ella. A mayor cantidad de e´stas, mas detalle
tiene el vı´deo y, a menor cantidad, se presenta mas suavizado,
como desenfocado. En la practica se suele dejar que el propio
ancho de banda disponible trunque este nu´mero de paquetes.
Se muestra la misma gra´fica para la escalabilidad en cali-
dad y espacial porque, ambas necesitan la misma ordenacio´n
de datos. Eso quiere decir que, si deseamos una reconstruccio´n
por niveles de resolucio´n lo que hay que hacer es usar el orden
que genera la escalabilidad en calidad y descartar aquellos
datos que pertenecen a subbandas DWT que generan una
imagen de mayor resolucio´n que la que se esta reconstruyendo
en ese momento. El orden usado se denomina RLCP de las
siglas en ingle´s de Resolution Layer Component Precint este
tipo de ordenacio´n consiste en que el primer paquete tiene
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Figura 27. Escalabilidad espacial y en calidad de MCJ2K.
toda la imagen a baja resolucio´n, el segundo y sucesivos
continen informacio´n que amplia la resolucio´n, hasta llegar
a la ma´xima.
III-K4. Organizacio´n de stream: Para concretar la sintaxis
de las Figuras 26 y 27 observemos que cada sub-banda
temporal (Lt, Ht, Ht−1, · · · , H1) es un stream diferente, com-
primido con Motion JPEG 2000 de forma independiente.
Aunque se conoce el nu´mero de ima´genes en cada sub-
banda, cada imagen puede tener distinta peso (Kb). Por lo
tanto, con el fin de decodificar so´lo una imagen dada, es
necesario descomprimir diferentes sub-bandas.
IV. ARQUITECTURA CLIENTE/SERVIDOR PARA EL
STREAMING DE VI´DEO
IV-A. La arquitectura cliente/servidor
La arquitectura cliente/servidor (en adelante, arquitectura
C/S) es un modelo de aplicacio´n distribuida en el que las
tareas se reparten entre los proveedores de recursos o servicios,
llamados servidores, y los demandantes, llamados clientes. Un
cliente realiza peticiones a otro programa, el servidor, que le
da respuesta.
En esta arquitectura la capacidad de proceso esta´ repartida
entre los clientes y los servidores, aunque son ma´s importantes
las ventajas de tipo organizativo debidas a la centralizacio´n de
la gestio´n de la informacio´n y la separacio´n de responsabili-
dades, lo que facilita y clarifica el disen˜o del sistema.
La arquitectura C/S sustituye a la arquitectura monolı´tica en
la que no hay distribucio´n, tanto a nivel fı´sico como a nivel
lo´gico. En ella, el remitente de una solicitud es conocido como
cliente. Sus caracterı´sticas ma´s importantes podrı´an resumirse
en que:
Es quien inicia solicitudes o peticiones, tienen por tanto
un papel activo en la comunicacio´n (dispositivo maestro
o amo).
Espera y recibe las respuestas del servidor.
Por lo general, puede conectarse a varios servidores a la
vez.
Normalmente interactu´a directamente con los usuarios
finales mediante una interfaz gra´fica de usuario.
El cliente presenta una velociad de conexio´n con el
servidor, que estara´ limitada por la contratacio´n de
red que haya echo el usuario con una compan˜ı´a y por
las limitaciones propias del enlace. Por ejemplo: Si el
cliente ha contratado un servicio de 6 Mbps este sera´ la
capacidad ma´xima del cliente para recibir datos, adema´s
aunque se le proporcionara un ancho de banda superior
no se podrı´a alcanzar una velocidad mayor de 10Mb si
el cable utilizado para el enlace es, por ejemplo, cable
coaxial.
Por otra parte, al receptor de la solicitud enviada por el cliente
se conoce como servidor. Sus principales caracterı´sticas son:
Al iniciarse esperan a que lleguen las solicitudes de los
clientes. Desempen˜an entonces un papel pasivo en la
comunicacio´n (dispositivo esclavo).
Tras la recepcio´n de una solicitud, la procesan y luego
envı´an la respuesta al cliente.
Por lo general, aceptan conexiones desde un gran nu´mero
de clientes (aunque en ciertos casos el nu´mero ma´xi-
mo de peticiones puede estar limitado por motivos de
rendimiento y seguridad).
No es frecuente que interactu´en directamente con los
usuarios finales (sin un cliente tı´pico).
Como es lo´gico la utilizacio´n de este tipo de arquitectura
presenta una serie de ventajas y de inconvenientes. Entre las
primeras destacarı´amos:
Centralizacio´n del control: los accesos, recursos y la
integridad de los datos son controlados por el servidor
de forma que un programa cliente defectuoso o no
autorizado no pueda dan˜ar el sistema. Esta centralizacio´n
tambie´n facilita la tarea de poner al dı´a datos u otros
recursos.
La centralizacio´n del sistemas tiene la cualidad de permi-
tir un control ma´s sencillo, ya que es la mejor forma de
captar, manipular y usar la informacio´n cuando es nece-
sario que un gran nu´mero de usuarios puedan acceder a
ella. Otra de sus ventajas es que evita la inconsistencia
de las aplicaciones. De este modo, se obtiene una forma
sencilla y que requiere poco recursos, para controlar un
sistema.
Cierto grado de escalabilidad: se puede aumentar la ca-
pacidad de clientes y servidores por separado. Cualquier
elemento puede ser aumentado (o mejorado) en cualquier
momento, o se pueden an˜adir nuevos nodos a la red
(clientes y/o servidores).
Fa´cil mantenimiento: al estar distribuidas las funciones
y responsabilidades entre varias computadoras independi-
entes, es posible reemplazar, reparar, actualizar, o incluso
trasladar un servidor, mientras que sus clientes no se
vera´n afectados por ese cambio (o se afectara´n mı´ni-
mamente). Por lo tanto, podrı´amos decir que hay una
independencia de los cambios.
Se trata de una arquitectura muy desarrollada y
extensivamente probada: existen tecnologı´as, suficien-
temente desarrolladas, disen˜adas para el paradigma de
C/S que aseguran la seguridad en las transacciones, la
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amigabilidad de la interfaz, y la facilidad de empleo.
Por otra parte, es posible encontrar algunas desventajas, que
son comentadas a continuacio´n:
Existencia de cuellos de botella: la congestio´n del
tra´fico ha sido siempre un problema en el paradigma
de C/S. Cuando una gran cantidad de clientes envı´an
peticiones simultaneas al mismo servidor, puede ser que
cause muchos problemas para e´ste (a mayor nu´mero de
clientes, ma´s problemas para el servidor en relacio´n a
consumo de ancho de banda, memoria y CPU). De ahı´,
que surgieran los sistemas descentralizados.
De´bil tolerancia a fallos del servidor: cuando un servi-
dor esta´ caı´do, las peticiones de los clientes no pueden
ser satisfechas. Este problema se soluciona, teniendo un
grupo de servidores en lugar de uno solo.
Altos recursos computacionales y de ancho de banda
en el lado servidor: el software y el hardware de
un servidor son generalmente muy determinantes. Un
hardware regular de un ordenador personal puede no
poder servir a cierta cantidad de clientes. Normalmente
se necesita software y hardware especı´fico, sobre todo
en el lado del servidor, para satisfacer el trabajo. Por
supuesto, esto aumentara´ el coste.
Efectos colaterales causados por la seguridad: el
cliente no dispone de los recursos que puedan existir en
el servidor. Por ejemplo, si la aplicacio´n es una pa´gina
Web, no podemos escribir en el disco duro del cliente
o imprimir directamente sobre las impresoras sin sacar
antes la ventana previa de impresio´n de los navegadores.
La mayorı´a de los servicios de Internet son tipo de cliente-
servidor. La accio´n de visitar un sitio Web requiere una
arquitectura cliente-servidor, ya que el servidor web sirve las
pa´ginas Web al navegador (al cliente). Por ejemplo, al leer un
artı´culo del portal de un perio´dico de Internet, la computadora
y el navegador Web del usuario serı´an considerados un
cliente; y las computadoras, las bases de datos, y los usos
que componen el portal serı´an considerados el servidor.
Cuando el navegador Web del usuario solicita un artı´culo
particular del perio´dico, el servidor Web recopila toda la
informacio´n a mostrar en la base de datos, la articula en una
pa´gina Web, y la envı´a de nuevo al navegador Web del cliente.
IV-B. Hilos, servidores concurrentes e iterativos
Un servidor concurrente atiende a varios clientes al mismo
tiempo, ma´s au´n, mientras esta´ atendiendo sigue escuchando.
El problema es que todo cliente tiene que esperar su turno
para ser atendido, si uno de ellos pide un archivo muy grande
los dema´s tienen que esperar. Por lo tanto, podrı´amos decir
que el procedimiento que sigue el servidor es el siguiente:
1. Espera por la llegada de un cliente.
2. Inicia un servidor para manejar los requerimientos del
cliente. Esto involucra la creacio´n de un nuevo proceso
o hilo. Cuando el cliente se va (termina) el proceso o
hilo tambie´n termina.
3. Regresa al primer paso.
En el anterior esquema entendemos que un hilo es un flujo de
control independiente sobre una seccio´n de co´digo dentro de
un proceso que puede ser planificado por el sistema operativo
para ejecutarse. Existen dentro de un proceso y para que
puedan ser planificadas deben mantener informacio´n sobre
el flujo de control: puntero a la pila, registros, conjunto de
sen˜ales pendientes y bloqueadas, propiedades de planificacio´n
(como la polı´tica y la prioridad) y otros datos especı´ficos de
la hebra.
IV-C. La pila de protocolos TCP/IP
Tı´picamente, el protocolo utilizado en las aplicaciones clien-
te/servidor el es TCP/IP. Se le denomina conjunto de protoco-
los TCP/IP, en referencia a los dos protocolos ma´s importantes
que la componen: Protocolo de Control de Transmisio´n (TCP)
y Protocolo de Internet (IP), que fueron dos de los primeros
en definirse, y que son los ma´s utilizados de la familia.
En la pila de protocolos TCP/IP, TCP es la capa intermedia
entre el protocolo de Internet (IP) y la aplicacio´n. Habitual-
mente, las aplicaciones necesitan que la comunicacio´n sea fi-
able y, dado que la capa IP aporta un servicio de datagramas no
fiable (sin confirmacio´n), TCP an˜ade las funciones necesarias
para prestar un servicio que permita que la comunicacio´n entre
dos sistemas se efectu´e libre de errores, sin pe´rdidas y con
seguridad.
Los servicios provistos por TCP corren en el anfitrio´n (host)
de cualquiera de los extremos de una conexio´n, no en la red.
Por lo tanto, TCP es un protocolo para manejar conexiones de
extremo a extremo. Tales conexiones pueden existir a trave´s
de una serie de conexiones punto a punto, por lo que estas
conexiones extremo-extremo son llamadas en ocasiones, y por
simulitud a los circuitos creados en la te´cnica de conmutacio´n
de circuitos, circuitos virtuales.
Las aplicaciones envı´an flujos de bytes a la capa TCP
para ser enviados a la red. TCP divide el flujo de bytes
llegado de la aplicacio´n en segmentos de taman˜o apropiado
(normalmente esta limitacio´n viene impuesta por la unidad
ma´xima de transferencia o MTU (Maximum Transfer Unit)
del nivel de enlace de datos de la red a la que la entidad
esta´ asociada) y le an˜ade sus cabeceras. Entonces, TCP pasa
el segmento resultante a la capa IP, donde a trave´s de la red,
llega a la capa TCP de la entidad destino. El TCP comprueba
que ningu´n segmento se ha perdido asignando a cada uno un
nu´mero de secuencia, que es tambie´n usado para asegurarse de
que los paquetes han llegado a la entidad destino en el orden
correcto. El TCP devuelve un asentimiento (ACK) por bytes
que han sido recibidos correctamente; un temporizador en la
entidad origen del envı´o causara´ un timeout si el asentimiento
no es recibido en un tiempo razonable, y el (presuntamente
desaparecido) paquete sera´ entonces retransmitido. TCP revisa
que no haya bytes dan˜ados durante el envı´o usando un
checksum; es calculado por el emisor en cada paquete antes
de ser enviado, y comprobado por el receptor.
Las conexiones TCP se componen de tres etapas: es-
tablecimiento de conexio´n, transferencia de datos y fin de la
conexio´n. Para establecer la conexio´n se usa el procedimiento
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llamado negociacio´n en tres pasos (3-way handshake). Una
negociacio´n en cuatro pasos (4-way handshake) es usada para
la desconexio´n. Durante el establecimiento de la conexio´n,
algunos para´metros como el nu´mero de secuencia son con-
figurados para asegurar la entrega ordenada de los datos y la
robustez de la comunicacio´n.
Aunque es posible que un par de entidades finales comien-
cen una conexio´n entre ellas simulta´neamente, normalmente
una de ellas abre un socket en un determinado puerto TCP y se
queda a la escucha de nuevas conexiones. Es comu´n referirse
a e´sto como apertura pasiva, y determina el lado servidor de
una conexio´n. El lado cliente de una conexio´n realiza una
apertura activa de un puerto enviando un paquete SYN inicial
al servidor como parte de la negociacio´n en tres pasos. En
el lado del servidor se comprueba si el puerto esta´ abierto,
es decir, si existe algu´n proceso escuchando en ese puerto.
En caso de no estarlo, se envı´a al cliente un paquete de
respuesta con el bit RST activado, lo que significa el rechazo
del intento de conexio´n. En caso de que sı´ se encuentre
abierto el puerto, el lado servidor responderı´a a la peticio´n
SYN va´lida con un paquete SYN/ACK. Finalmente, el cliente
deberı´a responderle al servidor con un ACK, completando
ası´ la negociacio´n en tres pasos (SYN, SYN/ACK y ACK)
y la fase de establecimiento de conexio´n.
Durante el establecimiento de conexio´n TCP, los nu´meros
iniciales de secuencia son intercambiados entre las dos enti-
dades TCP. Estos nu´meros de secuencia son usados para iden-
tificar los datos dentro del flujo de bytes, y poder identificar (y
contar) los bytes de los datos de la aplicacio´n. Siempre hay un
par de nu´meros de secuencia incluidos en todo segmento TCP,
referidos al nu´mero de secuencia y al nu´mero de asentimiento.
Un emisor TCP se refiere a su propio nu´mero de secuencia
cuando habla de nu´mero de secuencia, mientras que con el
nu´mero de asentimiento se refiere al nu´mero de secuencia del
receptor. Para mantener la fiabilidad, un receptor asiente los
segmentos TCP indicando que ha recibido una parte del flujo
continuo de bytes. Una mejora de TCP, llamada asentimiento
selectivo (SACK, Selective Acknowledgement) permite a un
receptor TCP asentir los datos que se han recibido de tal forma
que el remitente solo retransmita los segmentos de datos que
faltan.
A trave´s del uso de nu´meros de secuencia y asentimiento,
TCP puede pasar los segmentos recibidos en el orden correcto
dentro del flujo de bytes a la aplicacio´n receptora. Los nu´meros
de secuencia son de 32 bits (sin signo), que vuelve a cero tras
el siguiente byte despue´s del 232 − 1. Una de las claves para
mantener la robustez y la seguridad de las conexiones TCP
es la seleccio´n del nu´mero inicial de secuencia (ISN, Initial
Sequence Number).
Los asentimientos (ACKs o Acknowledgments) de los datos
enviados o la falta de ellos, son usados por los emisores para
interpretar las condiciones de la red entre el emisor y receptor
TCP. Unido a los temporizadores, los emisores y receptores
TCP pueden alterar el comportamiento del movimiento de
datos. El TCP usa una serie de mecanismos para conseguir
un alto rendimiento y evitar la congestio´n de la red (la
idea es enviar tan ra´pido como el receptor pueda recibir).
Estos mecanismos incluyen el uso de ventana deslizante, que
controla que el transmisor mande informacio´n dentro de los
lı´mites del buffer del receptor, y algoritmos de control de
flujo, tales como el algoritmo de evitacio´n de la congestio´n
(congestion avoidance), el de comienzo lento (slow-start),
el de retransmisio´n ra´pidda, el de recuperacio´n ra´pida (Fast
Recovery), y otros.
La fase de finalizacio´n de la conexio´n usa una negociacio´n
en cuatro pasos (four-way handshake), terminando la conexio´n
desde cada lado independientemente. Cuando uno de los dos
extremos de la conexio´n desea parar su ”mitad” de conexio´n
transmite un paquete FIN, que el otro interlocutor asentira´ con
un ACK. Por tanto, una desconexio´n tı´pica requiere un par de
segmentos FIN y ACK desde cada lado de la conexio´n.
A la luz de toda esta informacio´n, se ha elegido trabajar
con este protocolo principalmente porque:
1. Ofrece una transferencia fiable de datos (control de
errores y de flujo).
2. Realiza el proceso de multiplexacio´n, es decir, el TCP
distingue procesos dentro del mismo host a partir del
puerto en el que escuchan y a quie´n esta´n escuchando.
3. Es orientado a conexio´n (antes de transmitir esta se
establece).
4. Aunque las aplicaciones leen y escriben un flujo de
bytes, el TCP agrupa los bytes en segmentos que son
transmitidos como los datagramas UDP. Por tanto, se
trata de un protocolo eficiente desde el punto de vista el
overhead de las cabeceras.
IV-D. Co´digo Implementado
El lenguaje de programacio´n que hemos utilizado para
implementar este sistema, es el lenguaje C. C es un lenguaje
de programacio´n creado en 1972 por Dennis M. Ritchie en
los Laboratorios Bell como evolucio´n del anterior lenguaje B,
a su vez basado en BCPL. Se trata de un lenguaje de´bilmente
tipificado de medio nivel pero con muchas caracterı´sticas de
bajo nivel. Dispone de las estructuras tı´picas de los lenguajes
de alto nivel pero, a su vez, dispone de construcciones del
lenguaje que permiten un control a muy bajo nivel.
Uno de los objetivos de disen˜o del lenguaje C es que so´lo
sean necesarias unas pocas instrucciones en lenguaje ma´quina
para traducir cada elemento del lenguaje, sin que haga falta
un soporte intenso en tiempo de ejecucio´n. Es muy posible
escribir C a bajo nivel de abstraccio´n; de hecho, C se uso´ como
intermediario entre diferentes lenguajes.
En parte a causa de ser de relativamente bajo nivel y de tener
un modesto conjunto de caracterı´sticas, se pueden desarrollar
compiladores de C fa´cilmente. En consecuencia, el lenguaje
C esta´ disponible en un amplio abanico de plataformas (se-
guramente ma´s que cualquier otro lenguaje). Adema´s, a pesar
de su naturaleza de bajo nivel, el lenguaje se desarrollo´ para
incentivar la programacio´n independiente de la ma´quina. Un
programa escrito cumpliendo los esta´ndares e intentando que
sea porta´til puede compilarse en muchos computadores.
C se desarrollo´ originalmente (conjuntamente con el
sistema operativo Unix, con el que ha estado asociado mucho
tiempo) por programadores para programadores. Sin embargo,
ha alcanzado una popularidad enorme, y se ha usado en
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contextos muy alejados de la programacio´n de sistemas, para
la que se disen˜o´ originalmente.
La implementacio´n de sistemas empleando lenguaje de pro-
gramacio´n C, tiene una serie de ventajas para el programador:
1. Un nu´cleo del lenguaje simple, con funcionalidades
an˜adidas importantes, como funciones matema´ticas y de
manejo de archivos, proporcionadas por bibliotecas.
2. Acceso a memoria de bajo nivel mediante el uso de
punteros.
3. Punteros a funciones y variables esta´ticas, que permiten
una forma rudimentaria de encapsulado y polimorfismo.
4. Un sistema de tipos que impide operaciones sin sentido.
Como es lo´gico, tambie´n C presenta una serie de carencias
e incovenientes tales como:
1. El mayor problema que presenta el lenguaje C frente
a los lenguajes de tipo de dato dina´mico es la gran
diferencia en velocidad de desarrollo: es ma´s lento
programar en C. La razo´n estriba en que el compilador
de C se limita a traducir co´digo sin apenas an˜adir nada.
2. En C el programador ha de reservar y liberar la memo-
ria explı´citamente. En otros lenguajes (como BASIC,
Matlab o Java) la memoria es gestionada de forma
transparente para el programador.
3. El mantenimiento tambie´n es ma´s difı´cil y costoso
que con lenguajes de ma´s alto nivel. El co´digo en C
se presta a sentencias cortas y enrevesadas de difı´cil
interpretacio´n.
4. C no dispone de sistemas de control automa´ticos y la
seguridad depende casi exclusivamente de la experiencia
del programador.
5. No existe recoleccio´n de basura nativa.
Por supuesto, las ventajas de la implementacio´n de co´digo
C superan sus inconvenientes, principalmente porque es un
lenguaje muy eficiente, puesto que es posible utilizar sus
caracterı´sticas de bajo nivel para realizar implementaciones
o´ptimas. Adema´s, a pesar de su bajo nivel es el lenguaje
ma´s portado en existencia y proporciona facilidades para
realizar programas modulares y/o utilizar co´digo o bibliotecas
existentes.
V. PROPUESTA
La funcio´n del servidor es la de atender a los clientes,
proporciona´ndoles el envı´o de un determinado vı´deo escalable
elegido por el usuario. Esta actividad es llevada a cabo
mediante la transmisio´n de diferentes capas de vı´deo (niveles
de resolucio´n temporal) en funcio´n de la capacidad de recibir
datos del cliente.
En el presente trabajo el control de flujo de datos no es
realizado por el servidor, sino por el cliente que es el que
recibir la informacio´n, el cua´l comprueba en cada slot de
tiempo si su ancho de banda es lo suficientemente grande
como para recibir una determinada capa de vı´deo o por el
contrario, su ancho de banda es inferior a lo estipulado y tiene
que recibir una capa de vı´deo de un nivel ma´s bajo. Un slot
de tiempo es, por ejemplo, el tiempo que tarda en consumirse
un GOP, que es aproximadamente 1 segundo si tenemos 30
ima´genes/segundo y un taman˜o de GOP de 32 ima´genes.
El control de flujo es posible, gracias a que el cliente posee
una serie de buffers de recepcio´n asociadas a cada una de
las capas del vı´deo y el cliente ira´ solicitando ma´s o menos
capas en funcio´n de la velocidad de llenado de esos buffer. Por
ejemplo, si se piden 3 capas y los buffers de dichas tres capas
comienzan a decrecer, entonces es que el ancho de banda de
la red es inferior al bit-rate del vı´deo y, por tanto, se deberı´a
solicitar una capa menos. Esta velocidad de decrecimiento o de
crecimiento se comprueba como varı´a con respecto al tiempo,
por el cliente.
V-A. Definiciones
El co´digo del servidor tiene, por defecto, definadas una serie
de variables que son propias del protocolo TCP/IP y de los
servidores concurrentes:
Payload: se encuentra al inicio del co´digo, antes de que
se llegue a ejecutar cualquier procedimiento del servidor.
Indica el taman˜o del buffer (512 bytes) que sirve de
comunicacio´n entre el servidor y el kernel.4
Puertos: permite que ma´s de una aplicacio´n utilice la
red en un determinado intervalo de tiempo, cada puerto
tiene asignado un nu´mero entre 0 y 65.535. Los puertos
que comprenden desde el 0 al 1.023 esta´n reservados
para aplicaciones esta´ndares (como la Web que utiliza
el puerto 80). En el caso del servidor, el puerto de
escucha se encuentra definido al principio del co´digo por
el nu´mero 6789.
El nu´mero ma´ximo de clientes que pueden esperar
a que la conexio´n sea establecida: esta variable tiene
que ver con el consumo de memoria que el kernel dedica
a las peticiones de conexio´n entrantes pendientes de ser
procesadas por uno de los hilos del servidor. Al igual
que las variables anteriores, esta definida al principio
del co´digo, con el valor de 10. Se decidio´ este valor
porque era lo suficientemente alto para comprobar la
concurrencia del servidor sin que por ello, se necesitase
demasiados recursos por parte de la ma´quina que se
encargara de ejecutar el co´digo del servidor.
V-B. Funcionamiento del Servidor
A continuacio´n se muestra y describe, el funcionamiento de
las partes del servidor mas relevantes, junto con el co´digo en
C asociado:
1. Creacio´n del socket de escucha:
1 int listen_sd; {
2
3 /* Obtenemos el nu´mero del protocolo. */
4 struct protoent *ptrp; /* Puntero a un ←↩
protocolo de entrada de la tabla. */
5 ptrp = getprotobyname("tcp");
6 if(ptrp ==NULL) {
4Lo que no significa que el taman˜o de los payloads de todos los segmentos
que envı´a el servidor tenga que ser de 512 bytes. El TCP regula dicho taman˜o
en funcio´n del control de flujo que realiza el cliente, del MTU y de la
congestio´n de la red.
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7 perror("getprotobyname");
8 exit(EXIT_FAILURE);
9 }
10
11 /* Creamos el socket descriptor. */
12 listen_sd = socket (PF_INET, SOCK_STREAM, ←↩
ptrp->p_proto);
13 if(listen_sd < 0) {
14 perror("socket");
15 exit(EXIT_FAILURE);
16 }
17
18 /* Usaremos el puerto de servicio sin ←↩
esperar a que e´ste este´ a la espera de ←↩
un time-out de liberacio´n. */
19 int yes = 1;
20 if(setsockopt(listen_sd, SOL_SOCKET, ←↩
SO_REUSEADDR, &yes, sizeof(int)) < 0) {
21 perror("setsockopt");
22 exit(EXIT_FAILURE);
23 }
24 }
2. Creacio´n del socket de servicio:
1 /* Lazo del servidor. */
2 while(1) {
3
4 /* Socket para "servir" a los clientes. */
5 int serve_sd;
6
7 /* El servidor se bloquea esperando a que un ←↩
cliente se
8 conecte. */ {
9 /* Direccion del cliente. */
10 struct sockaddr_in cad;
11 socklen_t alen = sizeof(cad);
12 serve_sd = accept(listen_sd, (←↩
struct sockaddr *)&cad, &alen←↩
);
13 if(serve_sd<0) {
14 perror("accept");
15 exit (EXIT_FAILURE);
16 }
17 }
3. Una vez llega la peticio´n de un cliente, el servidor acepta
la peticio´n y asigna un hilo a dicho cliente. Tambie´n se
crean todas las variables necesarias para el proceso de
transmisio´n.
1 /* Hilo que controla a un cliente. */
2 void *service (void *arg){
3 /*El socket de comunicacion con el cliente. Notese ←↩
que cada cliente posee una variable "sd" ←↩
diferente. */
4 int sd = ((int *)arg)[0];
5 //Indica la cantidad de capas que se le envia el ←↩
servidor al cliente
6 int contador_capa = ((int *)arg)[1];
7
8 /* Asignamos memoria para almacenar los datos ←↩
entrantes */
9 char *buffer = (char *)malloc(payload_size*sizeof(←↩
char));
10 int pos_ini, pos_fin;
11 /* Otras variables necesarias */
12 int bytes_read, i;
13 //Se guarda el total de bytes que contiene un buffer←↩
;
14 int tamano = 0;
15 //Cuando se hayan enviado todos los videos se le ←↩
avisa al cliente que deje de recibir
16 int salir = 0;
17 pos_ini = 0;
18 pos_fin = 0;
19 //Almacena el numero maximo de capas que se pueden ←↩
enviar
20 int contador_max = contador_capa;
21
22 /* Creamos las cadenas con los nombres de los ←↩
archivos */
23 char fr[] = "frame_types_";
24 char mr[] = "motion_residue_";
25 char high[] = "high_";
26 //Extensiones de los archivos high, low y motion ←↩
residue
27 char mjc[] = ".mjc";
28 char nombre[22];
29 //Se guarda el numero del archivo
30 int numero = 0;
4. Se crean y abren los archivos, teniendo en cuenta que el
nu´mero de archivos a transmitir varı´a segu´n el nu´mero
de capas, por ejemplo, para enviar la capa 1 se necesita
solo un archivo, si son dos capas se necesitan 4 archivos,
etc...
1 /* Creamos y abrimos los archivos */
2 FILE *archivo[(contador_capa-1)*3+1];
3 Vacia_Cadena_Peq(nombre);
4 sprintf(nombre, "low_ %d %s", num_layers-1, mjc);
5 archivo[0]= fopen(nombre,"rb");
6 Vacia_Cadena_Peq(nombre);
7 for (i=0; i<contador_capa-1; i++){
8 sprintf(nombre, " %s %d", fr, contador_capa-i←↩
-1);
9 numero = 1 + 3*i;
10 archivo[numero] = fopen(nombre,"rb");
11 if (archivo[numero] == NULL){
12 printf ("Ha fallado el archivo %s.",←↩
nombre);
13 abort();
14 }
15 Vacia_Cadena_Peq(nombre);
16 sprintf(nombre, " %s %d %s", mr, contador_capa-←↩
i-1, mjc);
17 numero = 2 + 3*i;
18 archivo[numero] = fopen(nombre, "rb");
19 if (archivo[numero] == NULL){
20 printf ("Ha fallado el archivo %s.",←↩
nombre);
21 abort();
22 }
23 Vacia_Cadena_Peq(nombre);
24 sprintf(nombre, " %s %d %s", high, ←↩
contador_capa-i-1, mjc);
25 numero = 3 + 3*i;
26 archivo[numero] = fopen(nombre, "rb");
27 if (archivo[numero] == NULL){
28 printf ("Ha fallado el archivo %s.",←↩
nombre);
29 abort();
30 }
31 Vacia_Cadena_Peq(nombre);
32 }
5. El servidor envı´a al cliente un entero con el nu´mero
ma´ximo de capas de las que se compone el vı´deo que
va a ser enviado.
1 //Enviamos al cliente el numero de capas maximo del ←↩
que se compone el video que se le va a enviar
2 send (sd, (void *)&contador_capa, sizeof(←↩
contador_capa), 0);
6. El servidor comienza la transmisio´n de vı´deo, enviando
el GOP 0. El envı´o de este GOP es imprescindible para
la futura descompresio´n del GOP 1.
1 /* Comienza la transmision de video enviando el Gop ←↩
0 perteneciente a la primera imagen de Low*/
2
3 pos_fin = Leer_Posicion(archivo[0], 1);
4 fseek (archivo[0], pos_ini, SEEK_SET);
5 //Calculamos la longitud del archivo
6 tamano = pos_fin - pos_ini;
7 //Y se lo enviamos al cliente
8 send (sd, (void *)&tamano, sizeof(tamano), 0);
9 fprintf(stderr, "Datos Low_ %d: %d\n", contador_max, ←↩
tamano);
10 fflush(stderr);
11 //EnvA˜ a el GOP 0 al cliente
12 Clonar_Buffer (buffer, archivo[0], tamano, sd);
23
13 //Recibimos del cliente, un entero que indicara si ←↩
tiene ancho de banda suficiente
14 //Si el valor de ese entero es 0, se entrara en el ←↩
siguiente bucle while
15 recv (sd, (void *)&contador_capa, sizeof(←↩
contador_capa), 0);
16 //Mientras el cliente siga diciendo que no tiene ←↩
ancho de banda suficiente para recibir
17 //El servidor avanzara una posicion en todos los ←↩
archivos, pero sin enviar nada
18 // Y el cliente estara insertando imA˜¡genes nulas
19 while (contador_capa == 0){
20 for(i=0; i < contador_max; i++){
21 if(i == 0){
22 // Archivo Low
23 pos_ini = Leer_Posicion(archivo[0], 1);
24 fprintf(stderr,"\nNo se ha enviado la capa 0←↩
");
25 }else{
26 //Comienza con Frame_Types
27 fseek(archivo[1+3*(i-1)], 1<<(i-1), SEEK_CUR←↩
);
28 //Comienza con Motion_Residue
29 pos_ini = Leer_Posicion(archivo[2+3*(i-1)], ←↩
1<<(i-1));
30 //Comienza con High
31 pos_ini = Leer_Posicion(archivo[3+3*(i-1)], ←↩
1<<(i-1));
32 fprintf(stderr,"\nNo se ha enviado la capa %←↩
d", contador_max-i);
33 }
34 }
35 recv (sd, (void *)&contador_capa, sizeof(←↩
contador_capa), 0);
36 }
7. Empieza el envı´o del resto de GOPs, comenzando por
el GOP 1. Desde ese instante el cliente le ira´ indicando
al servidor si dispone de suficiente ancho de banda para
recibir todas las ima´genes, realiza´ndose de este modo
una transmisio´n normal de todas las capas o si por lo
contrario, el servidor debera´ hacer una gestio´n de las
capas a transmitir.
1 //A partir de aqui se transmiten el resto de GOP, ←↩
empezando por el GOP 1
2 for(;;){
3 /* En el siguiente bucle se controla la gestion de ←↩
las capas */
4 for (i=0; i<contador_capa; i++){
5 if (i == 0){ //Aqui se envA˜ a el video low_X
6 pos_ini = ftell(archivo[0]);
7 pos_fin = Leer_Posicion(archivo[0], 1);
8 fseek (archivo[0], pos_ini, SEEK_SET);
9 tamano = pos_fin - pos_ini;
10 send (sd, (void *)&tamano, sizeof(tamano), 0);
11 fprintf(stderr, "Datos Low_ %d: %d\n", ←↩
contador_max-1, tamano);
12 fflush(stderr);
13 //Mediante este metodo enviamos el archivo
14 Clonar_Buffer (buffer, archivo[0], tamano, sd);
15 }else{//Aqui se envian los videos de frame_types←↩
, motion_residue y high.
16 /*1<<i es igual a 2ˆi*/
17 //Comienza con Frame_Types
18 //Se obtiene el total de bytes que componen la ←↩
cadena de Frame_Types
19 tamano = Insertar_Frame (archivo[1 + 3*(i-1)], ←↩
1<<(i-1), buffer);
20 //Se envia esa cantidad al cliente
21 send (sd, (void *)&tamano, sizeof(tamano), 0);
22 fprintf(stderr, "Datos Frame_Types_ %d: %d\n",←↩
contador_max-i, tamano);
23 fflush(stderr);
24 //Enviamos el contenido de Frame_Types al ←↩
cliente
25 send (sd, (void *)buffer, tamano, 0);
26 //Comienza con Motion_Residue
27 pos_ini = ftell(archivo[2 + 3*(i-1)]);
28 pos_fin = Leer_Posicion(archivo[2 + 3*(i-1)], ←↩
1<<(i-1));
29 fseek (archivo[2 + 3*(i-1)], pos_ini, SEEK_SET);
30 tamano = pos_fin - pos_ini;
31 send (sd, (void *)&tamano, sizeof(tamano), 0);
32 fprintf(stderr, "Datos Motion_Residue_ %d: %d\n",←↩
contador_max-i, tamano);
33 fflush(stderr);
34 Clonar_Buffer (buffer, archivo[2 + 3*(i-1)], ←↩
tamano, sd);
35 //Comienza con High
36 pos_ini = ftell(archivo[3 + 3*(i-1)]);
37 pos_fin = Leer_Posicion(archivo[3 + 3*(i-1)], ←↩
1<<(i-1));
38 fseek (archivo[3 + 3*(i-1)], pos_ini, SEEK_SET);
39 tamano = pos_fin - pos_ini;
40 send (sd, (void *)&tamano, sizeof(tamano), 0);
41 fprintf(stderr, "Datos High_ %d: %d\n",←↩
contador_max-i, tamano);
42 fflush(stderr);
43 Clonar_Buffer (buffer, archivo[3 + 3*(i-1)], ←↩
tamano, sd);
44 }
45 }
46 //En el caso de que no se hayan enviado todas las ←↩
capas
47 //debemos leer los videos de las capas restantes ya ←↩
que ahora esas imagenes no se deben enviar
48 //y el cliente la rellenarA˜¡ con imA˜¡genes nulas
49 for(i=contador_capa; i < contador_max; i++){
50 if (i == 0){
51 pos_ini = Leer_Posicion(archivo[0], 1);
52 }else{
53 //Comienza con Frame_Types
54 fseek(archivo[1+3*(i-1)], 1<<(i-1), SEEK_CUR←↩
);
55 //Comienza con Motion_Residue
56 pos_ini = Leer_Posicion(archivo[2+3*(i-1)], ←↩
1<<(i-1));
57 //Comienza con High
58 pos_ini = Leer_Posicion(archivo[3+3*(i-1)], ←↩
1<<(i-1));
59 fprintf(stderr,"\nNo se ha enviado la capa %←↩
d", contador_max-i);
60 }
61
62 }
8. El servidor recibira´ un mensaje del cliente indicando el
nu´mero de capas que el servidor deberı´a enviar para el
siguiente GOP. Se recibe este mensaje para cada GOP,
aunque no se haya producido una variacio´n en el ancho
de banda del cliente.
1 recv (sd, (void *)&contador_capa, sizeof(←↩
contador_capa), 0);
9. Despue´s se comprueba si ya se ha llegado al final del
archivo, para indicarle al cliente que la tranmisio´n ha
finalizado.
1 //Se establece la condicion en el caso de que se ←↩
hayan enviado todos los videos
2 //Obtenemos el byte del archivo de video
3 getc(archivo[0]);
4 //Si ese byte era el de final de archivo, se poner ←↩
la variable salir a 1
5 //para indicar al cliente que ya puede finalizar el ←↩
proceso
6 if (feof(archivo[0])){
7 salir = 1;
8 send (sd, (void *)&salir, sizeof(salir), 0);
9 fprintf(stderr, "Se ha enviado todo.\n");
10 fflush(stderr);
11 break;
12 //Si no hemos llegado al final, volvemos a la ←↩
posicion anterior para seguir enviando
13 }else{
14 fseek(archivo[0],-1,SEEK_CUR);
15 salir = 0;
16 send (sd, (void *)&salir, sizeof(salir), 0);
17 }
18 }
10. Una vez completada la transmisio´n, se cierran los
archivos, finaliza el hilo y conexio´n con el cliente.
1 //Cerramos los archivos
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2 for (i=0; i<contador_capa; i++){
3 if (i == 0){
4 fclose(archivo[0]);
5 }else{
6 fclose(archivo[1+3*(i-1)]);
7 fclose(archivo[2+3*(i-1)]);
8 fclose(archivo[3+3*(i-1)]);
9 }
10 }
11 fprintf(stderr, "Archivos cerrados!\n");
12 fflush(stderr);
13 /* Cerramos la conexion con el cliente. */
14 close(sd);
15 /* Finalizamos el hilo. */
16 pthread_exit(0);
17 fprintf(stderr, "Finaliza\n"); fflush(stderr);
VI. EVALUACIO´N
Una vez comprobado que la aplicacio´n funciona correcta-
mente con vı´deos de diferentes taman˜os, se ha procedido a
realizar una serie de pruebas para determinar para´metros de
funcionamiento del servidor, tales como el nu´mero ma´ximo
de clientes que pueden conectarse y el throughput. Adema´s
de comprobar que el protocolo funciona segu´n lo previsto,
pues esa es la base de este proyecto.
VI-A. Verificacio´n del correcto comportamiento del protoco-
lo
Para poder verificar que la tasa de transmisio´n de las
diferentes capas, por parte del servidor, se ajusta a la capacidad
de recepcio´n del cliente, se ha llevado a cabo un experimento
que consiste en enviar un vı´deo varias veces. Cada envı´o se
hara´ con una tasa de transmisio´n diferente, pero para el mismo
nu´mero de capas y de esto modo, poder comprobar que cuando
el cliente no tiene suficiente ancho de banda para recibir datos
y le dice al servidor que le transmita menos capas, esta gestio´n
se realiza.
En la elaboracio´n de este experimento se han utilizado dos
ma´quinas virtuales que se encontraban en el mismo ordenador
y para poder limitar el ancho de banda se ha utilizado un
programa llamado trickle 5. Una vez realizada la trans-
misio´n restringida a un nu´mero determinado de Kbyte/segundo
y descomprimidos los vı´deos, se realizo´ una comparacio´n de
los vı´deos originales y los obtenidos en la transmisio´n usando
la relacio´n sen˜al/ruido y a partir de esa tabla generamos las
siguientes gra´ficas.
El vı´deo que se ha usado se llama coastguard.yuv, el
cual posee un taman˜o de imagen de 352x288 y el taman˜o del
vı´deo es de 45619200 bytes. Antes de realizar el envı´o, el
vı´deo ha de ser comprimido con MCJ2K, para ello tenemos
que calcular el nu´mero total de ima´genes que posee el vı´deo,
porque segu´n las reglas del compresor tenemos que elegir un
nu´mero de ima´genes que sea mu´ltiplo de 32 + 1. Para ello,
utilizamos la expresio´n
Taman˜o del vı´deo (en bytes)
Taman˜o de ima´gen × 1.5 (8)
En este caso, se multiplica por 1.5 por el formato del vı´deo
utilizado, que es formato YUV 4:2:2.
5Trickle es una veterana utilidad para Linux que nos ayudara´ a limitar
la velocidad de descarga/subida sobre nuestras aplicaciones que debera´n ser
lanzadas desde terminal.
45619200 bytes
352 × 288 × 1.5 = 300 (9)
Son 300 ima´genes, ahora tomamos un nu´mero que sea
mu´ltiplo de 32 + 1, pero que no sea mayor de 300. Por ejemplo
289 = 288 + 1 = 32 x 9 + 1. Ya tenemos todos los datos
necesarios para comprimir el vı´deo y solo quedarı´a elegir el
nu´mero de capas y escribir el siguiente comando
mcj2k --temporal_levels=5 -pictures=289
Transmisio´n del vı´deo con una capa: Como podemos
observar en la primera gra´fica, para la transmisio´n de
este vı´deo necesitamos un ancho de banda superior a
100 y a 600 Kbytes/segundo, aunque obtenemos mejores
resultados con 600 Kbytes/segundo puesto que al ser
mayor se pueden transmitir ma´s ima´genes. No obstante,
los resultados son muy deficientes puesto que el cliente
pasa la mayor parte del proceso de envı´o sin recibir datos
por falta de ancho de banda.
Transmisio´n del vı´deo con 4 capas con diferentes
anchos de banda: A diferencia del caso anterior, el
servidor tiene la posibilidad de enviar un nu´mero de
capas u otro en funcio´n del taman˜o del ancho de banda
del cliente. Los casos ma´s favorables, como es lo´gico,
son los de mayor ancho de banda puesto que el cliente
puede recibir ma´s ima´genes. Por lo tanto, el peor caso es
el de 100 Kbytes/segundo en el que a veces el cliente no
puede recibir nada. En cuanto al resto, si bien presentan
mejores resultados, ha habido momentos en los que el
taman˜o de ancho de banda no ha sido suficiente para
recibir las 4 capas y el cliente ha tenido que solicitar el
envı´o de capas inferiores de vı´deo y cuando si ha sido
suficiente ha vuelto a solicitar el envı´o de las 4 capas.
Transmisio´n de una y 6 capas a 100 KBytes/segundo:
Este caso, como se muestra en la tercera gra´fica, es el
mejor ejemplo de la eficacia del uso de vı´deo escalable
en entornos con ancho de banda variable. Lo que se
ha hecho es una transmisio´n, con una tasa de 100
Kbytes/segundo, de una capa y otra transmisio´n, con la
misma restriccio´n de ancho de banda, pero con 6 capas.
De tal forma, que para el caso de las 6 capas, si el
cliente no tenı´a suficiente ancho de banda, le solicitaba
al servidor el envı´o de datos de una capa ma´s baja. La
diferencia de una transmisio´n a otra es ma´s que notable,
siendo bastante alta la cantidad de ima´genes que se han
podido recibir en la transmisio´n de las 6 capas, mientras
que por el contrario, con la transmisio´n de una capa el
cliente ha estado ma´s tiempo sin poder recibir ima´genes,
llegando hasta el punto en el que el cliente ha insertado
ma´s ima´genes nulas que ima´genes de vı´deo.
VI-B. Nu´mero ma´ximo de clientes que pueden conectarse
Una forma de saber cua´l es el nu´mero ma´ximo de clientes
que pueden conectarse al servidor para ser atendidos en
funcio´n de las caracterı´sticas de la ma´quina servidora, es dada
una ma´quina con una determinada memoria y CPU, comprobar
la necesidad de recursos que tiene el servidor para atender a
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Figura 28. Transmisio´n del vı´deo con una capa
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Figura 29. Transmisio´n del vı´deo con 4 capas con diferentes anchos de banda
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Figura 30. Transmisio´n de una y 6 capas a 100 Kbytes/segundo.
un cliente y dividir el resultado entre el nu´mero de recursos
totales.
Por memoria de la ma´quina servidora nos referimos a
la memoria principal, que es donde el computador guarda
los datos que esta´ utilizando en el momento presente. El
almacenamiento es considerado temporal por que los datos
y programas permanecen en ella mientras que la computadora
este encendida o no sea reiniciada. Por otra parte, entendemos
por CPU, el procesador que es el componente del computador
que interpreta las instrucciones contenidas en los programas y
procesa los datos.
Para nuestros experimentos disponemos de una ma´quina
donde tenemos instalado el servidor con las siguientes car-
acterı´sticas:
Taman˜o de memoria RAM: 3 GigaBytes.
Procesador: Intel Core 2 Duo a 1.83 GHz.
Iniciamos la aplicacio´n y un cliente realiza una conexio´n en
la que se le transfiere un vı´deo. Mediante el Administrador
de Tareas comprobamos que el servidor consume de media,
desde que acepta la conexio´n con el cliente hasta que la cierra
despue´s de realizar la transmisio´n, un 3 % de CPU y 0,04 GB
(40MB) de de memoria RAM. Dicha medida se ha realizado
con diferentes taman˜os de vı´deo y el consumo ha sido similar.
Adema´s, dicho consumo permanece constante a lo largo del
periodo de tiempo durante el cual se esta´ realizando el servicio.
Por lo tanto, en la ma´quina con las caracterı´sticas men-
cionadas anteriormente, nuestro servidor serı´a capaz de atender
de forma simulta´nea a 33 clientes, teniendo en cuenta que un
cliente consume tan solo un 3 %.
VI-C. Throughput
El throughput o nu´mero de servicios/segundo de un sistema
es el volumen de trabajo o de informacio´n que fluye a trave´s
de dicho sistema. Para calcular el rendimiento de un servidor
de este tipo, lo realizamos de la siguiente forma:
1. En primer lugar, hay que ejecutar el cliente y el servidor
en la misma ma´quina porque si lo hicie´ramos desde
ma´quinas diferentes podrı´a ocurrir que las limitaciones
del ancho de banda del enlace provocarı´an un cuello de
botella, alterando de este modo el resultado de la prueba
de forma que no obtendrı´amos el verdadero valor de la
capacidad del servidor para dar servicios.
2. A continuacio´n suponemos que cada servicio es el envı´o
de un bloque de datos de un vı´deo, que como dijimos
en el apartado de caracterı´sticas del servidor, tiene un
valor de 512 bytes.
3. Realizamos el envı´o de un vı´deo que se fragmenta
en 1600 bloques de 512 bytes. El tiempo que tarda
en realizar la transmisio´n es, aproximadamente, 0.4
segundos. Por lo tanto, si dividimos el volumen de datos
(1600 ∗ 512 ∗ 8/1024 = 6400 Kbits) que envı´a entre el
tiempo total de la transmisio´n obtenemos que el nu´mero
de Kbps que ofrece el servidor es:
6400 Kbits
0.4 segundos
= 16000 Kbps. (10)
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Como podemos observar el rendimiento del servidor es
bastante alto, si lo comparamos con una lı´nea de ADSL
dome´stica, ya que estarı´amos hablando de la posibilidad de
enviar datos a una velocidad aproximada de 15.6 Mbps y
teniendo en cuenta que normalmente los ISPs ofrecen un ancho
de banda de bajada tı´pico de 10Mb, nuestro servidor se adapta
ma´s que de sobra al ancho de banda ma´ximo (calidad ma´xima)
que un cliente puede requerir.
Por otra parte, la mayorı´a de las secuencias de vı´deo se
reproducen con una calidad ma´s que aceptable si la tasa de
bits ronda los 500 Kbps. Por tanto, el nu´mero ma´ximo de
clientes conectados a esta calidad serı´a:
16000 Kbps
500 Kbps/cliente
= 32 clientes. (11)
VII. CONCLUSIONES
Con la elaboracio´n de este proyecto hemos conseguido
crear un sistema de comunicacio´n Cliente-Servidor basado en
la transmisor y recepcio´n de vı´deos escalables que han sido
codificados mediante MCTF.
Como se ha podido comprobar la eficacia de esta
metodologı´a ha sido muy alta porque ha permitido la
transmisio´n de vı´deos con anchos de banda muy limitados
sin que por ello se viera afectada la calidad de los vı´deos.
Adema´s el uso de recursos por parte del servidor en la
ma´quina que lo hospeda, es muy bajo por lo que permite
atender a un gran nu´mero de clientes de forma ra´pida y eficaz.
Por otro lado, hay que tener en cuenta que para poder
visualizar de forma correcta los vı´deos de las capas ma´s bajas,
se necesita un reproductor especial. Puesto que al tener menos
ima´genes/segundo el vı´deo se reproduce ma´s ra´pidamente, ha-
ciendo imposible su correcta visualizacio´n para el ojo humano.
VIII. TRABAJOS FUTUROS
Si bien se ha conseguido los objetivos planteados inicial-
mente en este proyecto, que eran la implementacio´n de un
servidor de vı´deo escalable que adaptase la tasa de transmisio´n
de datos al ancho de banda de recepcio´n del cliente. Siempre
todo puede mejorarse y en este caso, serı´a quitando valores
predeterminados del servidor y convertirlos en modificables,
tales como: el puerto por el que trabaja, el taman˜o de payload,
el nu´mero ma´ximo de clientes que puede atender de forma
simulta´nea. Y lo que serı´a au´n ma´s importante, incluir la
posibilidad de que el servidor pudiera atender a varios clientes
que solicitasen vı´deos diferentes.
IX. APE´NDICE
IX-A. Temporizacio´n del trabajo realizado
Si tuvie´ramos que dividir en proyecto de forma temporal,
podrı´amos hacerlo en 5 grandes bloques, atendiendo al tiempo
que se le ha dedicado a cada uno de ellos:
1. Bu´squeda de antecedentes y planteamiento del proyecto
a construir. Tiempo dedicado: 15 dı´as.
2. Creacio´n del co´digo de la aplicacio´n Cliente-Servidor.
Tiempo dedicado: 45 dı´as.
3. Correcio´n de errores para conseguir los objetivos
planteados inicialmente. Tiempo dedicado: 30 dı´as.
4. Fase de pruebas. Tiempo dedicado: 60 dı´as.
5. Elaboracio´n de la memoria del proyecto. Tiempo ded-
icado: 60 dı´as.
Por lo tanto, se podrı´a decir que el tiempo, aproximado, de
dedicacio´n a este proyecto ha sido de 7 meses.
IX-B. Co´digo de me´todos auxiliares
En la explicacio´n del funcionamiento del servidor, se han
empleado una serie de me´todos auxiliares que permitı´an re-
alizar acciones tales como: obtener la posicio´n de una imagen
dentro de un archivo, enviar un archivo, insertar caracteres en
una cadena, etc. Por ello, a continuacio´n se muestra el co´digo
comentado de esta serie de me´todos:
Me´todo para obtener la posicio´n de una imagen dentro
de un archivo.
1 int Leer_Posicion(FILE *archivo, int num_imagenes){
2 int byte;
3 int contador_imagenes = 0;
4 int encontrado = 0;
5 int i=0;
6 int posicion = 0;
7 //Intentamos abrir el archivo en el que vamos a ←↩
buscar
8 if(!archivo) {
9 fprintf(stderr,"Imposible abrir archivo \n");
10 abort();
11 }
12 byte = getc(archivo);
13 //Recorremos todo el archivo hasta el final
14 //o hasta que hayamos llegado al lA˜mite de las ←↩
imagenes
15 while ((!feof(archivo))&&(contador_imagenes < ←↩
num_imagenes)){
16 //Comprueba si el byte es parte de una imagen y si ←↩
es asi lo copia
17 if (byte == 0xff){
18 byte = getc(archivo);
19 if (feof(archivo)) break;
20 //Comprueba si el byte es de la cabecera de una ←↩
imagen
21 if (byte == 0xd9){
22 encontrado = 1;
23 }
24 }
25 if(encontrado){
26 contador_imagenes++;
27 encontrado = 0;
28 }
29 if (contador_imagenes < num_imagenes){
30 byte = getc(archivo);
31 if (feof(archivo)) break;
32 }
33 if (!feof) printf("\nSe ha ←↩
llegado al final del archivo.");
34 }
35 //Una vez encontrada la posicion que buscabamos
36 posicion = ftell(archivo);
37 return posicion;
38 }
Me´todo para enviar una imagen contenida en un archivo.
1 void Clonar_Buffer(char *buffer, FILE *archivo, int ←↩
tamano, int sd){
2 int i, bytes_enviados;
3 //Se guarda el valor total de bytes,que va a ocupar ←↩
un paquete a enviar
4 int tamano_max;
5 int datos;
6
7 while(tamano>0){
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8 //Se comprueba si la longitud de lo que se va enviar←↩
es mayor que la del payload
9 if (tamano > payload_size){
10 tamano_max = payload_size;
11 }else{
12 tamano_max = tamano;
13 Vacia_Cadena(buffer);
14 }
15 //Copiamos todo en el buffer
16 for (i=0;i<tamano_max;i++){
17 buffer[i] = getc(archivo);
18 }
19 datos = 0;
20 while (datos < tamano_max){
21 bytes_enviados = send(sd, (void *)buffer+datos, ←↩
tamano_max-datos, 0);
22 fprintf(stderr, " Bytes enviados: %d\n", ←↩
bytes_enviados);
23 datos = datos + bytes_enviados;
24 }
25 tamano = tamano - datos;
26 }
27 }
Me´todo que va insertando caracteres de los archivos
Frame Types en un buffer.
1 int Insertar_Frame (FILE *archivo, int num, char *←↩
cadena){
2 //se le pasa por parametro el archivo FrameType
3 //El numero de caracteres a guardar
4 //Y la cadena donde se guardaran
5 int i;
6
7 if (!archivo){
8 abort();
9 }
10 Vacia_Cadena (cadena);
11 for (i=0;i<num; i++){
12 cadena[i] = getc(archivo);
13 }
14 //Devuelve la longitud de lo que hemos guardado
15 return i;
16 }
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Resumen/Abstract
MÁSTER EN INFORMÁTICA INDUSTRIAL, 2008/2009
En este proyecto se ha implementado la parte servidora de un servicio de
streaming de vídeo escalable en el tiempo. El vídeo a enviar se ha
comprimido previamente mediante MCTF y la tarea del servidor consiste
en enviar dicho vídeo a un conjunto de clientes. Lo novedoso de este
proyecto es que tanto el servidor como el cliente se comunican, para
saber que cantidad de vídeo puede transmitirse en cada instante, en
función del ancho de banda disponible, sin que esto provoque
interrupciones en su reproducción. Finalmente, mediante una serie de
pruebas, se ha comprobado el correcto funcionamiento del protocolo y de
la gestión de las diferentes capas de vídeo por parte del servidor.
This project has implemented the server side of a video streaming service
scalable in time. The video to send, it has been previously compressed by
MCTF and server task is to send the video to a set of clientes. The movelty
of this project is that both the server and client commicate, to know how
much video can be trasmitted at any instant, depending on available
bandwidth, without this leading to interruptions in playback. Finally,
through a series of test, we hace found the correct protocol operation and
management of the different layers of video from the server.
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