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Abstract— Use of low-cost depth sensors, such as a stereo
camera setup with illuminators, is of particular interest for
numerous applications ranging from robotics and transporta-
tion to mixed and augmented reality. The ability to quantify
noise is crucial for these applications, e.g., when the sensor
is used for map generation or to develop a sensor scheduling
policy in a multi-sensor setup. Range error models provide
uncertainty estimates and help weigh the data correctly in
instances where range measurements are taken from different
vantage points or with different sensors. Such a model is
derived in this work. We show that the range error for stereo
systems with integrated illuminators is cubic and validate the
proposed model experimentally with an off-the-shelf structured
light stereo system. The experiments confirm the validity of the
model and simplify the application of this type of sensor in
robotics.
I. INTRODUCTION
Over the past few years, commercial availability of off-the-
shelf RGB-D sensors has enabled numerous novel applica-
tions in robotics and other fields. This development is driven
by reductions in size, weight, and cost. However, robotics use
cases of these sensors typically require a quantifiable notion
of uncertainty when using sensor data from different sensors
or over multiple time-steps. Range error models assess this
uncertainty based on parameters such as the distance from
the object.
For instance in mapping, this allows to generate a more ac-
curate map by weighing different data according to their un-
certainty. Furthermore, knowing the uncertainty of a mapped
surface overall extends the safe action space for applications
such as grasping, legged robot foothold estimation [1],
and Micro Aerial Vehicle (MAV) landing in unstructured
terrain [2], [3], [4]. Anticipating the uncertainty of a future
measurement is also crucial in sensor scheduling [5], [6].
These scenarios consider the task of obtaining an estimate as
informative as possible under constrained sensor resources,
e.g., limited energy, that do not allow for permanent mea-
surements.
It is well known that the range error for passive stereo
systems grows quadratically with range assuming that illu-
mination does not vary with distance. In sensors such as
the Intel RealSense, the illuminator is located directly at
the camera. While it is known that for such as setup, the
range error grows more rapidly, there is no accurate model
accounting for this growth.
Therefore, we present in this work the first error model
and experimental evaluation for depth from stereo with
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Fig. 1: Experimental validation and comparison of the differ-
ence between passive stereo systems and stereo systems with
illuminators, called active stereo systems. While the range
error for passive stereo is quadratic in range (blue), it shows
higher order dependency for active stereo (red). This is due
to the range-dependent illumination, shown on the right, and
corresponding image noise characteristics.
illuminators, referred to as active stereo hereinafter. We show
that the range error is cubic in range for this type of systems.
Our model takes into account the range-dependent brightness
of the projected light, the resulting shot noise on the image
sensor, and its effect on the disparity estimate. The model
is applicable to a variety of stereo setups, namely for night
stereo systems with headlights and for structured light stereo
systems.
One such system is the Intel RealSense R200, which
is seeing more and more use in robotic applications. It is
evaluated in experiments and shows an overall exponent
between 2.4 and 2.6. This is in line with our expectation
as our model only considers shot noise and not the noise
floor.
The contributions of this work include the following: (1)
a range error model for stereo systems with illuminators,
based on range-dependent illumination; (2) experimental
comparison of these systems with passive stereo systems in
terms of range error.
The remainder of this work is organized as follows: we
summarize related work in Section II, derive the mathemati-
cal model in Section III, describe our experimental set-up in
Section IV, and show results of the experiments in Section V.
ar
X
iv
:1
80
3.
03
93
2v
1 
 [c
s.C
V]
  1
1 M
ar 
20
18
0 1 2 3 4
0
0.01
0.02
0.03
Z [m]
σ
Z
[m
]
Khoshelham et al.
Nguyen et al.
Fig. 2: Comparison of Khoshelham’s [10] and Nguyen’s [11]
quadriatic range error models for the Microsoft Kinect v1.
II. RELATED WORK
A. Range error modeling for optical triangulation-based
ranging
The range error model for passive stereo is well under-
stood. Matthies et al. [7] describe a maximum likelihood
disparity estimation and develop a Gaussian disparity error
model on which a range error model [8] is based. A quali-
tative assessment of the range errors is presented in [9].
The Microsoft Kinect v1 is a prominent example of active
triangulation-based range sensors. It uses one camera and
one infrared projector. It is commonly used in robotics,
including its error models: Khoshelham et al. [10] derive
a pure quadratic range error model with one constant from
geometry. Nguyen et al. [11] derive a similar quadratic model
with three constants from data. They show that the range
error is independent of the angle between camera baseline
and surface of the object, as long as this angle is below 60 ◦.
Additionally, they provide a model for lateral noise. Fig. 2
shows a comparison of the two range error models.
Neither model for the Kinect v1 takes into account the
brightness change of the projected pattern and its effect on
the range error. Furthermore, to the best of our knowledge,
there is currently no error model for stereo systems with
illumination to be found in literature.1
B. Image noise sources
Image noise sources can be split into two main categories,
namely temporal noise and fixed pattern noise [12]. The
former is random and fluctuates over time, the latter appears
at the same position of the image sensor in every image.
The dominant noise source in high illumination conditions
is shot noise [13], which is a type of temporal noise. It
results from the quantum nature of light, i.e., the fluctuating
number of photons arriving on a pixel of the image detector
[14]. It is described by a Poisson process and affects the
two images in a stereo system independently. This leads
to inaccurate matches between pixels of the left and right
image as described in Section III. Other noise sources are
independent of incident light. They account for the remaining
noise floor [15], which exceeds shot noise at low incident
1Range error models for stereo systems (two cameras, one projector) are
comparable to models for Kinect-type systems (one camera, one projector).
A detailed comparison is out of scope of this work.
light levels. To model the range-dependent error, we will
focus on shot noise.
III. METHODOLOGY
If only shot noise is considered, incident light onto a pixel
is modeled by a Poisson process. A Poisson distribution with
average rate Λ and discrete random variable κ is given by
the probability mass function:
P(Λ) : f(κ|Λ) = Λ
κ
κ!
e−Λ Λ > 0 κ = 0, 1, 2, . . .
(1)
For sufficiently large Λ, which applies in this case [15], P(Λ)
can be approximated by the probability density function
(PDF) of the corresponding normal distribution:
P(Λ) Λ→∞−→ N (µ = Λ, σ2 = Λ)
f(κ|Λ) ≈ 1√
2piΛ
exp
(
− (κ− Λ)
2
2Λ
)
(2)
A. Passive stereo range error model
We will first revisit the quadratic error model for passive
stereo, taking into account radiometry, before we consider
how it changes for active stereo.
1) Incident light onto one pixel: Intuitively, the brightness
of an object illuminated by a constant external light source is
independent of the distance at which the object is observed.
Mathematically, this is explained by the combination of two
aspects. First, the incident light onto an infinitesimal surface
patch ∂S[m2] is constant if the light source is kept at the
same position, i.e., the flux of photons onto the infinitesimal
patch is constant:
∂ΦS
∂S
[W/m2] = const. (3)
Second, let Z[m] be the range and Z0[m] a control range
(see Fig. 3). The surface area visible through a camera’s
aperture and mapped to one pixel of the detector Sv[m2]
scales quadratically with the range, because the camera field
of view (FOV) is constant:
Sv(Z) = Sv(Z0)
(
Z
Z0
)2
(4)
The patch ∂S reflects the same amount of light into its
surrounding hemisphere independent of the radius of the
hemisphere, but the surface area of the hemisphere AH grows
with the square of its radius. With the ranges Z and Z0 two
hemisphere radii:
AH(Z) = AH(Z0)
(
Z
Z0
)2
(5)
The flux of photons from ∂S through a unit area A[m2] on
the hemisphere therefore scales with the inverse square of
Z:
∂ΦA(Z)
∂S
=
∂ΦA(Z)
∂S
∣∣∣∣
Z=Z0
(
Z
Z0
)−2
(6)
Let A be the area of a pixel of the photo detector. Combining
the results (4) and (6), the total flux on a pixel ΦA[W] is the
Fig. 3: The area A scales with Z2 compared to A0 and Z0.
The solid angle α is held constant.
integral over the visible area Sv . The effects cancel out and
ΦA is thus independent of Z:
ΦA(Z) =
∫
Sv(Z)
∂ΦA(Z)
∂S
dS = ΦA(Z0) = ΦA (7)
For constant exposure time and gains, the image intensity
I[−] at the pixel is proportional to the flux onto it (I ∝
ΦA) and independent of the range Z (I(Z) = I(Z0)). This
confirms our intuition mathematically.
2) Pixel intensity and incident light noise model: The left
and right image Il and Ir are modeled as displaced versions
of the same unknown deterministic signal I [7]: 2
Il(x) = I(x) + nl(x) Ir(x) = I(x+ d(x)) + nr(x) (8)
d being the displacement or disparity between the images, nl
and nr model the noise. According to the chosen noise model
1 and 2, the noise is approximated by a normal distribution.
It is modeled as uncorrelated between pixels and over time
nl ∼ P(I(x))− I(x) ≈ N
(
µ = 0, σ2l
)
(9)
nr ∼ P(I(x+ d(x)))− I(x+ d(x)) ≈ N
(
µ = 0, σ2 = σ2r
)
(10)
with noise variances σ2l = I(x) and σ
2
r = I(x+ d(x)).
3) Disparity error: Disparity error is commonly assumed
to be Gaussian [16], [8], [10] and unbiased [17]. Using
Maximum Likelihood Estimation (MLE) and Taylor approx-
imation of the intensity gradients [7], the disparity estimate
is expressed by the variance of the estimation error
σ2d =
σ2∑
xi+∆xj∈W [I
′(xi +∆xj)]2
(11)
with σ being the overall noise variance3 and I ′(x) =
∂I(x)/∂x the intensity gradient along the scan line.4 We now
have an expression for the variance of the disparity estimate
σ2d given the noisy image intensities Il and Ir.
4) Range error: We define the geometry of the stereo
setup as in Fig. 4.5 From the similarity of the triangles
2For simplicity of notation, the y coordinate is omitted.
3σ = σr+σl under the Gaussian noise assumption. This uses sum prop-
erties of Gaussians: x = x1 ± x2 ∼ N
(
µ = µ1 ± µ2, σ2 = σ21 + σ22
)
for any normally distributed xi ∼ N
(
µ = µi, σ
2 = σ2i
)
, i = 1, 2.
4As the true I(x) is unknown, the derivatives need to be estimated as
described in [17].
5This is similar to [18] as opposed to [10]. It results in an inversely
proportional dependency between disparity d and range Z without additional
terms.
Fig. 4: Stereo system with coplanar cameras at the origins
Ol and Or. The object of interest is at P .
(Ol, P,Or) and (pl, P, pr) and defining d := dl + dr, we
obtain:
b
Z
=
b− dl − dr
Z − f ⇒ Z =
fb
d
(12)
Assuming that the range error can be modeled as a Gaussian
[8], [10], we approximate the variance of the range by using
standard error propagation [19]:
σ2Z ≈
(
∂Z
∂d
)2
σ2d =
(
1
fb
)2
σ2dZ
4 =: k2Z4 (13)
B. Active stereo range error model
Based on the considerations of the passive system, we are
now going to analyze the changes for active stereo that occur
due to the different illumination geometry.
1) Incident light onto one pixel: The projector emits a
constant total amount of light into a field of projection (FOP)
with a constant angle. The FOP area grows with the square
of the distance from the object (similar to Fig. 3). Therefore,
(3) changes to:
∂ΦS
∂S
=
∂ΦS
∂S
∣∣∣∣
Z=Z0
(
Z
Z0
)−2
(14)
The geometry of (4) and (5) remain the same as for pas-
sive stereo. However, the light on the infinitesimal surface
element ∂S changes depending on the distance according to
(14) instead of being constant. The flux from the infinitesimal
patch onto the pixel ∂ΦA/∂S [W/m2] additionally scales
with this factor:
∂ΦA(Z)
∂S
=
∂ΦA(Z)
∂S
∣∣∣∣
Z=Z0
(
Z
Z0
)−4
(15)
The total flux is integrated similar to (7). The dependencies
on Z do not cancel out any more and the flux ΦA integrated
over the visible surface area now depends on Z:
ΦA(Z) =
∫
Sv(Z)
∂ΦA(Z)
∂S
dS = ΦA(Z0)
(
Z
Z0
)−2
(16)
The same holds for the image intensity under the same as-
sumptions as for the passive stereo case (shown qualitatively
in Fig. 1):
I(Z) = I(Z0)
(
Z
Z0
)−2
(17)
2) Pixel intensity and incident light noise model: The left
and right images, Il and Ir, are modeled according to the
passive stereo case. The pixel intensities now vary depending
on the distance of the camera system to the surface as shown
in Section III-B.1. I(Z0) denotes the imaginary intensity if
the depth camera were at a distance Z0 instead of the actual
distance Z from the surface:6
σ2l (Z) = I(x, Z) = I(x, Z0)
(
Z
Z0
)−2
(18)
For the right image Ir, the disparity changes from d(x, Z)
to d(x, Z0) = d(x, Z)Z/Z0 because of (12):
σ2r(Z) = I(x+ d(x, Z), Z)
= I(x+ d(x, Z0), Z0)
(
Z
Z0
)−2
(19)
These variances can be expressed as a function of their
respective variances if the depth camera were at the control
distance Z0:
σ2l (Z) = σ
2
l (Z0)
(
Z
Z0
)−2
σ2r(Z) = σ
2
r(Z0)
(
Z
Z0
)−2
(20)
3) Disparity error: The disparity error is modeled ac-
cording to the passive stereo model with two important
differences. First, the overall noise variance is dependent on
range:
σ2(Z) = σ2l (Z) + σ
2
r(Z) =
(
σ2l (Z0) + σ
2
r(Z0)
)( Z
Z0
)−2
= σ2(Z0)
(
Z
Z0
)−2
(21)
Second, the intensity gradients are created mainly by the pro-
jected pattern. The intensity of the pattern changes according
to (17):
I ′(x, Z) =
∂I(x, Z)
∂x
=
∂
∂x
(
I(x, Z0)
(
Z
Z0
)−2)
(22)
As the camera and the projector stay at the same distance Z
from the surface, the same distinct patch of speckle pattern
is in the FOV of the same pixels independent of the distance
from the surface. The spatial resolution of the pattern in
terms of pixels does not change, as seen in Fig. 1. Therefore,
the factor (Z/Z0)−2 is independent of x:
I ′(x, Z) =
(
Z
Z0
)−2
∂I(x, Z0)
∂x
= I ′(x, Z0)
(
Z
Z0
)−2
(23)
Combining these two results simliar to (11), the disparity
variance can be expressed as a function of the range Z:
σ2d(Z) =
σ2(Z0)
(
Z
Z0
)−2
∑
xi+∆xj∈W
[
I ′(xi +∆xj , Z0)
(
Z
Z0
)−2]2
(24)
6The dependencies on Z or Z0 are only noted where necessary, otherwise
all quantities are given for the actual range Z.
We express this result with the disparity estimate at Z0:
σ2d(Z) =
σ2(Z0)∑
xi+∆xj∈W [I
′(xi +∆xj , Z0)]
2
(
Z
Z0
)2
= σ2d(Z0)
(
Z
Z0
)2
(25)
4) Range error: The stereo geometry of the active setup
is equal to the passive setup in (12). The range variance is
obtained from (25) simliar to (13):
σ2Z ≈
(
∂Z
∂d
)2
σ2d(Z) =
(
−Z
2
fb
)2
σ2d(Z0)
(
Z
Z0
)2
=
(
1
fb
)2
σ2d
Z20
Z6 =: k2Z6 (26)
C. Experimental parameter estimation
To validate the error models above experimentally, let us
assume that we have some measurements zi of the true range
Z collected in a vector z = {z1, z2, . . . , zN}.7 According to
the noise model, zi(x) are expressed as samples of a normal
distribution:
zi(x) ∼ N
(
µ = z¯i(x), σ
2 =
(
k · z¯i(x)λ
)2)
(27)
with λ = 2 for passive and λ = 3 for active stereo. The mean
over all valid range measurements z¯i(x) = 1N
∑N
i=1 zi(x) is
assumed to be an unbiased estimator of the true range Z at
each pixel.8
The parameters θ =
(
k λ
)>
are estimated jointly using
2D MLE. The likelihood L is the joint probability of the
samples zi and expressed as a product of their PDFs p(zi|θ):9
L(θ; z) (i.i.d.)=
N∏
i=1
1√
2pikz¯λi
exp
(−(zi − z¯i)2
2k2z¯2λi
)
(28)
The MLE maximizes the log likelihood ` = lnL(θ; z),
which occurs at critical points. These points are given by
∂`/∂k = ∂`/∂λ = 0. k is found analytically:
k =
√√√√ 1
N
N∑
i=1
(zi − z¯i)2
z¯2λi
(29)
The equation for λ can only be solved numerically:
0 =
∂`
∂λ
=
N∑
j=1
{[
1− (zj − z¯j)
2(z¯j)
−2λ
k2
]
[
1
N
∑N
i=1 (zi − z¯i)2 ln z¯i(z¯i)−2λ
k2
− ln z¯j
]}
(30)
H > 0 in a critical point is a sufficient condition for maxima,
given the Hessian H with elements Hij = ∂`/(∂θi∂θj). A
lower bound on the standard errors for k and λ (Crame´r-
Rao bound) is given by the diagonal elements of the inverse
Hessian:
se(k) =
√
{H−1}11 se(λ) =
√
{H−1}22 (31)
7Section IV describes the measurements in detail.
8Taking the pixelwise mean rather than a global mean similar to [11]
ensures that surface roughness is not mistaken for range error.
9The dependencies on x are omitted for clarity of notation.
Fig. 5: Experimental setup for sensor model validation.
Close-up of Intel RealSense R200 (left), nighttime perpen-
dicular experiment (center), daytime tilted experiment (right).
IV. EXPERIMENTAL SETUP
For the experiments, an Intel RealSense R200 depth
sensor was chosen (see Fig. 5, left). It is currently the
only RGB-D sensor available off-the-shelf with two cameras
and structured light projector. The sensor model parameters
are estimated in two physically different test setups. In a
first variant of the experiment, data is taken with the depth
camera perpendicular to the surface (see Fig. 5, center). 300
images are captured at distances between 0.5 m and 3.0 m
at 0.25 m intervals with fixed camera settings to eliminate
the matching algorithm’s influence on the noise level. In a
second variant, the camera is tilted with respect to the surface
normal (see Fig. 5, right).10 600 images captured without
moving the camera cover a distance range between 0.5 m and
2.0 m approximately. Both experiments are first conducted
for passive stereo at daytime in ambient sunlight with the
built-in projector switched off. They are then repeated at
nighttime11 with the projector switched on, resulting in a
total of four experiments. The camera gain is needed to be
adjusted manually between the four experiments to achieve
enough matches under different lighting conditions.
For the perpendicular experiments, 200 data points from
each of the measuring distances are sampled and fed into
the MLE to ensure a balanced parameter estimation. Each
datum is a pair {z, |z − z¯|}. For the tilted experiment, 5000
data overall are sampled.
V. RESULTS
A. Experimental results
Fig. 6 shows infrared and depth images from the tilted
experiment at daytime. Fig. 7 shows the 2D MLE fit of
the model σZ = k · Zλ in color along with samples of
the underlying data in gray. On the x axis, each point is
plotted at the distance Z it was measured at. The y axis
shows the absolute difference |Z − Z¯| between this depth
measurement and the average depth at this pixel (as described
in Section III-C). The fit shown in the plot uses data with
Z ∈ [0.75 , 3.00 m]. A comparison of the two perpendicular
experiments is also shown in Fig. 1.
Fig. 8 shows the parameters k and λ for different ranges
of the underlying raw data. Fig. 9 displays the range data
statistics. Most of the bins have a leptokurtic sample distri-
bution, which means that their tails are thicker than the tails
10This assumes that the range error for our sensor is similarly independent
of angle as the Kinect v1 discussed above [11].
11This avoids ambient light.
Fig. 6: Captures from the tilted experiment: infrared (left)
and depth image (right). Depth is scaled between 0.5 m (dark
gray) and 2 m (white). Unmatched pixels are shown in black.
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Fig. 7: Resulting range error model (color) and underlying
range measurements (gray). Top: perpendicular experiment,
200 sampled data points per measurement distance shown.
Bottom: tilted experiment, 5000 sampled data points per
experiment shown. Left: passive stereo. Right: active stereo.
The same colors for active and passive stereo, and for
perpendicular and tilted experiments are used in all figures
throughout this work.
of a normal distribution. The number of samples per bin
shows a relatively uniform distribution of samples across the
desired range. This is mostly due to the sampling process
described above. For the tilted experiments, the number of
samples drops sharply with increased range. This is due to
the geometry of the setup.
B. Discussion
1) Exponential parameter λ: Overall, the different range
error characteristics of active and passive stereo are clearly
visible in λ. The experimental values of λ of 2 to 2.1 for
passive stereo confirm the model of λ = 2. The values of λ
of 2.4 to 2.6 for active stereo show that the range error has
a higher order dependency on range than for passive stereo.
A possible explanation for the difference to the derived
model is our simplified noise model. It does not account
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Fig. 8: Estimated parameters k, λ from experiment with error
bars showing Crame´r-Rao error bound. The estimates are
based on the data that falls into the range indicated on the x
axis.
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Fig. 9: Left: Kurtosis of range difference measurements
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windows that contain at least 100 samples. The dark blue
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for the noise floor [15], which affect the active and passive
experiments to the same extent in terms of absolute noise
level. However, its contribution to the total grows relative
to shot noise for lower incident light [12]. With our model,
errors independent of intensity increase the estimated k and
decrease λ. This effect is more pronounced the higher λ is,
which means that the active stereo experiments are more
affected.12
In Fig. 8, λ drops on the right side of the plot for
the perpendicular experiment with active stereo (blue). The
reasoning above might also explain this effect: towards the
right side of the plot, more measurements at higher distance
and therefore with lower light levels are included in the
estimation. Their noise can be explained more by the noise
12If only a noise floor were present and no shot noise, we would expect
the fitted model to have with a hypothetical λ˜ = 0 for both passive and
active stereo. If only shot noise were present, we would expect λ = 2 and
λ = 3, respectively. A mix of the two source would result in 0 < λ < 2
and 0 < λ < 3, respectively. Put bluntly, we would expect that the active
case is affected more strongly by the noise floor because λ is further away
from λ˜ (λ− λ˜ = 3) than for the passive case (λ− λ˜ = 2).
floor than by shot noise as compared to images at higher light
intensities. Therefore, the share of overall noise attributed to
the noise floor increases, while the share attributed to shot
noise decreases. The parameter estimation is more affected
by the noise floor and λ drops, as seen in the plot.13
2) Scale parameter k: The scale parameter k differs
between experiments due to three main reasons. First, k
depends on the local image gradient I ′, which differs for
active and passive stereo. Second, the unit of k is [m1−λ]
(see (13), (26) and Fig. 8) and therefore differs between
experiments according to the estimated λ (see Fig. 8). Third,
k depends on the hyperparameters of the stereo system such
as the intensity gain in software. These had to be adapted
between experiments, as discussed in Section IV. In practical
applications, camera autoexposure might also affect k.
Given these limitations, it is crucial to note that knowing
k is less important than knowing λ for fusing measurements
from a single sensor or from sensors of the same type. k
indicates a general error level, whereas λ relates the er-
rors between different measurements. Therefore, the relative
weight between measurements remains correct even if the
general error level is estimated imprecisely.
3) Further effects and potential improvements: To ensure
that the parameter estimation is based on more balanced
data, the samples of the perpendicular experiment could be
split into equidistant bins (e.g., 0.25 m span) based on the
measured mean range z¯ per pixel instead of the general
distance of the experiment. This would ensure a uniform
distribution of samples (see Fig. 9, right). The same method
applied to the tilted experiment would probably help even
more as low range samples are overrepresented there.
Apart from this, the leptokurtic sample distributions (see
Fig. 9, left) show that the range error is not perfectly
Gaussian for a given range. This is probably related to
the noise floor. To account for it, the range error could be
modeled as sum of the current Gaussian and an additional
uniform distribution similar to [20]. If the goal is to verify
the parameter λ of the current model, the built-in RealSense
projector could instead be supplemented with a higher power
speckle projector mounted at the camera system. This would
increase the relative share of shot noise.
Another limitation of the current range model is that range
is measured in parallel to the optical axis. However, the
radiometric model might depend on the direct line from each
pixel to the surface point it sees (slant range). Towards the
side of the depth image, the slant range will be greater than
the range parallel to the optical axis. This effect could be
studied by comparing the range errors in different areas of
the same image.
4) Example robotics application: The error model out-
lined above can be used in diverse applications. An example
setting is mapping from an MAV at low flying altitudes.
In Fig. 10, an AscTec Hummingbird quadcopter is shown
with the same Intel RealSense stereo system that is used for
13For passive stereo, the incident light level does not change at higher
distance. For the tilted experiment, there are very little measurements with
Z > 2.5m (see Fig. 7) and therefore no visible effects on λ.
Fig. 10: Intel RealSense R200 mounted on AscTec Hum-
mingbird quadcopter for aerial mapping.
the experimental model validation. Both the model and the
parameters found in this work can directly be used.
5) Future extensions of this work: This work could be
extended to Kinect-type stereo systems, i.e., one camera and
one pattern projector. The theoretical error modeling follows
the same lines of thought, and the experiments could be
conducted similarly.
VI. CONCLUSION
In this work, we extended the range error model for
passive stereo systems to active stereo systems with illumi-
nators. Examples of such systems include night stereo with
headlights and structured light stereo. To the best of our
knowledge, we are the first to demonstrate the discrepancy
between the range error characteristics of the two stereo
setups.
The proposed error model is based on the Poisson char-
acteristics of shot noise at different light intensities. It
suggests that the range error is quadratic in range for passive
stereo systems, but cubic in range for active stereo systems.
Experimental validation with an off-the-shelf structured light
stereo system shows that the exponent for active stereo is
between 2.4 and 2.6. The deviation is attributed to our model
considering only shot noise.
The findings outlined in this work can be used for numer-
ous applications ranging from robotics and transportation to
mixed and augmented reality. They enable sensor scheduling
policies with active stereo systems and are at the basis of
combining multiple sensor readings into a single map. Hence,
they ensure more robust robot perception of the environment.
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