Abstract. Problems similar to Ann. Prob. 22 (1994) 424-430 and J. Appl. Prob. 23 (1986) 1019-1024 are considered here. The limit distribution of the sequence X n X n−1 · · · X 1 , where (X n ) n≥1 is a sequence of i.i.d. 2 × 2 stochastic matrices with each X n distributed as μ, is identified here in a number of discrete situations. A general method is presented and it covers the cases when the random components C n and D n (not necessarily independent), (C n , D n ) being the first column of X n , have the same (or different) Bernoulli distributions. Thus (C n , D n ) is valued in {0, r} 2 , where r is a positive real number. If for a given positive real r, with 0 < r ≤ 1 2 , r −1 C n and r −1 D n are each Bernoulli with parameters p 1 and p 2 respectively, 0 < p 1 , p 2 < 1 (which means
Introduction
In [1] , it was proven that if (X n ) n≥1 is a sequence of d × d i.i.d. stochastic matrices such that P (min i,j (X 1 ) ij = 0) < 1, then Y = lim n→∞ X n X n−1 · · · X 1 exists almost surely and P (Y has rank 1) = 1; furthermore, if for any Borel B of d × d stochastic matrices (with usual R d 2 -topology), we denote μ(B) = P (X 1 ∈ B) and λ(B) = P (Y ∈ B), then λ is the unique solution of the convolution equation λ μ = λ. Let us quickly note here that this wonderful result of Chamayou and Letac also holds under the (slightly weaker) condition that μ m (P) > 0 for some positive integer m (as opposed to just 1, instead of m, considered in [1] ), where μ m is the distribution of the product X m · · · X 1 and P is the set of d×d strictly positive stochastic matrices. The reason is as follows: the Chamayou and Letac result shows that under the weaker condition, the subsequence Y nm = X nm X nm−1 · · · X 1 converges almost surely to some d × d rank one stochastic matrix, Y 0 , and consequently, any subsequence X n k X n k −1 · · · X 1 with n k > s k m (for some s k ), will also converge almost surely to a d × d stochastic matrix V Y 0 (= Y 0 , as Y 0 has rank one), where V is a limit point of the product subsequence X n k X n k −1 · · · X s k m+1 . This establishes our observation.
In the same paper, Chamayou and Letac (see also [4] ) tried to identify λ in the case when the rows of X 1 above are independent, and for 1 ≤ i ≤ d, the i-th row of X 1 has Dirichlet distribution with positive parameters α i1 , α i2 , . . . , α id , and they were successful in the case when
Indeed, there are only very few (other than those given in [1, 2, 4] ) examples in the literature even for 2 × 2 stochastic matrices when the limit distribution λ has been identified completely in the above context.
In this paper, we consider 2 × 2 i.i.d. stochastic matrices (X n ) n≥1 with X n = C n 1 − C n D n 1 − D n , such that each X n is distributed as μ and we subsequently identify the distribution λ, the distribution of lim n→∞ X n X n−1 · · · X 1 in the case when r −1 C n and r −1 D n , r being a positive real number satisfying 0 < r ≤ 1 2 , are each Bernoulli (but with possibly different parameters p 1 and p 2 , 0 < p 1 , p 2 < 1). Here C n and D n are not necessarily independent. As far as we know, our results and methods are all new.
What we already know is the following: When λ is the weak limit of (μ n ) n≥1 and S contains a rank one matrix, then the support of λ, S(λ) consists of all rank one stochastic matrices in S = ∪ ∞ n=1 S(μ n ), where
and n is a positive integer. This is an algebraic fact for the support of an idempotent probability measure (note that λ = λ λ, see [3] ). The results we present here are complete though, as will be seen, computationally somewhat complicated. 
(recall that P is the set of d × d strictly positive stochastic matrices in S). Then the sequence (μ n ) n≥1 , where μ(B) = P (X 1 ∈ B) for Borel sets B of d × d stochastic matrices, converges weakly to a probability measure λ and S(λ) consists of all rank one stochastic matrices in S = ∪ ∞ n=1 S(μ n ) such that λ(P) > 0. Let us prove this result. By Theorem 2.7(i), page 87 in [3] , it follows that 1 n n i=1 μ i converges weakly to a probability measure λ such that λ = λ λ = λ μ = μ λ. Then, by our assumption, μ m (P) > 0 for some positive integer m. Since PSP ⊂ P and μ m λ μ m = λ, it follows that λ(P) ≥ μ m (P)λ(S)μ m (P) > 0. Since P is an open subset of S, S(λ) ∩ P = ∅. Let x ∈ S(λ) ∩ P. Then, xS(λ)x ⊂ P. By Theorem 2.2, page 74 of [3] , xS(λ)x is a compact group of strictly positive matrices and consequently, by Corollary 1.8 in [3] , xS(λ)x is a single element e (= e 2 ) in P. Since e is idempotent and strictly positive, e must have rank one. Then it follows from Theorem 2.2 and Proposition 1.9 in [3] that S(λ) consists of all rank one matrices in S. Since eS(λ)e = xS(λ)x is a single idempotent element, it follows by Theorem 2.7(iii) in [1] that μ n converges weakly to λ. The proof is complete.
Let us also mention that under condition (1) 
In §2, we state and prove our main results omitting the details which can be easily worked out by the reader. And in §3, we present alternative proofs of these results. We would like to point out here that we covered the cases 0 < r ≤ 1 2 and r = 1. Note that the case 1 2 < r < 1 is not considered here and left out for future consideration.
The main results
each X n is distributed as μ. Also, assume that for a given r with r = 1 or 0 < r ≤ 1 2 , both r −1 C n and r −1 D n are Bernoulli with parameters p 1 and p 2 respectively. Then, it is clear that the support of μ, S(μ) is given by
Let the μ-masses at these points be denoted by p 00 , p 01 , p 10 , p 11 respectively so that p 00 + p 01 = q 1 , p 00 + p 10 = q 2 , p 10 + p 11 = p 1 and p 01 + p 11 = p 2 , where
Let λ be the distribution of lim n→∞ X n X n−1 · · · X 1 . For r = 1, one can easily observe that λ follows a Bernoulli distribution with parameter entirely dependent on the probability mass function of μ, namely,
For 0 < r ≤ 1 2 , the support of μ n , S (μ n ) and consequently S is contained in the set
Also, it is known that the relation λ μ = λ holds and the support of λ, namely, S(λ) consists of all rank one matrices in S. As a result,
Moreover, exploiting the identity λ μ = λ, we have
and for other points x with 0 < x < r with positive λ-masses, we have
For further details on the nature of λ, we need two propositions (Propositions 2.1 and 2.2) for taking care of the cases 0 < r < 3 . In all these cases, the new points of positive λ-masses are generated according to the observation in the previous paragraph.
Continuing this way, for every i, the 2 i−1 polynomials in r of degree i with positive λ-masses in [0, r] can be generated and each such polynomial of degree i is of the form 
From the above description of S(λ) for r < So, it is clear that the construction of the set A follows a Cantor-set type construction for r < 1 2 and the proof is complete. The interested reader may contact anyone of the authors for the details of the proofs for parts (i) and (ii).
PROPOSITION 2.2
For r = Now for the remaining part of the proof, we follow the argument described for the case r < From the proof, it is clear that for r < 1 2 , for any positive integer i, the number of polynomials in r of degree i is exactly twice as many as the number of dyadic rationals of the form k 2 i with k ≤ 2 i−1 and k odd. The reader may be interested to check the special case scenario considering C n and D n to be independent and/or identically distributed.
Alternative proofs of the results in Section 2
In this section, we present alternative proofs of our results due to the referee. Let the 2 × 2 i.i.d. stochastic matrices (X n ) n≥1 , C n , D n , the probability distribution μ of X n , the support S(μ) of μ be as in §2. Also, we continue to assume that for a given r with r = 1 or 0 < r ≤ Let λ be the distribution of lim n→∞ X n X n−1 · · · X 1 . Then λ is the distribution of
From this, the fact that
can take only the values 0 and ±r k as well as the fact that with probability 1 it is 0 when k is large enough, we infer that λ is concentrated on a set of numbers of the form ∞ k=1 c k r k , where c = (c k ) ∞ k≤1 is a sequence of −1, 0, 1. We will describe it more properly in the following paragraphs.
First, we consider the case 0 < r < Then, finally, C is mapped to S(λ) using the following map:
It is clear that the above definition clearly covers all polynomials in r belonging to S(λ). Thus, the bijection f between B and S(λ) is as follows:
To proceed with the proofs, denote the infinite sequence 000 · · · by 0 and the infinite sequence 100 · · · by 1. One defines a Markov transition kernel on B as follows: . Thus, the proof in this case needs to be worked out separately. 
