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RESUMO:
Partindo da problemática que no atual modelo 
de redes sociais pela qual as pessoas podem ser redu-
zidas a dados comerciáveis e, nesta condição, serem 
objetificadas e controladas através de mecanismos de 
predição e manipulação comportamental em busca 
de ocultas finalidades econômicas ou políticas. Na 
perspectiva da formação de uma sociedade susten-
tável, busca-se a minimização dos impactos sociais e 
democráticos do capitalismo de vigilância e do mo-
delo de redes sociais, pela redução do poder das re-
des sociais sobre os usuários. A pesquisa auxilia-se de 
fontes bibliográficas, desenvolvido pelo método feno-
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menológico-hermenêutico.
ABSTRACT:
Starting from the problem that in the current model of social media 
are reduced to marketable data, which are used both to exercise control 
over our lives and to predict our standards and change social control by 
the social platforms, in order to seek to economic and political interests. 
In the perspective of forming a sustainable society, the aim is to minimi-
ze the social and democratic impacts of surveillance capitalism and the 
model of social media, by reducing the power of the social media over the 
users. The search is supported by bibliographic sources, developed by the 
phenomenological-hermeneutical method.
RESUMEN:
Partiendo del problema de que en el modelo actual de redes socia-
les se reducen a datos comercializables, que se utilizan tanto para ejercer 
el control sobre nuestras vidas como para predecir nuestros estándares y 
cambiar el control social por parte de las plataformas sociales, con el fin de 
buscar la rentabilidad económica e intereses políticos. En la perspectiva 
de formar una sociedad sostenible, el objetivo es minimizar los impactos 
sociales y democráticos del capitalismo de vigilancia y el modelo de redes 
sociales, reduciendo el poder de las redes sociales sobre los usuarios. La 
búsqueda se apoya en fuentes bibliográficas, desarrollado por el método 
fenomenológico-hermenéutico.
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1. INTRODUÇÃO
As redes sociais, como uma estrutura social organizada pela cone-
xão de pessoas, foram desenhadas para promover relações pessoais e co-
letivas através da exposição do usuário nas mais variadas situações, o 
que se ocorre com a publicação de mensagens, fotos, vídeos e interações 
com outros usuários. O agir do usuário na rede produz diversos dados 
que carregam informações privadas. Nessa lógica, corre-se o risco que os 
dados dos usuários sejam extraídos das plataformas sociais, devido esse 
modelo digital de negócio ter como objetivo conectar serviços e pessoas, 
e utilizados das mais diversas maneiras. Entre as possibilidades está a 
manipulação voltada a interesses econômicos ou políticos.
É comum alguém procurar determinado bem de consumo nas redes 
sociais e ser assombrado pela lembrança daquele produto durante algum 
tempo. Isso é uma consequência do microtargeting, ou seja, o envio de 
mensagens comerciais sugestivas para os usuários das redes sociais em 
razão do processamento dos dados que esses usuários produzem. Toda-
via, o que nem todos os usuários sabem é que o uso desses dados também 
atende fins políticos, o que foi revelado pelo célebre caso da Cambridge 
Analytics.
Por esses exemplos, não é exagero afirmar que no atual modelo de 
redes sociais as pessoas podem ser reduzidas a dados comercializáveis, 
em virtude dos quais, há uma organização empresarial que maximaliza 
tecnologicamente instrumentos para prever e manipular comportamentos 
visando os seus interesses.
No pano de fundo dessa questão está a estruturação de uma nova 
ordem econômica conduzida pelo ideal da monetização. Assim, tudo de 
trata negociável, especialmente os dados das pessoas. Esse modelo vem 
sendo conhecido como capitalismo de vigilância.1. Sustenta-se aqui que 
essa concepção apresenta inconsistência como o ideal de uma sociedade 
sustentável.
Uma abordagem acerca do princípio da Sustentabilidade permite re-
fletir possíveis caminhos para a formação de uma sociedade na qual os 
impactos do capitalismo de vigilância venham a ser minimizados para a 
proteção dos direitos fundamentais.
Assim, parte-se do problema de que o modelo das redes sociais pro-
duz riscos democráticos caso não tenha uma intervenção jurídica que res-
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trinja essas atividades conforme o ideais da formação de uma sociedade 
sustentável.
O presente trabalho tem como objetivo analisar de que forma o Di-
reito pode contribuir à realização do ideal de sustentabilidade diante da 
coleta e uso de dados dos usuários para manipulação do seu comporta-
mento visando fins econômicos ou políticos, como, respectivamente, o 
consumo ou o voto.
No que tange à metodologia adotada na pesquisa, em relação à linha 
de abordarem e elaboração da temática, sustenta-se pelo método fenome-
nológico-hermenêutico, tracejando os contornos pelo problema da mani-
pulação nas redes sociais, bem como da insustentabilidade social das pla-
taformas, e, por fim, verificando o fenômeno pela tentativa de regulação. 
Sob o ponto de vista procedimental, a pesquisa é do tipo exploratória e 
utiliza o auxílio de fontes bibliográficas, a fim de formar uma base teórica 
capaz de elucidar a problematização sob a luz do ordenamento jurídico 
brasileiro.
Com o intuito de desenvolver a pesquisa, cumpre, primeiramente, 
evidenciar a manipulação das redes sociais sobre os usuários, destacando 
o a vigilância constante que os usuários-cidadãos são submetidos, a fim 
de manter o ambiente. Por conseguinte, busca-se denunciar a insustenta-
bilidade social do modelo atual das redes sociais, demonstrando os im-
pactos jurídicos das plataformas de aplicação para os usuários-cidadãos.
2. O PROBLEMA DA MANIPULAÇÃO DE DADOS NO CAPI-
TALISMO DE VIGILÂNCIA
Inicialmente, nesse primeiro tópico, busca-se desenvolver a proble-
mática da exposição dos dados que as plataformas de aplicação coletam 
dos usuários que sustentam o modelo de redes sociais dentro de um capi-
talismo de constante vigilância da atividade digital.
Um grande alerta mundial se acendeu pelo uso indevidos dos dados 
pessoais pelas plataformas na internet, em especial nas redes sociais, in-
surgindo em diversos debates acerca dos impactos e da responsabilidade 
que as grandes empresas que prestam esse serviço de “redes social” nas 
vidas dos usuários.
O estopim foi o escândalo evolvendo o Facebook e a empresa de 
Cambridge Analityca, denunciado pela coleta de informações pessoais dos 
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usuários para influenciar na política em processos eleitorais democráticos 
em diversos países.
O lado obscuro das redes sociais foi exposto no documentário pro-
duzido pela Netflix, Privacidade Hackeada (2019), no qual relata o es-
quema de coleta e manipulação de informações pessoais dos usuários do 
Facebook, sem qualquer consentimento dos usuários, a fim de traçar o 
perfil dos usuários e direcionar propagandas para influenciar diretamente 
em pleitos eleitorais.
A influência da coleta de dados pessoais pela Cambridge Analytica 
nas campanhas, foi decisiva em diversos processos democráticos pelo 
mundo, como a campanha do Brexit que votou pela saída do Reino Unido 
da União Europeia, a eleição presencial de Donald Trump nos Estados 
Unidos, além de outras eleições presidenciais na Índia, no México, no 
Quênia e em Malta (PRIVACIDADE HACKEADA, 2019).
A monetização dos dados obtidos na internet é denominada de Ca-
pitalismo de vigilância (Surveillance capitalismo), no qual é revivido a 
imagem de Karl Marx do capitalismo como um vampiro que se alimenta 
do trabalho, mas ao invés de trabalho, o capitalismo de vigilância se ali-
menta de todos os aspectos da experiência de cada ser humano (ZUBOFF, 
2019, p. 16).
O capitalismo de vigilância trata a experiência humana como ma-
terial para tradução em dados comportamentais declarado como proprie-
dade comportamental para a produção de previsões que antecipam com-
portamentos do que você fará agora, em breve e depois. Esse produto de 
previsão é negociado em um mercado de previsões comportamentais, no 
qual nós somos a fontes do capitalismo de vigilância, ou seja, o ser huma-
no se tornou o objeto de matéria prima das empresas que comercializam 
o comportamento futuro (ZUBOFF, 2019, p. 15-16).
Nesta senda, outro documentário que denuncia o lado obscuro das 
redes sociais e, por consequência, o capitalismo de vigilância, é O Dilema 
das Redes (2020), produzido também pela Netflix. O que fica evidente 
no documentário é a capacidade de influência e interferência das redes 
sociais nas nossas vidas, sendo algo mais perigoso do que se imagina.
O controle exercido pelas plataformas sobre a nossas vidas é 
denunciado pela exposição das ferramentas desenhadas para viciar e 
manipular os usuários, através falsas recompensas, como curtidas ou 
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comentários, e como isso desencadeia depressão e ansiedades em crianças 
e adolescentes (O DILEMA DAS REDES, 2020).
Assim, os capitalistas de vigilância sabem tudo sobre nós, contudo 
suas operações e plataformas são projetadas para ser incognoscíveis para 
nós. Outrossim, o capitalismo de vigilância é uma força desonesta impul-
sionada por imperativos econômicos que ignoram normas sociais e direi-
tos decorrentes da autonomia individual, intrínsecos do ideal democrático 
(ZUBOFF, 2019, p. 17-18).
A comercialização de dados privados, com finalidade de destina-
ção de propaganda política de forma individualizada em razão do perfil 
traçado pelo algoritmo com base no processamento desses dados é um 
grande desafio para o sistema democrático, uma vez que essa destinação 
de propaganda pode manipular a intenção de voto, como ocorreu nos ca-
sos do Brexit e da Eleição de Trump abordados, nos quais o sucesso foi 
exclusivamente decorrente dessa atividade (PRIVACIDADE HACKEA-
DA, 2019).  
Nessa esteira, Calejon expõem três desafios enfrentados pelo siste-
ma democrático com uma sociedade de mídias sociais. O primeiro desafio 
provém do modelo de negócio das companhias tecnológicas que se funda 
em renda publicitária. Isto é, atrair a atenção do público e dos usuários é 
a principal finalidade (CALEJON, 2020, p. 583).
Essa atenção é despertada, principalmente, com “a instabilidade po-
lítica, a radicalização do espaço público e a conflituosidade permanente”, 
uma vez que “geram muito mais dinheiro do que um clima de estabilidade 
e de consenso”.  Na sequência, outros agentes globais e nacionais tam-
bém utilizam das mesmas ferramentas de instabilidade para alcançarem 
interesses privados, dos quais já não sãos somente econômicos, mas tam-
bém políticos ou geoestratégicos (CALEJON, 2020, p. 583-584).
Um terceiro tipo de problema consiste na capacidade reduzida de 
intervenção pública nas plataformas, afirmando comumente haver limi-
tações técnicas que impedem estabelecer controle ou limite na utilização 
das plataformas (CALEJON, 2020, p. 584).
Um claro exemplo desse obste a imposição de controle público foi o 
resultado do pleito movido pela Xuxa contra a Google, no qual buscava-
-se a eliminação no buscador dos resultados que envolvessem a pesquisa 
do termo “xuxa pedófila” (STJ, 2012, online). O julgamento foi preju-
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dicado ante a impossibilidade técnica da plataforma em desindexar os 
resultados à pesquisa no buscador.
Não se pode olvidar que, além de manipulação de dados, outro lado 
obscuro das redes sociais é a moderação de conteúdo. Malgrado as plata-
formas digitais se tornaram um meio de debate público, há, contudo, res-
trição nesse exercício, uma vez que as plataformas realizam a moderação 
do conteúdo que é publicado e definem o que pode ou não estar na rede.
Uma plataforma totalmente “aberta” sem qualquer regulação ou mo-
deração de conteúdo é uma utopia da ideia democrática, uma vez que 
todas as plataformas moderam conteúdos e impõem regras aos usuários, 
uma vez que seria insustentável uma rede sem qualquer filtro (GILLES-
PIE, 2018, p. 5).
A moderação de conteúdo é um paradoxo, uma vez que as platafor-
mas devem moderar a fim de proteger os usuários de conteúdos ofensi-
vos, bem como é necessária para a organização do fluxo de conteúdos 
da rede para, inclusive, manter a ordem jurídica. Ou seja, a moderação 
torna-se um processo necessário no controle de conteúdo pornográfico, 
obsceno, violento, ilegal, abusivo e de ódio.
A organização do fluxo de conteúdo auxilia os leitores a ver, tam-
bém, apenas o conteúdo que possuem preferência, otimizando a expe-
riência na plataforma. Todavia, essas ferramentas podem se tornar meca-
nismos de manipulação nas mãos de moderadores não engajados com as 
diretrizes das plataformas.
Publicações excluídas ou ocultas, restrições de conteúdo, suspensão 
e exclusão de contas, são algumas consequências decorrentes da violação 
das regras de utilização das redes sociais pelos usuários. Contudo, confor-
me recém abordado, podem se tornar mecanismos de manipulação frente 
à abusos na construção dos algoritmos moderadores.
Nesta senda, sobreleva ressaltar que as redes sociais são um meio 
de comunicação positiva e negativa. Isso decorre da necessidade dos 
usuários se expressarem, seja de forma inspiradora ou repreensiva, con-
siderando que “eu possa dizer onde outros vão me ouvir”2 (GILLESPIE, 
2018, p. 5).
Muitas vezes, esse dizer resulta em abusos e urge a função de mo-
derar e banir certos conteúdos, resultando em usuários descontentes que 
alegam ser vítimas de censura. Contudo, censura presume o direito de fa-
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lar, institucionalizado nas diversas democracias pelo direito fundamental 
à liberdade de expressão, que são proteções contra restrições do Estado, 
não contra empresas privadas (GILLESPIE, 2018, p. 176).
 A fim de ilustrar o assunto abordado, convém apresentar alguns 
números da moderação pelo Facebook, divulgado pela Universidade de 
Nova Iorque. O estudo mostra os dados da moderação do conteúdo publi-
cado no Facebook e outras plataformas, como Twitter e Youtube (BAR-
RETT, 2020, p. 10-11).
Na figura abaixo, tem-se a representação gráfica do conteúdo remo-
vido ou ocultado na plataforma do Facebook, em milhões, classificado 
em nudez e atividade sexual adulta, violência, organizações criminosas, 
discurso de ódio, drogas e armas de fogo, nudez e exploração sexual in-
fantil, assédio e, por fim, suicídio.
Nos três primeiros meses de 2020, a plataforma moderou mais de 
107 milhões de conteúdos publicados que, presumidamente, estavam em 
desacordo com as diretrizes da comunidade (BARRETT, 2020, p. 10). 
Veja-se:
Nesse gráfico, pode-se perceber a quantidade de conteúdo questio-
nável e sensível publicado em uma única rede social, os quais abusam dos 
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limites toleráveis institucionalizados pela plataforma como diretrizes de 
utilização, por meio dos Padrões da Comunidade.   
Em dados recentes divulgados pelo Youtube, no Relatório de Trans-
parência (Transparency report), no período de janeiro à março de 2020 
foram removidos um total de 6.111.008 de vídeos que violam as diretrizes 
da plataforma. No segundo quarto de 2020, esse número alcançou um 
total de mais de 11 milhões em vídeos removidos por conterem conteúdos 
não apropriados, totalizando, no primeiro semestre de 2020, a marca de 
17.5 milhões de vídeos moderados e removidos (GOOGLE TRANSPA-
RENCY REPORT, 2020).
Esses números expostos representam apenas uma parcela de todo o 
conteúdo que circula nas redes sociais e que são detectados como impró-
prios, o que nos permite perceber o constante monitoramento da ativida-
de dos usuários nas plataformas. A moderação de conteúdo envolve todo 
processo de classificação e controle de conteúdo online.
De fato, estamos a todo momento sendo monitorados, mas, confor-
me dito anteriormente, precisa-se que filtros sejam implementados nas 
plataformas para evitar abusos e otimizar a experiência nas redes sociais 
pelos usuários, uma via de mão dupla.
Portanto, tem-se que a moderação do conteúdo é um conjunto de 
mecanismos de governança, utilizados por provedores das plataformas 
digitais, para classificar conteúdos publicados por usuários. Ou seja, o 
processo de moderação opera como um filtro do que pode ou não estar 
disponível nas plataformas, podendo, assim, remover conteúdos, inserir 
filtros de visualização ou shadowbanning, por exemplo.
Não obstante, ainda cumpre ressaltar as bolhas de filtros (filter bub-
bles) das quais, focada na personalização da entrega de conteúdo informa-
cionais nas redes sociais exclusivamente para cada usuário, criam bolhas 
quanto ao acesso ao conteúdo que circula nas redes. A premissa dessa per-
sonalização para o usuário, com roupagem de otimizar a experiência e os 
serviços das redes sociais, permite a coleta de dados sobre a vida pessoal 
dos usuários (PARISER, 2012, p. 14).
De outro lado, ao cruzar os dados coletados das interações nas pla-
taformas de aplicação, as informações dos usuários são exploradas para a 
direcionar produtos e serviços, influenciando diretamente na capacidade 
de decisão dos usuários, uma vez que as escolhas e informações são ads-
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tritas a bolha informacional do próprio usuário (FREITAS, et. al, 2018, p. 
13-14).  
Esse modelo atual das redes sociais produz riscos sociais e democrá-
ticos, advindos tanto da mercantilização dos dados dos usuários quanto 
do impacto negativo da moderação de conteúdo e da restrição de conteú-
dos pelas bolhas. As relações pessoais e coletivas da rede são transforma-
das em dados monetizados, reduzindo pessoas a partes negociáveis sem 
respeito à parâmetros mínimos para uma sociedade sustentável.  
3. O IDEAL DE SUSTENTABILIDADE NA CONSTITUIÇÃO 
BRASILEIRA
Nesta seção impende abordar os preceitos sobre sustentabilidade so-
cial para, por fim, relacionar com o modelo das redes sociais, frente ao 
movimento que busca estabelecer padrões mínimos de proteção e direitos 
aos usuários com base na Constituição Federal.
A crise do atual modelo de redes sociais, que produz riscos à socieda-
de e a democracia, nos permite uma reflexão acerca da insustentabilidade 
da forma como os indivíduos são tratados como dados comercializáveis. 
Assim, cumpre-se realizar uma conexão com o tema da Sustentabilidade, 
de forma delimitada, na compreensão da dimensão social desse conceito.
Prefacialmente, impende abordar alguns aspectos do debate contem-
porâneo sobre a Sustentabilidade. Em uma visão integradora do conceito 
de Sustentabilidade, Boff expõem que a sustentabilidade seria toda a ação 
destinada a manter e sustentar os seres, a Terra, a comunidade, a socie-
dade e a vida humana, com o objetivo de dar continuidade atendendo as 
necessidades da geração presente e futura (BOFF, 2015, p. 107).  
Nessa esteira, o sentido de sociedade sustentável se funda em três 
eixos: o político, definindo o tipo de organização social e distribuição de 
poder; o econômico, garantidor da infraestrutura material para a vida; e o 
ético, como valores e princípios (BOFF, 2015, p. 125).
Entretanto, nos últimos anos, o eixo econômico se tornou pratica-
mente exclusivo da organização da sociedade, de modo que tudo foi feito 
mercadoria (BOFF, 2015, p. 125-126). O que fica evidenciado no primei-
ro título dessa obra, no qual denuncia-se a transformação de indivíduos 
em dados que são negociáveis e comercializados para atender a interesses 
econômicos e políticos.
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A compreensão desse princípio de Sustentabilidade na dimensão 
social, é “uma condição de melhoria de vida dentro das comunidades e 
um processo dentro das comunidades que pode alcançar essa condição” 
(MCKENZIE, 2004, p. 12). Convém ressaltar que a sustentabilidade social 
encontra duas definições, qual seja de dimensão da sustentabilidade volta-
da ao desenvolvimento de uma sociedade sustentável e como indicador de 
capital social de desenvolvimento (MCKENZIE, 2004, p. 14).
Nesta senda, o ideal de sustentabilidade social se sustenta por pro-
cessos, sistemas, estruturas e relacionamentos formais e informais que 
apoiem a criação de comunidades saudáveis e habitáveis, como ambien-
tes equitativos, diversificados, conectados e democráticos, buscando uma 
boa qualidade e vida (MCKENZIE, 2004, p. 18)
A lição da Sustentabilidade social pode ser traduzida pela busca de 
qualidade de vida, por meio da formação de uma sociedade democrática, 
diversificada e conectada. Entretanto, as relações pessoais e coletivas vêm 
sendo fragilizadas pelas redes sociais que reduzem pessoas dados negociá-
veis, com desprezo a constituição de uma sociedade saudável.
De toda sorte, uma visão restrita da Sustentabilidade, focada no 
meio ambiente, não permite ampliar para englobar os novos desafios das 
relações modernas, principalmente no âmbito digital. Assim, a Sustenta-
bilidade social desenrola um debate acerca dos riscos sociais e democráti-
cos, frente às novas interações sociais advindas de uma sociedade conec-
tada digitalmente sem qualquer intervenção jurídica. O risco de vigilância 
está relacionado ao acúmulo de informações pessoais e não pessoais por 
essas grandes plataformas de comunicação. Isto é, as novas tecnologias 
são capazes de acumular informações pessoais ou comportamentais com 
base no perfil do usuário, sem, necessariamente, violar a privacidade dos 
usuários (ANDREW; BAKER, 2019, p. 4).
Posto isso, refletir sobre as relações pessoais e a redução do ser hu-
mano a dados comerciáveis remete à insustentabilidade de modelos de 
vida em que se priorizam dinâmicas de consumo e crescimento econô-
mico, agravando processos de desigualdade. Assim, busca-se que sejam 
respeitados parâmetros mínimos para que as relações nas plataformas 
digitais promovam uma sociedade sustentável e que ocorra uma interven-
ção jurídica que imponha restrições à essa atividade abusiva, conforme 
o princípio da Sustentabilidade. As plataformas de redes sociais desem-
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penham um papel de no controle de aspectos importantes da vida de bi-
lhões de usuários, da forma de alimentação da pessoa, medicamentos e os 
principais produtos consumídos. Portanto, articular e estabelecer limites 
a esse poder é uma tarefa urgente (SUZOR, 2018, p. 9).
Entretanto, não se pode olvidar que a dimensão dos impactos da 
moderação sem regulamentação, bem como da monetização e redução 
dos usuários a dados é desmedida, uma vez que as gigantes companhias 
de tecnologias não encontram freios nas políticas ou legislações estatais. 
Verifica-se essa afetação nos processos democráticos como o Brexit e elei-
ções presidenciais nos Estados Unidos, conforme já abordado.  
Acerca do problema da intervenção nas eleições, “desmonta à inter-
nalização do poder político das grandes companhias tecnológicas que ge-
renciam redes sociais”, com “técnicas absolutamente incompatíveis com 
as regras democráticas, para favorecer a determinado candidato” (CALE-
JON, p. 587-588).
Consequentemente, resulta na dificuldade de lograr “consensos so-
ciais amplos voltados para a ordenação global do conjunto da sociedade 
por meio de instrumentos constitucionais”, uma vez que as companhias 
que gerenciam as plataformas de redes sociais causam lesões ao direito 
por fragmentar o espaço público, produzir bolhas sociais, promover de-
sinformação (CALEJON, 2020, p. 589-590).
Uma regulação para a redução dos impactos da atividade nociva das 
plataformas de redes sociais deverá articular limites ao poder que as plata-
formas possuem e promover normas de governança, estendendo a esfera 
das normas fundamentais para o ambiente digital ou articulando “novos” 
direitos e liberdades nativos ao ambiente digital (REDEKER et al. 2018, 
p. 4).
Não obstante, a ideia de sustentabilidade ganhou força constitucional 
com a promulgação da Constituição de 1988, a qual preceitua um direito 
a um ambiente equilibrado, devendo o Poder Público e a coletividade o 
dever de proteção e preservação.
A Constituição vigente possui um caráter compromissório, por es-
tabelecer promessas da modernidade a serem alcançadas pelo Estado, o 
que vincula, portanto, um dever de proteção aos direitos assegurados no 
corpo da norma, nos quais inclui-se a promessa de sustentabilidade mo-
derna. Esse dever decorre das alterações no equilíbrio constitucional, com 
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o advento da tecnologia, em especial nas relações digitais. Assi, por meio 
da constituição, o constitucionalismo moderno busca garantir a proteção 
dos direitos fundamentais e o equilíbrio de poderes para um determinado 
ordenamento jurídico (CELESTE, 2018, p. 6).
4. A PROTEÇÃO DAS INTERAÇÕES DIGITAIS PARA UM AM-
BIENTE SUSTENTÁVEL
Nesta seção busca-se equalizar a relação dos direitos fundamentais 
com o ideal de sustentabilidade e, portanto, a sua proteção constitucional, 
a partir das implicações jurídicas decorrentes da atividade das platafor-
mas de aplicação sobre os usuários.
Inicialmente, busca-se consagrar os direitos fundamentais no cibe-
respaço por meio de “uma corrente teórica do Direito Constitucional con-
temporâneo que se organiza a partir de prescrições normativas comuns de 
reconhecimento, afirmação e proteção de direitos fundamentais no cibe-
respaço” (MENDES; FERNANDES, 2020, p. 5).
O abraço constitucional do ideal de sustentabilidade permite a vin-
culação aos direitos fundamentais e, portanto, na articulação ao dever 
de proteção nesses ambientes digitais, uma vez que nas constituições são 
definidas as regras e processos fundamentais de uma sociedade, o cons-
titucionalismo se traduz por esses mecanismos de controle, limitação e 
restrição de poder do Estado que busque, portanto, estabelecer normas 
de governança sobre o exercício do poder na internet (REDEKER et al., 
2018, p. 3).
A partir dos enfoques abordados, uma problemática mais densa en-
contra repercussão jurídica, no que tange à proteção dos direitos funda-
mentais extensiva no ambiente digital. Nesta senda, impõem-se ao Estado 
a promoção de instrumentos de proteção aos Direitos Fundamentais, tan-
to nas relações do Estado com os indivíduos, quanto entre particulares, 
por uma filtragem constitucional que verifique possíveis violações (MO-
RAIS, 2018, p. 32).
De tal modo, o dever de proteção dos direitos fundamentais con-
cebe: dever de proibição (Verbotspflicht) de uma conduta determinada; 
dever de segurança (Sicherheitspflicht) do Estado em proteger o indivíduo 
contra ataques de terceiros; e dever de evitar riscos (Risikopflicht) relacio-
nados ao desenvolvimento tecnológico, de modo preventivo (MENDES 
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et al., 2000, p. 210).
De toda sorte, Alexy preceitua que a proteção de direitos funda-
mentais pode ser negativa ou positiva. A proteção através de proibições 
corresponde à proteção negativa dos denominados direitos de defesa, os 
quais, em geral, são exercidos contra o Estado na proteção das liberdades 
fundamentais. No que tange à proteção positiva, impõe-se uma junção de 
uma liberdade com um direito de ação positiva (2008, p. 234).
O constitucionalismo digital destacado é uma doutrina que visa es-
tabelecer e garantir a existência de um quadro normativo para a proteção 
dos direitos fundamentais e o equilíbrio de poderes no ambiente digital 
(CELESTE, 2018, p. 14). Isto é, compreende à pressão jurídica de reconhe-
cer e proteger o exercício de direito fundamentais nas plataformas digitais, 
a fim de promover a formação de relações sustentáveis nas redes sociais.
Feitas tais constatações, cabe assentar que as redes sociais cresceram 
como um meio integrado de comunicação social e debate público. Nesta 
senda, direitos são exercidos nos ambientes digitais, tal como a privacida-
de, os quais enfrentam novos desafios jurídicos, urgindo necessidade de 
evolução legislativa.  
Em apertada síntese, é de se sublinhar que a privacidade é consa-
grada na ordem jurídica brasileira tanto na Constituição Federal, como 
no Código Penal, Civil, de Defesa do Consumidor e em leis esparsas. No 
texto constitucional, a privacidade ganhou status de direito fundamental 
firmado no direito à intimidade e a vida privada.
A privacidade lida com os direitos dos indivíduos de ter controle 
sobre a visibilidade de informações pessoais na rede, bem como abran-
ge direitos sobre nossos corpos físicos, nossas emoções, relacionamentos, 
nossas opiniões políticas e nossas escolhas (ANDREW; BAKER, 2019, p. 
5).
Conforme abordado ao longo desse trabalho, “os sites que se dedi-
cam ao comércio eletrônico organizam verdadeiros bancos de dados acer-
ca de seus usuários, cuja utilização encontra-se numa zona cinzenta, uma 
vez que nem o usuário nem o Poder Público sabem exatamente a forma 
da utilização destas informações” (FINKELSTEIN; FINKELSTEIN, 2019, 
p. 290).
Em se tratando do direito à privacidade no espaço digital, a privaci-
dade defronta novos desafios e se intensifica na liberdade informacional 
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e autodeterminação informativa. Nessa esteira, discute-se o direito à au-
todeterminação informativa para combater a obscuridade da utilização 
e destinação dos dados que são coletados dos usuários pelas plataformas 
de aplicação. Esse direito possui alcance materialmente constitucional, 
amparado no direito à intimidade e privacidade assegurados na CF/88, e 
pressupõe que “cabe ao indivíduo decidir quais são os limites para o aces-
so e a divulgação as suas informações pessoais” (FREITAS, et. al, 2018, p. 
17-20).
Os riscos sociais e democráticos provenientes do modelo das redes 
sociais tem sofrido tentativas de regulação, como o Regulamento Geral 
sobre a Proteção de Dados de 2016, na União Europeia e a recente entra-
da em vigência da Lei n° 13.709/2018, a Lei Geral de Proteção de Dados 
Pessoais (LGDP), bem como o Marco Civil da Internet (MCI) de 2014, Lei 
n° 12.965/2014.
A existência dessas normativas privilegiam a proteção de direitos 
fundamentais exercidos nas plataformas de redes sociais, de modo que o 
Direito precisa atuar em defesa dos usuários contra a comercialização dos 
dados coletados para fins que extrapolam o uso da rede e abusos contra a 
moderação de conteúdo discricionária.
Nessa esteira, cumpre explanar as duas deliberações legislativas su-
pracitadas, de modo a verificar se as leis buscam a redução do impacto do 
uso das redes sociais na formação de uma sociedade sustentável, confor-
me os dois problemas destacados da manipulação dos dados e da modera-
ção de conteúdo abusiva, oriundo do capitalismo de vigilância.
Quando à proteção dos dados pessoais e privacidade, o Marco Civil 
da Internet, promulga um rol de princípios que devem ser observados no 
uso da Internet no Brasil. Tal normativa, importa sublinhar, regulamenta 
o uso da Internet através da ratificação de princípios, garantias, direitos e 
deveres para quem usa a rede, bem como assenta diretrizes para a atuação 
do Estado. Entretanto, o MCI disciplina acerca da utilização e circulação 
de dados pessoais na Internet, conforme o registro de acesso a aplicações 
de internet.
Esse dispositivo dá ar de contemporaneidade ao firmado em 1988, 
pela Constituição Federal, e inova ao estabelecer diretrizes de responsabi-
lização de agentes públicos e privados que violarem o dever de proteção 
dos direitos assegurados na rede, bem como autoriza, tão somente, por 
Argumenta Journal Law n. 35 - jul / dez 2021602
meio de ordem judicial a relativização da privacidade dos dados pessoais. 
Particularmente, a LGPD dispõe sobre o tratamento de dados pes-
soais, principalmente nos meios digitais, a fim de “proteger os direitos 
fundamentais de liberdade e de privacidade e o livre desenvolvimento da 
personalidade da pessoa natural” (Lei n° 13.709/2018).
Um primeiro ponto a ser sublinhado acerca de tal normativa, diz 
respeito ao principal objetivo da LGPD, cuja tônica “é a blindagem do 
cidadão quanto ao armazenamento, por parte de empresas públicas e pri-
vadas, de seu próprio fluxo informacional no meio digital, assegurando 
privacidade e liberdade” (FINKELSTEIN; FINKELSTEIN, 2019, p. 294).
Dessa forma, a fim de proteger a privacidade dos dados pessoais con-
tra abusos, já exemplificados no corpo desse trabalho, conceitua o que são 
dados pessoais, como um conceito chave para a compreensão da finalida-
de da legislação.
A LGPD, adotando o mesmo critério expansionista da legislação 
europeia, conceitua e diferencia dados pessoais de dados pessoais sensí-
veis. Assim, conforme o artigo 5º da Lei, dado pessoal é toda “informação 
relacionada a pessoa natural identificada ou identificável”, sendo dados 
sensíveis “sobre origem racial ou étnica, convicção religiosa, opinião po-
lítica, filiação a sindicato ou a organização de caráter religioso, filosófico 
ou político, dado referente à saúde ou à vida sexual, dado genético ou 
biométrico, quando vinculado a uma pessoa natural”.
Em que pese a proteção da privacidade se dar de forma concentrada 
nos aspectos individuais, há, também, de ser considerado esses riscos em 
escala alargada. Acredita-se que os “riscos de privacidade aumentem com 
a extração de dados mais detalhados e pessoais, porque a profundidade 
desses dados pode ser usada para visar indivíduos intimamente como ob-
jetos” (ANDREW; BAKER, 2019, p. 5, tradução livre).
No que tange ao risco em escala global, destaca-se o Projeto de Lei n° 
2630/2020, o qual busca-se estabelecer normas relativas à transparência às 
redes sociais e aos serviços de mensagem privada, a fim de combater os 
riscos disseminados em grandes escalas contra os usuários desses servi-
ços, tais como a desinformação por notícias falsas (BRASIL, 2020, online).
Os riscos da vigilância surgem dado que algoritmos podem ser mo-
bilizados por grandes empresas e governos para colocar indivíduos e gru-
pos no tempo e no espaço, a fim de compreender eventos passados  e pre-
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ver o comportamento futuro (ANDREW; BAKER, 2019, p. 6).
Portanto, a identificação do risco do capitalismo de vigilância am-
plia nossa compreensão para incluir um controle mais amplo, bem como 
resulta em implicações na governança da coleta e comercialização dos 
dados pessoais (ANDREW; BAKER, 2019, p. 6), a fim de que sejam pre-
servadas as relações nas plataformas digitais, de maneira a promover uma 
sociedade sustentável.
Neste sentido, as redes sociais são os atores principais da esfera pú-
blica digital, na qual é imprescindível uma regulação para torna esse am-
biente vibrante e saudável, por meio de uma regulação que incentive as 
empresas de redes sociais em assumir suas responsabilidades de forma 
adequada à esfera pública digital (BALKIN, 2020, p. 26)
Portanto, falar em regulamentação das plataformas de redes sociais, 
a fim de reduzir o impacto social e democrático que causam, importa uma 
reflexão dos princípios democráticos e de sustentabilidade, uma vez que 
“não devemos regular a mídia social a menos que entendamos por que 
desejamos regulá-la” (BALKIN, 2020, p. 26).
Por fim, importa destacar a necessidade de uma regulamentação 
adequada dos direitos de propriedade em torno da propriedade de da-
dos comportamentais disponibilizados nas redes sociais, uma vez que “os 
comportamentos, ações e emoções do indivíduo podem ser considera-
dos propriedade sua e, em caso afirmativo, se o registro, medição ou co-
mercialização de tais fenômenos é uma violação dos direitos individuais” 
(ANDREW; BAKER, 2019, p. 11).
Assim sendo, as produções legislativas brasileiras são o princípio da 
incorporação das discussões acadêmicas ao ordenamento pátrio, acerca 
da proteção de direitos exercidos nos ambientes digitais. Entretanto, há 
muito para evoluir, no sentido de promover o desenvolvimento de uma 
sociedade sustentável nas relações digitais.
5. CONCLUSÃO
A problematização apresentada, acerca dos riscos da manipulação 
de dados nas redes sociais, provenientes do modelo de vida insustentável 
de priorizar dinâmicas subjetivas de consumo e crescimento a qualquer 
custo, reflete diretamente sobre as relações pessoais exercida no ambiente 
digital e a redução do ser humano a dados monetizados.
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Outrossim, resta evidente que a insustentabilidade do modelo das 
redes sociais vem fragilizando as relações pessoais e coletivas no ambiente 
digital, como um todo. Pessoas são reduzidas a dados negociáveis e seus 
perfis traçados para atender a interesses econômicos e políticos.
Forçoso é concluir que as plataformas causam riscos, tantos sociais 
quanto democráticos, de modo que a incorporação do princípio da Sus-
tentabilidade precisa ser institucionalizada, a fim de garantir uma condi-
ção de proteção dos direitos fundamentais exercidos nas comunidades, 
por meio de uma sociedade democrática, diversificada e conectada.
A pressão do constitucionalismo digital resultou na edição de uma 
regulação nacional que privilegia a proteção de direitos exercidos nos 
ambientes digitais, em especial da privacidade. Entretanto, ainda urge a 
necessidade de rearticular-se as relações institucionais, estatais e sociais, 
a fim de construir uma sociedade sustentável que não seja afetada, ou a 
afetação seja mínima, resultando no fortalecimento das relações pessoais 
fragmentadas pelo capitalismo de vigilância.
Para tanto, exige-se a garantia ao direito à autodeterminação e liber-
dade informacional, o qual possibilita ao usuário em primeiro lugar sa-
ber, com transparência, quais dados seus são coletados pelas redes sociais, 
para, por seguinte poder decidir acerca da divulgação das suas informa-
ções pessoais, promovendo, assim, um ambiente sustentável de interações 
conectadas e coerente aos preceitos constitucionais vigentes.
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'Notas de fim'
1 Uma primeira linha de orientação, na expressão da língua inglesa surveillance se 
traduziria pelo sentido de vigilância, contudo, na visão de Neto (2018, p. 87), a simples 
tradução não consegue expressar o real sentido do fenômeno, superando, portanto, a 
ideia de apenas vigilância. Todavia, considerando a ressalva, para fins didáticos, a refe-
renciação do fenômeno em português, não ignora a complexidade e amplitude do termo 
original.
2 No original “I want to say it where others will hear me”. (GILLESPIE, 2018, p. 5)
