Under the guidance of the general theory developed for classical partial differential equations (PDEs), we investigate the Riesz bases of wavelets in the spaces where fractional PDEs usually work, and their applications in numerically solving fractional elliptic differential equations (FEDEs). The technique issues are solved and the detailed algorithm descriptions are provided. Compared with the ordinary Galerkin methods, the wavelet Galerkin method we propose for FEDEs has the striking benefit of efficiency, since the condition numbers of the corresponding stiffness matrixes are small and uniformly bounded; and the Toeplitz structure of the matrix still can be used to reduce cost. Numerical results and comparison with the ordinary Galerkin methods are presented to demonstrate the advantages of the wavelet Galerkin method we provide.
Introduction
In recent decades, fractional operators have been playing more and more important roles in building the models [Diethelm (2010) ], e.g., in statistical physics (subdiffusion and superdiffusion), mechanics (theory of viscoelasticity and viscoplasticity), (bio-)chemistry (modelling of polymers and proteins), electrical engineering (transmission of ultrasound waves), medicine (modelling of human tissue under mechanical loads), etc. And in most of the cases, the models are appeared in the form of the fractional partial differential equations (PDEs), including the time dependent fractional PDEs and steady state fractional PDEs. Efficiently solving these fractional PDEs naturally becomes an urgent topic. Because of the nonlocal properties of fractional operators, obtaining the analytical solutions of the fractional PDEs is more challenging or sometimes even impossible; or the obtained analytical solutions are less valuable (expressed by transcendental functions or infinite series). Luckily, some important progress has been made for numerically solving the fractional PDEs by finite difference methods, e.g., see ; Meerschaert & Tadjeran (2004) ; Sousa & Li (2011); Tian et al. (2014) ; Yuste (2006) ; Zhuang et al (2009) ], finite element methods [Deng (2008) ; Ervin & Roop (2006) ], spectral methods [Li & Xu (2010) ; Zayernouri & Karniadakis (2013) ], etc.
For the time dependent fractional PDEs, there are already some works to deal with the issue of computational efficiency, including the method of using the Toeplitz structure of the matrixes to reduce computational cost [Wang & Basu (2012) ] and the multigrid method ; Pang & Sun (2012) ]. Heavy computational costs caused by the fast increasing of the condition numbers of the corresponding stiffness matrix with the mesh refinement and the inherent nonlocal properties of fractional operators are the main challenges that numerically solving the fractional elliptic differential equations (FEDEs) faces. The condition number of the ordinary Galerkin equation is proportional to h −2 for classical second order elliptical differential equations, and is proportional to h −4 for fourth order ones [Jia & Zhao (2011) ], where h is the mesh size. And the condition number of the ordinary Galerkin equation for FEDEs with β -th order fractional derivative is proportional to h −β [Deng & Hesthaven (2013) ]. So this problem is expected to be solved by the multiresolution methods including multigrid methods [Braess (1995) ; Bramble et al. (1990) ] and wavelet methods [Christon & Roach (2000) ; Jia & Zhao (2011) ]. It seems there are few works on the numerical methods for FEDEs [Ervin & Roop (2006) ; Wang & Yang (2013) ], and almost no works for considering the efficiency of the numerical methods.
Wavelets have the strong multiresolution properties, and have been proven to be a powerful tool in signal and image processing such as image compression and denoising. In recent decades, the wavelet methods have also been well developed in solving the classical PDEs. For the numerical treatment of PDEs, the efficiency of the wavelet method is greatly impacted by the properties of the wavelet bases; and in the sense of controlling the condition number, one can choose the Riesz bases of spline wavelets [Jia & Liu (2006) ; Jia (2006) ]. Spline wavelets with short support are investigated in and [Han & Shen (2006) ]. The paper [Jia (2009) ] constructs the Riesz bases of spline wavelets on the interval [0, 1] with homogeneous boundary conditions. One can also refer to [Jia & Zhao (2011) ] for the general theory of the construction of Riesz bases of wavelets and their applications to the numerical solutions of elliptic differential equations. Under the guidance of the theory being well developed for classical PDEs, in this paper we discuss the Riesz bases in the spaces where fractional PDEs usually work, and their applications in effectively solving FEDEs. The central gain of using the wavelet Galerkin method to solve FEDEs is its efficiency since the condition numbers of the corresponding stiffness matrix are small and uniformly bounded. The concrete FEDEs we discuss are the following one and two dimensional steady state fractional equations:
with the boundary conditions u(0) = u(1) = 0 and
with s = 2 or s = 3; when s = 2, the boundary conditions are u(x, y) and (∂ u(x, y) /∂ y)| x∈ [0, 1] ,y=0 = 0; and when s = 3, the boundary conditions are taken as u (x, y) x=1, y∈[0,1] = 0, and (∂ u(x, y)/∂ y)| x∈ [0, 1] , y=0 and y=1 = 0. In (1.1) and (1.2), a, a 1 , and a 2 are positive real numbers; 0 α, [Podlubny (1999) 
The outline of this paper is as follows. In Section 2, the fractional Sobolev space and a class of B-spline functions are firstly introduced; based on these functions, we introduce the Riesz bases in one and two dimensional fractional Sobolev spaces. In Section 3, we discuss the wavelet Galerkin method for FEDEs, present its detailed algorithm description, and the extensive numerical experiments are also performed to show its powerfulness. We conclude the paper with some remarks in the last section.
Wavelet Riesz bases in fractional Sobolev space
The Riesz bases play a vital role in controlling the condition number of stiffness matrix when using wavelet Galerkin method to solve the FEDEs. We present the Riesz bases in one and two dimensional fractional Sobolev spaces. First, we introduce the spaces where FEDEs work and their relations to the fractional order Hilbert spaces H µ 0 .
Fractional Sobolev space
We introduce the abstract setting for FEDEs, including the left, right, and symmetric fractional derivative spaces; and then show the equivalence of the fractional derivative spaces with fractional order Hilbert spaces [Ervin & Roop (2006) ]. DEFINITION 2.1 (left fractional derivative) Let u be a function defined on R, µ > 0, n be the smallest integer greater than µ (n − 1 µ < n), and σ = n − µ. Then the left fractional derivative of order µ is defined to be
DEFINITION 2.2 (right fractional derivative) Let u be a function defined on R, µ > 0, n be the smallest integer greater than µ (n − 1 µ < n), and σ = n − µ. Then the right fractional derivative of order µ is defined to be 
and norm
The Fourier transform of a function f ∈ L 1 (R) is defined bŷ
The Fourier transform can be naturally extended to functions in L 2 (R). For µ > 0, we denote by H µ (R) the Sobolev space of all functions f ∈ L 2 (R) such that the seminorm
is finite. The space H µ (R) is a Hilbert space with the inner product given by
, and H µ (R) are equal with equivalent semi-norms and norms. 
, and norm 
Wavelet bases and the related lemmas
Let N denote the set of positive integers, J be a (finite or infinite) countable set. By ℓ(J) we denote the linear space of all complex-valued sequences (u j ) j∈J ; ℓ 0 (J) denotes the linear space of all sequences (u j ) j∈J with only finite nonzero terms; and ℓ 2 (J) denotes the linear space of all sequences u = (u j ) j∈J
Let H be a Hilbert space. A sequence {v j } j∈J in H is said to be a Riesz sequence if there exist two positive constants C 1 and C 2 such that the inequalities
hold true for every sequence (c j ) j∈J in ℓ 0 (J). If this is the case, then the series ∑ j∈J c j v j converges unconditionally for every (c j ) j∈J in ℓ 2 (J), and the inequalities in (2.2) are valid for all (c j ) j∈J in ℓ 2 (J).
We call C 1 a Riesz lower bound and C 2 a Riesz upper bound. If {v j } j∈J is a Riesz sequence in H, and the linear span of {v j } j∈J is dense in H, then {v j } j∈J is a Riesz basis of H. In numerical simulations, spline wavelet bases are more popular, since they are relatively smooth, have a small support, and can be got in a closed form. The widely and effectively way to build the Riesz bases is based on multiresolution analysis. Following [Jia (2009) ], we first introduce the Riesz bases in one dimension, then extend them to two dimensional case. 
Riesz bases in H
where M 1 := χ [0, 1] . For m = 2 and 3, the spline functions are given as follows,
else, and they, respectively, satisfy the following refinement equations,
Then there exists n 0 ∈ N, such that n n 0 , V n := span{φ n, j : j ∈ I n } is a subspace of H µ 0 (0, 1) for 0 µ r − 1/2. Evidently, V n ⊂ V n+1 , for r 2, each function f in V n satisfies the homogeneous boundary conditions
And the following result on approximation accuracy holds:
Its proof is similar to the one given in [Jia & Zhao (2011) ].
For the construction of wavelet bases, suppose that t ∈ N, r t, and r + t is an even integer. Let n 0 be the least integer such that 2 n 0 r + t, and defineφ n, j (x)
respectively. The desired wavelet bases for W n andŴ n can be constructed by studying the slant matrixes. Two important wavelet bases for r = 2 and 3 are given as follows:
(a) For r = 2 and t = 2, let
For n 2 and x ∈ R, we define
(b) For r = 3 and t = 1, let
Then we have the following important lemma.
LEMMA 2.4 (Jia (2009)) For n n 0 and j ∈ J n := {1, 2, . . . , 2 n }, let ψ n, j be the functions as constructed above. Then the set
µ 0 ((0, 1) 2 ) . In order to obtain a Riesz basis of H µ 0 ((0, 1) 2 ), we use the tensor product denoted by ⊗. For two functions v and ω defined on (0, 1), we use v ⊗ ω to denote the function
Similarly we can define the corresponding φ n, j . For the sequence of the subspaces V n , we have the following properties
Furthermore, define
For n n 0 , let Γ n := Γ ′ n Γ ′′ n Γ ′′′ n , and W n := span{Γ n }, then Γ n is a Riesz basis of W n in the L 2 space. The dimensions satisfied the following relation:
For every f ∈ L 2 (0, 1) 2 and n n 0 , let P n f be the unique element in V n such that
It is easy to check that P n is a projector from L 2 (0, 1) 2 onto V n , W k is the kernel space of P n , and V n+1 is the direct sum of V n and W n . Using the similar way of the proof to the one dimensional case given in [Jia (2009) ], we can prove the following lemma.
LEMMA 2.5 For 0 < µ < r − 1/2, the set
We have discussed the Riesz bases for the fractional Sobolev spaces in one and two dimensional cases. Lemma 2.6 will present the reason of constructing the Riesz bases and give the theoretical foundation of the following numerical analysis. LEMMA 2.6 (Jia & Zhao (2011) ) If Ψ norm is a Riesz basis of H µ 0 (Ω ) and the bilinear form a (u, v) corresponding to the equation is symmetric, continuous, and coercive, then the condition number of the stiffness matrix associated with Ψ norm n , i.e., B n := (a(χ, ψ)) χ,ψ∈Ψ norm n , is uniformly bounded.
Wavelet Galerkin method for fractional elliptic differential equation
In this section, we apply the Riesz bases to FEDEs in one and two dimensional spaces and present the corresponding algorithms. The provided methods are compared with the ordinary Galerkin method from the condition number and computational time that show the efficiency of wavelet Galerkin method.
Wavelet Galerkin method for one dimensional FEDE
For the one dimensional space, we have provided the Riesz bases of the fractional Sobolev spaces in Lemma 2.4. And they can be used to solve the following eqution [Ervin & Roop (2006) ], the above variational formulation has the unique solution in space H µ 0 (0, 1). In order to numerically solve the resulting variational formulation, we can use the subspace V n to approximate the space H µ 0 (0, 1), i.e., find a u n ∈ V n such that
Suppose that Φ n := {φ n, j : j ∈ I n } being a basis of V n and u n = ∑ φ ∈Φ n y φ φ . Let A n be the matrix
1 Dσ , Dφ ) σ ,φ ∈Φ n , and ξ n the column vector ( f , φ ) φ ∈Φ n . Then the column vector y n = (y φ ) φ ∈Φ n is the solution of the system of linear equations A n y n = ξ n .
(3.4)
We also employ the Riesz bases constructed in the previous section to solve the variational problem. For n n 0 , we have Ψ n := {2 −n 0 µ φ n 0 , j : j ∈ I n 0 } ∪ n−1 k=n 0 {2 −kµ ψ k, j : j ∈ J k }. Similarly, find a column vector z n = (z ψ ) ψ∈Ψ n to satisfy B n z n = η n , 1 Dχ, Dψ ) χ,ψ∈Ψ n ; and η n denote the column vector ( f , ψ ) ψ∈Ψ n . Hence, u n = ∑ ψ∈Ψ n z ψ ψ is the approximate solution of u in V n .
Since Φ n and Ψ n are two different bases of V n , there is a unique transformation S n between Φ n and Ψ n , such that Ψ n =S n Φ n , which is called wavelet transformation. So we have B n = S n A n S T n , η n = S n ξ n and that (3.4) is equivalent to (3.5). If we set y n = S T n z n , then (3.4) is preconditioned by the transformation S n . And S n is called a preconditioner.
Now, we present the algorithm of generating the matrixes A n and B n in Algorithm 1 (for performing the numerical analysis, sometimes we need explicitly to get the matrixes). For the corresponding classical problems, the matrix A n is symmetric and sparse. But for the fractional problems, A n is dense and also nonsymmetric when p = q. Fortunately, because φ n, j are the dilation and translation of one single function M r (x), the matrix A n has the Toeplitz (diagonal-constant) structure. Then we only need to produce the first row and column of A n , which greatly reduces the computation and storage costs.
Algorithm 1 Generating matrix A n and B n for 1D 1: for i = 0, 1, . . . , r − 1 do 2:
3: end for 4: for j = 0, 1, . . . , 2 n − r do 5:
6: end for 7: Initialize the unit matrix P: P = speye(2 n 0 − r + 1) 8: for k = n 0 + 1, . . ., n do 9:
Let P k satisfy:
end) P := P k 11: end for 12: P(1 : 2 n 0 − r + 1, :) = 2 −n 0 µ P(1 : 2 n 0 − r + 1, :) 13: Get the transformation matrix S n : S n = P 14: A n = a * pT (q 1 , a 1 ) + a * qT (a 1 , q 1 ) 15: B n := S n A n S T n Note: Γ k := {ψ k, j : j ∈ J k }, and T (col, row) denote the Toeplitz matrix produced by its first column col and its first row row, µ = 1 − β /2.
When taking p = q = 0.5 in (3.1), the matrixes A n and B n are both symmetrical; in Table 1 , it is shown that the increasing of the condition numbers of A n is as O(1/h 2−β ), where h is the mesh size; and the condition numbers of the corresponding B n are uniformly bounded w.r.t h, which confirms Lemma 2.6. The observations also hold for the nonsymmetrical case with p = 1 and q = 0 in (3.1), see Table 2 .
For further showing the powerfulness of the wavelet Galerkin method (solving the algebraic equation w.r.t. B n ), we use the Krylov subspace method to solve the algebraic equations w.r.t. A n and B n , respectively. In fact, solving the algebraic system of B n is essentially to solve the preconditioned system of A n . It is well known that the conjugate gradient method has the properties of short recursive and residuals minimality; a small condition number usually means a fast iterative speed; and it can only be used to the symmetric positive define systems. For the nonsymmetrical system, the Bi-CGSTAB method is pop- ular, since it retains the property of short recurrence, usually have a fast convergence speed compared with the other Krylov subspace methods; but the interruption may occurs. The algorithm of wavelet preconditioned Bi-CGSTAB method is given in Algorithm 2. For computing A n x, we use the method of Toeplitz fast matrix-vector multiplications proposed in Algorithm 3, with the computational complexity just as O(n2 n ). And for S n x and S T n x, the fast wavelet transformation (FWT) or the sparsity of S n can be applied, which just has the computational complexity as O(2 n ). 
Algorithm 2 Wavelet preconditioned
9:
if ||s|| ε then Now using the provided algorithms and taking p = 1, q = 0, and a = 1, we solve (1.1) with f (x) = f 1 and f 2 given in (3.6) and (3.7), respectively, i.e.,
with i = 1, 2. When letting the exact solution be u = x 2 − x 3 , the forcing function is
; (3.6) and when the exact solution being taken as u = x λ − x, we have the forcing function
The Bi-CGSTAB and the wavelet preconditioned Bi-CGSTAB methods are respectively used to solve the above equations. The numerical results are listed in Tables 3 and 4 for f (x) = f 1 and f 2 , respectively. In performing the numerical computations, the initial value of iteration is taken as zero, and the stopping criterion ε = 10 −7 . In fact, for making the comparisons, the Gaussian elimination based on the Doolittle LU decomposition (GE) is also used to solve the corresponding equations. Table 3 . Numerical performances of the Bi-CGSTAB method, the GE method, and the preconditioned Bi-CGSTAB method, respectively, with the forcing function f (x) = f 1 , β = 0.5, and r = 2 From Tables 3 and 4 , it can be noted that both the Bi-CGSTAB method and the preconditioned Bi-CGSTAB method have a stable convergence rate 2 or 1.6 (due to the limited smoothness of the exact solution), but the preconditioned Bi-CGSTAB method is much faster than the Bi-CGSTAB method; the iteration numbers of the Bi-CGSTAB method increases quickly, but the ones of the preconditioned Bi-CGSTAB method tends to be uniformly bounded. It can also be noted that compared with the GE method the computational time can be greatly reduced, while they have almost the same L 2 error.
For the sake of completeness, we also show the condition numbers of A n and B n with the spline basis of order 3 in Tables 5 and 6 .
Wavelet Galerkin method for two dimensional FEDE
We know that the wavelet bases constructed in Lemma 2.5 are the Riesz bases of H µ 0 ((0, 1) 2 ) with 0 < µ < r − 1/2; and they are applied to solve the following FEDE: Table 4 . Numerical performances of the Bi-CGSTAB method, the GE method, and the preconditioned Bi-CGSTAB, respectively, with the forcing term f (x) = f 2 , β = 0.75, λ = 1.1, and r = 2 Table 5 . The condition numbers of the matrixes A n and B n with p = q = 0.5, and r = 3 where (or x D −β 1 ) represent the left and right Riemann-Liouville fractional integral operators, respectively, with 0 < α, β < 1 satisfying p 1 + q 1 = 1 and p 2 + q 2 = 1. When s = 2 or 3, the Riesz bases constructed in Lemma 2.5 can be applied to solve this equation.
The variational formulation of this fractional differential equation is given as follows
Consequently, in order to solve the variational formulation in Ω = (0, 1) 2 , we use V k to approximate the H µ Table 6 . The condition numbers of the matrixes A n and B n with p = 1, q = 0, and r = 3 investigate a u k ∈ V n such that
and ξ n be the column vector ( f ,φ )φ ∈ Φ n . Then the column vector y n = (yφ )φ ∈ Φ n is the solution of the linear system C s n y n = ξ n .
(3.9)
Similar to the one dimensional case, without preconditioning it would be difficult to solve the system when we increase the discrete level of n. Now we employ the wavelet bases constructed above to solve the variational problem. For n n 0 ,
where
Ψ n , and η k denotes the column vector ( f , ψ ) ψ∈ Ψ . Then the approximate solution in V n can be written as u n = ∑ ψ∈ Ψ n z ψ ψ.
Since Φ n and Ψ n are two different bases of V n , there is a unique transformation S n between the two bases. Consequently, we have D and (3.9 ) is equivalent to (3.10). If we set y n = S T n z n , then (3.8) is preconditioned by the matrixS n .
Next, we provide the algorithm of generating D s n , where s = 2 or s = 3. For generating the matrix D s n , we need the transform matrix S n , which is far more complex than one dimensional case; the one-level transform is given in Algorithm 4, and the others are like the steps proposed in Algorithm 1, which are omitted here.
Algorithm 4 Generating the matrixP k for 2D 1: Let P k be one-level transform matrix in 1D, satisfying:
Initialize the matrixes:
Note: a 1 , a 2 , a 3 denote the refinement coefficient vectors. For example, when r = 3, we have: k column zeros before L. 
We first calculate the condition numbers of the corresponding stiffness matrixes, then use the algorithms presented in previous sections to compute the numerical solutions for different s with r = 3. For confirming the relation between the conditional numbers and β , we also list the condition numbers of the matrixes with β = 0.25. From Tables 7 and 8 , it can be noted that the condition numbers of the stiffness matrix corresponding to the ordinary Galerkin methods increase with a rate as O(h −(s+1−β ) ), but the conditional numbers corresponding to the wavelet Galerkin methods tend to be uniformly bounded, as stated in Lemma 2.5. For the numerical iterative schemes, because of the tensor form of the matrixes C s n , we can still make use of the Toeplitz structure of the matrix and FWT such that the computation complexity is as O (N log N) , where N denotes the number of bases. The numerical performances for β = 0.75 are presented in Table 9 , 10, 11, and 12. It can be seen that for getting the same accuracy, compared with the Bi-CGSTAB method, the preconditioned Bi-CGSTAB method needs less computation time and the number of iterations when s = 2 and 3; and in fact when s = 3, the numerical errors for Bi-CGSTAB method increase early. For the GMRES method and the preconditioned GMRES method, they have almost the same L 2 errors, but the latter method converges much faster. From Tables 11 and 12 , it can be noted that GMRES (50) is faster than GMRES(20), but preconditioned GMRES (20) is faster than preconditioned GMRES(50). 
Conclusion
For improving the efficiency of solving FEDEs, three natural ways can be adopted: 1. reducing matrix vector multiplication from O(N 2 ) to O(N log N); 2. keeping the condition numbers small and uniformly bounded; 3. increasing the convergence orders. For the general linear finite element methods, because of the potential Toeplitz structure of the stiffness matrix, the cost of the matrix vector multiplication can be kept as O (N log N) . But for the high order elements, the potential Toeplitz structure is destroyed and the cost of matrix vector multiplication is O(N 2 ). If taking the scale functions (generally used to generate wavelets) as the base functions of the Galerkin methods, the potential Toeplitz structure of the stiffness matrix can be kept. Furthermore, based on the general wavelet theory, the Riesz bases of the space that the FEDE works are found and effectively used to solve the one and two dimensional FEDEs. The detailed algorithm descriptions are presented. The extensive numerical experiments are performed, and the numerical observables, including the condition numbers, iteration numbers, cpu time cost, are calculated; all demonstrate the striking benefits of the wavelet Galerkin methods in solving FEDEs.
