Abstract. It is a classical fact that for rapidly increasing (nk) the sequence (cosrt^x) behaves like a sequence of i.i.d. random variables. Actually, this almost i.i.d. behavior holds if (nk) grows faster than ecv/* ; below this speed we have strong dependence. While there is a large literature dealing with the almost i.i.d. case, practically nothing is known on what happens at the critical speed nk ~ ec^k (critical behavior) and what is the probabilistic nature of (cos/î^x) in the strongly dependent domain. In our paper we study the critical LIL behavior of (cosnkx) i.e., we investigate how classical fluctuational theorems like the law of the iterated logarithm and the Kolmogorov-Feller test turn to nonclassical laws in the immediate neighborhood of nk ~ ecv^ .
Introduction
The purpose of this paper is to study the probabilistic behavior of lacunary trigonometric series. Specifically, we shall give essentially optimal lacunarity conditions under which a subsequence of the trigonometric system satisfies the law of the iterated logarithm and some of its refinements, e.g., the KolmogorovFeller upper-lower class test. We shall also investigate critical phenomena related to the LIL, i.e. study the surprising properties of lacunary trigonometric series in the immediate neighborhood of the gap condition where the law of the iterated logarithm and the Kolmogorov-Feller test break down.
It is well known that for rapidly increasing (nk) the sequences (sinw^x)^,, where <P(f) = (2n)~xl2 ¡t_ooe\o(-u2l2)du is the standard normal distribution function. Actually, much more than (1.2) and (1.3) is true: Philipp and Stout [12] proved that under (1.1) the partial sum process S(t) = S(t, x) = ¿^,k<t cos nkx (t > 0) is nearly Wiener in the sense that without changing its distribution it can be redefined on a suitable probability space together with a Wiener process {W(t), t > 0} such that (1.4) S(t) = W(t/2) + 0(tx/2~p) a.s. as/^oo for some constant p > 0. The approximation (1.4) implies not only the central limit theorem (1.2) and the law of the iterated logarithm (1.3) but it extends a large class of limit theorems of independent r.v.'s to the sequence (cos nkx). For example, (1.4) implies easily that (cosnkx) obeys the Kolmogorov-Feller test, i.e., for any positive nondecreasing sequence cp^ the inequality y^ COS nkX > y/N/2<PN k<N holds a.e. for finitely or infinitely many N according as the series converges or diverges. Since the same test is valid for the Wiener process, we see that under (1.1) the partial sum growth of (cosw^x) is exactly the same as that of i.i.d.r.v.'s.
All the results formulated above concern the case of the Hadamard gap condition (1.1) and in fact most known probabilistic results for (cosnkx) in the literature assume (1.1). (For a survey of the existing results before 1966 see [10] ; for modern results see e.g. [11] .) Erdös was the first to note that the near independent behavior of (cos nkx) remains valid for a large class of sequences (nk) growing slower than exponential; in fact he proved the following result:
Theorem A (Erdös 1962) . Let (nk) be a sequence of positive integers satisfying (1.5) nk+i/nk>l+ck/Vk, ck -> oc. Then (cosnkx) satisfies the CUT i.e. (1.2) holds. On the other hand, for every c>0 there exists a sequence (nk) of integers satisfying nk+\/nk>l+c/Vk (k>k0) such that the CUT (1.2) is false.
To understand the meaning of (1.5) let us say, given positive numerical sequences (üfi), (è/vr), that un >■ ht/ if fljv+i/fl/vr > bfj+i/bN for N > N0. Then Erdös' theorem shows that (cos«i-x) satisfies the CLT if nk >-eCk^-for some ck î oo and for nk >-ec™ the result breaks down. An analogous, but slightly less precise result for the LIL was found by Takahashi: 2 Relations (1.2), (1.3) remain valid also for sine series ^sinw^x and more generally, for 53 cos(nkx + ¡pk) where (pk are arbitrary real numbers. To simplify the formulas, however, in our paper we shall deal only with pure cosine series.
Theorem B (Takahashi 1972 (Takahashi , 1975 . Let (nk) be a sequence of positive integers satisfying (1.6) nkyek\ a>l/2.
Then (cos nkx) obeys the LIL (1.3). On the other hand, there exists a sequence (nk) of integers satisfying (1.6) with a =1/2 such that the LIL (1.3) is false.3
Theorems A and B show that at the speed nk ~ ecv* the probabilistic behavior of (cos nkx) undergoes a fundamental change: from almost independent the sequence turns to strongly dependent. Due to a series of remarkable papers by Takahashi (see [15] [16] [17] [18] [19] [20] ) the behavior of (cosnkx) on the near independent side of ec™ is fairly well known; on the other hand, practically nothing is known in the strongly dependent domain. In a recent paper [3] we constructed the first class of nongaussian limit distributions of normed sums -y^ COS «i-X -Ô/vT UN f-1 k<N in the strongly dependent case; no complete characterization of the class of limit laws of such sums is known (or seems to be easy). It is not known, either, what asymptotic result replaces the law of the iterated logarithm (1.3) in the strongly dependent domain.
The purpose of this paper is to study the LIL behavior of (cos«,tx) in the 'critical zone' i.e. in the immediate neighborhood of the critical speed nk ẽ°c V* . In view of the strong relation between the central limit theorem and the law of the iterated logarithm, it is natural to expect that the gap condition (1.5) implies also the law of the iterated logarithm (1.3) for (cos«fcx). Surprisingly, however, this is not the case: in [4] we constructed a sequence (nk) of integers satisfying (1.5) with a very slowly increasing (ck) such that (1.3) is false. On the other hand, Theorem B above shows that (1.5) with ck > k£ (e > 0) implies the LIL (1.3) and in [20] it is proved that (1.5) with ck > k£ implies also a version of the strong approximation theorem (1.4). These remarks show that even though the Erdös gap condition (1.5) implies the CLT (1.2) for any ck -> oo, the partial sum behavior of (cos«^x) follows the independent pattern only if ck has a certain minimal speed and for very slowly increasing ck (i.e. near the critical speed ec™) the independent behavior of (cosw^x) breaks down, e.g. the ordinary LIL (1.3) becomes false. The main result of our paper will show that the change from independent to strongly dependent LIL behavior of (cos nkx) takes place at the speed (1.7) nk ^VMiogiogiT
In fact, as a changes, the LIL behavior of (cos«¿.x) goes through a variety of types from "very good" to "very bad". For a large, the LIL behavior of (cosMfcX) is classical: it satisfies not only the ordinary LIL ( On the other hand, there is a sequence (nk) satisfying (1.9) with a= 1/2 such that (1.3a) is false.
There is a gap between the constants 5/2 and 3/2 in Theorems 1 and 2 and thus the upper-lower class behavior of (cos«j.x) remains open if (1.9) holds with 3/2<a<5/2.
We believe that the example of Theorem 2 is best possible i.e. Theorem 1 holds actually for a > 3/2. (See in this respect the remarks at the end of this section.) It seems also likely that Theorem 3 remains valid with < 1 in (1.3a) replaced by = 1.
To understand the meaning of (1.14) we mention a few special cases.
1. Assume 1 < a < 3/2. Then (1.14) reduces to
n>i N l 2 6 (togiog^j 2. Assume 5/6 < a < 1. Then (1.14) reduces to <Pl_ 5.4_<p% + 00.
ECPN I 2 V^4
"TT-V-i^-Ti (1.17) fax N H[ 2rN 6 (loglogA)" 72(loglog7V)2«J < +00 or = +00.
Generally, let ck = (k + 2)/2k, k = 1,2,... . Then Ci = 3/2, c2 = 1, 2 ^'^ (log log A)*" J In other words, if a decreases from 3/2 to 1/2 then the test ( 1.10)-( 1.14) becomes gradually more and more complicated: passing each value ck, one new term appears in the exponent in (1.18). For a > 1/2 the first term in the exponent in (1.14) dominates (for cpN satisfying (1.13)) and thus in this case (cos«fcX) satisfies the ordinary LIL (1.3). For a = 1/2, on the other hand, all terms in the exponent in (1.14) have the same order of magnitude as the first term -cp2N/2 and this leads to a change in (1.3). In fact in this case the test (1.10M1.14) implies (1.19) Hm(AloglogAf)-1/2y"cos«/tx= l-\\Í2A +0(A2lî) a.e. A remarkable additional property of the sequence (nk) constructed in Theorem 2 is that the sequences (cos«^x) and (-cos«¿-"O have different upperlower class behavior. Indeed, the proof of Theorem 2 shows that for any positive nondecreasing sequence tpx satisfying (1. if A is small enough.
There is a remarkable similarity between the change of the upper-lower class behavior of (cosw^x) described by Theorem 2 and the change of the upperlower class behavior of independent sequences (X") under the condition EXn = 0, EXl < +00, s2n = Y^ EX\ -» +00, (1.23) k^" \Xn\<Kn s" ^ (0>l/2) (log log s")ß as ß changes. Feller [8] showed that under (1.23) the upper-lower class behavior of (X") is described by an integral test whose form is getting more and more complicated as ß decreases; as ß approaches 1/2, successively higher and higher moments of the (X") enter the test. Formal analogy with Theorem 2 leads to the conjecture that a = 3/2 is the critical exponent for the Kolmogorov-Feller test for (cosnkx) i.e. Theorem 1 holds actually for a > 3/2. It is also natural to expect that under conditions similar to those of Theorem 1 (cosnkx) obeys Chung's test for partial maxima, i.e. setting Sx = maxx<M<N I J2k<M cos nkx\ we naye f°r anv positive increasing sequence Vn ¿^"(loglogA)-ô nly for |x| < (4SVÄ)~x(log,logN)a and thus for too large tp^ the series in the exponent of (1.14) may become divergent. However, a standard argument shows (see [9, Lemma 2] and [8, p. 398] ) that for any positive nondecreasing cpN the probability in (1.10) does not change if we replace cpN by the nondecreasing sequence y/^ defined by Vn ' 2~ '(log log A)'/2 if cpN < 2~ '(log log N)x'2,
Thus Theorem 2 permits us to decide, for any nondecreasing <pN , if the probability in (1.10) isOor 1.
In conclusion we note that Theorem 2 states only that the LIL behavior of (cos«A;X) is bad for some sequences (nk) satisfying (1.9), 1/2 < a < 3/2 but not that all sequences (nk) with the same speed have bad LIL behavior. As we shall prove at the end of §4, given any sequence (nk) satisfying (1.12) for some A > 0, a > 0, there exists a sequence (mk) such that \mk -nk\ < const • k3 (and thus mk ~ nk) such that (cosm^x) satisfies the Kolmogorov-Feller test ( 1.10)-( 1.11). This remark also shows that near the critical speed nk ~ ect he LIL behavior of (cos nkx) becomes very unstable: small relative changes in (nk) lead to essential changes in the behavior of (cosnkx).
The proof of Theorems 1 and 2 will be given in § §2-3 and in §4, respectively. As we noted above, for a = 1/2 the sequence (cos«^x) constructed in Theorem 2 fails the upper LIL (1.3a) (see the remarks on the asymmetric behavior of (cos nkx)) and thus the second half of Theorem 3 is also contained in the proof of Theorem 2. The proof of the first half of Theorem 3 requires combinatorial tools similar to those used for Theorem 1 but the details are considerably more complicated. Hence to keep our paper at a reasonable length, we will give the proof in a subsequent paper.
Some lemmas
The crucial step of the proof of Theorem 1 is Lemma 2.1 below giving a fairly sharp estimate for the number of solutions of a certain diophantine equation. To simplify the writing, in the sequel we shall use the symbol a x 2j to denote V < a < V+x. Lemma 2.3. Assume M + N > c2 and consider those solutions of (2.3) where niJnh+\ x 2-'" iv = 1, ... , p -1) where jx, ... , jp-X are fixed nonnegative integers. Then, given «,,,..., n¡k_l (2 < k < p -1), the number of choices for n,k is at most
The results remain true also for k = 1 (i.e., for the number of choices of «,,) except that in this case 48c-1 y/Af + Ñ~ in the first line of (2.5) should be replaced by N.
Proof. Assume k > 2; the argument for k = 1 is identical (the first alternative in (2.5) is trivial for k = 1). By nik¡/n¡k x 2*-' we have nik £ [2~À-'~l«,jt_l, 2~-fc->/t/t_l]. Hence using Lemma 2.2 it follows that given n,-,, ... , «it_, , for nik we have at most 2c~x\/M + A log 2 + 1 < 3c~xy/M + N choices, no matter which assumption on p2~jk in (2.5) holds. Thus the estimate in the first line of (2.5) is proved. Assume now p2~ik < 1/8. Let «,,,..., «,,_, be given and let £i«,, + • • • + efc_,«/j,_l = A . By nik/nik+l x 2¿ it follows that the numbers «/Jr+1, n/|t+2, ... , n¡p axe all < n,k2~ik and thus |e*+i"»*+1 + ■ • • + epnip\ < pnik2-J*. Hence (2.3) yields
Thus, setting B = (d -A)/ek and using p2~jk < 1/8 and the fact that for |x| < 1/2 we have (1 +x)_1 = 1 + Xx with |A| < 2, we get
Here B ± 0 since nik ^ 0. Thus using Lemma 2.2 it follows that there are at most 2c-VM + Alog|^P^ +1 <2c~xVM + N log( 1 + 6p2~jk ) + 1 < 12c-ly/M + Np2-j" + 1 choices for n¡k. It remains now to observe that the last expression in (2.7) is bounded by 48c-1 y/M + Np2~Jk or 3/2 according as p2~Jk satisfies the inequality in the second or third line of (2.5).
Remark 2.4. In Lemma 2.3 we estimated the number of choices for n¡k in the diophantine equation (2.3) provided «,,,..., n¡kl axe given and provided we consider only those solutions of (2.3) such that niJnK+i x2;» (1 < v < p -1) where j¡, ... , jp-¡ axe fixed nonnegative integers. Note, however, that for the estimate in the second and third line of (2.5) we used only the fact that jk is fixed (for the estimate in the first line we need also that jk_x is fixed). Observe also that in the third line of (2.5) the number of choices for n¡k is < 1 not only for any fixed jk with p2~ik < c/(32\/M + N) but for all such jk 's combined. In fact, in the proof we saw that if «,,,..., n¡k_x are given and n,k/nik^ x 2>k with p2-Jx < 1/8, then nik £ Ik , where Ik = [B(l -2p2~>k), B(l + 2p2~Jk)] where B is a number uniquely determined by «,,,..., n,k , . We saw also that for p2~Jk < c/(32\JM + N) the interval Ik contains at most one integer. Clearly, for increasing jk , the intervals Ik are shrinking and thus the union U '* contains also at most one integer.
Proof of Lemma 2.1. To simplify the writing, we introduce some terminology. Given a solution («,-,, ... , «,■ ) of (2.3), the ratios n¡k/n,k+í (1 < k < p -1)
will be called the gaps in this solution. For any fixed 1 < k < p -1, the gap niklnh+\ will be called sma//, medium, or large depending on whether p2~ik lies in the intervals [1/8, +oo), [c/(32y/M + N), 1/8) or (0, c/(32y/M + N)), respectively, where nik/njk+l x 2jk. (That is, the gap nik/n¡k+l is small, medium, or large according as in Lemma 2.3 the inequality in the first, second, or third line of (2.5) is valid.) Remark 2.4 shows that given «,,,..., nik] in (2.3) (but without fixing any of jx,... , jp-X), there is at most one choice for n¡k such that the gap nik/nik+] is large. We now proceed in steps.
1. Consider first those solutions of (2.3) where n,v/«,"+l x2* ( 1 < v < p-1 ) and all the gaps are small or medium. We separate 2 cases.
(a) The first gap «,,/«¡2 is small. In such a solution, for «,, there are N possibilities and given «,,,..., n¡k , , 2 < k < p -1, for n,k there are at most 4%c~Xï/M + Ny/(jk) possibilities where the function y/(j) (j > 0) is defined by ri ifp2-;>i/8,
Finally, given «,,,..., nip_i , for n,p there is at most one possibility. Thus the number of such solutions of (2.3) is at most
The gap «¡,/«(2 is medium. In this case for «,, there are at most 48c-' \/M + Np2~Jl possibilities and the number of choices for the other n,k 's can be estimated as above. Thus the number of solutions of this type is at most
Adding (2.8) and (2.9) and summing for jx, ... , jp-X we get an upper estimate for the number of solutions of (2.3) containing only small and medium gaps.
Note that
since the last sum is a geometric series with ratio 1/2 and first term < 1/8. Now in case (a), the gap «,,/«,2 is small i.e., p2~jl > 1/8 thus jx < 21og8p < 121ogp . Hence adding (2.8) for j\, ... , jp-\ we get at most
In case (b), we have p2~J < < 1/8 i.e., adding (2.9) for ji, ... , jp-i we get at
where in the last step we used the second inequality of (2.2). Thus we proved that the number of solutions of (2.3) containing no large gaps is while (2.10) gives (cN/48y/M + N) -121ogp which is greater than 1 by the second inequality of (2.2).) Since the location of the large gap n¡s/njs+¡ can be chosen in p -1 different ways, it follows that the number of solutions of (2.3) containing exactly one large gap is at most
Similarly, the number of solutions of (2.3) containing exactly / large gaps (0< / <p-1) is at most
Adding fox I = 0, I, ... , p -I and using (p~¡x) < pl we get that the total number of solutions of (2.3) is at most
where in the last step we used that Nc2p < M + N by the first inequality of (2.2). Hence Lemma 2.1 is proved.
From Lemma 2.1 we immediately get the following moment estimate for block sums of (cos nkx). Lemma 2.5. Let {«;, M + 1 < j < M + N} be a finite sequence of positive integers satisfying (2.1), further let p > 2 be an even integer and assume (2.2) holds. Then Since J0 n cos nxdx = 0 or 2% according as the integer « differs from zero or not v/e get that the left side of (2.12) equals 2~p times the number of solutions of the equation (2.13) ±nh±---±nip = 0 (M+l <ii,... ,ip<M + N).
Fixing the signs in (2.13) and assuming ii > i2 > ■■■ > ip, the number of solutions of (2.13) is bounded by the expression in (2.4). Since there are 2P possibilities for the choice of the signs ±1 and p\ < pp possibilities for the order of ii, ... , ip , (2.12) follows.
We complement Lemma 2.5 with the following simple estimates for the first and second moments of the trigonometric sums appearing in (2.12). 
In the proof of Theorem 1 we shall also make use of a recent upper-lower class result for martingales, due to Einmahl and Mason [5] which we state here, for the purpose of reference, as a lemma. X* = XnI(\Xn\ < K) , X*n* = XnI(\Xn\ > b") , Yn = X* -E(X*\&n-\) = X* -an , an= I xdvf"-'(x), J\x\<b" here Vn"~x is the conditional distribution function of Xn given ^n-X . Clearly, \Yn,&n, « > 1} is a martingale difference sequence with \Yn\ < 2b" ; set s*2 = £"=1 E(Yj\9j-{). Following the argument in [8, pp. 399-401] with obvious modifications (the only change is that V" used in [8] should be replaced in our case by Vn"'1) we get 
Proof of Theorem 1
Assume that (nk) satisfies (1.9) with a > 5/2. Then we get, using the mean value theorem, We now approximate the trigonometric functions Xk = cosnkx by stepfunctions Yk as follows. Given k > 1 , define / = l(k) and m = m(k) by 2l < nk < 2/+1, m = [I + 51og/c] where [ ] denotes integral part. Then set Yk = E(Xk\^'m(kf) where !7j denotes the o field generated by the intervals [2ni2~J', 2n(i + 1)2~7') (0 < / < 2j -1) and E, P denote expectation and probability in the probability space ((0, 27t), SB, (2n)~xX). Clearly and thus by \Tk\ < k4 we get (3.6) \D\ -T2\ « k~\ Here, and in the rest of the proof of the lemma, the constants implied by < are absolute. Clearly q = *52i<k_x(iA + i3) + 1 < 2k5, q -p -(k -l)3 and thus by (3.1) Next we note that setting pk = sk{loglogsk)~3l2 we have, for any integer Pk>2,
since pk is S'k-i measurable. Hence a sufficient condition for (3. To deduce (3.25) from Lemma 3.4 note that if I(cp) = +oo then the righthand side of (3.25) and thus also the left-hand side is 1 and hence we may assume I(cp) < +oo . Then the right-hand side of (3.25) is 0 and by (3.26) and the last statement of Lemma 3.3 we have Snk + Mk < ^jNk/2cp(Nk) a.s. for k > ko . But then for any Nk < N < Nk+X, k > kg we have Sn < SNk + Mk < /Ñjj2<p(Nk) < y/Ñj2cp(N) i.e., the left-hand side of (3.23) is also 0. Thus for J2 in (3.27) we get, using Nk+X/Nk -» 1 and a > 1/2, (3.28) ^«(AWloglogA*)'/2 a.s.
On the other hand, applying Lemma 2.10 for / = Zk we get for any even integer p > 2 The just completed proof of Theorem 1 yields, with trivial modifications, various related limit theorems for (cosnkx) under condition (1.9). For example, replacing Lemma 2.7 in the proof of Theorem 1 with the martingale version of the Chung test formulated in Remark 2.9 we get that (cosnkx) satisfies the Chung test (1.24)-(1.25) if (1.9) holds with a > 7/2. Similarly, using the a.s. invariance principle mentioned in Remark 2.9 we get, without any difficulty, the a.s. invariance principle (1.26) for (cos«,tx). ;=Mt_,+i ;=i
Further let pk(x) (0 < x < 2n) be the function which equals 2itj/qk provided 2ttj/qk < (akx)2n < 2n(j + l)/qk for some integer 0 < j < qk -1 ; here (t)2n denotes the residue of t mod 2n. Clearly, pk(x) is constant on each interval [27T7'/a^+i, 27r(7 + l)/a^;+i) (0 < j < ak+i -1) and is periodic with period 2n/ak . Thus the functions pk(x), k = 1, 2, ... , axe independent r.v.'s over the probability space ((0, 2n), ¿@, (2n)~xX). Further,
Now let Yk = fk(pk(x)), then using Xk = fk(akx) = fk((akx)2n), \fk\ < m\ , (4.7), and the mean value theorem we get \Xk -Yk\ < 2nm\/qk c 2~k which, in view of EXk = 0, implies
where Zk = Yk -EYk. Moreover, the Zk are independent r.v.'s over the probability space ((0, 2n), 38, (27r)_1A). Since \Xk\ < mk , the last relation and the mean value theorem imply We also note the fact that if 4_1(loglog«)1/2 < y/" < 4(loglog«)'/2 (actually, it suffices to assume X"¥n < 1/48) then replacing y/" by y/n ± C/y/n (C > 0 is an arbitrary constant), the convergence or divergence of the series (4.19) is not affected. (This is observed in [8] and easily verified since and we shall also write the sum (4.28) in a simpler form, not containing quantities depending explicitly on the sequence Mk . We break the argument into steps. for some constant C > 0 ; here again we used the boundedness of <PMk/<PMk_, ■ Since cp\¡ -cp2M _ > 1 for k 0 ß?, the terms of the sum Eexp{-|^| decrease at least exponentially and thus the sum of converges. Since o\/s\ < 1 , the same argument shows that adding the terms of (4.28) for k & ßtf we get a convergent series. From these facts, the equiconvergence of (4.28) and (4.34) follows immediately.
By (4.29) and the definition of Qn we have 00 r-
where « is defined by M"_x < n < M". The sum (4.36) is similar to (4.29) but the coefficients on the right-hand side contain the powers of (loglog n)a instead of (loglog«)a . As the following lemma shows, replacing log log« by log log« in (4.36) will not affect the convergence or divergence of (4.34). Proof. By (4.5) we have yfh~ < « < « and thus log log «-log log« < 1 for large enough « . Hence by the mean value theorem we get
Thus using (4.31), (4.26), a > 1/2, and A < 10"6 we get Assume that the right-hand side of (4.43) is 1. Using the above facts and (4.26) it follows that with probability one we have for infinitely many k S¡uk > sk(cpMk + 10/cpMk)
and thus the left-hand side of (4.43) is also 1. Assume now that the right-hand side of (4.43) is 0. Then it remains 0 if we replace cpMk by cpMk -l0/cpMk and thus we have almost surely for large enough k Thus the left-hand side of (4.43) is 0 and the proof of Lemma 4.6 is completed. Now Theorem 2 follows immediately from Lemmas 4.2-4.6 and the remarks made after the proof of Lemma 4.5.
Remark. Note that we obtained the validity of the test (1.10)-(1.14) for all a > 1/2, regardless whether a < 3/2. For a > 3/2, however, the series (1.14) is equiconvergent with (1.11) (see the computations below) and thus the test (1.10)-(1.14) of Theorem 2 reduces to the Kolmogorov-Feller test.
In conclusion we prove the remarks we made in the Introduction concerning the test (1.10)-(1.14). First we note that if cpN satisfies (1.13) then using (1.16) we get for a > 1/2, 0 < A < 10-6 , and any k > 1 and thus Tat(ci) > 1, fN(c2) < 1 if A is small enough. Hence (1.14) converges foxcpN = ci(21oglogN)xl2, diverges for cpN = c2(21oglogA)1''2, and thus the lim in (1.19) lies between ci and c2, completing the proof. Next we prove the Corollary concerning the upper-lower class behavior of the function cpN in (1.22). For simplicity, we shall give the proof for the case k(a) = 1 (i.e., for 5/6 < a < 1) when the sum in (1.22) contains two terms. (This is exactly the third special case listed after the Corollary.) The proof in the general case is the same.
Assume 5/6 < a < 1 ; then, as we already observed, (1.14) is equivalent to (1.17) . Set 2 loglog A-^y^loglogA)3/2"" + ^(loglogA)2-2") belongs to the upper or lower class (for 1 < a < 3/2 it is upper class and for 5/6 < a < 1 it is lower class by special cases 2 and 3 listed after the Corollary) one has to compute coefficient bN,2 in (1.22).) In conclusion we prove the remark made at the end of the Introduction i.e., we show that if («fc) is the sequence in Theorem 2 or more generally (nk) is any sequence satisfying (1.12) for some A > 0, a > 0 then there exists a sequence (mk) suchthat \mk -nk\ -C k3 and (cos«^x) satisfies the Kolmogorov-Feller test (1.10)-(1.11). In fact, let Ik = [nk -4k3, nk + 4k3] (k > 1); clearly the intervals Ik axe disjoint for k > ko . Now the desired (mk) can be constructed by induction as follows. Let mk = nk for 1 < k < ko t'A if for some k > ko , mx, ... , mk axe already constructed, choose mk+x £ Ik+X so that it is different from all numbers of the form +«,, ± «,2 ± «,3, 1 < i'i, i2, i3 < k . Since the number of such sums is < 8/c3 and Ik+i contains more than 8/c3 integers, this choice is possible. Clearly, the so constructed sequence (mk) has the property that for large enough v the equation v = mk±m¡ (k > I > 1)
has at most one solution. Also, \mk -nk\ < 4/c3 (k > 1) and since (1.12) implies nk y e™ , we get mk+i_ > nk+i-4(k + l)3 = nk+1 Q^-Vkm k ~ nk + 4/c3 nk íexp(^)(1+o(t"))í0 + 47f)(1-¿
