ABSTRACT: Simulation methods were used to generate 1,000 experiments, each with 3 treatments and 10 experimental units/treatment, in completely randomized (CRD) and randomized complete block designs. Data were counts in 3 ordered or 4 nominal categories from multinomial distributions. For the 3-category analyses, category probabilities were 0.6, 0.3, and 0.1, respectively, for 2 of the treatments, and 0.5, 0.35, and 0.15 for the third treatment. In the 4-category analysis (CRD only), probabilities were 0.3, 0.3, 0.2, and 0.2 for treatments 1 and 2 vs. 0.4, 0.4, 0.1, and 0.1 for treatment 3. The 3-category data were analyzed with generalized linear mixed models as an ordered multinomial distribution with a cumulative logit link or by regrouping the data (e.g., counts in 1 category/ sum of counts in all categories), followed by analysis of single categories as binomial proportions. Similarly, the 4-category data were analyzed as a nominal multinomial distribution with a glogit link or by grouping data as binomial proportions. For the 3-category CRD analyses, empirically determined type I error rates based on pair-wise comparisons (F-and Wald χ 2 tests) did not differ between multinomial and individual binomial category analyses with 10 (P = 0.38 to 0.60) or 50 (P = 0.19 to 0.67) sampling units/experimental unit. When analyzed as binomial proportions, power estimates varied among categories, with analysis of the category with the greatest counts yielding power similar to the multinomial analysis. Agreement between
methods (percentage of experiments with the same results for the overall test for treatment effects) varied considerably among categories analyzed and sampling unit scenarios for the 3-category CRD analyses. Power (F-test) was 24.3, 49.1, 66.9, 83.5, 86.8, and 99.7% for 10, 20, 30, 40, 50 , and 100 sampling units/experimental unit for the 3-category multinomial CRD analyses. Results with randomized complete block design simulations were similar to those with the CRD; however, increasing the size of the random block effect decreased the power of the F-test for the treatment effect. Power of the binomial approach with 4-category nominal data (CRD with 50 sampling units/experimental unit) depended on the probability of the category used, but the type I error rate for individual binomial proportions did not differ (P > 0.43) from the multinomial rate. Overall, analyzing a single binomial category from the multinomial distribution did not affect the type I error rate; however, analyzing multinomial data as a series of binomial proportions increased the experiment-wise type I error rate, and power varied among categories. Within the ordered category probabilities we modeled, power decreased as the number of sampling units per experimental unit decreased. Thus, for variables with probabilities similar to those modeled, power to detect treatment differences in count data from research settings with a small number of animals per pen would be limited.
INTRODUCTION
Collection of categorical data with binomial or multinomial distributions occurs frequently in animal science research. Typical examples in animal production experiments include quality grade data for carcasses (multinomial) and morbidity, mortality, and pregnancy data (binomial). In the past, such count data were often transformed or converted to a numerical scale before statistical analysis using traditional linear model approaches; however, current statistical software packages provide for analysis of ordered and nominal categorical data using a generalized linear model approach that allows for specification of the underlying distribution.
For experiments designed to compare differences between treatments, multinomial data can be problematic because the statistical tests applied evaluate whether the distribution of the multinomial categories differs between treatments, not whether a specific category within the distribution differs. One alternative approach that allows treatment differences to be evaluated for a specific multinomial category is to analyze the data as a binomial proportion, in which counts for one of the categories are selected and analyzed as a proportion of the total counts (Nelson, 2004) . This binomial proportion approach could be extended, such that count data for each multinomial category are evaluated. Treating multinomial data in this manner has the disadvantage of not providing a direct test of whether the distribution of multiple categories differs among treatments, even though differences among specific categories might be interpreted to imply a difference in the overall distribution. In addition, analyzing multinomial data as a series of binomial proportions would be expected to increase the experiment-wise type I error rate. The objective of the present study was to use a Monte Carlo simulation approach to generate experiments randomly with both ordered and nominal multinomial count data and to compare the analysis of these simulated experiments using a multinomial analysis vs. analysis as individual and in-series binomial proportions.
MATERIALS AND METHODS
Animal Care and Use Committee approval was not obtained for this study because no animals were used.
Simulated Experiments
Monte Carlo simulations were conducted to generate 1,000 experiments [either a completely randomized design (CRD) or a randomized complete block design (RCBD), as described in a subsequent section]. Each experiment consisted of 3 treatments with 10 experimental units/treatment. The underlying multinomial distributions used in the simulation were assumed to have 3 ordered (A, B, and C) or 4 nominal (A, B, C, and D) categories (only the CRD was simulated with the 4-category analyses). For RCBD simulations, ordered categories were generated by assuming an underlying continuous standard normal [i.e., N(0, 1)] distribution, which had cutoff (or threshold) points that defined categories for the multinomial responses. Let X i be the random value of the underlying continuous distribution in the ith treatment. If X i < 0.253, the response category is A; if 0.253 < X i < 1.282, the response category is B; and if X i > 1.282, the response category is C. These thresholds correspond to probabilities of 0.6, 0.3, and 0.1, respectively, for categories A, B, and C. Treatments 1 and 2 were defined with these thresholds from an N(0, 1) distribution. For treatment 3, we shifted the mean of the distribution +0.25 SD units [i.e., X 3 ~N(0.25, 1)], yielding probabilities of 0.5, 0.35, and 0.15 for categories A, B, and C, respectively. Therefore, the magnitude of the fixed treatment effect that we modeled is expressed in SD units from the mean: with treatment means of 0, 0, and 0.25, treatment effects, τ i , were −0.083, −0.083, and 0.166 for treatments 1, 2, and 3, respectively. Incorporation of a random block effect is described in a subsequent section. For 3-category CRD simulations, the RAND-MULTINOMIAL function of the IML procedure (SAS Inst. Inc., Cary, NC) was used to generate counts for sampling units within experimental units, given the category probabilities for treatments described previously for the RCBD. The RANDMULTINOMIAL function also was used to simulate data for the 4-category analyses, with probabilities set at 0.3, 0.3, 0.2, and 0.2 for the nominal categories A, B, C, and D, respectively, in treatments 1 and 2, and 0.4, 0.4, 0.1, and 0.1, respectively, in treatment 3. To evaluate the effects of the number of sampling units within each experimental unit, sampling units were simulated at 10, 20, 30, 40, 50 , and 100/experimental unit for the 3-category analyses with the CRD and 10 and 50/experimental unit for the RCBD.
The number of experimental units per treatment was chosen to reflect what would be typical of recent published experiments with cattle (e.g., Depenbusch et al., 2009; Elam et al., 2009; Harrelson et al., 2009) , in which the primary objective is to evaluate the effects of treatments on measures of animal performance (e.g., ADG, DMI, G:F). In such experiments, pen is the experimental unit, with animals in the pen serving as sampling units. Although continuous variables are typically the main interest in such studies, it is common to collect count data that have an underlying multinomial distribution (e.g., carcass quality grade or liver abscess score data) from animals (sampling units) within the pen. For the 3-category analyses, the number of sampling units per experimental unit was varied over a range that should be representative of typical university (e.g., small number of animals per pen) or field (e.g., large number of animals per pen) studies. Thus, for the probability values assumed, error rates and power estimates for the simulated multinomial data used in the present evaluation should be applicable to common experimental settings for feedlot beef cattle research.
The probabilities in the 3-category analyses chosen for treatments 1 and 2 reflect values typical of carcass quality grades (e.g., 60% USDA Choice, 30% USDA Select, and 10% other grades), whereas the probability values for the underlying distribution for treatment 3 were chosen to reflect a relatively large, and practically important, shift in quality grades. Given the differences in the underlying probabilities, the "correct" outcome for analysis of a particular experiment was that the overall test for the fixed effect of treatment would be significant (P ≤ 0.05). Similarly, in terms of the pairwise comparisons among treatments in the 3-category analyses, treatment 1 and 2 would not differ, but both treatment 1 and 2 would differ (P ≤ 0.05) from treatment 3.
For the 4-category analyses using the CRD, only a scenario with 50 sampling units/experimental unit was modeled. Unlike the 3-category analysis, in which an attempt was made to model a commonly measured value such as USDA quality grade, the purpose of the 4-category analyses was to extend the results obtained with the 3-category analysis of ordered data to a situation in which categories were nominal (e.g., counts in various categories were independent). An example of a potential application of nominal categories in animal science research might be counts of cattle in different breed groups marketed in different states or regions at replicated market locations. The category probabilities and number of sampling units per experimental unit for the 4-category analyses were not necessarily chosen to reflect common measurements in animal science research, but merely to provide a scenario with both no differences and differences among the treatments that would allow for assessment of type I error rates and empirical power estimates with data in nominal categories.
Statistical Analyses
Monte Carlo methods were used to simulate 1,000 CRD experiments, as described above. We used the GLIMMIX procedure in SAS with treatment as a fixed effect and a RANDOM statement to specify the effect of replicate (i.e., experimental unit) nested within treatment. Thus, replicate nested within treatment was the error term for testing treatment effects, regardless of the number of sampling units within each replicate. The distribution was specified as multinomial using the DIST option, and the link function for the 3-category ordered data was the cumulative logit. Contrast statements were used to test all pair-wise comparisons among treatments (e.g., treatment 1 vs. 2, treatment 1 vs. 3, and treatment 2 vs. 3). In addition to the F-test, a Wald χ 2 test was specified for the type III tests of treatment (the default test for fixed effects in GLIM-MIX, which reflects fitting the treatment effect after all other effects are accounted for in the model) and individual pair-wise contrasts for the 10-and 50-sampling-unit scenarios. The P-values for the type III tests and the individual contrasts for each of the sampling unit scenarios were saved using the SAS ODS system. Models for the CRD simulations occasionally (3 to 4 of the 1,000 simulated experiments) failed to converge in GLIMMIX. This problem was resolved by changing the convergence criteria with the ABSPCONV option in GLIMMIX. Setting this value to 0.000001, and in some cases to 0.00001, allowed the models to converge.
For the 1,000 RCBD experiments (3 treatments, 3 response categories, 10 blocks, and sampling units in each treatment per block combination of either 10 or 50), the GLIMMIX procedure was used with the same distribution options, test statistics, and contrast statements as in our CRD analyses; however, data were analyzed with RANDOM statements for the block and block × treatment effects, resulting in denominator degrees of freedom associated with the block × treatment interaction. As in the CRD experiments, the treatment effect in the RCBD experiments was considered fixed. For the RCBD, we added a random block effect, b ~N(0, σ 2 ), that shifted the mean of the underlying continuous distribution accordingly. To investigate the influence of the size of the block effect, we modeled 3 scenarios: a small block effect that had a variance equal to 0.1 times the size of the treatment effect, å -( ) τ i t 2 1 ; and moderate and large block effects that had variances equal to 1 and 10 times the size of the treatment effect, respectively.
After the multinomial analyses were conducted, the 3-category data for the 10-and 50-sampling-unit scenarios were coded with input statements to create binomial proportions consisting of counts of each category divided by total counts. Binomial proportion data for each of the 3 groupings were then analyzed using the GLIMMIX procedure with a model that included the fixed effect of treatment (the logit link function is the default for binomial proportion data). As with the multinomial analyses described previously, the type III tests of treatment fixed effects (both F-and χ 2 tests) and the P-values for pair-wise contrasts were saved using the ODS system.
For the RCBD analyses, the GLIMMIX multinomial analyses failed to converge more frequently than noted for the CRD experiments. As a result, we simulated 2,500 experiments and report results from 1,000 randomly selected experiments for which convergence was achieved for both multinomial and binomial analyses.
The multinomial analysis for the 4-category analyses (CRD experiments only), in which the categories were nominal rather than ordered, was conducted using GLIMMIX with a glogit link function. Likewise, binomial analyses were accomplished by coding the data to create binomial proportions for the count of each category divided by total count, followed by analysis of the 4 resulting binomial proportions, as described previously for the 3-category analyses.
Data from the various analyses were summarized to determine empirical estimates of error rates and power. To compare multinomial vs. binomial analyses for the 3-category 10-and 50-sampling-unit simulations, type I error rates were determined from the type III tests for the pair-wise comparisons of treatment 1 vs. 2, which reflected a type I error for the multinomial analyses, as well as for the binomial analyses based on counts for the individual categories. To evaluate the agreement in results between multinomial and binomial methods with the 3-category analyses of the CRD data, the percentage of the 1,000 experiments for the 10-and 50-sampling-unit scenarios that showed agreement between methods of analysis for a significant (P ≤ 0.05) test of the treatment fixed effect and for pair-wise con-trasts of treatment effects was determined. This was accomplished by comparing results for each experiment using formulas in a spreadsheet and counting the number of experiments in which the results agreed.
In both the 3-and 4-category analyses, the underlying distribution for treatment 3 differed from those for treatments 1 and 2; thus, all experiments should have yielded a significant (P ≤ 0.05) type III test for the fixed effect of treatment. As a result, empirical power estimates for the multinomial analyses of data with different sampling units per experimental unit were determined by tabulating significant (P ≤ 0.05) type III tests, as well as by the significance of the pair-wise comparisons of treatment 1 vs. 3 and treatment 2 vs. 3. Power estimates for the binomial approach were determined in the same manner as for the multinomial analyses.
RESULTS AND DISCUSSION

Error Rates and Power Estimates for Multinomial vs. Binomial Methods for CRD Simulations with 3-Category, Ordered Data
Results for the comparison of methods of analysis with simulations for 10 and 50 sampling units/experimental unit for the 3-category analyses of CRD experiments are shown in Table 1 . Within the 2 sampling unit scenarios, power varied considerably among the methods of analysis, reflecting differences in probabilities of the 3 categories among treatments. Based on the overall type III tests of treatment effects, the binomial method for category A yielded power similar to the multinomial method for both sampling unit scenarios; however, power of the binomial approach using counts from categories B and C was approximately 40 to 75% of the multinomial and binomial category A values. The greater power for the binomial method with category A reflects a change in the category probability of 0.1 for treatment 3 vs. treatments 1 and 2, whereas the probability of categories B and C shifted by only 0.05 in treatment 3. Wald χ 2 tests, which are calculated by multiplying the F-statistic by its numerator degrees of freedom and comparing this statistic with a χ 2 distribution with F-statistic numerator degrees of freedom, always have smaller P-values than their corresponding F-tests (Johnston and DiNardo, 1997) , which explains their slightly greater power than the F-tests.
Across the different methods of analysis, simulations with 50 sampling units/experimental unit were associated with an approximately >3.5-fold increase in power compared with the 10-sampling-unit simulations (Table  1) . Thus, our results suggest that for multinomial distributions with probabilities similar to those modeled herein, the power to detect differences is affected greatly by the number of sampling units per experimental unit. This effect is discussed in more detail in a subsequent section.
Type I error rates based on the pair-wise comparison of treatment 1 vs. 2 ranged from 3.2 to 4.5% across the 2 sampling unit scenarios for the F-test and 3.6 to 5.6% for the χ 2 test (Table 1) . Within the 10-samplingunit simulations, these rates did not differ among the 4 methods of analysis (χ 2 statistics for the 4 × 2 contingency tables based on the counts of type I errors per 1,000 experiments for each method = 1.04 and 1.93; P = 0.60 and 0.38 for the F-and χ 2 test results, respectively). Similarly, for the 50-sampling-unit simulations, the type I error rates did not differ among the 4 methods (χ 2 statistics for the 4 × 2 contingency tables = 0.79 and 3.33; P = 0.67 and 0.19 for the F-and χ 2 test results, respectively). Comparisons of error rates between some methods approached significance (e.g., 3.9 vs. 5.6% type I errors for the χ 2 test with the multinomial vs. binomial B category methods; P < 0.07).
A primary objective of this simulation exercise was to compare analysis of multinomial data by a method designed for ordered multinomial responses (cumulative logit link) with a method in which the categories of the underlying multinomial distribution were regrouped for analysis as binomial proportions. For the data in Table  1 , given the conditions imposed in the simulation (3 categories and probabilities for 2 of the 3 categories ranging from 0.3 to 0.6), regrouping the data and analyzing the resulting group as a binomial proportion did not diminish the power of the test for the binomial A method; however, power was considerably less when the other 2 binomial categories were regrouped for analysis. Although regrouping followed by binomial analysis of the regrouped data did not significantly alter type I error rates, it is important to note that this conclusion applies to the analysis of a single regrouped category, not to a series of regrouped categories, which is discussed in the next section. Thus, for application to real-world data sets involving multinomial variables such as USDA quality grade, which would have underlying probabilities similar to those used in the present simulation, regrouping data for analysis of a single binomial proportion (e.g., proportion of USDA Choice) should provide a reasonable alternative to multinomial methods. Nonetheless, results for binomial analyses of categories B and C suggest that depending on the probabilities of categories in the underlying distribution, the binomial approach might lead to decreased power for detecting treatment differences.
Agreement Among Methods for CRD Simulations
If one wishes to compare the error rates for a multinomial approach with those for a series of binomial analyses, it is necessary to assess the similarity of the results for individual experiments. Agreement among methods (Table 2) was reasonably large (71 to 91% for F-tests and 71 to 89% for Wald χ 2 tests) for the 10-sampling-unit scenario, but was considerably more variable with the 50-sampling-unit simulations (38 to 96% for F-tests and 40 to 97% for Wald χ 2 tests). Across the F-and χ 2 test results, greater than 89% of the experiments showed the same results for type III tests of treatment fixed effects and for the 3 pairwise comparisons when the data were analyzed with a multinomial cumulative logit link model vs. a binomial proportion model for the counts of category A. In contrast, the agreement decreased to approximately 72 and 48% (10-and 50-sampling-unit scenarios, respectively) for the comparison of the multinomial analysis vs. a binomial proportion analysis for the counts of category B. Similarly, agreement decreased to 76 and 67% with the 10-and 50-sampling-unit simulations, respectively, for the multinomial analysis vs. the binomial method with counts of category C. The lesser agreement for the analysis based on counts in categories B and C presumably reflects the differences in power among methods discussed previously (Table 1) . Agreement among the 3 binomial methods of analysis (proportion of A counts vs. proportion of B counts; proportion of A counts vs. proportion of C counts, and so on) was variable and generally less with 50-vs. 10-sampling-unit scenarios, presumably reflecting the greater power noted for the 50-sampling-unit simulations.
Although the type I error rate for an individual regrouped category analyzed as a binomial proportion did not differ from the rate for the multinomial analysis, absence of agreement among the binomial methods would affect the overall type I error rate if regrouped data were analyzed as a series of binomial proportions. For example, in the 3-category analysis with 10 sampling units/experimental unit, a type I error based on the pair-wise comparison of treatment 1 vs. 2 was made in 36 (F-test) or 50 (χ 2 test) of the 1,000 experiments with the regrouped data for category A ( The data are from 1,000 simulated completely randomized design experiments in which each experiment included 3 treatments (treatments 1, 2, and 3). Treatments were replicated in 10 experimental units, with 10 or 50 sampling units within each experimental unit. The multinomial distribution consisted of 3 categories (A, B, and C). The treatment effect probabilities for the 3 categories were 0.6, 0.3, and 0.1 for categories A, B, and C, respectively, in treatments 1 and 2, and 0.5, 0.35, and 0.15, respectively, in treatment 3, reflecting a shift of 0.25 SD in the mean of an assumed continuous distribution of category counts in treatment 3.
2
Simulated data for each of the 1,000 experiments were analyzed using the GLIMMIX procedure (SAS Inst. Inc., Cary, NC) with the fixed effect of treatment and the random effect of replicate nested within treatment. Methods included the following: Multi = analysis as a multinomial distribution with a cumulative logit link function; Binom A = analysis as a binomial proportion for the counts of category A relative to all counts; Binom B = analysis as a binomial proportion for the counts of category B relative to all counts; and Binom C = analysis as a binomial proportion for the counts of category C relative to all counts.
3
Given the probabilities of the underlying distributions, differences existed for the overall test of the fixed effect of treatment and for pair-wise comparisons for treatment 1 vs. 3 and treatment 2 vs. 3, with no difference between treatments 1 and 2. Thus, the values shown for the percentage of significant tests for the fixed effect of treatment represent the empirical power of the test. Similarly, for the pair-wise comparisons, the value for treatment 1 vs. 2 represents the type I error rate, and the pair-wise comparisons for treatment 1 vs. 3 and treatment 2 vs. 3 represent empirical estimates of the power of the test. The data are from 1,000 simulated completely randomized design experiments in which each experiment included 3 treatments (treatments 1, 2, and 3). Treatments were replicated in 10 experimental units, with 10 or 50 sampling units within each experimental unit. The multinomial distribution consisted of 3 categories (A, B, and C). The treatment effect probabilities for the 3 categories were 0.6, 0.3, and 0.1 for categories A, B, and C, respectively, in treatments 1 and 2, and 0.5, 0.35, and 0.15, respectively, in treatment 3, reflecting a shift of 0.25 SD in the mean of an assumed continuous distribution of category counts in treatment 3.
2
Simulated data for each of the 1,000 experiments were analyzed using the GLIMMIX procedure (SAS Inst. Inc., Cary, NC) with the fixed effect of treatment and the random effect of replicate nested within treatment. Methods included analysis as a multinomial distribution with a cumulative logit link function (M), analysis as a binomial proportion for the counts of category A relative to all counts (A), analysis as a binomial proportion for the counts of category B relative to all counts (B), and analysis as a binomial proportion for the counts of category C relative to all counts (C). The data shown represent agreement between methods of analysis, expressed as the percentage of the same experiments with significant (P ≤ 0.05) tests for fixed effects of treatments and pair-wise contrasts of treatment differences. 
Effects of Sampling Units Within Experimental Units for CRD Simulations
Because power differed substantially between the 10-and 50-sampling-unit scenarios for the 3-category analyses, additional power comparisons were evaluated for the multinomial cumulative link model with a CRD (Table 3) . As the number of sampling units per experimental unit increased from 10 to 100, power estimates based on the percentage of significant type III tests of fixed effects (F-test only) increased from a low of approximately 24 to more than 99%. Similar findings were evident for the pair-wise comparisons of treatment 1 and 2 vs. treatment 3. From 10 to 40 sampling units, the increase in power was essentially linear. The type I error rate based on the F-test of treatment fixed effects did not differ across the range of sampling units evaluated (χ 2 statistic for the 6 × 2 contingency table = 6.60; P = 0.25), which is consistent with the results noted for the 10-vs. 50-sampling-unit comparisons in Table 1 .
The increased power associated with larger sample sizes can be partially explained by considering sample size effects in normal-based models. Power calculations are based on the size of the noncentrality parameter, degrees of freedom, and the stated significance level. The noncentrality parameter for the F-test of the treatment effect in a CRD with a sampling error is calculated by l
2 , where r is the number of experimental units per treatment, s is the number of sampling units per experimental unit, τ i is the ith treatment effect, and σ s 2 and σ e 2 are sampling and experimental error variances, respectively (Graybill, 1976) . From this formula, it is clear that even with a fixed number of replications and given sizes of variances, λ increases with increasing s. A similar conclusion can be reached by considering the F-statistic in terms of expected mean squares: where t is the number of treatments. Holding all other terms constant, the size of the F-ratio will increase with increasing s. In addition to these sample size effects, the variance of binomially distributed random variables is also affected by samples size: if x has a binomial distribution with parameters n and p, then y = x/n has variance p(1 − p)/n; thus, with a larger sample size, the variance of the proportion decreases, which increases the probability of detecting a treatment effect. Both these factors are implicated in the increase in power associated with larger sample sizes in our simulations.
Simulations with RCBD Experiments
Results from the RCBD simulations (Tables 4 and 5 ) were similar to results from the CRD experiments (Table  1 ), suggesting that inclusion of the random block effect did not alter the general trends noted for the CRD. As Table 3 . Effects of number of sampling units within each experimental unit of a completely randomized design experiment on significant (P ≤ 0.05) tests of treatment fixed effects (F-test) for simulated multinomial data with 3 ordered categories analyzed with a cumulative logit link function The data are from 1,000 simulated completely randomized design experiments in which each experiment included 3 treatments (treatments 1, 2, and 3). Treatments were replicated in 10 experimental units, with 10, 20, 30, 40, 50, or 100 sampling units within each experimental unit. The multinomial distribution consisted of 3 categories (A, B, and C). The treatment effect probabilities for the 3 categories were 0.6, 0.3, and 0.1 for categories A, B, and C, respectively, in treatments 1 and 2, and 0.5, 0.35, and 0.15, respectively, in treatment 3, reflecting a shift of 0.25 SD in the mean of an assumed continuous distribution of category counts in treatment 3.
2
Simulated data for each of the 1,000 experiments were analyzed using the GLIMMIX procedure (SAS Inst. Inc., Cary, NC) with the fixed effect of treatment and the random effect of replicate nested within treatment as a multinomial distribution with a cumulative logit link function.
3
Given the probabilities of the underlying distributions, differences existed for the overall test of the fixed effect of treatment and for pair-wise comparisons for treatment 1 vs. 3 and treatment 2 vs. 3, with no difference between treatments 1 and 2. Thus, the values shown for the percentage of significant tests for the fixed effect of treatment represent the empirical power of the test. Similarly, for the pair-wise comparisons, the value for treatment 1 vs. 2 represents the type I error rate, and the pair-wise comparisons for treatment 1 vs. 3 and treatment 2 vs. 3 represent empirical estimates of the power of the test.
with the CRD analyses, the RCBD simulations showed that 1) power was greater with 50 sampling units than with 10 sampling units/experimental unit; 2) power of the binomial A analysis was only slightly less than power of the multinomial analysis; and 3) among the binomial analyses, power was least for binomial B and greatest for binomial A. As discussed above, these results are interpretable in the context of the category probabilities for the treatments.
Simulating an RCBD allowed an opportunity to investigate the influence of the size of the random block effect on the test of treatment mean equality. Small, moderate, and large block effects were defined relative to the size of the treatment effect (see the materials and methods section). Results showed that as the size of the random block effect increased (i.e., the block variance increased), the power of the F-and Wald χ 2 tests decreased. This trend was apparent for both 10 and 50 samples/experimental unit and for both multinomial and binomial analyses. This effect is not observed in a GLM, in which the block effect is quantified with a sum of squares, which is removed from the error term used to test the treatment effect. Although the generalized linear model has an F-test, the analysis is not based on a partitioning of sums of squares of model effects as in a GLM. Evidently, one consequence of this is that the block effect is not as completely removed from the data as it is in a GLM. This does not mean, however, that blocking has no effect in a generalized linear model analysis. For example, we analyzed our RCBD simulated data for 10 sampling units and a moderate block size effect with a CRD (data not shown). Clearly, this is an incorrect analysis, but it provided an opportunity to assess what happens in a generalized linear model when a real block effect is ignored. We observed rejection rates for the F-test of overall treatment equality of 20.2, 16.8, 5.9, and 9.9% for multinomial and binomial A, B, and C analyses, respectively; the corresponding rejection rates when analyzed correctly as an RCBD were 23.1, 19.8, 7.0, and 11.4% (Table 4) . Thus, failure to include a block effect in the model for an RCBD is an incorrect analysis that decreases the power of the Ftest and inflates SE, and this is true for both the GLM and the generalized linear model. What distinguishes the generalized linear model and GLM analyses is the result that an increasing block variance decreases the power of the test of treatment equality in a generalized linear model, but not in a GLM. Nonetheless, the decrease in power we observed across a range of block size effects that spanned 2 orders of magnitude is probably acceptable for most applications.
Error Rates and Power Estimates for Multinomial vs. Binomial Methods for CRD Simulations with 4-Category, Nominal Data
As with the 3-category analyses, type I error rates did not differ when 4-category nominal data (Table 6) were analyzed using a multinomial model or with the 4 different binomial proportion models (χ 2 statistics for the 5 × 2 contingency tables = 0.89 and 3.81; P = 0.93 and 0.43 for the F-and χ 2 test results, respectively). Power estimates were less with the 2 binomial proportion analyses that involved categories A and B, regardless of whether the F-or χ 2 test of fixed effects was used, compared with the multinomial analysis, for which 100% of experiments showed a significant difference. For the binomial analyses with categories C and D, however, power estimates based on the type III tests of treatment fixed effects (>99.8%, with slightly smaller values associated with the F-test) were approximately the same as for the multinomial analysis. Power estimates based on the pair-wise treatment comparisons showed similar trends among the methods of analysis as those based on the overall type III tests. Because the variance of a binomial variable is a function of the probabilities of the 2 events, the differences in power among the binomial methods noted in our simulation reflect differences in the underlying probabilities of the various categories. As also noted with the 3-category analyses, for the binomial methods, using the χ 2 test to evaluate fixed effects typically resulted in an increased percentage of significance compared with the F-test.
For the 4-category analysis, the multinomial approach resulted in 35 and 42 (F-and χ 2 tests, respectively) experiments (data not shown) with type I errors vs. 42, 35, 36, and 35 (total 148 for the F-test) or 53, 44, 43, and 33 (total 173 for the χ 2 test) with type I errors when categories A, B, C, and D, respectively, were analyzed in series as binomial proportions. Thus, it is clear that using in-series binomial proportions to analyze ordered or nominal multinomial data would substantially increase the experiment-wise type I error rate compared with a multinomial analysis.
Overall Conclusions and Recommendations
The results of this simulation exercise with multinomial data indicate that for the experimental conditions modeled, the power to detect treatment differences is affected by the number of sampling units per experimental unit, regardless of the method used for statistical analysis (multinomial or binomial proportion) or the experimental design (CRD or RCBD). The simulations were designed to mimic experiments in which the number of experimental units (e.g., pens) per treatment and sampling units within experimental units (e.g., cattle within a pen) are typical of those reported in the literature for feedlot cattle research. In addition, for the 3-category analyses, the probabilities of the underlying multinomial distributions that were simulated reflect values that should be characteristic of production responses for a multinomial variable such as USDA quality grade. Thus, the present results suggest experiments that would generally be considered adequate in terms of detecting differences in performance data that are continuously distributed (e.g., ADG and DMI) would be Table 4 . Effects of the size of the block effect on percentage of significant (P ≤ 0.05) tests of treatment fixed effects and pair-wise contrasts of treatment differences (F-and Wald χ 2 tests) for simulated multinomial data in a randomized complete block design experiment with 3 treatments, 10 blocks, 10 sampling units per experimental unit, and 3 ordered categories analyzed as a multinomial distribution with a cumulative logit function or as binomial proportions using individual categories of the multinomial distribution The data are from 1,000 simulated randomized complete block experiments with 3 treatments, 10 blocks, and 10 sampling units per experimental unit. The multinomial distribution consisted of 3 categories (A, B, and C). The treatment effect probabilities for the 3 categories were 0.6, 0.3, and 0.1 for categories A, B, and C, respectively, in treatments 1 and 2, and 0.5, 0.35, and 0.15, respectively, in treatment 3, reflecting a shift of 0.25 SD in the mean of an assumed continuous distribution of category counts in treatment 3. Size of the random block effect was manipulated through its variance, σ 2 : small, moderate, and large block effects have variance 0.1, 1, and 10 times the size of the treatment effect, respectively.
2 Simulated data for each of the 1,000 experiments were analyzed using the GLIMMIX procedure (SAS Inst. Inc., Cary, NC) with the fixed effect of treatment and random effects of block and block × treatment. Methods included the following: Multi = analysis as a multinomial distribution with a cumulative logit link function; Binom A = analysis as a binomial proportion for the counts of category A relative to all counts; Binom B = analysis as a binomial proportion for the counts of category B relative to all counts; and Binom C = analysis as a binomial proportion for the counts of category C relative to all counts.
3 Given the probabilities of the underlying distributions, differences existed for the overall test of the fixed effect of treatment and for pair-wise comparisons for treatment 1 vs. 3 and treatment 2
vs. 3, with no difference between treatments 1 and 2. Thus, the values shown for the percentage of significant tests for the fixed effect of treatment represent the empirical power of the test. Similarly, for the pair-wise comparisons, the value for treatment 1 vs. 2 represents the type I error rate, and the pair-wise comparisons for treatment 1 vs. 3 and treatment 2 vs. 3 represent empirical estimates of the power of the test. The data are from 1,000 simulated randomized complete block experiments with 3 treatments, 10 blocks, and 50 sampling units per experimental unit. The multinomial distribution consisted of 3 categories (A, B, and C). The treatment effect probabilities for the 3 categories were 0.6, 0.3, and 0.1 for categories A, B, and C, respectively, in treatments 1 and 2, and 0.5, 0.35, and 0.15, respectively, in treatment 3, reflecting a shift of 0.25 SD in the mean of an assumed continuous distribution of category counts in treatment 3. Size of the random block effect was manipulated through its variance, σ 2 : small, moderate, and large block effects have variance 0.1, 1, and 10 times the size of the treatment effect, respectively.
lacking in power for detecting differences in count data for a variable such as USDA quality grade. As a result, experiments in which the number of sampling units per pen is 50 or greater (e.g., Elam et al., 2009) , which often occurs in commercial feedlot settings, would be expected to provide a superior statistical evaluation of count data for a variable such as USDA quality grade compared with studies with 10 or fewer counts per experimental unit, which are often typical of university research settings. As noted previously, however, power is a function of the underlying probabilities of the categories in the distribution; thus, power estimates are not necessarily low for all designed experiments in which the number of sampling units per experimental unit is small (e.g., 10 or fewer). To illustrate this point, additional simulations were performed in which a binomial proportion experiment was modeled with 2 treatments and 10 experimental units per treatment. For treatment 1, the underlying probabilities were set at 0.6 and 0.4 for categories A and B, whereas for treatment 2, the category A and B probabilities were set at 0.8 and 0.2, respectively. The simulations were designed to mimic experiments with newly received or stressed cattle, in which a morbidity rate of 40% for a control treatment might be decreased to 20% when cattle are given a prophylactic antibiotic (e.g., Duff et al., 2000) . Resulting data for 1,000 simulated CRD experiments with 10 or 50 sampling units per experimental unit were analyzed as a binomial proportion using the GLIMMIX procedure. The empirically determined power (based on the F-test of fixed effects) was 85.4% with 10 sampling units, increasing to 100% for 50 sampling units (data not shown). Thus, depending on the probabilities of the events for which count data are obtained, acceptable power estimates are feasible with small-pen studies. Nonetheless, for multinomial or binomial events with probabilities near 0.5, for which the variance would be greatest, increasing the number of sampling units per experimental unit would be required to increase power.
Under the conditions simulated for the 3-category analyses, in which 2 of the 3 categories had probabilities in the range of 0.30 to 0.6, results suggest that statistical analysis of ordered count data by means of a multinomial analysis with a cumulative link function or by regrouping the data from the category with the greatest counts into a binomial proportion yielded similar estimates of type I error rates and empirically determined estimates of power. Nonetheless, depending on the category analyzed as a binomial proportion and its associated probability, power estimates can be substantially less with the binomial approach.
The binomial proportion method does not provide a direct test of whether distributions differ among treatments. Although it might be tempting to infer distributional differences when significant results are obtained with a single-category binomial approach, a multinomial analysis is required to make such an inference. Table 6 . Percentage of significant (P ≤ 0.05) tests of treatment fixed effects and pair-wise contrasts of treatment differences (F-and Wald χ 2 tests) for simulated multinomial data with 4 nominal categories in a completely randomized design experiment analyzed as a multinomial distribution with a glogit function or as binomial proportions using individual categories of the multinomial distribution The data are from 1,000 simulated completely randomized design experiments in which each experiment included 3 treatments (treatments 1, 2, and 3). Treatments were replicated in 10 experimental units, with 50 sampling units in each experimental unit. The multinomial distribution consisted of 4 nominal categories (A, B, C, and D). The fixed treatment effect probabilities for the 4 categories were 0.3, 0.3, 0.2, and 0.2 for categories A, B, C, and D, respectively, in treatments 1 and 2, and 0.4, 0.4, 0.1, and 0.1, respectively, in treatment 3.
2
Simulated data for each of the 1,000 experiments were analyzed using the GLIMMIX procedure (SAS Inst. Inc., Cary, NC) with the fixed effect of treatment and the random effect of replicate nested within treatment. Methods included the following: Multi = analysis as a multinomial distribution with a glogit link function; Binom A = analysis as a binomial proportion for the counts of category A relative to all counts; Binom B = analysis as a binomial proportion for the counts of category B relative to all counts; Binom C = analysis as a binomial proportion for the counts of category C relative to all counts; and Binom D = analysis as a binomial proportion for the counts of category D relative to all counts. 3 Given the probabilities of the underlying distributions, differences existed for the overall test of the fixed effect of treatment and for pair-wise comparisons for treatment 1 vs. 3 and treatment 2 vs. 3, with no difference between treatments 1 and 2. Thus, the values shown for the percentage of significant tests for the fixed effect of treatment represent the empirical power of the test. For the pair-wise comparisons, the value for treatment 1 vs. 2 represents the type I error rate, and the pair-wise comparisons for treatment 1 vs. 3 and treatment 2 vs. 3 represent empirical estimates of the power of the test.
Moreover, testing distributional differences by analyzing multinomial data as a series of binomial proportions should be avoided because this approach increases the experiment-wise type I error rate. One feasible method of analysis might be to use a multinomial analysis to test for the distributional difference among treatments, with a subsequent binomial approach used to test for treatment differences in a specific category (or categories) of the distribution. This approach is similar to using the LSD method to separate means only after detecting a significant F-test for the fixed effect of treatment: the experiment-wise error rate is controlled at α, and subsequent tests also have greater power. Alternatively, Bonferroni-type adjustments can be made for the binomial analyses. For example, with t = 3 treatments, there are t(t − 1)/2 pair-wise comparisons for each of p response categories; thus, a total of c = pt(t − 1)/2 binomial are tests possible. If each binomial test of significance was conducted at a significance level of α/c, then the error rate for the collection of binomial tests would be less than or equal to α (e.g., Kirk, 1995) . Thus, the Bonferroni-adjustment approach also controls the experiment-wise error rate of the analytical process at α, but it does so at the expense of decreased power for individual comparisons.
Finally, within the simulations considered, the power to detect differences among treatments in multinomial data is markedly influenced by the number of sampling units per experimental unit. As a result, experiments with adequate replication to detect treatment differences in animal performance data, but with a small number of animals per pen, are not likely to have sufficient power to detect differences in counts of a multinomial variable such as USDA quality grade, which would be expected to have probabilities similar to the ordered categories modeled herein.
