Abstract. We study several operators T that when applied to both the numerator and denominator of an increasing, or decreasing, function u/v produce another increasing, or decreasing, function T (u)/T (v). We also give new proofs of the monotone form of L'Hôpital's rule and of Gromov's theorem.
Introduction

In his book, Analyse des Infiniment Petits pour l'Intelligence des Lignes
Courbes, published in 1696 and considered to be the first textbook on calculus, Guillaume de l'Hôpital included the well known rule to compute limits presently called L'Hôpital's rule 1 . In its basic form it says the following. We would like to point out the interesting structure of this result. Indeed, one applies the same operation to both the numerator and the denominator of a quotient, and, when some extra conditions are satisfied, then a certain characteristic of the fraction (having a limit equal to L, in this case) is preserved. This is perhaps better appreciated if we rewrite L'Hôpital's rule in an integral form In recent years there has been an interest in studying whether the procedure employed in L'Hôpital's rule, namely to apply the same operation to both the numerator and the denominator of a fraction, preserves the monotonicity of the fraction. This interest has been motivated by the need of such results in diverse areas of mathematics such as differential geometry [7] or conformal mappings [1] 
The main aim of this article is to give new, alternative proofs of these two results. Indeed, Section 2 contains a new, rather direct proof of the monotone form of L'Hôpital's rule, obtained after a change of variables, while Section 3 offers a simple proof of Gromov's theorem obtained also by a suitable change of variables. We actually give another proof of Theorem 1.4, as well as several extensions, in Section 6 by approximating the integrals with Riemann sums and employing the results of Section 5, where we give results for the preservation of the monotonicity of quotients of sequences. Interestingly, there is a discrete version of L'Hôpital's rule, known as the Stolz-Cesàro theorem [6, 16] 
then we also have that
Actually in Section 5 we show that if a n ∈ R, b n > 0, and {a n /b n } ∞ n=1 is increasing then the sequences are also increasing.
In Section 7 we give a useful extension of Gromov's theorem that allows us to give another proof of the fact [5, 11] 
is increasing, and the power series ∞ n=0 a n x n and
Finally in Section 8, we give an application of Gromov's theorem in the theory of analytic functions, namely we prove that if 0 < p < ∞ and M p (r; f ) is the integral mean of a function f (z) analytic in |z| < R, while A p (r; f ) is the corresponding area mean, then M p (r; f )/A p (r; f ) is an increasing function of r.
This article is an example of what may become a new form of cooperative mathematical work in the future. Indeed, the second author learned of these ideas through contacts with fellow mathematicians in Research Gate and, as a result, wrote another proof of the monotone form of L'Hôpital's rule in his technical report [12] , and, furthermore, found an application of Gromov's theorem in the theory of analytic functions, which he wrote as another technical report [13] . The first author received a communication from Research Gate of these technical reports, became interested in these ideas, also found new proofs of several results and a collaborative effort began. The present paper summarizes our ideas, born of this cooperation, in this fascinating area. Remark 1.1. Almost all of the results of this article have an increasing version and a decreasing version. We shall only give the statements and proofs for the increasing case, but the reader should know that in all results the corresponding decreasing case is also true and the proof is basically the same.
Proof of L'Hôpital's monotone rule
We shall now give a proof of the monotone form of L'Hôpital's rule by employing a suitable change of variables.
let us suppose that the first possibility holds, so that g is strictly increasing on [a, b] , and denote by h the inverse function. Consider the function
and thus F ′ is an increasing function. Hence F is convex, which implies that for each fixed d, the function
, is an increasing function of y. If we now take
, we conclude that
, and the result follows by taking c = a or c = b, as needed.
It is interesting to observe that the theorem remains valid if we replace increasing by strictly increasing.
Proof of Gromov's theorem
We shall now give a proof of Gromov's theorem by also employing a change of variables. We start with the following very simple special case.
Lemma 3.1. Let U be defined, positive, and increasing on [a, b] . Then the average function,
is likewise positive and increasing on [a, b] .
Hence we obtain the ensuing proof of Gromov's theorem. 
Proof. Let us take h(x) = x a v(t) dt, so that h is strictly increasing in [a, b] , and apply Lemma 3.1 with
Equivalence of the results
It is an interesting question whether Gromov's theorem, Theorem 1.3 is stronger than the monotone form of L'Hôpital's rule, Theorem 1.4. The same question can be asked about Theorems 1.1 and 1.2. We can answer these questions by recalling some facts from integration theory [9] . 
We We also recall the following fact.
Lemma 4.3. Let f be a Denjoy integrable function in some interval I. If f is positive in I then it is Lebesgue integrable in I.
One may employ these lemmas, for instance, to conclude that if a function is increasing in [a, b] and differentiable in (a, b), then f ′ is Lebesgue integrable and f is absolutely continuous, that is, it satisfies (4.1). We may also use these lemmas to obtain that Theorem 1.3 is stronger than Theorem 1.4. 
Proof We can also settle another matter at this point. Indeed, in Theorem 1.3, Gromov's theorem, the functions u and v are supposed Lebesgue integrable. What we would get if we used another, stronger integral, such as the Denjoy integral or the distributional integral [8] ? Well, the proof of Proposition 4.1 also shows that no new result is obtained, because the other conditions of the theorem imply that these functions must be Lebesgue integrable.
A similar argument shows that we also have the following result on the relationship between Theorems 1.1 and 1.2. The Lebesgue integrability of v follows as before, while the Lebesgue integrability of u in a neighborhood of x = a is obtained by the comparison criterion. 
Hence Theorem 1.1 can be obtained immediately from Theorem 1.2.
Discrete versions
We shall now discuss some discrete versions of Theorems 2.1 and 3.1. As we shall see, not only are those discrete analogs correct, but they will allow us to obtain new proofs of those theorems and some generalizations in the next section.
Our basic tool is the following inequality.
Proposition 5.1. Let a 1 , a 2 ∈ R, b 1 , b 2 > 0 and suppose that
with strict inequalities in (5.2) if the inequality in (5.1) is strict.
Proof. An old trick for solving differential equations is based on the observation that if a 1 /b 1 = a 2 /b 2 = λ, then one also has that (a 1 + a 2 )/(b 1 + b 2 ) = λ. In the case a 1 /b 1 < a 2 /b 2 we proceed by observing that the function
is strictly increasing in [0, ∞), and we have that
Using an inductive argument we immediately obtain the following result.
Proposition 5.2. Let a n ∈ R and b n be strictly positive numbers for 1 n N .
with strict inequalities unless {a n /b n } N n=1 is a constant sequence. It is worth to point out that this proposition can be rephrased as follows: If c n ∈ R and d n are strictly positive numbers for 1 n N , then
with strict inequalities unless all the quotients c n /d n coincide. We can improve these inequalities as follows.
Theorem 5.1. Let a n ∈ R and b n be strictly positive numbers for 
It is not hard to see that we obtain a strict inequality if {a n /b n } N n=1 is strictly increasing and (
Therefore we immediately obtain that certain operations when applied at the same time to the numerator and to the denominator of an increasing sequence produce another increasing sequence. 
is increasing. In particular, the sequences
and, for a fixed m,
is strictly increasing and Several remarks are in order. Notice first that the monotonicity of (5.4) is the direct analog of Gromov's theorem, and thus one may wonder if the results corresponding to (5.3) and (5.5) hold for integrals; we shall see that indeed such results are correct in the next section.
In the case k = 1 in (5.5) we obtain that if {a n /b n } N n=1 is increasing, then the sequence a n + a n+1
is increasing, a fact that was already clear from Proposition 5.1. Actually, inequality (5.2) shows that for any constants α 0 and β 0, (α, β) = (0, 0), the sequence
is also increasing. However, even though a n + a n+1 + a n+2
is increasing, it is not true that
should be increasing for all constants α 0, β 0, and γ 0; in fact one can see this if α = γ = 1 and β = 0 since there are examples of increasing sequences
is not increasing.
Integrals, again
We shall now show that an analog of Theorem 5.2 holds in the continuous case. 
If f is integrable in the Henstock-Kurzweil sense -which is equivalent to be Denjoy integrable [9] -over [a, b] , in particular if f is Lebesgue integrable, then the Riemann sums of f converge to its integral [4, 9] in the sense that for each ε > 0 there exists a gauge δ such that for any tagged δ-fine subpartition 7 of [a, b], we have that
Actually since the minimum of two gauges is also a gauge, if u and v are two integrable functions in the Henstock-Kurzweil sense over [a, b] , and ε > 0, we can find a gauge δ such that for any tagged δ-fine subpartition (6.1) holds for f = u and for f = v. Hence we obtain the ensuing auxiliary result. 6 We shall always assume that I j is to the left of I k if j < k. 7 A gauge δ over the interval [a, b] is any function δ : [a, b] −→ (0, ∞). We say that P = 
Proof. The inequality follows at once from Theorem 5.1.
If we now employ Lemma 6.1 we obtain the following inequality. 
so that (6.4) follows from Theorem 5.1.
From this theorem we immediately obtain the following results on the preservation of monoticity. 8 It was seen in Section 4 that if u and v are two integrable functions in the Denjoy-HenstockKurzweil sense, or even in the distributional sense [8] , over [a, b] , with v strictly positive at all points of this interval and u/v increasing, then they actually must be Lebesgue integrable. 
is increasing. 
Extensions and applications
We shall now consider some interesting extensions of Gromov's theorem. In the differential form we have the following result. Proof. The only thing left to show is that (7. 3) is increasing, but this is obtainable since this function is the limit of the increasing sequence of functions (7. 2) in [0, R).
