Abstract. Let f(z) be analytic at the origin, and for e >0, let f(ez) be best approximated in the Chebyshev sense on the unit disk by a rational function of type (m, n). It has been shown previously by the CF method that the error curve for this approximation deviates from a circle by at most O(e 2m+2n+3) as e 0. We prove here that this bound is sharp in two senses: the error curve for a given function cannot be asymptotically more circular than the CF method predicts; moreover there exist functions for which the near-circularity is of order e 2m+2n+3 but no smaller.
1. Introduction and statement of results. Let S denote the complex unit circle {z.. Izl= }, a the closed unit disk {z:
and A =A(A) the set of functions continuous in A and analytic in the interior. Let m, n => 0 be fixed integers, and let Rm, be the set of rational functions in A of type (m, n) (i.e. no poles in A). Let I1" denote the supremum norm II ll=supz s which for cA is identical to SUpza Ib (z)l. Here is the rational Chebyshev approximation problem for f A: find a best approximation (BA) r R,,, such that Ill-r*ll infrR,,, I1-rll ], 5]. Approximations of this kind are useful in various contexts in numerical analysis, and have a particularly important and natural application in the problem of the design of digital filters [2] , [7] . It is known that a BA r* always exists, but that it need not be unique unless n 0 [3] . We will write E*= I1-r*ll.
The error curve for an approximation r of f is the image (f-r)(S). In typical examples (see [9] , [10] ) the error curve for a BA r* often closely approximates a perfect circle about the origin of winding number m + n + 1. That is to say, if we define r/* E* min I(f-r*)(z)l, then often rt* << E*. This near-circularity is an important consideration in the design of algorithms to compute BAs numerically; for example, it causes the well-known Lawson algorithm [8] Assumption A implies E*--O(e "+"+1) [10] . Thus Theorem 1 implies r/*/E*= O(e"+"+) as e +0, the error curve for any BA deviates from a perfect circle in relative radius by no more than O(e"+n+:). 
Ea-E* O(e 2+2"+') as e -0, uniformly for all BAs r*.
Note that the estimate (7) is one order in e higher than the more obvious bound
Ea-E* O(e "+"+3) that follows from (4), which was given as [10, Prop. 5.2].
All of these results suggest that the CF method perhaps captures as many terms in an asymptotic description of r* as can be obtained from any analytic procedure. For the case n 0, P. Henrici has shown that explicit algebraic formulas for these terms can be derived systematically [4] . However, at present it is not even known whether E* and the coefficients of r* depend analytically on e for small e, although such a result is available in real Chebyshev approximation [5] , [6] . Rezp*(z)>0 at z ='k, 0-<k <=m +1. Since zp*(z) is a polynomial of degree at most rn + 1, it is determined by its values at any m + 2 points. If these are the roots of unity {rk}, the coefficients of zp*(z) are given by a discrete Fourier transform of the values kP*(k), and in particular, the coefficient of degree 0 is the mean of these quantities, In this example the CF approximant p is also identically zero, so the results of Theorem 2' are verified.
(11) 3 . Rational approximation. The obvious generalization of (8) to n > 0 would be f(z) (z)"+"+l + (z However, the (m, n) Pad6 approximant to this function is identically 0, so (11) does not satisfy Assumption A for n > 0. Moreover, it can be shown that for all m _-> 0 and n -> 1, the BA to (11) is not 0 [3] , and what it is is unclear. Nor have we been able to devise any other function for which an exact BA can be exhibited and satisfies (2 (10) 
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The reason why we are interested in the real part in (18) is that because of (15), a small correction Ar to r will affect the moduli I(f-r)()l by essentially +Re { Ar(')}. In particular, (16) guarantees that the correction r*-r has magnitude O(3/F) relative to I1-rll, which for our purposes can be weakened to O(e), and by simple geometry we obtain (19) I(f-r*)(r) and the analogue to (19) is I(f-r*)(')l-* +/-Re {e-' arg/3, (r a r*)(')} + O (3'). Equation (6) follows as before from these two formulas together with (1) . They also imply as before E* =>'* + 1/313' + O (e3,), which together with (22) and the fact E* -<E cf establishes (7) in the case where (5) holds.
If (5) does not hold, the same derivation of (7) 
