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A GEOMETRIC INVARIANT OF
6-DIMENSIONAL SUBSPACES OF 4× 4 MATRICES
ALEX CHIRVASITU, S. PAUL SMITH AND MICHAELA VANCLIFF
Abstract. Let R denote a 6-dimensional subspace of the ring M4(k) of 4 × 4 matrices
over an algebraically closed field k. Fix a vector space isomorphism M4(k) ∼= k
4 ⊗ k4. We
associate to R a closed subscheme XR of the Grassmannian of 2-dimensional subspaces of k
4,
where the reduced subscheme of XR is the set of 2-dimensional subspaces Q ⊆ k
4 such that
(Q ⊗ k4) ∩ R 6= {0}. Our main result is that if XR has minimal dimension (namely, one),
then its degree is 20 when it is viewed as a subscheme of P5 via the Plu¨cker embedding.
We present several examples of XR that illustrate the wide range of possibilities for it;
there are reduced and non-reduced examples. Two examples involve elliptic curves: in one
case, XR is a P
1-bundle over an elliptic curve, the second symmetric power of the curve;
in the other, it is a curve having seven irreducible components, three of which are quartic
elliptic space curves, and four of which are smooth plane conics. These two examples arise
naturally from a problem having its roots in quantum statistical mechanics.
The scheme XR appears in non-commutative algebraic geometry: under appropriate hy-
potheses, it is isomorphic to the line scheme L of a certain graded algebra determined by R.
In that context, it has been an open question for several years to describe such L of minimal
dimension, i.e., those L of dimension one. Our main result implies that if dim(L) = 1, then,
as a subscheme of P5 under the Plu¨cker embedding, deg(L) = 20.
1. Introduction
1.1. Our main result, Theorem 2.1 below, requires quite a bit of notation so we begin with
an approximate version of it that will allow us to discuss some of its applications and inter-
pretations in this introduction.
Theorem 1.1 (Approximate version of Theorem 2.1). Let V and V ′ be 4-dimensional vector
spaces over an algebraically closed field k and let R be a 6-dimensional subspace of V ⊗ V ′.
Let XR be the closed subscheme of the Grassmannian G(2, V ) of 2-dimensional subspaces
of V whose reduced locus, (XR)red, is the set of 2-dimensional subspaces Q ⊆ V such that
(Q ⊗ V ′) ∩ R 6= {0}. Then every irreducible component of XR has dimension ≥ 1 and if
dim(XR) = 1, then the degree of XR is 20 when it is viewed as a subscheme of the projective
space P5 via the Plu¨cker embedding.
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1.2. Linear algebra problems. Fix a positive integer d. Let R be a d-dimensional subspace
of a tensor product V1⊗· · ·⊗Vn of finite-dimensional vector spaces. What invariants can one
attach to R to distinguish one such R from another? We do not address this very big problem
but the special case in this paper suggests that geometric invariants of the kind we consider
might be rich and computable invariants. Our cursory examination of the literature suggests
these are new invariants. A more thorough examination of them is likely to be fruitful and
interesting.
1.3. Subspaces of matrices. In the setting of our main result, consider the case V ′ = V ∗.
Since V ⊗ V ∗ is naturally isomorphic to the space of linear transformations V → V , i.e., to
the matrix algebra M4(k), our main result applies to 6-dimensional subspaces of M4(k). Of
course, our result addresses only a special case of a large set of questions about subspaces of
matrices. The remarks in §1.2 apply here too.
1.4. Invariants of non-commutative algebras. Associative algebras are often presented
in terms of generators and relations. Frequently, such a presentation is unenlightening. For
example, it can be very difficult to decide if one such algebra is isomorphic to another.
Furthermore, such a presentation is often a subtle invitation to calculate, and calculate some
more, without understanding the fundamental reason why various results are true.
In order to focus the discussion, consider the case of an algebra A = TV/(R) where TV de-
notes the tensor algebra on a vector space V and R denotes a subspace of V ⊗ V . One can
present A by choosing a basis for V and a basis for R that is written in terms of the basis
for V . Following an idea due to Artin-Tate-Van den Bergh (see [1, 2]) it is often very useful
to view elements of R as bi-homogeneous forms on the projective variety P(V ∗)× P(V ∗) and
to then consider the scheme-theoretic zero locus, Γ ⊆ P(V ∗)× P(V ∗), of R.
For the quadratic algebras considered in [1, 2] (now called quadratic Artin-Schelter regular
algebras of global dimension three, which have the property that dim(V ) = dim(R) = 3),
Γ determines R in the sense that R is the largest subspace of V ⊗ V vanishing on Γ. In this
way, the relations that define A have geometric meaning. Furthermore, in those examples,
Γ is either the graph of an automorphism of P(V ∗) = P2, or the graph of an automorphism
of a cubic divisor in P(V ∗) = P2. This interpretation of the relations for A is, in some sense,
the key to unlocking the fine structure of the algebras considered in [1, 2].
1.4.1. By the results in [1, 2], the scheme Γ has a description like that of XR. Let V be
a 3-dimensional vector space and R a 3-dimensional subspace of V ⊗ V . Let YR be the
closed subscheme of G(2, V ) ∼= P2 consisting of the 2-dimensional subspaces Q ⊆ V such that
(Q⊗V )∩R 6= {0}. Every irreducible component ofYR has dimension ≥ 1 and if dim(YR) = 1,
then deg(YR) = 3. Moreover, if TV/(R) is Artin-Schelter regular, then YR ∼= Γ.
1.4.2. If R = {x ⊗ y − y ⊗ x | x, y ∈ V }, i.e., if R is the space of skew-symmetric tensors
in V ⊗ V , then XR = G(2, V ); in this case TV/(R) is a polynomial ring. More generally, if
θ ∈ GL(V ) and R = {x⊗ y − y ⊗ θ(x) | x, y ∈ V }, then XR = G(2, V ).
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1.4.3. In the thirty years since the appearance of [1, 2], the idea of associating Γ to A has
played a central role in the study of algebras of the form TV/(R) and in the study of the
non-commutative algebraic varieties having such algebras as homogeneous coordinate rings.
1.5. Non-commutative algebraic geometry. We became interested in the question that
our main theorem answers as a result of our interest in non-commutative algebraic geometry
(NCAG). We will now say a few words about that although, in the interests of simplicity, we
will often shade the truth.
One theme in NCAG is the examination of non-commutative analogues of the projective
spaces Pn. Given such a non-commutative variety, which we will denote by Pnc for now, a
basic and fruitful question has been the determination of the “points” and “lines” in Pnc, and
their incidence relations. The classification of points and lines in Pnc can be formulated as
moduli problems and there are moduli spaces for each that are called the point scheme and
line scheme, respectively. The point scheme first appeared in [1, 2], by Artin-Tate-Van den
Bergh, and the line scheme first appeared in [18, 19], by Shelton and Vancliff.
The spaces Pnc are usually defined in terms of an algebra that plays the role of a homoge-
neous coordinate ring. If Pnc has a homogeneous coordinate ring that is one of the quadratic
Artin-Schelter regular algebras of global dimension three discussed in §1.4, then the point
scheme for Pnc is the space Γ defined in §1.4, which is, up to isomorphism, the scheme YR in
§1.4.1; moreover, the line scheme for those algebras is P2.
1.5.1. The line scheme in greater generality. Let V be a 4-dimensional vector space, R a
6-dimensional subspace of V ⊗ V , and A = TV/(R). Suppose further (and the uninitiated
reader can ignore this sentence which is only here for reasons of intellectual honesty) that A is
an Artin-Schelter regular k-algebra (see [24, Defn. 8.1], for example) and a domain of global
dimension four with Hilbert series (1− t)−4; crudely, A is a good non-commutative analogue
of the polynomial ring on four variables.1
The conditions on A are a little stronger than Conditions 2.1-2.3 and 2.8 in Shelton and
Vancliff’s paper [18] where it is shown that under those hypotheses the line scheme for A
(or, rather, for the non-commutative analogue of P3 that has A as a homogeneous coordinate
ring) is isomorphic to XR. (In [18], XR is denoted by L
⊥; see [18, p.585].)
The point scheme parametrizes isomorphism classes of point modules and the line scheme
parametrizes isomorphism classes of line modules. Point (resp., line) modules are, by defini-
tion, the cyclic graded right A-modules having Hilbert series (1− t)−1 (resp., (1− t)−2).
If A = SV , the symmetric algebra on a 4-dimensional vector space V , then the line modules
are the modules of the form A/Aℓ⊥ where ℓ runs over the lines in Proj(A) = P(V ∗) ∼= P3 and
ℓ⊥ is the subspace of V vanishing on ℓ. When A has the properties in the first paragraph
of §1.5.1, a right A-module M is a line module if and only if it is of the form A/LA where
L is a 2-dimensional subspace of V such that L ⊗ V ∩ R 6= {0} [13, Prop. 2.8]; i.e., if and
1Artin-Tate-Van den Bergh showed that noetherian Artin-Schelter regular algebra of global dimension 4
and Hilbert series (1− t)−4 is a domain [2, Thm. 3.9].
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only if L ∈ (XR)red. Notice too that XR is isomorphic to the subscheme of P(R) ⊆ P(V ⊗V )
consisting of the tensors that have rank ≤ 2.
A basic problem in NCAG is to describe the line scheme of algebras like TV/(R), especially
when that line scheme has dimension one because that is believed to be the generic case. The
accumulating evidence has suggested that the degree of the line scheme (when it is viewed as
a subscheme of the ambient Plu¨cker P5) is 20 if its dimension is one ([4, 6, 26]).
Our main result settles the matter. Theorem 2.1 states, in part, that if XR has minimal
dimension (namely, one), then it has degree 20 as a subscheme of the ambient Plu¨cker P5.
1.5.2. A bewildering variety of Artin-Schelter regular algebras of global dimension four with
Hilbert series (1− t)−4 have appeared over the past 20 years. Perhaps their line schemes will
exhibit a similar bewildering variety. If not, their geometric similarities will suggest hidden
algebraic similarities.
1.6. The contents of the paper are as follows.
In §2 we introduce some notation and state the main result in Theorem 2.1. In §3 we
almost prove the main theorem—the first example in §4 is needed to complete its proof.
In §4, we present four examples, the first of which completes the proof of Theorem 2.1 and
Corollary 3.7. The examples in §4 illustrate how widely the structure of XR can vary as
R varies. For example, the first XR in §4 is reduced, but the second is not. The examples
in §§4.4 and 4.5 involve elliptic curves: in the former, XR is a P
1-bundle over an elliptic
curve; in the latter, it is a curve having seven irreducible components, three of which are
elliptic curves, and four of which are smooth conics. The example in §4.4 appears in the
literature in the context of quantum statistical physics via solutions to the quantum Yang-
Baxter equation ([15, 20, 21]). We end in §5 by saying a little more about the connection
with non-commutative algebraic geometry.
Acknowledgements. We would like to thank an anonymous referee for useful comments on
an earlier draft of the paper.
A.C. was partially supported by NSF grant DMS-1565226.
M.V. was partially supported by NSF grant DMS-1302050.
2. Preliminaries
In this section we state the main theorem and establish notation that will be used in its
proof. Throughout the paper, k denotes an algebraically closed field. For the rest of the
paper, V denotes a 4-dimensional k-vector space.
2.1. We identify the space of 4 × 4 matrices over k with V ⊗ V ∗ but, since we never use
the multiplicative structure of the matrix ring, we often replace V ∗ by V . We write G(2, V )
for the Grassmannian of 2-planes in V , and G(8, V ⊗2) for the Grassmannian of 8-dimensional
subspaces of V ⊗ V , and we identify G(2, V ) with its image in G(8, V ⊗2) under the closed
immersion G(2, V ) −→ G(8, V ⊗2), where Q 7→ Q⊗ V .
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2.2. Let R denote a 6-dimensional subspace of V ⊗ V . The set
SR := {W ∈ G(8, V
⊗2) | W ∩R 6= {0} }
is a closed subvariety of G(8, V ⊗2); indeed, it is a special Schubert variety by [9, p. 146]. The
geometric invariant that we associate to R is the scheme
XR := SR ∩ G(2, V ),
where the scheme-theoretic intersection is taken inside G(8, V ⊗2). The reduced variety of XR
is
(XR)red := {Q ∈ G(2, V ) | (Q⊗ V ) ∩R 6= {0} } ⊆ G(2, V ).
2.3. Our main result is
Theorem 2.1 (Theorem 3.6 and Corollary 3.7). Let R ∈ G(6, V ⊗2).
(1) Every irreducible component of XR has dimension ≥ 1
(2) {XR | R ∈ G(6, V
⊗2), dim(XR) = 1} is a flat family.
(3) If char(k) 6= 2 and if dim(XR) = 1, then deg(XR) = 20, where XR is viewed as a
subscheme of P5 via the Plu¨cker embedding G(2, V )→ P(∧2V ) ∼= P5 (cf. §4.1).
3. The proof of Theorem 2.1
In this section, we complete most of the proof of Theorem 2.1. Our approach is to consider
XR as a member of a flat family of schemes and to show that the degree of each fiber is
constant across the whole family. The example in §4.2 exhibits a fiber having degree 20 so all
fibers must have degree twenty.
3.1. We will examine various families over the base scheme G(6, V ⊗2). Define
G := G(6, V ⊗2)× G(8, V ⊗2),
G(1, 3) := G(6, V ⊗2)× G(2, V ), which we identify with its image in G under the closed
immersion (W,Q) 7→ (W,Q ⊗ V ),
SR := {W ∈ G(8, V
⊗2) | W ∩R 6= {0} },
S := {(R,x) | R ∈ G(6, V ⊗2), x ∈ SR} ⊆ G,
XR := SR ∩ G(2, V ), the scheme-theoretic intersection taken inside G(8, V
⊗2),
X := S ∩G(1, 3), the scheme-theoretic intersection taken inside G(1, 3) ⊆ G,
= {(R,x) | R ∈ G(6, V ⊗2), x ∈ XR} ⊆ G(1, 3) ⊆ G,
U := {R ∈ G(6, V ⊗2) | dim(XR) = 1} ⊆ G(6, V
⊗2),
XU := {(R,x) | dim(XR) = 1, x ∈ XR} ⊆ X.
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and
π : G −→ G(6, V ⊗2), the projection,
f : X −→ G(6, V ⊗2), the restriction of π to X.
Thus XU = f
−1(U) = π−1(U) ∩ X. In general, we denote the restriction of a family to a
subscheme U ⊆ G(6, V ⊗2) by the subscript U .
Proposition 3.1. The set U is a dense open subset of G(6, V ⊗2).
Proof. Each SR is a Schubert variety and, by [10, pp. 193-196], for example, its codimension in
G(8, V ⊗2) is three. It follows that the codimension of S in G is three. Since dim(G(2, V )) = 4,
the codimension of G(1, 3) in G is dim(G(8, V ⊗2)) − 4. It follows that every irreducible
component Xi, i ∈ I, of S ∩G(1, 3) = X has codimension ≤ dim(G(8, V
⊗2)) − 1. In other
words, the relative dimension, dim(Xi)− dim(G(6, V
⊗2)), is at least 1 for each i ∈ I.
We will now apply [11, Exercise II.3.22(d)] to the families obtained by restricting the projec-
tion π to the reduced subschemes (Xi)red (and co-restricting to the scheme-theoretic images of
these restrictions). The conclusion of the cited exercise is that Y := {x ∈ X | dim(Xπ(x)) ≥
2} is a closed subscheme of X. Since π|X is a projective morphism, it is closed. Since
U = G(6, V ⊗2)− π(Y), we find U is open. By [19], U is nonempty, and therefore dense. 
The following result is embedded in the proof of Proposition 3.1.
Proposition 3.2. Let R ∈ G(6, V ⊗2). If dim(XR) = 1, then every irreducible component of
XR has dimension 1.
Proposition 3.3. Let G be an algebraic group acting on Pn and let T be an integral noetherian
scheme endowed with a transitive action of G. Suppose G acts diagonally on T × Pn = PnT .
If X ⊆ PnT is a G-stable closed subscheme, then X is flat over T .
Proof. Let t, t′ ∈ T . There exists g ∈ G such that t′ = g(t). The action of g is such that the
diagram
Xt
g

// P
n
k(t)
g

Xt′ // P
n
k(t′)
commutes. It follows that Xt and Xt′ have the same Hilbert polynomial. It now follows
from [11, Thm. III.9.9] that X is flat over T . 
Corollary 3.4. The scheme S is flat over G(6, V ⊗2).
Proof. Let G(8, V ⊗2)→ P(∧8(V ⊗ V )) be the Plu¨cker embedding and consider S as a closed
subscheme of G(6, V ⊗2) × P(∧8(V ⊗ V )). Let GL(V ⊗ V ) act diagonally on the previous
product in the obvious way. It is clear that the closed subscheme S is stable under the action
of GL(V ⊗ V ) and that the action of GL(V ⊗ V ) on G(6, V ⊗2) is transitive. The result now
follows from Proposition 3.3. 
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Lemma 3.5. Both XU and S are Cohen-Macaulay schemes.
Proof. Let π : S → G(6, V ⊗2) be the restriction of the projection. In [12], Hochster proved
that Schubert varieties in Grassmannians are Cohen-Macaulay. Thus, SR is Cohen-Macaulay
for all R ∈ G(6, V ⊗2). Let x ∈ S. By Corollary 3.4, the natural map u : Oπ(x),G(6,V ⊗2) → Ox,S
is a flat homomorphism of noetherian local rings. The closed fiber of u, which is Ox,Spi(x) ,
is Cohen-Macaulay. Since Oπ(x),G(6,V ⊗2) is also Cohen-Macaulay, [14, Cor. 23.3] implies that
Ox,S is Cohen-Macaulay. Thus S is Cohen-Macaulay.
The Cohen-Macaulay property for XU will follow from [7, Prop. 18.13] applied to the
following setup.
Recall that XU = SU ∩G(1, 3)U . Let A = Ox,SU be the local ring at a point x ∈ XU . Since
G(1, 3)U is regular and hence a local complete intersection, we can find n = dim(G(8, V
⊗2))−4
generators for the ideal I of A such that Ox,XU = A/I.
Since we are restricting our families to U , the codimension of I in A is precisely n, but
then the hypotheses of [7, Prop. 18.13] are met, and so the ring A/I is Cohen-Macaulay. 
Theorem 3.6. The scheme XU is flat over U .
Proof. Let x ∈ XU = f
−1(U). Let B = Of(x),U and A = Ox,XU . We must show that A is a
flat B-module. Let p denote the maximal ideal of B.
Because XU is Cohen-Macaulay, A is a Cohen-Macaulay ring. Since dim((XU )π(x)) = 1,
Kdim(A) = Kdim(B)+Kdim(A/Ap). Taken together, this equality, the fact that A is Cohen-
Macaulay, and [7, Thm. 18.16(b)], imply that A is a flat B-module. 
Corollary 3.7. Suppose char(k) 6= 2. If dim(XR) = 1, then deg(XR) = 20, where XR is
viewed as a subscheme of P5 via the Plu¨cker embedding G(2, V )→ P(∧2V ) ∼= P5.
Proof. Since XU is flat over U and k is algebraically closed, the Hilbert polynomial of XR,
viewed as a closed subscheme of P5, is the same for all R ∈ U [11, Thm. III.9.9]. Since
dim(XR) = 1, the leading coefficient of its Hilbert polynomial is the degree of XR as a closed
subscheme of P5. Thus, deg(XR) is the same for all R ∈ U . We therefore need only exhibit
a single R for which deg(XR) = 20; this is done in §4.2 below. 
Modulo the example needed to finish the proof of Corollary 3.7, the proof of Theorem 2.1
is now complete.
4. Examples
This section exhibits various examples of XR, three of which have dimension one. Unless
otherwise stated, we suppose char(k) 6= 2 in this section.
Our first example, in §4.2 below, requires some Plu¨cker-coordinate calculations so we first
introduce the notation we need for that discussion.
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4.1. Two Plu¨cker embeddings. Let ∧2V denote the second exterior power of V . Fix an
ordered basis {x1, . . . , x4} for V . The image of a point Q = kv1 ⊕ kv2 in G(2, V ) under the
Plu¨cker embedding is the point (N12, N13, N14, N23, N24, N34) ∈ P(∧2V ) where Njk is the
coefficient of xj ∧ xk in v1 ∧ v2. If vi =
∑4
j=1 λijxj, i = 1, 2, then
v1 ∧ v2 =
∑
1≤j<k≤4
(λ1j λ2k − λ1k λ2j)xj ∧ xk
so Njk = λ1j λ2k − λ1k λ2j . Hence, the Njk are the 2× 2 minors of the matrix
N =
(
λ11 λ12 λ13 λ14
λ21 λ22 λ23 λ24
)
.
The image of Q in P(∧2V ) does not depend on the choice of basis for Q because changing
that basis corresponds to performing row operations on N and this corresponds to multiplying
v1 ∧ v2 by the determinant of the corresponding change-of-basis matrix.
Since dimk(V ) = 4, the map G(2, V )→ G(2, V
∗) given by
Q 7→ Q⊥ := {α ∈ V ∗ | α(Q) = 0}
is an isomorphism. To make this explicit, we use the Plu¨cker embedding G(2, V ∗)→ P(∧2V ∗)
obtained by taking the basis for V ∗ that is dual to {x1, . . . , x4}. The image of Q
⊥ in P(∧2V ∗)
is then the point (M12,M13,M14,M23,M24,M34) where
Mij = (−1)
i+j+1Nkℓ = (−1)
k+ℓ+1Nkℓ
whenever i < j, k < ℓ, and {i, j, k, ℓ} = {1, 2, 3, 4}.
We write X⊥R for the image of XR under the isomorphism G(2, V ) → G(2, V
∗). It is clear
that deg(XR) = deg(X
⊥
R).
4.1.1. The scheme L mentioned in the abstract is the scheme X⊥R. In that context, X
⊥
R is
the natural scheme to consider, as it describes which lines in P3 correspond to line modules
over the quadratic algebra.
4.2. An example with XR reduced and dim(XR) = 1. Let γ ∈ k
×, let V =
⊕4
i=1 kxi,
and let R denote the linear span of the six elements
x4 ⊗ x1 − ix1 ⊗ x4, x3 ⊗ x3 − x1 ⊗ x1, x3 ⊗ x1 − x1 ⊗ x3 + x2 ⊗ x2,
x3 ⊗ x2 − ix2 ⊗ x3, x4 ⊗ x4 − x2 ⊗ x2, x4 ⊗ x2 − x2 ⊗ x4 + γx1 ⊗ x1,
where i ∈ k, i2 = −1.
We will show that dim(XR) = 1 and deg(XR) = 20. As explained in §4.1, it suffices to
prove these equalities for X⊥R and that is what we will do.
Let S = k[M12, . . . ,M34] denote the polynomial ring that is the homogeneous coordinate
ring of P(∧2V ∗). As explained in [4, Appendix A.2], X⊥R = Proj(S/I) where I is the ideal
in S generated by the 46 polynomials listed in that appendix. In [4], the degree of X⊥R is
computed under the assumption that char(k) = 0. Here we use a different method to compute
its degree and only assume char(k) 6= 2.
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Let h = M12 + M13 + iM14 + iM23 + M24 and H = {h = 0} ⊆ P(∧2V ∗).2 Using the
explicit description of the 46 polynomials generating I that were mentioned above, and certain
Gro¨bner basis calculations, we will show that the scheme-theoretic intersection H ∩X⊥R has
exactly 20 points, counted with multiplicity. We can write (H ∩X⊥R)red = Ya ∪ Yb ∪ · · · ∪ Yf
where Ya is the zero locus of the polynomials in (a) below, and so on:
(a) M12, M13, M23, M34 − 1, M14 − iM24, M
3
24 −M
2
24 − 1;
(b) M13, M24, M23 − 1, M12 + iM14 + i, i(M14 + 1)M34 −M14,
2M414 + (6− γ)M
3
14 + (9− 2γ)M
2
14 + (6− γ)M14 + 2;
(c) M13, M14, M34, M23 − 1, M12 +M24 + i, M
3
24 + 4iM
2
24 − 4M24 − 2i;
(d) M14, M23, M13 − 1, M12 +M24 + 1, (M24 + 1)M34 +M24, (M24 + 1)
4 +M224;
(e) M12, M14, M24, M13 − 1, M23 − i, M
3
34 +M34 + γ;
(f) M23, M24, M34, M13 − 1, M12 + 1 + iM14, 2M
3
14 − 4iM
2
14 + (γ − 3)M14 + i.
Let J denote the ideal in S generated by I and h. Thus, H ∩X⊥R = Proj(S/J). We first
consider the subscheme of H ∩ X⊥R supported on Ya. Let S
′
a denote the localization of S
formed by inverting all homogeneous polynomials that are nonzero at every point of Ya, and
let Sa denote the degree-0 component of the graded ring S
′
a. Let Ja = JS
′
a ∩ Sa. Since
M−134 ∈ S
′
a, Sa contains the elements mij := MijM
−1
34 . For each i, Mi4 is nonzero on Ya,
so m−1i4 ∈ Sa. From the explicit list of polynomials in [4, Appendix A.2] that generate I, it
follows that Ja contains
im23m24 −m13, im23m24 +m13, and m
2
14 − im13m14 + im23 +m14m23 − im14m24.
Since char(k) 6= 2, Ja contains m13 and m23. It follows that m14 − im24 ∈ Ja. Using the
appendix of [4] again, and the fact that h ∈ J , one sees that Ja is generated by m
3
24−m
2
24−1.
Thus, Sa/Ja = k[m24]/(m
3
24 −m
2
24 − 1). In particular, dimk(Sa/Ja) = 3.
We now apply the same technique (and analogous notation) to case (b). Since M23 and
M14 are nonzero on Yb, m23 and m14 are units in Sb. After consulting [4, Appendix A.2]
again, one sees that Jb contains m24 and m13, and then that m14 − i(m14 + 1)m34 ∈ Jb.
Eventually one sees that Jb is generated by 2m
4
14+(6− γ)m
3
14+(9− 2γ)m
2
14+(6− γ)m14+2
and hence that Sb/Jb is k[m14] modulo the ideal generated by this element. In particular,
since char(k) 6= 2, dimk(Sb/Jb) = 4.
Similar arguments address the remaining cases (c)-(f). We omit the details. Using [3, §3.2.4]
one sees that the other four rings Sc/Jc, . . . , Sf/Jf are polynomial rings in one variable, x
say, modulo the ideals generated by the elements x3+4ix2−4x−2i, (1+x)4+x2, x3+x+γ,
and 2x3 − 4ix2 + (γ − 3)x+ i, respectively. Therefore
dimk(Sa/Ja) + · · ·+ dimk(Sf/Jf ) = 3 + 4 + 3 + 4 + 3 + 3 = 20,
2The linear form h is of no particular significance and is only chosen as it is to simplify the calculations.
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so H ∩X⊥R has exactly 20 points when counted with multiplicity. Hence deg(X
⊥
R) = 20 and,
by §4.1, deg(XR) = 20. The proofs of Theorem 2.1 and Corollary 3.7 are now complete.
Combining this result with discussions in [4] and [3, Chapter 3], it follows that in this
example X⊥R and XR are reduced for generic γ ∈ k
× (provided char(k) 6= 2). In fact, the
results in [4] show that if char(k) = 0 and γ is generic then XR is isomorphic to the union
in P5 of
• a degree-four nonplanar elliptic curve contained in a P3 ⊂ P5
• four planar elliptic curves, and
• two non-singular conics.
4.3. An example with XR nonreduced and dim(XR) = 1. Suppose char(k) = 0. Let
V =
⊕4
i=1 kxi as in §4.2 and let R denote the linear span of the six elements
x1 ⊗ x2 − ix2 ⊗ x1 − x4 ⊗ x4, x2 ⊗ x3 − ix3 ⊗ x2,
x1 ⊗ x3 − ix3 ⊗ x1 − x2 ⊗ x2, x3 ⊗ x4 − ix4 ⊗ x3,
x1 ⊗ x4 − ix4 ⊗ x1 − x3 ⊗ x3, x4 ⊗ x2 − ix2 ⊗ x4,
where i ∈ k, i2 = −1.
This example is discussed briefly in [19, §2.4], where it is noted that the reduced variety
of X⊥R is the union of a “triangle” and a curve in P
5. In particular, dim(XR) = 1. We will
show here that XR is the union of a multiplicity-three triangle (i.e., three intersecting lines,
each of multiplicity three) and a reduced irreducible curve. As in §4.2, we examine X⊥R and
use the Plu¨cker coordinates M12, . . . ,M34 of §4.1, and write S = k[M12, . . . ,M34].
The method used to produce the defining polynomials of X⊥R is given in [19]. Intersecting
X⊥R with the hyperplane given by the zero locus ofM23 verifies that the reduced variety of X
⊥
R
contains the triangle of points given by M12M13M14 = 0 and M23 =M24 =M34 = 0.
LetH denote the hyperplane given by the zero locus of the polynomial h =M12+M13+M14,
and let J denote the ideal in S generated by h and the polynomials that define X⊥R. We
first consider the set Ya of points of X
⊥
R ∩ H at which M23 is nonzero. We adopt notation
similar to that used in §4.2. Thus, let S′a denote the localization of S formed by inverting
all homogeneous polynomials that are nonzero at every point of Ya, and let Sa denote the
degree-0 component of the graded ring S′a, and let Ja = JS
′
a∩Sa. Computing a Gro¨bner basis
(with, e.g., Wolfram’s Mathematica) of Ja shows that Sa/Ja is isomorphic to a polynomial
ring in one variable with exactly one relation g, where deg(g) = 11 and g has no repeated
factors. This shows that X⊥R ∩H has exactly eleven distinct points, each of multiplicity one,
that have nonzero M23-coordinate.
On the other hand, X⊥R ∩ H contains exactly three distinct points at which M23 is zero.
These points lie on the aforementioned triangle and are
p1 = (0, 1,−1, 0, 0, 0), p2 = (1, 0,−1, 0, 0, 0), p3 = (1,−1, 0, 0, 0, 0).
Since R is invariant under the map that cyclically permutes x2, x3 and x4, there is a cor-
responding map on the Plu¨cker coordinates that cyclically permutes p1, p2 and p3. Thus,
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the three points have the same multiplicity, and so it suffices to find the multiplicity of p1.
Analogous to our argument in §4.2, let S′b denote the localization of S formed by inverting
all homogeneous polynomials that are nonzero on p1, and let Sb denote the degree-0 com-
ponent of the graded ring S′b, and let Jb = JS
′
b ∩ Sb. A computation of a Gro¨bner basis
(with, e.g., Wolfram’s Mathematica) yields an element of the form (m13 − 1)
3f ∈ Jb, where
m13 := −M13M
−1
14 ∈ Sb and f is the image in Sb of a polynomial that is nonzero on p1. Hence,
f is invertible in Sb and so (m13 − 1)
3 ∈ Jb. Using this data to compute another Gro¨bner
basis for Jb yields that Sb/Jb ∼= k[x]/((x − 1)
3), and so dim(Sb/Jb) = 3, and hence p1 has
multiplicity three. Therefore, as discussed above, p2 and p3 also each have multiplicity three.
Consequently, X⊥R (and hence XR) is not a reduced scheme.
In fact, by intersecting X⊥R with other hyperplanes (e.g., the zero locus of M13 −M14),
we find that each nonvertex point has multiplicity three, and each vertex of the triangle has
multiplicity seven. It follows that this part of X⊥R is a triple triangle.
4.4. An example with XR a surface. Let {α1, α2, α3} ⊆ k − {0,±1} and suppose that
α1+α2+α3+α1α2α3 = 0. Let {x0, x1, x2, x3} be a basis for a 4-dimensional vector space V .
Let E be the quartic elliptic curve in P3 given by the intersection of any two of the quadrics

x20 + x
2
1 + x
2
2 + x
2
3 = 0,
x20 − α2α3x
2
1 − α3x
2
2 + α2x
2
3 = 0,
x20 + α3x
2
1 − α1α3x
2
2 − α1x
2
3 = 0,
x20 − α2x
2
1 + α1x
2
2 − α1α2x
2
3 = 0.
(4.1)
Every quartic elliptic curve in P3 is isomorphic to at least one of these E’s.
To save space, we write xixj for xi⊗xj ∈ V ⊗V . Let R be the linear span of the 6 elements
x0xi − xix0 − αi(xjxk + xkxj) and x0xi + xix0 − αi(xjxk − xkxj) (4.2)
where (i, j, k) runs over the cyclic permutations of (1, 2, 3).
By [13, 25], XR is isomorphic to a P
1-bundle over E. More precisely, XR consists of the
lines in P3 whose scheme-theoretic intersection with E has multiplicity ≥ 2, and hence = 2.
In other words, XR parametrizes the set of secant lines to E. It is isomorphic to the second
symmetric power S2E = E × E/ ∼ where (x, y) ∼ (y, x).
4.5. An example involving elliptic curves with dim
(
XR
)
= 1. Retain the notation in
§4.4, and let R′ be the linear span of the six elements
x0xi − xix0 − αi(xjxk − xkxj) and x0xi + xix0 − αi(xjxk + xkxj) (4.3)
where (i, j, k) is a cyclic permutation of (1, 2, 3). By [6],
XR′ =
(
C1 ⊔ C2 ⊔ C3 ⊔ C4
)
∪
(
E1 ⊔ E2 ⊔ E3
)
,
where
(1) the Ci’s are disjoint smooth plane conics,
(2) the Ej ’s are degree-4 elliptic curves that span different 3-planes in P
5, and
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(3) each Ej is isomorphic to E/(ξj) where (ξ1), (ξ2), (ξ3) are the three order-2 subgroups
of E, and
(4) |Ci ∩ Ej | = 2 for all (i, j) ∈ {1, 2, 3, 4} × {1, 2, 3}.
4.6. The origin of the examples in §§4.4 and 4.5. There is a point τ ∈ E such that the
space R given by (4.2) has the following description (see [25], for example).
Let L be a line bundle of degree four on E, and let V = H0(E,L). Then R consists of
those sections of the line bundle L⊠ L on E × E whose divisor of zeros is of the form
D + {(x, x + 2τ) | x ∈ E},
where D is a divisor invariant under the involution (x, y) 7→ (y + 2τ, x− 2τ) such that
{(x, x − 2τ)}
(the fixed-point set of the involution) occurs in D with even multiplicity.
The quotient TV/(R) of the tensor algebra on V modulo the ideal generated by R is a
characteristic-free construction of the Sklyanin algebras (on four generators) of [15, 20, 21],
introduced by Sklyanin to study certain solutions to the Yang-Baxter equation. By [22],
the algebras TV/(R) form a flat family of deformations of the symmetric algebra SV , the
polynomial ring on four variables, with the data (E, τ) acting as deformation parameters.
The algebras TV/(R′) can be obtained from the Sklyanin algebras TV/(R) by means of
a cocycle twist construction, so they too have a geometric construction involving an elliptic
curve. We refer to [5, 6] for details and the description of XR′ .
5. Motivation
5.1. Non-commutative algebraic geometry. Let V be a 4-dimensional vector space. The
symmetric algebra on V , SV , is a polynomial ring on four variables. Thus Proj(SV ) =
P(V ∗) ∼= P3. In [16], Serre proved that a certain quotient of the category of graded SV -
modules is equivalent to the category, Qcoh(P3), of quasi-coherent sheaves on P3.
Since SV = TV/(Alt), where Alt is the subspace of V ⊗V consisting of all skew-symmetric
tensors, one might be led to perform the same quotient-category construction on other al-
gebras A = TV/(R) when R is any 6-dimensional subspace of V ⊗ V and, if A is “good”,
meaning that it has the properties in the first paragraph of §1.5.1, one might hope that this
quotient category behaves “like” Qcoh(P3). This hope is a reality in a surprising number
of cases and has led to a rich subject that goes by the name of non-commutative algebraic
geometry — see [8, 24] and the references therein.
From now on, we will assume that A is “good” in the above sense.
We will denote the appropriate quotient of the category of graded A-modules by QGr(A).
We will write Projnc(A) for the “non-commutative analogue of P
3” that has A as its homo-
geneous coordinate ring. This is a fictional object that is made manifest by declaring the
category of quasi-coherent sheaves on Projnc(A) to be QGr(A).
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5.2. Points, lines, etc. The most elementary geometric features of P3 are points, lines,
planes, quadrics, and their incidence relations. There are non-commutative analogues of
these and a first investigation of Projnc(A) involves finding its “points” and “lines” and the
“incidence relations” among them.
A non-commutative ring usually has far fewer two-sided ideals than a commutative ring.
Even when A is “good”, it has far fewer two-sided ideals than SV . As a consequence, Projnc(A)
usually has far fewer “points” and “lines” than does P3.
For example, Projnc(A) can have as few as twenty “points”, which is the case for TV/(R)
when R is the space in §4.2 and γ2 6= 4 ([4]), and is the case for TV/(R′) when R′ is the
space in §4.5 ([5]), or even just one point with multiplicity 20 as in §4.3 ([17]). There are
many examples in the literature where the number of “points” is infinite, such as the algebras
in [23] that are related to the Sklyanin algebra on four generators (the latter being the algebras
in §4.4); moreover, the scheme XR of the generic member of the family of algebras in [23]
has dimension one. Hence, the “points” in Projnc(A) form a scheme that is called the point
scheme. When A is “good”, the point scheme is a closed subscheme of P3; and if it has
dimension zero, then its degree is 20 (cf. [27, p. 377]).
By [18, 19], there is also a line scheme that classifies the “lines” in Projnc(A). By [18], the
line scheme is isomorphic to XR ⊆ G(2, V ) and always has dimension ≥ 1. Thus, the main
result in this paper says that if A is “good” and the line scheme has dimension 1, then its
degree is 20.
5.3. Rank-2 elements in R. As before, let R denote a 6-dimensional subspace of V ⊗ V .
The rank of an element t ∈ V ⊗ V is the smallest n such that t = v1 ⊗ w1 + · · ·+ vn ⊗ wn
for some vi, wi ∈ V . The elements in V ⊗ V of rank ≤ r form a closed subvariety of V ⊗ V .
This subvariety is a union of 1-dimensional subspaces, so the lines through 0 and the nonzero
elements of rank ≤ r form a closed subvariety T≤r of P(V ⊗V ). We write Tr for T≤r−T≤r−1.
Define ZR to be the scheme-theoretic intersection
ZR := T2 ∩ P(R),
and define YR to be the scheme-theoretic intersection
YR := SR ∩ G
′(2, V )
in G(8, V ⊗2), where G′(2, V ) is the image of the closed immersion of G(2, V ) in G(8, V ⊗2)
given by Q 7→ V ⊗ Q. Thus, YR = Xσ(R), where σ : V ⊗ V → V ⊗ V is the linear map
σ(u⊗ v) = v ⊗ u.
If t ∈ ZR and t = a⊗ b+ c⊗ d, then the 2-dimensional subspace of V spanned by a and b
depends only on t and not on its representation as a⊗ b+ c⊗ d. Thus, there is a well-defined
morphism φ : ZR → G(2, V ) given by φ(a⊗ b+ c⊗ d) := ka⊕ kc, and the image of φ is XR.
Similarly, there is a morphism ZR → G(2, V ) given by a⊗ b+ c⊗ d 7→ kb⊕kd. Thus, we have
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morphisms
ZR
φ
}}④④
④④
④④
④④
!!❈
❈❈
❈❈
❈❈
❈
XR YR
When TV/(R) is “good”, the morphism φ is an isomorphism; in particular, our map φ is the
same as the morphism φ in [18, Lemma 2.5], where it is proved to be an isomorphism (but
our other notation differs from that in loc. cit.).
It is suggested that the interested reader consult [8, 24] for further details and references
on studying non-commutative algebra via geometric techniques.
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