We investigate the robustness of the resonance like feature centred at around a 750 GeV invariant mass in the 13 TeV diphoton data, recently released by the ATLAS collaboration. We focus on the choice of empirical function used to model the continuum diphoton background in order to quantify the uncertainties in the analysis due to this choice. We extend the function chosen by the ATLAS collaboration to one with two components. By performing a profile likelihood analysis we find that the local significance of a resonance drops from 3.9σ using the ATLAS background function, and a freely-varying width, to only 2σ with our own function. We argue that the latter significance is more realistic, since the former was derived using a function which is fit almost entirely to the low-energy data, while underfitting in the region around the resonance.
I. INTRODUCTION
Following the discovery of the (Brout-Englert-)Higgs boson [1, 2] , a central aim of the Large Hadron Collider (LHC) at CERN is to search for new particles beyond the Standard Model of particle physics. Such particles could show up in any one or more of the processes studied by the LHC experiments. The LHC has recently released its first data from proton collisions at a centre-of-mass energy of √ s = 13 TeV. The most intriguing result of this recent data-release has been the potential observation of a resonance-like feature above the expected continuum background in the diphoton channel, at an invariant mass m γγ ∼ 750 GeV, which has provoked a great deal of excitement amongst the theoretical community . This has been claimed by both the ATLAS and CMS experiments with the former reporting a significance of up to 3.9σ locally and 2.3σ globally [157] . The global significance represents the statistical preference for a resonance-like signal over the background, incorporating the fact that a priori the resonance could have appeared at any value of m γγ , a correction known as the Look-Elsewhere Effect.
In order to give a quantitative statement regarding the preference of their data for a resonance-like feature, the ATLAS collaboration must assume a functional form for their continuum background. The significance of any potential signal then depends crucially on how well this choice was made, and whether it fully captures the uncertainties in the background near the potential resonance. This is particularly important in the case of a potential resonance at 750 GeV since this is located at an invariant mass where there is not much photon data at higher energies. Because of this, one cannot fit the continuum background as well as in the ideal case where one has reliable data either side of the signal region where it would be possible to unambiguously determine the form of the continuum background across the signal region. Instead, one is forced to fit with the low bins and to some degree extrapolate the function to higher bins.
We seek to understand the motivation for the choice of the continuum background function made by the AT-LAS collaboration in their 13 TeV diphoton analysis, and whether their choice introduced a bias into their analysis. Specifically in this article we quantify to what extent the choice of empirical function, used to model the continuum background, affects the significance of a resonancelike feature around m γγ ∼ 750 GeV. To do this we repeat the analysis performed by the ATLAS collaboration using their form for the empirical background function and our own extension of this function.
II. THE IMPORTANCE OF BACKGROUND UNCERTAINTIES IN THE ANALYSIS
The degree to which the latest ATLAS diphoton dataset prefers the presence of a resonance-like feature around 750 GeV depends crucially on our understanding of the continuum background and its uncertainties, particularly in the 'signal region' i.e. values of m γγ near the potential resonance. In order to quantify this preference we employ a profile likelihood analysis, which incorporates the uncertainties on both the signal and background distributions as nuisance parameters. This is done by evaluating the likelihood function for a wide range of values for the nuisance parameters, denoted by the symbol ν, and finding the value of the likelihood which is largest over this range. We do this for both the background-only scenario, where there is no signal, and where we introduce a resonance-like signal component. Following the ATLAS collaboration we write the former as L(σ = 0,ν) and the latter as L(σ, m X , α,ν), wherê ν denotes the values of the nuisance parameters which maximise the background-only likelihood, andν means the same but for each non-zero value of the signal amplitude σ (and also the central value m X and width parameter α). The preference for a signal over background Events / 40 GeV
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Comparison of empirical functions for the continuum diphoton background which best fit to the data. We consider the fit function used by the ATLAS collaboration with and without the log x exponent, and also our own empirical function.
is then quantified using the test statistic,
where we quote all logarithms to the exponential base in this work. The larger the value of q σ the greater the statistical preference for a signal feature in the data, compared to fitting with the background alone.
To simplify this process the ATLAS collaboration model the background with an empirical function, chosen to resemble the spectrum from Monte Carlo simulations. This function takes the form,
where x = m γγ / √ s and in their analysis the ATLAS collaboration set a 1 = 0. In the case of the profile likelihood we therefore have that for the nuisance parameters of the background ν = (b, a 0 ) when a 1 = 0 and ν = (b, a 0 , a 1 ) otherwise. The ATLAS collaboration used a Fisher test to justify their choice of function and also setting a 1 = 0, since they were able to fit the background adequately with only two parameters. However we show in section IV that this conclusion is not correct, as their function fits almost entirely to the low-energy points, which have the smallest error bars, while saying little about the region around 750 GeV. Hence their functional choice essentially underfits the signal region and so does not capture the full background uncertainties. In figure 1 we plot this function with a 1 = 0 and when allowing a 1 to vary freely for the best-fit parameters to the diphoton data.
Modelling the uncertainties in the background is then reduced to scanning over the parameters of the empirical function and treating them as the nuisance parameters in the profile likelihood. However this is only accurate if the variability of the empirical function within its parameter ranges is close to that of the background itself, otherwise the analysis will be biased. Hence in full generality one should include also the uncertainty introduced through the choice of function itself.
To understand how important this is for the ATLAS diphoton analysis, and whether it has been accounted for properly, we need to choose another suitable function to model the background. This function needs to be suitably different from equation (2) but must also resemble as close as possible the result from Monte Carlo simulations. A logical choice for a new background empirical function is to extend equation (2) to a function with two components, allowing the fit near the resonance to have more freedom. Our choice therefore is a function of the form,
The two-component nature of our function means that it avoids the problem whereby the low-energy data-points, which have smaller error bars, control the fit of the background in the signal region (see section IV). Here for the background-only fit we have that ν = (a 0 , a 1 , b, c 0 ). If the resulting significance of any resonance-like feature differs substantially when using this new function as compared to the one used by the ATLAS collaboration in their fit, then this implies that the latter function does not adequately capture the full uncertainty of the background model. As can be seen from figure 1 our choice of function prefers larger values in the region around m γγ ∼ 750 GeV than for the function used by ATLAS, especially compared to the case where c 1 = 0. However in order to understand what effect this has on any preference for a resonance we perform a full profile likelihood analysis in the next section, as the best-fit parameters will change with a non-zero signal contribution.
In order to confirm the suitability of the above empirical functions we have also run our own Monte Carlo simulations. We study 13 TeV proton proton collisions with two types of final states, γγ and jet + γγ, obtaining the relevant processes using MadGraph [158] . The diagrams from MadGraph are then passed on to Pythia [159, 160] for event generation and showering, using the NNPDF2.3 parton distribution function. We then apply the ATLAS diphoton cuts, following closely the event selection procedure in [157] . Both photons must satisfy |η| < 2.37 and have a minimum transverse energy E T > 25 GeV. There are additional mass dependent cuts E γ1 T > 0.4m γγ and E γ2 T > 0.3m γγ where γ 1 is the photon with the greatest E T , and γ 2 is the photon with the next highest E T . There is a final isolation cut on each photon, E iso T < 0.05E γ T + 6 GeV, where E iso T is defined as the magnitude of the vector sum of the transverse momenta of all stable particles, excluding muons and neutrinos, in a cone of radius ∆R = (∆η) 2 + (∆φ) 2 = 0.4. These Monte Carlo events are binned and scaled to find the expected number of events for a 13 TeV proton collider with 3.2fb −1 of data, which is,
where A is the acceptance ratio for standard model events given the cuts, and σ diphoton is the cross section, in fb, calculated by Pythia for the processes generated in MadGraph. We have confirmed that both forms of the empirical function chosen by the ATLAS collaboration fit well, as does our own function. However the results of the simulation are not precise enough to prefer any particular functional dependence. The simplest function with only b and a 0 is a perfectly adequate fit to the simulated data, but we note that the mock data is not a perfect fit to the lower energy event rates reported in the ATLAS diphoton results. Using this simulated data to motivate the choice of background function for the real data would therefore be dangerous.
III. RESULTS FOR DIFFERENT BACKGROUND FUNCTIONS
In the previous section we discussed how the modelling of the smooth component of the background with an empirical function, for a search for potential resonances in the diphoton data, is complicated by the need to incorporate not only the uncertainties in the empirical function itself, but also in the choice of function. We seek to understand if this was adequately accounted for in the analysis of the ATLAS collaboration.
We show in figure 2 function, resulting from a profile likelihood analysis performed using MultiNest [161] [162] [163] , when this feature is added to each of the background empirical functions. Each dot represents a particular set of nuisance parameters, while the lines mark the maximum likelihood for each amplitude value, used for the profile likelihood analysis. The relative height of the peak compared to the likelihood as the amplitude tends to zero then gives a result proportional to q σ . We use a Breit-Wigner distribution to model the shape of the resonance-like feature, however our results have been cross-checked using a Crystal Ball distribution instead [157] . When using the ATLAS background function i.e. equation (2) with a 1 = 0 there is a clear preference for a resonance-like feature around 750 GeV, in agreement with the results from the analysis of the ATLAS collaboration. Indeed the significance of this preference is 3.9σ when allowing the width of the resonance to vary freely, as detailed also in table I. For the Narrow Width Approximation (NWA) we assume a Crystal Ball function for the signal with a width fixed to the photon energy resolution [157] .
However when allowing a 1 to vary and treating it as an additional nuisance parameter in the profile likelihood, the preference for such a feature drops to 2.9σ with a freely varying width. The effect is even more drastic when using our own empirical function i.e. equation (3), where the preference for a resonance is now much lower at approximately 2σ local significance. The fit now also prefers a smaller resonance, as expected since the bestfit form of this function prefers a larger continuum background in the signal region (see figure 1 ).
Background function
Free width NWA Hence it is clear that the significance of a potential resonance-like feature depends strongly on the choice of empirical function used to model the background, as summarised in table I. Indeed the sensitivity of the analysis to a change in the continuum background function causes severe concern, and places doubt on the statistical significance of this feature in the ATLAS 13 TeV diphoton data. In the next section we address the issue of free parameters in the background function, and show that the choice made by ATLAS is underfit in the region around 750 GeV.
IV. DISCUSSION OF RESULTS
We have found that the significance of a resonancelike feature in the 13 TeV ATLAS diphoton data around an invariant mass of 750 GeV depends sensitively on the choice of function used to model the continuum background. In this section we seek to understand why the 200 400 600 800 1000 1200 1400 1600 analysis performed by the ATLAS collaboration may have over-estimated the significance of a signal feature. An important issue is the number of parameters on which the background function depends in the signal region. In their own analysis [157] the ATLAS Collaboration justified their rather simple two-parameter function (equation (2) with a 1 = 0) using a Fisher test, which showed that adding an additional free parameter (i.e. allowing a 1 to take on any value) did not improve the fit to the diphoton data enough to justify its inclusion. However here we show that their choice of function is fit almost entirely to the low-energy region. Hence the result of the Fisher test performed by ATLAS has little relevance for the background in the region around 750 GeV.
We illustrate this with figure 3 , where we show both components of our function i.e. equation (3) labelled as 'Part 1' and 'Part 2', compared to the function the AT-LAS collaboration use in their analysis i.e. equation (2) with a 1 = 0. The important point to note is that the first component of our best-fit function, obtained by fitting to the data without any signal component, is almost identical to the form of the ATLAS best-fit function. This implies that the latter is determined almost entirely by the low-energy points, as expected, while its form at high energy near the potential resonance does not depend strongly on the data in this region. Hence the function is at best under-fitting to the background in the signal region, at at worst hardly fitting to the data in this region at all. Indeed the fit of our function in figure 3 shows clearly that the low and high energy regions (below and above ∼ 500 GeV) are in significant tension, since they prefer different background spectra.
The issue is exacerbated for this particular data-set due to the lack of data at values of m γγ larger than ∼ 750 GeV. This is because the background function is only effectively fixed at the low-energy end, while its value at higher energies has much more freedom. If instead there were much more data at energies above ∼ 750 GeV then it is unlikely the choice of background function would make much difference to the final result of the profile likelihood analysis, since all fits would then give the same continuum fit in the signal region.
The Fisher test is not the only method of estimating the required number of free parameters. An alternative metric is the Bayesian Information Criterion (BIC) [164] , which takes the form BIC = −2 ln L + k ln n, where k is the number of parameters in the model and n = 27 is the number of data-points. The model with the lowest value of BIC is the best choice, however only if the difference ∆BIC 2, otherwise both models provide equally good fits. For the simplified ATLAS model with a 1 = 0 we have that k = 2 and so BIC ≈ 36.6 without any signal component, while when a 1 = 0 we find BIC ≈ 33.4 with k = 3 and for our own function (equation (3)) we have k = 4 and so BIC ≈ 29.2. Hence under the BIC our model for the background is justified despite its increased number of free parameters, as it clearly fits the background better over the whole range of invariant masses.
Of course fitting a resonance to the data with the simplest background function only has one more degree of freedom compared to our two extra parameter background function, but the change in BIC is less favourable in that case. Even if this was not the case, only when the background-only hypothesis becomes severely disfavoured could we be sure that a new resonance has appeared in teh data. It goes without saying that we very much hope that such a resonance exists has and this note of caution is unnecessary.
In summary we have doubts over the application of the Fisher test by the ATLAS collaboration, which justified their choice of simplified background function, as their fits are dominated by data points at much lower invariant mass than the tentative resonance. We showed that an alternative test, the Bayesian Information Criterion, which gives the best-fit model weighted by its number of free parameters, has a clear preference for our own empirical model over either of the ATLAS functions even given its additional degrees of freedom.
V. CONCLUSION
The first data-release from collisions of protons with a centre-of-mass energy of √ s = 13 TeV at the LHC has lead to claims from both the ATLAS and CMS experiments of a preference in their data from the diphoton channel for a resonance-like feature around a centreof-mass energy of m γγ ∼ 750 GeV. Indeed the analysis performed by the ATLAS collaboration finds at most a 3.9σ local preference for a resonance-like feature in their diphoton data around 750 GeV [157] .
The ATLAS analysis was performed by making an assumption on the form of the continuum background for this search, based on knowledge from Monte Carlo simulations. The significance of a resonance in the data above the background therefore depends crucially on how well this empirical function captures the uncertainties of the background, especially in the region of m γγ where the resonance is claimed to be present, and where there is little data compared to lower energies.
In this work we have quantified to what extent the preference of the data for a resonance-like feature around 750 GeV depends on the choice of this empirical function. To do this we have written down a new function which allows the background around 750 GeV to be fit independently of the low-energy region (see figure 1) .
By performing a profile likelihood analysis using our own empirical background function and the one use by the ATLAS collaboration we have calculated the significance of a resonance-like feature around 750 GeV. The results of this analysis are shown in figure 2 and table I. We find that the results of the analysis are highly sensitive to the choice of background function, and that if we use our own form the preference for a resonance-like feature is only at the level of 2σ locally.
The reason for this disagreement with the analysis of the ATLAS collaboration [157] is that their choice of function fits almost entirely to the data at low-energy, while underfitting (or extrapolating) in the region around 750 GeV. Hence while they found, using a Fisher test, that only two free parameters were needed to adequately describe the full continuum background, this was only for the low energy region region, and not for diphoton invariant mass near the potential resonance. We showed in figure 3 that an additional component is needed in the function to describe the region above 500 GeV, and to fully capture the uncertainties in the background around the potential resonance. Additionally the fact the Bayesian Information Criteron gives a clear preference for our own model despite its increased number of free parameters is suggestive that the background function used by the ATLAS collaboration is not adequate.
We attempted to model the standard model diphoton background and, like the ATLAS collaboration, found no evidence requiring a more complicated fit than that of equation (2) with a 1 = 0. However, we understand (and have found both in this situation and in others) that the precise modelling of LHC background events with Monte Carlo generators is very challenging -the ATLAS collaboration do not use their Monte Carlo simulations to fit the background events but rather to motivate the functional form of the fit to the background in the data. If the explanation of the deviation between this simple curve and the data is due to an incorrectly chosen functional form for the background, this may point to new insight into standard model physics.
In summary we have found that the background is not known well enough, and the high-energy data not yet precise enough, to make such a strong statement on the presence of such a resonance. Instead we find a local significance for such a feature at the level of only 2σ in the ATLAS 13 TeV diphoton data if we assume a rather simple extension of the background model.
The fact that different statistical treatments might lead to different interpretations clearly indicates the need for more data. We hope to see the next run of the LHC provide this data and continue its groundbreaking test of high energy physics.
