Abstract-A hybrid communication network with a common analog source signal and independent digital data streams at the transmitters of a multiple access network is considered. The receiver has to estimate the analog signal samples with a given fidelity, and decode the digital streams with a low error probability. The main goal of this paper is to characterize the optimal tradeoff between the mean-squared error distortion in source estimation and the data rates available to each user. To this end, we consider a Gaussian multiple access channel (GMAC) setup with additive state, where the state is nothing but a scaled version of the source process itself. The state process is assumed to be non-causally available to all the transmitting nodes. The problem now becomes that of the joint state estimation and message communication in a GMAC with state. We provide a complete characterization of the optimal distortion-rate tradeoff for an N -sender GMAC. Our results show that, similar to the single-user results, it is optimal to amplify the state using uncoded transmissions, whereas the digital streams are superposed using appropriate Gaussian codebooks in conjunction with dirty paper coding (DPC). Since the variance of the additive state is controlled by a scaling factor in our model, we also recover the results for communicating a common source and independent messages over a GMAC without state as a special case.
I. INTRODUCTION
H YBRID digital radio systems [2] , involving analog and digital information superposed in the same communication signal, are becoming increasingly popular [3] - [7] . In these systems, the receiver must estimate the analog signal, and also decode the digital information. Such systems can be modelled as state-dependent channels [8] , where the transmitter aids the receiver in estimating the channel state while also conveying a stream of messages [9] . This is a simultaneous estimation and communication problem. For an additive channel, when the channel noise and the state are independent Gaussian processes, Sutivong et al. [10] established the optimal tradeoff between the mean squared error distortion in estimating the state and the communication rate in a point-to-point setting.
Joint state estimation and communication is also relevant in the context of multi-user networks with several sensor nodes observing a common phenomenon. Imagine a network of nodes communicating to a central station (base station). The nodes measure a common phenomenon, and the collected values are conveyed to the fusion center in the next frame of transmissions. While the cheaper nodes in the network are simply interested in transmitting the measured values without any compression, there are other nodes which may need the exchange of additional data. These more powerful nodes have to ensure that the base station has reasonable fidelity in the reconstruction of sensor measurements, while additional data is being communicated. The base station/receiver is interested not only in the source process but also in the data from each node -this is the topic of the current paper. Such models can find applications in onboard space platforms, vehicular networks etc., which are among the main motivations behind our model. Channels with state are used to model situations in which the channel statistics are controlled by an external random process, known as the state process. The state process may be known either at the encoder, decoder, or both. The encoder state information can be either causal or non-causal (i.e. the entire state sequence is known a priori). Seminal papers by Shannon [11] (causal case) and Gelfand and Pinsker [12] (noncausal case) introduced state-dependent models. The latter model was motivated by coding for memory with defects, first studied in [13] . Costa [14] introduced the notion of dirty paper coding (DPC) for a state-dependent AWGN channel with noncausal state knowledge at the encoder, wherein the surprising conclusion that the capacity is unchanged by the presence of the state was arrived at. DPC later found extensive applications in broadcast settings, leading to the solution of the MIMO broadcast capacity region [15] .
In certain state dependent channels, the transmitter may wish to aid the receiver in estimating the channel state, in addition to communicating messages. For a point-to-point AWGN channel with additive state, splitting the available average power between uncoded transmission of the state and DPC for the message was found to be optimal for the mean squared 0090-6778 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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error distortion measure [10] . There is only limited success in extending this result to other models. For example, the discrete memoryless counterpart of the state estimation problem was analyzed by Kim et al. [9] , for a restricted setting where the distortion is measured in terms of the state uncertainty reduction rate. In another interesting work, [16] characterized the power-distortion trade-off for pure state amplification in a point-to-point Gaussian model with noisy source observations at the transmitter, without explicit messages. In presence of messages, only inner and outerbounds are known [16] . Under non-causal state knowledge at the encoders, there is no known network setting where the joint state estimation and communication trade-off region is completely available, to the best of our knowledge. The current paper solves this for the GMAC setting. We now briefly mention some of the other relevant contributions in the literature, and highlight the differences from here. Following [10] , the idea of channel state amplification has been studied in several network information theoretic settings. In [17] , the problem of communicating a common source and two independent messages over a Gaussian broadcast channel (BC) without state was analyzed, and it was shown that a power splitting strategy to meet the two different goals is not optimal. The problem of communicating channel state information over a state dependent discrete memoryless channel with causal state information at the encoder was analyzed in [18] . More recently, it was shown in [19] that for simultaneous message and state communication over memoryless channels with memoryless states, feedback can improve the optimal trade-off region both for causal and strictly-causal encoder side information. The dual problem of [10] , known as state masking, in which the transmitter tries to conceal the state from the receiver was studied in [20] . In [21] , a state-dependent Gaussian BC was considered with the goal of amplifying the channel state at one of the receivers while masking it from the other receiver, with no message transmissions. Reference [22] gave inner bounds for simultaneous message transmission and state estimation over a state-dependent Gaussian BC. For message communication and state masking over a discrete memoryless BC, inner and outer bounds were derived in [23] . Source communication over channels without state also has some relevance to our problem, we detail it next.
The transmission of correlated sources through a multiple access channel (MAC) is a very important open problem in literature [24] , [25] . Bounds for the lossless reconstruction performance of correlated sources are given in [24] . For the lossy reconstruction of a Gaussian source over a Gaussian channel, Goblick [26] showed that the uncoded strategy of sending a scaled version of the source to meet the power constraint, followed by MMSE estimation at the receiver is optimal. The same approach can be used to communicate Gaussian sources over Gaussian broadcast channels, as was observed in Prabhakaran et al. [27] . Lossy source estimation over an N sender GMAC was considered in [28] , where the transmitters have independent noisy observations of a single source. The transmitters are assumed to be symmetric, i.e. they have identical power constraints, and the same noise variance in the source observations. The channel state process is completely absent, but uncoded transmissions turn out optimal. Some relaxations on symmetric users are provided in [16] , [29] . Other relevant studies regarding communication of sources over a MAC include [30] (distributed correlated sources over an orthogonal MAC), [31] (bivariate Gaussian source over GMAC with individual distortion constraints), [32] (reliable function computation over MAC), [33] (linear functions of correlated sources over GMAC) etc.
Notice that the MAC settings above considered source transmission alone, albeit with observations which are possibly noisy. They neither consider additional data streams, nor account for state dependent models. Clearly, a MAC setting with independent messages and common source observations is a natural next step. However, notice that in the presence of a message stream and noisy state/source observations, the optimal distortion-rate trade-off even for a point-to-point Gaussian model is unknown [16] . Thus, one way to fill the gap for multi-user models with source and messages is to consider noiseless source availability at the senders. For such an N −sender MAC model, the optimal distortion-rate tradeoff is completely characterized in the current paper. We allow a scaled version of the source process to also act as the channel state, similar to the point-to-point state-dependent models in [10] , [16] .
For simplicity, let us first consider a two user statedependent GMAC as shown in Fig. 1 , where a common additive independent and identically distributed (IID) Gaussian state-process affects the transmissions from both the senders. The transmitters know the state-process in a non-causal fashion. Our first objective is to obtain an estimate of the state process at the receiver to within a prescribed distortion bound. In addition, there is a message stream from each encoder to the receiver. Given a rate pair for their respective private messages, the transmitters attempt to minimize the distortion incurred in state estimation at the receiver. Under individual average transmit power constraints at the encoders, the Gaussian state dependent MAC with state estimation requirement leads to interesting trade-offs between the achievable distortion and the rates. We name this model as the dirty paper MAC with state estimation.
In the absence of a state process, the AWGN MAC capacity can be seen as a natural extension of the point-to-point AWGN model [34] . When the state is present, it is tempting to look for such an extension of the joint state estimation and message communication trade-off, using the single user results in [10] . However, notice that the former connection is greatly aided by the polymatroidal capacity region of a Gaussian MAC (GMAC). Essentially three inequalities suffice to establish the converse result for a two user MAC [34] . On the other hand, for joint estimation and communication in a two user MAC, even the cross-section of the optimal region under a given distortion is not always a polytope -see figures 4 and 5 for an example setting. This explains why single user techniques are not enough in our setup.
We can summarize our main contribution as,
• For a multi-sensor network of N nodes observing a common source phenomenon, with each node having an additional independent message stream, we characterize the optimal distortion-rate trade-off between joint sourceestimation and communication over a Gaussian MAC. We mention that in the N −sender model a scaled source process also acts as the state of the channel. By choosing an appropriate scaling factor, we can recover the results for state-dependent models and otherwise.
Notations: We use P(·) to denote the probability of an event, and E[·] to denote the expected value of a random variable. All logarithms in this paper are to the base 2, unless specified otherwise. We denote random vectors as 
For a zero mean random vector Y n , we define the linear mean squared error in estimating X from Y n as
Moreover, independence between two random variables A and B will be represented by the notation A ⊥ ⊥ B. The differential entropy of a Gaussian random variable with variance x, given by (1/2) log(2πex), will be denoted by the function g(x)
The paper is organized as follows: we introduce the system model and main results in Section II. Sections III-A and III-B respectively contain the achievable coding scheme and converse to the optimal region. The optimal trade-off region for a two sender GMAC is illustrated with the help of a numerical example in Section IV. Concluding remarks are given in Section V.
II. SYSTEM MODEL AND RESULTS
Consider the multiple access channel shown in Figure 2 , where each node observes a common source and an independent message stream. This depicts a common framework for state-estimation and source communication. The switch position α = 1 corresponds to a GMAC with additive state process, where the state is non-causally known at each of the transmitters. The problem now is that of state estimation and message communication over a GMAC with state. On the other hand, when α = 0, there is no state. Nevertheless, we need to achieve message transmission along with the communication of a common source over a GMAC. Even more generally, we can introduce α ∈ [0, ∞) as a scaling parameter for the state process, and express the observed samples at the receiver as
Here S ∼ N (0, Q) is the channel state and Z ∼ N (0, σ 2 Z ) is the additive noise. The state and noise processes are IID, independent of each other, with the state being non-causally available at each encoder. We will use the terms source process and state process interchangeably while referring to S n . After n observations, the decoder estimatesŜ n = φ(Y n ) using a reconstruction map φ(·) : Y n → R n , and also decodes the independent messages (W 1 , · · · , W N ), which are assumed be independent of S n . We also take W j to be uniformly drawn from W j {1, · · · , 2 nRj } for j = 1, · · · , N. Our objective here is to maintain the distortion below a prescribed value, while ensuring that the average error probability of decoding the messages is small enough, i.e.
Here ψ :
is the decoding map, D represents the target distortion, and > 0 the probability of error target.
Definition 1: A scheme achieving (2) -(3) using the encoder maps
along with two maps φ(·) and ψ(·) at the receiver is called an
We say that a tuple Let us now present the main result for distortion rate trade-off for the N −sender GMAC with α ∈ [0, ∞). 
Proof: This is given in Section III. Remark 1: Notice that on setting γ 1 = · · · = γ N = 1, which amounts to no state estimation requirements, we recover the multiuser writing on dirty paper result in [35] which proves that the capacity region of the dirty paper MAC with state is not affected by the presence of state.
Our results imply that the nodes without any private messages will send only a scaled value of the source process, i.e. uncoded transmission is optimal for these nodes. This provides a natural connection between source communication through MAC models with and without state. For simplicity, consider a three user GMAC without a state process (i.e. α = 0)
Suppose the third terminal has no messages, and it follows an uncoded strategy by sending
Then the overall model becomes
where S =
P3
Q S is non-causally known to both the encoders. Notice that this is indeed the joint state estimation and communication model for a (two-user) dirty paper MAC with state estimation (Fig. 1) .
III. MESSAGE AND SOURCE COMMUNICATION
FOR AN N −SENDER GMAC In the N −sender model all the transmitting nodes observe the same source process. They should help the receiver estimate the state process. In addition each node may have an independent stream of messages to be communicated to the base station. Theorem 1 gives the optimal trade-off region. We prove this theorem below.
A. Achievable Scheme
For a clear exposition of the achievability, we will first present the scheme for N = 2 and α = 1, this is shown in Figure 1 as the dirty paper MAC with state estimation. This is then generalized to arbitrary finite N and non-negative α.
The main result for the two sender MAC with α = 1 is stated below. 
for some γ ∈ [0, 1] and β ∈ [0, 1], withγ = 1 − γ and
Recall that here we have N = 2 and α = 1 in (1). We employ a suitable power splitting strategy along with dirty paper coding to prove the achievability. The available power P 1 at encoder 1 is split into two independent parts: namely γP 1 for message transmission andγP 1 for state amplification, for some γ ∈ [0, 1]. Likewise, the power P 2 available at the second encoder is split into βP 2 (message transmission) andβP 2 (state amplification) for some β ∈ [0, 1]. Then generate the state amplification signals
at the respective encoders. Now the system model in (1) can be rewritten as
Here the index m in the subscript indicates that the corresponding signals are intended for message transmission, while the subscript s indicates state amplification signals. Now in order to communicate the messages across to the receiver, we employ the writing on dirty paper result for a Gaussian MAC [35] .
Recall that a known dirt over an AWGN channel can be completely cancelled by dirty paper coding [14] . More generally, a rate R satisfying
when evaluated for some feasible distribution p (u 1 , s, x)p(y|x, s) , can be achieved by Gelfand-Pinsker coding [12] for a point-to-point channel with non-causally known state. In order to achieve (10) - (12), we first consider a dirty paper channel with input X 1m , known state S = 1 + γP 1 /Q + β P 2 /Q S and unknown noise X 2m + Z. We choose
The achievable rate is
Once the U n 1 codeword is decoded, it can be subtracted from Y n to obtaiñ
Now for sender 2, this can be considered as another dirty paper channel with input X 2m , known state S = (1 − α 1 )S and unknown noise Z. Let us choose
The achievable rate becomes
By reversing the decoding order, we can show that the following rate pair is also achievable
The entire (R 1 , R 2 ) rate region as in expressions (10) through (12) can now be achieved by time sharing. Now we turn to the proof of the achievable distortion. Based on the observation Y n , the receiver forms the linear estimatê
The MMSE can be readily calculated to be the right-hand side of expression (13) . We now extend this scheme to the N sender case with nonnegative α. This is rather straightforward, but the details are given for completeness. We employ a suitable power splitting strategy along with dirty paper coding and MMSE estimation to prove the achievability. In particular we choose
and choose X ij = X isj + X imj , where X imj ∼ N (0, γ i P i ) is dirty paper coded. Suppose we employ successive cancellation at the decoder. Then user i does DPC to generate X n im , treating
n is + αS n as the known dirt. The effective interference for user i is i∈Ji X n im + Z n , where J i is the set of users decoded after user i by the successive cancellation decoder. Once all the messages are decoded, these signals are removed from the received symbols, and state estimation is done using a linear MMSE estimate, given bŷ
Taking different user permutations for successive cancellation, and further time-sharing will give the rate region given in Theorem 1. These straightforward computations are omitted here. [10] , and can be reasoned in that context as follows. Under the capacity achieving distribution, 
B. Converse Bound
In this section, we show that any successful communication scheme has to satisfy the rate and distortion constraints of Theorem 1. Without loss of generality, we assume that all random variables have zero mean. The main idea of the converse proof is to first obtain an upper bound on The following idea from the single user result of [10] will turn out to be very useful towards the proof, stated below as a lemma, its proof can be found in [10] .
Lemma 1: Any communication scheme achieving a distortion
Another useful property is the differential entropy maximizing property of the Gaussian distribution [34] 
The above facts will be extensively used in our proofs.
Recall that we denote the linear mean squared error in estimating X from Y (both having zero means) as
which for a zero mean random vector Y n , would be defined as,
The differential entropy of a Gaussian random variable with variance x, given by (1/2) log(2πex), will be denoted by the function g(x) (1/2) log(2πex). We now prove the converse. By Fano's inequality [34] , we can write
where n → 0 as n → ∞. Now, to bound the sum
where (a) follows since W N ⊥ ⊥ S n , (b) follows from Fano's inequality, (c) follows from Lemma 1, (d) follows since conditioning cannot increase the entropy, while (e) follows from the differential entropy maximizing property of Gaussian random variables for a given variance. Now to obtain an upper bound on (25) . Towards this end, let us consider the covariance matrix
where Yi (for α > 0), without loss of generality, we can express
where η ji ∈ {−1, +1} is the sign of the correlation between X ji and S i , E[V 2 ji ] = γ ji P ji , and V ji is uncorrelated with S n . Furthermore, V ji is uncorrelated with V ki for all k = j since X ji → S n → X ki is a Markov chain. Adding all the user signals, we can write (28) where N j=1 V ji is uncorrelated with S n , and
We note that (28) is an N −user extension of
S i taken for the single-user setting by Sutivong et al.-see [10, justification for step (g) of converse to Thm. 2, page 1492, below equation (7)]. The second term on the right-hand side of (28) can be understood as the linear estimate of (X 1i + · · · + X Ni ) given S i . Using (28), we can rewrite the channel model as
Hence the variance of Y i can be upper bounded as
where (a) follows the fact that N j=1 V ji is uncorrelated with S i , (b) follows from expression (29) , while (c) follows by taking η ji = 1, ∀j as the sign of correlation in (27) , since α ∈ [0, ∞) and this choice of η ji 's maximizes the right-hand side of (a). Defining γ j = 1 nPj n i=1 γ ji P ji , we get from (25) and (31)
Here we used Jensen's inequality to get a single letter form independent of the transmission index i ∈ [1 : n]. Since n → 0 as n → ∞, the desired bound on
results. Equation (32) can be recast as
Expression (33) emphasizes the exact coupling between the distortion D and the sum-rate N j=1 R j . Also note that the bound in (32) for α = 0 can be obtained as a limiting case of α → 0.
We next establish an upper bound on j∈J R j , for all J ⊆ {1, · · · , N}. This is accomplished by giving (S n , {X n j , j ∈ J c }) to the receiver and using Jensen's inequality, as shown next. (Refer to Lemmas 2 and 3 in Appendix B for the details of steps (e) and (f) resp. below)
where (a) follows from the independence of {W j , j ∈ J} and (S n , {X n j , j ∈ J c }), (b) follows from Fano's inequality, (c) follows since conditioning cannot increase the entropy, (d) follows from the differential entropy maximizing property of the Gaussian distribution under a covariance constraint, (e) follows from the Markov condition Lemma 3 in Appendix B for the proof), (g) follows from (26) , while (h) follows from Jensen's inequality.
Since n → 0 as n → ∞, we obtain
Given a tuple (R 1 , · · · , R N ) which determines the sum-rate N j=1 R j , the lower bound on the left-hand side of (33) is monotonically increasing in each of the components of the tuple (γ 1 , · · · , γ N ). Hence, given a tuple (R 1 , · · · , R N ), the minimal distortion D(R 1 , · · · , R N ) will be obtained by searching for the minimal tuple (γ 1 , · · · , γ N ) such that the rate constraints in (35) are obeyed. This completes the proof of converse.
Remark 3: While we employed time-sharing in our communication scheme, this was more for simplicity. In principle, we can replace time-sharing by joint-decoding, and achieve 
IV. NUMERICAL EXAMPLE
We now illustrate the rate-distortion trade-off region for α = 1 and N = 2 via a numerical example.
Let us take P 1 = 2, P 2 = 2, σ 2 Z = 1, Q = 1. The optimal trade-off is plotted in Figure 4 , where (x, y, z)-axis have
In the first quadrant of R 3 , 6 distinct faces to the region can be identified. Notice the oblique face along z− axis in the plot, this is drawn at z = z m . This face is a pentagon, corresponding to the maximal distortion, where only the rate constraints are relevant. In principle, the ratepentagon at z = z m in the current plot can be extended all the way to z = 0. However, we depicted it from z = z m to emphasize the fact that even if we care only about optimizing the transmission rates, still some reduction of distortion from its maximal possible value of Q can be achieved. This conclusion can also be drawn from the employed DPC scheme. Notice that any other cross-section along z−axis in the interior of the plot is not even a polytope, see Figure 5 .
The respective faces intersecting x − z and y − z axis represent the single user trade-off between estimation error and communication rate, when only one of the users is present [10] . Notice the three remaining faces in the interior of R 3 . The middle one (striped, red) is a collection of lines, corresponding to the sum-rate constraints at different values of distortion. The other two surfaces are curved, Figure 5 illustrates this using a cross section for a given D value.
V. CONCLUSION
In this paper, we considered joint message transmission and state estimation in an N −sender state dependent Gaussian multiple access channel. The optimal trade-off between the rates of the messages at the encoders and state estimation distortion was completely characterized. It was also shown that for source and message communication over a GMAC without state, a strategy of uncoded communication at the nodes without any messages and power sharing between message transmission (using DPC) and state amplification at terminals that have a message to transmit in addition, turns out to be optimal.
The discrete memoryless MAC counterpart of the current model would be an interesting open problem for further investigations. The problem of communicating source and message streams in a MAC with noisy source observations is a long standing open problem.
APPENDIX A JUSTIFICATION FOR EQUATIONS (27) AND (28)
Without loss of generality, we can write X ji in terms of its linear least squares estimate given S n , and an orthogonal component. Thus,
where V ji is uncorrelated with S n , and U ji = = η ji (1 − γ ji )P ji /Q, where η ji ∈ {−1, +1} is the sign of the correlation between X ji and S i . Hence we can write
The same conclusion holds when the N user signals are added up in (36), i.e. 
The channel model can now be rewritten as
Since we have taken α > 0, for a fixed E 
where V ji is uncorrelated with S n and E[V 
where ( 
where (a) follows since B ⊥ ⊥ C.
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