Summary. The purpose of this note is to review recent results by the authors on the well-posedness of entropy and renormalized entropy solutions for anisotropic doubly nonlinear degenerate parabolic equations.
Introduction
We are interested in the uniqueness of entropy and renormalized entropy solutions of anisotropic doubly nonlinear degenerate parabolic problems:
u| t=0 = u 0 in Ω and u = 0 on (0, T ) × ∂Ω,
where u(t, x) : Q T → R is the unknown function, Q T = (0, T ) × Ω, T > 0 is a fixed time, Ω ⊂ R d is a bounded domain with smooth boundary ∂Ω, and p i > 1 for i = 1, . . . , d. We always asume that A i ∈ Lip loc (R), A i (·) is nondecreasing, A i (0) = 0, i = 1, . . . , d,
and f (u) ∈ Lip loc (R; R d ) and f (0) = 0.
In [2] we proved the uniqueness of entropy solutions of the problem (1) . In that paper we did not prove the existence of entropy solutions; This problem still remains open, essentially bacause Minty's argument does not apply to this highly anisotropic problem. In this note we review instead recent progress on the existence question for the following simplified anisotropic problem
where A and f satisfy the assumptions (2) and (3) respectively. Global solutions of (1) and (4) are in general discontinuous and it is wellknown that discontinuous weak solutions are not uniquely determined by their data. Consequently, it is more challenging to devise reasonable solution concepts and to prove uniqueness/stability results.
Let us state a closely related problem, namely the following one containing an "isotropic" second order operator:
where p > 1 and A(·) is a scalar nondecreasing Lipschitz function with A(0) = 0. Note that when p i = p = 2 and A i ≡ A for all i, the anisotropic problem (1) does not coincide with (5) (but it does when p = 2). When the data u 0 ∈ L 1 ∩ L ∞ , Igbida and Urbano [10] prove existence and uniqueness results for weak solutions of the isotropic problem (5), under the additional structure condition
Uniqueness of weak solutions is obtained by verifying that any weak solution is also an entropy solution and then using the doubling of the variables approach developed by Carrillo [6] .
In this contribution we review recent results [1, 2, 3] by the authors on a solution theory that avoids any structure condition like (6) and is able to encompass the anisotropic problem (1). Carrillo's approach (as used in [10] ) is a good one when the second order differential operator is isotropic. However, it is not applicable to an anisotropic problem like (1) . Recently, in [2, 3] we have developed well-posedness theory based on a notion of entropy solutions for the bounded (L ∞ ) data case and a notion of renormalized entropy solutions for the unbounded (L 1 ) data case. A similar theory can be found in [1] for the Cauchy problem for the equation
, which uses Kružkov approach, is inspired by Chen and Perthame [8] and their study of the same equation using the kinetic approach. We recall that the notion of renormalized solutions was introduced by DiPerna and Lions in the context of Boltzmann equations [9] . This notion was then adapted to nonlinear elliptic and parabolic equations with L 1 (or measure) data by various authors. We refer to [5] for recent results in this context and relevant references. Bénilan, Carrillo, and Wittbold [4] introduced a notion of renormalized entropy solutions for scalar conservation laws in unbounded domains with L 1 data and proved the well-posedness of such solutions (see [7] for bounded domains).
Entropy solution
and for any ψ ∈ L ∞ loc (R)
If, in addition,
we call (η, q) a boundary entropy-entropy flux pair.
The following notion of an entropy solution is used in [2]:
Definition 2 (entropy solution). A entropy solution of (1) is a measurable function u : Q T → R satisfying the following conditions:
2) (interior entropy condition) For any entropy-entropy flux pair (η, q),
that is, for any 0
(D.3) (boundary entropy condition) For any boundary entropy-entropy flux pair (η, q) and for any 0
Remark 1. In the case
Remark 2. We will make repeated use of the following chain rule property. Let u be an entropy solution to (1) and fix ψ ∈ L ∞ loc (R). We have for a.e. t ∈ (0, T ),
for a.e. x ∈ Ω and in L pi (Ω), i = 1, . . . , d.
Remark 3. By the chain rule (9) we have for a.e. t ∈ (0, T )
, and thus (8) makes sense.
In [2] we prove the following theorem:
Theorem 1 (uniqueness). Suppose (2) and (3) hold. Let u and v be two entropy solutions of (1) with initial data
The following existence result is proved in [3] :
Then there exists at least one entropy solution u of the problem (4).
Renormalized entropy solution
Let us recall the definition of the truncation function T l : R → R at height l > 0:
The following notion of an L 1 solution is suggested in [3] :
Definition 3 (renormalized entropy solution). A renormalized entropy solution of (1) is a measurable function u : Q T → R satisfying the following conditions:
(D.2) For any l > 0 and any entropy-entropy flux triple (η, q), there exists a nonnegative bounded Radon measure µ
(D.3) For any boundary entropy-entropy flux pair (η, q) and for any 0
, the integrals in (12) are well defined. Moreover, if a renormalized entropy solution u belongs to L ∞ (Q T ), then it is also an entropy solution in the sense of Definition 2 (let l ↑ ∞ in of Definition 3).
Remark 5. The measure µ l is supported on the set {|u| = l} and encode information about the behavior of the "p i -energies" on the set where |u| is large. Condition (D.5) says that the p i -energies should be small for large values of |u|, that is, the total mass of the measure µ l should vanish as l → ∞.
The proof of the following results can be found in [3] : Theorem 3 (uniqueness). Suppose conditions (2) and (3) hold. Let u and v be two renormalized entropy solutions of (1) with initial data u| t=0 = u 0 ∈ L 1 (Ω) and v| t=0 = v 0 ∈ L 1 (Ω), respectively. Then for a.e. t ∈ (0, T )
Theorem 4 (existence).
Suppose (2)- (3) hold. Let u 0 ∈ L 1 (Ω). Then there exists at least one renormalized entropy solution u of the problem (4).
