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Abstract
This paper develops a general causal inference method for treatment effects models under
selection on unobservables. A large set of covariates that admits an unknown, possibly nonlinear
factor structure is exploited to control for the latent confounders. The key building block is a
local principal subspace approximation procedure that combines K-nearest neighbors match-
ing and principal component analysis. Estimators of many causal parameters, including average
treatment effects and counterfactual distributions, are constructed based on doubly-robust score
functions. Large-sample properties of these estimators are established, which only require rela-
tively mild conditions on the principal subspace approximation. The results are illustrated with
an empirical application studying the effect of political connections on stock returns of financial
firms, and a Monte Carlo experiment. The main technical and methodological results regarding
the general local principal subspace approximation method may be of independent interest.
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1 Introduction
Understanding effects of policy interventions is central in many disciplines (Heckman and Vytlacil,
2007; Angrist and Pischke, 2008; Imbens and Rubin, 2015; Abadie and Cattaneo, 2018; Herna´n
and Robins, 2020). When observational data are used, researchers usually confront the challenge
that the treatment is nonrandomly assigned based on unobserved characteristics. This situation is
known as selection on unobservables in the literature. The confounding effects of these variables
(confounders) distort the true causal relation between the outcome and the treatment. Commonly
used econometric methods that assume selection on observables are inappropriate in this situation.
This paper proposes a treatment effects model in which a large set of observed covariates can be
used to deal with unobservable selection. The key assumption is that the observed covariates and
unobserved confounders are linked via a possibly nonlinear factor model. The former, though not
affecting the potential outcome and the treatment assignment directly, provide information on the
latter, thus making it possible to resolve the confounding issue. Exploiting this underlying factor
structure, I develop a novel inference method for counterfactual analysis, which can be used in many
applications such as synthetic control designs, recommender systems, diffusion index forcasts, and
network analysis.
The key building block (one of the main contributions of this paper) is a carefully designed
local principal subspace approximation procedure that allows for flexible functional forms in the
factor model. The procedure begins with K-nearest neighbors (K-NN) matching for each unit
on the observed covariates. The number of nearest neighbors, K, diverges as the sample size
increases, which differs from other matching techniques that use only a fixed number of matches
(e.g., Abadie and Imbens, 2006). Within each local neighborhood formed by the K matches, the
underlying possibly nonlinear factor structure is approximated by a linear factor structure and thus
can be estimated using principal component analysis (PCA). Theoretical properties of local PCA
in this context are derived. Under mild conditions on the unknown factor structure, the nearest
neighbors and estimated factor loadings may characterize the unobserved confounders and can be
used to match comparable units in the treatment effects analysis. Building upon this observation,
I develop a novel inference procedure for a large class of causal parameters of interest.
To be more concrete, consider the synthetic control designs (Abadie, 2020). The untreated out-
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come is observed in many periods prior to the treatment and may play the role of the observed
covariates. Suppose that the treatment assignment is correlated with some latent features of units,
denoted by α ∈ Rdα . The untreated outcome is a time-heterogeneous nonlinear function of α,
say, ηt(α), plus some noise. The pre-treatment outcome thus admits a nonlinear factor structure,
and the latent features α are akin to fixed effects in the panel data literature (Arellano, 2003).
Geometrically, the group of unknown functions {ηt(·)} generates a nonlinear low-dimensional man-
ifold embedded in a high-dimensional space when the number of periods is large but the number
of latent variables is small. Suppose that different values of α can induce non-negligible differences
in outcomes in many pre-treatment periods. In this case, the K nearest neighbors of each unit as
measured by the observed outcome should also be close in terms of the unobserved α. Such nearest
neighbors form a local neighborhood for a unit and are approximately lying on a linear tangent
plane. More generally, they can be approximated by a linear combination of basis functions of α,
which forms a linear factor structure and can be estimated using PCA. Consequently, the underlying
nonlinear manifold is locally approximated by the obtained principal subspace, up to errors gov-
erned by the number of nearest neighbors and the number of principal components extracted. The
availability of many repeated “measurements” of the latent confounders (pre-treatment outcomes
in this example) is crucial for the validity of this local approximation. As in linear factor models
(Bai, 2003), the values of these latent variables cannot be exactly recovered. Nevertheless, the local
neighborhoods and factor loadings may be used to characterize the latent geometric relation among
different units, which suffices to control for the confounding effects of α in the subsequent analysis.
One advantage of this approach is that the obtained geometric information can be readily used
as an input in commonly used nonparametric kernel regressions (Fan and Gijbels, 1996). The local
region used in the estimation is defined by nearest neighbors, and the estimated factor loadings
play the role of generated regressors that provide further approximation to unknown conditional
expectation functions. The bandwidth used in the regression is implicitly governed by the number
of nearest neighbors K, which is the only tuning parameter in the proposed estimation procedure.
It is not necessary to know (or estimate) the scale of the distance among the units associated with
a particular metric.
In the causal inference context, I propose using various local regression methods to estimate condi-
tional means of potential outcomes and conditional treatment probabilities (generalized propensity
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scores), which form the basis of regression imputation and propensity score weighting estimators.
In contrast with standard nonparametric regression analysis, conditioning variables in this scenario
are indirectly obtained from observed covariates, and noise in the factor structure restricts one’s
ability to select a bandwidth. Using a small or fixed number of nearest neighbors does not necessar-
ily lead to a small bandwidth and thus is not helpful for further bias reduction. As a consequence,
the possibly large smoothing bias of the nonparametric ingredients may render the final inference on
causal parameters invalid. To deal with this issue, I follow the Neyman-orthogonalization strategy
that has been extensively applied in the recent double/debiased machine learning literature (Belloni
et al., 2014; Farrell, 2015; Chernozhukov et al., 2018, 2020). In treatment effects models, the widely
used doubly-robust scores (Robins and Rotnitzky, 1995; Cattaneo, 2010) are estimating equations
constructed based on the efficient influence function and are automatically Neyman orthogonal.
Owing to this property, valid inference can be conducted that only requires mild restrictions on the
local principal subspace approximation. In the proposed estimation procedure, the set of observed
covariates is split for the purpose of local PCA, whereas the final inference stage does not require
sample splitting, which differs from other debiased learning methods based on cross-fitting.
Based on the ideas above, I develop a novel estimation and inference procedure for treatment
effects analysis under selection on un-observables. The results cover a large class of estimands,
including counterfactual distributions and functionals thereof, and provide the basis for analyzing
many causal quantities of interest such as average, quantile, and distributional treatment effects.
Moreover, the underlying local principal subspace approximation method has broad applicability,
providing a new tool for the analysis of panel and network data and other data with similar
structures. Some useful results are established. First, under mild geometric conditions on the
underlying manifold, a sharp bound is derived for the implicit discrepancy of latent variables
induced by nearest neighbors matching. Second, uniform convergence of the estimated local factors
and loadings is established, taking into account the possibly heterogeneous strength of factors due to
the nonlinearity of the model. These results can be applied to study, for example, linear regression
models with nonlinear fixed effects. Detailed discussion and technical results are available in Section
SA-2 of the supplemental appendix (SA), which is of independent interest.
The paper is organized as follows. The rest of this section discusses the related literature.
In Section 2, I set up a multi-valued treatment effects model and describe the nonlinear factor
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structure of the large-dimensional covariates used to control for latent confounders. This modeling
strategy is illustrated with the example of synthetic control designs. Section 3 gives a detailed
description of the entire estimation procedure, accompanied by a step-by-step empirical illustration
using the data of Acemoglu et al. (2016). Section 4 presents the main theoretical results and some
Monte Carlo evidence. Section 5 discusses uniform inference on counterfactual distributions as well
as other useful extensions. Section 6 discusses other potential applications, including staggered
adoption, recommender system, inference with measurement error, diffusion index forcasts, and
network analysis. Section 7 concludes. The supplemental appendix contains all theoretical proofs,
additional technical results and methodological discussions. Replications of the simulation study
and empirical illustration are available at https://sites.google.com/site/yingjieum/.
1.1 Related Literature
This paper contributes to several strands of literature. First, since the observed covariates may
be viewed as an array of noisy measurements of the latent confounders, my theoretical framework
is closely related to nonlinear models with measurement errors. Much effort has been devoted to
the identification of such models when either instrumental variables, repeated measurements, or
validation data are available (see Schennach (2016) for a review). For example, factor models can
be utilized to construct repeated measurements of the unobserved variables, which allows for the
identification of their distribution under suitable normalizations. A general treatment following
this strategy is available in Cunha et al. (2010), using and extending results in Hu and Schennach
(2008). My paper takes a different route. A large-dimensional nonlinear factor model is exploited to
directly extract the geometric relation among different units in terms of the latent variables, which
is then used to control for their confounding effects in the treatment effects analysis. Conceptually,
the extracted latent information plays a similar role as a control function, conditional on which
the treatment assignment is no longer confounded. See Wooldridge (2015) for a review of control
function methods in econometrics.
Second, this study complements the existing literature on program evaluation (see Abadie and
Cattaneo (2018) for a review). In particular, it is closely connected with the fast-growing literature
on synthetic control and staggered adoption designs (Abadie, 2020; Athey and Imbens, 2018). The
classical synthetic control method and many other variants are often motivated by assuming a
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linear factor structure for the pre-treatment data (Abadie et al., 2010). Much effort has been made
to search for weights such that a linear combination of the untreated units can precisely predict the
counterfactual outcome of the treated. Due to the complexity of the weights generating procedure,
large-sample properties are difficult to derive or only available under restrictive conditions on the
number of treated and control units (Arkhangelsky et al., 2019). My paper focuses on a possibly
nonlinear factor model instead. Relying on the geometric relation characterized by nearest neigh-
bors and local factor loadings, I establish formal large-sample properties of the proposed estimators
under mild side conditions.
Third, the idea of using nonlinear low-rank methods to analyze large-dimensional data is also
popular in the modern machine learning literature, and applications include face recognition, motion
segmentation, and text classification. For example, the local tangent space alignment (LTSA)
algorithm of Zhang and Zha (2004) exploits the idea of local PCA, and the local linear embedding
(LLE) algorithm of Roweis and Saul (2000) aims at learning local self-reproducing weights. Other
recent advances include Peng et al. (2015); Zhang et al. (2015); Zhuang et al. (2016), among others.
These methods are used to construct a global nonlinear manifold that preserves the local geometry
of the data for the purpose of classification, clustering or data visualization. Unlike these studies,
my focus is on estimation and inference of causal parameters in the treatment effects model.
Fourth, my study builds on and extends some results on large-dimensional factor analysis and
panel regressions with fixed effects (Bai, 2009; Bai and Wang, 2016; Wang and Fan, 2017). In par-
ticular, my proposed method generalizes the idea of linear factor-augmented prediction—sometimes
referred to as diffusion index forecasts in macroeconometrics (Stock and Watson, 2002a; Bai and
Ng, 2006)—to nonlinear factor models. The difference is that my primary goal is inference on
treatment effects or other causal quantities rather than the prediction of outcomes. Recent work
by Chernozhukov et al. (2019) develops an inference method for heterogeneous effects in linear panel
regression models, where both slopes and intercepts have linear factor structures. In contrast, my
paper focuses on a heterogeneous treatment effects model, and the panel-like structure of the ob-
served covariates is exploited to control for latent confounders rather than being of direct interest.
Section 5.2 below extends the main analysis by specifying a more general structure for observed
covariates, which can be viewed as a linear panel regression model with high-rank regressors. The
slope coefficients are homogeneous across both dimensions, whereas the intercept admits a possibly
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nonlinear factor structure. A different strategy is pursued in another recent study by Bonhomme
et al. (2019) that develops two-step grouped fixed-effects estimators. The latent heterogeneity in
this study is discretized by K-means clustering based on a set of individual-specific moments, which
is akin to a local constant approximation to the latent individual characteristics.
2 Treatment Effects Model with Latent Variables
Suppose that a researcher observes a random sample {(yi, si,xi,wi, zi)}ni=1, where yi ∈ Y ⊆ R is
the outcome of interest, si ∈ J = {0, · · · , J} denotes the treatment status, and xi ∈ RT , wi ∈ RTdw
and zi ∈ Rdz are vectors of covariates. xi, wi and zi will play different roles in later analysis: xi
and wi are used to characterize a vector of unobserved confounders αi ∈ A ⊆ Rdα , whereas zi itself
is a set of observed confounders that can be controlled for directly. Some covariates may be used
for the two purposes simultaneously, and thus zi may share some variables in common with xi and
wi. The asymptotic theory in this paper is developed assuming n and T simultaneously increase
to infinity whereas dw, dz and dα are fixed.
I follow the standard potential outcomes framework. Let yi() denote the potential outcome of
unit i at treatment level  ∈ J . Construct an indicator variable di() = 1(si = ) for each  ∈ J .
The observed outcome can be written as
yi =
J∑
=0
di()yi(). (2.1)
Many interesting parameters can be defined in this framework, and the key challenge is to overcome
the missing data issue. For example, when si is binary, i.e., si ∈ {0, 1}, the identification of average
treatment effects on the treated (ATT) relies on E[yi(0)|si = 1], but yi(0) is unobservable for the
treated group. This hurdle is often overcome by imposing an unconfoundedness condition so that
the treatment assignment becomes independent of potential outcomes after conditioning on a set
of observed covariates. In contrast, this paper assumes that
yi() ⊥ di(′)|zi,αi, ∀, ′ ∈ J ,
and recall that αi is unobservable. The availability of xi, however, gives us hope of restoring
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unconfoundedness, if it contains information on αi in a way described later.
For each treatment level  ∈ J , the outcome of interest is characterized by a possibly nonlinear,
reduced-form model:
yi() = ςi, + i,, ςi, = z
′
iβ + µ(αi), E[i,|zi,αi] = 0, (2.2)
where ςi, is the conditional mean of the potential outcome at treatment level  given the observed
zi and unobserved αi. On the other hand, the assignment mechanism is described by
di = pi + vi, pi = γzi + ρ(αi), E[vi|zi,αi] = 0, (2.3)
where di = (di(0), · · · , di(J))′, pi = (pi,0, · · · , pi,J)′, vi = (vi,0, · · · , vi,J)′, γ = (γ0, · · · ,γJ)′, and
ρ(·) = (ρ0(·), · · · , ρJ(·))′. pi, is the conditional probability of treatment level , which would be
the usual propensity score if αi were observable.
An important feature of this model is that zi and αi enter the two equations simultaneously,
implying that they play the role of confounders in the potential outcomes framework. For simplic-
ity, ςi, and pi, are assumed to take partially linear forms: the unobserved αi enters the model
nonparametrically through the unknown functions µ(·) and ρ(·), whereas the observed zi is con-
trolled for in an additive-separable way. As discussed in Section 5.3, all the results in this paper
can be extended to the case of generalized partially linear forms by introducing link functions, thus
accommodating different data features.
2.1 Structure of Large-Dimensional Covariates
The key step towards estimation and inference of causal parameters of interest is to extract relevant
information on αi from xi = (xi1, · · · , xiT )′. This paper considers a general covariates-adjusted
nonlinear factor model for xi. Specifically, partition wi ∈ RTdw into T -vectors of covariates:
wi = (w
′
i,1, · · · ,w′i,dw)′ where wi,` = (wi1,`, · · · , wiT,`)′ for ` = 1, · · · , dw. The covariate xi is
characterized by the following model:
xit =
dw∑
`=1
ϑ`wit,` + ηt(αi) + uit, E[uit|F , {wi}ni=1] = 0, 1 ≤ i ≤ n, 1 ≤ t ≤ T, (2.4)
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where F is a σ-field generated by unobserved random elements {αi}ni=1 and {ηt(·)}Tt=1.
Equation (2.4) is indeed a linear regression model with an unknown nonlinear factor component.
The regressors {wi,`}dw`=1 need to be sufficiently high-rank (enough variation across both i and t)
for the identification of {ϑ`}dw`=1. Since incorporating {wi,`}dw`=1 is notationally cumbersome and less
relevant to the core idea of this paper, the discussion is deferred to Section 5.2. In the following,
xi is assumed to take a purely nonlinear factor structure by setting ϑ` = 0 for all ` = 1, · · · , dw:
xit = ηt(αi) + uit, E[uit|F ] = 0. (2.5)
Let η(·) = (η1(·), · · · , ηT (·))′ and ui = (ui1, · · · , uiT )′. Define T × n matrices X = (x1, · · · ,xn),
η = (η(α1), · · · ,η(αn)) and u = (u1, · · · ,un). Equation (2.5) can be written in matrix form:
X = η + u.
Throughout the paper, the latent variables {αi}ni=1 and the latent functions {ηt(·)}Tt=1 are under-
stood as random elements, but the main analysis is conducted conditional on them. In this sense,
they are analogous to fixed effects in the panel data literature. The number of latent variables dα is
assumed to be known. In practice, however, it is usually unknown and may need to be determined
by the researcher using, for example, selection techniques in the factor analysis literature (Bai and
Ng, 2002; Ahn and Horenstein, 2013). See Section 3.1 for practical discussions. A formal procedure
for selecting dα is beyond the scope of this paper and is left for future research.
This setup appears unfamiliar at first glance, but indeed encompasses many examples in the
literature. To fix ideas, consider panel data analysis where t may index “periods” and ηt(αi)
corresponds to the familiar concept of fixed effects. If ηt(αi) = αi +$t for some $t ∈ R, Equation
(2.5) reduces to the classical two-way fixed effects model. When ηt(αi) = $
′
tαi for some $t ∈ Rdα ,
it becomes an interactive fixed effects model (Bai, 2009). Equation (2.5) generalizes these models. In
fact, the two-way fixed effects, interactive fixed effects and many other popular methods in empirical
studies implicitly restrict the latent mean structure η to be exactly low-rank. In contrast, this paper
allows η to be full rank due to the potential nonlinearity of the latent functions {ηt(·)}Tt=1, while the
variation of the large-dimensional xi may still be explained by a few low-dimensional components
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in a possibly nonlinear way.
2.2 Leading Application: Synthetic Control
A leading application of the above modeling paradigm is the synthetic control design with many
treated and control units. See Abadie (2020) for a review of synthetic control methods. Typically,
the researcher observes the outcome Q of n units in T+T ′ periods: {qit : 1 ≤ i ≤ n, 1 ≤ t ≤ T+T ′}.
All units remain untreated during the first T periods. At time T + 1, a subgroup of units, denoted
by I1 = {1, · · · , n1}, get treated, while the other group I0 = {n1 + 1, · · · , n} remains untreated.
Once the treatment is assigned, there is no change in the treatment status: all units in I1 remain
treated and those in I0 remain untreated until the end of the series T ′ periods later. Using the
potential outcomes framework, we can denote the treatment by si = 1(i ∈ I1). The observed
qi` = qi`(0) for all 1 ≤ i ≤ n and 1 ≤ ` ≤ T , and qi` = (1− si)qi`(0) + siqi`(1) for ` > T . A typical
parameter of interest in this context is the average treatment effect on the treated at a particular
post-treatment period, which can be expressed as θ = E[yi(1)− yi(0)|si = 1] for yi(1) = qit(1) and
yi(0) = qit(0) for some t > T . The pre-treatment outcomes can be used as the large-dimensional
covariates, i.e., xi = (qi1, · · · , qiT )′.
The method developed in this paper can also be applied to other problems, including staggered
adoption (Athey and Imbens, 2018), recommender systems (Liang et al., 2016), inference with
measurement error (Schennach, 2016), diffusion index forecasts (Stock and Watson, 2002a), and
network analysis (Graham, 2020). See Section 6 for details.
2.3 Notation
Latent functions. For a generic sequence of functions {ht(·)}Mt=1 defined on a compact sup-
port, let ∇`ht(·) be a vector of `th-order partial derivatives of ht(·), and define D [κ]ht(·) =
(∇0ht(·)′, · · · ,∇κht(·)′)′, i.e., a column vector that stores all partial derivatives of ht(·) up to
order κ. The derivatives on the boundary are understood as limits with the arguments ranging
within the support. When ` = 1, ∇ht(·) := ∇1ht(·) is the gradient vector, and the Jacobian matrix
is ∇h(·) := (∇h1(·), · · · ,∇hM (·))′.
Matrices. For a vector v ∈ Rd, ‖v‖2 =
√
v′v is the Euclidean norm of v, and for an m × n
matrix A, ‖A‖max = max1≤i≤m,1≤j≤n |aij | is the entrywise sup-norm of A. smax(A) and smin(A)
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denote the largest and smallest singular values of A respectively. Moreover, Ai· denotes the ith
row and A·j is the jth column of A.
Asymptotics. For sequences of numbers or random variables, an . bn denotes lim supn |an/bn|
is finite, and an .P bn or an = OP(bn) denotes lim supε→∞ lim supn P[|an/bn| ≥ ε] = 0. an = o(bn)
implies an/bn → 0, and an = oP(bn) implies that an/bn →P 0, where →P denotes convergence in
probability. an  bn implies that an . bn and bn . an.  denotes convergence in distribution.
Others. For two numbers a and b, a ∨ b = max{a, b} and a ∧ b = min{a, b}. For a finite set
S, |S| denotes its cardinality. For a d-tuple q = (q1, · · · , qd) ∈ Zd+ and d-vector v = (v1, · · · , vd)′,
define [q] =
∑d
j=1 qj and v
q = vq11 v
q2
2 · · · vqdd .
3 Outline of Estimation Procedure
This section describes the main procedure for counterfactual analysis, which consists of three steps.
First, relevant information on αi is extracted based on Equation (2.5). Second, the conditional
means {ςi,}ni=1 of potential outcomes and conditional treatment probabilities {pi,}ni=1 are estimated
by local least squares in which the extracted information from the first step plays the role of kernel
functions and generated regressors. Third, the estimators of causal parameters of interest are
constructed based on doubly-robust score functions. See Algorithm 1 for a short summary. The
only tuning parameter in this procedure is the number of nearest neighbors K, which governs the
bandwidth of nonparametric regression in the second step.
In addition to methodological discussions, each step will be accompanied by an empirical illus-
tration using the data of Acemoglu et al. (2016), which analyzes the effect of the announcement of
the appointment of Tim Geithner as Treasury Secretary on November 21, 2008 on stock returns of
financial firms that were connected to him. It can be viewed as an example of the synthetic control
design discussed in Section 2.2. Specifically, the observed variable Q is the daily stock return of
firms, and the treatment is the appointment of Geithner, which starts at a particular date (“event
day 0”) and affects a subgroup of firms connected to him (si = 1). The potential outcomes yi(1)
and yi(0) respectively denote the cumulative stock returns of firm i from date 0 to date 1 that
would be observed with and without the connection to Geithner. The individual treatment effect
yi(1) − yi(0) measures the cumulative abnormal return of firm i, i.e., CAR[0,1] defined in their
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paper. The parameter of interest θ is the average treatment effect on the treated, i.e., average
cumulative abnormal returns of firms connected to Geithner. The main analysis is conducted using
the full sample defined in Acemoglu et al. (2016), which consists of 583 firms in total (n = 583)
and 22 of them are treated (“connected to Geithner”). To be comparable with the results in their
paper, the observed large-dimensional covariates xi are stock returns of financial firms for 250 days
that ends 30 days prior to the Geithner announcement (T = 250). Control variables zi available in
this dataset are firm size (log of total assets), profitability (return on equity), and leverage (total
debt to total capital) as of 2008.
3.1 Step 1: Extraction of Latent Variables
The goal is to extract information on latent confounders by employing Equation (2.5). The following
sketches the main ideas. Section SA-2 of the SA provides more general discussion of the underlying
local principal subspace approximation method.
Row-wise Splitting. Split the row index set T = {1, · · · , T} of X into two non-overlapping
subsets randomly: T = T †∪T ‡ with T † = |T †|, T ‡ = |T ‡| and T †  T ‡  T . Accordingly, the data
matrix X is divided into two submatrices X† and X‡ with row indices in T † and T ‡ respectively.
u† and u‡ are defined similarly. This step is needed only when local PCA is implemented.
K-Nearest Neighbors Matching. This step makes use of the subsample labeled by †, i.e., the
submatrix of X with row indices in T †. For a generic unit i ∈ {1, · · · , n}, search for a set of indices
Ni = {j1(i), · · · , jK(i)} for the K nearest neighbors (including i itself) in terms of a distance metric
d(·, ·). Specifically,
Ni =
{
j :
n∑
`=1
1
(
d(X†·i,X
†
·`) ≤ d(X†·i,X†·j)
)
≤ K
}
. (3.1)
Usual choices include Euclidean distance d2(X
†
·i,X
†
·j) =
1√
T †
‖X†·i−X†·j‖2 and pseudo-max distance
d∞(X
†
·i,X
†
·j) = maxl 6=i,j | 1T † (X
†
·i − X†·j)′X†·l|. The latter, proposed by Zhang et al. (2017), has
appealing features. In particular, it may accommodate (conditional) heteroskedasticity of errors
in the nonlinear factor model, and under Assumption 5 below, matching on observed covariates
using d∞(·, ·) translates into a sharp bound on the indirect matching discrepancy of the underlying
latent variables. From now on, attention is restricted to results based on assuming d(·, ·) = d∞(·, ·).
Properties of Euclidean distance are discussed in Section SA-2 of the SA.
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Algorithm 1 (Inference with latent variables)
Step 1: Latent Variable Extraction
Input: covariate matrix X ∈ RT×n, tuning parameter K
Output: {Ni}ni=1, {Λ̂〈i〉}ni=1
Row-wise split X into two submatrices X† and X‡
For i = 1, · · · , n,
(1) use X† to obtain the set Ni of K nearest neighbors of unit i as in (3.1)
(2) use X‡ to obtain the local factor loading Λ̂〈i〉 ∈ RK×dλ as in (3.3)
Step 2: Factor-Augmented Regression
Input: regressands: {yi}ni=1, {di()}ni=1; regressors: {zi}ni=1, {Λ̂〈i〉}ni=1; neighborhoods: {Ni}ni=1
Output: fitted values {ς̂i,}ni=1 and {p̂i}ni=1
For each i = 1, · · · , n, and  ∈ J ,
(1) implement regression of y` for ` ∈ Ni and d`() = 1 to obtain ς̂i, as in (3.4)
(2) implement regression of d`() for ` ∈ Ni to obtain p̂i, similarly
Step 3: Counterfactual Analysis
Input: {yi}ni=1, {di()}ni=1, {ς̂i,}ni=1, {p̂i}ni=1
Output: {θ̂,′},′∈J and related quantities
(1) Obtain the estimator θ̂,′ of θ,′ = E[yi()|si = ′] as in (3.5) and its standard error as in (3.6)
(2) Construct estimators of other quantities based on {θ̂,′}
As a conceptual illustration, Figure 1 shows an artificial two-dimensional manifold embedded
in a three-dimensional space. K-NN matching for a particular unit (colored red) generates a
local neighborhood (the circled region). Note that the distance metric d∞(·, ·) is defined based
on averaging information across the t dimension. If the errors in ui are independent or only
weakly dependent across t, their impact on the distance becomes negligible as the dimensionality
T grows large. On the other hand, if the (noise-free) latent factor structure is not too singular (see
Assumption 3 below), any two points found close on the manifold should also be close in terms
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of the underlying latent variables. Therefore, the nearest neighbors obtained by matching on the
observed covariates are similar in terms of the unobserved confounders, which is the key building
block of subsequent analysis.
Figure 1: K-Nearest Neighbor Matching
Now, using the data of Acemoglu et al. (2016) , I implement K-NN matching for each unit
based on stock returns in the first 125 days with K = 69. This choice of K is relatively large and
based on a rule-of-thumb nonparametric rate described in Step 3. Due to the existence of noise
in the factor model, choosing a small K may not help reduce the resultant matching discrepancy
(see discussions below Theorem 4.1). To have a sense of the performance of K-NN matching, I
calculate for each unit the maximum distance of matched pairs divided by the standard deviation
of the distance across all pairs, which can be viewed as a normalized matching discrepancy in terms
of the observed returns. Table 1 reports some summary statistics for treated and control groups
respectively. Matching performs well for treated units, whereas some control units are matched
with someone relatively far away. In later analysis, I will check the robustness of the results by
varying the number of nearest neighbors or directly dropping a few control units with very large
discrepancy.
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Table 1: K-NN Matching: Maximum Distance of Matched Pairs
Min. 1st Qu. Median Mean 3rd Qu. Max.
Treated 0.422 0.506 0.632 0.658 0.750 1.143
Control 0.415 0.521 0.675 1.342 1.213 17.367
Notes: For each unit, the maximum distance of matched pairs are normalized by dividing it
by the standard deviation of the distance across all pairs.
Local Principal Component Analysis. This step makes use of the subsample labeled by ‡,
i.e., the submatrix of X with row indices in T ‡. Given a set of nearest neighbors Ni from the
previous step, define a T ‡ × K matrix X〈i〉 = (X‡·j1(i), · · · ,X
‡
·jK(i)). The subscript 〈i〉 indicates
that the data matrix is defined locally for unit i. Intuitively, within a local neighborhood, the
unknown function ηt(·) can be approximated by a linear combination of some basis functions of
latent variables. Thus, X〈i〉 admits a linear factor structure up to approximation errors:
X〈i〉 = F〈i〉Λ′〈i〉 + r〈i〉 + u〈i〉, (3.2)
where u〈i〉 = (u
‡
·j1(i), · · · ,u
‡
·jK(i)). F〈i〉Λ
′
〈i〉 + r〈i〉 is the nonlinear factor component. The K × dλ
matrix Λ〈i〉 can be viewed as approximation basis functions of latent confounders (evaluated at the
data points), the T ‡×dλ matrix F〈i〉 collects the corresponding coefficients, and r〈i〉 is the resultant
approximation error. dλ is a user-specified number of approximation terms. F〈i〉 and Λ〈i〉 may be
identified up to a rotation and estimated based on the following (local) PCA procedure (Bishop,
2006):
(F̂〈i〉, Λ̂〈i〉) = arg min
F˜〈i〉∈RT‡×dλ ,Λ˜〈i〉∈RK×dλ
Tr
[(
X〈i〉 − F˜〈i〉Λ˜′〈i〉
)(
X〈i〉 − F˜〈i〉Λ˜′〈i〉)′
]
, (3.3)
such that 1
T ‡ F˜
′
〈i〉F˜〈i〉 = Idλ and
1
K Λ˜
′
〈i〉Λ˜〈i〉 is diagonal. Let λ̂`,〈i〉 be the column in Λ̂〈i〉 that
corresponds to unit `.
The decomposition in Equation (3.2) is primarily of theoretical interest. In practice, there is
no need to specify a particular approximation basis Λ〈i〉 for implementing PCA in Equation (3.3).
Also, the number of principal components to be extracted (dλ) is fixed, which plays a similar role as
the degree of a basis in local polynomial regression. If the number of latent variables dα is known,
one may choose dλ accordingly so that approximation terms up to a certain order are extracted. In
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practice, it may be more convenient to investigate the magnitude of eigenvalues and then extract all
principal components that can be differentiated from noises, as illustrated by the empirical example
below. A formal procedure for selecting dλ is left for future research.
Note that K-NN matching has implicitly used the information on {ui}. Without sample splitting
across t, for units within the same neighborhood, the nonlinear factor components would be corre-
lated with noises, rendering the standard PCA technique inapplicable. Row-wise sample splitting
is a simple remedy, if the noises are independent across t. Also note that splitting is not always
necessary. For example, if local constant approximation is satisfactory, the index sets {Ni}ni=1 from
K-NN matching suffices for later analysis.
The idea of local PCA is illustrated in Figure 2. Units around the red dot are approximately
lying on a (local) linear tangent plane. Intuitively, this approximation is analogous to the local
linear regression in the nonparametrics literature, though conditioning variables in this context
are unobserved. More generally, if more leading factors can be differentiated from noises, a local
nonlinear principal subspace can be constructed for a higher-order approximation to the underlying
manifold.
Figure 2: Local Tangent Space Approximation
Using the data of Acemoglu et al. (2016), I implement local PCA for each unit. Recall that for
each firm a set of nearest neighbors has been obtained using the stock returns in the first 125 days.
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PCA can be conducted for this subgroup of firms using their stock returns in the next 125 days.
Figure 3 shows several leading eigenvalues corresponding to the neighborhood for a particular unit
(“AMERICAN EXPRESS CO.”), suggesting that extracting one or two local principal components
is a reasonable choice. In the subsequent analysis, I set dλ = 1. Results based on dλ = 2 are similar
and omitted to conserve space.
Figure 3: Local Eigenvalues for One Neighborhood
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3.2 Step 2: Factor-Augmented Regression
For the outcome equation (2.2), the predicted value ς̂i, for unit i is given by
ς̂i, = z
′
iβ̂ + µ̂(αi), µ̂(αi) = λ̂
′
i,〈i〉b̂, where
(β̂′, b̂
′
)
′ = arg max
(β′,b′)′∈Rdz+dλ
∑
`∈Ni
d`()(y` − z′`β − λ̂′`,〈i〉b)2.
(3.4)
It can be viewed as a local least squares regression with generated regressors λ̂`,〈i〉. The treatment
equation (2.3) can be treated in exactly the same way. By a linear regression of d`() on z` and
λ̂`,〈i〉 for ` ∈ Ni, the predicted value p̂i, can be obtained. Note that as discussed in Section 5.3
below, other approaches such as nonparametric logit or probit can also be employed to estimate
these propensity scores.
As a reminder, if local constant approximation is satisfactory, a simple local average estimator
can be constructed using index sets {Ni}ni=1 only. For example, for the outcome equation, one may
16
take
ς̂i, =
∑
`∈Ni d`()y`∑
`∈Ni d`()
.
It is equivalent to local least squares estimation with a constant regressor.
For the purpose of illustration, I implement a local regression of stock returns at date t on the
leading factor loading extracted previously, for each t = −20, · · · , 0, 1, where t = 0 denotes the day
when the treatment starts. Figure 4a shows the fitted values in black and the observed daily returns
in grey for the 22 treated firms, and the result for American Express Co. is displayed in Figure 4b.
Recall that the fitted values should be understood as the estimates of conditional expectations of
stock returns without treatment given the latent variables. Clearly, after day 0, many sequences of
stock returns increase sharply compared with the corresponding fitted values.
Figure 4: Local Least Squares: Stock Returns
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(b) American Express Co.
3.3 Step 3: Counterfactual Analysis
The final step is to estimate the counterfactual means of potential outcomes, which forms the
basis of estimators for other causal parameters. Specifically, consider θ,′ := E[yi()|si = ′]. Let
p` = P(si = `) for any ` ∈ J . Under unconfoundedness conditional on zi and αi (see Assumption
1 below),
θ,′ = E
[
di(
′)ςi,
p′
+
pi,′
p′
di()(yi − ςi,)
pi,
]
.
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An estimator of θ,′ is given by
θ̂,′ :=
1
n
n∑
i=1
[
di(
′)ς̂i,
p̂′
+
p̂i,′
p̂′
di()(yi − ς̂i,)
p̂i,
]
, (3.5)
where ς̂i,, p̂i, and p̂i,′ have been obtained in the second step, and p̂` =
1
n
∑n
i=1 di(`) for ` = , 
′.
For the purpose of inference, a simple plug-in variance estimator for θ̂,′ is
σ̂2,′ :=
1
n
n∑
i=1
[
di(
′)(ς̂i, − θ̂,′)2
p̂2′
]
+
1
n
n∑
i=1
[
p̂2i,′di()(yi − ς̂i,)2
p̂2′ p̂
2
i,
]
. (3.6)
One may expect
√
nσ̂−1,′(θ̂,′ − θ,′) N(0, 1), which will be shown in Theorem 4.5 below. Confi-
dence intervals and hypothesis testing procedures can be constructed accordingly.
Estimators of other parameters may be constructed in a similar way or based on {θ̂,′},′∈J .
For example, the average treatment effect on the treatment group ′ = ` compared to the baseline
treatment status  = 0 can be estimated by θ̂`,` − θ̂0,` where θ̂`,` =
∑n
i=1 di(`)yi/
∑n
i=1 di(`).
As an illustration, I estimate the average treatment effect of connections with Geithner on cu-
mulative returns from day 0 to day 1 (CAR[0,1]) for firms with connections. Since the number of
treated units is relatively small, the propensity score is obtained by taking a simple local average
within each neighborhood. For the outcome equation, I run a local regression of stock returns of
firms with no connections on the factor loading extracted previously (dλ = 1). Different choices
of K are considered, which correspond to K = Cn2/3 where C = 0.5, 1, 2. Assuming there exists
one latent variable, such choices coincide with the mean squared error (MSE) optimal rate of the
underlying nonparametric estimators. The above procedure is applied to the full sample and a base
sample. The latter, as defined in Acemoglu et al. (2016), excludes firms whose returns are highly
correlated with Citigroup.
Results are reported in the first two columns of Table 2. For ease of comparison, I also include one
result based on synthetic matching given in Acemoglu et al. (2016) and one based on a penalized
synthetic control method in Abadie and L’Hour (2019). It should be noted that their underlying
assumptions and inference methodology are different from mine. The estimated average cumulative
abnormal return for the connected firms using the proposed method ranges from 0.085 to 0.102
and significantly differs from zero at the 0.05 level, which is comparable to, but somewhat greater
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in magnitude than that in Acemoglu et al. (2016) and Abadie and L’Hour (2019). I also check the
robustness of the results by excluding firms in the control group with large normalized matching
discrepancy (top 10% in Table 1). Results are similar and omitted to conserve space.
The analysis so far has controlled for latent variables only. Three additional covariates are
available in the dataset of Acemoglu et al. (2016): firm size (log of total assets), profitability
(return on equity), and leverage (total debt to total capital) as of 2008. They can be incorporated
into the local least squares regression in Step 2 as additional regressors zi. Results are reported in
the third and fourth columns of Table 2. The estimated effect is slightly smaller than that without
additional covariates, but still significant at the 0.05 level.
Table 2: Average Treatment Effect of Connections on the Treated
No Covariates Add Covariates
Full Sample Base Sample Full Sample Base Sample
Local PCA, K =
34 0.085 0.089 0.073 0.087
(0.028) (0.026) (0.025) (0.026)
69 0.094 0.100 0.091 0.088
(0.028) (0.027) (0.027) (0.03)
139 0.102 0.101 0.090 0.080
(0.027) (0.027) (0.027) (0.026)
Acemoglu et al. (2016)
Estimate 0.060
CI for TE=0 [-0.068, 0.036]
Abadie and L’Hour (2019)
Estimate 0.061
CI for TE=0 [-0.050, 0.061]
Notes: CAR[0,1] is the cumulative abnormal return from day 0 to day 1. The based sample
excludes firms highly correlated with Citigroup. Standard errors are reported in parentheses.
“CI for TE=0” in Acemoglu et al. (2016) and Abadie and L’Hour (2019) are permutation-based
confidence intervals for hypothesis testing of the effect of connections being equal to zero.
4 Main Results
4.1 Assumptions
I begin with unconfoundedness and overlap conditions commonly used in the causal inference
literature. Note that the conditioning variables αi in this scenario are unobservable.
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Assumption 1 (Unconfoundedness and Overlap). {(yi, si, zi,αi)}ni=1 is i.i.d over 1 ≤ i ≤ n and
satisfies that (a) yi() ⊥ di(′)|zi,αi, ∀, ′ ∈ J ; (b) for all  ∈ J , P(si = |zi,αi) ≥ pmin > 0 for
almost surely αi.
The next assumption imposes mild regularity conditions on the treatment effects model and the
latent structure of xi.
Assumption 2 (Regularities). Let m¯ ≥ 2 and ν > 0 be some constants. Equations (2.2), (2.3)
and (2.5) hold with the following conditions satisfied:
(a) For all  ∈ J , µ(·), ρ(·) are m¯-times continuously differentiable.
(b) zi has a compact support and E[z˜iz˜′i|αi] > 0 a.s. for z˜i = zi − E[zi|αi]. Conditional on F ,
{(i,vi)}ni=1 are independent across i with zero means and independent of {xi}ni=1. Moreover,
max1≤i≤n E[‖i‖2+ν2 |F ] <∞ and max1≤i≤n E[‖vi‖2+ν2 |F ] <∞ a.s. on F .
(c) {αi}ni=1 has a compact convex support with a density bounded and bounded away from zero.
(d) For all 1 ≤ t ≤ T , ηt(·) is m¯-times continuously differentiable with all partial derivatives of
order no greater than m¯ bounded by a universal constant.
(e) Conditional on F , {uit : 1 ≤ i ≤ n, 1 ≤ t ≤ T} is independent across i and over t, and
max1≤i≤n,1≤t≤T E[|uit|2+ν |F ] <∞ a.s. on F .
Part (a), (b), and (c) concern the regularities of the treatment effects model characterized by
Equations (2.2) and (2.3). The conditional expectations of potential outcomes and propensity scores
are sufficiently smooth functions, and other standard conditions are imposed on the conditioning
variables and errors. Regarding the latent structure of xi described in Equation (2.5), part (d)
ensures that all latent functions belong to a Ho¨lder class of order m¯, and part (e) are standard
conditions on errors commonly used in graphon estimation and factor analysis. The constant m¯
governs the smoothness of unknown functions, and ν controls the tails of error terms. They are
assumed to be the same across Equations (2.2)-(2.5) only for simplicity.
Recall that the main task of the first step is to learn αi from xi. αi is not identifiable, but it
is unnecessary to identify it in an exact sense since only predictions based on αi matter for the
main analysis. Intuitively, the hope is to extract local geometric relations among latent αi’s, which
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are reflected by index sets for nearest neighbors and local factor loadings described in Section 3.
The next three assumptions detail the restrictions on the latent nonlinear structure generated by
{ηt(·)}Tt=1, ensuring that the relations learned from xi’s can be translated into that for αi’s.
Assumption 3 below can be intuitively understood as an “identification” condition for αi. It
implies that the difference in αi can be revealed by observed xi as the dimensionality of xi grows
large, though exact identification of αi is impossible without further restrictions. Due to the row-
wise sample splitting, I will write η†(·) := (ηt(·))t∈T † , and η‡(·) := (ηt(·))t∈T ‡ , which are T † × 1
and T ‡ × 1 column vectors of latent functions respectively.
Assumption 3 (Latent Structure: Identification). For every ε > 0,
lim
∆→0
lim sup
n,T †→∞
P
{
max
1≤i≤n
max
j:d∞(η†(αi),η†(αj))<∆
‖αi −αj‖2 > ε
}
= 0. (4.1)
When this condition holds, units within the same neighborhood obtained by nearest neighbors
matching on a large number of observed covariates (see Step 1 in Section 3) are similar in terms
of the latent variables. Otherwise, units with quite different values of αi could be matched. For
example, a one-dimensional circle embedded in a high-dimensional space can be parameterized as
a vector function of a single variable α. However, for two different values of α, the corresponding
points observed on the (noise-free) manifold could be exactly the same. Another example violating
Assumption 3 is the linear factor model with factors that are too “sparse”. Suppose that ηt(αi) =
$tαi and $t 6= 0 if and only if t = 1. For αi 6= αj , their difference is revealed only when t = 1, and
the distance between η†(αi) and η†(αj) becomes negligible as T diverges.
Note that the idea underlying this condition is related to the completeness assumption widely
used in econometric identification problems (Newey and Powell, 2003; Chernozhukov and Hansen,
2005; Hu and Schennach, 2008). Roughly speaking, for a family of distributions, completeness
requires that the density of a variable sufficiently vary across different values of the conditioning
variable. Analogously, condition (4.1) amounts to saying that there is enough variation observed
on the manifold for different values of latent variables.
The next assumption concerns the non-collinearity of derivatives of latent functions, which facil-
itates quantification of the indirect matching and local PCA.
21
Assumption 4 (Latent Structure: Non-degeneracy). For some c > 0 and 2 ≤ m ≤ m¯,
lim
n,T †→∞
P
{
min
1≤i≤n
smin
(
1
T †
∑
t∈T †
(D [m−1]ηt(αi))(D [m−1]ηt(αi))′
)
≥ c
}
= 1,
lim
n,T ‡→∞
P
{
min
1≤i≤n
smin
(
1
T ‡
∑
t∈T ‡
(D [m−1]ηt(αi))(D [m−1]ηt(αi))′
)
≥ c
}
= 1.
(4.2)
Assumption 4 ensures that the derivatives up to order m − 1 are not too collinear. Intuitively,
it says that the nonlinearity characterized by these terms truly exists. It is analogous to the
non-degenerate factors condition used in linear factor analysis (e.g. Bai, 2003, 2009).
The last assumption on the latent structure, which I refer to as non-collapsing, permits accu-
rate translation from the matching discrepancy in terms of observables to that of unobservables.
Specifically, letPα0 [·] be the projection operator onto the dα-dimensional space (embedded in RT
†
)
spanned by the local tangent basis at η†(α0), i.e., ∇η†(α0). Take an orthogonalized basis of this
tangent space, and further denote by Pα0,`[·] the projection operator onto the `th direction of the
tangent space. Then, Pα0,`[η
†(α)] is the projection of η†(α) onto the `th direction of the tangent
space at η†(α0).
Assumption 5 (Latent Structure: Non-collapsing). There exists an absolute constant c′ > 0 such
that
lim
n,T †→∞
P
{
min
1≤`≤dα
min
1≤i≤n
sup
α∈A
1
T †
∥∥∥Pai,`[η†(α)]∥∥∥2
2
≥ c′
}
= 1. (4.3)
Though seemingly involved at first glance, condition (4.3) has an intuitive geometric interpre-
tation. Note that the latent functions {ηt(·)}t∈T † generate a dα-dimensional manifold embedded
in RT † , and thus (4.3) simply says that if the whole manifold is projected onto the tangent space
at any data point, the dimensionality of the projection does not drop, as implied by the name
“non-collapsing”.
Assumptions 3-5 are a group of lower-level conditions, which are further discussed using concrete
examples in Section SA-2.3 of the SA. Note that the cornerstone of the proposed method is a local
principal subspace approximation procedure, which has broad applicability and can be justified
under higher-level conditions. In particular, the analysis below can be easily adapted to cover
semi-strong factor models (Wang and Fan, 2017). See Section SA-2.2 of the SA for details.
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4.2 Theoretical Results
Throughout the analysis below, I will write δKT = (K
1/2 ∧ T 1/2)/√log(n ∨ T ) and hK,α =
(K/n)1/dα . Recall that K is the number of nearest neighbors and T is the dimensionality of
xi. The asymptotic analysis is conducted assuming both K and T diverge as n→∞. As explained
before, I use d(·, ·) = d∞(·, ·). Moreover, dλ is the number of extracted leading local principal com-
ponents. I assume that dλ =
(
m−1+dα
dα
)
so that the local approximation terms up to order (m− 1)
for {ηt(·)} are extracted.
Latent Structure
I begin with the covariate equation (2.5) and provide some important intermediate results that may
be of independent interest. More detailed results are given in Section SA-2 of the SA. The first
theorem concerns the discrepancy of latent variables induced by matching on observed covariates.
Theorem 4.1 (Indirect Matching). Suppose that Assumptions 2(c), 2(d), 2(e), 3, 4 and 5 hold.
If n
4
ν (logn)
ν−2
ν
T . 1, then,
max
1≤i≤n
max
1≤k≤K
‖αi −αjk(i)‖2 .P (K/n)1/dα +
√
log n/T .
As shown in the above theorem, the matching can be made up to errors consisting of two terms
in an asymptotic sense. The first part (K/n)1/dα reflects the direct matching discrepancy for αi. It
grows quickly with the number of latent variables, which coincides with the results in the nearest
neighbors matching literature (Gyo¨rfi et al., 2002). The second term
√
log n/T arises from the
existence of ui. By construction of the distance metric, averaging across the t dimension can shrink
the impact of ui to the order of T
−1/2 up to a log penalty.
Note that if αi were observed, matching could be directly implemented on it with the number
of matches K fixed, and large-sample properties of the resultant matching estimators have been
established in Abadie and Imbens (2006). In this paper, however, αi is unobservable, and matching
can only be done on their noisy measurements, leading to the indirect matching discrepancy char-
acterized by the second term in Theorem 4.1. Using a fixed (or small) number of nearest neighbors
is unable to further reduce bias and thus is not recommended in this scenario.
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The rate restriction in Theorem 4.1 is exploited in application of maximal inequalities, which
ensures uniform convergence of sample averages across t. It becomes more relaxed when more
stringent moment conditions (larger ν) hold. In addition, as explained earlier, Assumption 5 is
used to derive a sharp bound on the indirect matching discrepancy when d∞(·, ·) is used. When it
does not hold, a loose bound may still be established. See Theorem SA-2.2 and Remark SA-2.1 in
the SA for more details.
Next, I consider the properties of the estimated factors and loadings from local PCA. Note that
the decomposition of X〈i〉 given by Equation (3.2) is still arbitrary since the approximation basis
Λ〈i〉 is undefined. From a practical perspective, users do not need specify Λ〈i〉 explicitly, and
the PCA procedure has automatically imposed normalization so that the estimated factors and
loadings are uniquely defined. For the purpose of theoretical analysis, however, Λ〈i〉 needs to be
appropriately defined so that it aligns with the estimand of Λ̂〈i〉 and possesses approximation power
for general smooth functions. Formally, let
α ∈ A 7→ λ(α) := (λ1(α), · · · , λdλ(α))′
be a dα-variate monomial basis of degree no greater than m − 1 centered at αi (including the
constant). A typical element of λ(α) is then given by (α − αi)q for [q] ≤ m − 1. Define Λ〈i〉 =
(λ(αj1(i)), · · · ,λ(αjK(i)))′. Heuristically, K-NN matching has detected a group of units with similar
latent features, and Λ〈i〉 further characterizes their local relations that may be used for higher-order
approximation,
Note that by Theorem 4.1, the distance between αi and its nearest neighbors {αjk(i)}Kk=1 is
diminishing as n diverges. Consequently, the loadings of different factors in Equation (3.2) are
possibly shrinking in magnitude at heterogeneous rates. The next theorem, as the key building
block of the main results, shows that Λ〈i〉 can be estimated up to a rotation provided that the
leading approximation terms included in Λ〈i〉 are sufficiently strong.
Theorem 4.2 (Factor Loadings). Suppose that Assumptions 2(c), 2(d), 2(e), 3, 4 and 5 hold. If
δKTh
m−1
K,α →∞, n
4
ν (logn)
ν−2
ν
T . 1, and (nT )
2
ν δ−2KT . 1, then there exists a matrix H〈i〉 such that
max
1≤i≤n
‖Λ̂〈i〉 −Λ〈i〉H〈i〉‖max .P δ−1KT + hmK,α.
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The estimation errors of Λ̂〈i〉 consists of two parts. The first term reflects the estimation variance.
Since latent variables are not observed, this rate of convergence relies on both K and T , as in linear
factor analysis (Bai, 2003). The second term is simply the resulting approximation error. The rate
condition δKTh
m−1
K,α → ∞ ensures that the leading terms F〈i〉Λ′〈i〉 can be differentiated from the
remainder in Equation (3.2), and the other two are used in application of maximal inequalities.
If T  n, the first rate condition reduces to (n/K) 2m−2dα = o(K/ log n), and the second and third
ones can be combined and simplified to n
4
ν . K/ log n. In this simple case, for K = nA, A >
max{ 4ν , 2m−22m−2+dα } suffices. In particular, if ν is sufficiently large, this restriction can be satisfied
by setting, for example, K  n 2m2m+dα (or equivalently, hK,α  n−
1
2m+dα ), which coincides with the
MSE-optimal choices of tuning parameters in the nonparametrics literature.
The result of Theorem 4.2 indeed concerns the convergence of Λ̂〈i〉 in terms of sup-norm, which
is also uniform over the local neighborhoods indexed by 〈i〉. The key proof strategy is a leave-
one-out trick used in studies of principal components, e.g., Abbe et al. (2020). It helps construct
sup-norm bounds on estimated singular values. Similar results can also be established for the
estimated factors. The rate of convergence may be heterogeneous across columns of F̂〈i〉, reflecting
the differing magnitude of underlying approximation terms. See Theorem SA-2.4 of the SA for
details. Note that the uniform convergence in Theorem 4.2 is convenient for later analysis, but the
rate conditions required may be stronger than needed for pointwise or L2 convergence.
Before moving to the next step, I provide the uniform convergence of estimated common com-
ponents, which may be of independent interest for panel data analysis. Let η‡ be the submatrix of
η with row indices in T ‡. Write η〈i〉 = (η‡·j1(i), · · · ,η
‡
·jK(i)) and η̂〈i〉 = F̂〈i〉Λ̂
′
〈i〉.
Theorem 4.3. Under the conditions of Theorem 4.2, max1≤i≤n ‖η̂〈i〉 − η〈i〉‖max .P δ−1KT + hmK,α.
This theorem shows that the nonlinear factor components can be consistently estimated, and
the convergence is uniform over both dimensions. It plays an important role for latent variables
extraction when additional high-rank regressors are used as in Equation (2.4).
Counterfactual Analysis
I first show the uniform convergence of the estimated conditional means of potential outcomes and
propensity scores obtained through local factor-augmented regressions.
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Theorem 4.4 (Factor-Augmented Regression). Suppose that Assumptions 2, 3, 4 and 5 hold. If
δKTh
m−1
K,α →∞, n
4
ν (logn)
ν−2
ν
T . 1, and (nT )
2
ν δ−2KT . 1, then for each  ∈ J , max1≤i≤n |ς̂i, − ςi,| .P
δ−1KT + h
m
K,α and max1≤i≤n |p̂i, − pi,| .P δ−1KT + hmK,α. Detailed asymptotic expansions are given by
Equation (SA-6.5) in the SA.
The convergence above should be read as uniform over all the data points indexed by i, which
respects the fact that αi is not directly observed and we obtain information on it for the n units in
the dataset. In this sense, it slightly differs from some semiparametric analysis where uniformity
over the whole support is established (or assumed directly). Again, the estimation errors reflect
both variance and bias, including the impact of the generated regressors Λ̂〈i〉.
Now, I am ready to apply previous results to inference on the counterfactual means of potential
outcomes. The following theorem establishes the asymptotic normality of the proposed estimator.
Theorem 4.5 (Causal Inference). Suppose that Assumptions 1, 2, 3, 4 and 5 hold. If δKTh
m−1
K,α →
∞, n
4
ν (logn)
ν−2
ν
T . 1, (nT )
2
ν δ−2KT . 1, and
√
n(δ−2KT + h
2m
K,α) = o(1), then
(a)
√
n(θ̂,′ − θ,′) = 1√n
∑n
i=1 ϕi,,′ + oP(1), where ϕi,,′ :=
di(
′)(ςi,−θ,′ )
p′
+
pi,′
p′
di()(yi−ςi,)
pi,
;
(b)
√
n(θ̂,′ − θ,′)/σ̂,′  N(0, 1).
As discussed before, the doubly-robust score function helps relax the condition on the convergence
rates of ς̂i, and p̂i,. In line with the results in the double/debiased machine learning literature, the
fourth rate condition essentially requires that the product of two estimation errors be of smaller
order than n−1/2, which can be satisfied, for example, when the convergence in Theorem 4.4 is
faster than n−1/4. As discussed below Theorem 4.2, when T  n and ν is sufficiently large, the
first three restrictions can be satisfied by K  n 2m2m+dα . The resultant convergence rates of ς̂i, and
p̂i, coincide with the usual MSE-optimal rates (up to a log term) in the nonparametrics literature,
which suffices to satisfy the faster-than-n1/4 requirement if m > dα/2.
Note that this paper focuses on large-K asymptotics, which is analogous to a large bandwidth
in kernel estimation or a small number of approximation terms in series estimation. If K is small
relative to the sample size, a non-negligible undersmoothing bias may arise in the distributional
approximation, and bias-robust inference may be needed. See Cattaneo and Jansson (2018); Catta-
neo, Jansson and Ma (2019); Matsushita and Otsu (2019) for more discussions of undersmoothing
bias and possible solutions.
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4.3 Numerical Results
I conducted a Monte Carlo investigation of the finite sample performance of the proposed method.
I consider a binary treatment design J = {0, 1}. The potential outcomes are yi(0) = α+ α2 + i,0
and yi(1) = 2α + α
2 + 1 + i,1. The treatment is si = 1(vi ≤ pi) where pi = exp((α − 0.5) +
(α − 0.5)2)/(1 + exp((α − 0.5) + (α − 0.5)2)). The observed covariates are generated based on
xit = ηt(αi) + uit with ηt(αi) = (αi − $t)2 in Model 1 and ηt(αi) = sin(pi(αi + $t)) in Model 2.
i,0, i,1 ∼ N(0, 1) and αi, $t, vi ∼ U(0, 1). uit ∼ N(0, 1) and is i.i.d over i and t. {i,0}, {i,1}, {αi},
{$t}, {vi} and {uit} are independent.
I consider 5,000 simulated datasets with n = T = 1, 000 each. For each simulated dataset, a
point estimate of the counterfactual mean θ0,1 = E[yi(0)|si = 1] is obtained. I report bias (BIAS),
standard deviation (SD), root mean squared error (RMSE), coverage rate (CR) of nominal 95%
confidence interval and its average length (AL) in Table 3. The results in the first three rows (“local
linear”) are based on local PCA with two extracted principal components (dλ = 2) combined with
a two-fold row-wise sample splitting. For simplicity, the first half (T † = 500) is used for nearest
neighbors matching, and the second half (T ‡ = 500) is used for local PCA. The number of nearest
neighbors is taken to be K = Cn4/5 for C = 0.5, 1, 1.5 respectively. This rate coincides with the
MSE-optimal choice in the (cross-sectional) nonparametric regression. Results reported in Row 4-6
(“local constant”) are based on the simple local average estimator described in Section 3 without
row-wise sample splitting. The number of nearest neighbors is taken to be K = Cn2/3 for C = 0.5,
1, 1.5 respectively. It turns out that the results are robust to the choice of C, though local constant
approximation may have larger bias as expected.
5 Extensions
Some useful extensions are discussed in this section. The first subsection extends the previous
results to uniform inference on counterfactual distributions. The second concerns how additional
covariates can be included into latent variables extraction. The third extends the linear factor-
augmented regression to generalized partially linear forms. The fourth describes how the method
can be generalized to allow for localization in both dimensions rather than cross section only.
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Table 3: Simulation Results, n = T = 1000, 5000 replications
Model 1 Model 2
K BIAS SD RMSE CR AL BIAS SD RMSE CR AL
Local linear
125 −0.008 0.059 0.060 0.943 0.233 −0.001 0.056 0.056 0.948 0.218
251 −0.008 0.058 0.059 0.945 0.231 −0.002 0.055 0.055 0.954 0.217
376 −0.008 0.058 0.058 0.948 0.230 −0.003 0.055 0.055 0.955 0.216
Local constant
49 −0.011 0.058 0.059 0.930 0.216 −0.001 0.058 0.058 0.937 0.216
99 −0.015 0.055 0.057 0.929 0.207 −0.001 0.055 0.055 0.941 0.211
149 −0.019 0.054 0.057 0.922 0.203 −0.002 0.055 0.055 0.942 0.209
Notes: SD = standard deviation of point estimator, RMSE = root MSE of point estimator, CR
= coverage rate of 95% nominal confidence intervals, AL = average interval length of 95%
nominal confidence intervals.
5.1 Uniform Inference
In many applications, the outcome of interest is a certain transformation of the original potential
outcome via a function g(·) ∈ G, and uniform inference over the function class G is desired. In
general, the goal can be achieved in two steps: (i) strengthen the asymptotic expansion in Theorem
4.5(a) to be uniform, that is, the remainder needs to be negligible uniformly over g ∈ G; (ii) show
that the influence function as a process indexed by G weakly converges to a limiting process. The
general treatment of such issues can be found in, e.g., Barrett and Donald (2003); Chernozhukov
et al. (2013); Donald and Hsu (2014).
I will focus on counterfactual distributions, the analysis of which relies on a particular function
class G = {y 7→ 1(y ≤ τ) : τ ∈ Y}. Each g(·) ∈ G corresponds to a particular value τ ∈ Y.
Therefore, I will write yi,τ () = 1(yi() ≤ τ) and yi,τ = 1(yi ≤ τ). Accordingly, Equation (2.2)
becomes
yi,τ () = ςi,,τ + i,,τ , ςi,,τ = z
′
iβ,τ + µ,τ (αi),
where ςi,,τ = P(yi() ≤ τ |zi,αi). For each τ , the second step of the estimation procedure in
Section 3 is implemented to obtain an estimator ς̂i,,τ of ςi,,τ . The parameter of interest is θ,′(τ) =
E[1(yi() ≤ τ)|si = ′], the counterfactual distribution function of yi() for the group with treatment
status ′. From the perspective of uniform inference, θ,′(·) is a parameter in `∞(Y), a function
space of bounded functions on Y equipped with sup-norm. To establish the limiting distribution
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of the proposed estimator, I slightly strengthen the smoothness condition used in Assumption 2.
Assumption 6 (Regularities, Uniform Inference). For all τ ∈ Y, µ,τ (·) is m¯-times continuously
differentiable with all partial derivatives of order no greater than m¯ bounded by a universal constant,
and µ,τ (·) is Lipschitz with respect to τ uniformly over A.
The following theorem shows that the (rescaled) counterfactual distribution process weakly con-
verges to a limiting Gaussian process indexed by τ ∈ Y, which forms the basis of uniform inference.
See Van Der Vaart and Wellner (1996) for underlying technical details.
Theorem 5.1 (Uniform Inference). Under Assumptions 1-6, if δKTh
m−1
K,α → ∞, n
4
ν (logn)
ν−2
ν
T . 1,
(nT )
2
ν δ−2KT . 1, and
√
n(δ−2KT + h
2m
K,α) = o(1), then
√
n
(
θ,′(·)− θ,′(·)
)
=
1√
n
n∑
i=1
ϕi,,′(·) + oP(1) Z,′(·) in `∞(Y),
where ϕi,,′(·) := di(
′)(ςi,,·−θ,′ (·))
p′
+
pi,′
p′
di()(yi,·−ςi,,·)
pi,
and Z,′(·) is a zero-mean Gaussian process
with covariance kernel E[ϕi,,′(τ1)ϕi,,′(τ2)] for τ1, τ2 ∈ Y.
Under proper regularity conditions, the weak convergence above can be applied to construct
inference procedures for other quantities such as quantile treatment effects by the functional delta
method. See Section SA-5.2 of the SA for details.
The limiting Gaussian process can be approximated based on a practically feasible multiplier
bootstrap procedure widely used in the literature. To be specific, take an i.i.d sequence of random
variables {ωi}ni=1 independent of the data with mean zero and variance one. Define a uniformly
consistent estimator of ϕi,,′(·):
ϕ̂i,,′(·) =
di(
′)(ς̂i,,· − θ̂,′(·))
p̂′
+
p̂i,′
p̂′
di()(yi,· − ς̂i,,·)
p̂i,
.
The following corollary shows that conditional on the data, 1√
n
∑n
i=1 ωiϕ̂i,,′(·) weakly converges
to the same limiting process Z,′(·) as in Theorem 5.1. In practice, one only needs to simulate this
feasible approximation process by taking random draws of {ωi}ni=1.
Corollary 5.1.1 (Multiplier Bootstrap). Let the conditions of Theorem 5.1 hold. Then, conditional
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on the data, n−1/2
∑n
i=1 ωiϕ̂i,,′(·)  Z,′(·) that is the Gaussian process defined in Theorem 5.1
with probability approaching one.
To showcase the uniform inference procedure, I use the data of Acemoglu et al. (2016) to check the
(first-order) stochastic dominance (SD) of θ1,1(·) over θ0,1(·), where θ1,1(·) and θ0,1(·) respectively
denote the cumulative distribution functions (CDFs) of potential stock returns of firms connected
to Geithner if they were connected and not connected with him. The main ideas are outlined
here. By definition of SD, the null hypothesis is θ1,1(τ) ≤ θ0,1(τ) for all τ ∈ Y. An intuitive
test statistic is
√
n supτ∈Y(θ1,1(τ) − θ0,1(τ)). The null hypothesis is rejected if the test statistic
is greater than a certain critical value. Given the asymptotic expansions of θ̂1,1(·) and θ̂0,1(·),
the critical value can be obtained by simulating the supremum of the approximation process, i.e.,
supτ∈Y(
1√
n
∑n
i=1(ϕ̂i,1,1(τ)− ϕ̂i,0,1(τ))). In practice, the supremum over the whole support is simply
replaced by maximum over a set of user-specified evaluation points.
Figure 5: Estimated CDFs
0.0
0.4
0.8
−0.3 0.0 0.3 0.6
CDF
Y(0)|D=1
Y(1)|D=1
For each τ ∈ Y, implement the estimation procedure described in Section 3. Varying the values
of τ , I obtain two estimated distribution functions for firms with connections, as shown in Figure
5. The treated outcome Y (1) is the potential cumulative return with connections to Geithner
and the untreated outcome Y (0) refers to that without connections. To better understand the
estimation uncertainty, 95% confidence bands for the two estimated CDFs are plotted, which are
based on simulating the maximum absolute value of the corresponding (studentized) approximation
processes. In each case, the value of τ is restricted to range from 0.1-quantile to 0.9-quantile of the
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estimated distribution.
It turns out that the estimated CDF for the treated outcome is well below that for the untreated
outcome. Formally, I take all observed values of cumulative returns as the evaluation points, and
then simulate the maximum of the approximation process by taking 500 draws of random weights
{ωi}ni=1. In this simple example, the test statistic equals 0, which is well below the critical value 7.4
for a confidence level of 0.95 obtained through simulation. Thus, SD of θ1,1(·) over θ0,1(·) cannot
be rejected. It implies that the positive effects of political connections in this example are felt over
the entire distribution of the stock returns of financial firms connected with Geithner, which is a
stronger conclusion than that based simply on the mean in Section 3.
5.2 High-Rank Covariates
The analysis so far is based on Equation (2.5), assuming xi takes a purely nonlinear factor structure.
However, high-rank components may exist in xi, and it is the latent structure of the residuals
that contains relevant information on αi, as described by Equation (2.4). It can be viewed as a
generalization of linear regression with interactive fixed effects. Intuitively, due to the existence of
the unknown ηt(αi), the regressors wi,` have to be sufficiently high-rank, otherwise they will be
too collinear with the latent component and {ϑ`}dw`=1 cannot be identified. This is similar to the
identification condition for semiparametric partially linear regression.
The main analysis of this paper can still be applied once we have some consistent estimates of
ϑ`’s. They can be obtained using the idea of partially linear regression. Specifically, I refer to Step
1 in Section 3 as a general local principal subspace approximation procedure, which will be applied
to other sequences in addition to {xi}. A slightly revised estimation procedure can be used to
extract the latent variables:
(a) Randomly split the row index set T = {1, · · · , T} into three (non-overlapping) portions:
T = T1 ∪ T2 ∪ T3.
(b) On T1∪T2, for each ` = 1, . . . , dw, apply local principal subspace approximation to {wi,`}ni=1.
Obtain residuals êi,` := wi,` − ŵi,`. Use T1 for K-NN matching and T2 for local PCA.
(c) On T1∪T2, apply the same procedure to {xi}ni=1. Let the obtained residuals be û\i = xi− x̂i.
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(d) Let êi = (êi,1, · · · , êi,dw)′. Estimate ϑ = (ϑ1, · · · , ϑdw)′ by
ϑ̂ =
( 1
n
n∑
i=1
êiê
′
i
)−1( 1
n
n∑
i=1
êiû
\
i
)
.
(e) On T2 ∪ T3, apply the local principal subspace approximation to the covariates-adjusted xi,
i.e., {xi−
∑dw
`=1wi,`ϑ̂`}ni=1. Use T2 for K-NN matching and T3 for local PCA. The index sets
for nearest neighbors and factor loadings obtained from this step are denoted by {Ni}ni=1 and
{Λ̂〈i〉}ni=1 respectively, which are the only quantities carried to counterfactual analysis.
Under additional regularity conditions on {wi,`}dw`=1, it can be shown that ϑ̂ converges to ϑ suffi-
ciently fast and the main results established previously still hold. Formal analysis is available in
Section SA-5 of the SA and is omitted here to conserve space.
5.3 Generalized Partially Linear Forms
The outcome equation (2.2) and treatment equation (2.3) take simple partially linear forms. They
can be further extended to generalized partially linear forms, accommodating different data features.
Specifically, introduce link functions ψ−1y (·) : R 7→ R and ψ−1s (·) : (0, 1)J+1 7→ RJ . The outcome
and treatment are characterized by
yi() = ψy(z
′
iβ + µ(αi)) + i,, E[i,|zi,αi] = 0, (5.1)
di = ψs(γzi + ρ(αi)) + vi, E[vi|zi,αi] = 0, (5.2)
where γ = (γ1, · · · ,γJ)′, ρ(·) = (ρ1(·), · · · , ρJ(·))′, and  = 0 is set as the base level.
The above model can be estimated using local quasi-maximum likelihood method. For Equation
(5.1), consider a quasi-log-likelihood function Ly(ς, y) such that ∂∂ςLy(ς, y) = y−ςVy(ς) for some positive
function Vy. An estimator of ςi, is given by
ς̂i, = ψy(z
′
iβ̂ + µ̂(αi)), µ̂(αi) = λ̂
′
i,〈i〉b̂, where
(β̂′, b̂
′
)
′ = arg max
(β′,b′)′∈Rdz+dλ
∑
`∈Ni
d`()Ly
(
ψy(z
′
`β + λ̂
′
`,〈i〉b), y`
)
.
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For each i, the fitting is restricted to its local neighborhood Ni. Equation (5.2) can be treated
similarly by appropriately choosing a quasi-likelihood Ls(·, ·) associated with {Vs,(·)}∈J satisfying
∂
∂ζ
Ls(ψs(ζ),d) = d()−ψs,(ζ)Vs,(ζ) . The predicted conditional treatment probability is then given by p̂i =
(p̂i,0, · · · , p̂i,J)′ = ψs(γ̂zi + ρ̂(αi)). The asymptotic properties of these estimators can be derived
under additional regularity conditions on the quasi-likelihood and link functions. See Section SA-5
of the SA for details.
Alternatively, one may exploit other standard methods in the semiparametrics literature, e.g.,
profiled quasi-maximum likelihood, to estimate the parametric components β’s and γ’s, though
it is computationally more burdensome. See Ha¨rdle et al. (2012) for implementation details.
5.4 Two-Way Localization
Until now, all analyses of the covariate equation (2.5) have exploited the localization along the
cross-sectional dimension (indexed by i) only. To see this, simply note that Assumption 2 imposes
a standard quasi-uniformity condition on the distribution of αi and the nearest neighbors matching
described in Section 3 is conducted only across units.
Conceptually, if similar distributional conditions are imposed on the latent functions, matching
on the other dimension is possible. For example, consider a special case of latent functions:
ηt(αi) := η(αi,$t), 1 ≤ i ≤ n, 1 ≤ t ≤ T,
where {$t}Tt=1 is i.i.d over t and sampled from a quasi-uniform distribution as well. Clearly, the
roles of the two-way latent variables αi and $t are completely symmetric, and nearest neighbors
matching can be done in both dimensions. Given the treatment effects model described in Section
2, the latent variables $t do not directly enter the counterfactual analysis. Hence I focus on cross-
sectional localization in this paper. However, from the perspective of estimating the nonlinear factor
component ηt(αi), the two-way localization may improve the performance. To see this, note that
for an index pair (i′, t′), by matching on the i dimension an index set Ni′ of nearest neighbors for
“unit” i′ can be obtained. On the other hand, matching on the t dimension gives an index set Nt′ for
“time” t′. Thanks to the two-way localization, we have K2 observations {(j, s) : j ∈ Ni′ , s ∈ Nt′} as
neighbors of the pair (i′, t′). Intuitively, the order of bias from two-way localization is unchanged,
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but by taking local smoothing using more observations, the order of the variance can be reduced.
Formal analysis of applying this method to the current model is beyond the scope of this paper and
is left for future study. See Zhang et al. (2017) for an application of this idea to graphon estimation.
Also, in the context of low-rank models, a few studies propose weighting-based methods involving
a similar idea, i.e., exploiting “row-wise” and “column-wise” relations of the data simultaneously.
Examples include synthetic difference in difference (Arkhangelsky et al., 2019) and latent low-rank
representation (Liu and Yan, 2011).
6 Other Applications
In addition to the synthetic control design described in Section 2.2, the methods developed in this
paper are applicable to many other problems. In this section, I discuss some typical applications
and explain how the analysis can be conducted within the general framework given in Section 2.
6.1 Staggered Adoption
As in the synthetic control design, the researcher observes the outcome Q of n units in T + T ′
periods, and the treatment starts at time T + 1. However, different units may adopt the treatment
in different periods. This setting is referred to as staggered adoption design in Athey and Imbens
(2018) and can be analyzed in a multi-valued treatment framework. Specifically, let S be the
random treatment date taking values in J = {T + 1, · · · , T + T ′,∞}, and the treatment si in
this scenario is the observed adoption time. Note that it may be censored from the right: a unit
i remains always untreated if si > T + T
′, denoted by si = ∞. For t > T , we can use qit() to
denote the potential outcome of unit i at time t if it adopted the treatment in some period  ∈ J .
As in the synthetic control design, the outcomes prior to the treatment can be used as the large-
dimensional covariates xi. With this more flexible treatment pattern, the researcher may define
many interesting parameters. For example, let the potential outcomes of interest be yi() = qit()
and yi(∞) = qit(∞). Then, θ = E[yi() − yi(∞)|si = ] is the average treatment effect relative to
the never-treated status on those adopting the treatment in period  ∈ J , which is measured in
period t ≥ .
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6.2 Recommender System
Observational recommendation data usually contain information on which item each user likes.
Formally, let i index users and t index items. A sequence of binary variables {qit : 1 ≤ i ≤ n, 1 ≤
t ≤ T} records whether or not each user i likes (“clicks on”) the T items. A binary treatment of
particular interest in practice is the exposure to a “new” item T + 1: si equals 1 if user i has an
opportunity to click on item T + 1. The goal is to infer users’ preference and predict whether users
not exposed to item T + 1 will like it. The potential outcome yi(1) in this scenario is the indicator
of whether or not user i likes item T + 1 given her exposure to it. A parameter of interest may
be θ = E[yi(1)|si = 0], the probability of “clicking on” item T + 1 if the group of unexposed users
had been exposed to it. The large-dimensional covariates xi = (qi1, · · · , qiT )′ is simply the users’
“clicking” history. See Liang et al. (2016) for an example of causal recommendation model. For
more discussion of recommendation problems based on matrix estimation method, see Wainwright
(2019, Chapter 10).
6.3 Causal Inference with Measurement Error
In previous examples, xi is a collection of past outcomes, but it need not be. The framework in this
paper naturally covers the case in which many highly correlated proxies xi ∈ RT characterize some
unmeasured traits αi ∈ Rdα of subjects. Therefore, the method developed in this paper is similar
to the pre-processing technique popular in the recent machine learning literature. For example,
Kallus et al. (2018) develops a causal inference method based on matrix factorization to handle
noisy covariates. Also, other methods for nonlinear models with measurement errors exist in the
literature. See Schennach (2016) for a review.
6.4 Diffusion Index Forecasts
The idea of this paper is connected with diffusion index forecasts in macroeconomics (Stock and
Watson, 2002a,b), where the goal is to predict a scalar time series yt+1 characterized by a linear
model of factors (diffusion indexes) ft and lags of yt. An n-dimensional multiple time series xt =
(x1t, · · · , xnt)′ of predictors is available for t = 1, · · · , T . xit is assumed to take a linear factor
structure: xit = λ
′
ift + uit. Such models are usually estimated in two steps: estimate the diffusion
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index ft based on {xt}Tt=1, and then run a linear regression of yt+1 on the estimated ft and yt (lags).
ft in this scenario plays a similar role as αi in my framework. The main difference is that xit in
this paper is allowed to take a possibly nonlinear factor structure.
6.5 Network Analysis
The key idea used to extract information on latent variables in this paper is related to the graphon
estimation method in network literature (Gao et al., 2015; Zhang et al., 2017). In that context, an
adjacency matrix A ∈ Rn×n is generated from a probability matrix P ∈ Rn×n. The probability Pij
for a generic pair (i, j) is assumed to be Pij = η(αi, αj) for αi ∼ U[0, 1], where η(·, ·) is referred to as
the graphon function. The framework in this paper may be adapted for this model. In particular,
my proposed method can be used to estimate Pij and conduct causal inference for social networks
exploiting the latent information contained in adjacency matrices. For a review of econometric
methods for network data, see Graham (2020).
7 Conclusion
This paper has developed a causal inference method under selection on unobservables. Relevant
information on latent confounders is extracted from a large set of observed covariates that admits an
unknown, possibly nonlinear factor structure. Such information is then used to match comparable
units in the subsequent counterfactual analysis. Large-sample properties of the proposed estimators
are established. The results cover a large class of causal parameters, including average treatment
effects and counterfactual distributions. The method is illustrated with an empirical application
studying the effect of political connections on stock returns of financial firms.
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SA-1 Overview
The supplemental appendix is organized as follows. Section SA-2 presents a general local principal
subspace approximation method, which is the key building block of the results in the main paper and
may be of independent interest. Specifically, Section SA-2.1 concerns the properties of indirect K-
nearest neighbors (K-NN) matching, and Section SA-2.2 studies local principal component analysis
(PCA) under a set of high-level conditions. Section SA-3 sets up a theoretical framework that
accommodates the discussion about incorporating high-rank covariates in Section 5.2 of the main
paper. Section SA-4 describes the main estimation procedure. Compared with that presented
in Section 3 of the main paper, Step 1 (latent variables extraction) takes account of high-rank
regressors, and Step 2 (factor-augmented regression) estimates generalized partially linear models
based on a local quasi-maximum likelihood method. Section SA-5 presents the main theoretical
results. All proofs are given in Section SA-6.
SA-1.1 Notation
Latent functions. For a generic sequence of functions {ht(·)}Mt=1 defined on a compact sup-
port, let ∇`ht(·) be a vector of `th-order partial derivatives of ht(·), and define D [κ]ht(·) =
(∇0ht(·)′, · · · ,∇κht(·)′)′, i.e., a column vector that stores all partial derivatives of ht(·) up to
order κ ≥ 0. The derivatives on the boundary are understood as limits with the arguments ranging
within the support. When ` = 1, ∇ht(·) := ∇1ht(·) is the gradient vector, and the Jacobian matrix
is ∇h(·) := (∇h1(·), · · · ,∇hM (·))′.
Matrices. Several matrix norms are used throughout the paper. For a vector v ∈ Rd, ‖v‖2 =
√
v′v denotes its Euclidean norm. For an m× n matrix A, the Frobenius matrix norm is denoted
by ‖A‖F =
√
Tr(AA′), L2 operator norm by ‖A‖2 = s1(A), and the entrywise sup-norm by
‖A‖max = max1≤i≤m,1≤j≤n |aij |, where sl(A) denotes the lth largest singular value of A. To be
more explicit, I write smax(A) := s1(A) and smin(A) := smin{m,n}(A). Also, I use Ai· to denote
the ith row and A·t the tth column of A. More generally, for C ⊆ {1, · · · , n} and R ⊆ {1, · · · ,m},
A·C denotes the submatrix of A with column indices in C, and AR· is the submatrix of A with row
indices in R.
Asymptotics. For sequences of numbers or random variables, an . bn denotes that lim supn |an/bn|
1
is finite, and an .P bn or an = OP(bn) denotes that lim supε→∞ lim supn P[|an/bn| ≥ ε] = 0.
an = o(bn) implies an/bn → 0, and an = oP(bn) implies that an/bn →P 0, where →P denotes
convergence in probability. an  bn implies that an . bn and bn . an, and an P bn implies
an .P bn and bn .P an.  denotes convergence in distribution. For a sequence of random quan-
tities {an,i}ni=1 indexed by i, an,i is said to be OP(bn) (or oP(bn)) uniformly over 1 ≤ i ≤ n, if
max1≤i≤n |an,i| = OP(bn) (or max1≤i≤n |an,i| = oP(bn)). In addition, “w.p.a. 1” means “with
probability approaching one”.
Others. For a sequence of variables {wi}ni=1, I use En[wi] = 1n
∑n
i=1wi to denote the average.
For two numbers a and b, a∨b = max{a, b} and a∧b = min{a, b}. For a finite set S, |S| denotes its
cardinality. As mentioned in the main paper, I will consider two choices of distance metrics. Given
a sequence of p-vectors {vi}ni=1, for any 1 ≤ i, j ≤ n, Euclidean distance is d2(vi,vj) = 1√p‖vi−vj‖2,
and pseudo-max distance is d∞(vi,vj) = max 6`=i,j |1p(vi − vj)′v`|.
SA-2 Local Principal Subspace Approximation
This section discusses the general local principal subspace approximation procedure. The main
results can be applied to any variable with a nonlinear factor structure, including the large-
dimensional covariates {xi}ni=1 and {wi,`}ni=1 for ` = 1, . . . , dw used in the main paper.
To reflect this generality and make this section self-contained, I first introduce more notation.
Specifically, let a ∈ Rp be a (large-dimensional) random variable of interest. A random sample
{ai}ni=1 is available, which is i.i.d across 1 ≤ i ≤ n and stored in a p × n data matrix A =
(a1, · · · ,an). ai = (ai1, · · · , aip) admits a pure nonlinear factor structure:
ait = µt,A(ξi) + εit, E[εit|FA] = 0, (SA-2.1)
where {ξi}ni=1 is i.i.d over a compact support Xξ ⊆ Rdξ and FA is the σ-field generated by {ξi}ni=1
and {µt,A(·)}pt=1. Define p × n matrices L and ε with their (t, i)th entry given by µt,A(ξi) and εit
respectively. Write µA(·) = (µ1,A(·), · · · , µp,A(·))′, and recall that
∇µt,A(ξ) =
(∂µt,A(ξ)
∂ξ1
, · · · , ∂µt,A(ξ)
∂ξdξ
)′
and ∇µA(ξ) =
(
∇µ1,A(ξ), · · · ,∇µp,A(ξ)
)′
.
2
The analysis in the following will be further decomposed into two subsections, one for indirect
matching and the other for local principal component analysis. I will use a row-wise sample splitting
scheme to separate the two steps. For simplicity, I assume p = 2T and randomly split row indices of
A into two subsets T1 and T2 with |T1| = |T2| = T . Define A† = AT1·, which is used for matching,
and A‡ = AT2·, which is used for local principal component analysis. L†, L‡, ε† and ε‡ are defined
similarly. Thus, the superscripts † and ‡ denote that a quantity is defined on T1 and T2 respectively.
Next, recall that Assumptions 3, 4 and 5 in the main paper impose key geometric conditions on
the nonlinear manifold generated by latent functions. For convenience of later expressions, I restate
them as definitions applied to the generic sequence of random functions {µt,A(·)}t∈T ] and random
variables {ξi}ni=1 for a subset of indices T ] ⊆ {1, · · · , T} with T ] = |T ]|. Let µ]A(·) = (µt,A(·))t∈T ]
be a T ] × 1 column vector of functions.
Definition SA-1. The sequence of random functions {µt,A(·)}t∈T ] evaluated on {ξi}ni=1 is said to
be asymptotically nonsingular with respect to a distance metric d(·, ·) if for every  > 0,
lim
∆→0
lim sup
n,T ]→∞
P
{
max
1≤i≤n
max
j:d(µ]A(ξi),µ
]
A(ξj))<∆
‖ξi − ξj‖2 > 
}
= 0. (SA-2.2)
Definition SA-2. The sequence of functions {µt,A(·)}t∈T ] evaluated on {ξi}ni=1 is said to be asymp-
totically non-degenerate up to order κ ≥ 0 if for some c > 0,
lim
n,T ]→∞
P
{
min
1≤i≤n
smin
( 1
T ]
∑
t∈T ]
(D [κ]µt,A(ξi))(D
[κ]µt,A(ξi))
′
)
≥ c
}
= 1, (SA-2.3)
provided all such derivatives exist.
Let Pξ0 [·] be the projection operator onto the dξ-dimensional space (embedded in RT
]
) spanned
by the local tangent basis ∇µ]A(ξ0) at µ]A(ξ0). Take an orthogonalized basis of this tangent space,
and denote by Pξ0,j [·] the projection operator onto the jth direction of the tangent space.
Definition SA-3. The sequence of functions {µt,A(·)}t∈T ] evaluated on {ξi}ni=1 is said to be asymp-
totically non-collapsing if there exists an absolute constant c′ > 0 such that
lim
n,T ]→∞
P
{
min
1≤`≤dξ
min
1≤i≤n
sup
ξ∈Xξ
1
T ]
∥∥∥Pξi,`[µ](ξ)]∥∥∥2
2
≥ c′
}
= 1, (SA-2.4)
3
provided that the projectors Pξi,`[·] are well defined.
SA-2.1 Indirect Matching
This section analyzes the discrepancy of latent variables induced by K-NN matching. Its validity
relies on the following conditions.
Assumption SA-2.1 (Indirect Matching).
(a) {ξi}ni=1 is i.i.d over a compact convex support with densities bounded and bounded away from
zero;
(b) {µt,A(·)}Tt=1 is m¯-times continuously differentiable for some m¯ ≥ 2 with all partial derivatives
of order no greater than m¯ bounded by a universal constant;
(c) {εit : 1 ≤ i ≤ n, 1 ≤ t ≤ p} is independent over i and t conditional on FA, and for some
ν > 0, max1≤i≤n,1≤t≤p E[|εit|2+ν |FA] <∞ a.s. on FA;
(d) {µt,A(·)}t∈T1 is asymptotically nonsingular with respect to a distance metric d(·, ·) and non-
degenerate up to order 1;
(e) {µt,A(·)}t∈T1 is asymptotically non-collapsing.
The main calculation relies on a bound for direct matching discrepancy of latent variables when
K is large. Specifically, for any fixed point ξ0 ∈ Xξ, let N ∗ξ0 = {j∗k(ξ0) : 1 ≤ k ≤ K} denote the
set of indices for the K nearest neighbors in terms of the Euclidean distance between ξj and ξ0.
The ordering of {j∗1(ξ0), · · · , j∗K(ξ0)} is based on the original ordering of {ξi}ni=1 rather than the
closeness to ξ0.
Lemma SA-2.1 (Direct Matching). Suppose that Assumption SA-2.1(a) holds. If log(n/K)/K =
o(1) and K log n/n = o(1), then for some absolute constants c, C > 0,
c(K/n)
1
dξ ≤ inf
ξ0∈Xξ
max
1≤k≤K
‖ξj∗k(ξ0) − ξ0‖2 ≤ sup
ξ0∈Xξ
max
1≤k≤K
‖ξj∗k(ξ0) − ξ0‖2 ≤ C(K/n)
1
dξ , w.p.a.1.
Now, consider the implicit discrepancy induced by K-NN matching on the observed {A†·j}nj=1.
Let Ni = {jk(i) : k = 1, . . . ,K} be a set of indices for the K nearest neighbors of unit i in terms
4
of the distance d(A†·i,A
†
·j) for j = 1, · · · , n, where d(·, ·) is a metric specified by users. Again,
{j1(i), · · · , jK(i)} is arranged according to the original ordering of {A†·j}nj=1.
I first give a simple lemma showing that there exists a lower bound on the maximum (Euclidean)
distance between ξi and ξj for j ∈ Ni. It immediately follows by definition of nearest neighbors.
Lemma SA-2.2. Under the conditions of Lemma SA-2.1, there exists an absolute constant c > 0,
min
1≤i≤n
max
1≤k≤K
‖ξi − ξjk(i)‖2 ≥ c(K/n)
1
dξ , w.p.a.1.
The next theorem constructs an upper bound on the implicit matching discrepancy based on the
Euclidean metric.
Theorem SA-2.1 (Indirect Matching: Homoskedasticity). Let d(·, ·) = d2(·, ·). Suppose that
Assumption SA-2.1(a)-(d) hold. In addition, assume that 1T
∑
t∈T1 E[ε
2
it|FA] = σ2 for all 1 ≤ i ≤ n
and max1≤i≤n,1≤t≤p E[|εit|4+2ν |FA] <∞ a.s. on FA. If n
4
ν (logn)
ν−2
ν
T . 1, then
max
1≤i≤n
max
1≤k≤K
‖ξi − ξjk(i)‖2 .P (K/n)
1
dξ + (log n/T )
1
4 .
The condition in this theorem is stringent since conditional heteroskedasticity of εit across i is
excluded. Using the distance metric d∞(·, ·) helps avoid this restriction.
Theorem SA-2.2 (Indirect Matching: Heteroskedasticity). Let d(·, ·) = d∞(·, ·). Suppose that
Assumption SA-2.1(a)-(d) hold. If n
4
ν (logn)
ν−2
ν
T . 1. Then,
max
1≤i≤n
max
1≤k≤K
‖ξi − ξjk(i)‖2 .P (K/n)
1
2dξ + (log n/T )
1
4 .
If Assumption SA-2.1(e) also holds, then
max
1≤i≤n
max
1≤k≤K
‖ξi − ξjk(i)‖2 .P (K/n)
1
dξ + (log n/T )
1
2 .
Remark SA-2.1. Assumption SA-2.1(e) is the key to understanding the improved error rate in the
second result of Theorem SA-2.2. Intuitively, it ensures that the manifold generated by {µt,A(·)}t∈T1
does not lose dimensionality when projected onto a tangent space at any point. To see how the
5
improvement arises, note an intermediate result in the proof of Lemma SA-2.2:
max
1≤i≤n
max
1≤k≤K
max
6`=i,jk(i)
∣∣∣ 1
T
(L†·i −L†·jk(i))
′L†·`
∣∣∣ .P (K/n)1/dξ +√log n/T .
L†·i − L†·jk(i) approximately lies on the tangent space at unit i. If we can choose a particular unit
`′ such that it is not too orthogonal to this tangent space and its “magnitude” is not too small,
then a bound on their inner product translates to that for the difference between unit i and jk(i)
without an additional penalty. y
Before closing this subsection, I give two useful lemmas concerning the distributional feature of
the matched sample and the maximum number of times a unit used for matching.
Lemma SA-2.3. Let R̂i = max1≤k≤K d(A
†
·i,A
†
·jk(i)) for d(·, ·) = d2(·, ·), or d∞(·, ·). Under As-
sumption SA-2.1, {ξjk(i)}Kk=1 is independent conditional on R̂i and A†·i.
Remark SA-2.2. In the proof of Lemma SA-2.3, I describe the form of the conditional joint
density of these nearest neighbors. Compared with that for the nearest neighbors based on direct
matching on ξi, the existence of errors leads to an additional adjustment factor P(SR̂i |ξk) :=∫
fA|ξ(ak|vk)1(ak ∈ SR̂i)dak, where fA|ξ(·|·) is the conditional density of A
†
·j given ξj and SR̂i =
{z : d(z,A†·i) < R̂i}. The effect of such adjustment reflects the fact that the indirect matching may
allow for inclusion of some units with ξj ’s very far away from ξi or exclusion of some very close to ξi.
Despite this fact, in view of Lemma SA-2.2, Theorem SA-2.1 and Theorem SA-2.2, the probability
of such misclassification should be small if their distance goes beyond a range proportional to T−1/4
or T−1/2 up to a log penalty. y
Lemma SA-2.4. For each unit i, let SK(i) =
∑n
j=1 1(i ∈ Nj) be the number of times unit i is
used for matching. Consider the following two cases:
(i) If the conditions in Theorem SA-2.1 hold, then assume (K/n)1/dξ & (log n/T )1/4;
(ii) If the conditions in Theorem SA-2.2 hold, then assume (K/n)1/dξ & (log n/T )1/2.
Then, max1≤i≤n SK(i) .P K.
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SA-2.2 Local Principal Component Analysis
SA-2.2.1 Local Factor Structure
The results in the previous section suffices for local constant smoothing. To implement higher-order
approximation, I propose a procedure based on local PCA. As mentioned before, row-wise sample
splitting is used to separate the matching and PCA steps. Throughout this subsection, I assume
that the local neighborhood Ni for each i has been obtained using A†, and then local PCA is
implemented using A‡.
Formally, define a vector-valued function
ξ ∈ Xξ 7→ λ(ξ) := (λ1(ξ), . . . , λdλ(ξ))′,
which plays the role of a linear approximation basis. Accordingly,
Λ〈i〉 =
(
λj1(i), · · · ,λjK(i)
)′
, F〈i〉 = ENi [L〈i〉Λ〈i〉]ENi [Λ
′
〈i〉Λ〈i〉]
−1,
where λjk(i) = λ(ξjk(i)) and L〈i〉 = (L
‡
·j1(i), · · · ,L
‡
·jK(i)). Recall that the T × n matrix L‡ denotes
the submatrix of L with row indices in T2 and L‡·j is the jth column of L‡. The subscript 〈i〉 of these
quantities is a reminder that they are defined based on the K nearest neighbors of unit i. Also, I
emphasize that this projection is local, and ENi [·] denotes an expectation operator conditional on
R̂i (or the information used in matching).
Now, I define the following local principal component decomposition around unit i:
A〈i〉 = F〈i〉Λ′〈i〉 + r〈i〉 + ε〈i〉, where
A〈i〉 = (A
‡
·j1(i), · · · ,A
‡
·jK(i)), ε〈i〉 = (ε
‡
·j1(i), · · · , ε
‡
·jK(i)).
(SA-2.5)
The linear factor structure F〈i〉Λ′〈i〉 forms a local approximation subspace for the underlying non-
linear manifold, and r〈i〉 is the resultant approximation error. From now on, the T ×dλ matrix F〈i〉
will be referred to as factors and the K × dλ matrix Λ〈i〉 is the factor loadings. By definition, the
linear factor component can be viewed as the L2 projection of the unknown function µA(·) onto
the space spanned by λ(·), and therefore, r〈i〉 is the L2 projection error.
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Equation (SA-2.5) is simply a representation. In fact, the approximation subspace is not unique,
and neither F〈i〉 nor Λ〈i〉 can be identified without further restrictions. Also, the number of ap-
proximation terms governed by the number of principal components differentiated from noise and
different choices of approximation bases impact the approximation power reflected by the magnitude
of r〈i〉. As a simple illustration, one may let λ(·) be a linear basis: λ(ξ) = (1, (ξ− ξi)′)′. Then, the
decomposition (SA-2.5) is similar to the first step of local tangent space alignment (LTSA, Zhang
and Zha, 2004).
If the approximation error r〈i〉 is ignored, Equation (SA-2.5) can be viewed as a (localized) linear
factor model. An important distinguishing feature is that the factor loadings in Λ〈i〉 are of different
magnitude. If more factors (higher-order approximation functions) are included, they get weaker
in the sense that their loadings are asymptotically approaching zero.
For each neighborhood Ni, extract leading dλ eigenvectors:
1
TK
A〈i〉A′〈i〉F̂〈i〉 = F̂〈i〉V̂〈i〉
where F̂〈i〉 satisfies 1T F̂
′
〈i〉F̂〈i〉 = Idλ and V̂〈i〉 = diag{v̂1,〈i〉, · · · , v̂dλ,〈i〉} is a diagonal matrix with
dλ leading eigenvalues v̂1,〈i〉 ≥ · · · ≥ v̂dλ,〈i〉 on the diagonal. Accordingly, for 1 ≤ j ≤ dλ, let
vj,〈i〉 denote the jth eigenvalue of 1TKF〈i〉Λ
′
〈i〉Λ〈i〉F
′
〈i〉. The estimated factor loading is given by
Λ̂〈i〉 = 1TA
′
〈i〉F̂〈i〉. They are merely scaled right singular vectors of A〈i〉, or equivalently, the leading
dλ eigenvectors of
1
TKA
′
〈i〉A〈i〉 such that
1
K Λ̂
′
〈i〉Λ̂〈i〉 = V̂〈i〉. The estimated factor component then is
given by L̂〈i〉 = F̂〈i〉Λ̂′〈i〉. Note that as discussed in the main paper, the PCA procedure implicitly
corresponds to particular choices to F〈i〉 and Λ〈i〉 in Equation (SA-2.5).
Notation: Since the eigenstructure in this problem involves factors of different strength, more
notation is introduced for ease of presentation. First, partition dλ leading approximation terms
into m groups, which is identical to a partition of index set: {1, · · · , dλ} = ∪m−1`=0 C` with |C`| =
dλ,`, where C` corresponds to the polynomial basis of degree `. To properly normalize the basis,
define Υ = diag{Idλ,0 , hK,ξIdλ,1 , · · · , hm−1K,ξ Idλ,m−1} where hK,ξ = (K/n)1/dξ . Then, partition
the eigenvalues and eigenvectors accordingly. Following the notation set up at the beginning of
this supplement, for any generic p × dλ matrix G〈i〉 (defined locally for unit i), I use G·C`,〈i〉 to
denote the submatrix of G〈i〉 with column indices in C`. For example, F·C0,〈i〉 denotes the first dλ,0
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columns of F〈i〉. I also denote by f ′t,〈i〉 (and f̂
′
t,〈i〉) the tth row of F〈i〉 (and F̂〈i〉). Moreover, let
δKT = (K
1/2 ∧T 1/2)/√log(n ∨ T ), and for a generic matrix G, PG and MG denote the projection
matrices onto the column space of G and its orthogonal complement respectively.
SA-2.2.2 Results
The main analysis of this section is based on the following high-level condition.
Assumption SA-2.2 (Local Approximation). A〈i〉 admits Decomposition (SA-2.5) and the fol-
lowing conditions hold:
(a) max1≤i≤n ‖Λ〈i〉Υ−1‖max .P 1 and
1 .P min
1≤i≤n
smin
( 1
K
Υ−1Λ′〈i〉Λ〈i〉Υ
−1
)
≤ max
1≤i≤n
smax
( 1
K
Υ−1Λ′〈i〉Λ〈i〉Υ
−1
)
.P 1;
(b) 1 .P min1≤i≤n smin
(
1
T F
′
〈i〉F〈i〉
)
≤ max1≤i≤n smax
(
1
T F
′
〈i〉F〈i〉
)
.P 1;
(c) There exists some m ≤ m¯ such that max1≤i≤n ‖r〈i〉‖max .P hmK,ξ and δ−1KT /hm−1K,ξ = o(1).
Remark SA-2.3. Part (a) imposes heterogeneous bounds on factor loadings and requires that the
loading matrix be non-degenerate with proper normalization. Part (b) implies that there indeed
exist dλ leading approximation factors. Part (c) specifies to what extent PCA approach may
remove the potential smoothing bias, where the rate condition links the effective sample size δKT
and bandwidth hK,ξ. These conditions, by nature, is high-level and can be justified under more
primitive conditions, as shown in Lemma SA-2.5.
It should be noted that in high-dimensional linear factor analysis, the so-called semi-strong
factor models impose similar conditions. The name implies that the strength of factors may be
heterogeneous but still stronger than noise. In this sense, the results derived below may be easily
applied to such models with minor changes. y
Before moving onto the main analysis, I first verify Assumption SA-2.2 under more primitive
conditions. The following lemma is one example, which motivates the lower-level conditions used
in the main paper and Section SA-5 of this supplement.
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Lemma SA-2.5 (Verification of Assumption SA-2.2). Suppose that Assumption SA-2.1 holds with
d(·, ·) = d∞(·, ·), {µt,A(·)}t∈T2 is nondegenerate up to order m − 1 (see Definition SA-2) for some
2 ≤ m ≤ m¯, δ−1KT = o(1) and δ−1KT /hm−1K,ξ = o(1). Then, Assumption SA-2.2 is satisfied by setting
dλ =
(m−1+dξ
dξ
)
. As a result, vj,〈i〉 P Υjj for each j = 1, · · · , dλ.
On the other hand, as usual in large-dimensional factor analysis, a bound on the operator norm
of the error matrix is needed. It can be established in various ways. The following is one example
based on the assumption imposed in this paper.
Lemma SA-2.6 (Operator Norm of Errors). Under Assumption SA-2.1, if n
4
ν (logn)
ν−2
ν
T . 1, then
max
1≤i≤n
‖ε〈i〉‖2 .P
√
K +
√
T log(n ∨ T ).
With these preparations, I am ready to study the estimated eigenstructure. I begin with the
analysis of leading terms.
Lemma SA-2.7 (Leading Eigenstructure). Under Assumptions SA-2.1 and SA-2.2, if δKTh
m−1
K,ξ →
∞, n
4
ν (logn)
ν−2
ν
T . 1 and
(nT )
2
ν (log(n∨T )) ν−2ν
K . 1, then (i) max1≤i≤n |v̂j,〈i〉/vj,〈i〉 − 1| = oP(1), for
1 ≤ j ≤ dλ,0; (ii) there exists a matrix H˜〈i〉 such that max1≤i≤n 1√T ‖F̂·C1,〈i〉 − F〈i〉H˜·C1,〈i〉‖F .P
δ−1KT + h
2m
K,ξ; and (iii) max1≤i≤n ‖MF̂·C1,〈i〉 −MF·C1,〈i〉‖F .P δ
−1
KT + h
2
K,ξ.
To extend these results to higher-order terms in the eigenstructure, I exploit the fact that for
any 1 ≤ j ≤ dλ, the jth eigenvalue is
v̂j,〈i〉 = max
v∈RT :‖v‖2=1
v′F̂1:(j−1),〈i〉=0
1
TK
v′A〈i〉A′〈i〉v = max
v∈RT :‖v‖2=1
1
TK
v′M
F̂1:(j−1),〈i〉
A〈i〉A′〈i〉MF̂1:(j−1),〈i〉v,
where F̂1:(j−1),〈i〉 denotes 1 to (j − 1) columns of F̂〈i〉. General results concerning the estimated
eigenvalues and factors are presented in the next theorem.
Theorem SA-2.3. Under Assumptions SA-2.1 and SA-2.2, if δKTh
m−1
K,ξ → ∞, n
4
ν (logn)
ν−2
ν
T . 1
and (nT )
2
ν (log(n∨T )) ν−2ν
K . 1, then for j = 1, . . . , dλ, (i) max1≤i≤n |v̂j,〈i〉/vj,〈i〉 − 1| = oP(1); and (ii)
there exists some Hˇ〈i〉 such that max1≤i≤n 1√T ‖F̂·j,〈i〉 − F〈i〉Hˇ·j,〈i〉‖2 .P δ
−1
KTΥ
−1
jj + h
2m
K,ξΥ
−2
jj .
Since the estimated factor loadings are simply eigenvectors of 1TKA
′A, the analysis of F̂〈i〉 may
also be applied to Λ̂〈i〉 with a proper rescaling.
10
The above result only shows the convergence of the estimated factors in the mean squared error
sense. It is neither pointwise nor uniform across t or i (within a neighborhood). In what follows I
focus on uniform convergence of the estimated factors and loadings, which will be useful in later
applications. The key is to establish a sup-norm bound on the estimated singular vectors, as shown
in the following lemma.
Lemma SA-2.8. Under Assumption SA-2.1 and SA-2.2, if δKTh
m−1
K,ξ →∞, n
4
ν (logn)
ν−2
ν
T . 1, and
(nT )
2
ν δ−2KT . 1, then
max
1≤i≤n
‖F̂〈i〉‖max .P 1, max
1≤i≤n
‖Λ̂·C`,〈i〉‖max .P h`K,ξ, for ` = 1, · · · ,m− 1.
Theorem SA-2.4 (Uniform Convergence). Under Assumptions SA-2.1 and SA-2.2, if δKTh
m−1
K,ξ →
∞, n
4
ν (logn)
ν−2
ν
T . 1, and (nT )
2
ν δ−2KT . 1, then for j = 1, . . . , dλ, there exists H〈i〉 such that
max
1≤i≤n
‖F̂·j,〈i〉 − F〈i〉((H ′〈i〉)−1)·j‖max .P δ−1KTΥ−1jj + hmK,ξΥ−1jj ,
max
1≤i≤n
‖Λ̂·j,〈i〉 −Λ〈i〉H·j,〈i〉‖max .P δ−1KT + hmK,ξ.
Moreover, 1 .P min1≤i≤n smin(H〈i〉) ≤ max1≤i≤n smax(H〈i〉) .P 1.
Given above results, the following theorem shows that the estimated mean structure is consistent.
Theorem SA-2.5. Under the conditions of Theorem SA-2.4,
max
1≤i≤n,1≤j≤K,t∈T2
|L̂tj,〈i〉 − Ltj,〈i〉| .P δ−1KT + hmK,ξ.
SA-2.3 Discussion of Three Geometric Conditions
At the beginning of this section, I introduce three definitions concerning the geometry of the
underlying manifold generated by latent functions. This section discusses these properties with
examples and deduce some lower-level conditions for verification.
I first want to remind readers that Definitions SA-1-SA-3 are stated in a probabilistic sense, the
probability sign P(·) involves the randomness across both dimensions, and the i.i.d. sequence {ξi}
plays the role of random evaluation points. However, if the maxima or minima over the evaluation
11
points in these conditions are replaced by suprema or infima over the whole support, then they no
longer rely on the “cross-sectional” (indexed by i) randomness and concern the features of latent
functions only.
In addition, the randomness of the latent functions {µt,A(·)}Tt=1 can be understood in several
ways. For example, they could be a sample of functional random variables (f.r.v) satisfying certain
smoothness conditions. See Ferraty and Vieu (2006) for general discussion of functional data
analysis. Alternatively, it man be generated based on the following more restrictive but practically
interesting specification:
µt,A(ξi) := µA($t; ξi),
where µA(·; ·) is a fixed function and the randomness across the t dimension is induced by a sequence
of random variables {$t}Tt=1 with some distribution F$(·) on Z. For simplicity, attention will be
restricted to this specific case in the following discussion.
Definition SA-1
The nonsingularity condition (SA-2.2) can be viewed as the continuity of the inverse map of µA(·).
To see this, let us understand µA($t; ξi) as a function indexed by ξi ∈ E where E denotes the
support of ξi. For d(·, ·) = d2(·, ·), under mild regularity conditions in the literature, we may
establish the following uniform convergence result:
sup
ξ,ξ′∈E
∣∣∣ 1
T
T∑
t=1
(
µA($t; ξ)− µA($t; ξ′)
)2 − E[(µA($t; ξ)− µA($t; ξ′))2]∣∣∣ = oP(1),
where the expectation is taken against the distribution of $t. Then, we can safely remove the
randomness arising from $t and impose conditions on the limit only. Specifically, the condition in
Definition SA-1 reduces to: for any  > 0, there exists ∆ such that for all ξ, ξ′ ∈ E ,
∫ (
µA($; ξ)− µA($; ξ′)
)2
dF$($) < ∆⇒ ‖ξ − ξ′‖2 < ,
where “⇒” means “implies”. Conceptually, if we define g : ξ 7→ µA(·; ξ) which is a map from E to
L2(Z) (a set of square-integrable functions on Z equipped with L2-norm), then the above condition
essentially says that the inverse map g−1 exists and uniformly continuous.
12
Example SA-2.1 (Polynomial). Let µA($; ξ) = 1 + $ξ + $
2ξ2, Z = E = [0, 1], and F$ be a
uniform distribution. Then, for ξ, ξ′ ∈ E ,
∫
[0,1]
(µA($; ξ)−µA($; ξ′))2dF$($) =
(
ξ−ξ′, ξ2−(ξ′)2
)(∫
[0,1]
($,$2)′($,$2)d$
)(
ξ−ξ′, ξ2−(ξ′)2
)′
The matrix in the middle is simply one block in the Hilbert matrix with the minimum eigenvalue
bounded away from zero. Then, the desired result immediately follows.
Example SA-2.2 (Trigonometric function). Let µA($; ξ) = sin(pi($ + ξ)), Z = E = [0, 1], and
F$ be a uniform distribution. Take any two points ξ, ξ
′ ∈ E such that ξ 6= ξ′. Without loss of
generality, assume ξ > ξ′ = 0 and  = ξ − ξ′. Consider the following cases: when 0 ≤  < ξ <
1/2, |µA($; ξ) − µA($; ξ′)| ≥ 1√2(1 − cos ) for all $ ∈ (0, 1/2); and when 1/2 ≤  < ξ ≤ 1,
|µA($; ξ)− µA($; ξ′)| ≥ sin$ for all $ ∈ [0, 1/2]. This suffices to show that for each  > 0, there
exists ∆ > 0 such that for all |ξ − ξ′| > ,
∫
(µA($; ξ)− µA($; ξ′))2d$ > ∆, which is simply the
contrapositive of the desired result.
The two dimensions indexed by i and t are treated symmetrically in the above examples. However,
the smoothness in the t dimension is unnecessary in my framework. For example, consider a simple
artificial specification: µt,A(ξ) = ξ
2 + 1 for t = 1 and µt,A(ξ) = 2ξ
2 + 1 for t > 1. Clearly, the first
period is distinct from all other periods. However, for any ξ, ξ˜ ∈ E = [0, 1] such that |ξ − ξ˜| > ,
1
T
T∑
t=1
(
µt,A(ξ)− µt,A(ξ˜)
)2 ≥ 4(ξ2 − ξ˜′2)2 ≥ 44.
Multiple regime shifts and more complex factor structures are allowed as long as there are sufficiently
many “dimensions” in which the difference in values of ξ can be detected.
Until now, I have only discussed the condition corresponding to the Euclidean distance d2(·, ·).
However, the above condition will be sufficient when d∞(·, ·) is used as well. To see this, first remove
the randomness by uniform law of large numbers:
sup
ξ,ξ′,ξ′′∈E
∣∣∣ 1
T
T∑
t=1
(µA($t; ξ)−µA($t; ξ′))µA($; ξ′′)−E[(µA($t; ξ)−µA($t; ξ′))µA($t; ξ′′)]
∣∣∣ = oP(1).
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Next, simply note that
max
ξ′′∈E
∣∣∣E[(µA($t; ξ)− µA($t; ξ′))µA($t; ξ′′)]∣∣∣ = o(1)⇒ E[(µA($t; ξ)− µA($t; ξ′))2] = o(1).
Combining this with the previous condition for Euclidean metric d2(·, ·), we can establish the
asymptotic nonsingularity with respect to d∞(·, ·).
Definition SA-2
Definition SA-2 simply requires that the nonlinearity of µA(·) exist. Again, under mild conditions,
we can make the sample average across t converge and restate the condition in terms of the limit.
For κ = 1, it becomes
∫ (
µA($t; ξ),
∂
∂ξ
µA($t; ξ)
)(
µA($t; ξ),
∂
∂ξ
µA($t; ξ)
)′
dF$($) ≥ c > 0
uniformly over ξ.
Example SA-2.3 (Polynomial, continued). The first-order derivative is ddξµA($; ξ) = $ + 2$
2ξ.
Let g($; ξ) = (1 +$ξ +$2ξ2, $ + 2$2ξ)′. Then,
∫
[0,1]
g($; ξ)g($; ξ)′d$ = g˜(ξ)
(∫
[0,1]
(1, $,$2)′(1, $,$2)d$
)
g˜(ξ)′ & g˜(ξ)g˜′(ξ), g˜(ξ) =
(
1 ξ ξ2
0 1 2ξ
)
.
g˜(ξ)g˜(ξ)′ is positive definite for any ξ. The coefficients of its characteristic functions are contin-
uous on a compact support, and thus by Theorem 3.9.1 of Tyrtyshnikov (2012), their eigenvalues
are also continuous on the support. Then, the desired result follows.
Example SA-2.4 (Trigonometric function, continued). The first-order derivative is ddξµA($; ξ) =
pi cos(pi($ + ξ)). Let g($; ξ) = (sin(pi($ + ξ)), pi cos(pi($ + ξ)))′. Then,
∫
[0,1]
g($; ξ)g($; ξ)′d$ = c˜
(∫
[0,1]
g˜($; ξ)g˜($; ξ)′d$
)
c˜ =
1
2pi
c˜
(
pi 0
0 pi
)
c˜, where
g˜($; ξ) = (sin(pi($ + ξ)), cos(pi($ + ξ)))′, c˜ =
(
1 0
0 pi
)
.
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Then, the desired result follows.
Definition SA-3
Finally, let us consider Definition SA-3. When the conditions of Definition SA-2 hold up to order
κ ≥ 1, the tangent space is well defined at every point. Letting all the sample averages converge to
the limits, we can replace the sample-based projection operator Pξ by the population-based one.
The condition can be restated as
inf
ξ∈E
sup
ξ˜∈E
∥∥∥∫ ( ∂
∂ξ
µA($; ξ)
)
µA($; ξ˜)dF$($)
∥∥∥
2
≥ c′ > 0.
Example SA-2.5 (Polynomial, continued). In this scenario,
sup
ξ˜
∣∣∣ ∫
[0,1]
( d
dξ
µA($; ξ)
)
µA($; ξ˜)d$
∣∣∣ = sup
ξ˜
∣∣∣1
2
+
ξ˜
3
+
ξ˜2
4
+
(2
3
+
ξ˜
2
+
2ξ˜2
5
)
ξ
∣∣∣ ≥ 13
12
by taking ξ˜ = 1. Then, the result follows.
Example SA-2.6 (Trigonometric function, continued). In this scenario,
sup
ξ˜
∣∣∣ ∫
[0,1]
( d
dξ
µA($; ξ)
)
µA($; ξ˜)d$
∣∣∣ = sup
ξ˜
∣∣∣ ∫
[0,1]
pi cos(pi($ + ξ)) sin(pi($ + ξ˜))d$
∣∣∣
= pi sup
ξ˜
∣∣∣sin(pi(ξ − ξ˜))
2
∣∣∣ ≥ pi/2,
by simply taking |ξ˜ − ξ| = 0.5. Then, the result follows.
SA-3 Treatment Effects Model
This section sets up a theoretical framework which generalizes the basic one considered in the main
paper in two aspects: a set of variables wi enter the nonlinear factor model for xi as additional
high-rank regressors, and the potential outcomes and treatment assignment are characterized by
generalized partially linear models.
Suppose that a researcher observes a random sample {(yi, si,xi,wi, zi)}ni=1, where yi ∈ Y ⊆ R is
an observed outcome, si ∈ J = {0, · · · , J} denotes the treatment status, and xi ∈ RT , wi ∈ RTdw
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and zi ∈ Rdz are vectors of covariates. xi, wi and zi play different roles: xi and wi are used
to extract information on latent confounders, while zi is a set of control variables that need to be
controlled for in counterfactual analysis. The asymptotic theory in this paper is developed assuming
n and T simultaneously go to infinity whereas dw and dz are fixed.
Let yi() denote the potential outcome of unit i at treatment level , and construct an indicator
variable di() = 1(si = ). The observed outcome then can be written as yi =
∑J
=0 di()yi(). For
each treatment level  ∈ J , the potential outcome is modeled by
yi() = ςi, + i,, ψ
−1
y (ςi,) = z
′
iβ + µ(αi), E[i,|zi,αi] = 0, (SA-3.1)
where αi ∈ Rdα is a set of unobserved variables with dα fixed, and ψ−1y (·) : R 7→ R is a (monotonic)
link function. On the other hand, the treatment assignment is characterized by
di = pi + vi, ψ
−1
s (pi) = γzi + ρ(αi), E[vi|zi,αi] = 0, (SA-3.2)
where di = (di(0), · · · , di(J))′, pi = (pi,0, · · · , pi,J)′ such that
∑J
=0 pi, = 1, γ = (γ1, · · · ,γJ)′,
ρ(·) = (ρ1(·), · · · , ρJ(·))′, vi = (vi,0, · · · , vi,J), and ψ−1s (·) : (0, 1)J+1 7→ RJ is a link function
associated with the multi-valued treatment. Note that  = 0 is set as the base level.
ςi, in Equation (SA-3.1) is the conditional mean of the potential outcome at level  given the
observed covariates and unobserved latent variables. Similarly, each pi, in Equation (SA-3.2)
denotes the conditional probability of treatment level .
Equations (SA-3.1) and (SA-3.2) essentially assume that ςi, and pi, take generalized partially
linear forms. The observed covariates zi enter the model parametrically, the unobserved variables αi
enter the model nonparametrically through some unknown functions µ(·) and ρ(·), and two parts
are additively separable (within the link function). Since the latent variables αi are unobservable,
the standard estimation methods in the semiparametrics literature cannot be applied directly.
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SA-3.1 Structure of Large-Dimensional Covariates
I assume xi takes a particular covariates-adjusted nonlinear factor structure. Specifically, partition
wi ∈ RTdw into
wi = (w
′
i,1, · · · ,w′i,dw)′,
where wi,` = (wi1,`, · · · , wiT,`)′, ` = 1, · · · , dw. The covariates xi = (xi1, · · · , xiT )′ are the main
source of learning αi. It is modeled as a mixture of high-rank components formed by {wi,`}dw`=1 and
a nonlinear factor component about αi:
xit =
dw∑
`=1
ϑ`wit,` + ηt(αi) + uit, E[uit|F0, {wi}ni=1] = 0, (SA-3.3)
where F0 is the σ-field generated by {αi}ni=1 and {ηt(·)}Tt=1. Let ηi = (η1(αi), · · · , ηT (αi))′,
ui = (ui1, · · · , uiT )′, Wi = (wi,1, · · ·wi,dw), and ϑ = (ϑ1, · · · , ϑ`)′. Equation (SA-3.3) can then be
written in matrix form:
xi = Wiϑ+ ηi + ui, i = 1, · · · , n.
SA-4 Estimation Procedure
This section presents the main estimation procedure that accommodates the more general model
described above.
SA-4.1 Local Principal Subspace Approximation
To begin with, I summarize the general local principal subspace approximation (LPSA) procedure
formally treated in Section SA-2. Later it will be applied to extract latent variables based on
Equation (SA-3.3).
Suppose that the data {ai ∈ RT : 1 ≤ i ≤ n} admit a pure nonlinear factor structure as
in Equation (SA-2.1). In later applications, {ai} will be {xi}, {wi,1}, · · · , or {wi,dw}. For the
moment, {ai}ni=1 denotes a generic sequence of variables. Let AT×n = (a1, · · · ,an).
Row-wise Splitting. Split the row index set T = {1, · · · , T} of A into two parts randomly:
T = T † ∪ T ‡. Accordingly, the data matrix A is divided into two submatrices A† = AT †· and
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A‡ = AT ‡·. This step is needed only when local PCA is implemented.
K-Nearest Neighbors Matching. For a generic unit 1 ≤ i ≤ n, define a set of indices
Ni(A†) = {j1(i), · · · , jK(i)} for K nearest neighbors (including unit i itself) in terms of d(A†·i,A†·j)
for every j, where d(·, ·) is either the Euclidean distance d2(·, ·) or the pseudo-max distance d∞(·, ·).
Given an outcome variable of interest, if local constant approximation is desirable, then for
each unit i, simply take the local average of outcomes for units within the neighborhood Ni(A†).
A sequence of neighborhoods {Ni(A†)}ni=1 is the only quantity carried to the treatment effects
analysis. Local PCA in the next step can be skipped and row-wise sample splitting is unnecessary.
Local Principal Component Analysis. Given each neighborhood Ni(A†) from the previous
step, define a T ×K matrix A〈i〉 = (A‡·j1(i), · · · ,A
‡
·jK(i)) based on the subsample A
‡. Implement
the following local principal component analysis on A〈i〉:
(F̂〈i〉, Λ̂〈i〉) = arg min
F〈i〉∈R|T2|×dλ ,Λ〈i〉∈RK×dλ
Tr
[(
A〈i〉 − F〈i〉Λ′〈i〉
)(
A〈i〉 − F〈i〉Λ′〈i〉)′
]
,
such that 1|T2|F
′
〈i〉F〈i〉 = Idλ and
1
KΛ
′
〈i〉Λ〈i〉 is diagonal. dλ is a user-specified number of approxi-
mation terms. {Ni(A†)}ni=1 and {Λ̂〈i〉}ni=1 are desired quantities containing information on latent
variables. Let λ̂i,〈i〉 be the column in Λ̂〈i〉 that corresponds to unit i. Then, the predicted value for
A‡·i is Â
‡
·i = F̂〈i〉λ̂i,〈i〉.
SA-4.2 Main Procedure
SA-4.2.1 Step 1: Extraction of Latent Variables
The main steps to extract latent variables based on Equation (SA-3.3) are as follows:
(a) Split the row index set T = {1, · · · , T} into three (non-overlapping) portions: T = T1∪T2∪T3.
|T1|, |T2|, and |T3| are all proportional to T .
(b) On T1∪T2, for each ` = 1, . . . , dw, apply LPSA to each high-rank covariate, i.e., let {ai}ni=1 =
{wi,`}ni=1. Obtain residuals êi,` := wi,` − ŵi,`. T1 is used for matching and T2 for local PCA.
(c) On T1 ∪ T2, apply LPSA to {ai}ni=1 = {xi}ni=1. The obtained residuals are û\i = xi − x̂i.
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(d) Let êi = (êi,1, · · · , êi,dw)′. Estimate ϑ by
ϑ̂ =
( 1
n
n∑
i=1
êiê
′
i
)−1( 1
n
n∑
i=1
êiû
\
i
)
.
(e) On T2 ∪ T3, apply LPSA to the covariates-adjusted xi, i.e., {ai}ni=1 = {xi −Wiϑ̂}ni=1. The
index sets for nearest neighbors and factor loadings obtained in this step are denoted by
{Ni}ni=1 and {Λ̂〈i〉}ni=1 respectively, which are only quantities carried to next steps.
Remark SA-4.1. Here are some remarks on the role of sample splitting in the above procedure.
Since the matching step has implicitly used the information on noise, without sample splitting
across 1 ≤ t ≤ T , the factor component would have been correlated with noise within a local
neighborhood. Therefore, each time the local PCA is implemented, I split the sample to separate
matching and principal component analysis. Note that the above procedure simply mimics the idea
of semiparametric partially linear estimation. Steps (b) and (c) play the role of removing the factor
component from both xi and wi, and step (d) estimates the low-dimensional slope coefficient ϑ.
Step (e) extracts the factor component of interest from the residuals obtained in step (d). Matching
in this step is implemented on T2, and the third portion T3 is used for further local approximation
and extracting factor loadings Λ̂〈i〉.
Three-fold splitting is not always necessary. For example, if there is no need to control for the
high-rank covariates wi, two-fold splitting suffices as in the main paper. Also, if one is satisfied
with “local constant” approximation, then sample splitting is unnecessary. y
SA-4.2.2 Step 2: Factor-Augmented Regression
For the outcome equation (SA-3.1), consider a quasi-log-likelihood function Ly(ς, y) such that
∂
∂ςLy(ς, y) = y−ςVy(ς) . Then, a local quasi-maximum likelihood estimator of ςi, is given by
ς̂i, = ψy
(
z′iβ̂ + µ̂(αi)
)
, µ̂(αi) = λ̂
′
i,〈i〉b̂, where
(β̂′, b̂
′
)
′ = arg max
(β′,b′)′∈Rdz+dλ
∑
`∈Ni
d`()Ly
(
ψy(z
′
`β + λ̂
′
`,〈i〉b), y`
)
.
The treatment equation (SA-3.2) can be treated similarly with a proper choice of the link function
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ψ−1s (·) and the quasi-likelihood Ls(·, ·) associated with {Vs,(·)}∈J satisfying ∂∂ζLs(ψs(ζ),d) =
d()−ψs,(ζ)
Vs,(ζ)
. The predicted conditional treatment probability is given by
p̂i = ψs
(
γ̂zi + ρ̂(αi)
)
.
SA-4.2.3 Step 3: Counterfactual Analysis
The final step is to conduct counterfactual analysis with the preparation above. Consider the mean
of the potential outcome at treatment level  for treatment group ′: θ,′ := E[yi()|si = ′]. The
estimator of θ,′ is
θ̂,′ = En
[
di(
′)ς̂i,
p̂′
+
p̂i,′
p̂′
di()(yi − ς̂i,)
p̂i,
]
.
where the inputs ς̂i, and p̂i, are obtained from the previous step, p = P(si = ), and p̂ = En[di()].
The variance estimator is
σ̂2,′ := En
[
di(
′)(ς̂i, − θ̂,′)2
p̂2′
]
+ En
[
p̂2i,′di()(yi − ς̂i,)2
p̂2′ p̂
2
i,
]
.
Pointwise and uniform inference procedures can be constructed as described in the main paper.
SA-5 Main Theoretical Results
SA-5.1 Assumptions
The following analysis is based on the main estimation procedure described in Section SA-4. The
first assumption concerns unconfoundedness and overlapping.
Assumption SA-5.1 (Unconfoundedness and Overlap). {(yi, si, zi,αi)}ni=1 is i.i.d over i and
satisfies that (a) yi() ⊥ di(′)|zi,αi, ∀, ′ ∈ J ; (b) For all  ∈ J , P(si = |zi,αi) ≥ pmin > 0 for
almost surely zi and αi.
The next assumption concerns the structure of the high-rank regressors in Equation (SA-3.3). It
is new in this supplement and is not used in the main paper.
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Assumption SA-5.2 (High-Rank Covariates). For ` = 1, . . . , dw, each wi,` satisfies that
wit,` = ~t,`(%i,`) + eit,`, E[eit,`|F`] = 0,
where {%i,` ∈ Rd%,` : 1 ≤ i ≤ n} is i.i.d and F` is the σ-field generated by {%i,` : 1 ≤ i ≤ n} and
{~t,`(·) : 1 ≤ t ≤ T, 1 ≤ ` ≤ dw}. Moreover, for some constant cmin > 0,
smin
( 1
n|T2|
n∑
i=1
∑
t∈T2
eite
′
it
)
≥ cmin w.p.a 1,
where eit = (eit,1, · · · , eit,dw)′.
The condition above is akin to that commonly used in partially linear regression. It ensures that
wi,`’s are truly “high-rank”: after partialling out the “low-rank” signals (factor components), these
covariates are still non-degenerate, thus achieving identifiability of ϑ. Also note that Assumption
SA-5.2 is general in the sense that the latent variables and latent functions associated with each
wi,` could be different across `. To ease notation, introduce a σ-field F = ∪dw`=0F` and let d% be the
number of distinct variables among αi,%i,1, · · · ,%i,dw .
The next assumption, as a combination of conditions used in Section SA-2 (see Assumption SA-
2.1, Assumption SA-2.2 and Lemma SA-2.5), concerns the regularities of the latent structures of
xi and wi. Assumptions 2(c), 2(d), 2(e), 3, 4, and 5 in the main paper are a simplified version of
Assumption SA-5.3 that suffices for the basic model.
Assumption SA-5.3 (Latent Structure). Let m¯ ≥ 2 and ν > 0 be some constants.
(a) For all 1 ≤ t ≤ T , ~t,`(·) and ηt(·) are m¯-times continuously differentiable with all partial
derivatives of order no greater than m¯ bounded by a universal constant;
(b) {αi}ni=1 and {%i,`}ni=1 for each ` = 1, . . . , dw have compact convex supports with densities
bounded and bounded away from zero;
(c) Conditional on F , {(uit, eit) : 1 ≤ i ≤ n, 1 ≤ t ≤ T} is independent over i and across t with
zero means, and max1≤i≤n,1≤t≤T E[|uit|2+ν |F ] < ∞ and max1≤i≤n,1≤t≤T E[|eit|2+ν |F ] < ∞
a.s. on F ;
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(d) For all 1 ≤ ` ≤ dw, {~t,`(·)}t∈T1, {ηt(·) +
∑dw
`=1 ~t,`(·)ϑ`}t∈T1, and {ηt(·)}t∈T2 evaluated
on {(αi,%i,1, · · · ,%i,dw)}ni=1 are asymptotically nonsingular with respect to d∞(·, ·) and non-
collapsing;
(e) For all 1 ≤ ` ≤ dw, {ηt(·) +
∑dw
`=1 ~t,`(·)ϑ`}t∈T1, {ηt(·) +
∑dw
`=1 ~t,`(·)ϑ`}t∈T2, {~t,`(·)}t∈T1,
{~t,`(·)}t∈T2, {ηt(·)}t∈T2 and {ηt(·)}t∈T3 evaluated on {(αi,%i,1, · · · ,%i,dw)}ni=1 are nondegen-
erate up to order m− 1 for some 2 ≤ m ≤ m¯.
The last assumption concerns the regularities of the local quasi-maximum likelihood estima-
tion (QMLE) procedure. Let F¯ = F ∪ {zi}ni=1 and i = (i,0, · · · , i,J). Define L`,y(ζ, y) =
∂`
∂ζ`
Ly(ψy(ζ), y) for ` = 1, 2, L1,s(ζ,d) = ∂∂ζLs(ψs(ζ),d), L2,s(ζ,d) = ∂
2
∂ζ∂ζ′Ls(ψs(ζ),d), and
ψ′y(ζ) =
∂
∂ζψy(ζ).
Assumption SA-5.4 (QMLE).
(a) For some fixed constant ∆ > 0,
E
[
max
1≤i≤n
1
K
n∑
j=1
sup
|ζ˜−ζ|≤∆
|(L2,y(ζ˜, yj)− L2,y(ζ, yj))|1(j ∈ Ni)
|ζ˜ − ζ|
∣∣∣F¯ , {xi,wi}ni=1] .P 1,
and the same condition also holds for every element of L2,s(ζ,d);
(b) L2,y(ζ, y) < 0 for ζ ∈ R and y ∈ Y, and L2,s(ζ,d) is negative definite for ζ ∈ RJ and
d ∈ {0, 1}J+1;
(c) For all  ∈ J , ψy(·), ψs,(·), Vy(·) and Vs,(·) are twice continuously differentiable, Vy(ψy(z′β+
µ(α))) > 0, Vs,(γz + ρ(α)) > 0 and ψ
′
y(z
′β + µ(α)) 6= 0 over the support of α and z;
(d) For all  ∈ J , µ(·), ρ(·) are m¯-times continuously differentiable;
(e) zi has a compact support and satisfies E[z˜iz˜′i|αi] > 0 a.s. for z˜i = zi−E[zi|αi]. Conditional
on F¯ , {(i,vi)}ni=1 is independent across i with zero means and independent of {(xi,wi)}ni=1,
and max1≤i≤n E[‖i‖2+ν2 |F¯ ] <∞ and max1≤i≤n E[‖vi‖2+ν2 |F¯ ] <∞ a.s. on F¯ .
Parts (d) and (e) above are the same as Assumption 2(a) and 2(b) in the main paper, which
suffices for the partially linear model. Part (a), (b) and (c) are additional regularity conditions for
generalized linear forms.
22
SA-5.2 Main Results
Throughout the analysis, I denote δKT = (K
1/2 ∧ T 1/2)/√log(n ∨ T ), hK,% = (K/n)1/d% , hK,α =
(K/n)1/dα , and hK = (K/n)
1/d% where d% = min{dα, d%1 , · · · , d%dw }. Recall that K is the number
of nearest neighbors and T is the dimensionality of xi and wi,`. As in the main paper, attention
is restricted to d(·, ·) = d∞(·, ·). I assume that the number of leading components to be extracted,
i.e., dλ, takes the following values in the procedure for extracting latent variables (see SA-4.2.1):
dλ =
(m−1+d%,`
d%,`
)
for each ` in Step (b); dλ =
(m−1+d%
d%
)
in Step (c); and dλ =
(
m−1+dα
dα
)
in Step (e).
To begin with, I focus on the covariates equation (SA-3.3). The following lemma derives the rate
of convergence for ϑ̂, which makes it possible to separate the factor component of interest from
others in Equation (SA-3.3).
Lemma SA-5.1. Under Assumptions SA-5.2 and SA-5.3, if δKTh
m−1
K → ∞, n
4
ν (logn)
ν−2
ν
T . 1,
and (nT )
2
ν δ−2KT . 1, then ‖ϑ̂− ϑ‖2 .P δ−1KT + h2mK,%.
Remark SA-5.1. This is a by-product of my main analysis. In fact, it shows that the low-
dimensional parameter in partially linear regression with a nonlinear factor structure can be con-
sistently estimated. The rate of convergence above may not be sharp, since the calculation is simply
based on the convergence rates of the underlying nonparametric estimators.
Note that the rate condition δKTh
m−1
K → ∞ ensures that δKThm−1K,α → ∞, δKThm−1K,% → ∞, and
δKTh
m−1
K,%`
→ ∞ for each 1 ≤ ` ≤ dw. Therefore, each time LPSA is applied in Step 1 of the main
estimation procedure, the corresponding rate condition required by results in Section SA-2.2 is
satisfied. y
The next theorem is the key building block of the main results, which shows that the latent
variables (and higher-order transformation thereof) can be estimated up to a rotation.
Theorem SA-5.1 (Factor Loadings). Under Assumptions SA-5.2 and SA-5.3, if δKTh
m−1
K →∞,
δKTh
2m
K,% . 1,
n
4
ν (logn)
ν−2
ν
T . 1, and (nT )
2
ν δ−2KT . 1, then there exists a matrix H〈i〉 such that
max
1≤i≤n
‖Λ̂〈i〉 −Λ〈i〉H〈i〉‖max .P δ−1KT + hmK,α + h2mK,%.
Moreover, 1 .P min1≤i≤n smin(H〈i〉) ≤ max1≤i≤n smax(H〈i〉) .P 1.
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Given the uniformly consistent estimates of relevant factor loadings, the next theorem derives
the uniform convergence rates of estimators of ςi, and pi,.
Theorem SA-5.2 (QMLE). Under Assumptions SA-5.2, SA-5.3 and SA-5.4, if δKTh
m−1
K → ∞,
δKTh
2m
K,% . 1,
n
4
ν (logn)
ν−2
ν
T . 1, and (nT )
2
ν δ−2KT . 1, then for each  ∈ J , max1≤i≤n |ς̂i, − ςi,| .P
δ−1KT +h
m
K,α+h
2m
K,% and max1≤i≤n |p̂i,−pi,| .P δ−1KT +hmK,α+h2mK,%. A detailed asymptotic expansion
is given by Equation (SA-6.6).
With these preparations, I am ready to construct asymptotic normality of the estimator of the
counterfactual mean of the potential outcome.
Theorem SA-5.3 (Pointwise Inference). Under Assumptions SA-5.1, SA-5.2, SA-5.3, and SA-5.4,
if δKTh
m−1
K → ∞, δKTh2mK,% . 1, n
4
ν (logn)
ν−2
ν
T . 1, (nT )
2
ν δ−2KT . 1, and
√
n(δ−2KT + h
2m
K,α + h
4m
K,%) =
o(1), then
(a)
√
n(θ̂,′ − θ,′) = 1√n
∑n
i=1 ϕi,,′ + oP(1), where ϕi,,′ :=
di(
′)(ςi,−θ,′ )
p′
+
pi,′
p′
di()(yi−ςi,)
pi,
;
(b)
√
n(θ̂,′ − θ,′)/σ̂,′  N(0, 1).
Finally, as in the main paper, I consider uniform inference for counterfactual distributions and
functionals thereof. In this specific scenario, the original outcome yi is transformed by functions in
G = {1(· ≤ τ) : τ ∈ Y}. I will write yi,τ () = 1(yi() ≤ τ) and yi,τ = 1(yi ≤ τ). Accordingly, for
Equation SA-3.1, I re-define ψ−1y (ςi,,τ ) = z′iβ,τ + µ,τ (αi) where ςi,,τ = P(yi() ≤ τ |zi,αi). Let
θ,′(τ) = P(yi() ≤ τ |si = ′). The parameter of interest is θ,′(·) = P(yi() ≤ ·|si = ′), which is
understood as a functional parameter in `∞(Y), a space of bounded functions on Y equipped with
sup-norm. I need to slightly strengthen some conditions in Assumption SA-5.4.
Assumption SA-5.5 (QMLE, Uniform Inference).
(a) For some fixed constant ∆ > 0,
E
[
sup
τ∈Y
max
1≤i≤n
1
K
n∑
j=1
sup
|ζ˜−ζ|≤∆
|(L2,y(ζ˜, yj,τ )− L2,y(ζ, yj,τ ))|1(j ∈ Ni)
|ζ˜ − ζ|
∣∣∣F¯] .P 1;
(b) For every τ ∈ Y, µ,τ (·) is m¯-times continuously differentiable with all partial derivatives of
order no greater than m¯ bounded by a universal constant, and µ,τ (·) is Lipschitz with respect
to τ uniformly over the support of αi.
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Theorem SA-5.4 (Uniform Inference). Under Assumptions SA-5.1-SA-5.5, if δKTh
m−1
K → ∞,
δKTh
2m
K,% . 1,
n
4
ν (logn)
ν−2
ν
T . 1, (nT )
2
ν δ−2KT . 1, and
√
n(δ−2KT + h
2m
K,α + h
4m
K,%) = o(1), then
√
n
(
θ,′(·)− θ,′(·)
)
=
1√
n
n∑
i=1
ϕi,,′(·) + oP(1) Z,′(·) in `∞(Y),
where ϕi,,′(·) := di(
′)(ςi,,·−θ,′ (·))
p′
+
pi,′
p′
di()(yi,·−ςi,,·)
pi,
and Z,′(·) is a zero-mean Gaussian process
with covariance kernel E[ϕi,,′(τ1)ϕi,,′(τ2)] for τ1, τ2 ∈ Y.
As an immediate result of the above theorem, the following corollary shows inference on func-
tionals of counterfactual distributions.
Corollary SA-5.4.1 (Functional Delta Method). Let the conditions in Theorem SA-5.4 hold.
Consider the parameter θ as an element of a parameter space Dθ ⊆ `∞(Y), a function space of
bounded functions on Y, with Dθ containing the true value θ,′. Let a functional Ψ(θ) mapping
Dθ to `∞(Q) be Hadamard differentiable in θ at θ,′ with derivative Ψ′θ. Then, |
√
n(Ψ(θ̂,′)(·) −
Ψ(θ,)(·)) − n−1/2
∑n
i=1 Ψ
′
θ(ϕi,,′)(·)| = oP(1) and
√
n(Ψ(θ̂,′)(·) − Ψ(θ,′)(·))  Ψ′θ(Z,′)(·) that
is a Gaussian process in `∞(Q) with mean zero and covariance kernel defined by the limit of the
second moment of Ψ′θ(ϕi,,′).
To make the above result practically feasible, consider a multiplier bootstrap procedure which is
discussed extensively in the literature (Chernozhukov et al., 2013; Donald and Hsu, 2014; Ao et al.,
2019). For completeness, I state it as another corollary. Let {ωi}ni=1 be a sequence of i.i.d. random
variables with mean zero and variance one which are independent of the data. Define
ϕ̂i,,′(·) =
di(
′)(ς̂i,,· − θ̂,′(·))
p̂′
+
p̂i,′
p̂′
di()(yi,· − ς̂i,,·)
p̂i,
.
Corollary SA-5.4.2 (Multiplier Bootstrap). Let the conditions of Theorem SA-5.4 hold. Then,
conditional on the data, n−1/2
∑n
i=1 ωiϕ̂i,,′(·)  Z,′(·) that is the Gaussian process defined in
Theorem SA-5.4 with probability approaching one. Moreover, if the conditions in Corollary SA-
5.4.1 hold and there exists an estimator Ψ̂′θ(ϕi,,′) such that supy∈Y max1≤i≤n |Ψ̂′θ(ϕi,,′)(y) −
Ψ′θ(ϕi,,′)(y)| = oP(1). Then, conditional on the data, 1√n
∑n
i=1 ωiΨ̂
′
θ(ϕi,,′)(·)  Ψ′θ(Z,′)(·) with
probability approaching one.
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SA-6 Proofs
SA-6.1 Proofs for Section SA-2
Proof of Lemma SA-2.1
Proof. Let UK(ξ0) = max1≤k≤K ‖ξj∗k(ξ0) − ξ0‖2. Define a cube around ξ0: Hζ(ξ0) = [ξ0 − ζ, ξ0 +
ζ)∩Xξ, where ζ = ( C′Kfξ,minn)1/dξ for some absolute constant C ′ > 1 and fξ,min denotes the minimum
of the density of ξi. Let F and Fn denote the population and empirical distribution functions for
ξi respectively. Specifically, since the density is strictly positive, I have
inf
ξ0∈Xξ
F (Hζ(ξ0)) ≥ min{fξ,minζdξ , 1} > K
n
.
On the other hand,
P
(
sup
ξ0∈Xξ
UK(ξ0) > ζ
)
≤ P
(
∃ξ0 ∈ Xξ, Fn
(
Hζ(ξ0)
)
<
K
n
)
= P
(
∃ξ0 ∈ Xξ, Fn
(
Hζ(ξ0)
)
− F
(
Hζ(ξ0)
)
<
K
n
− F
(
Hζ(ξ0)
))
≤ P
(
∃ξ0 ∈ Xξ,
∣∣∣Fn(Hζ(ξ0))− F(Hζ(ξ0))∣∣∣ > F(Hζ(ξ0))− K
n
)
≤ P
(
∃ξ0 ∈ Xξ,
∣∣∣Fn(Hζ(ξ0))− F(Hζ(ξ0))∣∣∣ > min{(C ′ − 1)K
n
, 1− K
n
})
≤ P
(
sup
ξ0∈Xξ
∣∣∣Fn(Hζ(ξ0))− F(Hζ(ξ0))∣∣∣ > min{(C ′ − 1)K
n
, 1− K
n
})
.
Define the oscillation modulus ωn(ζ) := supξ0∈Xξ
√
n
(
Fn
(
Hζ(ξ0)
)
−F
(
Hζ(ξ0)
))
. By Stute (1984,
Theorem 2.3), if (n/K) log(n/K)n = o(1) and
K logn
n = o(1), then ωn(ζ) .P
√
ζdξ log ζ−dξ . This suffices
to show that the probability on the last line goes to zero.
On the other hand, since the density of ξi is bounded from above as well, it follows similarly that
infξ0∈Xξ UK(ξ0) ≥ c(K/n)1/dξ with probability approaching one.
Proof of Lemma SA-2.2
Proof. By definition, max1≤k≤K ‖ξi − ξjk(i)‖2 ≥ max1≤k≤K ‖ξi − ξj∗k(ξi)‖2. The result follows im-
mediately from Lemma SA-2.1.
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Proof of Theorem SA-2.1
Proof. We first notice that for any pair (i, j),
d22(A
†
·i,A
†
·j) =
1
T
‖A†·i −A†·j‖22 =
1
T
‖L†·i −L†·j‖22 +
1
T
‖ε†·i − ε†·j‖22 +
2
T
(L†·i −L†·j)′(ε†·i − ε†·j).
For the second term,
1
T
‖ε†·i − ε†·j‖2 = 2σ2 +
1
T
∑
t∈T1
(ε2it − σ2) +
1
T
∑
t∈T1
(ε2jt − σ2)−
2
T
∑
t∈T1
εitεjt.
Let ζit := ε
2
it − σ2 and write ζit = ζ−it + ζ+it where ζ−it := ζit1(ζit ≤ τn) − E[ζit1(ζit ≤ τn)|FA] and
ζ+it := ζit1(ζit > τn)−E[ζit1(ζit > τn)|FA] for τn =
√
T/ log n. Then, for any δ > 0, by Bernstein’s
inequality,
P
(∣∣∣ 1
T
∑
t∈T1
ζ−it
∣∣∣ > δ∣∣∣FA) ≤ 2 exp(− δ2/21
T 2
∑
t∈T1 E[(ζ
−
it )
2|FA] + 13T τnδ
)
.
On the other hand,
P
(
max
1≤i≤n
∣∣∣ 1
T
∑
t∈T1
ζ+it
∣∣∣ > δ∣∣∣FA) ≤ n max
1≤i≤n
∑
t∈T1 E[(ζ
+
it )
2|FA]
T 2δ2
. n
Tτνnδ
2
.
Then, by the rate restriction and setting δ =
√
log n/T , we have
max
1≤i≤n
∣∣∣ 1
T
∑
t∈T1
(ε2it − σ2)
∣∣∣ .P √ log n
T
.
Apply this argument to other terms. Specifically, for any i 6= j, since E[εitεjt|FA] = 0, by the
rate restriction, maxi 6=j
∣∣∣ 1T ∑t∈T1 εitεjt∣∣∣ .P √ lognT . Then, we have maxi 6=j ∣∣∣ 1T ‖ε†·i − ε†·j‖2 − 2σ2∣∣∣ .P√
logn
T . Similarly, by the moment condition, the rate restriction and the fact that E[(µt,A(ξi) −
µt,A(ξj))(εit − εjt)] = 0 for all t and i 6= j,
max
i 6=j
∣∣∣ 1
T
(L†·i −L†·j)′(ε†·i − ε†·j)
∣∣∣ .P √ log n
T
.
Next, by Lemma SA-2.1, max1≤i≤n max1≤k≤K ‖ξi−ξj∗k(ξi)‖2 .P (K/n)1/dξ . Recall that {jk(i) : k =
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1, . . . ,K} is the K nearest neighbors of unit i in terms of distance between A†·i and A†·j . Therefore,
by construction of nearest neighbors, Assumption SA-2.1 and conditional homoskedasticity,
max
1≤i≤n
max
1≤k≤K
1
T
‖A†·i −A†·jk(i)‖
2
2 ≤ max
1≤i≤n
max
1≤k≤K
1
T
‖A†·i −A†·j∗k(ξi)‖
2
2
.P (K/n)2/dξ + 2σ2 +
√
log n/T .
Since 1T ‖L†·i − L†·jk(i)‖22 =
1
T ‖A†·i − A†·jk(i)‖22 −
1
T ‖ε†·i − ε†·jk(i)‖22 −
2
T (L
†
·i − L†·jk(i))′(ε
†
·i − ε†·jk(i)),
max1≤i≤n max1≤k≤K d2(L
†
·i,L
†
·j) = oP(1).
By Assumption SA-2.1(d), for any  > 0 and η > 0, there exists some ∆ > 0 and M > 0
such that P(max1≤i≤n maxd2(L†·i,L†·j)<∆ ‖ξi − ξj‖2 > ) < η/2 for all n, T > M. On the other
hand, we also have that there exists M ′ > 0 such that P(max1≤i,j≤n max1≤k≤K d2(L
†
·i,L
†
·jk(i)) >
∆) < η/2 for all n, T > M
′
. Then, for all n, T > M ∨ M ′, P(‖ξi − ξjk(i)‖2 > ) < η, i.e.,
max1≤i≤n max1≤k≤K ‖ξi − ξjk(i)‖2 = oP(1). Then, we consider a local linearization around ξi. By
Assumption SA-2.1(d),
‖ξi − ξjk(i)‖22 .P
1
T
∥∥∥∇µ†A(ξi)′(ξi − ξjk(i)) + 12(ξi − ξjk(i))′∇2µA(ξ˜)′(ξi − ξjk(i))∥∥∥22
=
1
T
‖L†·i −L†·jk(i)‖
2
2
=
1
T
‖A†·i −A†·jk(i)‖
2
2 −
1
T
‖ε†·i − ε†·jk(i)‖
2
2 −
2
T
(L†·i −L†·jk(i))
′(ε†·i − ε†·jk(i)),
where ∇2µA(ξ˜) is a T ×dξ×dξ array with the tth sheet given by the Hessian matrix of µt,A(·) with
respect to ξ evaluated at some appropriate point ξ˜i,t between ξi and ξjk(i), and ξ˜ = (ξ˜
′
i,1, · · · , ξ˜′i,T )′.
Then, the result follows.
Proof of Theorem SA-2.2
Proof. Recall that N ∗ξi = {j∗k(ξi) : 1 ≤ k ≤ K} denotes the nearest neighbors of unit i in terms of
the Euclidean distance between ξj ’s and ξi. Immediately,
max
1≤i≤n
max
1≤k≤K
max
l 6=i,jk(i)
∣∣∣ 1
T
(A†·jk(i) −A
†
·i)
′A†·l
∣∣∣
≤ max
1≤i≤n
max
1≤k≤K
max
l 6=i,j∗k(ξi)
∣∣∣ 1
T
(A†·j∗k(ξi) −A
†
·i)
′A†·l
∣∣∣
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≤ max
1≤i≤n
max
1≤k≤K
max
l 6=i,j∗k(ξi)
{∣∣∣ 1
T
(L†·j∗k(ξi) −L
†
·i)
′L†·l
∣∣∣+ ∣∣∣ 1
T
(L†·j∗k(ξi) −L
†
·i)
′ε†·l
∣∣∣+∣∣∣ 1
T
(ε†·j∗k(ξi) − ε
†
·i)
′L†·l
∣∣∣+ ∣∣∣ 1
T
(ε†·j∗k(ξi) − ε
†
·i)
′ε†·l
∣∣∣}. (SA-6.1)
As in the proof of Theorem SA-2.1, I apply the truncation argument. Let ζijt := εitεjt and write
ζijt = ζ
−
ijt + ζ
+
ijt where ζ
−
it := ζijt1(ζijt ≤ τn) − E[ζijt1(ζijt ≤ τn)|FA] and ζ+ijt := ζijt1(ζijt >
τn)− E[ζijt1(ζijt > τn)|FA] for τn =
√
T/ log n. Then, for any δ > 0, by Bernstein’s inequality,
P
(∣∣∣ 1
T
∑
t∈T1
ζ−ijt
∣∣∣ > δ∣∣∣FA) ≤ 2 exp(− δ2/21
T 2
∑
t∈T1 E[(ζ
−
ijt)
2|FA] + 13T τnδ
)
.
On the other hand,
P
(
max
1≤i,j≤n
∣∣∣ 1
T
∑
t∈T1
ζ+ijt
∣∣∣ > δ∣∣∣FA) ≤ n2 max
1≤i,j≤n
∑
t∈T1 E[(ζ
+
ijt)
2|FA]
T 2δ2
. n
2
Tτνnδ
2
.
Then, by the rate restriction and setting δ =
√
logn
T , we have max1≤i,j≤n
∣∣∣ 1T ∑t∈T1 εitεjt∣∣∣ .P √ lognT .
Note that in this case the moment condition required is weaker than in Theorem SA-2.1. By similar
argument, we can conclude that the last three terms in Equation (SA-6.1) are OP(
√
log n/T ). The
first term, by Lemma SA-2.1, is
max
1≤i≤n
max
1≤k≤K
max
l 6=i,j∗k(ξi)
∣∣∣ 1
T
∑
t∈T1
(
µt,A(ξi)− µt(ξj∗k(ξi))
)
µt,A(ξl)
∣∣∣
≤ max
1≤i≤n
max
1≤k≤K
max
l 6=i,j∗k(ξi)
( 1
T
∑
t∈T1
(
µt,A(ξi)− µt,A(ξj∗k(ξi))
)2)1/2( 1
T
∑
t∈T1
µt,A(ξl)
2
)1/2
≤C(K/n)1/dξ , w.p.a.1,
for some C > 0. Thus, it follows that max1≤i≤n max1≤k≤K d∞(A
†
·i,A
†
·jk(i)) .P (K/n)
1/dξ +√
log n/T . In fact, using the argument in the proof of Theorem SA-2.1 again, the above further
implies that
max
1≤i≤n
max
1≤k≤K
max
l 6=i,jk(i)
∣∣∣ 1
T
(L†·i −L†·jk(i))
′L†·l
∣∣∣ .P (K/n)1/dξ +√log n/T . (SA-6.2)
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As argued in the proof of Theorem SA-2.1, max1≤i≤n max1≤k≤K ‖ξi−ξjk(i)‖ = oP(1) by Assumption
SA-2.1(d). In the above expression, for fixed i and k, l could take any value from 1 to n except i
and jk(i). Thus, I can pick the nearest neighbors of units i and jk(i) among {i′ : i′ 6= i, i′ 6= jk(i)},
denoted by l′ and l′′ respectively. Then, since
∣∣∣ 1
T
(L†·i −L†·jk(i),A)
′L†·i
∣∣∣ ≤ ∣∣∣ 1
T
(L†·i −L†·jk(i))
′L†·l′
∣∣∣+ ∣∣∣ 1
T
(L†·i −L†·jk(i))
′(L†·i −L†·l′)
∣∣∣,
using the property of nearest neighbors, I have
max
1≤i≤n
max
1≤k≤K
∣∣∣ 1
T
(L†·i −L†·jk(i))
′L†·i
∣∣∣ .P (K/n)1/dξ +√log n/T .
The same bound also holds for | 1T (L†·i −L†·jk(i))′L
†
·jk(i)|. Therefore,
max
1≤i≤n
max
1≤k≤K
∣∣∣ 1
T
(L†·i −L†·jk(i))
′(L†·i −L†·jk(i))
∣∣∣ .P (K/n)1/dξ +√log n/T .
As in the proof of Theorem SA-2.1, the second-order expansion combined with Assumption SA-
2.1(d) implies that max1≤i≤n max1≤k≤K ‖ξi− ξjk(i)‖22 .P (K/n)1/dξ +
√
log n/T . The proof for the
first part is complete.
Now, suppose that Assumption SA-2.1(e) also holds. Denote by Mn the event on which the
non-collapsing condition and non-degeneracy conditions hold. Then, P(Mn) = 1 − o(1). Recall
that we already have an intermediate result in Equation (SA-6.2). On Mn, for each ξi, given the
direction ξi − ξjk(i), I can pick a point L†·`′ = µ†A(ξ`′) := (µt,A(ξ`′))t∈T1 such that Pξi [µA(ξ`′)] =
∇µ†A(ξi)(rn(ξi − ξjk(i))) for some rn and it satisfies that 1T ‖Pξi [µA(ξ`′)]‖22 ≥ c > 0. In view of the
non-degeneracy condition in Assumption SA-2.1(d), ‖rn(ξi − ξjk(i))‖2 ≥ c′ > 0 for some constant
c′ > 0. Suppose that `′ 6= i, jk(i). Then, we conclude that on Mn,
c′‖ξi − ξjk(i)‖2 ≤ ‖rn(ξi − ξjk(i))‖22 . |rn|(ξi − ξjk(i))′
( 1
T
∇µ†A(ξi)′∇ξµ†A(ξi)
)
(ξi − ξjk(i))
In light of Assumption SA-2.1(d), these inequalities hold uniformly over i and k. On the other
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hand, notice that by the second-order expansion, for some constant c¯ > 0,
∣∣∣ 1
T
(L†·i −L†·jk(i))
′L†·`′
∣∣∣ ≥ |rn|(ξi − ξjk(i))′( 1T∇µ†A(ξi)′∇ξµ†A(ξi))(ξi − ξjk(i))− c¯‖ξi − ξjk(i)‖22.
Recall that by the nonsingularity condition in Assumption SA-2.1(d), we already have maxi,k ‖ξi−
ξjk(i)‖2 = oP(1). Then the desired result follows.
Moreover, for each i and k, if `′ = i or jk(i), then take its nearest neighbor other than i and
jk(i). The additional discrepancy induced does not change the upper bound on the right-hand side.
Then, the proof for part (b) is complete.
Proof of Lemma SA-2.3
Proof. Let f
R̂i
(·) be the density of R̂i and δ(z,A ) be an indicator function that is equal to one
if z ∈ A . We have already defined the set of indices for the K nearest neighbors of unit i. Now
further define {jk(i) : K + 1 ≤ k ≤ n} as the sequence of units that are outside the neighborhood
around A†·i of radius R̂i, again arranged according to the original ordering of {A†·i}ni=1. For R̂i = r,
define Sr = {z : d(z,A†·i) < r}. Notice that a generic unit j is included in Ni if and only if
d(A†·i,A
†
·j) ≤ R̂i.
Since the original sequence {A†·i : 1 ≤ i ≤ n} is i.i.d across i, the joint density of {ξjk(i)}nk=1 is
f(v1, · · · ,vK−1;w1, · · · ,wNK ; z) = n
(
n− 1
K − 1
)K−1∏
k=1
fξ(vk)
∫
fA|ξ(ak|vk)δ(ak,SR̂i)dak
×
n∏
`=K+1
fξ(w`)
∫
fA|ξ(a`|w`)δ(a`, S¯cR̂i)da` × fξ(z)
∫
fA|ξ(a|z)δ(a, ∂SR̂i)da,
where fξ(·) is the density of ξi, fA|ξ(·|·) denotes the density of A†·i conditional on ξi and R̂i. S¯cR̂i is
the complement of the closure of S
R̂i
and ∂S
R̂i
denotes the boundary of S
R̂i
. On the other hand,
the density of R̂i is
n
(
n− 1
K − 1
)
G(r)K−1(1−G(r))n−KG′(r), G(r) = P
(
{A†·j : d(A†·j ,A†·i) < r}
)
.
According to the above results, {ξjk(i) : 1 ≤ k ≤ n} is independent across i conditional on R̂i and
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A†·i with the joint conditional density given by
G′(r)−1fξ(z)
∫
fA|ξ(a|z)δ(a, ∂SR̂i)da×
K−1∏
k=1
G(r)−1fξ(vk)
∫
fA|ξ(ak|vk)δ(ak,SR̂i)dak
×
N∏
`=K+1
(1−G(r))−1fξ(w`)
∫
fA|ξ(a`|w`)δ(a`, S¯cR̂i)da`.
Proof of Lemma SA-2.4
Proof. Let R̂ξ = max1≤i≤n max1≤k≤K ‖ξi − ξjk(i)‖2. Then, 1(i ∈ Nj) ≤ 1(‖ξi − ξj‖2 ≤ R̂ξ).
By Theorem SA-2.1 or Theorem SA-2.2, R̂ξ .P (K/n)1/dξ . On the other hand, for C > 0 inde-
pendent of n, as in the proof of Theorem SA-2.1, applying Theorem 2.3 of Stute (1984) leads to
n−1
∑n
j=1 1(‖ξi − ξj‖2 ≤ C(K/n)1/dξ)− P(‖ξi − ξj‖2 ≤ C(K/n)1/dξ) = oP(K/n) uniformly over i.
This suffices to show that max1≤i≤n 1nSK(i) .P K/n.
Proof of Lemma SA-2.5
Proof. I first show part (a) of Assumption SA-2.2 holds. By Lemma SA-2.2, there exists a constant
c > 0 such that with probability approaching one, min1≤i≤n max1≤k≤K ‖ξi− ξjk(i)‖2 ≥ c(K/n)1/dξ .
Also, max1≤i≤n max1≤k≤K ‖ξi − ξjk(i)‖2 .P (K/n)1/dξ by Theorem SA-2.1 or Theorem SA-2.2 and
the rate condition. Simply let λ(ξ) be the dλ power basis of degree no greater than m−1 (including
the constant) centered at ξi. Then, the first result ‖λjk(i)Υ−1‖max .P 1 immediately follows. Since
dλ is fixed, the upper bound on the maximum singular value also follows. Regarding the lower bound
on the minimum singular value, by Lemma SA-2.2 and the argument in the proof of Theorem SA-
2.2, min1≤i≤n R̂i ≥ c′(K/n)1/dξ for some absolute constant c′ > 0 w.p.a.1, where R̂i is the radius
defined in Lemma SA-2.3. Therefore, there exists h = c′′(K/n)1/dξ for some small enough absolute
constant c′′ > 0 such that w.p.a.1, d(A†·i,A
†
·j) ≤ R̂i for all ‖ξi − ξj‖2 ≤ h and 1 ≤ i ≤ n. On
this event, smin(K
−1∑K
k=1 Υ
−1λjk(i)λ
′
jk(i)
Υ−1) ≥ smin(K−1
∑n
j=1 Υ
−1λjλ′jΥ
−11(‖ξi − ξj‖ ≤ h)).
Note that smin(n
−1∑n
j=1 Υ
−1λjλ′jΥ
−11(‖ξi − ξj‖ ≤ h)) & hdξ w.p.a. 1. Then, the desired lower
bound follows.
Next, consider part (b). Recall that conditional on R̂i, {λjk(i) : 1 ≤ k ≤ K} is a bounded
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independent sequence. Then, by applying Bernstein inequality as before,
max
1≤i≤n
∣∣∣ 1
K
Υ−1Λ′〈i〉Λ〈i〉Υ
−1 − ENi [Υ˜−1λ˜jk(i)λ˜′jk(i)Υ˜−1]
∣∣∣ = oP(1).
By Assumption SA-2.1, we immediately have that by Taylor expansion, there exists β˜t,〈i〉 for
1 ≤ t ≤ T such that
max
t∈T2
max
1≤i≤n
max
j∈Ni
∣∣∣µt,A(ξj)− λ(ξj)′β˜t,〈i〉∣∣∣ .P hmK,ξ.
Let r˜t,〈i〉(ξj) := µt,A(ξj)− λ˜(ξj)′β˜〈i〉 and β〈i〉 be the coefficients of the L2 projection of µt,A(·) onto
the space spanned by λ(·). Then,
βt,〈i〉 = β˜t,〈i〉 + ENi [λ˜(ξj)λ˜(ξj)
′]−1ENi [λ˜(ξj)r˜t,〈i〉(ξj)] =: β˜t,〈i〉 + ∆t,〈i〉.
By the previous result, Υ−1ENi [λ(ξj)λ(ξj)′]Υ−1 & 1 uniformly over i w.p.a. 1. Also, Υ−1λ˜(ξj) . 1
w.p.a.1 and minj Υjj  h−(m−1)K,ξ , it follows that max1≤i≤n maxt∈T2 |∆t,〈i〉| = oP(1). Thus, the result
in part (b) follows.
Finally, for part (c), note that
µt,A(ξj)− λ(ξj)′βt,〈i〉 = r˜t,〈i〉(ξj)− λ˜(ξj)′ENi [λ(ξj)λ(ξj)′]−1ENi [λ(ξj)r˜t,〈i〉(ξj)].
Using the argument for part (b) again, we can see that the second term is bounded by ChmK,ξ
uniformly over i and t w.p.a.1. Then, the proof is complete.
Proof of Lemma SA-2.6
Proof. Note that ε〈i〉 is a T ×K random matrix. LetMn = {R̂i}ni=1 ∪FA. By Assumption SA-2.1
and row-wise sample splitting, conditonal on R̂i, ε〈i〉 has independent columns with mean zero
and E[ε‡·jk(i)(ε
‡
·jk(i))
′|Mn] = Σjk(i) for 1 ≤ i ≤ n such that max1≤i≤n ‖Σ〈i〉‖2 .P 1 for Σ〈i〉 :=
1
K
∑K
k=1 Σjk(i). Write
1
K
K∑
k=1
(
ε‡·jk(i)(ε
‡
·jk(i))
′ −Σjk(i)
)
=
1
K
K∑
k=1
(Hk + Tk),
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where Hk := ε
‡
·jk(i)(ε
‡
·jk(i))
′1(‖ε‡·jk(i)‖22 ≤ CT )− E[ε
‡
·jk(i)(ε
‡
·jk(i))
′1(‖ε‡·jk(i)‖22 ≤ CT )|Mn] and Tk :=
ε‡·jk(i)(ε
‡
·jk(i))
′1(‖ε‡·jk(i)‖2 > CT ) − E[ε
‡
·jk(i)(ε
‡
·jk(i))
′1(‖ε‡·jk(i)‖2 > CT )|Mn] for some C > 0. Re-
garding the truncated part, by Bernstein’s inequality for matrices, for all τ > 0,
P
(∥∥∥ 1
K
K∑
k=1
Hk
∥∥∥
2
> τ |Mn
)
≤ T exp
(
− τ
2/2
CT/K + CTτ/3K
)
.
By union bound,
P
(
max
1≤i≤n
∥∥∥ 1
K
K∑
k=1
Hk
∥∥∥ > τ ∣∣∣Mn) ≤ nT exp(− τ2/2
CT/K + CTτ/3K
)
,
which suffices to show that max1≤i≤n ‖ 1K
∑K
k=1Hk‖2 .P max{
√
log(n ∨ T )(T/K)1/2, log(n∨T )T/K}.
On the other hand, for the tails,
P
(
max
1≤i≤n
∥∥∥ 1
K
K∑
k=1
Tk
∥∥∥
2
> τ
∣∣∣Mn) ≤ P( max
1≤i≤n
‖ε‡·jk(i)‖
2
2 > CT |Mn
)
.
It will be shown later that the right-hand-side can be made arbitrarily small by choosing a suffi-
ciently large but fixed C > 0 (not varying as n increases).
Therefore, we conclude that max1≤i≤n ‖ 1K ε〈i〉ε′〈i〉−Σ〈i〉‖2 .P max{
√
log(n ∨ T )(T/K)1/2, log(n∨
T )T/K}. Combine this with the bound on Σ〈i〉, we get max1≤i≤n ‖ε〈i〉‖2 .P
√
K+
√
T log(n ∨ T ).
In th end, we show the uniform convergence of the second moment of ε‡·jk(i) which will completes
the proof. The argument is similar to that used in the proof of Theorem SA-2.1.
Let ζit := ε
2
it − σ2it, σ2it = E[ε2it|Mn] and write ζit = ζ−it + ζ+it where ζ−it := ζit1(ζit ≤ τ2n) −
E[ζit1(ζit ≤ τ2n)] and ζ+it := ζit1(ζit > τ2n) − E[ζit1(ζit > τ2n)] for τn = (nT )1/(2+ν). Then, for any
δ > 0, by Bernstein’s inequality,
P
(∣∣∣ 1
T
∑
t∈T2
ζ−it
∣∣∣ > δ|Mn) ≤ 2 exp(− δ2/2τ2n
T 2
∑
t∈T1 E[(ζ
−
it )|Mn] + 13T τ2nδ
)
.
On the other hand, by Markov’s inequality,
P
(
max
1≤i≤n
∣∣∣ 1
T
∑
t∈T2
ζ+it
∣∣∣ > δ|Mn) ≤ n max
1≤i≤n
∑
t∈T1 E[|ζ+it ||Mn]
Tδ
. n
τνnδ
.
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Set δ2 = Cn2/(ν+1)(log n)ν/(ν+1)/T ν/(ν+1). Then, max1≤i≤n | 1T
∑
t∈T2 ζit| .P δ → 0 by the rate
condition. Since max1≤i≤n T−1
∑
t∈T2 σ
2
it . 1 a.s., the desired result follows.
Proof of Lemma SA-2.7
Proof. (i): Noting the following decomposition
A〈i〉A′〈i〉 =F〈i〉Λ
′
〈i〉Λ〈i〉F
′
〈i〉 + (r〈i〉 + ε〈i〉)(r〈i〉 + ε〈i〉)
′+
F〈i〉Λ′〈i〉(r〈i〉 + ε〈i〉)
′ + (r〈i〉 + ε〈i〉)Λ〈i〉F ′〈i〉
=:G1 +G2 +G3 +G4,
by Weyl’s theorem,
sj(G1) + smin(G2 +G3 +G4) ≤ sj(G1 + · · ·+G4) ≤ sj(G1) + smax(G2 +G3 +G4).
First, note that sj(G1) = sj(Λ〈i〉F ′〈i〉F〈i〉Λ
′
〈i〉). By Assumption SA-2.2, sj(
1
TKG1) P 1 uniformly
over i for j = 1, · · · , dλ,0.
Regarding G2, I will analyze the eigenvalue of each component. Clearly, by Assumption SA-
2.2(c), max1≤i≤n ‖ 1TK r〈i〉r′〈i〉‖2 .P h2mK,ξ. By Lemma SA-2.6, max1≤i≤n ‖ 1TK ε〈i〉ε′〈i〉‖2 .P log(n ∨
T )K−1 + T−1. By Cauchy-Schwarz inequality, max1≤i≤n ‖ 1TK (ε〈i〉r′〈i〉 + r〈i〉ε′〈i〉)‖2 .P (log1/2(T ∨
n)K−1/2 + T−1/2)hmK,ξ. As a result, ‖ 1TKG2‖2 .P h2mK,ξ + log(T∨n)K + 1T uniformly over i.
Regarding G3 +G4, first note that
∥∥∥ 1
TK
F〈i〉Λ′〈i〉ε
′
〈i〉
∥∥∥
2
≤ 1√
K
1√
T
‖F〈i〉‖2
∥∥∥ 1√
T
( 1√
K
K∑
k=1
λjk(i)(ε
‡
·jk(i))
′
)∥∥∥
2
.
By assumption, max1≤i≤n ‖F〈i〉‖2 .P
√
T . Furthermore, conditional on R̂i and FA, ε‡tjk(i) is in-
dependent over k and t, and max1≤i≤n ‖Λ〈i〉‖max .P 1. Therefore, applying Bernstein inequal-
ity combined with the truncation argument used before leads to max1≤i≤n ‖ 1TKF〈i〉Λ′〈i〉ε′〈i〉‖2 .P
√
log n ∨ TK−1/2.
On the other hand, Λ〈i〉 is uncorrelated with r〈i〉 across 1 ≤ i ≤ K by construction, and applying
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Bernstein inequality leads to
max
1≤i≤n
1
TK
‖F〈i〉Λ′〈i〉r〈i〉‖2 .P
√
log n ∨ ThmK,ξ√
K
.
The above fact suffices to show that ‖ 1TK (G3 +G4)‖2 .P
√
log n ∨ T (K−1/2 +K−1/2hmK,ξ). Then,
the desired result for eigenvalues follows.
(ii): For eigenvectors, I use the following decomposition:
F̂〈i〉 − F〈i〉H˜〈i〉 =
{
1
TK
F〈i〉Λ′〈i〉ε
′
〈i〉F̂〈i〉 +
1
TK
ε〈i〉Λ〈i〉F ′〈i〉F̂〈i〉+
1
TK
F〈i〉Λ′〈i〉r
′
〈i〉F̂〈i〉 +
1
TK
r〈i〉Λ〈i〉F ′〈i〉F̂〈i〉+
1
TK
r〈i〉ε′〈i〉F̂〈i〉 +
1
TK
ε〈i〉r′〈i〉F̂〈i〉+
1
TK
r〈i〉r′〈i〉F̂〈i〉 +
1
TK
ε〈i〉ε′〈i〉F̂〈i〉
}
× V̂ −1〈i〉 (SA-6.3)
where H˜〈i〉 =
Λ′〈i〉Λ〈i〉
K
F ′〈i〉F̂〈i〉
T V̂
−1
〈i〉 . Accordingly, a generic (t, `)th element of (F̂〈i〉 − F〈i〉H˜〈i〉) for
t ∈ T2, 1 ≤ ` ≤ dλ can be written as (J1 + · · · J8)/v̂`,〈i〉 where
J1 =
1
T
∑
s∈T2
f ′t,〈i〉
( 1
K
K∑
k=1
λjk(i)εjk(i)s
)
f̂s`,〈i〉, J2 =
( 1
K
K∑
k=1
εjk(i)tλ
′
jk(i)
)( 1
T
∑
s∈T2
fs,〈i〉f̂s`,〈i〉
)
,
J3 =
1
T
∑
s∈T2
f ′t,〈i〉
( 1
K
K∑
k=1
λjk(i)rjk(i)s
)
f̂s`,〈i〉, J4 =
( 1
K
K∑
k=1
rjk(i)tλ
′
jk(i)
)( 1
T
∑
s∈T2
fs,〈i〉f̂s`,〈i〉
)
,
J5 =
1
T
∑
s∈T2
( 1
K
K∑
k=1
rjk(i)tεjk(i)s
)
f̂s`,〈i〉, J6 =
1
T
∑
s∈T2
( 1
K
K∑
k=1
εjk(i)trjk(i)s
)
f̂s`,〈i〉,
J7 =
1
T
∑
s∈T2
( 1
K
K∑
k=1
rjk(i)trjk(i)s
)
f̂s`,〈i〉, J8 =
1
T
∑
s∈T2
( 1
K
K∑
k=1
εjk(i)tεjk(i)s
)
f̂s`,〈i〉.
.
Regarding J1, first note that by assumption ‖ 1T
∑
t∈T2 ft,〈i〉f
′
t,〈i〉‖2 .P 1 and 1T
∑
s∈T2 f̂
2
s`,〈i〉 = 1.
Furthermore, ENi [ 1K
∑K
k=1 λjk(i)εjk(i),s] = 0, and
ENi
[∥∥∥ 1
K
K∑
k=1
λjk(i)εjk(i)s
∥∥∥2
2
]
≤ 1
K2
dλ,0∑
`=1
ENi
[( K∑
k=1
λjk(i),`εjk(i),s
)2]
.P K−1,
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which suffices to show that J1 .
√
log n ∨ TK−1/2 by the truncation argument given in the proof
of Theorem SA-2.2. J2 can be treated similarly.
For J3, by definition of F〈i〉, ENi
[
1
K
∑K
k=1 λjk(i)rjk(i)s
]
= 0, for all s ∈ T2, and ‖r〈i〉‖max . hmK,ξ.
Thus, J3 .P
√
log n ∨ TK−1/2hmK,ξ. J4 is treated similarly.
For J5, note that
1
T F̂
′
〈i〉F̂〈i〉 .P 1, and ENi [
1
K
∑K
k=1 rjk(i)tεjk(i)s] = 0, and
ENi
[( 1
K
K∑
k=1
rjk(i)tεjk(i)s
)2]
.P K−1h2mK,ξ.
Then, J5 .P
√
log n ∨ TK−1/2hmK,ξ. J6 can be treated similarly.
For J7, using the bound on r〈i〉, it is immediate to see J7 .P h2mK,ξ.
For J8,t := J8, it is easy to see that
max
1≤i≤n
1
T
∑
t∈T2
J28,t =
1
T 3K2
f̂ ′`,〈i〉ε〈i〉ε
′
〈i〉ε〈i〉ε
′
〈i〉f̂`,〈i〉 .P δ−4KT
by Lemma SA-2.6.
In sum, 1T ‖F̂·C0,〈i〉 − F〈i〉H˜·C0,〈i〉‖2F .P δ−2KT + h4mK,ξ.
(iii): Define a rotation matrix H˜0,〈i〉 =
Λ′·C0,〈i〉Λ·C0,〈i〉
K
F ′·C0,〈i〉F̂·C0,〈i〉
T V̂
−1
0,〈i〉, where V̂0,〈i〉 is the diagonal
matrix of the leading dλ,0 eigenvalues of
1
TKA〈i〉A
′
〈i〉. By the same argument in part (i),
F̂ ′·C0,〈i〉F·C0,〈i〉
T
Λ′·C0,〈i〉Λ·C0,〈i〉
K
F ′·C0,〈i〉F̂·C0
T
→P diag{v̂1,〈i〉, · · · , v̂dλ,0,〈i〉}.
Then, by Assumption SA-2.2, 1T F
′
·C0,〈i〉F̂·C0,〈i〉 is of full rank, and thus H˜0,〈i〉 is invertible with
probability approach one. Insert it into the projection matrix:
PF̂·C0,〈i〉
− PF·C0,〈i〉 =
1
T
F̂·C0,〈i〉F̂
′
·C0,〈i〉 −
1
T
F·C0,〈i〉H˜0,〈i〉
( 1
T
H˜ ′0,〈i〉F
′
·C0,〈i〉F·C0,〈i〉H˜0,〈i〉
)−1
H˜ ′0,〈i〉F
′
·C0,〈i〉.
By part (ii), 1T ‖F̂·C0,〈i〉−F·C0,〈i〉H˜0,〈i〉‖2F .P δ−2KT +h4K,ξ uniformly over i. Since 1T F̂ ′·C0,〈i〉F̂·C0,〈i〉 =
Idλ,0 , the matrix in the bracket is also invertible w.p.a.1 and thus the above expression is well
defined. Using the fact that for any two invertible matrixA andB, A−1−B−1 = A−1(B−A)B−1,
we can see that ‖P
F̂·C0,〈i〉
− PF·C0,〈i〉‖2F .P δ
−2
KT + h
4
K,ξ uniformly over i.
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Proof of Theorem SA-2.3
Proof. I divide the proof into several steps.
Step 1: Second-order eigenvalues.
The analysis regarding G2 in the proof of Lemma SA-2.7 is the same (the projection operator
M
F̂·C0,〈i〉
does not change the upper bound). Regarding G1,
G1 =MF̂·C0,〈i〉
F〈i〉Λ′〈i〉Λ〈i〉F
′
〈i〉MF̂·C0,〈i〉
=(M
F̂·C0,〈i〉
−MF·C0,〈i〉)F〈i〉Λ
′
〈i〉Λ〈i〉F
′
〈i〉MF̂·C0,〈i〉
+
MF·C0,〈i〉F〈i〉Λ
′
〈i〉Λ〈i〉F
′
〈i〉(MF̂·C0,〈i〉
−MF·C0,〈i〉)+
MF·C0,〈i〉F〈i〉Λ
′
〈i〉Λ〈i〉F
′
〈i〉MF·C0,〈i〉
= : G1,1 +G1,2 +G1,3.
Note that the three terms are defined locally for each neighborhood Ni and this implicit dependence
on 〈i〉 is suppressed for simplicity. By Assumption SA-2.2, it is immediate that sj( 1TKG1,3) P h2K,ξ
for for all 1 ≤ i ≤ n and j = 1, . . . , dλ,1.
Regarding G1,2, since max1≤i≤n 1√TK ‖MF·C0,〈i〉F〈i〉Λ′〈i〉‖2 .P hK,ξ, using part (iii) of Lemma
SA-2.7, ‖ 1TKG1,2‖2 .P (δ−1KT + h2K,ξ)hK,ξ uniformly over i.
For G1,1, further decompose the projection matrix on the far right: MF̂·C0,〈i〉
= M
F̂·C0,〈i〉
−
MF·C0,〈i〉 +MF·C0,〈i〉 . By similar calculation, it can be shown that ‖
1
TKG1,1‖2 .P (δ−1KT + h2K,ξ)2 +
(δ−1KT + h
2
K,ξ)hK,ξ uniformly over i. Therefore, G1,1 is dominated by G1,3 due to the rate condition
that hK,ξδKT →∞.
For G3 or G4, use the fact that
1
TK
M
F̂·C0,〈i〉
F〈i〉Λ′〈i〉ε
′
〈i〉MF̂·C0,〈i〉
=
1
TK
MF·C0,〈i〉F〈i〉Λ
′
〈i〉ε
′
〈i〉MF̂·C0,〈i〉
+
1
TK
(M
F̂·C0,〈i〉
−MF·C0,〈i〉)F〈i〉Λ
′
〈i〉ε
′
〈i〉MF̂·C0,〈i〉
.
By the same truncation argument used before, the first term is OP(
√
log(n ∨ T )hK,ξK−1/2) uni-
formly over i, and the second one is OP((δ
−1
KT + h
2
K,ξ)K
−1/2√log(n ∨ T )). Then, the result for the
second-order eigenvalues follows.
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Step 2: Second-order eigenvectors.
The proof is similar to that of Lemma SA-2.7, but I need to rewrite the identity (SA-6.3):
M
F̂·C0,〈i〉
F̂·C1,〈i〉 −MF̂·C0,〈i〉F〈i〉H˜·C1,〈i〉
=
{
1
TK
M
F̂·C0,〈i〉
F〈i〉Λ′〈i〉ε
′
〈i〉F̂·C1,〈i〉 +
1
TK
M
F̂·C0,〈i〉
ε〈i〉Λ〈i〉F ′〈i〉MF̂·C0,〈i〉
F̂·C1,〈i〉+
1
TK
M
F̂·C0,〈i〉
F〈i〉Λ′〈i〉r
′
〈i〉F̂·C1,〈i〉 +
1
TK
M
F̂·C0,〈i〉
r〈i〉Λ〈i〉F ′〈i〉MF̂·C0,〈i〉
F̂·C1,〈i〉+
1
TK
M
F̂·C0,〈i〉
r〈i〉ε′〈i〉F̂·C1,〈i〉 +
1
TK
M
F̂·C0,〈i〉
ε〈i〉r′〈i〉F̂·C1,〈i〉+
1
TK
M
F̂·C0,〈i〉
r〈i〉r′〈i〉F̂·C1,〈i〉 +
1
TK
M
F̂·C0,〈i〉
ε〈i〉ε′〈i〉F̂·C1,〈i〉
}
× V̂ −1C1C1,〈i〉,
where V̂C1C1,〈i〉 is a diagonal matrix that contains the next dλ,1 leading eigenvalues of
1
TKA〈i〉A
′
〈i〉.
Note that in part (iii) of Lemma SA-2.7, max1≤i≤n ‖MF̂·C0,〈i〉−MF·C0,〈i〉‖F .P δ
−1
KT+h
2
K,ξ. Repeating
the argument in Step 1 and Lemma SA-2.7, I have
max
1≤i≤n
1√
T
‖M
F̂·C0,〈i〉
F̂·C1,〈i〉 −MF·C0,〈i〉H˜·C0,〈i〉F〈i〉H˜·C1,〈i〉‖F .P δ
−1
KTh
−1
K,ξ + h
2m−2
K,ξ .
Thus, the result for second-order eigenvectors follows.
Step 3: Extension to higher-order terms. The above calculation can be applied to even higher-
order approximation as long as the rate condition δ−1KTh
−(m−1)
K,ξ = o(1) is satisfied. For instance,
consider the third-order approximation. Define C¯1 = C0∩C1. To mimic the strategy before, the key
is to analyze
MF̂·C¯1,〈i〉
MF̂·C0,〈i〉
F·C¯1,〈i〉Λ
′
·C¯1,〈i〉 = MF̂·C¯1,〈i〉
MF̂·C0,〈i〉
F·C0,〈i〉Λ
′
·C0,〈i〉+MF̂·C¯1,〈i〉
MF̂·C0,〈i〉
F·C1〈i〉Λ
′
·C1,〈i〉 = I1+I2.
By a similar argument used in the previous step, 1√
TK
‖I2‖2 = oP(h2K,ξ) uniformly over i. For the
first term, further write it as
−I1 =MF̂·C¯1,〈i〉(PF̂·C0,〈i〉 − PF·C0,〈i〉)F·C0,〈i〉Λ
′
·C0,〈i〉
=M
F̂·C¯1,〈i〉
( 1
T
(F̂·C0,〈i〉 − F·C0,〈i〉H˜0,〈i〉)F̂ ′·C0,〈i〉+
1
T
F·C0,〈i〉H˜0,〈i〉
(
F̂ ′·C0,〈i〉 −
( 1
T
H˜ ′0,〈i〉F
′
·C0,〈i〉F·C0,〈i〉H˜0,〈i〉
)−1
F ′·C0,〈i〉
))
F·C0,〈i〉Λ
′
·C0,〈i〉.
After the expansion, by the rate condition and the results in part (iii) of Lemma SA-2.7 and step 2
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of this proof, the second term divided by
√
TK is oP(h
2
K,ξ) uniformly over i in terms of ‖ · ‖2-norm.
For the first term, plug in the expansion for F̂·C0,〈i〉 − F·C0,〈i〉H˜i,0 and note that
max
1≤i≤n
∥∥∥ 1
T 2K
M
F̂·C¯1,〈i〉
F·C1,〈i〉Λ
′
·C1,〈i〉Λ·C1,〈i〉F·C1,〈i〉F̂·C0,〈i〉F̂
′
·C0,〈i〉
∥∥∥
2
= oP(h
2
K,ξ),
by consistency ofM
F̂·C¯1,〈i〉
. Other terms in the expansion are at most OP(δ
−1
KT ) = oP(h
2
K,ξ) uniformly
over i in terms of ‖ · ‖2-norm. Then, we have max1≤i≤n ‖ 1√TKMF̂·C¯1,〈i〉MF̂·C0,〈i〉F·C¯1,〈i〉Λ
′
·C¯1,〈i〉‖2 =
oP(h
2
K,ξ). With this preparation, the remainder of the proof for higher-order approximations is the
same as that used before.
Finally, a typical jth column of the re-defined rotation matrix Hˇ〈i〉 is given by
Hˇ·j,〈i〉 = H˜·j,〈i〉 − H˜1:(j−1),〈i〉(H˜1:(j−1),〈i〉F ′〈i〉F〈i〉H˜1:(j−1),〈i〉)−1H˜1:(j−1),〈i〉F ′〈i〉F〈i〉H˜·j,〈i〉.
where H˜1:(j−1),〈i〉 is the leading (j − 1) columns of H˜〈i〉. Therefore, F〈i〉Hˇ〈i〉 is a columnwise
orthogonalized version of F〈i〉H˜〈i〉.
Proof of Lemma SA-2.8
Proof. Throughout the proof, for a matrix M , ‖M‖2→∞ = maxi ‖Mi·‖2. I will mimic the proof
strategy in Abbe et al. (2020) and exploit a symmetric dilation trick. Specifically, Define
G =
 0 A〈i〉
A′〈i〉 0
 and G∗ =
 0 F〈i〉Λ′〈i〉
Λ〈i〉F ′〈i〉 0
 .
I suppress the dependence of G and G∗ on 〈i〉 for simplicity. By construction, the eigenvalue
decomposition of G will be
G =
√
KT√
2
 1√T F̂〈i〉 1√T F̂〈i〉
1√
K
Λ̂〈i〉V̂
−1/2
〈i〉 − 1√K Λ̂〈i〉V̂
−1/2
〈i〉
×
 V̂ 1/2〈i〉 0
0 −V̂ 1/2〈i〉
× 1√
2
 1√T F̂〈i〉 1√T F̂〈i〉
1√
K
Λ̂〈i〉V̂
−1/2
〈i〉 − 1√K Λ̂〈i〉V̂
−1/2
〈i〉
′ .
Now, for any 0 ≤ ` ≤ m− 1, let
U¯ =
 U¯L
U¯R
 = 1√
2
 1√T F̂·C`,〈i〉
1√
K
Λ̂·C`,〈i〉V̂
−1/2
C`C`,〈i〉
 and Σ¯ = √TKV̂ 1/2C`C`,〈i〉.
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Clearly, they are the eigenvectors and eigenvalues of G corresponding to the `th-order approx-
imation. Define U¯∗ and Σ¯∗ for G∗ the same way. Define an eigengap for this eigenspace:
∆∗ :=
√
TK((vdλ,`−1,〈i〉 − vdλ,`−1+1,〈i〉) ∧ (vdλ,`,〈i〉 − vdλ,`+1,〈i〉) ∧ mins∈C` |vs,〈i〉|). Similarly, ∆ :=√
TK((v̂dλ,`−1,〈i〉− v̂dλ,`−1+1,〈i〉)∧ (v̂dλ,`,〈i〉− v̂dλ,`+1,〈i〉)∧mins∈C` |v̂s,〈i〉|). Note that for ease of nota-
tion I suppress the dependence of these quantities on `.
First consider any 1 ≤ t ≤ T . By Lemma 1 of Abbe et al. (2020),
‖(U¯H¯)t·‖2 .P 1√
KTh`
(
‖Gt·U¯∗‖2 + ‖Gt·(U¯H¯ − U¯∗)‖2
)
, (SA-6.4)
since max1≤i≤n ‖r〈i〉 + ε〈i〉‖2/∆∗ = oP(1) and the eigengap ∆∗ is OP((KT )1/2h`) uniformly over i
by Assumption SA-2.2 and Lemma SA-2.6. Regarding the first term on the right,
Gt·U¯∗ = U¯∗t·,LΣ
∗ + (rt·,〈i〉 + εt·,〈i〉)U¯∗R .P ‖Σ¯∗‖2‖U¯∗t·,L‖2 + hmK,ξ
√
K + ‖εt·,〈i〉U¯∗R ‖2.
Since U¯∗R is uncorrelated with εt·,〈i〉, the last term is a zero-mean sequence. Apply the trunca-
tion argument again. Specifically, let Mn be the σ-field generated by U¯∗R , and define ζ−tk,〈i〉 =
εtk,〈i〉U¯∗kj,R1(|εtk,〈i〉| ≤ τn) − E[εtk,〈i〉U¯∗kj,R1(|εtk,〈i〉| ≤ τn)|Mn] and ζ+tk,〈i〉 = εtk,〈i〉U¯∗kj,R − ζ−tk,〈i〉 for
τn 
√
K/ log(n ∨ T ). By Bernstein inequality, for any δ > 0,
P
(∣∣∣ K∑
k=1
ζ−tk,〈i〉
∣∣∣ ≥ δ∣∣∣Mn) ≤ 2 exp(− δ2/2
C‖U¯∗R ‖22 + ‖U¯∗R ‖2→∞τnδ/3
)
,
for some constant C > 0. On the other hand,
P
(
max
1≤i≤n
max
t∈T2
∣∣∣ K∑
k=1
ζ+tk,〈i〉
∣∣∣ ≥ δ∣∣∣Mn) ≤ nTδ−2τ−νn ‖U¯∗R ‖22.
The above suffices to show ‖εt·,〈i〉U¯∗R ‖2 .P
√
log(T ∨ n)(1∨√K‖U¯∗R ‖2→∞) uniformly over 1 ≤ t ≤ T
and 1 ≤ i ≤ n.
Now, I analyze the second term by using a “leave-one-out” trick. Specifically, for each 1 ≤ t ≤ T ,
let U¯ (t) be the eigenvector of G(t) where a generic (s, i)th entry of G
(t)
〈i〉 is given by
G
(t)
si = Gsi1(s, i 6= t).
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Due to the possibility of equal eigenvalues, introduce a rotation matrix H¯ and H¯(t) as defined in
Abbe et al. (2020): H¯ = U¯ ′U¯∗ and H¯(t) = (U¯ (t))′U¯∗. Then, I can write
Gt·(U¯H¯ − U¯∗) = Gt·(U¯H¯ − U¯ (t)H¯(t)) +Gt·(U¯ (t)H¯(t) − U¯∗) =: I + II,
For I, by Lemma 3 of Abbe et al. (2020), ‖U¯H¯ − U¯ (t)H¯(t)‖2 ≤ ‖U¯U¯ ′ − U¯ (t)(U¯ (t))′‖2 .P
‖(U¯H¯)t·‖2 since by Theorem SA-2.3, ∆ ≥ κ∆∗ for some κ > 0 with probability approaching one and
‖G‖2→∞ = oP(∆∗) uniformly over i. Therefore, ‖Gt·(U¯H¯ − U¯ (t)H¯(t))‖2 . ‖Gt·‖2‖(U¯H¯)t·‖2 .P
√
K‖(U¯H¯)t·‖2 uniformly over i.
For II, again, by applying Bernstein inequality and the truncation argument,
‖εt·,〈i〉(U¯ (t)R H¯(t) − U¯∗R )‖2 .P
√
log(T ∨ n)(1 ∨
√
K‖(U¯ (t)R H¯(t) − U¯∗R )‖2→∞)
uniformly over t and i by the leave-one-out construction. By Equation B.13 in Lemma 3 of Abbe
et al. (2020), ‖U¯ (t)R H¯(t)− U¯∗R ‖2→∞ .P ‖U¯LH¯‖2→∞+ ‖U¯RH¯‖2→∞+ ‖U¯∗R ‖2→∞ Then, it remains to
bound G∗t·(U¯
(t)
R H¯
(t)− U¯∗R ). Recall that by definition of singular vectors, U¯R and U¯∗R are orthogonal
to other leading right singular vectors. Thus, I can insert projection matrices MU¯1:(`−1),R and
MU¯∗
1:(`−1),R
as follows:
G∗t·(U¯
(t)
R H¯
(t) − U¯∗R ) = G∗t·MU¯ (t)
1:(`−1),R
U¯
(t)
R H¯
(t) −G∗t·MU¯∗
1:(`−1),R
U¯∗R
= G∗t·(MU¯ (t)
1:(`−1),R
−MΛ1:(`−1))U¯ (t)R H¯(t) −G∗t·(MU¯∗1:(`−1),R −MΛ1:(`−1))U¯
∗
R
+G∗t·MΛ1:(`−1)(U¯
(t)
R H¯
(t) − U¯∗R ).
“1 : (` − 1)” in subscripts denote the leading ` − 1 columns of the corresponding matrices. Then,
by the same argument in the proof of Theorem SA-2.3, ‖G∗t·(U¯ (t)R H¯(t) − U¯∗R )‖2 .P
√
Kh`K,ξ.
In addition, note that
smin(Σ¯
∗U¯∗R )‖U¯∗L ‖2→∞ . ‖U¯∗L Σ¯∗U¯∗R ‖2→∞ ≤ ‖MU¯∗
1:(`−1),L
F〈i〉Λ′〈i〉MU¯∗1:(`−1),R‖2→∞ .P h
`
K,ξ
√
K
where smin(Σ¯
∗U¯∗R ) &P
√
TKh`K,ξ by Assumption SA-2.2. Therefore, ‖U¯∗L ‖2→∞ .P T−1/2.
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Now, by plugging in all these bounds and rearranging the terms in Equation (SA-6.4), we have
‖U¯LH¯‖2→∞ .P 1√
T
+
√
log(n ∨ T )√
Th`
‖URH¯‖2→∞
uniformly over 〈i〉.
The analysis of U¯R is exactly the same by considering T + 1 ≤ t ≤ T + n, and we have the
following bound (uniformly over 〈i〉)
‖U¯RH¯‖2→∞ .P 1√
K
+
√
log(n ∨ T )√
Kh`
‖ULH¯‖2→∞.
The desired sup-norm bound follows by combining the two inequalities.
Proof of Theorem SA-2.4
Proof. Expand the estimator of factor loadings as follows:
Λ̂〈i〉 −Λ〈i〉H〈i〉 =
1
T
r′〈i〉F̂〈i〉 +
1
T
ε′〈i〉F̂〈i〉 =: I1 + I2.
for H〈i〉 = 1T F
′
〈i〉F̂〈i〉.
Regarding I1,
max
1≤i≤n
max
1≤k≤K
∥∥∥ 1
T
∑
t∈T2
F̂ ′t,〈i〉rjk(i),t
∥∥∥
2
.P hmK,ξ.
For I2, again, use the “leave-one-out” trick as in the proof of Lemma SA-2.8. Specifically, For
each 1 ≤ k ≤ K, let T−1/2F̂ (k)〈i〉 be the left singular vector of A
(k)
〈i〉 , where a generic (s, i)th entry of
A
(k)
〈i〉 is given by
a
(k)
si,〈i〉 = asi,〈i〉1(i 6= k).
Due to the possibility of equal eigenvalues, introduce a rotation matrix H¯ and H¯(k) as in Section
A.2 of Abbe et al. (2020). Then, further decompose I2 into
I2 × H¯ = 1
T
ε′〈i〉F̂
(k)
〈i〉 H¯
(k) +
1
T
ε′〈i〉(F̂〈i〉H¯ − F̂ (k)〈i〉 H¯(k)).
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By construction, εk·,〈i〉 and F̂
(k)
〈i〉 are independent. Let Mn be the σ-field generated by F̂
(k)
〈i〉 . By
the leave-one-out construction, E[εksf̂
(k)
s,〈i〉|Mn] = 0 and V[T−1/2
∑
s∈T εksf̂
(k)
s,〈i〉|Mn] .P 1. Then, by
Lemma SA-2.8, ‖f̂s,〈i〉‖max .P 1,and then by a similar argument as given in the proof of Lemma
SA-2.1, the first term is OP(δ
−1
KT ) uniformly over 1 ≤ i ≤ n and 1 ≤ k ≤ K.
Regarding the second term, for any 1 ≤ k ≤ K,
∥∥∥ 1√
T
ε′k·,〈i〉
( 1√
T
F̂〈i〉H¯ −
1√
T
F̂
(k)
〈i〉 H¯
(k)
)∥∥∥
2
≤ 1√
T
‖εk·,〈i〉‖2
∥∥∥PF̂〈i〉 − PF̂ (k)〈i〉
∥∥∥
2
.
For the first term, max1≤i≤n max1≤k≤K T−1/2‖εk·,〈i〉‖2 .P 1. For the second term, by the result
given in the proof of Lemma SA-2.8, ‖P
F̂〈i〉
− P
F̂
(k)
〈i〉
‖2 . ‖U¯k·‖2 .P δ−1KT uniformly over i and k.
Then, the result for factor loadings follows.
Now, consider the estimated factors:
F̂〈i〉V̂〈i〉 = F〈i〉(H ′〈i〉)
−1V̂〈i〉+
1
K
F〈i〉(H ′〈i〉)
−1(Λ〈i〉H〈i〉−Λ̂〈i〉)′Λ̂〈i〉+
1
K
r〈i〉Λ̂〈i〉+
1
K
ε〈i〉Λ̂〈i〉. (SA-6.5)
For the `th-order approximation (columns with indices in C`), by Lemma SA-2.8, the second
term is OP((δ
−1
KT + h
m
K,ξ)h
`
K,ξ) uniformly over i and t; the third term is OP(h
m+`
K,ξ ) uniformly over i
and t; the fourth term is OP((δ
−1
KT + h
m
K,ξ)h
`
K,ξ) by the same argument used before. Note that H〈i〉
is invertible as explained in the proof of Lemma SA-2.7. Moreover,
H〈i〉H ′〈i〉 =
1
T 2
F ′〈i〉F̂〈i〉F̂
′
〈i〉F〈i〉 =
1
T
F ′〈i〉PF̂〈i〉F〈i〉
The eigenvalues of this matrix is bounded both from above and below in probability by Assumption
SA-2.2(b) and the consistency of projection matrices due to Theorem SA-2.3. Then, the proof is
complete.
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Proof of Theorem SA-2.5
Proof. By construction of the estimator,
L̂tk,〈i〉 − Ltk,〈i〉 = f̂ ′t,〈i〉λ̂jk(i) − Ltk,〈i〉 = f̂ ′t,〈i〉λ̂jk(i) − f ′t,〈i〉λjk(i),〈i〉 − rtjk(i)
.P hmK,ξ + (f̂ ′t,〈i〉 − f ′t,〈i〉(H ′〈i〉)−1)λ̂jk(i) + f ′t,〈i〉(H ′〈i〉)−1(λ̂jk(i) −H ′〈i〉λjk(i)).
By Theorem SA-2.4, f̂t,〈i〉−ft,〈i〉(H ′〈i〉)−1 .P (δ−1KT +hmK,ξ)(Υ−111 , · · · ,Υ−1jj )′, and λ̂jk(i)−H ′〈i〉λjk(i) .P
δ−1KT + h
m
K,ξ, which hold uniformly over t, k and i. Then, the result follows.
SA-6.2 Proofs for Section SA-5
Proof of Lemma SA-5.1
Proof. Let T2 = |T2|. By assumption, I can rewrite the outcome equation as
xit =
dw∑
`=1
~t,`(%i,`)ϑ` +
dw∑
`=1
eit,`ϑ` + ηt(αi) + uit
= }t(%i) +
dw∑
`=1
eit,`ϑ` + uit,
where }t(%i) = ηt(αi) +
∑dw
`=1 ~t,`(%i,`)ϑ` and %i is a vector collecting all distinct variables among
αi,%i,1, · · · ,%i,dw . Note that αi is included in %i as a subvector.
Let me prepare more notation. For each t ∈ T2, define }it := }t(%i) and stack them in a T2-
dimensional vector }i. For each ` = 1, . . . , dw, ~it,` := ~t,`(%i,`) with t ∈ T2, and stack them in ~i,`.
Similarly, let ei,` be a T2-vector with typical elements eit,` for t ∈ T2 and ei = (ei,1, · · · , ei,dw)′.
The estimators of ~i,`, }i and ei are denoted by ~̂i,`, }̂i and êi. Write
ϑ̂− ϑ =
( 1
nT2
n∑
i=1
êiê
′
i
)−1{( 1
nT2
n∑
i=1
êiui
)
+
( 1
nT2
n∑
i=1
êi(ei − êi)′ϑ
)
+
( 1
nT2
n∑
i=1
êi(}i − }̂i)
)}
=
( 1
nT2
n∑
i=1
êiê
′
i
)−1 × (I1 + I2 + I3).
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Now, first notice that
1
nT2
n∑
i=1
êiê
′
i =
1
nT2
n∑
i=1
eie
′
i +
1
nT2
n∑
i=1
(êi − ei)(êi − ei)′ + 1
n
n∑
i=1
(êi − ei)e′i +
1
n
n∑
i=1
ei(êi − ei)′.
By Assumption SA-5.2, the first term is bounded away from zero with probability approaching one.
Note that for each 1 ≤ ` ≤ dw, êi,` − ei,` = ~i,` − ~̂i,`. Under Assumptions SA-5.2 and SA-5.3, the
conditions of Theorem SA-2.5 are satisfied and hence max1≤i≤n ‖~̂i − ~i‖max = oP(1). Therefore,
the last three terms are oP(1).
Next, consider I2. For any 1 ≤ `, `′ ≤ dw, by Theorem SA-2.5,
1
nT2
n∑
i=1
∑
t∈T2
êit,`(eit,`′ − êit,`′)
=
1
nT2
n∑
i=1
∑
t∈T2
eit,`(~̂it,`′ − ~it,`′) + 1
nT2
n∑
i=1
∑
t∈T2
(~it,` − ~̂it,`)(~̂it,`′ − ~it,`′)
= I2,1 +OP(δ
−2
KT + h
2m
K,%).
For I2,1, by construction, I can write the ~̂it,`′−~it,`′ = −rit,`′,〈i〉+ f̂ ′t,〈i〉λ̂i,〈i〉− f ′t,〈i〉λi,〈i〉. With slight
abuse of notation, I use f̂t,〈i〉 and λ̂i,〈i〉 to denote the factors corresponding to time t and factor load-
ings corresponding to unit i extracted fromwi,`′ . It is easy to see that
1
nT2
∑n
i=1
∑
t∈T2 rit,`′,〈i〉eit,` .P
hmK,%T
−1/2. Moreover,
1
nT2
n∑
i=1
∑
t∈T2
(f̂ ′t,〈i〉λ̂i,〈i〉 − f ′t,〈i〉λi,〈i〉)eit,`
=
1
nT2
n∑
i=1
∑
t∈T2
(f̂ ′t,〈i〉 − f ′t,〈i〉(H ′〈i〉)−1)λ̂i,〈i〉eit,` +
1
nT2
n∑
i=1
∑
t∈T2
f ′t,〈i〉(H
′
〈i〉)
−1(λ̂i,〈i〉 −H ′〈i〉λi,〈i〉)eit,`
=I2,1,1 + I2,1,2.
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Regarding I2,1,1, plug in the expansion of the estimated factors as in Equation (SA-6.5):
1
T2
∑
t∈T2
(f̂ ′t,〈i〉 − f ′t,〈i〉(H ′〈i〉)−1)eit,`λ̂i,〈i〉
=
{
1
T2K
∑
t∈T2
K∑
k=1
eit,`f
′
t,〈i〉(H
′
〈i〉)
−1(H ′〈i〉λjk(i) − λ̂jk(i))λ̂′jk(i)+
1
T2K
∑
t∈T2
K∑
k=1
eit,`ejk(i)t,`λ̂
′
jk(i)
+
1
T2K
∑
t∈T2
K∑
k=1
eit,`rjk(i)tλ̂
′
jk(i)
}
× V̂ −1〈i〉 λ̂i,〈i〉.
By the argument given in the proof of Theorem SA-2.4,
(T2K)
−1 ∑
t∈T2
K∑
k=1
eit,`ejk(i)t,`λ̂
′
jk(i)
V̂
−1/2
〈i〉 .P δ
−1
KT .
By Assumption SA-5.2 and SA-5.3, T−12
∑
t∈T2 eit,`rjk(i)t .P h
m
K,%δ
−1
KT uniformly over k and i. By
Theorem SA-2.4 and the fact that 1T2
∑
t∈T2 f
′
t,〈i〉eit,` .P δ
−1
KT uniformly over k and i, the first term in
I2,1,1 is of smaller order. Then, it follows that I2,1,1 = OP(δ
−1
KT + h
m
K,%δ
−1
KT ). Moreover, by Theorem
SA-2.4, I have I2,1,2 = OP(δ
−1
KT (δ
−1
KT + h
m
K,%)).
I3 can be treated similarly. Finally, for I1,
1
nT2
n∑
i=1
êiui =
1
nT2
n∑
i=1
eiui +
1
nT2
n∑
i=1
(êi − ei)ui.
Note that E[ui|wi] = 0 and E[ui|F ] = 0 imply that ui is uncorrelated with ei. Then, by Assumption
SA-5.3, the first term is OP(1/
√
nT ). The second term is mean zero and of smaller order due to
the consistency of êi. Then, the proof is complete.
Proof of Theorem SA-5.1
Proof. Recall that by construction I use the subsample T1 for initial matching on xi’s and wi’s,
and then apply local PCA to the subsample T2 to obtain ϑ̂. Consider the following steps.
Step 1: Matching. Apply the indirect matching procedure to Ai := xi −Wiϑ̂ on T2. Let
T2 = |T2|. Now,
d∞(Ai,Aj) = max
l 6=i,j
∣∣∣ 1
T2
(Wl(ϑ− ϑ̂) + ul + ηl)′
(
(Wi −Wj)(ϑ− ϑ̂) + (ui − uj) + (ηi − ηj)
)∣∣∣.
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There are nine terms after the expansion of the product. However, the product between (ul + ηl)
and (ui − uj) + (ηi − ηj) can be treated exactly the same way as in Lemma SA-2.2, and hence I
only need to analyze the remainders. Clearly,
max
1≤i,j≤n
max
l 6=i,j
∣∣∣ 1
T2
(ϑ− ϑ̂)′W ′l (Wi −Wj)(ϑ− ϑ̂)
∣∣∣ .P ‖ϑ− ϑ̂‖22.
Also, note that E[wltuit] = 0 for any l, i, t. Then, maxi,j maxl 6=i,j | 1T2 (ϑ − ϑ̂)′W ′l (ui − uj)| .P√
logn√
T
‖ϑ − ϑ̂‖2 by the moment conditions in Assumption SA-5.3(c) and application of maximal
inequality as before. Finally,
max
1≤i,j≤n
max
l 6=i,j
∣∣∣ 1
T2
(ϑ− ϑ̂)′W ′l (ηi − ηj)
∣∣∣ .P ‖ϑ̂− ϑ‖2.
Using the argument in the proof of Lemma SA-2.2 again, I have the following bound on the
matching discrepancy:
max
1≤i≤n
max
1≤k≤K
‖αi −αjk(i)‖2 .P (K/n)1/dα + δ−1KT + h2mK,%.
Step 2: local PCA. As shown in Section SA-2, I apply the local PCA procedure to the
subsample T3 to ensure the factor components and noises are uncorrelated. Let T3 = |T3|. I can
apply the results of Theorem SA-2.4 with minor modification. Specifically,
Λ̂〈i〉 −Λ〈i〉H〈i〉 =
1
T3
r′〈i〉F̂〈i〉 +
1
T3
u′〈i〉F̂〈i〉 +
1
T3
(ϑ− ϑ̂)′W˜ ′〈i〉F̂〈i〉
where W˜〈i〉 is a T3 ×K × dw matrix with `th sheet given by (wT3,j1(i),`, · · · ,wT3,jK(i),`) associated
with the dw-dimensional coefficient ϑ. Here wT3,jk(i),` is the subvector of wjk(i),` with the indices
in T3. Note that the rate condition δKTh2mK,% . 1 implies that h2mK,% . hm−1K,α . Thus, additional
approximation error arising from Wi(ϑ̂−ϑ) is still dominated by leading approximation errors for
ηt(α). Then, the first two terms in the above decomposition can be treated exactly the same way
as in the proof of Theorem SA-2.4, and the third term is trivially OP(‖ϑ− ϑ̂‖2). Then, the result
follows from Lemma SA-5.1.
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Proof of Theorem SA-5.2
Proof. I will only study the outcome equation; the treatment equation can be treated in exactly
the same way. I will use O¯P and o¯P to denote the probability bound holds uniformly over 〈i〉, where
〈i〉 indexes local neighborhoods for unit i. The proof is long and divided into several steps.
Step 0: I first prepare some necessary notation and useful facts. For each i, a neighborhood Ni is
obtained from the previous steps. Then, for j ∈ Ni, µ(αj) = λ′j,〈i〉b,〈i〉+r,〈i〉(αj), where λ′j,〈i〉b,〈i〉
is the L2 projection of µ(·) onto the space spanned by the monomial basis λj,〈i〉 described in the
proof of Lemma SA-2.5 (and in the main paper), and r,〈i〉(αj) is the resulting approximation error.
By Assumption SA-5.4(d), max1≤i≤n maxj∈Ni |r,〈i〉(αj)| . hmK,α. Note that b,〈i〉 and r,〈i〉(αj) are
defined with the subscript 〈i〉, denoting that they implicitly depend on i, or more precisely, Ni,
due to the localization. Also, recall that we can only identify Λ〈i〉 up to a rotation H〈i〉 used in
Theorem SA-2.4. However, we are free to insert H〈i〉 and its inverse in the leading approximation
terms λ′j,〈i〉b without changing the approximation error. I will assume b and λj,〈i〉 have been
rotated accordingly and thus omit H〈i〉 to simplify notation.
Let ζj = z
′
jβ,〈i〉+λ
′
j,〈i〉b,〈i〉 and ζ̂j = z
′
jβ+λ̂
′
j,〈i〉b,〈i〉. The dependence of ζj and ζ̂j on  and 〈i〉 is
suppressed. Then, ζ̂j is the transformed mean with generated regressors. For (βˇ
′
, bˇ
′
,〈i〉)
′ ∈ Rdz+dλ ,
define
b† =
(
(βˇ − β)′, (Υ(bˇ,〈i〉 − b,〈i〉))′
)′
, p̂ij = (z
′
j , λ̂
′
j,〈i〉Υ
−1)′, Ĝj = p̂ijp̂i′j ,
pij = (z
′
j , λ
′
j,〈i〉Υ
−1)′, Gj = pijpi′j , Υ = diag{Idλ,0 , hK,αIdλ,1 , · · · , hm−1K,α Idλ,m−1}.
Note that Υ is a normalizing diagonal matrix defined the same way as in Section SA-2.2.1. The
dependence of b†, pij and p̂ij on 〈i〉 is suppressed for simplicity. In addition, for each , I can
re-define the local neighborhood Ni by further selecting the subsample with si = . The renewed
neighborhood is denoted by Ni,. Now, I rewrite the objective function as
ln(b
†) :=
1
K
∑
j∈Ni,
(
Ly(ψy(ζ̂j + p̂i′jb†), yj)− Ly(ψy(ζ̂j), yj)
)
,
and by optimization ln(b̂
†) ≥ 0 for b̂† = ((β̂ − β)′, (Υ(b̂,〈i〉 − b,〈i〉))′)′.
49
By Taylor expansion of Ly(·, ·) around ζ̂j ,
ln(b
†) =
1
K
∑
j∈Ni,
L1,y(ζ̂j , yj)p̂i′jb† +
1
2K
∑
j∈Ni,
L2,y(ζ¯j , yj)(b†)′Ĝjb† =: Anb† + (b†)′Qnb†/2,
where ζ¯j is between ζ̂j and ζ̂j + p̂i
′
jb
†.
Step 1: Consider An first. Rewrite it as
An =
1
K
∑
j∈Ni,
L1,y(ζj , yj)pij + 1
K
∑
j∈Ni,
L1,y(ζj , yj)(p̂ij − pij)+
1
K
∑
j∈Ni,
(L1,y(ζ̂j , yj)− L1,y(ζj , yj))p̂ij
=J1 + J2 + J3.
Recall that L1,y(ζj , yj()) = (yj()−ψy(ζj))/V¯y(ζj) = (j,+ r¯j,)/V¯y(ζj), V¯y(ζj) = Vy(ζj)/ψ′y(ζj) and
r¯j, = ψy(z
′
jβ+µ(αj))−ψy(ζj) . hmK,α. Only the generated regressors λ̂j,〈i〉 contribute to (p̂ij−pij).
Let H = F¯ ∪ {dj}nj=1 ∪ {(xi,wi)}ni=1. {j,}nj=1 is independent over j with mean zero conditional
on H. Thus, applying the maximal inequality as before, we have J1 = O¯P(
√
log nK−1/2 + hmK,α).
Next, by Theorem SA-5.1,
J2 = Υ
−1 × 1
K
∑
j∈Ni,
V¯y(ζj)
−1j,(λ̂j,〈i〉 − λj,〈i〉) + O¯P(hmK,α(δ−1KT + hmK,α + h2mK,%)).
Since λ̂j,〈i〉 is obtained using the covariates information only, the first term is a conditional mean
zero sequence. By the truncation argument used before, it is O¯P(
√
log nK−1/2(δ−1KT +h
m
K,α+h
2m
K,%)),
J3 can be written as
− 1
K
∑
j∈Ni,
(ψy(ζ̂j)− ψy(ζj)
V¯y(ζj)
)
pij +
1
K
∑
j∈Ni,
(
V¯y(ζ̂j)
−1 − V¯y(ζj)−1
)
(j, + ςj, − ψy(ζ̂j))pij
+
1
K
∑
j∈Ni,
(yj − ψy(ζ̂j)
V¯y(ζ̂j)
− yj − ψy(ζj)
V¯y(ζj)
)
(p̂ij − pij)
=− J3,1 + J3,2 + J3,3.
50
Now, by Taylor expansion, Theorem SA-5.1 and Assumption SA-5.4,
J3,1 =
1
K
∑
j∈Ni,
pijψ
′
y(ζ˜j)(ζ̂j − ζj)
V¯y(ζj)
= O¯P(δ
−1
KT + h
m
K,α + h
2m
K,%),
where ζ˜j is between ζj and ζ̂j . By a similar argument used for J2 and J3,1, it follows that J3,2 and
J3,3 are O¯P(δ
−2
KT + h
2m
K,α + h
4m
K,%).
Step 2: Consider Qn. Notice that
L2,y(ζ¯j , yj()) = −
(yj()− ζ¯j)V¯ ′y (ζ¯j)
V¯ 2y (ζ¯j)
− (ψ
′
y(ζ¯j))
2
Vy(ζ¯j)
=: −j,V¯
′
y (ζ¯j)
V¯ 2y (ζ¯j)
− L˜(ζ¯j , ςj,),
where L˜(ζ¯j , ςj,) = (ςj,−ζ¯j)V¯
′
y (ζ¯j)
V¯ 2y (ζ¯j)
+
(ψ′y(ζ¯j))2
Vy(ζ¯j)
. Then,
−Qn = 1
K
∑
j∈Ni,
j,V¯
′
y (ζ¯j)
V¯ 2y (ζ¯j)
p̂ijp̂i
′
j +
1
K
∑
j∈Ni,
L˜(ζ¯j , ςj,)p̂ijp̂i′j
For the second term, note that
1
K
∑
j∈Ni,
L˜(ςj,, ςj,)p̂ijp̂i′j &
1
K
∑
j∈Ni,
p̂ijp̂i
′
j &
1
K
∑
j∈Ni,
pijpi
′
j & 1,
uniformly over i w.p.a 1, where the first inequality follows by the boundedness of L˜(ςj,, ςj,) from
below implied by Assumption SA-5.4(b)(c)(e), the second inequality by the uniform convergence of
p̂ij implied by Theorem SA-5.1, and the last by the non-collinearity condition given in Assumption
SA-5.4(e) and overlapping condition in Assumption SA-5.1. Therefore, there exists a compact
neighborhood B around zero such that for all b˘† ∈ B, the above lower bound still holds with
L¯(ςj,, ςj,) replaced by L¯(ζ̂j + p̂i′b˘†, ςj,).
Regarding the first term, note that {j,} is independent over j with mean zero conditional on
H = F¯ ∪{dj}nj=1∪{(xi,wi)}ni=1. Again, apply a truncation argument to show uniform convergence
of the first term. Define −j, = j,1(|j,| ≤ τn) and +j, = j, − −j, and τn 
√
K/ log(n ∨ T ). For
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the truncated part, conditional on the data, define
T =
{
t = (t1, · · · , tn) ∈ Rn : tj =
dj()1(j ∈ Ni)V¯ ′y (ζ̂j + p̂ijb†)pik,jpi′l,j
V¯ 2y (ζ̂j + p̂ij bˇ)
(
−j, − E[−j,|H]
)
,
bˇ† ∈ B, 1 ≤ i ≤ n, 1 ≤ k, l ≤ dz + dλ
}
.
Define the norm ‖ · ‖n,2 on Rn by ‖t‖2n,2 = En[t2j ]. For any ε > 0, the covering number N(T , ‖ ·
‖n,2, ε) is the infimum of the cardinality of ε-nets of T . Let {ωi}ni=1 be a sequence of independent
Rademacher random variables that are independent of the data, and Eω[·] denotes the expectation
with respect to the distribution of ω = (ω1, · · · , ωn). By Symmetrization Inequality and Dudley’s
inequality (Dudley, 1967),
E
[
max
1≤i≤n,
1≤k,l≤dz+dλ
sup
b˘†∈R
| 1√
n
n∑
j=1
tj |
∣∣∣H] ≤ 2E[Eω[ sup
τ∈R
| 1√
n
n∑
j=1
tjωj |
]∣∣∣H] . ∫ Θ
0
√
logN(T , ‖ · ‖n,2, ε)dε,
where the diameter Θ := 2 supt∈T ‖t‖n,2 .P τn
√
K/n by truncation. Since B is compact and
V¯ ′y and V¯y are Lipschitz with respect to bˇ†, it is well known that the covering number for T is
N(T , ‖ · ‖n,2, ε) . n(1/ε)2, which leads to supb˘∈B maxi,k,l | nKEn[tj ]| .P
√
log nτn/
√
K = oP(1).
For the tails, it is oP(1) uniformly over i, k, l and b˘
† by Markov inequality, the rate condition and
the boundedness condition implied by Assumption SA-5.4(c)(d)(e). Thus, the first term in the
decomposition of Qn is oP(1) uniformly over 1 ≤ i ≤ n and b˘† ∈ B.
Therefore, if the maximizer b̂† is searched within B, by optimality, the above results suffices
to show that b̂† = O¯P(δ−1KT + h
m
K,α + h
2m
K,%). But note that by concavity of Ly(·, ·) assumed in
Assumption SA-5.4(b), it is also the maximizer over the whole parameter space.
Step 3: To further derive the asymptotic expansion, note that the first-order condition and
Taylor expansion lead to
0 =
1
K
∑
j∈Ni,
L1,y(ζ̂j + p̂i′j b̂†, yj)p̂ij
=
1
K
∑
j∈Ni,
L1,y(ζ̂j , yj)p̂ij + 1
K
∑
j∈Ni,
L2,y(ζ˜j , yj)p̂ijp̂i′j b̂†
= An + Vnb̂
†.
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where ζ˜j is between ζ̂j and ζ̂j + p̂i
′
j b̂
†. An has been analyzed before. Now consider Vn:
Vn =
1
K
∑
j∈Ni,
L2,y(ζj , yj)Gj + 1
K
∑
j∈Ni,
L2,y(ζj , yj)(Ĝj −Gj)+
1
K
∑
j∈Ni,
(L2,y(ζ˜j , yj)− L2,y(ζj , yj))Gj+
1
K
∑
j∈Ni,
(L2,y(ζ˜j , yj)− L2,y(ζj , yj))(Ĝj −Gj).
By Lemma SA-2.4, max1≤i≤n ‖p̂ii − pii‖2 .P δ−1KT + hmK,α + h2mK,%. Then, by Assumption SA-5.4(e),
the second and the fourth terms are all O¯P(δ
−1
KT + h
m
K,α + h
2m
K,%). By Assumption SA-5.4(a), the
third term is O¯P(‖b̂†‖2). Finally, the first term, by Assumption SA-5.4(b)(e), is strictly negative
definite uniformly over i. In fact, it satisfies that
max
1≤i≤n
∣∣∣ 1
K
∑
j∈Ni,
L2,y(ψ−1y (ςj,), yj)Gj − E
[ 1
K
∑
j∈Ni,
L2,y(ψ−1y (ςj,), yj)Gj
∣∣∣F¯ , {xi,wi}ni=1]∣∣∣ .P δ−1KT
by Assumption SA-5.4(c)(d)(e) and the rate condition. Also by Assumption SA-5.4(a),
max
1≤i≤n
∣∣∣ 1
K
∑
j∈Ni,
(L2,y(ζj , yj)− L2,y(ψ−1y (ςj,, yj))Gj
∣∣∣ .P hmK,α.
Then, by power series expansion of matrix inverse, we have V −1n − V −1〈i〉 = O¯P(δ−1KT + hmK,α + h2mK,%)
where V〈i〉 := 1KE[
∑
j∈Ni, L2,y(ψ−1y (ςj,), yj)Gj |F¯ , {xi,wi}ni=1].
Now, further decompose the following difference:
(
z′iβ̂ + λ̂
′
i,〈i〉b̂,〈i〉
)
−
(
z′iβ + µ(αi)
)
=
(
z′iβ̂ + λ̂
′
i,〈i〉b̂,〈i〉 − z′iβ − λ̂′i,〈i〉b,〈i〉
)
+
(
λ̂′i,〈i〉b,〈i〉 − λ′i,〈i〉b,〈i〉
)
+
(
λ′i,〈i〉b,〈i〉 − µ(αi)
)
.
The previous steps have constructed bounds for the first term that corresponds to the convergence
of the estimated coefficients; the second term corresponds to the convergence of generated regressors
and hence can be bounded via Theorem SA-5.2; and the last term is simply the approximation
error. Therefore, this difference is O¯P(δ
−1
KT +h
m
K,α +h
2m
K,%). Since ψ
′
y(·) is assumed to be continuous,
the first result follows.
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The asymptotic expansion then is given by
ς̂i, − ςi, = ψ′y
(
ψ−1y (ςi,)
)
×
{
pi′iV
−1
〈i〉
[ 1
K
∑
j∈Ni,
(
L1,y(ψ−1y (ςj,), yj)−
ψ′y(ψ
−1
y (ςi,))
V¯y(ψ
−1
y (ςi,))
(λ̂j,〈i〉 − λj,〈i〉)′b,〈i〉
)
pij
]
+ (λ̂i,〈i〉 − λi,〈i〉)′b,〈i〉 + r,〈i〉(αi)
}
+ O¯P(δ
−2
KT + h
2m
K,α + h
4m
K,%),
.
(SA-6.6)
Proof of Theorem SA-5.3
Proof. Let ϕ˜i,,′ :=
di(
′)ςi,
p′
+
pi,′di()(yi−ςi,)
p′pi,
− θ,′ . Consider the linear expansion of this estimator:
√
n(θ̂,′ − θ,′)
=
1√
n
n∑
i=1
ϕ˜i,,′ +
1√
n
n∑
i=1
[
di(
′)ς̂i,
p̂′
− di(
′)ςi,
p′
+
p̂i,′
p̂′
di()(yi − ς̂i,)
p̂i,
− pi,′
p′
di()(yi − ςi,)
pi,
]
=
1√
n
n∑
i=1
ϕ˜i,,′ +
1√
n
n∑
i=1
Ri +
(p′
p̂′
− p′
p′
)
· 1√
n
n∑
i=1
Ri+
(p′
p̂′
− p′
p′
)
· 1√
n
n∑
i=1
[
di(
′)ςi,
p′
+
pi,′
p′
di()(yi − ςi,)
pi,
]
=
1√
n
n∑
i=1
ϕ˜i,,′ +
1√
n
n∑
i=1
Ri +
(p′
p̂′
− p′
p′
)
· 1√
n
n∑
i=1
Ri+
√
n
p′ − p̂′
p̂′
En
[
di(
′)ςi,
p′
+
pi,′
p′
di()(yi − ςi,)
pi,
]
=
1√
n
n∑
i=1
ϕ˜i,,′ +
1√
n
n∑
i=1
Ri +
(p′
p̂′
− p′
p′
)
· 1√
n
n∑
i=1
Ri +
√
n
p′ − p̂′
p′
θ,′+
√
n(p′ − p̂′)θ,′
( 1
p̂′
− 1
p′
)
+
√
n
p′ − p̂′
p̂′
(
En
[
di(
′)ςi,
p′
+
pi,′
p′
di()(yi − ςi,)
pi,
]
− θ,′
)
=
1√
n
n∑
i=1
ϕi,,′ + oP(1),
where
1√
n
n∑
i=1
Ri :=
1√
n
n∑
i=1
[
pi,′
p′
di()(yi − ςi,)
( 1
p̂i,
− 1
pi,
)]
+
1√
n
n∑
i=1
[( p̂i,′ − pi,′
p′
)di()(yi − ςi,)
p̂i,
]
+
1√
n
n∑
i=1
[(di(′)
p′
− p̂i,′di()
p′ p̂i,
)
(ς̂i, − ςi,)
]
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= : I1 + I2 + I3.
The last step in the above calculation follows by the following argument. For I1, define a condi-
tioning set H = {di}ni=1 ∪ F¯ ∪ {xi,wi}ni=1. By Assumption SA-5.1 and SA-5.4, I1 is mean zero
conditional on H with E[I21 |H] . 1n
∑n
i=1(p̂i,′ − pi,′)2 = oP(1). I2 can be treated similarly. For I3,
p′I3 =
1√
n
n∑
i=1
[
(ς̂i, − ςi,)
(
di(
′)− pi,′di()
pi,
)]
+
1√
n
n∑
i=1
[
(ς̂i, − ςi,)
(pi,′di()
pi,
− p̂i,′di()
p̂i,
)]
=:I3,1 + I3,2
Regarding I3,2, by Cauchy-Schwarz inequality,
|I3,2| .
√
n(En[(ς̂i, − ςi,)2])1/2(En[(p̂i,′ − pi,′)2])1/2 = oP(1)
by Theorem SA-5.2 and the rate condition. For I3,1, first notice that
I3,1 =
1√
n
n∑
i=1
[
(ς̂i, − ςi,)vi,′
]
− 1√
n
n∑
i=1
[
(ς̂i, − ςi,)vi, pi,
′
pi,
]
=: I3,1,1 + I3,1,2.
Recall that vi, = di()− E[di()|zi,αi]. I will focus on the first term only and the second one can
be treated similarly. Further expand I3,1,1:
I3,1,1 =
√
n · 1
n
n∑
i=1
vi,′(ψy(z
′
iβ̂,〈i〉 + λ̂
′
ib̂λ,)− ςi,)
=
√
n · 1
n
n∑
i=1
vi,′
(
ψy(z
′
iβ̂,〈i〉 + λ̂
′
i,〈i〉b̂λ,,〈i〉)− ψy(z′iβ + λ′i,〈i〉bλ,,〈i〉)− r,〈i〉(αi)
)
=
√
n · 1
n
n∑
i=1
vi,′
(
ψy(z
′
iβ̂,〈i〉 + λ̂
′
i,〈i〉b̂λ,,〈i〉)− ψy(z′iβ + λ′i,〈i〉bλ,,〈i〉)
)
+ oP(1)
=
√
n · 1
n
n∑
i=1
vi,′
(
ψy(z
′
iβ̂,〈i〉 + λ̂
′
i,〈i〉b̂λ,,〈i〉)− ψy(z′iβ + λ̂′i,〈i〉bλ,,〈i〉)
)
+ oP(1)
=
√
n · 1
n
n∑
i=1
vi,′ψ
′
y(ziβ + µ(αi))
(
z′i(β̂,〈i〉 − β) + λ′i,〈i〉(b̂λ,,〈i〉 − bλ,,〈i〉)
)
+ oP(1),
where the third line holds by maxi |r,〈i〉(αi)| . hmK,α, the fourth by the fact that the generated
regressors do not depend on di(
′) and are consistent, and the fifth line by Taylor expansion of
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ψy(·) and the rate condition. Importing the notation from the proof of Theorem SA-5.2, I further
plug in the asymptotic linear expansion (SA-6.6) for ς̂i,, and the leading term in the last line then
becomes
√
n · 1
n
n∑
i=1
vi,′ψ
′
y(ψ
−1
y (ςi,))
(
pi′i,〈i〉(b̂
†
,〈i〉 − b†,〈i〉)
)
=
√
n · 1
Kn
n∑
i=1
vi,′ψ
′
y(ζi,,〈i〉)pi
′
i,〈i〉V
−1
〈i〉 ×[ ∑
j∈Ni,
(
L1,y(ψ−1y (ςj,), yj)−
ψ′y(ψ−1y (ςi,))
V¯y(ψ
−1
y (ςi,))
(λ̂j,〈i〉 − λj,〈i〉)′b,〈i〉
)
pij,〈i〉
]
+ oP(1)
by the rate condition. Note that for clarity of expression, I add back the subscript 〈i〉 to pij defined
in the proof of Theorem SA-5.2. There are two terms in the square brackets. Specifically, the first
term we need to consider is
√
n · 1
Kn
n∑
i=1
vi,′ψ
′
y(ψ
−1
y (ςj,))pi
′
i,〈i〉V
−1
〈i〉
n∑
j=1
pij,〈i〉dj()1(j ∈ Ni)j,/V¯y(ψ−1y (ςj,))
=
√
n · 1
n
n∑
j=1
{
j,dj()/V¯y(ψ
−1
y (ςj,))
( 1
K
n∑
i=1
vi,′ψ
′
y(ψ
−1
y (ςj,))pi
′
i,〈i〉V
−1
〈i〉 pij,〈i〉1(j ∈ Ni)
)}
= :
√
n · 1
n
n∑
j=1
j,dj()/V¯y(ψ
−1
y (ςj,))aj ,
which is mean zero conditional on H and 1n
∑n
j=1 a
2
j = oP(1) since {vi,} is independent of {Ni} and
the number of j used for matching satisfies that Sj :=
∑n
i=1 1(j ∈ Ni) .P K by Lemma SA-2.4.
Moreover, the second term is bounded by
√
n · 1
Kn
n∑
i=1
vi,′ψ
′
y(ψ
−1
y (ςi,))pi
′
i,〈i〉V
−1
〈i〉
n∑
j=1
ψ′y(ψ
−1
y (ςj,))
V¯y(ψ
−1
y (ςj,))
(λ̂j,〈i〉 − λj,〈i〉)′b,〈i〉pij,〈i〉dj()1(j ∈ Ni)
=
√
n · 1
Kn
n∑
j=1
dj()ψ
′
y(ψ
−1
y (ςj,))
V¯y(ψ
−1
y (ςj,))
n∑
i=1
vi,′ψ
′
y(ψ
−1
y (ςi,))pi
′
i,〈i〉V
−1
〈i〉 pij,〈i〉1(j ∈ Ni)(λ̂j,〈i〉 − λj,〈i〉)′b,〈i〉
.P
√
nK−1/2(δ−1KT + h
m
K,α + h
2m
K,%).
The last step follows by the fact that {vi,′} is independent of {Ni} and {λ̂j,〈i〉} and Lemma SA-2.4.
Finally, since
√
n(p̂′ − p′) = OP(1), the desired result in (i) follow.
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Now, consider the variance estimation. Note that
σ2,′ := V[ϕi,,′ ] = E
[pi,′(ςi, − θ,′)2
p2′
]
+ E
[p2i,′σ2i,
p2′pi,
]
=: V1 + V2.
The proposed variance estimator is
σ̂2,′ = En
[di(′)(ς̂i, − θ̂,′)2
p̂2′
]
+ En
[ p̂2i,′di()(yi − ς̂i,)2
p̂2′ p̂
2
i,
]
=: V̂1 + V̂2.
I begin with V̂1.
V̂1 =En
[di(′)(ςi, − θ,′)2
p2′
]
+ En
[di(′)(ςi, − θ,′)2
p̂2′p
2
′
(p′ − p̂′)(p′ + p̂′)
]
+
En
[di(′)[(ς̂i, − θ̂,′)2 − (ςi, − θ,′)2]
p̂2′
]
.
The first term is consistent for V1 under Assumption SA-5.1 and SA-5.4. For the second term,
since p̂′ = p′ + oP(1), it is oP(1) due to Assumption SA-5.1. For the third term, note that
(ς̂i, − θ̂,′)2 − (ςi, − θ,′)2 = (ς̂2i, − ς2i,) + (θ̂2,′ − θ2,)− 2(θ̂,′ − θ,′)ς̂i, − 2θ,′(ς̂i, − ςi,).
Due to the uniform consistency shown in Theorem SA-5.2, the third term is oP(1) as well.
Moreover,
V̂2 =En
[
p2i,′di()
2
i,
p2′p
2
i,
]
+ En
[
p2i,′di()
2
i,
p2i,
]
(p̂−2′ − p−2′ ) + En
[
p2i,′di()
2
i,
p̂2′
(p−2i, − p̂−2i, )
]
+
En
[
(p̂2i,′ − p2i,′)di()2i,
p̂2′ p̂
2
i,
]
+ En
[
p̂2i,′di()((i, + ςi, − ς̂i,)2 − 2i,)
p̂2′ p̂
2
i,
]
.
By Assumption SA-5.4, the first term is consistent for V2 and the remainders are all oP(1). The
desired result in part (ii) then follows by the consistency of the variance estimator and part (i).
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Proof of Theorem SA-5.4
Proof. Recall that by definition, in this context ςi,,τ = P(yi() ≤ τ |αi, zi), yi,τ =
∑J
=0 di()1(yi() ≤
τ), and the expansion for θ̂,′(τ) given in the proof of Theorem SA-5.3 becomes
√
n(θ̂,′(τ)− θ,′(τ)) = 1√
n
n∑
i=1
ϕi,,′(τ) +
1√
n
n∑
i=1
Ri,τ +
(p′
p̂′
− p′
p′
)
· 1√
n
n∑
i=1
Ri,τ+
√
nθ,′(τ)(p′ − p̂′)
( 1
p̂′
− 1
p′
)
+
√
n
p′ − p̂′
p̂′
(
En
[
di(
′)ςi,,τ
p′
+
pi,′
p′
di()(yi,τ − ςi,,τ )
pi,
]
− θ,′(τ)
)
.
The definition of Ri,τ is the same, but I make its dependence on τ explicit.
Regarding the first term, by Lemma A.2 of Donald and Hsu (2014), the function class
{
(αi, zi, si, yi) 7→ ϕi,,′(τ) : τ ∈ Y
}
is Donsker, and thus the weak convergence follows by Donsker’s Theorem (Van Der Vaart and
Wellner, 1996, Section 2.8.2).
Then, it remains to show that the remainder of the above expansion is oP(1) uniformly over τ ∈ Y,
denoted by o˜P(1) within this proof. In the fourth term, θ,′(τ) is bounded uniformly over τ and p̂′
does not depend on τ . Thus, it is o˜P(1). Regarding the last term,
√
n(p′ − p̂′)/p̂ = OP(1),which
does not depend on τ , and the terms in the bracket is o˜P(1) by uniform law of large numbers. Then,
it remains to bound the second term since the third one must be of smaller order. Recall that
1√
n
n∑
i=1
Ri,τ :=
1√
n
n∑
i=1
[
pi,′
p′
di()(yi,τ − ςi,,τ )
( 1
p̂i,
− 1
pi,
)]
+
1√
n
n∑
i=1
[( p̂i,′ − pi,′
p′
)di()(yi,τ − ςi,,τ )
p̂i,
]
+
1√
n
n∑
i=1
[(di(′)
p′
− p̂i,′di()
p′ p̂i,
)
(ς̂i,,τ − ςi,,τ )
]
= : I1 + I2 + I3.
For I1, first notice that conditional on H = {di}ni=1 ∪ F¯ ∪ {xi,wi}ni=1, as defined in the proof of
Theorem SA-5.3, the summand in I1 is mean zero for any τ , and p̂i, and pi, do not depend on τ .
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Then, conditional on the data, define
T =
{
t = (t1, · · · , tn) ∈ Rn : ti = pi,′di()i,,τ
( 1
p̂i,
− 1
pi,
)
, τ ∈ R
}
,
where i,,τ = 1(yi() ≤ τ)− ςi,,τ . Define the norm ‖ · ‖n,2 on Rn by ‖t‖2n,2 = En[t2i ]. For any ε > 0,
the covering number N(T , ‖ · ‖n,2, ε) is the infimum of the cardinality of ε-nets of T .
Then, let {ωi}ni=1 be a sequence of independent Rademacher random variables that are in-
dependent of the data, and Eω[·] denotes the expectation with respect to the distribution of
ω = (ω1, · · · , ωn). By Symmetrization Inequality and Dudley’s inequality,
E
[
sup
τ∈R
| 1√
n
n∑
i=1
ti|
∣∣∣H] ≤ 2E[Eω[ sup
τ∈R
| 1√
n
n∑
i=1
tiωi|
]∣∣∣H] . ∫ Θ
0
√
logN(T , ‖ · ‖n,2, ε)dε,
where
Θ := 2 sup
t∈T
‖t‖n,2 = 2 sup
t∈T
(
En
[
p2i,′di()
2
i,,τ
( 1
p̂i,
− 1
pi,
)2])1/2
.
(
En
[
(p̂−1i, − p−1i, )2
])1/2
.
The last inequality follows by the boundedness of the indicators and conditional distribution func-
tions. Also, by properties of indicator functions and conditional distribution functions and us-
ing Theorem SA-5.2, we have N(T , ‖ · ‖n,2, ε) . (Θ/ε)2, and then
∫ Θ
0
√
logN(T , ‖ · ‖n,2, ε)dε .P
δ−1KT + h
m
K,α + h
2m
K,%, which suffices to show that I1 = o˜P(1). I2 can be treated similarly.
Regarding I3, recall that
p′I3 =
1√
n
n∑
i=1
[
(ς̂i,,τ − ςi,,τ )
(
di(
′)− pi,′di()
pi,
)]
+
1√
n
n∑
i=1
[
(ς̂i,,τ − ςi,,τ )
(pi,′di()
pi,
− p̂i,′di()
p̂i,
)]
=:I3,1 + I3,2.
For I3,1, use the decomposition in the proof of Theorem SA-5.3 and the argument for I1, and then
it follows that I3,1 = o˜P(1).
Finally, I claim that ς̂i,,τ − ςi,,τ = O˜P(δ−1KT + hmK,α + h2mK,%), which is proved below, and then it
follows that I3,2 = o˜P(1), which completes the proof.
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I will follow the notation used in the proof of Theorem SA-5.2. For J1 in An, by Assumption
SA-5.5(b), 1K
∑
j∈Ni,
pij r¯j,,τ
V¯y(ζj)
= O˜P(h
m
K,α), where r¯j,,τ is the approximation error defined as before
for each τ . On the other hand, define the set
T =
{
t = (t1, · · · , tn) ∈ Rn : tj =
dj()1(j ∈ Ni)j,,τpij,〈i〉
V¯y(ψ
−1
y (ςj,,τ ))
, τ ∈ Y, 1 ≤ i ≤ n
}
.
Note that (n/K)En[tj ] = 1K
∑
j∈Ni, pij,〈i〉j,,τ/V¯y(ψ
−1
y (ςj,,τ )) has mean zero conditional on H and
can be treated exactly the same way as for I1 before. Note that I also require uniformity across
1 ≤ i ≤ n. Thus, in this case the diameter Θ .P
√
K/n and the covering number N(T , ‖ ·‖n,2, ε) .
n(1/ε)2, which leads to supτ∈Y max1≤i≤n | nKEn[tj ]| .P
√
log n/
√
K. The other terms in An can be
handled similarly. The analysis of Vn is similar to that in the proof of Theorem SA-5.2 by noting
that in this case ψ−1y (ςi,,τ ) must be contained in a compact set by definition.
Proof of Corollary SA-5.4.1
Proof. By the functional delta method (e.g., Van Der Vaart and Wellner, 1996, Theorem 3.9.4) and
the linearity of the Hadamard derivative, the weak convergence to a Gaussian process is implied.
Proof of Corollary SA-5.4.2
Proof. The result follows by Corollary 2 of Ao et al. (2019), and more detailed proof strategy can
be found in Donald and Hsu (2014). Note that for the first part, a uniformly consistent estimator
of ϕi,,′ is readily available by Theorem SA-5.2.
SA-6.3 Proofs for Main Paper
Proof of Theorem 5.1
Proof. The result follows by the second par of Theorem SA-2.2.
Proof of Theorem 5.2
Proof. The result follows by Theorem SA-2.4.
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Proof of Theorem 5.3
Proof. The result follows by Theorem SA-2.5.
Proof of Theorem 5.4
Proof. The result follows by Theorem SA-5.2. Note that for the local least squares regressions,
Assumption SA-5.4(a),(b), and (c) are trivially satisfied. Since there is no additional high-rank
regressors, the rate condition δKTh
2m
K,% . 1 is unnecessary.
Proof of Theorem 5.5
Proof. The result follows by Theorem SA-5.3. Since there are no additional high-rank regressors,
the rate conditions δKThK,% . 1 and
√
nh4mK,% are unnecessary.
Proof of Theorem 6.1
Proof. The result follows by Theorem SA-5.4.
Proof of Corollary 6.1.1
Proof. The result follows by Corollary SA-5.4.2.
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