This paper presents a stochastic model to evaluate the reliability and availability of a network service configuration consisting of a centralized database server and two distributed database server sets for a local/metropolitan area network. The centralized server monitors and controls the distributed database servers, which can be remotely separated from each other and from the center by almost any distance depending on the means of information transmission media between the center and the distributed servers. Using exponential time to failure and time to repair distributions for each of the database servers, exact numerical solutions are obtained for the steady state service reliability and availability measures. The results are then compared to approximate steady state numerical solutions for the general Weibull distribution case under different initial conditions. Finally, the model is extended to the case of three distributed database server sets. The reliability and availability study of such configurations has many applications in widely used internet services, mission-critical business fault tolerant systems, and automated manufacturing and service industries. A decision tool for the computer center manager to assess an upgrade to a three distributed database system from a two database system is also presented.
INTRODUCTION
This paper presents a method to determine the reliability of a network service configuration, which consists of a centralized database server controlling a number of distributed servers. Such configurations are presently widely used in internet services, mission-critical business fault tolerant systems, and automated manufacturing and service industries.
Reliability evaluation, cost optimization and data allocation in distributed computing and, database systems has been a subject of extensive research over the past two decades due to expansion and use of such computing systems. Most of the previous studies related to data allocation dealing with optimum allocation to reduce the total cost. Sarathy et al. [1] presented a non-linear 0-1 program for optimum data allocation to reduce the total transmission cost. Karlapalem et al. [2] presented an empirical evaluation of data allocation algorithms for distributed multimedia database systems. Lin and Orlowska [3] presented an integer linear program to minimize total communication cost of a distributed database system. The issue of reliability in distributed systems is considered by several researchers in different contexts. In particular, Martella et al. [4] presented a quantitative method based on a flow graph and Markov processes to analyze the availability of distributed database systems. Biles and Savsar [5] presented a reliability model for serial systems with application to automated production systems. Hac [6] discussed some policies, such as file replication, file migration and process migration, for reliability improvement in distributed file systems. Proctor et al. [7] discussed the reliability issue related to computer hosting configuration in production systems and distributed database systems. Kalis and Kwiatkowski [8] discussed the issue of reliable file transfer in computer networks. Ceglowski et al. [9] presented a model for reliable and safe operation of a railway system controlled by a distributed microcomputer system. Karadimce et al. [10] presented a computer algorithm to evaluate distributed system reliability and claim that their algorithm can perform reliability evaluation of networks of practical size in a reasonable time. Lee [11] Distributed Servers and Data Allocation Reliability 259 availability is measured by the fraction of transactions that are successfully executed in the system. Jin and Sugasawa [12] used stochastic Petri net and Markov renewal process to evaluate reliability of distributed dual processor systems with non-exponential time distributions. Dugan [13] presented reliability analysis for a fault tolerant parallel processor system. He considered 16 processors connected through four network elements, with two or more processors in each network element considered as spares. The system is analyzed using fault trees and a Markov chain approach. Chen et al. [14] presented a heuristic approach to optimize reliability of distributed computing systems subject to capacity constraints. Nankman and Nieuwenhuis [15] discussed the reliability issue in distributed storage systems and the specifications that must be followed to accomplish reliable distributed storage systems. Lin and Chen [16] showed that the reliability problem in distributed systems is a NP-hard problem and that reliability varies with the topology of the system, the communication links, and the data files and program distribution among processing elements. Lin et al. [17] presented algorithms for computing the reliability of a distributed program running on restricted classes of networks. Chiu et al. [18] presented a heuristic algorithm to reduce total execution time in calculating the reliability of a distributed computing system. Chang et al. [19] and Lin [20] discussed reliability analysis of distributed programs and distributed computing systems in star topologies respectively, and presented algorithms for reliability evaluation. Vidyarthi and Tripathi [21] have used a genetic algorithm to optimize the reliability of distributed computing system with task allocation. Wang [22] used Markov chain modeling and simulation to evaluate distributed program and distributed system reliabilities of a distributed computing system. Lai et al. [23] presented a model for availability evaluation of a distributed system considering both the software and hardware failures. Some sensitivity analyses are also presented. Hsieh and Hsieh [24] presented a heuristic, which combines genetic algorithms and the steepest descent method to optimize cost and reliability of a distributed computing system. Dai et al. [25] presented a model to evaluate availability and reliability of distributed systems. Other related studies have also been done by Cheung et al. [26] , Chen and He [27] , Dai et al. [28] , Bowles and Dobbins [29] , and Xie et al. [30] . There are several other studies, which analyze different aspects of the reliability and availability problem in distributed computing systems. Most of the approaches, however, try to solve the problem and approximate the system availability by using heuristic methods rather than exact solutions.
In this study, we have looked at the problem from another perspective. The main objective is to develop means of analyzing the reliability of data allocation on a centralized network service configuration with distributed database servers (DDSs) through the use of the Markov modeling approach to obtain analytical exact solutions rather than heuristic or approximate solutions. In particular, two different cases of time-to-failure and time-to-repair distributions are considered for each of the distributed servers and the centralized server. In the first case, a steady state Markov model and exact numerical solutions are obtained for the case of exponentially distributed failure and repair times. In the second case, the exact numerical results are compared to the approximate numerical solutions for the exponential and Weibull distribution case. The Weibull distribution case cannot be solved exactly since the failure rates depend on time, and thus there is no steady state transition matrix in this case. It has been solved by an iterative procedure with a computer algorithm, and approximate numerical solutions are obtained for the state probabilities and service reliability under different initial conditions. The computer algorithm is based on the difference equations that describe state transitions over time. Our model is a new contribution to the present literature since it considers a centralized database system, which controls two or more series of distributed database servers. It also considers, not only exponential, but also Weibull distribution application, which could be more realistic than exponential in many cases due to the different shapes it can take. The modeling and solution procedure presented in this paper can be applied to other distributed systems as well.
The particular configuration selected here to illustrate the reliability and availability modeling technique and solution approach consisted of the centralized database server and two sets of DDSs. This particular configuration was selected because it represents a basic and common type of distributed database system, and yet it adequately presents the modeling concept used. It is assumed that the centralized server exclusively controls each of the distributed server set, which may consist of a single server or several servers in series. Since the control is exclusive to the centralized server, any failure of the centralized server results in complete service failure. Alternatively, for complete service failure, both distributed server sets must fail if the centralized server is operational. This model is later extended to three DDS sets, where each set may consist of a series of servers, with a centralized service. A brief explanation of the extended model is given in Section 3.3. A decision tool for the computer center manager whether or not to upgrade to a three distributed database system from a two database system is presented in Section 3.4.
CENTRALIZED DATABASE SERVICE WITH DDSs
A service that consists of a centralized server and two distributed servers could be assumed to operate as follows: There are two identical replicas of the distributed database allocated on the network and controlled by two DDSs. The DDSs and the centralized server work together until a failure occurs as indicated by Fraser and Derenyi [31] . If one of the distributed servers fails, the other can continue working with the centralized server. However, if the centralized server fails, neither of the distributed servers can function. Also, notice that a failure in the link between the centralized server and a distributed server can be considered to be part of the failure of that distributed server. Figure 1 illustrates the centralized service configuration modeled in this study.
THE RELIABILITY MODELS
Two models are presented for the reliability analysis of the network service configuration based on exponential and Weibull distribution cases. A stochastic model is shown for each case and the reliability measures are presented. The state of the service depends on the states of each subsystem, namely, the centralized server, and each of the two distributed servers. The operational state is represented by 1 and a failed state is represented by 0. The triplet (ijk) represents the states of the first and second distributed servers and the centralized server, respectively. In either case, the centralized service configuration with two process control servers would be in any one of the eight states at any time as defined in Table 1 . The following models are developed based on the above system state definitions.
Reliability model for exponential distribution case
Time to failure and time to repair are assumed to follow exponential distribution represented by f (t) = λe −λt and r(t) = µe −µt for failures and repairs, respectively. λ represents the failure rate and µ represents the repair rate. Let λ 1 = aggregate failure rate of the first DDS subsystem; µ 1 = aggregate repair rate of the first DDS subsystem; λ 2 = aggregate failure rate of the second DDS subsystem; µ 2 = aggregate repair rate of the second DDS subsystem; λ 3 = failure rate of the centralized database server; and µ 3 = repair rate of the centralized database server.
If we let λ si = failure rate of distributed server i and λ ti = failure rate of transmission medium between the center and the distributed server, then λ i = λ si + λ ti is the aggregate failure rate for the DDS subsystem i (i = 1, 2) as defined above, since the server and the transmission media are in series. The same procedure could not be applied to the repair rates since the failure of the server or the transmission media results in the failure of the subsystem; the probability that both fail at the same instant is negligible. Thus, the repair rate of a subsystem is not simply equal to the sum of the repair rates of the server and the transmission media for that subsystem, i.e. µ i = µ si + µ ti . The subsystem will be down due to one of the elements only and once the server or the transmission fails, the other will not be able to continue operating. The probability that the subsystem is down due to database server is λ si /(λ si + λ ti ), and the probability that it is down due to the transmission media is λ ti /(λ si +λ ti ). Thus, the expected repair time for the subsystem would be calculated by the weighted average repair times of the individual elements, namely, 1
. This concept can be extended to the case in which there is a third, fourth, or more distributed servers connected in series to the centralized server.
We have used the Markov Chains approach to determine the state equations for the system under consideration. Exponential time to failure and time to repair allow us to perform such an analysis. Furthermore, failures and repairs of each component are assumed to be independent distributions, which is another type of requirement for Markov modeling. Even though this assumption may not be valid in rare cases, it is an acceptable assumption in most of the situations. The steady state probability transition rate matrix, , for the above eight states is given in Figure 2 . Each column in the matrix lists the coefficients of balance equation of the corresponding state. We assume that the failures of any component is operational dependent, meaning that a failure occurs only when the component operates and that it cannot fail if it is not operating while it is waiting for the other components, such as in states 110, 100, 010 and 001. The entries in the matrix represent the rate of transition per unit time from one state to another. The matrix is developed based on the concept that at steady state, the rate of flow into a state is equal to the rate of flow out of that state. It also means that the rate of flow in minus the rate of flow out is equal to zero. 
FIGURE 2. Probability transition rate matrix ( ) for the distributed database system. 
It should be noted that in a Markovian model, based on the Poisson process, the probability that two or more events occur in a small time interval t is zero, as t approaches to zero. Therefore, the probability of a transition, for example from state 111 to state 001 in time t is zero. This applies to all other states in which two or more events are needed at the same time instant to enter any other state. The system will be in operational condition if it is in states 111, 101 and 011. Thus, the sum of probabilities of the system being in these states would give the system availability. A sys = p 111 + p 101 + p 011 at any time in the long run. In order to determine the state probabilities represented by the vector, P , the set of equations given by PT = 0 must be solved for P . However, these equations are not linearly independent; we must add the normalizing condition p i = 1 to the set of state equations by eliminating one of them. It is difficult to solve the above system of equations in a closed form. However, exact numerical solutions can be easily obtained for each state probability. Note that state 000 is a transient state. Once the system leaves this state, it will never enter it again. This is clear from the last column indicating that there are no transitions into this state from the other states. Thus, it is not necessary to consider this state for the steady state solutions. We eliminate this last state, add the normalizing condition p i = 1, and solve the system of eight equations in eight unknowns to obtain the solution for steady state probabilities. We are particularly interested in the states 111, 011 and 101, in which the system is operational. The system will be down in other states. In order to illustrate the model, three cases are evaluated and the exact numerical reliability measure availability results are shown in Table 2 below. The failure and repair rates can be considered as the number of failures occurring per hour and number of repairs accomplished per hour, respectively. System reliability. System reliability can be defined in different ways depending on the requirement or the specifications. It can be defined as fault-free operation over a period of time. Availability is also a term that is closely associated with reliability. Availability may be defined as the fraction of time, over a period of time, that the system is available for operation or is operational. Here, we have used availability as a performance measure for system reliability, and availability is also used to mean the fraction of time that the system is fully or partially operational. If it is defined as the percent of time that the whole of the system is fully operating, then system availability would be: A sys = P 111 . On the other hand, if the availability is defined as the percent of time that the system is either fully or partially operating, then A sys = P 111 + P 101 + P 011 . This could also be called degraded availability. We may also determine the amount of data processed over a specified time by multiplying the processing rate of each of the distributed data servers and the centralized server by the appropriate availability measures. Further availability results can be seen in Figures  3 and 4 . In Figure 3 , system availabilities are shown as functions of server failure rates at fixed repair rates of 0.08 for all servers. In Figure 4 , system availabilities are shown as functions of server repair rates at fixed failure rates of 0.002 for all servers. We have shown here the analysis only for the case of equal rates for all servers to illustrate the use of model in studying the system behavior. Similar analysis could be easily carried using this model for any other system with different server failure and repair rate combinations.
Reliability model for Weibull distribution case
In the case of Weibull time to failure and time to repair distributions, it is not possible to obtain a steady state transition matrix and exact solution. Therefore, the Markov process model is used as a means to study the evolution of the probability states of the system over repeated trials. These repeated trials are successive time periods, the cumulative of which is the operating time for the system. The Markov process is used to describe the probabilities that a database server in one period will continue to function or fail during the next period. The probability vector for time period t is denoted by P (t), whereas the transitional matrix by (I − [p ij (t) 
dt]), hence

P (t + dt) = (I − [p ij (t)dt])P (t),
where P (t) = system state probability vector at time period T ; I = identity matrix; [p ij (t)] = transition matrix; p ij (t) = transition rate from state i to j ; and t = time.
The state probability vector for this case would be as follows:
Similarly the probability state vector for time t, P (t) is defined. The transition matrix [p ij (t)] would be as follows: 
Whereas the other P ij (t) = 0, and where: 
where, α i = failure scale parameter for subsystem i; β i = repair scale parameter for subsystem i; m i = failure distribution shape factor for subsystem i; and n i = repair distribution shape factor for subsystem i. Time dependent failure rates are obtained based on time t and the failure rate formulas given above, as t is incremented in repeated trials of computations. As in the case of exponential distribution, assuming a serial relation between the DDS and the transmission medium, the aggregate failure rates and repair rates are determined for each subsystem. It is assumed that a repair crew is available for each failed server subsystem.
Calculations are made for the cases where α i = 0.002 (m i = 0, 1), β i = 0.080 (n i = 0, 1), i = 1, 2, c, with dt = 0.01, 0.1, 1.0 and the system initially is in any one of the eight possible states with probability of 1. The solution converged in most cases as can be seen in the results below.
In the case of m i = n i = 0, the Weibull distribution results into exponential. The resulting state probabilities are computed using the approximate numerical solution approach as described above. Results for the case α i = 0.002, β i = 0.080, m i = n i = 0, and dt = 1, i = 1, 2, c, which were found independent of the initial condition due to the fact that the failure and repair rates are time independent, are as follows: P 111 = 0.9300621 P 110 = 0.0234804 P 101 = 0.0226697 P 011 = 0.0226697 P 100 = 0.0002796 P 010 = 0.0002796 P 001 = 0.0005592 P 000 = 0.0000000
The total system availability in this case is approximately equal to 93%. In the mode for which either one or both of the DDSs and the centralized server are operating, the availability is obtained by the sum of the three related probabilities. This degraded (or partial) system availability was found for this case to be 0.9754015. Comparing these approximate results, obtained from the iterative numerical solution, to the exact results obtained from the solution of the equations given for the exponential case, one can see that they are very close; i.e. 0.9292 in the exact case versus 0.9300621 in the approximate case and 0.97500 in the exact case versus 0.9754015 in the approximate case.
In order to show the effects of different failure and repair rates of the centralized server on total and degraded (partial) system availability as reliability measures, several cases have been compared. The failure and repair rates of the distributed server subsystems were kept at 0.002 and 0.08 respectively, while the failure and repair rates of the centralized system were changed as shown in Table 3 , which shows the system availabilities for two cases. The case in which m i = n i = 1 corresponds to time dependent rates and thus the Weibull distribution with the approximate numerical solutions as given. The case in which m i = n i = 0 corresponds to time independent rates and thus the exponential distribution with exact solutions as given. In almost all the cases, the results were very close with a difference of ∼0.01 − 0.08% for both cases.
Extension of the model to three distributed databases
In the case of three distributed databases and a centralized server, system state must be represented by four subscripts (ij kl). The subscript i, j , and k represent the three databases, while l represents the centralized server. In this case, the number of states increases from 8 to 16. 
B is 
State probabilities are calculated in a similar way by deleting the transient state (0000) and adding the normalizing condition p i = 1. System availability is defined by A fully = p 1111 for the fully operational system and A partial = p 1111 + p 1101 + p 1011 +p 0111 +p 1001 +p 0101 +p 0011 for the partially operating system. Numerical results for three cases are given below for the selected exponentially distributed time to failure and time to repair parameters. As is seen from these results, full system availability decreases when three distributed databases are controlled by a centralized server as compared to two distributed databases. However, partial system availability increases slightly. In order to be able to make a decision as to which system to use, one must develop economic models and incorporate cost figures for comparison purposes.
Two or three distributed databases decision tool
In this section, a decision support tool that a computer center manager can use is presented. The tool gives the decision maker a better validation of the decision support by weighting the cost against the availability of the upgrading from two distributed databases to three distributed databases. For example, a system manager knows that his/her repair time for a system component failure is on average 2 h (µ i = 0.5) and the failure rate is 1%. If the manager knows that the cost of upgrading from two distributed databases to three distributed databases is $5000 then he/she knows from the decision tool in Table 4 that the system availability (partial availability) will improve from 98 to 98.04%. This means that there is a cost of $5000/0.04= $125,000 per 1% of improvement in the system availability. Is this a reasonable cost? The answer to this question will be the decision of the system manager. Also, the manager will know that full availability of the system will decrease from 94.27 to 92.44, i.e. by 1.83%. This means that the system will undergo an extra 6.67 days of fix-up per year for which he/she can compute the cost.
CONCLUSION
The reliability and availability models presented in this paper demonstrate how to obtain steady state availability values as reliability measures for distributed database service systems under different operational conditions. In particular, the exponential distribution or the constant failure rate model is directly solved for steady state probabilities. The results are then compared to the Weibull distribution or increasing failure rate case, for which a computer algorithm is used to obtain approximate steady state reliability measures by iterative numerical solution. The results show that for all the failure rates and repair rates used, the total system availabilities reached steady state values >80%. This includes the case with all three servers functioning and the case in which one process control server has failed, but the centralized server and the other process control server are functioning. In all cases for which each repair rate was greater than the cumulative failure rates, the system reached a steady state, provided that the time increment was sufficiently small (in the order of the magnitude of the reciprocal of elapsed time to the power of the shape factor for the repair distributions). For large time increment values the algorithm becomes unstable and some state probabilities may appear as negative values and others >1.
The exponential model and the algorithm are applicable to a wide range of process control server configurations, and their service counterparts remotely located from the centralized server. The authors are experimenting with software which permits a centralized server to control more than three distributed databases. Since such systems have a wide range of applications, it was considered important to develop these models and algorithms to study their reliability and availability measures. The results of the algorithm developed here show that it can be used to study much larger systems.
Reliability and availability of a centralized database service configuration are of great importance in automated industries since failure of such systems may cause machines to stop and loss of production. It is also important in other distributed database systems with tasks distributed to different locations away from the center. The authors contend that these algorithms will be useful in analyzing different distributed database service configurations and determining the effect of their failures and repairs on final production and/or process output. A decision tool for the computer center manager to assess an upgrade to a three distributed databases system from a two databases system is also presented.
