An asymptotic error expansion for Gauss-Legendre quadrature is derived for an integrand with an endpoint singularity. It permits convergence acceleration by extrapolation.
Introduction
We consider the approximation of the linear functional (f) = 1 2
by the Gauss-Legendre quadrature formula with n nodes, which we denote by G n (f). The error functional is E n (f) = (f) ? G n (f):
For analytic integrands f, the error of Gauss quadrature in general and Gauss-Legendre quadrature in particular is usually estimated using a contour integral representation; see 4] and the references cited therein. A result of this analysis is that for analytic integrands the convergence of Gauss quadrature is at least geometric with n. As this kind of analysis is also applied in this paper, we recall its principle in a preliminary section.
We consider integrands with an endpoint singularity f(x) = (1 ? x) g(x) (<( ) > ?1); (1) where g(x) is analytic in a complex open set containing the interval ?1; 1]. For such integrands, the convergence of Gauss-Legendre quadrature is much slower than for analytic integrands. In 5], Kzaz accelerates for such integrands the convergence of Gauss-Legendre (and also Gauss-Jacobi) quadrature by extrapolation. The validity of the extrapolation follows from an asymptotic estimate of the error as n tends to 1. This asymptotic estimate is obtained from an integral representation of the error for integrands with an endpoint singularity. (Kzaz also considers singularities close to the integration interval but puts somewhat more restrictive conditions on g.) In this paper, we re ne his result by deriving the following asymptotic expansion of the error.
Theorem 1 For an integrand of the type (1), the error admits the following asymptotic expansion E n (f) a 1 h +1 + a 2 h +2 + ;
where h = n + 1 2
and where the coe cients a 1 ; a 2 ; : : : depend on and g but not on n. Given G n (f) for an increasing sequence of values of n, this asymptotic expansion permits further acceleration of the convergence than the asymptotic estimate of the error. A suitable extrapolation algorithm is the W-algorithm of Sidi 11] , which is for this particular asymptotic expansion equivalent to the more general E-algorithm but more economical than it; see e.g. 1] for more on extrapolation methods.
This asymptotic error expansion resembles the asymptotic error expansion for composite rules 7, 8, 10, 6, 13] . In the case of composite rules however, h is larger (it is the inverse of the number of nodes of the composite rule) and the other endpoint produces additional terms in the error expansion.
The exposition of the paper is as follows. After the preliminary section, we derive in Lemma 1, along the same lines as in 5], an integral expression for the error. Then, we give in Lemma 2 an asymptotic expansion for the error kernel, valid near the singularity. This expansion is obtained from asymptotic expansions for the Legendre polynomials and the functions of the second kind derived in 3] and 9]. Bringing the results of the lemmas together we obtain the proof of the above theorem. Finally, the result is extended to logarithmic singularities and numerical examples are given. G n (c z ) is a Pad e approximant of (c z ) about z = 1, so that the error admits the representation E n (c z ) = Q n (z) P n (z) =: e n (z); where P n (z) represents the Legendre polynomial of degree n and Q n (z) the function of the second kind Q n (z) = (P n c z ): where r > 1 is chosen su ciently small so that f is analytic on and inside it. The Cauchy representation induces the following integral representation of the error
From the uniform asymptotic behavior of the error kernel (cf. e.g. 2])
and the error expression (3) with ? = E r , it follows that the convergence of Gauss-Legendre quadrature formulas is at least geometric with n.
3 An integral representation of the error Lemma 1 Suppose the integrand f is as in (1) . Then for a su ciently small > 0, we have the following expression for the error 
and for 0 < x p u we have uniformly e n (cosh x u ) = K 0 (x) I 0 (x) 1 + 1 (x) u 2 + + 2m (x) u 4m + O( 1 u 2m+1 ) ; (9) where each j (x) is a continous function on 0; +1 , such that j(x) (1+x) 2j is bounded.
Proof: Dividing (7) by (6) and replacing x by x u , we obtain e n (cosh x u ) = (10)
where the O( 1 u 2m+1 )-terms hold uniformly for 0 < x u . In particular for m = 0, we have (8) .
For an analytic function ( (13) Using (8) and the fact that h( x 2 u 2 ) is bounded on the integration region, we can bound the second integral in (13) as follows In the rst integral of (13), we replace the error kernel by its uniform expansion (9) and h( x 2 u 2 ) by its uniform Taylor expansion (11) . We then obtain the following uniform expansion for the integrand, where the functions j (x) are continuous and have polynomial growth.
In the last step the extension of the integration region to 0; +1) was justi ed since The quadrature formulas are evaluated for n = n 1 ; n 2 ; : : :. The extrapolated estimate E (k) nl satis es the linear system of equations G nj (f 1 ) = E (k) nl ?
x 1 (n + 1 2 ) 2( +1) ?
x k (n + 1 2 ) 2( +k) ; j = l ? k; l ? k + 1; : : :; l; in the unknowns E (k) nl ; x 1 ; : : :; x k and is e ciently computed by the W-algorithm. Figure 1 shows in the lowest line the precision of G n (f 1 ) at n = n 1 ; n 2 ; : : : and in the subsequent lines the precision of the extrapolated estimates E (k) n ; k = 1; 2; 3; 4.
As a second example, we consider the integrand with a logarithmic singularity 
