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ABSTRACT
Topological Data Analysis (TDA), which refers to methods of utilizing topological
features in data (such as connected components, tunnels, voids, etc.) has gained consid-
erable momentum. More recently, TDA has been increasingly used for analyzing time
series. The recent researches of using TDA in time series are mainly focused on un-
supervised and supervised learning. In this thesis, a review of TDA will be provided,
following by using TDA in time series for doing unsupervised and supervised learning
for different applications.
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1Chapter 1
Introduction
Developing useful algorithms for feature construction that enable learning about a large
number of time series is an important area with applications in several domains. This is
especially the case in recent years with the increasing availability of large numbers of long
and complex time series data. The constructed features can then be used in classification
or clustering the time series, among other things. Aghabozorgi et al. (2015) categorized
feature representations for time series into four broad types: (i) data adaptive represen-
tations, useful for time series of arbitrary lengths; (ii) non-data adaptive approaches,
used for time series of fixed lengths; (iii) model based methods, used for representing
time series in a stochastic modeling framework; and (iv) data dictated approaches, which
are automatically defined based on raw time series.
One recently emerging approach is the use of Topological Data Analysis (TDA) for
analyzing complex data. TDA refers to a class of methods that garner information from
topological structures in data that belong to a topological space, i.e., a mathematical
space that allows for continuity, connectedness, and convergence (Carlsson, 2009; Edels-
brunner and Harer, 2010). Output from TDA has been used for effective statistical
2learning about the data. Thus, TDA combines algebraic topology and other tools from
pure mathematics to allow a useful study of shape of the data. The most widely discussed
topologies of data include connected components, tunnels, voids, etc., of a topological
space. Computational (or algorithmic) topology, is an overlap between the mathemat-
ical underpinnings of topology with computer science, and consists of two parts, i.e.,
measuring the topology of a space and persistent homology (Chazal and Michel, 2017).
Using computational topology, TDA aims at analyzing topological features of data and
representing these features using low dimensional representations (Carlsson, 2009). Per-
sistent homology refers to a class of methods for measuring topological features of shapes
and functions. It converts the data into simplicial complexes and describes the topo-
logical structure of a space at different spatial resolutions. Topologies that are more
persistent are detected over a wide range of spatial scales and are deemed more likely to
represent true features of the underlying space rather than sampling variations, noise,
etc. Persistent homology therefore elicits persistence of essential topologies in the data
and outputs the birth and death of such topologies via a persistence diagram, which is
a popular summary statistic in TDA.
Development of TDA for time series is a relatively new area, with many interesting
applications in several different domains. This is the topic of investigation in this the-
sis. Berwald et al. (2013) discussed the use of TDA in climate analysis. Khasawneh
and Munch (2016) used notions of persistence of first homology groups of point clouds
(obtained via Takens’s embedding) within multiple windows of time series to track the
3stability of dynamical systems, while Seversky et al. (2016) explored stability of various
single-source and multi-source signals. Perea and Harer (2015) used the notion of maxi-
mum persistence of homology groups to quantify periodicity of time series. Pereira and
de Mello (2015) used features derived from persistent homology to cluster populations of
Tribolium flour beetles. Umeda (2017) used topological features of one and two dimen-
sional homology groups as inputs into convolutional neural networks for classification
of time series in three different domains, showing that their approach outperformed the
baseline algorithm in each case. One illustration consisted of motion sensor data of daily
and sports activities, an area also investigated using TDA by Stolz et al. (2017). Truong
(2017) as well as Gidea (2017); Gidea and Katz (2018) and Gidea et al. (2018) explored
the use of TDA on financial time series.
This thesis describes using TDA for constructing features of time series and uses
these for clustering and classification. The thesis has five chapters. Chapter 2 introduces
TDA by explaining mathematical terminologies with examples, followed by a detailed
review of TDA for time series analysis. Chapter 3 describes our work on using TDA
to understand activity-travel behavior over one day of survey respondents in a very
large, multi-wave study. We employ first order persistence landscapes of the time series
along with a divide-and-combine scheme and the k-means algorithm to cluster a large
number of categorical time series (Chen et al., 2019). Chapter 4 discusses an approach
for selecting a suitable order of the persistence landscapes, between using a first order
landscape and using all orders (i.e., a very large number). We illustrate this for clustering
4time series of daily temperatures at multiple locations in the US. Chapter 5 discusses
the use of persistence diagrams for classifying very long time series and illustrates on a
data set on the motion of worms.
5Chapter 2
A Survey of Topological Data
Analysis (TDA) for Time Series
The study of topology is strictly speaking, a topic in pure mathematics. However in
only a few years, Topological Data Analysis (TDA), which refers to methods of utilizing
topological features in data (such as connected components, tunnels, voids, etc.) has
gained considerable momentum. More recently, TDA is being used to understand time
series. This article provides a review of TDA for time series, with examples using R
functions. Features derived from TDA are useful in classification and clustering of time
series and in detecting breaks in patterns.
2.1 Introduction
Topological Data Analysis (TDA) is now an emerging area for analyzing complex data.
TDA refers to a class of methods that garner information from topological structures
in data that belong to a topological space, i.e., a set X together with a collection of
subsets of X , namely ℵ, such that the empty set φ and the whole set X are open sets
6(i.e. any sets belonging to ℵ are called open sets), and such that arbitrary unions and
finite intersections of open sets are still open sets (Carlsson, 2009; Edelsbrunner and
Harer, 2010; Munkres, 1993). Output from TDA may then be used for effective statis-
tical learning about the data. TDA combines algebraic topology and other tools from
pure mathematics to allow a useful study of shape of the data. The most widely dis-
cussed topologies of data include connected components, tunnels, voids of a topological
space. Computational (or algorithmic) topology, is an overlap between the mathemat-
ical underpinnings of topology with computer science, and consists of two parts, i.e.,
measuring the topology of a space and persistent homology (Chazal and Michel, 2017).
Using computational topology, TDA aims at analyzing topological features of data and
representing these features using low dimensional representations (Carlsson, 2009). In
particular, the space must first be represented as simplicial complexes (the defintion
and details will be provided in subsection 2.2.1), the Vietoris-Rips complex and the
Cˇech complex being the most common pathways to obtaining output to characterize the
topology.
Persistent homology refers to a class of methods for measuring topological features
of shapes and functions. It converts the data into simplicial complexes and describes the
topological structure of a space at different spatial resolutions. Topologies that are more
persistent are detected over a wide range of spatial scales and are deemed more likely to
represent true features of the underlying space rather than sampling variations, noise,
etc. Persistent homology therefore elicits persistence of essential topologies in the data
7and outputs the birth and death of such topologies via a persistence diagram, which is
a popular summary statistic in TDA. Data inputs for persistent homology are usually
represented as point clouds or as functions, while the outputs depend on the nature
of the analysis and commonly consist of either a persistence diagram, or a persistence
landscape. A point cloud of data represents a sample of points from an underlying
manifold and its persistent homology approximates the topological information of the
manifold. If data is represented as a Morse function (i.e., a smooth function on the
manifold such that all critical points are non-degenerate), the persistent homology of
the function is mathematically equivalent to analyzing the topological information of the
manifold. For rigorous expositions on algebraic topology and computational homology,
see Munkres (1993) and Edelsbrunner and Harer (2010).
TDA has been used in cosmic web (van de Weygaert et al., 2013), shape analysis
(Carlsson et al., 2004; Chazal et al., 2009; Di Fabio and Landi, 2011; Fabio and Landi,
2012; Chazal et al., 2014; Li et al., 2014; Carrie`re et al., 2015; Bonis et al., 2016),
biological data analysis (DeWoskin et al., 2010; Nicolau et al., 2011; Heo et al., 2012;
Kovacev-Nikolic et al., 2016; Bendich et al., 2016; Wang et al., 2018), sensor networks
(Silva and Ghrist, 2007; De Silva and Ghrist, 2007; Adams and Carlsson, 2015), as well
as other fields.
Development of TDA for time series is a relatively new and fast growing area, with
many interesting applications in several different domains. Berwald et al. (2013) dis-
cussed the use of TDA in climate analysis. Khasawneh and Munch (2016) used notions
8of persistence of first homology groups of point clouds (obtained via Takens’s embed-
ding) within multiple windows of time series to track the stability of dynamical systems,
while Seversky et al. (2016) explored stability of various single-source and multi-source
signals. Perea and Harer (2015) used the notion of maximum persistence of homology
groups to quantify periodicity of time series. Pereira and de Mello (2015) used fea-
tures derived from persistent homology to cluster populations of Tribolium flour beetles.
Umeda (2017) used topological features of one and two dimensional homology groups as
inputs into convolutional neural networks for classification of time series in three differ-
ent domains, showing that their approach outperformed the baseline algorithm in each
case. One illustration consisted of motion sensor data of daily and sports activities, an
area also investigated using TDA by Stolz et al. (2017). Truong (2017) as well as Gidea
(2017); Gidea and Katz (2018) and Gidea et al. (2018) explored the use of TDA on
financial time series. We discuss some of these applications in detail later in this paper.
According to Fulcher and Jones (2014); Aghabozorgi et al. (2015), it is not nature to
represent time series as a point cloud. The transformation from a time series to a point
cloud is implemented through Takens’s embedding (Takens et al., 1981), preserving the
underlying manifold of the time series. The approach consists of transforming a time
series {xt, t = 1, 2, . . . , T}, into its phase space, i.e., a point cloud or a set of points
vi = {xi, xi+τ , . . . , xi+dτ}, i = 1, 2, . . . , T − dτ , where τ is a delay parameter and d
specifies the dimension of the point cloud. We discuss Takens’s embedding in Section
2.3.3 and the selection of d and τ in Section 2.3.3. TDA of time series through suitable
9functions is much less explored. Wang et al. (2018) proposed TDA on weighted Fourier
series representations (Morse functions) of electroencephalogram (EEG) data. They
used a randomness test approach to examine properties of the proposed method and
show its robustness to different transformations of the data. TDA of time series through
sublevel set filtration of functions is discussed in Section 2.4.
The format of this chapter follows. Section 2.2 gives a review of the mathematical
terminologies and computations with examples. Section 2.3 provides a review of TDA
from point clouds and then describes TDA for time series via the Takens’s embedding
method. Section 2.4 provides a review of persistent homology on functions and then
describes TDA for time series analysis starting from second-order spectra or Walsh
Fourier transforms. Section 2.5 discusses constructing TDA based features which are
then used in learning about time series, with applications on classification, clustering
and detecting changes in patterns. Section 3.5 gives a discussion and summary.
2.2 Mathematical Preliminaries of TDA
2.2.1 Homology Equivalence
Homology is used to summarize the connectivity of a topological space S and to detect
holes in S. In algebraic topology, the p˜-th homology group Hp˜(S) is the quotient of
the kernel of the p˜-th simplicial complex group to the image of the (p˜+ 1)-th simplicial
complex group (Spanier, 1989). The rank of Hp˜(S) is the p˜-th Betti number β˜p˜(S). In
10
other words, the p˜-th Betti number β˜p˜(S) counts the number of p˜ dimensional holes in
the space S. The 0-th Betti number, β˜0, denotes the number of connected components
in the topological space S, the first Betti number β˜1 denotes the number of loops in S,
the second Betti number β˜2 denotes the number of the enclosed void spaces in S, and
so on.
We use Figure 1 as an example to introduce the topology of objects in the topological
space. From left to right, the first object S1 has only one (β˜0(S1) = 1) connected
component, as all the points of the object are connected to each other. There is also one
(β˜1(S1) = 1) cycle in the object. The second object S2 has two (β˜0(S2) = 2) connected
components as there is one separate point from the cycle. There is one (β˜1(S2) =
1) cycle enclosing the empty space. The third object S3 has only one (β˜0(S3) = 1)
connected component as all points of the object are connected. However, there are
three (β˜1(S3) = 3) cycles of the object as there are three separate empty areas enclosed
by the connected component. Topological computations are done by representing the
objects as simplicial complexes; the classical simplicial complexes used often are called
Vietoris-Rips complexes.
Homology of Abstract Simplicial Complexes. In order to calculate the Betti numbers,
there are some definitions to walk through. Suppose there are a set of (n + 1) distinct
points o = {o0, o1, o2, . . . , on} ⊂ Rd in the space. The p˜-dimensional simplice κp˜ =
[o0, o1, o2, . . . , op˜] spanned by o is the convex hull of o. The points in o are called the
vertices of κ and the simplices spanned by any nonempty subset of o are called the faces
11
Figure 1: Topology of three objects in the topological space.
of κp˜.
A geometric simplicial complex ˜˜κ in Rd is defined as a collection of simplices such
that:
• Any face of a simplice of ˜˜κ is a simplice of it: ∀κ2 ∈ ˜˜κ,∀κ1 is a face of κ2 ⇒ κ1 ∈ ˜˜κ
• The intersection of any two simplices of ˜˜κ is empty or a common face of both:
∀κ1, κ2 ∈ ˜˜κ,⇒ κ1 ∩ κ2 is a face of both of κ1 and κ2 or empty.
The geometric simplicial complexes are particularly useful for TDA as they are used to
form the abstract simplicial complexes, which are used to measure the topology. Partic-
ularly, the geometric simplicial complexes builds the connection between the practical
dataset and topology.
Using a geometric simplicial complex, an abstract simplicial complex κ˜ is defined by
a nonempty set o˜ of elements, denoting the vertices:
• the vertices belong to κ˜ : ∀o˜ ∈ o˜, o˜ 6= empty ⇒ o˜ ∈ κ˜
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• ∀κ1 ∈ κ˜,∀κ2 ⊂ κ1 ⇒ κ2 ∈ κ˜
For example, if o˜ = {o˜1, o˜2}, then there are three abstract simplicial complexes:
[o˜1] = {o˜1}, [o˜2] = {o˜2}, [o˜1, o˜2] = {o˜1, o˜2, (o˜1, o˜2)}. Intuitively, the abstract simplicial
complex κ˜ is a combination of the geometric simplicial complex ˜˜κ and it assumes the
vertices to be set in the more general space, namely the topological space S. Specifically,
˜˜κ is a geometric realization of κ˜, which means that embedding ˜˜κ into κ˜ is an injective
mapping. In this way, the κ˜ (used for topological features) is used as the representation
of κ˜ (the data).
Let κ˜K be a K-dimensional abstract simplicial complex with the nonempty set o˜ of
size K. A p˜-chain is defined as a formal sum of p˜-simplices in κ˜K , C˜ =
∑
δ˜iκi, where κi
is a p˜ dimensional simplice in κ˜K and δ˜i is the coefficient, which can only be 0 or 1. For
example, 1 × κ1 + 1 × κ1 = 0 × κ1 = 0. Combining all p˜-chains with the sum operator
gives a group of p˜-chains, C˜p˜(κ˜). Further, we define the boundary of a p˜- dimensional
simplice κ as the sum of all its (p˜ − 1) dimensional faces, denotes as ∂˜κ = ∑κi, κi are
all faces of κ.
It is sufficient to calculate topologies from the κ˜, which are Betti numbers. The
kernel of the p˜-th simplicial complex group, Z˜p˜(κ˜), is a subgroup of the C˜p˜(κ˜): ∀ C˜ ∈
Z˜p˜(κ˜), ∂˜C˜ = 0. Denote Z˜0(κ˜) = C˜0(κ˜). The image of (p˜+1)-th simplicial complex group,
B˜p˜(κ˜), is also a subgroup of C˜p(κ˜) since B˜p˜(κ˜) = ∂˜C˜p˜+1(κ˜) (∂˜C˜p˜+1(κ˜) means taking the
boundary ∂˜ on each (p˜ + 1)-chains of C˜p˜+1(κ˜)). To show it as a subgroup of C˜p(κ˜): ∀ κ
as a (p˜ + 1)-dimensional simplice, ∂˜κ is a p˜-chain, and such that ∀ c ∈ C˜p˜+1(κ˜), ∂˜c =
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∂˜
∑
δ˜iκi =
∑
δ˜i∂˜κi, which is a p˜-chain ∈ C˜p˜(κ˜). In fact, B˜p˜(κ˜) ⊂ Z˜p(κ˜) because of the
fact that ∀ p˜-chain c, ∂˜(∂˜c) = 0.
Finally, the p˜-th homology group is Hp˜(κ˜) = Z˜p˜(κ˜)/B˜p˜(κ˜) = {c + B˜p˜(κ˜),∀ c ∈
Z˜p˜(κ˜)} with the sum operator. The Betti number β˜p˜(κ˜) = rank of Hp˜(κ˜). For example,
κ˜ = {o1, o2, (o1, o2)}, then for the elements of the groups, Z˜0(κ˜) = C˜0(κ˜) : {o1, o2, o1 +
o2}, B˜0(κ˜) = ∂˜C˜1(κ˜) : ∂˜{(o1, o2)} = {o1 + o2} ⇒ Hp˜(κ˜) : {c + B˜p˜(κ˜),∀c ∈ Z˜p˜(κ˜)} =
{o1 + B˜p˜(κ˜)} because {o1 + B˜p˜(κ˜)} = {o1 + (o1 + o2), o1 + (o1 + o2) + (o1 + o2)} =
{o2 + B˜p˜(κ˜)} = {o1, o2} and {o1 + o2 + B˜p˜(κ˜)} = {o1 + o2, φ}, which means the 0-chain
{o1 + o2} and the empty set are homologous but we are only interested in any p˜-chains
non-homologous to the empty set. Therefore, β˜0(κ˜) =rank of H0(κ˜) = 1. And Z˜1(κ˜) is
empty as the only 1-dimensional simplice c = δ˜(o1, o2), ∂˜c = δ˜∂˜(o1, o2) = δ˜(o1 + o2) 6= 0.
We use two examples in Figure 2 to introduce the computation. The topologies
are called the homology classes, {α˜p˜,k, p˜ = 0, 1; k = 1, 2, . . . kp˜}. Specifically, {α˜0,k, k =
1, 2, . . . , k0} are the connected components and {α˜1,k, k = 1, 2, . . . , k1} are the tunnels
in the topological space. The Vietoris-Rips complexes consist of a set with 0, 1 and
2-dimensional simplices. Specifically, the Vietoris-Rips complexes of ,object one S1, in
Figure 2 are defined as the set [A,B,C] = {A,B,C, (A,B), (A,C), (B,C), (A,B,C)},
where A,B,C are three elements of the object, (A,B), (A,C), (B,C) are three edges
and (A,B,C) is the area inside of the A,B,C. In object one, the boundary group
B˜1([A,B,C]) = ({[A,B]+[B,C]+[A,C]}|+), where [A,B] = {A,B, (A,B)}, and |{A}|+
denotes a group using the elements in the set A with the sum operation +. The sum
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Figure 2: The examples of two objects in the topological space.
operation + is a binary operation, meaning [A,B]+[A,B] = φ. Further, B˜0([A,B,C]) =
({∂˜[A,B], ∂˜[B,C], ∂˜[A,C]}|+) = ({[A] + [B], [B] + [C], [A] + [C]}|+). The boundary
operation can be taken multiple times. ∂˜
(
∂˜([A,B,C])
)
= ∂˜[A,B] + ∂˜[B,C] + ∂˜[A,C] =
([A] + [B]) + ([B] + [C]) + ([A] + [C]) = φ. Specifically, the ∂˜[A], ∂˜[B] and ∂˜[C] all equal
to φ. The kernel groups of object one are elements giving φ when taking the boundary
operation, namely ∀c˜ ∈ Z˜p˜([A,B,C]), ∂˜c˜ = φ. Thus, the kernel groups Z˜p˜([A,B,C])
of the object one are Z˜1([A,B,C]) = ({[A,B] + [B,C] + [A,C]}|+), Z˜0([A,B,C]) =
({[A], [B], [C]}|+).
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The homology classes can now be computed as
Z˜0([A,B,C])/B˜0([A,B,C]) = ({c˜+ B˜0([A,B,C]), c˜ ∈ Z˜0([A,B,C])}|+) (2.1)
= ([A] + [B] + [C]|+) = α˜0
Z˜1([A,B,C])/B˜1([A,B,C]) = ({c˜+ B˜1([A,B,C]), c˜ ∈ Z˜1([A,B,C])}|+) = (φ|+) = α˜1,
where “/” is the quotient operation by treating all elements in the boundary group B˜0 to
be homologous. The α˜0 is one group and α˜1 is empty. Therefore, there is no (β˜1(S1) = 0)
first homology class and only one (β˜0(S1) = 1) 0-th homology class in object one, namely
one connected component in object one and no tunnels. Simiarly, for the object two,
[A,B,C,D] = {A,B,C,D, (A,B), (A,C), (B,D), (C,D)} (2.2)
B˜0([A,B,C,D]) = ({[A] + [B], [A] + [C], [A] + [D], [B] + [C], [C] + [D]}|+)
B˜1([A,B,C,D]) = (φ|+)
Z˜0([A,B,C,D]) = ({[A], [B], [C], [D]}|+)
Z˜1([A,B,C,D]) = ({[A,B] + [A,C] + [B,D] + [C,D]}|+)
Z˜0([A,B,C,D])/B˜0([A,B,C,D]) = ([A] + [B] + [C] + [D]|+)
Z˜1([A,B,C,D])/B˜1([A,B,C,D]) = ({[A,B] + [A,C] + [B,D] + [C,D]}|+),
which means that there is one connected component and one cycle.
The computation above can be done by using bitwise operations via matrix. The
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Figure 3: Matrix operations of the Object one.
bitwise operation means there are only 0 or 1 two values in the matrix and follow rules:
0 + 0 = 0, 1 + 1 = 0, 0 + 1 = 1, 1 + 0 = 1.
In Figure 3, the left hand side matrix denotes the one recording the object one S1.
Specifically, the entry of Row A to Column AB as 1 denotes the point A, or the 0-th
homology class, is an element of the line AB, or the first homology class. Similarly, the
entry of Row C to Column AB as 0 means C is not an element of AB. There are no values
of entries like Row A to Column ABC or Row AB to Column AB, because the matrix is
only necessary to save entry values where Rows as p˜-th homology classes to Columns as
(p˜ + 1)-th homology classes (Rows are one level below Columns), p˜ = 0, . . .. The right
hand side matrix denotes the matrix after doing bitwise operations. The operations are
done by columns. Particularly, Column BC only has 0 entries, because its original one
entries can be converted to zero by add Columns AB and AC. Since there are no (−1)-th
homology classes as elements for 0-th homology classes, the number of the 0-th homology
class is equal to #{0-th columns 0}, without needing to do bitwise operations. Therefore,
it is not necessary to use Columns related to 0-th homology classes, like [A],[B],[C]
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Figure 4: Matrix operations of the Object two.
and [D], in the matrix.
The Betti number calculations are also shown in the Figure 3. Specifically, β˜0(S1) is
done via a subtraction of the number of Columns for the 0-th homology class only con-
taining 0 entries ([A],[B],[C],[D] 4 0-th homology classes) to the number of Columns
for the first homology class containing non 0 entries, which is 3 − 2 = 1. Similarly,
β˜1(S1) can be calculated as 0. Similarly, the analysis for the Object two S2 and results
are shown in Figure 4. Specifically, since there is no Columns for the second homology
class, the number of columns for the second homology class containing non 0 entries is
0.
2.2.2 Persistent Homology
The main idea behind persistent homology is defined upon the filtration, which controls
the inclusions of simplices for the abstract simplicial complex. At each iteration i of the
filtration, a simplicial complex κ˜(i) will be constructed and so the topological information
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of it can be measured. After the iteration i = 1, 2, . . . , I, a sequence of topologies from
κ˜(i) are computed and the persistent homology is measuring the persistence of these
topologies. Comparing to the cornerstone of simplicial complex in TDA, persistent ho-
mology relates to engineers of using a set of simplicial complexes to compute topological
features.
Given a simplicial complex κ˜, a subcomplex of κ˜ is a subset of its simplices that is
closed under the face relation. Using the same example, say κ˜ = {o˜1, o˜2, (o˜1, o˜2)}, then
there exists three subcomplex {o˜1}, {o˜2}, and {o˜1, o˜2}.
A filtration of κ˜ is a nested sequence of subcomplexes that starts with the empty
complex and ends with the complete complex: φ = κ˜0 ⊂ κ˜1 ⊂ · · · ⊂ κ˜. Continuing with
the example above, there exists three possible filtrations:
(a) φ = κ˜0 ⊂ {o˜1} ⊂ {o˜1, o˜2} ⊂ κ˜
(b) φ = κ˜0 ⊂ {o˜2} ⊂ {o˜1, o˜2} ⊂ κ˜
(c) φ = κ˜0 ⊂ {o˜1, o˜2} ⊂ κ˜
The persistent homology is checking the changes of the topology, the appearance
and disappearance of all homology class α˜, over the filtration. The homology class
α˜p˜ specifically means a p˜ dimensional hole in the topology space. The α˜0 denotes a
connected component, α˜0 denotes a tunnel, etc. If the Betti number β˜p˜(κ˜i)−βp˜(κ˜i−1) = 1
from κ˜i−1 to κ˜i for some i and the α˜p˜,k appear, we say the homology class α˜p˜,k is born at
κ˜i. Similarly, if the Betti number β˜p˜(κ˜j−1)− βp˜(κ˜j) = 1 from κ˜j−1 to κ˜j for some j and
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the α˜p˜,k disappear, we say the homology class α˜p˜,k dies at κ˜j. In this case, the persistence
of the α˜p˜,k is defined as j − i. Specifically, the α˜p˜,k means the kth p˜-th homology class
α˜ in the space. Therefore, the persistent homology is recording the persistence of all α˜
during the filtration. Using the same examples of above three filtrations, the persistent
homology and the topological features of each of them:
(a) 0⇒ {α˜0,1} = {([o˜1]|+)} ⇒ {α˜0,1, α˜0,2} = {([o˜1]|+), ([o˜2]|+)} ⇒ {α˜0,1} = {({[o˜1], [o˜2]}|+)},
so the birth-death: τ˜0,1 = (1, 3), τ˜0,2 = (2, 3).
(b) 0⇒ {α˜0,1} = {([o˜2]|+)} ⇒ {α˜0,1, α˜0,2} = {([o˜1]|+), ([o˜2]|+)} ⇒ {α˜0,1} = {({[o˜1], [o˜2]}|+)},
so the birth-death: τ˜0,1 = (1, 3), τ˜0,2 = (2, 3).
(c) 0 ⇒ {α˜0,1, α˜0,2} = {([o˜1]|+), ([o˜2]|+)} ⇒ {α˜0,1} = {({[o˜1], [o˜2]}|+)}, so the birth-
death: τ˜0,1 = (1, 2), τ˜0,2 = (1, 2).
To record disappearance of the connected components over filtration, when two con-
nected components start to merge into one, we say the younger one dies and the elder
one enlarges. Like in example (a), when o˜1, o˜2 merge into (o˜1, o˜2) at κ˜3 = κ˜, we say the
α˜0,2 dies at κ˜3, while it was born at κ˜2. So its birth-death τ˜0,2 = (2, 3). Also, at the
end of the filtration, if the α˜p˜,k still exists, we say that it dies at the end. Therefore, in
example (a), the α˜0,1 is born at κ˜1 and dies at κ˜3, and so its birth-death τ˜0,1 = (1, 3).
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2.2.3 Defining the Complexes via the Filtration
Defining complexes via the filtration is a crucial link of using TDA in real data analysis.
It consists of two main parts, one is based on the data problem to define an appropriate
filtration procedure, and the other is to select or come up with a suitable definition
of complexes. The rest of this chapter will introduce a couple of classical simplicial
complexes, and the rest of the thesis will essentially discuss different filtration procedures
on the data in order to use TDA.
So far, there are three main ways to define the complexes: the C˜ech complexes, the
Vietoris-Rips complexes and the Witness complexes, although there exist other types
of complexes as well, such as the Delaunay complexes and the Alpha complexes (Edels-
brunner and Harer, 2010). The definitions of above three main complexes are provided
below (De Silva and Carlsson, 2004). It is worth to note that it uses closed balls in the
definition of the C˜ech complexes because any metric can be used, not only the Euclidean
distance (Edelsbrunner and Harer, 2010).
Definitions of three classical complexes.
• The p˜-simplex κ˜p˜ = [o0, o1, . . . , op˜] is a C˜ech complex iff the closed balls B(oj, λ/2), j =
0, 1, . . . , p˜, have non-empty common intersection, where λ is the filtration param-
eter.
• The p˜-simplex κ˜p˜ = [o0, o1, . . . , op˜] is a Vietoris-Rips complex iff ∀ edge ojok ≤
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λ, 0 ≤ j ≤ k ≤ p˜ for some filtration parameter λ.
• Let D˜ be an n×N matrix of distances of a set of n landmarks and N data points.
Suppose there are total N data points {o0, o1, . . . , on−1, on, . . . , oN−1}, the witness
complex with vertex set {o0, o1, . . . , on−1}:
– The edge oioj, 0 ≤ i ≤ j ≤ n − 1 belongs to the witness complex iff there
exists a data point o`, 0 ≤ ` ≤ N − 1 such that D˜(oi, o`) and D˜(oj, o`) are the
smallest two entries in the `th column of D˜;
– Without loss of generality, the p˜-simplex κ˜p˜ = [o0, o1, . . . , op˜], 0 ≤ p˜ ≤ n − 1
belongs to the witness complex iff ∃oi, 0 ≤ i ≤ N − 1 such that D˜(oj, oi), j =
0, 1, . . . , p˜ are the smallest (p˜+ 1) entries in the ith column of D˜;
– If the p˜-simplex κ˜p˜ = [o0, o1, . . . , op˜], 0 ≤ p˜ ≤ n − 1 belongs to the witness
complex, all faces of κ˜p˜ belongs to the witness complex;
The C˜ech complex is the nerve of the collection of balls B(oj, λ/2), j = 0, 1, . . . , p˜,
and has the same topology as the union of these balls (De Silva and Carlsson, 2004;
Edelsbrunner and Harer, 2010; Spanier, 1989). Intuitively, the C˜ech complex gives
finest topology in the metric space but its computation cost is most intensive. The
Vietoris-Rips complex is an approximate version of the C˜ech complex, which is easier to
compute and it has been proved (Edelsbrunner and Harer, 2010) that in the Euclidean
space and ∀λ ≥ 0, the C˜ech complex with radius λ ⊂ the Vietoris-Rips complex with
radius λ ⊂ the C˜ech complex with radius √2λ. De Silva and Carlsson (2004) proposed
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the witness complex, and intuitively it is using a subset of points in the metric space as
representatives instead of using all points to measure topological features.
2.3 Persistent Homology Based on Point Clouds
In the section, we first describe persistent homology of a manifold starting from point
cloud data, followed by its construction and use in time series analysis using Takens’s
embedding.
2.3.1 Point Clouds to Persistence Diagrams - A Basic Review
Starting from a point cloud, we show the procedure to elicit topological features of data.
Denote the point cloud as P = {vi : i = 1, 2, . . . , N}, where vi ∈ Rd. When d = 2,
the points lie on the plane. Let DE = {DE(vi,vj)} be the N ×N matrix of Euclidean
distances, for i, j = 1, . . . , N . For each vi ∈ P , let Bλ(vi) = {x : DE(x,vi) ≤ λ/2,x ∈
Rd} denote a closed ball with radius λ/2; here, 0 ≤ λ ≤ U , where the upper-bound
U is usually pre-determined as the maximum of the distances in DE. A Vietoris-Rips
complex (Edelsbrunner and Harer, 2010) corresponding to a given λ is defined as the
set of points PV (λ) ⊂ P such that any points vi1 ,vi2 in PV (λ) satisfy DE(vi1 ,vi2) ≤ λ,
1 ≤ i1, i2 ≤ N . For a given λ value, a simplicial complex κ˜(λ) denotes the set of Vietoris-
Rips complexes such that for any two Vietoris-Rips complexes P(1)V (λ),P(2)V (λ) ∈ κ˜(λ),
we have (i) P(1)V (λ) ∩ P(2)V (λ) ∈ κ˜(λ) and (ii) if P ′ ⊂ P(1)V , then P ′ ∈ κ˜(λ).
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A simplicial complex consisting of (p˜ + 1) points (from different Vietoris-Rips com-
plexes) is a p˜-dimensional simplicial complex. In algebraic topology, p˜ is at most N − 1
when the point cloud had N points. The topology of the point cloud is studied through
the topology of the simplicial complexes, denoted by {α˜p˜,k : k = 1, 2, . . . , kp˜}, and α˜p˜,k
is a homology group, consisting of a set of p˜-dimensional simplicial complexes which are
homomorphic. For the theory and computation of homomorphisms, refer to Munkres
(1993); Carlsson (2014) and Edelsbrunner and Harer (2010). As the parameter λ grad-
ually increases, the birth and death of homology groups {τ˜p˜,k = (λp˜,k,1, λp˜,k,2) : k =
1, 2, . . . , kp˜} are recorded in the persistence diagram. A p˜-th Betti number of λ is the
number of p˜-th homology groups at λ, denoted as k
(λ)
p˜ .
Computation of the topological features are summarized in the following steps.
Step 1. Compute the Euclidean distance matrix DE = {DE(vi1 ,vi2)} for i1, i2 ∈
{1, . . . , N}; this is the default distance for a point cloud in R-TDA.
Step 2. Construct birth and death of homology groups for increasing values of λ. For
each λ, compute α˜p˜,k from κ˜(λ) using closed balls Bλ(vi) of vi with radius λ/2. If
an elder topology α˜p˜,k1 and a younger one α˜p˜,k2 merge into a single α˜p˜,k at some λ,
α˜p˜,k1 would become α˜p˜,k and α˜p˜,k2 would die.
Step 3. The persistence diagram is an output of the set of points representing birth-
death of homology groups from the point cloud and is denoted as Ω˜ = {τ˜p˜,k =
(λp˜,k,1, λp˜,k,2) : p˜ = 0, 1, . . . ; k = 1, 2, . . . , kp˜}. We plot λp˜,k,1 on the x-axis and
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λp˜,k,2 on the y-axis (Edelsbrunner and Harer, 2010).
Example 2.1. Point Cloud to Persistence Diagram. We illustrate construction
of the persistence diagram for a point cloud with N = 60 points sampled from the unit
circle x21 + x
2
2 = 1:
set.seed(1); PC <- circleUnif(n = 60, r = 1)
plot(PC, main = "(a)")
The point cloud is shown in Figure 35(a). We expect to see a total of k0 = 60 values of
α˜0,k and k1 = 1 value of α˜1,k. We use the function ripsDiag from the R-TDA package
for constructing the persistence diagram (Fasy et al., 2014). In the R code chunk shown
below, PC denotes the input point cloud, maxdimension is the maximum dimension p˜
of points τ˜p˜,k to be calculated, and maxscale is the maximum value that the filtration
parameter λ can assume. We set maxdimension to be 1. The default dist is the
Euclidean distance. The output pers.diag.1 returns the persistence diagram, as a
matrix with three columns which summarize topological features of the point cloud.
(pers.diag.1 <- ripsDiag(X=PC, maxdimension = 1, maxscale = max(dist(PC))) )
$diagram
dimension Birth Death
[1,] 0 0.0000000 1.999999902
[2,] 0 0.0000000 0.306978455
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[3,] 0 0.0000000 0.245260715
.....
[60,] 0 0.0000000 0.027923092
[61,] 1 0.3190835 1.737696840
The first row with τ˜0,1 = (0, 2.00) in the output records that there is a 0-th homology
group (connected component) whose birth happens at λ = 0 and whose death happens at
about λ = 2.00. The second row with τ˜0,1 = (0, 0.31) records that the second connected
component is born at λ = 0 and is dead at λ = 0.31, etc. We see that all 0-th homology
groups have birth time 0, and all N = 60 points start as connected components. These
60 connected components are shown in decreasing order of persistence (slower death).
Row 61 with τ˜1,1 = (0.32, 1.74) describes the birth and death of a first homology group
(tunnel) at λ = 0.32 and λ = 1.74 respectively. Figure 35(b) corresponds to the filtration
parameter λ = 0 and is obtained using this code:
plot(x=1,y=1,type="n",ylim=c(0,2),xlim=c(0,2),ylab="death",xlab="birth",main="(b)")
abline(v = 0, lty = 2)
The dashed vertical line indicates the birth time of connected components; the plot has
no points because none of the connected components has died. Figure 35(c) corresponds
to the point cloud when λ = 0.1:
plot(PC, pch = 16, cex = 5, col = "blue", main = "(c)")
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The blue balls Bλ(vi) around each point enlarge and connect with others, resulting in
fewer connected components. The black dots in Figure 35(d) denote the birth-death
times of the merged connected components which have died before λ = 0.1:
death.time = sort(pers.diag.1$diagram[pers.diag.1$diagram[, 1]==0, 3])
plot(x = rep(0, sum(death.time<=0.1)), y = death.time[which(death.time<=0.1)],
ylim = c(0, 2), xlim = c(0, 2), ylab = "death", xlab = "birth", main = "(d)")
abline(v = 0, lty = 2); abline(h = 0.1, lty = 2)
When λ = 0.32 in Figure 35(e), all points connect together and a tunnel emerges, which
is the white area surrounded by the blue circle:
plot(PC, pch = 16, cex = 12, col = "blue", main = "(e)")
The birth time of this tunnel is recorded as λ = 0.32, which is shown as the red
dashed line in Figure 35(f). Further, there are more black dots in this figure since there
are more connected components that have died before λ = 0.32:
plot(x = rep(0, sum(death.time<=0.32)), y = death.time[which(death.time<=0.32)],
ylim = c(0, 2), xlim = c(0, 2), ylab = "death", xlab = "birth", main = "(f)")
abline(h = pers.diag.1$diagram[pers.diag.1$diagram[, 1]==1, 2], lty = 2)
abline(v = 0, lty = 2); abline(v = 0.32, col = "red", lty = 1)
When λ reaches its maximum value of 2 (which is the largest value in DE(vi1 ,vi2)), the
algorithm stops and outputs the persistence diagram (see Figure 35(h)) which finally
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Figure 5: Persistence diagram corresponding to a point cloud. (a) shows the raw point
cloud and (h) shows the persistence diagram. (c), (e) and (g) are intermediate steps for
the filtration by varying λ, while (b), (d) and (f) are intermediate steps for constructing
the persistence diagram.
shows the birth-death times for all connected components (the dots) and the tunnel
(the red triangle):
plot(PC, pch = 16, cex = 40, col = "blue", main = "(g)")
plot(pers.diag.1$diagram, main = "(h)")
R-TDA also supports construction of a persistence diagram given an arbitrary distance
matrix as input, as shown in the example below.
Example 2.2. Distance Matrix to Persistence Diagram. The input to ripsDiag
can be a distance matrix computed from the point cloud generated in Example 2.1. Here,
we use the default dist="euclidean". Other options are "manhattan", "maximum", etc.
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dist.PC <- dist(PC)
(pers.diag.2=ripsDiag(X=dist.PC,dist="arbitrary",maxdimension=1,maxscale=max(dist.PC)))
$diagram
dimension Birth Death
[1,] 0 0.0000000 1.999999902
[2,] 0 0.0000000 0.306978455
[3,] 0 0.0000000 0.245260715
.....
[60,] 0 0.0000000 0.027923092
[61,] 1 0.3190835 1.737696840
2.3.2 Distances Between Persistence Diagrams
Two distance metrics are commonly used to quantify the dissimilarity between two
persistence diagrams Ω˜1 and Ω˜2 , the Wasserstein distance and the bottleneck distance
(Mileyko et al., 2011). We define these distances and describe their computation using
the R-TDA package.
The q-Wasserstein distance between two persistence diagrams is defined by
Wq,p˜(Ω˜1, Ω˜2) =
[
inf
η:Ω˜1→Ω˜2
∑
τ˜p˜,k∈Ω˜1
|τ˜p˜,k − η(τ˜p˜,k)|q∞
]1/q
, q = 1, 2, . . . , (2.3)
where p˜ is referred to as its dimension and q is its degree. When q = ∞, (2.3) is the
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bottleneck distance of dimension p˜ defined by
W∞,p˜(Ω˜1, Ω˜2) = inf
η:Ω˜1→Ω˜2
sup
τ˜p˜,k∈Ω˜1
|τ˜p˜,k − η(τ˜p˜,k)|∞. (2.4)
The bottleneck distance is obtained by minimizing the largest distance of any two corre-
sponding points of diagrams, over all bijections between Ω˜1 and Ω˜2 and is less sensitive
to details in the diagrams.
Example 2.3. Wasserstein and Bottleneck Distances. Let Ω˜1 be pers.diag.2,
the persistence diagram obtained in Example 2.2. Let Ω˜2 be pers.diag.3, the persistent
diagram we construct from a different point cloud from the same unit circle. We use
R-TDA to compute the Wasserstein distance with q = 1 (denoted by the argument p=1
below):
set.seed(2); PC2 <- circleUnif(n = 60, r = 1)
pers.diag.3 <- ripsDiag(X=PC2, maxdimension = 1,maxscale = max(dist(X))$diagram
wasserstein(pers.diag.2, pers.diag.3, p=1, dimension = 0)
1.034579
The function bottleneck enables us to compute the bottleneck distance between
the two persistence diagrams. The Wasserstein distance is larger than the bottleneck
distance since the former measures more detailed difference between the diagrams.
bottleneck(pers.diag.2, pers.diag.3, dimension = 0)
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0.06954618
It is important to construct persistence diagrams using the same distance functions
(Chazal et al., 2018), as we show below. For instance, we can construct a persistence
diagram pers.diag.4 for the point cloud in Example 2.1 using the Manhattan distance
(DM(vi,vj) =
∑d
`=1 |vi,` − vj,`|, 1 ≤ i, j ≤ N) instead of the Euclidean distance.
dist.PC.man <- dist(PC, method = "manhattan"); max.dist=max(dist.PC.man)
pers.diag.4=ripsDiag(X=dist.PC.man,dist="arbitrary",maxdimension=1,
maxscale=max.dist)$diagram
wasserstein(pers.diag.2, pers.diag.4, p=1, dimension = 0)
2.145083
bottleneck(pers.diag.2, pers.diag.4, dimension = 0)
0.8279462
2.3.3 TDA of Time Series via Point Clouds
Time series do not naturally have point cloud representations, and are transformed to
point clouds using Takens’s Embedding Theorem (Takens et al., 1981) before we can
do TDA as discussed in Section 2.3.1. This approach has been used in the literature
mostly for quantifying periodicity in time series (Perea and Harer, 2015), clustering
time series (Seversky et al., 2016), classifying time series (Umeda, 2017), or finding
early signals for critical transitions (Gidea, 2017; Gidea and Katz, 2018). Takens’s
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embedding guarantees the preservation of topological properties of a time series but not
its geometrical properties.
Takens’s Delay Embedding for Time Series
Let {xt, t = 1, 2, . . . , T} denote an observed time series. We use Takens’s embedding
to convert the time series into a point cloud with points vi = (xi, xi+τ , . . . , xi+(d−1)τ )′,
where d specifies the dimension of the points and τ denotes a delay parameter. For
example, if d = 2 and τ = 1, then, vi = (xi, xi+1)
′, whereas if d = 15 and τ = 2,
vi = (xi, xi+2, . . . , xi+28)
′. Both d and τ are unknown and must be determined in
practice.
Choice of τ . Researchers have used different approaches for choosing the delay param-
eter τ . It may be selected as the smallest time lag h where the sample autocorrelation
function (ACF) ρˆh becomes insignificant, i.e., smaller in absolute value than the critical
bound 2√
T
(Khasawneh and Munch, 2016). Truong (2017) also used the ACF, but in
a slightly different way. He chose τ as the smallest lag for which (ρˆτ − ρˆτ−1)/ρˆτ > 1/e
and ρˆτ <
2√
T
. Pereira and de Mello (2015) determined τ using the first minimum of
the auto mutual information (the mutual information between the signal and its time
delayed version).
Choice of d. Truong (2017) and Khasawneh and Munch (2016) used the false nearest
neighbor method (Kennel et al., 1992) to determine the embedding dimension d as the
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integer such that the nearest neighbors of each point in dimension d remain nearest
neighbors in dimension d + 1, and the distances between them also remain about the
same. Alternately, an R function false.nearest in the package tseriesChaos which
implements an approach due to Hegger et al. (1999) may be used. Some authors (Pereira
and de Mello, 2015; Seversky et al., 2016), simply assume d to be 2 or 3, while Perea has
suggested the use of d = 15 on time series after a cubic spline interpolation (see Section
2.3.3).
The choice of d and τ then determine the number of points N in the point cloud.
In Example 2.4, we illustrate one approach for constructing a point cloud from pure
periodic signals with no noise and then obtaining a persistence diagram. In Example
2.5, we discuss another approach described in Perea et al. (2015) for noisy time series,
when the focus is on finding series with the same periodicity.
Example 2.4. Pure Signals to Persistence Diagrams. We generate point clouds
from three periodic cosine signals of length T = 480 with periods 12, 48, and 96 respec-
tively, and then construct their persistent diagrams. We set d = 2, and use the ACF
method discussed above to choose τ . We show R code for the time series ts1:
per1=12;ts1 = cos(1:T*2*pi/per1);d=2;
tau <- which(abs(acf(ts.ex, plot = F)$acf) < 2/sqrt(T))[1]-1
PC=t(purrr::map_dfc(1:(T-(d-1)*tau+1),~ts.ex[seq(from=.x, by=tau, length.out=d)]))
diag=ripsDiag(PC, maxdimension=1, maxscale=max(dist(PC)))
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ts.plot(ts.ex);plot(PC,xlab ="x1",ylab="x2",main="PC");plot(diag$diagram)
In Figure 6, the top row shows the signals, the middle row shows the point clouds
and the bottom row shows the persistence diagrams. The black dots represent the birth-
death of 0-th homology groups and their persistence shows the dispersion of the points
in the point cloud. When there are more black dots close to the diagonal, the point
cloud is more dispersed. Particularly, the point cloud PC.3 from the time series with
period 96 have points close to each other compared with PC.1, so that it has more black
dots in the persistence diagram closer to the diagonal.
The red triangles represent the birth-death of first homology groups, indicating circles
in the point cloud. The red triangle from the time series with period 96 is further away
from the diagonal compared to the series with period 12, and thus has longer persistence
in the first homology group. Seeing a circle indicates that the time series is periodic.
This is in contrast to the persistence diagram for the same time series based on sublevel
set flitration of a function, as discussed in Example 3.2.
Pairwise bottleneck distances between the three persistence diagrams are shown in
Table 1, computed using code as shown below:
round(bottleneck(diag1$diagram, diag2$diagram, dimension = 0), digits = 2)
To study the effect of d, we repeat the computations for d = 3 and d = 15 and also show
all pairwise bottleneck distances in the table. While the values of the distances between
the diagrams change as d changes, the relative behavior is preserved, independent of d.
34
Time
ts1
0 100 200 300 400
-1
.0
0.
0
1.
0
Time
ts2
0 100 200 300 400
-1
.0
0.
0
1.
0
Time
ts3
0 100 200 300 400
-1
.0
0.
0
1.
0
-1.0 -0.5 0.0 0.5 1.0
-1
.0
0.
0
1.
0
PC.1
x1
x2
-1.0 -0.5 0.0 0.5 1.0
-1
.0
0.
0
1.
0
PC.2
x1
x2
-1.0 -0.5 0.0 0.5 1.0
-1
.0
0.
0
1.
0
PC.3
x1
x2
 
 
0.0 0.5 1.0 1.5 2.0
0.
0
1.
0
2.
0
Birth
De
at
h
 
 
0.0 0.5 1.0 1.5 2.0
0.
0
1.
0
2.
0
Birth
De
at
h
 
 
0.0 0.5 1.0 1.5 2.0
0.
0
1.
0
2.
0
Birth
De
at
h
Figure 6: Pure Periodic Signals to Persistence Diagrams.
Specifically, the bottleneck distances between Ω˜1 and Ω˜2 and between Ω˜1 and Ω˜3 are
larger than the distance between Ω˜2 and Ω˜3 in the 0-th and first homology groups.
Table 1: Pairwise Bottleneck Distances Between Persistence Diagrams for Different d.
d = 2 d = 3 d = 15
(1,2) (1,3) (2,3) (1,2) (1,3) (2,3) (1,2) (1,3) (2,3)
0th 0.26 0.26 0.07 0.36 0.36 0.09 0.73 0.73 0.18
1th 0.39 0.45 0.06 0.53 0.63 0.09 1.09 1.28 0.19
Point Cloud Construction using SW1PerS
The SW1PerS (Sliding Windows and 1-Persistence Scoring) method is an alternate,
more comprehensive approach proposed by Perea et al. (2015) to detect periodicity from
noisy time courses whose underlying signals may have different shapes. The approach
addresses the following items.
Denoising. The approach considers two types of denoising that are left as options to
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the user. The first type smooths the raw time series by a moving average in order to
make it easier to detect the signal. The second type is a moving average on the point
cloud. As an alternative to moving averaging, Pereira and de Mello (2015) used the
Empirical Mode Decomposition (EMD) (Huang et al., 1998) on the raw time series.
Spline Interpolation. The spline interpolation allows handling unevenly spaced time
series, or time series with low temporal resolution.
Point Cloud Standardization. Standardization helps with signal dampening and to
make the procedure amplitude blind.
The pipeline for this approach is described in the following steps.
Step 0. Optionally (Perea and Harer, 2015), denoise the observed time series {xt, t =
1, 2, . . . , T} using a simple moving average whose window size is no higher than one
third of the selected dimension d. They recommended an embedding dimension of
d = 15 and N = 201 as the size of the point cloud; then T1 = N + d = 216.
Step 1. For selected values of d and τ (see below), create a point cloud from the (pos-
sibly denoised) time series using Steps 1.1 and 1.2.
Step 1.1. Recover a continuous function g : [0, 2pi]→ R by fitting a cubic spline to the
denoised time series {xt, t = 1, 2, . . . , T}.
Step 1.2. Using values g(t1), g(t2), . . . , g(tT1) from the continuous spline fit g(.) at evenly
spaced time points 0 = t1 ≤ t2 ≤ . . . ≤ tT1 = (T1 − 1)τ = 2pi, construct a
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point cloud with N = T1−d points v(0)t = (g(t), g(t+τ), . . . , g(t+(d−1)τ))′ ∈
Rd, t = 0, τ, . . . , 2pi − (d− 1)τ and so τ = 2pi
N+d−1 .
Step 2. Pointwise Point cloud standardization:
vt =
v
(0)
t − v¯(0)t 1
||v(0)t − v¯(0)t 1||
; v¯
(0)
t =
d∑
i=1
v
(0)
t,i /d, ||v(0)t − v¯(0)t 1|| =
√√√√ d∑
i=1
(v
(0)
t,i − v¯(0)t )2,
(2.5)
where v
(0)
t = (v
(0)
t,1 , v
(0)
t,2 , . . . , v
(0)
t,d )
′ and 1 is the d-dimensional vector of 1’s.
Step 3. Construct the persistence diagram from the point cloud as shown in Section
2.3.1.
This method is powerful for detecting periodicity in time series. To develop a score for
quantifying the periodicity, Perea et al. (2015) first found the longest persistence of the
birth-death of the first homology groups (λ1,kM ,1, λ1,kM ,2), where kM = arg maxk(λ1,k,2−
λ1,k,1) is chosen to indicate maximum persistence, and used it to compute
S = 1− λ
2
1,kM ,2
− λ21,kM ,1
3
.
Since 0 ≤ λ1,kM ,1 ≤ λ1,kM ,2 ≤
√
3, for periodic (nonperiodic) time series, the score is
close to zero (one). The R code for implementing Step 1-Step 3 for Case 1 is shown
below (the code for other cases is similar):
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x.ts = ts1; d=15; N=201; T1 = 216;
x.ts <- pracma::movavg(x.ts, 5, type = "s") #step 0
sp.ts <- stats::spline(1:T*2*pi/T, x.ts, n=T1)$y #step 1.1
PC <- plyr::ldply(map(1:N, ~sp.ts[.x:(.x+d-1)]))#step 1.2
X.PC=t(apply(PC,1,FUN=function(x){(x-mean(x))/sqrt(sum((x-mean(x))^2))})) #step2
diag <- ripsDiag(X=x.PC, maxdimension = 1, maxscale = sqrt(3))#step 3
The main contributions of Perea et al. (2015) are the use of extensive simulation
studies to show that topological features of time series are largely the same under various
non-sinusoidal shapes as well as under differences in amplitude, phase, mean, frequency,
or trend. The results may be affected by a differences in noise variances, as well as by
the shapes of the noise and signal distributions.
Example 2.5. Using SW1PerS for Periodicity Quantification. We generate
white noise t with variance σ
2
 = 0.64, and then generate periodic time series signals
each of length T (= 480), denoted by ts1, ts2, ts3, ts4, and shown in the top row
of Figure 7.
• Case 1: xt = cos(2pit/12) + t,
• Case 2: xt = 0.05t+ 10(cos(2pi(t− ϕ)/48) + t),
• Case 3: xt = 10(cos(2pit/12) + t) exp (−0.01t),
• Case 4: xt = t
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The series ts2 differs from ts1 in frequency, phase, and linear trend, whereas ts3
only differs from ts1 in shape and amplitude; ts4 is the white noise series. Figure 7
shows that the method in Perea et al. (2015) is insensitive to different periodicities. The
top row shows the simulated time series under the four cases. The middle row presents
a two dimensional view of the point clouds constructed with d = 15 and τ = 1, via the
first two principal components. The bottom row shows the persistence diagrams, along
with the periodicity score S. For periodic (nonperiodic) time series, the score is close
to zero (one), so that the scores for Case 1 to Case 3 are close to 0, while Case 4 has a
score close to 1.
2.4 Persistent Homology Based on Functions
We first give a basic review of TDA based on functions, followed by the use of frequency
domain representations of time series as starting points for TDA.
2.4.1 Function to Persistence Diagram - A Basic Review
When data is in the form of a continuous function f : Rd → R, or can be converted
to such a function, TDA using sublevel set filtration is carried out by discretizing
the function into grids and then implementing computational homology on the dis-
cretized function. Suppose the components of the function are z = (`1δ, `2δ, . . . , `dδ), for
`1, `2, . . . , `d = 0,±1,±2, . . ., where d > 0 and δ > 0. The sublevel set of the function is
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Figure 7: Persistence Diagrams of Periodic Time Series with Different Shapes
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defined as
Lλ(f) = {z : f(z) ≤ λ, z ∈ Rd}, (2.6)
where 0 ≤ λ ≤ maxz f(z). Define a simplex as a set of components in Lλ(f) which are
“neighbors”, i.e., z1, z2 ∈ Lλ(f), and |z1,j − z2,j| ≤ δ, j = 1, 2, . . . , d.
Recall from Section 2.3.1 that a simplex with (p˜ + 1) components is called a p˜-
simplex. Since only adjacent points on the grid can be neighbors, the function f(z) can
admit at most a d-simplex, so that p˜ ≤ d − 1 (Edelsbrunner and Harer, 2010). When
d = 1, there are only connected components, whose births and deaths are given by
τ˜0,k = (λ0,k,1, λ0,k,2), k = 1, 2, . . . , k0. The computations in the steps that are summarized
below are done using the R function gridDiag (Fasy et al., 2014).
Step 1. Assume a filtration parameter starting at λ = minz f(z) and let Lλ(f) = {z :
f(z) = minz f(z)}.
Step 2. Construct topological features for increasing values of λ. For each λ, simplicial
complexes can be constructed from the sublevel set Lλ(f), and α˜p˜,k can be com-
puted using computation homology, where 0 ≤ p˜ ≤ d − 1. If an elder topology
α˜p˜,k1 and a younger topology α˜p˜,k2 merge into a single α˜p˜,k at some λ value, then
α˜p˜,k1 becomes α˜p˜,k and α˜p˜,k2 dies at λ, using the Elder Rule (Edelsbrunner and
Harer, 2010).
Step 3. The persistence diagram is the output of the set of points representing birth-
death of homology groups {τ˜p˜,k = (λp˜,k,1, λp˜,k,2) : p˜ = 0, 1, . . . ; k = 1, 2, . . . , kp˜}.
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Example 3.1. Discretized Function to Persistence Diagram. We present an
example of using TDA on a one-dimensional discretized real function generated using
the code chunk below, where funval contains values of the function taken over a grid:
funval = c(1, 0.5, 1, 1.5, 0.5, 0, 1, 1, 0.5, 1)
(pers.diag.4 <- gridDiag(FUNvalues = funval, sublevel = TRUE) )
$diagram
dimension Birth Death
[1,] 0 0.0 1.5
[2,] 0 0.5 1.5
[3,] 0 0.5 1.0
The persistence diagram contains three connected components born at λ = 0 and λ =
0.5, corresponding to the function having three local minima at these two distinct λ
values. In Figure 23(a), a connected component emerges when λ = 0 and is marked as
a blue dot (it is the earliest/oldest connected component).
plot(funval, x=1:10, type = "l",yaxt=’n’,ylim = c(0,2), cex.axis=1.4, xlab = "z",
ylab= "y", cex.lab= 1.3, cex=1.2, lwd=1.5, lty=1, pch=1, bty=’n’, main="(a)")
points(x=6, y=0, pch=16, col="blue", type = "p")
ticks<-c(0, 0.5, 1, 1.5, 2); axis(2,at=ticks,labels=ticks)
abline(a=0, b=0, lty=2, lwd=1,pch=1)
The vertical dashed line in Figure 23(b) corresponds to the birth time λ = 0, while
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the horizontal dashed line tracks the current filtration parameter λ. There is no point
on the birth/death plot yet, as no connected components have died at λ = 0.
plot(rep(0,11),x=0:10/5,type = "l",cex.axis=1.4,xaxt=’n’,xlab= "birth",yaxt=’n’,
ylim=c(0,2),ylab="death",cex.lab=1.3,cex=1.2,lwd=1.5,lty=2,pch=1,bty=’n’,main="(b)")
axis(1,at=ticks,labels=ticks); axis(2,at=ticks,labels=ticks); abline(v=0, lty=2)
Figure 23(c) corresponds to λ = 0.5. There are two more connected components
indicated by the blue dots at (2, 0.5) and (9, 0.5). The blue dot (6, 0) in the middle
with a blue line connecting it to the dot (5, 0.5) indicates that the oldest connected
component enlarges.
plot(funval, x=1:10, type = "l",yaxt=’n’,ylim = c(0,2),cex.axis=1.4,xlab = "z",
ylab = "y",cex.lab= 1.3, cex=1.2,lwd=1.5, lty=1, pch=1, bty=’n’, main = "(c)")
axis(2,at=ticks,labels=ticks); abline(a=0.5, b=0, lty=2, lwd=1,pch=1)
points(x=6, y=0, pch=16, col="green4", type = "p",xlab = "z", ylab= "y")
points(x=c(2,5,9), y=rep(0.5,3), pch=16, col="blue", type = "p",xlab="z",ylab="y")
segments(x0=6, y0=0, x1=5, y1=0.5, lty = 1, pch=1, lwd=2.5, col = "blue")
Figure 23(d) has one more vertical dashed line, which gives the birth time for the
other two new connected components. There is no connected component dead yet, and
so no points are shown on the second plot either. The code chunks for plotting these
are similar and are not shown due to space limitations. When λ = 1, in Figure 23(e), all
components enlarge and one newer component is killed by the elder one because they
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Figure 8: Construction of a persistence diagram corresponding to a one-dimensional
continuous real function. (a) is the function and (h) is the persistence diagram. (c),
(e) and (g) show the sublevel set filtration procedure, while (b), (d) and (f) are the
intermediate steps for constructing the persistence diagram.
are merged. There is a black dot at (0.5, 1) in Figure 23(f), which indicates the newer
connected component that is born at λ = 0.5 and is dead at λ = 1. When λ = 1.5
reaching the maximum of the function in Figure 23(g), the last component is killed.
The black dot at the location (0, 1.5) in Figure 23(h) is for the last component. The
other black dots corresponding to (0.5, 1.5) and (0.5, 1) show the birth and death of
other connected components.
Example 3.2. Morse Function to Persistence Diagram. An alternate technique
for persistent homology which is robust to noisy point cloud data uses the R function
gridDiag (Chazal et al., 2018). As mentioned in the introduction, a point cloud is
assumed as a sample from an underlying manifold. To learn the topology of the manifold,
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gridDiag enables us to construct a Morse function such as the distance-to-measure
(DTM) function from the point cloud using the sublevel set filtration. Suppose the
point cloud is {xi ∈ Rd, i = 1, 2, . . . , N}. Represent the DTM function from Rd → R
as
f (DTM)(x) =
√ ∑
xi∈Nk(x)
||xi − x||2/k,
where k = [mN ] (m is the parameter m0) and Nk(x) is the set containing the k nearest
neighbors of x in the point cloud.
A higher value of f (DTM)(x) means that x is further away from most of the points.
DTM is also robust to outliers (Chazal et al., 2018). We illustrate using the same point
cloud data from Example 2.1:
m0=0.05; by <- 0.065; Xlim <- range(PC[,1]); Ylim <- range(PC[,2])
(pers.diag.5 = gridDiag(X=PC, FUN=dtm, lim=cbind(Xlim, Ylim), by=by, m0=m0) )
$diagram
dimension Birth Death
[1,] 0 0.02414385 0.96912324
[2,] 0 0.02623549 0.15885911
[3,] 0 0.03489488 0.15662338
...
[20,] 0 0.14527336 0.15092905
[21,] 1 0.20234735 0.96912324
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Here, lim specifies the range of the point cloud in different dimensions, by is the step
size for increasing λ, and m0 (which lies in (0, 1) with 0.05 as the default value) is the
smoothing parameter of the DTM method. The code for constructing Figure 9 is shown
below:
par(mfrow = c(1,2))
Xseq <- seq(from = Xlim[1], to = Xlim[2], by = by)
Yseq <- seq(from = Ylim[1], to = Ylim[2], by = by)
Grid <- expand.grid(Xseq, Yseq); DTM = dtm(X = PC, Grid = Grid, m0 = m0)
persp(x = Xseq, y = Yseq,z = matrix(DTM, nrow = length(Xseq), ncol = length(Yseq)),
xlab = "", ylab = "", zlab = "", theta = -20, phi = 35, scale = FALSE,
expand = 2, col = "red", border = NA, ltheta = 50, shade = 0.5,main = "(a)")
plot(pers.diag.5[["diagram"]], main = "(b)")
Figure 9(a) shows the DTM function of the point cloud. The function has a peak in
the middle of the plot, surrounded by a rough circle of local minima (since the original
point cloud is from the unit circle and DTM is a smoothed distance function) Figure 9(b)
shows the persistence diagram. The dots in the persistence diagram are the birth-death
points of 0-th homology groups and the triangle denotes the birth-death point of first
homology group. There are only 20 birth-death points of 0-th homology groups instead
of 60 as we saw in Example 2.1, because the DTM smooths the distance function, as
mentioned earlier, resulting in a different output from those in Examples 2.1 and 2.2.
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Figure 9: Distance-to-Measure (DTM) function and the persistence diagram.
The point at (0.2, 0.97) indicates a big circle in the data (representing the topology of
the underlying unit circle).
2.4.2 TDA of Time Series via Frequency Domain Functions
Section 3.2.1 discusses TDA starting from variations of the Fourier transform for continuous-
valued time series, while Section 3.2.2 shows how to build persistence diagrams based
on Walsh Fourier transforms for categorical time series.
Discrete Fourier Transforms to Persistence Diagrams
In this section, we look at topological properties of time series through their frequency
domain representations such as second-order spectra. We construct a persistence dia-
gram using sublevel set filtration on the smoothed tapered estimate of the second-order
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spectrum of the time series {xt, t = 1, . . . , T}. The modified DFT (Stoffer, 1991) and
corresponding periodogram with tapering are defined as
dh(ωj) = T
−1/2
T∑
t=1
htxte
−2piiωjt and
Ih(ωj) = |dh(ωj)|2,
for t = 1, 2, . . . , T , where ht is a taper function. In Example 3.3, we show the use of
the R function gridDiag to construct the persistence diagram starting from a smoothed
version of Ih(ωj), using the Daniel window for smoothing.
Example 3.3. Smoothed Tapered Second-order Spectrum to Persistence Di-
agram. We use the R function gridDiag to construct the persistence diagrams for
the same three periodic time series signals shown in Example 2.4. For Case 1, spc.t1
denotes the smoothed tapered periodogram (taper= 0.1 as default in the R function
spec.pgram, and smoothing via the modified Daniel window (0.25, 0.5, 0.25)) of the
time series ts1.
x.1 = 1:length(ts1); ts1 = lm(ts1~x.1)$residuals; ts1 = ts1/sd(ts1) #Step 1
spc.t1=spec.pgram(ts1, kernel=kernel("modified.daniell", c(1)), plot = F)#Step 2
#Step 3
PD.t1=gridDiag(FUNvalues=spc.t1$spec,location = FALSE, sublevel=TRUE)$diagram
In Figure 10, the top row shows the time series signals, the middle row shows the
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Figure 10: Persistence diagrams using second-order spectrum.
second-order spectra and the bottom row shows the persistence diagrams. The peaks in
the spectra occur at different frequencies and correspond to the contributions at these
frequencies to the total variance of xt. The three persistence diagrams in the bottom row
are similar to each other, since this method is insensitive to differences in the periodicity
of the time series.
In contrast with the persistence diagrams in Figure 3 for the same signals, we no
longer see red triangles for first homology groups, indicating that there is a difference
between constructing persistence diagrams from point clouds versus the spectrum.
We compute the bottleneck distances between the three persistence diagrams. The
distance between Case 1 and Case 2 is 0.01, which is much smaller than the distance
between Case 1 and Case 3 which is 2.77, or the one between Case 2 and Case 3 which
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is 2.76. The code for computing the distances is similar to the one shown in Example
2.4.
Walsh-Fourier Transforms to Persistence Diagrams
Stoffer (1991) suggested that Walsh spectral analysis is suited to the analysis of discrete-
valued and categorical-valued time series, and of time series that contain sharp discon-
tinuities. The fast Walsh-Fourier Transform construction uses the method of Shanks
(1969) to decompose a time series {xt, t = 1, . . . , T} into a sequence of Walsh functions,
each representing a distinctive binary sequency pattern. If the time series length T is
not a power of 2, let T2 denote the next power of 2. For example, if T = 1440, then
T2 = 2
11 = 2048. We use zero-padding to obtain a time series of length T2 by setting set
xT+1, xT+2, . . . , xT2 = 0.
For j = 0, . . . , T2 − 1, let λj = j/T2 denote the jth sequency. Let W (t, j) denote the
t-th Walsh function value in sequency λj. Walsh functions are iteratively generated as
follows (Shanks, 1969):
W (0, j) = 1, j = 0, 1, . . . , T2 − 1,
W (1, j) =

1 j = 0, 1, . . . , (T2)/2− 1
−1 j = (T2)/2, (T2)/2 + 1, . . . , T2 − 1
W (t, j) = W ([t/2], 2j)×W (t− 2[t/2], j), (2.7)
t = 2, . . . , T2 − 1, j = 0, 1, . . . , T2 − 1,
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Figure 11: Persistence diagrams using Walsh-Fourier Transforms.
where [a] denotes the integer part of a. For more details on Walsh functions, refer to
Stoffer (1991). The Walsh-Fourier Transform (WFT) of the time series is computed as
dT (λj) =
1√
T2
T2∑
t=1
xt W (t, j)), 0 ≤ j ≤ T2 − 1. (2.8)
The computational complexity is O(T log(T )) (Shanks, 1969). In Example 3.4, we
illustrate the construction of a persistence diagram for a categorical time series with two
levels.
Example 3.4. Walsh-Fourier Transform to Persistence Diagram. In Figure 11,
a simulated categorical time series of length T = 120 with two levels, 0 or 1, is shown
in the first column. Level 1 only occurs in the period between t = 21 and t = 100.
The middle column shows the WFT of the time series, while the third column shows
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its persistence diagram. There is one point in the diagram away from the diagonal line,
which is a significant birth-death point of the 0-th homology groups.
The R code for simulating the time series and converting the WFT into a persistence
diagram is shown below.
x.ts = c(rep(0, 20), rep(1, 80), rep(0, 20))
# create WFT using C++ code
x.diag=gridDiag(FUNvalues = x.WFTs, location = FALSE, sublevel = TRUE)$diagram
2.5 Feature Construction Using TDA
Unlike a vector space, the space of persistence diagrams is not easy to work with. For
instance, a set of persistence diagrams may not have a unique mean (Mileyko et al.,
2011). The bottleneck or Wasserstein distances are also more complicated than the
Euclidean distance in practice. This section discusses an alternative.
2.5.1 Persistence Landscapes - A Basic Review
Bubenik (2015) introduced persistence landscapes as useful statistical summaries which
build topological features and are easy to combine with tools from statistics and machine
learning. This section reviews persistence landscapes while Section 2.5.2 describes their
construction for time series, with examples.
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The νth order persistence landscape of p˜-th homology groups is defined as
PLp˜,ν(`) = {min(`− λp˜,k,1, λp˜,k,2 − `)+ : k = 1, 2, . . .}(ν) (2.9)
where λp˜,k,1 and λp˜,k,2 were introduced under Step 3 of Section 2.3.1, ` ∈ R, min(a, b)+
denotes the smaller value if both a and b are positive, or zero if neither value is
positive, and {A}(ν) is the ν-th order statistic of the set A. Bubenik (2015) proved
that a set of persistence landscapes admits a unique mean and preserves statistical
stability of the data distribution. If we assume that the observed data X is a ran-
dom draw from an underlying space X equipped with a probability measure, and as-
sume multiple copies X1,X2, . . . ,XN , then the mean of their persistence landscapes
PL
(N)
p˜,ν (`) =
∑N
i=1 PL
(i)
p˜,ν(`)/N would converge almost surely (as N →∞) to the expecta-
tion of the persistence landscapes E(PLXp˜,ν(`)) if and only if
E||PLXp˜,ν(`)|| =
∫
`
|PLXp˜,ν(`)|d` <∞,
i.e.,
∫
`
|PLXp˜,1(`)|d` < ∞ for all p˜. This means that the set of persistence landscapes
from the observed data is a good representative for the underlying distribution of true
persistence landscapes and it is possible to do statistical inference for these using the
sample persistence landscapes. Another important statistical property is the stability in
terms of using persistence landscapes versus using persistence diagrams. Suppose there
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are two persistence diagrams Ω˜1 and Ω˜2 together with the corresponding persistence
landscapes PL
(1)
p˜,ν(`) and PL
(2)
p˜,ν(`). Then, ||PL(1)p˜,ν(`)−PL(2)p˜,ν(`)||q =
[ ∫
ν
|PL(1)p˜ −PL(2)p˜ |q
]1/q
is no larger than a function of the q-Wasserstein distance Wq,p˜(Ω˜1, Ω˜2). Intuitively, it
means that using persistence landscapes could preserve differences in the persistence
diagrams.
The following steps describe the construction of persistence landscapes of p˜-th ho-
mology groups in increasing order starting from the first-order landscape.
Step 1. Extract the first homology groups τ˜p˜,k (k = 1, 2, . . . , kp˜) from the persistence
diagram Ω˜ and create a set of computation grids, ` = M1,M1 + δ,M1 +2δ, . . . ,M2,
where the lower and upper bounds M1 and M2 are usually set as mink λp˜,k,1 and
maxk λp˜,k,2 respectively. Here, δ depends on the degree of resolutions. The R
function landscape uses 500 grid points by default so that δ = (M2 −M1)/500.
Step 2. Use each τ˜p˜,k to compute PLp˜,k(`) = min(`− λp˜,k,1, λp˜,k,2 − `)+ for all values of
`.
Step 3. Fixing `, sort plp˜,k(`) in decreasing order, calling them pl
(1)
p˜ (`), pl
(2)
p˜ (`), . . . , pl
(kp˜)
p˜ (`).
Step 4. Output the νth order persistence landscape of the p˜-th homology groups,
PLp˜,ν(`) = (pl
(ν)
p˜ (`))+, where ν = 1, 2, . . . and set pl
(ν)
p˜ (`) = 0 when ν > kp˜.
Step 3 primarily determines the computational cost of constructing persistence land-
scapes. Higher order persistence landscapes require more values sorted for each `, which
could be costly when kp˜ (number of p˜-th homology groups) is large.
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Example 4.1. Persistence Landscapes from Persistence Diagrams. The R
function landscape can be used to compute persistence landscapes. We illustrate on
the the persistence diagram from Example 2.3.
Diag = pers.diag.3$diagram; Land <- c(); k=1; threshold=1
while(threshold>0){
Land <- cbind(Land, landscape(Diag = Diag, dimension = 0, KK = k,
tseq = seq(min(Diag[,2:3]), max(Diag[,2:3]), length=500)))
threshold = sum(abs(Land[, ncol(Land)]))
}
[,1] [,2] [,3] [,4]
[1,] 0.000000000 0 0 0
[2,] 0.003006012 0 0 0
[3,] 0.006012024 0 0 0
.....
[499,] 0.003006012 0.003006012 0 0
[500,] 0.000000000 0.000000000 0 0
In the code above, the function landscape takes several arguments. When dimension=0,
it takes 0-th homology groups of the persistence diagram pers.diag.3 to compute land-
scape functions. The KK argument specifies the order of landscapes to be computed. The
tseq argument specifies the range of the landscape functions. It uses a while-loop to
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Figure 12: Persistence landscapes of the persistence diagram pers.diag.3.
compute persistence landscapes of all orders (here, four) over 500 grids ranging from the
minimum of the birth time to the maximum of the death time.
Persistence landscapes of any order can be used as features. Lower order persistence
landscapes contain information about important topological features than higher order
persistence landscapes which are closer to zero and handle topological noise. Therefore,
selecting the order of the persistence landscapes to serve as features requires a delicate
balance between missing important signals and introducing too much noise.
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2.5.2 TDA of Time Series via Persistence Landscapes
TDA on functions can be used to construct feature representations for time series anal-
ysis, and persistence landscapes are useful as topological representations for similar-
ity/dissimilarity analysis on time series. In the literature, different representations of
time series have been used, such as the weighted Fourier transform in Wang et al. (2018)
or the Walsh-Fourier transform in Chen et al. (2019). We describe these situations in
the following sections.
Persistence Landscapes for Continuous Time Series
Wang et al. (2018) proposed TDA to measure structural changes in electroencephalogram
(EEG) time series. They first constructed Fourier transforms of the time series, then
applied an exponential weighting scheme on the Fourier transforms to focus on the more
important low frequency components of EEG. They further smoothed the weighted
Fourier transform in order to make it a Morse function (Palais, 1963).
The smoothed weighted Fourier series of a time series {xt, t = 1, . . . , T} has the form
µˆkTu(t) =
∑
j∈I1
e−(2jpi/T )
2σaj cos(2jpit/T ) +
∑
j∈I2
e−(2jpi/T )
2σbj sin(2jpit/T ),
where I1 = {j = 0, 1, 2, . . . , k : |aj| > Tu}, I2 = {j = 1, 2, . . . , k : |bj| > Tu},
Tu = s
√
2 log(n), aj =
2
T
∑T
t=1 xt cos(2jpit/T ), bj =
2
T
∑T
t=1 xt sin(2jpit/T ) and a0 =∑T
t=1 xt/T . Here, k is the degree deciding the highest frequency [k/T ] to be included in
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the representation (for T = 500, they used k = 99), n is the number of data points in each
phase and s is the median of the absolute deviation (MAD) of the Fourier coefficients:
a(m) = median{|ai|, i = 1, 2, . . . , k}
b(m) = median{|bi|, i = 1, 2, . . . , k}
s = median{|ai − a(m)|, |bj − b(m)|, i, j = 1, 2, . . . , k} (2.10)
Using this finite sum of weighted sinusoidal functions, they argued that µˆkTu(t) be-
comes a Morse function. They used this Morse function representation to construct
persistence landscapes of all orders as features to detect possible structural changes.
A main contribution of this paper is to show via simulation studies that the proposed
TDA framework is robust to topology-preserving transformations such as translation and
amplitude and frequency scaling, while being sensitive to topology-destroying transfor-
mations. They argued the topological change happens only if there is a structural change
in the time series.
Persistence Landscapes for Categorical Time Series
Chen et al. (2019) described TDA of categorical time series via their Walsh-Fourier
transforms (which are not Morse functions). They constructed first order persistence
landscapes based on Walsh-Fourier transforms of categorical time series, which they then
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used as features for clustering. They applied this analysis to a large travel-activity data
set, carrying out computations in parallel. They showed that construction of the first
order persistence landscape only involves a linear transformation of the Walsh Fourier
transform.
Given a sequence of WFT dT (n, λj), j = 0, 1, . . . , T2 − 1 of the time series xn,t, n =
1, 2, . . . , N , denote the minimum and maximum of the WFT values of the time series
xn,t by
dn,min = min
j
dT (n, λj) and dn,max = max
j
dT (n, λj).
Let
Dmin = min
n
dn,min and Dmax = max
n
dn,max
denote the minimum and maximum values of the WFTs across all N time series. The
first-order persistence landscape of xn,t is obtained for ` = 1, 2, . . . , L as
PL(n, `) = min(V1(n, `), V2(n, `))+ (2.11)
where
V1(n, `) = Dmin +
(`− 1)(Dmax −Dmin)
L− 1 − dn,min,
V2(n, `) = dn,max −Dmin − (`− 1)(Dmax −Dmin)
L− 1 ,
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Figure 13: Persistence diagrams using Walsh-Fourier Transforms.
and (a)+ denotes the positive part of a real number a. For ` = 1, 2, . . . , L and n =
1, . . . , N , the PL(n, `) are piecewise linear functions that constitute features constructed
for each of the N time series and useful for clustering. Our C++ code is available here:
https://github.com/bluemarlon/TDA-of-K-means-on-1st-PL.
In Figure 13, the first column shows categorical time series on activity-travel behavior
of two randomly chosen adults from the National Household Travel Survey (Chen et al.,
2019). The length of each time series is T = 1440, corresponding to the number of
minutes in a day. The response has three levels for each adult: 0 for staying at home,
1 for travel and 2 for being out of the home. The middle column shows the WFT of
the time series, each of length T2 = 2048. The last column shows first order persistence
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landscapes which are quite distinct for the two series.
After the first order persistence landscapes are constructed, Chen et al. (2019) used
a divide and combine K-means approach for clustering a large number of subjects and
identified three distinct temporal patterns among them. The main contribution of this
paper was to implement clustering of a large set of activity-travel time series through
TDA of non-Morse functions.
2.5.3 Other TDA Based Approaches
Numerical summaries other than persistence landscapes have been used for clustering
(Berwald et al., 2013; Pereira and de Mello, 2015; Seversky et al., 2016), classification
(Umeda, 2017), and break detection (Gidea, 2017; Gidea and Katz, 2018) of time series.
We give a brief review in the following sections.
Clustering
TDA based feature construction may be used with classical clustering methods, like K-
means clustering for time series. For instance, Pereira and de Mello (2015) considered
the model analyzed by Costantino et al. (1995) for evaluating two regimes of adult
Tribolium flour population growth (numerical measures) under stable equilibrium and
aperiodic oscillations. They simulated a total of 400 time series from the model for
a period of 240 weeks (2 weeks per unit), consisting of 200 time series for the stable
equilibrium regime and the other 200 for the aperiodic oscillations. A brief description
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of their approach follows.
Step 1. They pre-processed the data using the Empirical Mode Decomposition (EMD)
(Huang et al., 1998) to denoise the data.
Step 2. They constructed point clouds using Takens’s embedding with d = 2 and τ = 3,
taking the time series {xt, t = 1, 2, . . . , T} to {vi = (xi, xi+3)|i = 1, 2, . . . , T − 3}.
The point cloud, therefore, contains a total of N = T − 3 number of points.
Step 3. They used the Witness complex (De Silva and Carlsson, 2004) for doing per-
sistent homology. Witness complex is essentially a different simplicial complex,
which is most useful when dealing with large data sets.
Step 4. After acquiring the persistence diagram Ω˜ = {τ˜p˜,k|k = 1, 2, . . . , kp˜, p˜ = 0, 1}
(τ˜p˜,k = (λp˜,k,1, λp˜,k,2)), they constructed the following set of features:
(i) The number of points on each dimension p˜, i.e., (k0, k1, k2, . . . , kp˜);
(ii) The maximum lifetime of each p˜, i.e, maxk(λp˜,k,2 − λp˜,k,1);
(iii) The number of relevant points for each p˜, namely #{τ˜p˜,k|λp˜,k,2 − λp˜,k,1 ≥
0.5 maxk(λp˜,k,2 − λp˜,k,1)}, where # denotes the cardinality of the set;
(iv) The average lifetime of all homology groups on each p˜,
∑kp˜
k=1(λp˜,k,2−λp˜,k,1)/kp˜;
(v) The sum of the lifetimes of all homology groups on each p˜,
∑kp˜
k=1(λp˜,k,2−λp˜,k,1).
Step 5. Apply all features from Step 4 to do K-means clustering.
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The implementation was done in Java. They compared results with true labels using
different metrics from the confusion matrix, and showed that their method achieved a
high F1-score of 94%. In sum, they used EMD to filter out data noise, constructed point
cloud using Takens’s embedding method and used persistent homology to construct
features for unsupervised learning. This logic is applicable to all other research papers.
Classification
Features constructed using TDA can be applied for classification of time series as well.
Umeda (2017) described an example with motion sensor data of daily and sports activ-
ities used in Altun and Barshan (2010); Altun et al. (2010), including both chaotic and
non-chaotic time series data. Each of 19 activities was performed by 8 subjects and 60
signals were obtained for each activity and each subject, yielding 9120 time series. The
sensor frequency was 512Hz and each signal was collected for 5 minutes. The pipeline
of their method which was implemented in MATLAB is shown below.
Step 1. Construct a point cloud via Takens’s embedding, {xt, t = 1, 2, . . . , T} → {vi} ⊂
R3, for i = 1, 2, . . . , T − 2 and vi = (xi, xi+1, xi+2).
Step 2. Convert the point cloud to the persistence diagram Ω˜ = {τ˜p˜,k|k = 1, 2, . . . , p˜, p˜ =
0, 1, 2} using Rips complex and persistent homology.
Step 3. Compute features using Betti sequences of p˜-th homology groups ∆˜p˜(λ) =
#{λp˜,k,1 ≤ λ ≤ λp˜,k,2|k = 1, 2, . . . , kp˜} from the persistence diagram, discretized
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into 300 points for each p˜, and connected into one feature vector of length 900.
Step 4. Apply a one-dimensional convolutional neural network (CNN) (Krizhevsky
et al., 2012) on the feature vector from Step 3 to do the classification.
They concluded that their approach performed better than an approach using sup-
port vector machine (SVM) (Hastie et al., 2001).
Structural Break Detection
TDA based features for structural break detection has been discussed in bioinformatics
(Wang et al., 2018), financial data analysis (Gidea, 2017; Truong, 2017; Gidea and Katz,
2018; Gidea et al., 2018), etc. Here we describe the approach in Gidea et al. (2018),
who used four major daily log-price cryptocurrencies (Bitcoin, Ethereum, Litecoin, and
Ripple) between 2016-01-01 to 2018-02-28 independently for break detection of critical
transitions:
Step 1. They constructed point clouds each with 50 points from each log-price time
series xt, t = 1, 2, . . . , T . Each of the T − 52 = 448 point clouds had a total of 50
points, the first point cloud being (v1, v2, . . . , v50) and the last point cloud being
(v448, v449, . . . , v497), with vi = (xi, xi+1, xi+2, xi+3) ∈ R4}.
Step 2. On each windowing point cloud P(w), they constructed a persistence diagram
Ω˜(w) using Rips complex. Since they only focused on the first homology groups,
Ω˜(w) = {τ˜ (w)1,k , k = 1, 2, . . . , k1}.
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Step 3. They constructed all persistence landscapes PL
(w)
1,ν (`) from each Ω˜
(w), ν =
1, 2, . . ., and then converted the persistence landscapes PL
(w)
1,ν (`) to its L1 norm,
which is defined as ||PL(w)1 ||1 =
∑∞
ν=1 ||PL(w)1,ν ||1, where ||PL(w)1,ν ||1 =
∫
R PL
(w)
1,ν (`)d`.
Step 4. On each window, they combined the log-price time series xw, first difference
of the log-price values xw+1 − xw and the L1 norm ||PL(w)1 ||1 as the feature vector
(xw, xw+1 − xw, ||PL(w)1 ||1) and used it to do K-means clustering with number of
cluster K = 18.
They applied the method independently to each daily log-price cryptocurrency time
series, and then used the clusters to identify topologically distinct regimes before the
crash of each asset. They argued that this method has the potential to automatically
recognize approaching critical transitions in the cryptocurrency markets, even when the
relevant time series exhibit a highly non-stationary, erratic behavior.
2.6 Discussion and Summary
This paper gives a comprehensive overview of TDA which consists of a set of powerful
tools for measuring topological features of time series and using it for pattern detection,
clustering, classification, and structural break detection. Research extensions in several
directions are possible. First, TDA for multivariate time series analysis has been studied
very recently (Gidea and Katz, 2018; Gidea, 2017; Stolz et al., 2017). A second extension
consists of using summary statistics and dissimilarity measures for TDA. A review of
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summary statistics and dissimilarity measures refer to Nanopoulos et al. (2001); Fulcher
(2017); Aghabozorgi et al. (2015). Third, research into improved computation tools
in computational topology and further exploration of statistical properties while using
TDA is a rich research area. Ongoing research can be separated into these different
scenarios: computational homology (Phillips et al., 2015; De Silva and Carlsson, 2004;
Liu et al., 2012; Carlsson and Zomorodian, 2009; Ren et al., 2018; Corbet et al., 2019),
study of topological summaries (Reininghaus et al., 2015; Bendich et al., 2016; Kusano
et al., 2016; Mesaros et al., 2016; Carrie`re et al., 2017; Adams et al., 2017; Biscio and
MA˜zˇller, 2019; Chung et al., 2019), and statistical inference (Fasy et al., 2014; Phillips
et al., 2015; Chazal et al., 2018; Alaa and Mohamed, 2017; Robinson and Turner, 2017;
Bre´cheteau, 2019).
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Chapter 3
Clustering Activity-Travel Behavior
Time Series using Topological Data
Analysis
Over the last few years, traffic data has been exploding and the transportation discipline
has entered the era of big data. It brings out new opportunities for doing data-driven
analysis, but it also challenges traditional analytic methods. This paper proposes a new
Divide and Combine based approach to do K-means clustering on activity-travel behav-
ior time series using features that are derived using tools in Time Series Analysis and
Topological Data Analysis. Our approach facilitates a case study, where each individ-
ual’s daily activity-travel behavior is characterized as a categorical time series consisting
of three different levels. Clustering data from five waves of the National Household
Travel Survey ranging from 1990 to 2017 suggests that activity-travel patterns of in-
dividuals over the last three decades can be grouped into three clusters. Results also
provide evidence in support of recent claims about differences in activity-travel patterns
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of different survey cohorts. The proposed method is generally applicable and is not
limited only to activity-travel behavior analysis in transportation studies. Driving be-
havior, travel mode choice, household vehicle ownership, when being characterized as
categorical time series, can all be analyzed using the proposed method.
3.1 Introduction
Transportation data is exploding in recent years owing to the improved technologies for
data collection and storage. A vast amount of data are generated and collected for var-
ious purposes. Examples include smartcard data collected by transit operators, mobile
phone traces collected by phone carriers, traffic data collected via sensors, smart cam-
eras, global positioning system (GPS) data by road operators, and user’s Wi-Fi locations
collected by internet providers. There is an increasing number of studies attempting to
leverage big data for answering different transportation-related questions. Studies have
sought to use big data for improving traffic management. For example, Jandui Silva
(2015) proposed to use data collected by the drivers using apps like Waze and Google
Maps to improve urban mobility. Figueiras et al. (2016) proposed to aggregate big
data from various sources for implementing dynamic tolling to reduce traffic congestion.
Other studies used big data for revealing individuals’ mobility patterns (Calabrese et al.,
2013; Candia et al., 2008; Kwan, 2000; Huang et al., 2018). For example, Candia et al.
68
(2008) used mobile phone data with time and space resolution to explore collective be-
havior and detect anomalous events of human activity patterns. Huang et al. (2018) used
7-year transit smartcard data to reveal commute patterns and explore the relationship
of job and housing locations of travelers in Beijing, China. When referring to big data
analysis, current studies only focus on passively collected data (i.e., phone trace data,
smartcard data and sensors data). However, such data has limitations: 1) the datasets
do not include the socioeconomic and demographic information of individuals, which are
important for understanding the underlying behavior mechanism of individuals’ activity-
travel behaviors; 2) the data is not carefully collected to represent a random sample of
the population; 3) the data usually requires intensive processing before being used for
analysis (Calabrese et al., 2013). On the other side of the spectrum we have traditional
surveys that overcome these limitations. Due to the high expense of conducting surveys,
most surveys only collect data from a small sample within limited temporal and spatial
scales. However, the National Household Travel Survey increased in recent years and it
is the largest travel survey that collects detailed trip information. As aforementioned,
actively collected survey data shows advantages for analyzing activity-travel patterns.
It not only contains activity-travel behavior of each individual, but also includes socioe-
conomic and demographic information for revealing the underlying mechanisms of the
behavior of individuals.
Understanding the relationship between individuals’ activity-travel behaviors and
their socioeconomic and demographic characteristics can help transportation planners
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promote efficient solutions and policies for a given region. When analyzing activity-
travel behavior using survey data, researchers tend to focus on one or two aspects of
activity and travel (i.e., trip rate, mode choice, or activity type). They often ignore the
temporal dimension of activity-travel behaviors (i.e., timing, duration and sequential
order of activity and travel). One way to incorporate these is through a categorical
time series characterization (Wilson, 2001; Recker et al., 1985; Shoval and Isaacson,
2007; Zhang et al., 2018; Goulias, 1999). Each data point of the time series represents
a minute spent in either travel or activity over the course of a day.
It is useful to first cluster the categorical time series, separating individuals into
groups of distinct temporal behaviors and then explore the relationship between the tem-
poral behaviors and their demographic characteristics. Two types of clustering methods
have been widely adopted, the sequence alignment method (Joh et al., 2001; Wilson,
2001; Recker et al., 1985; Pas, 1988; Shoval and Isaacson, 2007; Zhang et al., 2018) and
the Markov modeling approach (Goulias, 1999). The sequence alignment method was
first developed in molecular biology for calculating the sequential similarity between
DNA strings. The method is based on the Levenshtein distance, also called the Edit
distance, which is defined as the smallest number of changes made in the elements to
equalize two sequences (Joh et al., 2001). The method is very computationally inten-
sive, and so it has only been applied for analyzing small datasets. The Markov model
is also useful for characterizing categorical time series and estimates the probability of
transitioning from an activity-travel model at time t to another activity at time t + 1.
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The Markov model is generally most suitable when the time series patterns change
periodically.
We propose an approach that constructs useful features from time series using fre-
quency domain properties and Topological Data Analysis (TDA)1. Our approach then
clusters the series into groups based on these features. That is, we propose a sequence
alignment method based on the dissimilarity between series using TDA based features.
In order to attain computational speed in applying this approach, we propose a divide
and combine scheme for the implementation.
The rest of the paper is organized as follows. Section 3.2 shows how we can construct
useful features of time series using TDA. In Section 3.3, we discuss K-means clustering
of a large number of time series based on these features, by using a divide and combine
scheme to handle the computational burden. Both Sections 3.2 and 3.3 provide generic
descriptions that can be used with any set of categorical time series. Section 3.4 discusses
this approach on a case study on diurnal activity-travel behavior of a large number
of participants from the National Household Travel Survey (NHTS)/National Personal
Travel Survey (NPTS). Section 3.5 presents a summary of our contributions and ideas
for future research. The appendix provides a brief review of TDA and the persistence
landscape construction.
1A brief review is provided in the appendix. For details on TDA, see Edelsbrunner and Harer (2010);
Wang et al. (2018)
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3.2 TDA Based Features of Categorical Time Series
Section 3.2 describes feature extraction from categorical time series using TDA on their
frequency domain representations. Let xn,t, t = 1, . . . , T and n = 1, . . . , N denote a
large set of N categorical time series, each of length T and each assuming J levels. The
feature extraction from each categorical time series consists of two steps.
In the first step, we convert the time series xn,t to their frequency domain representa-
tions, the Walsh-Fourier transforms (WFT), which are useful in representing “sequency
patterns” in categorical time series (Stoffer, 1991). We use an efficient algorithm de-
veloped by Shanks (1969) to compute the fast WFT using discrete, orthogonal Walsh
functions generated by a multiplicative iteration equation. Walsh functions constitute a
set of piecewise constant functions which assume a value of −1 or +1 on sub-intervals of
time defined by dyadic fractions. Although the fast WFT captures the sequency proper-
ties of the time series, its usefulness as a feature in clustering the N time series may be
mitigated when a time series has low (rather than high) sequency patterns. It is useful
to retain the dominant sequency features of the WFT, while removing redundancies.
For this purpose, in the second step of the feature construction, we convert the WFT
of the time series into a first-order persistence landscape (Bubenik, 2015), which is a
summary statistic in topological data analysis (TDA) and is easy to compute and com-
bine with tools from statistics and machine learning. The appendix gives a brief review
of concepts in TDA, which is being increasingly explored for analyzing big, complex
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data (Wang et al., 2018; Stolz et al., 2017), and in particular, a description of the first-
order persistence landscape corresponding to a function. The persistence landscape of
the WFT will be useful to pull up the strongest temporal patterns in the categorical
time series, and will be employed as features in the clustering algorithm. The two-step
procedure is described below.
Step 2.1. Fast Walsh-Fourier Transform of a Categorical Time Series. Con-
struct the fast WFT using the method of Shanks (1969) to decompose the nth time
series xn,1, . . . , xn,T into a sequence of Walsh functions, each representing a distinctive
binary sequency pattern. If the time series length T is not a power of 2, let T2 denote
the next power of 2. For example, if T = 1440, then T2 = 2
11 = 2048. Use zero-padding
to obtain a time series of length T2, i.e., set xn,T+1, xn,T+2, . . . , xn,T2 = 0.
For j = 0, . . . , T2 − 1, let λj = j/T2 denote the jth sequency. Let W (t, j) denote the
t-th Walsh function value in sequency λj. Walsh functions are iteratively generated as
follows (Shanks, 1969):
W (0, j) = 1, j = 0, 1, . . . , T2 − 1,
W (1, j) =

1 j = 0, 1, . . . , (T2)/2− 1
−1 j = (T2)/2, (T2)/2 + 1, . . . , T2 − 1
W (t, j) = W ([t/2], 2j)×W (t− 2[t/2], j), (3.1)
t = 2, . . . , T2 − 1, j = 0, 1, . . . , T2 − 1,
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where [a] denotes the integer part of a. For more details on Walsh functions, please refer
to Stoffer (1991).
The Walsh-Fourier Transform (WFT) of xn,t is computed as
dT (n, λj) =
1√
T2
T2∑
t=1
xn,t W (t, j)), 0 ≤ j ≤ T2 − 1. (3.2)
The length of dT (n, λj) is T2. We use C++ code to compute the fast WFT and its
computational complexity is O(T log(T )) (Shanks, 1969).
Step 2.2. Persistence Landscape Corresponding to a WFT. We construct a
first-order persistence landscape (see the appendix for a brief review) corresponding to
the WFT dT (n, λj), j = 0, 1, . . . , T2 − 1 of the time series xn,t as follows. Denote the
minimum and maximum of the WFT values of the time series xn,t by
dn,min = min
j
dT (n, λj) and dn,max = max
j
dT (n, λj).
Let
Dmin = min
n
dn,min and Dmax = max
n
dn,max
denote the minimum and maximum values of the WFTs across all N time series.
We construct the first-order persistence landscape of length L, for a time series
indexed by n. Usually, L is chosen to be considerably smaller than the length T of
the time series for computational speed, while not making it too small to make the
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persistence landscape from the WFT ineffective to capture essential features of the time
series. We have chosen L = 100 based on the empirical observation that it captures the
strongest temporal patterns in the activity-travel categorical time series.
The first-order persistence landscape of xn,t is obtained for ` = 1, 2, . . . , L as
PL(n, `) = min(V1(n, `), V2(n, `))+ (3.3)
where
V1(n, `) = Dmin +
(`− 1)(Dmax −Dmin)
L− 1 − dn,min,
V2(n, `) = dn,max −Dmin − (`− 1)(Dmax −Dmin)
L− 1 ,
and (a)+ denotes the positive part of a real number a. For ` = 1, 2, . . . , L and n =
1, . . . , N , the PL(n, `) are piecewise linear functions that constitute features constructed
for each of the N time series and will be input into a clustering algorithm described in
the next section.
3.3 Divide and Combine K-means Clustering
We use the persistence landscapes PL(n, `) for ` = 1, 2, . . . , L and n = 1, 2, . . . , N as
features to cluster the N series into homogeneous groups via the K-means algorithm.
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When N is large, we can gain efficiency by operating the algorithm in parallel on mul-
tiple processors. We use a divide and combine approach for implementing the K-means
algorithm using Message Passing Interface (MPI) for parallel computing in C++. This
significantly reduces the computing time and automatically resolves the limited mem-
ory and power restrictions of a single computer. We use the University of Connecticut
(UConn) High Performance Computing (HPC) cluster with 100 cores. The nodes con-
sist of mixed four versions of Xeon processors (Xeon E5-2650, Xeon E5-2680 v2, Xeon
E5-2690 v3, and Xeon E5-2699 v4), each having 36 cores and 156 GB; since we use 100
cores, we would receive nodes with different configurations. The procedure consists of
several steps.
3.1. Data Division into S Processors. Denote the ordering of the categorical time
series as ∆ = (1, 2, . . . , N). We randomly divide the full data set of size N
categorical time series into S sets, so that each set consists of Ns time series,
which is a manageable number to analyze (in parallel) on each of S processors on
the UConn HPC cluster. The division is done by randomly sampling the indices of
the N time series without replacement and then assigning the first N1 time series
to the first processor, successive N2 series to the second processor, etc. Usually,
we would assume that N1 = N2 = NS−1 = [N/S] and assign the remaining time
series to the S-th processor. The random sampling orders of the indices are saved
into the vector r.
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3.2. Feature Extraction Within Each Processor.
3.2.1. Obtain the WFT of each categorical time series, following Step 2.1.
3.2.2. Convert the WFT to a first-order persistence landscape, following Step 2.2.
3.3. K-means Algorithm on Parallel Processors. We implement the K-means
algorithm independently on each processor s, using as features the persistence
landscapes of length L from each time series. Select the number of clusters K. The
entire algorithm will be run for different choices of K. We also set the maximum
number of iterations to be I, chosen to be 100. We set the iteration counter at
i = 0. We implement the following steps.
3.3.1. Set i = i+ 1. Generate centroids of each of the K clusters, each of length L,
as follows:
(i) if i = 1, generate the centroids for each of the K clusters randomly on
each processor s which corresponds to Ns time series. Each of the L cen-
troid components are drawn from a Uniform(a1,s(`), a2,s(`)) distribution,
where a1,s(`) = min
Ns
ns=1 PLs(ns, `) and a2,s(`) = max
Ns
ns=1 PLs(ns, `).
(ii) if 1 < i ≤ I, use the centroids sent by the master processor at the end of
Step 3.3.3.
Run the K-means algorithm independently on each processor s (note that
the K-means algorithm itself includes 1, 000 iterations by default). For s =
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1, . . . , S and iteration i, save into Ci,s = {ci,s,1, . . . , ci,s,K} the set of L-
dimensional centroids ci,s,k from cluster k, for k = 1, . . . , K. Set a flag for
each processor as follows:
(i) if i = 1, set a flag fs = 1 for each s.
(ii) if 2 ≤ i ≤ I, set fs = 1 if cluster labels change after the K-means
algorithm on processor s, else set fs = 0.
3.3.2. For s = 1, . . . , S, processor s returns to the master processor the set of cen-
troids Ci,s and the flag fs. For any iteration 1 ≤ i ≤ I,
(i) if at least one of the S flags is set at 1, the procedure of centroid selection
must be iterated further; go to Step 3.3.3.
(ii) if all the flags are set at 0, the selection of centroids is complete; go to
Step 3.4.
3.3.3. The master processor applies the same K-means algorithm with K clusters on
the centroids {ci,1,1, ci,1,2, . . . , ci,1,K , ci,2,1, . . . , ci,S,1, . . . , ci,S,K}, and updates
the new set of centroids as C∗i = {c∗i,1, c∗i,2, . . . , c∗i,K}. Note that each ci,s,k is
used an input into the K-means on centroids and C∗i is the set of centroids after
K-means. The master processor then sends the set C∗i back to all S processors.
For example, when S = 2 and K = 2, the master processor receives centroids
from all S processes, i.e., {ci,1,1, ci,1,2, ci,2,1, ci,2,2}, and generates the set C∗i =
{c∗i,1, c∗i,2} from the K-means on centroids algorithm, which is broadcast to all
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S processors, so that each of them may use these centroids in Step 3.3.1.
3.4. Combine Results from S Processors. All S processors return cluster labels
`s = {lns , ns = 1, 2, . . . , Ns}, where lns denotes the cluster label for the ns-th
subject. Each processor also returns to the master processor its Within-Cluster
Sum of Squares defined as
WCSSs =
∑
k,ns,`
(PLs(ns, `)− cs,k(`))2I(lns = k),
where I(lns = k) is the indicator function. The master processor saves the clus-
ter labels from the S processors in order, ∇ = ((`s), s = 1, 2, . . . , S), (`s) =
(l1, l2, . . . , lns). Let
WCSS =
S∑
s=1
WCSSs (3.4)
denote the Total Within Cluster Sum of Squares.
Figure 14 gives an overview of all the steps. The final outputs from the entire
procedure are: the random sampling orders r; the WFT from each processor; the first-
order persistence landscapes from each processor; the cluster labels ∇; and the WCSS.
For doing interpretations by using the original time series with the cluster labels, ∇, we
can use r on the raw time series again to make the ordering ∆ match with ∇.
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Figure 14: An Overview of Implementing the Divide and Combine Scheme.
3.4 Case Study: Analysis of Within-Day Activity-
Travel Patterns
In this section, we present a detailed case study of applying our TDA based clustering
procedure to activity-travel patterns from participants in multiple waves of National
Household Travel Survey data ranging from 1990 to 2017. Following a motivation of
this case study in section 3.4.1, we provide a detailed data description in section 3.4.2
and the study design in section 3.4.3. In section 3.4.4, we give a discussion of the divide
and conquer algorithm that uses TDA derived feature clustering described in Sections
3.2 and 3.3. Section 3.4.5 discusses the interpretation of results.
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3.4.1 Motivation for the Transportation Case Study
As mentioned in the introduction, the large-scale actively collected travel survey data
provides tremendous opportunities for conducting data-driven analysis for understanding
activity-travel behaviors. The algorithm described in Sections 3.2 and 3.3 is applied to
identify clusters of individuals based on their intra-day activity-travel patterns. In par-
ticular, we are interested in investigating whether activity-travel behavior varies across
different generation cohorts, employment status, income, or gender. These four factors
have been acknowledged in the literature as strongly associated with activity-travel be-
havior. To this end, the primary objective of this case study is to use the proposed
approach to identify clusters of individuals based on their daily activity-travel behav-
iors. Subsequently, the association of activity-travel behaviors and four influence factors
(generational cohorts, gender, income, and employment status) is explored by investi-
gating characteristics within each cluster and contrasting them between clusters. Our
contribution is the ability to handle state-of-the-art statistical analysis of large datasets
using the divide and combine approach, as well as to construct features that garner
topological features of categorical time series.
3.4.2 Description of the Activity-Travel Data
The data for this study was obtained by combining multiple waves of the National
Household Travel Survey (NHTS)/National Personal Travel Survey (NPTS). Datasets
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Table 2: Data Sources and Sample Sizes
Data Source Full Survey Selected Adults
1990 NHTS 48385 9769
1995 NHTS 95360 20997
2001 NHTS 160758 44201
2009 NHTS 308901 84366
2017 NHTS 264234 91549
Total 877638 250882
are currently available for 1983, 1990, 1995, 2001, 2009 and 2017 and we only used the
datasets from five waves of NHTS/NPTS including 1990, 1995, 2001, 2009 and 2017.
The 1983 survey was excluded due to data quality issues.
The surveys asked each sampled participant to report all trips he/she made during
a designated 24-hour time period, from 4 a.m. of one day until 4 a.m. of the next day,
yielding a time series of length T = 1440 minutes per respondent. Table 2 shows some
basic information about this data. Column 1 shows the name of the survey while Column
2 shows the number of available respondents under each survey. For our analysis, we
focus on adults (i.e., 18 years or older) who reported their activity-travel on a typical
weekday (Tuesday, Wednesday, or Thursday), and their counts are shown in Column 3 of
the table. The number of respondents across all surveys for our analysis is N = 250882.
In addition to the activity-travel behavior information, socioeconomic and demographic
information of the respondents (i.e., age, gender, employment status, etc.) are also
provided for each survey.
We denote Nw as the number of participants in survey wave w for w = 1, . . . ,W (= 5).
Then, N =
∑W
w=1Nw. Rather than counting each participant once, we will follow NHTS
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and assign a “weight” wn to the nth participant, n = 1, . . . , N , using the scheme de-
scribed in the Shelley Brock Roth (2017). Their weighting scheme included a com-
prehensive procedure and was kept as similar as possible over years to allow an easier
examination of travel trends. The weighting scheme is used in order to produce valid
population-level estimates by trying to reduce nonresponse bias and sampling bias. This
procedure is standard in the analysis of household surveys, including steps of calculat-
ing base weights, adjusting the base weights for eligibility and nonresponse, and further
poststratifying the adjusted weights to external source data, see Table 3. For details of
the weighting scheme, please refer to the Shelley Brock Roth (2017).
The 0 entries in the table indicate no observations. Specifically, there are no Mil-
lennials in Waves 1 and 2 because they were not adults at that time yet. There is no
Government Issue Generation in Wave 5 as well.
Different generations are defined based on people’s birth year: Government Issue (GI)
Generation (birth year 1901 to 1924); Silent Generation (birth year 1925 to 1943); Baby
Boomers (birth year 1944 to 1964); Generation X (birth year 1965 to 1981); Millennials
(birth year 1982 to 2000).
3.4.3 Study Design
We use three activity-travel types to characterize an individual’s daily pattern. These
include (a) in-home activity, (b) out-of-home activity, and (c) travel. This information
is derived by consolidating detailed trip purpose categories provided by the survey. For
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Table 3: Total Weights of Different Demographic Variables
Wave1 Wave2 Wave3 Wave4 Wave5
GI 4101984 3607945 2993436 900313 0
Silence Generation 10805726 10766706 12304352 9329861 5895241
Baby Boomer 22337829 23282036 27896189 27303881 28444900
Generation X 7885177 13484379 24599990 25747942 26858832
Millennial 0 0 2614342 12573553 29109232
Worker 33352378.6 37299955.77 52174455.13 53247605.7 61458579.48
Non-worker 11778337.55 13841109.19 18232436.39 22593569.93 28846987.6
Male 22772337 25938351 34993077 37756891 44694301
Female 22358379 25202714 35415231 38098659 45558163
each respondent n = 1, . . . , N(= 250882) and for each minute t = 1, . . . , T (= 1440), we
define the categorical time series with J = 3 levels as follows:
xn,t =

0 if respondent is at Home
1 if respondent is on Travel
2 if respondent is Out of Home.
(3.5)
Figure 15 shows the proportions of these three categories on the different survey
waves. The title for each plot shows the year of the wave and the number of respondents.
In general, all waves exhibit similar profiles, with the “Home” category having the
highest proportion of respondents in the beginning and the end, while the “Out of
Home” category is dominant during the middle of the day.
Figure 16 shows the categorical time series for nine randomly selected respondents.
The x-axis shows the time in minutes from 4 am on a given day until 4 am of the next
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Figure 15: Time Course Proportions of the Three Categories for the Five Survey Waves.
day, for a total of T = 1440 minutes. The y-axis shows in which of the three categories
the respondent is at each minute t. The figure shows that several respondents have
normal behaviors, i.e., they go out in the early morning (t = 100 ∼ 200 is 5:00 to 8:00
am), spend the daytime outside, and return home in the late afternoon (t = 800 ∼ 1000
is 6:00 to 9:00 pm). There is another kind of activity-travel pattern where people stay
at home most of the time, except for a couple of hours during the afternoon (700 ∼ 900
is 3:00 to 7:00 pm).
3.4.4 Clustering Respondents by the Divide and Combine Scheme
We employ the divide and combine scheme described in Sections 3.2 and 3.3. We use
Step 3.1 to divide the N(= 250882) respondents into S = 100 sets. The first 99 sets have
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Figure 16: Categorical Time Series for Randomly Selected Respondents.
2508 respondents each, while the last set has 2590 respondents. Each set is assigned to
a different processor on the UConn cluster, as described in Section 3.3. Within each of
the S = 100 processors, we extract the first-order persistence landscape corresponding
to the WFT of each series.
For a given number of clusters K, we carry out the K-means algorithm in parallel
on the S processors (see Step 3.3), in interaction between these processors and the main
processor. We then combine the results (see Step 3.4) to arrive at the final stage of
clustering the respondents into K groups.
In practice, the number of clusters K is unknown. To select K, we use WCSS, a
measure of overfitting defined in equation (3.4). Table 4 shows the values of WCSS and
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Table 4: Model Comparisons for Choosing Number of Clusters K: The number of
clusters; WCSS; CPU Time seconds (feature extraction + K-means).
No. WCSS seconds (FE + K-means)
K = 2 9.2E4 3.3+0.8
K = 3 4.5E4 3.3+1.09
K = 4 3.4E4 3.3+2.82
K = 5 2.7E4 3.3+2.5
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Figure 17: WCSS versus Number of Clusters K.
computation times for each value of K ranging from 2 to 5. We separate the time cost
for the feature extraction and K-means via using UConn HPC cluster with S = 100
nodes/processors.
The procedure takes only a few seconds to construct the features and complete
the clustering, which indicates that the method is highly computationally effective. .
Figure 17 plots the WCSS versus the number of clusters K. Using the Elbow method
(Thorndike, 1953; Ketchen and Shook, 1996), we see that the plot selects K = 3 clusters.
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3.4.5 Interpretation of Results
Figure 24 also shows the proportion of each category over minutes. Three clusters were
obtained by applying the proposed method. 115530 (46.05%) respondents fall into cluster
1, 12534 (5.00%) respondents fall into cluster 2, and 122818 (48.95%) respondents fall
into cluster 3. Cluster 1 contains adults staying at home most of the time so will be
named “C1-in home”; Cluster 2 is named “C2-night discretionary” as most of the adults
in the cluster would stay in the “Out of Home” category until the end of the survey
period; Cluster 3 is named “C3-home and work” as people in the Cluster 3 would stay
in the “Out of Home” category during the daytime and stay in the “Home” category at
night.
We are interested in four demographic variables as they are closely related to activity-
travel patterns in the literature, generations (GI Generation, Silent Generation, Baby
Boomers, Generation X, Millennials), gender (male, female), income (25k-, 25k-55k,
55k-75k, 75k-100k, 100k+), and employment (worker, non-worker). In the following,
we explore the activity-travel patterns of different survey periods by considering these
attributes.
In Figure 19, we can see that (a) most of adults in the GI generation are in “C1-
in home”, which indicates that they are aged; (b) the adults of Silent Generation are
moving from “C3-home and work” to “C1-in home”, which can be the sign of them
aging, the same as the Baby Boomers; (c) the majority of both of Generation X and
Millennials are in cluster “C3-home and work”, which are workers and students.
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Figure 18: Three clusters proportions. The x-axis is the minutes and the y-axis is the
proportion of three categories: Blue-Home, Red-Travel, Green-Out of Home. The title
gives the name of the cluster and the size of it. “C1-in home: 115530” means that the
first proportion plot is the cluster one, called “in home” cluster, and there are total
115530 adults in C1.
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Figure 19: The composition of different clusters over five survey periods, as a function
of five different generations.
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Figure 20: The composition of different clusters over five surveys periods, as a function
of gender.
We then explore the composition of different clusters over the different survey periods,
as functions of demographic variables, like gender, employment and income.
In general, Figure 20 shows that majority of both male and female are in cluster
“C3-home and work”, and the proportions of both of male and female in cluster “C1-in
home” increase. What is more, starting from 2009, the distributions of females in cluster
“C1-in home” and females in cluster “C3-home and work” are about the same, which
indicates that there is a trend of female spending more time at home.
Figure 21 shows a strong connection between the employment types and the clusters.
If people are workers, majority of them are in the cluster “C3-home and work”, and the
majority of non-workers are in the cluster “C1-in home”. On the other hand, it is
interesting to see that an increasing trend of workers in the cluster “C1-in home” and a
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Figure 21: The composition of different clusters over five surveys periods, as a function
of worker/non-workers.
decreasing trend of workers in the “C3-home and work”, which indicates that there are
more workers starting to work from home.
Figure 22 shows the composition for different income levels. It is interesting to see
that the middle income levels (from 25K to 100K) have an increasing trend of cluster
“C1-in home” over years and a decreasing trend of the “C3-home and work”. Combining
with Figure 21 above, it means that the increasing trend of workers working at home
are in the middle income level.
92
Figure 22: The composition of different clusters over five survey periods, as a function
of different income levels.
3.5 Summary and Discussion
In order to understand the relationship between individuals’ activity-travel behaviors
and their demographic characteristics using actively collected “big” survey data, a new
sequence alignment method to cluster the temporal behaviors is proposed. The proposed
method is demonstrated using data from NHTS to identify clusters of activity-travel
patterns. The method uses TDA to construct a first-order persistence landscape which
is then used as a feature for clustering. The proposed method has been implemented in
C++ and the code is posted on Github.
The K-means algorithm is the most well-known and commonly used clustering method.
It takes a predefined number of clusters and a set of initialized centroids for each cluster,
and then iteratively partitions N objects into K clusters and updates the centroids so
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that the resulting intra-cluster similarity is high whereas the intercluster similarity is
low. This is also very easy to implement in parallel because the distance calculations are
relatively independent and each step only involves a small subset of distance values. On
the other hand, there are two main concerns about using the K-means: First, the clus-
tering result depends on the centroid initialization. Second, it has a high computation
cost, since each iteration takes O(NK) operations for N observations and K clusters.
The usual mitigation for the first concern is to either selectively choose initialized cen-
troids, or repeat the algorithm multiple times with different initializations and combine
the results. The second concern is usually solved by doing clustering in parallel.
Fortunately, our divide and combine approach is helpful to address both criticisms.
Our approach randomly separates N observations into S groups and does independent
K-means in parallel to get a combination of centroids, which is similar to uniformly
taking samples from the whole sample space and using these samples to find candidates
for the centroids. Then it uses one more clustering on these centroid candidates to obtain
K centroids. We iterate these two steps until convergence.
A two-step feature construction procedure is then applied for doing the K-means
clustering. Step 1 is to convert time series into the WFTs, which utilizes a sequence of
piecewise linear functions to represent the categorical time series as a numerical function.
Step 2 is to convert the numerical function into the first order persistence landscape,
which is shown to be a piecewise linear function. The first order persistence landscape
only contains the most important topological features, and it is a simple yet meaningful
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feature representation for the categorical time series. After doing the clustering, three
meaningful clusters are identified. Specifically, Cluster 1 is called the in-home cluster,
about 46% of the data, because most of individuals in this cluster are staying at home
most of the time during the survey. Cluster 2 is called the night-discretionary cluster,
about 5%, as most individuals in this cluster are staying outside until the end of the
survey. Cluster 3, about 49%, is called home-and-work cluster since people in this group
behave like daily workers spending time outside during the day and go back home at
night. It was also found that the proportion of individuals within Cluster 1 increased
since 1995 for both male and female while the proportion of individuals within Cluster
2 decreased. It implicates that individuals tend to spend more time at home in recent
years.
It must be pointed out that there are a large number of other factors that are also
highly related to daily activity-travel behaviors, such as, age, life cycle, built environ-
ment, etc. however, given the methodology focus of this study, a more comprehensive
investigation is left to a follow up paper.
Last but not least, the aggregation procedure of converting features is only focused on
the first-order persistence landscape, which is essentially the combination of the max-
imum and minimum of the Walsh-Fourier Transforms. It is an appropriate approach
when the raw time series is relatively simple, not containing too many significant pat-
terns. If the activity-travel patterns are more complex, like a salesperson’s business day,
it could be meaningful to construct higher order persistence landscapes, which will be
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related to a set of local maxima and minima of the Walsh-Fourier Transforms. This will
be the subject of future research.
Appendix: TDA and the First-order Persistence Land-
scape
We start with a brief review of Topological Data Analysis (TDA), which is now an
emerging area for analyzing big data with complex structures. Using computational
homology, TDA is aimed at analyzing the topological features of data and representing
these features using low dimensional representations (Carlsson, 2009). The input to
TDA is often a set of data points (point cloud) or a function, and persistence homology
distills essential topological features in the data, which can then be used together with
suitable dissimilarity measures to identify patterns in the data sets. We discuss TDA
on functions, which is the approach developed in Sections 3.2 and 3.3.
Computational Procedure for TDA on Functions
We look at the method to construct persistence diagrams on functions by using the
sublevel set filtration. Figure 23 shows the simple procedure of extracting a persistence
diagram from a function. Suppose yj = f(j), j = 1, . . . , 10 and let the sublevel set be
Lr = {yj|yj ≤ r}. TDA is used to construct the persistence diagram based on Lr.
(i) When r = 0, a connected component is identified (marked as a blue dot, which is
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the oldest connected component). The vertical slash line of the second plot records
the “birth time = 0” and the horizontal slash line indicates r. There is no point
on the birth/death plot, since no connected components died at r = 0.
(ii) When r = 0.5, there are two more connected components coming out (indicated in
blue); the blue dot in the middle with a blue line connecting it to the dark green
dot indicates that the oldest connected component “enlarges” and is “still alive”.
The other black vertical slash line in the second plot gives the “birth time” for the
other two new connected components. There is no connected component dead yet,
and hence no points are shown on the birth/death plot.
(iii) When r = 1, all old components “enlarge” and there is one newer component
“killed” by the older one. Therefore, there is a “black dot with birth = 0.5 and
death = 1” shown on the second plot.
(iv) When r = 2, the last component is “killed, birth = 0, death = 2”, which is the
black dot on the location (0, 2). The other black dot corresponding to (0.5, 1.5) of
the second plot tells the “birth and death” of another connected component.
First-Order Persistence Landscape
First, in the persistence diagram obtained by using the sublevel set filtration, the furthest
point away from the diagonal line is always born at the minimum value of the function
and dies at the maximum value of the function.
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Figure 23: Four pairs of plots, in order from top left to bottom right, to illustrate the
procedure of getting the persistence diagram on a function
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Second, referring to the definition of persistence landscape in Section 2.3 from Bubenik
(2015), given a persistence diagram {(bi, di),∀i}, the first-order persistence landscape is
PL(`) = max
i
{min(`− bi, di − `)+},
where ` is a real number. Because the persistence diagram uses a sublevel set filtration,
it has the point (dmin, dmax). For all (bi, di) that belong to the persistence diagram,
dmin ≤ bi ≤ di ≤ dmax. Therefore, for any real number `, ` − dmin ≥ ` − bi and
dmax − ` ≥ di − `, which implies that
min(`− dmin, dmax − `)+ ≥ min(`− bi, di − `)+,
which in turn implies that
PL(`) = max
i
{min(`− bi, di − `)+}
= min(`− dmin, dmax − `)+.
Finally, let (dmin, dmax) ⊂ (Dmin, Dmax) and taking grids {Dmin + (`−1)∗(Dmax−Dmin)L−1 , ` =
1, 2, . . . , L}, we have
PL(`) = min(V1(`), V2(`))+,
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where,
V1(`) = Dmin +
(`− 1)(Dmax −Dmin)
L− 1 − dmin
V2(`) = dmax −Dmin − (`− 1)(Dmax −Dmin)
L− 1 .
These expressions will be used on the WFT function obtained from each time series
n = 1, . . . , N in Section 3.2.
3.6 Further Discussions
3.6.1 Inference of Using First Order Persistence Landscape
versus All Persistence Landscapes
We will use a randomness test to show it a useful feature construction approach, and
also discuss the selection with higher order persistence landscapes relying on the signal-
to-noise ratio.
Wang et al. (2018) has done similar works in EEG data. But they are using all
persistence landscapes instead of the first order landscapes and the function has to be
a Morse function. We extend the function to be a continuous function, the WFT, and
this study also discuss the sufficiency of only the first order persistence landscapes by
discarding the rest. The randomness test contains two steps: 1. It proposes to use
a sampling procedure and further show this sampling approach preserves properties of
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the temporal pattern; 2. Using statistical inference, it is to show that the first order
persistence landscapes has similar power versus using all landscapes by controlling the
type I error, which in turn indicating that the higher order persistence landscapes are
not necessary.
Say we are interesting in three different temporal patterns of the categorical time
series as in Figure 24. The plots in Figure 24 are showing the proportions of three
different categorical levels over time.
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Figure 24: Three clusters proportions. Blue, Red and Green are three categories of the
time series.
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The sampling approach, setting T = 1440:
• Based on each cluster, acquire the proportions of each category level at each time
index.
• At each time index t and cluster k, assume a discrete random variable Ck,t ∼
multinomial distribution of three outcome 0, 1, 2 with probabilities from above.
• Use the random variable Ck,t to simulate categorical time series {ck,t, t = 1, 2, . . . , T}
for the cluster k.
The Sampling Approach Preserves the Temporal Pattern
Using this approach we can generate time series from each cluster. We first show this
approach is able to preserve the temporal pattern by doing hypothesis testings. Set up
the pair of hypotheses: H0 : fC(t) = fc(t), H1 : fC(t) 6= fc(t), where fC(t) is the pdf of
Ck1,t and fc(t) is the empirical distribution from the simulations ck2,t. Note the k1, k2
can be different. If the sampling approach preserves the temporal patterns (generating
the ck2,t from Ck1,t so k1 = k2), the H0 should be true, otherwise we should reject the
test. We use LC(k1, k2) =
∑N
t=1(ck1,t−µk2,t)
N
as the test statistic.
In order to verify this sampling approach is valid for our analysis, we show the
statistic LC(k1, k2) follows an asymptotic normal distribution by using the Lyapunov
Central Limit Theorem (CLT) in Lemma 3.6.1, where (ck1,t) are the realizations of (Ck1,t)
and (µk2,t) are the mean of (Ck2,t). After knowing the statistic LC(k1, k2) following
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asymptotic normality, we simulate 1000 samples from each temporal pattern using the
probabilities of Figure 24 and are able to check out the type I error and power of doing
the tests, which in turn tells us how well the sampling approach preserving the temporal
patterns.
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Figure 25: The empirical distributions of statistics LC(k1, k2) =
∑N
t=1(ck1,t−µk2,t)
N
over
1000 samples.
Generating 1000 samples of the ck,t and calculate the statistic LC(k, k), k = 1, 2, 3,
it is unsurprising to see in the diagonal line of Figure 25 that they are all approximate
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normal with mean 0. These three empirical distributions also pass the Shapiro-Wilk
normality test for normality with P-values of 0.32, 0.87, 0.37, which indicates the size of
1000 is sufficient and the mean 0 denotes the type one error can be controlled.
On the other hand, if we are looking at the statistics of LC(k1, k2),∀k1 6= k2 of the
non-diagonal line of Figure 25, they all have a centre at non 0, which means that these
generated samples are significantly different from the compared cluster. Specifically,
their powers are all 100% and it is calculated as the probability of the sampling statistics
outside of the 95% C.I. from the corresponding nominal empirical distributions in the
diagonal line of Figure 25. Therefore, this sampling approach preserves the temporal
pattern.
Lemma 3.1. Asymptotic Normality of the Statistic
Proof. Record the statistic LC(k1, k2) =
∑N
t=1(ck1,t−µk2,t)
N
, where (ck1,t) are the realizations
of (Ck1,t) and (µk2,t) are the mean of (Ck2,t).
For simplicity, we use (Ct, µt, p0, p1, p2) as (Ck,t, µk,t, pt,0, pt,1, pt,2). It is easy to have:
• E(Ct) = 0× p0 + 1× p1 + 2× p2.
• V (Ct) = E(C2t )− (E(Ct))2 = p1 + 4p2 − (p1 + 2p2)2
• E(|Ct − µt|4) = µ4tp0 + |µt − 1|4p1 + |µt − 2|4p2
Reviewing Lyapunov CLT, let s2N =
∑N
t=1 V (Ct) =
∑N
t=1 σ
2
t .
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If ∃δ > 0, s.t. limN⇒∞ 1s2+δN
∑N
t=1 E(|Ct − µt|2+δ) = 0, then 1sN
∑N
t=1(Ct − µt) d−→
N(0, 1). Here we will use δ = 2.
The following prove contains three situations. Looking at Figure 24, it shows that
most of the time, across three clusters, the proportions of two categories, pt,0 or pt,2: pt,0
or pt,2 is dominating others (> 0.9), or pt,0 and pt,2 are comparable.
If p0 is dominating and p1, p2 are small, it is a proxy that p1 ≈ p2 and let it be p.
Then
• µt ≈ 3p.
• V (Ct) ≈ 5p− (3p)2 ≈ 5p.
• E(|Ct − µt|4) ≈ 0 + p+ 16p = 17p as (3p)2 ≈ 0.
Therefore, E(|Ct−µt|
4)
V (Ct)
≈ 17
5
∝ O(C1), where C1 is a constant, invariant to N .
If p2 is dominating and p0, p1 are small, it is a proxy that p0 ≈ p1 and let it be p.
• µt ≈ 2p2.
• V (Ct) ≈ 4p2 − 4p22 = 4p2(1− p2) ≈ 8p2p.
• E(|Ct − µt|4) ≈ (2p2)4p+ (2p2 − 1)4p+ 8(1− p2)4p2 ≈ 16p42p+ p42p+ 0 = 17p42p
Therefore, E(|Ct−µt|
4)
V (Ct)
≈ 17p32
8
∝ O(C2), where C2 is still a constant, invariant to N .
If p0 and p2 are comparable and p1 are small, it is a proxy that p0 ≈ p2 as p2 and let
p1 = p for consistency. Then
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• µt ≈ 2p2.
• V (Ct) ≈ 4p2 − 4p22 = p+ 4p2(1− p2) ≈ 4p22.
• E(|Ct − µt|4) ≈ (2p2)4p2 + (2p2 − 1)4p+ 8(1− p2)4p2 ≈ 16p52 + 0 + 8p52 = 24p52
Therefore, E(|Ct−µt|
4)
V (Ct)
≈ 6p23 ∝ O(C3), where C3 is still a constant, invariant to N .
Combining all three cases above and max{p0, p2} < 1, E(|Ct−µt|4)V (Ct) < 6. Therefore,
lim
N⇒∞
1
s2+δN
N∑
t=1
E(|Ct − µt|2+δ) < lim
N⇒∞
∑N
t=1 6σ
2
t
(
∑N
t=1 σ
2
t )
2)
= lim
N⇒∞
6/N
∑N
t=1 σ
2
t
∑N
t=1 1
(
∑N
t=1 σ
2
t )
2)
< lim
N⇒∞
6/N = 0
(3.6)
Where the first inequality comes from the discussions above, and the second inequality
is the fact of Cauchy inequality.
Testing Approach to Compare Using First Order Persistence Landscape ver-
sus All Persistence Landscapes
In order to test the performance of only using the first order persistence landscapes
instead of all order persistence landscapes, we conduct two randomness tests by using the
same sampling approach above, one test for using the first order persistence landscapes
and other one for using all orders of persistence landscapes. By comparing their powers,
we want to see whether it is sufficient to just use the first order PL. The statistics is
referring to Wang et al. (2018), L2(v
1,v2) ≈
√∑L
`=1
∑V
ν (v
1(ν, `)− v2(ν, `))2, where
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vs = {vs(ν, `), ` = 1, 2, . . . , L; ν = 1, 2, . . . Vs}, s = 1, 2, and V = max(V1, V2), the
maximum number of orders of the persistence landscapes with non-zero values.
If the number of orders for two set of persistence landscapes, v1 and v2 are different,
V1 6= V2, the smaller one will be filled in sequences of 0’s as the higher order persistence
landscapes, which is based on the definition of the persistence landscapes from ?. For ex-
ample, v1 = {{2}, {1}},v2 = {{1}}, then v2 = {{1}, {0}}. The calculation of the statis-
tic L2(v
1, v2) is approximated in this way because the computation of the landscapes
are done by shrinking all landscapes into L = 100 grids x ∈ {Dmin + (`−1)(Dmax−Dmin)L−1 , ` =
1, 2, . . . , L}, where Dmin, Dmax are the global minimum and maximum across all func-
tions being used, f s(j), ∀s = 1, 2, . . . , N . For only using the first order persistence
landscapes, the statistic becomes L1(v
1,v2) ≈
√∑L
`=1(v
1(1, `)− v2(1, `))2. To com-
pare the first order persistence landscapes with using all order persistence landscapes,
we essentially want to test whether just L1(v
1,v2) is sufficient to correctly classify the
simulated time series from the cluster k1 into cluster k1, or even outperform L2(v
1,v2).
We set up different pairs of hypotheses. Hk1,k20 : simulated series from cluster k2
equals the true cluster k1, Hk1,k21 : they are not equal. The k1, k2 = 1, 2, 3. The testing
procedure contains two steps: 1. Decide the rejection range threshold by controlling the
type I error; 2. Use the threshold to calculate the power.
Logically, the statistics L1(v
1,v2), or L2(v
1,v2), tends to be large if v1 and v2 are
from different clusters. Therefore, the rejection range should be one sided as L2(v
1,v2) >
δ2,k1, k1 = 1, 2, 3. δ2,k1 is the threshold for L2(v
1,v2), calculated by controlling the Type
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I error.
The testing procedure by using L1(v
1,v2) for k1, k2 = 1, 2, 3,
Step 0 Set up the hypothesis. H0 : simulated series from cluster k2 equals the true
cluster k1; H1 : they are not equal.
Step 1 Control Type I error to calculate the threshold δ1,k1.
Step 1.1 Simulate one pair of time series from the cluster k1 and calculate the statistics
L1(v
1,v2)
Step 1.2 Repeat Step 1.1 500 times and use the 95% percentile of the empirical distri-
bution as the threshold δ1,k1
Step 2 Calculate the power.
Step 2.1 Simulate a pair of time series, one from cluster k1 and the other one from k2
and calculate the statistics L1(v
1,v2)
Step 2.2 Repeat Step 2.1 1000 times, calculate the power as p1(k1, k2), the probability
of these 1000 L1(v
1,v2) greater than δ1,k1
If we are doing tests by using L2(v
1,v2), we can simply replace the L1(v
1,v2) by
L2(v
1,v2) on every step of the procedure above.
Table 5 gives the summary of powers under different hypotheses (different k1, k2). It
turns out using only the first order persistence landscapes works even better than using
all order persistence landscapes. The first three columns of Table 5 are the thresholds
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δ1,k1, δ2,k1 for L1(v
1,v2), L2(v
1,v2) by controlling the Type I error to be 0.05. The
following columns are the powers of the hypothesis. H0 : simulated series from cluster
k2 equals the true cluster k1; H1 : they are not equal.
Table 5: The 95% percentile of the nominal empirical distribution and the powers. The
“1 vs 2” means k1 = 1, k2 = 2.
PL k1 = 1 k1 = 2 k1 = 3 2 vs 1 3 vs 1 1 vs 2 3 vs 2 1 vs 3 2 vs 3
1st order 0.07 0.18 0.15 100% 100% 100% 100% 100% 100%
all orders 0.28 3.36 1.34 100% 100% 95.7% 3.30% 99.9% 100%
In sum, the discussion above shows that using first order persistence landscapes on
WFT for categorical time series is a useful feature representation for preserving the
temporal pattern.
3.6.2 Method Comparison
The Hamming distance, Edit distance, WFT and also the Markov Models are four main
classical statistical methods for dealing with categorical time series separations. In the
following we will briefly introduce these methods and then compare the proposed method
with all these methods.
Specifically, the Hamming distance, d(H), between two time series xn1,t, xn2,t is defined
as
d(H)(xn1,t, xn2,t) =
T∑
t=1
(1− δ(xn1,t, xn2,t)), δ(xn1,t, xn2,t) = {
1 xn1,t = xn2,t
0 xn1,t 6= xn2,t
(3.7)
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In words, Hamming distance is counting the number of times two time series mismatched.
Intuitively, the Edit distance, d(E), is counting the number of operations for changing
one categorical string to another. The operations can be changing the categorical level
of one value, removing one value or adding one value. Though it is named a distance,
it does not meet the triangle inequality, which is a dissimilarity measure. For a pair of
categorical time series xn1,t, xn2,t, the Edit distance is defined as
d
(E)
i,0 = i, d
(E)
0,j = j, (3.8)
d
(E)
i,j = {
d
(E)
i−1,j−1 xn1,i = xn2,j
min{d(E)i−1,j + 1, d(E)i,j−1 + 1, d(E)i−1,j−1 + 1} xn1,i 6= xn2,j
, 1 6= i, j 6= T,
d(E) = d
(E)
T,T
The spectral envelope of the WFT is aimed at finding a scaling which can maximize the
spectral density (Stoffer et al., 1993) of one time series. It means that different categorical
time series can end up a different scaling in order to get that maximum spectrum, which
is not a reasonable feature representation in our setup. What is more, WFT can be
converted into Walsh spectrum and measured via four different quasi-distances (Harvill
et al., 2013). Given a pair of WFT dn1,T (λj), dn2,T (λj) for individuals n1, n2 at sequence
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λj, the four quasi-distances are defined as Q
(s)(n1, n2), s = 1, 2, 3, 4 below
IW,i(λj) = (di,λj)
2, i = n1, n2 (3.9)
rn1,n2(λj) =
IW,n1(λj)
IW,n2(λj)
, an1,n2(λj) = | log(IW,n1(λj))− log(IW,n2(λj))|
Q(1)(n1, n2) = max
j
{rn1,n2(λj), r−1n1,n2(λj), ∀j}
Q(2)(n1, n2) =
∑
j max(rn1,n2(λj), r
−1
n1,n2
(λj))
T2
Q(3)(n1, n2) = max
j
{an1,n2(λj)}
Q(4)(n1, n2) =
∑
j an1,n2(λj)
T2
,
where T2 is the length of the WFT. What is more, the Markov model is another widely
used approach for analyzing categorical time series data. The comparison here is using
the mixture Markov model (Zhang et al., 2019) because in addition to characterizing the
categorical time series, the clustering can be carried out using a single model system.
The idea behind the mixture Markov model is essentially trying to find out the most
plausible submodel, the cluster, for each time series by assuming there are total K
submodels. The log likelihood of the model
L(θk, α(i, k)) =
N∑
i=1
log
[∑
k
α(i, k)P (xi,t = hi,t|θk)
T∏
t=2
P (xi,t = hi,t|xi,t−1 = hi,t−1, θk)
]
,
(3.10)
where θk is the set of parameters for the k-th submodel, α(i, k) denotes the priori
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probability that the i-th observed time series follow the k-th submodel. The cluster
of the observed time series will be assigned as the arg mink α(i, k). For detail of the
model and estimations, please refer to Helske and Helske (2019); Zhang et al. (2019).
The model estimation is done by using R-seqHMM package. However, the construc-
tion of the mixture Markov model will use a randomization to construct the transi-
tion probabilities, which could end up different clusters labels. Last but not least,
we also compare the proposed method with the one using all order persistence land-
scapes. The metric between a pair of time series using all order persistence landscapes is
L2(v
1,v2) ≈
√∑L
`=1
∑V
ν (v
1(ν, `)− v2(ν, `))2, where vs = {vs(ν, `), ` = 1, 2, . . . , L; ν =
1, 2, . . . Vs}, s = 1, 2, and V = max(V1, V2), the maximum number of orders of the per-
sistence landscapes with non-zero values.
Figure 26 shows the proportion of each category over minutes, which indicates the
clusters are significantly distinguishable. The x-axis is the minutes and the y-axis is the
proportion of three categories: Blue-Home, Red-Travel, Green-Out of Home. The title
gives the size of the cluster group. In the Figure, the sample data contains two main
cluster groups and a small proportion of outliers. In the first cluster, the blue-Home
proportion line indicates that the individuals in the group stay at home most of the
time. The second cluster denotes the individuals having a normal home-work temporal
pattern, meaning people staying outside during the daytime and going home at night.
The third cluster denotes people staying outside during the nighttime.
Specifically, it is manifest that the blue-Home lines over three clusters have distinct
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Figure 26: Three clusters proportions by using the first-order persistence landscape.
patterns, which can be used to record different clusters. In order to compare all the
method above, we use the category Home proportion lines of three clusters as the cluster
representatives and draw them together on each compared method in Figure 27.
Figure 27 shows the proportion of the Home category of three clusters over minutes
on different methods. The titles of plots give the short names of methods used and also
the size of different clusters, say MMM(54+1+45) meaning the mixture Markov model
has three clusters with size 54, 1 and 45.
To use the Figure 27 for method comparison, we expect to see the Home category
lines on different clusters to be significantly different, which in turn indicating the three
clusters different. Specifically, the method of using quasi-distance Q1 to Q4 are not useful
113
Q3(28+45+27) Q4(89+10+1) walsh(33+49+18)
PL2(53+44+3) PLs(49+44+7) Q1(14+84+2) Q2(4+94+2)
ED(40+53+7) HD(37+46+17) MMM(46+6+48) PL1(53+44+3)
0 500 1000 15000 500 1000 15000 500 1000 1500
0 500 1000 1500
0.00
0.25
0.50
0.75
1.00
0.00
0.25
0.50
0.75
1.00
0.00
0.25
0.50
0.75
1.00
index
pr
op
cluster
clust1
clust2
clust3
Figure 27: The Home category of three clusters on different methods.
as all three lines are similar. Though the methods using Hamming distance, the mixture
Markov model and also the WFT show different patterns over clusters, the distinction
is still relatively small, comparing with the first persistence landscapes. The methods
using Edit distance, two orders persistence landscapes and only the first persistence
landscapes have similar patterns over clusters and have the similar performance.
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Chapter 4
Feature Construction Using
Persistence Landscapes For
Clustering Noisy Time Series
Topological Data Analysis (TDA) refers to a broad set of methods for finding topological
structure in data and has been increasingly used for analyzing time series. Persistence
diagrams and persistence landscapes are most popularly used topological summaries.
Lower order persistence landscapes contain information about topological signals while
higher order persistence landscapes are close to zero and describe topological noise. This
paper proposes a framework for selecting an optimal number of persistence landscapes
and using landscapes up to this order as features employed in unsupervised learning.
The order selection strikes a delicate balance between missing important signals and
introducing too much variation due to noise.
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4.1 Introduction
Developing useful algorithms for feature construction for clustering a large number of
time series is an important emerging area with applications in several domains. The fea-
tures are used to construct similarity metrics used in clustering. For example, Aghabo-
zorgi et al. (2015) categorized feature representations for time series into four broad
types. they include (i) data adaptive representations, useful for time series of arbitrary
lengths; (ii) non-data adaptive approaches, used for time series of fixed lengths; (iii)
model based methods, used for representing time series in a stochastic modeling frame-
work; and (iv) data dictated approaches, which are automatically defined based on raw
time series.
We describe feature construction based on topological data analysis (TDA), which
is becoming an increasingly useful area in many time series applications. TDA encom-
passes methods for discovering interesting shape based patterns by combining tools from
algebraic topology, computer science, and statistics. For a review and tutorial on TDA
for time series, see Ravishanker and Chen (2019). Some recent research has explored the
use of persistence landscapes as features to either cluster or classify time series (Stolz
et al., 2017; Truong, 2017; Gidea et al., 2018; Kim et al., 2018). Stolz et al. (2017) used
persistent homology onto the brain networks and constructed all orders persistence land-
scapes for the first topologies as features to do clustering; Truong (2017) transformed
time series into point cloud via the Takens embedding method, and utilize TDA to
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compute all orders persistence landscapes as feature representations; Gidea et al. (2018)
utilized the L1 norm of the persistence landscapes constructed from time series’s Takens
point cloud; Kim et al. (2018) also used all orders persistence landscapes as topolog-
ical features for time series via time-delayed embedding transformation, whereas the
principle component analysis (PCA) is performed to reduce the point cloud dimension.
Persistence landscapes are landscape-like features in a vector space, which are easy
to combine with tools from statistics and machine learning (Bubenik, 2015), see Section
2.1 and Section 2.2 for details. Wang et al. (2018) constructed persistence landscapes of
all orders using Weighted Fourier Transforms of continuous-valued EEG time series and
used them as features for clustering the time series. They used a randomness testing
approach to examine properties of their proposed method and demonstrated its robust-
ness to topology-preserving transformations such as translation as well as amplitude and
frequency scaling, while being sensitive to topology-destroying transformations.
Chen et al. (2019) used first-order persistence landscapes constructed from Walsh-
Fourier transforms of categorical time series from a large activity-travel transportation
data set, and used a divide-and combine approach for clustering. They argued that
using only the first order persistence landscape is sufficient for accurately clustering the
transportation time series which have relatively simple dependence properties.
Previous research did not look into the problem of selecting the order of the per-
sistence landscapes for effective clustering. This topic is the focus of this article. It is
well known that lower order persistence landscapes contain more important topological
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features than higher order persistence landscapes. Higher order persistence landscapes
are closer to zero and less useful (Bubenik, 2015). Therefore, it may be unnecessary to
use persistence landscapes of all orders to elicit useful features of time series. Selecting
the order of the persistence landscapes to serve as features requires a delicate balance
between missing important signals and introducing too much noise.
In the article, we discuss the aspect of deciding up to how many orders of persistence
landscapes are useful. We study this in the context of noisy periodic stationary time
series and use the smoothed tapered second-order spectrum to construct persistence
landscapes. Through extensive simulation studies, we derive an algorithm to automat-
ically select the optimum maximum orders of persistence landscapes. We illustrate our
approach using temperature data from 2016-12-11 to 2019-09-30 from different US loca-
tions, and show that features constructed from selected orders of persistence landscapes
produce meaningful clustering.
The format of this paper follows. Section 4.2 provided a review of the topological
data analysis on time series via its functional representations, and gives the algorithm of
our proposed method for order selection while doing clustering. Section 4.4 conducted
a simulation study to evaluate our proposed method performance. Section 4.5 utilized
the method into a real data application of daily maximum temperature across various
locations in the United States. Section 5.6 summarizes the paper.
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4.2 Persistence Landscapes- A Review
Sections 4.2.1 and 4.2.2 give descriptions of constructing persistence landscapes start-
ing from a univariate function and constructing its persistence diagram. For details,
see Munkres (1993), Edelsbrunner and Harer (2010) and Bubenik (2015). Section 4.3
discusses feature construction for time series via the persistence landscapes constructed
from their estimated spectra (Wang et al., 2018; Ravishanker and Chen, 2019).
4.2.1 Function to Persistence Diagram
Let f : R → R be a univariate continuous function. We discretize the function into
grids and implement computational homology on the discretized function. Suppose the
components of the function are z = ˜`δ, for ˜`= 0,±1,±2, . . ., where δ > 0. The sublevel
set of the function is
Lλ(f) = {z|f(z) ≤ λ, z = ˜`δ, δ > 0, ˜`= 0,±1,±2, . . .}, (4.1)
where 0 ≤ λ ≤ maxz f(z) is called the filtration parameter. Let K˜ denote the total
number of connected components, i.e., the number of local minima, that appear during
the sublevel set filtration. The connected component α˜k (k = 1, 2, . . . , K˜) is a set of
components such that any components zi, zj (say zi < zj) in α˜k satisfy that zi, zj ∈ Lλ(f)
and all intermediate components between zi, zj, are in Lλ(f) as well (i.e. {zi, zi +
δ, . . . , zj} ⊂ Lλ(f)). The points, namely the birth and death of connected components,
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are denoted by τ˜k = (λk,1, λk,2), k = 1, 2, . . . , K˜. The function gridDiag in the R package
TDA can be used for these computations.
Example 1. We illustrate the construction of a persistence diagram using a simple
univariate function f(z) = (1, 0.5, 1, 1.5, 0.5, 0, 1, 1, 0.5, 1) on z = 1, 2, . . . , 10, see Figure
28. In Figure 28(a), when λ = 0, the blue dot at (4,0) is the earliest/oldest connected
component. The vertical dashed line in Figure 28(b) records the birth time at 0, while the
horizontal dashed line tracks the filtration parameter λ. Figure 28(b) does not contain
any blue dots since no connected components died at λ = 0. Figure 28(c) corresponds
to λ = 0.5. There are two more connected components indicated by the blue dots at
(1,0.5) and (10,0.5). The blue dot at (4,0) in the middle with a blue line connecting it
to the dot (3,0.5) indicates that the oldest connected component enlarges. Figure 28(d)
has one more vertical dashed line, which gives the birth time for the other two new
connected components. There is no connected component dead yet, and so no dots are
shown. When λ = 1, in Figure 28(e), all components enlarge and one newer component
is killed by the elder one because they are merged. Further, there is one more connected
component indicated by the blue dot at (7,1). There is a black dot (0.5, 1) in Figure
28(f), which indicates the newer connected component that is born at λ = 0.5 and is
dead at λ = 1. When λ = 1.5, reaching the maximum of the function in Figure 28(g),
all components are killed. The black dots at the location (0,1.5), (0.5, 1.5), and (1,1.5)
in Figure 28(h) represent these components.
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4.2.2 Persistence Diagrams to Persistence Landscapes
Persistence landscapes provide useful summaries of topological properties and are easy
to combine with tools from statistics and machine learning. Let τ˜k = (λk,1, λk,2), k =
1, 2, . . . , K˜ denote the births and deaths of connected components as defined in Section
4.2.1. The ν-th order persistence landscape of the connected components is defined as
PLν(`) = {min(`− λk,1, λk,2 − `)+|k = 1, 2, . . .}(ν), (4.2)
where ` ∈ R and min(a, b)+ denotes the smaller positive value between a and b,
or the value zero if neither a nor b is positive (for example, min(−1, 1)+ = 1 and
min(−1,−2)+ = 0). Note that {.}(ν) in () is the ν-th order statistic (i.e., the ν-th
largest value) of the set.
Algorithm 1 describes the construction of the ν-th order persistence landscapes,
ν = 1, 2, . . .. Note that the computational cost of constructing persistence landscapes
mainly depends on finding PLν(`), which could be costly when K˜ is large. Using the
persistence diagram from Section 4.2.1 as an example, all orders persistence landscapes
are computed and shown in Figure 29. Note that persistence landscapes only assume
non-negative values, and higher order persistence landscapes generally assume values
close to zero and may be less useful.
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Algorithm 1 Construction of ν-th Order Persistence Landscapes (ν = 1, 2, . . .)
Input: The persistence diagram Ω˜.
Initialize ` = M1 = mink λk,1 and let M2 = maxk λk,2, δ =
M2−M1
499
.
for i = 1 to 500 do
` = M1 + (i− 1)× δ
for k = 1 to K˜ do
Compute plk(`) = min(`− λk,1, λk,2 − `)+.
end for
if ν <= K˜ then
Find out the ν-th largest plk(`) for all k = 1, 2, . . . , K˜ as PLν(`).
else
PLν(`) = 0.
end if
end for
Output: The ν-th order persistence landscapes is PLν(`), ` = M1,M1 + δ,M1 +
2δ, . . . ,M2.
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Figure 28: Persistence Diagram for Example 1.
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Chazal et al. (2014) discussed statistical properties of persistence landscapes. They
showed that the average of persistence landscapes computed from a random sample of
Morse functions drawn from an underlying probability distribution uniformly converge
to the true persistence landscape from the underlying probability distribution as the
number of Morse functions goes to infitnity.
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Figure 29: Persistence Landscapes for Example 1.
4.3 Feature Based K-means Clustering of Time Se-
ries
Let {xn,t, t = 1, . . . , T} denote the nth time series, for n = 1, 2, . . . , N . The modified
Discrete Fourier Transform (DFT) to accommodate tapering (Shumway and Stoffer,
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2005) and the corresponding periodogram of xn,t (assuming stationarity) are defined as
dn(ωj) = T
−1/2
T∑
t=1
htxn,te
−2pi√−1ωjt and (4.3)
In(ωj) =
[
dn(ωj)
]2
,
where ωj =
j
T
, j = 1, 2, . . . , T/2, and ht is a suitable taper function, such as the well
known cosine bell taper of the form
ht = 0.5
[
1 + cos
(
2pi(t− t)
T
)]
where t = (T + 1)/2.
This section describes the following steps. We first construct persistence landscapes
starting from the smoothed tapered second-order spectrum In(ωj). We next describe
how to select an order of the persistence landscapes which best summarize properties
of the time series. Persistence landscapes up to this selected order then enable us to
construct features from xn,t which in turn facilitate clustering the N time series.
To our knowledge, selection of persistence landscape order is still largely unexplored
in the literature. While some research used persistence landscapes of all orders to con-
struct features for unsupervised or supervised learning (Stolz et al., 2017; Truong, 2017;
Gidea et al., 2018; Kim et al., 2018; Wang et al., 2018), Chen et al. (2019) only used the
first order persistence landscape. Since persistence landscapes constitute vector-valued
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representations of topological features, it seems plausible that using all orders may be
most informative (Bubenik, 2015). The first order persistence landscape contains the
most significant topological signals compared higher order persistence landscapes which
increasingly represent noise. Also, construction of the first order persistence landscape
is much faster than constructing landscapes of higher orders and may be preferred when
we are learning about a very large number of time series with relatively simple stochas-
tic patterns. As discussed in Ravishanker and Chen (2019), most of the time needed to
compute persistence landscapes of all orders comes from sorting a total of K˜ topologies
for each value of `, where K˜ is the number of local minima of the function representa-
tion constructed from a time series. When the time series signal is complex (perhaps
consisting of a mixture of several signal patterns) or is very noisy, K˜ could be very large,
and we are likely to find information in higher-order landscapes. In other cases, higher
order persistence landscapes are closer to zero and less useful.
A useful question that arises in practice is: up to what order of persistence land-
scapes provides useful information about topological properties of the time series. We
argue that in general, it is not always necessary to use persistence landscapes of all or-
ders to elicit useful features of time series. To address the question, we take advantage
of the monotonicity and non-negativity of the persistence landscape functions. Specif-
ically, since persistence landscapes decrease with increasing order, a scoring function
that cumulates over the different orders would monotonically decrease with increasing
order. This is similar to the behavior of the total-within sum cluster of squares as the
125
number of clusters increase in unsupervised learning, where the Elbow method is used
to select the appropriate number of clusters (Ketchen and Shook, 1996). We propose a
similar approach for selecting an appropriate order of the persistence landscapes, i.e., to
select νopt for each iteration of ν within the while function, as shown in Algorithm 2.
Specifically, the method chooses the furthest point (νopt, Sνopt) away from the function
formed by using points (1, S1) and (ν, Sν). Further, we avoid the necessity of unneces-
sarily computing too many (higher order) landscapes by sequentially implementing the
order selection method.
The features PL
(n)
ν (`), ν = 1, 2, . . . νopt; ` = M1, . . . ,M2 obtained from Algorithm 2
for each time series are used within a K-means algorithm for clustering the N time series.
Let
D(n1, n2) =
√√√√ νopt∑
ν=1
M2∑
`=M1
(PLn1,ν(`)− PLn2,ν(`))2
denote the Euclidean distance between the persistence landscapes of the n1-th and n2-
th time series. We then implement the K-means clustering algorithm using the func-
tion kmeans in R, using multiple random initializationss with nstart=10 (Bradley and
Fayyad, 1998; Celebi et al., 2013). Algorithm 2 and K-means clustering are described
for simulated time series in Section 4.4 and for daily temperatures time series in Section
4.5.
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4.4 Simulation Study
We describe a simulation study to evaluate our method on time series each of length T
generated from K different populations. Each time series xk,n,t within the k-th popula-
tion contains a (population specific) signal yk,t which is a mixture of Mp periodic com-
ponents together with additive white noise k,n,t. The scenarios vary by SNR =
Var(yk,t)
Var(k,n,t)
.
The set of Mp signal frequencies amplitudes differ between the K populations. We study
single frequency signals as well as signals that are a mixture of three different frequen-
cies. Further, within each population, we slightly perturb the signal frequencies around
the fixed values in order to simulate realistic situations. As a result, each of the n time
series within the same population are allowed to have nearly similar though not identical
signals.
Step 1. We select the number of populations to be K = 2. We select three different
values of SNR to be 0.5, 1.5, and 3.0. For each SNR value, we generate periodic
time series with frequencies and amplitudes described below.
(a) Scenario 1 of Mp = 3. We select three periods in the first population to
be (180, 90, 14) (half year cycle, three-month cycle and two-week cycle), and
in the the second population as (120, 30, 7) (four-month cycle, one-month
cycle and one-week cycle). We select the amplitudes at these frequencies to
be Ak,j = (2, 1, 0.5) in the first population, and (1.5, 1.5, 0.5) in the second
population, for j = 1, . . . ,Mp.
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(b) Scenario 2 of Mp = 3. We select three periods in the first population to
be (30, 14, 7) (one-month cycle, two-week cycle and one-week cycle), and in
the the second population as (120, 30, 14) (four-month cycle, one-month cycle
and two-week cycle). We select the amplitudes at these frequencies to be
Ak,j = (2, 1, 0.5) in the first population, and (0.1, 0.15, 2.5) in the second
population, for j = 1, . . . ,Mp.
(c) We let Mp = 1, and select the period in the first population as 180, and as
120 in the second population. We select the amplitude in the first population
as A1,1 = 2, and the amplitude of the second population as A1,1 = 1.5.
With these parameters, we generate yk,t =
∑Mp
j=1 Ak,j cos(2pit/fk,j) to represent the
simulated signal in the k-th population.
Step 2. We simulate Nk = 20 time series in each of K = 2 populations. The period is
not fixed, but randomly varies about the fixed periods selected for each population.
(a) We simulate Mp random periods that uniformly vary around the fixed periods
selected for each population, i.e., δfk,j ∼ Uniform(ak,j, bk,j), where we set
ak,j = 0.8fk,j and bk,j = 1.2fk,j.
(b) We simulate a time series in the k-th population as xk,n,t =
∑Mp
j Ak,j cos(2pit/δfk,j)+
k,n,t, k,n,t ∼ N(0, Var(yk,t)SNR ).
This generates Nk = 20 time series in each of the K = 2 populations.
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Step 3. We construct features based on persistence landscapes on the N = N1 + N2
series:
(a) features are constructed based on only first order persistence landscapes;
(b) features are constructed based on persistence landscapes up to order νopt,
using the approach described in Section 4.3;
(c) features are constructed based on persistence landscapes of all (i.e., up to 40)
orders.
Step 4. Under each of the cases above, we use K-means clustering using the kmeans
function in R with C = 2 clusters, and compute the accuracy of clustering via
ASNR =
#{correct labels}∑K
k=1Nk
.
Step 5. We repeat Steps 2-4 a total of R = 50 times and compute the average accuracy
across the replications as ASNR.
The average accuracy for each SNR value under each scenario and each feature construc-
tion approach (smoothed tapered spectrum, PL(1), PL(ν), ν = 1, . . . , νopt, and PL(ν),
ν = 1, . . . , 40) is shown in Table 6. Under Scenario 1 when Mp = 3, the Elbow method
chooses νopt = 4, and features are constructed using persistence landscapes of orders
ν = 1, . . . , 4, whereas under Scenario 2 νopt = 3 is selected. When Mp = 1, ν
opt = 3
is selected. Each entry in the table is the average accuracy calculated from R = 50
replications. Using νopt is able to preserve almost all the information as using all orders,
and performs best in most cases.
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Table 6: Comparisons of Average Accuracy of Clustering. Different PL orders Corre-
sponding to Three SNR Values.
Scenarios Scenario 1 (νopt = 4) Scenario 2 (νopt = 3) Mp = 1 (ν
opt = 3)
SNR 0.5 1.5 3 0.5 1.5 3 0.5 1.5 3
In(ωj) 0.97 0.9735 0.9735 0.505 0.5075 0.5045 0.9615 0.9645 0.964
PL(1) 0.9295 0.9655 0.977 0.9275 0.9615 0.967 0.9615 0.9795 0.9875
PL(ν), ν = 1 . . . νopt 0.94 0.981 0.991 0.928 0.962 0.9685 0.9615 0.9795 0.988
PL(ν), ν = 1 . . . 40 0.94 0.981 0.991 0.928 0.962 0.9685 0.9615 0.9795 0.988
4.5 TDA Based Clustering Time Series of Temper-
atures
Clustering locations based on weather (temperatures, precipitation, etc.) data is an
area of interest (Stooksbury and Michaels, 1991; Fovell and Fovell, 1993; Fovell, 1997;
DeGaetano, 2001). In this section, we use features constructed from TDA to cluster
weather stations in the US based on stochastic properties of time series of maximum
daily temperatures (TMAX) from 2016-12-11 to 2019-09-30 (T = 1024). Data for these
locations were obtained from www.ncdc.noaa.gov and were preprocessed by (i) excluding
the series if there were more than 100 missing imputing smaller number of missing values
in series using the function na se adec in R package imputeTS. A linear trend regression
model was fit to the time series in 63 locations in order to remove a long term trend.
Figure 30 shows the raw preprocessed temperature series (black) and the detrended series
(blue) at four locations. Each of the detrended time series at different locations shows
a strong yearly cycle. The levels and ranges of temperatures vary between locations; for
instance, ALBANY has amplitude ranging from 20 to 100 Celsius and ALBERT LEA
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Figure 30: Raw Temperatures (blue) and Detrended Temperatures (black) from Four
Locations.
has amplitudes range from -20 to around 80 Celsius. The locations also exhibit different
patterns of temporal dependence.
We implement the approach described in Section 4.3 to cluster the time series based
on features constructed from persistence landscapes (PLs) of the optimal order. The
red circle in each plot in Figure 31 denotes the selected number of νopt from the elbow
method for PL order selection. The method converges quickly (at iteration 5) and
chooses νopt = 3. Since νopt = 3 holds for two successive iterations, this value is picked
as the optimum PL order for this data. We construct features based on PL(ν) for
ν = 1, 2, 3 and use these in the K-means algorithm,
The number of clusters C is chosen using the average silhouette method (Rousseeuw,
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Figure 31: Persistence Landscape (PL) Order Selection Using the Elbow Method for
Time Series of Temperatures.
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Figure 32: Selecting the Number of Clusters Using the Average Silhouette Method.
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Figure 33: Persistence landscapes of the persistence diagram.
1987), which suggests using choose C = 3 clusters (see Figure 32). The profiles of the
daily temperatures within the three clusters are shown in Figure 33. The titles of each
plot show the number of time series in each cluster, i.e., C1 = 21, C2 = 9 and C3 = 33.
In each plot, the black lines are the time-wise median of the time series, while the blue
dots denote the maximum and minimum over time within the cluster. The temperatures
in the three clusters exhibit different temporal patterns. For instance, the Cluster 3 has
higher temperature values in general than others, while Cluster 2 has a wider range of
temperatures.
It is useful to visualize the weather stations geographically as shown in Figure 34.
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Locations in Cluster 2 (green dots) are dense around the central north of the US, while
both Cluster 1 and Cluster 3 appear to be more spread out around the country. Par-
ticularly, locations in Cluster 1 appear to span the north of the US while locations
in Cluster 3 are closer to the sea and at lower latitudes. In the US, there are eight
different climate zones (see https://scijinks.gov/climate-zones/): subtropical evergreen
broad-leaved forest, subtropical desert and grassland, temperate deciduous broad-leaved
forest, temperate grassland, plateau mountain, temperate desert, Mediterranean, tem-
perate maritime, and sub-cold coniferous forest.
Most locations in Cluster 3 are located in warm climate zones like the subtropical
evergreen broad-leaved forest zone. Cluster 1 is mainly located in the middle south
(temperate deciduous broad-leaved forest zone, and the middle part of temperate grass-
land zone). Cluster 2 is mainly located in the north part of the temperate deciduous
broad-leaved forest zone and the temperate grassland zone. It is interesting to note that
using only first order persistence landscapes or all orders as features, instead of using
up to νopt orders, gives the same clustering labels.
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Figure 34: Distribution of locations in three clusters.
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4.6 Summary and Discussion
The study of TDA for analyzing time series is a relatively new and emerging area.
Previous research using TDA for analyzing time series did not consider the problem of
selecting the order of the persistence landscapes for effective clustering. Since lower order
persistence landscapes contain more important topological features than higher orders, it
may be unnecessary to use persistence landscapes of all orders to elicit useful features of
time series. In this paper, we present the elbow method, which is a data based approach
for selecting the optimal order of persistence landscapes. We use the landscapes up to the
selected order as features that enable clustering. Note that if we have labeled time series,
these features can be used in supervised learning algorithms as well. We evaluate our
approach through a simulation study, which shows that using features up to the optimal
selected order gives the best clustering performance in almost all cases. We apply the
proposed method to cluster the weather stations in the US based on daily temperatures
in interesting and meaningful ways. Useful extensions of our approach would include an
investigation of robustness properties of TDA based statistical learning for time series
as well as the use of upper level set filtrations of summary functions of time series.
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Algorithm 2 Feature Construction Using Persistence Landscapes
Input: The set of time series {xn,t, t = 1, . . . , T, n = 1, 2, . . . , N}, where T is the
length and n is the index of a time series.
for n = 1 to N do
Compute In(ωj), j = 1, . . . , T2/2 by using the function spec.pgram in R.
Compute the persistence diagram Ω˜n from In(ωj) by using the function gridDiag in
R.
end for
Compute M1 = minn,k λ
(n)
k,1 and M2 = maxn,k λ
(n)
k,2 , where (λ
(n)
k,1 , λ
(n)
k,2), k = 1, 2, . . . , K˜
denotes the birth-death point of the n-th time series in the diagram Ω˜n
Initialize ν = 1, flag = true, 1opt = 1
while flag do
for n = 1 to N do
Compute the ν-th order persistence landscapes PL
(n)
ν (`) using Algorithm 1.
end for
Compute Sν =
∑M2
`=M1
∑N
n=1 PL
(n)
ν (`).
if ν > 1 then
Fit linear function y = ax + b of (x, y) on points (1, S1) and (ν, Sν), so that
aˆ = Sν−S1
ν−1 , bˆ = S1 − aˆ.
for ν+ = 1 to ν do
Compute the Euclidean distances D(ν+) of points (ν+, Sν+) to the linear func-
tion above as simply D(ν+) =
|aˆν++bˆ−Sν+ |√
aˆ2+1
.
end for
Calculate νopt = argmaxν+≤ν D(ν+) (let 2opt = 1 since D(1) = D(2) = 0 when
ν = 2).
if ν ≥ 3 and νopt = (ν − 1)opt = (ν − 2)opt then
flag = false
end if
end if
ν = ν + 1
end while
Output: νopt as the optimum order and PL
(n)
ν0 (`), ν0 = 1, 2, . . . ν
opt; ` = M1, . . . ,M2
as the feature representation for the n-th time series.
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Chapter 5
Classification of Long Time Series
using Features Constructed from
Persistence Diagrams
Topological Data Analysis (TDA) refers to methods of utilizing topological features
in data. Recently, TDA has been increasingly used for analyzing time series, which
are mainly focused on unsupervised and supervised learning. In this paper, a novel long
time series feature construction approach is proposed using persistent diagrams, followed
by the random forest classifier. The method is evaluated using simulation studies and
applied to eigenworms data.
5.1 Introduction
Time series classification is one of the exciting areas in data mining. According to
Bagnall et al. (2017); Ismail Fawaz et al. (2019), hundreds of classical time series classi-
fication algorithms have been proposed for diverse types of problems. It has also become
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increasingly popular to use modern techniques in this area, like machine learning and
deep learning. In this field, classification is offline, and it is assumed that all cases are
independent and labelled. One case can classify multiple time series, that are continuous-
valued or categorical, regularly spaced or irregularly spaced. It is worth noting that one
common property of most modern approaches (Kate, 2016; Bagnall et al., 2017; Neamtu
et al., 2018) is to find a good approach for transforming a time series into a suitable
feature space. We discuss one approach for feature construction using topological data
analysis.
With increasing computing power, topological data analysis (TDA) is emerging as a
useful area for analyzing complex data. Using computational homology, TDA is aimed
at analyzing topological features of data and representing these features using low di-
mensional representations (Carlsson, 2009). The input to TDA is often a set of data
points (point cloud) or a function, and persistent homology (PH) is aimed at analyzing
the persistence of essential topological features in the data.
Time series do not naturally have point cloud representations. A popular approach
called the Takens Embedding Theorem (Takens et al., 1981) is used to transform time
series into point clouds. This approach has been used in the literature for quantifying
periodicity in time series (Perea and Harer, 2015; Tralie and Perea, 2018), for clustering
time series (Seversky et al., 2016; ?), classifying time series (Umeda, 2017), or discovering
change points (Ghadyali, 2017; Gidea and Katz, 2018). For a discussion of these, please
refer to Ravishanker and Chen (2019). Takens embedding method is most useful to
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quantify the periodicity of time series. However, it is sensitive to time series having noise,
and performs worse when the stochastic properties of time series are no longer periodic
and are changing over time. Further, dimension reduction methods and subsampling
are necessary when the time series are very long, which has the risk of losing too much
information.
TDA on functional representations of time series is another popular approach that
has been employed in learning. Usual approaches employ TDA on frequency domain
transformations of the time series, such as the Weighted Fourier transforms (Wang et al.,
2018), or Walsh-Fourier transforms (Chen et al., 2019), etc. Using TDA on functional
representations mainly attempts to capture the information of local minima and local
maxima in the function, while ignoring other stochastic properties.
We explore an alternative approach for building features using TDA on long time se-
ries, which is to (a) segment the time series into multiple shorter time series, (b) viewing
these short time series as points forming a point cloud, and (c) using approaches such
as persistence diagrams to elicit topological features. In order to summarize these short
time series as points for the point cloud, we can either use select summary statistics
as coordinates for the points, or a dissimilarity measurement between these segments.
There are several benefits from this approach. First, this enables us to take advantage of
existing classical time series summaries. Shorter segments of long time series are more
likely to satisfy stationarity assumptions, making simple features such as the mean, or
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autocorrelation function reasonable summaries to use. Second, we are able to com-
bine the use of different summary statistics into feature representations, which become
numerical predictors for classifiers. Third, borrowing strength from various statistics
and dissimilarity measures, the method becomes fairly robust to various classification
and problems. Fourth, it is a feature construction approach, and can be used for un-
supervised learning as well as classification. Finally, the method constructs features
independently, which implies that all features can be constructed in parallel, and, more
interestingly, it becomes feasible to improve the classification performance by including
additional features as they become available.
The rest of the chapter follows the following format. Section 5.3 introduces the
approach. Section 5.4 provides the simulation study. Section 5.5 applies the proposed
method in two applications. Section 5.6 discusses and summarizes the results.
5.2 Construction of Persistence Diagrams from a
Point Cloud
Starting from a point cloud, we use Figure 35 to briefly introduce the procedure to elicit
topological features of data. For more detail explanations, please refer to Ravishanker
and Chen (2019). In R, function ripsDiag from package TDA is able to compute the
persistence diagram from a point cloud.
When r = 0, the first two plots show that all points themselves are connected
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components, and 0 is their birth time. The slash vertical line in the second plot indicates
the birth time. There is no point in the second plot as no connected components dead;
when r = 0.05, balls become larger, and connected components become fewer. Red lines
indicate they are now connected. The black dots on the plots indicate the merged points,
and records the number of connected components being killed. when r = 0.39, all balls
merge, and a new topological feature emerges, by the solid red area on the left side, and
its birth time = r × 2 = 0.77. This gives the birth time 0.77 of the new feature; when
r reaches its predefined maximum 1, it indicates the death time = 1× 2 = 2 of the last
connected component.
Figure 35: Two objects in the topological space with different topological structures.
Further, if we only know pairwise dissimilarities among points of the point cloud, we
are still able to construct the persistence diagram based on the above method. In R, the
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same function ripsDiag can be used.
5.3 Feature Construction and Classification of Long
Time Series
The main idea is to represent a segment (window) of a time series, as a point in a
metric space. A dissimilarity measure is then applied to each pair of segments so that
a dissimilarity matrix can be derived, serving as the input for extracting topological
features. There are many dissimilarities in time series can be used, referring to Fulcher
(2018); Aghabozorgi et al. (2015). The procedure selects the segmentation with the most
significant first homology classes in the point cloud. Once the persistence diagram has
been computed, a topological feature aggregation approach is used in order to represent
topological information from multiple birth-death points of the persistence diagram as
numerical summary statistics suitable as inputs for a machine learning algorithm. Last
but not least, the classifier uses the random forest method which is able to handle various
types of data and gives good performance.
5.3.1 Pipeline for Feature Construction
The general structure of the proposed method is provided below.
Step 1. Select a suitable summary statistics for the time series. Say there are total F
sets of summary statistics decided to use, we index them as f = 1, 2, . . . , F . For
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example, we decide to choose F = 1 sets of summary statistics, and use lag one
and two of ACF as the set.
Step 2. Segmentation. Divide the high-frequency time series with length T into total
Sf segments s = 1, 2, . . . , Sf and each of them has same length of T/Sf (if the
time series cannot be cut in even then each of them have a same length except for
the last one).
Step 3. Construct the summary statistics for each segment. In the example above, lag
one and two of ACF will be computed from each segment.
Step 4. Each summary statistics over all segments forms a point cloud with Sf points,
so there are a total of F point clouds. Following the example above, one point
cloud will be formed by using lag one and two of ACF as coordinates for each
segment.
Step 5. Transform the point cloud into distance matrices D
(Sf )
n,f with a suitable distance
metric for the n-th time series using the f -th set of summary statistics when the
number of segments is Sf . In the example above, Euclidean distance can be used,
and the distance matrix using ACF will be sized of S1 by S1.
Step 6. Use persistent homology on each distance matrix D
(Sf )
n,f and acquire persistence
diagrams Ω˜(Sf ,n,f) = {τ˜ (Sf ,n,f)p˜,k |k = 1, 2, . . . , k(Sf ,n,f)p˜ , p˜ = 0, 1} for each segments
and each distance matrix when the number of segments is Sf . The τ˜
(Sf ,n,f)
p˜,k =
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(λ
(Sf ,n,f)
p˜,k,1 , λ
(Sf ,n,f)
p˜,k,2 ) denotes the k-th birth-death point for the p˜-th homology class
of the n-th time series using the f -th set of summary statistics.
Step 7. Feature aggregations. Use the weighted sum, β
(Sf ,n)
(f−1)×2+1+p˜ =
∑k(Sf ,n,f)p˜
k=1 p
k(λ
(Sf ,n,f)
p˜,k,2 −λ
(Sf ,n,f)
p˜,k,1 )∑k(Sf ,n,f)p˜
k=1 p
k
,
on each p˜ of diagrams Ω˜(Sf ,n,f) as a numerical feature score (Let p = 1
2
).
Step 8. Number of segments Sf selection for the f -th set of statistics. Independently
for each f , Sf starts from 5 and increase a gap s (say s = 1) at each iteration
by repeating steps 3 to 7. The iteration stops at a fairly large number. For
example, if the time series length is T = 2000, we stopped at Sf = 40 as it
would leave only 50 time points for each segment to compute the summary statis-
tics, like lags one and two of the ACF. The number of segments is selected as
Soptf = argmaxSf
∑N
n=1 β
(Sf ,n)
(f−1)×2+2, when the weighted sum β
(Sf ,n)
(f−1)×2+2 of the first
homology classes become most significant. The final
(
(f−1)×2+1+ p˜)-th feature
representation for the n-th time series is β
(n)
(f−1)×2+1+p˜ = β
(S
opt
f ,n)
(f−1)×2+1+p˜.
Note that persistent homology only requires dissimilarity matrices, which are pro-
vided from Steps 3 to 5. Instead of using sets of summary statistics, the method also
accommodates the use of a suitable dissimilarity measure between segments, like dy-
namic time warping (DTW). In such cases, steps 3 and 4 can be skipped and step 5 can
be sufficient to use DTW to compute dissimilarity matrices for the persistent homology.
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5.3.2 Classification using Random Forest
The features constructed using the steps described above are then employed in classi-
fying time series. There are several classification approaches for time series (Alpaydin,
2014; Hastie et al., 2001), ranging from simple statistical methods like the naive Bayes
classifiers, to complicated techniques such as deep learning algorithms. Using more ad-
vanced techniques may lead to robustness to different types of data and give better
performance, at the price of requiring more data (for training) and less transparency
due to black box like setups.
While our feature construction approach is able to provide a set of independent
numerical predictors, it ignores correlations between these features. Also, the scale of
each feature can be different. We need a classifier that will address these issues, and
select the random forest, since it is not only fairly robust to differences in feature inputs,
but also has relatively stable and good performance without requiring complicated model
fine tuning (Breiman, 2001). The idea behind the random forest classifier is to build
a sequence of fully developed decision trees and then construct a final predictor as an
aggregate of sample predictions obtained from those decision trees. It is well known that
while decision trees suffer from the problem of overfitting, this is not true for the random
forest because Breiman (2001) utilized sampling approaches wisely in terms of both the
set of features as well as the number of observations while building each decision tree.
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5.4 Simulation Study
We fix the time series length as T = 2048. The simulation below generates two popu-
lations of time series, each population containing N1 = N2 = 20 series. After these 40
series are generated, each population randomly takes 5 series to be the testing set and the
remaining 15 as the training set. Thus, the training set has a total of N (1) = 15×2 = 30
series with 15 from each population, and the testing set has a total of N (2) = 10 series,
5 from each population.
In order to mimic the real data, we allow the two populations to have different,
unevenly spaced segments, and the signal of different segments can be different as well.
Further, we assign colored noise in different segments for simulating each time series,
with the standard deviation of the noise being fixed at a small value, i.e., 0.25.
Step 1. Signal Generation.
1.1 Scenario one. The segmentation and signals for two populations are shown
below.
– Population one. Three segments, the signal for each segment is provided
below.
(a) L
(1)
1 : t ∈ [1, 700]; z(1)1,t = −0.8 cos(0.014t)−1.6 cos(0.004t)+0.8 cos(0.003t);
(b) L
(2)
1 : t ∈ [701, 1900];; z(2)1,t = 1.8 cos(0.003t)− 1.6 cos(0.002t)
(c) L
(3)
1 : t ∈ [1901, 2048]; z(3)1,t = −0.8 cos(0.05t) + 0.2 cos(0.03t);
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– Population two. Four segments, the signal for each segment is provided
below.
(a) L
(1)
2 : t ∈ [1, 960]; z(1)2,t = −1.0 cos(0.003t);
(b) L
(2)
2 : t ∈ [961, 1600];; z(2)2,t = −2.0 cos(0.008t) + 0.3 cos(0.032t) +
1.0 cos(0.0032t);
(c) L
(3)
2 : t ∈ [1601, 1900]; z(3)2,t = 0.6 cos(0.008t) + 1.5 cos(0.13t);
(d) L
(4)
2 : t ∈ [1901, 2048]; z(4)2,t = 0.26 cos(0.015t);
1.2 Scenario two. The first population is the same as scenario one, but details
for the second population are shown below.
– Population two. Seven segments, the signal from each segment is provided
below.
(a) L
(1)
2 : t ∈ [1, 400]; z(1)2,t = −1.0 cos(0.02t)− 1.0 cos(0.15t);
(b) L
(2)
2 : t ∈ [401, 600];; z(2)2,t = −0.4 cos(0.02t)− 0.5 cos(0.07t)
(c) L
(3)
2 : t ∈ [600, 800]; z(3)2,t = −2.0 cos(0.009t)− 1.5 cos(0.014t);
(d) L
(4)
2 : t ∈ [801, 1000]; z(4)2,t = −0.03 cos(0.01t) + 0.003 cos(0.03t);
(e) L
(5)
2 : t ∈ [1000, 1600]; z(5)2,t = 2.0 cos(0.008t);
(f) L
(6)
2 : t ∈ [1601, 1800]; z(6)2,t = −1.5 cos(0.01t) − 0.7 cos(0.02t) −
1.9 cos(0.03t);
(g) L
(7)
2 : t ∈ [1801, 2048]; z(7)2,t = 1.9 cos(0.01t)−0.5 cos(0.02t)+1.4 cos(0.03t);
Step 2. Segmented Time Series Simulation.
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Let the simulated time series be a stationary AR(1) or AR(2) or AR(3).We fix the
standard deviation of the error to be 0.25. Within each s-th segment of the i-th
time series, the simulation is shown below.
(a) Simulate the AR order O(s) as an integer between 1 to 3.
(b) Generate a total of O(s) terms of the AR as φ
(s)
o ∼ Uniform(−1, 1), o =
1, 2, . . . , O(s) while fixing
∑
o |φ(s)o | < 1. This is done using rejection sampling.
(c) Simulate the noise of the segmented time series as 
(s)
i,t =
∑O(s)
o φ
(s)
o 
(s)
i,t−o +
u
(s)
i,t , u
(s)
i,t ∼ N(0, 116); i = 1, 2, . . . (N1 +N2).
Step 3. Time Series Simulation for Two Populations.
3.1 Population one. x
(s)
i,t = z
(s)
1,t + 
(s)
i,t , i = 1, 2, . . . , N1;
3.2 Population two. x
(s)
i,t = z
(s)
2,t + 
(s)
i,t , i = N1 + 1, N1 + 2, . . . , N1 +N2;
Step 4. Generate the Long Time Series.
For each i, generate the long quasi-stationary time series by concatenating the
simulated segmented time series as yi = (x
(1)
i ,x
(2)
i , . . . ,x
(S)
i ), where x
(s)
i is the
vector of time series values for the s-th segmented simulated time series x
(s)
i,t .
After generating the simulated time series, we evaluate the performance of our
method provided in Section 5.3 by using the accuracy metric defined by
acc =
#{Correct cluster labels}
#{observations} .
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Figure 36: Simulated Time Series from Scenario one.
We repeat the simulation study K = 50 times and show the performance by using the
average of the accuracy across the replications. Figure 36 shows the simulated series from
scenario one. The black lines are the simulated signals from Step 1.1, and the dots shows
the maximum and minimum range of the simulated time series for the corresponding
populations.
Since the simulated time series length T = 2048 and the minimum size of each
segment is 50, the maximum number of segmentation can use is [2048/50] = 40. We are
using the first two lags of ACF of a time series as the summary statistics for illustration.
Applying the feature construction approach in subsection 5.3.1, we plot
∑N
n=1 β
(Sf ,n)
(f−1)×2+2
over Sf in Figure 37. In the study, f = 1 as only one set of summary statistics (lag one
and two of ACF) is used. It shows that in scenario one, the score values of first homology
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Figure 37: Segmentation selection using first homology classes.
Table 7: Average accuracy using different dissimilarity matrix constructions.
Method Scenario one Scenario two
ACF2 97.0%, 98.4% (36) 90.5%, 90.8% (39)
PACF2 99.3%, 99.6% (40) 99.4%, 99.6% (39)
classes have an increasing trend in general, and optimum value is selected as 36 (shown
in entry of ACF2 versus scenario one). Therefore, by fixing the number of segments as
36, the numerical feature score β
(n)
(f−1)×2+1+p˜ can be computed for each simulated series.
In Table 7, the average accuracy of the classification on different dissimilarity matrix
constructions are shown. Specifically, the entry of using lag one and two of ACF for the
scenario one simulation have 97% as the average accuracy for the training set and 98.4%
for the testing set.
In Scenario two, the selected number of segments basd on two lags of the ACF changes
to 39, and the average accuracy decreases. This is because the second population has a
more complicated signal.
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5.5 Applications
This section describes the use of our approach on two data sets. In Section 5.5.1, we
discuss data on earthquakes and explosions, while in Section 5.5.2, we implement our
method in the eigenworm data.
5.5.1 Classification of Earthquake-Explosion Time Series using
Dynamic Time Warping
This section describes classification of the earthquake-explosion data from R-eqexp,
using Dynamic Time Warping (DTW) as the dissimilarity measure. The plot below
shows the 16 earthquake-explosion time series. The first 8 series are correspond to
earthquakes while the next 8 series correspond to explosions. For each time series,
the first 1024 observations correspond to the (primary) P-wave, and the second 1024
observations correspond to the (secondary) S-wave. Figures 38 and 39 show the P-waves
and S-waves separately. In terms of oscillations, it is easier to distinguish explosions
from earthquake on P-waves, compared to using S-waves.
It is first worthwhile to look at the variances of their P-waves: 0.09, 0.09, 0.05, 0.29, 0.23,
0.1, 0.04, 0.1, 0.28, 0.84, 0.37, 0.67, 0.8, 0.39, 0.55, 0.63. Not surprisingly, the variance, a
rough measure of oscillations can accurately classify them into two groups by using the
threshold 0.25, except for the 4th series. Another way is to use a dissimilarity mea-
surement between each pair of segments. The Euclidean distance is a distance measure
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Figure 38: P-waves for the Earthquake-Explosion Time Series
Figure 39: S-waves for the Earthquake-Explosion Time Series
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between a pair of series but it is too sensitive. We propose to use DTW as the dissimi-
larity measure.
Using the method proposed in Section 5.3.1 and using the DTW on the P-waves,
the method selects 17 segments as shown in Figure 40. The method is able to construct
feature scores using 0-th homology classes and first homology classes for each case. As
mentioned above, we have tried to use our method with different dissimilarity methods
for both of P-waves and S-waves, such as the first two lags of the ACF, or the first
two lags of the PACF. The constructed feature scores by using different methods and
waves are shown in Figure 41. The x-axis of each plot is the constructed score using the
0-th homology classes, whereas the y-axis is using the first homology classes. It shows
that using DTW on the P-waves data set has the best performance in the earthquake-
explosion eqexp data.
5.5.2 Classification of Time Series of Eigenworm Motions
Classification of the motion of worms is an area of interest (Bagnall et al., 2015). The
movement of these worms is known to be a useful indicator for understanding behavioural
genetics. The data comes from Brown et al. (2013); Yemini et al. (2013), and it has been
shown that each frame of worm motion can be represented by combinations of six base
shapes, or eigenworms. The data is available in the link
http://www.timeseriesclassification.com/description.php?Dataset=EigenWorms.
Based on these time series, we address the problem of classifying individual worms as
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Figure 40: Segmentation selection using first homology classes.
wild-type or one of four mutant types: goa-1; unc-1; unc-38 and unc-63 citeBrown. There
is a total of 259 cases (worms), and they have been split into 131 cases used for training
and 128 cases for testing. Each case contains 6 time series, and each time series has
length T = 17984. We first preprocessed the data to remove inaccurate values exceeding
100 at the beginning or the end of the time series. Using our approach described in
Section 5.3, we then constructed two sets of features from each of the 6 eigenworm time
series for each case. Details are as follows.
Figure 42 shows nine cases randomly selected from the worms data. Each plot of the
different cases have six time series since each case has six eigenworms. Specifically, the
title of each plot also gives the cluster belongingness for each case. The first cluster is the
wild-type, the second cluster denotes the goa-1 type, and so on. Since the eigenworm
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Figure 41: Feature scores using P-waves and S-waves on different methods.
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Figure 42: Nine cases of the Eigenworm time series.
motion time series are long and have complicated patterns, it is worth to investigate
different summary statistics.
1. (β
(i,n)
1 , β
(i,n)
2 ) as the weighted sum using the birth-death points of the 0-th and the
first homology classes for each Eigenworm time series i. The summary statistics
are using the first two orders of the autocorrelation function estimates for each
segment. Since there are six Eigenworm time series, a total of twelve features can
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be constructed. Let us relabel them as predictors as zj,n, j = 1, 2, . . . , 12;n =
1, 2, . . . N .
2. (β
(i,n)
3 , β
(i,n)
4 ) as the weighted sum using the birth-death points of the 0-th and the
first homology classes for each eigenworm time series i. The summary statistics
are using the mean and standard deviation for each segment. Since there are six
eigenworm time series, a total of twelve features can be constructed. Let us relabel
them as predictors as zj,n, j = 13, 14, . . . , 24;n = 1, 2, . . . N .
Figure 43 shows the segment selection while using the first two lags of the ACF as
the summary statistics on the first eigenworm time series for all cases of the training set.
It shows that 357 segments are selected. We repeat the method for all six eigenworm
time series, and also use another set of summary features, viz., the mean and standard
deviation.
Therefore, each worm with 6 Eigenworm time series can be represented as 24 features,
and all these features are continuous positive values. After that, we use the random
forest classifier (Breiman, 2001) with these features to train the classification model and
evaluate it via the testing data. The accuracy of the training set is 87.8%, and 85.2%
for the testing set.
The points of each line denote the importance by using the corresponding feature of
the line. For example, the feature Eig5.ACF0 denotes the features constructed by using
the 0-th homology classes on the fifth eigenworm time series, and the importance by using
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Figure 43: Segmentation selection using first homology classes.
this feature is more than 10, which is the most important feature for the classifier. The
importance score for the feature is computed by averaging the difference of prediction
error before and after the permutation over all trees. The score is normalized by the
standard deviation of these differences (Breiman, 2001). It turns out that in general the
features using the mean and standard deviation are more important than the features
using lag one and two of ACF on the Eigenworm classification.
5.6 Discussion and Summary
In this paper, a novel long time series classification approach is proposed. The method
utilizes classical time series methods and TDA to construct features, and applies these
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Figure 44: Variable importance plot using feature scores for the random forest classifier.
features with modern machine learning algorithms, like random forest classifiers, to do
the classification. Some future investigations are possible. First, the selection of the
number of segments is time consuming since the search is done exhaustively. It will be
useful in practice to come up with a better segmentation approach. Also, several items
can be tuned in the methodology, such as choosing different sets of summary statistics,
or combining multiple sets. It will be of interest to investigate the statistical properties
of using different summary statistics for constructing the dissimilarity matrix.
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