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Abstract
Phase-change materials have gained considerable interest in recent years and decades, re-
spectively. This is not only due to their application in optical data storage, but also in the field of
electrical random access memories in personal computers. They are one of the most promising
candidates for future memory technology applications and are considered to replace FLASH-
Memory or even DRAM. First prototypes have already been developed and some products in
niche markets are already working on the basis of phase-change materials.
One of the key features is their non-volatility which is enabled by a permanent structural (re-)ar-
rangement. At this time, DRAM requires an electrical refresh of the stored information in certain
periods. Thus, if power is turned off, the information is lost and the personal computer needs to
boot at restart. Hence, if the random access memory was based on phase-change materials,
booting of personal computers would not be necessary any longer.
However, their non-volatility is not the only reason for the growing interest in these materials.
Their rapid switching within a few nanoseconds is another attractive phenomena. It occurs be-
tween an amorphous and crystalline state which is high resistive and low reflective or low resis-
tive and high reflective, respectively.
Though, the fundamental mechanism of crystallization in these materials is still not fully un-
derstood. At temperatures close to room temperature, a phase change cannot be observed.
Hence, phase-change materials are long-term stable. Anyhow, at elevated temperatures, a
rapid switching can occur on a nanosecond time-scale. Since, within the temperature regime be-
tween the glass transition temperature and the melting point, phase-change materials possess
an extremely rapid switching speed, it is challenging to access the regime of fast crystallization.
Hence, until now, no data in the regime of fast crystallization were published. Usually, the lack
of data is closed with an extrapolation from low to high temperatures, but the relevance of these
extrapolations is questionable. Therefore, a comprehensive investigation of the temperature de-
pendence of crystal nucleation and growth is highly desirable.
This work has the overall aim to contribute to the research of crystallization kinetics in such a
way that extrapolations are more profound or even unnecessary. Anyway, it will start with giving
a brief introduction to phase-change materials and relevant aspects of this special class of ma-
terials will be presented. Subsequently, a theoretical background of crystallization kinetics will
iv
give insights to theoretical models which are the basis of the mentioned extrapolations.
In the past decades, there have been many attempts in unraveling the fast crystallization kinet-
ics. A selected review of concepts and tools, developed to investigate crystallization kinetics
will be given. However, it will be shown that none of the presented approaches is capable of
accessing fast crystallization kinetics completely for different reasons. Thus, there is a need for
a different setup and concept. Hence, the Phase-change Optical Tester (POT) and the concept
using it will be explained as a tool being capable to access fast crystallization kinetics. It has to
be noted that the focus of research in the field of crystallization kinetics within this work is crystal
growth. Therefore, this concept in combination with POT is applied to the phase-change material
AgInSbTe and will be compared to theoretical models.
Unfortunately, POT alone is not able to access the structural rearrangement of phase-change
materials which occur during the rapid switching process. Thus, a recheck of the performed
experiments is achieved with Transmission Electron Microscopy (TEM), since TEM is a powerful
tool to perform structural investigation on local scale.
In the summary of this thesis, the results will be condensed and future experiments are elabo-
rated which benefit from the POT setup, the experimental concept and TEM.
vKurzfassung
Übersetzung des englischen Originaltitels: Kristallisationskinetik von Phasenwechselmate-
rialien auf einer ns-Zeitskala bei erhöhten Temperaturen.
Phasenwechselmaterialien haben in den letzten Jahren bzw. Jahrzenten großes Interesse er-
langt. Dies ist darauf zurück zuführen, dass Phasenwechselmaterialien nicht nur in der optischen
Datenspeicherung Anwendung finden, sondern auch im Bereich der elektrischen Random Ac-
cess Memories in PCs von großer Bedeutung sind. Sie sind einer der aussichtsreichsten Kan-
didaten für zukünftige Speicher-Technologien und werden sehr wahrscheinlich FLASH-Speicher
oder sogar DRAM ersetzen. Erste Prototypen elektrischer Speicher wurden bereits entwickelt
und es existieren schon einige Produkte in Nischenmärkten, die auf der Basis von Phasenwech-
selmaterialien arbeiten.
Eines der wichtigsten Merkmale von Phasenwechselmaterialien ist die Nicht-Flüchtigkeit, die
durch eine dauerhafte strukturelle (Um-)Ordnung erreicht wird. Zum jetzigen Zeitpunkt erfordert
der DRAM eine elektrische Auffrischung der gespeicherten Informationen in bestimmten Pe-
rioden. Dies bedeutet, dass die Informationen bei Abschaltung der Stromversorgung verloren
gehen und der PC beim Neustart hochgefahren werden muss. Wenn also der Random Access
Memory auf Phasenwechselmaterialien basieren würde, wäre ein Hochfahren des PCs nicht
mehr nötig.
Allerdings ist die Nicht-Flüchtigkeit nicht der einzige Grund für das wachsende Interesse an die-
sen Materialien. Ihr schnelles Umschalten innerhalb von wenigen Nanosekunden ist ein weiteres
attraktives Phänomen. Es findet zwischen einem amorphen und kristallinen Zustand statt, wel-
cher einen hohen elektrischen Widerstand und eine niedrige Reflektivität bzw. einen niedrigen
elektrischen Widerstand und eine hohe Reflektivität besitzt.
Jedoch ist der grundlegende Mechanismus der Kristallisation in diesen Materialien noch nicht
vollständig erschlossen. Bei Temperaturen nahe der Raumtemperatur kann ein Phasenwech-
sel nicht beobachtet werden. Daher sind Phasenwechselmaterialien langzeit stabil. Bei erhöh-
ten Temperaturen tritt jedoch ein schnelles Umschalten auf einer Nanosekunden Zeitskala auf.
Da Phasenwechselmaterialien innerhalb des Temperaturbereichs zwischen der Glasübergangs-
temperatur und dem Schmelzpunkt eine extrem schnelle Schaltgeschwindigkeit besitzen, ist es
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schwierig, diesen Temperaturbereich der schnellen Kristallisation zu erschließen. Dies ist auch
der Grund, weshalb bislang keine Daten hierzu veröffentlicht wurden. In der Regel wird die
Datenlücke mit einer Extrapolation von niedrigen zu hohen Temperaturen geschlossen, aber
die Bedeutung dieser Extrapolation ist fraglich. Deswegen ist eine umfassende Untersuchung
der temperaturabhängigen Keimbildung und des temperaturabhängigen Wachstums sehr wün-
schenswert.
Diese Arbeit hat das Ziel, einen Beitrag zur Forschung der Kristallisationskinetik zu geben, so
dass Extrapolationen fundierter oder sogar überflüssig werden. Es wird daher zu Beginn eine
kurze Einführung in Phasenwechselmaterialien gegeben, in welcher die besonderen Eigenschaf-
ten dieser Materialklasse vorgestellt werden. Anschließend wird ein theoretischer Hintergrund
zur Kristallisationskinetik dargelegt, der Einblicke in die theoretischen Modelle bietet, welche die
Grundlagen der genannten Extrapolationen darstellt.
In den vergangenen Jahrzehnten gab es viele Versuche, die schnelle Kristallisationskinetik zu
erfassen. Hierzu wird eine ausgewählte Diskussion der Konzepte und Instrumente, die entwickelt
wurden, um die Kristallisation zu untersuchen, präsentiert. Es wird jedoch auch gezeigt, dass aus
den unterschiedlichsten Gründen keiner der vorgestellten Ansätze in der Lage ist, die schnelle
Kristallisationskinetik vollständig zu untersuchen. Es ist also unabdingbar, einen anderen Mess-
platz und ein anderes Konzept zu entwickeln. Deshalb wird im Anschluss der Phase-change
Optical Tester (POT) als Zugang zur schnellen Kristallisationskinetik erklärt. Das Konzept, dass
in Kombination mit POT angewendet wird, wird nachfolgend erläutert. Zu beachten ist allerdings,
dass der Schwerpunkt der Forschung in dem Gebiet der Kristallisationskinetik im Rahmen dieser
Arbeit auf das Kristallwachstum gelegt wird. Deshalb wird das Konzept in Kombination mit POT
auf das Phasenwechselmaterial AgInSbTe angewendet und mit theoretischen Modellen vergli-
chen.
Leider ist POT alleine nicht in der Lage, die strukturelle Umordnung von Phasenwechselma-
terialien, die während des schnellen Schaltvorgangs auftreten, zu untersuchen. Daher ist eine
Überprüfung der durchgeführten Experimente mit Hilfe der Transmissionselektronenmikroskopie
(TEM) erforderlich, da TEM ein leistungsfähiges Gerät zur lokalen strukturellen Untersuchung ist.
Diese Arbeit enthält abschließend eine Zusammenfassung, in der die Ergebnisse zusammenge-
tragen werden und zukünftige Experimente, die mit POT, den experimentellen Konzepten und
TEM durchgeführt werden können, erklärt werden.
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I. Part
Background

31. Introduction
1.1. Motivation
Starting with simple cave paintings in the Stone Age or hieroglyphics in old Egypt, passing to the
letterpress of Gutenberg in 1451 and finally arriving in the information era with its modern com-
puters, it becomes clear that storage of information was always present since the appearance of
mankind. Concurrently, this time line points out the importance of storing information for adjacent
generations and at the same time the persistence of the stored information. Hieroglyphics for
example are still existent today.
Although the idea of conserving information is as old as mankind, storage concepts themselves
have changed in a tremendous way in the last millenniums. Even within the last decades, this
change occurred within the computer industry. The first computers used punch cards to store
data. However, this technology was very limited regarding the amount of data that could be
saved. The realization of new devices such as hard disk drives (HDD) or Flash memories, which
are present in the computer industry today, opened up the way to mass data storage with a high
data density.
Besides these storage devices, a second important class needs to be mentioned. These are
main memories which are situated close to the chip (CPU1) to minimize data transfer times. The
so called DRAM2 closes the gap between fast CPUs and the slow storage devices described
above due to its high data transfer rates. However, main memories need to refresh the stored
information in certain periods.
Unfortunately, the actual storage and main memory devices face new problems which need to be
solved. Nowadays, energy consumption and scalability plays a core role. First, portable devices,
such as iPhone or iPad, need to be more and more efficient. This means their performance
has to increase while energy consumption should decrease. Second, climate change is a major
problem of the present generation as electricity is produced at the expense of a global warming.
Computers are also one of the devices that demand a lot of electric energy due to their way of
1 Central processor unit.
2 Dynamic Random Access Memory.
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data handling for example in volatile DRAM. Its information refresh has a major part in the budget
of energy consumption.
To solve these problems, a future storage concept needs to fulfill two main criteria. From the past
decades, it can be seen that a new storage concept must cope with increasing data densities at
similar or better data transfer rates and high data retention. Otherwise a new concept could not
compete with existing technologies. On the other hand, less power consumption than in present
technologies is of great demand. Keeping the storage concept or even the main memory con-
cept itself alive with just a change of the applied materials is a desirable goal. This means that
the question for the development of a future storage concept is not a question of the concept
itself. Instead, it is a question of material research. Materials with suitable properties need to be
identified. An even larger improvement would be the creation of an universal memory combining
the advantages of both, storage and memory3 technologies, but this is a long term goal.
One of the most promising material candidates to replace actual Flash or even DRAM in main
memories are so called phase-change materials [1, 2]. To understand why phase-change mate-
rials are the materials of choice, their advantages need to be defined in more detail. Therefore,
in the following chapter, the basics of these unique materials will be explained.
1.2. Basics of phase-change materials
To store binary code in a material at least two (meta-)stable states are required to represent
binary data, i.e. 0 and 1. Phase-change materials can store binary information via their differ-
ent atomic structures [3]. This is on the one hand a meta-stable amorphous phase and on the
other hand a long-term stable crystalline phase [4]. However, this does not qualify phase-change
materials at all or even as a good candidate to replace existing materials in storage or memory
concepts. A lot of materials can store data through their different structures, but storing data is
just a single criteria required to be fulfilled. Switching between the phases is another point of in-
terest. Fortunately, one of the key properties of phase-change materials is a very high switching
speed which clearly distinguishes them from other possible candidates. Besides the rapid crys-
talline to amorphous phase transition, crystallization can also occur on a nanosecond timescale
[5, 6, 7]. Furthermore, phase-change materials possess a very high electrical and moderate
optical contrast [8, 9]. This strong contrast allows to distinguish both phases and therefore to
read out the stored information.
3 A device is referred to storage technology when it stores the data permanently like in an optical disc whereas it
is referred to memory technology when it stores the information fast but only shortly like in main memories.
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Figure 1.1.: Switching principle of phase-change materials. A low intensity or voltage pulse
locally probes the sample. It does not increase the sample’s temperature above the glass
transition temperature which means the sample’s state is not affected. The sample is in the
amorphous state when its probed reflectivity is low or its resistivity high and vice-versa for the
crystalline state. Starting with the amorphous phase, a moderate electrical or optical pulse
with a pulse length t1 locally heats the sample above the glass transition temperature (but
below the melting temperature) into the regime of fast crystallization. Keeping the temperature
at this level for a certain time tc induces the crystallization of the material. This process is also
called reset operation. After the pulse, temperature decreases and the crystalline state can
be probed. Once in the crystalline state, amorphization can be achieved by melt-quenching.
Therefore, a high electrical or optical pulse with a short pulse length t2 < t1 is applied to
heat the sample above the melting temperature Tm followed by rapid cooling. Cooling must be
performed within a certain time ta to prevent the undercooled liquid from recrystallizing while
passing the regime of fast crystallization. This process is also called set operation. Figure
adapted from [10, 11].
6 1.2 Basics of phase-change materials
Figure 1.1 explains the switching principle via optical or electrical pulses. To crystallize an amor-
phous sample, the sample needs to reach a temperature above the glass transition tempera-
ture4. However, the generated temperature must not exceed the melting-temperature Tm. Keep-
ing the sample at these elevated temperatures for a sufficient time allows atoms to arrange to a
crystalline structure. To amorphize a crystalline sample, the sample needs to be melt-quenched.
Therefore, the sample needs to be heated above the melting-temperature to abolish the crys-
talline structure. Afterwards, it must be rapidly cooled to bypass crystallization. Typical cooling
rates are in the order of 1010 K/s [14]. The reversible switching principle presented above can
be used in rewritable memory devices [15].
As the binary information is stored within the material’s structure no power consumption is re-
quired to refresh the information in contrast for example to DRAM. Therefore, the application of
phase-change materials would lead to a non-volatile memory concept [16]. Non-volatile mem-
ory concepts, however, should demonstrate long-term retention. This means, a typical cell must
show a retention capability of approx. 10 years at 85° C [17]. Pirovano et al. have predicted a
retention time of 300 years at a temperature of 85° C [18].
Another important point is the scalability of phase-change materials which is directly connected
to data density. Burr et al. discuss the scaling behavior of phase-change materials with respect
to several of their properties [19]. They conclude on the basis of works performed by Raoux et al.
and Zhang et al. that phase-change material show a very good scaling behavior. Crystallization
has been demonstrated to occur for thin films with a thickness of 1.3 nm or for nanoparticles
with a size of 2-3 nm [20, 21]. In contrast, NOR Flash will not scale easily below 45 nm because
scaling the thickness of the tunnel oxide is a major issue [19]. Actually, only NAND Flash is still
able to compete. Lee et al. have recently demonstrated a multi-level NAND Flash memory with
a 20 nm design rule [22].
It has not been discussed yet, what phase-change materials are and how they can be identified.
In the past, phase-change materials have been identified by trial and error. Figure 1.2, p. 7,
shows a ternary phase diagram depicting suitable materials for optical data storage.
4 A very simple definition of Tg in terms of viscosity can be found in the work of Elliott or Kalb. Close to the
glass transition temperature the viscosity of the undercooled liquid is equal to 1012 Pas [12, 13].
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Figure 1.2.: Ternary phase diagram depicting typical phase-change alloys with their year of
discovery and their application in optical storage products. Figure taken from [1].
8 1.2 Basics of phase-change materials
Traditionally, phase-change materials mainly consist of Germanium, Tellurium and Antimony.
However, different dopants, like Ag or In are also common. The most prominent materials are
the materials on the pseudo-binary line between GeTe and Sb2Te3, for example Ge2Sb2Te5.
However, other materials are also well known like doped Sb2Te, for example Ag5.5In6.5Sb59Te29.
These two classes of materials show strikingly different (re)crystallization mechanisms in optical
data storage. Materials on the pseudo-binary line recrystallize by nucleation within the amor-
phous mark whereas (doped) Sb2Te materials recrystallize by growth from the rim to the center
of the amorphous mark [23, 24]. These two recrystallization mechanisms are illustrated in figure
1.3.
Figure 1.3.: Illustration of the two fundamental recrystallization mechanisms of an amorphous
mark (bright color) in a crystalline surrounding (dark color). Left: The amorphous mark
recrystallizes from the rim to the center which is termed as growth-dominated recrystallization.
Right: The amorphous mark recrystallizes from the inside of the mark by formation of crystal
nuclei which can grow subsequently. This is termed nucleation-dominated recrystallization.
Figure taken from [25].
The above mentioned trial and error identification of phase-change material is unsystematic and
time consuming. Therefore, Lencer et al. have proposed a first treasure map to identify phase-
change materials [26]. They have identified suitable materials only on the basis of material’s
stoichiometry. This changes the rather descriptive picture of figure 1.2 to a more predictive one.
Shportko et al. have nicely demonstrated that resonant bonding is an unique finger print of
crystalline phase-change materials [27]. For the explanation of resonant bonding, consider two
limiting bonding cases for example in pure Sb. Sb has 3 p-electrons to form six bonds. Since not
all bonds can be saturated, there may exist two possibilities to form stable bonds. However, the
energy in the system is minimized by forming a hybrid wave function. This means the electrons
resonate between these two states. Pauling termed this situation resonance bonding [28].
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Figure 1.4.: Various elements and alloys with an average number of 3p electrons are pre-
sented with respect to their tendency of hybridization and ionicity. Bands of oxides (red),
sulphides (orange), selenides (yellow) and tellurides (blue) can clearly be seen. The small
insets attached to this figure demonstrate the variation of the bonding mechanism with respect
to its coordinates. Starting with a resonant bonding structure, a weakening can be observed
as hybridization or ionicity are increased. A consequence of increasing hybridization is that
larger distortions occur accompanied by pronounced formation of saturated covalent bonds.
An increase of ionicity leads to an reduction of resonant bonding because of an increasing
amount of localized charges at the ion cores. Therefore, phase-change materials marked by
green circles are all localized in the lower left corner of the map. Taken from [26].
10 1.3 Goal of this work
The starting point of Lencer’s treasure map (see figure 1.4, p. 9) is located in the lower left corner
of the map. In this corner, a perfect six-fold-coordinated system with resonance bonding can
be found. An increase of hybridization or ionicity weakens the resonant bonding. The former is
because of more saturated covalent bonds and the latter is because of more localized charges at
the ion cores. Therefore, phase-change materials are located in the lower left corner of this map.
This map clearly points out a tremendous change in the search for good material candidates as
research should now focus on phase-change materials that come along with a low tendency to
hybridization and ionicity in the crystalline phase.
Moreover, the occurrence of resonant bonding can also explain the large property contrast, i.e.
the optical contrast between the amorphous and crystalline phase. Huang and Robertson argue
that resonant bonding in the crystalline phase leads to an ordering and alignment of p orbitals
which is not present in the amorphous phase. As a consequence, this has a large effect on
the optical matrix elements as a change from resonant bonding to covalent bonds leads to much
smaller dipoles. Therefore, the dipole matrix elements change from about one bond length in the
case of normal two-center bonds to typically two bond lengths in the case of resonant bonding.
These different matrix elements are the fundamental source to explain the optical contrast in
phase-change materials which can also be observed in the difference in ε∞ [29]. Shportko et
al. found the optical dielectric constant of the crystalline phase to be twice as large as in the
amorphous phase [27].
From a static point of view, the structure of the amorphous and crystalline phase is responsible
for the described contrast whereas regarding dynamic aspects, i.e. the phase transition, kinetics
need to be considered [30].
1.3. Goal of this work
The fundamental mechanism of crystallization in phase-change materials is still not fully under-
stood, in particular the fast phase transition at elevated temperatures between the glass transi-
tion and the melting temperature. Therefore, a comprehensive investigation of the temperature
dependence of crystal nucleation and growth is highly desirable. However, phase-change mate-
rials possess an extremely high crystallization speed within the temperature regime mentioned
above. While applications clearly benefit from this fast switching speed, it highly complicates re-
search in this field. Investigations on crystallization kinetics require experimental techniques that
access a broad time scale ranging from nanosecond to minutes or even hours. Especially, it is
not easy to access the nanosecond time scale as monitoring the phase transition becomes very
challenging. Hence, many different approaches to this topic only deal with crystallization kinetics
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on rather slow timescales, i.e. at temperatures close to the glass transition temperature or close
to the melting temperature. Thus, there is a large temperature window at elevated temperatures
where no data regarding crystal nucleation nor crystal growth is existent. Therefore, the result-
ing lack of data was usually closed with an extrapolation to the regime of fast crystallization [31].
Unfortunately, such an extrapolation is doubtful as it has to cover many orders of magnitude.
The goal of this work is to close this gap of information between the glass transition temperature
and the melting point, i.e. accessing the regime of fast crystallization. Therefore, a new optical
in-situ tester has been assembled to tackle this challenge. It is able to access crystallization
kinetics on a nanosecond timescale. From the recorded data, it is possible to determine the
isothermal growth velocity and this will contribute to a better understanding of the fundamental
crystallization mechanism.
The focus of this work is to measure the growth velocity of the growth-dominated5 phase-change
material Ag4In3Sb67Te266 over many orders of magnitude. The experimental approach used
within this work locally melts the material. Fortunately, the growth-dominated material AIST has
a low melting point compared to other growth-dominated phase-change materials, like GeTe.
Thus, AIST is optimally suited for this task.
1.4. Structure of this work
This thesis consists of three parts. The first part provides the background necessary to under-
stand this work. The present chapter gives an introduction and an outline. It is followed by a
chapter dealing with the theory of glass formation, viscosity and crystallization kinetics. The the-
ory chapter focuses on the main aspects required for this thesis.
At the beginning of the second part, an overview will be given over different approaches to in-
vestigate crystallization kinetics (chapter 3). Subsequently, an explanation of the new setup and
its application concept will be given. The setup was especially realized to determine the crystal-
lization kinetics under isothermal conditions (chapter 4 and 5).
In the last part, experiments and results will be discussed. The experiments regarding the
growth-dominated material AIST are presented in chapter 6. This dissertation will be summa-
rized with a conclusion and an outlook (chapter 7).
5 Compare figure 1.3.
6 In this work the abbreviation "AIST" will be used.
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2. Theory
This chapter presents the theoretical background to describe the atomic rearrangement utilized
in phase-change materials. In the beginning an introduction into the glassy state (section 2.1)
will be given. In addition a description of different viscosity models (section 2.2) will be presented
to describe the temperature dependent viscosity of the undercooled liquid.
Afterwards, the focus will move to the theory for crystallization kinetics (section 2.3). The start-
ing point will be a discussion of the thermodynamic quantities, especially the Gibbs free energy
which is the driving force of crystallization. Since crystallization can be dominated by nucleation
and by growth, a theoretical understanding is required for both contributions. At the end of the
chapter dealing with crystallization kinetics, two subsections will give a theoretical background
of nucleation and growth. The models derived for viscosity and the Gibbs free energy contribute
to a mathematical expression for crystal nucleation and crystal growth.
However, the main focus is on crystal growth as it is more important for this work, since ex-
perimental results will be compared with theoretical models for the crystal growth rate. Details
related to crystal nucleation can be found in the Ph.D. thesis of Salinga and Kalb [10, 25].
2.1. The glassy state
In chapter 1.2, the crystalline to amorphous phase transition was briefly mentioned. It was ex-
plained in terms of a melt-quenching process which bypasses crystallization. Thus, the result
of solidification from melt upon freezing depends on the cooling rate applied. The solidification
process can either result in a crystalline or amorphous state.
Materials, which are prepared by melt-quenching, are often termed as glass due to their exhibi-
tion of a glass transition phenomena1 [12]. Turnbull and Spaepen give a more precise definition
of the glassy state. They take the shear viscosity into account.
Upon cooling, a liquid system experiences an increasing resistance against external forces caus-
1 The glass transition will be explained later on in this subchapter.
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ing the system to flow and to change its shape permanently. This resistance can be quantified
in terms of shear viscosity [32] and it can be described with equation 2.1
η =
Gx
(dvx/dz)
(2.1)
where Gx is the shear stress in the x direction causing a velocity gradient dvx/dz where dz is the
thickness of an element perpendicular to the direction of the applied stress [12]. The temperature
dependent viscosity is depicted in figure 2.1, p. 15. According to Turnbull and Spaepen, curve c)
which represents the viscosity of the melt (and the undercooled liquid) displays the (metastable)
internal equilibrium. When the temperature is decreased, molecular rearrangements slow down.
Hence, the time required to reach the equilibrium state increases. Upon a certain temperature,
the equilibrium state can no longer be reached since atomic rearrangements take no longer
place2. The resulting system which is off equilibrium is called a glass and the temperature at
which the system falls out of equilibrium is regarded as the glass transition temperature, here-
after Tg [33]. In terms of viscosity, Tg is defined as the temperature where the viscosity reaches
a value of η = 1012 Pas [12, 33, 34].
However, the glass transition temperature is also depending on the applied cooling rate as the
time window in which the system reaches the equilibrium state plays an important role. There-
fore, high cooling rates give the system less time to reach the equilibrium state which results
in lower viscosities and higher glass transition temperatures (compare curve a) and b) in figure
2.1). Furthermore, the atoms in the glassy state do not stop to rearrange. The glassy state
relaxes towards the equilibrium, though this takes place on a rather long time scale. Only an
infinite low cooling rate would allow the system to maintain the internal equilibrium all the time
during the cooling process.
Within the glassy state, the viscosity often shows an Arrhenius-like behavior [33, 35]. This can
be described by equation 2.2
η(T ) = η0 · exp
(
E
kBT
)
(2.2)
where η0 is a constant, kB the Boltzmann constant, E an activation energy and T the tempera-
ture. It can be seen that the viscosity depends exponentially on the temperature.
2 At least not on an experimental time scale.
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Figure 2.1.: Schematic viscosity plot for different temperature regimes. For temperatures
above the melting temperature, the liquid is in internal equilibrium. Upon cooling, the vis-
cosity rises, indicated by curve c). For temperatures between the glass transition temperature
Tg and the melting temperature Tm, i.e. the undercooled liquid, the viscosity deviates from
an Arrhenius behavior as the (metastable) internal equilibrium is still maintained. Reaching
temperatures where the viscosity increases above η = 1012 Pas leads to the glassy state which
is unstable. Here, the viscosity can be described by an Arrhenius behavior. This is shown
by the straight lines, curves a) and b). The glass transition temperature depends on the ap-
plied cooling rate. High cooling rates (curve a)) lead to higher glass transition temperatures
in comparison to low cooling rates which lead to lower glass transition temperatures (curve
b)). The unstable states can relax towards the stable state (internal equilibrium) which can
be reached by infinite low cooling rates (curve c)). The direction of the relaxation process is
indicated by arrows. Figure adapted from [10, 11, 25].
16 2.2 Viscosity models for the undercooled liquid
A measure for the deviation of the Arrhenius behavior in the regime of the undercooled liquid
can be given by the kinetic fragility m of a material. The kinetic fragility m is calculated by the
derivative of the logarithmic viscosity at the glass transition temperature [36]
m =
∂ log10η(T )
∂
(
Tg
T
)
∣∣∣∣∣∣
T=Tg
. (2.3)
Wang and Mauro have recently demonstrated the theoretical existence of an upper limit of the
fragility index. They calculate mmax to be around 175 [37]. Experimentally, fragility values of m
= 20 (for GeO2) and m = 145 (for decalin) have been reported [36, 38, 39]. With the help of the
fragility index, glasses can be classified into strong or weak liquids. Strong liquids show no or
only small deviations from the Arrhenius like behavior whereas weak liquids (fragile liquids) ex-
hibit a pronounced deviation [40]. In contrast, the terms good and bad glass former describe the
ability to form a glass. Good glass formers can easily be vitrified by slow cooling rates whereas
bad glass formers require high cooling rates to vitrify [41].
So far, the temperature dependence of the viscosity in the temperature regime of the under-
cooled liquid has not been discussed. As there exist a lot of models, the next chapter focuses
on two prominent models which is the one of Vogel, Fulcher and Tamman (VFT) and the one of
Mauro, Yue, Ellison, Gupta and Allan (MYEGA).
2.2. Viscosity models for the undercooled liquid
In general, the aim to describe the temperature dependence of the viscosity should be to derive
models that only use few fitting parameters. Arrhenius like models basically require a set of
two independent variables. However, to fit a super-Arrhenius behavior3 a set of at least three
independent variables is required. In the last decades, several (three-parameter) equations
have been proposed to fit the temperature dependence of the viscosity in the regime of the un-
dercooled liquid. Common models are given by Adam-Gibbs, Avramov, Williams-Landel-Ferry
(WLF), Vogel-Fulcher-Tamman (VFT) and by the group of Mauro (MYEGA) whereas the models
by VFT and WLF can be converted into each other [43, 44, 45, 46, 47, 48].
3 In comparison to the well known Arrhenius behavior the super-Arrhenius behavior shows an upward curvature
of the temperature dependence [42].
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In the following, the VFT model will be discussed as it is a very general model which can be
applied to a lot of materials and the MYEGA model will be presented as it is one of the latest
models derived to describe the viscosity of the undercooled liquid.
2.2.1. Vogel-Fulcher-Tamman (VFT)
Equation 2.4 shows the mathematical expression of the VFT model [46]
log10η(T ) = log10(η∞)+
A
T −T0 (2.4)
with the fitting parameters η∞, A and T0. η∞ represents the viscosity in the high temperature
limit. The equation is as Angell nicely phrases "provocative", due to the divergence of relaxation
times at a certain temperature T0 which is greater than zero. In the case of fragile liquids,
the temperature T0 rather agrees good with TK , which is the Kauzmann temperature [49, 50].
According to Kauzmann, this is the temperature at which the entropy of the crystal equals the
entropy of the undercooled liquid. Hence, a violation of the third thermodynamic law would occur
if the glass transition temperature is lower than the Kauzmann temperature resulting in a negative
entropy. Anyhow, if the liquid entropy is extrapolated to values below TK , this results in negative
entropy values due to the fact that liquid entropy would be lower than the one of the crystal. This
aspect is called the Kauzmann paradox [50].
The VFT-equation performs best for systems which show only small deviations from an Arrhenius
like behavior, i.e. strong liquids. In the case of large deviations, i.e. fragile liquids, the VFT is
not able to describe the experimental data properly. Mostly, VFT covers 2-4 order of magnitudes
very well [40].
The definition of kinetic fragility given in equation 2.3 applied to equation 2.4 for the viscosity
leads to
m = A · Tg
(Tg−T0)2
. (2.5)
Using equation 2.5 together with the definition of Tg which leads to
18 2.2 Viscosity models for the undercooled liquid
T0 = Tg− Tgm · (12− log10η∞) (2.6)
allows to rewrite equation 2.4 to
log10η(T ) = log10(η∞)+
(12− log10η∞)2
m( TTg −1)+(12− log10η∞)
. (2.7)
This gives the possibility to plot log10η(T ) as a function of temperature and fragility4. The
viewgraph, where the viscosity is plotted versus the reciprocal temperature, is called Angell plot.
It can be used to identify the kind of liquid, i.e. strong or weak, when experimental data is plotted
this way [51, 52]. The Angell plot depicted in figure 2.2 contains viscosity curves for various
kinetic fragilities.
4 The factor ln(10) is combined with the constant A.
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Figure 2.2.: Viscosity according to the VFT model (equation 2.7) as a function of temperature
and fragility. The plot is related to the phase-change material AIST. Tg equals 443 K, measured
by Kalb [53], and Tl equals 817 K, measured by P. Zalden (data not published). η(Tg) =
1012 Pas is taken as defined. Herwig and Wobst determined η(Tl) = 2.4 · 10−3 Pas [54]. The
trend from strong to weak liquids with increasing fragility can be seen clearly due to the
increasing curvature.
2.2.2. The viscosity model of Mauro, Yue, Ellison, Gupta and Allan (MYEGA)
Within the VFT model, T0 was presented as the temperature at which a divergence of relaxation
times occurs. Furthermore, the VFT model does not describe viscosity data very well when
the data shows a deviation from an Arrhenius like behavior. The temperature T0 and the im-
proper description of viscosity data in a broad temperature range in cases of a non-Arrhenius
like behavior is not existent within the MYEGA model. Starting with equation 2.8
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log10η(T ) = log10(η∞)+
K
T
· exp
(
C
T
)
(2.8)
where K and C denote constants, Mauro et al. derived5 an equation similar to equation 2.7 to
resolve the above mentioned weak points of the VFT model
log10η(T ) = log10(η∞)+(12− log10η∞)
·Tg
T
exp
[(
m
12− log10η∞
−1
)(
Tg
T
−1
)]
. (2.9)
The corresponding Angell plot can be seen in figure 2.3.
The aim of Mauro et al. was to improve the understanding of deeply supercooled liquids since
it was not clear if the viscosity of all liquids can be described by a single (universal) model. To
proof the universality of their developed viscosity model, they performed fits to the experimental
data of 568 silicate liquids covering a wide composition space and examined the quality of the
fits. As a reference model they used the model of VFT and the one of Avramov and Milchev6.
Mauro et al. showed that their model exhibits the smallest fit deviation and the smallest scatter
of η∞ values in comparison to the reference models. Therefore, they regard their model as an
enhanced description of the experimental data which generates the existence of an universal
factor η∞ with respect to the investigated class of materials [47].
Furthermore, Mauro et al. wanted to receive an answer to the question whether the viscosity
diverges at some finite temperature below the glass transition temperature or not. Equation 2.9
does not introduce a singularity at a finite temperature and since it represents the experimental
data well they neglect the existence of this finite temperature at which viscosity diverges.
Both models, VFT and MYEGA show a similar behavior at the glass transition temperature and
at the high temperature limit. However, equation 2.9 does not exhibit a diverging temperature
close to T0 like in the VFT equation. Within the MYEGA model, the temperature diverges only at
the limit of T = 0 K.
To compare both models, a combined Angell plot is given in figure 2.4. The VFT and MYEGA
model agree very well for strong liquids. A small deviation becomes obvious when temperature
rises. However, increasing fragility leads to a clear difference in the curves of both models. They
5 For details, please see [47, 55, 56, 57, 58]
6 The viscosity model of Avramov and Milchev can be found in [44].
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are no longer identical due to the dominant bending of the MYEGA curves.
Viscosity is only one contribution which influences crystallization. It is related to the atomic
mobility. For high mobilities the system favors crystallization, whereas low mobilities hinder crys-
tallization. However, it cannot explain the crystallization process itself. Therefore, the following
chapter introduces the theoretical background of crystallization kinetics.
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Figure 2.3.: Viscosity according to the MYEGA model (equation 2.9) as a function of temper-
ature and fragility. For details, please see caption of figure 2.2.
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Figure 2.4.: Comparison of VFT and MYEGA viscosity model. For details, please see caption
of figure 2.2 and 2.3.
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2.3. Crystallization kinetics
Until now, the glass transition phenomena was rather treated within a picture where viscosity was
a macroscopic quantity to describe atomic mobility. However, the glass transition phenomena
can also be captured from a thermodynamic point of view. Therefore the next chapter will deal
with the enthalpy H, the entropy S and the Gibbs free energy G.
2.3.1. Thermodynamics
Certain thermodynamic variables which are volume, entropy and enthalpy do not show a discon-
tinuity at the glass transition temperature. Fortunately, their derivative variables do so because
the thermodynamic variables possess a gradual break in slope [50, 12].
Figure 2.5.: Heat capacity Cp for different temperatures. The discontinuity at Tg is clearly
visible. Furthermore, the effect of fast cooling (a) and slow cooling (b) is presented. Figure
taken from [25].
Especially, the heat capacity Cp shows this discontinuity
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Cp =
(
∂H
∂T
)
p
(2.10)
where the subscript indicates a constant pressure. Its value in the glassy state is usually similar
to that in the crystal, but smaller than in the liquid. A schematic which illustrates the temperature
dependence of the heat capacity can be found in figure 2.5.
A temperature dependent measurement of the heat capacity can be used to derive the glass
transition temperature (depending on the applied cooling rate) or to determine the temperature
dependent difference in the heat capacity between the undercooled liquid and the crystal of a
specific material. However, the heat capacity itself does not explain why certain materials have a
tendency to form a crystal. Anyhow, it can be used to model an expression for a so called driving
force for crystallization. A starting point for a derivation could be the entropy S. The second
law of thermodynamics states that a system maximizes its entropy S at a given inner energy
and volume. This is in line with a minimization of the Gibbs free energy G [59]. It is related to
the inner energy U of a system, its volume V, pressure p, temperature T and its Entropy S by
equation 2.11
G = U + pV −T S
= H−T S. (2.11)
Hence, a driving force, that is the thermodynamic origin of crystallization, must be described by
the difference in free energy of the crystalline state Gc and the liquid state Gl . This difference in
Gibbs free energy Glc can be further expressed by the use of equation 2.11 which leads to
∆Glc(T ) = ∆Hlc(T )−T∆Slc(T ) (2.12)
at a given temperature T. With the following definitions of dH and dS
dH = CpdT (2.13)
dS = Cp
dT
T
, (2.14)
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∆Hlc(T ) and ∆Slc(T ) can be expressed as
∆Hlc(T ) = Hl(T )−Hc(T ) = ∆H f +
T∫
Tm
∆Cp,lc(T ′)dT ′ (2.15)
∆Slc(T ) = Sl(T )−Sc(T ) = ∆S f +
T∫
Tm
∆Cp,lc(T ′)
T ′
dT ′ (2.16)
where ∆H f and ∆S f are the heat of fusion and the entropy of fusion. ∆Cp,lc(T ) represents
the difference of the heat capacity between the liquid and the crystalline state. At the melting
temperature Tm the difference in Gibbs free energy ∆Glc vanishes and therefore equation 2.11
can be used to derive a relation between ∆H f and ∆S f which is Tm∆S f = ∆H f . Together with
equations 2.15 and 2.16 equation 2.12 can be rewritten to7
∆Glc(T ) = ∆H f
(Tm−T )
Tm
+
T∫
Tm
∆Cp,lc(T ′)dT ′−
T∫
Tm
∆Cp,lc(T ′)
T ′
dT ′ (2.17)
where Tm−T represents the degree of undercooling.
Figure 2.6 is a schematic illustration of equation 2.17 for the liquid phase, the undercooled liquid
phase, the glassy state and the crystal.
One of the key parameters in equation 2.17 is the difference in heat capacity ∆Cp,lc(T ). Hence,
it is a desirable goal to quantify this factor. One possibility is to apply Differential Scanning
Calorimetry (DSC) to determine the difference in heat capacity [60, 61]. However, most phase-
change materials crystallize so fast that a determination of the difference in heat capacity is
impossible.
In this case, only an approximation is helpful to overcome this discrepancy8. One prominent ap-
proximation is ∆Cp,lc(T ) = 0 which was proposed by Turnbull [62]. Applying this approximation
to equation 2.17 leads to the following simplification
7 For details, please see the works of Salinga and Kalb [10, 25].
8 For temperatures T < Tm.
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Figure 2.6.: Schematic of the Gibbs free energy for a broad temperature regime. At temper-
atures above the melting temperature Tm, the liquid is energetically the most favored state as
its free energy is well below the one of the crystalline state. Regarding temperatures below
the melting temperature Tm, the crystal is energetically more favorable as its free energy level
is below the one of undercooled liquid and glassy state. Different cooling rates lead to dif-
ferent glass transition temperatures. While high cooling rates lead to high glass transition
temperatures (a), infinitely low cooling rates lead to the glassy state indicated by curve (c).
Corresponding to figure 2.1, structural relaxation take place in the direction of curve (c). ∆G
illustrates the difference in Gibbs free energy. It can be seen that ∆G increases with increased
undercooling of the liquid and that it vanishes at Tm. Figure adapted from [10, 11, 25].
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∆Glc(T ) = ∆H f
(Tm−T )
Tm
. (2.18)
In equation 2.18, the difference in Gibbs free energy is directly proportional to the degree of un-
dercooling which might not work well for all materials as the assumption ∆Cp,lc(T ) = 0 simplifies
too much to represent all of them. Therefore, another approximation was proposed by Thomp-
son and Spaepen [63]. They assume ∆Cp,lc(T ) to be constant within the temperature range of
the undercooled liquid. Furthermore, they presumed ∆Slc(T ) = 0 for T = T0. Applying these
assumptions to equation 2.17 and performing further simplifications according to [63] gives the
following expression
∆Glc(T ) = ∆H f
(Tm−T )
Tm
·
(
2T
Tm +T
)
. (2.19)
A third approximation is given by Hoffman [64]. He also assumed a constant ∆Cp,lc(T ) and
∆Hlc(T ) = 0 for a temperature T∞9 which is slightly below Tg. Again, using their approximations
and performing some simplifications [63, 64] results in an expression for ∆Glc(T ) which is
∆Glc(T ) = ∆H f
(Tm−T )
Tm
·
(
T
Tm
)
. (2.20)
However, equation 2.20 does not hold for materials which show a large deviation of T∞ and Tg,
i.e. metallic systems [63]. In summary, all three approximations show no temperature depen-
dency on thermodynamic variables such as entropy or enthalpy. Fortunately, only the melting
point and the heat of fusion need to be measured. Comparing all three approximations, the
approximation by Turnbull results in the largest value of ∆Glc(T ) whereas the approximation by
Hoffmann gives the smallest one.
These three approximations are very helpful as they bridge a lack of data in the regime of the un-
dercooled liquid, especially in the case of phase-change materials which crystallize very fast.
9 Within an enthalpy-temperature diagram, the intersection of the extrapolated undercooled liquid curve and the
curve indicating the enthalpy of the crystal yields T∞, compare [64].
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2.3.2. Crystal nucleation
In the preceding chapter, a driving force, necessary for crystallization, was presented. Though, a
detailed presentation of crystallization is still missing. For instance, it has not yet been discussed
how the formation of crystalline clusters10 takes place or why crystalline clusters can also decay
under certain circumstances. Therefore, this section and the next one will focus on the formation
of a crystal nuclei and its subsequent growth to a macroscopic size11.
First of all, crystalline nucleation is the formation of crystalline clusters. This can either occur with
or without contact to another substance. In the first case, this is called heterogeneous nucleation
and in the latter case, it is called homogeneous nucleation.
Starting with homogeneous crystallization, a crystalline nuclei can form within a liquid below Tm
by fluctuations. This formation creates an interface between the crystalline nuclei and the liquid
at the expense of an interfacial free energy which is always positive. Hence, nuclei would always
decay as they are unstable due to the interfacial free energy. Therefore, a second contribution
has to be taken into account, i.e. Gibbs free energy per volume. It increases when the cluster
size increases. For simplicity, it is assumed that these clusters are spherical with radius r. Thus,
the change in free energy due to the cluster formation ∆Gcluster(r) can be expressed as a sum
of the above mentioned contributions [66, 67, 68]
∆Gcluster(r) = −43pir
3 ·∆Glc,V +4pir2 ·σ . (2.21)
Here, ∆Glc,V is the difference in Gibbs free energy between the liquid and the crystalline phase
per volume unit and σ > 0 is the interfacial free energy12. In figure 2.7, the different contributions
to equation 2.21 are illustrated. Furthermore, it is taken into account that crystalline clusters are
unstable for a temperature T > Tm as this is energetically not favorable. In case of a tempera-
ture T < Tm and a large radius, the volume term dominates the surface term. This leads to a
maximum in Gibbs free energy at a critical radius rc. This critical radius is ascertained to be
rc =
2σ
∆Glc,V
(2.22)
10 A cluster is an aggregate of N = 3 up to N = 105 single building blocks. In case of phase-change materials,
these building blocks are atoms. Regarding the size of a cluster, small (N < 10), average (N < 100) or large (N
< 1000) clusters can be distinguished [65].
11 This section will only treat the classical nucleation theory.
12 Possible strain effects are not considered in equation 2.21.
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and the critical Gibbs free energy equals
∆Gcritical =
16pi
3
σ3
(∆Glc,V )2
. (2.23)
Figure 2.7.: Gibbs free energy of a crystalline cluster with a radius r in a liquid. In the case
of a temperature T > Tm, crystalline clusters are energetically unstable and hence they decay
(blue curve). In the case of T < Tm (black curve), two contributions have to be noted which
is the interfacial energy (red curve) and the energy of the crystalline volume (green curve).
Both contributions lead to a critical radius rc where the Gibbs free energy has its maximum. A
cluster with a size smaller than rc is energetically unstable and decays whereas a cluster with
a size larger than rc is energetically stable. It can gain energy by subsequent growth. Figure
taken from [10].
One of the first models to treat nucleation was the kinetic model of Volmer and Weber [69]. Within
this model, they described the nucleation in supersaturated vapor. Volmer and Weber have
taken two assumptions as a basis for their model. First, they assumed that nuclei larger than the
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critical radius grow. This is analogous to the theory of Gibbs (compare figure 2.7). Second, the
probability for a formation of a subcritical nuclei within the liquid follows the Boltzmann-statistic.
Then, the nucleation rate is given by
IVW = k+nc ·N0 · exp
(
−∆Gcritical
kBT
)
. (2.24)
In this equation, N0 represents the total number of atoms present in the system and k+n is the
atom addition rate to a cluster of size n. The critical radius has been replaced by a number
of critical clusters nc. However, the model of Volmer and Weber has a drawback. Their two
assumptions mentioned above simplify to much as a cluster can also decay which is not taken
into account within their model.
Becker and Döring created another model in which they implemented the decay of stable clusters
with a certain probability [70]. They claimed a steady state nucleation rate was more realistic.
Thus, they derived
IssBD = k
+
nc ·N0 ·
1
nc
·
(
∆Gcritical
3pikBT
) 1
2
︸ ︷︷ ︸
ΓZ
·exp
(
−∆Gcritical
kBT
)
(2.25)
= ΓZ · IVW . (2.26)
The difference in both models is the "Zeldovich factor" Γz which is between 0.01 and 0.1 [10, 25].
Until now, all the models presented do only consider nucleation in supersaturated vapor and not
in the undercooled liquid. Thus, the kinetic prefactor k+nc needs to be rephrased. This can be
done by two possible ways. The first assumption is a necessary rearrangement of neighbors for
crystallization. This process is called diffusion-limited crystallization. The second one is thermal
vibration where atoms collide. Hereafter, this is called collision-limited crystallization. How-
ever, Salinga argued that collision-limited crystallization is irrelevant for phase-change materials.
Collision-limited crystallization does not require an energy barrier which has to be overcome
to (locally) crystallize the material. This, however, is in contradiction to what is observed for
phase-change materials at temperatures close to the glass transition temperature. At these tem-
peratures crystallization is clearly hindered which requires an energy barrier [10]. Therefore,
collision-limited crystallization will be neglected within this work as it does not describe the crys-
tallization process of phase-change materials.
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Turnbull and Fisher extended the model of Becker and Döring [71]. They assumed an existence
of an energy barrier13 in the scheme of transition rate theory. Kelton and Greer [72] have shown
a link between the jump frequency to overcome this energy barrier and the bulk diffusion which
is given by
γ =
6D
λ 2
. (2.27)
where γ is the jump frequency, D the bulk diffusion (in the liquid) and λ the atomic jump distance.
In the case of diffusion-limited crystallization, k+nc can then be rewritten to
k+nc = Oc ·
6D
λ 2
. (2.28)
where Oc is the number of surface sites of a critical cluster. Thus, a substitution of the kinetic
prefactor in equation 2.25 leads to a steady state nucleation rate which is given by
IssT F = Oc
6D(T )
λ 2
·N0 ·ΓZ · exp
(
−∆Gcritical
kBT
)
. (2.29)
In chapter 2.1, a discussion of viscosity was presented. It is possible to establish a link between
the described viscosity models and the steady state nucleation rate of equation 2.29. This can
be realized with the help of the Stokes-Einstein-Equation which links viscosity η and diffusivity
D [73, 74]
D =
kBT
3piηλ
(2.30)
where the hydrodynamic radius has been replaced by half of the atomic jump distance λ2 . The
application of equation 2.30 to equation 2.29 yields
13 Turnbull and Fisher call this an "activated complex".
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IssT F = Oc ·
2kBT
η(T )piλ 3
·N0 ·ΓZ · exp
(
−∆Gcritical
kBT
)
. (2.31)
It has to be noted that there exists a decoupling effect between diffusion and viscosity at tem-
peratures approximately below 1.2 · Tg [75, 76]. Below this characteristic temperature, atoms
translate faster than expected taking viscosity into account [75]. As there exists no viscosity or
diffusivity data at elevated temperatures for phase-change materials, it is not clear yet whether
viscosity or diffusivity is more suitable to describe the experimental steady state nucleation rate.
Moroever, the last substitution is to implement the relation of the critical Gibbs free energy shown
in equation 2.23 which results in
IssT F = Oc ·
2kBT
η(T )piλ 3
·N0 ·ΓZ · exp
(
− 16pi
3kBT
σ3
(∆Glc,V (T ))2
)
(2.32)
=
1035
η(T )
exp
(
− 16pi
3kBT
σ3
(∆Glc,V (T ))2(T )
)
Pa s
m3s
. (2.33)
In the last step, Oc ≈ 10, T ≈ 1000, Γz ≈ 0.01, 1λ 3 ≈ 1028 1m3 and N0 ≈ 1028 1m3 are roughly
estimated and inserted.
With the help of this expression, the two factors which mainly influence the temperature de-
pendent nucleation rate can be discussed. The two temperature dependent quantities are the
viscosity η(T ) and the driving force. The latter one is given in the form of an exponential term.
At temperatures close to the glass transition temperature, the nucleation rate is low due to the
high viscosity (compare figure 2.1), although a driving force is present. At temperatures close
to the melting point, the nucleation rate is low as well. In fact, the viscosity at this point is small
compared to the value close to the glass transition temperature. However, there is no or only
a very small driving force for crystallization. In between these characteristic temperatures, the
nucleation rate shows a maximum. At this point, the viscosity is small enough and a sufficient
driving force for crystallization is present. Figure 2.8 on page 33 illustrates the discussion of
equation 2.33.
So far, crystallization with a foreign substance or other particles in contact with the liquid has
not been discussed. For that reason, heterogeneous nucleation will be focussed, now. In this
case, the contact of the crystalline cluster to another foreign substance needs to be quantified.
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Figure 2.8.: Illustration of the temperature dependent steady state nucleation rate of
Ge2Sb2Te5 using the model of Turnbull and Fisher. The simulated nucleation rate is shown
for temperatures above Tg and below Tm. The viscosity models of VFT (solid-line) and Mauro
(dashed-line) have been applied using different fragilities. The difference in Gibbs free energy
is approximated by the model of Thompson and Spaepen. The interfacial energy, the entropy
of fusion, melting and glass transition temperature were taken from [25, 53]. Figure taken
from [11].
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A good measure is the wetting angle [72]. Under the assumption that a crystalline cluster on a
flat surface can be approximated by a spherical cap, the Gibbs free energy can be written as
follows
∆Ghetcluster(r) = −
4
3
pir3 ·∆Glc,V · f (θ)+4pir2 ·σlc · s(θ)
+pi(r sin(θ))2(σcs−σls) (2.34)
where the subscript s represents the substrate and 0 < f (θ),s(θ)< 1. The spherical cap model
is depicted in figure 2.9.
Figure 2.9.: Sketch of the spherical cap model. A crystalline cluster on a flat surface with
the reduced volume and surface is shown. The reduced volume is achieved by the additional
factor f (θ) = 14(2+ cos(θ))(1− cos(θ))2 and the reduced surface has the additional factor
s(θ) = 12(1− cos(θ)). A link between the interfacial energies and the wetting angle is given
by Young’s equation. The dashed line is a guide to the eye. Taken from [10].
With the help of Young’s equation
σcs−σls = −σlc · cos(θ) (2.35)
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and equation 2.21, the relation shown in equation 2.34 can be simplified to
∆Ghetcluster(r) = ∆G
hom
cluster · f (θ). (2.36)
The difference in Gibbs free energy ∆Ghetcluster(r) is equal to the homogeneous case except of a
correction f (θ). Thus, all other equations can easily be modified as f (θ) is not depending on
the radius, but only on the wetting angle. However, it has to be taken into account that a smaller
fraction is in contact with the liquid than in the homogeneous case. Hence, not all N0 atoms can
contribute to the nucleation process. This is justified with an additional factor ε and the equation
for the steady state nucleation rate can be rewritten to
IssT F = ε ·
1035
η(T )
exp
(
− 16pi
3kBT
σ3
(∆Glc,V (T ))2
· f (θ)
)
Pa s
m3s
. (2.37)
A comparison between equation 2.33 and equation 2.37 reveals that the Gibbs free energy in
case of heterogeneous nucleation can be much smaller than in case of homogeneous crystal-
lization. This means crystal nucleation has a higher probability to occur at surfaces or interfaces
than in the pure liquid. This result can have a large impact on investigations of thin film phase-
change materials surrounded by dielectric materials or even cells of small dimensions consisting
of phase-change materials.
Once a stable crystalline nuclei is formed, it is able to grow. Therefore, crystal growth will be
discussed in the next chapter.
2.3.3. Crystal growth
Stable crystalline nuclei can grow or decay by the addition or subtraction of additional atoms.
To do so, it has to pass an activation barrier ∆G∗ which is termed as an "activated complex"
by Turnbull and Fisher [71]. Along the lines of nucleation, a jump frequency γ with an attempt
frequency ν can be expressed whereas it exponentially depends on the energy barrier
γ = ν · exp
(
−∆G
∗
kBT
)
. (2.38)
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According to equation 2.27 which was presented in the context of nucleation the jump frequency
γ can be expressed by the bulk diffusivity D and the molecular jump distance λ
γ =
6D
λ 2
. (2.39)
The rate of atom addition can be derived as presented within the chapter of nucleation
k+n = Oc ·ν · exp
(
−∆G
∗
kBT
)
(2.40)
= Oc · γ (2.41)
= Oc · 6Dλ 2 (2.42)
= 4n
2
3 · 6D
λ 2
(2.43)
where the possible number of attachment sites Oc is approximated by 4n
2
3 [72]. In the same way,
the detachment process can be expressed as follows
k−n+1 = 4n
2
3 ·ν · exp
(
−∆G
∗+(∆Gcluster,n−∆Gcluster,n+1)
kBT
)
(2.44)
= 4n
2
3 · 6D
λ 2
exp
(
−(∆Gcluster,n−∆Gcluster,n+1)
kBT
)
. (2.45)
In this formula, ∆Gcluster,n represents the Gibbs free energy of a cluster with size n14. The
aspects presented in the equations 2.43 and 2.45 are depicted in figure 2.10.
On the basis of equations 2.43 and 2.45, it is possible to derive the net change of the number of
atoms integrated in a cluster by
14 For details, please see the work of Salinga [10] and equation 4.18 and 4.19, herein.
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activated 
complex 
configuration 
Figure 2.10.: Illustration of the Gibbs free energy difference for crystal growth depending on
the configuration. The growth rate depends on the rate of atom attachement k+n and on the
rate of atom detachement k−n+1 where n and n+1 denote the size of the cluster. Furthermore,
the addition or subtraction of an atom has to overcome an energy barrier ∆G∗. When an atom
passes this activated complex the system changes its configuration. Modified according to
[10, 11, 25]
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∂n
∂ t
= k+n − k−n+1 (2.46)
= 4n
2
3 · 6D
λ 2
·
[
1− exp
(
−∆Gcluster,n−∆Gcluster,n+1
kBT
)]
. (2.47)
Within this work, the crystal growth velocity is treated as the velocity of the crystallazion front.
Hence, the crystal growth velocity u can be defined as
u =
∂ r
∂ t
=
∂n
∂ t
· ∂ r
∂n
. (2.48)
The factor ∂n∂ t was already derived in equation 2.47, however
∂ r
∂n is still missing. When ∆n atoms
are added to a cluster the volume increases by ∆V where ∆V = Vatom ·∆n. However, ∆V can
also be expressed by ∆V = 4pir2 ·∆r. Thus, the partial derivative follows as
∂ r
∂n
=
Vatom
4pir2
(2.49)
and introducing equation 2.49, the growth velocity can be written as
u = 4n
2
3 · 6D
λ 2
·
[
1− exp
(
−∆Gcluster,n−∆Gcluster,n+1
kBT
)]
· Vatom
4pir2
. (2.50)
After some more simplifications15 and the use of equation 2.21, the growth velocity can finally
be rewritten to
u =
4kBT
3piη(T )λ 2
·
[
1− exp
(
−∆Glc,atom(T )
kBT
[
1− rc
r
])]
. (2.51)
15 A detailed derivation is nicely shown in the work of Salinga [10].
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It has to be noted that this formula was derived under the conditions and assumptions like in the
case of crystal nucleation. In particular, a decoupling of viscosity and diffusivity might take place
in the same way like in nucleation at a temperature of approximately 1.2 Tg. An occurrence of a
decoupling effect would lead to a pronounced influence on the description of the growth velocity
at elevated temperatures, since viscosity models could no longer be used to describe the growth
velocity data properly at temperatures below 1.2 Tg. If so, diffusivity would have to be taken into
account.
In the case of large radii where r is much larger than the critical radius rc, the growth of the
crystallization front becomes time-independent as the crystal-liquid interface remains constant.
Hence, the growth velocity derived in equation 2.51 can be written as
u = u0
T
η(T )
·
[
1− exp
(
−∆Glc,atom(T )
kBT
)]
(r >> rc) (2.52)
where all temperature independent constants are summarized to one single constant u0. An
illustration of this equation is given in figure 2.11.
At temperatures close to the glass transition temperature Tg, the growth velocity u(T ) is very
small due to the high viscosity η(T ). When the temperature increases, the viscosity decreases
and hence, the growth velocity increases, too. At a given temperature Tmax, the growth velocity
shows a maximum. Passing this maximum, which means a further elevation of the temperature,
leads to a decrease in the driving force ∆Glc,atom(T ). Hence, the influence of the driving force
dominates the influence of the viscosity. At temperatures very close to the melting temperature
Tm, the driving force vanishes and thus, the growth velocity equals zero16. Salinga demonstrated
the influence of the different models for the Gibbs free energy [10]. In his work, it can be seen
that the models used to approximate the difference of heat capacity between the crystalline and
liquid phase only show slight differences in the resulting growth velocity. However, at higher
fragility values the different viscosity models have a much larger influence in comparison to each
other. This can also be seen in figure 2.11 on p. 40.
In summary, from a theoretical point of view, the link between transformation, temperature and
time is illustrated in figure 2.8 and 2.11. Both figures nicely depict why phase-change materials
are such an interesting class of materials. On one hand, at low temperatures a low nucleation
rate and a low crystal growth velocity is present. This enables the long term stability and data
16 Compare equation 2.52 in which the exponential term becomes equal to one when the driving force vanishes.
Thus, the growth velocity equals zero.
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Figure 2.11.: Temperature dependent crystal growth velocity between the glass transition and
the melting temperature for the material AgInSbTe. Tg equals 443 K and Tl equals 817 K
corresponding to figure 2.2. The calculation was performed according to equation 2.52 where
the viscosity models of VFT (solid line) and Mauro (dashed line) have been applied with
fragilities of m=40 (dark blue) and m=90 (light blue). In this diagram, the model of Thompson
and Spaepen was applied to approximate ∆Cp,lc. The interfacial energy, the heat of fusion, the
melting and glass transition temperature were taken from [25].
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retention. On the other hand, at elevated temperatures, a high nucleation rate and a high crystal
growth velocity is existent. From a kinetic perspective, this explains the rapid switching process
of phase-change materials which occurs within a few nanoseconds. However, this complicates
a well-directed study of the phase transition at elevated temperatures as well. This will become
even more obvious in the next chapter where different approaches to access the fast phase
change are presented.

II. Part
Approaches to Determine the Crystal Growth
Velocity

45
3. State of the Art
In the last chapter, the theory regarding crystallization kinetics was presented. The formula de-
rived for the crystal growth velocity clearly shows that crystal growth depends on the viscosity
η and on the driving force for crystallization ∆Glc,atom(T ). Since the viscosity covers about
twelve orders of magnitude per definition of η(Tg) and measurements of η(Tm) and since the
growth velocity is related inversely to the growth velocity, the growth velocity probably covers
twelve orders of magnitude, too, when decoupling effects do not take place at temperatures be-
low 1.2 ·Tg. Otherwise, the growth velocity spans less than twelve orders of magnitude. Anyhow,
the timescales which need to be accessed reach from a nanosecond timescale up to a timescale
of hours or even longer. Obviously, the investigation of crystallization kinetics in a broad temper-
ature regime is very challenging. Especially for the intermediate temperatures regimes, i.e. the
regime of fast crystallization. Within this chapter, different techniques are presented that try to
access this broad temperature regime.
The first section will present a method introducing an oven and an optical light microscope to
measure the crystal growth velocity ex-situ and in-situ. It is followed by a different ex-situ method
using an atomic force microscope instead of an optical microscope. A different approach to
access the phase transition in a small sized area is the application of a transmission electron mi-
croscope (TEM) which will be presented afterwards. A further development of TEM which might
access the regime of fast crystallization is called dynamic transmission electron microscopy
(DTEM) and is presented in section 3.4. In the final section, different laser based setups are
presented which seem to be a very promising in-situ method to access fast crystallization kinet-
ics.
3.1. Ex-situ and in-situ optical light microscopy
If measurements regarding the crystal growth velocity shall be performed, it is inevitable to detect
the distance a crystallization front has moved in a certain time. In addition, a contrast between
the crystal and amorphous phase is necessary to detect the crystal boundary. Furthermore, an
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appropriate tool to access the time-scale and the temperature regime in which the phase tran-
sition takes place is required. In the case of µ-cordierite glasses, Reinsch et al. reported the
use of different furnaces1 and an optical microscope. The samples experienced an isothermal
heat treatment at temperatures in between 800◦C and 1350◦C. The movement of the crystalline
boundary was monitored ex-situ with the optical microscope2. As the distance which the crys-
tallization front has moved and the time which the crystallization front has required to move that
distance are known values, the growth velocity can be calculated. Reinsch et al. measured
growth velocities in the order of a few nanometers per minute up to several micrometers per
minute [77]. Although, this work has no link to the kind of phase-change materials relevant in the
context of this work, it is impressive to see how easy it can be to measure the growth velocity of
a different material, i.e. a simple glass.
Unfortunately, the measurement of the phase-change material’s crystal growth velocity is not
that simple, at least at elevated temperatures, because of the rapid phase transition, i.e. the
rapid movement of the crystal boundary. Moreover, it is crucial to identify one nuclei and its sub-
sequent growth or the movement of a crystallization front which happens in an area as a large
as a few micrometers. This is also a clear difference to the measurement of Reinsch et al. where
a crystal can be viewed in an area with a size of a few hundred micrometers.
Carria et al. used in-situ optical microscopy to determine the growth velocity of GeTe, but in a
very narrow temperature regime of 143− 155◦C where crystallization proceeds rather slowly
[78]. In this case, in-situ means they heat the sample, keep it at a fixed temperature and monitor
the crystallization process with an optical microscope by taking several pictures with a time step
in the order of minutes. With this method, Carria et al. reported a growth velocity of 2.7 nms at a
temperature of 149◦C. However, both methods, the one of Reinsch and the one of Carria, are
limited to low temperatures and low crystal growth velocities.
3.2. Ex-situ Atomic Force Microscopy (AFM)
In the works of Kalb and Klein, crystallization kinetics are determined with a DSC and an AFM
[25, 79, 80, 81]. The DSC is used as very precise heat source and the AFM is used to monitor the
crystallization front ex-situ on a micrometer scale. Due to the density change occurring during a
phase-transition, a change in film thickness can be noticed [82]. Thus, it is possible to distinguish
both phases locally in the AFM because of the resulting height contrast upon a phase transition.
1 Depending on the temperature, they used a laboratory furnace, a quartz glass tube furnace or a vertical corundum
furnace.
2 The optical microscope is operated in transmission and the contrast is detected using crossed nicols.
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Figure 3.1.: AFM scans on AgInSb2Te. The 30 nm thick sample is annealed in three different
annealing steps, indicated by a), b) and c), at 160◦C. Each time, the AFM scan is performed in
a fixed 3µm by 3µm area. The crystals (dark) can be observed in the amorphous surrounding
(bright). It can clearly be seen that the small crystals grow after several minutes of annealing.
The average growth velocity in this case is about 600 pms The height scale is not shown. Figure
taken from [25].
The procedure in which the sample is heated and monitored afterwards can be repeated several
times as long as the observed crystal fraction has a detectable crystal boundary. Hence, the
required time of a crystallization front to move a certain distance and the distance itself are
known values in each step. Fitting these data points results in the crystal growth velocity. Figure
3.1 shows a series of AFM pictures.
For temperatures up to 440 K, crystallization was performed with the DSC and required several
hours or even minutes. At higher temperatures, up to 460 K, where crystallization happens within
minutes or seconds, safflower oil was used to heat the sample and subsequent cooling to room
temperature was achieved by quenching the sample in ethylene-glycol. The presented method
enables measurements of the crystal growth velocity in the order of picometer per second due
to the applied low temperatures3.
3 Temperatures are usually chosen below or close to the glass transition temperature due to the slow crystal growth
velocity.
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3.3. Transmission Electron Microscopy
A powerful approach to determine crystallization kinetics is transmission electron microscopy
(TEM)4, as it is appropriate to detect structural changes on a local scale. It is even more suit-
able if the crystallization process is followed in-situ [84]. Until that point of time, only the work
of Ruitenberg et al. was reported in literature dealing with in-situ TEM research [85]. The group
investigated the kinetics of the amorphous to crystalline phase transition, especially the mech-
anisms of nucleation and growth and the parameters of the Johnson-Mehl-Kolmogorov formal-
ism5 [86, 87, 88]. However, the influence of the electron beam on crystallization kinetics was
neglected. Therefore, the results of Ruitenberg et al. (which are vg ≈ 50nms to vg ≈ 50 pms at
temperatures in between 450 K and 413 K for the phase-change material Ge2Sb2Te5) are ques-
tionable. Furthermore, the temperature precision of ±10 K seems to be insufficient for a precise
isothermal measurement in the given temperature range.
A large advantage of the TEM in-situ investigation is the easy separation of crystal growth and
crystal nucleation due to the local scale of a few nanometers. Hence, it is easy to count the
nuclei per volume and time and determine the nucleation rate. Moreover, it is easy to measure
the distance of a certain crystallization front moving in a certain time and to calculate the growth
velocity. Kooi et al. have performed the latter one [89, 90]. The growth velocities have been
measured in a range of vg ≈ 0.12nms at about 85◦C to vg ≈ 6.7nms at about 115◦C in the case
of Sb3.6Te [89]. In the case of SbxTe where x is 3.0, 3.6 and 4.2 and where different capping
layers (ZnS-SiO2 or GeCrN) have been applied, the results have found to be in the same order
of magnitude [90]. A series of TEM images showing crystal growth are depicted in figure 3.2.
The influence of capping layers was further investigated in the work of Pandian et al.. They
nicely demonstrate that the growth velocity clearly depends on the used dielectric capping layer
whereas their influence vanishes at higher temperatures (≈ 200◦C). The effect of the capping
layers can be attributed to the interfacial energy (chemical bonding) between the phase-change
and the capping layer [91]. This group further investigated the influence of the electron beam on
the crystallization of phase-change materials as ignoring the effect of the electron beam could
lead to an error in the crystallization parameters determined. They found that the crystal growth
velocity increases at least by a factor of three when the samples are exposed to an electron
beam. This phenomena is explained by structural relaxations which lead to a better structural
4 The functional principle of a TEM is explained in detail in the book of Williams and Carter [83].
5 In isothermal processes, this formalism describes the transformed fraction, i.e. the crystalline fraction, as a
function of time.
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Figure 3.2.: Growth velocity determined by conventional TEM. These bright field TEM im-
ages show crystal growth at a temperature of 170◦C. The phase-change material Sb3Te is
sandwiched between two dielectric layers of ZnS-SiO2. The time indicates only the time for
growth. Figure taken from [90].
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matching at the interfaces6 [92].
Another improvement of the TEM in-situ investigation is an automated image analysis presented
by Oosthoek et al. which reduces the error in the crystal growth velocity determined. Their
method consists of an image processing with a filter technique that identifies the movement of
the crystallization front. Several pictures are taken with a constant time step. Hence, the growth
velocity can easily be calculated. They determined the growth rate between vg ≈ 0.1 nms and
vg ≈ 10 nms for doped SbTe in a temperature regime of 155◦C to 175◦C [93].
In summary, TEM in-situ investigation is a powerful tool to separate the different contributions to
crystallization. A detailed measurement of crystal nucleation and growth is possible. However,
this technique is limited to low temperatures and therefore, only low crystal growth rates can
be determined due to the poor time resolution. Here, a possible solution could be dynamic TEM
which is presented in the following chapter. Nevertheless, even with this technology the influence
of the electron beam can not be neglected.
3.4. Dynamic Transmission Electron Microscopy
Standard video acquisition in TEM has a very limited temporal resolution of 33ms frame speed
[94]. As most of the phase transitions occur at a much faster speed, it is obvious that an improve-
ment of the temporal resolution of TEM is absolutely necessary [95]. Although, large improve-
ments to the spatial resolution have been performed in the last decades, only limited efforts to
improve the temporal resolution have been made. Therefore, a technique, called dynamic trans-
mission electron microscopy (DTEM) has been developed by King and Armstrong [95, 96, 97].
Two operation modes of DTEM are possible, a single-shot approach [98] and a stroboscopic ap-
proach. The single-shot approach holds for the investigation of irreversible processes whereas
the other one holds for reversible processes. In fact, the stroboscopic approach requires the
specimen to be laser pumped a million times. Hence, the phase transition must be highly re-
peatable or the sample highly regenerating [98].
The DTEM itself is in general a conventional TEM with two additional laser windows. One is
used for the laser driven photocathode and the other one is used for the pump laser beam that
manipulates the specimen. The laser pulse excites an electron pulse at the photocathode. Sub-
sequently, the electrons are accelerated by the electron gun. Afterwards, it passes through a
hole, which is within in the laser mirror, into the electron optics of the TEM column. Here, the
electron beam is controlled like in a conventional TEM, but with the difference that here the beam
6 Specimen heating by the electron beam was already excluded by Kooi and cannot be taken into account to
support crystallization [84].
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is pulsed and not continously.
The second laser, i.e. the pump laser, is used to irradiate and heat the sample. To monitor the
effect of the pump laser, an electron probe pulse is applied to derive a snapshot of the sample at
a specified delay. A CCD camera detects the transmitted electrons and thus, records the picture.
In future, it will also be possible to record multiple frames. Therefore, an electrostatic deflector
system will deflect each image onto a certain part of the CCD chip. The data will be stored in the
camera buffer and can be readout after the experiment has finished7. An overview of a DTEM is
given in figure 3.3.
Until now, only three conference contributions have been published regarding DTEM and phase-
change materials [99, 100, 101]. Within these works, the amorphous to crystalline phase tran-
sition is investigated. There was no report on investigations of the crystal nucleation rate or the
crystal growth velocity.
This might be due to one of the drawbacks of DTEM. A high current of several mA is required to
derive a desired image resolution and contrast. This value can be compared to traditional TEM,
which typically operates at currents in the nA regime [97]. Regarding this issue, Kooi reports 3
nA [84], but the influence of the electron beam still affects the crystallization process. Hence, to
investigate crystallization kinetics of phase-change materials, DTEM must take into account the
effects of the high current electron beam pulse.
Furthermore, the described setup can hardly realize an isothermal experiment due to the poor
temperature control of laser induced heating. Possibly a heater which keeps the sample at a
constant temperature could help to overcome this problem. However, when keeping the sample
at elevated temperatures, i.e. when accessing fast crystallization kinetics, it has to be locally
melt-quenched and recrystallized to determine isothermal crystallization parameters. This will
be hardly possible with an electron transparent specimen of 50nm (or less) in thickness, since a
heat sink (usually silicon is applied) is missing, but this is inevitable for melt quenching. Hence,
a stroboscopic approach also fails as multiple pulses would significantly heat up the specimen.
Although, the idea of a pump-probe system with a high spatial and temporal resolution seems to
be on a good track to unravel the isothermal crystallization parameters, some more work has to
be invested to solve the above mentioned problems. If so, DTEM might be a very powerful tool
to measure crystallization parameters at elevated temperatures.
7 The deflection system is still under development.
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Figure 3.3.: Overview of a dynamic transmission electron microscope. Two lasers are intro-
duced into the TEM column. One excites the electrons from the laser driven photocathode and
one manipulates the sample. The (planned) electrostatic deflector system is used for multi-
ple frames. It deflects each image onto a certain part of the CCD camera. At the end of an
experiment, all images are readout of the CCD camera buffer. Taken from [94].
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3.5. Pump-probe laser systems
In the last section, the idea of a fast pump-probe setup was presented which could in principle
access fast isothermal crystallization kinetics. However, the electron beam and the missing heat
sink are identified as critical issues. Hence, it makes sense to follow rather conventional ways
where the probing of the sample is achieved by a probe laser beam. It enables to detect the
crystallization process of phase-change materials by the change in reflectivity. Another advan-
tage is the application of a heat sink as the sample does not need to be very thin for electron
transparency.
In the last decades, the development of laser investigations started with ex-situ methods to
determine crystallization kinetics where only a single laser was implemented to measure the
initial reflectivity, to induce the switching process and to measure the final reflectivity after-
wards [6, 102, 103, 104, 105, 106, 107]. From the discussion in the last sections, it has be-
come clear that only an in-situ method is capable to access the fast phase transition. In lit-
erature, several pump-probe laser systems are reported giving access to in-situ investigations
[108, 109, 110, 111, 112]8. Therefore, only a few pump-probe laser systems will be reviewed in
this section.
In 2002, Fischer and Mansuripur presented a work regarding the thermal properties and crystal-
lization dynamics of phase-change materials. Within that work, they used a laser based pump-
probe setup to follow the crystallization or amorphization process in-situ. The pump-probe sys-
tem was operated at slightly different wavelengths of 680 nm and 643 nm to combine and sep-
arate both beams easily. The probe laser was operated continuously to monitor the change in
reflectivity whereas the pulse laser induces the switching process. The smallest pulse width is
reported to 10 ns. Photodiodes measure the intensity of the applied and reflected laser light.
The implemented diodes had a bandwidth of 160 MHz which was also the limit of the temporal
resolution [113]. However, the setup is not capable of performing isothermal investigations as
the only heat source is the pump laser.
Peng and Mansuripur presented a different pump-probe setup in 2004. They used a single pulse
laser which created a pump-pulse and a probe-pulse by splitting the laser pulse. The laser had
a wavelength of 532 nm with a minimum pulse length of 512 ps. The detectors had a bandwidth
of 200 MHz and they were connected to a fast oscilloscope which had a sample rate of 1 GHz.
Furthermore, a delay path enabled the creation of a time shift between the pump-pulse and the
probe-pulse. This time shift is in between 10 ns and 75 ns [114]. Although, this setup has some
technical advantages in comparison to the pump-probe setup of Fischer and Mansuripur, it is
8 It has to be noted that the works of Raoux et al. are based on the pump-probe system which is described in the
work of Salinga [10].
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unable to access isothermal crystallization kinetics in a broad temperature regime. First, this
is due to the fact that one single pulse is split into two pulses with a fixed time delay. Thus,
the probe beam is only able to monitor a certain part of the recrystallization process in a single
event. Sure, it is possible to repeat a crystallization process as often as all traces in summary
can be matched to one crystallization event, but the setup is limited to a maximum time shift of
75 ns between both pulses. However, crystallization occurs on a much broader time scale. Sec-
ond, the system has no opportunity to perform isothermal experiments as a precise temperature
control of the sample is also missing like in the setup of Fischer and Mansuripur.
Siegel et al. have also constructed a laser based pump-probe system to detect fast reflectiv-
ity changes in phase-change materials [115, 116, 117] . They could apply 30 ps pump-pulses
whereas the probe laser was operated continuously. At the sample surface, the focused spot
diameter of the probe beam (50 µm) was about ten times smaller than that of the pump beam.
This enabled to monitor an area which was irradiated homogeneously. The light detection was
achieved by a combination of a streak camera which gave access to time windows of maximal
50 ns and in case of longer time windows, by a fast photo detector in combination with an os-
cilloscope or an transient digitizer. The streak camera was used for reflectivity measurements
when ps resolution was necessary. It had a time resolution of 1.44 ps in a time window of 200 ps
which decreased to 350 ps when a time window of 50ns was applied [118]. So far, this has been
the fastest laser setup to investigate crystallization of phase-change materials and the results
are remarkable. Unfortunately, regarding the drawbacks, the setup has similar shortcomings as
described before. It is unable to record data regarding the isothermal crystal growth velocity.
In summary, various promising approaches were presented in this chapter to determine crys-
tallization parameters. However, none of them are capable to perform the required isothermal
measurements. Hence, to gain access to fast crystallization kinetics at elevated temperatures a
different approach is required. A setup giving access will be presented in the following chapter.
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4. Phase-change Optical Tester (POT)
In chapter 3, the challenge to investigate crystallization kinetics was presented. At elevated
temperatures, the crystallization process occurs extremely fast. Thus, to tackle this challenge a
different approach to fast crystallization kinetics is necessary. Hence, it is the aim of this chapter
to present the idea of a fast pump-probe laser setup in combination with a heated sample holder
to keep the sample at an isothermal temperature1. It serves as a basis for a different concept
of fast isothermal experiments which is presented in chapter 5 to determine the crystal growth
velocity. Starting with the presentation of a general introduction, the adjacent chapters focus on
main parts of the setup.
4.1. General view
The pump-probe laser system, also called POT2, consists of several parts, briefly introduced
hereafter. An overview of the POT is given in figure 4.1.
There is, first of all, the laser beam creation. In this part, the laser pulses are created by the
pump laser3 and the laser beam which is operated continuously is created by the probe laser.
The pump laser pulses locally induce a switching process within a phase-change material and
the probe laser measures the subsequent change in reflectivity at the same time.
Second, there are two detector systems. The incoming detector system, measures the intensity
which is deposited into the sample and a second one, the outgoing detector system, measures
the reflected light of the sample. It has to be noted that each system consists of several single
detectors. This is necessary because each beam, either pulse or probe beam, needs to be
quantified. Hence, there are at least two detectors required in each system. Moreover, a second
1 A detailed description would go far beyond the scope of this work due to the enormous complexity of the setup
involving mechanics, optics, electronics and programming. This setup has been build with the support of several
people. Therefore, further details can be found in the works of Gabel and Schlockermann [11, 119]
2 Phase-change Optical Tester.
3 This laser is also called pulse laser.
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Figure 4.1.: Overview of POT. Figure adapted from [11].
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split-up is necessary in terms of fast and slow processes. The reason is, a single detector can
only measure fast signals with a high time resolution (fast detector) or it can only measure the
intensity with a high precision (slow detector). To sum this all up, the incoming detector system
consists of one slow detector to measure the intensity of the incoming probe laser light and it
consists of two detectors, one fast and one slow detector, to measure the applied pulses with
a high resolution in time and intensity. The outgoing detector system consists of two detectors.
One fast detector, which measures the rapid change in intensity of the reflected probe beam and
a slow detector to measure the absolute reflected intensity.
Furthermore, a monitoring unit is installed to illuminate and monitor the area where experiments
are performed on the sample. The monitoring unit consists of a green LED and a CCD-camera.
Hence, it is also necessary to move the sample. Therefore a sample positioning system and an
autofocus unit are installed.
One important aspect is the temperature change in the laboratory. The devices controlling the
setup and recording data are producing are large amount of heat. However, this has a large
influence on optics as they drift with temperature. Furthermore, some parts of the setup, like for
example the lasers, can only be temperature stabilized up to 30◦C. Hence, a so called flowbox
creates a temperature stabilized room in which the setup is positioned. Figure 4.2 demonstrates
the effect of temperature stabilization.
4.2. Laser beam creation
The laser beam creation of the pump-probe system, as already mentioned, consists of two
lasers. The pulse laser uses the laser diode ML101U29 manufactured by Mitsubishi. It has
a center wavelength of λ = 658nm and a linear polarization. Its maximum power of 400mW can
only be achieved when pulses with a pulse-length less than 30 ns are applied. In all other cases,
including also cw-operation, the laser diode can only emit a maximum laser power of 150 mW .
The laser diode is mounted on a custom made circuit board and mechanic. Pulses are applied to
the laser diode by a Tabor WW1281A Arbitrary Waveform Generator which is capable of creating
1 ns pulses.
The probe laser uses the laser diode X1619 manufactured by Ondax. It shows a center wave-
length of λ = 639nm, a linear polarization and a maximum laser power of 5mW 4. The diode has
a holographic grating to achieve a maximum stability which is mandatory to determine reflectivity
changes on the order of a few percent. A Faraday isolator in front of the probe laser enhances
4 This is the maximum output power. However, to protect the expensive laser diode a power limit of 2.5 mW has
been installed, which is sufficient to detect reflectivity changes.
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(b) Temperature stabilization is applied. The average temperature is
(27.42±0.11)◦C.
Figure 4.2.: Temperature stabilization in POT lab.
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the stability5.
Due to the small difference in the center wavelengths of both laser diodes it is possible to sepa-
rate both laser beams with the help of line filters. At the same time, only small chromatic effects
appear when passing different optics.
In the next step, both beams need to be matched. Therefore, they are coupled into a single mode
polarization maintaining glass fiber. With the help of this fiber, a desired beam shape which is
T EM006, can be achieved and the laser beam given polarization is maintained. Furthermore,
pulse and probe beam almost perfectly match each other in the main beam path when coupled
out of the glass fiber. However, when coupling laser beams into a fiber it is necessary to match
the laser beam diameter with the fiber core diameter. Moreover, the polarization of the laser light
needs to be identical to the polarization orientation of the glass fiber.
Laser diodes have the inherent property to exhibit a fast and slow axis which means that the
divergence angle of a diode is larger in one direction than in the one perpendicular to that [120].
Hence, due to the elliptic beam profile a power loss will occur as the geometry of the fiber core
is a circle. Thus, at least the shape of the pulse beam profile needs to be modified as a power
loss is a disadvantage. In the case of the probe laser, a slight power loss is not a problem as the
influence of the probe beam to the sample should be as low as possible. The shape of the pulse
beam is modified with two cylindrical lenses rounding the beam profile7.
The polarization of both lasers is different from the polarization expected of the fiber when cou-
pling light into it. Therefore, the direction of the linear polarized laser light has also to be modified.
This can easily be achieved by λ2 -wave plates.
Finally, a beam combiner that transmits the pulse laser light and reflects the probe laser light
is used to combine and couple both beams into the fiber. The coupling into the fiber is accom-
plished with a lens. To prevent light from being reflected back into the laser cavities, the fiber
end does not show a flat surface but a single tilted to reflect light out of the beam path. The laser
light is coupled out of the glass fiber by a microscope objective8.
4.3. Measurement of incoming laser light
When the laser beam is coupled out of the fiber, it is directed straight into the direction of the
sample. However, it is crucial to know the intensity deposited on the sample. Therefore, a
5 The functionality of a Faraday isolator is explained in chapter 4.6.
6 The T EM00 is also called a Gaussian beam profile.
7 For details, please refer to the explanations and descriptions in the work of Gabel [11].
8 A Zeiss Achrostigmat with 20X magnification and a NA equal to 0.45 is employed.
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beam prober reflects ca. 5 % out of the main beam path into the incoming detector system. A
back-side reflection of the beam prober is blocked with the help of an iris. Then a 50:50 beam
splitter separates the outcoupled beam. One part is directed into a slow detector that measures
the intensity of the probe beam. To do so, a line filter blocks the pump beam and a ND filter
reduces the intensity to the available detector range. The second part passes another 50:50
beam splitter. The first part is directed into another slow detector that measures the intensity of
the pulse beam. The latter is directed into a fast PIN-detector. Both detectors are equipped with
adequate line and ND filters.
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Figure 4.3.: A 1.5 ns laser pulse illustrates the performance of the PIN-detctor. It is easily
possible to record traces with a rise time of 250 ps. The overshoot at t = 2 ns is due to the
deactivation operation of the pulse laser diode which breaks down the population inversion.
Adapted from [11].
The PIN-detector9 consists of the Hamamatsu diode S9055. PIN means that the detector has
a pn-junction in which an intrinsic layer is inserted. The PIN-detector needs to be very fast with
a high resolution in time to appropriately detect the fast and short pulse laser pulses. Hence, it
9 Details regarding the different detector types can also be found in the work of Schlockermann and Nellen [119,
121].
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has a maximum bandwidth of 1.5 GHz which is equivalent to a sub-nanosecond time resolution.
Figure 4.3 demonstrates the outstanding performance of the PIN-detector and the custom-made
electronic circuit board on which the photodiode is mounted. The measured signal is recorded
with a Lecroy Wavemaster 8620A oscilloscope with a bandwith of 6 Ghz. It is possible to set a
maximum sampling rate of one sample every 25 ps.
All slow detectors, except for the one which measures the intensity of the incoming pulse laser
beam, use a Hamamatsu photodiode of type S3477 because they are operated with a small
sized Peltier element that further reduces the noise of the detector due to the cooling applied. In
the case of the uncooled slow detector, it is not necessary to apply a cooled photodiode as the
pulse beam has a much higher intensity. There, the detector uses a Hamamatsu diode of type
1336. All detectors are connected via a custom-made mainboard to a National-Instruments PXI
system.
The calibration of all detectors, as far as useful, is performed with a Newport Powermeter 2931-C
connected to a 918 SL-OD3 detector head.
4.4. Monitoring unit
After the beam prober, the laser light passes an achromatic λ2 -wave plate. The Faraday rotator
which is situated right in front of the glass fiber rotates the linear polarization by 45°. Hence,
the linear polarization is no longer parallel to the optical table. However, the dichroic mirror is
polarization depending and that is why the achromatic λ2 -wave plate turns the polarization back
parallel to the optical table. This is essential as the dichroic mirror is used to transmit the laser
light and to reflect the light emitted by the green LED into the main beam path. Hence, the sam-
ple can be illuminated by the green LED.
It is important to notice that the rotation of the polarization is not a problem for the linear polar-
ization of the reflected light because the direction of light travel is reversible. This means when
the laser light passes the achromatic wave plate once again, when traveling all the way back, the
linear polarization is turned back to the 45° angle.
To focus the laser beam upon the sample, an objective10 is implemented. The size of the laser
spot in the focal point of the objective highly depends on the diameter of laser beam in the main
beam path. This diameter determines the numerical aperture of the implemented objective. In
order to expand the beam to a suitable size for the NA of the microscope objective, a pair of
lenses is inserted into the main beam path.
10 A Mitutoyo objective of type M Plan Apo 50x is used due to its long working distance of dWD = 13 mm.
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The monitoring unit itself uses a Basler 631f CCD-camera and a tube lens. However, not only
the illuminated sample can be viewed, also the laser spot on the sample can be observed since
the dichroic mirror does not transmit all the laser light. A very small amount is reflected and
directed onto the chip of the camera. Moreover, the monitoring unit is used to determine the
beam profile and the laser beam diameter on the sample surface when the sample is in focus
of the microscope objective. Figures 4.4 - 4.6 illustrate the beam profile, a Gaussian fit to the
data and the difference of probe laser beam profile and Gaussian fit. The difference of data and
fit shows that the probe laser beam profile can be approximated very well by a Gaussian beam
profile. χ
2
ndF = 1.61 underlines the high quality of the fit
11.
In the same way, the pump laser beam profile is analyzed. Figures 4.7 - 4.9 depict the data of
pump laser beam profile, the Gaussian fit to the data and the difference between data and fit.
The difference of data and fit shows that the pulse laser beam profile can be approximated by a
Gaussian beam profile. The χ
2
ndF = 4.61 underlines the quality of the fit which is acceptable. Fit
and data do not perfectly match at the edges. This might be due to the resolution of the camera
where one pixel equals about 100 nm on the sample surface.
From this data, the radius of the probe and pulse laser beam can be calculated12. They are
determined to be
rProbe laser = 1.12±0.10µm (4.1)
rPump laser = 1.22±0.10µm. (4.2)
11 ndF represents the number of degrees of freedom. The χ
2
ndF is a measure for the quality of an estimate. The
closer the χ
2
ndF equals one, the better is the quality of the estimate, i.e. in this case the quality of the fit.
12 It is defined as the point of intensity which equals 1/e2 of the maximum intensity.
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Figure 4.4.: 3d-viewgraph of the probe laser beam profile on the sample surface in the focus
of the microscope objective. The data is recorded with the CCD-camera of the monitoring unit
where one pixel equals 96 nm.
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Figure 4.5.: Gaussian fit to the beam profile shown in figure 4.4. One pixel equals 96 nm.
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Figure 4.6.: Difference of Gaussian fit and recorded probe laser beam profile. This figure
clearly shows that there are only slight differences between fit and data.
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Figure 4.7.: 3d-viewgraph of the pump laser beam profile on the sample surface in the micro-
scope objective. The data is recorded with the CCD-camera of the monitoring unit where one
pixel equals 96 nm.
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Figure 4.8.: Gaussian fit to the beam profile shown in figure 4.4. One pixel equals 96 nm.
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Figure 4.9.: Difference of Gaussian fit and recorded probe laser beam profile. This figure
clearly shows that there are only slight differences between fit and data.
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4.5. Sample positioning and vacuum chamber
It is possible to mount a sample on two different sample holders. One very simple holder has a
vacuum chuck and just keeps the sample perpendicular to the laser beam. The other option is
to put the sample onto a heated sample holder which is situated in a vacuum chamber. A base
plate on a nanometer positioning system, hereafter called NanoCube, enables an exchange of
the basic holder and the vacuum chamber.
The NanoCube is mounted on a PI linear stage system with a traveling distance of 25 mm and
with a resolution of 0.05µm. The NanoCube has a traveling distance of 100µm and a resolution
of 1 nm. Both positioning systems together enable a long traveling range with a very high res-
olution. They can be moved in all three axes except the case of autofocus operation where the
y-axis is controlled automatically.
The vacuum chamber can either be filled with argon or it can be evacuated to 25 mbar. Figure
4.10 shows a simulation of the chamber deformation when it is pumped down. It is important
to have a mechanical stable chamber as the sample needs to be perpendicular to the laser
beam.
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Figure 4.10.: Simulation of the vacuum chamber deformation upon pumping to 25 mbar. It
can be seen that the maximum deformation is about 7.9µm. Adapted from [11].
70 4.6 Outcoupling of reflected laser light
One key advantage is the prevention of sample and heater from oxidation. In addition, if the
heater was not put within a vacuum chamber, the possible high temperatures of 400°C would
lead to air turbulences in front of the objective. This would have a negative influence on the laser
beam quality. Fortunately, this is not the case due to the vacuum. Furthermore, the cover plate is
water cooled to prevent heat conduction to the sensitive positioning system whereas the heater
is cooled down by compressed air. The heater temperature is controlled with the help of an
FPGA13, evaluating the temperature every 25 ns. A high temperature precision is achieved due
to the use of a PT100 resistor14. An interesting property of this vacuum chamber is its weight.
The NanoCube can move maximally 500 g. Thus, a careful construction of the chamber was
necessary. Finally, the chamber weighs only 350 g.
4.6. Outcoupling of reflected laser light
So far, the laser beam path from the glass fiber to the sample has been discussed. However, it
has not been mentioned yet, how the reflected light is detected. First of all, it has to be noted that
the reflected light travels all the way back as the sample surface is perpendicular to the incident
laser beam. Hence, this raises the question how the laser light can be coupled out of the main
beam path. Normally, the way light is traveling is exactly reversible except from the case of pass-
ing a Faraday isolator. This device is comparable to an electrical diode. Light can pass in one
direction but it is blocked, i.e. coupled out, in the other direction. To achieve this functionality,
the Faraday isolator consists of three components. A Faraday rotator and two polarizing beam
splitters. When light enters a Faraday isolator, it first passes one of the beam splitters, followed
by the Faraday rotator and finally the second beam splitter. This configuration and the working
principle of a Faraday isolator are depicted in figure 4.11.
Assuming the incoming laser light is linearly polarized, the orientation of the polarization is par-
allel to the optical table. Therefore, the first beam splitter is adjusted perpendicular to the parallel
oriented polarization of the laser light and the incoming laser light is able to pass the first beam
splitter. Within the Faraday rotator, the laser light is exposed to a permanent magnetic field. Due
to the magnetic field, the plane of the polarization is turned by 45◦. The effect is called Faraday
effect and describes the influence of a magnetic field on the polarization of light. The rotated
angle is proportional to the applied magnetic field, the length of the path where the effect takes
place and the Verdet constant of the material. In general, the last beam splitter is turned into
13 Field Programmable Gate Array.
14 The PT100 resistor has an accuracy of ±0.15◦C at a temperature of 0◦C and an accuracy of ±0.95◦C at a
temperature of 400◦C. For details, please see [122].
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a direction that allows the light to pass. In this case, it is 45◦. On the way back, the laser light
passes the beam splitter again if the polarization or the orientation of the polarization has not
been changed elsewhere. Hence, passing the Faraday rotator again leads to another change in
the polarization angle. Finally, the linear polarized laser light has a polarization angle which is
now perpendicular to the optical table. With this condition, the entrance beam splitter leads to a
deflection of the reflected laser light. Thus, it is coupled out of the main beam path right into the
outgoing detector system.
So, the Faraday isolator can also be used to prevent reflected light from entering the laser cavities
as this would be detrimental for the laser performance.
Figure 4.11.: Working principle of a Faraday isolator. Top: Linear polarized light with an
orientation parallel to the optical table passes the first polarizing beam splitter. The perma-
nent magnetic field in the Faraday rotator leads to a change of the polarization plane by 45◦.
The exit polarizinig beam splitter is oriented in the same 45◦ so the laser light transmits.
Bottom: On its way back, the laser light passes again the exit beam splitter under the same
conditions mentioned in the top part of this figure, assuming that the orientation of the polar-
ization has not changed. Then, the orientation of the linearly polarized laser light is turned
once more by 45◦. Hence, the laser light cannot pass the first polarizing beam splitter since
the orientation of the polarized laser light are perpendicular to it. Thus, the laser light is
deflected. Taken from [10].
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4.7. Measurement of reflected laser light
Once the reflected light is coupled out of the main beam path, it is directed into the outgoing
detector system. To prevent any effect from a back reflection of the Faraday isolators beam split-
ter it is necessary to install an iris that blocks a back reflection. Furthermore, only the reflected
probe laser light is relevant and should be measured. Therefore, a first line filter is positioned
right after the iris to filter out all wavelengths except from the one of the probe laser.
Hereafter, a beam splitter transmits about 85 % of the laser light to a fast APD15-detector. This
detector is capable of measuring the reflected probe laser light with a very high time resolution
which is similar to the PIN-detector. It allows an in-situ measurement of the change in reflectiv-
ity and therefore it can be regarded as the heart of the setup. The APD-detector consists of a
Hamamatsu diode S4315 and it has the same features as the PIN diode. However, since the
presetting of the probe laser results in a very low intensity of about 10µW , the signal has to be
amplified. In addition, a second line filter is implemented to ensure that only the probe beam is
measured and a lens is used to focus the laser light on the detector chip.
The APD itself consists, similar to the PIN diode, of a pn-junction with an intrinsic layer in be-
tween. A reverse voltage is applied to the intrinsic layer leading to an electrical field. When
photons create primary charge carriers the electrical field accelerates them, enough to create
secondary charge carriers. These secondary charge carriers can again create more charge
carriers. This chain reaction is called avalanche effect. Hence, a small optical signal can be
amplified to a much larger electrical signal.
The signal is recorded with the same oscilloscope used to record the data of the PIN-detector.
The performance of the APD-detector is shown in figure 4.12 and 4.13. In the first figure, a typ-
ical recrystallization experiment is shown which will be explained in detail in chapter 5. It nicely
demonstrates the ability of the APD-detector in combination with the fast oscilloscope to capture
a sudden decrease in the reflectivity signal. In the latter figure, the applied nanosecond pulse
and the change in reflectivity during the applied pulse is shown. Both figures demonstrate that
on the one hand, the APD-detector can capture very fast reflectivity changes and on the other
hand, it can capture data with a very high time resolution16.
The other 15 %, reflected by the beam splitter (mentioned above), are used for the autofocus
unit, which is presented in chapter 4.8 and a slow cooled detector, which is identical to that used
in the incoming detector system. It measures the intensity of the reflected probe laser light with
a high resolution in power, but poor precision in time.
15 Avalanche Photo Diode.
16 It has to be noted that a digital filter was applied to the raw data to reduce the noise. Details will be given in
chapter 5.
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Figure 4.12.: APD performance on a second timescale. A reflectivity trace is shown in which
a sudden drop of the reflectivity signal is present due to an applied pump laser pulse. The
oscilloscope channel of the pump pulse is not shown as the applied pulse has a length of
several nanoseconds. Therefore, it could not be seen on this large timescale. After this sudden
decrease, the reflectivity signal rises to a constant level.
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Figure 4.13.: APD performance on a nanosecond timescale. Top: A 29 ns laser pulse was
applied to a phase-change material. Bottom: The change in reflectivity (measured in voltage)
during the applied pulse is presented.
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4.8. Autofocus unit
It is the aim to deposit as much intensity as possible into the sample. The highest power density
is achieved for the smallest possible beam diameter, i.e. when the laser beam is well focused.
Hence, it is crucial to hold the sample in the focus position. This is the task of the autofocus
unit. Thus, at another 50:50-beam splitter (in the outgoing detector system) half of the 15 % of
the reflected probe laser light is directed onto a four quadrant diode which is part of this unit.
However, this device alone cannot detect the position of the sample. With the help of a lens and
a knife edge, the sample is held in focus of the microscope objective by positioning the knife edge
exactly at the focal point of the lens when the sample is in focus of the microscope objective. The
four quadrant diode is set up symmetrical, i.e. two focal lengths at the end of this beam path
behind the lens. Hence, when a sample is at the focus position of the objective, the laser light
can barely pass the knife edge and illuminate the four quadrant diode symmetrically.
If the sample leaves the focus position the laser beam will not pass the knife edge any longer,
but slightly being cut-off. This leads to an unsymmetrical illumination of the four quadrant diode.
Hence, if the two upper or the two lower sectors are slightly more illuminated a closed-loop
control can move the NanoCube in the y-axis back to the focus position of the objective. It is
important to know that this closed-loop control is programmed on a FPGA and that the sample
position is checked and adjusted every 25 ns. The working principle is also depicted in figure
4.14.
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Figure 4.14.: Working principle of the autofocus unit. Three cases are illustrated, where
on the left hand side the position of a sample relative to a microscope objective is depicted
and on the right hand side the detection unit. The incoming laser beam is indicated by a
dashed grey line and the reflected one by a solid black line. Top: The sample is in the focus
position of the microscope objective. Incoming and reflected laser light follow exactly the
same beam path. Hence, the knife edge is barely passed and the four quadrant signal A equals
B (upper two sectors and lower two sectors). Middle: The sample is too close to the objective.
Hence, the reflected laser beam expands strongly and the laser light cannot completely pass
the knife edge. A shift of the focus closer to the four quadrant diode has taken place in such
way that the knife edge blocks laser light that would have illuminated the two upper sectors.
Therefore, they are less illuminated than the lower ones resulting in a lower signal A compared
to signal B. Bottom: Here, the sample is too far away from the objective. Following the same
argumentation chain, the upper two sectors are stronger illuminated than the lower ones. This
results in a larger signal in A than in B. Figure taken from [10].
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4.9. Control software
By now, it should somehow become clear that the POT is an extreme complex setup not only
regarding the implemented optics but also its electronics. To give a better impression of the
complexity it can be stated that about four hundred signals are routed and connected to a PC
that controls the experiments on the one hand and on the other hand monitors the status of the
setup. The PC uses National Instrument’s LabView to handle all signals and data. This chapter
presents the brief idea of the software structure, details can be found in [122].
First of all, it has to be noted that there exist three groups of actions. Two of them are the
status control of time-critical and time-uncritical components and a third one is the control of
experiments which leads to a user interaction. Regarding the time-critical status control, the
temperature of the heater and the autofocus system, as already mentioned, are implemented
on a FPGA. The FPGA is programmed to perform only certain tasks at a given speed, which
are mainly closed-loop controls that can run independently from the PC. The great advantage is
the stand-alone solution of system operation. The system is just giving feedbacks to the PC. In
addition, it is more effective and faster to calculate set points as it is directly connected to the
critical components.
All other actions are carried out on the LabView PC. The LabView program consists of two loops
where each of them runs on one cpu core of the PC. One loop has the task to manage the status
of the system. It operates without any user interaction at a speed of 10 Hz which is sufficient
to catch and calculate all status and set variables. To give an example, this loop carries out the
closed-loop controls for temperature stabilization of the lasers and detectors and it converts all
currents and voltages into physical values.
The second loop handles all the user interactions and commands. It runs at maximum cpu speed
to perform experiments as fast as possible. Moreover, it manages all the data being recorded
during the experiments. One important aspect is that the software saves all the raw data in
separate files containing the oscilloscope data and the detector data. The files of every single
experiment are labeled with an event number and a time code. Due to the folder management
the events can easily be allocated to the used material, the stack layout and the kind of experi-
ment. In addition, important status variables are written to a log file. These are for example the
temperature of the heater, the detectors, the lasers or room temperatures whereas set values of
the devices are also logged.

79
5. Concept of a Fast Isothermal Experiment to Determine
Crystal Growth
While the last chapter explained the pump-probe setup developed to perform fast experiments,
an experimental concept that takes use of POT is still missing. Hence, the aim of this chapter is to
present a concept that is able to access the regime of fast crystallization at elevated temperatures
with the help of the POT setup. This concept is demonstrated in the next section. It is followed
by explanations regarding ex-situ experiments which complement the in-situ experiments. The
last part of this chapter gives some remarks to the sample preparation which is necessary to
perform both, the ex- and in-situ measurements.
5.1. In-situ experiments
5.1.1. Basic idea
First of all, figure 5.1 depicts the time and temperature-dependent crystallization kinetics. More-
over, it clearly demonstrates the accessible time and temperature regimes by conventional meth-
ods and the regime opened up by the POT-setup. However, it is still not clear how POT can be
used to measure the isothermal growth velocity.
A possible experiment can look as follows. A very short laser pulse with a high intensity can
locally melt a crystalline sample. Usually, the local molten spot cools down to room temperature
passing the regime of the undercooled liquid with subsequent amorphization or recrystallization
depending on the thermal conductivity of the layer stack. The aim must be to prevent the cooling
process to room temperature and to keep the sample at an isothermal temperature. Therefore,
the POT-system has the heated sample holder. Thus, the temperature of a molten spot created
by a pump-pulse does not drop down to room temperature, but to the temperature of the sam-
ple holder. Keeping the sample at this elevated temperature leads to a subsequent isothermal
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Figure 5.1.: Time-Temperature-Transformation-diagram (TTT-diagram). The time is shown
on the x-axis whereas the temperature is shown on the y-axis. In addition the characteristic
temperatures, i.e. melting temperature, a so called isothermal temperature and glass transition
temperature, are depicted. Closely related to that, different regimes, i.e. the liquid, the under-
cooled liquid, the glassy and the crystalline state are indicated. Moreover, two crystallization
processes (dashed lines) are illustrated. The green circles mark the areas of crystallization
kinetics which are accessible with conventional methods whereas the red circle marks the area
which can be accessed with POT. In addition, the isothermal and non-isothermal crystalliza-
tion times are labeled. Modified from [123].
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recrystallization process of the undercooled bit1. However, a fast heat dissipation is inevitable
because if this does not happen fast enough, the temperature of the locally molten spot will not
decrease fast enough. Hence, a non-isothermal recrystallization process would have already
started before the temperature of the heated sample holder was reached. A solution to this is to
choose a substrate with a high thermal conductivity which is for example silicon2. In contrast, a
glass substrate for example is not suitable (compare Gabel [11]).
d 
Figure 5.2.: Measurement principle to determine the crystal growth velocity. A short laser
pulse with a high intensity (top) locally creates a molten bit within a crystalline surrounding
(bottom). The reflectivity signal decreases upon melting (middle). Due to the heated stage the
bit recrystallizes and the reflectivity increases to the original reflectivity level. It is assumed
that the bit recrystallizes from the rim to the center. The growth velocity can be calculated
from the bit diameter d and the (re-)crystallization time. Modified from [121].
1 The dashed line starting in the regime of the stable liquid in figure 5.1 depicts the temperature devolution
corresponding to isothermal recrystallization experiment.
2 Details will be given in section 5.3.
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A very important aspect is not only to perform the above mentioned experiment, but also to
monitor the progress. Here, the probe laser beam of the POT setup in combination with the
fast APD-detector is ideally suited. The application of an amorphizing laser pulse leads to a
decrease in the reflectivity signal as a crystalline lattice is no longer present. This decrease can
be detected with the probe laser beam and the APD-detector. Due to the isothermal recrystal-
lization process, the reflectivity rises to the original level where the experiment has started. A
reflectivity trace can be recorded with the fast oscilloscope which displays the fast isothermal
recrystallization process. From this trace, the bit size and the time required for crystallization can
be extracted3. Hence, this concept allows to determine the isothermal temperature-dependent
growth velocity u(T ). Figure 5.2 illustrates the measurement principle.
The data treatment is performed in two steps. First, a digital filter is applied to the raw data
and second, the reflectivity trace is converted to a change in bit diameter depending on time.
Thus, with the known bit diameter at the beginning of the recrystallization process and with the
measured crystallization time, a growth velocity can easily be calculated.
5.1.2. Application of a digital filter to reflectivity data
Figure 5.3 illustrates the raw APD-signal recorded with the oscilloscope. Obviously, this signal is
very noisy. The reason is that due to a reverse voltage, which is applied to the APD, not only the
laser intensity is amplified, but also the background noise. Thus, it would be reasonable to apply
a digital filter to the raw data to remove the background noise as far as possible. A comparison
of different digital filters applied to reflectivity data conducted by POT can be found in the work
of Brill [124].
Due to an optimal noise reduction, a Wavelet-Transformation in combination with a multireso-
lution analysis is applied4. The Wavelet-Transformation (hereafter: WT) is quite similar to the
Fourier-Transformation (hereafter: FT). Within the FT, a set of harmonic functions, i.e. sine or
cosine for example, is used to represent a function f. This set is also called orthonormal basis.
Moreover, there also exist an inverse FT.
3 The calculation will be shown later on.
4 It is not the aim of this subsection to give a detailed introduction to digital filters but to explain the idea behind
Wavelet-Transformation.
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Figure 5.3.: Raw data of the APD-detector. The APD signal is plotted vs. the number of sam-
ples. The sudden decrease at sample number 105 is corresponding to the depicted experiment
in figure 5.2. The noise within the signal trend is clearly visible.
The WT has similar properties. It also has a set of orthonormal functions that represent a function
f. However, they are not harmonic. In the same way to an inverse FT, there exists an inverse WT.
Consequently, the set of functions in WT are different from the functions in FT. In WT, a so called
mother wavelet needs to be defined [125, 126, 127]. A series of mother wavelets is depicted in
figure 5.4. It has to be noted that only one kind of wavelet can act as a mother wavelet, i.e. the
basis of the transformation.
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Figure 5.4.: A Series of mother wavelets. This figure illustrates the most common wavelets,
i.e. Haar-, Meyer-, Debauchies 4-wavelet and the Mexican hat. Wavelets are the basis of the
Wavelet-Transformation. Figure adapted from [124].
According to the harmonic functions of FT where frequency and amplitude can be changed, a
mother wavelet can be changed in scaling and dilation. Figure 5.5 shows the influence of scaling
and transformation using the example of a Haar-Wavelet.
In comparison, WT shows more flexibility than FT. For instance, most noisy signals exhibiting
unsteady data can better be described in terms of WT than FT. This becomes very obvious by
comparing sine or cosine as a basis function of FT to the Haar-Wavelet as a basis function of
WT. A step function can hardly be described with harmonic functions. Hence, as the APD signal
in figure 5.3 contains a sudden decrease in the reflectivity signal, i.e. a discontinuity, it is much
more promising to reduce the signal noise with the help of WT without blurring the data at the
position of the sudden decrease in the reflectivity signal.
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Figure 5.5.: Scaling and dilation of a Haar-Wavelet H(x). The effect of the parameters s and
τ which move and stretch the wavelet is depicted. Taken from [124].
Usually, filtered data show a deviation from the original signal. A good example is a moving
average filter. This filter is inappropriate to provide a good result when passing unsteady data.
The signal is smeared out. This leads to a necessary recheck of the filtered data to verify that
possible deviations from the original signal are not too large. With WT, this is not the case due
to the good description of a step function.
All wavelet functions are square integrable [128] which means
∫ |Ψ(x)|2
|x| dx < ∞. (5.1)
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Hence, in contrast to harmonic functions, wavelets are local functions. Moreover, they are oscil-
lating functions. According to scaling and dilation, wavelets can be expressed as
Ψs,τ(x) = N ·Ψ
(
x− τ
s
)
(5.2)
where N denotes a normalization factor [129, 130]. The definition of an orthogonal basis leads
to
∫
Ψs,τΨs′,τ ′ = 0 (5.3)
as long as s 6= s′ and τ 6= τ ′ [131]. However, in the case of s = s′ and τ = τ ′, N can be calculated
to 1√s . In analogy to the FT, it is possible to describe an arbitrary function as a sum of scaled
and dilated wavelets. According to Daubechies, the continuous wavelet transformation can be
written as
W (s,τ) =
∫
f (x)Ψ∗Ψs,τ(x)dx (5.4)
where Ψ∗ is the complex conjugated of Ψs,τ(x) [132].
However, in the case of the APD raw data, it is impossible to apply a continuous WT as the data
is discrete. Therefore, a discrete WT is necessary. This leads to a redefinition of expression
5.2. The difference is that discrete wavelets can not be continuously scaled or dilated. It is only
possible in discrete steps. This is achieved by modifying s to s = s j0 and τ to τ = kτ0s
j
0. Hence,
Ψs,τ becomes
Ψ j,k(x) =
1
j
√
s0
·Ψ
(
x− kτ0s j0
s j0
)
(5.5)
where j,k are integers and s0 > 1 is a fixed dilation [133]. Usually, s0 equals 2 and τ0 equals 1 to
be in the same line with the logic of computers. Thus, the continuous WT shown in equation 5.4
can be rewritten to a discrete WT
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W ( j,k) =
∫
f (x)Ψ∗Ψ j,k(x)dx (5.6)
with Ψ j,k(x) shown in equation 5.5.
The noise reduction is achieved by a "multiresolution analysis" which follows the algorithm of
Mallat [134]. The aim of Mallat’s algorithm is to decompose a complex signal into more simple
structures. Therefore, a discrete WT is realized through a stepwise application of two half band
filters, i.e a high pass- and low pass filter. This means that the discrete WT is realized by a
successive application of high pass and low pass filters. Figure 5.6 illustrates the decomposition
process.
Figure 5.6.: Principle of a multiresolution analysis. x[n] represents the input signal, H and
G represent the high and the low pass filter. The high pass filter is realized with the help of
wavelets and the low pass filter with the help of scaling functions (see equation 5.7 for further
information). In each level, both filters are applied. After the application of the high pass
filter, only details of a signal are left whereas coarse structures are filtered. The low pass
filter retains the coarse signal sequence. To achieve an optimal split up of details and signal
sequence, the procedure is repeated to a certain number of levels which is demonstrated by
the cascade structure. Modified from [124].
The aim of the high pass filter is to extract the true signal in terms to only leave over the noise.
This result is gained with the application of the wavelets as they show a high pass character.
In contrast, the low pass filter filters most of the details, thus, so that only the rough signal is
left over. This procedure is repeated several times until the maximum decomposition level is
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reached.
Mathematically, the decomposition can be written as
x(n) = ∑
j
∑
k
d j(k)Ψ j(n)+∑
k
cL(k)ϕL(n) (5.7)
where x(n) is a signal, n being an integer, Ψ denotes the wavelet, ϕ a scaling function5, j the
level of decomposition and L the maximum decomposition level6[137]. The coefficients d j(k)
and cL(k) are so called wavelet-coefficients.
The inverse transformation works the same way, i.e. the reverse process. The wavelet coeffi-
cients are important for the noise reduction as they are necessary for the so called thresholding
procedure. The wavelet coefficients are relevant for the details in a signal. Hence, if certain
coefficients are neglected in the inverse WT, the details do not contribute to the signal. Thus, the
resulting composition contains less noise. However, it needs to be classified which coefficients
should be neglected. This is achieved by the so called thresholding of wavelet coefficients which
is of great importance.
Two different ways of thresholding are presented within this work. One is the so called hard
thresholding and the other one is the so called soft thresholding. Within the thresholding proce-
dure, a threshold limit t value needs to be determined which is compared to the wavelet coeffi-
cient ν . Equation 5.8 and 5.9 give the mathematical expressions for thresholding in each case
[138].
ηhardt (ν) =
{
ν , if |ν |> t
0, if |ν | ≤ t (5.8)
ηsoftt (ν) =
{
sgn(ν) · (|ν |− t), if |ν |> t
0, if |ν | ≤ t (5.9)
5 A scaling function can be associated to each mother wavelet. However, a detailed presentation on scaling
functions would go beyond the scope of this work. Details can be found in the works of Daubechies, Averkamp
and Houdr [132, 135, 136].
6 This depends on the number of samples. For instance, if a signal contains 256 samples, only 8 levels are possible
because 28 = 256.
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Figure 5.7.: Illustration of hard (left) and soft (right) thresholding. In both cases the threshold
limit is set to t = 1. When hard thresholding is applied, the wavelet coefficient ν is not changed
unless it exceeds the threshold limit t. If so, a step occurs which can be seen at t = −1 and
t = 1. When soft thresholding is applied, the step does not occur due to the subtraction of t
from ν if ν exceeds t. Taken and modified from [124, 139].
The difference between hard and soft thresholding is the definition of wavelet coefficient change-
over. In the case of hard thresholding, the wavelet coefficient is set to zero when exceeding the
threshold limit whereas, in the case of soft thresholding, the threshold limit is subtracted from
the wavelet coefficient. Figure 5.7 illustrates the mathematical expressions of hard and soft
thresholding.
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Figure 5.8 demonstrates the threshold value with respect to the wavelet coefficients. All wavelet
coefficients exceeding the threshold limit are neglected subsequently.
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Figure 5.8.: Illustration of threshold value and wavelet coefficient. The viewgraph depicts the
wavelet coefficients of decomposition level 1. The dashed red line represents the threshold
value. Modified from [124].
Brill tested several different mother wavelets and different levels of decomposition. The final
result of the noise reduction which is achieved by WT is depicted in figure 5.9. For a better
comparison, the original signal and the filtered signal are shown in one viewgraph. A Meyer
wavelet with a level-10 decomposition is applied. With this procedure, the signal to noise ratio is
improved by 65% [124].
The result of this subsection is a filtered APD trace which contains all the information of the
recrystallization process. Hence, in the next subsection, the calculation of the growth velocity on
the basis of the filtered APD trace is explained.
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Figure 5.9.: Raw data of APD-detector and filtered signal. This viewgraph illustrates the
original signal (blue curve) and the filtered signal (red curve) which is achieved by wavelet
transformation and multiresolution analysis. The noise reduction is clearly visible.
5.1.3. Calculation of the growth velocity
It is crucial to know the time which the bit needs to recrystallize and the bit diameter before
recrystallization. The recrystallization time can easily be measured just by taking the required
time of the reflectivity signal to reach the orginal reflectivity level (compare figure 5.2 and 5.9).
Hence, it is necessary to derive the bit diameter from the reflectivity contrast which originates
from the locally molten bit7. The reflectivity is measured by the detector systems, presented in
chapter 4.3 and 4.7, which can only measure intensities. Hence, the change in reflectivity can
be defined to
7 Although, the bit is rather molten or even undercooled, it is called amorphous hereafter. This simplifies the
terminology to distinguish between the crystalline and the molten or undercooled liquid phase, respectively.
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∆R =
I|am,bit− I|c
I|c
(5.10)
=
IOCS
IICS
∣∣∣
am,bit
− IOCSIICS
∣∣∣
c
IOCS
IICS
∣∣∣
c
(5.11)
=
IOCS
∣∣
am,bit− IOCS
∣∣
c
IOCS|c
(5.12)
where I denotes the Intensity, ICS represents the incoming cooled slow detector, OCS the out-
going cooled slow detector. The subscript "am,bit" indicates the intensity of the amorphous bit
whereas "c" indicates the intensity of the crystalline phase. In the last step, the normalization
to IICS is canceled as the laser intensity induced by the probe laser beam is constant in all
three cases. In the following, all intensities are measured with the OCS-detector. Therefore, the
superscript "OCS" is neglected. Then, equation 5.12 can be simplified to
∆R =
Iam,bit− Ic
Ic
. (5.13)
In general, the intensity can be calculated by integrating the local reflectivity of the sample at
all relevant positions, i.e. the positions locally probed by the probe laser beam (compare [121]).
Hence, the intensity can be expressed as
I =
∫
Iin(x,y)R(x,y)dx dy (5.14)
where (x,y) is the position on the sample surface8 and Iin the induced intensity. In polar coordi-
nates, equation 5.14 can be rewritten to
8 For simplicity, it is assumed that only the phase-change material reflects the probe laser beam. This assumption
depends on the chosen layer stack and the chosen capping materials. However, Grothe showed in her diploma
work that (ZnS)80-(SiO2)20 does not absorb the laser intensity. Furthermore, it is shown that there is no influence
to the total reflectivity no matter if the amorphous or crystalline phase is present [140]. Hence, (ZnS)80-(SiO2)20
is chosen as a capping material to justify the assumption. The layer stack is presented in chapter 5.3.
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I =
∞∫
0
2pi∫
0
Iin(r,ϕ)R(r,ϕ) r dϕ dr (5.15)
where r is the radius and ϕ the polar angle. Moreover, a rotational symmetry is present which
simplifies equation 5.15. In addition, Iin(r) can be expressed by the Gaussian beam profile
determined in chapter 4.4. At this point, it is assumed, that the reflectivity R(r) does not depend
on the position at the sample surface of the phase-change material. This means that R(r) can
be written as R0. Hence, equation 5.15 can be modfied to
I =
∞∫
0
2pir R0 I0 exp
(
−2r
2
ω20
)
dr (5.16)
= 2pi R0 I0
∞∫
0
exp
(
−2r
2
ω20
)
r dr
︸ ︷︷ ︸
1
4ω
2
0
(5.17)
= c0 R0 (5.18)
Within the last step, all constants where summarized into c0. If the sample is totally crystalline,
equation 5.18 can receive the index c which leads to
Ic = c0 Rc. (5.19)
This expression can be inserted into equation 5.13. However, the intensity reflected by the
amorphous bit has not yet been calculated. If the intensity reflected by the crystalline phase is
taken as the reference level, it is possible to describe the intensity of the amorphous bit as
Iam,bit = Ic−∆Iam,bit . (5.20)
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Inserting all known relationships, equation 5.20 can be rewritten to
Iam,bit = c0 Rc−2piI0(Rc−Ram) ·
ram∫
0
exp
(
−2r
2
ω20
)
r dr (5.21)
= c0
(
Ram− (Ram−Rc) · exp
(
−2r
2
am
ω20
))
(5.22)
where Ram is the reflecitivity of an amorphous sample. It has to be noted that the integration limit
in equation 5.21 is ram in contrast to equation 5.17 where the integration limit is ∞.
This equation holds, if the problem shows rotational symmetry. Otherwise, it is not possible
to convert the xy-coordinates to polar coordinates and to perform the integration. Under the
assumption that the recrystallization process starts at the rim of the amorphous mark, i.e. the
amorphous to crystalline interface, and that growth takes place concentrically, the assumption is
valid and equation 5.22 holds.
Together with equation 5.19 a final expression can be derived for equation 5.13. The result is a
function ∆R(r)
∆R(r) =
c0
(
Ram− (Ram−Rc) · exp
(
−2r2amω20
))
c0Rc
(5.23)
=
Ram−Rc
Rc
·
(
1− exp
(
−2r
2
am
ω20
))
. (5.24)
In a recrystallization process, the bit radius changes with time. Therefore ram becomes ram(t)
and ∆R(r) is modified to ∆R(r(t)). The aim is to calculate the bit radius as a function of time out
of the change in reflectivity with time. With the definition of ∆R = Ram,bit(t)−RcRc equation 5.24 can
be transposed to
ram(t) = ω0 ·
√
1
2
ln
(
Rc−Ram
Ram,bit(t)−Ram
)
. (5.25)
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First, consider Ram,bit to be equal to Rc which means that the bit is fully recrystallized. Hence,
ram(tc) should vanish9. This is indeed the case as the enumerator and the denominator are
equal. Therefore, the argument of the logarithm is equal to one and ram(tc) becomes zero.
Second, if Ram,bit is close to Ram the denominator almost equals zero. Thus, the limit of the
natural logarithm is infinity and the bit radius is infinity, respectively. This makes sense as Ram,bit
can only be equal or very close to Ram when the sample is (almost) completely amorphous.
Figure 5.10 displays the calculation procedure.
9 tc denotes the recrystallization time.
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Figure 5.10.: Principle of the calculation procedure. Top: The filtered reflectivity signal is
shown. The red fit indicates the crystalline reference level Rc. Middle: The viewgraph shows
the part of the reflectivity trace which is relevant for the recrystallization process. Bottom:
Equation 5.25 is used to calculate the change in bit diameter, which is 2 · ram(t). The whole
trace is converted and the vertical red lines indicate the time required for recrystallization. In
this viewgraph, the growth velocity is calculated to be (9.6±1.93) ·10−6 ms .
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5.2. Additional ex-situ experiments
In the previous section it was demonstrated how the growth velocity can be calculated on the
basis of a reflectivity trace. The concentric growth from the rim to the center of the amorphous
bit is a key assumption and needs to be verified. Therefore, the structure of the recrystallized bit
needs to be investigated. If no capping is applied to the used layer stack, an AFM can be used
to determine the crystal growth10. However, the application of a capping material is inevitable as
it prevents the phase-change material from evaporation at elevated temperatures and oxidation
when keeping the sample in air. Hence, an investigation with AFM is no longer pracitcal. In
section 3.3, TEM is presented as a suitable tool to investigate the structure of phase-change
materials on a local scale even if a capping layer is applied. Figure 5.11 depicts the overall
experiment to determine the crystal growth velocity.
1. Local melting 2. Recrystallization 3. TEM analysis 
Silicon substrate Crystalline  phase- 
change material 
Amorphous phase- 
change material 
In-situ Ex-situ 
Isothermal  
temperature 
Electron  
beam 
Laser 
Figure 5.11.: Sequence of in-situ and ex-situ experiments. On the left hand side, the in-situ
experiment is shown which produces a reflectivity trace for the calculation of the growth ve-
locity. On the right hand side, the TEM ex-situ experiment is shown which is used to confirm
the assumed recrystallization process.
First of all, the recrystallization experiments are performed in-situ as described in section 5.1.
These experiments are accomplished within a gold frame because this facilitates to find the
recrystallized bits in the TEM11. In a second step, the marked area is investigated ex-situ with a
TEM. However, it is necessary to remove the silicon substrate to obtain an electron transparent
specimen. Thus, the sample preparation is presented in the following chapter.
10 In the student research project of Michel such measurements were performed [141].
11 For details, please see section 5.3 which follows hereafter.
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5.3. Sample preparation
A crucial aspect for the recrystallization experiments mentioned before is to choose a suitable
layer stack which fulfills the following criteria. As already mentioned, a capping material should
be applied to the layer stack to prevent evaporation and oxidation of the phase-change material.
In analogy to the layer stack of optical discs, (ZnS)80-(SiO2)20 is selected as a capping material
[142, 143]. Moreover, it does not absorb the applied probe laser light.
Furthermore, a heat sink to rapidly cool the locally molten bit to the isothermal temperature of the
heated stage is absolutely necessary. Therefore, silicon with its very high thermal conductivity of
≈ 150 Wm K 12 is chosen as a substrate [144]. In addition, sufficient optical contrast is required to
be able to distinguish the reflectivity of the amorphous bit from the crystalline surrounding. This
is achieved by experimentally optimizing the thicknesses of the different layers in the layer stack.
Another criterion is the need of electron transparency of the sample and geometrically suitability
for the TEM investigations. Hence, it is obvious that the silicon needs to be removed whereas
the latter criterion means that the 2 cm by 2 cm substrates need to converted to a disc of 3 mm
diameter.
It is the aim of this section to present the sample preparation that, on one hand creates a layer
stack which fulfills all mentioned requirements and that, on the other hand, gives the possibility
to remove the silicon substrate at least locally.
A very promising approach is to etch a silicon substrate with potassium hydroxide (KOH) [145,
146]. However, the phase-change material is not subject of the etching process. Hence, an etch
stop needs to be inserted in between the phase-change layer and the silicon substrate. Si3N4 is
an appropriate etch stop as the etch rate of KOH applied to Si3N4 is ≈ 0 [146, 147]. Four inch
silicon wafers with a thickness of 625 µm which contain 50 nm thermally evaporated Si3N4 are
bought from the AMO GmbH. 2 cm by 2 cm pieces are cut out of the four inch wafer to fit into the
heated sample holder later on.
The layer stacks used for optical experiments usually consist of layers with a thickness of some
ten to hundred nanometers [4, 6, 102, 103]. Therefore, all layers are sputter deposited by dc-
or rf-magnetron sputtering. In all cases the base pressure is about 2.0 ·10−6 mbar. The sputter
pressure is set to about 5 · 10−3 mbar. All phase change materials are sputter deposited with
a dc power of 20W whereas all dielectrics are deposited with a rf power of 60W . The sputter
rates are either determined with XRR or ellipsometry13. Phase-change materials have a sputter
rate of about 0.1nms whereas dielectrics are in the order of 0.02
nm
s
14. The whole layer stack
12 This value is given for room temperature.
13 These measurements were not carried out by the author of this work.
14 The detailed sputter rates can be found in the sputter list of the I. Institute of Physics, RWTH Aachen.
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is sputtered in-situ to prevent contamination of the phase-change layer. A typical layer stack is
depicted in figure 5.12.
ZnS-SiO2 
(Capping material) 
ZnS-SiO2 
SiN 
(Etch stop) 
Phase-change material 
90-110 nm 
30 nm 
625 µm 
Si 
(Substrate) 
10 nm 
50 nm 
Figure 5.12.: Schematic of a typical layer stack for the investigation with POT and TEM. A
10 nm ZnS-SiO2 layer is sputter deposited on a 50 nm Si3N4 coated silicon substrate. This
enhances the mechanical stability at elevated temperatures. On top, 30 nm of a phase-change
material are deposited. The whole stack is capped with 90 to 110 nm ZnS-SiO2. The reason
for the variation in the capping layer thickness is the optimization of the optical contrast with
respect to the chosen phase-change material because the thickness of the capping layer leads
to destructive or constructive interferences at the interfaces.
In a next step, it is necessary to characterize the reflectivity of the sample. Therefore, the amor-
phous sample is probed locally a hundred times and the reflectivity is recorded. The absolute
amorphous reflectivity is calculated to Ram = I
OCS
IICS
. After the successful determination of the
amorphous reflectivity, the sample is heated above the crystallization temperature and then Rc
is determined in the same way.
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200 µm 
Figure 5.13.: 5x5 array of gold frames on top of the capping layer. Each frame has a size of
100µm by 100µm. Moreover, a substructure can be recognized. A small square with a size of
10 µm by 10 µm helps to locate single bits. A horizontal and vertical stripe in which lines of
bits can be written is present. The large square enables to write a matrix of recrystallization
experiments. The triangles in the upper left corner and the small lines above each gold frame
are used to identify each array and frame. The scratches in the corner of this image are part
of the identification marks created with the custom-made drill tool. The gold stripes on the left
and right side originate from the lithography process. The picture was taken with an optical
light microscope at a 5x magnification.
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In section 5.2, it is mentioned that a gold frame is necessary to locate created bits with TEM. It is
essential to create a macroscopic identification mark on top of the sample to limit the area where
an array of gold frames should be created. This identification is created with a custom-made tool.
It consists of a single-edge polished drill head which is guided in a channel of a metal block. The
metal block has the same design as the heated sample holder, so the sample fits onto the top
of the metal block with a perfect matching to the drill channels. With this tool, four circles are
marked on top of the sample and on the rear side of the substrate. This results in congruent
marks on top and on the rear side.
Within this mechanically marked area, lithography is used to bring an array of gold frames on top
of the capping layer. Each gold frame has a height of 50nm. Figure 5.13 depicts an array of gold
frames. The recrystallization experiments are performed within the gold frames.
After the successful accomplishment of recrystallization experiments, the geometry of the sub-
strate has to be reduced to the size of the TEM holder which is 3mm in diameter. This is achieved
with an ultrasonic disc cutting tool15 that drills out a specimen suitable for the TEM sample holder.
At this point, it becomes clear why a mechanically created identification mark on the rear side of
the sample is an advantage. The disc cutting tool can be used to drill this marked area exactly
from the rear side of the sample. This prevents a damage of the sample surface. And at the
same time, this is the area where the gold frames containing the recrystallization experiments
are located. The total process chain to derive a 3 mm disc with the recrystallization experiments
is depticted in figure 5.14.
However, at this point, the sample has a thickness of 625µm which needs to be reduced to be
electron transparent. The sample is polished to a thickness of ≈ 200µm. A very common way
to further reduce the thickness is to locally grind the sample with a dimple grinder. This process
is illustrated in figure 5.15.
15 Model Gatan 601.
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Figure 5.14.: Schematic overview of the sample preparation to derive a 3 mm disc containing
recrystallization experiments. Starting with a 2cm by 2cm crystalline sample (upper left), a
custom-made tool is used to introduce identification marks into the sample from both sides
(dashed circles). In a next step, gold frames are brought onto the sample surface (not visible)
and recrystallization experiments are performed (gray circles). Then, an ultra sonic disc cut-
ting tool (USD) is used to drill discs of 3 mm diameter from the rear side of the sample. The
result is compared to a one cent coin to have a better impression of the size dimension.
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Figure 5.15.: Schematic viewgraph of the dimple grinder. The sample is mounted with wax C
on a rotating sample holder D. A rotating wheel A, the so called grinding wheel, is in contact
with the sample’s rear side surface. Both rotations make sure that a ball-shaped scraper is
grinded into the sample. Due to the fact, that the radius R’ of the sample is fixed, the depth
h of the grinding process solely depends on the radius R of the grinding wheel. The material
removal depends on the rotation speed vT and vR and on the selectable force F which acts from
the wheel to the sample. Another parameter is the choice of the grinding emulsion B and the
particle size respectively. Taken from [148].
104 5.3 Sample preparation
After this process, the sample still has a thickness of a few micrometers which cannot further
be reduced by mechanical polishing or grinding. Hence, the last few micrometers have to be
removed chemically. As already mentioned in the introduction of this section, KOH can be used
as an etchant to remove the residual of the silicon substrate, at least locally16. A problem is that
KOH also etches the phase-change material. Hence, it has to be protected or a process has to
be developed that prevents any contact of the KOH with the phase-change material. Scheifers
developed a procedure which is depicted in figure 5.16 [148]. To completely protect the layer
stack, it is embedded in arcrylic varnish on top of an object slide. Furthermore, the concave
curvature of the rear side of the sample helps to keep the KOH etchant in the sample’s center.
Hence, the etchant is only in contact with silicon [148]. The etching process is enhanced when it
is performed at elevated temperatures, i.e in this case 80◦C when using 30 mass-% KOH [152].
Therefore, a hot plate is used.
Figure 5.16.: Schematic of the etching process of a silicon substrate. A droplet of the KOH
etchant is given into the cavity of the silicon substrate. The concave curvature keeps the
droplet in the center of the silicon substrate. At this position, the sample has a thickness of
about 20µm. To protect the phase-change layer, the sample is mounted on an object slide with
help of acrylic varnish. The varnish completely covers the layer stack. A hot plate induces
heat into the system to enhance the etch process. Taken from [148].
The result of the etching process is a window where the silicon substrate is completely removed.
Figure 5.17 shows an example of an etched window. However, in the end, the almost finished
16 It has to be noted that KOH is used in an anisotropic etch process [145, 147, 149]. This means that there exists
a preferred direction for the etch process. In this case it is the 100 direction of the silicon. Details regarding the
etching process can be found in [147, 150, 151].
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sample needs to be removed from the acrylic varnish and the objective slide. Therefore, a
remover17 is applied which dissolves the sample from the acrylic varnish within 24 hours.
Figure 5.17.: Image of an etched window in a silicon substrate. An optical microscope with
a 100x magnification is used to derive this image. The red area in the center of the image
represents the visible layer stack, i.e. called the etched window. It has an average diameter
of 0.50 mm and an average surface of 0.12 mm2. The window is surrounded by silicon. The
dark spots in the lower red corner of the etched window can be attributed to left overs of the
remover. Taken from [148].
The TEM image, shown in figure 5.18, displays the final proof of an electron transparent sample
which consists of the layer stack depicted in figure 5.12. It was prepared along the process chain
explained in this section.
17 The remover AR 300-70 from the ALLRESIST GmbH on the basis of N-Methyl-2-pyrrolidon is applied.
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Figure 5.18.: Demonstration of an electron transparent layer stack where the silicon substrate
was locally removed. This image depicts a poly-crystalline AIST phase-change film. However,
it does not contain any bits, but just provides a proof of the working preparation method.
At this point, the concept to investigate crystal growth at elevated temperatures on a nanosecond
time scale was presented and a fully functional preparation method was demonstrated that will
be used to proof the assumptions. Hence, the next part of this thesis presents the application of
the concepts discussed.
III. Part
Experiments and Results
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6. Ag4In3Sb67Te26
This chapter presents results of the experiments which are conducted with the POT-setup ac-
cording to the concepts presented in the previous chapter. When determining the growth velocity
of a phase-change material, it is reasonably to chose a material which is known to be growth-
dominated as nucleation hinders the experimental approach. Furthermore, it is necessary to
select a phase-change material which is supposed to recrystallize from the rim to the center.
This is essential to apply the concept developed in chapter 5.
In the very beginning of this thesis, chapter 1.2 introduced two classes of phase-change mate-
rials and Ag4In3Sb67Te26 (AIST) has been found to fulfill these requirements. The layer stack
which was used for all following experiments can be found in figure 5.12. The capping layer has
a thickness of 100 nm to achieve optimal reflectivity contrast. To obtain the required data, the
probe laser intensity is set to 100 µW for all experiments presented in this chapter. In compar-
ison to the work of Lee et al. this is only about 15% of what they used [153]. It is important
to choose a low probe laser intensity because the higher the probe laser intensity the more the
sample is affected which results in a temperature deviation from the temperature of the heated
sample holder.
The first section of this chapter presents preliminary works which consists of a proper pulse
parameter determination, i.e. pulse parameters leading to a local amorphization. The following
section presents the key results of this work which are the in-situ determination of the growth
velocity at elevated temperatures. Finally, the results of ex-situ TEM investigations complete this
chapter.
6.1. Preliminary works
In a first step, the reflectivity of a completely amorphous sample and a completely crystalline
sample are determined1. Therefore, the sample is probed a hundred times at different sample
positions. The reflectivity of the completely amorphous and crystalline sample are measured
1 The sample is crystallized with the heated sample holder of the POT setup.
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to be Ram = (18.02± 0.03)% and Rc = (25.28± 0.05)%, respectively2. From these values,
a relative change in reflectivity can be calculated to ∆R = (40.84± 0.01)%. The results are
depicted in figure 6.1 and 6.2.
The following aim is to determine pulse parameters which locally amorphize a crystalline AIST
sample. From these pulse parameters, it can be concluded if they locally melt the sample. This is
necessary to perform isothermal recrystallization experiments mentioned before. It is inevitable
to verify the chosen pulse parameters which lead to amorphization and therefore, three possibil-
ities are mentioned in the following.
First, an amorphization/recrystallization experiment can be performed. This means a sample is
locally amorphized and subsequently recrystallized with a recrystallization pulse. If the amor-
phization/recrystallization experiment does not bring the sample back to the initial reflectivity
level, it can be concluded that the parameters of either the amorphization or the recrystallization
pulse are inappropriate. In this case, if the recrystallization pulse parameters are verified first, it
must be the amorphization pulse parameters that need to be rechecked.
Second, the concept previously presented in section 5.1.3 can be used to monitor the effect of
the applied pulse. Therefore, the sample is kept at an elevated temperature which exceeds the
crystallization temperature. If there occurs a decrease with a subsequent increase in the reflec-
tivity signal, the selected pulse parameters are appropriate to locally amorphize the sample, i.e.
to perform recrystallization experiments.
The last possibility is to check the local structure with a TEM according to the procedure pre-
sented in a previous chapter. Hence, the effect of the applied pulse to the local structural change
can be observed directly and attributed to the material’s phase.
Within this work, the first and the last option have been performed together in order to clearly
verify the pulse parameters. The second option was not used as this might lead to a circular
statement since the experiment is also used to measure the growth velocity. Moreover, it is
useful to start with the first option as a check of different pulse parameters because the TEM
experiment and the required sample preparation are very time consuming.
First of all, it is necessary to determine pulse parameters that crystallize the sample3. This pro-
cess is also called first crystallization. Thus, pulses with a pulse length of 1 µs to 10 ms at a
power of 4 mW to 35 mW are applied. The pulses are written into the amorphous phase-change
material in form of a 40x40 matrix at room temperature. The result is a so called Power-Time-
Effect-diagramm (hereafter PTE) where time (pulse length) is assigned to the x-axis and the
power (pulse power) to the y-axis. The change in reflectivity (effect) is illustrated in color-code.
Figure 6.3 depicts the PTE for the first crystallization of AIST.
2 The small standard deviations are due to inhomgeneties in the sample.
3 These parameters will be used later on to perform switching experiments between the amorphous and crystalline
state.
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Figure 6.1.: Absolute reflectivity of an amorphous AgInSbTe sample. Ram is determined to be
(18.02±0.03)%.
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Figure 6.2.: Absolute reflectivity of a crystalline AgInSbTe sample. Rc is determined to be
(25.28±0.05)%.
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Figure 6.3.: PTE and schematic PTE of the first crystallization of AIST. Three zones can be
recognized in both viewgraphes. Zone 1: No crystallization occurred, zone 2: statistical
crystallization events and zone 3: the increasing change in reflectivity is attributed to an in-
creasing fraction of crystallization. The maximum change in reflectivity is close to 40%. Note
the logarithmic time-scale.
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In zone 1, no crystallization occurs. This is due to the fact that, on one hand, the pulse length is
too short, although, the pulse power is very high (upper left region of figure 6.3). On the other
hand, the pulse power is too low, although, the pulse length is very long (lower right region).
In the first case, the probability to create a first nuclei which can subsequently grow is too low
and in the second case, the amount of heat induced into the sample is too low to exceed the
crystallization temperature.
In zone 2, a statistical distribution of changes in reflectivity is present. This can be attributed to
the statistical formation of crystalline nuclei which grow subsequently. Hence, only pulses with
a minimum pulse length of 10 µs and with a pulse power of at least 11.5 mW could lead to a
crystalline bit. In the case of longer pulses, it is already possible to create crystalline bits at a
power of 7.5 mW .
The minimum pulse length is close to the pulse length applied by Detemple (≈ 0.5µs)4, Ziegler
(≈ 10µs) and Gabel (≈ 10µs) [4, 6, 11]. However, the applied pulse power differs from Ziegler
and Detemple (both ≈ 3− 5 mW ). This is due to the use of different substrates and different
layer stacks, i.e. both use a glass substrate whereas a silicon substrate is used in this work.
In contrast to zone 1 and 2, only zone 3 shows an overall positive relative change in reflectivity
which increases to a value of ∆R ≈ 40 %. This is in line with the determined relative change in
reflectivity ∆R = (40.84± 0.01)% in the beginning of this section. Thus, a pulse with a pulse
length of 1180µs and a pulse power of 25.1 mW certainly creates a crystalline bit.
These parameters are also capable of recrystallizing an amorphous bit as the amorphous bit
usually has a smaller bit diameter than the crystalline bit5. Hence, less amorphous phase-
change material needs to be (re-)crystallized in comparison to a creation of a crystalline bit.
Furthermore, a crystalline rim is already present which supports the crystallization process as
the creation of a crystalline/amorphous interface is dispensable.
Furthermore, the crystallization pulse parameters chosen above even exceed the ones which
Gabel used to perform recrystallization experiment successfully. Thus, the crystallization pulse
parameters determined within this work can be used to perform the amorphization/recrystalliza-
tion experiments mentioned above. If the amorphization/recrystallization experiment is not suc-
cessful, this must be due to improper amorphization pulse parameters, since the recrystallization
parameters have been verified.
Figure 6.4 illustrates the effect of the fixed crystallization pulse parameters6 which were applied
400 times to the amorphous sample.
4 It has to be noted that Detemple used a slightly different stoichiometry.
5 The bit diameter of a crystalline bit created in terms of the first crytallization.
6 A pulse length of 1180µs and pulse power of 25.1 mW have been applied.
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Figure 6.4.: First crystallization with fixed pulse parameters. Pulses with a pulse length of
1180 µs at a power of 25.1 mW have been applied. The average change in reflectivity ∆R is
determined to (29.31±3.20)%
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Now, as pulse parameters leading to local crystallization are identified, it is useful to determine
pulse parameters which lead to local amorphization, i.e. an amorphous bit. Hence, short pulses
with a very high intensity are selected. In this case, a time range of 1ns to 29ns in a power range
of 51 mW to 80.5 mW was chosen. Figure 6.5 depicts the associated PTE7.
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Figure 6.5.: PTE of locally amorphized AIST to identify pulse parameters for amorphization.
A negative change in reflectivity can be observed in the upper right corner of the PTE (triangle-
like shape) where pulses with a duration longer than 20 ns in a power range of 65 mW to
80.5 mW are applied.
In a next step, a pulse length of 29 ns at a pulse power of 80.5 mW were selected as pulse
parameters to locally amorphize the AIST sample. These pulse parameters were applied 400
times to check the distribution of the change in reflectivity. Figure 6.6 depicts the effect of the
applied pulses with fixed pulse parameters.
7 In this rather simple case, the schematic PTE is not shown.
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Figure 6.6.: Amorphization with fixed pulse parameters. Pulses with a pulse length of 29ns at
a power of 80.5 mW have been applied. The average change in reflectivity ∆R is determined
to be (−6.97±0.49)%.
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The last step which needs to be performed is to check whether the applied pulse parameters to
locally amorphize truly lead to an amorphous bit. Hence, the process sequence is as follows:
First of all, the initial reflectivity needs to be measured. Second, an amorphization pulse8 is ap-
plied with another determination of the reflectivity. At last, a (re-)crystallization pulse9 crystallizes
the amorphous bit and the final reflectivity is measured. In the end, it is compared to the initial
reflectivity level. The pulse parameters which are used for this experiment are identical to the
ones used to obtain figures 6.4 and 6.6.
Hence, figure 6.7 illustrates the effect of the main-pulse whereas figure 6.8 depicts the effect of
the post-pulse. It has to be noted that the effect of the post-pulse does not lead to a change in
reflectivity of about ≈ 30% as expected from figure 6.4. In fact, the change in reflectivity is only
≈ 8%. This is a consequence of the amorphous bit size which is smaller than the crystalline bit
of the first crystallization. Hence, less amorphous material can be recrystallized which leads to
the different changes in reflectivity.
The entire effect can be seen in figure 6.9. It is noticeable that the overall change in reflectivity
is slightly positive (≈ 1%). However, this effect was not further investigated 10. The total result
clearly indicates that the recrystallization pulse is able to switch the bit back to the crystalline
state. As the reflectivity after the main-pulse is lower than the initial reflectivity, it can be con-
cluded that the chosen pulse parameters for the main-pulse create an amorphous bit within the
crystalline surrounding.
A TEM investigation11 complements this result. Therefore, the preparation method explained in
chapter 5.3 is used to prepare a crystalline sample with amorphous bits. The TEM image and
the corresponding diffraction pattern are shown in figure 6.10 and figure 6.11. Both pictures
finally proof that the selected amorphization pulse parameters create an amorphous bit. This is
due to the fact that the amorphous bits are clearly visible within the crystalline surrounding. Both
bits have been written with a relative distance of 3µm.
8 This pulse is also called main-pulse within the series of this experimental sequence.
9 This pulse is also called post-pulse within the series of this experimental sequence.
10 This effect might be due to a different grain size in the recrystallized bit in comparison to the crystallites cre-
ated with the heated sample holder. A different explanation could be a more homogeneous structure in the
recrystallized bit in comparison to the first crystallization.
11 It has to be noted that all TEM images within this work have been recorded in cooperation with M. Bornhöfft at
the GFE, RWTH Aachen.
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Figure 6.7.: Experimental recrystallization sequence. The effect of the main-pulse
(tmain−pulse = 29 ns, Pmain−pulse = 80.5 mW) is an average change in reflectivity of ∆R =
Ram,main−pulse−Rc
Rc
which is determined to be(−6.92±0.51)%.
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Figure 6.8.: Experimental recrystallization sequence. The effect of the post-pulse
(tpost−pulse = 1180 µs, Ppost−pulse = 25.1 mW) is an average change in reflectivity of ∆R =
Rc,post−pulse−Ram,main−pulse
Ram,main−pulse which is determined to be (8.58±0.68)%.
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Figure 6.9.: Experimental recrystallization sequence. The total effect of the main (tmain−pulse =
29ns, Pmain−pulse = 80.5mW) and the post-pulse (tpost−pulse = 1180µs, Ppost−pulse = 25.1mW)
is an average change in reflectivity of ∆R = Rc,post−pulse−RcRc which is determined to be (1.06±
0.64)%.
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Figure 6.10.: TEM image of amorphous AIST bits. Two bits (gray circular area) can be
recognized within a crystalline surrounding.
Figure 6.11.: Diffraction pattern of an amorphous AIST bit recorded with TEM. No diffraction
spot is visible, only diffusive rings are seen.
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6.2. Determination of the growth velocity
The concept described in chapter 5 is used to conduct reflectivity traces which are similar to the
one shown in figure 5.10. The overall aim of this work is to measure the temperature-dependent
growth velocity. Therefore, the temperature of the heater is varied between 125◦C and 335◦C in
steps of 5◦C. Although, the heater can be heated to 400◦C, it is not possible to record data at
such high temperatures. The reason is a delamination of the layer stack from the substrate at
temperatures close to 360◦C. To ensure, that the recorded data does not show any influences of
a delamination process, the maximum temperature at which investigations were performed was
set to 335◦C.
It needs to be mentioned that the conduction of reflectivity traces at low temperatures is very
time consuming due to the long recrystallization times. Moreover, the oscilloscope is limited to
a total recording time of 100 s. Therefore, only 10 to 50 traces are recorded at temperatures
close to 145◦C. Below these temperatures, the OCS detector (slow detector) was used to record
very slow recrystallization experiments because it is not linked to the oscilloscope and therefore
not limited to a maximum time span. In these cases, where the OCS detector was used, only
a single trace was recorded. However, the number of recorded traces increases strongly with
temperature due to the decreasing recrystallization time. At temperatures around 180◦C, the
recrystallization time is very short and it is easy possible to record a hundred reflectivity traces
at each temperature.
The growth velocity is determined from every single reflectivity trace according to section 5.1.3.
The ascertained bit diameters and recrystallization times are shown in figure 6.12-6.19. Each
viewgraph depicts a limited temperature regime and displays the determined bit diameter and
recrystallization time, therein. This helps to get an easier and quick overview of the conducted
data12.
According to figures 6.17 to 6.19, it is obvious that the recrystallization traces do all show the
same crystallization time at temperatures above 280◦C. This might be due to insufficient thermal
conductivity, i.e. the temperature does not decrease fast enough to that of the heated sample
holder. Hence, the recrystallization experiment might no longer be isothermal and therefore,
the data might violate the key assumption of an isothermal recrystallization process. Due to
this uncertainty, the data are not considered in the following presentation and discussion of the
temperature dependent growth velocity.
12 The figures only contain the data conducted by the APD detector as this data contains multiple experiments.
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Figure 6.12.: Determined bit diameters and recrystallization times at a temperature of 145◦C
to 165◦C. The data points of the corresponding temperatures are displayed in color code.
Please, note the logarithmic scale.
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Figure 6.13.: Determined bit diameters and recrystallization times at a temperature of 170◦C
to 190◦C. The data points of the corresponding temperatures are displayed in color code.
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Figure 6.14.: Determined bit diameters and recrystallization times at a temperature of 195◦C
to 215◦C. The data points of the corresponding temperatures are displayed in color code.
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Figure 6.15.: Determined bit diameters and recrystallization times at a temperature of 220◦C
to 240◦C. The data points of the corresponding temperatures are displayed in color code.
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Figure 6.16.: Determined bit diameters and recrystallization times at a temperature of 245◦C
to 265◦C. The data points of the corresponding temperatures are displayed in color code.
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Figure 6.17.: Determined bit diameters and recrystallization times at a temperature of 270◦C
to 290◦C. The data points of the corresponding temperatures are displayed in color code.
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Figure 6.18.: Determined bit diameters and recrystallization times at a temperature of 295◦C
to 315◦C. The data points of the corresponding temperatures are displayed in color code.
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Figure 6.19.: Determined bit diameters and recrystallization times at a temperature of 320◦C
to 335◦C. The data points of the corresponding temperatures are displayed in color code.
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On the basis of this recorded data, a calculation of the growth velocity at each temperature was
carried out. Figure 6.20 and 6.21 depict the final results where the growth velocity is shown as a
function of temperature. In section 2.2, the different viscosity models of VFT and MYEGA have
been discussed. Hence, it is reasonable to compare the different model with the conducted data
to find an optimal representation. Therefore, each of the presented figures additionally contains a
simulation of the temperature-dependent growth velocity. It has to be noted that this viewgraph is
the first measurement which covers almost ten orders of magnitude of the crystal growth velocity
in a temperature range of 125◦C to 275◦C regarding a capped phase-change material.
When both figures are compared, it is conspicuous that the VFT model requires very high fragility
values to fit the measured growth velocity data. However, fragility values above m = 210 are
larger than the reported theoretical maximum of mmax = 175 (compare with section 2.1) [37].
Moreover, the model is not adequate to predict the trend of the measured growth velocities
at temperatures above 1.2 · Tg. Furthermore, the decoupling of viscosity and diffusivity does
not occur at ≈ 1.2 · Tg, but at lower temperatures. In summary, it can be concluded that VFT
model is rather not able to represent the conducted data. In case of the MYEGA model, the
simulation agrees a lot better with the data at temperatures about 1.2 ·Tg than the VFT model. In
addition, the determined fragility of m = 128 to m = 132 is well below the theoretical maximum of
mmax = 175 and the scatter is definitely lower than in the VFT model. Furthermore, the MYEGA
model fits the trend of the data better than VFT since the slope of the MYEGA model is in line with
the experimental data at high temperatures. This is not the case if the VFT model is considered.
Hence, it is highly probable that the MYEGA model is able to give one of the best predictions to
even higher temperatures at this point of time.
Moreover, figures 6.20 and 6.21 contain growth velocity data of Kalb [25] at low temperatures.
The activation energy of ∆Ea,Kalb = (2.90±0.5)eV is close to the one of ∆Ea = (2.80±0.6)eV
which was determined within this work. However, the absolute numbers do not agree. The
difference of three orders in magnitude might be due to different stoichiometries. Kalb used
Ag5.5In6.5Sb59Te29 whereas in this work Ag4In3Sb67Te26 was used. Another reason could be
the moving direction of the crystallization front. Within Kalb’s measurements, the surface of the
crystallization front increased while moving outward, i.e. away from the center of nucleation. In
contrast, within this work, the surface of the crystallization front decreases since the bits created
start to recrystallize from the rim of the amorphous bit.
However, the whole procedure used to determine the growth velocity only holds if the assump-
tions of section 5.1.3 are verified13. Therefore, the next chapter shows ex-situ TEM investigations
to proof the assumptions.
13 As a short reminder, the assumptions are a growth dominated recrystallization process which starts at the rim of
the amorphous bit and which takes place concentrically.
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Figure 6.20.: Temperature-dependent growth velocity and VFT model. This viewgraph illus-
trates the recorded POT-Data and a simulated temperature-dependent growth velocity on the
basis of the VFT model (solid line). Due to the application of an PT100 resistor (compare
section 4.5), the maximum error on temperature can be quantified to ±1◦C. This small error
is not shown in this viewgraph. The simulated growth velocity is plotted for different fragili-
ties m (light and dark blue curve). The simulation is performed according to the parameters
used to derive figure 2.2. Moreover, the significant temperatures Tg,1.2 ·Tg and Tm are indi-
cated by colored dashed lines. 1.2 · Tg is the temperature where the decoupling of viscosity
and diffusivity takes place (compare the derivation of equation 2.51). The measurements of
the growth velocity covers almost ten orders of magnitude in a temperature range of 398 K to
548K. It can clearly be seen that the VFT model hardly follows the data trend. In addition the
decoupling occurs at a lower temperature than 1.2 ·Tg. The blue circles indicate the growth
velocity data conducted by Kalb. He determined the activation energy for crystal growth to be
∆Ea = (2.90±0.5)eV [25]. The activation energy regarding the crystal growth velocity which
was conducted within this work was determined to ∆Ea = (2.80±0.6)eV .
130 6.3 TEM investigations
12 14 16 18 20 22 24 26 28 30
−12
−10
−8
−6
−4
−2
0
2
1/(kBT)  /  1/eV
l o
g 1
0( u
)  w
i t h
 u  
i n  
m /
s
 
 
MYEGA, m =  128
MYEGA, m =  132
POT−Data
Kalb−Data
Tg
1.2 ⋅ Tg
T
m
900 800 700 600 500 400 T in K
Figure 6.21.: Temperature-dependent growth velocity and MYEGA model. The simulated
growth velocity on the basis of the MYEGA model is indicated by the blue and cyan dashed
line. It is remarkable how well the MYEGA model represents the data at≈ 1.2 ·Tg. For details,
please see caption of figure 6.20.
6.3. TEM investigations
The aim of the work presented in this chapter was to show that a recrystallized AIST bit has
exclusively recrystallized by growth and not by nucleation. Furthermore, it is necessary to val-
idate whether the crystallization process starts at the rim of the amorphous bit or somewhere
else. Therefore, the strategy was to record a TEM image of an isothermally recrystallized bit
within a crystalline matrix. Hence, within the 10 x10µm2 area of the gold frame, a single bit was
recrystallized at an elevated temperature of 200◦C. This TEM image is depicted in figure 6.22.
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Figure 6.22.: TEM image of a recrystallized AIST bit. The temperature was set to 200◦C. The
gold frame (black lines at the edges of the image) was used to mark a small area in which a
recrystallized bit was created. The bit exists in the center of the image (marked by a red dashed
circle), but it is not directly visible due to the missing structural contrast. The gray blur at the
bottom of the image is not an amorphous bit. This is a residual of the sample preparation.
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Unfortunately, there is no structural contrast between the recrystallized bit and the crystalline
matrix in figure 6.22. Hence, this is the first evidence that only growth occurred during the
recrystallization process. This evidence is supported when figure 6.22 is compared to figure
6.23.
Figure 6.23.: TEM image of an isothermally recrystallized Ge2Sb2Te5 bit. In this case, the
heated sample holder was set to a temperature of 220◦C. The recrystallized bit has a pro-
nounced contrast in comparison to the crystalline matrix. This is due to the different grain
sizes. Within the recrystallized bit, a lot of fine grains are visible. Outside the recrystallized
bit, coarser grains can be observed.
Fortunately, there is a structural contrast between the recrystallized bit and the crystalline matrix
due to the different grain sizes. Outside the bit, coarse grains are visible whereas inside the
bit a lot of fine grains can be observed. Ge2Sb2Te5 is a typical nucleation dominated material
and this becomes clearly visible as no large grains are visible in contrast to figure 6.22. This
is especially true for the isothermal recrystallized Ge2Sb2Te5 bit. It can be concluded from the
many fine grains within this bit that only very little growth happened. Growth could only happen
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as long as the grains did not coalesce. The diffraction patterns depicted in figure 6.24 of the
crystalline matrix and the recrystallized bit support this thesis. As the reflexes are more dense
in the case of the crystalline bit, it can be concluded that there were more crystalline grains than
in the case of the crystalline matrix.
The different grain sizes inside and outside the crystalline bit are due to different temperatures
applied to crystallize the phase-change material. The crystalline matrix was created under non-
isothermal conditions, i.e. the application of a heating ramp with a rate of 0.5 Ks starting at
room temperature up to 200◦C. Once stable nuclei have formed, they were able to grow, which
results in coarser grains outside the crystalline bit. However, the crystalline bit was created
under isothermal conditions. At a temperature of 220◦C, the nucleation rate is higher than in the
temperature regime in which the sample was crystallized (compare figure 2.8). Therefore, the
isothermally created nuclei had less time and space to grow compared to the nuclei which have
grown during the heating ramp.
(a) Diffraction pattern of the recrystallized bit. (b) Diffraction pattern of the crystalline matrix.
Figure 6.24.: Diffraction pattern of a crystalline Ge2Sb2Te5 matrix and a recrystallized bit.
It can be seen clearly that in case of the crystalline bit the reflexes are more dense on the
diffraction rings than in the case of the crystalline matrix.
Another series of TEM images illustrates the growth dominance as the present crystallization
mechanism in AIST. An amorphous bit was created within a crystalline surrounding and the
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electron beam was reduced to a size smaller than the bit, i.e. focused to a size smaller than the
amorphous bit diameter. The amorphous area of the bit was exposed to the electron beam which
was set to a high intensity. This created crystalline phase-change material within the amorphous
bit. Again, the number of small grains is very low. Hence, only a very small amount of nuclei
were created which subsequently grew. The growth dominance can be indicated by the bend
contours which are visible within the crystallized material in the amorphous bit. Bend contours
are visible in the TEM image when a set of diffracting planes is not parallel everywhere within
the crystal. Hence, some of the diffracting planes fulfill the Bragg condition whereas others do
not [83]. Kooi explains phase-change material that grow within amorphous material exhibit bend
structures due to an internal bending of the crystal [89].
(a) t = 0min. (b) t = 4.5min. (c) t = 15min.
Figure 6.25.: Electron beam assisted crystallization of an amorphous AIST bit. (a) shows
the amorphous bit before the application of electron irradiation, (b) shows the amorphous bit
with a gray circle area within the amorphous bit and (c) depicts an image of an amorphous
bit which was partly recrystallized due to the exposure of the electron beam. The gray area
in (b) indicates the area where the electron beam is applied. This small contrast was not
due to crystallization, but probably due to sputtering effects. In (c), the growth-dominated
crystallization process is clearly visible due to the pronounced bending structures.
Furthermore, it was necessary to clarify if the amorphous AIST bit recrystallizes concentrically
from the rim to the center or not. Due to the fact that a structural contrast between the recrystal-
lized bit and the crystalline matrix does not exist, it is only possible to observe the recrystallization
process at low temperatures where crystallization happens on a timescale of minutes or hours.
Michel showed in her work that amorphous bits recrystallize from the rim to center at tempera-
tures of 110◦C to 125◦C [141]. However, her ex-situ AFM measurements have been performed
without any capping layer. Nevertheless, the result provides a first indication of the crystallization
behavior.
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(a) t = 0min. (b) t = 8min. (c) t = 10min.
(d) t = 14min. (e) t = 16min. (f) t = 19min.
(g) t = 21min. (h) t = 23min. (i) t = 25min.
Figure 6.26.: Recrystallization process in-situ monitored with TEM at ≈ 110◦C. A series of
TEM images was recorded with a heated sample holder to observe the recrystallization of an
amorphous AIST bit. Image (a) was taken at room temperature whereas all others were taken
at elevated temperatures. This also explains the slight drift of the bit position. The concentric
recrystallization process of the amorphous bit from the rim to the center is clearly visible.
136 6.3 TEM investigations
To further investigate the crystallization behavior using the capped layer stack (presented in
figure 5.12), in-situ TEM measurements have been performed. Therefore, amorphous AIST bits
were prepared. They were subsequently annealed to a temperature of ≈ 110◦C with a heated
TEM-holder14. At discrete time steps, a series of TEM images was recorded to monitor the
recrystallization process15. This series can be found in figure 6.26. It can be concluded that
the bits have clearly recrystallized by a concentric growth from the rim to the center of the bit.
However, it is not clear yet, if this statement holds for higher temperatures.
amorphous 
crystalline 
Figure 6.27.: Schematic of a single-edge recrystallization process. The amorphous bit recrys-
tallizes from the right hand side to the left hand side which is exactly the distance of the bit
diameter.
In summary, all TEM images presented in this chapter point out a growth-dominated crystal-
lization mechanism of isothermally recrystallized AIST bits. If nucleation had occurred within
the isothermally recrystallized AIST bit, it would show a clear contrast to the growth-dominated
14 Please note that the temperature precision of the heated TEM holder is ±10◦C. Therefore, it is impossible to
perform isothermal recrystallization experiments and to determine the growth velocity.
15 It is important to mention that this image series can not be taken to calculate the growth velocity as it was not
performed under isothermal conditions.
Kapitel 6: Ag4In3Sb67Te26 137
area and it would look similar to the TEM image of the isothermally recrystallized Ge2Sb2Te5
bit. However, this is not the case and it can be concluded that only growth was involved in the
isothermal recrystallization process. Moreover, electron beam assisted recrystallization did not
lead to the formation of a significant number of nuclei. Once, a few nuclei were present, they
have grown to a macroscopic size16.
In the end, it was finally not clear whether the bit has recrystallized from the rim concentrically to
the center at elevated temperatures. Within this work, it was not possible to give a final answer
to this issue for temperatures exceeding 110◦C. It is highly probable, but a final proof could not
be given due to a missing structural contrast of recrystallized AIST bits. However, to compensate
for this small lack in the chain of argumentation, it can be stated that the maximum error in the
crystal growth velocity is given by a factor of two. This represents the case in which an amor-
phous bit would recrystallize only from one side of the amorphous bit into the opposite direction
of the bit, i.e. the distance of the bit diameter. This is depicted in figure 6.27.
16 A detailed investigation of diffraction patterns might quantify the number of nuclei, since the number of diffrac-
tion spots correlates with the number of grains.
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7. Summary and Outlook
This work contributes to our understanding of crystallization kinetics in phase-change materials.
Until the publication of this thesis, no other work was known that investigates the growth velocity
at elevated temperatures in combination with TEM.
The starting point of this thesis was a lack of data regarding the crystal growth velocity at elevated
temperatures and the existing gap was closed by extrapolations to overcome the missing data.
Hence, this work started with a theoretical background on crystallization kinetics, i.e. crystal nu-
cleation and crystal growth, whereas the experimental focus was on crystal growth. In addition,
the models of VFT and MYEGA were presented to describe the viscosity which contribute to the
description of the crystal growth velocity at elevated temperatures.
Moreover, different approaches to investigate crystal growth at elevated temperatures such as
TEM investigations have been explained and were identified to be insufficient to eliminate the
lack of data. Hence, the Phase-change Optical Tester has been developed and was demon-
strated to be a suitable tool to perform experiments at elevated temperatures and on a nanosec-
ond time scale. Therefore, it gave access to the regime of fast crystallization kinetics. In addition,
an experimental concept was presented that makes use of POT’s capabilities. In the end, first
experiments were performed to demonstrate the potential of POT in accessing fast crystallization
kinetics.
The Figures 6.20 and 6.21 depict the key results of this thesis. Both figures show that the
VFT model is not able to represent the experimental data at elevated temperatures whereas the
MYEGA model agrees a lot better. Hence, to describe the viscosity of AIST at elevated tem-
peratures, it is reasonable to apply the MYEGA model. However, both models are not able to
describe the experimental data at low temperatures, i.e. temperatures close to the glass transi-
tion temperature. This is supposed to have its origin in a decoupling of viscosity and diffusivity
which means the inverse relationship of translational motion and viscosity does no longer hold.
Thus, viscosity cannot be taken into account into a theoretical description of the growth velocity
at low temperatures, but diffusivity.
Since both models are not able to describe the conducted experimental data of the growth ve-
locity at temperatures below 1.2 ·Tg and especially close to the glass transition temperature, it
remains unclear how the viscosity of AIST behaves at these temperatures. In particular, the
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fragility value indicates the slope of the viscosity at the glass transition temperature at which the
experimental data strongly deviates from both models. Hence, it is questionable how the defi-
nition of fragility can be used to make a final statement on whether AIST is highly fragile or not
without relevant experimental viscosity data. Anyhow, high fragility values need to be taken to
model the experimental data close to 1.2 ·Tg and above. At these temperatures, the slope of the
MYEGA model agrees well with the experimental data. Thus, it is probable that AIST is a highly
fragile material.
Moreover, the experimental data was compared to the data of Kalb which was conducted at
low temperatures. It was found that the activation energies for growth agree well whereas the
absolute numbers disagree by three orders of magnitude. A possible reason is the different
stoichiometry. In particular, the different Sb amount might play a role since the phase-change
material used within this work contains more antimony. Pure amorphous antimony readily crys-
tallizes at room temperature. Hence, a higher antimony amount might lead to higher growth
velocities than those reported by Kalb. Another reason could be the direction which the crys-
tallization front moves during the crystallization process. In Kalb’s measurements, the surface
of the crystallization front increases during the crystallization process. This is due to an out-
ward movement away from the center of nucleation. However, in this work, the surface of the
crystallization front decreases while recrystallizing from the rim to the center of the amorphous
bit. Hence, this might benefit the crystallization process which might result in a larger growth
velocity.
Finally, this work enables to minimize the temperature regime in which an extrapolation is re-
quired. The minimization is due to the collection of data at elevated temperatures. Furthermore,
a different model, i.e. the model of MYEGA, is proposed to extrapolate the conducted data
to temperatures close to the melting temperature. Thus, this work can be regarded as a ba-
sis for future investigations regarding crystallization kinetics. Especially, different phase-change
materials or even the influence of different stoichiometries on the temperature dependent crystal
growth velocity should be the focus of future research because this is directly linked to the perfor-
mance of electrical cells based on phase-change materials. First, the material with the maximum
growth velocity can be determined and selected as the material of choice. Second, if the ma-
terial’s maximum growth velocity at a certain temperature is known, a current can be induced
to the phase-change memory cell which creates as much Joule heat to reach the temperature
at which the maximum growth velocity occurs. This can increase the performance of phase-
change memory cells a lot. Furthermore, the influence of thermal cross talk to electrical cells
can be quantified in a better way since the temperature dependent growth velocity is a known
parameter. Closely related to this future research is the extension of POT to a combination
of electrical and optical experiments. Therefore, it is possible to implement an electric contact
board to POT that enables this combination. An investigation of thermally activated switching in
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phase-change cells in contrast to electrically activated switching is possible.
However, it might also be necessary to further investigate the limit of the setup in terms of cool-
ing starting from the melting temperature down to the temperature of the heated sample holder.
Hence, Comsol simulations should be performed to better quantify the heat conduction in the
layer stack and to conclude a suitable cooling rate on the basis of this simulation. This might
lead to a maximum heater temperature for the investigation of crystal growth with POT which is
below the maximum temperature of the heated sample holder.
PCM 
SiO2 30nm 
Si-Substrate 
a) Resist / Spin-coating 
Heat-barrier 
Resist 
Si-Substrate 
SiO2 
b) e-beam 
30nm 
Si-Substrate 
SiO2 
c) Development 
30nm 
Si-Substrate 
SiO2 
d) Sputter process 
30nm 
30nm 
Phase-change 
material 
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Capping-layer 
SiO2 
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SiO2 
e) Lift off 
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SiO2 
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160nm 
Figure 7.1.: Illustration of the sample preparation to determine the temperature dependent
nucleation rate. Sub-µm phase-change dots that are smaller in diameter than the diameter of
the pump laser beam can be prepared by e-beam lithography. (a) shows the basic layer stack
(for simplicity all other layers, i.e. etch stop and so on are not shown) with a spin-coated
resist. (b) depicts the local irradiation of the resist with e-beam to achieve small dimensions.
(c) illustrates the development step where the locally irradiated area is removed. (d) illustrates
the sputter process where phase-change material and capping are deposited. In (e), the lift-off
process is demonstrated. Another sputter run depositing the final capping is shown. The result
is a sample with a phase-change material embedded in a dielectric SiO2 layer stack.
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Furthermore, it might be interesting to quantify the effect of multiple recrystallization experi-
ments. This means, isothermal recrystallization experiments could always be performed at the
same local position of the sample. The effect of multiple melting and subsequent cooling to the
temperature of the heated sample holder could lead to structural degeneration of the layer stack
or a mixing of a phase-change material components.
In terms of completely new experiments, two different approaches are given at the end of this
thesis. This is, on one hand, an extension of the existing setup to blue wavelengths and on the
other hand the determination of the crystal nucleation rate. With the realization of "POT blue",
access will be given to materials with a larger optical band gap. Fortunately, most of the nec-
essary hardware and software developments are already finished. It is now the task to identify
suitable lasers and optics which, subsequently, need to be set up on the optical table and linked
with the existing hardware.
The presented experimental concept, consisting of the in-situ/ex-situ combination mentioned,
can also be used to determine the temperature-dependent crystal nucleation rate. A phase-
change material, preferably a nucleation-dominated material, must be completely embedded in
a surrounding consisting of a dielectric material, for example ZnS-SiO2 or solely SiO2. This
prevents a recrystallization at an amorphous/crystalline interface as only the interface to the di-
electric is present. Figure 7.1 depicts the creation of an phase-change spot within a dielectric
surrounding.
A consequence of this structure is the inevitable need to form crystal nuclei to crystallize the
phase-change material. Hence, a certain amount of nuclei which are created with POT in a re-
crystallization experiment at an elevated temperature can be ex-situ determined with TEM. Thus,
as the volume of the phase-change material is a known parameter and as the time to recrystal-
lize this volume can be extracted from the in-situ reflectivity traces, the nucleation rate can easily
be calculated.
Finally, it can be concluded that the Phase-change Optical Tester is one of the most advanced
tools to investigate the fast regime of both crystallization mechanism, i.e. crystal growth and
crystal nucleation.
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