Atomistic modeling of the site substitution behavior of Pd in NiTi (J. Alloys and Comp. (2004), in press) has been extended to examine the behavior of several other alloying additions, namely, Fe, Pt, Au, Al, Cu, Z r and Hf in this important shape memory alloy. It was found that all elements, to a varying degree, displayed absolute preference for available sites in the deficient sublattice. However, the energetics of the different substitutional schemes, coupled with large scale simulations indicate that the general trend in all cases is for the ternary addition to want to form stronger ordered structures with Ti.
The computation of E:, using Equivalent Crystal Theory (ECT) [ 141, involves three pure element properties for atoms of species i: cohesive energy (E,), lattice parameter (a) and bulk modulus (Bo). These three parameters for each of the constituent elements, listed in Table 1 , are needed in the general derivative structure of the final alloy. Consequently, when studying bcc-based alloys such as the B2-structured NiTi, the elements would need to be parameterized as if they were A2 (bcc). Additional ECT parameters, a and h [ 141, can be easily derived from E,, a and Bo.
The chemical energy, E:, accounts for the corresponding change in composition, considered as a defect in an otherwise pure crystal. The chemical 'defect' deals with pure and mixed bonds, therefore, two additional perturbative parameters (AAB and ABA where A, B = Ni, Ti, Fe, Pt, Pd, Au, Al, Cu, Zr, Hf) are needed to describe these interactions. A reference chemical energy, qCo, is also included to insure a complete decoupling of structural and chemical features. Finally, the strain and chemical energies are linked with a coupling function gi, which ensures the correct volume dependence of the BFS chemical energy contribution. Therefore, the contribution of atom i to the energy of formation of the system is given by S c co Ei = Ei +&(Ei -E i ) All the necessary BFS parameters, listed in Table 1 , were calculated using the Linearized-Augmented Plane Wave method (LAPW) [15] . We refer the reader to Ref. 6 for detailed discussions of the BFS method, its definitions, operational equations and their implementation.
Application of the BFS method to the study of NiTi+X alloys
A previous application of BFS to NiTi+Pd [7] indicates that a complete understanding of the site preference behavior of an element X in NiTi emerges only from a detailed and varied analysis of the situation. First, we perform an atom-by-atom analysis of the energetics of a single atom X in NiTi. In doing so, we can determine absolute site preference of an element in an ordered structure in its dilute limit, as has been successfully done in previous applications of BFS [16] . Second, we extend this analysis to the case of additional X atoms (or increasing concentration of solute), identifying interactions between elements that are not immediately apparent from the limited case of a single atom. Third, to confirm the trends established with increasing solute concentration and in order to verify their effect in situations that better resemble realistic conditions including finite temperature, we utilize large scale Monte Carlo simulations. Thus, the combination of analytical (atom-by-atom zero-temperature 'static' energy calculations) and numerical (Monte Carlo simulations) methods provides a more complete understanding of the behavior of a ternary element X in NiTi, than any one procedure used in isolation, providing results more in line with experimental expectations.
As in previous work [7] , large scale simulations of the formation of different NiTi+X (X = Pd, Pt, Hf, Al, Zr, Fe, Cu, Au) alloys, are performed using Monte Carlo -Metropolis exchange algorithms (MCAS) [6, 17] , which provide information regarding the thermodynamical ground state of the system, and also with a second type of simulation designed to provide a better connection to actual alloy microstructural evolution. This latter technique, a variant of the traditional Monte Carlo -Metropolis algorithm, although approximate in nature, provides a better modeling framework for diffusion processes, thus leading to final states that are more appropriate for comparison with experiment. Known as the BANN algorithm [17] , atoms of different species are allowed to exchange with only nearest-neighbor sites until an equilibrium state is reached at each temperature. In addition, the exchanges are accepted or rejected in terms of a probabilistic factor which depends on the available thermal energy. In this way, it is possible for atoms to "lock" themselves into metastable configurations that may be slightly higher in energy than that found using the MCAS method, which allows pairs of atoms to swap any two positions within the computational cell until the lowest energy configuration is found.
The initial state, in both types of simulations, consists of Ni, Ti and X atoms randomly situated in a 1024-atom computational cell. A typical temperature cycle in both MCAS and BANN simulations is a monotonic decrease in temperature, with decreasing step sizes (-50 K) at or below room temperature. At each temperature stage, the cell is allowed to equilibrate (i.e., n o further changes in the energy of formation after a sufficiently large number of exchanges) followed by optimization of the lattice parameter by means of isotropic expansions or compressions of the rigid bcc lattice, in order to minimize the energy of the cell.
The low temperature MCAS results assume that the system will retain a bcc symmetry and not undergo a martensitic transformation. Experiment shows that this is not correct [l] , but due to the character of these diffusionless transformations, no significant changes in site preference behavior would be expected. The martensite phase would retain the basic order of the parent B2 phase. Therefore, we have included these results primarily to show the ordering tendencies of the B2 phase as a function of temperature.
Throughout this work, we use a simple notation to indicate the different possible substitution schemes. If A and B represent the two simple cubic sublattices of the B2 compound, then X(A) denotes an X atom substituting for an atom A on the A sublattice. If the displaced A atom goes on to occupy a site in the B sublattice (A(B)), the two individual point defects can be connected by denoting them as X(A)A(B)& In this case, the subindex d distinguishes between the pair of defects (X(A) and A(B)) as being nearest neighbors (NN) (d = I ) , next-nearest neighbors (NNN) (d = Z), or the pair being separated by distances greater than that (either no subindex or d =J>.
Results and Discussion
Absolute site preference for a dilute solute within an ordered compound can be extracted from the energetics of the different substitutional schemes available to a single atom. For example, in a Ni(Ti,X) alloy, the X atom can occupy the available site in the Ti sublattice, X(Ti), or occupy a site in the Ni sublattice displacing the Ni atom to a Ti site (X(Ni)Ni(TQl, X(Ni)Ni(Ti), or X(Ni)Ni(Ti)f). An absolute site preference for a particular alloying addition would be one where the element energetically prefers a Ni or Ti site regardless of how the elemental substitution was made, even if that means the additional creation of an antisite defect in order to accommodate the element on its preferred lattice. For example, absolute preference for a Ni site would mean that when a Ni atom is replaced by an X atom, the defect X(Ni) would be lower in energy than the creation of a defect pair of the type X(Ti)Ti(Ni) and when a Ti atom is replaced by an X atom, it will still prefer the Ni site such that the creation of a defect pair X(Ni)Ni(Ti) will be lower in energy than a direct X(Ti) substitution. While an absolute site preference is observed for a number of alloying additions to NiAl [16] , none of the elements studied show an absolute preference for a particular sublattice in NiTi. Instead, it is energetically preferable for all the elements studied to reside on whatever sublattice they were intended for, though there are differences in the degree to which this behavior occurred.
These results are summarized in Fig. 1 , which illustrates the energy gaps for an atom X in Ni(Ti,X) or (Ni,X)Ti alloys. The energy gaps are defined as the difference in energy (in eV) between an X(Ti) substitution and the average between X(Ni)Ni(Ti)l and X(Ni)Ni(Ti)f defects for Ni(Ti,X) alloys, and the difference in energy between X(Ni) and the average between X(Ti)Ti(Ni)l and X(Ti)Ti(Ni)f for (Ni,X)Ti alloys. The table included in Fig. 1 displays the difference in energy between a cell with a given substitution and a pure B2 NiTi cell. At first glance, these results show that all the elements studied prefer Ni sites in (Ni,X)Ti alloys, as it takes a substantial amount of energy to induce the formation of an antisite defect. Similarly, all elements show preference for Ti sites in Ni(Ti,X) alloys, but with much smaller energy gaps between X(Ti) and X(Ni)Ni(Ti) states. For Fe in Ni(Ti,Fe) alloys, this gap is exceedingly small indicating, in principle, that when Fe is substituted for Ti it is nearly equally likely to occupy a site in the Ni or Ti sublattice. But when Fe is substituted for Ni, there is a very strong preference for the Fe atom to remain in the Ni sublattice. Therefore, of the elements studied, Fe is the closest one to exhibiting an absolute preference for the Ni-sublattice. For Pd and Pt in Ni(Ti,X) alloys, the energy gap is still small, indicating that there is a large probability that Pd and Pt could also reside in either sublattice. The other elements (Au, Al, Cu, Z r and H f ) display an increasingly large energy gap, which translates into an increasing likelihood that these elements could be found exclusively in the Ti sublattice in Ni(Ti,X) alloys. The opposite trend is observed for (Ni,X)Ti alloys. Following the same sequence, Fe displays the largest energy gap (favoring Fe(Ni) over Fe(Ti)Ti(Ni) substitutions), and Hf displays an energy gap of nearly the same magnitude as that found for Ni(Ti,X) alloys. The results shown in Fig. 1 suggest that this set of alloying additions, even though they display overall the same site preference behavior, can be loosely divided into different groups (based on the magnitude of the energy gaps) thus facilitating the discussion of the emerging trends.
While these results establish rather simple and useful guidelines for determining the site preference behavior of ternary additions in NiTi, additional modeling results introduce further information that might prove to be useful when comparing modeling predictions with experiment. A procedure to tackle this problem was already detailed for the case of Pd additions to NiTi [7] ,
where it was found that in spite of the results shown in Fig. 1 , other factors could come into play when determining the actual behavior at larger solute concentrations. This is especially true for elements like Fe, Pt and Pd, where the absolute energy gap is small for Ni(Ti,X) alloys and large for (Ni,X)Ti alloys.
In our analysis, we will frequently make reference to changes in energy in an atomic cell due to the insertion of a ternary addition X in a (Ni,X)Ti and Ni(Ti,X) alloy, and label as energy 'losses' or 'gains' those changes that raise or lower, respectively, the energy of a given configuration. A representative cluster is shown in Fig. 2 . For example, the first entry, Fe(Ni) = -1.2497 eV, means that the contribution to the total energy of formation of a Fe atom in a Ni site is 1.2497 eV lower ('gain') than that of the 'original' Ni atom in that site. The next entry, ( 8 x ) T i~~ = +1.9768 eV, means that the 8 Ti NN of the Fe(Ni) atom combine to raise their contribution ('loss') to the total energy of formation by 1.9768 eV with respect to the case where the central Ni site is occupied with a Ni atom. Lastly, the third entry, (6x)NiNNN =+0.0114 eV, means that the 6 Ni NNN of the Fe(Ni) atom combine to raise their contribution to the total energy of formation by 0.01 14 eV with respect to the case where the central Ni site is occupied with a Ni atom. As a result, there is a net loss in energy (+0.7385 eV), meaning that the introduction of the Fe atom in the central Ni site results in a cell whose total energy of formation is 0.7385 eV higher (net loss) than a perfect NiTi B2 cell.
To facilitate the discussion, as mentioned above, we group the different ternary additions based on their most salient characteristics within the context of a continuous change of the energy gap, as seen in Fig. 1: a) Fe: The sequence of decreasing difference between the absolute energy gaps starts with Fe, as seen in Fig. 1 , which exhibits a substantially different behavior than the other elements considered in this study. While the large energy gap (10.122 eV) between Fe(Ni) and Fe(Ti)Ti(Ni) configurations indicates preference for Ni sites in (Ni,Fe)Ti alloys, the exceedingly small gap (0.0232 eV) between Fe(Ti) and Fe(Ni)Ni(Ti) configurations makes nearly no distinction between either sublattice in Ni(Ti,Fe) alloys. Knowledge of the energy gap alone is not necessarily sufficient to determine the ultimate site preference [7] . Following the guidelines introduced in Ref. 7, additional information on the origin of the energy gap can be obtained by examining the atom-byatom energetics of this second case, Fe in Ni(Ti,Fe) alloys. This is shown schematically in Fig. 3 and detailed in Table 2 . The 'direct' substitution (i.e., Fe(Ti)) is shown on the left side of Fig. 3: (a) relative to the original NiTi cell, the substitution of a Ti atom for a Fe atom raises the energy of the cell by 0.8490 eV. The other case, Fe(Ni)Ni(Ti), is shown on the right side of Fig. 3 as a series of idealized steps: (b) first, the substitution of a Ni atom for a Fe atom (which raises the energy by 0.7389 eV), followed by the displaced Ni atom occupying the available Ti site (adding another 0.1325 eV). The proximity between Fe(Ni) and Ni(Ti) (from Fe(Ni)Ni(Ti)f to Fe(Ni)Ni(Ti)l) lowers the energy a small amount, so that the net increase in energy relative to B2 NiTi due to this defect is 0.8713 eV. The resulting gap, 0.0232 eV, therefore favors Ti substitutions due to a lower energy cost to the system. It is important to note, however, that the energy cost of Fe(Ni) substitutions is actually lower. It is possible then that Fe(Ni) substitutions will dominate even in cases when the deficient site seems to be preferred.
As Fig. 1 shows, the changes in energy due to the substitution of a single Fe atom result in almost identical net losses (relative to a pure B2 NiTi cell) in both cases (in a Ti or Ni site). The first entry in Table 2 For larger Fe clusters, however, larger losses are realized for Ti substitutions than for Ni. Table   3 displays the gains (-) or losses (+) in total energy of formation due to the presence of two X atoms in neighboring Ti or Ni sites, following the same convention used in Table 2 (Le., an energy 'loss' ('gain') is defined as an increase (decrease) in the energy of formation of the computational cell with the substitutional defect relative to the original NiTi cell). Table 4 shows the corresponding results for compact clusters of four atoms. Not surprisingly, the increasing energy benefit arises from the larger number of Ti-Fe bonds created when Fe occupies Ni sites. This, added to the low energy cost of creating antistructure Ni(Ti) atoms, suggests that the preference for Ni sites is more favored the larger the Fe cluster is. Therefore, the relative energy losses or gains, favoring one type of substitution over the other, depend on concentration. Based on the results listed i n the previous tables, Table 5 A BANN simulation of a Ni5,Ti,Fe, alloy ( Fig. 4 Fig. 5 .a. b) Pt, Pd: The sequence in Fig. 1 continues with Pt and Pd. The study of Pd additions to NiTi in a previous application of BFS to site preference analysis [7] , added to the similarities in the pure element parameters and the BFS perturbative parameters in Table 1 , makes it interesting to contrast the behavior of these two elements. As shown in Fig. 1 Table 3 , it can be seen that the differences between them are more noticeable in this case, leading to comparable gains for Ti or Ni substitutions, further erasing the energy gap that initially favors direct substitutions for Ti atoms (as noted in Fig. 1 ). This can be explained by the larger role of the energy loss per Pt atom when substituting for Ti atoms and the larger energy gain when substituting for Ni atoms. This trend continues, and is further enhanced, when considering a square patch of four X atoms in Ni or Ti sites. The nearest neighbors of the X atoms can be grouped in three sets of equivalent atoms. with Pd, it is expected that whatever preference is displayed by Pt for Ni sites, it will be more noticeable in both BANN and MCAS simulations than in the case of Pd.
The eight Pt atom case provides information on the role of a possible TiPt environment within the NiTi matrix. Table 6 shows the energy level spectrum of a catalog of numerous 8Pt configurations in Ni(Ti,Pt) and (Ni,Pt)Ti alloys, shown in Fig. 6 . For these calculations, as we are not inter- Monte Carlo simulations provide additional information regarding the consequences of the detailed energetics described above. Fig. 7 . For Ni(50_x/2)Ti(50_,,2)Xx alloys, the first sign of the competition between Ni and Ti sites can be seen. Fig. 8 shows the results of a) BANN simulations and b) MCAS simulations for x = 2 and 10 at%. The Ni,,Ti,,Pt2 case shows a slight majority of Pt(Ni) atoms both in the 2 and 10 a t % Pt:
in both cases 10% of the Pt atoms go to unavailable Ni sites creating Ni(Ti) antistructure atoms, a behavior consistent with atom-by-atom analysis discussed above, where the ease with which Pt atoms go to Ni sites was established. MCAS simulations are alike for Pd or Pt: formation of a B2
TiX precipitate for those X atoms going to Ni sites, and the formation of a ternary 2x2 phase with nearly equal number of X atoms going to Ti and Ni sites.
NiS~Ti(5~-x)Xx alloys manifest the competition between the absolute site preference f o r Ti sites (as displayed in Fig. 1 ) in contrast with the additional modeling results which indicate a trend towards Ni-site occupancy. Some representative results are shown in Fig. 9 , comparing the behavior of Pd and Pt. For Ni50Ti49X1, the BANN results ( Fig. 9.a) 9 .b shows that the lowest energy state corresponds to an L21 Ni2TiPd phase or, in the case of Pt, a 2x2 structure. It should be noted, however, that the difference between the L21 and the 2x2 structure is only in the NNN coordination and as such, it could be considered negligible.
It is important to remember that for Ni(Ti,X) alloys, within the context of these simulations, Table 5 . This means that X(Ni) substitutions in (Ni,X)Ti alloys will be favored as long as other X(Ni) atoms are in the vicinity. BANN and MCAS results are shown in Fig. 4 (for Ni,oTi+& alloys) and Fig. 5 (for Ni~Ti50X6 alloys). d) Zr, Hf: These two elements could be included in the same group as Au, A1 and Cu. However, as shown in Fig. l , there Fig. 1 and the 
Conclusions
Modeling of the site preference behavior of X additions to NiTi benefits from extending the analysis beyond the role of one single atom X. include every atom in that shell. Gains or losses denote changes that result in lower or higher energy of formation, respectively (see Fig. 1 ). NiTi cell (see Table 6 ). Ni, Ti and X atoms are denoted with grey, white and black circles, respectively. alloys for x = 2 and 10 at%. Table 2 Net changes in the contributions to the energy of formation due to the substitution of a single X atom in NiTi alloys. AEnet denotes the net energy gain (-) or loss (+) with respect to a NiTi cell. Table 6 Energies of formation of different eight Pt atoms configurations in NiTi 
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