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Kapitel 1
Einleitung
Das Ziel dieser Arbeit ist, die Brauer-Severi-Varieta¨t einer zentraleinfachen
Algebra durch explizite Gleichungen birational zu beschreiben.
Die Definition von Brauer-Severi-Varieta¨ten geht auf Chaˆtelet (siehe [9],
1944) zuru¨ck:1 Eine u¨ber einem Grundko¨rper k definierte Varieta¨t V heißt
Brauer-Severi-Varieta¨t, falls V u¨ber einem separablen Abschluß ksep von k
isomorph zum projektiven Raum Pd fu¨r ein d ∈ IN wird.
Chaˆtelet ordnet jeder Brauer-Severi-Varieta¨t eine zentraleinfache k-Algebra
zu, und zwar mit Hilfe eines Kalku¨ls, der sich in moderner Terminologie
kohomologisch formulieren la¨ßt.2 Daß diese Zuordnung eine Bijektion ist,
geht aus Ergebnissen hervor, die Weil 1956 in [43] gezeigt hat. Eine we-
sentliche Eigenschaft dieser Zuordnung ist, daß eine Algebra A u¨ber einem
Erweiterungsko¨rperK/k genau dann zerfa¨llt, wenn die zu A geho¨rige Brauer-
Severi-Varieta¨t VA einen K-rationalen Punkt hat.
Im einfachsten Fall erha¨lt man eine bijektive Korrespondenz zwischen Qua-
ternionenalgebren (a, b)k und u¨ber k definierten Kegelschnitten3
V : ax2+by2 = z2 ⊆ P2 mit a, b ∈ k∗.
Doch schon fu¨r Brauer-Severi-Varieta¨ten von zentraleinfachen Algebren vom
Grad 3 sind keine u¨berschaubaren Beschreibungen durch explizite Gleichun-
1Zur Entwicklung der Theorie der Brauer-Severi-Varieta¨ten und Chaˆtelets Beitrag dazu
siehe Colliot-The´le`ne [10]. Weitere Referenzen fu¨r Brauer-Severi-Varieta¨ten sind: Artin
[4], Blanchet [5], Brzezinski [8], Jacobson [22], chap. III, Knus u. a. [26], p. 9 ff.
2Siehe Serre [39], chap. X, 5 & 6 oder Serre [40], chap. III, 1.
3Diese Korrespondenz war schon 1934 Witt bekannt (siehe Witt [44]). Allerdings be-
trachtet er statt der Kegelschnitte die dazugeho¨rigen Funktionenko¨rper. Diese Betrach-
tungsweise mit Betonung birationaler Zusammenha¨nge wird von Amitsur in [3] auf be-
liebige zentraleinfache Algebren ausgedehnt und von Roquette in [34] kohomologisch be-
schrieben.
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gen bekannt.4 Um dieses Problem anzugehen, kann man zuna¨chst die Bewei-
se, die zeigen, daß die Korrespondenz bijektiv ist, untersuchen. Tatsa¨chlich
verwendet Weil eine Konstruktion, die man als getwistete Quotientenbildung
bezeichnen kann und geeignete Varieta¨ten liefert.5 Es gibt aber noch einen
weiteren Beweis,6 der andere Methoden verwendet. Ist A eine zentraleinfache
k-Algebra, so betrachtet man die Menge aller minimalen Linksideale. Diese
kann mit Hilfe der Plu¨cker-Einbettung in einen projektiven Raum eingebet-
tet werden und fu¨hrt zu einer Untervarieta¨t VA einer Grassmann-Varieta¨t.
VA ist eine Brauer-Severi-Varieta¨t und die Zuordnung A 7−→ VA ist mit der
von Chaˆtelet vertra¨glich.
Diese Konstruktion legt Verallgemeinerungen nahe. Blanchet7 betrachtet
verallgemeinerte Brauer-Severi-Varieta¨ten, die entstehen, wenn die Menge
der minimalen Linksideale von A durch die Menge aller Linksideale einer be-
stimmten Dimension d ersetzt wird. Betrachtet man ein Linksideal von A als
einen k-Untervektorraum von A, der invariant unter der Linksmultiplikation
ist, so liegt eine weitere Verallgemeinerung nahe, die im Teil I der Arbeit
vorgestellt wird:
Ist θ : A −→ Matn k eine k-lineare Darstellung einer beliebigen k-Algebra
A, so wird die Menge aller Linksideale von A ersetzt durch die Menge der
d-dimensionalen Untervektorra¨ume von kn, die θ-invariant, d.h. invariant
unter der durch θ induzierten Operation von A auf kn sind. Die entste-
henden Varieta¨ten werden darstellungsinvariante Grassmann-Varieta¨ten ge-
nannt. Wa¨hlt man fu¨r θ die linksregula¨re Darstellung einer zentraleinfachen
Algebra A, so erha¨lt man obige Konstruktion von Brauer-Severi-Varieta¨ten.
Die Bedingung, daß ein Untervektorraum θ-invariant ist, la¨ßt sich fu¨r sein
Bild unter der Plu¨cker-Einbettung als Nullstellenbedingung einer Menge von
Polynomen ausdru¨cken. Die durch diese Polynome definierte Varieta¨t wird
Invarianzvarieta¨t genannt. Eine darstellungsinvariante Grassmann-Varieta¨t
ist genau der Durchschnitt einer Grassmann-Varieta¨t und einer Invarianzva-
rieta¨t. Ist A einfach, so bestehen die Invarianzvarieta¨ten zu A aus Durch-
schnitten von Eigenra¨umen zu bestimmten Matrizen.8 Invarianzvarieta¨ten
sind also linear.
Im Fall einer Brauer-Severi-Varieta¨t werden Invarianzvarieta¨ten Linksideal-
4Siehe etwa entsprechende Bemerkungen in Brzezinski [8], p. 21.
5Siehe Weil [43], sec. I.
6Siehe etwa Jacobson [22], par. 3.5. Es konnte nicht festgestellt werden, auf wen dieser
Beweis zuru¨ckgeht. Eine fru¨he Erwa¨hnung findet sich 1962 bei Serre [39], chap. X, 6, die
allerdings sehr skizzenhaft ist.
7Siehe Blanchet [5]. Dort wird erwa¨hnt, daß unabha¨ngig diese Verallgemeinerung auch
von Schofield und van den Berg in [37] und [38] untersucht werden.
8Siehe Abschnitt 4.3.
3varieta¨ten genannt. Diese werden fu¨r verschra¨nkte Gruppenalgebren im Teil
II der Arbeit untersucht. Das Hauptergebnis dieses Teils ist eine Beschrei-
bung von Linksidealvarieta¨ten9 von verschra¨nkten Gruppenalgebren durch
lineare Gleichungen der Form
xM = D(M)xN , (∗)
wobei xM und xN Koordinaten eines Punktes aus einem projektiven Raum
sind und D(M) ∈ k∗ ist.10 Da im wesentlichen jede Koordinate in nur ei-
ner Gleichung auftaucht, ko¨nnen diese Gleichungen als Ersetzungsrelationen
interpretiert werden:11
Die Punkte einer Brauer-Severi-Varieta¨t VA sind die gemeinsamen Nullstellen
der definierenden Polynome pi einer Grassmann-Varieta¨t und aller linearen
Gleichungen (∗). Diese Bedingung ist a¨quivalent dazu, daß ein Punkt ge-
meinsame Nullstelle all der Polynome ist, die aus den pi hervorgehen, wenn
alle Koordinaten xM durch Koordinaten D(M)xN ersetzt werden. Dadurch
reduziert sich die Variablenanzahl und die Zahl der definierenden Polynome
von VA. Im Fall einer Symbolalgebra A vom Grad 3 ist die dazugeho¨rige
Brauer-Severi-Varieta¨t VA im Raum P83 durch ca. 18000 Gleichungen defi-
niert. Die Ersetzungen liefern eine zu VA isomorphe Brauer-Severi-Varieta¨t
im P11, die durch 138 Gleichungen definiert ist.12
Allerdings ist auch diese Beschreibung nicht sehr befriedigend, zumal die
Gro¨ße der reduzierten Polynommenge fu¨r Algebren ho¨heren Grades stark
wa¨chst.
Im Teil III der Arbeit wurde ein konzeptionell anderer Ansatz gewa¨hlt,
der auf dem vorigen aufbaut und Verbindungen zu anderen algebraisch-geo-
metrischen Konzepten, die mit zentraleinfachen Algebren zusammenha¨ngen,
herstellt. Er ist durch folgendes Normkriterium motiviert:13
Sei A :=
( a,b
k,ξ
)
eine Symbolalgebra vom Grad d und K/k eine Ko¨rpererwei-
terung. Dann sind a¨quivalent
i) A zerfa¨llt u¨ber K.
ii) VA hat einen K-rationalen Punkt.
iii) b ist Norm in K(α)/K mit αd = a.
9Genauer gesagt von einer Komponente einer Linksidealvarieta¨t, die reduzierte Links-
idealvarieta¨t genannt wird.
10Siehe Satz 5.13.
11Siehe die Bemerkungen nach Satz 5.13.
12Siehe Abschnitt 6.4.
13Siehe Sa¨tze 6.4 iii) und 6.10.
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Ist nk(α)/k(x) das Normpolynom von k(α)/k (bezu¨glich einer Basis) in den
Variablen14 x = (x1, . . . , xd) und ZNb ⊆ Pd die Norm-b-Varieta¨t von k(α)/k,
also die Nullstellenmenge des Polynoms nk(α)/k(x)−bxd0, so la¨ßt sich iii) auch
folgendermaßen formulieren:
iii)’ ZNb hat einen K-rationalen Punkt.
Es la¨ßt sich nun die Frage stellen, ob und wie sich diese logische Verknu¨pfung
der Varieta¨ten VA und ZNb auch geometrisch ausdru¨cken la¨ßt.
Im oben erwa¨hnten Beispiel der Quaternionenalgebra A = (a, b)k ist diese
Verbindung einfach, denn wegen
nk(α)/k(x) = Nk(α)/k(x1+αx2) = x21−ax22
gilt
VA ∼=k ZNb.
Fu¨r Symbolalgebren A vom Grad d ≥ 3 ist solch eine Isomorphie nicht
mo¨glich, da VA regula¨r, ZNb fu¨r (k(α) : k) ≥ 3 hingegen singula¨r ist.
Allerdings kann gezeigt werden, und das ist das Hauptergebnis des drit-
ten Teils dieser Arbeit,15 daß fu¨r Symbolalgebren beide Varieta¨ten biratio-
nal a¨quivalent sind. Eine Folgerung daraus ist, daß die zu den Varieta¨ten
geho¨renden Funktionenko¨rper isomorph sind.
Eine Verallgemeinerung der Methoden scheint mo¨glich zu sein — man wu¨rde
so unter anderem Normkriterien fu¨r eine gro¨ßere Klasse von Algebren erhal-
ten.
Diese Ergebnisse ha¨ngen mit vielen mathematischen Gebieten zusammen, so
etwa mit der Theorie der Brauergruppe eines Ko¨rpers oder der Theorie der
quadratischen Formen.16 Im Beweis des Satzen von Merkurjew / Suslin17
werden Funktionenko¨rper von Brauer-Severi-Varieta¨ten von Symbolalgebren
verwendet. In der Arbeit [42] von Sommer wird eine Methode vorgestellt, mit
der aus rationalen Punkten einer Brauer-Severi-Varieta¨t konkrete Lo¨sungen
von Einbettungsproblemen konstruiert werden.
Wegen des Umfangs des Themas konnten viele Fragen nicht weiter vertieft
werden, insbesondere die oben angedeuteten Mo¨glichkeiten der Verallgemei-
nerung dieser Ergebnisse. So fehlen eine Untersuchung der Anwendung auf
14Tatsa¨chlich kann der Grad der Erweiterung k(α)/k kleiner als d sein, doch sei hier der
Einfachheit halber (k(α) : k) = d angenommen.
15Siehe Satz 10.2.
16Siehe Scharlau [36], chap. 8.
17Siehe Kersten [25], Kap. V.
5andere Bereiche, etwa die Konstruktion von Lo¨sungen von Einbettungspro-
blemen, oder die kohomologische Deutung der Ergebnisse.
Danken mo¨chte ich allen, die mich wa¨hrend meiner Arbeit an diesem Thema
unterstu¨tzt haben, allen voran meiner Frau Stefanie. Mein besonderer Dank
gilt Prof. Opolka, der die Arbeit betreut hat. Sein Interesse an den ma-
thematische Problemen, die sich in ihrem Verlauf ergeben haben, und seine
Anregungen haben viel zum Fortschritt der Arbeit beigetragen.
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Teil I
Darstellungsinvariante
Grassmann-Varieta¨ten
7

Kapitel 2
Grundlagen
Viele der in den ersten beiden Abschnitten dieses Kapitels bereitgestellten
Grundlagen sind allgemein bekannt und leicht zuga¨nglich. Daß sie trotzdem
und in dieser Auswahl in die Arbeit aufgenommen wurden, liegt daran, daß
die hier entwickelte Notation, die in diesem Zusammenhang vielleicht etwas
u¨berdimensioniert wirkt, in spa¨teren Kapiteln gebraucht wird. Quellen, auch
fu¨r Grundlagen aus dem na¨chsten Kapitel, sind Jacobson [22], chap. 3.4,
Borel [6], Hodge / Pedoe [16], Vol. I, chap. VII und Humphreys [18].
Die Beschreibung der Umkehrung der Plu¨cker-Einbettung in Abschnitt 2.4
ist zwar naheliegend und fu¨r das weitere hilfreich, konnte aber so in der
Literatur nicht gefunden werden, ebenso die Berechnungen in Abschnitt 2.3.
2.1 Grassmann-Algebra
Sei k ein Ko¨rper und V ein k-Vektorraum der Dimension n <∞.
Definition (Grassmann-Algebra).∧d
(V ) :=
(
V ⊗k . . .⊗k V︸ ︷︷ ︸
d×
)/
N mit d ∈ IN,
N :=
〈
u1 ⊗ . . .⊗ ud | ui = uj fu¨r ein Paar i 6= j〉
k-Mod
,∧0
(V ) :=k,∧
(V ) :=
⊕
d∈IN0
∧d
(V ).
∧d(V ) ist ein k-Vektorraum. Auf ∧(V ) wird durch die multiplikative Struk-
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tur der Tensoralgebra eine Multiplikation induziert:(
u1 ⊗ . . .⊗ ud +N) (u′1 ⊗ . . .⊗ u′d′ +N) :=
u1 ⊗ . . .⊗ ud ⊗ u′1 ⊗ . . .⊗ u′d′ +N.∧
(V ) heißt Grassmann-Algebra, und
∧d(V ) ist deren d-te Komponente. Die
Vektoren der Form u1⊗ . . .⊗ ud+N heißen zerlegbare Vektoren und werden
mit
u1∧ . . .∧ud := u1⊗ . . .⊗ud+N
bezeichnet. Die Elemente der Grassmann-Algebra sind also von der Form
w =
m∑
i=1
ui,1∧ . . .∧ui,di
mit di ∈ IN und ui,j ∈ V . Falls m = 1 gewa¨hlt werden kann, so ist w
zerlegbar. Sind alle di = d, dann ist w ∈ ∧d(V ).
Sei w ∈ ∧d(V ) und w = u1 ∧ . . . ∧ ud. Dann gilt
. . .∧ui∧. . .∧uj∧. . . = − . . .∧uj∧. . .∧ui∧. . . ,
weil
0 = . . . ∧ ui + uj ∧ . . . ∧ ui + uj ∧ . . .
= . . . ∧ ui ∧ . . . ∧ ui ∧ . . .︸ ︷︷ ︸
=0
+ . . . ∧ uj ∧ . . . ∧ uj ∧ . . .︸ ︷︷ ︸
=0
+
. . . ∧ ui ∧ . . . ∧ uj ∧ . . .+ . . . ∧ uj ∧ . . . ∧ ui ∧ . . . .
Ist σ ∈ Sd ein Element der symmetrischen Gruppe, so folgt
σ(w) = sign(σ)w
mit der Festlegung
σ(w) := uσ(1)∧ . . .∧uσ(d).
Im folgenden wird der Prozeß, aus einer endlichen MengeX von Indizes durch
U¨bergang zu den d-elementigen Teilmengen neue Indizes zu bilden, eine große
Rolle spielen. Deshalb werden hier folgende Schreibweisen eingefu¨hrt:
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Definition.
i) Sei X eine n-elementige Menge mit einer linearen Ordnung ”<“ und
d ∈ IN0 mit 0 ≤ d ≤ n. Sei Xd die Menge der d-Tupel M = (i1, . . . , id)
mit Werten ij ausX. X0 besteht nur aus dem leeren Tupel (). Definiere
M◦d,X :=
{
(i1, . . . , id) ∈ Xd ∣∣ ij 6= il fu¨r alle j, l mit j 6= l}
Md,X :=
{
M ∈M◦d,X
∣∣ i1 < . . . < id}
M(X) := ⋃
0≤d≤n
Md,X
M◦d,X ist die Menge der d-Tupel verschiedener Elemente der Menge X,
und Md,X besteht aus der Teilmenge der bezu¨glich ”<“ geordneten
Tupel aus M◦d,X . Wird als Indexmenge die Menge X = {1, . . . , n} mit
der natu¨rlichen Ordnung verwendet, so wird in den Bezeichnungen statt
X die Ordnung n angegeben. Sollte aus dem Zusammenhang klar sein,
welches X bzw. n gemeint ist, wird es in der Bezeichnung fortgelassen.
ii) Ist M = (i1, . . . , id) ∈ M◦d,X , so sei piM die Permutation aus der sym-
metrischen Gruppe Sd, die M bezu¨glich ”<“ sortiert, d.h. piM ist die
eindeutig bestimmte Permutation, so daß
ipiM (1) < . . . < ipiM (d)
gilt. Bezeichne mit
:M◦d,X −→Md,X ; M 7−→M :=
(
ipiM (1), . . . , ipiM (d)
)
die surjektive Abbildung, die jedem M ∈ M◦d,X das bezu¨glich ”<“
geordnete Tupel M zuordnet.
iii) Fu¨r elementfremde Tupel M1 = (i1, . . . , id1) und M2 = (j1, . . . , jd2)
seien die Operationen ”+“ und ”∪“ durch
M1 +M2 := (i1, . . . , id1 , j1, . . . , jd2) bzw.
M1 ∪M2 :=M1 +M2
definiert. Fu¨r beliebige Tupel M1,M2 ∈M◦d,X sei M1 ∩M2 das geord-
nete Tupel der Elemente, die beiden Tupeln gemeinsam sind. Schreibe
i ∈ M , falls i = ij fu¨r ein j, und M1 ⊆ M2, falls fu¨r jedes i ∈ X mit
i ∈ M1 auch i ∈ M2 gilt. Fu¨r zwei Tupel mit M1 ⊆ M2 sei M2 −M1
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das Tupel der Elemente von M2, die nicht in M1 enthalten sind, in der
gleichen Reihenfolge wie in M2 angeordnet. Fu¨r M − (i) schreibe auch
M − i. Schreibe fu¨r () auch ∅. Fu¨r i ∈ M sei pos(i,M) die Position,
an welcher das Element i in M steht, d.h. ist M = (i1, . . . , id), so ist
pos(ij,M) = j.
iv) Sei M = (i1, . . . , id) ∈ M◦d,X und a := (aij)ij ∈ Matn,d k eine Matrix,
deren Zeilen durch die Elemente von X indiziert sind. Dann sei
aM := (aiνj)1≤ν,j≤d = (aij)i∈M ∈ Matd,d k
die quadratische Matrix, deren Zeilen durch die Indizes in M aus-
gewa¨hlt und entsprechend angeordnet werden.18
Sei (e1, . . . , en) eine k-Basis von V und d ∈ IN. Sei w = u1∧ . . .∧ud ∈ ∧d(V )
ein zerlegbarer Vektor mit
uj =
n∑
ij=1
aijjeij .
Dann ist
w = u1 ∧ . . . ∧ ud
=
n∑
i1=1
ai11ei1 ∧ . . . ∧
n∑
id=1
aiddeid
=
n∑
i1,...,id=1
ai11 . . . aidd
(
ei1 ∧ . . . ∧ eid
)
=
∑
M∈Md,n
∑
σ∈Sd
aiσ(1)1 . . . aiσ(d)d
= sign(σ)︷ ︸︸ ︷
sign(σ−1)︸ ︷︷ ︸
=det aM
eM ,
wobei eM := ei1 ∧ . . . ∧ eid fu¨r M = (i1, . . . , id) und a := (aij)ij ist. Die
zerlegbaren Vektoren von
∧d(V ) sind also genau die Vektoren der Form
w =
∑
M∈Md
det aMeM
18Auch die Schreibweise (aij)i∈M soll so gemeint sein, daßM der Reihe nach durchlaufen
wird.
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mit einer Matrix a ∈ Matn,d k. Bei einer solchen Darstellung werden die
Werte det aM Plu¨cker-Koordinaten von a oder der Vektoren ui genannt.19
Ist w ∈ ∧d(V ) ein beliebiger Vektor mit w = ∑i ui,1 ∧ . . . ∧ ui,d und sind
a(i) Matrizen, die als Spalten die Vektoren ui,j haben, so erha¨lt man die
eindeutige Darstellung
w =
∑
M∈Md
pMeM mit pM =
∑
i
det a(i)M .
Umgekehrt liefert jede Menge von Werten pM ∈ k einen Vektor
w :=
∑
M
pMeM ∈
d∧
(V ).
Bemerkung 2.1. Fu¨r 0 ≤ d ≤ n ist∧d
(V ) =
⊕
M∈Md
keM , dimk
∧d
(V ) =
(
n
d
)
,
und fu¨r d > n ist
∧d(V ) = 0. Also gilt∧
(V ) =
⊕
M∈M(n)
keM , dimk
∧
(V ) = 2n.
Um die Multiplikation in der Grassmann-Algebra explizit angeben zu ko¨nnen,
ist eine weitere Schreibweise hilfreich: Sei A eine beliebige k-Algebra, d1, d2 ∈
IN mit d1 + d2 ≤ n und θ :Md1+d2,n −→ A eine Abbildung. Sei M1 ∈ Md1
und M2 ∈Md2 .
Definition.
θ(M1,M2) :=
{
0 falls M1 ∩M2 6= ∅,
 θ(M1 ∪M2) sonst,
mit  = sign piM1+M2 .
Um die Notation besser handhaben zu ko¨nnen, werden die im folgenden
relevanten Beispiele hier aufgelistet.
19Werden die Spalten von a als Erzeugende eines Unterraums U aufgefaßt, so sagt man
auch, die Werte det aM seien die Plu¨cker-Koordinaten von U .
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Beispiel.
i) Sei A :=
∧
(V ) und fu¨r jedes 0 ≤ d ≤ n sei θd :Md −→ A; M 7−→ eM .
Sei M1 ∈Md1 und M2 ∈Md2 . Schreibe abku¨rzend
eM1,M2 := θd1+d2(M1,M2).
Die Multiplikation in der Grassmann-Algebra la¨ßt sich nun explizit
angeben. Fu¨r zwei Vektoren eM1 , eM2 ∈ ∧(V ) mit M1 = (i1, . . . , id1)
und M2 = (j1, . . . , jd2) ist
eM1 ∧ eM2 = ei1 ∧ . . . ∧ eid1 ∧ ej1 ∧ . . . ∧ ejd2
= eM1,M2 .
Mit diesen Angaben ha¨tte man die Grassmann-Algebra auch definieren
ko¨nnen.
ii) Sei A := k[xM |M ∈ Md] der Polynomring u¨ber k, dessen Variablen
durch die Elemente aus Md indiziert sind, und θ :Md −→ A; M 7−→
xM . SeiM1 ∈Md1 undM2 ∈Md2 mit d1+d2 = d. Schreibe abku¨rzend
xM1,M2 := θ(M1,M2).
Polynome aus A ko¨nnen als Funktionen auf
∧d(V ) aufgefaßt werden
und treten als Plu¨cker-Polynome im na¨chsten Abschnitt auf.
iii) Sei A := k, w :=
∑
M pMeM ∈
∧d(V ) und θ : Md −→ k; M 7−→ pM .
Sei M1 ∈Md1 und M2 ∈Md2 mit d1 + d2 = d. Schreibe abku¨rzend
pM1,M2 := θ(M1,M2).
Sei a := (aij)ij ∈ Matn,d k. Dann ist w := ∑M∈Md det aMeM =∑
M pMeM ein zerlegbarer Vektor und θ : Md −→ k; M 7−→ det aM .
Es gilt fu¨r M1 ∈Md1 und M2 ∈Md2 mit d1 + d2 = d
pM1,M2 = det aM1+M2 ,
d.h. durch die Definition von pM1,M2 := θ(M1,M2) wird eine Eigenschaft
der Determinantenabbildung abstrakt fu¨r beliebige Koordinaten pM
nachgeahmt.
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2.2 Plu¨cker-Einbettung
Die Projektivierung20 der d-ten Komponente der Grassmann-Algebra
P
∧d
(V )
dient im folgenden dazu, abstrakt gebildeten Mengen die Struktur einer pro-
jektiven Varieta¨t zu verleihen, indem u¨ber die Plu¨cker-Einbettung eine Bi-
jektion zu einer abgeschlossenen21 Teilmenge von P
∧d(V ) hergestellt wird.
So werden z.B. Grassmann- oder Brauer-Severi-Varieta¨ten definiert.
Dabei ist es wichtig, daß sich die Varieta¨ten bei Skalarerweiterung nicht ”we-
sentlich“ a¨ndern. Dies kann folgendermaßen formuliert werden: Sei F ein
Funktor von einer Kategorie von Ko¨rpererweiterungen22 G(k) von k in die
Kategorie der Mengen
F : G(k) −→ SET .
K 7−→ F (K)
Definition. F heißt darstellbar durch eine projektive Varieta¨t, falls es eine
u¨ber k definierte projektive Varieta¨t V gibt, so daß fu¨r jede Ko¨rpererweite-
rung K ∈ G(k) eine Bijektion zwischen den Elementen von F (K) und den
K-rationalen Punkten von V existiert.23
Sei k ein beliebiger Grundko¨rper und k , wie im Anhang A.1 beschrieben, ein
beliebiger, algebraisch abgeschlossener Oberko¨rper von k. Im folgenden be-
stehe G(k) aus den Zwischenko¨rpern k /K/k. Ein Beispiel fu¨r einen Funktor,
der durch eine projektive Varieta¨t darstellbar ist, ist der Grassmann-Funktor,
wie in Satz 2.12 gezeigt werden wird.
Beispiel (Grassmann-Funktor). Seien V , n und d wie oben. Dann ist
der Grassmann-Funktor24 die Abbildung
G(k) −→ SET
K 7−→ GrassK(V, d)
20 IstW ein k-Vektorraum und k ein fester algebraisch abgeschlossener Oberko¨rper von
k, so ist mit der Projektivierung PW von W der projektive Raum P(W ⊗k k ) gemeint.
Identifiziere W mit dem k-Unterraum W ⊗k 1 von W ⊗k k . Die k-rationalen Punkte von
PW sind dann genau die Punkte der Form k ∗w mit w ∈ W . Siehe auch Anhang A.1, S.
168.
21Topologische Aussagen sind, falls nicht anders erwa¨hnt, auf die Zariski-Topologie be-
zogen.
22Die Menge der Objekte von G(k) ist eine Menge von Erweiterungsko¨rpern K von k,
einzige Morphismen sind die Inklusionen von k in K und die identischen Abbildungen.
23Vgl. Grothendieck/Dieudonne´ [14], (0.1.1.8).
24Vgl. Grothendieck/Dieudonne´ [14], (0.9.7).
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mit
GrassK(V, d) :=
{
U ≤ VK K-Untervektorraum | dimK U = d
}
und VK := V ⊗k K. Definiere GrassK(n, d) := GrassK(Kn, d).
Verwende folgende Bezeichnungen:25
Definition.
i) Stn,d k :=
{
a ∈ Matn,d k ∣∣ det(aM) 6= 0 fu¨r ein M ∈Md,n}.
ii) Fu¨r Vektoren a1, . . . , ad ∈ kn sei (a1|a2| . . . |ad) die Matrix aus Matn,d k
mit den Spalten ai.
iii) Fu¨r eine Matrix a ∈ Matn,d k sei 〈a〉 der von den Spalten von a erzeugte
k-Untervektorraum 〈a1, . . . , ad〉 in kn und
∧a := a1∧ . . .∧ad .
Mit diesen Bezeichnungen erha¨lt man die Abbildungen
pi : Stn,d k −→ Grassk(n, d); a 7−→ 〈a〉 ,
und
∧ : Stn,d k −→
∧d
kn; a 7−→ ∧a .
Die Abbildung pi ist surjektiv.
Bemerkung 2.2. Fu¨r eine Matrix a ∈ Matn,d k sind a¨quivalent
i) Die Spaltenvektoren a1, . . . , ad sind linear unabha¨ngig.
ii) a ∈ Stn,d k.
iii) Es gibt ein M ∈Md, so daß det aM 6= 0 ist.
iv) ∧a 6= 0.
25Die Bezeichnung Stn,d k ist vom Begriff der Stiefel-Mannigfaltigkeit abgeleitet. Diese
besteht aus den d-Tupeln linear unabha¨ngiger Vektoren eines k-Vektorraums.
2.2. PLU¨CKER-EINBETTUNG 17
Beweis. Die A¨quivalenz zwischen ii) und iii) ist die Definition von Stn,d k,
und die zwischen iii) und iv) folgt aus der Darstellung
∧a = ∑
M∈Md
det aMeM
aus dem vorigen Abschnitt.
”i) =⇒ iii)”: Da der Rang von a gleich d ist, la¨ßt sich a (analog zur Zeilen-
stufenform) durch Rechtsmultiplikation mit einer invertierbaren Matrix aus
GLd k auf eine Spaltenstufenform a′ mit genau d Stufen bringen. Sei M das
geordnete Tupel dieser Stufenindizes und a′ = ab mit b ∈ GLd k. Dann ist
a′M eine obere Dreiecksmatrix, die nur nichttriviale Werte in der Diagonalen
hat, und somit ist wegen det a′M 6= 0 auch det aM 6= 0.
”i) ⇐= iii)”: Klar.
Ein beliebiges Element w ∈ ∧ kn la¨ßt sich mit dieser Bezeichnung als
w =
m∑
i=1
∧bi
mit bi ∈ Stn,di k schreiben. Ist w ∈ ∧d kn, so sind alle bi ∈ Stn,d k. Die
zerlegbaren Vektoren w ∈ ∧d kn sind von der Form
w = ∧b =∑
M
det bMeM
mit b ∈ Stn,d. Die Gruppen GLn k und GLd k operieren26 auf Stn,d k als Menge
durch Links- bzw. Rechtsmultiplikation, wie das folgende Lemma zeigt.
Lemma 2.3.
i) a ∈ GLn k, b ∈ Stn,d k =⇒ ab ∈ Stn,d k.
ii) a ∈ GLd k, b ∈ Stn,d k =⇒ ba ∈ Stn,d k.
Beweis. i) Da b ∈ Stn,d k, la¨ßt sich b durch weitere linear unabha¨ngige
Spalten zu einer quadratischen Matrix b˜ erga¨nzen, die eine nicht-triviale De-
terminante hat. Das Produkt ab˜ hat dann eine nicht-triviale Determinante,
insbesondere sind die ersten d Spalten, also die Spalten von ab, linear un-
abha¨ngig.
ii) Klar.
26Unter Operation eines Monoids G auf einem Objekt A einer Kategorie C ist ein Ho-
momorphismus θ : G −→ End(A) von Monoiden gemeint, d.h. θ(στ) = θ(σ)θ(τ) und
θ(1G) = idA ∈ End(A). Es wird die Schreibweise σa := θ(σ)(a) fu¨r σ ∈ G und a ∈ A
verwendet. Operation einer Gruppe G auf A ist eine Operation von G auf A als Monoid.
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Bemerkung 2.4 (Induzierte Operationen). Diese Operationen induzie-
ren durch die Abbildungen pi und ∧ weitere Operationen. Die Operation
Grassk(n, d)×GLd k −→ Grassk(n, d); (pi(b), a) 7−→ pi(ba)
ist trivial, da 〈ba〉 = 〈b〉. Die Operation
GLn k×Grassk(n, d) −→ Grassk(n, d); (a, pi(b)) 7−→ pi(ab)
ist wohldefiniert: Sind 〈b〉 = 〈b′〉 ∈ Grassk(n, d), so ist b′ = bc mit c ∈ GLd k
und 〈ab′〉 = 〈abc〉 = 〈ab〉. Außerdem ist sie transitiv: Erga¨nze Basen von
〈b〉, 〈b′〉 ∈ Grassk(n, d) zu Basen von kn. Ist a ∈ GLn k eine Transformati-
onsmatrix fu¨r diese Basen, so gilt b = ab′.
Die Operationen∧d
kn ×GLd k −→
∧d
kn;
( m∑
i=1
∧bi, a
)
7−→
m∑
i=1
∧bia ,
GLn k ×
∧d
kn −→ ∧d kn;(a, m∑
i=1
∧bi
)
7−→
m∑
i=1
∧abi ,
mit bi ∈ Stn,d k lassen sich zu Operationen von Matd k bzw. Matn k als mul-
tiplikative Monoide fortsetzen:∧d
kn ×Matd k −→
∧d
kn;
( m∑
i=1
∧bi, a
)
7−→
m∑
i=1
∧bia ,
Matn k ×
∧d
kn −→ ∧d kn;(a, m∑
i=1
∧bi
)
7−→
m∑
i=1
∧abi .
Die Bilder liegen tatsa¨chlich wieder in
∧d kn, denn sind die Spalten von bia
bzw. abi linear unabha¨ngig, so sind ihre Bilder unter ∧ in ∧d kn. Sind sie
linear abha¨ngig, so werden sie auf 0 ∈ ∧d kn abgebildet. Ist
w =
m∑
i=1
∧bi
und a ∈ GLn k, so schreibe diese Operation auch als
a ·w :=
m∑
i=1
∧abi .
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Bemerkung 2.5. Die Operation
Matn k×
∧d
kn −→∧d kn; (a, w) 7−→ a·w
ist wieder eine Matrixoperation, d.h. es gilt
a ·w = a˜w
mit einer Matrix a˜ ∈ MatN k mit N = (nd), und zwar
a˜ :=
(
det
(
aMM ′
))
M′,M
,
wobei die IndizesMd,n durchlaufen. Dabei bezeichnet aMM ′ die d× d-Matrix,
die aus a entsteht, wenn man die Elemente mit Spaltenindex aus M und
Zeilenindex aus M ′ auswa¨hlt, d.h.
aMM ′ := (aij)i∈M′
j∈M
.
Fu¨r diese Operation gilt
i) (a2a1) · w = a2 · (a1 · w),
ii) a · (λw) = λ(a · w),
iii) (λa) · w = a · λdw = λd(a · w)
mit a, a1, a2 ∈ Matn k, w ∈ ∧d kn und λ ∈ k.
Beweis. Sei a ∈ GLn k und (e1, . . . , en) die kanonische Basis von kn. Dann
liefert aei die i-te Spalte von a, und
a · eM = aei1 ∧ . . . ∧ aeed = ∧aM =
∑
M ′
det aMM ′eM ′
ist das Bild der Matrix aus den durch M ausgewa¨hlten Spalten von a unter
∧. Dann gilt fu¨r w =∑M pMeM
a·w =∑
M
pM(a·eM) =
∑
M,M ′
pM det aMM ′eM ′ ,
und die Aussagen folgen.
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Proposition 2.6. Fu¨r b ∈ Stn,d k und c ∈ GLd k gilt
∧bc = det c ∧b.
Beweis. Wegen (bc)M = bMc gilt det(bc)M = det bM det c, und die Behaup-
tung folgt.
Proposition 2.7. Fu¨r b ∈ Stn,d k und a ∈ GLn k gilt
〈ab〉 = 〈b〉 ⇐⇒ ∧ab = λ ∧b fu¨r ein λ ∈ k∗.
Beweis. ” =⇒ ”: Wegen 〈ab〉 = 〈b〉 gibt es ein c ∈ GLd k mit ab = bc, und
deshalb folgt diese Richtung aus Proposition 2.6.
” ⇐= ”: Wa¨hle eine Basis c1, . . . , cn von kn so, daß 〈c1, . . . , cd〉 = 〈b〉 und〈cl+1, . . . , cl+d〉 = 〈ab〉. Dann bilden die Vektoren cM := ci1 ∧ . . . ∧ cid mit
M = (i1, . . . , id) ∈Md eine Basis von ∧d kn. Wie in der ersten Beweisha¨lfte
gezeigt gibt es Skalare λ1, λ2 6= 0 mit ∧b = λ1c1 ∧ . . . ∧ cd und ∧ab =
λ2cl+1 ∧ . . . ∧ cl+d. Da diese Vektoren nach Voraussetzung linear abha¨ngig
sind, muß l = 0 sein.
Korollar 2.8. Seien a, b ∈ Stn,d k. Dann gilt
〈a〉 = 〈b〉 ⇐⇒ ∧a = λ ∧b fu¨r ein λ ∈ k∗.
Beweis. Da GLn k durch Linksmultiplikation transitiv auf Grassk(n, d) ope-
riert, folgt die Aussage mit Proposition 2.7.
Korollar 2.9. Sei K/k eine Ko¨rpererweiterung und a, b ∈ Stn,d k. Dann gilt
K∗∧a = K∗∧b ⇐⇒ ∧a = λ ∧b mit λ ∈ k∗.
Beweis. Aus K∗∧a = K∗∧b folgt ∧a = λ∧b mit λ ∈ K∗. Fasse a, b als
Elemente aus Stn,dK auf. Dann folgt nach Korollar 2.8 〈a〉 = 〈b〉, also a = bc
mit c ∈ MatdK. Da a, b ∈ Stn,d k, ist c ∈ Matd k, und nach Proposition 2.6
ist λ = det c ∈ k∗. Die andere Schlußrichtung folgt aus Korollar 2.8.
Definition (Plu¨cker-Einbettung).Die folgende Abbildung heißt Plu¨cker-
Einbettung:27
P : Grassk(n, d) −→ P∧d kn
〈a〉 7−→ k ∗∧a = k ∗ ∑
M∈Md
det aMeM .
27Zur Notation siehe Fußnote 20 und Anhang A.
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Bemerkung 2.2 zeigt, daß fu¨r jedes 〈a〉 ∈ Grassk(n, d) das Bild tatsa¨chlich
in P
∧d kn liegt, denn da stets det aM 6= 0 fu¨r ein M gilt, ist auch ∧a 6= 0.
Außerdem folgt aus den Korollaren 2.8 und 2.9, daß die Abbildung wohldefi-
niert und injektiv ist. Wie man leicht sieht, besteht das Bild genau aus den
k-rationalen Punkten, die von einem zerlegbaren Vektor erzeugt werden, also
P
(
Grassk(n, d)
)
=
{
k ∗∧a ∣∣ a ∈ Stn,d k}.
Definition (Plu¨cker-Relationen). Sei ab hier 1 ≤ d < n. Definiere in
k[xN |N∈Md], dem Polynomring in (nd) Variablen, fu¨r M ∈ Md−1 und M ′ ∈Md+1 das Plu¨cker-Polynom28
PM,M ′(x) :=
d∑
j=0
(−1)jxM,ijxM ′−ij .
Die Relationen
PM,M ′(x) = 0
heißen Plu¨cker-Relationen.
Definition (Grassmann-Varieta¨t).Die gemeinsame Nullstellenmenge der
Plu¨cker-Polynome
Vk(n, d) := Z
(
PM,M ′(x)
∣∣M ∈Md−1,M ′ ∈Md+1) ⊆ P(nd)−1
heißt Grassmann-Varieta¨t.
Proposition 2.10. Fu¨r jeden Zwischenko¨rper k /K/k gilt29
Vk(n, d)×kK = VK(n, d) .
Beweis. Da die Definition der Grassmann-Varieta¨t nicht vom Grundko¨rper
k abha¨ngt, a¨ndert sich auch die Polynommenge bei Skalarbereichswechsel
nicht.
28Fu¨r Definitionen siehe Seite 11 und Seite 13 f., insbesondere Beispiel ii) . Zu Verall-
gemeinerungen siehe Seite 118 und Seite 137.
29Ist W ein k-Vektorraum, k ein fester algebraisch abgeschlossener Oberko¨rper und
k /K/k ein Zwischenko¨rper, so gilt PW = P(W ⊗k K). Ist V eine u¨ber k definierte
Varieta¨t aus PW , so wird mit V ×k K die Varieta¨t V als u¨ber K definierte Varieta¨t aus
P(W ⊗k K) bezeichnet.
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Bemerkung 2.11. Wegen Proposition 2.10 gilt fu¨r Ko¨rper k /K ′/K/k
Vk(n, d)(K ′) = VK(n, d)(K ′) .
Satz 2.12. Der Grassmann-Funktor ist darstellbar, und zwar gilt
P
(
GrassK(n, d)
)
= Vk(n, d)(K)
fu¨r alle Zwischenko¨rper k /K/k.
Beweis.30 Es wird gezeigt, daß P (Grassk(n, d)) = Vk(n, d)(k) gilt. Dann
folgt die Behauptung mit Bemerkung 2.11.
Da das Bild von Grassk(n, d) unter P genau aus den k-rationalen Punkten
besteht, die von einem zerlegbaren Vektor erzeugt werden, reicht es zu zeigen:
Beh.: Sei k ∗w ∈ (P∧d kn)(k) ein k-rationaler Punkt. Dann gilt
w zerlegbar ⇐⇒ PM,M ′(w) = 0 ∀M,M ′.
”=⇒”: Sei k ∗w ∈ P
∧d kn(k) ein k-rationaler Punkt, also w = ∑M pMeM
mit pM ∈ k. Definiere31 fu¨r M ∈Md−1
wM :=
n∑
j=1
pM,jej.
Dann gilt fu¨r das Produkt
wM ∧ w = ∑
M ′∈Md
n∑
j=1
pM,jpM ′ (ej ∧ eM ′)︸ ︷︷ ︸
= 0 falls j∈M ′
= ej,M′ sonst
=
∑
M ′∈Md+1
M ′=(i0,...,id)
d∑
j=0
(−1)jpM,ijpM ′−ijeM ′
=
∑
M ′∈Md+1
PM,M ′(w)eM ′ . (∗)
Falls w = u1 ∧ . . . ∧ ud zerlegbar ist, dann ist wM in 〈u1, . . . , ud〉 enthalten,
30Der Beweis folgt leicht modifiziert der Darstellung von Jacobson [22], chap. 3.4.
31Fu¨r pM,j := pM,{j} siehe die Definition auf Seite 13 und das darauffolgende Beispiel.
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denn mit uj =
∑
i aijei und a = (aij)ij ist wegen det aM,j = det aM+j
wM =
n∑
i=1
det aM+iei , wobei aM+i :=

ai11 . . . ai1d
...
...
aid−11 . . . aid−1d
ai1 . . . aid

=
n∑
i=1
d∑
j=1
(−1)d+jaij det a−(j)M ei , wobei a−(j)M = (alν)l∈Mν 6=j
=
d∑
j=1
(−1)d+j det a−(j)M
n∑
i=1
aijei
=
d∑
j=1
(−1)d+j det a−(j)M uj .
Dann sind aber u1, . . . , ud, wM linear abha¨ngig, und es ist wM ∧w = 0. Also
ist wegen (∗) auch PM,M ′(w) = 0 fu¨r alle M,M ′.
”⇐=”: Sei k ∗w ∈
(
P
∧d kn)(k) mit w =∑ pMeM (pM ∈ k) und PM,M ′(w) =
0 fu¨r alle M,M ′. Da w 6= 0, existiert ein M mit pM 6= 0. Sei dies o.B.d.A.
fu¨r M1 = {1, . . . , d} erfu¨llt. Definiere32 fu¨r jedes j ∈M1
vj := wM1−j =
n∑
i=1
pM1−j,iei .
Die Vektoren v1, . . . , vd sind linear unabha¨ngig, da pM1−j,i = 0 fu¨r i 6= j mit
i ≤ d ist und nach Voraussetzung pM1−j,j = (−1)j−1pM1 6= 0 gilt. Also ist
v := v1∧ . . .∧vd 6= 0.
Beh.: w = λv fu¨r ein λ ∈ k∗.
Erga¨nze v1, . . . , vd zu einer Basis (v1, . . . , vn) von kn. Damit ist∧d
kn =
⊕
M∈Md
kvM mit vM := vi1∧. . .∧vid ,
und w la¨ßt sich bezu¨glich dieser Basis darstellen durch
w =
∑
M
qMvM mit qM ∈ k.
32Schreibe abku¨rzend pM1−j,i fu¨r pM1−{j},{i} usw.
24 KAPITEL 2. GRUNDLAGEN
Ann.: qM ′ 6= 0 fu¨r ein M ′ 6= M1. Dann gibt es ein j ∈ M1 mit j 6∈ M ′.
Einerseits folgt nun nach (∗), daß
vj∧w =
∑
M∈Md+1
PM1−j,M(w)eM = 0,
da die Relationen PM,M ′(w) = 0 erfu¨llt sind, andererseits folgt aus obiger
Annahme, daß
vj∧w =
∑
M∈Md
qM(vM ∧vj) 6= 0,
denn die Koordinate zu M ′ ist ungleich Null: Zuna¨chst ist qM ′ 6= 0. Dann
sind, weil j 6∈M ′, die Vektoren vi1 , . . . , vid , vj linear unabha¨ngig. Deshalb ist
auch vM ′ ∧ vj 6= 0.
Also ist w = qM1v.
2.3 Plu¨cker-Relationen
Da man der Definition der Plu¨cker-Polynome nicht direkt ansieht, wie kom-
plex das resultierende Gebilde ist, werden in diesem Abschnitt neben einigen
Beispielen Aussagen betrachtet, die die Anzahl der definierenden Polynome
einer Grassmann-Varieta¨t betreffen.
Beispiel.
1) Vk(4,2): Schreibe die Indizes M = (1234) als 1234 usw. Dann ergibt
sich aus der allgemeinen Definition der Polynome
PM,M ′(x) :=
d∑
j=0
(−1)jxM,ijxM ′−ij
=xM,i1xM ′−i1 − xM,i2xM ′−i2 + xM,i3xM ′−i3
in diesem Fall
P1,123(x) = x1,1︸︷︷︸
=0
x23 − x12x13 + x13x12 = 0
P2,123(x) = P3,123(x) = P1,124(x) = . . . = 0
P1,234(x) = x12x34 − x13x24 + x14x23
P2,134(x) = −x12x34 − x23x14 + x24x13
P3,124(x) = −x13x24 + x23x14 + x34x12
P4,123(x) = −x14x23 + x24x13 − x34x12,
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d.h.
Vk(4, 2) = Z
{
x12x34−x13x24+x14x23
}
⊆ P5.
2) Vk(n,1): Hier verschwinden alle definierenden Polynome, da M = ∅:
P∅,(i,j)(x) := xixj−xjxi = 0.
Dies ist auch nicht verwunderlich, denn die Plu¨ckereinbettung bildet
die Geraden durch Null von kn bijektiv auf die k-rationalen Punkte
von Pkn ab:
kn ⊇ kv 7−→ k ∗ ∑
M∈M1
det vMeM = k ∗
d∑
i=1
vie(i) ∈ Pkn(k).
Also
Vk(n, 1) = Pn−1.
Komplexita¨t
Bei diesen Beispielen hat sich die Zahl der definierenden Polynome von Grass-
mann-Varieta¨ten dadurch stark reduziert, daß viele trivial oder identisch
waren. Die Hoffnung, daß dies allgemein so ist, wird durch die folgenden
Betrachtungen entta¨uscht werden.
Sei M ∈Md−1,n und M ′ ∈Md+1,n. In der Summe
PM,M ′(x) =
d∑
j=0
(−1)jxM,ijxM ′−ij
ko¨nnen maximal zwei Summanden bis auf das Vorzeichen gleich sein. Gelte
dies fu¨r j = j1 und j = j2. Sei der U¨bersicht halber l1 := ij1 und l2 := ij2
mit l1 < l2. In diesem Fall gilt
M∪ l1 =M ′−l2 und M∪ l2 =M ′− l1.
Deshalb mußM ′ von der FormM ∪ (l1, l2) sein, d.h. M ⊆M ′. Wegen l1 < l2
ist
pos(l1,M ∪ l1) =pos(l1,M ′)
pos(l2,M ∪ l2) =pos(l2,M ′)− 1.
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Nun gilt allgemein
(−1)j = −(−1)pos(ij ,M ′)
und
signpiM+ij = (−1)d(−1)pos(ij ,M∪ij).
Damit haben die Summanden
(−1)jνxM,lνxM ′−lν = (−1)jν signpiM+lνxM∪l1xM∪l2
(ν = 1, 2) das Vorzeichen
(−1)jν signpiM+lν = −(−1)pos(lν ,M ′)(−1)d(−1)pos(lν ,M∪lν)
= −(−1)d(−1)pos(lν ,M ′)(−1)pos(lν ,M ′)+{ 0, falls ν=11, falls ν=2
= −ν(−1)d(−1)2 pos(lν ,M ′)
= −ν(−1)d mit ν :=
{
1, falls ν = 1
−1, falls ν = 2 ,
d.h. es ist immer verschieden. Da alle anderen Summanden gleich Null sind,
folgt
Proposition 2.13. PM,M ′(x) Nullpolynom ⇐⇒ M ⊆M ′ .
Seien PM1,M ′1 , PM2,M ′2 mit M1,M2 ∈ Md−1 und M ′1,M ′2 ∈ Md+1 nichttrivial
und bis auf das Vorzeichen33 gleich. Fu¨r alle i ∈ M ′1 − M1 muß es ein
j(i) ∈M ′2 −M2 geben, so daß eine der beiden Aussagen erfu¨llt ist:
i) M1 ∪ i =M2 ∪ j(i) und M ′1 − i =M ′2 − j(i) oder
ii) M1 ∪ i =M ′2 − j(i) und M ′1 − i =M2 ∪ j(i) .
Aus Proposition 2.13 folgt, daß |M ′1 −M1| > 2. Seien i1, i2, i3 verschiedene
Elemente aus M ′1 −M1 und jν := j(iν), ν = 1, 2, 3.
Sei i) fu¨r i1 erfu¨llt. Dann folgt
M1 =M∪j1 und M2 =M∪i1 mit M :=M1∩M2.
Wa¨re i) ebenfalls fu¨r i2 erfu¨llt, so mu¨ßte
M1 =M ∪j2 und M2 =M ∪ i2
33Das Vorzeichen kann vernachla¨ssigt werden, da nur die Relationen PM,M ′(x) = 0 von
Interesse sind.
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gelten, also i1 ∈M ⊆M1, ein Widerspruch.
Sei ii) fu¨r i1 erfu¨llt. Dann folgt
M ′2 =M1∪(i1, j1) und M2 =M ′1∪(i1, j1).
Sei ii) auch fu¨r i2 erfu¨llt. Dann folgt
M ′2 =M1∪(i1, j1) =M1∪(i2, j2),
also i2 = j1 und j2 = i1. Fu¨r i3 kann nun ii) nicht mehr erfu¨llt sein.
Die Aussage i) kann also fu¨r maximal ein Element und die Aussage ii) fu¨r
maximal zwei Elemente aus M ′1 −M1 erfu¨llt sein. Die U¨berlegungen fu¨hren
zur
Proposition 2.14. Fu¨r nichttriviale Polynome PM1,M ′1 und PM2,M ′2 mit M1,
M2 ∈Md−1 bzw. M ′1,M ′2 ∈Md+1 sind folgende Aussagen a¨quivalent:
i) PM1,M ′1 = ±PM2,M ′2 .
ii) Es gibt einen Index M ∈ Md−2 und Zahlen 1 ≤ i1, i2, i3, i4 ≤ n, die
nicht in M liegen, mit
M1 =M ∪ (i1) , M ′2 =M1 ∪ (i3, i4),
M2 =M ∪ (i2) , M ′1 =M2 ∪ (i3, i4).
Bemerkung 2.15. Von den
nP (n, d) :=
(
n
d− 1
)(
n
d+ 1
)
Mo¨glichkeiten, Plu¨cker-Polynome zu bilden, fu¨hren
n0(n, d) :=
(
n
d− 1
)(
n− (d− 1)
2
)
zu trivialen Relationen. Zu gleichen Relationen ko¨nnen nur Indizes der Form
M1 =M∪(i1) , M ′1 =M∪(i2, i3, i4) , M ∈Md−2
fu¨hren. Davon gibt es 4ng(n, d) mit
ng(n, d) :=
(
n
d− 2
)(
n− (d− 2)
4
)
und jeweils 4 sind gleich. Die Grassmann-Varieta¨t wird also in der Definition
durch Plu¨cker-Relationen durch
nd := nP (n, d)−n0(n, d)−3ng(n, d)
Relationen beschrieben.
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Fu¨r Vk(n, 1) erha¨lt man
nP (n, 1) =
(
n
0
)(
n
2
)
=
n(n− 1)
2
,
n0(n, 1) =
(
n
0
)(
n
2
)
=
n(n− 1)
2
,
d.h. alle Polynome sind, wie bereits festgestellt, trivial. Fu¨r Vk(4, 2) ergibt
sich
nP (4, 2) =
(
4
1
)(
4
3
)
= 16,
n0(4, 2) =
(
4
1
)(
3
2
)
= 12,
ng(4, 2) =
(
4
0
)(
4
4
)
= 1,
d.h. von den 16 mo¨glichen sind 12 Relationen trivial, und die restlichen 4
sind gleich. In folgender Tabelle sind einige Werte angegeben, um zu zei-
gen, wie schnell die Zahl der definierenden Gleichungen wa¨chst. Die Fa¨lle
V (d2, µd) werden spa¨ter von besonderem Interesse sein.
nP n0 ng nd
V(4,2) 16 12 1 1
V(5,2) 50 30 5 5
V(6,2) 120 60 15 15
V(9,2) 756 252 126 126
V(9,3) 4536 756 630 1890
V(9,4) 10584 1260 1260 5544
V(16,2) 8960 1680 1820 1820
V(16,4) 2446080 43680 120120 2042040
Vor allem die letzte Zeile zeigt deutlich, daß der reduzierende Einfluß im-
mer sta¨rker nachla¨ßt und daß die Zahl der definierenden Gleichungen gegen
nP (n, d) strebt.
Allerdings wurden in dieser Untersuchung lediglich triviale und mehrfach
auftretende Relationen eliminiert. Mo¨glicherweise auftretende algebraische
Abha¨ngigkeiten unter den Gleichungen ko¨nnen dazu fu¨hren, daß die Zahl der
Relationen, die eine Grassmann-Varieta¨t beschreiben, weit geringer ist, als
die hier angegebene.
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2.4 Umkehrung der Plu¨cker-Einbettung
In vielen Situationen wird es spa¨ter hilfreich sein, eine Abbildung in konkreter
Form zu haben, die die Plu¨cker-Einbettung umkehrt. Diese Abbildung wird
in diesem Abschnitt beschrieben.
Die affinen offenen Mengen
UM := P
∧d
kn−Z(xM) (M ∈Md,n)
bilden eine U¨berdeckung von P
∧d kn. Definiere fu¨r jedes M ∈ Md eine
Funktion
P ∗M : Vk(n, d)∩UM −→ Stn,d k ; p 7→ a
durch
aij :=
 1 falls i = ij0 falls i ∈M und i 6= ijpMi,j
pM
(−1)j+pos(i,Mij) falls i 6∈M
mit M = (i1, . . . , id) und
Mi,j := (i) ∪M − (ij),
wobei p =
∑
M pMeM ∈ k . Die Matrix a ist wegen det aM = 1 aus Stn,d k .
Proposition 2.16.
i) Die Abbildungen
pi◦P ∗M : Vk(n, d)∩UM −→ Grassk (n, d); p 7−→ 〈P ∗M(p)〉
sind Rechtsinverse der Plu¨cker-Einbettung, d.h. es gilt
P ◦pi◦P ∗M(p) = p fu¨r alle p ∈ Vk(n, d)∩UM .
ii) Die Abbildungen pi ◦ P ∗M sind miteinander vertra¨glich, d.h.
p ∈ Vk(n, d)∩UM∩UN =⇒ pi◦P ∗M(p) = pi◦P ∗N(p).
iii) Sie induzieren eine zu P inverse Abbildung
P−1 : Vk(n, d) −→ Grassk (n, d).
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iv) Ist k /K/k eine Zwischenerweiterung von k /k, so liegen die Bilder von
K-rationalen Punkten aus Vk(n, d) unter P ∗M in Stn,dK.
Beweis. i) Sei p ∈ Vk(n, d)∩UM mit p =∑M pMeM . Ist 〈a〉 ∈ Grassk (n, d)
mit a ∈ Stn,d k ein Urbild von p unter P , so ist det aM 6= 0 und b := a−1M ∈
GLd k . Dann ist ab ∈ Stn,d k und 〈a〉 = 〈ab〉, da die Spalten von ab nur
Linearkombinationen der Spalten von a sind, und der Rang beider Matrizen
gleich ist. Deshalb ist det((ab)N) = αpN fu¨r ein α ∈ k ∗ und fu¨r alle N ∈Md.
Die Matrix ab ist etwa fu¨r M = (1, . . . , d) von der Form
ab =

1 0
. . .
0 1
cd+1,1 · · · cd+1,d
...
...
cn,1 · · · cn,d

mit Koeffizienten ci,j ∈ k . Da fu¨r i 6∈M und 1 ≤ j ≤ d
det((ab)Mij) = det((ab){i}∪M−{j}) = ci,j(−1)j+pos(i,Mij)
gilt, und det((ab)M) = 1, lassen sich die Koeffizienten ci,j durch die Koordi-
naten pN in der oben angegebenen Weise ausdru¨cken:
pMij
pM
(−1)j+pos(i,Mij) = α
−1 det((ab)Mij)
α−1 det((ab)M)
(−1)j+pos(i,Mij) = ci,j .
Es folgt also ab = P ∗M(p) und p = P (〈ab〉) = P ◦ pi ◦ P ∗M(p).
ii) u. iii) Da P insbesondere injektiv ist, sind die Abbildungen pi◦P ∗M in oben
angegebener Weise miteinander vertra¨glich und definieren eine Abbildung
P−1 von ganz Vk(n, d) nach Grassk (n, d), die die inverse Abbildung zu P ist.
iv) Klar.
Beispiel. Zu der Plu¨cker-Einbettung
P : Grassk(9, 3) −→ P∧3 k9
〈a〉 7−→ k ∗∧a
sieht die Umkehrung
P ∗123 : Vk(9, 3)∩U123 −→ St9,3 k ; p =
∑
M
pMeM 7−→ a
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folgendermaßen aus:
p 7−→ 1
(p123)3

p123 0 0
0 p123
0 0 p123
p234 −p134 p124
p235 −p135 p125
p236 −p136 p126
p237 −p137 p127
p238 −p138 p128
p239 −p139 p129

.
Geometrische Eigenschaften der Abbildungen P ∗M werden im Abschnitt 3.4
betrachtet.
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Kapitel 3
Darstellungsinvariante
Grassmann-Varieta¨ten
Brauer-Severi-Varieta¨ten lassen sich folgendermaßen beschreiben: Sei k ein
Ko¨rper und A eine zentraleinfache k-Algebra der k-Dimension d2. Sei BSA
die Menge aller Linksideale von A mit k-Dimension d. Betrachte A als k-
Vektorraum und BSA als eine Teilmenge von Grassk(A, d). Dann ist das
Bild von BSA unter der Plu¨cker-Einbettung P (BSA) eine Teilmenge der
Grassmann-Varieta¨t. Es la¨ßt sich zeigen, daß die Menge P (BSA⊗kk ) Zariski-
abgeschlossen, d.h. eine projektive Varieta¨t VA ist, und daß fu¨r alle Zwischen-
erweiterungen k /K/k das Bild von BSA⊗kK unter P den K-rationalen Punk-
ten von VA bijektiv entspricht. Diese Varieta¨t ist die Brauer-Severi-Varieta¨t
zu A. Blanchet verallgemeinert dieses Konzept in [5], indem sie die Menge
BSA,µ der Linksideale34 der Dimension µd betrachtet.
In beiden Fa¨llen werden Teilmengen von Grassk(A, ν) betrachtet, die einer
Invarianzbedingung genu¨gen, na¨mlich die Menge aller U ∈ Grassk(A, ν) mit
AU ⊆ U . Tatsa¨chlich muß man sich dabei gar nicht auf einseitige Multipli-
kationen beschra¨nken, sondern kann allgemein fu¨r eine beliebige k-Algebra
A eine k-Darstellung θ : A −→ Matn k von A betrachten. Diese induziert
durch die Isomorphie End(kn) ∼= Matn k eine Operation von A auf dem k-
Vektorraum kn, die zu einer entsprechenden Invarianzbedingung AU ⊆ U
fu¨r Untervektorra¨ume U ≤ kn fu¨hrt. Die Menge der dadurch ausgewa¨hlten
Untervektorra¨ume la¨ßt sich durch die Plu¨cker-Einbettung in einen projekti-
ven Raum abbilden, und es kann gezeigt werden, daß auch diese Menge u¨ber
k eine projektive Varieta¨t ist.
Diese darstellungsinvarianten Grassmann-Varieta¨ten werden im ersten Ab-
schnitt vorgestellt. Dann wird anhand von drei Beispielen gezeigt, wie sich
34Tatsa¨chlich werden in [5], wie von einigen anderen Autoren, Rechtsideale betrachtet.
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bestehende Konstruktionen in diesen Rahmen einfu¨gen. In den Abschnitten
3.4 und 3.5 werden weitere Eigenschaften bewiesen. Einige Beweise konn-
ten aus der u¨blichen Theorie der Brauer-Severi-Varieta¨ten u¨bertragen wer-
den, etwa aus Jacobson [22], chap. III, oder Blanchet [5]. Allerdings sind
die meist knappen Ausfu¨hrungen hier wesentlich detaillierter wiedergegeben.
Insbesondere wird die nicht immer u¨bliche begriﬄiche Trennung von ”Men-
ge von Untervektorra¨umen“ und ihrem Bild unter der Plu¨cker-Einbettung
konsequent eingehalten.
Der hier eingenommene Blickwinkel legt es nahe, die oben erwa¨hnte Inva-
rianzbedingung als Eigenwertproblem gewisser Matrizen zu deuten. Dieser
Ansatz wird im Abschnitt 3.3 vorgestellt und im Verlauf der Arbeit mehrfach
wieder aufgegriffen.
Viele Ergebnisse aus der Theorie der Brauer-Severi-Varieta¨ten stu¨tzen sich
auf die Einfachheit der zugrundeliegenden Algebra. Sie fehlen hier und wer-
den im na¨chsten Kapitel dargestellt.
3.1 Definition und erste Eigenschaften
Sei k ein Ko¨rper und A eine beliebige k-Algebra. Im folgenden werden nur Al-
gebren betrachtet, die von invertierbaren Elementen erzeugt werden. Diese
Einschra¨nkung ist notwendig, wie sich zeigen wird, um bestimmte Eigen-
schaften der Algebra in die dazugeho¨rige Grassmann-Algebra zu transferie-
ren. Zum Beispiel werden alle zentraleinfachen Algebren von invertierbaren
Elementen erzeugt (siehe Lemma 4.3).
Sei θ : A −→ Matn k eine lineare k-Darstellung von A, also ein k-Algebra-
homomorphismus (im weiteren nur noch Darstellung oder k-Darstellung ge-
nannt). Dann operiert A auf kn durch35
A×kn −→ kn; (α, u) 7−→ αθu := αu := θ(α)u.
Sei d ≤ n eine natu¨rliche Zahl. Definiere die Menge der θ-invarianten d-
dimensionalen k-Untervektorra¨ume von kn:
Grassθ/k(n, d) :=
{
U ≤ kn k-UVR ∣∣ dimk U = d ∧ AU ⊆ U}.
Ist K/k eine Ko¨rpererweiterung, so ist
θK : A⊗kK −→ Matn k⊗kK ∼= MatnK; α⊗λ 7−→ θ(α)⊗λ
35Verwende gewo¨hnlich die Schreibweise ”αu“ oder, wenn der Matrixaspekt wichtig wird,
”θ(α)u“. Wenn es verschiedene Operationen von A auf k
n gibt, ist die Schreibweise ”αθu“
gu¨nstig.
3.1. DEFINITION UND ERSTE EIGENSCHAFTEN 35
eine K-Darstellung von A⊗k K.
Sei (e1, . . . , en) die kanonische Basis von kn und (eM | M ∈ M(n)) die
induzierte Basis der Grassmann-Algebra
∧
kn. Die Operation von A auf kn
la¨ßt sich auf
∧
kn fortsetzen36 durch
α ·w :=∑
i
αui,1∧ . . .∧αui,ri
fu¨r w =
∑
i ui,1 ∧ . . . ∧ ui,ri ∈
∧
kn und α ∈ A. Ist
w =
∑
M∈Mr
pMeM ∈
∧r
kn ,
so la¨ßt sich diese Operation mit θ(α) = a = (aij)ij schreiben als
37
α·w =∑
M
pM(α·eM) =
∑
M,M ′
pM det aMM ′eM ′ . (∗)
Satz 3.1. Der Funktor
G(k) −→ SET ; K 7−→ GrassθK/K(n, d)
ist darstellbar durch eine projektive Varieta¨t.
Beweis. Es wird gezeigt, daß das Bild P (Grassθ/k(n, d)) unter der Plu¨cker-
Einbettung aus den k-rationalen Punkten einer projektiven Varieta¨t besteht.
Mit der nachgestellten Proposition 3.2 folgt dann die Behauptung.
Sei T ⊆ A eine Menge invertierbarer Elemente, so daß A = k[T ] ist. Dann
gilt fu¨r U ∈ Grassk(n, d)38
AU ⊆ U ⇐⇒ TU = U,
denn:
” =⇒ ”: Klar, da T ⊆ A und alle α ∈ T invertierbar sind.
” ⇐= ”: Sind α1, α2 ∈ T und λ ∈ k∗, so ist
λα1U = λU = U,
α1α2U = α1U = U,
36Vgl. Bemerkung 2.5.
37Vgl. Bemerkung 2.5.
38An dieser Stelle wird beno¨tigt, daß die Algebra A durch invertierbare Elemente erzeugt
werden kann.
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und fu¨r u ∈ U ist
(α1+α2)u = α1u+α2u ∈ U =⇒ (α1+α2)U ⊆ U.
Ist U = 〈a〉 ≤ kn ein d-dimensionaler k-Untervektorraum mit a ∈ Stn,d k und
w := ∧a, so gilt wegen der Injektivita¨t der Plu¨cker-Einbettung und Korollar
2.9
AU ⊆ U ⇐⇒ TU = U ⇐⇒ α · k ∗w = k ∗w ∀ α ∈ T.
Mit Tα(M,M ′) := det θ(α)MM ′ ∈ k gilt nach (∗):
α·eM =
∑
M ′∈Md
Tα(M,M ′)eM ′ fu¨r α ∈ T,M ∈Md.
Ist w :=
∑
M∈Md
pMeM und α ∈ T , so gilt nach Korollar 2.9
α·k ∗w = k ∗w ⇐⇒ α·w = λαw mit λα ∈ k∗
und somit
α · k ∗w = k ∗w
⇐⇒ ∑
M,M ′
pMTα(M,M ′)eM ′ = λα
∑
M
pMeM fu¨r Werte λα ∈ k∗
⇐⇒ p−1M
∑
M ′
pM ′Tα(M ′,M) = λα ∀M ∈Md fu¨r Werte λα ∈ k∗
⇐⇒ p−1M
∑
M ′
pM ′Tα(M ′,M) = p−1N
∑
N ′
pN ′Tα(N ′, N) ∀M,N,
d.h. ein k-rationaler Punkt aus dem Bild P
(
Grassk(n, d)
)
ist genau dann in
P
(
Grassθ/k(n, d)
)
, wenn er Nullstelle aller Polynome
BαM,N(x) := xN
∑
M ′
xM ′Tα(M ′,M)−xM
∑
N ′
xN ′Tα(N ′, N)
ist. P
(
Grassθ/k(n, d)
)
besteht also genau aus den k-rationalen Punkten, die
gemeinsame Nullstellen der Plu¨cker-Relationen und obiger Polynome sind.
3.1. DEFINITION UND ERSTE EIGENSCHAFTEN 37
Definition. Die im Beweis verwendeten Polynome
BαM,N(x) := xN
∑
M ′
xM ′Tα(M ′,M)−xM
∑
N ′
xN ′Tα(N ′, N)
definieren eine Varieta¨t
InvTθ/k(n, d) := Z
({
BαM,N(x) |M,N ∈Md, α ∈ T
})
,
die Invarianzvarieta¨t der Darstellung θ bezu¨glich T . Die Varieta¨t
Vθ/k(n, d) := Vk(n, d)∩InvTθ/k(n, d)
heißt darstellungsinvariante oder θ-invariante Grassmann-Varieta¨t. Man
erha¨lt somit fu¨r einen Zwischenko¨rper k /K/k
P (GrassθK/K(n, d)) = Vθ/k(n, d)(K).
Hier zeigt sich, warum in dieser Arbeit die Bezeichnung ”Varieta¨t“ etwas
weiter gefaßt ist, als bei einigen Autoren u¨blich: Die genannten Mengen sind
zwar abgeschlossen, aber nicht unbedingt irreduzibel.39
Die Symbole erhalten dadurch ihre Berechtigung, daß zwar Vθ/k(n, d) unab-
ha¨ngig von der Wahl der Menge T ist, InvTθ/k(n, d) jedoch im allgemeinen
nicht.40 Die Unabha¨ngigkeit fu¨r Vθ/k(n, d) folgt aus dem Beweis von Satz
3.1, la¨ßt sich aber auch folgendermaßen einsehen:
Ist T ′ eine weitere Menge invertierbarer Elemente mit A = k[T ′], so lassen
sich alle Elemente α′ ∈ T ′ schreiben als Summe von Produkten von Ele-
menten aus T und Skalaren. Zu zeigen ist, daß fu¨r bezu¨glich T invariante
Elemente k¯∗w mit zerlegbarem w auch wieder α′ ·w = λw (λ ∈ k¯∗) gilt. Sind
α1, α2 ∈ T , so gilt fu¨r beliebiges k ∗w ∈ InvTθ/k(n, d) mit αi · w = λiw und
λ ∈ k∗
(λα1) · w = λdλ1w,
(α1α2) · w = α1 · λ2w = λ1λ2w.
Es fehlt die entsprechende Aussage fu¨r die Summe α1 + α2. Ist k ∗w ∈
Vθ/k(n, d), d. h. ist w zerlegbar, so la¨ßt sich die Aussage in eine Aussage
39Bei Hartshorne [15] wird mit projektiver Varieta¨t eine abgeschlossene Teilmenge eines
projektiven Raums bezeichnet, die irreduzibel ist, d. h. die sich nicht als Vereinigung zweier
abgeschlossener echter Teilmengen schreiben la¨ßt. Bei Brodmann [7] und Shafarevich [41]
gibt es diese Beschra¨nkung nicht.
40Siehe etwa das Beispiel auf Seite 43.
38 KAPITEL 3. DARSTELLUNGSINVARIANTE GRASSMANN-VARIETA¨TEN
u¨ber die korrespondierenden Untervektorra¨ume u¨berfu¨hren: Fu¨r w = ∧a
mit a ∈ Stn,d k ist zu zeigen:
(α1+α2)〈a〉 = 〈a〉, falls α1 + α2 invertierbar.
Eine Inklusion folgt sofort:
(α1+α2)〈a〉 =
{
α1v︸︷︷︸
∈〈a〉
+ α2v︸︷︷︸
∈〈a〉
∣∣v ∈ 〈a〉} ⊆ 〈a〉.
Gleichheit folgt aus Lemma 2.3 i), da wegen der Invertierbarkeit von α1+α2
das Bild θ(α1 + α2) in GLn k liegt.
Proposition 3.2. Fu¨r Zwischenko¨rper k /K/k gilt
i) InvTθ/k(n, d)×k K = InvTθK/K(n, d),
ii) Vθ/k(n, d)×k K = VθK/K(n, d).
Beweis. Ist A = k[T ], so ist A⊗k K = K[α⊗ 1K | α ∈ T ] und
(α⊗1K)·(eM⊗1K) =
(∑
M ′
Tα(M,M ′)eM ′
)
⊗1K ,
d.h. die Faktoren Tα(M,M ′) a¨ndern sich bei Skalarerweiterung nicht, und
somit bleiben auch die Polynome BαM,N(x) gleich.
3.2 Beispiele
In diesem Abschnitt wird kurz gezeigt, wie aus dem Konzept der darstel-
lungsinvarianten Grassmann-Varieta¨ten bekannte Konzepte durch die Wahl
einer speziellen Darstellung hervorgehen.
Beispiel (Grassmann-Varieta¨t). Sei θ0 : A −→ Matn k; a 7−→ 0Matn k die
triviale Darstellung. Dann ist die θ0-invariante Grassmann-Varieta¨t gleich
der Grassmann-Varieta¨t:
Vθ0/k(n, d) = Vk(n, d).
Beispiel (Brauer-Severi-Varieta¨t). Sei n := dimk A und
θA : A −→ Endk A ∼= Matn k; a 7−→ (x 7→ ax)
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die durch die Linksmultiplikation induzierte regula¨re Darstellung von A.
Identifiziere dabei A mit kn. Ein θA-invarianter k-Untervektorraum von A ist
dann ein Linksideal von A. Ist A zentraleinfach, so ist n = d2. Als Dimension
eines nichttrivialen Linksideals von A kommen nur Werte µd fu¨r 1 ≤ µ ≤ d
in Frage.41 Definiere in diesem Fall
BSA,µ :=GrassθA/k(n, µd)
=
{
U ≤ kn k-UVR | dimk U = µd ∧ AθAU ⊂ U
}
=
{
U ≤ A Linksideal der k-Dimension µd
}
VA,µ :=VθA/k(n, µd),
LTA,µ := Inv
T
θA/k(n, µd).
Die Varieta¨t VA,µ heißt Brauer-Severi-Varieta¨t, und LTA,µ heißt Linksidealva-
rieta¨t bezu¨glich T .
Beispiel (Mehrfache regula¨re Darstellung). Ist D eine k-Divisionsal-
gebra der Dimension n und r, d ∈ IN mit d ≤ r, so la¨ßt sich mit Hilfe der
hier eingefu¨hrten Notation die Formulierung42 ”Menge der d-dimensionalen
D-Untervektorra¨ume von Dr, aufgefaßt als k-Varieta¨t“ pra¨zisieren: Ist
θD : D −→ Matn k
die regula¨re Darstellung von D, so la¨ßt sich durch
rθD : D −→ Matrn k; (a) 7−→
 θD(a) 0. . .
0 θD(a)

eine r-fache regula¨re Darstellung von D definieren. Ein rθD-invarianter k-
Untervektorraum von krn la¨ßt sich dann bei geeigneter Identifizierung von krn
und Dr als D-Untervektorraum von Dr betrachten. Die oben beschriebene
Menge und ihr Bild unter der Plu¨cker-Einbettung sind dann
GrassD(r, d) :=GrassrθD/k(rn, dn) bzw.
VD(r, d) :=VrθD/k(rn, dn).
41Nach Proposition 4.6 iii) wird die Dimension eines Linksideals einer zentraleinfachen
Algebra vom Grad der Algebra geteilt.
42Etwa bei Blanchet [5], p. 100, Remark 1.
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3.3 Invarianzvarieta¨ten und Eigenwerte
In dem Beweis von Satz 3.1 wird die Invarianzbedingung AU ⊆ U in Verbin-
dung mit der Nullstellenbedingung BαM,N(p) = 0 gebracht. Anders formuliert
ergibt sich
k ∗w ∈ InvTθ/k(n, d)⇐⇒ BαM,N(k ∗w) = 0 ∀ M,N, α
⇐⇒ α · k ∗w = k ∗w ∀ α
⇐⇒ θ˜(α)w = λαw ∀ α fu¨r Werte λα ∈ k∗
mit der in Bemerkung 2.5 definierten induzierten Operation durch Matrizen
θ˜(α) :=
(
det
(
θ(α)MM ′
))
M′,M
fu¨r α ∈ A.
Nach Korollar 2.9 liegen die Werte λα in k∗. Die letzte Zeile der A¨quivalenz
la¨ßt sich auch als Eigenwertbedingung lesen: Zu jedem α ∈ T muß es einen
Eigenwert λα von θ˜(α) geben, zu dem w Eigenvektor ist,43 also
k ∗w ∈ InvTθ/k(n, d)⇐⇒ ∀ α ∃ λα EW von θ˜(α) : 0 6= w ∈ Eigλα θ˜(α)
⇐⇒ 0 6= w ∈ Eig θ˜(α) ∀ α,
wobei fu¨r eine Matrix a
Eig a :=
⋃
λ
Eigλ a
sei. Eine Invarianzvarieta¨t la¨ßt sich also schreiben als
InvTθ/k(n, d) = P
⋂
α∈T
Eig θ˜(α)
= P
⋃
Λ∈L
⋂
α∈T
Eigλα θ˜(α),
wobei L die Menge aller Tupel Λ = ( λα | α ∈ T ) von Eigenwerten λα zu den
Matrizen θ˜(α) ist. Die Invarianzvarieta¨t ist demnach die Projektivierung der
Vereinigung von Untervektorra¨umen von
∧d kn.
Bemerkung 3.3. InvTθ/k(n, d) ist Vereinigung linearer Varieta¨ten
44.
43Bezeichne mit Eigλ a den Eigenraum der Matrix a zum Eigenwert λ.
44Mit linearer Varieta¨t ist die Projektivierung eines Untervektorraums gemeint.
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Beispiel (Brauer-Severi-Varieta¨t einer Quaternionenalgebra). Sei die
Quaternionenalgebra A :=
(a,b
k
)
mit Skalaren a, b ∈ k gegeben in Form der
Symbolalgebra(
a, b
k,−1
)
=
〈
x, y
∣∣ x2 = a, y2 = b, yx = −xy〉.
Mit der Identifizierung
1A =
 100
0
 , x =
 010
0
 , y =
 001
0
 , xy =
 000
1

induzieren die Zuordnungen
x 7−→
 0 a 0 01 0 0 00 0 0 a
0 0 1 0
 und y 7−→
 0 0 b 00 0 0 −b1 0 0 0
0 −1 0 0

eine regula¨re Darstellung θ : A −→ Mat4 k, d. h. es gilt
αβ = θ(α)β fu¨r α, β ∈ A.
Wegen A = k[x, y] kann T = {x, y} gewa¨hlt werden. Die induzierte Dar-
stellung θ˜ liefert Matrizen, die durch M ∈M2,4 indiziert werden. Wa¨hle als
Anordnung (12, 13, 14, 23, 24, 34). Dann sind die Bilder von x und y
θ˜(x) =

−a 0 0 0 0 0
0 0 0 0 a2 0
0 0 0 a 0 0
0 0 a 0 0 0
0 1 0 0 0 0
0 0 0 0 0 −a
 bzw.
θ˜(y) =

0 0 0 0 0 −b2
0 −b 0 0 0 0
0 0 0 b 0 0
0 0 b 0 0 0
0 0 0 0 −b 0
−1 0 0 0 0 0
 .
42 KAPITEL 3. DARSTELLUNGSINVARIANTE GRASSMANN-VARIETA¨TEN
Die charakteristischen Polynome lassen sich durch Vertauschen der Spalten
leicht berechnen:
charθ˜(x)(λ) = (λ− a)2(λ+ a)4 und
charθ˜(y)(λ) = (λ− b)2(λ+ b)4,
d. h. ±a bzw. ±b sind die Eigenwerte. Fu¨r alle Kombinationen (±a,±b)
mu¨ssen nun die Durchschnitte der Eigenra¨ume
E(λx, λy) := Eigλx θ˜(x)∩Eigλy θ˜(y)
bestimmt werden. Man erha¨lt45
E(a, b) = 〈(0, 0, 1, 1, 0, 0)t〉,
E(a,−b) = 〈(0, a, 0, 0, 1, 0)t〉,
E(−a, b) = 〈(−b, 0, 0, 0, 0, 1)t〉,
E(−a,−b) = 〈(0, 0,−1, 1, 0, 0)t, (0,−a, 0, 0, 1, 0)t, (b, 0, 0, 0, 0, 1)t〉.
Die Invarianzvarieta¨t InvTθ/k(4, 2) ist die Projektivierung der Vereinigung die-
ser Ra¨ume. Um nun die Brauer-Severi-Varieta¨t von A zu berechnen, muß
der Durchschnitt
VA,1 = VθA/k(4, 2) = Vk(4, 2)∩InvTθ/k(4, 2)
bestimmt werden. Die Berechnung aus Abschnitt 2.3 ergab
Vk(4, 2) = Z
{
x12x34−x13x24+x14x23
}
⊆ P5.
Setzt man die Koordinaten der Basisvektoren der Ra¨ume E(a, b), E(a,−b)
und E(−a, b) in das definierende Polynom von Vk(4, 2) ein, so sieht man, daß
die Projektivierung dieser Ra¨ume nicht im Durchschnitt liegt, d.h.
VA,1 = Vk(4, 2)∩PE(−a,−b).
Ein Vektor aus E(−a,−b) ist in ∧2 k4 bestimmt durch die Gleichungen{
x14+x23, x13+ax24, x12−bx34
}
,
also ist ein Punkt aus PE(−a,−b) ⊆ P∧2 k4 durch dieselben Gleichungen
bestimmt, und deshalb ist die Brauer-Severi-Varieta¨t von A
VA,1 = Z
{
x12x34 − x13x24 + x14x23, x14 + x23, x13 + ax24, x12 − bx34
}
∼=k Z
{
by20 + ay
2
1 − y22
}
⊆ P3
45Mit dem hochgestellten t ist das Transponieren gemeint.
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mit der Einbettung
P3 −→ P∧2 k4; (y0 : y1 : y2) 7−→ (by0 : −ay1 : −y2 : y2 : y1 : y0) .
Die Tatsache, daß hier nur ein E(±a,±b) im Durchschnitt liegt, gilt viel allge-
meiner: In Abschnitt 4.3 wird fu¨r zentraleinfache Algebren A gezeigt werden,
daß fu¨r die Berechnung der θ-invarianten Grassmann-Varieta¨t Vθ/k(n, d) ei-
ner Darstellung θ von A nur bestimmte Eigenwerte λα mit α ∈ T relevant
sind:
Vθ/k(n, d) = Vk(n, d)∩P
⋂
α∈T
Eigλα θ˜(α).
U¨berdies zeigt das Beispiel, daß die Deutung der Zugeho¨rigkeit eines Punktes
zu einer Invarianzvarieta¨t als Eigenwertproblem ein praktisches Verfahren
liefert, z. B. Brauer-Severi-Varieta¨ten zu berechnen. Allerdings wa¨chst auch
hier die Komplexita¨t schnell: Schon eine Symbolalgebra vom Grad 3 fu¨hrt
zur Berechnung der Eigenra¨ume einer 84 × 84-Matrix. Das Verfahren wird
im Kapitel 5 der Arbeit wieder aufgegriffen und verallgemeinert werden.
Im Abschnitt 3.1 wurde bei der Definition des Begriffs der Invarianzvarieta¨t
erwa¨hnt, daß diese von der Wahl der Menge T abha¨ngt. Dies kann am
vorliegenden Beispiel gezeigt werden: Ist T = {x, y}, so ist
InvTθ/k(4, 2) = P
(
E(a, b)∪E(a,−b)∪E(−a, b)∪E(−a,−b)
)
.
Wegen
(x+y)
x+ y
a+ b
=
x2 + xy + yx+ y2
a+ b
=
x2 + y2
a+ b
=
a+ b
a+ b
= 1
ist (x+ y) ∈ A∗, also invertierbar, wenn a+ b 6= 0. Sei a+ b 6= 0. Es ist
θ(x+y) = θ(x)+θ(y) =
 0 a b 01 0 0 −b1 0 0 a
0 −1 1 0

und
θ˜(x+y) =

−a −b 0 0 −ab −b2
−a −b 0 0 a2 ab
0 0 0 a+ b 0 0
0 0 a+ b 0 0 0
−1 1 0 0 −b b
−1 1 0 0 a −a
 .
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Das charakteristische Polynom
charθ˜(x+y)(λ) = (λ−(a+b))2(λ+(a+b))4
liefert als Eigenwerte ±(a+b). Da x, y ∈ k[x, x+y], ist T ′ := {x, x+y} ⊆ A∗
eine Menge mit A = k[T ′]. Mit
E ′(λx, λx+y) := Eigλx θ˜(x)∩Eigλx+y θ˜(x+y)
ist
E ′(a, a+ b) = 〈(0, 0, 1, 1, 0, 0)t〉,
E ′(a,−(a+ b)) = ∅,
E ′(−a, a+ b) = ∅,
E ′(−a,−(a+ b)) = E(−a,−b),
d.h.
InvTθ/k(4, 2) 6= InvT ′θ/k(4, 2) .
Die Mengen sind also verschieden, allerdings nur in den ”irrelevanten“ Kom-
ponenten, denn fu¨r die Brauer-Severi-Varieta¨t gilt weiterhin (wie ja auch zu
erwarten war)
VA,1 = Vk(4, 2) ∩PE(−a,−b)
= Vk(4, 2) ∩PE ′(−a,−(a+ b)) .
3.4 Geometrische Eigenschaften
In diesem Abschnitt sind geometrische Eigenschaften von darstellungsinvari-
anten Grassmann-Varieta¨ten zusammengestellt, die spa¨ter beno¨tigt werden.
Da es im allgemeinen verschiedene geometrische Konzepte, etwa bei der Quo-
tientenbildung, gibt, sind im Anhang A die wichtigsten Begriffe in der hier
verwendeten Bedeutung aufgefu¨hrt. Ohne im einzelnen darauf hinzuweisen,
werden sie benutzt.
Sei A eine k-Algebra, θ : A −→ Matn k eine Darstellung und d ∈ IN mit
d < n.
Definition. Fasse Matn,d k als affinen Raum And auf. Definiere
Ψ := P ◦ pi : Stn,d k −→ Vk(n, d)
a 7−→ k ∗∧a
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und
Stθ/k(n, d) := Ψ−1
(
Vθ/k(n, d)
) ⊆ And .
Sei M ∈Md,n und UM := P∧d kn − Z(xM). Definiere
V Mθ/k(n, d) :=Vθ/k(n, d) ∩ UM ,
StMθ/k(n, d) :=Ψ
−1(V Mθ/k(n, d)) .
Bemerkung 3.4.
i) Die Abbildung
Ψ := P ◦ pi : Stn,d k −→ Vk(n, d)
a 7−→ k ∗∧a
ist ein surjektiver Morphismus von Varieta¨ten.
ii) Stθ/k(n, d) ist eine affine Varieta¨t, da
Stθ/k(n, d) = Ψ−1(Vθ/k(n, d)).
iii) Die Operation
Stθ/k(n, d)×GLd k −→ Stθ/k(n, d)
(b, a) 7−→ ba
ist geometrisch.
iv) Sei M ∈Md,n. Betrachte die Abbildung
P ∗M : Vk(n, d)∩UM −→ Stn,d k ; p 7→ a := (aij)ij
mit
aij :=
 1 falls i = ij0 falls i ∈M und i 6= ijpMi,j
pM
(−1)j+pos(i,Mij) falls i 6∈M
und
M = (i1, . . . , id),
Mi,j := (i) ∪M − (ij),
p =
∑
M
pMeM ∈ k
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aus Abschnitt 2.4. Die Einschra¨nkung
P ∗M : V Mθ/k(n, d) −→ StMθ/k(n, d)
ist ein injektiver Morphismus. Außerdem ist sie ein lokaler Schnitt von
Ψ auf dem Bahnenraum46 StMθ/k(n, d)/GLd k , d. h. mit G := GLd k gilt
P ∗M ◦Ψ(bG) ⊆ bG fu¨r alle b ∈ StMθ/k(n, d).
v) Die induzierte Operation
Vθ/k(n, d)×GLd k −→ Vθ/k(n, d)
(Ψ(b), a) 7−→ Ψ(ba)
ist geometrisch, denn mit p = P (b) ∈ V Mθ/k(n, d) ist P (ba) = P (P ∗M(p)a),
und dies ist wegen iii) und iv) ein Morphismus.
Satz 3.5. Stθ/k(n, d) und Vθ/k(n, d) sind glatt.
Beweis. Folgt mit Satz A.5 i) aus Bemerkung 3.4 iii) und v).
Satz 3.6. Der geometrische Quotient Stθ/k(n, d)/GLd k existiert, und es gilt
Vθ/k(n, d) ∼= Stθ/k(n, d)/GLd k .
Beweis. Die Abbildung
Stθ/k(n, d) −→ Vθ/k(n, d); a 7−→ Ψ(a) = P ◦pi(a)
ist nach Bemerkung 3.4 i) ein surjektiver Morphismus. Da pi invariant
bezu¨glich der Operation von GLd k ist, ist es auch Ψ. Wegen Bemerkung
3.4 iv) gibt es fu¨r jede regula¨re Funktion f ∈ O(UM)G eine regula¨re Funkti-
on g ∈ O(Ψ−1(UM)) mit
f = Ψ∗(g) ,
na¨mlich g = f ◦ P ∗M . Wegen Bemerkung A.7 folgt damit die Behauptung.
46Zur verwendeten Terminologie siehe Abschnitt A.3.
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Geometrische Eigenschaften von Grassmann-Varieta¨ten
Satz 3.7. Stn,dk und Vk(n, d) sind irreduzibel.
Beweis. Die Operation
GLn k × Stn,d k −→ Stn,d k
(a, b) 7−→ ab
ist geometrisch und transitiv: Erga¨nze b, b′ ∈ Stn,d k zu regula¨ren n × n-
Matrizen b˜, b˜′. Mit a := b˜′b˜−1 gilt dann ab = b′. Da GLn k zusammenha¨ngend
ist, folgt mit Satz A.5, daß Stn,d k irreduzibel ist.
Die Abbildung pi : Stn,d k −→ Vk(n, d) ist ein surjektiver Morphismus, des-
halb ist Vk(n, d) auch irreduzibel: Wa¨re Vk(n, d) = V1 ∪ V2 eine Vereinigung
abgeschlossener Mengen, die ungleich Vk(n, d) sind, so wa¨re pi−1V1 ∪ pi−1V2
ebenfalls eine Vereinigung abgeschlossener Mengen.
Betrachte den Morphismus
r : Stθ/k(n, d) −→ Matn−d,d k
a 7−→ (aa−1)−M .
Mit dem Symbol −M ist der Index (1, . . . , n) −M gemeint, d. h. aus der
davorstehenden Matrix werden alle Zeilen genommen, deren Nummern nicht
inM stehen. Der Morphismus Pˆ ∗M := r◦P ∗M la¨ßt sich wegen47 (P ∗M(p))M = Ed
fu¨r p ∈ V Mθ/k(n, d) schreiben als
Pˆ ∗M : V Mθ/k(n, d)
P ∗M−→ Stθ/k(n, d) −→ Matn−d,d k .
p 7−→ a 7−→ a−M
Pˆ ∗M ist ein Isomorphismus auf sein Bild, denn der Morphismus
Pˆ ∗M
(
V Mθ/k(n, d)
) r∗−→ Stθ/k(n, d) −→ V Mθ/k(n, d)
a 7−→ r∗(a) 7−→ P (〈r∗(a)〉)
ist invers zu Pˆ ∗M , wobei r∗ definiert ist durch r∗(a)M := Ed und r∗(a)−M := a.
Wegen Pˆ ∗M
(
Vk(n, d) ∩ UM) = Matn−d,d k gilt
Proposition 3.8. Vk(n, d) ∩ UM ∼=k Matn−d,d k .
Korollar 3.9. Vk(n, d) ist rational und hat die Dimension d(n− d).
47Mit Ed ist die d× d-Einheitsmatrix gemeint.
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Beweis. Daß Vk(n, d) rational, d.h. birational a¨quivalent zu einem affinen
Raum ist, folgt aus Proposition 3.8:
Vk(n, d)∩UM ∼=k Matn−d,d k ∼=k Ad(n−d).
Hier la¨ßt sich auch die Dimension ablesen.
Vertra¨gliche Morphismen
Seien Vθ1/k(n1, d1) und Vθ2/k(n2, d2) darstellungsinvariante Grassmann-Varie-
ta¨ten. Schreibe abku¨rzend V1, V2, St1, St2 usw. Ha¨ufig werden Morphismen
V1 −→ V2 u¨ber eine Abbildung St1 −→ St2 definiert. Allerdings fu¨hren nicht
alle Morphismen St1 −→ St2 zu Morphismen V1 −→ V2, sondern nur die,
welche eine Vertra¨glichkeitsbedingung erfu¨llen. Vertra¨gliche Isomorphismen
St1 −→ St2 fu¨hren zu Isomorphismen V1 −→ V2. In dieser Arbeit tritt auch
folgender Fall auf:48 Ein vertra¨glicher Morphismus St1 −→ St2 induziert
einen bijektiven Morphismus V1 −→ V2. In welchen Fa¨llen dieser dann ein
Isomorphismus ist, gibt Satz 3.11 an. Die Argumentation dieses Beweises
folgt der von Blanchet [5] (p. 102, Beweis zu Proposition 2). Die dort
bewiesene Aussage ist allerdings spezieller.
Definition. Ein Morphismus
f : St1 −→ St2
heißt vertra¨glich , falls
f(pGLd1 k ) ⊆ f(p)GLd2 k ∀ p ∈ St1 .
f heißt vertra¨glicher Isomorphismus, wenn es einen vertra¨glichen Morphis-
mus f∗ gibt mit
f ∗◦f(pGLd1 k ) ⊆ GLd1 k und f◦f∗(qGLd2 k ) ⊆ GLd2 k
fu¨r alle p ∈ St1 und q ∈ St2.
Proposition 3.10. Ein vertra¨glicher Morphismus
f : St1 −→ St2
induziert eine Abbildung
f ◦ : Grass1 −→ Grass2
und einen Morphismus von projektiven Varieta¨ten
f˜ : V1 −→ V2,
so daß folgendes Diagramm kommutiert:
48Siehe Beweis von Satz 4.11.
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Grass1 Grass2-
f ◦
St1 St2-
f
?
pi1 ?pi2
V1 V2-
f˜
?P1 ?P2
Ist f ein vertra¨glicher Isomorphismus, so ist f˜ ein Isomorphismus, und f◦
ist bijektiv.
Beweis. Definiere
f◦ := pi2◦f◦pi∗1 , wobei pi∗1(U) ∈ pi−11 (U) ∀ U ∈ Grass1 .
Diese Definition ist unabha¨ngig von der konkreten Wahl der Urbilder, denn
sind a1, a2 ∈ St1 Urbilder von U , so ist a1 = a2b mit b ∈ GLd1 k , und
wegen der Vertra¨glichkeit von f gilt f(a1) = f(a2b)c mit c ∈ GLd2 k , und es
folgt pi2(f(a1)) = pi2(f(a2b)c). Ist f ein vertra¨glicher Isomorphismus, so ist
f◦−1 := pi1 ◦ f∗ ◦ pi∗2 die Umkehrabbildung zu f◦.
Die in Abschnitt 2.4 definierte Umkehrung der Plu¨cker-Einbettung P ∗M ist
fu¨r jedes M ein Morphismus. Definiere nun fu¨r einen Punkt p ∈ V1 ∩ UM
f˜(p) := P2 ◦pi2 ◦f ◦P1∗M(p).
Die Definition ist unabha¨ngig von der Wahl eines M : Ist p ∈ V1 ∩ UM ∩ UN ,
so ist pi1(P1∗M(p)) = pi1(P1∗N(p)), also P1∗M(p) = P1∗N(p)b mit b ∈ GLd1 k , und
die Unabha¨ngigkeit folgt entsprechend.
Sei p ∈ V1∩UM und f˜(p) ∈ UN . Fu¨r U2 := f˜(V1∩UM)∩UN sei U1 := f−1(U2)
die Urbildmenge. Ist f ein vertra¨glicher Isomorphismus, so la¨ßt sich durch
f˜ ∗ : U2 −→ U1; p 7−→ P1 ◦ pi1 ◦ f ∗ ◦ P2∗N(p) eine lokale Umkehrung von f˜
definieren.
Per Definition sind alle Abbildungen vertra¨glich.
Satz 3.11. Seien St1 und St2 irreduzible Varieta¨ten und f : St1 −→ St2
ein vertra¨glicher Morphismus. Ist die induzierte Abbildung f˜ : V1 −→ V2
bijektiv, so ist f˜ ein Isomorphismus.
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Beweis.49 Zeige, daß k (V1) ∼= k (V2). Dann ist f˜ birational und bijektiv. Da
V2 nach Korollar 3.5 glatt und insbesondere normal ist, ist f˜ nach Korollar
A.3 ein Isomorphismus.
Da f˜ surjektiv ist, ist f˜ dominant. Da f˜ auch injektiv ist und die Varieta¨ten
V1 und V2 als Bilder der irreduziblen Varieta¨ten St1 bzw. St2 irreduzibel sind,
ist die Ko¨rpererweiterung k (V1)/f˜∗k (V2) nach Satz A.6 rein inseparabel.
Andererseits ist die Erweiterung separabel: Jede Faser von ψ := f˜ ◦ pi :
St1 −→ V2 ist rational, insbesondere die eines generischen Punktes von V2.
Deshalb ist die Ko¨rpererweiterung
k (St1)/ψ∗k (V2)
rational und daher auch separabel. Dann ist aber auch die durch pi∗ :
k (V1) −→ k (St1) in k (St1) eingebettete Ko¨rpererweiterung k (V1)/f˜∗k (V2)
separabel.
3.5 Spezielle Darstellungen
In diesem Abschnitt werden Darstellungen spezieller Form und die aus die-
ser Form resultierenden Eigenschaften untersucht. Es werden Bedingungen
angegeben, unter denen darstellungsinvariante Grassmann-Varieta¨ten iso-
morph sind oder unter denen Morphismen zwischen darstellungsinvarianten
Grassmann-Varieta¨ten bestehen.
Seien A und B k-Algebren, f : A −→ B ein k-Algebra-Homomorphismus und
θ : B −→ Matn k eine Darstellung. Sei d ∈ IN mit d ≤ n. Dann induziert θ
eine Darstellung
θ∗ : A −→ Matn k; a 7−→ θ(f(a)).
Mit dieser induzierten Darstellung hat man die Inklusion
Stθ/k(n, d) ⊆ Stθ∗/k(n, d).
Da die Inklusionsabbildung trivialerweise vertra¨glich ist, erha¨lt man nach
Proposition 3.10 einen Morphismus
f˜ : Vθ/k(n, d) −→ Vθ∗/k(n, d).
Ist f ein Isomorphismus, so ist f˜ auch ein Isomorphismus.
49Der Beweis folgt Blanchet [5] (p. 102, Beweis zu Proposition 2). Die dort bewiesene
Aussage ist aber wesentlich spezieller als dieser Satz.
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Proposition 3.12. Sind A und B k-Algebren und θ : B −→ Matn k eine
Darstellung von B, so gilt
A ∼= B =⇒ Vθ/k(n, d) ∼=k Vθ∗/k(n, d).
Definition. Zwei Darstellungen θ1, θ2 : A −→ Matn k heißen a¨quivalent (in
Zeichen θ1 ∼= θ2), falls es eine Matrix c ∈ GLn k gibt mit
θ2(α) = c−1θ1(α)c
fu¨r alle α ∈ A.
Proposition 3.13. Fu¨r Darstellungen θ1, θ2 : A −→ Matn k gilt
θ1 ∼= θ2 =⇒ Vθ1/k(n, d) ∼=k Vθ2/k(n, d).
Beweis. Sei θ2(α) = c−1θ1(α)c fu¨r ein c ∈ GLn k und fu¨r alle α ∈ A erfu¨llt.
Fu¨r ein b ∈ Stθ1/k(n, d) liegt c−1b in Stθ2/k(n, d), denn fu¨r alle α ∈ A gilt〈θ2(α)c−1b〉 = 〈c−1θ1(α)cc−1b〉 ⊆ 〈c−1b〉. Die Abbildung
f : Stθ1/k(n, d) −→ Stθ2/k(n, d)
b 7−→ c−1b
ist ein vertra¨glicher Isomorphismus, und die Behauptung folgt mit Proposi-
tion 3.10.
Schreibweise. Sei A eine k-Algebra und V ein k-Vektorraum. Betrachte
die Isomorphismen
Matr k ⊗k A −→ Matr A
a⊗ α 7−→ (aijα)
ij
und
kr ⊗k A −→ V r
v ⊗ u 7−→
 v1u...
vru

als Identifizierungen. Ist z.B. a ∈ Matr k und b ∈ Mats k, so ist a ⊗ b
eine Matrix aus Matr k ⊗k Mats k = Matrs k. Die im allgemeinen von a ⊗ b
verschiedene Matrix b⊗ a ist auch aus Matrs k.
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Bemerkung 3.14. Seien A,B, V,W k-Vektorra¨ume. Operiert A auf V und
B auf W von links oder von rechts, so operiert A⊗kB auf V ⊗kW von links
bzw. rechts durch
(a⊗ b)(v ⊗ w) := (av ⊗ bw) bzw.
(v ⊗ w)(a⊗ b) := (va⊗ wb).
Definition. Seien
θ :A −→ Matr k und
θ′ :B −→ Mats k
Darstellungen von k-Algebren A und B. Definiere das Tensorprodukt dieser
Darstellungen:
θ ⊗ θ′ : A⊗k B −→ Matrs k .
α⊗ β 7−→ θ(α)⊗ θ′(β)
θ ⊗ θ′ ist eine Darstellung von A⊗ B. Spa¨ter werden insbesondere folgende
Spezialfa¨lle wichtig:
i) Sei A := {0} und θ : A −→ Matr k; 0 7−→ Er, wobei Er die r × r-
Einheitsmatrix ist. Definiere
rθ′ := θ ⊗ θ′ : B −→ Matrs k
β 7−→ Er ⊗ θ′(β)
und
θ′r := θ′ ⊗ θ : B −→ Matrs k .
β 7−→ θ′(β)⊗ Er
ii) Sei A := Matr k und θ = id. Definiere
θ′r := θ ⊗ θ′ : Matr B −→ Matrs k .
a⊗ β 7−→ a⊗ θ′(β)
Bemerkung 3.15. Wegen rθ′ ∼= θ′r gilt
Vrθ′/k(n, d) ∼=k Vθ′r/k(n, d) .
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Die Abbildung γ
Seien θ : A −→ Mats k und θ′ : B −→ Matr k Darstellungen von k-Algebren
A und B und ν ∈ IN mit ν ≤ r.
Proposition 3.16. Die Abbildung
γ : Stθ′/k(r, ν) −→ Stθ⊗θ′/k(rs, νs)
b 7−→ Es ⊗ b
ist ein vertra¨glicher, injektiver Morphismus und induziert einen injektiven
Morphismus
γ˜ : Vθ′/k(r, ν) −→ Vθ⊗θ′/k(rs, νs) .
Ψ(b) 7−→ Ψ ◦ γ(b)
Beweis. Sei b ∈ Stθ′/k(r, ν).
i) γ(b) ∈ Strs,νs k : Sei det bM 6= 0. Dann ist det(Es ⊗ bM) 6= 0.
ii) γ(b) ∈ Stθ⊗θ′/k(rs, νs) : Sei δ := ∑i αi ⊗ βi ∈ A ⊗k B. Dann gibt es
ci ∈ GLν k fu¨r alle i, so daß θ′(βi)b = bci ist. Damit gilt(∑
i
θ(αi)⊗ θ′(βi)
)
(Es ⊗ b) =
∑
i
θ(αi)⊗ θ′(βi)b
=
∑
i
θ(αi)⊗ bci
= (Es ⊗ b)
∑
i
θ(αi)⊗ ci︸ ︷︷ ︸
=: c∈Matνs k
.
Fu¨r alle δ ∈ A⊗k B gilt also (θ⊗ θ′)(δ)γ(b) = γ(b)c, d.h. (θ⊗ θ′)(δ)〈γ(b)〉 ⊆
〈γ(b)〉.
iii) Vertra¨glichkeit: Ist c ∈ GLν k, so gilt
Es⊗bc = (Es⊗b) (Es ⊗ c)︸ ︷︷ ︸
∈GLνs k
.
iv) Injektivita¨t von γ: Gilt Es ⊗ b = Es ⊗ b′, so folgt b = b′.
v) Aus Proposition 3.10 folgt, daß γ˜ ein Morphismus ist.
vi) Injektivita¨t von γ˜: Sei (Es ⊗ b)cˆ = Es ⊗ b′ mit cˆ ∈ GLνs k. Dann ist cˆ
von der Form cˆ = Es ⊗ c mit c ∈ GLν k und es ist bc = b′.
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Die Abbildung η
Sei A eine k-Divisionsalgebra der Dimension n und θ : A −→ Matm k eine
Darstellung von A. Sei d1, . . . , dn eine Basis des k-Untervektorraums θ(A)
von Matm k. Definiere fu¨r b ∈ km
bˆ :=
(
d1b| . . . |dnb) ∈ Matm,n k.
Ist b 6= 0, so ist bˆ ∈ Stm,n k, denn: Sei ∑i αidib = 0 mit αi ∈ k und αj 6= 0
fu¨r ein j. Dann ist∑
i
αidib =
(∑
i
αidi︸ ︷︷ ︸
=:c
)
b = 0 ,
und da c 6= 0 und damit invertierbar ist, muß b = 0 sein, ein Widerspruch.
Insbesondere ist n ≤ m. Seien r, ν ∈ IN mit ν ≤ r. Betrachte die Abbildung
ηˆ : Matrm,ν k −→ Matrm,νn k ,
a⊗ b 7−→ a⊗ bˆ
wobei a ∈ Matr,ν k und b ∈ km ist. Sei
Sˆtrm,νk := ηˆ−1
(
Strm,νn k
)
=
{
a ∈ Strm,ν k
∣∣∣ dim〈rθ(A)a〉 = νn}
=
{∑
i ai ⊗ bi ∈ Strm,ν k
∣∣∣ det (∑i ai ⊗ bˆi)M 6= 0 fu¨r ein M ∈Mνn,rm}.
Bemerkung 3.17. Die Abbildung ηˆ ist ein Morphismus affiner Varieta¨ten.
Deshalb ist Sˆtrm,νk als Urbild einer abgeschlossenen Menge abgeschlossen in
Matrm,ν k . Die untere Beschreibung zeigt, daß Sˆtrm,νk eine offene Teilmenge
von Strm,ν k ist.
Proposition 3.18. Die Abbildung
η : Sˆtrm,νk −→ Strθ/k(rm, νn)
a⊗ b 7−→ a⊗ bˆ
ist ein vertra¨glicher, injektiver Morphismus.
Beweis. Sei α ∈ A und θ(α)dj =∑i δji di mit δji ∈ k. Dann ist
rθ(α)(a⊗ djb) = a⊗ θ(α)djb = a⊗
∑
i
δji dib
=
∑
i
δji (a⊗ dib),
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d.h. alle Spalten von rθ(α)(a⊗ bˆ) sind in 〈a⊗ bˆ〉 enthalten.
Vertra¨glichkeit: Sei c ∈ GLν k . Damit ist
η
(
(a⊗b)c) = η(ac⊗b) = ac⊗bˆ = (a⊗bˆ)(c⊗En) .
Injektivita¨t: klar.
Sei ab hier m = n, d.h. sei A eine k-Divisionsalgebra der Dimension n und
θ : A −→ Matn k eine Darstellung von A. Sei ei ∈ kn der Vektor, der
an der i-ten Stelle eine Eins und sonst Null als Eintra¨ge hat, und Eν die
ν × ν-Einheitsmatrix. Definiere
E◦ := Eν⊗e1 ∈ Stνn,ν k.
Schreibe fu¨r c := a⊗ b mit b ∈ kn
cˆ := a⊗ bˆ .
Ist a ∈ Matp,q k, b ∈ Mato−p,q k fu¨r o, p, q ∈ IN mit p ≤ o und M ∈ Mp,o, so
bezeichne c :=
(a
b
)M ∈ Mato,q k die durch cM := a und c−M := b eindeutig
bestimmte Matrix.
Sei M := (1, . . . , νn) ∈Mνn,rn. Betrachte die folgende Abbildung:
ϕ : Mat(r−ν)n,ν k −→ Strn,ν k η−→ StMrθ/k(rn, νn) Ψ−→ V Mrθ/k(rn, νn).
b 7−→ (E◦b )M 7−→ (Eˆ◦bˆ )M 7−→ Ψ((Eˆ◦bˆ )M)
Diese Abbildung ist ein Isomorphismus:
Satz 3.19.
Mat(r−ν)n,ν k ∼=k V Mrθ/k(rn, νn).
Beweis. Folgender Morphismus ist eine Umkehrabbildung zu ϕ:
ϕ∗ :V Mrθ/k(rn, νn)
P ∗M−→ St
M
rθ/k(rn, νn)
g
−→ Strn,ν k −→ Mat(r−ν)n,ν k .
p 7−→ P ∗M(p)Eˆ◦ 7−→
(E◦
b
)M 7−→ b
=
(Eˆ◦
bˆ
)M
Dabei ist g der Morphismus, der eine Matrix a ⊗ cˆ mit a ∈ Matr,ν k und
c ∈ k n auf a⊗ c abbildet, indem z. B. der erste Spaltenvektor d1c von cˆ auf
d−11 d1c = c abgebildet wird. Zu zeigen ist noch, daß tatsa¨chlich P ∗M(p)Eˆ◦ von
der Form
(Eˆ◦
bˆ
)M
mit b ∈ Mat(r−ν)n,ν k ist.
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Sei a := P ∗M(p)Eˆ◦. Dann ist aM = Eˆ◦, da P ∗M(p)M = Eνn. Sei u ∈ k rn
ein Spaltenvektor aus a. Dann ist uM ein Spaltenvektor von Eˆ◦, also von
der Form ei ⊗ dje1 mit ei ∈ k r und e1 ∈ k n. Sei θ(αj) = dj. Dann ist
u′ := rθ(α−1j )u in 〈a〉 enthalten und u′M = ei ⊗ e1. Also ist rθ(αj)u′ = u, d.
h. a ist von der angegebenen Form.
Kapitel 4
Anwendung auf zentraleinfache
Algebren
In diesem Kapitel werden Eigenschaften von Brauer-Severi-Varieta¨ten auf
den Fall darstellungsinvarianter Grassmann-Varieta¨ten von zentraleinfachen
Algebren verallgemeinert (Abschnitt 4.4). Allerdings sind hier aus Gru¨nden
des Umfangs nur die Ergebnisse verallgemeinert worden, die im weiteren
Verlauf der Arbeit gebraucht werden. Damit sind vor allem Satz 4.21 (ein
Zerfallskriterium fu¨r zentraleinfache Algebren) und die folgenden Korollare
gemeint.
Die allgemeine Situation des vorherigen Kapitels wird nun eingeschra¨nkt.
Im ersten Abschnitt sind wichtige Sa¨tze u¨ber einfache Algebren zusammen-
gestellt, die dann im zweiten auf die Untersuchung von darstellungsinvari-
anten Grassmann-Varieta¨ten angewendet werden. Die Hauptergebnisse fu¨r
zentraleinfache Algebren finden sich in Abschnitt 4.4.
In Abschnitt 4.3 werden Invarianzvarieta¨ten von einfachen Algebren unter-
sucht. Dabei stellt sich heraus, daß von den Komponenten50 einer Inva-
rianzvarieta¨t fu¨r die Beschreibung einer darstellunginvarianten Grassmann-
Varieta¨t
Vθ/k(n, d) := Vk(n, d)∩InvTθ/k(n, d)
im Fall einer einfachen Algebra A nur eine einzige beno¨tigt wird — alle
anderen liegen außerhalb des Durchschnitts. Ist A zentraleinfach, so tritt
hier die reduzierte Norm von A auf. Sie bildet ein Element α ∈ T auf einen
Eigenwert λα der Matrix θ˜(α) ab, der diesen relevanten Bestandteil definiert.
50Vgl. die Darstellung einer Invarianzvarieta¨t als Vereinigung linearer Ra¨ume in Ab-
schnitt 3.3.
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4.1 Einfache Algebren
In diesem Abschnitt sind einige Aussagen u¨ber einfache Algebren zusammen-
gestellt. Die Relevanz dieses Falls fu¨r zentraleinfache Algebren ergibt sich aus
folgendem Satz:
Satz 4.1. Ist A einfach, so ist das Zentrum Z(A) ein Ko¨rper.
Beweis. Siehe Pierce [33], chap. 12.1, Proposition.
Eine einfache k-Algebra ist also eine zentraleinfache Z(A)-Algebra. Unter-
suchungen, die mit einfachen Algebren zusammenha¨ngen, ko¨nnen demnach
ha¨ufig aufgeteilt werden in eine Untersuchung des Falls einer zentraleinfa-
chen Algebra und die Untersuchung des Verhaltens bei Skalarerweiterung.
Wie in den ersten Kapiteln gezeigt wurde, a¨ndern sich die hier betrachteten
Varieta¨ten bei A¨nderung des Skalarbereichs nicht51 (siehe Propositionen 2.10
und 3.2).
Fu¨r zentraleinfache Algebren sind die folgenden Eigenschaften wichtig :
Satz 4.2. Sei A eine zentraleinfache k-Algebra.
i) Es gibt eine Divisionsalgebra u¨ber k und eine Zahl r ∈ IN, so daß
A ∼= MatrD
gilt. Die Zahl r ist eindeutig, D ist bis auf Isomorphie eindeutig.
ii) Es gibt eine Ko¨rpererweiterung K/k, so daß K ein Zerfa¨llungsko¨rper
von A ist, d. h.
A⊗kK ∼= MatdK .
K kann sogar endlich und galoissch gewa¨hlt werden.
Beweis. i) Draxl [13], par. 9, Theorem 1.
ii) Draxl [13], par. 9, Theorem 8.
Definition. Sei A eine zentraleinfache k-Algebra. Wie aus obigem Satz
hervorgeht, ist die k-Dimension von A eine Quadratzahl. Ist dimA = d2, so
heißt
degA := d
51Es muß lediglich vorausgesetzt werden, daß das Zentrum Z(A) in dem algebraisch
abgeschlossenen Oberko¨rper k , der der Skalarbereich aller betrachteten Varieta¨ten ist,
enthalten ist.
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der Grad von A. Ist A ∼= MatrD wie oben und dimD = s2, so heißt
indA := s
der Index von A.
Definition. Zwei zentraleinfache k-Algebren A ∼= MatrD und B ∼= MatsD′
heißen a¨quivalent (in Zeichen A ∼ B), wenn D und D′ isomorph sind.
Sei A eine einfache, endlichdimensionale k-Algebra. Zuna¨chst wird gezeigt,
daß dann die Voraussetzung des letzten Kapitels in vielen Fa¨llen erfu¨llt ist.
Lemma 4.3. Ist Z(A) als k-Algebra endlich erzeugt, so gibt es eine endli-
che52 Teilmenge T ⊆ A∗ aus invertierbaren Elementen mit k[T ] = A.
Beweis. Ist T ⊆ A∗ mit Z(A)[T ] = A und Z(A) = k[α1, . . . , αr] mit αi 6= 0,
so ist
T ′ :=
{
tαi | t ∈ T, i = 1, . . . , r }
eine Teilmenge von A∗ mit k[T ′] = A. Es kann also k = Z(A) angenommen
werden. A ist zentraleinfach u¨ber dem Zentrum Z(A). Sei o. E. A = MatrD
zentraleinfach, D eine k-Divisionsalgebra und k = Z(A).
Zeige, daß es sogar eine k-Vektorraumbasis von A aus invertierbaren Elemen-
ten gibt. Sei {di} eine k-Vektorraumbasis vonD. Falls es eine k-Vektorraum-
basis {ej} von Matr k aus invertierbaren Elementen gibt, so ist {ej⊗di} solch
eine Menge T . Es reicht also, die Behauptung fu¨r Matr k mit r ≥ 2 zu zeigen.
Sei ei,j ∈ Matr k die Matrix, die an der Position (i, j) eine Eins und sonst
Nullen als Eintra¨ge hat, und Er die Einheitsmatrix in Matr k. Definiere:
Ei,j := Er + ei,j fu¨r i 6= j,
Di := Ei,i − ei,i + ei,i−1 + ei−1,i fu¨r i ≥ 2,
d.h.
Ei,j =

1 0
1
. . .
0 1

j
↓
←i
, Di =

1 0
. . .
1 1
1 0
. . .
0 1

←i−1
←i
.
52Tatsa¨chlich ist die Endlichkeit der Menge T fu¨r den Beweis, daß darstellungsinvariante
Grassmann-Varieta¨ten abgeschlossen sind, nicht notwendig, so daß die entsprechende Vor-
aussetzung des Lemmas fallen gelassen werden ko¨nnte. Sie dient nur der Vereinfachung.
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Dann ist {Er, Ei,j, Dl | i 6= j, l ≥ 2} eine linear unabha¨ngige Teilmenge aus
invertierbaren Matrizen, die Matr k erzeugt. Dies ist leicht einzusehen, wenn
man beru¨cksichtigt, daß die Matrizen(
1 0
0 1
)
,
(
1 1
0 1
)
,
(
1 0
1 1
)
,
(
1 1
1 0
)
linear unabha¨ngig sind.
Sei ab hier jede k-Algebra A darstellbar in der Form A = k[T ] mit einer
endlichen Menge T ⊆ A∗. Nach dem Lemma oben ist diese Voraussetzung
fu¨r alle zentraleinfachen k-Algebren erfu¨llt.
Definition. Sei A eine einfache k-Algebra.
i) Ist θ : A −→ Matr k eine Darstellung, so heißt
deg θ := r
der Grad der Darstellung.
ii) Seien θ1 : A −→ Matn1 k und θ2 : A −→ Matn2 k Darstellungen von A.
Bezeichne mit θ1 ⊕ θ2 die Darstellung
θ1⊕θ2 : A −→ Matn1+n2 k;α 7−→
(
θ1(α) 0
0 θ2(α)
)
.
iii) Sei θ : A −→ Matn k eine Darstellung. θ heißt reduzibel, falls sich θ
schreiben la¨ßt in der Form
θ = θ1⊕ θ2
mit Darstellungen θ1 und θ2 von A. Anderenfalls heißt θ irreduzibel.
iv) Sei θ : A −→ Matn k eine Darstellung und r ∈ IN. Die auf Seite 52
definierte Darstellung rθ la¨ßt sich schreiben als
rθ := θ ⊕ . . .⊕ θ︸ ︷︷ ︸
r-mal
.
Die folgenden Aussagen u¨ber einfache Algebren findet man etwa bei Pierce
([33], chaps. 3 & 5) bewiesen:
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Satz 4.4. Sei A eine einfache k-Algebra.
i) Alle minimalen Linksideale von A sind isomorph, alle irreduziblen Dar-
stellungen von A sind a¨quivalent.
ii) Ist L ein minimales Linkssideal von A und M ein A-Modul, so gilt
M ∼=
r⊕
i=1
L fu¨r ein r ∈ IN
als Summe von A-Moduln.
iii) Ist θ : A −→ Matn k eine Darstellung von A, so gilt
θ ∼= rθˆ fu¨r ein r ∈ IN
mit einer irreduziblen Darstellung θˆ.
iv) Ist L ein minimales Linksideal und θˆ eine irreduzible k-Darstellung von
A, so gilt
deg θˆ = dimk L.
Lemma 4.5. Sei B eine k-Algebra, A die Matrixalgebra Matr B u¨ber B fu¨r
ein r ∈ IN und I ⊆ B ein Linksideal von B der k-Dimension n. Bezeichne
mit Iˆ die zu I k-isomorphe Teilmenge der Matrizen von A, die an der Po-
sition (1, 1) ein Element aus I und sonst Null als Eintra¨ge haben. Dann ist
I ′ := AIˆ ⊆ A ein Linksideal von A der Dimension nr. Ist I minimal, so ist
I ′ minimal.
Beweis. Sei d1, . . . , dn eine k-Basis von Iˆ und eij die Matrix aus Matr B, die
an der Position (i, j) eine Eins und sonst Null als Eintra¨ge hat. Dann ist
e11d1, e11d2, . . . , e11dn, e21d1, . . . , . . . , er1dn
eine k-Basis von AIˆ, denn: Die Vektoren sind u¨ber k linear unabha¨ngig. Sei
(aij)ij ∈ A und ∑l βldl ∈ Iˆ mit βl ∈ k. Dann ist
(aij)ij
 ∑l βldl 0  =
 a11
∑
l βldl
... 0
a11
∑
l βldl
 = ∑
i=1,...,r
l=1,...,n
ai1βlei1dl .
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Sei I 6= (0) minimal und J ⊆ I ′ ein nichttriviales Linksideal. Sei a :=
(aij)ij ∈ J . Es ist aij = 0 fu¨r alle j ≥ 2, da a ∈ I ′. Dann ist e11a ∈ Iˆ
und Be11a ⊆ Iˆ. Wa¨re Be11a 6= Iˆ, so wa¨re Ba11 ⊆ I ein echt kleineres
nichttriviales Linksideal, ein Widerspruch zur Minimalita¨t von I. Also ist
Iˆ ⊆ J , und somit ist AIˆ ⊆ J ⊆ I ′ = AIˆ, d. h. J = I ′.
Proposition 4.6.
i) Sei A eine zentraleinfache k-Algebra und θ : A −→ Matn k eine Dar-
stellung. Ist θ irreduzibel, so gilt
deg θ = degA indA .
ii) Sei A eine einfache k-Algebra und θ : A −→ Matn k eine irreduzible
Darstellung. Dann ist die Darstellung
θr : Matr A −→ Matrn k; a⊗α 7−→ a⊗θ(α)
irreduzibel.
iii) Sei I ⊆ A ein Linksideal einer zentraleinfachen k-Algebra A. Dann gilt
degA
∣∣ dimk I .
Beweis. i) Sei A ∼= MatrD mit einer k-Divisionsalgebra D vom Grad s. Das
einzige nichttriviale Linksideal in D ist D selbst. Nach Lemma 4.5 haben
dann die minimalen Linksideale in A die Dimension rs2 = degA indA.
ii) Folgt aus Lemma 4.5.
iii) Klar.
4.2 Darstellungen einfacher Algebren
In diesem Abschnitt werden die Aussagen u¨ber einfache Algebren aus dem
vorigen Abschnitt auf die vorliegende Situation angewendet. Da nach Pro-
position 3.13 fu¨r a¨quivalente Darstellungen die θ-invarianten Grassmann-
Varieta¨ten isomorph sind, reicht es also nach Satz 4.4 iii), im Fall einer
einfachen k-Algebra A Darstellungen der Form rθˆ mit einer irreduziblen Dar-
stellung θˆ zu betrachten.
Sei θ = rθˆ eine k-Darstellung von A mit r ∈ IN und einer irreduziblen
Darstellung θˆ : A −→ Mats k. Sei 〈b〉 ∈ Grassθ/k(n, d) mit Zahlen n, d ∈ IN,
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wobei n = rs ist, und b = (b1| . . . |bd) ∈ Stn,d k, d. h. die bi sind die Spalten53
von b. Aus Satz 4.4 folgt, daß
dim
(
θ(A)bi
)
= s
und
θ(A)bi∩θ(A)bj 6= {0} =⇒ θ(A)bi = θ(A)bj
fu¨r alle i, j gilt. Es gibt also stets b(i) ∈ Stn,s k fu¨r i = 1, . . . , ν mit d = νs
und54
〈b〉 =
ν⊕
i=1
〈b(i)〉.
Dabei kann angenommen werden, das in jeder Matrix b(i) ein Vektor bj als
Spaltenvektor steht. Schreibe die Matrizen b(i) als
b(i) =
 b
(i,1)
...
b(i,r)

mit b(i,j) ∈ Mats k. Dann gilt
〈b〉 ∈ Grassθ/k(n, d) =⇒ θ(A)〈b(i)〉 ⊆ 〈b(i)〉
=⇒ θ˜(A)〈b(i,j)〉 ⊆ 〈b(i,j)〉
fu¨r alle j = 1, . . . , r.
Sei b ∈ Strs,νs k definiert durch b(i,i) := Es fu¨r i = 1, . . . , ν und b(i,j) := 0 fu¨r
i = 1, . . . , ν und j = 1, . . . , r mit i 6= j, wobei Es die Einheits- und 0 die
Nullmatrix ist. Dann ist
〈b〉 ∈ Grassθ/k(rs, νs) .
Diese U¨berlegungen fu¨hren zu
Proposition 4.7. Sei θ : A −→ Mats k eine irreduzible Darstellung einer
einfachen k-Algebra A, r, ν, d ∈ IN mit ν ≤ r und n := rs.
i) Grassrθ/k(n, d) 6= ∅ ⇐⇒ s | d.
53Vgl. die Definition auf S. 16.
54Die direkte Summe ist als Summe von A-Moduln gemeint.
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ii) Grassθ/k(s, d) =
{ {〈0〉}, falls d = 0
{ks}, falls d = s .
Sei 〈b〉 ∈ Grassrθ/k(n, d).
iii) Es gibt b(i) ∈ Stn,s k mit
〈b〉 =
ν⊕
i=1
〈b(i)〉 und 〈b(i)〉 ∈ Grassrθ/k(n, s) .
iv) Mit obigen Bezeichnungen gilt fu¨r alle i, j
〈b(i,j)〉 ∈ Grassθ˜/k(s, di,j)
mit di,j = 0 oder di,j = s.
Nun werden die Morphismen55 γ und η fu¨r Algebren und Darstellungen mit
bestimmten Eigenschaften betrachtet. Die in der na¨chsten Proposition be-
nutzte Eigenschaft einer Darstellung θ, irreduzibel und surjektiv zu sein, wird
z.B. von Isomorphismen θ : Mats k −→ Mats k erfu¨llt.
Proposition 4.8. Seien θ : A −→ Mats k und θ′ : B −→ Matr k Darstel-
lungen von k-Algebren A und B und ν ∈ IN mit ν ≤ r. Ist A einfach und θ
irreduzibel und surjektiv, so ist der Morphismus
γ˜ : Vθ′/k(r, ν) −→ Vθ⊗θ′/k(rs, νs)
Ψ(b) 7−→ Ψ(Es ⊗ b)
aus Satz 3.16 surjektiv.
Beweis. Sei a ∈ Stθ⊗θ′/k(rs, νs). Durch die Festsetzung αu := (θ(α)⊗Er)u
fu¨r u ∈ 〈a〉 und α ∈ A ist 〈a〉 ein A-Modul. Da deg θ = s, so ist
〈a〉 =
ν⊕
i=1
〈a(i)〉
mit a(i) ∈ Strs,s k . Fu¨r a(i) gilt
(θ(α)⊗Er)〈a(i)〉 ⊆ 〈a(i)〉
fu¨r α ∈ A. Da θ surjektiv ist, liegen die Matrizen eij ∈ Mats k, die nur
an der Position (i, j) eine Eins und sonst Null als Eintrag haben, im Bild
55Siehe Seite 53 bzw. 54.
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von θ. Sei ai ∈ 〈a(i)〉 ein beliebiger Vektor ungleich dem Nullvektor und
aji := (ej1⊗Er)ai fu¨r alle i, j. Dann gilt aji ∈ 〈a(i)〉 fu¨r alle i, j. Die Vektoren
a1i , . . . , a
s
i sind linear unabha¨ngig und bilden eine Basis von 〈a(i)〉. Ist aˆi der
Vektor aus kr, der als Eintra¨ge die ersten r Eintra¨ge des Vektors ai hat, so
la¨ßt sich die Matrix (a1i | . . . |asi ) schreiben als
(a1i | . . . |asi ) = Es⊗ aˆi .
Es ist also 〈Es ⊗ aˆi〉 = 〈a(i)〉. Ist aˆ := (aˆ1| . . . |aˆν), so ist
〈Es⊗ aˆ〉 = 〈a〉 .
Korollar 4.9. Sei A = Mats k und θˆ : A −→ Mats k eine irreduzible Dar-
stellung, d. h. ein Isomorphismus. Dann ist der Morphismus
γ˜ : Vk(r, ν) −→ Vrθˆ(rs, νs); Ψ(a) 7−→ Ψ(Es⊗a)
surjektiv.
Beweis. Die Aussage folgt aus Proposition 4.8: Sei B := {0} trivial und
θ′ : 0 7−→ Er. Dann ist Vθ′/k(r, ν) = Vk(r, ν) und θˆ ⊗ θ′ = rθˆ.
Satz 4.10. Ist θ : A −→ Matn k eine Darstellung einer einfachen k-Algebra
A, so sind Stθ/k(n, d) und Vθ/k(n, d) irreduzibel.
Beweis. A ist zentraleinfach u¨ber dem Zentrum Z(A). Da sich die geo-
metrischen Eigenschaften der hier betrachteten Varieta¨ten bei Skalarerwei-
terung nicht a¨ndern, kann o. E. Z(A) = k angenommen werden. Sei K ein
Zerfa¨llungsko¨rper von A. Dann gilt MatsK ∼= A ⊗k K fu¨r ein s ∈ IN. Sei
g : MatsK −→ A⊗kK ein Isomorphismus. Die Darstellung θK : A⊗kK −→
MatnK von A induziert eine Darstellung θ∗ := θK ◦ g von Mats k, die nach
Satz 4.4 iii) a¨quivalent zu einer Darstellung der Form θ∗ = rθˆ mit einer irre-
duziblen Darstellung θˆ ist. Die Darstellung θˆ ist nach Lemma 4.5 vom Grad
s, also ein Isomorphismus θˆ : MatsK −→ MatsK. Damit gilt
Vθ/k(n, d) = VθK/K(n, d) ∼= Vθ∗/K(n, d) ∼= Vrθˆ/k(n, d).
Es ist n = rs. Ist s kein Teiler von d, so ist Vθ/k(n, d) leer. Sei also d = νs.
Nach Korollar 4.9 ist der Morphismus
γ˜ : Vk(r, ν) −→ Vrθˆ(rs, νs); Ψ(a) 7−→ Ψ(Es⊗a)
surjektiv. Da Vk(r, ν) nach Satz 3.7 irreduzibel ist, ist es auch Vrθˆ/k(n, d)
und somit auch Vθ/k(n, d). Da Stθ/k(n, d) := Ψ−1
(
Vθ/k(n, d)
)
ist (vgl. die
Definition auf Seite 44), ist auch Stθ/k(n, d) irreduzibel.
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Satz 4.11. Seien θ : A −→ Mats k und θ′ : B −→ Matr k Darstellungen von
k-Algebren A und B und ν ∈ IN mit ν ≤ r. Ist A einfach und θ irreduzibel
und surjektiv, so ist der Morphismus
γ˜ : Vθ′/k(r, ν) −→ Vθ⊗θ′/k(rs, νs) .
Ψ(b) 7−→ Ψ(Es ⊗ b)
ein u¨ber k definierter Isomorphismus.
Beweis. Nach Proposition 3.16, Proposition 4.8 und Satz 4.10 ist
γ : Stθ′/k(r, ν) −→ Stθ⊗θ′/k(rs, νs)
b 7−→ Es ⊗ b
ein vertra¨glicher Morphismus irreduzibler Varieta¨ten, so daß der induzierte
Morphismus γ˜ bijektiv ist. Deshalb ist γ˜ nach Satz 3.11 ein Isomorphismus.
Dieser Satz fu¨hrt zu den folgenden Korollaren:
Korollar 4.12. Sei θ′ : B −→ Matr k eine Darstellung einer k-Algebra B
und ν ∈ IN mit ν ≤ r. Dann ist56
θ′s : MatsB −→ Matrs k
a⊗ β 7−→ a⊗ θ′(β)
mit a ∈ Mats k und β ∈ B eine Darstellung von MatsB und es gilt
Vθ′/k(r, ν) ∼=k Vθ′s/k(rs, νs) .
Korollar 4.13. Sei θ : A −→ Matn k eine Darstellungen einer einfachen
k-Algebra A. Sei θ ∼= rθˆ mit einer irreduziblen Darstellung θˆ : A −→ Mats k.
Dann ist n = rs. Sei ν ∈ IN mit ν ≤ r. Ist θˆ surjektiv, so gilt
Vk(r, ν) ∼=k Vθ/k(rs, νs) .
4.3 Invarianzvarieta¨ten von einfachen Alge-
bren
Die Beschreibung von Invarianzvarieta¨ten in Abschnitt 3.3 durch Eigenra¨ume
wird in diesem Abschnitt fortgesetzt. Dort wurde gezeigt, daß Invarianzva-
rieta¨ten stets als Projektivierung der Vereinigung von Untervektorra¨umen
von
∧d kn geschrieben werden ko¨nnen:
InvTθ/k(n, d) = P
⋃
Λ∈L
UΛ mit UΛ =
⋂
α∈T
Eigλα θ˜(α),
56Vgl. die Definition ii) auf Seite 52.
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wobei L die Menge aller Tupel Λ = ( λα | α ∈ T ) von Eigenwerten λα zu den
Matrizen θ˜(α) ist. Es wird sich zeigen, daß, wenn A einfach ist, bei der Be-
stimmung der θ-invarianten Grassmann-Varieta¨t Vθ/k(n, d) als Durchschnitt
Vk(n, d)∩ InvTθ/k(n, d)
nur ein spezieller Untervektorraum UΛ0 relevant ist, denn Vθ/k(n, d) ist in
PUΛ0 enthalten. Diese Varieta¨t PUΛ0 wird reduzierte Linksidealvarieta¨t ge-
nannt.
Sei A eine einfache k-Algebra, θˆ : A −→ Mats k eine irreduzible Darstellung
von A und θ : A −→ Matrs k eine beliebige Darstellung mit r ∈ IN. Dann
gibt es nach Satz 4.4 iii) eine Matrix a ∈ GLrs k mit
Mats k Matrs k ,-r·
A Matrs k-
θ
?
θˆ
6
a−1. a
d. h. θ(α) = a−1(rθˆ)(α)a fu¨r alle α ∈ A. Dann gilt fu¨r b ∈ Strs,νs k und fu¨r
α ∈ A∗
α∧b = λα∧b fu¨r ein λα ∈ k
⇐⇒ θ(α)b = bc fu¨r ein c ∈ GLνs k
⇐⇒ a−1(rθˆ)(α)ab = bc fu¨r ein c ∈ GLνs k
⇐⇒ (rθˆ)(α)ab = abc fu¨r ein c ∈ GLνs k .
Fu¨r die Werte λα kommen nur Eigenwerte der Matrix57 θ˜(α) in Frage. Es
wird nun gezeigt, daß fu¨r λα nur ein Wert in Frage kommt.
Ist 〈b〉 ∈ Grassθ/k(rs, νs), so ist 〈ab〉 ∈ Grassrθˆ/k(rs, νs), und 〈ab〉 la¨ßt sich
wie in Proposition 4.7 schreiben als
〈ab〉 =
ν⊕
i=1
〈b(i)〉
mit b(i) ∈ Strs,s k. Es gibt also eine Matrix c˜ ∈ GLνs k, so daß abc˜ = b˜ mit
b˜ := (b(1)| . . . |b(ν)) ∈ Strs,νs k gilt. Da die Untervektorra¨ume 〈b(i)〉 invariant
57Siehe dazu Abschnitt 3.3. Zur Definition von θ˜ siehe Bemerkung 2.5.
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unter der Operation von A durch rθˆ sind, gibt es Matrizen ci ∈ GLs k, so
daß
rθˆ(α)b(i) = b(i)ci
fu¨r i = 1, . . . , ν. Da es immer ein M ∈ Ms,rs gibt, so daß (rθˆ(α)b(i))M =
θˆ(α)(b(i)M ) und det b
(i)
M 6= 0 gilt, ist auch stets
det θˆ(α) = det ci.
Definiere
c◦ =
 c1 0. . .
0 cν
 .
Dann ist
rθˆ(α)b˜ = b˜c◦ ⇐⇒ rθˆ(α)abc˜ = abc˜c◦
und damit ist c = c˜c◦c˜−1, d. h.
det c = det c◦ = det θˆ(α)ν .
Nach Proposition 2.6 ist λα = det c. Es folgt
Satz 4.14. Sei A einfach und θ : A −→ Matn k eine Darstellung. Sei θ ∼= rθˆ,
wobei θˆ : A −→ Mats k eine irreduzible Darstellung ist. Dann ist n = rs.
Sei d = νs ∈ IN mit d ≤ n. Dann gibt es fu¨r jedes α ∈ T einen Eigenwert
λα der Matrix58 θ˜(α), so daß gilt
Vθ/k(n, d) ⊆ P
⋂
α∈T
Eigλα θ˜(α) ,
na¨mlich λα = det θˆ(α)ν.
Definition. Die Varieta¨t
I˜nv
T
θ/k(n, d) := P
⋂
α∈T
Eigdet θˆ(α)ν θ˜(α)
heißt reduzierte Invarianzvarieta¨t .
58Zur Definition von θ˜ siehe Bemerkung 2.5.
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Korollar 4.15.
Vθ/k(n, d) = Vk(n, d)∩ I˜nvTθ/k(n, d).
Ist A zentraleinfach, so la¨ßt sich det θˆ als reduzierte Norm deuten: Ist A zen-
traleinfach und K ein Zerfa¨llungsko¨rper von A, so gibt es einen Isomorphis-
mus A⊗k K ∼= MatnK fu¨r ein n ∈ IN. Schra¨nkt man diesen Isomorphismus
auf A ∼= A ⊗k 1K ein, so erha¨lt man eine sogenannte Zerfa¨llungsdarstellung
ψ : A −→ MatnK von A. Die Abbildung
NredA/k : A −→ k;α 7−→ detψ(α)
ist von der Wahl des Zerfa¨llungsko¨rpers und von ψ unabha¨ngig und heißt
reduzierte Norm von A.59
Sei nun A eine zentraleinfache k-Algebra vom Grad degA = d, K ein
Zerfa¨llungsko¨rper und θˆ : AK −→ MatdK ein Isomorphismus mit AK :=
A ⊗k K. Ist θ : A −→ Matrd k eine beliebige Darstellung, so folgt aus Satz
4.14
Korollar 4.16. Ist A zentraleinfach, so gilt
I˜nv
T
θ/k(rd, νd) = P
⋂
α∈T
EigNredαν θ˜(α),
d. h.
det θˆ(α) = NredA/k(α) .
Beweis.
det θˆ(α) = NredAK/K(α⊗1K) = NredA/k(α).
Die rechte Gleichung ist ein allgemeiner Satz u¨ber das Verhalten der reduzier-
ten Norm bei Skalarerweiterung, siehe z. B. Pierce [33], p. 296, Corollary b.
4.4 Eigenschaften von darstellungsinvarianten
Grassmann-Varieta¨ten zentraleinfacher
Algebren
Sei in diesem Abschnitt A eine zentraleinfache k-Algebra vom Grad d. Seien
µ, ν ∈ IN mit ν ≤ µ und sei
θ : A −→ Matµd k
59Zur Definition und zu den Eigenschaften der reduzierten Norm siehe Pierce [33], chap.
16, oder Draxl [13], par. 22.
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eine k-Darstellung von A. Ziel dieses Abschnitts ist, einige grundlegende
Eigenschaften der darstellungsinvarianten Grassmann-Varieta¨t
Vθ/k(µd, νd)
zu beweisen.
Bemerkung 4.17. Eine irreduzible Darstellung von A hat nach Proposition
4.6 i) den Grad degA indA. Demnach ist indA ein Teiler von µ.
Definition. Sei m ∈ IN eine Zahl und K/k eine Ko¨rpererweiterung. K heißt
1
m-Zerfa¨llungsko¨rper
60 von A, wenn ind(A⊗k K) ein Teiler von m ist.
Ein Erweiterungsko¨rper K/k ist ein Zerfa¨llungsko¨rper, wenn der Index von
A⊗kK gleich Eins ist, d. h. ein Zerfa¨llungsko¨rper ist ein 11 -Zerfa¨llungsko¨rper.
Ein Zerfa¨llungsko¨rper ist immer auch ein 1ν -Zerfa¨llungsko¨rper. Es gibt also
fu¨r zentraleinfache Algebren stets 1ν -Zerfa¨llungsko¨rper (siehe Satz 4.2 ii)). Ist
K/k ein beliebiger Erweiterungsko¨rper, so wird die Abku¨rzung
AK := A⊗kK
verwendet.
Satz 4.18. Sei K/k ein 1ν -Zerfa¨llungsko¨rper von A und AK
∼= MatrD mit
einer K-Divisionsalgebra D vom Grad s und r ∈ IN. Dann gibt es µ′, ν ′ ∈ IN
mit ν = ν ′s und µ = µ′s, und es gilt 61
i) Vθ/k(µd, νd) ∼=K VD(µ′, ν ′).
ii) V MD (µ
′, ν ′) ∼=K A(µ−ν)ν.
Beweis. Die Teilbarkeit von µ durch s folgt aus obiger Bemerkung, diejenige
von ν durch s ist vorausgesetzt. Sei θD : D −→ Mats2 K eine regula¨re
Darstellung von D. Da θD irreduzibel ist, ist die Darstellung
θrD : MatrD −→ Matrs2 K; (aij)ij 7−→
(
θD(aij)
)
ij
nach Proposition 4.6 ii) auch irreduzibel. Wegen AK ∼= MatrD ist θK ∼=
µ′(θrD) ∼= (µ′θD)r. Damit gilt
Vθ/k(µd, νd) ∼=k VθK/K(µd, νd) ∼=K V(µ′θD)r/K(µ′rs2, ν ′rs2).
60Diese Bezeichnung stammt nach Blanchet ([5], p. 98) von Jacobson (ohne weiteren
Verweis).
61M sei der Index (1, . . . , ν′s2) ∈Mν′s2,µ′s2 .
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Nach Definition ist
VD(µ′, ν ′) = Vµ′θD/K(µ′s2, ν ′s2).
Nach Korollar 4.12 gilt
Vµ′θD/K(µ
′s2, ν ′s2) ∼=K V(µ′θD)r/K(µ′s2r, ν ′s2r)
und i) folgt. Mit M := (1, . . . , ν ′s2) ∈Mν′s2,µ′s2 folgt ii) aus Satz 3.19:
V MD (µ
′, ν ′) = V Mµ′θD/K(µ
′s2, ν ′s2) ∼=K Mat(µ′−ν′)s2,ν′ k .
Korollar 4.19. Vθ/k(µd, νd) ist Twistung der Grassmann-Varieta¨t Vk(µ, ν).
Beweis. Sei K ein Zerfa¨llungsko¨rper von A. Dann ist AK ∼= MatdK und
nach Satz 4.18 i) gilt
Vθ/k(µd, νd) ∼=K Vk(µ, ν).
Korollar 4.20. dimVθ/k(µd, νd) = ν(µ− ν) .
Beweis. Folgt aus Satz 4.18 ii).
Es folgt der angeku¨ndigte Satz, der einen Zusammenhang zwischen dem
Zerfall einer zentraleinfachen Algebra A u¨ber einem Ko¨rper K/k und der
Existenz von K-rationalen Punkten der darstellungsinvarianten Grassmann-
Varieta¨ten Vθ/k(µd, νd) herstellt, insbesondere in Form der beiden folgenden
Korollare.
Satz 4.21. Fu¨r eine Ko¨rpererweiterung K/k sind folgende Aussagen a¨qui-
valent:
i) Vθ/k(µd, νd) hat einen K-rationalen Punkt.
ii) K ist ein 1ν -Zerfa¨llungsko¨rper von A.
iii) ind(A⊗k K) ∣∣ ν.
iv) K(Vθ/k(µd, νd)/K ist rein transzendente Ko¨rpererweiterung.
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Beweis. ”i) =⇒ ii)”: Hat Vθ/k(µd, νd) ∼= VθK/K(µd, νd) einen K-rationalen
Punkt, so gibt es ein Element 〈b〉 ∈ GrassθK/K(µd, νd). Der Grad einer irre-
duziblen Darstellung von A ist nach Proposition 4.6 i) gleich indA degA =
d indA, und nach Proposition 4.7 i) teilt er νd.
”ii) =⇒ iii)“: Definition.
”iii) =⇒ iv)“: Ist K/k ein 1ν -Zerfa¨llungsko¨rper von A, so folgt aus Satz 4.18,
daß Vθ/k(µd, νd) und A(µ−ν)ν u¨ber K birational a¨quivalent sind.
”iv) =⇒ i)“: Klar.
Fu¨r eine zentraleinfache k-Algebra A, eine regula¨re Darstellung θA : A −→
Matd2 k und eine Zahl ν ∈ IN mit ν ≤ degA wird mit
VA,ν := VθA/k(d
2, νd)
die Brauer-Severi-Varieta¨t von A vom Rang ν bezeichnet (siehe Abschnitt
3.2). Sei VA := VA,1.
Korollar 4.22. Fu¨r eine Ko¨rpererweiterung K/k sind folgende Aussagen
a¨quivalent:
i) VA,ν hat einen K-rationalen Punkt.
ii) K ist 1ν -Zerfa¨llungsko¨rper von A.
Korollar 4.23. Fu¨r eine Ko¨rpererweiterung K/k sind folgende Aussagen
a¨quivalent:
i) VA hat einen K-rationalen Punkt.
ii) K ist Zerfa¨llungsko¨rper von A.
iii) A⊗k K ∼= MatdK.
Teil II
Linksidealvarieta¨ten von
verschra¨nkten
Gruppenalgebren
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Kapitel 5
Linksidealvarieta¨ten von
Gruppenalgebren
Bei der Definition von darstellungsinvarianten Grassmann-Varieta¨ten treten
Invarianzvarita¨ten auf (siehe Seite 37), die folgendermaßen durch eine Menge
von Gleichungen definiert werden:
InvTθ/k(n, d) := Z
({
BαM,N(x) |M,N ∈Md, α ∈ T
})
.
Diese Menge ist im allgemeinen recht groß. Sie besteht zum Beispiel im Fall
der Linksidealvarieta¨t LTA,1 einer Symbolalgebra vom Grad 3 (fu¨r die |T | = 2
ist, siehe Abschnitt 6.3) aus 2 · (93) · (93) = 14112 Gleichungen.62
Das Ziel dieses Kapitels ist es, eine u¨berschaubarere Beschreibung von Inva-
rianzvarieta¨ten fu¨r den Fall zentraleinfacher verschra¨nkter Gruppenalgebren
zu finden (siehe Sa¨tze 5.13 und 5.14). Dabei werden allerdings nur die Inva-
rianzvarieta¨ten von regula¨ren Darstellungen betrachtet, d. h. die Linksideal-
varieta¨ten.
5.1 Verschra¨nkte Gruppenalgebren
Sei G eine endliche Gruppe der Ordnung n und (s) ∈ H2(G, k∗) eine 2-Ko-
zykelklasse, wobei G trivial auf k∗ operiert. Sei s ein normierter Repra¨sen-
tant63 von (s), und A die verschra¨nkte Gruppenalgebra (G, s)k
A =
⊕
σ∈G
keσ , eσeτ := sσ,τeστ (σ, τ ∈ G).
62Natu¨rlich lassen sich schnell einige Gleichungen, die mehrfach auftreten, wegstreichen,
aber die Anzahl bleibt im allgemeinen groß.
63D. h. es gilt sσ,1 = 1 = s1,σ fu¨r alle σ ∈ G.
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Im folgenden werden einige Tatsachen aufgelistet, die hier im Zusammenhang
mit verschra¨nkten Gruppenalgebren wichtig werden.
Bemerkung 5.1.
i) Das Einselement von A ist e1G , da: eσe1 = sσ,1eσ = eσ.
ii) Die Elemente eσ sind invertierbar: eσ(s−1σ,σ−1eσ−1) = e1.
Satz 5.2. Sei A eine zentraleinfache k-Algebra vom Grad d und a ∈ A∗ ein
invertierbares Element. Dann gilt fu¨r die k-Unteralgebra E := k[a] ⊆ A
dimk E ≤ d.
Beweis. Aus den Rechenregeln fu¨r das Tensorprodukt folgt, daß fu¨r eine
Ko¨rpererweiterung K/k
k[a]⊗kK ∼= K[a⊗1] ⊆ A⊗kK
und damit dimk k[a] = dimK K[a ⊗ 1] gilt. Sei also o. E. k algebraisch
abgeschlossen. Sei f := Mipok(a) das Minimalpolynom von a in A, r :=
grad(f) = dimk E und seien α1, . . . , αr die Nullstellen von f in k. Betrachte
den Isomorphismus θ : E −→ k × . . .× k, der gegeben ist durch die Isomor-
phismen
k[a] −→ k[t]/(f) −→ k[t]/(t− α1)× . . .× k[t]/(t− αr)
a 7−→ t+ (f) 7−→ (t+ (t− α1), . . . , t+ (t− αr))
und
k[t]/(t− α) −→ k .
t 7−→ α
Seien ei ∈ E die Urbilder der 1 in der i-ten Komponente von k × . . . × k
unter θ, i=1,. . . ,r. Diese ei sind paarweise orthogonale Idempotente von A,
d. h. es gilt
e2i = ei und eiej = 0 fu¨r i 6= j .
Dann ist fu¨r i 6= j der Durchschnitt zweier Linksideale Aei und Aej gleich
(0), denn: Sei i 6= j und b ∈ Aei ∩ Aej, d.h. b = b′ei = b′′ej. Dann ist
bei = b′eiei = b′ei = b′′ejei = 0,
d. h. b = b′ei = 0. Dann ist
r⊕
i=1
Aei ⊆ A
ein Linksideal von A. Nach Proposition 4.6 iii) ist dimk Aei ≥ degA, und
deshalb ist r ≤ d.
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Korollar 5.3. Sei A := (G, s)k eine verschra¨nkte Gruppenalgebra. Es gilt
A zentraleinfach =⇒ expG ≤ degA .
Beweis. Sei σ ∈ G. Dann ist ordG σ = dimk k[eσ] ≤ degA.
Ein wichtiges Problem ist es, eine U¨bersicht u¨ber zentraleinfache verschra¨nk-
te Gruppenalgebren zu gewinnen. Dieses Problem ist fu¨r eine gro¨ßere Klasse
von Algebren behandelt worden, na¨mlich fu¨r projektive Schur-Algebren: Eine
zentraleinfache k-Algebra heißt projektive Schur-Algebra, falls sie als homo-
morphes Bild einer verschra¨nkten Gruppenalgebra geschrieben werden kann.
Die von den Klassen, die projektive Schur-Algebren enthalten, erzeugte Un-
tergruppe PS(k) ≤ Br(k) der Brauergruppe heißt projektive Schur-Gruppe
von k. Ist k ein Zahlko¨rper, so gilt64
PS(k) = Br(k).
Allerdings gibt es auch Beispiele von Ko¨rpern k, fu¨r die gilt65
PS(k) 6= Br(k).
Insbesondere lassen sich also nicht alle zentraleinfachen Algebren als ver-
schra¨nkte Produkte schreiben.
Einfache Beispiele fu¨r zentraleinfache verschra¨nkte Gruppenalgebren stellen
Symbolalgebren dar.66 Diese lassen sich na¨mlich als verschra¨nkte Gruppenal-
gebren u¨ber Gruppen der Form ZZd × ZZd schreiben.67
Liegt eine zentraleinfache Algebra A in einer speziellen Form vor, so lassen
sich unter Umsta¨nden Kriterien dafu¨r angeben, ob sich A als verschra¨nkte
Gruppenalgebra schreiben la¨ßt. Siehe auch Seite 96.
Bei Iwahori / Matsumoto ([21], Lemma 5.1) ist ein Kriterium angegeben,
wann fu¨r eine Gruppe G ein Kozykel c mit (c) ∈ H2(G, k∗) existiert, so daß
(G, c)k zentraleinfach ist. Dort finden sich auch zwei Beispiele68 von Gruppen,
fu¨r die es Kozykel c gibt, so daß die zugeho¨rige verschra¨nkte Gruppenalgebra
zentraleinfach ist, und zwar fu¨rG = A4×ZZ3, wobei A4 ≤ S4 die alternierende
Gruppe vom Grad 4 ist, und fu¨r G = D4 × ZZ2 mit der Diedergruppe D4.
64Siehe Lorenz / Opolka [30], Satz 3.
65Siehe Aljadeff / Sonn [2].
66Siehe Abschnitt 6.2.
67Siehe Seite 103.
68Example 1. & 2.
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5.2 Induzierte Operation
Sei G eine endliche Gruppe der Ordnung n, auf der eine beliebige lineare
Ordnung ”<“ definiert ist. Sei (s) ∈ H2(G, k∗) eine 2-Kozykelklasse mit nor-
miertem Repra¨sentanten s und A die verschra¨nkte Gruppenalgebra (G, s)k.
Sei m ∈ IN mit 1 ≤ m < n. Die Elemente eM := eσ1 ∧ . . . ∧ eσm mit
M = (σ1, . . . , σm) ∈ Mm,G bilden eine k-Basis von ∧mA, wobei Mm,G wie
in Abschnitt 2.1 die Menge der bezu¨glich ”<“ geordneten m-Tupel von ver-
schiedenen Elementen aus G bezeichnet.
Die Linksmultiplikation in G induziert eine Operation von G auf Mm :=
Mm,G durch
σM :=
(
σσ1, . . . , σσm
) ∈Mm (∗)
mit M = (σ1, . . . , σm) ∈ Mm und σ ∈ G. Definiere fu¨r M = (σ1, . . . , σm) ∈
Mm und σ ∈ G die Faktoren
sσ(M) := signσ(M)
m∏
i=1
sσ,σi ,
wobei signσ(M) := signpi mit pi ∈ Sm, so daß σσpi(1) < . . . < σσpi(m). Die
Linksmultiplikation mit Basiselementen eσ in A
eσeτ = sσ,τeστ
la¨ßt sich beschreiben als eine Operation von G auf der Menge der Basisindi-
zes, die aus den Elementen vonG besteht, zusammen mit einer Multiplikation
mit einem Skalar. Analog la¨ßt sich die in Abschnitt 3.1 definierte induzierte
Operation von A auf
∧mA
A × ∧mA −→∧mA; (a, w) 7−→ a ·w
mit
a ·w :=∑
i
aui,1∧ . . .∧aui,m
fu¨r w =
∑
i ui,1 ∧ . . . ∧ ui,m ∈
∧mA und a ∈ A beschreiben durch obige
Operation (∗) von G aufMm und eine Multiplikation mit einem Skalar, und
zwar folgendermaßen:
Bemerkung 5.4. Fu¨r σ ∈ G und M ∈Mm gilt
eσ · eM = sσ(M) eσM .
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Beweis.
eσ · eM = eσeσ1 ∧ . . . ∧ eσeσm
= sσ,σ1eσσ1 ∧ . . . ∧ sσ,σmeσσm
=
m∏
i=1
sσ,σi
(
eσσ1 ∧ . . . ∧ eσσm
)
= signσ(M)
m∏
i=1
sσ,σi eσM
= sσ(M) eσM .
Die sich durch die induzierte Operation von G auf den Teilmengen von G
ergebende Bahnstruktur spielt eine wichtige Rolle bei der Beschreibung der
zu der Algebra A geho¨rigen Linksidealvarieta¨t, deshalb folgende
Definition. Sei σ ∈ G und M ∈Mm.
Bσ(M) :=
{
σiM | i ∈ IN0},
B(M) :=
{
σM | σ ∈ G}.
Definiere außerdem fu¨r σ, τ ∈ G und h := ordσ das Tupel
Bσ(τ) :=
(
τ, στ, σ2τ, . . . , σh−1τ
) ∈Mh,G.
Lemma 5.5. Fu¨r σ ∈ G und h := ordσ gilt
h−1∏
j=0
sσ,σjτ 1A = ehσ ∀ τ ∈ G.
Beweis. Aus
eσeτ = sσ,τ eστ
e2σeτ = sσ,τsσ,στ eσ2τ
...
ehσeτ =
h−1∏
j=0
sσ,σjτeσhτ =
h−1∏
j=0
sσ,σjτeτ .
ergibt sich nach Rechtsmultiplikation mit e−1τ die Aussage.
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Lemma 5.6. Sei M ∈Mm und σ, τ ∈ G mit h := ordσ. Dann gilt
i) signστ (M) = signσ(τM) signτ (M),
ii)
h−1∏
j=0
signσ(σ
jM) = 1,
iii) signσ
(
Bσ(τ)
)
= (−1)h−1,
iv) Ist M = N
•∪ N ′ ∈ Mm und sind N und N ′ invariant unter σ, d. h.
σN = N und σN ′ = N ′ ist, so gilt
signσ(M) = signσ(N) signσ(N
′).
Beweis. i) Sei M = (σ1, . . . , σm). Wegen
(σ1, . . . , σm)
↓ τ
(τσ1, . . . , τσm)
σ7→ (στσ1, . . . , στσm)
↓ pi ↓ pi′′
(τσpi(1), . . . , τσpi(m)) (στσpi′′(1), . . . , στσpi′′(m))
↓ σ ‖
(στσpi(1), . . . , στσpi(m)))
pi′7→ (στσpi′pi(1), . . . , στσpi′pi(m))
ist pi′pi = pi′′, wobei pi, pi′, pi′′ ∈ Sm die jeweiligen m-Tupel bezu¨glich der
Ordnung auf G sortieren. Aus signτ (M) = signpi, signσ(τM) = signpi′ und
signστ (M) = sign pi′′ folgt die Behauptung.
ii) Aus Teil i) folgt fu¨r jedes l ∈ IN induktiv
l−1∏
j=0
signσ(σ
jM) = signσl(M),
und damit erha¨lt man
h−1∏
j=0
signσ(σ
jM) = signσh(M) = signid(M) = 1.
iii) Falls h = 1, so ist signσ(Bσ(τ)) = 1 fu¨r jedes τ ∈ G. Falls h 6= 1, so
operiert σ auf Bσ(τ), und zwar so, daß kein Element fest bleibt. In Zyklen-
schreibweise hat σ als Element aus der symmetrischen Gruppe S(Bσ(τ)) also
die Form σ =
(
τ, στ, σ2τ, . . . , σh−1τ
)
und das Vorzeichen ist signσ(Bσ(τ)) =
(−1)h−1.
iv) Klar.
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Sei A ab hier zentraleinfach. Sei d = degA und m = µd mit 1 ≤ µ < d.
Proposition 5.7. Sei M0 ∈ Mm, σ ∈ G, h := ordσ und hˆ := h|Bσ(M0)| .
Dann gilt∏
M∈Bσ(M0)
sσ(M)hˆ = NredA eµhσ .
Beweis. Sei α :=
∏h−1
j=0 sσ,σjτ . Nach Lemma 5.5 ist α unabha¨ngig von der
Wahl eines bestimmten τ . Außerdem folgt mit Lemma 5.5
(NredA eσ)h = NredA ehσ = NredA α1A = α
d.
Da |Bσ(M)| ein Teiler von h ist, ergibt sich die Behauptung aus∏
M∈Bσ(M0)
sσ(M)
h
bσ(M) =
h−1∏
j=0
sσ(σjM) =
(
h−1∏
j=0
signσ(σ
jM)
)
︸ ︷︷ ︸
=1
nach Lemma 5.6 ii)
µd∏
i=1
h−1∏
j=0
sσ,σjσi︸ ︷︷ ︸
=α
= (Nred eσ)µh.
Lemma 5.8.
i) Sei σ ∈ G, M ∈ Mm mit σM = M . Dann ist ordσ ein Teiler von m
und es gilt mit ν := mordσ
sσ(M) = sσ
(
Bσ(τ)
)ν
und
sσ
(
Bσ(τ)
)
= (−1)ord(σ)−1
ord(σ)−1∏
i=0
sσ,σi
fu¨r beliebiges τ ∈ G.
ii) Fu¨r M,M ′ ∈Mm mit σM =M und σM ′ =M ′ gilt
sσ(M1) = sσ(M ′1).
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Beweis. i) Sei h := ordσ und α :=
∏h−1
i=0 sσ,σiτ . Nach Lemma 5.5 ist α
unabha¨ngig von der Wahl eines bestimmten τ und so folgt mit Lemma 5.6
iii) die zweite Aussage
sσ
(
Bσ(τ)
)
= signσ
(
Bσ(τ)
)
α = (−1)h−1
h−1∏
i=0
sσ,σi .
Da mit jedem ρ ∈ M auch alle Bilder unter σ in M liegen mu¨ssen, zerfa¨llt
M in einzelne Bahnen
M =
•⋃
ρ∈R
Bσ(ρ) ,
wobei jede Bahn h und das Repra¨sentantensystem R genau ν Elemente
entha¨lt. Insbesondere ist h ein Teiler von m. Nun ergibt sich unter Ver-
wendung von Lemma 5.6 iv)
sσ(M) = signσ(M)
∏
ρ∈M
sσ,ρ =
∏
ρ∈R
signσ (Bσ(ρ))∏
τ∈Bσ(ρ)
sσ,τ

=
(
(−1)h−1α)ν = sσ(Bσ(τ))ν .
ii) sσ(M) =
(
(−1)h−1α)ν = sσ(M ′).
Lemma 5.9. Falls expG
∣∣ d gilt, so gibt es fu¨r jedes σ ∈ G ein M ∈ Mm
mit
σM =M .
Beweis. Sei σ ∈ G und h := ordσ. Dann gilt h ∣∣ d, und es gibt sicher
r := dh Elemente τ1, . . . , τr ∈ G, die paarweise disjunkte Bahnen unter σ
haben. Dann gilt fu¨r jede Bahn σBσ(τi) = Bσ(τi), und fu¨r
M := Bσ(τ1)∪ . . .∪Bσ(τr)
gilt
σM = σBσ(τ1) ∪ . . . ∪ σBσ(τr)
= Bσ(τ1) ∪ . . . ∪Bσ(τr)
=M .
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5.3 Linksidealvarieta¨ten und Bahnstruktur
Sei G eine endliche Gruppe der Ordnung n = d2, auf der eine beliebige lineare
Ordnung ”<“ definiert ist, (s) ∈ H2(G, k∗) eine 2-Kozykelklasse mit normier-
tem Repra¨sentanten s und A die verschra¨nkte Gruppenalgebra (G, s)k, so daß
A zentraleinfach ist. Sei 1 ≤ µ < d und m := µd.
Um die Linksidealvarieta¨ten LTA,µ von A besser zu beschreiben, bieten sich
zwei Wege an. Einerseits vereinfachen sich in dieser Situation die definieren-
den Polynome
BαM,N(x) := xN
∑
M ′
xM ′Tα(M ′,M)−xM
∑
N ′
xN ′Tα(N ′, N)
mit α ∈ T und M,N ∈ Mm. Die Faktoren Tα(M ′,M) := det θ(α)M ′M lassen
sich auch definieren durch die Gleichung
α ·eM ′ =
∑
M
Tα(M ′,M)eM .
In der hier vorliegende Situation kann man T = {eσ | σ ∈ G0} wa¨hlen, wenn
G0 ⊆ G, so daß G = 〈G0〉. Man erha¨lt
eσ · eM ′ = sσ(M ′)eσM ′
und damit
Teσ(M
′,M) =
{
sσ(M ′) falls M = σM ′
0 sonst
.
Die Polynome nehmen nun folgende Gestalt an:
BσM,N(x) := B
eσ
σM,σN(x) = sσ(M)xMxσN−sσ(N)xσMxN . (∗)
Andererseits sind auch die Matrizen der induzierten regula¨ren Operation θ˜
sehr speziell und bieten einen gu¨nstigen Angriffspunkt.
Die Ergebnisse dieses Abschnitts wurden durch Betrachtung der Polynome
(∗) gefunden. Es stellte sich aber heraus, daß einige der auftretenden Proble-
me gerade durch diesen Ansatz verursacht werden. Der zweite Ansatz setzt
die Deutung der Invarianzbedingung als Eigenwertproblem fort. Konsequen-
terweise wird auch hier dieser Weg gewa¨hlt.
Werde G von G0 ⊆ G erzeugt, und sei T := {eσ|σ ∈ G0}. Die Linksideal-
varieta¨t LTA,µ ist unabha¨ngig von der konkreten Wahl einer Menge G0, denn
(eσeτ ) · p = eσ · (eτ · p). Wa¨hle deshalb die Bezeichnung
LA,µ := LTA,µ.
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Fu¨r einen Punkt k ∗w = k ∗
∑
M pMeM ∈ P
∧mA gilt
k ∗w ∈ LA,µ ⇐⇒ eσ · k ∗w = k ∗w ∀ σ ∈ G0
⇐⇒ eσ · w = λσw ∀ σ ∈ G0 fu¨r Werte λσ ∈ k∗
⇐⇒∑
M
pMeσ · eM = λσ
∑
M
pMeM ∀ σ ∈ G0
⇐⇒∑
M
pMsσ(M)eσM = λσ
∑
M
pσMeσM ∀ σ ∈ G0
⇐⇒ pMsσ(M) = λσpσM ∀ σ ∈ G0,M ∈Mm ,
also
k ∗w ∈ LA,µ ⇐⇒ pMsσ(M) = λσpσM ∀ σ ∈ G0,M ∈Mm . (∗∗)
Diese Relation, die fu¨r die Koordinaten der Punkte der Linksidealvarieta¨t
LA,µ gilt, ist fu¨r den weiteren Verlauf dieses Teils der Arbeit wesentlich.
Nach Abschnitt 3.3 sind die λσ Eigenwerte von θ˜(eσ), wobei θ die linksre-
gula¨re Darstellung von A bezu¨glich der Basis (eσ|σ ∈ G) und θ˜ die durch θ
induzierte Darstellung ist.69
Die Linksidealvarieta¨t von A la¨ßt sich demnach folgendermaßen beschreiben:
LA,µ =
⋃
Λ∈L
Z
({
xMsσ(M) = λσxσM
∣∣ σ ∈ G0,M ∈MM}),
wobei L die Menge aller Tupel Λ = (λσ | σ ∈ G0) von Eigenwerten λσ zu den
Matrizen θ˜(eσ) ist. Ist w = ∧b fu¨r ein b ∈ Stn,m k , so ist nach Proposition
4.16 λσ = Nred eµσ fu¨r alle σ ∈ G0. Die in Abschnitt 4.3 definierte reduzierte
Linksidealvarieta¨t
L˜A,µ := P
⋂
σ∈G0
EigNred eµσ θ˜(eσ)
hat wegen (∗∗) die Form
L˜A,µ = Z
({
xM
sσ(M)
Nred eµσ
= xσM
∣∣ σ ∈ G0,M ∈Mm }), (∗ ∗ ∗)
und es gilt fu¨r die Brauer-Severi-Varieta¨t VA,µ von A
VA,µ = Vk(n,m) ∩ L˜A,µ.
69Siehe Bemerkung 2.5.
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Die bei der Beschreibung von L˜A,µ auftretenden Faktoren
Dσ(M) :=
sσ(M)
Nred eµσ
mit σ ∈ G,M ∈Mm
sind ”verschra¨nkt vertra¨glich“ mit der Gruppenstruktur von G:
Lemma 5.10. Es gilt
Dσ(τM) Dτ (M) = Dστ (M)
fu¨r alle σ, τ ∈ G und M ∈Mm.
Beweis.70 Da |M | = µd, gilt
eσeτ · eM = sσ(τM)sτ (M)eστM
‖
sσ,τeστ · eM = sµdσ,τ
(
eστ · eM) = sµdσ,τsστ (M)eστM .
Es folgt die Gleichheit
sσ(τM)sτ (M) = sµdσ,τsστ (M)
und damit
sσ(τM)
Nred eµσ
sτ (M)
Nred eµτ
=
sµdσ,τsστ (M)
(Nred eσeτ )µ
=
sµdσ,τsστ (M)
(Nred sσ,τeστ )µ
=
sµdσ,τsστ (M)
sµdσ,τ Nred eµστ
=
sστ (M)
Nred eµστ
.
Insbesondere erha¨lt man fu¨r Punkte der reduzierten Linksidealvarieta¨t eine
Relation, die spa¨ter als Ersetzungsrelation interpretiert werden wird:
Proposition 5.11. Fu¨r x ∈ L˜A,µ, M ∈Mm und alle σ ∈ G gilt
xσM =
sσ(M)
Nred eµσ
xM .
70Diese Aussage folgt auch aus der U¨berlegung, daß G0 auch als G gewa¨hlt werden
kann, und aus (∗ ∗ ∗); allerdings mu¨ßten dann Existenzbedingungen fu¨r Punkte aus L˜A,µ
hinzugenommen werden. Dieser Beweis ist direkt.
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Diese Beschreibung der reduzierten Linksidealvarieta¨t zeigt zwei Tatsachen:
Fu¨r einen Punkt aus L˜A,µ sind alle Koordinaten mit derselben Bahn71 Viel-
fache voneinander, na¨mlich
M ′ = σM =⇒ xM ′ = Dσ(M) xM .
Zudem kann es passieren, daß alle Koordinaten einer Bahn B(M) stets gleich
Null sind, und zwar dann, wenn es zwei Gruppenelemente σ, τ ∈ G gibt
mit σM = τM und sσ(M)Nred eµτ 6= sτ (M)Nred eµσ, denn dann muß die
Koordinate xM die Gleichung
sσ(M)
Nred eµσ
xM =
sτ (M)
Nred eµτ
xM ⇐⇒ xM
( sσ(M)
Nred eµσ
− sτ (M)
Nred eµτ
)
= 0
erfu¨llen. Also ist stets xM = 0.
Es konnte bisher kein Beispiel gefunden werden, bei dem dies tatsa¨chlich
eintritt. Auch gilt dies etwa fu¨r Symbolalgebren nicht. Aber ein allgemei-
ner Beweis einer Gleichheit dieser Faktoren ist bisher auch nicht gefunden
worden. Man kann sich behelfen, indem man eine Invariante Ξ einfu¨hrt, die
Aufschluß u¨ber dieses Verhalten gibt, und eine einfachere Beschreibung der
reduzierten Linksidealvarieta¨t zula¨ßt.
Sei ab hier expG|d erfu¨llt. Nach Lemma 5.9 gibt es dann fu¨r jedes σ ∈ G
ein Mσ ∈M mit σMσ =Mσ. Aus Proposition 5.7 folgt insbesondere
sσ(Mσ)ordσ = Nred eµ ordσσ .
Da ordσ|d, la¨ßt sich folgende Abbildung definieren
Ξ : G −→ µd := {z ∈ k | zd = 1};σ 7−→ Ξσ
durch
Ξσ :=
sσ(Mσ)
Nred eµσ
.
Wegen Lemma 5.8 ist diese Definition unabha¨ngig von der Wahl der Mσ.
Definition. Eine Bahn B(M0) heißt Nullbahn von L˜A,µ, falls
w ∈ L˜A,µ,M ∈ B(M0) =⇒ pM = 0.
L˜A,µ heißt nullbahnenfrei , falls L˜A,µ keine Nullbahnen hat.
71Diese verku¨rzende Sprechweise meint ”Koordinaten xM mit Indizes M in derselben
Bahn“. Entsprechend sind im folgenden a¨hnliche Bezeichnungen gemeint.
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Proposition 5.12. Sei M0 ∈M. Dann sind a¨quivalent
i) B(M0) ist keine Nullbahn.
ii) Ξσ = 1 fu¨r alle σ ∈ G mit σM0 =M0.
iii) Sei R ein Repra¨sentantensystem der Nebenklassen des Stabilisators
GM0 von M0 in G. Folgende Mengen sind gleich:
L1 := Z
({
xM
sσ(M)
Nred eµσ
= xσM
∣∣ M ∈ B(M0), σ ∈ G
xM = 0
∣∣ M 6∈ B(M0)
})
⊆ L˜A,µ ,
L2 := Z
({
xM0
sσ(M0)
Nred eµσ
= xσM0
∣∣ σ ∈ R
xM = 0
∣∣ M 6∈ B(M0)
})
.
Insbesondere ist L2 unabha¨ngig von der Wahl eines bestimmten Re-
pra¨sentantensystems R.
Beweis. ”i) =⇒ ii)“: Sei σ ∈ G0 mit σM0 = M0 und Ξσ 6= 1. Sei p ∈ L˜A,µ.
Dann ist
pM0Ξσ = pM0 ,
d. h. pM0 = 0 und B(M0) ist eine Nullbahn.
”ii) =⇒ iii) “: Zu zeigen ist, daß fu¨r σ, τ ∈ G mit σGM0 = τGM0 auch
sσ(M0)
Nred eµσ
=
sτ (M0)
Nred eµτ
gilt. Dann entha¨lt die obere Menge nicht mehr Gleichungen als die unte-
re, und es ist L1 = L2. Die Definition der unteren Menge ist dann auch
unabha¨ngig von der Wahl eines bestimmten R.
Seien σ, τ ∈ G mit σGM0 = τGM0 , d. h. σM0 = τM0. Dann ist σ−1τM0 =
M0, also
sσ−1τ (M0)
Nred eµσ−1τ
= Ξσ−1τ .
Nach Voraussetzung ist Ξσ−1τ = 1. Aus Lemma 5.10 folgt
sσ−1(τM0)
Nred eµσ−1
sτ (M0)
Nred eµτ
=
sσ−1τ (M0)
Nred eµσ−1τ
= 1.
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Multiplikation mit dem Term sσ(σ
−1τM0)
Nred eµσ
liefert die Behauptung
sτ (M0)
Nred eµτ
sσ−1(τM0)
Nred eµσ−1
sσ(σ−1τM0)
Nred eµσ︸ ︷︷ ︸
=
sσ−1σ(τM0)
Nred eµ1G
= 1
=
sσ(
=M0︷ ︸︸ ︷
σ−1τM0)
Nred eµσ
=
sσ(M0)
Nred eµσ
.
”iii) =⇒ i) “: Sei p definiert durch pM0 := 1, pM :=
sσ(M0)
Nred eµσ
pM0 mit M = σM0
und PM = 0 fu¨r alle M 6∈ B(M0). Dann ist p ∈ L2, und nach Voraussetzung
ist auch p ∈ L1 ⊆ L˜A,µ.
Durch die Operation von G auf Mm zerfa¨llt Mm in disjunkte Bahnen, und
man hat die Zerlegung
Mm =
•⋃
M∈R
B(M), Π :Mm −→ R,
mit dem Repra¨sentantensystem R und der Abbildung Π. Definiere fu¨r alle
M ∈M die Faktoren
D(M) :=
{
0 falls B(M) Nullbahn ,
sσ(Π(M))
Nred eµσ
sonst, wobei σ ∈ G mit M = σΠ(M) .
Mit dieser Definition und Proposition 5.12 folgt
Satz 5.13.
L˜A,µ = Z
({
xM = D(M)xΠ(M)
∣∣M ∈M}).
Dieser Satz ermo¨glicht nun eine vereinfachte Beschreibung von Brauer-Severi-
Varieta¨ten
VA,µ = Vk(n,m) ∩ L˜A,µ
analog der Bildung von Kegelschnitten: Betrachtet man den Schnitt des
Kegels Z{x2+y2 = z2} ⊆ A3 mit der durch 2y = z gegebenen Ebene, so la¨ßt
sich die Ebenengleichung als Ersetzungsrelation interpretieren, u¨ber die man
durch Einsetzen in die Kegelgleichung die reduzierte Gleichung x2− 3y2 = 0
erha¨lt. Diese definiert nun im A2 ein zum Schnitt isomorphes Gebilde, denn
die Abbildung
Z
{
x2 + y2 = z2, 2y = z
} −→ Z{x2 − 3y2}
(x, y, z) 7−→ (x, y)
(x, y, 2y) 7 −→ (x, y)
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ist ein Isomorphismus. Entsprechend ko¨nnen reduzierte Plu¨cker-Relationen
definiert werden, die ein zur Brauer-Severi-Varieta¨t isomorphes Gebilde de-
finieren. Zuna¨chst ko¨nnen unter Umsta¨nden Koordinaten ganz außer acht
gelassen werden, na¨mlich die mit Nullbahnen, d. h. fu¨r die D(M) = 0 ist.
Fu¨r alle anderen ko¨nnen die definierenden Gleichungen der reduzierten Links-
idealvarieta¨t als Ersetzungsrelationen
xM = D(M)xΠ(M)
interpretiert werden.
Definition. Fu¨r die Brauer-Severi-Varieta¨t
VA,µ = Vk(n,m) ∩ L˜A,µ
sei P die Menge der reduzierten Plu¨cker-Relationen, die aus allen Gleichun-
gen besteht, die aus den Plu¨cker-Relationen hervorgehen, wenn man alle
Koordinaten mit Nullbahnen gleich Null setzt und alle anderen nach der
Formel
xM = D(M)xΠ(M)
ersetzt.
Die Elemente von P sind Gleichungen in den Variablen xM mit M ∈ R′,
wobeiR′ ⊆ R das reduzierte Repra¨sentantensystem ist, bei dem die Vertreter
der Nullbahnen fehlen. Die durch diese Gleichungen definierte Varieta¨t V ′
liegt im projektiven Raum
P
⊕
M∈R′
keM .
Satz 5.14. Der Morphismus
red : VA,µ −→ V˜A,µ
k ∗
∑
M∈M
pMeM 7−→ k ∗ ∑
M∈R′
pMeM
ist ein Isomorphismus mit Umkehrabbildung
V˜A,µ −→ VA,µ
k ∗
∑
M∈R′
pMeM 7−→ k ∗∑
M∈M
D(M)pΠ(M)eM ,
wobei pΠ(M) = 0 fu¨r Nullbahnen, also fu¨r Π(M) 6∈ R′, angenommen werden
soll.
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Bei dem U¨bergang von VA,µ zu V˜A,µ reduziert sich sowohl die Anzahl der
Koordinaten als auch die Anzahl der definierenden Gleichungen. So ist
z. B. die Brauer-Severi-Varieta¨t VA,1 einer Symbolalgebra vom Grad 3 im
P83 (
(9
3
)
= 84 Koordinaten) durch
2
(
9
3
)2
+
(
9
2
)(
9
4
)
= 14112+4536 = 18648
Gleichungen definiert,72 das Bild unter r liegt im P11 (M3,9 zerfa¨llt hier in
12 Bahnen) und wird durch 138 Gleichungen definiert (siehe Abschnitt 6.4).
Die hier auch wichtig werdende Bahnstruktur wird im Anhang B untersucht.
5.4 Anmerkungen
Die Ergebnisse dieses Abschnitts sind fu¨r sich nicht schwer zu erhalten, sie
sind aber grundlegend fu¨r die weiteren Betrachtungen. Sie basieren auf der
einfachen Gestalt der induzierten Linksoperation im Fall einer verschra¨nkten
Gruppenalgebra:
eσ · eM = sσ(M) eσM .
Daraus leitet sich direkt eine Relation unter den Koordinaten eines Punktes
x ∈ L˜A,µ ab, na¨mlich
xσM =
sσ(M)
Nred eµσ
xM .
Allerdings gibt es in diesem Zusammenhang offene Fragen. Zuna¨chst:
Frage 1. Gilt stets
σM =M =⇒ sσ(M)
Nred eµσ
= 1
oder gibt es ein Gegenbeispiel, d. h. eine zentraleinfache Gruppenalgebra, die
nicht nullbahnenfrei ist?
Bei der Untersuchung des Problems erweisen sich die M ∈ Mm mit σM =
M als wichtig, d. h. es entsteht die Frage, ob es fu¨r jedes σ ∈ G immer
72Auch hier gilt wieder, daß diese Zahlen nur die kombinatorischen Mo¨glichkeiten wider-
spiegeln und viele Gleichungen wegfallen ko¨nnen. Es soll nur ein grober Gro¨ßenvergleich
sein. Siehe zur Anzahl der Plu¨cker-Relationen auch Abschnitt 2.3.
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ein M ∈ Mm gibt mit σM = M . Die Existenz solcher Elemente folgt
aus der Eigenschaft, daß der Exponent der Gruppe G der verschra¨nkten
Gruppenalgebra A = (G, s)k den Grad von A teilt. Gezeigt wurde, daß der
Exponent stets kleiner oder gleich dem Grad sein muß. Doch offen bleibt
Frage 2. Sei A = (G, s)k eine verschra¨nkte Gruppenalgebra. Gilt
A zentraleinfach =⇒ expG ∣∣ degA ?
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Kapitel 6
Linksidealvarieta¨ten von
Symbolalgebren
6.1 Verschra¨nkte Produkte und zyklische Al-
gebren
In diesem und dem na¨chsten Abschnitt werden Symbolalgebren definiert und
ihre wichtigsten Eigenschaften aufgefu¨hrt. Dabei werden allgemein bekannte
Tatsachen nur erwa¨hnt.
Wichtig werden spa¨ter Normrelationen,73 d. h. Beziehungen zwischen Wer-
ten, die als Gleichungen der Form NK/k(y1 + θy2 + . . . + θd−1yd) = y0 fu¨r
bestimmte Ko¨rpererweiterungen K/k gedeutet werden ko¨nnen.74 Fu¨r Sym-
bolalgebren gilt nun ein Normkriterium fu¨r den Zerfall, das in engem Zu-
sammenhang mit diesen Relationen steht. Um den Zusammenhang besser
einscha¨tzen zu ko¨nnen, ist die Herleitung des Normkriteriums ausfu¨hrlich
dargestellt. Die gesamte Darstellung ist Kersten [25] entnommen, insbeson-
dere Kap. 13, 16 und 17.
Sei A eine zentraleinfache k-Algebra vom Grad d. A heißt verschra¨nktes
Produkt, falls A einen Teilko¨rper75 K ⊆ A entha¨lt, der galoissch ist mit Di-
mension dimkK = d. K ist ein maximaler kommutativer Teilko¨rper von A
und deshalb auch ein Zerfa¨llungsko¨rper von A. Jede zentraleinfache Algebra
ist a¨hnlich zu einem verschra¨nkten Produkt, d. h. jede Klasse der Brauer-
gruppe entha¨lt ein verschra¨nktes Produkt (siehe Kersten [25], Kap. 13, Satz
73Zur Definition des Begriffs Normrelation siehe Seite 147.
74Spa¨ter werden Normrelationen, die von e´talen k-Algebren E ⊆ A kommen, betrachtet.
Schon in diesem Kapitel treten sie in Spezialfa¨llen auf, na¨mlich als zyklische e´tale Algebren
Ka,d (siehe Seite 97).
75Wie sonst auch, so sind hier kommutative Teilko¨rper gemeint.
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13.2). Verschra¨nkte Produkte sind genau die Algebren der Form
A = (K,G, f) :=
⊕
σ∈G
Kuσ mit
uσuτ = fσ,τuστ
uσc = σ(c)uσ
fu¨r alle σ, τ ∈ G und c ∈ K. Dabei istK/k eine galoissche Ko¨rpererweiterung
mit Galoisgruppe G und f ein 2-Kozykel,76 d. h. (f) ∈ H2(G,K∗). Siehe dazu
Kersten [25], Kap. 13, Sa¨tze 13.3 und 13.4.
Entha¨lt A einen zyklischen Teilko¨rper K der Dimension dimkK = d, so heißt
A zyklische Algebra. Zyklische Algebren sind genau die Algebren der Form
A = (K,σ, a) :=
d−1⊕
i=0
Kui mit
ud = a
uc = σ(c)u
fu¨r alle c ∈ K. Dabei ist G = 〈σ〉 und a ∈ k∗. Der Zusammenhang zwischen
diesen beiden Konstruktionen wird fu¨r zyklische Ko¨rpererweiterungen K/k
mit Galoisgruppe G = 〈σ〉 wie folgt hergestellt:
(K,G, f) ∼= (K,σ, af ) mit af :=
d−1∏
i=0
fσi,σ ,
(K, σ, a) ∼= (K,G, fa) mit faσi,σj :=
{
1 falls i+ j < d
a falls i+ j ≥ d .
Zu Einzelheiten siehe Kersten [25], Kap. 16. Bezeichne fu¨r galoissche Ko¨rper-
erweiterungen K/k mit Galoisgruppe G die u¨bliche Ko¨rpernorm mit
NK/k(x) :=
∏
σ∈G
σ(x).
Damit la¨ßt sich nun folgendes wichtige Zerfallskriterium fu¨r zyklische Alge-
bren formulieren:
Satz 6.1. Fu¨r zyklische Algebren A := (K, σ, a) gilt
A zerfa¨llt ⇐⇒ a ∈ NK/k(K∗).
Beweis. Schreibe (K,σ, a) =
⊕
iKu
i mit ud = a und uc = σ(c)u bzw.
(K,σ, 1) =
⊕
iKv
i mit vd = 1 und uc = σ(c)u fu¨r c ∈ K.
” =⇒ ”: Sei ψ : (K,σ, a) −→ (K, σ, 1) ein k-Algebraisomorphismus. Dann
76Mit H2(G,K∗) ist die Galoiskohomologiegruppe gemeint, d. h. G operiert durch k-
Automorphismen auf K∗.
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gibt es nach dem Satz von Skolem-Noether77 ein invertierbares Element w˜ ∈
(K,σ, 1) mit78 c = w˜ψ(c)w˜−1 fu¨r alle c ∈ K. Setze w := w˜ψ(u)w˜−1. Wegen
w˜−1cw˜ = ψ(c) gilt
wcw−1 = w˜ψ(u) w˜−1cw˜︸ ︷︷ ︸
=ψ(c)
ψ(u)−1w˜−1 = w˜ψ(ucu−1)w˜−1
= w˜ψ(σ(c))w˜−1 = σ(c),
also wc = σ(c)w fu¨r alle c ∈ K. Setze b := wvd−1 = wv−1. Dann folgt
bc = wvd−1c = wσd−1(c)vd−1 = σd(c)wvd−1 = cb,
d. h.79 b ∈ C(K,σ,1)(K). Da K aber maximal kommutativer Teilring ist,80 ist
b ∈ K. Nun ist einerseits
wd = w˜ψ(u)dw˜−1 = w˜ψ(ud)w˜−1 = w˜ψ(a)w˜−1 = a,
andererseits gilt
wd = bvbv . . . bv = bσ(b)σ2(b) . . . σd−1(b)vd = NK/k(b),
d. h. a = NK/k(b).
” ⇐= ”: Sei a = NK/k(b). Setze u˜ := b−1u. Es gilt
u˜d = b−1ub−1u . . . b−1u = b−1σ(b−1)σ2(b−1) . . . σd−1(b−1)ud
= NK/k(b−1)ud = a−1a = 1.
Wegen
u˜c = b−1uc = b−1σ(c)u = σ(c)u˜
wird durch u 7−→ u˜ 7−→ v ein k-Algebraisomorphismus (K, σ, a) ∼= (K,σ, 1)
induziert.
77Eine Form des Satzes von Skolem-Noether besagt folgendes: Sind A und B zwei
zentraleinfache k-Algebren und f, g : A −→ B zwei k-Algebrahomomorphismen, so gibt
es ein invertierbares Element w ∈ B, so daß g(α) = wf(α)w−1 fu¨r alle α ∈ A gilt. Vgl.
Kersten [25], Satz 8.2, oder Pierce [33], chap. 12.6.
78Fasse hier Elemente c ∈ K als Elemente c1(K,σ,a) aus (K,σ, a) bzw. c1(K,σ,1) aus
(K,σ, 1) auf.
79Ist A ein Ring, B ≤ A ein Teilring und M ⊆ A eine Teilmenge, so ist CB(M) der
Zentralisator von M in B. Der hier beno¨tigt Satz lautet: Es gilt CA(B) = B genau dann,
wenn B ein maximaler kommutativer Teilring von A ist (Siehe Draxl [13], p. 40, (11)).
80Siehe die Bemerkung oben, nach der Definition von verschra¨nkten Produkten.
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Bemerkung 6.2 (Darstellung als verschra¨nkte Gruppenalgebren).
Es ist eine wichtige Frage, wann sich ein verschra¨nktes Produkt als ver-
schra¨nkte Gruppenalgebra schreiben la¨ßt. Die Antwort ha¨ngt unter ande-
rem davon ab, welche Basis von K gewa¨hlt wird. Es soll kurz ein Beispiel
betrachtet werden.
Sei K/k eine Galoiserweiterung vom Grad d mit Galoisgruppe G, (f) ∈
H2(G,K∗) eine Kozykelklasse und A das verschra¨nkte Produkt
A := (K,G, f) :=
⊕
σ∈G
Kuσ mit
uσuτ = fσ,τuστ
uσc = σ(c)uσ
fu¨r alle σ, τ ∈ G und c ∈ K.
Sei K = k(ϑ) mit einem primitiven Element ϑ. Dann ist(
ϑiuσ | i = 0, . . . , d−1 und σ ∈ G)
eine k-Basis von A und das Produkt zweier Basiselemente ist
(ϑiuσ)(ϑjuτ ) = ϑiσ(ϑ)jfσ,τuστ .
Seien alle Werte von f in k und enthalte k eine primitive d-te Einheitswurzel
ξ. Sei K/k zyklisch mit G = 〈σ〉. Dann gibt es ein ϑ ∈ K mit K = k(ϑ),
σ(ϑ) = ξϑ und ϑd = a ∈ k∗. Sind alle Werte von f in k∗, so la¨ßt sich A
als verschra¨nktes Produkt der Gruppe H := ZZd × ZZd schreiben, denn das
Produkt zweier Basiselemente ist:
(ϑiuσm)(ϑjuσn) =ϑiσm(ϑ)jfσm,σnuσm+n
=ξmjfσm,σnϑi+juσm+n .
Wie man leicht nachrechnet, ist
s : H ×H −→ k∗(
(i,m), (j, n)
) 7−→ ξmjfσm,σn { 1 falls i+ j < da falls i+ j ≥ d
ein 2-Kozykel mit Werten in k∗, und es ist
A ∼= (G, s)k .
Dieses Vorgehen la¨ßt sich leicht auf etwas allgemeinere abelsche Kummerer-
weiterungen u¨bertragen, so etwa auf den Fall einer bizyklischen Galoiserwei-
terung K/k mit Galoisgruppe G ∼= ZZd × ZZd.
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6.2 Symbolalgebren
Sei d ∈ IN, ξ eine primitive d-te Einheitswurzel, die im Grundko¨rper k ent-
halten ist, und seien a, b ∈ k∗ Skalare. Die k-Algebra
A :=
(
a, b
k, ξ
)
:=
〈
x, y
∣∣ xd = a, yd = b, yx = ξxy〉
k
=
d−1⊕
i,j=0
kxiyj mit
xd = a, yd = b
yx = ξxy
heißt Symbolalgebra vom Grad d oder auch Normrestalgebra (zur d-ten Po-
tenz). Sie ist zentraleinfach und endlichdimensional (siehe Kersten [25], Satz
17.4 (i)). Symbolalgebren sind eng verwandt mit zyklischen Algebren. Ist
z. B. d = p eine Primzahl und b keine p-te Potenz in k, so gilt(
a, b
k, ξ
)
∼= (k( p√b), σ, a),
wobei k( p
√
b)/k eine zyklische Ko¨rpererweiterung vom Grad p ist, deren Ga-
loisgruppe von σ : p
√
b 7−→ ξ p√b erzeugt wird. Dieser Zusammenhang, der
auch obiges Normkriterium betrifft, wird nun dargestellt.
Betrachte fu¨r a ∈ k∗ die kommutative k-Algebra
Ka,d := k[t]/(td−a)
mit einer Unbestimmten t. Sei u die Restklasse t mod (td − a). Dann ist
1, u, u2, . . . , ud−1 eine Basis von Ka,d als k-Vektorraum. Durch
σ : u 7−→ ξu
wird ein k-Algebraautomorphismus von Ka,d der Ordnung d definiert (siehe
Kersten [25], Lemma 17.1). Definiere fu¨r Ka,d eine Norm
NKa,d/k(x) =
d−1∏
i=0
σi(x).
Es sind a¨quivalent
i) Ka,d ist ein Ko¨rper.
ii) Das Polynom td − a ist irreduzibel u¨ber k.
iii) Falls es ein m ∈ IN gibt mit m|d und a = cm fu¨r ein c ∈ k, so ist m = 1.
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Ist Ka,d ein Ko¨rper, so ist die Ko¨rpererweiterung Ka,d/k galoissch mit zykli-
scher Galoisgruppe G = 〈σ〉, wobei σ der oben definierte Automorphismus
ist.
Sei nun m ∈ IN der gro¨ßte Teiler von d, so daß es ein c ∈ k gibt mit a = cm
und ν ∈ IN mit d = νm. Dann ist tν − c irreduzibel u¨ber k und demnach
Kc,ν ein Ko¨rper. Definiere
y := c−1uν und e := m−1
m−1∑
i=0
yi.
Der Wert e ∈ Ka,d ist definiert, da wegen ξ ∈ k die Charakteristik char k
kein Teiler von d ist und deshalb d ∈ k∗ gilt.81 Diese Werte haben folgende
Eigenschaften
(1) ey = ye = e und e2 = e,
(2) σi(e) = e ⇐⇒ m|i,
(3) eσi(e) =
{
e falls m|i
0 sonst ,
denn:
(1) ey = m−1
m∑
i=1
yi = m−1
 ym︸︷︷︸
=1
+
m−1∑
i=1
yi
 = m−1 m−1∑
i=0
yi = e und
e2 = m−2
2m−2∑
i=0
min(i,2m−2−i)∑
j=0
yi = m−2
2m−2∑
i=0
(
min(i, 2m− 2− i) + 1)yi
= m−2
m−1∑
i=0
(i+ 1)yi +m−2ym
m−2∑
i=0
(m− 1− i)yi
= m−2
(
m−2∑
i=0
myi +mym−1
)
= m−1
m−1∑
i=0
yi = e,
(2) σi(e) = σi
(
m−1
m−1∑
j=0
yj
)
= m−1
m−1∑
j=0
σi(y)j
= m−1
m−1∑
j=0
ξνijyj , da σ(y) = ξνy .
81Das kann man z. B. so einsehen: Sei IFp der Primko¨rper von k mit p ≥ 2. Ist ξ ∈ k eine
primitive d-te Einheitswurzel, so la¨ßt sich auch der Zwischenko¨rper K := IFp(ξ) = IFpr
bilden mit einem r ≥ 1. Die Einheitengruppe K∗ hat die Ordnung pr − 1. ξ erzeugt eine
Untergruppe von K∗ der Ordnung d. Wa¨re p ein Teiler von d, so wu¨rde p auch pr − 1
teilen, ein Widerspruch.
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Gilt nun m|i, so ist ξνij = 1 und σi(e) = e. Ist umgekehrt σi(e) = e, so
folgt durch Koeffizientenvergleich, daß ξνij = 1, also m|i gelten muß,
da 1, y, y2, . . . , ym−1 linear unabha¨ngig u¨ber k sind.
(3) Ist m Teiler von i, so folgt aus (2), daß eσi(e) = e2 = e gilt. Ist m kein
Teiler von i, so ist auch ξνi 6= 1 und es gilt
eσi(e) = m−2
(
m−1∑
l=0
l∑
j=0
ξνijyl + ym
m−2∑
l=0
m−1∑
j=l+1
ξνijyl
)
= m−2
(
m−2∑
l=0
m−1∑
j=0
ξνijyl +
m−1∑
j=0
ξνijyl
)
= 0 ,
da
∑m−1
j=0 ξ
νij = 1−ξνim1−ξνi =
1−ξdi
1−ξνi = 0, falls ξ
νi 6= 1.
Lemma 6.3. Es ist Ka,de ein galoisscher Erweiterungsko¨rper von ke ∼= k
mit zyklischer Galoisgruppe H = 〈σm〉 der Ordnung ν. Außerdem gilt
Ka,de ∼= Kc,ν ,
und (1, w, w2, . . . , wν−1) mit w := ue ist eine k-Basis von Ka,de.
Beweis. Die Zuordnung t mod (tν − c) 7−→ w = ue induziert einen k-
Algebrahomomorphismus
φ : Kc,ν −→ Ka,de,
da (ue)ν = unen = cye = ce. Da Kc,ν ein Ko¨rper ist, ist φ injektiv und φ
ist surjektiv, weil Ka,de von w = ue erzeugt wird. Als Bild einer k-Basis von
Kc,ν ist dann 1, w, w2, . . . , wν−1 eine k-Basis von Ka,de. Wegen
σm(w) = σm(u)e = ξmue = ξmw
ist σm ein k-Algebraautomorphismus der Ordnung ν von Ka,de. Wegen
σm(wi) = σm(ui)e = ξimwi
gilt (Ka,de)H = ke.
Man hat damit die k-Algebraisomorphien
Ka,de ∼= Kc,ν ∼= k( ν√c) ∼= k( d√a).
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Verallgemeinere82 nun die Konstruktion zyklischer Algebren: Definiere fu¨r
a, b ∈ k∗
(Ka,d, σ, b) :=
d−1⊕
i=0
Ka,dvi mit
vd = b
vc = σ(c)v .
Dabei ist wie obenKa,d := k[t]/(td−a) und σ der durch u 7−→ ξu induzierte k-
Automorphismus, wobei u die Restklasse t mod (td−a) ist. Durch Vergleich
der definierenden Relationen sieht man, daß die Zuordnung u 7−→ x, v 7−→ y
einen Isomorphismus(
Ka,d, σ, b
) ∼= (a, b, ξ) := (a, b
k, ξ
)
induziert.
Satz 6.4.83
i) e(a, b, ξ)e ∼= (k( d√a), σm, b).
ii) (a, d, ξ) ∼ (k( d√a), σm, b).
iii) Es sind a¨quivalent
1) (a, b, ξ) ∼ k.
2) b ∈ NKa,d/k(Ka,d).
3) a ∈ NKb,d/k(Kb,d).
4) b ∈ Nk( d√a)/k
(
k( d
√
a)
)
.
5) a ∈ Nk( d√b)/k
(
k( d
√
b)
)
.
Beweis. i) Es gilt
e(a, b, ξ)e ∼=
d−1⊕
i=0
eKa,dvie =
d−1⊕
i=0
Ka,deσi(e)vi
(3)
=
ν−1⊕
i=0
Ka,devim
∼=
ν−1⊕
i=0
k( d
√
a)wi ∼= (k( d√a), σm, b)
82Dies ist nur eine Verallgemeinerung des Falls, in dem der Grundko¨rper eine primitive
d-te Einheitswurzel entha¨lt.
83Zur Definition der A¨quivalenzrelation ∼ bei zentraleinfachen Algebren siehe Seite 59.
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mit w := vm. Die letzte Isomorphie gilt wegen
wν = vd = b und
wu = vmu = ξmuvm = ξmuw = σm(u)w.
ii) Folgt aus Lemma 6.5.
iii) Die A¨quivalenz (1) ⇐⇒ (4) folgt aus Satz 6.1 und ii). Die A¨quivalenz
(4)⇐⇒ (2) folgt mit Lemma 6.6. Die A¨quivalenzen (2)⇐⇒ (3) und (4)⇐⇒
(5) ergeben sich aus der Isomorphie (a, b, ξ) ∼= (b, a, ξ−1).
Lemma 6.5. Ist A eine zentraleinfache k-Algebra und e ∈ A eine Idempo-
tente, d. h. e2 = e, so gilt
eAe ∼ A.
Beweis. Siehe Kersten [25], Beweis zu Satz 17.4 (vi).
Lemma 6.6.
b ∈ NKa,d/k(Ka,d) ⇐⇒ b ∈ Nk( d√a)/k
(
k( d
√
a)
)
.
Beweis.
” =⇒ ”: Ist x ∈ Ka,d mit b = NKa,d/k(x), so hat man mit z :=
∏m−1
i=0 σ
i(x)
Nk( d√a)/k(z) = NKa,de/k(z) =
ν−1∏
j=0
σmj
(
m−1∏
i=0
σi(x)
)
=
d−1∏
i=0
σi(x) = b.
”⇐= ”: Sei z ∈ k( d
√
a) mit
b = Nk( d√a)/k(z) = NKa,de/k(z) =
ν−1∏
i=0
σim(z)
und x := ze+ σ(e) + σ2(e) + . . .+ σm−1(e). Dann ist84
NKa,d/k(x) =
d−1∏
i=0
σi(x) =
=
(
ze+
m−1∑
j=1
σj(e)
)(
σ(ze) +
m−1∑
j=1
σ1+j(e)
)
. . .
(
σd−1(ze) +
m−1∑
j=1
σd−1+j(e)
)
=
∑
M∈M(d)
∏
i∈M
σi(ze)
∏
i∈−M
m−1∑
j=1
σi+j(e).
84Dabei ist M(d) die Menge der geordneten Tupel mit verschiedenen Werten aus
{0, . . . , d− 1} und fu¨r ein Tupel M ∈ M(d) ist −M := (0, . . . , d − 1) − M , vgl. die
Definition auf Seite 11.
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Berechne nun fu¨r bestimmte M ∈ M(d) die Summanden: Sind i, j ∈ M
nicht kongruent modulo m, d. h. m ist kein Teiler von j − i, dann ist der zu
M geho¨rige Summand gleich Null:
σi(ze)σj(ze) = σi(zσj−i eσj−i(e)︸ ︷︷ ︸
=0 nach (3)
) = 0.
Alle Werte in M mu¨ssen also Vielfache von m sein, damit der Summand
nicht verschwindet. Dann ist |M | ≤ ν. Falls |M | < ν ist, so gibt es ein
i0 ∈ −M , so daß i0 ≡ i mod m fu¨r alle i ∈M . Dann ist fu¨r jedes i ∈M
σi(ze)
m−1∑
j=1
σi0+j = σi(z)
m−1∑
j=1
σi(eσi0+j−i(e)) = 0.
Mit den Tupeln
Mr :=
(
r, r+m, . . . , r+(ν−1)m) ∈Mν,d
fu¨r r = 0, . . . ,m− 1 hat man damit
NKa,d/k(x) =
m−1∑
r=0
∏
i∈Mr
σi(z)σi(e)
∏
i∈−Mr
m−1∑
j=1
σi+j(e)︸ ︷︷ ︸
=σi(e)
=
m−1∑
r=0
σr
(
ν−1∏
i=0
σim(z)σim(e)
)
σr(e)
=
m−1∑
r=0
σr
(
NKa,de/k(z)
)
σr(e)
= b
m−1∑
r=0
σr(e) = b,
denn
m−1∑
r=0
σr(e) =
m−1∑
r=0
m−1
m−1∑
j=0
ξνrjyj = m−1
m−1∑
j=0
m−1∑
r=0
ξνrj︸ ︷︷ ︸
=0 fu¨r j 6= 0,
=m fu¨r j = 0
yj = 1.
6.3. LINKSIDEALVARIETA¨TEN VON SYMBOLALGEBREN 103
6.3 Linksidealvarieta¨ten von Symbolalgebren
Sei d ∈ IN und ξ eine primitive d-te Einheitswurzel, die im Grundko¨rper k
enthalten ist. Seien a, b ∈ k∗ Skalare und A die Symbolalgebra
A :=
(
a, b
k, ξ
)
=
〈
x, y
∣∣ xd = a, yd = b, yx = ξxy〉
k
.
Da sich A als k[x, y] ⊆ A schreiben la¨ßt und x und y invertierbar sind, kann
die Menge T , die zur Definition von Linksidealvarieta¨ten gebraucht wird, als
T = {x, y} gewa¨hlt werden.
Symbolalgebren als Gruppenalgebren
Beschreibe A als Gruppenalgebra der Gruppe85 G := ZZd × ZZd durch
A =
⊕
(i,j)∈G
ke(i,j)
mit e(i,j) := xiyj und
eσeτ = sσ,τeστ ,
wobei die Faktoren sσ,τ durch
s(i,j),(h,l) :=

ξj·h falls i+ h < d und j + l < d,
aξj·h falls i+ h ≥ d und j + l < d,
bξj·h falls i+ h < d und j + l ≥ d,
abξj·h falls i+ h ≥ d und j + l ≥ d
definiert sind. Die Abbildung
s : (σ, τ) 7−→ sσ,τ
ist ein normierter 2-Kozykel mit Werten in k∗. Dies folgt aus der Assozia-
tivita¨t von A, la¨ßt sich aber auch direkt verifizieren. Es muß die Gu¨ltigkeit
der Gleichung
sσ,τ sστ,ρ = sτ,ρ sσ,τρ
85Schreibe die Gruppe G wie bisher multiplikativ, obwohl die natu¨rliche Verknu¨pfung
die Addition modulo d wa¨re. Bezeichne fu¨r ein Gruppenelement σ ∈ ZZd mit σ den
Repra¨sentanten von σ aus {0, . . . , d − 1} und fu¨r eine Zahl i ∈ ZZ mit i die Restklasse
i+ dZZ ∈ ZZd.
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u¨berpru¨ft werden. Ist σ = (i, j) ∈ G, so schreibe iσ fu¨r i und jσ fu¨r j. Wegen
jστ ≡ jσ + jτ mod d gilt
ξjσiτ ξjστ iρ = ξjσiτ ξjσiρξjτ iρ = ξjσiτρξjτ iρ ,
d. h. ξ steht auf beiden Seiten mit gleichem Exponenten. Trete der Faktor a
auf der linken Seite mit dem Exponenten li und auf der rechten mit re auf.
Wegen iστ = iσ + iτ , falls iσ + iτ < d, gilt
li = 0⇐⇒ iσ + iτ < d ∧ iστ + iρ < d
⇐⇒ iσ + iτ < d ∧ iσ + iτ + iρ < d
⇐⇒ iσ + iτ + iρ < d
⇐⇒ iτ + iρ < d ∧ iσ + iτρ < d
⇐⇒ re = 0.
Auf a¨hnliche Weise folgt li = 2 ⇐⇒ re = 2 und somit auch der verblei-
bende Fall. Analog ergibt sich die Aussage fu¨r den Faktor b. s ist also ein
2-Kozykel.
Die Gruppe G hat als Exponenten d, somit ist die Voraussetzung von Lemma
5.9 erfu¨llt, und es existiert zu jedem σ ∈ G ein M ∈ Mm mit bσ(M) = 1,
d.h. σM =M .
Reduzierte Norm
Die reduzierte Norm von Elementen aus A la¨ßt sich u¨ber eine Zerfa¨llungsdar-
stellung bestimmen: Sei β ∈ k mit βd = b und K := k(β). Dann induziert
die Zuordnung
e(1,0) 7−→

0 a
1 . . .
. . . . . .
1 0
 , e(0,1) 7−→ β

1 0
ξ
. . .
0 ξd−1

eine k-lineare Darstellung θ : A −→ MatdK und die reduzierte Norm von A
ist
NredA : A −→ k;x 7−→ det(θ(x)),
also
Nred e(1,0) = (−1)d−1a und
Nred e(0,1) = b
d−1∏
i=0
ξi = bξ
d(d−1)
2 = (−1)d−1b .
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Fu¨r die Elemente der kanonischen Basis von A ergibt sich
Nred e(i,j) = (−1)(i+j)(d−1)aibj.
Die Invariante Ξ
Sei σ = (i, j) ∈ G mit h := ordσ und M ∈ Md mit σM = M . Dann ist
wegen Lemma 5.8 i)
sσ(M) =
(
sσ
(
Bσ(τ)
))ν
fu¨r beliebiges τ ∈ G und ν = dordσ und
sσ
(
Bσ(τ)
)
= (−1)h−1
h−1∏
r=0
sσ,σr .
Sei hˆ die Ordnung von i in ZZd. Wegen
hˆ−1∏
r=0
sσ,σr = ξ
ij
hˆ−1P
r=0
r
a
ihˆ
d b∗ ,
wobei b∗ eine unbestimmte Potenz von b bezeichnet, und
h−1∏
r=0
sσ,σr = ξijSa
ih
d b
jh
d mit S :=
h−1∑
r=0
r
ist dann
sσ(M) = (−1)ν(h−1)
h−1∏
r=0
sνσ,σr = (−1)ν(h−1)ξνijSaibj.
Wegen
ξνS = ξ
νh(h−1)
2 = (−1)h−1
folgt
sσ(M) = (−1)ν(h−1)+ij(h−1)aibj = (−1)(ij+ν)(h−1)aibj.
Bemerkung 6.7. Es gilt
sσ(M) = Nred eσ
fu¨r σ ∈ G und M ∈Md mit σM =M .
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Beweis. Zu zeigen ist, daß die Vorzeichen
1 := (−1)(i+j)(d−1) und 2 := (−1)(ij+ν)(ord(σ)−1)
gleich sind. Zeige dies durch eine Fallunterscheidung:
” d ungerade ”: Dann ist ord(σ) ungerade, und es ist 1 = 1 = 2.
” d gerade ”: Ist ν gerade, so sind i und j gerade, da ν ein Teiler von beiden
Zahlen ist, und es ist 1 = 1 = 2.
Ist ν ungerade, und sind i und j beide ungerade, so ist 1 = 1 = 2.
Ist ν ungerade und i+ j ≡ 1 mod 2, so ist ord(σ) gerade (denn d ist gerade)
und es ist 1 = −1 = 2.
Mit Proposition 5.12 folgt
Proposition 6.8. Reduzierte Linksidealvarieta¨ten von Symbolalgebren sind
nullbahnenfrei und lassen sich beschreiben als
L˜A,µ = Z
({
xM = D(M)xΠ(M)
∣∣M ∈M})
mit Faktoren
D(M) :=
sσ(Π(M))
Nred eµσ
,
wobei σ ∈ G mit M = σΠ(M) .
Bahnstruktur von Symbolalgebren
Nun ist es wichtig, einen U¨berblick u¨ber die Bahnen, die durch die Operation
von G aufMd,G entstehen, zu gewinnen. Ein erster, anschaulich motivierter
Ansatz liefert folgendes:
Bezeichne die ElementeM ∈Md,G als Indizes. Identifiziere die Grundmenge
G = ZZd × ZZd von Md,G mit den Kreuzungspunkten einer d× d-Tabelle
0 . . . d-1
0
...
d-1
.
Ein Index ist dann eine Auswahl von d Punkten. Die Operation von G la¨ßt
sich deuten als Verschiebung solch einer Menge von Punkten, zwei Punktmen-
gen geho¨ren derselben Bahn an, wenn sie sich durch Verschieben in Deckung
bringen lassen. Als Bahnla¨ngen kommen nur Teiler von d2 in Frage. An-
dererseits mu¨ssen sie Vielfache von d sein, denn der Stabilisator eines Index
kann ho¨chstens die Ordnung d haben.
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Sei d = p eine Primzahl. Dann kommen als Bahnla¨ngen nur p und p2 in
Frage. Welche M ∈ M haben die Bahnla¨nge p ? Es kann o. E. (0, 0) ∈
M angenommen werden, denn jede Bahn entha¨lt solch ein Element. Dann
ist M durch Hinzunahme eines weiteren Elements eindeutig bestimmt, da
der Stabilisator p Elemente enthalten muß und somit alle Vielfachen dieses
weiteren Elements im Index enthalten sein mu¨ssen. Es gibt außer (0, 0) noch
p2 − 1 Elemente in M, wovon jeweils p− 1 den gleichen Index erzeugen. Es
gibt also p + 1 Bahnen der La¨nge p. Man kann die Bahnen mit |B(M)| =
p mit den Ursprungsgeraden in IF2p identifizieren und erha¨lt dann folgende
Repra¨sentanten fu¨r Bahnen mit La¨nge p:
0 . . . p-1
0 • . . . •
...
p-1
,
0 . . . p-1
0 •
...
...
p-1 •
,
0 . . . p-1
0 •
. •
... . . .
p-1 •
,
0 . . . p-1
0 •
. . •
... . . .
. . .
p-1 •
, usw.
Bezeichnet man mit ηm die Anzahl der Bahnen der La¨nge m, so kann man
u¨ber die Zerlegung(
p2
p
)
= p2ηp2+p(p+1)
die Anzahl ηp2 der Bahnen mit La¨nge p2 bestimmen. Hier einige Werte:
p
(p2
p
)
ηp ηp2
2 6 3 0
3 84 4 8
5 53130 6 2124
7 85900584 8 1753072
Ein allgemeiner Ansatz zur Bestimmung der Bahnstruktur ist in Kapitel B
zu finden.
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Bemerkung 6.9 (Dimensionsreduzierung). Die Beschreibung der redu-
zierten Linksidealvarieta¨t von Symbolalgebren in Proposition 6.8 la¨ßt sich
auch als Dimensionsreduzierung fu¨r Brauer-Severi-Varieta¨ten verstehen: Die
Plu¨cker-Einbettung hat als Bildbereich den projektiven Raum PN−1 mit
N =
(d2
d
)
. Nun werden bei allen Gleichungen der Grassmann-Varieta¨t die
Koordinaten xM durch D(M)xΠ(M) ersetzt. Durch die entstehenden Glei-
chungen wird die zu A geho¨rige Brauer-Severi-Varieta¨t beschrieben, und zwar
im projektiven Raum Pη−1, wobei η =
∑
i ηi.
Im bekannten Fall d = 2 ergibt sich direkt aus der Grassmann-Varieta¨t im
P5 die Gleichung fu¨r die Brauer-Severi-Varieta¨t im P2, im Fall d = 3 wird die
Dimension von 83 auf 11 reduziert usw. Aus den Zahlen der Tabelle erahnt
man schon, daß einzig der Fall d = 3 rechenpraktische Bedeutung hat. Dieser
Fall wird im na¨chsten Abschnitt genauer betrachtet werden. Das Resultat
in diesem Fall deutet aber an, daß Verallgemeinerungen mo¨glich sind.
Diese Bemerkungen sollen nun praktisch angewendet werden.
Beispiel (d=2). Es gibt drei Bahnen, na¨mlich
M2,G = B
((
(0, 1), (1, 1)
))∪B(((1, 0), (1, 1)))∪B(((1, 0), (0, 1))).
Folgende Tabelle gibt die notwendigen Daten wieder. Dabei ist σ jeweils das
Element, das den Repra¨sentanten Π(M) in M u¨berfu¨hrt: M = σΠ(M).
M Π(M) σ Nred eσ sσ(Π(M)) D(M)
((0,0),(1,0)) ((0,1),(1,1)) (0,1) -b b b -b
((0,0),(0,1)) ((1,0),(1,1)) (1,0) -a a (-a) a
((0,0),(1,1)) ((1,0),(0,1)) (1,0) -a a (-1) 1
((1,0),(0,1)) ((1,0),(0,1)) (0,0) 1 1 1
((1,0),(1,1)) ((1,0),(1,1)) (0,0) 1 1 1
((0,1),(1,1)) ((0,1),(1,1)) (0,0) 1 1 1
Identifiziere der U¨bersichtlichkeit halber die Elemente aus G = ZZd×ZZd mit
Zahlen durch die Abbildung
ZZd×ZZd −→ ZZ; (i, j) 7−→ i+dj,
d. h.
(
(0, 0), (1, 0), (0, 1), (1, 1)
)
korrespondiert mit
(
0, 1, 2, 3
)
. Ein Index M
wird durch nebeneinanderstehende Zahlen repra¨sentiert. Dann ist die Re-
pra¨sentantenmenge R = {12, 13, 23}, obige Tabelle hat die Gestalt
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M Π(M) σ Nred eσ sσ(Π(M)) D(M)
01 23 2 -b b b -b
02 13 1 -a a (-a) a
03 12 1 -a a (-1) 1
12 12 0 1 1 1
13 13 0 1 1 1
23 23 0 1 1 1
und die Ersetzungen xM = D(M)xΠ(M) sind
x01 = −bx23,
x02 = ax13,
x03 = x12.
Wendet man diese auf die definierende Gleichung der Grassmann-Varieta¨t86
Vk(4, 2) = Z
{
x01x23−x02x13+x03x12
}
⊆ P5,
an, so ergibt sich wie in Abschnitt 3.3
VA,1 ∼= Z
{
by20+ay
2
1−y22
}
⊆ P2.
durch den Isomorphismus
(x01 : x02 : x03 : x12 : x13 : x23) 7−→ (x23 : x13 : x12) .
Die Situation wird hier dadurch vereinfacht, daß die Grassmann-Varieta¨t
Vk(4, 2) durch nur eine Gleichung definiert wird, die nach Ersetzung der Ko-
ordinaten durch entsprechende Repra¨sentanten direkt in die Normgleichung
u¨bergeht. Im allgemeinen wird so etwas nicht zu erwarten sein, man kann
allenfalls hoffen, unter einigen Koordinaten eine Normrelation nachweisen zu
ko¨nnen. Dieses ist auch mo¨glich. Es wird zuna¨chst am Beispiel einer Sym-
bolalgebra vom Grad 3 konkret durchgerechnet. Im na¨chsten Kapitel wird
diese Rechnung etwas allgemeiner betrachtet. Diese Ergebnisse werden dann
in den folgenden Kapiteln verallgemeinert, so daß sie fu¨r alle Symbolalgebren
gelten und mo¨glicherweise noch weiter verallgemeinert werden ko¨nnen, was
aber in dieser Arbeit nicht mehr vorgenommen wird.
86Vgl. Abschnitt 2.3, allerdings mit anderer Nummerierung der Indizes.
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6.4 Beispiel: Symbolalgebren vom Grad 3
In diesem Abschnitt werden die Ergebnisse aus Kapitel 5 und aus dem vorigen
Abschnitt auf den Fall einer Symbolalgebra vom Grad 3 angewendet. Zum
einen la¨ßt sich dadurch die Beschreibung der dazugeho¨rigen Brauer-Severi-
Varieta¨t VA vereinfachen (die 4536 definierenden Gleichungen ko¨nnen auf 138
reduziert werden). Diese Beschreibung ist aber auch nicht ganz zufrieden-
stellend. Allerdings erleichtert sie das Auffinden weiterer Zusammenha¨nge
zwischen den Koordinaten von Punkten aus VA. In einem konkreten Fall
wird gezeigt, daß eine Normrelation zwischen bestimmten Koordinaten be-
steht. Diese Aussagen werden in den na¨chsten Kapiteln verallgemeinert: Es
wird gezeigt, wie sich VA durch Normvarieta¨ten beschreiben la¨ßt.
Sei A nun die Symbolalgebra
(
a,b
k,ξ
)
vom Grad 3 mit einer primitiven dritten
Einheitswurzel ξ ∈ k und a, b ∈ k∗.
Bahnstruktur
Die U¨berlegungen des vorigen Kapitels ergaben fu¨r die Bahnstruktur von A,
daß es vier Bahnen der La¨nge 3 und acht Bahnen der La¨nge 9 gibt. Verwende
wieder die Identifizierung der Elemente aus G = ZZ3 × ZZ3 mit Zahlen durch
die Abbildung
ZZd × ZZd −→ ZZ
(i, j) 7−→ i+ dj.
Schreibe Indizes M als nebeneinanderstehende Zahlen. Ordne zur Veran-
schaulichung wieder jedem Index ein Muster in einer Tabelle von Punkten zu
und interpretiere die Operation von G als Verschiebung in horizontaler bzw.
vertikaler Richtung, konkret:
{0, . . . , 8} ⊇M ←→
M 0 1 2
0 0 1 2
3 3 4 5
6 6 7 8
Wa¨hle fu¨r die Bahnen folgende Repra¨sentanten:
|B(M)| = 3 :
012
• • •
. . .
. . .
036
• . .
• . .
• . .
048
• . .
. • .
. . •
057
• . .
. . •
. • .
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|B(M)| = 9 :
013
• • .
• . .
. . .
014
• • .
. • .
. . .
015
• • .
. . •
. . .
016
• • .
. . .
• . .
017
• • .
. . .
. • .
018
• • .
. . .
. . •
037
• . .
• . .
. • .
038
• . .
• . .
. . •
Also:
|B(M)| ∈ {3, 9}
|B(M)| = 3 =⇒ B(M) ∈ { B(012), B(036), B(048), B(057) }
|B(M)| = 9 =⇒ B(M) ∈
{
B(013), B(014), B(015), B(016),
B(017), B(018), B(037), B(038)
}
Reduzierte Plu¨cker-Relationen
Nun lassen sich wie im Beispiel ”d = 2“ fu¨r jeden Index M ∈ Md ent-
sprechende Daten berechnen (siehe dazu Anhang C). Ersetzt man in den
Plu¨cker-Relationen alle Koordinaten durch die entsprechenden Repra¨sentan-
ten mit dazugeho¨rigen Faktoren nach der Regel
xM = D(M)xΠ(M) mit D(M) :=
sσ
(
Π(M)
)
Nred eσ
,
so werden viele Relationen gleich, ihre Zahl reduziert sich von 36 ·126 = 4536
auf87 138. Durch diese Gleichungen wird die Brauer-Severi-Varieta¨t von A
beschrieben. Eine Liste dieser Gleichungen ist auch im Anhang C zu finden.
Sie soll keine Beweiskraft haben, sondern diente der Hypothesenbildung: Wie
la¨ßt sich die Beschreibung weiter vereinfachen? Einen Anhaltspunkt bietet
die bekannte Tatsache, die aus den Sa¨tzen 4.21 und 6.4 folgt:
87Der allgemeine Zusammenhang dieser Zahlen wurde nicht untersucht, eine Formel
scheint nur schwer aufzustellen zu sein. Zwar weisen die Relationen eine gewisse Re-
gelma¨ßigkeit auf, wenn man sie z. B. nach Zahl und Art der auftretenden Variablen sortiert,
aber es wurde keine Mo¨glichkeit gefunden, direkt auf kompliziertere Fa¨lle zu schließen.
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Satz 6.10. Sei d ∈ IN und ξ eine primitive d-te Einheitswurzel in k. Fu¨r
eine Symbolalgebra A =
(
a,b
k,ξ
)
vom Grad d sind folgende Aussagen a¨quivalent
i) A zerfa¨llt, d.h. A ∼= Matd k.
ii) VA(k) 6= ∅.
iii) b ∈ NK/k(K∗) mit K := k[t]/(td − a).88
Beweis. Sa¨tze 4.21 und 6.4.
Eine Normrelation unter den Koordinaten
Sei o. E. a keine dritte Potenz in k (dann wa¨re A trivial, d. h. isomorph zu
einer Matrixalgebra). Dann ist K = k[t]/(t3 − a) ein Ko¨rper mit Norm
NK/k(y0+ty1+t2y2) = y30+ay
3
1+a
2y32−ay0y1y2.
Mit dem Ziel, eine Normrelation zwischen den Koordinaten aufzustellen, fin-
det man folgendes: Schreibe abku¨rzend die Repra¨sentanten als
x0 := x013 x1 := x014 x2 := x015 x3 := x016 x4 := x017 x5 := x018
x6 := x037 x7 := x038 x8 := x012 x9 := x036 x10 := x048 x11 := x057
Betrachte einen Punkt x = k ∗
∑
xMeM aus VA und folgende Plu¨cker-Relatio-
nen, in denen wie oben beschrieben die Koordinaten durch ihre Repra¨sen-
tanten ersetzt werden:
P01,0235(x) = x010︸︷︷︸
=0
x235 − x012x035 + x013x025 − x015x023 (∗)
= ξ2x8x4 − a−1x20 + x1x2,
P01,0234(x) = x010x234 − x012x034 + x013x024 − x014x023
= −ξx8x3 − x0x2 + x21,
P01,0245(x) = x010x245 − x012x045 + x014x025 − x015x024
= −x8x5 − a−1x0x1 + x22.
Nach Multiplikation mit bestimmten Faktoren erha¨lt man die Gleichungen
x30 − ax0x1x2 = ξ2ax8x0x4,
ax31 − ax0x1x2 = ξax8x1x3,
a2x32 − ax0x1x2 = a2x8x2x5.
88Auch wenn K kein Ko¨rper ist, ist die Norm NK/k wie gewo¨hnlich als Produkt aller
Konjugierten definiert, wobei die Automorphismen σi(t) = ξit mit i = 0, . . . , d − 1 sind
(siehe Abschnitt 6.1).
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Addition der Gleichungen liefert
x30+ax
3
1+a
2x32−3ax0x1x2 = x8
(
ξ2ax0x4+ξax1x3+a2x2x5
)
. (∗∗)
Betrachte nun noch
P01,2345(x) = x012x345 − x013x245 + x014x235 − x015x234
= b−1x28 − ξ2a−1x0x4 − ξa−1x1x3 − x2x5.
Mit a2 multipliziert ergibt sich
ξ2ax0x4+ξax1x3+a2x2x5 = a2b−1x28 ,
und in (∗∗) eingesetzt gibt das
x30+ax
3
1+a
2x32−3ax0x1x2 = a
2
b
x38.
Dies ist die gesuchte Normrelation und man erha¨lt
A zerfa¨llt =⇒ a
2
b
∈ NK/k(K∗) .
Bezeichnet man mit ZNa,b ⊆ P3 die Nullstellenmenge von
f(y, y0, y1, y2) :=NK/k(y0 + ty1 + t2y2)− a
2
b
y3
=y30 + ay
3
1 + a
2y32 − ay0y1y2 − a
2
b
y3
und mit U8 := U(012) die offene Menge aller Punkte k ∗
∑
M xMeM im P
∧3 k9
mit x(012) 6= 0, so ist
ϕ : VA ∩ U8 −→ ZNa,b
k ∗
∑
M xMeM 7−→ (x8 : x0 : x1 : x2)
ein Morphismus. Aus (∗) erha¨lt man
x4 =
ξa−1x20 − ξx1x2
x8
,
x3 =
−ξ2x0x2 + ξ2x21
x8
,
x5 =
−a−1x0x1 + x22
x8
,
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d. h. aus den Koordinaten x0, x1, x2, x8 lassen sich fu¨r x8 6= 0 die Koordina-
ten x3, x4, x5 gewinnen. Diese Koordinaten reichen, um u¨ber die Umkehrung
der Plu¨ckereinbettung P ∗(012) eine Umkehrabbildung zu ϕ zu konstruieren. Es
folgt, daß VA ∩U8 isomorph zum Bild unter ϕ in ZNa,b ist. Aus Dimensions-
gru¨nden sind also beide Varieta¨ten birational a¨quivalent.
Die umgekehrte Schlußrichtung des Normkriteriums la¨ßt sich hieraus aber
nicht ableiten, da die genaue Gro¨ße des Bildes von VA ∩ U8 in ZNa,b nicht
bekannt ist. Um dies zu erhalten, wird im na¨chsten Kapitel eine konkrete
Umkehrabbildung entwickelt, aus der dann die A¨quivalenz im Normkriterium
folgt.
Teil III
Brauer-Severi-Varieta¨ten von
Symbolalgebren
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Kapitel 7
Beispiel: Symbolalgebren vom
Grad 3
Im Abschnitt 6.4 wurden Linksidealvarieta¨ten von Symbolalgebren vom Grad
3 untersucht. Die Ergebnisse wurden dann dazu benutzt, die dazugeho¨rigen
Brauer-Severi-Varieta¨ten genauer zu bestimmen. Zuna¨chst wurde eine Liste
von 138 Gleichungen angegeben, die mit Hilfe eines Computers erstellt wurde
(schon im Fall d=3 ist Handarbeit fast unmo¨glich). Zwar ließe sich diese noch
reduzieren, denn der k-Vektorraum der Polynome in 12 Vera¨nderlichen vom
Grad kleiner oder gleich 2 hat die Dimension 1 + 12 + 11 · 12/2 + 12 = 91,
aber die zu erwartenden Ergebnisse bleiben unbefriedigend:
Einerseits liefert etwa eine Gro¨bner-Basis-Bestimmung89 eine Liste von 185
Polynomen, u¨berwiegend mit mehr Summanden und ho¨heren Grades als die
reduzierten Plu¨cker-Polynome; es ist also so keine wesentliche Vereinfachung
zu erwarten. Andererseits setzt die Rechnerleistung diesem Vorgehen Gren-
zen: Die Reduktion der Liste der 4536 Plu¨cker-Polynome im Fall d=3 dau-
erte90 ca. 2 Minuten. Angenommen, der Zeitbedarf wa¨chst proportional zur
Anzahl der Polynome,91 so wu¨rde die Reduzierung im Fall d=4 ca. 18 Stun-
den und im Fall d=5 gut 2 Jahre dauern.
Die Rechnungen am Ende von Abschnitt 6.4 zeigen dagegen, wie eine u¨ber-
sichtliche Beschreibung von Brauer-Severi-Varieta¨ten aussehen kann: Unter
Einbeziehung der fru¨heren Ergebnisse wurde gezeigt, daß die Koordinaten
eines Punktes der Brauer-Severi-Varieta¨t VA,1 einer Symbolalgebra A vom
Grad 3 eine Normrelation erfu¨llen, d. h. VA,1 la¨ßt sich geometrisch in Be-
89Verwendet wurde wie auch zur Bestimmung der Liste der reduzierten Plu¨cker-
Polynome (siehe Anhang C) das Computer-Algebra-Programm Mathematica 2.2.
90Auf einem durchschnittlichen aktuellen PC (300 MHz, 64 MB).
91Tatsa¨chlich wird der Aufwand, derart große Listen zu handhaben, zusa¨tzlich Zeit
kosten.
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ziehung setzen zu einer Normvarieta¨t. Die Mo¨glichkeiten, diese Beziehung
auszuweiten, sollen in diesem dritten Teil untersucht werden, zuna¨chst wieder
fu¨r den Fall einer Symbolalgebra vom Grad 3, dann fu¨r beliebige Symbolal-
gebren und in Einzelfa¨llen auch fu¨r weitere Beispiele.
Um Probleme, bei denen die Notation von sortierten Tupeln verwendet wird,
allgemein zu betrachten, ist es gu¨nstig und ha¨ufig viel natu¨rlicher, auf die
Sortierung zu verzichten. Als eine Konvention fu¨r den ganzen dritten Teil
dieser Arbeit wird deshalb abweichend vom zweiten Teil folgende Bezeich-
nung verwendet:
Schreibweise. Sei G eine Gruppe, σ ∈ G und N = (σ1, . . . , σν) ∈M◦ν,G.
σN := (σσ1, . . . , σσν) ,
Nσ := (σ1σ, . . . , σνσ) .
7.1 Sortierungsunabha¨ngige Plu¨cker-Relatio-
nen
Wichtig ist die Erweiterung der Notation fu¨r Plu¨cker-Relationen, so daß diese
nicht nur fu¨r sortierte Tupel definiert sind. Dazu sind einige neue Definitio-
nen und erweiterte Aussagen notwendig, die in diesem Abschnitt vorgestellt
werden.
Zuna¨chst wird der Zusammenhang zwischen sortierungsabha¨ngiger und sor-
tierungsunabha¨ngiger Schreibweise untersucht. Sei dazu X eine Menge von
n Elementen, auf der eine lineare Ordnung ”<“ definiert ist, und ν ∈ IN mit
ν ≤ n.
Sei N ∈ M◦ν,X . Bezeichne mit signN das Vorzeichen der Permutation ausSν , die N bezu¨glich ”<“ sortiert.
Sei d ∈ IN mit d ≤ n, M ∈ M◦d−1,X und M ′ ∈ M◦d+1,X . Betrachte die
folgenden Diagramme mit Permutationen pi = pi′′pi′ bzw. ρ = ρ′′ρ′ aus Sd
und i aus M ′ mit i /∈M :
M + i M + i-
pi′
pi
@
@
@R
M + i
?
pi′′
M ′ i+M ′ − i-
ρ′
ρ@@
@R
M ′
?
ρ′′
.
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Sei hier, abweichend von der Definition auf Seite 11, die Funktion pos defi-
niert durch pos(ij,M ′) = j fu¨r M ′ = (i0, i1, . . . , id), d. h. das erste Element
hat den Funktionswert 0. Aus signpi′ = signM und sign ρ = signM ′ folgt
signpi′′ signM = signpi = sign(M + i),
sign ρ′′ signM ′ = sign ρ′
(
sign ρ′′
)2= sign ρ′ = (−1)pos(i,M ′) sign(M ′ − i).
Es gilt
xM,i = signpi
′′xM∪i ,
(−1)pos(i,M ′)xM ′−i = sign ρ′′xM ′−i
und deshalb ist
xM,i signM = signpi
′′ signMxM∪i
= sign(M + i)xM∪i
und
(−1)pos(i,M ′)xM ′−i signM ′ = sign ρ′′ signM ′xM ′−i
= (−1)pos(i,M ′) sign(M ′ − i)xM ′−i.
Aus dem Plu¨cker-Polynom
PM,M ′(x) =
∑
i∈M ′
(−1)pos(i,M ′)xM,ixM ′−i
wird nach Multiplikation mit den Konstanten signM und signM ′∑
i∈M ′
(−1)pos(i,M ′) sign(M + i)xM∪i sign(M ′ − i)xM ′−i
=
d∑
j=0
(−1)j sign(M + ij)xM∪ij sign(M ′ − ij)xM ′−ij
mit M ′ = (i0, . . . , id).
Definition. SeiX eine Menge mit n Elementen, auf der eine lineare Ordnung
” < “ definiert ist.
i) Sei ν ∈ IN mit ν ≤ n und k[xM |M ∈ Mν ] der Polynomring u¨ber k
in
(n
ν
)
Variablen. Sei N = (i1, . . . , iν) ∈ Xν ein beliebiges ν-Tupel.
Definiere
[N ] :=
{
signN xN falls N ∈M◦ν
0 sonst
.
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[N ] ist aus k[xM |M ∈Mν ]. Durch Einsetzung von Punkten aus ∧ν kn
erha¨lt man Skalare, konkret: Sei w :=
∑
M pMeM ∈
∧ν kn. Definiere
[N ]w :=
{
signN pN falls N ∈M◦ν
0 sonst
.
Ist w = ∧b mit b ∈ Stν,n k ein zerlegbarer Vektor, so ist
[N ]b := [N ]w = det bN .
Wenn klar ist, was gemeint ist, so kann die Indizierung wegfallen.
ii) Sei d ∈ IN mit d + 1 ≤ n, M ∈ M◦d−1 und M ′ ∈ M◦d+1. Definiere
(sortierungsunabha¨ngige) Plu¨cker-Polynome
P˜M,M ′(x) :=
d∑
j=0
(−1)j[M+ij][M ′−ij] .
Seien M ∈ M◦d−1 und M ′ ∈ M◦d+1. Sind M und M ′ sortiert, so sind die
Polynome P˜M,M ′ im wesentlichen die fru¨her definierten Plu¨cker-Polynome92
PM,M ′(x) :=
d∑
j=0
(−1)jxM,ijxM ′−ij ,
genauer: Sind M und M ′ nicht unbedingt sortiert, so gilt
 PM,M ′ = P˜M,M ′
mit  := signM signM ′. Deshalb gilt
PM,M ′(x) = 0 ⇐⇒ P˜M,M ′(x) = 0
und es folgt
Bemerkung 7.1.
i) Seien Nν ⊆M◦ν fu¨r ν = d± 1 Teilmengen mit der Eigenschaft
{M |M ∈ Nν} =Mν .
Dann gilt
Vk(n, d) = Z
(
P˜M,M ′(x)
∣∣M ∈ Nd−1,M ′ ∈ Nd+1) .
92Siehe Seite 21.
7.1. SORTIERUNGSUNABHA¨NGIGE PLU¨CKER-RELATIONEN 121
ii) Ist x ∈ Vk(n, d), so gilt
P˜M,M ′(x) = 0
fu¨r alle M ∈M◦d−1 und M ′ ∈M◦d+1 .
Der Vorteil dieser neuen Plu¨cker-Polynome liegt darin, daß nun Tupel be-
trachtet werden ko¨nnen, die nicht unbedingt geordnet sind.
Die neue Schreibweise [N ]w fu¨r w ∈ ∧ν kn la¨ßt sich auch auf die Situation
bei verschra¨nkten Gruppenalgebren anwenden: Sei G eine endliche Gruppe
der Ordnung n = d2, auf der eine beliebige lineare Ordnung ”<“ definiert ist,
(s) ∈ H2(G, k∗) eine 2-Kozykelklasse mit normiertem Repra¨sentanten s und
A die verschra¨nkte Gruppenalgebra (G, s)k, so daß A zentraleinfach ist. Sei
1 ≤ µ < d und m := µd. Fu¨r N = (σ1, . . . , σν) ∈M◦ν,G sei93
σN := (σσ1, . . . , σσν) .
Dann gilt analog zu Proposition 5.11 eine Ersetzungsrelation.
Proposition 7.2. Fu¨r k ∗w ∈ L˜A,µ, N ∈M◦d,G und σ ∈ G gilt
[N ]w =
Nred eσ
s◦σ(N)
[σN ]w
mit
s◦σ(N) :=
∏
τ∈N
sσ,τ .
Beweis. Sei k ∗w = k ∗
∑
M pMeM ∈ L˜A,µ.
[N ]w = signNpN = signN
Nred eσ
sσ(N)
pσN = signN signσN
Nred eσ
s◦σ(N)
pσN
= signσN
Nred eσ
s◦σ(N)
pσN =
Nred eσ
s◦σ(N)
[σN ]w.
93Anders als in fru¨heren Abschnitten ist hier nicht das sortierte Tupel gemeint; siehe
die Festlegung der Schreibweise auf Seite 118.
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7.2 Normrelationen
Bei der Berechnung einer Normrelation im Beispiel aus Abschnitt 6.4 wurde
eine sehr spezielle Situation betrachtet, um die Schritte leichter nachvoll-
ziehbar zu machen. Hier wie auch spa¨ter ist es allerdings gu¨nstiger, gleich
von einer allgemeineren Situation auszugehen, in der die Notation der sortie-
rungsunabha¨ngigen Plu¨cker-Relationen aus dem vorigen Abschnitt verwen-
det wird.
Sei A wie in Abschnitt 6.4 eine Symbolalgebra vom Grad 3 mit G = ZZ3×ZZ3.
Sei folgendes vorgegeben
G = 〈σ〉 × 〈τ〉,
σ0 ∈ G.
Verwende nun die Identifizierung der Elemente aus G = ZZ3×ZZ3 mit Zahlen
durch die Abbildung
〈σ〉×〈τ〉 −→ ZZ; σ0σiτ j 7−→ i+3j mit 0 ≤ i, j ≤ 2.
Um diese Identifizierung von der aus Abschnitt 6.4 unterscheiden zu ko¨nnen,
werden hier die Zahlen fett geschrieben, z. B. 3 = σ0τ . Definiere damit
N := (0,1,2), N0 := (0,1,3), N1 := (0,1,4), N2 := (0,1,5) .
Durch die verschiedenen Identifizierungen von Zahlen mit den Elementen aus
G la¨ßt sich die Veranschaulichung der Bahnen von oben und die Vorgehens-
weise bei der Herleitung der Normrelation leicht u¨bertragen. So la¨ßt sich
das Repra¨sentantensystem von oben auf diese Situation u¨bertragen und man
erha¨lt die Zerlegung
M3,9 =
•⋃
M∈R
B(M)
mit
R :=
{
(0,1,3), (0,1,4), (0,1,5), (0,1,6), (0,1,7), (0,1,8)
(0,3,7), (0,3,8), (0,1,2), (0,3,6), (0,4,8), (0,5,7)
}
.
Betrachte die Plu¨cker-Polynome94
P˜(0,1),(0,2,4,5)(x) =− [0,1,2][0,4,5] + [0,1,4][0,2,5]− [0,1,5][0,2,4],
P˜(0,1),(0,2,3,5)(x) =− [0,1,2][0,3,5] + [0,1,3][0,2,5]− [0,1,5][0,2,3],
P˜(0,1),(0,2,3,4)(x) =− [0,1,2][0,3,4] + [0,1,3][0,2,4]− [0,1,4][0,2,3]
94Siehe zu den Schreibweisen Abschnitt 7.1. Schreibe abku¨rzend [i1, . . . , id] fu¨r
[(i1, . . . , id)], sσ(i1, . . . , id) fu¨r sσ((i1, . . . , id)) usw.
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und die Ersetzungen95
[0,2,3] =
Nred eσ
s◦σ(0,2,3)
[1,0,4] = − Nred eσ
s◦σ(0,2,3)
[0,1,4],
[0,2,4] = − Nred eσ
s◦σ(0,2,4)
[0,1,5],
[0,2,5] = − Nred eσ
s◦σ(0,2,5)
[0,1,3].
In die dazugeho¨rigen Plu¨cker-Relationen eingesetzt und mit [N2], [N0] bzw.
[N1] multipliziert, erha¨lt man fu¨r einen Punkt x = k ∗
∑
xMeM ∈ VA := VA,1
[N ][N2][0,4,5] = − Nred eσs◦σ(0,2,5) [N1][N0][N2] +
Nred eσ
s◦σ(0,2,4)
[N2]3,
[N ][N0][0,3,5] = − Nred eσs◦σ(0,2,5) [N0]
3 +
Nred eσ
s◦σ(0,2,3)
[N2][N1][N0],
[N ][N1][0,3,4] = − Nred eσs◦σ(0,2,4) [N0][N2][N1] +
Nred eσ
s◦σ(0,2,3)
[N1]3.
Wegen
Nred eσ = sσ(Bσ(σ0)) = (−1)d−1s◦σ(0,1,2) d=3= s◦σ(0,1,2)
erha¨lt man nach Multiplizieren mit geeigneten Faktoren
sσ,5[N ][N2][0,4,5] = −sσ,1[N1][N0][N2] + sσ,1sσ,5sσ,4 [N2]
3, (∗)
sσ,3[N ][N0][0,3,5] = −sσ,1sσ,3sσ,5 [N0]
3 + sσ,1[N2][N1][N0],
sσ,4[N ][N1][0,3,4] = −sσ,1[N0][N2][N1] + sσ,1sσ,4sσ,3 [N1]
3.
Eine analoge Berechnung fu¨hrt zu
P˜(0,1),(2,3,4,5)(x)
= [N ][3,4,5]− [N0][2,4,5] + [N1][2,3,5]− [N2][2,3,4]
=
Nred eτ2
s◦τ2(3,4,5)
[N ]2 +
Nred eσ
s◦σ(2,4,5)
[N0][0,3,5]
− Nred eσ
s◦σ(2,3,5)
[N1][0,3,4]− Nred eσs◦σ(2,3,4) [N2][0,4,5].
95Siehe dazu Proposition 7.2.
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Die dazugeho¨rige Plu¨cker-Relation la¨ßt sich wegen Nred eσ = s◦σ(3,4,5)
schreiben als
sσ,2Nred eτ2
s◦τ2(3,4,5)
[N ]2 = −sσ,3[N0][0,3,5]+sσ,4[N1][0,3,4]+sσ,5[N2][0,4,5].
Setzt man in diese Gleichung nach Multiplikation mit [N ] obige Gleichungen
(∗) ein, so erha¨lt man die Gleichung
sσ,2Nred eτ2
s◦τ2(3,4,5)
[N ]3
=
sσ,1sσ,3
sσ,5
[N0]3 +
sσ,1sσ,4
sσ,3
[N1]3 +
sσ,1sσ,5
sσ,4
[N2]3 − 3sσ,1[N0][N1][N2]
oder
sσ,2 Nred eτ2
sσ,1 s◦τ2(3,4,5)
[N ]3 (∗∗)
=
sσ,3
sσ,5
[N0]3 +
sσ,4
sσ,3
[N1]3 +
sσ,5
sσ,4
[N2]3 − 3[N0][N1][N2].
Definiere
n(σ0, σ, τ) := s2σ,3 sσ,4[N0]
3 + s2σ,4 sσ,5[N1]
3 + s2σ,5 sσ,3[N2]
3
− 3Nred eσ[N0][N1][N2] ,
q(σ0, σ, τ) := signN
sσ,2 Nred eτ2 Nred eσ
sσ,1 s◦τ2(3,4,5)
und
N(σ0, σ, τ) := n(σ0, σ, τ)−q(σ0, σ, τ)x3N .
Dann hat obige Gleichung (∗∗) die Form
N(σ0, σ, τ) = 0 .
Fasse n(σ0, σ, τ) und N(σ0, σ, τ) als Polynome in y := xN , y0 := xN0 , y1 :=
xN1 , y2 := xN2 auf. Es wurde nicht systematisch untersucht, welche Glei-
chungen durch N(σ0, σ, τ) = 0 fu¨r verschiedene Werte σ0, σ, τ tatsa¨chlich
erhalten werden ko¨nnen. Ha¨ufig kann man eine Gleichung durch lineare
Transformation auf die Form einer Normrelation bringen. Hier lediglich eine
Liste mit einigen Auswertungen.
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σ0 σ τ λ N(i, σ, τ) = 0 λ
0 1 3 y30 + ay
3
1 + a
2y32 − 3ay0y1y2 = a2b y3 1
1 1 3 ay30 + a
2y31 + y
3
2 − 3ay0y1y2 = 1by3 1
2 1 3 −a2y30 − y31 − ay32 + 3ay0y1y2 = aby3 1
3 1 3 y30 + ay
3
1 + a
2y32 − 3ay0y1y2 = a2b y3 1
0 2 3 y30 + a
2y31 + ay
3
2 − 3ay0y1y2 = aby3 1a
0 3 1 −y30 + by31 + b2y32 + 3by0y1y2 = b2a y3 1
0 4 1 −ay30 + a2by31 + b2y32 + 3ξ2aby0y1y2 = a2b2y3 ξ2
Diese U¨berlegungen ko¨nnen nun auf verschiedene Weise gedeutet werden.
Zuna¨chst erha¨lt man eine arithmetische Aussage:
Bemerkung 7.3. Es gilt
x ∈ VA =⇒ N(σ0, σ, τ)(x˜) = 0
mit x˜ := (xN , xN0 , xN1 , xN2).
Allerdings kann es passieren, daß xN trivial ist, so daß man daraus keine
Aussage fu¨r q(σ0, σ, τ) ableiten kann. Bezeichnet man mit ZN(σ0, σ, τ) ⊆ P3
die Nullstellenmenge des PolynomsN(σ0, σ, τ) in P3, so erha¨lt man folgenden
u¨ber k definierten Morphismus
VA ∩ UN −→k ZN(σ0, σ, τ) ,
k ∗
∑
M xMeM 7−→
(
xN : xN0 : xN1 : xN2
)
wobei wie u¨blich UN die offene Menge der Punkte k
∗∑
M xMeM mit xN 6= 0
bezeichnet, und die Aussage:
Bemerkung 7.4.(
VA∩UN
)
(k) 6= ∅ =⇒ ZN(σ0, σ, τ)(k) 6= ∅.
Definiere
W (σ0, σ, τ) := n(σ0, σ, τ)(k4) ,
d. h. W (σ0, σ, τ) ist die Wertemenge, die man aus dem Polynom n(σ0, σ, τ)
erha¨lt, wenn man Werte aus k einsetzt. Hat ZN(σ0, σ, τ) einen k-rationalen
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Punkt, so gilt q(σ0, σ, τ) ∈ W (σ0, σ, τ). Wenn nun n(σ0, σ, τ) als Normpoly-
nom einer Ko¨rpererweiterung K/k gedeutet werden kann, so kann man aus
der Existenz eines k-rationalen Punktes in VA ∩ UN folgern, daß q(σ0, σ, τ)
Norm in K/k ist. Um diese Aussage auf die Zerfallseigenschaft von A zuru¨ck-
zufu¨hren, braucht man noch folgende Aussage:
Bemerkung 7.5. Sei n(σ0, σ, τ) anisotrop u¨ber k, d. h. habe die Gleichung
n(σ0, σ, τ) = 0 einzig die triviale Lo¨sung u¨ber k. Sei N ′ := (1, τ, τ 2). Dann
gilt
VA(k) ⊂ UN ∪UN ′ .
Beweis. Sei x ∈ VA(k).
Ann.: xN = 0 und xN ′ = 0. Dann ist n(i, σ, τ)(x˜) = 0, und es folgt xN0 = 0,
xN1 = 0 und xN2 = 0, d. h.
[0,1,2] = 0, [0,3,6] = 0, [0,1,3] = 0, [0,1,4] = 0, [0,1,5] = 0 .
Aus den Plu¨cker-Relationen
P˜(0,3),(0,4,6,7)=−[0,3,4][0,6,7] + [0,3,6][0,4,7]− [0,3,7][0,4,6]=0,
P˜(0,3),(0,5,6,8)=−[0,3,5][0,6,8] + [0,3,6][0,5,8]− [0,3,8][0,5,6]=0
folgt mit Werten λ, λ′, µ, µ′ ∈ k∗
[0,3,7]2 = λ[0,1,6][0,1,3] + λ′[0,3,6][0,3,8] = 0,
[0,3,8]2 = µ[0,1,7][0,1,4] + µ′[0,3,6][0,3,7] = 0.
Aus den Relationen P˜(0,1),(0,2,6,8) = 0, P˜(0,1),(0,2,6,7) = 0 und P˜(0,1),(0,2,7,8) = 0
folgt mit entsprechenden nichttrivialen Skalaren
[0,1,6]2 = λ[0,1,2][0,1,4] + λ′[0,1,8][0,1,7] ,
[0,1,7]2 = µ[0,1,2][0,1,3] + µ′[0,1,6][0,1,8] ,
[0,1,8]2 = ν[0,1,2][0,1,5] + ν ′[0,1,7][0,1,6] ,
d. h. wegen [0,1,2] = 0 gilt
[0,1,6] = 0 ⇐⇒ [0,1,7] = 0 ⇐⇒ [0,1,8] = 0 .
Aus P˜(0,1),(0,3,4,6) = 0 folgt
[0,1,6]2 = λ[0,1,3][0,3,7]+λ′[0,1,4][0,3,6] = 0,
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d. h. alle Koordinaten [0,1,6], [0,1,7], [0,1,8] sind gleich Null. Außerdem
gilt nun noch wegen P˜(0,4),(1,5,6,8) = 0 und P˜(0,5),(1,3,7,8) = 0
[0,4,8]2=λ[0,1,4][0,1,6] + λ′[0,1,8][0,1,5] + λ′′[0,3,7][0,3,8]=0,
[0,5,7]2=λ[0,1,4][0,1,6] + λ′[0,1,8][0,1,5] + λ′′[0,3,7][0,3,8]=0.
Es sind also die Koordinaten aller Repra¨sentanten und somit alle Koordina-
ten gleich Null, ein Widerspruch.
Daraus folgt sofort
Bemerkung 7.6.
A zerfa¨llt =⇒ q(σ0, σ, τ) ∈W (σ0, σ, τ) oder q(σ0, τ, σ) ∈W (σ0, τ, σ).
Beweis. Die Aussage ergibt sich, wenn man die Vertauschbarkeit
G = 〈σ〉×〈τ〉 = 〈τ〉×〈σ〉
beachtet.
Insbesondere erha¨lt man eine Schlußrichtung des bekannten Normkriteri-
ums:96
Bemerkung 7.7.
A zerfa¨llt =⇒ a ∈ Nk(β)/k mit β3 = b .
Beweis. Ist β ∈ k, so ist die Aussage trivial. Mit σ0 := (0, 0) = 0, σ :=
(1, 0) = 1 und τ := (0, 1) = 3 ist
q(σ0, σ, τ) =
a2
b
,
W (σ0, σ, τ) = Nk(α)/k(k(α)∗) mit α3 = a ,
q(σ0, τ, σ) =
b2
a
,
W (σ0, τ, σ) = Nk(β)/k(k(β)∗) .
Die Aussage folgt nun wegen
b ∈ Nk(α)/k(k(α)∗) ⇐⇒ a ∈ Nk(β)/k(k(β)∗) .
96Siehe Satz 6.4 iii).
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7.3 Konstruktion von Idealen
Als na¨chstes Ziel soll die andere Schlußrichtung des Normkriteriums (Satz 6.4
iii)) mit diesen Methoden bewiesen werden. Betrachte dazu die Umkehrung
der Plu¨cker-Einbettung aus Abschnitt 2.4 (siehe Beispiel 2.4). Durch geeig-
nete Anordnung der Zeilen97 und unter Verwendung der Ersetzungsrelationen
erha¨lt man die Abbildung
P ∗N : Vk(9, 3)∩UN −→ St9,3 k ; p =
∑
M
pMeM 7−→ a
mit
a =
1
[N ]3

[N ] 0 0
0 [N ]
0 0 [N ]
[123] −[023] [013]
[124] −[024] [014]
[125] −[025] [015]
[126] −[026] [016]
[127] −[027] [017]
[128] −[028] [018]

.
Betrachtet man die Einschra¨nkung von P ∗
N
auf die Brauer-Severi-Varieta¨t
VA ⊆ Vk(9, 3), verknu¨pft mit der Abbildung St9,3 k −→ BSA; a 7−→ 〈a〉, so
ist das Bild unter dieser Abbildung invariant unter der Operation von A, und
es ko¨nnen die Ersetzungsrelationen angewendet werden. Man erha¨lt
Pˆ : VA −→ BSA
p =
∑
M pMeM 7−→ 〈a〉
97Na¨mlich in der Reihenfolge 0,1, . . . ,8.
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mit
a =

[N ] 0 0
0 [N ]
0 0 [N ]
s◦σ(015)
Nred eσ
[015]
s◦
σ2
(014)
Nred eσ2
[014] [013]
s◦σ(013)
Nred eσ
[013]
s◦
σ2
(015)
Nred eσ2
[015] [014]
s◦σ(014)
Nred eσ
[014]
s◦
σ2
(013)
Nred eσ2
[013] [015]
s◦σ(018)
Nred eσ
[018]
s◦
σ2
(017)
Nred eσ2
[017] [016]
s◦σ(016)
Nred eσ
[016]
s◦
σ2
(018)
Nred eσ2
[018] [017]
s◦σ(017)
Nred eσ
[017]
s◦
σ2
(016)
Nred eσ2
[016] [018]

.
Da 〈a〉 ∈ BSA, muß gelten
det a016 =
Nred eτ
s◦τ (016)
det a034 ,
det a017 =
Nred eτ
s◦τ (017)
det a134 ,
det a018 =
Nred eτ
s◦τ (018)
det a234 .
Daraus folgt
[016] =
1
[N ]
det
 s◦σ2(014)Nred eσ2 [014] [013]
s◦
σ2
(015)
Nred eσ2
[015] [014]
 ,
[017] =
1
[N ]
det
 s◦σ(015)Nred eσ [015] [013]
s◦σ(013)
Nred eσ
[013] [014]
 ,
[018] =
1
[N ]
det
 s◦σ(015)Nred eσ [015] s◦σ2(014)Nred eσ2 [014]
s◦σ(013)
Nred eσ
[013]
s◦
σ2
(015)
Nred eσ2
[015]
 .
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Ist also ein Punkt p aus VA mit pN 6= 0 vorgegeben, so reichen die vier Ko-
ordinaten pN , pN0 , pN1 und pN2 aus, um eine Basis des Urbildes anzugeben.
Sind die vier Werte beliebig mit pN 6= 0 vorgegeben, so muß ein Urbild 〈a〉 in
BSA notwendig eine Basis dieser Form haben, allerdings muß es nicht immer
eines geben. Daß eine hinreichende Bedingung fu¨r die Existenz eines Urbildes
durch N(σ0, σ, τ) = 0 gegeben ist, zeigt
Proposition 7.8. Es gibt einen u¨ber k definierten Morphismus
Θ∗ : ZN(σ0, σ, τ) ∩ U0 −→ VA ∩ UN ,
(pN : pN0 : pN1 : pN2) 7−→ P (〈a〉)
wobei a die oben beschriebene Matrix aus Termen in [N ], [N0], [N1] und [N2]
ist und U0 := {(y : y0 : y1 : y2) ∈ P3|y 6= 0}, der invers zu dem Morphismus
Θ : VA ∩ UN −→ ZN(σ0, σ, τ) ∩ U0
k ∗
∑
pMeM 7−→ (pN : pN0 : pN1 : pN2)
ist.
Beweis. Sei p = (pN : pN0 : pN1 : pN2) ∈ ZN(σ0, σ, τ) ∩ UN und a oben
beschriebene Matrix. Bezeichne die Spalten von a mit a0, a1 und a2. Fu¨r die
Operation mit eσ gilt
eσa0 = sσ,0a1 ,
eσa1 = sσ,1a2 ,
eσa2 = sσ,2a0 ,
wie man leicht nachrechnet, z. B.
eσa0 = eσ

[N ]
0
0
s◦σ(015)
Nred eσ
[015]
s◦σ(013)
Nred eσ
[013]
s◦σ(014)
Nred eσ
[014]
...

=

0
sσ,0[N ]
0
sσ,5
s◦σ(014)
Nred eσ
[014]
sσ,3
s◦σ(015)
Nred eσ
[015]
sσ,4
s◦σ(013)
Nred eσ
[013]
...

= sσ,0a1 ,
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da
sσ,5
s◦σ(014)
Nred eσ
=
s◦σ(012)sσ,5
Nred eσ
s◦σ(014)
Nred eσ
=
s◦σ(125)sσ,0
Nred eσ
s◦σ(014)
Nred eσ
=
=
s◦σ(σ(014))sσ,0
Nred eσ
s◦σ(014)
Nred eσ
=
s◦σ2(014)
Nred eσ2
und entsprechend sσ,3
s◦σ(015)
Nred eσ
=
s◦σ2(015)
Nred eσ2
bzw. sσ,4
s◦σ(013)
Nred eσ
=
s◦σ2(013)
Nred eσ2
.
Die Invarianz unter eτ wird simultan fu¨r alle drei Spalten untersucht. Gesucht
ist also eine Matrix c ∈ Mat3 k, so daß
eτa = ac
gilt. Die Operation von eτ bewirkt eine Verschiebung der Zeilen 0,1,2 auf
die Zeilen 3,4,5 usw. zusammen mit einer Multiplikation eines Skalars. Es
ko¨nnen also die Blo¨cke a(0) := a012, a(1) := a345 und a(2) := a678 getrennt
untersucht werden. Die Operation von eτ la¨ßt sich so ausdru¨cken98
(eτa)(i+1) = Sia(i) mit Si :=
 sτ,σ0τ i 0 00 sτ,σ0στ i 0
0 0 sτ,σ0σ2τ i
 .
Die Matrix c muß also fu¨r alle i = 0, 1, 2 die Gleichung
a(i+1)c = Sia(i)
erfu¨llen. Fu¨r i = 0 erha¨lt man notwendig c−1 = a(0)−1S−10 a(1). Es mu¨ssen
also die Gleichungen
a(2) = S1a(1)c−1 und a(0) = S2a(2)c−1
verifiziert werden.99 Dies ist zwar aufwendig, aber straightforward, so daß
diese Rechnung hier ausgelassen wird. Die Vertra¨glichkeit
ΘΘ∗ = 1
ist sofort zu sehen. Die U¨berlegungen vor Proposition 7.8 ergeben die Ein-
deutigkeit des Ideals 〈a〉, d. h.
Θ∗Θ = 1 .
98Dabei soll die Addition i+ 1 modulo 3 gerechnet werden.
99Tatsa¨chlich ha¨tte man auch den Matrixbestandteil a(2) durch die erste Gleichung
definieren ko¨nnen, so daß nur a(0) = S2S1a(1)c−2 zu zeigen wa¨re. So sieht man aber, daß
das Ideal 〈a〉 durch die Angabe von pN , pN0 , pN1 und pN2 eindeutig bestimmt ist.
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7.4 Brauer-Severi-Varieta¨ten
Faßt man die Ergebnisse dieses Kapitels zusammen, so ergibt sich
Satz 7.9. Sei A wie in Abschnitt 6.4 eine Symbolalgebra vom Grad 3 mit
G = ZZ3×ZZ3 = 〈σ〉×〈τ〉 und σ0 ∈ G. Dann sind die Brauer-Severi-Varieta¨t
VA,1 und die Normvarieta¨t ZN(σ0, σ, τ) birational a¨quivalent.
Aus dieser Beziehung folgt die Isomorphie der Funktionenko¨rper.
Definition. Ist V eine Brauer-Severi-Varieta¨t, so heißt der Funktionenko¨r-
per k(V ) der Brauerko¨rper von V .
Korollar 7.10.
k(V ) ∼=k Quot
(
k[y, y0, y1, y2]/
(
N(σ0, σ, τ)
))
.
Kapitel 8
Brauer-Severi-Varieta¨ten und
Normrelationen
Die Ergebnisse des vorigen Kapitels fu¨r Symbolalgebren vom Grad 3 werden
in diesem und dem na¨chsten Kapitel auf allgemeinere Situationen u¨bertra-
gen. Wa¨hrend die Konstruktion von Idealen und der dadurch induzierte
Morphismus im Prinzip u¨bernommen werden kann, kann man das Verfah-
ren, Normrelationen unter den Koordinaten von Punkten der Brauer-Severi-
Varieta¨t zu beweisen, nicht direkt u¨bertragen. Der Schlu¨ssel dafu¨r ist eine
geeignete Verallgemeinerung von Plu¨cker-Relationen, die im ersten Abschnitt
entwickelt wird. Um die gewu¨nschten Normrelationen zu erhalten, wird dar-
auf ein Satz angewendet (Satz 8.10), der im zweiten Abschnitt bewiesen wird.
Im dritten folgt dann das Hauptergebnis dieses Kapitels (Satz 8.11), das eine
Verbindung zwischen der reduzierten Norm der Algebra und der Norm einer
kommutativen Unteralgebra herstellt.
8.1 Verallgemeinerte Plu¨cker-Relationen
Um die Ergebnisse des vorigen Kapitels zu verallgemeinern, bieten sich fol-
gende U¨berlegungen an: Der Teil des Beweises von Satz 2.12, der zeigt, daß
alle Punkte k ∗w mit zerlegbarem w die Plu¨cker-Relationen erfu¨llen, kann fu¨r
verschra¨nkte Gruppenalgebren auch so formuliert werden:
Sei A = (G, s)k eine verschra¨nkte Gruppenalgebra wie in Abschnitt 5.3,
nicht unbedingt zentraleinfach, und d ∈ IN mit 0 < d < n. Sei w = ∧b mit
b ∈ Stn,d k. Definiere fu¨r M ∈Md−1,G Vektoren
bM :=
∑
σ∈G
det bM+σeσ.
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Im Beweis wird nun bM ∈ 〈b〉 gezeigt. Daraus kann man direkt folgern, daß
bM ∧(∧b) = ∑
M ′∈Md+1,G
PM,M ′(∧b)eM ′ = 0
ist. Entwickelt man die Determinante der Matrix (b|bM)M ′ mit M ′ ∈ Md+1
nach der letzten Spalte, so stellt man fest, daß
det(b|bM)M ′ =
d∑
j=0
(−1)j+d det bM+ij det bM ′−ij = (−1)dPM,M ′(∧b)
gilt, d. h. alle Plu¨cker-Relationen lassen sich fu¨r zerlegbare Vektoren als De-
terminanten solcher (d+1)×(d+1)-Matrizen schreiben. Im Beispiel ”d = 3“
aus Abschnitt 6.4 schreibt sich etwa die Plu¨cker-Relation P01,0235(∧b) als
P01,0235(∧b) = − det
 b01 b02 b03 det b010b21 b22 b23 det b012b31 b32 b33 det b013
b51 b52 b53 det b015

= det b012 det b035 − det b013 det b025 + det b015 det b023.
Der Beweisschritt von oben kann nun folgendermaßen aussehen: Wegen bM ∈
〈b〉 ist die Determinante det(b|bM)M ′ gleich Null fu¨r alle M ′ ∈ Md+1 und
deshalb sind die Plu¨cker-Relationen erfu¨llt.
Im Beispiel ”d = 2“ (d. h. A = (
a,b
k,−1) ist eine Quaternionenalgebra) sieht die
Matrix (b|bM)M ′ mit M = (0) und M ′ = (1, 2, 3) folgendermaßen aus:
B :=
 b11 b12 det b01b21 b22 det b02
b31 b32 det b03
 .
Sei k ∗ ∧ b ∈ VA,1. Entwickelt man die Determinante von B nach der letzten
Spalte und ersetzt die Koordinaten det bM durch ihre Repra¨sentanten,100 so
stellt man fest, daß dabei die ”Bestandteile“ einer Normrelation auftauchen:
det b01 det b23 = −b(det b23)2
100Siehe das Beispiel auf Seite 108.
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und101
− det b02 det b13 + det b03 det b12
= det
(
det b12 det b02
det b13 det b03
)
= det
(
det b12 a det b13
det b13 det b12
)
= NK/k(b)
mit102 K =: k(α), α2 = a und b = det b12 + α det b13, so daß (K : k) = 2. Da
keine weiteren Summanden in der Determinante auftreten, erha¨lt man aus
detB = 0 direkt
NK/k(b) = b(det b23)2.
Um dieses Vorgehen auf den Fall ”d = 3“ anzuwenden, braucht man zuna¨chst
eine geeignete Matrix B. Diese ko¨nnte wie folgt aussehen (Details erkla¨ren
sich spa¨ter):
B :=

b01 b02 b03 a det b012 0
b11 b12 b13 0 a det b012
b31 b32 b33 a det b015 a det b014
b41 b42 b43 det b013 a det b015
b51 b52 b53 det b014 det b013
 .
Wie sich zeigen wird, sind die letzten beiden Spalten von den ersten linear
abha¨ngig, die Determinante von B ist also gleich Null. Sie la¨ßt sich durch
Anwendung des Laplaceschen Entwicklungssatzes (siehe Satz 8.4 mit N =
(4, 5)) und der Ersetzungen
det bσM =
sσ(M)
Nred eσ
det bM
folgendermaßen schreiben:
detB = S1+S2+S3
mit
S1 =det b345 a2(det b012)2 = a2b−1(det b012)3
101Hier wie im folgenden wird ausgenutzt, daß sich die Norm einer Ko¨rpererweiterung
auch als Determinante der zu der Ko¨rpererweiterung geho¨renden regula¨ren Darstellung
schreiben la¨ßt, vgl. z. B. Lang [28], p. 288.
102Hier muß vorausgesetzt werden, daß eine solche Ko¨rpererweiterung existiert.
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und
S2 =

det b015 det
(
a det b015 a det b014
det b013 a det b015
)
− det b014 det
(
a det b015 a det b014
det b014 det b013
)
+det b013 det
(
det b013 a det b015
det b014 det b013
)
=det
 det b013 a det b015 a det b014det b014 det b013 a det b015
det b015 det b014 det b013
 = NK/k(b),
wobei103 K := k(α) mit α3 = a, b = det b013 + α det b014 + α2 det b015 und
(K : k) = 3. Außerdem ist
S3 =
 −a det b012a det b014 det b145 − a det b012 det b014 det b034+a det b012a det b015 det b135 − a det b012a det b015 det b045+a det b012 det b013 det b134 + a det b012 det b013 det b035
=
 −aξ det b012a det b014 det b016 − aξ det b012 det b014 det b016−a2 det b012 det b015 det b018 − a2 det b012 det b015 det b018−aξ2 det b012 det b013 det b017 − aξ2 det b012 det b013 det b017 .
Mit S1 und S2 hat man also wieder die beno¨tigten ”Bestandteile“ einer Norm-
relation. Ein Vergleich mit dem Ergebnis des letzten Abschnitts (vgl. Seite
113) zeigt, daß sogar der Faktor a2b−1 ”richtig“ ist. Allerdings kann die
Normrelation nicht direkt aus der Trivialita¨t der Determinante von B erhal-
ten werden. Zum einen ha¨tte S1 nicht das zu erwartende Vorzeichen, zum
anderen ist S3 nicht gleich Null.
Wu¨nschenswert sind also zwei Dinge: Zuna¨chst eine allgemeine Beschreibung
von Matrizen B, so daß sich in analoger Weise S1 und S2 ergeben, d. h. eine
d-te Potenz einer Koordinate (evt. mit einem Faktor versehen) und die Norm
eines Elements, das sich aus weiteren Koordinaten zusammensetzt. Zudem
wird ein Satz beno¨tigt, der S1 und S2 in geeigneter Weise in Beziehung setzt.
Solch ein Satz wird im na¨chsten Abschnitt bewiesen (Satz 8.10).
Zuna¨chst wird eine Verallgemeinerung der Plu¨cker-Relationen und der oben
verwendeten Matrizen definiert.
Sei A = (G, s)k eine n-dimensionale verschra¨nkte Gruppenalgebra wie oben
mit Basis (eσ | σ ∈ G) und θ die dazugeho¨rige linksregula¨re Darstellung. Sei
103Auch hier muß vorausgesetzt werden, daß eine solche Ko¨rpererweiterung existiert.
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d ∈ IN mit d < n und b ∈ Stn,d k. Definiere fu¨r σ ∈ G und M ∈ M◦d−1,G
Vektoren104
bM,σ :=
∑
τ∈G
sσ−1,στ det bM+στeτ .
Lemma 8.1. Fu¨r alle σ ∈ G und M ∈M◦d−1 gilt
〈b〉 ∈ Vθ/k(n, d) =⇒ bM,σ ∈ 〈b〉.
Beweis. Identifiziere die Spalten bi von b = (b1| . . . |bd) mit bi =∑τ∈G bτ,ieτ
aus A. Linksmultiplikation mit eσ−1 liefert
eσ−1bi =
∑
τ∈G
bτ,ieσ−1eτ =
∑
τ∈G
sσ−1,τbτ,ieσ−1τ (∗)
=
∑
στ∈G
sσ−1,στbστ,ieτ .
Damit erha¨lt man105
bM,σ =
∑
τ∈G
sσ−1,στ det bM+στeτ
=
∑
τ∈G
d∑
i=1
(−1)d+isσ−1,στbστ,i det b−(i)M eτ
=
d∑
i=1
(−1)d+i det b−(i)M
∑
τ∈G
sσ−1,στbστ,ieτ
(∗)
=
d∑
i=1
(−1)d+i det b−(i)M eσ−1bi︸ ︷︷ ︸
∈〈b〉
,
denn mit der Identifizierung von bi mit bi =
∑
τ∈G bτ,ieτ folgt aus 〈b〉 ∈
Vθ/k(n, d), daß eσ−1bi = θ(eσ−1)bi ∈ 〈b〉.
Definition (Verallgemeinerte Plu¨cker-Relationen).
Sei m ∈ IN mit 1 ≤ m ≤ n − d und M ′ ∈ M◦d+m. Seien Mi ∈ M◦d−1 und
τi ∈ G fu¨r alle 1 ≤ i ≤ m. Relationen der Form
P (M ′;M1, τ1, . . . ,Mm, τm)(x) = 0
104Es sei hier noch einmal an die Definitionen auf Seite 11 erinnert.
105b−(i) bezeichnet die Matrix b ohne die i-te Spalte.
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mit
P (M ′;M1, τ1, . . . ,Mm, τm)(x) := det(x|xM1,τ1| . . . |xMm,τm)M ′ ,
wobei x eine generische n×d-Matrix ist, heißen verallgemeinerte Plu¨cker-
Relationen.106
Bemerkung 8.2. Ist m = 1, M ∈Md−1 und M ′ ∈Md+1, so ist
P (M ′;M, 1G)(b) = (−1)dPM,M ′(∧b)
fu¨r alle b ∈ Stn,d k.
Mit Lemma 8.1 folgt
Proposition 8.3. Ist A = (G, s)k eine n-dimensionale verschra¨nkte Grup-
penalgebra, θ : A −→ Matn k eine linksregula¨re Darstellung, d,m ∈ IN mit
d < n und m ≤ n− d, so gilt fu¨r alle 〈b〉 ∈ Grassθ/k(r, d)
P (M ′;M1, τ1, . . . ,Mm, τm)(b) = 0
fu¨r alle M ′ ∈M◦d+m, Mi ∈M◦d−1 und τi ∈ G.
Die hier auftretenden Matrizen sind von der gesuchten Form. Die Matrix B
im Beispiel auf Seite 135 etwa ist(
x|x(01),−1|x(01),−2)01345 .
Durch Nachrechnen weiterer Beispiele stellt man fest, daß auf diese Weise
stets Bestandteile S1, S2 und ein Rest auftreten, so daß nur noch ein Satz
beno¨tigt wird, der S1 und S2 in geeigneter Weise in Beziehung setzt.
8.2 Summen von Matrixminoren
In diesem Abschnitt wird eine Aussage (Satz 8.10) bewiesen, die eine Bezie-
hung zwischen Matrixbestandteilen der Form S1 und S2 herstellt.107 Dabei
treten bestimmte Summen von Minoren einer Matrix auf, fu¨r deren Beschrei-
bung sich Methoden und Notationen eignen, wie sie beim Beweis der allge-
meinen Form des Entwicklungssatzes von Laplace benutzt werden. Die hier
106So definiert sind dies zuna¨chst Relationen zwischen den Matrixeintra¨gen xij . Durch
geeignetes Ausmultiplizieren erha¨lt man jedoch Relationen zwischen Werten der Form
detxM , so daß man sie auch als Relationen auf P
∧d kn auffassen kann, indem man die
Koordinaten zerlegbarer Vektoren detxM durch Koordinaten beliebiger Vektoren pM er-
setzt.
107Siehe Seite 136.
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verwendete Schreibweise lehnt sich an die von Kowalsky (in [27], Seite 91 f.)
gebrauchte an.
Seien n und d natu¨rliche Zahlen mit d < n. Wie u¨blich bezeichne M◦d,n die
Menge der d-Tupel von verschiedenen Elementen aus {1, . . . , n}, Md,n die
Teilmenge der geordneten d-Tupel108 und Sn die symmetrische Gruppe der
Ordnung n. Ist N = (i1, . . . , id) ∈M◦d,n und γ ∈ Sn, so ist
γN := (γi1, . . . , γid)
wieder in M◦d,n. Sn operiert so auf M◦d,n. Ist N geordnet, so ist γN im
allgemeinen nicht geordnet.109 Durch γ : N 7−→ γN operiert Sn auf Md,n.
Sei N ∈Md,n. Definiere
Γn(N) :=
{
γ ∈ Sn ∣∣ γN = γN∧γ(−N) = γ(−N)}.
Dabei bezeichne
−N := (1, . . . , n)−N.
Sei γ ∈ Γn(N). Dann ist γN geordnet, d.h. γN ∈Md,n, und
sign γ = (−1)ΣN+ΣγN , wobei ΣN :=∑
i∈N
i.
Definiere
Πn(N, γ) :=
{
σ ∈ Sn ∣∣ σ(γi) = γi ∀ i ∈ −N},
Π∗n(N, γ) :=Πn(−N, γ)
=
{
σ ∈ Sn ∣∣ σ(γi) = γi ∀ i ∈ N}.
Ein beliebiges pi ∈ Sn la¨ßt sich eindeutig schreiben als
pi = στγ mit γ ∈ Γn(N) und τ ∈ Π∗n(N, γ), σ ∈ Πn(N, γ).
Ist na¨mlich ein pi ∈ Sn vorgegeben, so bestimmt man die geordneten Bilder
von N und −N , d.h. piN bzw. pi(−N). Dadurch ist γ eindeutig festgelegt.
108Siehe zu den Definitionen der Mengen und vor allem der fu¨r deren Elemente definierten
Verknu¨pfungen die Definition auf Seite 11.
109Diese Notation, bei der ein Element einer symmetrischen Gruppe auf N wirkt, ist
nicht zu verwechseln mit der Operation der Gruppe G auf Md,G.
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Als τ und σ werden die Permutationen gewa¨hlt, die piN in piN bzw. pi(−N)
in pi(−N) u¨berfu¨hren und alle anderen Elemente festlassen. Man sieht so
auch, daß folgende bijektive Korrespondenzen bestehen
Γn(N) −→ Md,n; γ 7−→ γN,
Πn(N, γ) −→ Sd; σ 7−→ σ|N ,
Π∗n(N, γ) −→ Sn−d; τ 7−→ τ|−N .
Zusammen erha¨lt man die Bijektion
Sn −→ Γn(N)× Sd × Sn−d . (∗)
Ein Element γ ∈ Γn(N) ist also schon durch Angabe eines Bildelements
γN = N ′ ∈ Md,n eindeutig bestimmt. Ist B eine Matrix, so bezeichne wie
gewohnt mit BN die Matrix mit den durch N ausgewa¨hlten Spalten und mit
BN die Matrix mit den durchN ausgewa¨hlten Zeilen. Mit diesen Definitionen
folgt nun leicht die allgemeine Form des Laplaceschen Entwicklungssatzes.
Satz 8.4 (Laplacescher Entwicklungssatz). Sei B ∈ Matn k und N ∈
Md,n. Dann gilt
detB =
∑
γ∈Γn(N)
sign γ detBNγN detB
−N
−γN .
Beweis. Es gilt
signσ = signσ|N bzw. sign τ = sign τ|−N .
Damit folgt mit (∗):
detB =
∑
pi∈Sn
sign piBpi1,1 . . . Bpin,n
=
∑
γ∈Γn(N)
sign γ
 ∑
σ∈Πn(N,γ)
signσ
∏
i∈N
Bσγi,i
︸ ︷︷ ︸
=detBNγN
 ∑
τ∈Π∗n(N,γ)
sign τ
∏
i∈−N
Bτγi,i
︸ ︷︷ ︸
=detB−N−γN
.
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Sei B = (Bij)ij ∈ Matn k mit RangB = d. Sei N ∈Md,n so gewa¨hlt, daß
BN ∈ Stn,d k,
d.h. daß die Menge der durch N indizierten Vektoren
{
Bi | i ∈ N} linear
unabha¨ngig ist. Sei m := n − d, ν ∈ IN mit m ≤ ν ≤ n, M ∈ Mν,n und
j ∈ −N . Betrachte nun folgende Summe
S :=
∑
pi∈Sn
pi(−N−j)⊆M
signpiBpi1,1 . . . Bpin,n.
Es ist S = 0, da
S =
∑
γ∈Γn(N∪j)
γ(−N−j)⊆M
sign γ
 ∑
σ∈Πn(N∪j,γ)
signσ
∏
i∈N∪j
Bσγi,i
︸ ︷︷ ︸
= detBN∪jγ(N∪j) = 0,
denn RangB = d
 ∑
τ∈Π∗n(N∪j,γ)
sign τ
∏
i∈−N−j
Bτγi,i
 .
Wegen der disjunkten Zerlegung{
pi ∈ Sn | pi(−N − j) ⊆M} ={
pi ∈ Sn | pi(−N) ⊆M} •∪ {pi ∈ Sn | pi(−N − j) ⊆M ∧ pij 6∈M}
la¨ßt sich S folgendermaßen schreiben
S =
∑
pi∈Sn
pi(−N)⊆M
signpiBpi1,1 . . . Bpin,n +
∑
pi∈Sn
pi(−N−j)⊆M
pij 6∈M
signpiBpi1,1 . . . Bpin,n
=
∑
γ∈Γn(N)
γ(−N)⊆M
sign γ
 ∑
σ∈Πn(N,γ)
signσ
∏
i∈N
Bσγi,i
︸ ︷︷ ︸
=detBNγN
 ∑
τ∈Π∗n(N,γ)
sign τ
∏
i∈−N
Bτγi,i
︸ ︷︷ ︸
=detB−N−γN
+
∑
l∈−M
∑
pi∈Sn
pi(−N−j)⊆M
pij=l
signpiBpi1,1 . . . Bpin,n.
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Wa¨hle fu¨r den ersten Summanden die Bezeichnung
∆(B,N,M) :=
∑
γ∈Γn(N)
γ(−N)⊆M
sign γ detBNγN detB
−N
−γN .
Der zweite Summand soll nun in a¨hnlicher Form als Summe von Ausdru¨cken
∆(B˜, N˜ , M˜) geschrieben werden. Sei dazu fu¨r bestimmte Werte j ∈ −N und
l ∈ −M
B˜ := B(l,j) ∈ Matn−1 k,
d. h. die Matrix, die aus B durch Streichung der l-ten Zeile und der j-
ten Spalte und durch Umnummerierung hervorgeht, so daß die Zeilen und
Spalten von B˜ durch die Zahlen 1, . . . , n − 1 indiziert werden. Seien N˜ ∈
Md,n−1 und M˜ ∈Mν,n−1 so gewa¨hlt, daß
BNM = B˜
N˜
M˜
gilt. Dies ist mo¨glich, da l 6∈ M und j 6∈ N . Sei jeder Permutation pi ∈ Sn
mit pij = l eine Permutation p˜i ∈ Sn−1 zugeordnet, so daß stets
Bpi1,1 . . . Bpin,n = Bl,j B˜p˜i1,1 . . . B˜p˜in−1,n−1
gilt. Durch pi 7−→ p˜i erha¨lt man eine bijektive Korrespondenz{
pi ∈ Sn | pi(−N − j) ⊆M∧pij = l} −→ {p˜i ∈ Sn−1 | p˜i(−N˜) ⊆ M˜},
und fu¨r die Vorzeichen korrespondierender Permutationen gilt
signpi = (−1)l+j sign p˜i.
Mit diesen Bezeichnungen folgt nun∑
l∈−M
∑
pi∈Sn
pi(−N−j)⊆M
pij=l
signpiBpi1,1 . . . Bpin,n
=
∑
l∈−M
(−1)l+jBl,j
∑
p˜i∈Sn−1
p˜i(−N˜)⊆M˜
sign p˜iB˜p˜i1,1 . . . B˜p˜in−1,n−1
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=
∑
l∈−M
(−1)l+jBl,j
∑
γ∈Γn−1(N˜)
γ(−N˜)⊆M˜
sign γ
 ∑
σ∈Πn−1(N˜,γ)
signσ
∏
i∈N˜
B˜σγi,i
︸ ︷︷ ︸
=det B˜N˜
γN˜ ∑
τ∈Π∗n−1(N˜,γ)
sign τ
∏
i∈−N˜
B˜τγi,i

︸ ︷︷ ︸
=det B˜−N˜−γN˜
=
∑
l∈−M
(−1)l+jBl,j∆(B˜, N˜ , M˜).
Es ergibt sich
Lemma 8.5.
∆(B,N,M) = − ∑
l∈−M
(−1)l+jBl,j∆(B˜, N˜ , M˜).
Aus diesem Zusammenhang lassen sich verschiedene Aussagen u¨ber Gleich-
heit bestimmter Summen von Minoren der Matrix B ableiten. Da hier aber
auf eine besondere Aussage abgezielt wird, soll der Einfachheit halber eine
spezielle Situation angenommen werden.
Sei B ∈ Matn k mit RangB = d, so daß n ≤ 2d, und N ∈ Md,n, so daß
BN ∈ Stn,d k. Sei M ∈ Md,n. Es wird nun ein Lemma bewiesen, das eine
Art Vertauschungssatz fu¨r ∆ darstellt, d. h. es zeigt, daß dieser Wert von
der Anordnung der Zeilen und Spalten der Matrix B bis auf ein Vorzeichen
unabha¨ngig ist.
Sei N0 ∈ Md,n beliebig. Seien σ ∈ Γn(N0) und σ∗ ∈ Γn(M) definiert durch
σ(N0) = N und σ∗(M) = N0. Die Abbildungen sind durch diese Angaben
eindeutig bestimmt. Dann gilt fu¨r beliebiges γ ∈ Γn(N)
γˆ := σ∗γσ ∈ Γn(N0) ,
und falls γ(−N) ⊆M , so ist
γˆ(−N0) ⊆ N0 .
Sei Bˆ die Matrix, die aus B hervorgeht, wenn man die durch M und N indi-
zierten Zeilen bzw. Spalten jeweils an die durch N0 angegebenen Positionen
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bringt, ohne die Reihenfolge zu vera¨ndern. Dann gilt etwa BNM = Bˆ
N0
N0 . Man
erha¨lt
∆(B,N,M) =
∑
γ∈Γn(N)
γ(−N)⊆M
sign γ detBNγN detB
−N
−γN
=
∑
γ∈Γn(N)
γ(−N)⊆M
sign γ det BˆN0γˆN0 det Bˆ
−N0−γˆN0
=
∑
γ∈Γn(N0)
γ(−N0)⊆N0
(signσ∗)−1 sign γ(signσ)−1︸ ︷︷ ︸
=sign γ(−1)ΣM+ΣN0+ΣN+ΣN0
det BˆN0γN0 det Bˆ
−N0−γN0
= (−1)ΣN+ΣM∆(Bˆ, N0, N0) ,
also
Lemma 8.6.
∆(B,N,M) = (−1)ΣN+ΣM∆(Bˆ, N0, N0) .
Proposition 8.7. Sei B ∈ Matn k mit RangB = d, so daß n ≤ 2d, und
N ∈Md,n, so daß BN ∈ Stn,d k. Sei M ∈Md,n und m := n− d. Dann gilt
∆(B,N,M) = (−1)ΣN+ΣM+m detB−N−M detBNM .
Beweis. Sei d ∈ IN fest gewa¨hlt. Definiere Ni := (i+1, . . . , i+d) ∈Md,n fu¨r
0 ≤ i ≤ d. Beweise die Aussage zuna¨chst nur fu¨r den Fall, daßM = N = Nm,
d. h. fu¨r ∆(B,Nm, Nm) mit B ∈ Matn k undm = n−d, so daß BNm ∈ Std,n k,
und zwar (bei festem d) durch Induktion u¨ber m := n− d mit 0 ≤ m ≤ d.
” m = 0 ”: ∆(B,Nm, Nm) = 1 detB
Nm
Nm .
” m > 0 ”: Sei B ∈ Matn k mit m = n− d und BNm ∈ Std,n k. Nach Lemma
8.5 gilt fu¨r j ∈ −Nm
∆(B,Nm, Nm) = −
∑
l∈−Nm
(−1)l+jBl,j∆(B˜, Nm−1, Nm−1)
= −
m∑
l=1
(−1)l+jBl,j(−1)m−1 det B˜−Nm−1−Nm−1 det B˜Nm−1Nm−1
= (−1)m
(
m∑
l=1
(−1)l+jBl,j detB−Nm−j−Nm−l
)
detBNmNm
= (−1)m detB−Nm−Nm detBNmNm .
Die Aussage folgt nun mit Lemma 8.6.
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Fu¨r m = d ergibt sich aus der Proposition etwa folgende leicht einsehbare
Beziehung
Korollar 8.8. Ist fu¨r d ∈ IN
B = (a|b) =
(
a1 b1
a2 b2
)
eine 2d×2d-Matrix vom Rang d, sind a, b ∈ Matn,d k, so daß die Spalten von
a linear unabha¨ngig sind, und ai, bi ∈ Matd k, dann gilt
det a2 det b1 = det a1 det b2.
Beweis. Entweder mit Proposition 8.7 oder aus folgender U¨berlegung: Seien
die Spalten von b o. E. linear unabha¨ngig. Dann spannen die Spalten von
a und b den selben Unterraum auf, und es gibt eine Transformationsmatrix
c ∈ GLd mit ac = b. Dann gilt auch aic = bi, und die Aussage folgt.
Diese Aussage ließe sich leicht verallgemeinern, sie ist aber fu¨r alles weitere
unwichtig und soll nur der Illustration dienen. Der wichtige Fall istm = d−1.
Hier ergibt sich folgendes:
Proposition 8.9. Sei B ∈ Matn k mit RangB = d, so daß n = 2d− 1, und
N ∈Md,n, so daß BN ∈ Stn,d k. Sei M ∈Md,n. Dann gilt
∆(B,N,M) = (−1)ΣN+ΣM detB(N,M)
mit
B(N,M) :=
((
detBN−M∪i
)
i∈M
∣∣∣B−NM )
:=
 detB
N−M,i1 Bi1j1 . . . Bi1jd−1
...
...
...
detBN−M,id Bidj1 . . . Bidjd−1
 ,
wobei M = (i1, . . . , id) und −N = (j1, . . . , jd−1).
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Beweis. Sei N := (1, . . . , d) und B ∈ Matn k, so daß BN ∈ Stn,d k. Dann
gilt
∆(B,N,N) =
∑
γ∈Γn(N)
γ(−N)⊆N
sign γ detBNγN detB
−N
−γN
=
d∑
l=1
γ(−N):=N−l
γ(N)=−N∪l
(−1)ΣN+(Σ−N)+l detBN−N∪l detB−NN−l
= −(−1)Pni=1 i d∑
l=1
(−1)l+1 detBN−N∪l detB−NN−l
= (−1)d−1 det
 detBN−N∪1 B1,d+1 . . . B1,n... ... ...
detBN−N∪d Bd,d+1 . . . Bd,n
 .
Seien nun N,M ∈ Md,n beliebig und B ∈ Matn k mit BN ∈ Stn,d k. Das
allgemeine Ergebnis folgt dann mit Lemma 8.6, wobei hier fu¨r (−1)ΣN+ΣM
abku¨rzend  geschrieben wird:
∆(B,N,M) = ∆(Bˆ, Nˆ , Nˆ) mit Nˆ := (1, . . . , d)
= (−1)d−1 det
 det BˆNˆ−Nˆ∪1 Bˆ1,d+1 . . . Bˆ1,n... ... ...
det BˆNˆ−Nˆ∪d Bˆd,d+1 . . . Bˆd,n

= (−1)d−1 det
 detBNi1,(−M) Bi1,j1 . . . Bi1,jd−1... ... ...
detBNid,(−M) Bid,j1 . . . Bid,jd−1

=  det
 detBN−M,i1 Bi1,j1 . . . Bi1,jd−1... ... ...
detBN−M,id Bid,j1 . . . Bid,jd−1

= (−1)ΣN+ΣM detB(N,M) .
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Aus dieser Proposition folgt zusammen mit Proposition 8.7 sofort
Satz 8.10. Sei B ∈ Matn k mit RangB = d, so daß n = 2d − 1, und
N ∈Md,n, so daß BN ∈ Stn,d k. Sei M ∈Md,n. Dann gilt
detB(N,M) = (−1)d−1 detB−N−M detBNM .
Durch geeignete Wahl einer Matrix B, bei der die im vorigen Abschnitt
hergeleitete Form verallgemeinerter Plu¨cker-Relationen benutzt wird, kann
dieses Korollar dazu verwendet werden, Normrelationen herzuleiten.
8.3 Normrelationen
An dieser Stelle soll zuna¨chst der Begriff ”Normrelation“ genauer bestimmt
werden. Als Grundlage dient Jacobson [22], chap. 1.6.
Sei A eine beliebige endlichdimensionale, assoziative k-Algebra mit k-Basis
(e1, . . . , en) . Sei a ∈ A und aA der Endomorphismus A −→ A; b 7−→ ab.
Identifiziere aA mit der Matrixdarstellung von aA bzgl. (e1, . . . , en). Dann ist
die Norm von a in A
NA/k(a) := det(aA) ∈ k .
Der Wert NA/k(a) ist basisunabha¨ngig. Sei K := k(x1, . . . , xn) der rationale
Funktionenko¨rper in n Variablen u¨ber k, und sei
x :=
∑
ei⊗xi ∈ AK := A⊗kK .
x heißt generisches Element von A. Die Norm von x in AK ist ein Ele-
ment aus K. Nach Jacobson [22], lemma 1.6.3, ist NAK/K(x) ein homogenes
Polynom vom Grad n u¨ber k in den Variablen x1, . . . , xn. Definiere das
Normpolynom von A/k bezu¨glich der Basis (e1, . . . , en)
nA/k(x1, . . . , xn) := NAK/K(x) ∈ k[x1, . . . , xn] .
Wegen110
NAK/K(a⊗1) = NA/k(a)
fu¨r a ∈ A gilt fu¨r a =∑ aiei
nA/k(a1, . . . , an) = NAK/K(a⊗1) = NA/k(a) .
110Siehe z. B. Lorenz [29], Par. 13.1, Bemerkung (10), S. 153.
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Insbesondere ist nA/k von der Wahl einer Basis von A abha¨ngig. Eine Norm-
relation ist eine Gleichung der Form
nA/k(x1, . . . , xn) = bxn0
fu¨r eine k-Algebra A, einen Skalar b ∈ k und eine weitere Variable x0.
Sei A = (G, s)k eine verschra¨nkte Gruppenalgebra mit |G| = n und der
u¨blichen Basis
(
eσ | σ ∈ G). Die Rechtsmultiplikation eines Elements α =∑
τ∈G ατeτ ∈ A an ein Basiselement eσ ergibt
eσ
∑
τ∈G
ατeτ =
∑
τ
ατsσ,τeστ =
∑
τ
ασ−1τsσ,σ−1τeτ ,
d. h. die Abbildung
θ : A −→ Matn k
α 7−→ (sσ,σ−1τασ−1τ)
τ,σ
ist die rechtsregula¨re Darstellung von A bzgl. der Basis
(
eσ | σ ∈ G).
Sei H ≤ G ein Normalteiler von G mit beliebiger Ordnung d. Bezeichne mit
s|H die Restriktion des Kozykels s : G × G −→ k∗ auf H ×H. s|H ist auch
normiert. Dann ist
E := (H, s|H)k = k[eσ|σ ∈ H]
eine Teilalgebra von A. Die Einschra¨nkung von θ auf E liefert eine Darstel-
lung θ˜ von E, und zwar ist fu¨r α =
∑
τ∈H ατeτ ∈ E
θ˜(α) :=
(
sσ,σ−1τασ−1τ
)
τ,σ∈H ∈ Matd k .
Die Norm eines Elements α :=
∑
τ∈H ατeτ aus E u¨ber k ist
NE/k(α) = det θ˜(α) = det
(
sσ,σ−1τασ−1τ
)
τ,σ∈H .
Sei ρ ∈ G−H und 〈b〉 ∈ Vθ/k(A, d), wobei die Zeilen von b durch die Elemente
von G indiziert sind. Fasse H als Element H = (σ1, . . . , σd) von M◦d,G auf
mit σ1 = 1G. Benutze die Abku¨rzungen
ρi := ρσi , N◦ := ρH − (ρ1) ∈M◦d−1 , βτ := det bN◦+τ ,
M := N◦ +H
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fu¨r i = 1, . . . , d und τ ∈ H. Definiere damit
B :=
(
Bij
)
ij
:=
(
b | bN◦,σ−12 | . . . | bN◦,σ−1d
)
M
=

bρ2,1 . . . bρ2,d sσ2,σ−12 ρ2βσ−12 ρ2 . . .sσd,σ−1d ρ2βσ−1d ρ2
...
...
...
...
bρd,1 . . . bρd,d sσ2,σ−12 ρdβσ−12 ρd . . .sσd,σ−1d ρdβσ−1d ρd
bσ1,1 . . . bσ1,d sσ2,σ−12 σ1βσ−12 σ1 . . .sσd,σ−1d σ1βσ−1d σ1
...
...
...
...
bσd,1 . . . bσd,d sσ2,σ−12 σdβσ−12 σd . . .sσd,σ−1d σdβσ−1d σd

.
Wende nun auf diese Matrix den Satz 8.10 an. Dort wird eine Indizie-
rung durch Zahlen 1, . . . , 2d − 1 verwendet. Sei Nˆ := (1, . . . , d) und Mˆ :=
(d, . . . , 2d− 1), Nˆ , Mˆ ∈Md,2d−1. Die Bestandteile sind:
B2(b) :=B
(
Nˆ , Mˆ
)
=

det bN◦+σ1 sσ2,σ−12 σ1βσ−12 σ1 . . . sσd,σ−1d σ1βσ−1d σ1
det bN◦+σ2 sσ2,σ−12 σ2βσ−12 σ2 . . . sσd,σ−1d σ2βσ−1d σ2...
...
...
det bN◦+σd sσ2,σ−12 σdβσ−12 σd . . . sσd,σ−1d σdβσ−1d σd

=

sσ1,σ−11 σ1βσ−11 σ1 sσ2,σ−12 σ1βσ−12 σ1 . . . sσd,σ−1d σ1βσ−1d σ1
sσ1,σ−11 σ2βσ−11 σ2 sσ2,σ−12 σ2βσ−12 σ2 . . . sσd,σ−1d σ2βσ−1d σ2...
...
...
sσ1,σ−11 σdβσ−11 σd sσ2,σ−12 σdβσ−12 σd . . . sσd,σ−1d σdβσ−1d σd

=
(
sσ,σ−1τβσ−1τ
)
τ,σ
,
d. h.
detB2(b) = nE/k(βσ1 , . . . , βσd) = NE/k
(P
τ∈H βτ eτ
)
.
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Der andere Bestandteil ist
b1(b) := detBNˆMˆ detB1
mit
B1 := B−Nˆ−Mˆ =
 sσ2,σ−12 ρ2βσ−12 ρ2 . . . sσd,σ−1d ρ2βσ−1d ρ2... ...
sσ2,σ−12 ρdβσ−12 ρd . . . sσd,σ−1d ρdβσ−1d ρd
 .
Da H ein Normalteiler ist, ist σ−1i ρj = ρ(ρ−1σ−1i ρ)σj ∈ ρH, d. h.
βσ−1i ρj =
{
0 falls σ−1i ρj 6= ρ
sσi,σ−1i ρj falls σ
−1
i ρj = ρ
.
In jeder Zeile der Matrix B1 ist also nur genau ein Eintrag ungleich Null und
die Determinante ist bis auf das Vorzeichen das Produkt dieser Elemente,
und zwar
detB1 = det e
ρ−1N◦ρ
N◦
d∏
i=2
sσi,1β1 ,
wobei e die d− 1× d− 1-Einheitsmatrix ist. Fu¨r das Vorzeichen erha¨lt man
folgendes: Sei pi ∈ Sd−1 die Permutation, die N◦ in ρ−1N◦ρ u¨berfu¨hrt111,
und pi′ ∈ Sd die Permutation, die H in ρ−1Hρ u¨berfu¨hrt. Wegen
H = 1+N◦ und ρ−1Hρ = 1+ρ−1N◦ρ
gilt
signpi = signpi′ .
Einerseits gilt
det eρ
−1N◦ρ
N◦ = signpi ,
andererseits folgt112 aus den Lemmata 5.8 und 5.6 iii), daß allgemein fu¨r
N ∈Mν,G und σ ∈ G mit σN = N das Vorzeichen signσN der Permutation,
die N in σN u¨berfu¨hrt, nur von der Ordnung von σ und ν abha¨ngt, und
zwar gilt
signσN = (−1) dordσ (ord(σ)−1) .
111Fu¨r Rechtsoperation von Gruppenelementen auf Elementen aus M◦ν,G seien analoge
Begriffe definiert.
112Genauer gesagt aus den naheliegenden Verallgemeinerungen.
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Daraus folgt, daß
signpi′ = 1.
Ist A zentraleinfach und ord ρ ein Teiler von d, so folgt mit ν := d/ ord ρ
det b1(b) =detBNˆMˆ detB1
=det bH(det bN◦+ρ)d−1
d∏
i=2
sσi,ρ
=Nred eνρ det bρH(−1)(d−1)2(det bρH)(d−1)
∏d
i=1 sσi,ρ
s◦ρ(H)︸ ︷︷ ︸
= 1
=(−1)(d−1)Nred eνρ(det bρH)d .
Satz 8.11. Sei A = (G, s)k eine zentraleinfache verschra¨nkte Gruppenal-
gebra mit |G| = n = d2 und der Basis (eσ | σ ∈ G). Sei H ≤ G ein
Normalteiler von G mit Ordnung µd und
E := (H, s|H)k = k[eσ|σ ∈ H].
Sei ρ ∈ G − H und 〈b〉 ein µd-dimensionaler k-Untervektorraum von A.
Dann gilt
〈b〉 ∈ BSA,µ =⇒ βµd NredA/k eµρ = NE/k(b) ,
wobei β := det bρH und b =
∑
τ∈H βτeτ mit βτ := det bρH−ρ+τ .
8.4 Anmerkungen
Sei A = (G, s)k eine zentraleinfache verschra¨nkte Gruppenalgebra undE ⊆ A
eine Unteralgebra wie oben. Hat die Brauer-Severi-Varieta¨t VA,µ einen k-
rationalen Punkt p, so besagt Satz 8.11, daß fu¨r alle ρ ∈ G
NredA/k eµρ ∈ NE/k(E∗) (∗)
gilt. Daß die Aussage tatsa¨chlich auch fu¨r ρ ∈ H gilt, ist leicht nachzurech-
nen. Analog zu den Ausfu¨hrungen in Abschnitt 7.2 la¨ßt sich diese Beziehung
geometrisch deuten: Sei ρ ∈ G−H und ZNρ die Nullstellenmenge des Poly-
noms nE/k(x)− NredA/k(eµρ)xµd in Pd. Dann la¨ßt sich ein Morphismus
Θ : VA,µ∩UρH −→ ZNρ
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definieren, der einen Punkt p aus VA,µ∩UρH auf einen Punkt aus Pd abbildet,
dessen Koordinaten d+ 1 Koordinaten von p sind. Da p aus VA,µ ∩ UρH ist,
kann man aus diesen Koordinaten durch die linearen Relationen
xM = D(M)xΠ(M)
weitere Koordinaten zuru¨ckgewinnen, so daß man die Abbildung P ∗M anwen-
den kann und somit eine Umkehrabbildung erha¨lt. Aus Dimensionsgru¨nden
ist das Bild von VA,µ ∩ UρH in Pd, das isomorph zu VA,µ ∩ UρH selbst ist,
eine offene Teilmenge von ZNρ, d.h. schon an dieser Stelle erha¨lt man das
Ergebnis, daß VA,µ und ZNρ birational a¨quivalent sind.
Das prima¨re Ziel dieses dritten Teils ist jedoch die Untersuchung von Sym-
bolalgebren. Fu¨r diese kann die Methode, u¨ber die Konstruktion von Links-
idealen einen konkreten Umkehrmorphismus zu erhalten, vom Beispiel d = 3
auf Symbolalgebren beliebigen Grades u¨bertragen werden. Deshalb ist der
hier skizzierte Ansatz vorerst nicht weiter verfolgt worden.
Eine weitere Verallgemeinerung des Ergebnisses dieses Kapitels scheint da-
durch mo¨glich zu sein, daß man statt verschra¨nkter Gruppenalgebren belie-
bige zentraleinfache Algebren betrachtet und die in den Beweisen verwendete
Gruppenoperation durch Linksmultiplikation in der Algebra ersetzt. Mo¨gli-
cherweise la¨ßt sich so ein Ergebnis erzielen, das eine Aussage (∗) fu¨r alle
Elemente aus A ermo¨glicht und zu einer Aussage der Form
NredAµ ⊆ NE/k(E)
fu¨hren ko¨nnte.
Kapitel 9
Konstruktion von Idealen von
Symbolalgebren
9.1 E´tale Algebren
In diesem Abschnitt sollen nur kurz einige Tatsachen u¨ber e´tale Algebren
erwa¨hnt werden, die dem Buch von Knus u. a. ([26], S. 279 ff.) entnom-
men sind. Der Begriff der e´talen Algebra u¨ber einem Grundko¨rper ist eine
Verallgemeinerung des Begriffs der Ko¨rpererweiterung und tritt bei der Be-
trachtung von kommutativen Teilalgebren von zentraleinfachen Algebren als
Verallgemeinerung der Betrachtung von kommutativen Teilko¨rpern auf.
Seien alle im folgenden betrachteten k-Algebren assoziativ und unita¨r. Sei k
ein beliebiger Grundko¨rper und E eine kommutative k-Algebra. Sei X(E/k)
die Menge der k-Algebra-Homomorphismen von E in einen separablen Ab-
schluß von k:
X(E/k) := Homk-Alg
(
E, ksep
)
.
Proposition 9.1. Fu¨r eine endlichdimensionale, kommutative k-Algebra E
sind folgende Aussagen a¨quivalent
i) E ∼= K1 × . . . ×Kr , wobei K1, . . . , Kr separable Ko¨rpererweiterungen
von k sind ,
ii) E ⊗k ksep ∼= ksep × . . .× ksep ,
iii) |X(E/k)| = dimk E ,
iv) |X(E/k)| ≥ dimk E .
Falls k unendlich ist, so sind diese Aussagen a¨quivalent zur Aussage
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v) E ∼= k[t]/(f) fu¨r ein Polynom f ∈ k[t] ohne mehrfache Nullstelle in
einem algebraischen Abschluß von k.
Beweis. Siehe [26], S. 281, und die dortigen Verweise.
Eine k-Algebra, die die a¨quivalenten Bedingungen i) bis iv) erfu¨llt, heißt
e´tale Algebra. Es lassen sich viele Begriffe und Methoden der Theorie der
Ko¨rpererweiterungen u¨bertragen. So la¨ßt sich die Norm in E/k folgender-
maßen schreiben (vgl. [26], S. 283):
NE/k(a) = det(θ(a)) =
∏
σ∈X(E/k)
σ(a) .
Dabei ist θ eine regula¨re Darstellung von E/k.
Zyklische e´tale Algebren
Betrachte nun die spezielle Situation einer e´talen Algebra E := k[e], bei der e
das Minimalpolynom113 xd−s0 mit s0 ∈ k hat und der Grundko¨rper eine d-te
primitive Einheitswurzel ξ entha¨lt. Sei e¯ eine Nullstelle von xd− s0 aus ksep.
Dann induziert die Zuordnung e 7−→ e¯ einen k-Algebra-Homomorphismus
¯ : E −→ ksep ,
d. h. ¯ ∈ X(E/k). Die Abbildung
σ : E −→ E; e 7−→ ξe
ist ein k-Algebra-Automorphismus auf E; ebenso die Abbildungen σi, i =
0, . . . , d−1, die alle verschieden sind. Die Abbildungen ¯ ◦σi, i = 0, . . . , d−1,
sind aus X(E/k), und sie sind alle verschieden, denn da d kein Vielfaches der
Charakteristik von k ist (vgl. Fußnote auf Seite 98), ist das Polynom xd− s0
separabel u¨ber k. Nach obiger Proposition ist damit E eine e´tale Algebra114
und
X(E/k) = ¯ ◦ 〈σ〉 := { ¯ ◦σi | i = 0, . . . , d−1}.
Die Norm eines Elements a ∈ E la¨ßt sich folgendermaßen schreiben:
NE/k(a) =
( d−1∏
i=0
σi(a)
)
.
113Mit Minimalpolynom ist hier das normierte Polynom aus k[x] kleinsten Grades mit
Nullstelle e gemeint.
114Dies ist erst jetzt klar, da k nicht als unendlich vorausgesetzt wurde.
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Allgemein la¨ßt sich der Isomorphismus aus Bedingung ii) von Proposition 9.1
folgendermaßen schreiben:
E ⊗k ksep −→ ⊕i ksep
a⊗ λ 7−→ ⊕
ρ∈X(E/k)
λρ(a) .
In der vorliegenden Situation ergibt sich fu¨r Elemente aus E ⊆ E ⊗k ksep
E ⊗k ksep −→ ⊕i ksep
a⊗ 1 7−→ d−1⊕
i=0
σi(a)
σ(a)⊗ 1 7−→ d−1⊕
i=0
σi+1(a)
Π
i
σi(a)⊗ 1 7−→ Π
i
⊕
j
σi+j(a) = ⊕
j
NE/k(a) ,
d. h.
∏
i σ
i(a) ist aus k ⊆ E.
Bemerkung 9.2. Faßt man k als Teilko¨rper von E auf, so gilt fu¨r die Norm
NE/k(a) =
d−1∏
i=0
σi(a) .
Ist θ die regula¨re Darstellung von E/k bezu¨glich der Basis 1, e, . . . , ed−1, so
gilt außerdem
θ(σ(a)) = κ˜θ(a)κ˜−1
fu¨r alle a ∈ E mit
κ˜ := (ξiδij)i,j=0,...,d−1 =

1
ξ
. . .
ξd−1
 .
9.2 Konstruktion
Sei k ein beliebiger Grundko¨rper und A eine endlichdimensionale k-Algebra.
Sei e ∈ A∗ ein invertierbares Element aus A mit Minimalpolynom
Mipok e = x
d− s0 .
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Dann ist E := k[e] ⊆ A eine e´tale Algebra der Dimension dimk E = d, wie sie
oben betrachtet wurde. E ist isomorph zur k-Algebra Ks0,d := k[t]/(t
d − s0)
(vgl. S. 97). Sei ξ eine primitive d-te Einheitswurzel, die in k enthalten ist.
Definiere die Koordinatenabbildung bezu¨glich der Basis 1, e, e2, . . . , ed−1
~· : E −→ kd, a 7−→ (αi)i=0,...,d−1 , wobei a =
d−1∑
i=0
αiei .
Sei fu¨r a ∈ E
ai := aei ∈ E , i = 0, . . . , d−1
und
θ(a) :=
(
~a0| . . . | ~ad−1) = (αij)ij , mit aj =∑
i
αijei .
Die Abbildung θ : E −→ Matd k ist die linksregula¨re Darstellung von E
bezu¨glich der Basis 1, e, e2, . . . , ed−1, d. h.
θ(a)~a′ = ~aa′
fu¨r a′ ∈ E und die Norm von a ist
NE/k(a) = det θ(a).
Eine Idee ist nun, die Kommutationsrelation in E auf Ebene der regula¨ren
Darstellung
θ(a)θ(b) = θ(b)θ(a)
als Invarianzeigenschaft des von den Spalten der Matrix θ(b) erzeugten Un-
tervektorraumes zu lesen:
θ(a)〈θ(b)〉 = 〈θ(b)〉.
Schreibe fu¨r a ∈ E und u ∈ kd abku¨rzend au := θ(a)u. Definiere fu¨r a ∈ E
rekursiv eine Folge von Matrizen
b(0) := vEd b(1) := θ(a) , b(ν+1) := κ˜b(ν)c−1
mit der d× d-Einheitsmatrix Ed und
c := b(1)
−1
κ˜b(0) und κ˜ := (ξiδij)i,j=0,...,d−1 .
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Lemma 9.3. Fu¨r alle ν ∈ IN0 gilt
b(ν) = θ(a(ν))
mit
a(0) := v und a(ν+1) :=
1
v
σ(a(ν))a.
Beweis. Es gilt
b(ν+1) = κ˜b(ν)b(0)
−1
κ˜−1b(1) = 1
v
κ˜b(ν)κ˜−1θ(a) .
Ist nun b(ν) = θ(a(ν)), so folgt mit Bemerkung 9.2
b(ν+1) = θ
(1
v
σ(a(ν))a
)
.
Insbesondere gilt damit e〈b(ν)〉 = 〈b(ν)〉 . Sei eˆ ∈ A∗−E mit Mipok eˆ = xd−sˆ0
und eˆe = ξeeˆ. Betrachte die Matrix
b :=

b(0)
b(1)
...
b(d−1)
 ∈ Std2,d k .
Fasse deren Spalten als Koordinatenvektoren von Elementen aus k[e, eˆ] ⊆ A
bezu¨glich der Basis 1, e, . . . , ed−1, eˆ, eeˆ, . . . , ed−1eˆd−1 auf.
Proposition 9.4. Falls NE/k(a) = v
d
sˆ0
, so ist 〈b〉 ein Linksideal von k[e, eˆ].
Beweis. Gezeigt wurde ja schon, daß e〈b〉 = 〈b〉 gilt.
Beh.:
eˆb = bc.
Bezeichne fu¨r ein b˜ ∈ Std2,d k mit b˜(ν) die Matrix mit den Zeilen aus b˜, die zu
den Basisvektoren eˆν , . . . , ed−1eˆν korrespondieren. Es gilt fu¨r ν = 0, . . . , d−1
(eˆb)(ν) = κ˜b(ν−1)
und nach Definition fu¨r ν = 1, . . . , d− 1
b(ν)c = κ˜b(ν−1),
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d. h. es bleibt zu zeigen, daß (eˆb)(0) = b(0)c. Erhalte durch wiederholte
Anwendung der Definitionen
(eˆb)(0)c−1 = sˆ0κ˜b(d−1)c−1 = sˆ0b(d) = sˆ0θ(a(d)) = sˆ0θ
(
1
v
σ(a(d−1))a
)
= . . . = sˆ0θ
(
1
vd
σd(a(0))Πd−1i=0σi(a)
)
= sˆ0
NE/k(a)
vd
θ(a(0)) ,
d. h.
(eˆb)(0) = b(0)c ⇐⇒ vd = sˆ0NE/k(a) .
Aus der Konstruktion von b folgt auch noch die Eindeutigkeit
Korollar 9.5. Ist 〈b〉 ein Linksideal von k[e, eˆ] mit
b(0) = vEd und b
(1)
i = vi
mit Werten v, v1, . . . , vd ∈ k, so ist b eindeutig durch obige Konstruktion
gegeben.
Kapitel 10
Brauer-Severi-Varieta¨ten von
Symbolalgebren
Sei d ∈ IN und ξ eine primitive d-te Einheitswurzel, die im Grundko¨rper k
enthalten ist. Seien a, b ∈ k∗ Skalare und A die Symbolalgebra
A :=
(
a, b
k, ξ
)
=
〈
x, y
∣∣ xd = a, yd = b, yx = ξxy〉
k
.
Schreibe A als Gruppenalgebra (G, s)k, wie in Abschnitt 6.3 beschrieben, mit
der Gruppe G := ZZd × ZZd und dem normierten 2-Kozykel s:
A =
⊕
(i,j)∈G
ke(i,j)
mit e(i,j) := xiyj und
eσeτ = sσ,τeστ .
Sei G = 〈σ〉 × 〈τ〉 und H := 〈σ〉. Dann ist
E := k[eσ] = (H, s|H)k ∼= k[t]/(td−s0) mit s0 :=
d−1∏
i=1
sσ,σi .
Außerdem ist Mipok eτ = xd − sˆ0 mit
sˆ0 =
d−1∏
i=1
sτ,τ i = Nred eτ .
Hier wirkt sich nun negativ aus, was in den beiden vorigen Kapiteln beweis-
technisch vorteilhaft war, na¨mlich die Wahl verschiedener Basen von A. Im
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letzten Kapitel wurde die Basis 1, eσ, e2σ, . . . , e
d−1
σ verwendet, im vorletzten
e1, eσ, eσ2 , . . . , eσd−1 . Beide stehen in folgendem Zusammenhang:
ejσ = s(σ, j)eσj mit s(σ, j) :=
j−1∏
i=0
sσ,σi
fu¨r j = 0, 1, . . . , d − 1. Sei nE/k das Normpolynom von E/k zur Basis
e1, eσ, eσ2 , . . . , eσd−1 und ρ := τ−1. Definiere
ZN(σ, τ) := Z
(
nE/k(y1, . . . , yd)−yd0 Nred eρ
) ⊆ Pd .
Sei n˜E/k das Normpolynom von E/k zur Basis 1, eσ, e2σ, . . . , e
d−1
σ und
Z˜N(σ, τ) := Z
(
n˜E/k(y1, . . . , yd)− y
d
0
sˆ0
) ⊆ Pd .
Beide Varieta¨ten sind isomorph
ZN(σ, τ) −→ Z˜N(σ, τ)
(y : y0 : . . . : yd−1) 7−→ (sτ−1,τy : s(σ, 0)y0 : . . . : s(σ, d− 1)yd−1)
(∗)
wegen
1
sˆ0
= Nred e−1τ = Nred sτ−1,τeτ−1 = sdτ−1,τ Nred eρ .
Definiere
U0 := Pd−Z (y0)
und fu¨r k ∗ ∧ b und i = 0, . . . , d− 1
β := det bρH und βi := det bρH−ρ+σi .
Satz 10.1. Die Abbildung
Ψ : VA,1 ∩ UρH −→ ZN(σ, τ) ∩ U0 ⊆ Pd
k ∗ ∧ b 7−→ (β : β0 : . . . : βd−1)
ist ein u¨ber k definierter Isomorphismus.
Beweis. Sei p = k ∗ ∧ b ∈ VA,1 ∩ UρH . Dann ist β 6= 0 und Ψ(p) ∈ U0. Da
〈b〉 ∈ BSA,1, ist nach Satz 8.11
βd Nred eρ = nE/k(β0, . . . , βd−1)
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und somit Ψ(p) ∈ ZN(σ, τ). Konstruiere nun die Umkehrabbildung Ψ∗.
Sei q ∈ Z˜N(σ, τ). Dann wurde in Abschnitt 9.2 eine Matrix b ∈ Std2,d k
konstruiert, deren Spalten, als Vektoren bezu¨glich der Basis
1, eσ, . . . , ed−1σ , eτ , eτeσ, . . . , ed−1τ ed−1σ
von A, ein Linksideal erzeugen, d. h. 〈b〉 ∈ BSA,1. Schaltet man den Iso-
morphismus (∗) davor und die Plu¨cker-Einbettung nach, so hat man einen
Morphismus Ψ∗ von ZN(σ, τ) ∩ U0 nach VA,1 ∩ UρH , denn die Koordinaten-
funktionen sind alle homogen vom Grad d. Diese Morphismen sind invers
zueinander: Sei (y : y0 : . . . : yd−1) ∈ ZN(σ, τ). Dann ist
(v : v0 : . . . : vd−1) := (sτ−1,τy : s(σ, 0)y0 : . . . : s(σ, d−1)yd−1)
in Z˜N(σ, τ). Die Matrix b hat die Gestalt

v 0
. . .
0 v
v0
... *
vd−1
*

.
Ein Basiswechsel zu
1, eσ, . . . , eσd−1 , eτ , eτσ, . . . , eτd−1σd−1
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fu¨hrt zu einer Matrix bˆ von der Gestalt
s(σ, 0)v 0
. . .
0 s(σ, d− 1)v
sτ,σ0s(σ, 0)v0
... *
sτ,σd−1s(σ, d− 1)vd−1
*

.
(y : y0 : . . . : yd−1) wird unter Ψ∗ abgebildet auf k ∗ ∧ bˆ. Das Bild von k ∗ ∧ bˆ
unter Ψ hat folgende Koordinaten
det bˆρH =
s◦ρ(H)
Nred eρ
det bˆH =
s◦ρ(H)
Nred eρ
d−1∏
i=0
s(σ, i)vd
=
s◦ρ(H)
Nred eρ
sdτ−1,τ
d−1∏
i=0
s(σ, i)yd
det bˆρH−ρ+σj =
s◦ρ(H − 1)
Nred eρ
sρ,τσj det bˆH−1+τσj
=
s◦ρ(H)
Nred eρ
d−1∏
i=1
s(σ, i) sρ,τσjsτ,σj︸ ︷︷ ︸
=sτ−1,τ
s(σ, j)vd−1vj
=
s◦ρ(H)
Nred eρ
sdτ−1,τ
d−1∏
i=0
s(σ, i)yd−1yj ,
d. h. es ist gleich
(y : y0 : . . . : yd−1) .
Aus Korollar 9.5 folgt, daß Ψ injektiv ist.
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Satz 10.2. Sei A wie oben eine Symbolalgebra vom Grad d mit G = 〈σ〉 ×
〈τ〉 und E := k[eσ]. Dann sind die Brauer-Severi-Varieta¨t VA,1 und die
Normvarieta¨t ZN(σ, τ) birational a¨quivalent und die dazugeho¨rigen Funktio-
nenko¨rper isomorph.
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Anhang
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Anhang A
Grundlagen aus der
algebraischen Geometrie
A.1 Geometrisches Konzept
Die Hauptergebnisse dieser Arbeit liefern Zusammenha¨nge zwischen K-ra-
tionalen Lo¨sungen von Gleichungen, die u¨ber einem Grundko¨rper k definiert
sind. Dies hat auf die Wahl des geometrischen Konzepts Einfluß: Es wird ein
”klassischer“ Standpunkt gewa¨hlt, bei dem Nullstellenmengen von Polyno-
men u¨ber einem festen, algebraisch abgeschlossenen Oberko¨rper k ⊇ k be-
trachtet werden, so daß fu¨r Zwischenko¨rper k /K/k die K-rationalen Lo¨sun-
gen als K-rationale Punkte der zugeho¨rigen Nullstellenmenge erscheinen.
Es folgen kurz einige Definitionen und Bemerkungen, um die Schreibwei-
se festzulegen. Zudem werden einige Ergebnisse zitiert, die in der Arbeit
beno¨tigt werden. Die verwendeten Quellen wurden leicht modifiziert.115
Sei k ein Ko¨rper, k ⊇ k ein algebraisch abgeschlossener Oberko¨rper und K
ein Zwischenko¨rper von k /k. Fu¨r n ∈ IN ist der n-dimensionale affine bzw.
projektive Raum definiert durch
Ank :=
{
(a1, . . . , an) | ai ∈ k
}
und
Pnk :=
{
(a0, . . . , an) | ai ∈ k, ai 6= 0 fu¨r ein i
}
/ ∼
115Hauptquellen sind Hartshorne [15], Brodmann [7] und Shafarevich [41]. Der Aspekt
der K-Rationalita¨t ist bei Borel [6] und Mumford [31] dargestellt. Tatsachen u¨ber alge-
braische Gruppen sind auch bei Humphreys [18] zu finden.
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mit der A¨quivalenzrelation
p ∼ q :⇐⇒ p = λq mit λ ∈ k∗.
Falls es keine Unklarheit gibt, wird der Index k weggelassen. Ist (a0, . . . , an)
ein Repra¨sentant von p ∈ Pn, so wird fu¨r die Klasse p auch
(a0 : . . . : an) oder k
∗
(a0, . . . , an)
geschrieben. Ist X eine Teilmenge von An oder Pn, so bezeichne mit X(K)
die Menge der K-rationalen Punkte von X.
Ist W ein k-Vektorraum der Dimension n, so ist mit der Projektivierung
PW von W der projektive Raum P(W ⊗k k ) := Pn−1k gemeint, wobei die
Vektoren aus W ⊗k k mit ihren Koordinatenvektoren bezu¨glich einer festen
Basis identifiziert werden. Ist e1, . . . , en eine k-Basis von W , so ist e1 ⊗
1, . . . , en ⊗ 1 eine k -Basis von W ⊗k k . Sei v ∈ W ⊗k k mit a1, . . . , an als
Koordinaten bezu¨glich dieser Basis. Es werden auch die Schreibweisen
k ∗v := k ∗
n∑
i=0
aiei := (a1 : . . . : an) ∈ PW
verwendet. Identifiziere W mit dem k-Unterraum W ⊗k 1 von W ⊗k k . Die
k-rationalen Punkte von PW sind dann genau die Punkte der Form k ∗w mit
w ∈ W .
Bezeichne mit x und y die Multivariablen (x1, . . . , xn) bzw. (y0, . . . , yn). Ist
ν = (ν1, . . . , νn) ∈ INn0 ein Multiindex, so ist xν das Monom xν11 . . . xνnn (yµ
mit µ ∈ INn+10 entsprechend). Ist T ⊆ k [x] eine Menge von Polynomen und
T ′ ⊆ k [y] eine Menge von homogenen Polynomen, so werden die Nullstellen-
mengen
Z(T ) :=
{
p ∈ An | f(p) = 0 ∀ f ∈ T
}
⊆ An und
Z(T ′) :=
{
p ∈ Pn | f(p) = 0 ∀ f ∈ T ′
}
⊆ Pn
mit f((a0 : . . . : an)) := f(a0, . . . , an) als (affine bzw. projektive) Varieta¨ten
oder algebraische Mengen bezeichnet. Wegen Hilberts Basissatz ko¨nnen die
Polynommengen stets als endlich angenommen werden. Eine algebraische
Menge X heißt u¨ber K definiert, falls Polynome T ∈ K[x] existieren mit
X = Z(T ). Schreibe dafu¨r X/K. U¨ber algebraischen Mengen wird die
Zariski-Topologie eingefu¨hrt, indem man als abgeschlossene Mengen genau
die u¨ber k definierten algebraischen Mengen wa¨hlt. Offene Teilmengen von
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affinen und projektiven Varieta¨ten werden quasiaffine bzw. quasiprojektive
Varieta¨ten genannt. Alle affinen, quasiaffinen und projektiven Varieta¨ten
sind isomorph116 zu quasiprojektiven Varieta¨ten. Quasiprojektive Varieta¨ten
heißen auch lokal abgeschlossene Mengen.
Zwei algebraische Mengen sind gleich, wenn sie aus den gleichen Punkten
bestehen, also z. B. wenn sie durch die gleichen Polynommengen definiert
werden - unabha¨ngig davon, u¨ber welchem Teilko¨rper von k diese Polynome
betrachtet werden. IstX eine Teilmenge vonAn oderPn, so wird ein Wechsel
des Grundko¨rpers mit
X ×kK
gekennzeichnet. Dies dient nur der Deutlichkeit von Aussagen, die Menge
bleibt dieselbe. Ist z. B. X aus Pn, so gilt
X = X×kK ⊆ Pnk = Pnk×kK = PnK .
Ist Z eine Teilmenge von An oder Pn, so heißt eine nichtleere Teilmenge
X ⊆ Z irreduzibel u¨ber K, wenn sie nicht als Vereinigung zweier echter
Teilmengen von Z geschrieben werden kann, die abgeschlossen inX bezu¨glich
der induzierten Topologie und u¨ber K definiert sind. Ist X irreduzibel u¨ber
k, so wird X als (absolut) irreduzibel bezeichnet. Offene Teilmengen von
irreduziblen Mengen sind irreduzibel. Durchschnitte von nichtleeren offenen
Teilmengen von irreduziblen Mengen sind nichtleer.
Ist X ⊆ An eine quasiaffine Varieta¨t, so heißt eine Funktion f : X −→ k
regula¨re Funktion von X, falls f lokal als Quotient zweier Polynome aus
k [x] geschrieben werden kann. Ist X ⊆ Pn eine quasiprojektive Varieta¨t, so
heißt eine Funktion f : X −→ k regula¨re Funktion von X, falls f lokal als
Quotient zweier homogener Polynome gleichen Grades aus k[x] geschrieben
werden kann. Fu¨r eine lokal abgeschlossene Menge X ist
O(X) :=
{
f : X −→ k | f regula¨re Funktion auf X
}
eine k -Algebra durch die natu¨rlichen Verknu¨pfungen. Regula¨re Funktionen
sind stetig. Ist X irreduzibel und stimmen zwei regula¨re Funktionen aus
O(X) auf einer offenen Teilmenge U ⊆ X u¨berein, so sind sie gleich. Ist
K ein Zwischenko¨rper k /K/k, so heißt eine regula¨re Funktion f u¨ber K
definiert, wenn obige Polynome ausK[x] gewa¨hlt werden ko¨nnen. Die Menge
der u¨ber K definierten regula¨ren Funktionen von X
OK(X) :=
{
f : X −→ k ∈ O(X) | f u¨ber K definiert
}
116Zur Definition von Morphismen siehe unten.
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ist ein Teilring von O(X), der eine K-Algebra ist.
Ein Morphismus zwischen zwei lokal abgeschlossenen Mengen X und Y ist
eine stetige Abbildung Φ : X −→ Y , so daß fu¨r jede regula¨re Funktion
f ∈ O(U) einer offenen Menge U ⊆ Y die Funktion f ◦ Φ wieder regula¨r
ist, d. h. f ◦ Φ ∈ O(Φ−1(U)). Ist Y ⊆ An eine quasiaffine Varieta¨t, so
ist eine Abbildung Φ : X −→ Y genau dann ein Morphismus, wenn die
Koordinatenfunktionen von Φ regula¨re Funktionen von X sind. Ist Y ⊆ Pn
eine quasiprojektive Varieta¨t, so ist Φ genau dann ein Morphismus, wenn
sie lokal regula¨re Funktionen von X sind. Ein Morphismus heißt u¨ber K
definiert, wenn fu¨r jede u¨ber K definierte regula¨re Funktion f einer offenen
Teilmenge U ⊆ X die regula¨re Funktion f◦Φ wieder u¨berK definiert ist. Das
ist genau dann der Fall, wenn die Koordinatenfunktionen u¨ber K definiert
sind.
Ein Morphismus Φ : X −→ Y induziert einen k -Algebrahomomorphismus
Φ∗ : O(Y ) −→ O(X); f 7−→ Φ∗(f) := f ◦Φ.
Ist Φ u¨ber K definiert, so wird ein K-Algebrahomomorphismus
Φ∗K : OK(Y ) −→ OK(X); f 7−→ Φ∗K(f) := f ◦Φ
induziert.
A.2 Birationale Korrespondenzen
Seien im folgenden alle auftretenden lokal abgeschlossenen Mengen nichtleer.
Sei X/k lokal abgeschlossen. Betrachte auf der Menge
R :=
{
(U, fU)
∣∣∣∣ U ⊆ X offen und nichtleer , fU ∈ O(U)}
die A¨quivalenzrelation
(U, fU) ∼ (V, fV ) :⇐⇒ U∩V 6= ∅ ∧ fU |U∩V = fV |U∩V .
Bezeichne die A¨quivalenzklasse von (U, fU) mit 〈U, fU〉. Gilt U ∩ V 6= ∅, so
sind auf den Klassen die Verknu¨pfungen
〈U, fU〉+ 〈V, fV 〉 := 〈W, fU |W + fV |W 〉 und
〈U, fU〉〈V, fV 〉 := 〈W, fU |W · fV |W 〉
mit W := U ∩ V definiert. In den folgenden Definitionen ist die Bedingung
U ∩ V 6= ∅ fu¨r alle auftretenden offenen Teilmengen erfu¨llt.
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Definition (Funktionskeime, lokale Ringe). SeiX/k lokal abgeschlossen
und p ∈ X. Die Menge
OX,p :=
{
〈U, fU〉 ∈ R/ ∼
∣∣∣∣ p ∈ U}.
ist ein Ring, der lokale Ring von X in p. Die Elemente von OX,p werden auch
Funktionskeime genannt.
Definition (rationale Funktionen, Funktionenko¨rper). Sei X/k lokal
abgeschlossen und irreduzibel. Die Menge
k (X) := R/ ∼
ist mit obigen Verknu¨pfungen ein Ko¨rper, der Funktionenko¨rper von X. Die
Elemente von k (X) heißen auch rationalen Funktionen auf X. Ist 〈U, fU〉 ∈
k (X) und ist fU nicht die Nullfunktion auf U , so ist Z(fU) ⊆ U abgeschlossen
in U , und W := U −Z(fU) ist offen und nichtleer. Das Inverse zu 〈U, fU〉 ist
dann 〈W, fU |−1W 〉 mit fU |−1W (p) := 1/fU(p) fu¨r p ∈W .
Diese Begriffsbildungen lassen sich auch u¨bertragen auf den Fall, daß man
nur u¨ber K definierte regula¨re Funktionen betrachtet. So ist fu¨r einen Zwi-
schenko¨rper k /K/k:
K(X) :=
{
〈U, fU〉 ∈ R/ ∼
∣∣∣∣ fU ∈ OK(U)}.
Ist U ⊆ X eine offene Teilmenge von X, so gilt
K(U) ∼= K(X),
denn die Abbildung
φ : K(U) −→ K(X); 〈V, fV 〉 7−→ 〈V, fV 〉
ist ein wohldefinierter Ko¨rpermonomorphismus. Sei 〈V, fV 〉 ∈ K(X). Dann
ist 〈V ∩ U, fV |V ∩U〉 ∈ K(U), und es ist φ(〈V ∩ U, fV |V ∩U〉) = 〈V, fV 〉.
Definition. Seien X/k und Y/k lokal abgeschlossen und irreduzibel.
i) Eine rationale Abbildung T : X −→ Y ist eine A¨quivalenzklasse von
Paaren (U, TU) mit
U ⊆ X offen ,
TU : U −→ Y Morphismus
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zu der Relation
(U, TU) ∼ (V, TV ) :⇐⇒ TU |U∩V = TV |U∩V .
T heißt u¨ber K definiert, wenn fu¨r ein (U, TU) ∈ T der Morphismus TU
u¨ber K definiert ist.
ii) T heißt dominant, wenn TU(U) dicht in Y liegt fu¨r ein (U, TU) ∈ T .
iii) T heißt birational, wenn T invertierbar ist als rationale Abbildung,
d. h. wenn es eine rationale Abbildung T ′ : Y −→ X gibt, so daß
fu¨r ein (U, TU) ∈ T und ein (V, T ′V ) ∈ T ′ mit W := U ∩ T−1U (V ) und
W ′ := V ∩ T ′V −1(U) gilt
T ′V ◦ TU |W = idX|W und TU ◦ T ′V |W ′ = idY |W ′ .
Ist T birational, so heißen X und Y birational a¨quivalent.
iv) Die Fundamentalpunkte von T sind die Elemente der Menge
X −UDef
mit
UDef := lim−→
{
U ⊆ X offen und nichtleer
∣∣∣∣ (U, TU) ∈ T} .
v) Sei (U, TU) ∈ T und Γ0 ⊆ U × Y der Graph von TU . Der Graph von T
sei dann
Γ := Γ0 ⊆ X×Y.
Daß Γ wohldefiniert ist, folgt aus der Irreduzibilita¨t von X und Y .
Bezeichne mit p1 und p2 die Projektionen von Γ auf die erste bzw.
zweite Komponente. Sei Z ⊆ X eine Teilmenge. Dann heißt die Menge
T (Z) := p2 ◦p−11 (Z)
die totale Transformierte von Z unter T .
Ist die rationale Abbildung T : X −→ Y dominant, so induziert sie einen
injektiven Ringhomomorphismus
T ∗ : k(Y ) −→ k(X); 〈V, fV 〉 7−→ 〈W, fV ◦TU |W 〉
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mit 〈U, TU〉 ∈ T und W := U ∩ T−1U (V ). Ist T u¨ber K definiert, so hat man
entsprechend
T ∗K : K(Y ) −→ K(X) .
Ist T birational, so ist T ∗ ein Isomorphismus. T ist genau dann birational,
wenn es nichtleere offene Teilmengen U ⊆ X und V ⊆ Y gibt, die isomorph
sind. Ist X birational a¨quivalent zu einem affinen Raum, so heißt X ra-
tional. Ist X rational und T u¨ber K definiert, so ist der Funktionenko¨rper
K(X) eine rein transzendente Ko¨rpererweiterung vonK. Rein transzendente
Erweiterungen werden auch rational genannt.
Sei X lokal abgeschlossen und p ∈ X. X heißt normal in p, wenn der lokale
Ring OX,p ganzabgeschlossen ist. X heißt normal, wenn jeder Punkt von X
normal ist.
Bemerkung A.1. Fu¨r p ∈ X gilt
p regula¨r =⇒ p normal.
Beweis. Brodmann [7], Korollar 13.22 (S. 201).
Satz A.2 (Hauptsatz von Zariski). Sei T : Y −→ X eine birationale
Abbildung von irreduziblen projektiven Varieta¨ten, von denen Y normal ist.
Ist p ∈ Y ein Fundamentalpunkt von T , so ist die totale Transformierte T (p)
zusammenha¨ngend und von Dimension ≥ 1.
Beweis. Hartshorne [15], S. 410.
Korollar A.3. Ist T : X −→ Y ein birationaler, injektiver Morphismus von
projektiven, irreduziblen Varieta¨ten, von denen Y normal ist, so ist T ein
Isomorphismus.
Beweis. Sei 〈U, TU〉 ∈ T mit einem Isomorphismus TU : U −→ V und U
maximal, d. h. U = UDef. Dann ist U = X, da T ein Morphismus ist.
Angenommen, es wa¨re V 6= Y . Dann ga¨be es einen Fundamentalpunkt
p ∈ Y und die totale Transformierte T−1(p) ha¨tte nach dem Hauptsatz von
Zariski Dimension gro¨ßer als Null. Da T aber injektiv ist, kann sie nur aus
einem Punkt bestehen.
Proposition A.4. Seien X/k und Y/k quasiprojektive Varieta¨ten. Bezeich-
ne p : X×Y −→ X die Projektion auf die erste Komponente. Ist Y rational,
so ist auch K(X × Y )/p∗KK(X) rational fu¨r jeden Zwischenko¨rper k /K/k.
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Beweis. Die Projektion p ist surjektiv, insbesondere also dominant. Sei
o. E. X = Z(T ) ⊆ Am affin, T = IX ⊆ k[t], und sei o. E. Y = Ar. Dann ist
k[Y ] = k[u1, . . . , ur] =: k[u] und k[X × Y ] ∼= k[X]× k[Y ] ∼= k[X][u] und
k(X × Y ) = Quot(k[X]× k[u]) ∼= Quot(k[X][u]) = (Quot k[X])(u)
= k(X)(u).
A.3 Algebraische Gruppen und Quotienten
von Varieta¨ten
Definition (Algebraische Gruppe). Ist G eine Varieta¨t mit einer Grup-
penstruktur, so heißt G algebraische Gruppe, wenn die Abbildungen
G×G −→G; (x, y) 7−→ xy und
G −→G; x 7−→ x−1
Morphismen sind.
Definition (Geometrische Operation). Ist G eine algebraische Gruppe
und X eine Varieta¨t, so daß G als abstrakte Gruppe auf X als Menge durch
o : G×X −→ X
operiert, so heißt diese Operation geometrisch, falls o ein Morphismus von
Varieta¨ten ist. Diese Operation wird ha¨ufig
σp := o(σ, p) oder auch σ(p) := o(σ, p)
geschrieben.
Satz A.5. Sei G eine algebraische Gruppe und X 6= ∅ eine Varieta¨t, auf der
G geometrisch operiert. Dann gilt:
i) Jede Bahn von G auf X ist glatt.
ii) Ist G zusammenha¨ngend, so stabilisiert G jede Zusammenhangskompo-
nente von X.
Beweis. Humphreys [18], S. 59f.
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Satz A.6. Sei φ : X −→ Y ein dominanter, injektiver Morphismus von irre-
duziblen Varieta¨ten. Dann ist k(X)/φ∗(k(Y )) eine endliche, rein inseparable
Erweiterung.
Beweis. Humphreys [18], S. 35.
Definition (Quotienten von Varieta¨ten).
Operiert die algebraische Gruppe G auf der Varieta¨t V geometrisch, so ist
die Menge
V/G :=
{
Gp
∣∣ p ∈ V } mit Gp := { σp ∣∣ σ ∈ G}
der Bahnenraum (oder der algebraische Quotient) von V nach G. Definie-
re als induzierte Mengen die k -Algebra der regula¨ren Funktionen und den
lokalen Ring von V nach G durch
O(V/G) := O(V )G = {f ∈ O(V ) ∣∣ f( σp) = f(p) fu¨r alle p ∈ V, σ ∈ G},
OV/G,p := (OV,p)G
=
{〈U, fU〉 ∈ OV,p ∣∣ fU( σp) = fU(p) fu¨r alle p ∈ U, σ ∈ G mit σp ∈ U}.
Eine Varieta¨t W heißt (geometrischer) Quotient von V nach G, in Zeichen
V/G ∼= W , wenn es einen surjektiven Morphismus Ψ : V −→W gibt, so daß
gilt
i) Ψ( σp) = Ψ(p) fu¨r alle p ∈ V und σ ∈ G.
ii) OV/G,p ⊆ Ψ∗OW,Ψ(p) fu¨r alle p ∈ V .
Bemerkung A.7. Bedingung ii) aus obiger Definition ist erfu¨llt, wenn es
einen Morphismus s : W −→ V mit s ◦ Ψ = id gibt, so daß die induzierte
Abbildung
W −→ V −→ V/G
surjektiv ist. Ist na¨mlich f ∈ OV/G,p, so ist f ◦ s ∈ OW,Ψ(p) und Ψ∗(f ◦ s) =
f ◦ s ◦Ψ = f . Ist W Quotient von V nach G, so ist OV/G,p = Ψ∗OW,Ψ(p) fu¨r
alle p ∈ V .
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Anhang B
Bahnstruktur
In diesem Abschnitt soll die Frage nach der Bahnstruktur allgemein betrach-
tet werden, d. h. es operiert eine Gruppe auf der Menge ihrer Teilmengen
einer bestimmten Ordnung, und es wird nach der Anzahl der Bahnen einer
bestimmten La¨nge gefragt.
Sei G eine endliche Gruppe der Ordnung n und 1 ≤ d ≤ n eine Zahl. Sei in
diesem Abschnitt vereinfachend
Md,G :=
{
M ⊆ G ∣∣ |M | = d},
Mσ := {σ1σ, . . . , σdσ} fu¨r σ ∈ G,M = {σ1, . . . , σd} ∈ Md,G,
B(M) :=
{
Mσ
∣∣ σ ∈ G},
GM :=
{
σ ∈ G ∣∣ Mσ =M}.
Bezeichnet man mit
ηb := #
{
B(M)
∣∣M ∈Md,G mit |B(M)| = b}
die Anzahl der Bahnen der La¨nge b, so erha¨lt man aus der Bahnengleichung
|GM ||B(M)| = |G|
folgende Aussage:
Lemma B.1. ηb 6= 0 =⇒ b|n und n|db .
Beweis. Da ηb 6= 0 ist, gibt es eine Teilmenge M ∈ Md,G mit |B(M)| = b,
die die Bahnengleichung erfu¨llt, so daß |GM |b = n folgt, also b|n. Außerdem
operiert GM treu auf den Elementen von M und so zerfa¨llt M :
M =
•⋃
i
σiGM . (∗)
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Aus |GM |∣∣d und |GM | = nb folgt n|db.
Falls also b 6 | n oder n 6 | db, so ist ηb = 0. Betrachte nun eine feste
Untergruppe U ≤ G vom Index b, so daß n|db. Dann gilt fu¨r alle
M =
•⋃
i
σiU ∈Md,G mit σiU ∈ G/U,
daß U eine Untergruppe des Stabilisators GM ist. Bezeichnet man mit
ηU := #
{
M ∈Md,G ∣∣ GM = U}
die Anzahl der Teilmengen, deren Stabilisator genau U ist, so ergibt sich
Satz B.2.
i) ηU =
(
n|U|
d|U|
)
− ∑
U≤V≤G
U 6=V
|V ||d
ηV ,
ii) ηb =
1
b
∑
U≤G
|U|=nb
ηU .
Beweis. i) Jede Wahl von d|U | Klassen σiU aus
n
|U | mo¨glichen von G/U ergibt
eine Teilmenge M = ∪˙σiU , deren Stabilisator U entha¨lt. GM kann aber
auch gro¨ßer als U sei, deshalb muß die Anzahl der Teilmengen mit echt
gro¨ßeren Stabilisatoren wieder abgezogen werden. So entsteht die angegebene
Rekursionsformel.
ii) Die Teilmengen mit Bahnla¨nge b haben einen Stabilisator der Ordnung
n
b . Die Summe
∑
ηU u¨ber alle Untergruppen U der Ordnung nd liefert die
Anzahl aller Teilmengen mit Bahnla¨nge b, und durch b geteilt ergibt sich die
Anzahl der Bahnen.
Korollar B.3.
i)
∑
b
b ηb =
(
n
d
)
,
ii) Fu¨r d = nb ist ηb die Anzahl der Untergruppen von G der Ordnung d.
Beweis. i) Es gibt
(n
d
)
d-elementige Teilmengen von G und jede ist in genau
einer Bahn enthalten.
ii) Ist |B(M)| = b, so hat der Stabilisator GM die Ordnung nb . Ist diese gleich
d, so wird aus der Zerlegung (∗) im Beweis von Lemma B.1 M = σGM , d. h.
in jeder Bahn ist genau eine Untergruppe enthalten.
Anhang C
Reduzierte Plu¨cker-Relationen
fu¨r Symbolalgebren vom Grad
3
Sei ξ eine primitive dritte Einheitswurzel, die im Grundko¨rper k enthalten
ist. Seien a, b ∈ k∗ Skalare und A die Symbolalgebra
A :=
(
a, b
k, ξ
)
=
〈
x, y
∣∣ x3 = a, y3 = b, yx = ξxy〉
k
.
Sei G := ZZd × ZZd. Schreibe die Gruppe G wie bisher multiplikativ, obwohl
die natu¨rliche Verknu¨pfung die Addition modulo d wa¨re. Bezeichne fu¨r ein
Gruppenelement σ ∈ ZZd mit σ den Repra¨sentanten von σ aus {0, . . . , d−1}.
A la¨ßt sich als Gruppenalgebra der Gruppe G schreiben:117
A =
⊕
(i,j)∈G
e(i,j)k
mit e(i,j) := xiyj und
eσeτ = sσ,τeστ .
Dabei ist s : G × G −→ k∗; (σ, τ) 7→ sσ,τ ein 2-Kozykel, dessen Klasse aus
H2(G, k∗) ist.
117Siehe Abschnitt 6.3.
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Im Fall d = 3 erha¨lt man als Werte des Kozykels sσ,τ :
σ τ : 0 1 2 3 4 5 6 7 8
0 1 1 1 1 1 1 1 1 1
1 1 1 a 1 1 a 1 1 a
2 1 a a 1 a a 1 a a
3 1 ξ ξ2 1 ξ ξ2 b bξ bξ2
4 1 ξ aξ2 1 ξ aξ2 b bξ abξ2
5 1 aξ aξ2 1 aξ aξ2 b abξ abξ2
6 1 ξ2 ξ b bξ2 bξ b bξ2 bξ
7 1 ξ2 aξ b bξ2 abξ b bξ2 abξ
8 1 aξ2 aξ b abξ2 abξ b abξ2 abξ
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Tabelle mit Daten fu¨r die Gleichungen xM = D(M)xΠ(M) mitM = σΠ(M):
M Π(M) σ sσ(Π(M)) Nred eσ D(M)
012 012 0 1 1 1
013 013 0 1 1 1
014 014 0 1 1 1
015 015 0 1 1 1
016 016 0 1 1 1
017 017 0 1 1 1
018 018 0 1 1 1
023 014 2 −a2 a2 −1
024 015 2 −a2 a2 −1
025 013 2 −a a2 −a−1
026 017 2 −a2 a2 −1
027 018 2 −a2 a2 −1
028 016 2 −a a2 −a−1
034 016 3 ξb b ξ
035 017 5 −ξ2a2b a2b −ξ2
036 036 0 1 1 1
037 037 0 1 1 1
038 038 0 1 1 1
045 018 4 ab ab 1
046 037 6 ξ2b2 b2 ξ2
047 038 4 ξ2ab ab ξ2
048 048 0 1 1 1
056 038 6 ξb2 b2 ξ
057 057 0 1 1 1
058 037 5 ξab a2b ξa−1
067 013 6 ξ2b b2 ξ2b−1
068 014 8 −ξa2b a2b2 −ξb−1
078 015 7 ab ab2 b−1
123 015 1 a a 1
124 013 1 1 a a−1
125 014 1 1 a a−1
126 018 1 a a 1
127 016 1 1 a a−1
128 017 1 1 a a−1
134 017 3 ξ2b b ξ2
135 018 5 −a2b a2b −1
136 037 3 ξb b ξ
137 038 7 ξab2 ab2 ξ
138 057 1 a a 1
145 016 4 ξb ab ξa−1
146 038 1 a a 1
147 036 1 1 a a−1
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M Π(M) σ sσ(Π(M)) Nred eσ D(M)
148 037 1 1 a a−1
156 048 1 a a 1
157 037 7 ξ2b2 ab2 ξ2a−1
158 038 5 ξ2ab a2b ξ2a−1
167 014 6 ξb b2 ξb−1
168 015 8 −a2b a2b2 −b−1
178 013 7 ξ2b ab2 ξ2a−1b−1
234 018 3 b b 1
235 016 5 ξ − ab a2b −ξa−1
236 038 3 ξ2b b ξ2
237 048 2 a2 a2 1
238 037 8 ξ2ab2 a2b2 ξ2a−1
245 017 4 ξ2b ab ξ2a−1
246 057 2 a2 a2 1
247 037 4 ξb ab ξa−1
248 038 8 ξab2 a2b2 ξa−1
256 037 2 a a2 a−1
257 038 2 a a2 a−1
258 036 2 1 a2 a−2
267 015 6 b b2 b−1
268 013 8 −ξ2ab a2b2 −ξ2a−1b−1
278 014 7 ξb ab2 ξa−1b−1
345 012 3 1 b b−1
346 013 3 ξ b ξb−1
347 014 3 ξ2 b ξ2b−1
348 015 3 1 b b−1
356 014 5 −ξ2a2 a2b −ξ2b−1
357 015 5 −a2 a2b −b−1
358 013 5 −ξa a2b −ξa−1b−1
367 016 6 ξ2b b2 ξ2b−1
368 017 8 −ξa2b a2b2 −ξb−1
378 018 7 ab ab2 b−1
456 015 4 a ab b−1
457 013 4 ξ ab ξa−1b−1
458 014 4 ξ2 ab ξ2a−1b−1
467 017 6 ξb b2 ξb−1
468 018 8 −a2b a2b2 −b−1
478 016 7 ξ2b ab2 ξ2a−1b−1
567 018 6 b b2 b−1
568 016 8 −ξ2ab a2b2 −ξ2a−1b−1
578 017 7 ξb ab2 ξa−1b−1
678 012 6 1 b2 b−2
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Es folgt eine Liste mit den reduzierten Plu¨cker-Relationen: Per Computer118
wurden in den 36 · 126 = 4536 Plu¨cker-Relationen die Koordinaten nach
obigen Relationen ersetzt. Dabei wurde fu¨r die Repra¨sentanten abku¨rzend
folgende Schreibweise verwendet:
x0 := x013 x1 := x014 x2 := x015 x3 := x016 x4 := x017 x5 := x018
x6 := x037 x7 := x038 x8 := x012 x9 := x036 x10 := x048 x11 := x057
Durch die Ersetzung wurden viele Relationen gleich, es bleiben 138 verschie-
dene u¨brig. Diese wurden aus rechentechnischen Gru¨nden mit Faktoren λ
normiert:
M M ′ λPM,M ′(x)
01 0234 x21 − x0x2 − ξx3x8
01 0235 x20 − ax1x2 − aξ2x4x8
01 0236 x1x3 − x0x4 − x8x9
01 0237 x1x4 − x0x5 − x6x8
01 0238 x0x3 − ax1x5 + ax7x8
01 0245 x0x1 − ax22 + ax5x8
01 0246 x2x3 − x1x4 − ξ2x6x8
01 0247 x2x4 − x1x5 − ξ2x7x8
01 0248 x1x3 − ax2x5 + ax8x10
01 0256 x0x3 − ax2x4 − aξx7x8
01 0257 x0x4 − ax2x5 − ax8x11
01 0258 x2x3 − x0x5 + ξx6x8
01 0267 bx24 − bx3x5 − ξ2x0x8
01 0268 bx23 − abx4x5 − aξx1x8
01 0278 bx3x4 − abx25 + ax2x8
01 0345 x2x3 + ξx1x4 + ξ2x0x5
01 0346 x23 + ξx0x6 − ξ2x1x9
01 0347 x3x4 − ξ2x1x6 + ξx0x7
01 0348 x3x5 − ξ2x1x7 + ξ2x0x10
01 0356 x3x4 − ξ2x0x7 + ξx2x9
01 0357 x24 + ξx2x6 − ξx0x11
01 0358 ax4x5 − ξ2x0x6 + aξx2x7
01 0367 x20 − bξx3x6 + bξx4x9
118Es wurde das Computeralgebra-Programm Mathematica V2.2 verwendet.
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M M ′ λPM,M ′(x)
01 0368 x0x1 + bξ2x3x7 − bξ2x5x9
01 0378 x0x2 + bx5x6 − bx4x7
01 0456 x3x5 − ξ2x2x6 + ξx1x7
01 0457 x4x5 − ξ2x2x7 + x1x11
01 0458 ax25 + ξx1x6 − ax2x10
01 0467 x0x1 + bx4x6 − bx3x7
01 0468 x21 − bξx5x6 + bξ2x3x10
01 0478 x1x2 + bξ2x5x7 − bx4x10
01 0567 x0x2 + bξ2x4x7 − bξx3x11
01 0568 ax1x2 + bx3x6 − abx5x7
01 0578 ax22 − bξx4x6 + abx5x11
01 1345 x0x3 + aξx2x4 + aξ2x1x5
01 1347 ax24 − aξ2x1x7 + ξx0x9
01 1348 ax4x5 + ξx0x6 − aξx1x11
01 1356 x3x5 + ξx2x6 − x0x10
01 1358 ax25 − ξ2x0x7 + ax2x11
01 1368 x0x2 − bξx5x6 + bx3x11
01 1378 x20 + abξ
2x5x7 − abξx4x11
01 1456 x23 − aξ2x2x7 + aξ2x1x10
01 1457 x3x4 + ξx1x6 − ξ2x2x9
01 1467 ax21 + abξ
2x4x7 − bξ2x3x9
01 1478 x0x1 − bξx4x6 + bξx5x9
01 1567 ax1x2 − bξx3x6 + abξ2x4x10
01 1568 ax22 + bξ
2x3x7 − abx5x10
01 2345 bx1x3 + bξx0x4 + abξ2x2x5 − aξ2x28
01 2346 bx3x5 − bξ2x1x7 − ξx0x8 + bx0x11
01 2347 abx4x5 + bξx0x6 − aξ2x1x8 − abx1x10
01 2348 abx25 − bξ2x1x6 + bξx0x7 − ax2x8
01 2356 bx23 − bξ2x0x6 + abξx2x7 − aξx1x8
01 2357 bx3x4 − bξ2x0x7 − aξ2x2x8 + abξ2x2x10
01 2358 abx3x5 + abξx2x6 − ax0x8 − bξ2x0x9
01 2367 x0x2 + bξ2x4x7 − ξ2x3x8 − bx3x10
01 2368 x20 + bx3x6 − abx5x7 − aξ2x4x8
01 2378 x0x1 − bξx4x6 − aξ2x5x8 + abξ2x5x10
01 2456 bx3x4 + bξx1x6 − aξx2x8 − abξx2x11
01 2457 bx24 − bξ2x2x6 + bξx1x7 − ξ2x0x8
01 2458 abx4x5 − abξ2x2x7 − ax1x8 + bξx1x9
01 2467 ax1x2 − bξx3x6 − aξx4x8 + abx4x11
01 2468 x0x1 + bξ2x3x7 − aξx5x8 − abξx5x11
01 2478 x21 + bx5x6 − bx4x7 − ξx3x8
01 2567 ax22 + bx4x6 − bx3x7 − ax5x8
01 2568 ax0x2 − abξx5x6 − ax3x8 + bξx3x9
01 2578 ax1x2 + abξ2x5x7 − ax4x8 − bξ2x4x9
03 0456 x4x6 + ξx3x7 + ξ2x5x9
03 0457 x5x6 + ξx4x7 + ξx3x11
03 0458 x3x6 + aξx5x7 + ax4x10
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M M ′ λPM,M ′(x)
03 0467 x0x3 + bξ2x26 − bξ2x7x9
03 0468 x1x3 − bx6x7 + bξx9x10
03 0478 x2x3 + bξx27 − bξ2x6x10
03 0567 x0x4 − bx6x7 + bξ2x9x11
03 0568 ax1x4 + abξx27 − bξx6x9
03 0578 ax2x4 + bξ2x26 − abξx7x11
03 0678 x1x6 + ξx0x7 + ξ2x2x9
03 1237 x2x6 + ξx1x7 + x0x10
03 1238 x0x6 + aξx2x7 + aξx1x11
03 1246 ax3x5 − aξ2x1x7 − ξ2x0x9 − aξ2x0x11
03 1256 ax4x5 + ξx0x6 + ξx1x9 + aξx1x10
03 1267 ax21 + aξ
2x0x2 + abξ2x5x6 − bξ2x3x9
03 1268 x20 + aξx1x2 − abξx5x7 + bξx4x9
03 1378 x0x5 + bξx27 − bx6x11
03 1456 ax0x2 + abξ2x4x7 + bξx3x9 + abξx3x10
03 1467 ax1x3 + aξ2x0x4 + abξx6x7 − bξx29
03 1468 ax2x3 + aξ2x0x5 − abξ2x27 + bξ2x6x9
03 1567 ax1x4 − ax0x5 + bξ2x6x9 − abx6x10
03 1568 x0x3 − ax2x4 + bx7x9 − abξx7x10
03 1678 abx2x6 + abξx1x7 + ax0x8 + bξ2x0x9
03 2378 ax1x5 + bξ2x26 − abx7x10
03 2456 ax1x2 − bξx3x6 − bξ2x4x9 − abξ2x4x11
03 2467 ax2x3 − ax1x4 − bx6x9 + abξ2x6x11
03 2468 x0x3 − ax1x5 + bξx7x9 − abx7x11
03 2567 ax2x4 + aξx1x5 − bξx26 + bξx7x9
03 2678 bx0x6 + abξx2x7 − aξx1x8 + bξ2x1x9
03 4567 ax24 + aξx3x5 − ax2x6 + ξx0x9
03 4568 x23 + aξ
2x4x5 + ax2x7 − ξ2x1x9
03 4678 abx5x6 + abξx4x7 − aξx3x8 + bξ2x3x9
03 5678 bx3x6 + abξx5x7 + ax4x8 + bξ2x4x9
04 0578 ax2x5 − bx6x7 + abx10x11
04 1238 x3x4 + ξx1x6 + aξ2x2x10 + aξ2x2x11
04 1258 ax4x5 − aξ2x2x7 − x1x9 − ax1x10
04 1268 x0x1 + aξx22 + bx4x6 − abξx5x10
04 1278 x21 + ξx0x2 − bξx4x7 + bξ2x3x10
04 1358 x0x1 + bξ2x3x7 + abξ2x5x10 + abξ2x5x11
04 1368 x2x3 − x1x4 + bx6x10 − bξx6x11
04 1378 x0x3 − ax1x5 − abξx7x10 + abξ2x7x11
04 1568 x1x3 + aξx2x5 + bξ2x6x7 − abξx210
04 1578 x1x4 + ξx0x5 − bx27 + bξx6x10
04 1678 bx0x6 + abξx2x7 + aξ2x1x8 + abx1x10
04 2358 ax0x2 − abξx5x6 − bx3x9 − abx3x10
04 2368 x0x3 + aξx2x4 − bξx26 + abξ2x7x10
04 2568 ax2x3 − ax0x5 − bx6x9 + abξx6x10
04 2578 ax2x4 − ax1x5 + bξx7x9 − abξ2x7x10
04 2678 bx1x6 + bξx0x7 − ax2x8 + abx2x10
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M M ′ λPM,M ′(x)
04 3568 x23 + aξx4x5 − x0x6 + aξ2x1x10
04 3578 x3x4 + aξx25 + ξx0x7 − aξx2x10
04 3678 bx5x6 + bξx4x7 + ξ2x3x8 + bx3x10
04 5678 bx4x6 + bξx3x7 − ax5x8 + abx5x10
05 1237 x3x4 − ξ2x0x7 − aξx2x10 − aξx2x11
05 1247 ax3x5 + aξx2x6 + x0x9 + ax0x11
05 1267 x0x1 + aξ2x22 − bx3x7 + abξ2x5x11
05 1278 x20 + aξ
2x1x2 + bξ2x3x6 − abξx4x11
05 1347 ax1x2 + abξ2x5x7 + bx4x9 + abx4x11
05 1367 x2x3 + ξx1x4 − bx27 + bξ2x6x11
05 1378 x0x4 + aξ2x2x5 + bξx6x7 − abξ2x211
05 1467 ax2x4 − ax1x5 − bx7x9 + abξ2x7x11
05 1478 ax2x3 − ax0x5 + bξ2x6x9 − abξx6x11
05 1678 bx1x6 + bξx0x7 + aξx2x8 + abξx2x11
05 2347 x0x1 − bξx4x6 − abξx5x10 − abξx5x11
05 2367 x0x3 − ax2x4 + abξ2x7x10 − abx7x11
05 2378 x1x4 − x0x5 + bξx6x10 − bξ2x6x11
05 2478 x0x3 + aξ2x1x5 − bx26 + abξ2x7x11
05 2678 bx2x6 + bξx1x7 − ξ2x0x8 + bξx0x11
05 3467 x24 + ξ
2x3x5 + x1x7 − ξx0x11
05 3478 x3x4 + aξ2x25 − ξ2x1x6 + aξ2x2x11
05 3678 bx3x6 + abξx5x7 − aξ2x4x8 + abξx4x11
05 4678 bx4x6 + bξx3x7 + aξx5x8 + abξx5x11
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Auf der Suche nach Beziehungen zwischen den Koordinaten war es hilfreich,
eine nach den in den Gleichungen auftretenden Variablen sortierte Liste, wie
die folgende, vorliegen zu haben.
Variablen M M ′ λPM,M ′(x)
x20 x1x2 x4x8 01 0235 x
2
0 − ax1x2 − aξ2x4x8
x20 x3x6 x4x9 01 0367 x
2
0 − bξx3x6 + bξx4x9
x20 x5x7 x4x11 01 1378 x
2
0 + abξ
2x5x7 − abξx4x11
x0x1 x22 x5x8 01 0245 x0x1 − ax22 + ax5x8
x0x1 x4x6 x3x7 01 0467 x0x1 + bx4x6 − bx3x7
x0x1 x4x6 x5x9 01 1478 x0x1 − bξx4x6 + bξx5x9
x0x1 x3x7 x5x9 01 0368 x0x1 + bξ2x3x7 − bξ2x5x9
x21 x0x2 x3x8 01 0234 x
2
1 − x0x2 − ξx3x8
x21 x5x6 x3x10 01 0468 x
2
1 − bξx5x6 + bξ2x3x10
x21 x4x7 x3x9 01 1467 ax
2
1 + abξ
2x4x7 − bξ2x3x9
x0x2 x5x6 x4x7 01 0378 x0x2 + bx5x6 − bx4x7
x0x2 x5x6 x3x11 01 1368 x0x2 − bξx5x6 + bx3x11
x0x2 x4x7 x3x11 01 0567 x0x2 + bξ2x4x7 − bξx3x11
x1x2 x3x6 x5x7 01 0568 ax1x2 + bx3x6 − abx5x7
x1x2 x3x6 x4x10 01 1567 ax1x2 − bξx3x6 + abξ2x4x10
x1x2 x5x7 x4x10 01 0478 x1x2 + bξ2x5x7 − bx4x10
x22 x4x6 x5x11 01 0578 ax
2
2 − bξx4x6 + abx5x11
x22 x3x7 x5x10 01 1568 ax
2
2 + bξ
2x3x7 − abx5x10
x0x3 x2x4 x1x5 01 1345 x0x3 + aξx2x4 + aξ2x1x5
x0x3 x2x4 x7x8 01 0256 x0x3 − ax2x4 − aξx7x8
x0x3 x1x5 x7x8 01 0238 x0x3 − ax1x5 + ax7x8
x0x3 x26 x7x9 03 0467 x0x3 + bξ
2x26 − bξ2x7x9
x1x3 x0x4 x8x9 01 0236 x1x3 − x0x4 − x8x9
x1x3 x2x5 x8x10 01 0248 x1x3 − ax2x5 + ax8x10
x1x3 x6x7 x9x10 03 0468 x1x3 − bx6x7 + bξx9x10
x2x3 x1x4 x0x5 01 0345 x2x3 + ξx1x4 + ξ2x0x5
x2x3 x1x4 x6x8 01 0246 x2x3 − x1x4 − ξ2x6x8
x2x3 x0x5 x6x8 01 0258 x2x3 − x0x5 + ξx6x8
x2x3 x27 x6x10 03 0478 x2x3 + bξx
2
7 − bξ2x6x10
x23 x4x5 x1x8 01 0268 bx
2
3 − abx4x5 − aξx1x8
x23 x0x6 x1x9 01 0346 x
2
3 + ξx0x6 − ξ2x1x9
x23 x2x7 x1x10 01 1456 x
2
3 − aξ2x2x7 + aξ2x1x10
x0x4 x2x5 x8x11 01 0257 x0x4 − ax2x5 − ax8x11
x0x4 x6x7 x9x11 03 0567 x0x4 − bx6x7 + bξ2x9x11
x1x4 x0x5 x6x8 01 0237 x1x4 − x0x5 − x6x8
x1x4 x27 x6x9 03 0568 ax1x4 + abξx
2
7 − bξx6x9
x2x4 x1x5 x7x8 01 0247 x2x4 − x1x5 − ξ2x7x8
x2x4 x26 x7x11 03 0578 ax2x4 + bξ
2x26 − abξx7x11
x3x4 x25 x2x8 01 0278 bx3x4 − abx25 + ax2x8
x3x4 x1x6 x0x7 01 0347 x3x4 − ξ2x1x6 + ξx0x7
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Variablen M M ′ λPM,M ′(x)
x3x4 x1x6 x2x9 01 1457 x3x4 + ξx1x6 − ξ2x2x9
x3x4 x0x7 x2x9 01 0356 x3x4 − ξ2x0x7 + ξx2x9
x24 x3x5 x0x8 01 0267 bx
2
4 − bx3x5 − ξ2x0x8
x24 x2x6 x0x11 01 0357 x
2
4 + ξx2x6 − ξx0x11
x24 x1x7 x0x9 01 1347 ax
2
4 − aξ2x1x7 + ξx0x9
x0x5 x27 x6x11 03 1378 x0x5 + bξx
2
7 − bx6x11
x1x5 x26 x7x10 03 2378 ax1x5 + bξ
2x26 − abx7x10
x2x5 x6x7 x10x11 04 0578 ax2x5 − bx6x7 + abx10x11
x3x5 x2x6 x1x7 01 0456 x3x5 − ξ2x2x6 + ξx1x7
x3x5 x2x6 x0x10 01 1356 x3x5 + ξx2x6 − x0x10
x3x5 x1x7 x0x10 01 0348 x3x5 − ξ2x1x7 + ξ2x0x10
x4x5 x0x6 x2x7 01 0358 ax4x5 − ξ2x0x6 + aξx2x7
x4x5 x0x6 x1x11 01 1348 ax4x5 + ξx0x6 − aξx1x11
x4x5 x2x7 x1x11 01 0457 x4x5 − ξ2x2x7 + x1x11
x25 x1x6 x2x10 01 0458 ax
2
5 + ξx1x6 − ax2x10
x25 x0x7 x2x11 01 1358 ax
2
5 − ξ2x0x7 + ax2x11
x0x6 x2x7 x1x11 03 1238 x0x6 + aξx2x7 + aξx1x11
x1x6 x0x7 x2x9 03 0678 x1x6 + ξx0x7 + ξ2x2x9
x2x6 x1x7 x0x10 03 1237 x2x6 + ξx1x7 + x0x10
x3x6 x5x7 x4x10 03 0458 x3x6 + aξx5x7 + ax4x10
x4x6 x3x7 x5x9 03 0456 x4x6 + ξx3x7 + ξ2x5x9
x5x6 x4x7 x3x11 03 0457 x5x6 + ξx4x7 + ξx3x11
x20 x1x2 x3x6 x4x11 05 1278 x
2
0 + aξ
2x1x2 + bξ2x3x6 − abξx4x11
x20 x1x2 x5x7 x4x9 03 1268 x
2
0 + aξx1x2 − abξx5x7 + bξx4x9
x20 x3x6 x5x7 x4x8 01 2368 x
2
0 + bx3x6 − abx5x7 − aξ2x4x8
x0x1 x22 x4x6 x5x10 04 1268 x0x1 + aξx
2
2 + bx4x6 − abξx5x10
x0x1 x22 x3x7 x5x11 05 1267 x0x1 + aξ
2x22 − bx3x7 + abξ2x5x11
x0x1 x4x6 x5x8 x5x10 01 2378 x0x1 − bξx4x6 − aξ2x5x8 + abξ2x5x10
x0x1 x4x6 x5x10 x5x11 05 2347 x0x1 − bξx4x6 − abξx5x10 − abξx5x11
x0x1 x3x7 x5x8 x5x11 01 2468 x0x1 + bξ2x3x7 − aξx5x8 − abξx5x11
x0x1 x3x7 x5x10 x5x11 04 1358 x0x1 + bξ2x3x7 + abξ2x5x10 + abξ2x5x11
x21 x0x2 x5x6 x3x9 03 1267 ax
2
1 + aξ
2x0x2 + abξ2x5x6 − bξ2x3x9
x21 x0x2 x4x7 x3x10 04 1278 x
2
1 + ξx0x2 − bξx4x7 + bξ2x3x10
x21 x5x6 x4x7 x3x8 01 2478 x
2
1 + bx5x6 − bx4x7 − ξx3x8
x0x2 x5x6 x3x8 x3x9 01 2568 ax0x2 − abξx5x6 − ax3x8 + bξx3x9
x0x2 x5x6 x3x9 x3x10 04 2358 ax0x2 − abξx5x6 − bx3x9 − abx3x10
x0x2 x4x7 x3x8 x3x10 01 2367 x0x2 + bξ2x4x7 − ξ2x3x8 − bx3x10
x0x2 x4x7 x3x9 x3x10 03 1456 ax0x2 + abξ2x4x7 + bξx3x9 + abξx3x10
x1x2 x3x6 x4x8 x4x11 01 2467 ax1x2 − bξx3x6 − aξx4x8 + abx4x11
x1x2 x3x6 x4x9 x4x11 03 2456 ax1x2 − bξx3x6 − bξ2x4x9 − abξ2x4x11
x1x2 x5x7 x4x8 x4x9 01 2578 ax1x2 + abξ2x5x7 − ax4x8 − bξ2x4x9
x1x2 x5x7 x4x9 x4x11 05 1347 ax1x2 + abξ2x5x7 + bx4x9 + abx4x11
x22 x4x6 x3x7 x5x8 01 2567 ax
2
2 + bx4x6 − bx3x7 − ax5x8
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Variablen M M ′ λPM,M ′(x)
x0x3 x2x4 x26 x7x10 04 2368 x0x3 + aξx2x4 − bξx26 + abξ2x7x10
x0x3 x2x4 x7x9 x7x10 03 1568 x0x3 − ax2x4 + bx7x9 − abξx7x10
x0x3 x2x4 x7x10 x7x11 05 2367 x0x3 − ax2x4 + abξ2x7x10 − abx7x11
x0x3 x1x5 x26 x7x11 05 2478 x0x3 + aξ
2x1x5 − bx26 + abξ2x7x11
x0x3 x1x5 x7x9 x7x11 03 2468 x0x3 − ax1x5 + bξx7x9 − abx7x11
x0x3 x1x5 x7x10 x7x11 04 1378 x0x3 − ax1x5 − abξx7x10 + abξ2x7x11
x1x3 x0x4 x2x5 x28 01 2345 bx1x3 + bξx0x4 + abξ
2x2x5 − aξ2x28
x1x3 x0x4 x6x7 x29 03 1467 ax1x3 + aξ
2x0x4 + abξx6x7 − bξx29
x1x3 x2x5 x6x7 x210 04 1568 x1x3 + aξx2x5 + bξ
2x6x7 − abξx210
x2x3 x1x4 x27 x6x11 05 1367 x2x3 + ξx1x4 − bx27 + bξ2x6x11
x2x3 x1x4 x6x9 x6x11 03 2467 ax2x3 − ax1x4 − bx6x9 + abξ2x6x11
x2x3 x1x4 x6x10 x6x11 04 1368 x2x3 − x1x4 + bx6x10 − bξx6x11
x2x3 x0x5 x27 x6x9 03 1468 ax2x3 + aξ
2x0x5 − abξ2x27 + bξ2x6x9
x2x3 x0x5 x6x9 x6x10 04 2568 ax2x3 − ax0x5 − bx6x9 + abξx6x10
x2x3 x0x5 x6x9 x6x11 05 1478 ax2x3 − ax0x5 + bξ2x6x9 − abξx6x11
x23 x4x5 x0x6 x1x10 04 3568 x
2
3 + aξx4x5 − x0x6 + aξ2x1x10
x23 x4x5 x2x7 x1x9 03 4568 x
2
3 + aξ
2x4x5 + ax2x7 − ξ2x1x9
x23 x0x6 x2x7 x1x8 01 2356 bx
2
3 − bξ2x0x6 + abξx2x7 − aξx1x8
x0x4 x2x5 x6x7 x211 05 1378 x0x4 + aξ
2x2x5 + bξx6x7 − abξ2x211
x1x4 x0x5 x27 x6x10 04 1578 x1x4 + ξx0x5 − bx27 + bξx6x10
x1x4 x0x5 x6x9 x6x10 03 1567 ax1x4 − ax0x5 + bξ2x6x9 − abx6x10
x1x4 x0x5 x6x10 x6x11 05 2378 x1x4 − x0x5 + bξx6x10 − bξ2x6x11
x2x4 x1x5 x26 x7x9 03 2567 ax2x4 + aξx1x5 − bξx26 + bξx7x9
x2x4 x1x5 x7x9 x7x10 04 2578 ax2x4 − ax1x5 + bξx7x9 − abξ2x7x10
x2x4 x1x5 x7x9 x7x11 05 1467 ax2x4 − ax1x5 − bx7x9 + abξ2x7x11
x3x4 x25 x1x6 x2x11 05 3478 x3x4 + aξ
2x25 − ξ2x1x6 + aξ2x2x11
x3x4 x25 x0x7 x2x10 04 3578 x3x4 + aξx
2
5 + ξx0x7 − aξx2x10
x3x4 x1x6 x2x8 x2x11 01 2456 bx3x4 + bξx1x6 − aξx2x8 − abξx2x11
x3x4 x1x6 x2x10 x2x11 04 1238 x3x4 + ξx1x6 + aξ2x2x10 + aξ2x2x11
x3x4 x0x7 x2x8 x2x10 01 2357 bx3x4 − bξ2x0x7 − aξ2x2x8 + abξ2x2x10
x3x4 x0x7 x2x10 x2x11 05 1237 x3x4 − ξ2x0x7 − aξx2x10 − aξx2x11
x24 x3x5 x2x6 x0x9 03 4567 ax
2
4 + aξx3x5 − ax2x6 + ξx0x9
x24 x3x5 x1x7 x0x11 05 3467 x
2
4 + ξ
2x3x5 + x1x7 − ξx0x11
x24 x2x6 x1x7 x0x8 01 2457 bx
2
4 − bξ2x2x6 + bξx1x7 − ξ2x0x8
x3x5 x2x6 x0x8 x0x9 01 2358 abx3x5 + abξx2x6 − ax0x8 − bξ2x0x9
x3x5 x2x6 x0x9 x0x11 05 1247 ax3x5 + aξx2x6 + x0x9 + ax0x11
x3x5 x1x7 x0x8 x0x11 01 2346 bx3x5 − bξ2x1x7 − ξx0x8 + bx0x11
x3x5 x1x7 x0x9 x0x11 03 1246 ax3x5 − aξ2x1x7 − ξ2x0x9 − aξ2x0x11
x4x5 x0x6 x1x8 x1x10 01 2347 abx4x5 + bξx0x6 − aξ2x1x8 − abx1x10
x4x5 x0x6 x1x9 x1x10 03 1256 ax4x5 + ξx0x6 + ξx1x9 + aξx1x10
x4x5 x2x7 x1x8 x1x9 01 2458 abx4x5 − abξ2x2x7 − ax1x8 + bξx1x9
x4x5 x2x7 x1x9 x1x10 04 1258 ax4x5 − aξ2x2x7 − x1x9 − ax1x10
x25 x1x6 x0x7 x2x8 01 2348 abx
2
5 − bξ2x1x6 + bξx0x7 − ax2x8
x0x6 x2x7 x1x8 x1x9 03 2678 bx0x6 + abξx2x7 − aξx1x8 + bξ2x1x9
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Variablen M M ′ λPM,M ′(x)
x0x6 x2x7 x1x8 x1x10 04 1678 bx0x6 + abξx2x7 + aξ2x1x8 + abx1x10
x1x6 x0x7 x2x8 x2x10 04 2678 bx1x6 + bξx0x7 − ax2x8 + abx2x10
x1x6 x0x7 x2x8 x2x11 05 1678 bx1x6 + bξx0x7 + aξx2x8 + abξx2x11
x2x6 x1x7 x0x8 x0x9 03 1678 abx2x6 + abξx1x7 + ax0x8 + bξ2x0x9
x2x6 x1x7 x0x8 x0x11 05 2678 bx2x6 + bξx1x7 − ξ2x0x8 + bξx0x11
x3x6 x5x7 x4x8 x4x9 03 5678 bx3x6 + abξx5x7 + ax4x8 + bξ2x4x9
x3x6 x5x7 x4x8 x4x11 05 3678 bx3x6 + abξx5x7 − aξ2x4x8 + abξx4x11
x4x6 x3x7 x5x8 x5x10 04 5678 bx4x6 + bξx3x7 − ax5x8 + abx5x10
x4x6 x3x7 x5x8 x5x11 05 4678 bx4x6 + bξx3x7 + aξx5x8 + abξx5x11
x5x6 x4x7 x3x8 x3x9 03 4678 abx5x6 + abξx4x7 − aξx3x8 + bξ2x3x9
x5x6 x4x7 x3x8 x3x10 04 3678 bx5x6 + bξx4x7 + ξ2x3x8 + bx3x10
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einer Symbolalgebra vom Grad 3,
127
fu¨r Symbolalgebren, 100
fu¨r zyklische Algebren, 94
Normpolynom, 147
Normrelation, 147
Normrelationen, 93
einer Symbolalgebra vom Grad 3,
112, 122, 125
Normrestalgebren, 97
Normvarieta¨t, 125
Nullbahnen, 86
nullbahnenfrei, 86
Operation, 17
geometrische, 174
197
198 STICHWORTVERZEICHNIS
Plu¨cker-Einbettung, 20
Umkehrung, siehe Umkehrung der
Plu¨cker-Einbettung
Plu¨cker-Koordinaten, 13
Plu¨cker-Polynome, 21
Plu¨cker-Relationen, 21
Beispiele, 24
Komplexita¨t, 25
sortierungsunabha¨ngige, 118, 120
verallgemeinerte, 137
Projektivierung, 15
Quotient
algebraischer, 175
geometrischer, 175
reduzierte Invarianzvarieta¨ten, 68
reduzierte Norm, 69
von Symbolalgebren, 104
reduzierte Plu¨cker-Relationen, 89
Satz
Darstellbarkeit des Funktors
K 7−→ GrassθK/K(n, d), 35
Darstellbarkeit des
Grassmann-Funktors, 22
sortierungsunabha¨ngige
Plu¨cker-Relationen, 118, 120
Symbolalgebren, 97
als Gruppenalgebren, 103
vom Grad 3, 110, 117
Umkehrung der Plu¨cker-Einbettung, 29
geometrische Eigenschaften, 45
verallgemeinerte Plu¨cker-Relationen,
137
verschra¨nkte Gruppenalgebren, 75
verschra¨nkte Produkte, 93
vertra¨gliche Morphismen, 48
Zerfa¨llungsdarstellung, 69
Zerfa¨llungsko¨rper
1
ν -, 70
Zerfallskriterium
fu¨r darstellungsinvariante
Grassmann-Varieta¨ten, 71
fu¨r Symbolalgebren, 100
fu¨r zyklische Algebren, 94
zerlegbare Vektoren, 10
zyklische Algebren, 94
zyklische etale Algebren, 154
