Abstract. In this paper we define the best rank-one approximation ratio of a tensor space. It turns out that in the finite dimensional case this provides an upper bound for the quotient of the residual of the best rankone approximation of any tensor in that tensor space and the norm of that tensor. This upper bound is strictly less than one, and it gives a convergence rate for the greedy rank-one update algorithm. For finite dimensional general tensor spaces, third order finite dimensional symmetric tensor spaces, and finite biquadratic tensor spaces, we give positive lower bounds for the best rank-one approximation ratio. For finite symmetric tensor spaces and finite dimensional biquadratic tensor spaces, we give upper bounds for this ratio.
1. Introduction. The best rank-one approximation problem for higher-order tensors has wide applications in wireless communication systems, magnetic resonance imaging, signal and image processing, data analysis, higher order statistics, as well as independent component analysis [2] , [3] , [4] , [6] , [7] , [10] , [12] , [14] , [15] , [17] , [19] , [21] , [23] , [26] .
A basic question for the best rank-one approximation problem is whether there exists a positive lower bound for the quotient of the best rank-one approximation of a tensor and the norm of that tensor such that this lower bound only depends upon the order and dimensions of that tensor. If such a positive lower bound exists, then it will provide an upper bound for the quotient of the residual of the best rank-one approximation of any tensor in that tensor space and the norm of that tensor. This upper bound is strictly less than one, and it gives a convergence rate for the greedy rank-one update algorithm [1] , [9] , [8] , [24] . In the next section, we show that such a positive lower bound exists. We call it the best rank-one approximation ratio of that tensor space.
In section 3, we give a positive lower bound for the best rank-one approximation ratio of a general finite dimensional tensor space. In section 4, we give a positive lower bound for the best rank-one approximation ratio of a third order finite dimensional symmetric tensor space, and an upper bound of this ratio of a finite dimensional symmetric tensor space. In section 5, we give a positive lower bound and an upper bound for the best rank-one approximation ratio of a finite dimensional biquadratic tensor space. Some numerical results are given in section 6 . Four open questions are raised in section 7.
2. General discussion. The following discussion is borrowed from [9] and was suggested by a referee. Let V j be separable Hilbert spaces with inner product h·; ·i j for j ¼ 1; : : : ; m. Consider the tensor product Hilbert space V ¼ ⨂ m j¼1 V j (or the subspace of symmetric tensors Sym m ðV Þ ⊂ V ⊗m , here V ⊗m ¼ V with V i ¼ V for i ¼ 1; : : : ; m) with norm k · k induced by the inner product h·; ·i ¼ Π m j¼1 h·; ·i j . Denote the set of rank-one tensors by
For Sym m ðV Þ, S 1 should be replaced by the set of symmetric rank-one tensors
Denote the zero tensor in V by O. Since S 1 is weakly closed (see Lemma 1 of [9] and its proof), for A ∈ V \ fOg, it can be shown (see Lemma 6 of [9] ) that The value σðAÞ is called the first singular value of A ∈ V in [13] . In the finite dimensional case, it is actually the largest absolute value of the singular values of such a tensor in the sense of [14] . It itself may not be a singular value.
In the symmetric case, we may replace σðAÞ by
; kBk¼1 jhA; Bij: ð2:3Þ
In the finite dimensional case, ρðAÞ is actually the largest absolute value of the Zeigenvalues of such a tensor A in the sense of [19] . It itself may not be a Z -eigenvalue of that tensor. Hence, we call it the spectral radius of that tensor in this paper. In section 4, we will give the definition of Z -eigenvalues.
Define
We call AppðVÞ the best rank-one approximation ratio of V, or simply the approximation ratio of V. It is independent from a particular tensor; rather, it is an important index of the tensor space V.
Similarly, we may define the best rank-one approximation ratio of Sym m ðV Þ as where B Ã is the best rank-one approximation of A. Hence, the approximation ratio of V gives an upper bound for the quotient of the residual of the best rank-one approximation of any tensor in V and the norm of that tensor.
In the finite dimensional case, S 1 is closed. Then, by (2.2), we see that σð·Þ is also a norm of V. By (2.4) and the norm equivalence theorem [18] , we have AppðVÞ > 0: ð2:7Þ Thus, in the finite dimensional case, (2.6) provides an upper bound for the quotient of the residual of the best rank-one approximation of any tensor A in V and the norm of A. This upper bound is also strictly less than one.
We now consider the following greedy rank-one update algorithm [8] , [13] (called progressive separated representation in [9] and, in the symmetric case, called successive symmetric rank-one decomposition in [24] This shows that A ¼ P ∞ k¼0 B ðkÞ and gives a convergence rate for this algorithm. Numerical examples of this algorithm can be found in section 6. More discussion on this algorithm can be found in [1] , [8] , [9] , [13] , [24] . The symmetric case can be treated similarly. We also have 
For x ðjÞ ∈ ℜ n j , we call it a unit vector if ðx ðjÞ Þ ⊤ x ðjÞ ¼ 1. The best rank-one approximation of A is a rank-one tensor λx ð1Þ · · · x ðmÞ ≡ λ ⊗ m j¼1 x ðjÞ ≡ ðλx
ðjÞ ∈ ℜ n j are unit vectors such that the Frobenius norm kA − λx ð1Þ · · · x ðmÞ k is minimized.
Let A ∈ V. For x ðjÞ ∈ ℜ n j ; j ¼ 1; : : : ; m, denote We may see that σðAÞ is the largest absolute value of the singular values of A in the sense of [14] . By (3.1), for any A ∈ V and any unit vectors x ðjÞ ∈ ℜ n j for j ¼ 1; : : : ; m, we have
Clearly, for any A ∈ V and A ≠ O, we have
Then we have
For a matrix space, we have m ¼ 2. It is not difficult to see that in that case
Then μ̲ is a positive lower bound for AppðVðm; n 1 ; : : : ; n m ÞÞ. Proof. Suppose that A ∈ Vðm; n 1 ; : : : ; n m Þ. For each ði 1 ; : : : ; i m−2 Þ, satisfying that 1 ≤ i 1 ≤ n 1 ; : : : ; 1 ≤ i m−2 ≤ n m−2 , let K i 1 · · · i m−2 be an n m−1 × n m matrix with its ði; jÞth element as a i 1 · · · i m−2 ij . Then by (3.1), we have
We have
Now the conclusion follows. ▯ The above bound is tight when m ¼ 2. The question is if it is the exact value of AppðVðm; n 1 ; : : : ; n m ÞÞ for m ≥ 3.
4.
A finite dimensional symmetric tensor space. We now consider Sym m ðℜ n Þ. For A ∈ Sym m ðℜ n Þ, we can denote A ¼ ða i 1 · · · i m Þ, where i 1 ; : : : ; i m ¼ 1; : : : ; n and the entries a i 1 · · · i m are invariant under any permutation of its indices. Let λ ∈ ℜ and x ∈ ℜ n be a unit vector. Then λx m ≡ λx ⊗m denotes the rank-one mth order n-dimensional real symmetric tensor, whose ði 1 · · · i m Þth element is λx i 1 · · · x i m . The best rank-one approximation of A is a rank-one tensor λx m such that the Frobenius norm kA − λx m k is minimized. The Frobenius norm of tensor A has the form kAk ≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi X n i 1 ; : : : ;i m ¼1 a 2
According to [19] , λx m is the best rank-one approximation of A if and only if λ is a Zeigenvalue of A with the largest absolute value, while x is a Z -eigenvector of A, associated with the Z -eigenvalue λ.
Denote Ax m−1 as an n-dimensional vector whose ith component is
Suppose λ ∈ ℜ and x ∈ ℜ n satisfy the system Ax m−1 ¼ λx;
Then we call λ a Z -eigenvalue of A, and we call x a Z -eigenvector of A, associated with the Z -eigenvalue λ. Then the spectral radius ρðAÞ is the largest absolute value of the Zeigenvalues of A.
For A ∈ Sym m ðℜ n Þ and x ∈ ℜ n , we have
By ( 
Proof. We have
Following the optimization theory, we have the conclusion. 
▯ Let
Hence, the last equality of (4.6) holds. For (4.7), we need only prove the equality. The inequality of (4.7) follows from the second conclusion. Let A ð4;nÞ ¼ ða ijkl Þ be defined by (4.3). Then
for i; j ¼ 1; : : : ; n, i ≠ j, and the other elements of A ð4;nÞ are zero. Then,
Hence, the equality of (4.7) also holds.
is also a positive lower bound for AppðSym m ðℜ n ÞÞ.
In the previous version of this paper, we got a positive lower bound [5] , [11] , [16] , [20] , [22] , [25] , [27] .
An (n × p)-dimensional biquadratic tensor A has the form A ¼ ða ijkl Þ, where i; j ¼ 1; : : : ; n; k; l ¼ 1; : : : ; p; 2 ≤ n ≤ p, with symmetric property a ijkl ¼ a jikl ¼ a ijlk for any i, j, k, and l. We use B n;p to denote the set of all (n × p)-dimensional biquadratic tensors. Then B n;p ¼ Sym 2 ðℜ n Þ⨂Sym 2 ðℜ p Þ is a tensor space. The best rank-one approximation of A ∈ B n;p is a rank-one tensor λx 2 y 2 ≡ λx ⊗ x ⊗ y ⊗ y ≡ ðλx i x j y k y l Þ, where λ ∈ ℜ, x ∈ ℜ n , and y ∈ ℜ p are unit vectors with x ⊤ x ¼ y ⊤ y ¼ 1 such that the Frobenius norm kA − λx 2 y 2 k is minimized.
Let A ∈ B n;p . For x ∈ ℜ n and y ∈ ℜ p , denote
a ijkl x i x j y k y l :
For A ∈ B n;p , define
Again, we see that ρ B ð·Þ is a norm of B n;p . We may also see that ρ B ðAÞ is the largest absolute value of the M -eigenvalues of A, defined as below [20] , [25] . Denote A· xyy as a vector in ℜ n , whose ith component is P n j¼1 P p k;l¼1 a ijkl x j y k y l , and denote Axxy · as a vector in ℜ p , whose lth component is P n i;j¼1 P p k¼1 a ijkl x i x j y k . If λ ∈ ℜ, x ∈ ℜ n , and y ∈ ℜ p satisfy the system 8 > > < > > :
then we call λ an M -eigenvalue of A, and we call x and y left and right M -eigenvectors of A, associated with the M -eigenvalue λ. We call ρ B ðAÞ the bispectral radius of A. CONJECTURE 3. If n ¼ p and A ∈ Sym 4 ðℜ n Þ, then ρ B ðAÞ ¼ ρðAÞ. Similarly, for any A ∈ B n;p and A ≠ O, we have
Define the best rank-one approximation ratio of B n;p as AppðB n;p Þ ¼ max μ∶μ ≤ ρ B ðAÞ kAk ∀A ∈ B n;p ; A ≠ O :
We now have the following theorem.
THE BEST RANK-ONE APPROXIMATION RATIO THEOREM 5.1. We have
Proof. For each ði; jÞ, 1 ≤ i; j ≤ n, let K ij be a p × p symmetric matrix with its ðk; lÞth element as a ijkl . Then by (5.1), we have
The first inequality of (5.3) follows. Let A ∈ B n;p be defined by
By (5.1), ρ B ðAÞ ¼ 1. It is easy to see that kAk 2 ¼ np. By (5.2), we have the second inequality of (5.3). The proof is complete.
▯ Again, what is the exact value of AppðB n;p Þ? 6. Numerical results. In this section, we present some intuitive numerical results of general third order tensors, symmetric third order tensors, and biquadratic tensors to show the validity of the theoretical results established in this paper. We use the greedy update algorithm to decompose the tensors. In every iteration of the greedy method, we use the higher order power method [12] , its symmetric version, and the bisymmetric power method [25] to compute the best rank-one approximation of each of the three kinds of tensors, respectively. Since all the best rank-one approximation problems for higher order tensors are NP-hard, the solution found by the power method is only an approximate value of the best rank-one approximation. Nevertheless, favorable numerical results are achieved for the tested tensors. The experiments were conducted in MATLAB on a personal PC.
Let A ð1Þ be the tensor given in the following examples for k ≥ 1; let fB The results are shown in Figure 1 . The lower bound for AppðVÞ in this case is 1 3 . We observe from Figure 1 that all the computed rank-one rations are above the lower bound, and theoretical residual dominates computed residual as expected.
Example 2. The second example is a 3 × 3 × 3 symmetric tensor with the independent entries as follows in the format of the MATLAB multidimensional array notation: The results are shown in Figure 2 . The lower bound for AppðVÞ in this case is 1 3 . We observe from Figure 2 that 27 of 30 computed rank-one rations are above the lower bound. The three exception cases are due to the fact that the power method does not guarantee the computed solution is the best rank-one approximation, while theoretical residual dominates computed residual as expected.
Example 3. The third example is a 2 × 2 × 3 × 3 biquadratic tensor with the independent entries as follows in the format of the MATLAB multidimensional array notation: The results are shown in Figure 3 . The lower bound for AppðVÞ in this case is 1 ffiffiffi ffi 12 p ¼ 0.2887. Similar phenomena as that in Figure 2 could be observed.
From the numerical experiments, we see that the results established in this paper do give a convergence rate for the greedy rank-one update algorithm. Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
