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Boundary regularity for minimizers of the
micromagnetic energy functional ∗
Alexander Huber
Abstract
Motivated by the construction of time-periodic solutions for the three-dimensional Landau-
Lifshitz-Gilbert equation in the case of soft and small ferromagnetic particles, we investigate the
regularity properties of minimizers of the micromagnetic energy functional at the boundary. In par-
ticular, we show that minimizers are regular provided the volume of the particle is sufficiently small.
The approach uses a reflection construction at the boundary and an adaption of the well-known
regularity theory for minimizing harmonic maps into spheres.
1 Introduction and statement of the main result
This work is motivated by the construction of time-periodic solutions for the three-dimensional Landau-
Lifshitz-Gilbert equation in the case of soft and small ferromagnetic particles. “Small” means that the
diameter (or three-dimensional volume) of the ferromagnetic sample is sufficiently small and “soft” refers
to the case where no material anisotropy is considered. In our work [12] (see also [11]), one of the crucial
ingredients for the presented analysis is the fact that minimizers of the micromagnetic energy functional
are regular up to the boundary in the small particle case. It is the aim of the paper at hand to present
a proof of this fact which is of interest for its own sake.
The minimization problem under consideration reads as follows: Minimize
Eη(u) =
∫
Ω
|∇u|2 dx+ η2
∫
R3
|H [u]|2 dx
among all functions u ∈ H1(Ω, S2) =
{
u ∈ H1(Ω,R3)
∣∣ |u| = 1 almost everywhere}, where the so-called
stray field H [u] ∈ L2(R3,R3) is the unique solution of
div
(
H [u] + χΩ u
)
= 0
curlH [u] = 0
in R3 .
Here, Ω ⊂ R3 is a bounded domain, and η > 0 is a parameter representing the size of the particle. We
remark that the boundary values of minimizers are completely determined by the minimization process
since we have not imposed additional assumptions for the competing mappings at the boundary. More-
over, we want to mention that the above problem is a rescaled version of the micromagnetic minimization
problem and η plays the role of a scaling parameter (see [12], [11]).
Our aim is to prove the following theorem:
∗2010 Mathematics Subject Classification: 49N60; 82D40.
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Theorem (Main result). Let Ω ⊂ R3 be a bounded C2,1-domain. There exist positive constants
η0 = η0(Ω) and C0 = C0(Ω) with the following property: If uη is a minimizer of E
η on H1(Ω, S2) with
parameter 0 < η ≤ η0, then
uη ∈ H
2
N (Ω,R
3) ∩ C1,γ(Ω,R3) and ‖∇uη‖L∞ ≤ C0η
for every γ ∈ (0, 1), where “N”stands for homogeneous Neumann boundary conditions, i.e., ∂uη
∂ν
= 0 on
the boundary ∂Ω of Ω with outer normal ν.
Regularity questions for the above problem have already been studied in the papers by Hardt, Kinder-
lehrer [9] and Carbou [2]. The idea in both papers is to consider the non-local term H [u] in Eη as a lower
order perturbation of the Dirichlet energy. In view of the pointwise constraint |u| = 1, one therefore
expects similar results as in the case of minimizing harmonic maps into spheres.
Carbou studied in [2] stationary solutions of the Euler-Lagrange equation for Eη in the spirit of
stationary harmonic maps into spheres. It is shown that these solutions are smooth in the interior of
Ω except for a set of vanishing one-dimensional Hausdorff measure. The proof follows ideas taken from
the work by Evans [6] and uses a monotonicity formula combined with the H1−BMO duality. See also
Bethuel [1] or the book by Moser [15] for stationary harmonic maps into general target manifolds. In [2],
regularity results for minimizers of Eη are also stated, and it is shown that the singularities of minimizers
are isolated in Ω. However, no results concerning boundary regularity have been derived in [2].
Hardt and Kinderlehrer, using the notion of almost minimizers, have shown in [9] that minimizers
of Eη are smooth in the interior of Ω with the exception of a finite number of singularities. Their
proof involves modifying partial regularity theory for minimizing harmonic maps as given in the work
by Hardt, Kinderlehrer, and Lin [10]. Moreover, it is shown in [9] that minimizers are Ho¨lder continuous
near the boundary, provided Ω is a Lipschitz domain that satisfies a certain additional assumption which,
roughly speaking, “excludes cusps but not corners” (see [9] for details). It is also shown that the set
of singularities is completely empty in the interior of Ω for η > 0 small enough. But we remark that a
higher regularity result for minimizers up to the boundary, namely differentiability, is not stated in [9].
Moreover, we want to point out that we have not found a reference which proves higher regularity at
the boundary for minimizers of Eη. One would expect such an implication in view of known results for
minimizing and stationary harmonic maps into general target manifolds.
In the work by Duzaar and Steffen [5] (see also [4]), a partial regularity result up to the boundary
is proved for mappings u : M → N (M, N are Riemannian manifolds) which minimize the Dirichlet
energy with respect to the free boundary condition u(Σ) ⊂ S. Here, Σ ⊂ ∂M is a relatively open subset,
and S ⊂ N is a submanifold. A generalization to the case of stationary harmonic maps with a free
boundary condition is given in the work by Scheven [18] (see also [17]).
The general idea in [5] and [18] is to use a reflection construction at the boundary in order to establish
a situation which is similar to the setting in the interior. In the case of energy minimizers, one can then
follow the ideas by Schoen and Uhlenbeck [19]. To be more precise, a monotonicity formula at the
boundary is derived, and a small-energy-regularity theorem is proved by means of a refined version of
the “harmonic replacement” idea. Moreover, a special coordinate system is introduced in [5] and [18] in
order to obtain differentiability up to the boundary. Here we also want to point out that the methods
used in [9] are quite different from the ones used in [5] and [18].
In the book by Simon [20], a simplified proof of the small-energy-regularity theorem for minimizing
harmonic maps u : Ω → N is presented. Here, Ω is an open subset of the Euclidean space, and N is
a compact Riemannian manifold. The strategy is to apply the monotonicity formula combined with a
lemma by Luckhaus to obtain the reverse Poincare´ inequality for energy minimizing maps. This together
with the so-called harmonic approximation lemma enables the author in [20] to prove the small-energy-
regularity theorem by means of the Morrey-Campanato theory.
In this paper we combine the ideas from [9], [5], [18], and [20] to prove a higher regularity result for
minimizers of Eη up to the boundary. More precisely, we introduce in Section 2 the concept of “almost
minimizers” and use the reflection method to rewrite the minimization problem at the boundary. In
Section 3, we establish the monotonicity formula (Lemma 3.2) which is used in Section 4 to prove the
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reverse Poincare´ inequality (Lemma 4.2). These results and the technique of harmonic approximation
are used in Section 5 to prove Ho¨lder regularity under a small-energy assumption (Lemma 5.4). In
Section 6 we improve this regularity result and obtain a small-energy-regularity theorem which is also
valid at the boundary (Theorem 6.1). Finally, we use a covering argument to complete the proof of the
main theorem.
In the following, we use the short hand notation
∫
Ω
· =
∫
Ω
· dx which always means integration with
respect to the Lebesgue measure.
2 Almost minimizers and the reflection method
Euler-Lagrange equation. The existence of minimizers for Eη follows with the help of the direct
method of the calculus of variations and the compact embedding H1(Ω) →֒ L2(Ω). Moreover, we can
calculate the Euler-Lagrange equation for the energy functional Eη as in the case of minimizing harmonic
maps into spheres.
Lemma 2.1. Let uη ∈ H1(Ω, S2) be a minimizer of Eη. Then we have∫
Ω
∇uη : ∇ϕ−
∫
Ω
|∇uη|
2 uη · ϕ+ η
2
∫
Ω
uη ·H [uη]uη · ϕ− η
2
∫
Ω
H [uη] · ϕ = 0
for all test functions ϕ ∈ C10 (R
3,R3).
Proof. For convenience we write u = uη and define for a given ϕ ∈ C10 (R
3,R3) the comparison function
ut =
u+ t ϕ
|u+ t ϕ|
for t ∈ (−ǫ, ǫ), where ǫ > 0 is sufficiently small. We remark that ut belongs to the set of admissible
functions H1(Ω, S2) and u0 = u. Since u is a minimizer for E
η, we conclude that Eη(u0) ≤ Eη(ut) for
all t ∈ (−ǫ, ǫ). This in particular implies that ddtE
η(ut)|t=0 = 0. A straightforward calculation as in the
case of minimizing harmonic maps into spheres (see for example [20]) combined with the identity∫
R3
H [v] ·H [w] = −
∫
Ω
H [v] · w
for all v, w ∈ L2(Ω,R3) gives the result. The lemma is proved.
Almost minimizers. As already announced, we use the notion of almost minimizers from [9] in order
to handle the non-local term H [u] in Eη. Therefore, we define for a given subset U ⊂ R3 the diameter
d(U) of U by d(U) = supx,y∈U |x− y|. We now show that minimizers of E
η are almost minimizers of the
Dirichlet energy:
Lemma 2.2. For every α ∈ (0, 1) there exists a constant C = C(α,Ω) such that∫
Ω∩U
|∇uη|
2 ≤
∫
Ω∩U
|∇v|2 + C η2 d(U)1+2α
for every minimizer uη of E
η and every v ∈ H1(Ω, S2) whenever v = uη on Ω \ U for an open subset
U ⊂⊂ R3.
Proof. Let uη be a minimizer of E
η and let v ∈ H1(Ω, S2) be such that v = uη on Ω\U , where U ⊂⊂ R3
is on open subset. Since uη is a minimizer, we obtain the estimate∫
Ω∩U
|∇uη|
2 ≤
∫
Ω∩U
|∇v|2 + η2
(∫
R3
|H [v]|2 −
∫
R3
|H [uη]|
2
)
.
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Furthermore, we have that∫
R3
|H [v]|2 −
∫
R3
|H [uη]|
2 =
∫
R3
H [v + uη] ·H [v − uη] = −
∫
Ω∩U
H [v + uη] · (v − uη) ≤ 2
∫
Ω∩U
|H [v + uη]| .
Now, we write p = 3/(1 + 2α) and apply the Ho¨lder inequality to find∫
R3
|H [v]|2 −
∫
R3
|H [uη]|
2 ≤ C d(U)1+2α ‖H [v + uη]‖p′ ≤ C(α,Ω) d(U)
1+2α ,
where we have used that H is a bounded and linear mapping from Lq(Ω,R3) to Lq(R3,R3) for every
1 < q <∞. The latter statement follows directly from the representation formula for H via the Newton-
potential (see for example Praetorius [16, Theorem 5.1]). The lemma is proved.
Choice of coordinates at the boundary. In order to obtain a higher regularity result for minimizers
up to the boundary, we need a suitable smoothness condition for ∂Ω. Therefore, we assume in the sequel
that the domain Ω ⊂ R3 is a bounded C2,1-domain.
Definition 2.1. A bounded domain Ω ⊂ R3 is called C2,1-domain if for every point x0 ∈ ∂Ω there exist
an open neighborhood U0 of x0 in R
3, an affine transformation T0ξ = R0ξ + b0 (R0 ∈ SO(3), b0 ∈ R3),
and a C2,1-mapping g0 : πR2
(
T0(U0)
)
→ R such that the following equivalences hold true for x ∈ T0(U0):
x ∈ T0(Ω) ⇔ x3 > g0(x1, x2) and x ∈ T0(∂Ω) ⇔ x3 = g0(x1, x2).
In particular, the boundary of Ω is locally the graph of a C2,1-function, and Ω is locally located on one
side of the boundary.
With the help of the inverse mapping theorem, we now construct parallel coordinates at ∂Ω. These kind
of coordinates have also been used in [5], [18] and enable us to prove the differentiability of minimizers
up to the boundary. In the following we write BR = BR(0),
B+R = {(x1, x2, x3) ∈ BR |x3 > 0}, and B
−
R = {(x1, x2, x3) ∈ BR |x3 < 0}
for every R > 0. Furthermore, we write x′ = (x1, x2,−x3) for every x = (x1, x2, x3) ∈ R
3.
Lemma 2.3. For every point x0 ∈ ∂Ω there exist an open neighborhood U0 of x0 in R
3 and a C1-
diffeomorphism ψ0 : U0 → BR such that the following holds: We have ψ0(x0) = 0, ∇ψ0 is Lipschitz
continuous, and
ψ0(Ω ∩ U0) = B
+
R , ψ0(∂Ω ∩ U0) = BR ∩ (R
2 × {0}), ψ0
(
Ω
C
∩ U0
)
= B−R .
Furthermore, the matrix valued function A : BR → R3×3 defined by
A(x) =


√
|det∇ψ−10 (x)| (∇ψ
−1
0 (x))
−1 if x3 ≥ 0√
|det∇ψ−10 (x
′)| diag(1, 1,−1)(∇ψ−10 (x
′))−1 if x3 < 0
satisfies the following properties:
(i) AAT is Lipschitz continuous on BR with Lipschitz constant L > 0.
(ii) 1
β
|ξ|2 ≤ A(x)A(x)T ξ · ξ ≤ β |ξ|2 for all ξ ∈ R3 and all x ∈ BR, where β > 0 is a constant
independent of ξ and x.
(iii) M = supx∈BR |A(x)
−1| <∞ and N = supx∈BR |A(x)| <∞.
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Proof. Let x0 ∈ ∂Ω and let U0, T0, and g0 be as in Definition 2.1. Without loss of generality, we can
assume that T0(x0) = 0, g0(0) = 0, and ∇g0(0) = 0 (apply an affine transformation if necessary). We
now define the mapping
ϕ0 : πR2
(
T0(U0)
)
× R→ R3 : (x1, x2, x3) 7→
(
x1, x2, g0(x1, x2)
)
+ x3
(
− ∂1g0(x1, x2),−∂2g0(x1, x2), 1
)
.
Obviously, ϕ0 is of class C
1, ϕ0(0) = 0, and ∇ϕ0(0) = I. Thanks to the inverse mapping theorem, we
can find an open neighborhood V0 of 0 in R
3 and a radius R > 0 such that ϕ0 : BR → V0 ⊂ T0(U0) is
a C1-diffeomorphism. After choosing a smaller radius R > 0, we also obtain for x = (x1, x2, x3) ∈ BR
that ϕ0(x1, x2, x3) ∈ T0(Ω) if x3 > 0, ϕ0(x1, x2, x3) ∈ T0(∂Ω) if x3 = 0, and ϕ0(x1, x2, x3) ∈ T0
(
Ω
C)
if
x3 < 0. Moreover, one easily verifies that
(
∇ϕ0(x1, x2, 0)
)−1
= Γ(x1, x2)


1 +
(
∂2g0)
2 −∂1g0 ∂2g0 ∂1g0
−∂1g0 ∂2g0 1 +
(
∂1g0
)2
∂2g0
−∂1g0 −∂2g0 1


for every (x1, x2, 0) ∈ BR, where on the right hand side ∂1g0, ∂2g0 have to be evaluated at (x1, x2)
and the function Γ(x1, x2) is given by Γ(x1, x2) =
(
1 +
(
∂1g0(x1, x2)
)2
+
(
∂2g0(x1, x2)
)2)−1
. Another
elementary calculation shows that
(
∇ϕ0(x1, x2, 0)
)−1((
∇ϕ0(x1, x2, 0)
)−1)T
=


∗ ∗ 0
∗ ∗ 0
0 0 ∗

 , (1)
where the matrix entries with “∗”are not specified in detail. We now define
W0 = T
−1
0 (V0) and ψ0 = ϕ
−1
0 ◦ T0 :W0 → BR .
Then the function ψ0 satisfies all stated properties after choosing a smaller radius R > 0. For properties
(ii) and (iii) we use standard compactness arguments, and regarding property (i) we remark that
A(x)A(x)T = |det∇ϕ0(x)| (∇ϕ0(x))
−1
(
(∇ϕ0(x))
−1
)T
for x3 ≥ 0 and
A(x)A(x)T = |det∇ϕ0(x
′)| diag(1, 1,−1)(∇ϕ0(x
′))−1
(
(∇ϕ0(x
′))−1
)T
diag(1, 1,−1)
for x3 < 0. The Lipschitz continuity of ∇g0 and ∇2g0 implies that ∇ϕ0 is Lipschitz continuous as well.
This combined with (1) guarantees the Lipschitz continuity of AAT on the whole ball BR. The lemma
is proved.
The reflection method. In the sequel we fix a point x0 ∈ ∂Ω and choose the corresponding co-
ordinates ψ0 : U0 → BR from Lemma 2.3. For a given minimizer uη of Eη, we define the function
uη ∈ H1(BR, S2) by
uη(x) =
{
uη ◦ ψ
−1
0 (x) if x3 ≥ 0
uη ◦ ψ
−1
0 (x
′) if x3 < 0
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for x ∈ BR. This means that we first flatten the boundary of Ω near x0 and then define uη on the whole
ball BR by reflection with respect to the hyperplane R
2 × {0}. We also define
H [uη](x) =
{
H [uη] ◦ ψ
−1
0 (x)|det∇ψ
−1
0 (x)| if x3 ≥ 0
H [uη] ◦ ψ
−1
0 (x
′)|det∇ψ−10 (x
′)| if x3 < 0
for x ∈ BR. With the help of the transformation formula, we see that H [uη] belongs to Lp(BR,R3) for
every 1 < p <∞. In the next two lemmas, we reformulate Lemmas 2.1 and 2.2 for uη on BR.
Lemma 2.4. The Euler-Lagrange equation for uη on BR reads as
0 =
∫
BR
∇uηA : ∇ϕA−
∫
BR
|∇uηA|
2uη · ϕ+ η
2
∫
BR
uη ·H [uη]uη · ϕ− η
2
∫
BR
H [uη] · ϕ
for all test functions ϕ ∈ C∞0 (BR,R
3), where the matrix valued function A is defined as in Lemma 2.3.
Proof. For a given ϕ ∈ C∞0 (BR,R
3), we define ϕ = ϕ ◦ ψ0 ∈ C10 (R
3,R3) with suppϕ ⊂ U0. Lemma 2.1
implies the identity
0 =
∫
Ω∩U0
∇uη : ∇ϕ−
∫
Ω∩U0
|∇uη|
2 uη · ϕ+ η
2
∫
Ω∩U0
uη ·H [uη]uη · ϕ− η
2
∫
Ω∩U0
H [uη] · ϕ .
From here we obtain that
0 =
∫
B+
R
∇uηA : ∇ϕA−
∫
B+
R
|∇uηA|
2uη · ϕ+ η
2
∫
B+
R
uη ·H[uη] uη · ϕ− η
2
∫
B+
R
H [uη] · ϕ ,
where we have used the transformation formula and ψ0(Ω ∩ U0) = B
+
R . Instead of ϕ, we can also use
the test function ϕ ∈ C∞0 (BR,R
3) defined by ϕ(x) = ϕ(x′) for x ∈ BR. Another application of the
transformation formula leads to the same identity for uη and ϕ, but this time with integrals taken over
B−R . The lemma is proved.
Similarly, we find the following lemma:
Lemma 2.5. For every α ∈ (0, 1) there is a constant C = C(α,Ω) such that∫
U
|∇uηA|
2 ≤
∫
U
|∇vA|2 + C η2 d(U)1+2α
for every function v ∈ H1(BR, S2) whenever v = uη on BR \ U for an open subset U ⊂⊂ BR.
Proof. Let v ∈ H1(BR, S
2) be such that v = uη on BR \ U for an open subset U ⊂⊂ BR. We set V =
ψ−10 (U) ⊂⊂ U0 and choose a function ϕ ∈ C
∞
0 (U0) with ϕ ≡ 1 on V . Since Ω is a bounded C
2,1-domain,
we can extend uη to a function in H
1(R3,R3). We now define the functions v = v ◦ ψ0 ∈ H1(U0, S2)
and w = ϕv + (1− ϕ)uη ∈ H1(R3,R3). From this definitions we read off that w ∈ H1(Ω, S2), w = v on
Ω ∩ V , and w = uη on Ω \ V . Therefore, we obtain from Lemma 2.2 the estimate∫
Ω∩V
|∇uη|
2 ≤
∫
Ω∩V
|∇v|2 + C η2d(V )1+2α .
An application of the transformation formula shows that∫
Ω∩V
|∇uη|
2 =
∫
B
+
R
∩U
|∇uη|
2 ◦ ψ−10 |det∇ψ
−1
0 | =
∫
B
+
R
∩U
|∇uηA|
2 ,
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where we have used the identity ∇(uη ◦ ψ
−1
0 ) = ∇uη ◦ ψ
−1
0 ∇ψ
−1
0 . In the same manner we obtain∫
Ω∩V
|∇v|2 =
∫
B
+
R
∩U
|∇vA|2 .
Thanks to the Lipschitz continuity of ψ−10 with Lipschitz constant C, we have the estimate d(V ) ≤ Cd(U),
hence ∫
B
+
R∩U
|∇uηA|
2 ≤
∫
B
+
R∩U
|∇vA|2 + C η2d(U)1+2α .
Instead of v, we can also use v ∈ H1(BR, S2) defined by v(x1, x2, x3) = v(x1, x2,−x3). In particular, we
have v = uη on BR \ U˜ , where U˜ = {(x1, x2, x3) ∈ R3 | (x1, x2,−x3) ∈ U}. This shows∫
B
+
R∩U˜
|∇uηA|
2 ≤
∫
B
+
R∩U˜
|∇vA|2 + C η2d(U˜)1+2α .
The transformation formula and d(U) = d(U˜) imply the estimate∫
B
−
R
∩U
|∇uηA|
2 ≤
∫
B
−
R
∩U
|∇vA|2 + C η2d(U)1+2α .
The lemma is proved.
In view of Lemmas 2.1, 2.2, 2.3, 2.4, and 2.5, we formulate the following assumptions:
Assumption (A1). The set Ω ⊂ R3 is a bounded domain, and the matrix valued function A : Ω→ R3×3
meets the following conditions:
(i) AAT is Lipschitz continuous on Ω with Lipschitz constant L > 0.
(ii) 1
β
|ξ|2 ≤ A(x)A(x)T ξ ·ξ ≤ β |ξ|2 for all ξ ∈ R3 and all x ∈ Ω, where β > 0 is a constant independent
of ξ and x.
(iii) M = supx∈Ω|A(x)
−1| <∞ and N = supx∈Ω|A(x)| <∞.
Furthermore, the function u ∈ H1(Ω, S2) satisfies the estimate∫
U
|∇uA|2 ≤
∫
U
|∇vA|2 + C η2 d(U)1+2α
for every α ∈ (0, 1) and every comparison function v ∈ H1(Ω, S2) whenever v = u on Ω \U for an open
subset U ⊂⊂ Ω. Here, the constant η > 0 is fixed, and C = C(α) > 0 depends only on α.
Assumption (A2). Let u and A be as in (A1). There is a function f ∈
⋂
1<p<∞ L
p(Ω,R3) such that
0 =
∫
Ω
∇uA : ∇ϕA−
∫
Ω
|∇uA|2u · ϕ− η2
∫
Ω
f · ϕ
for every ϕ ∈ C∞0 (Ω,R
3).
Remark. In the sequel we say that a constant C depends on the “typical parameters” if C depends only
on L,M,N, β, d(Ω), and certain Lp-norms of f .
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3 The monotonicity formula
In this section we prove the monotonicity formula for functions which satisfy assumption (A1). First,
we derive a monotonicity formula for points a ∈ Ω with A(a)A(a)T = I, and afterwards, we use a
coordinate transformation in order to obtain the result for arbitrary points.
Lemma 3.1. Suppose u and A satisfy (A1) and a ∈ Ω is a point such that A(a)A(a)T = I. Then the
mapping
t 7→ ec t
1
t
∫
Bt(a)
|∇uA|2 + C η2 t2α
is monotone increasing for every α ∈ (0, 1), where the constants c, C > 0 depend only on α,L,M , and
d(Ω).
Proof. As in the case of minimizing harmonic maps into spheres, we define the comparison function
ut(x) =
{
u(x) if x ∈ Ω \Bt(a)
u(a+ t x−a|x−a| ) if x ∈ Bt(a)
for x ∈ Ω and t > 0. In particular, we have ut = u on Ω \Bt(a) and ut ∈ H1(Ω, S2). Moreover, we find
for the derivative ∇ut the identity
∇ut(x) = ∇u
(
a+ t
x− a
|x− a|
)(
t
|x− a|
I − t
(x− a)⊗ (x − a)
|x− a|3
)
for every x ∈ Bt(a). Thus∫
Bt(a)
|∇utA|
2 =
∫ t
0
∫
∂Bt(a)
∣∣∣∣∇u(x)(I − ν(x)⊗ ν(x))A( rt (x − a) + a
)∣∣∣∣
2
do(x) dr ,
where ν(x) = (x− a)/|x− a| is the unit outer normal of ∂Bt(a) at x ∈ ∂Bt(a). In the sequel we use the
abbreviation B = B(x, r) = A
(
r
t
(x− a) + a
)
for x ∈ ∂Bt(a) and 0 ≤ r ≤ t. Furthermore, we use the
identity A : CD = ADT : C for all A,B,C ∈ R3×3 to find
|∇u(I − ν ⊗ ν)B|2 =∇uBBT : ∇u− 2∇uBBT : ∇uν ⊗ ν +∇uν ⊗ νBBT : ∇uν ⊗ ν .
By introducing AAT = A(x)A(x)T and I, we obtain the following decomposition:
|∇u(I − ν ⊗ ν)B|2 =|∇uA|2 +∇u(BBT −AAT ) : ∇u− 2∇u(BBT − I) : ∇uν ⊗ ν
− 2∇u : ∇uν ⊗ ν +∇uν ⊗ ν(BBT − I) : ∇uν ⊗ ν + |∇uν ⊗ ν|2 .
We have M = supx∈Ω|A(x)
−1| < ∞, |BBT − I| ≤ L r , and |BBT −AAT | ≤ L (t − r) on ∂Bt(a),
thanks to the properties of A. Moreover, a simple calculation shows that
|∇uν ⊗ ν|2 − 2∇u : ∇uν ⊗ ν ≤ 0 .
A combination of these facts yields the following estimate:
|∇u(I − ν ⊗ ν)B|2 ≤ |∇uA|2 + Lt|∇u|2 + 2Lr|∇u|2 ≤ |∇uA|2 + LM2t|∇uA|2 + 2LM2r|∇uA|2 .
In particular, we obtain ∫
Bt(a)
|∇utA|
2 ≤ (1 + 2LM2 t) t
∫
∂Bt(a)
|∇uA|2 do(x) .
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Since ut is an admissible comparison function, we obtain from (A1) the inequality∫
Bt(a)
|∇uA|2 ≤ (1 + 2LM2 t) t
∫
∂Bt(a)
|∇uA|2 do(x) + C η2 t1+2α ,
where C = C(α) > 0. Rearrangement leads to
0 ≤(1 + 2LM2 t)
(
t
∫
∂Bt(a)
|∇uA|2 do(x) −
∫
Bt(a)
|∇uA|2
+
2LM2t
1 + 2LM2 t
∫
Bt(a)
|∇uA|2 +
C
1 + 2LM2 t
η2 t1+2α
)
.
In particular, we have that
0 ≤ t
∫
∂Bt(a)
|∇uA|2 do(x) −
∫
Bt(a)
|∇uA|2 + 2LM2 t
∫
Bt(a)
|∇uA|2 + Cη2 t1+2α .
We now introduce the constant c = 2LM2 and multiply by t−2 ec t in order to obtain the following
estimate:
0 ≤
d
dt
(
ec t
1
t
∫
Bt(a)
|∇uA|2 + Cec d(Ω) η2 t2α
)
.
The lemma is proved.
With the help of an affine coordinate transformation, we obtain the monotonicity formula for arbitrary
points. Since the proof is rather straightforward, we omit the proof here.
Lemma 3.2. Suppose u and A satisfy (A1). Then for every a ∈ Ω there is an invertible affine trans-
formation Ta : R
3 → R3 such that
t 7→ ec t
1
t
∫
Ta(Bt(a))
|∇uA|2 + C η2 t2α
is monotone increasing for every α ∈ (0, 1), where the positive constants c and C depend on α, but are
independent of the point a. Furthermore, Ta satisfies Ta(a) = a,
c ≤ |∇Ta|, |(∇Ta)
−1| ≤ C, and c ≤ |det∇Ta| ≤ C ,
where the positive constants c and C are independent of the point a.
4 The reverse Poincare´ inequality
In this section we apply the monotonicity formula in order to prove the reverse Poincare´ inequality,
which marks an important step towards regularity. Before we do so, we need an additional tool that can
be used to construct suitable comparison maps. More precisely, we utilize a general lemma by Luckhaus
(see for example [13] or [14]) in the version stated below. But first of all, we introduce the abbreviations
uB = −
∫
B
u =
1
|B|
∫
B
u
for the average of a given function u on a given set B whenever this is well-defined. If B = Bρ(y) is a
ball, we simply write uy,ρ = uBρ(y). In the sequel we also make use of the inequality∫
B
|u− uB|
2 ≤
∫
B
|u− λ|2 , (2)
where u ∈ L1(B,R3) and λ ∈ R3.
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Lemma 4.1 (Luckhaus). For every Λ > 0 there exist positive constants δ0 = δ0(Λ) and C = C(Λ) such
that the following holds: For every ǫ ∈ (0, 1) and every u ∈ H1(Bρ(y), S2) with
ρ−1
∫
Bρ(y)
|∇u|2 ≤ Λ and ǫ−6ρ−3
∫
Bρ(y)
|u− uy,ρ|
2 ≤ δ20
there is a σ ∈ (3/4 ρ, ρ) and a function w ∈ H1(Bρ(y), S2) such that w = u on ∂Bσ(y) and
σ−1
∫
Bσ(y)
|∇w|2 ≤ ǫρ−1
∫
Bρ(y)
|∇u|2 + Cǫ−1ρ−3
∫
Bρ(y)
|u− uy,ρ|
2 .
Proof. The version at hand is taken from [20, Section 2.7, Corollary 1].
Under the assumptions of Lemma 3.2, there exist constants 0 < c1 < c2 such that
Bc1r(a) ⊂ Ta(Br(a)) ⊂ Bc2r(a) (3)
for every a ∈ Ω and every r > 0. Furthermore, we define c0 = c1/c2 ∈ (0, 1). We can now prove the
following version of the reverse Poincare´ inequality:
Lemma 4.2. Suppose u and A satisfy (A1). Then for every α ∈ (0, 1) and Λ > 0 there exists a constant
C > 0 depending only on α, Λ, and the typical parameters with the following property: If B2r(x0) ⊂ Ω
is a ball such that r−1
∫
B2r(x0)
|∇uA|2 ≤ Λ, then we have the estimate
1
r
∫
Bc0
r
2
(x0)
|∇u|2 ≤ C
(
1
r3
∫
Br(x0)
|u− ux0,r|
2 + η2 r2α
)
.
Proof. Let α ∈ (0, 1), Λ > 0 be given and let B2r(x0) ⊂ Ω be such that r−1
∫
B2r(x0)
|∇uA|2 ≤ Λ. For an
arbitrary ball Bs(y0) ⊂ Bc0r(x0), we can estimate as follows
1
s
∫
Bs(y0)
|∇u|2 ≤
β
s
∫
Ty0
(
B s
c1
(y0)
)|∇uA|2 ≤ β
c1
(
ec
s
c1
( s
c1
)−1 ∫
Ty0
(
B s
c1
(y0)
)|∇uA|2 + C η2 ( s
c1
)2α)
,
where we have used (A1) and (3), and Ty0 , c, C are taken from Lemma 3.2. Since s/c1 ≤ r/c2 and the
inclusion Br(y0) ⊂ B2r(x0) holds, we obtain with the help of the monotonicity formula the estimate
1
s
∫
Bs(y0)
|∇u|2 ≤
C
r
∫
B2r(x0)
|∇uA|2 + C η2 r2α ≤Λ˜ , (4)
where Λ˜ is independent of x0, y0, r, and s.
Claim: For every ǫ > 0 there is a δ0 = δ0(ǫ, Λ˜) > 0 with the following property: If Bs(y0) ⊂ Bc0r(x0) is
a ball such that
1
s3
∫
Bs(y0)
|u− uy0,s|
2 ≤ δ20 ,
then we have the estimate
1
s
∫
Bc0
s
2
(y0)
|∇u|2 ≤
Cǫ
s
∫
Bs(y0)
|∇u|2 +
C
ǫ s3
∫
Bs(y0)
|u− uy0,s|
2 + C η2 s2α ,
where C = C(α, Λ˜) is a constant.
Proof of Claim: Let ǫ > 0 be given and let δ1 = δ1(Λ˜) be the constant from the Luckhaus lemma
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with respect to Λ˜ (see Lemma 4.1). We now define δ0 by δ
2
0 = ǫ
6 δ21 and obtain for an arbitrary ball
Bs(y0) ⊂ Bc0r(x0) with s
−3
∫
Bs(y0)
|u− uy0,s|
2 ≤ δ20 the estimate
ǫ−6 s−3
∫
Bs(y0)
|u− uy0,s|
2 ≤ ǫ−6 δ20 = δ
2
1 .
This combined with the Luckhaus lemma and (4) implies the existence of a σ ∈
(
3/4 s, s
)
and a function
w ∈ H1(Bs(y0), S
2) with w = u on ∂Bσ(y0) such that
1
σ
∫
Bσ(y0)
|∇w|2 ≤
ǫ
s
∫
Bs(y0)
|∇u|2 +
C
ǫ s3
∫
Bs(y0)
|u− uy0,s|
2 , (5)
where C = C(Λ˜) is a constant. Moreover, we obtain by (A1) and (3) the estimate
1
s
∫
Bc0
s
2
(y0)
|∇u|2 ≤ C
(
e
c s2c2
( s
2c2
)−1∫
Ty0
(
B s
2c2
(y0)
)|∇uA|2 + Cη2( s
2c2
)2α)
.
With the help of the monotonicity formula (see Lemma 3.2), (3), and the fact that s/2 ≤ σ, we get the
estimate
1
s
∫
Bc0
s
2
(y0)
|∇u|2 ≤
C
σ
∫
Bσ(y0)
|∇uA|2 + Cη2σ2α .
In view of (A1), we define the comparison map v ∈ H1(Ω, S2) by
v(x) =
{
u(x) if x ∈ Ω \Bσ(y0)
w(x) if x ∈ Bσ(y0)
and obtain together with (5) that
1
s
∫
Bc0
s
2
(y0)
|∇u|2 ≤
Cǫ
s
∫
Bs(y0)
|∇u|2 +
C
ǫ s3
∫
Bs(y0)
|u− uy0,s|
2 + Cη2s2α .
The claim is proved.
If now Bs(y0) ⊂ Bc0r(x0) is a ball such that
1
s3
∫
Bs(y0)
|u− uy0,s|
2 > δ20 ,
then we obtain together with (4) the estimate
1
s3
∫
Bs(y0)
|u− uy0,s|
2 ≥ δ20 = δ
2
0
Λ˜
Λ˜
≥
δ20
Λ˜
1
s
∫
Bc0
s
2
(y0)
|∇u|2 .
A combination of the above estimates shows that
1
s
∫
Bc0
s
2
(y0)
|∇u|2 ≤
Cǫ
s
∫
Bs(y0)
|∇u|2 +
C(ǫ)
s3
∫
Bs(y0)
|u− uy0,s|
2 + Cη2s2α (6)
for all balls Bs(y0) ⊂ Bc0r(x0). We still have to choose ǫ > 0 and do this in the following way: First of
all, we define
A = {Bσ |B2σ ⊂ Bc0r(x0)} and Q = sup
Bσ∈A
σ2
∫
Bσ
|∇u|2 .
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Let now Bσ(x) ∈ A be given. There are N points x1, . . . , xN ∈ Bσ(x) such that
Bσ(x) ⊂
N⋃
i=1
Bc0 σ4 (xi) ,
where N is independent of the special choice of Bσ(x) ∈ A. We remark that Bσ(xi) ⊂ B2σ(x) ⊂ Bc0r(x0)
for every i ∈ {1, . . . , N} and obtain together with (2) and (6) that
σ2
∫
Bσ(x)
|∇u|2 ≤σ2
N∑
i=1
∫
Bc0
σ
4
(xi)
|∇u|2
≤
N∑
i=1
(
Cǫσ2
∫
Bσ
2
(xi)
|∇u|2 + C(ǫ)
∫
Bσ
2
(xi)
|u− uxi, σ2 |
2 + Cη2σ3+2α
)
≤CǫQ+ C(ǫ)
∫
Br(x0)
|u− ux0,r|
2 + Cη2r3+2α .
Since Bσ(x) ∈ A was arbitrary, we conclude
Q ≤ CǫQ+ C(ǫ)
∫
Br(x0)
|u− ux0,r|
2 + Cη2r3+2α .
Now we choose ǫ = 1/(2C) in order to find
Q ≤ C
(∫
Br(x0)
|u− ux0,r|
2 + η2r3+2α
)
.
The lemma is proved since Bc0 r2 (x0) ∈ A.
With the help of the monotonicity formula, we easily obtain the following corollary:
Corollary 4.1. Suppose u and A satisfy assumption (A1). Then for every α ∈ (0, 1) and Λ > 0 there
is a constant C > 0 depending only on α, Λ, and the typical parameters with the following property: If
B3r(x0) ⊂ Ω is a ball such that
1
r
∫
B3r(x0)
|∇uA|2 ≤ Λ, then
1
s
∫
Bc0
s
2
(y)
|∇u|2 ≤ C
(
1
s3
∫
Bs(y)
|u− uy,s|
2 + η2s2α
)
for all y ∈ Br(x0) and 0 < s ≤ c0r.
5 Ho¨lder regularity
In this section we prove the Ho¨lder regularity for functions u which satisfy assumptions (A1) and (A2).
For this we make use of the well-known Campanato lemma (see [7] or [20] for a proof):
Lemma 5.1 (Campanato). Let v ∈ L2(B2R(x0)) with B2R(x0) ⊂ R3, α ∈ (0, 1), and β > 0 be such that
ρ−3
∫
Bρ(y)
|v − vy,ρ|
2 ≤ β2
( ρ
R
)2α
for all y ∈ BR(x0) and all 0 < ρ ≤ R. Then we have v ∈ C0,α(BR(x0)) and
|v(x) − v(y)| ≤ Cβ
(
|x− y|
R
)α
for all x, y ∈ BR(x0), where C depends only on α.
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In order to obtain the necessary decay estimate, we apply in the following the technique of harmonic
approximation. This technique goes back to Simon and was, for example, used to simplify the original
proof of the small-energy-regularity theorem for minimizing harmonic maps (see [20]). The idea is to
compare functions which are “approximately harmonic” with harmonic functions. A generalization to
elliptic bilinear forms is given in the paper by Duzaar and Grotowski [3] as stated in the special version
below. For a bilinear mapping A : R3×3 × R3×3 → R, we call a function w ∈ H1(Bρ(x0),R3) with
Bρ(x0) ⊂ R3 “A-harmonic” if it satisfies∫
Bρ(x0)
A(∇w,∇ϕ) = 0
for all ϕ ∈ C10 (Bρ(x0),R
3).
Lemma 5.2. Consider a fixed positive β > 0. Then given ǫ > 0 there exists a constant C = C(β, ǫ) > 0
with the following property: For every bilinear mapping A : R3×3 × R3×3 → R satisfying
A(B1, B1) ≥
1
β
|B1|
2 , |A(B1, B2)| ≤ β |B1| |B2| , B1, B2 ∈ R
3×3 , (7)
for every Bρ(x0) ⊂ R
3, and every function v ∈ H1(Bρ(x0),R
3), there exists a A-harmonic function
w ∈ H1(Bρ(x0),R3) such that ∫
Bρ(x0)
|∇w|2 ≤
∫
Bρ(x0)
|∇v|2
and(
ρ−3
∫
Bρ(x0)
|w − v|2
) 1
2
≤C sup
{
ρ−1
∫
Bρ(x0)
A(∇v,∇ϕ)
∣∣∣∣ϕ ∈ C∞0 (Bρ(x0),R3), ‖∇ϕ‖L∞ ≤ ρ−1
}
+ ǫ
(
ρ−1
∫
Bρ(x0)
|∇v|2
) 1
2
.
Proof. This is a special version of [3, Lemma A.1]. We remark that the mentioned Lemma A.1 in [3] is
– according to the authors – a reformulation of Lemma 2.1 in the same paper due to M. Giaquinta.
We also recall the Campanato estimate for A-harmonic functions (see [7, III, Theorem 2.1]):
Lemma 5.3 (Campanato estimate). Let A : R3×3 × R3×3 → R be a bilinear mapping satisfying (7).
Then there is a constant C > 0 depending only on β such that∫
Bρ(x0)
|w − wx0,ρ|
2 ≤ C
( ρ
R
)5 ∫
BR(x0)
|w − wx0,R|
2
for every A-harmonic function w on BR(x0) ⊂ R3 and 0 < ρ < R.
We are now prepared to prove the following lemma in the spirit of [20].
Lemma 5.4. Suppose u and A satisfy assumptions (A1) and (A2). Then for all Λ > 0 and α ∈ (0, 1)
there exist positive constants δ0, R0, and C depending only on α, Λ, and the typical parameters with the
following property: If B3r(x0) ⊂ Ω is a ball with 0 < r ≤ R0 such that
1
r3
∫
B2r(x0)
|u− ux0,2r|
2 ≤ δ20 and
1
r
∫
B3r(x0)
|∇uA|2 ≤ Λ ,
then u ∈ C0,α(Bc0r(x0),R
3) and
|u(x)− u(y)| ≤ Cmax
{
1
r3
∫
B2r(x0)
|u− ux0,2r|
2, η2r2α
} 1
2
(
|x− y|
c0r
)α
for all x, y ∈ Bc0r(x0).
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Proof. Throughout the proof, Λ > 0 and α ∈ (0, 1) are fixed, and B3r(x0) is a ball contained in Ω such
that 1
r
∫
B3r(x0)
|∇uA|2 ≤ Λ. Furthermore, let y ∈ Br(x0) and 0 < ρ ≤ c0r be arbitrary, but fixed. In
view of Lemma 5.2, we consider a test function ϕ ∈ C∞0 (Bc0 ρ2 (y),R
3) such that ‖∇ϕ‖L∞ ≤ 1/(c0ρ/2).
This in particular implies that ‖ϕ‖L∞ ≤ 2. By (A2) and the standard freezing coefficients device, we
obtain∫
Bc0
ρ
2
(y)
∇uA(y)A(y)T : ∇ϕ =
∫
Bc0
ρ
2
(y)
∇u
(
A(y)A(y)T −AAT
)
: ∇ϕ+
∫
Bc0
ρ
2
(y)
|∇uA|2u · ϕ
+ η2
∫
Bc0
ρ
2
(y)
f · ϕ
=I1 + I2 + I3 .
The Lipschitz continuity of AAT and the Ho¨lder inequality imply that
|I1| ≤ L c0
ρ
2
‖∇ϕ‖L∞
∫
B
c0
ρ
2
(y)
|∇u| ≤ C
(
c0
ρ
2
) 3
2
(∫
B
c0
ρ
2
(y)
|∇u|2
) 1
2
.
Since N = supx∈Ω|A(x)| <∞, we obtain for I2 the estimate
|I2| ≤ ‖ϕ‖L∞
∫
Bc0
ρ
2
(y)
|∇uA|2 ≤ 2N2
∫
Bc0
ρ
2
(y)
|∇u|2 .
Regarding I3 we apply the Ho¨lder inequality with p = 3/(2α+ 1) in order to find
|I3| ≤ η
2‖ϕ‖L∞
∫
Bc0
ρ
2
(y)
|f | ≤ 2η2|Bc0 ρ2 (y)|
2α+1
3 ‖f‖Lp′ ≤ Cη
2
(
c0
ρ
2
)2α+1
.
A combination of the above estimates together with the reverse Poincare´ inequality (see Corollary 4.1)
implies
(
c0
ρ
2
)−1∣∣∣∣
∫
Bc0
ρ
2
(y)
∇uA(y)A(y)T : ∇ϕ
∣∣∣∣
≤Cρ
(
1
ρ3
∫
Bρ(y)
|u− uy,ρ|
2 + η2ρ2α
) 1
2
+ C
(
1
ρ3
∫
Bρ(y)
|u− uy,ρ|
2 + η2ρ2α
)
for all ϕ ∈ C∞0 (Bc0 ρ2 (y),R
3) with ‖∇ϕ‖L∞ ≤ 1/(c0ρ/2), where C is a constant depending only on α,
Λ, and the typical parameters. Let now ǫ > 0 be given (will be chosen later), and let Cǫ > 0 be the
corresponding constant from Lemma 5.2 with respect to the bilinear mapping Ay : R3×3 × R3×3 → R
defined by Ay(B1, B2) = B1A(y)A(y)
T : B2 for B1, B2 ∈ R
3×3. Thanks to (A1), the constant Cǫ can
be chosen independently of y ∈ Ω. We find a Ay-harmonic function w ∈ H1
(
Bc0 ρ2 (y),R
3
)
such that∫
Bc0
ρ
2
(y)
|∇w|2 ≤
∫
Bc0
ρ
2
(y)
|∇u|2 (8)
and
(
c0
ρ
2
)−3∫
B
c0
ρ
2
(y)
|u− w|2 ≤Cǫ ρ
2
(
1
ρ3
∫
Bρ(y)
|u− uy,ρ|
2 + η2ρ2α
)
+ Cǫ
(
1
ρ3
∫
Bρ(y)
|u− uy,ρ|
2 + η2ρ2α
)2
+ ǫ2
(
c0
ρ
2
)−1∫
Bc0
ρ
2
(y)
|∇u|2 .
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With the help of the reverse Poincare´ inequality, we obtain the estimate
(
c0
ρ
2
)−3∫
B
c0
ρ
2
(y)
|u− w|2 ≤Cǫ ρ
2
(
1
ρ3
∫
Bρ(y)
|u− uy,ρ|
2 + η2ρ2α
)
+ Cǫ
(
1
ρ3
∫
Bρ(y)
|u− uy,ρ|
2 + η2ρ2α
)2
+ Cǫ2
(
1
ρ3
∫
Bρ(y)
|u− uy,ρ|
2 + η2ρ2α
)
.
For θ ∈ (0, 1) (will be chosen later) we have together with (2) that(
θc0
ρ
2
)−3 ∫
Bθc0
ρ
2
(y)
|u− uy,θc0 ρ2 |
2 ≤2
(
θc0
ρ
2
)−3 ∫
Bθc0
ρ
2
(y)
|u− w|2 + 2
(
θc0
ρ
2
)−3 ∫
Bθc0
ρ
2
(y)
|w − wy,θc0 ρ2 |
2 .
The Campanato estimate (see Lemma 5.3) combined with the Poincare´ inequality, (8), and the reverse
Poincare´ inequality implies(
θc0
ρ
2
)−3 ∫
Bθc0
ρ
2
(y)
|w − wy,θc0 ρ2 |
2 ≤ Cθ2
(
1
ρ3
∫
Bρ(y)
|u− uy,ρ|
2 + η2ρ2α
)
.
A combination of the above estimates shows that(
θc0
ρ
2
)−3∫
B
θc0
ρ
2
(y)
|u− uy,θc0 ρ2 |
2 ≤
(
Cǫθ
−3ρ2 + Cǫθ
−3I2 + Cθ−3ǫ2 + Cθ2
)
I2 ,
where I2 = max
{
1
ρ3
∫
Bρ(y)
|u− uy,ρ|2 , η2ρ2α
}
. We introduce κ = κ(θ) = c0θ/2 ∈ (0, c0/2) and obtain
(κρ)−3
∫
Bκρ(y)
|u− uy,κρ|
2 ≤
(
Cǫκ
−3ρ2 + Cǫκ
−3I2 + Cκ−3ǫ2 + Cκ2
)
I2 .
We now choose κ and ǫ: We first choose κ ∈ (0, c0/2) such that Cκ
2 ≤ κ2α/4 and then choose ǫ > 0
such that Cκ−3ǫ2 ≤ κ2α/4. This in particular implies that the constant Cǫ is fixed. We introduce the
abbreviations R1 = min
{(
κ3+2α/(4Cǫ)
) 1
2 ,
(
κ3+2α/(4Cǫ)
) 1
2α
}
and δ21 = κ
3+2α/(4Cǫ). If we assume that
the radius ρ is such that ρ ≤ R1 and
1
ρ3
∫
Bρ(y)
|u− uy,ρ|2 ≤ δ21 , then (w.l.o.g. η ≤ 1)
(κρ)−3
∫
Bκρ(y)
|u− uy,κρ|
2 ≤ κ2αmax
{
1
ρ3
∫
Bρ(y)
|u− uy,ρ|
2 , η2ρ2α
}
.
We start an iteration process: Obviously, we have κρ ≤ R1 and (κρ)−3
∫
Bκρ(y)
|u− uy,κρ|2 ≤ δ21 . This
means that the same assumptions are also satisfied for y and κρ. An induction argument shows that
(
κkρ
)−3 ∫
B
κkρ
(y)
|u− uy,κkρ|
2 ≤ κ2kαmax
{
1
ρ3
∫
Bρ(y)
|u− uy,ρ|
2 , η2ρ2α
}
for all k ∈ N0, y ∈ Br(x0), and 0 < ρ ≤ c0r, provided ρ ≤ R1 and
1
ρ3
∫
Bρ(y)
|u− uy,ρ|2 ≤ δ21 . We now
define R0 = R1/c0 and δ
2
0 = c
3
0δ
2
1 and assume that
r ≤ R0 and
1
r3
∫
B2r(x0)
|u− ux0,2r|
2 ≤ δ20 .
In particular, the above estimate is true for every choice of y ∈ Br(x0) and ρ = c0r. For a given
σ ∈ (0, c0r] there is a k ∈ N0 such that κk+1c0r ≤ σ ≤ κkc0r, hence
1
σ3
∫
Bσ(y)
|u− uy,σ|
2 ≤ C
( σ
c0r
)2α
max
{
1
r3
∫
B2r(x0)
|u− ux0,2r|
2 , η2r2α
}
.
An application of the Campanato lemma (see Lemma 5.1) yields the desired result.
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6 Higher regularity
With the help of Lemma 5.4, we can now prove the small-energy-regularity theorem:
Theorem 6.1. Suppose u and A satisfy assumptions (A1) and (A2). For every Λ > 0 there are positive
constants δ0, R0, and C depending only on Λ and the typical parameters with the following property: If
B3r(x0) ⊂ Ω is a ball with 0 < r ≤ R0 such that
1
r3
∫
B2r(x0)
|u− ux0,2r|
2 ≤ δ20 and
1
r
∫
B3r(x0)
|∇uA|2 ≤ Λ ,
then u ∈ H2(Bθr(x0),R3)∩C1,γ(Bθr(x0),R3) for every γ ∈ (0, 1), where the constant θ ∈ (0, 1) depends
only on c0. Moreover, we have the estimate
r sup
Bθr(x0)
|∇u| ≤ Cmax
{
1
r3
∫
B2r(x0)
|u− ux0,2r|
2 , η2r
} 1
2
.
Proof. Let Λ > 0 be given and define α = 11/12. We find positive constants δ0, R0, and C as in
Lemma 5.4 with respect to Λ and α. Let now B3r(x0) ⊂ Ω be a ball with radius 0 < r ≤ R0
such that 1
r3
∫
B2r(x0)
|u− ux0,2r|
2 ≤ δ20 and
1
r
∫
B3r(x0)
|∇uA|2 ≤ Λ. This in particular implies that
u ∈ C0,α(Bc0r(x0),R
3) and
|u(x)− u(y)| ≤ CI0
(
|x− y|
c0r
)α
(9)
for every x, y ∈ Bc0r(x0), where I0 = max{
1
r3
∫
B2r(x0)
|u− ux0,2r|
2 , η2r2α}
1
2 . In the sequel we show that
∇u belongs to C0,γ for γ = 6/71 on a ball centered at x0. Let therefore y ∈ Bc0 r2 (x0) and 0 < ρ ≤ c
2
0r/4
be given and consider the unique solution w ∈ H1(Bρ(y),R3) of
div
(
∇wA(y)A(y)T
)
= 0 in Bρ(y)
w = u on ∂Bρ(y) .
An application of [7, III, Proposition 2.3] implies the estimate
sup
Bρ(y)
|w| ≤ C sup
∂Bρ(y)
|u| = C , (10)
where, thanks to (A1), the constant C is independent of the special choice of y ∈ Ω. In particular, we
have w ∈ H1
(
Bρ(y),R
3
)
∩ L∞
(
Bρ(y),R
3
)
, and we obtain with the help of assumption (A2) that∫
Bρ(y)
(∇u−∇w)A(y)A(y)T : ∇ϕ
=
∫
Bρ(y)
∇u
(
A(y)A(y)T −AAT
)
: ∇ϕ+
∫
Bρ(y)
|∇uA|2u · ϕ+ η2
∫
Bρ(y)
f · ϕ
for every test function ϕ ∈ C∞0 (Bρ(y),R
3). Moreover, it is easily seen that ϕ = u − w belongs to the
function space H10 (Bρ(y),R
3)∩L∞(Bρ(y),R3) and therefore is an admissible test function. This implies
together with (A1) and the Young inequality that
1
β
∫
Bρ(y)
|∇u−∇w|2 ≤Cρ2
∫
Bρ(y)
|∇u|2 +
1
2β
∫
Bρ(y)
|∇u−∇w|2 +N2 sup
Bρ(y)
|u− w|
∫
Bρ(y)
|∇u|2
+ η2 sup
Bρ(y)
|u− w|
∫
Bρ(y)
|f | .
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Now, we absorb the term 12β
∫
Bρ(y)
|∇u−∇w|2 on the left hand side and apply the Ho¨lder inequality
with p = 3/(2α+ 1) to the last term on the right hand side in order to find the following estimate:
1
2β
∫
Bρ(y)
|∇u−∇w|2 ≤Cρ2
∫
Bρ(y)
|∇u|2 +N2 sup
Bρ(y)
|u− w|
∫
Bρ(y)
|∇u|2 + Cη2 sup
Bρ(y)
|u− w| ρ2α+1 .
For every x ∈ Bρ(y) and arbitrary (but fixed) z ∈ ∂Bρ(y), we obtain with the help of (9) and an estimate
similar to (10) that
|u(x)− w(x)| ≤ |u(x)− u(z)|+ |u(z)− w(x)| ≤ CI0
( ρ
c0r
)α
+ C sup
∂Bρ(y)
|u(z)− u| ≤ CI0
( ρ
c0r
)α
.
The reverse Poincare´ inequality (see Corollary 4.1) and the easily verified fact that ρ2 ≤ C(ρ/c0r)
α imply
the estimate∫
Bρ(y)
|∇u −∇w|2 ≤C
( ρ
c0r
)α(2ρ
c0
)−2 ∫
B 2ρ
c0
(y)
|u− uy, 2ρ
c0
|2 + Cη2
( ρ
c0r
)α
ρ2α+1
+ CI0
( ρ
c0r
)α(2ρ
c0
)−2 ∫
B 2ρ
c0
(y)
|u− uy, 2ρ
c0
|2 + Cη2I0
( ρ
c0r
)α
ρ2α+1 .
With the help of the Jensen inequality and (9), we obtain that∫
B 2ρ
c0
(y)
|u− uy, 2ρ
c0
|2 ≤
∫
B 2ρ
c0
(y)
−
∫
B 2ρ
c0
(y)
|u(x)− u(z)|2 dz dx ≤ CI20ρ
3
( ρ
c0r
)2α
. (11)
We can assume I0 ≤ 1, hence
1
ρ3
∫
Bρ(y)
|∇u−∇w|2 ≤CI20 (c0r)
−2
( ρ
c0r
)3α−2
+ Cη2(c0r)
2α−2
( ρ
c0r
)3α−2
.
This together with η2(c0r)
2α ≤ c2α0 I
2
0 implies that
1
ρ3
∫
Bρ(y)
|∇u−∇w|2 ≤ CI20 (c0r)
−2
( ρ
c0r
)3α−2
. (12)
For 0 < σ < ρ we find with the help of (2) and the Campanato estimate (see Lemma 5.3) that
1
σ3
∫
Bσ(y)
|∇u−∇uy,σ|
2 ≤2
( ρ
σ
)3 1
ρ3
∫
Bρ(y)
|∇u−∇w|2 + C
(σ
ρ
)2 1
ρ3
∫
Bρ(y)
|∇w −∇wy,ρ|
2
≤CI20 (c0r)
−2
( ρ
c0r
)3α−2( ρ
σ
)3
+ C
(σ
ρ
)2 1
ρ3
∫
Bρ(y)
|∇w −∇wy,ρ|
2 .
We estimate the remaining integral on the right hand side with the help of (2) (choose λ = 0), (12), the
reverse Poincare´ inequality (see Corollary 4.1), (11), and the fact that η2(c0r)
2α ≤ c2α0 I
2
0 as follows:
1
ρ3
∫
Bρ(y)
|∇w −∇wy,ρ|
2 ≤
2
ρ3
∫
Bρ(y)
|∇w −∇u|2 +
2
ρ3
∫
Bρ(y)
|∇u|2
≤CI20 (c0r)
−2
( ρ
c0r
)3α−2
+ CI20 (c0r)
−2
( ρ
c0r
)2α−2
+ Cη2(c0r)
2α−2
( ρ
c0r
)2α−2
≤CI20 (c0r)
−2
( ρ
c0r
)2α−2
.
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We conclude
1
σ3
∫
Bσ(y)
|∇u−∇uy,σ|
2 ≤ CI20 (c0r)
−2
(( ρ
c0r
)3α−2( ρ
σ
)3
+
( ρ
c0r
)2α−2(σ
ρ
)2)
for all y ∈ Bc0 r2 (x0) and 0 < σ < ρ ≤ c
2
0r/4. We now define κ = 1 + α/5 and ρ(σ) = (σ/c0r)
1
κ c0r for
0 < σ ≤ c20(c0/4)
κ−1r/4. This in particular implies that 0 < σ < ρ(σ) ≤ c20r/4, and we obtain by the
above estimate
1
σ3
∫
Bσ(y)
|∇u−∇uy,σ|
2 ≤ CI20 (c0r)
−2
( σ
c0r
)2γ
for all y ∈ Bc0 r2 (x0) and 0 < σ ≤ c
2
0(c0/4)
κ−1r/4, where γ = 6/71. Therefore, the Campanato lemma
(see Lemma 5.1) implies that ∇u ∈ C0,γ(B3θr(x0),R3×3) with 3θ = c20(c0/4)
κ−1/4. Moreover, we have
the estimate
|∇u(x)−∇u(y)| ≤ CI0r
−1
(
|x− y|
r
)γ
for all x, y ∈ B3θr(x0). For a given x ∈ B3θr(x0), we can now estimate the derivative ∇u of u as follows:
|∇u(x)| ≤ −
∫
B3θr(x0)
|∇u(x) −∇u(y)| dy + C(θr)−3
∫
B3θr(x0)
|∇u| ≤ CI0r
−1 + Cr−1
(
1
r
∫
B3θr(x0)
|∇u|2
) 1
2
.
We obtain with the help of the reverse Poincare´ inequality (see Corollary 4.1) that
|∇u(x)| ≤ CI0r
−1 + Cr−1
(
1
r3
∫
B2r(x0)
|u− ux0,2r|
2 + η2r2α
) 1
2
≤ CI0r
−1 ,
hence (2α > 1 and R0 ≤ 1)
r sup
B3θr(x0)
|∇u| ≤ Cmax
{
1
r3
∫
B2r(x0)
|u− ux0,2r|
2 , η2r
} 1
2
.
Moreover, u is a weak solution of div(∇uAAT ) = F in B3θr(x0) with Lipschitz continuous coefficients
AAT and right hand side F ∈ Lp for every 1 < p < ∞. With the help of the interior L2-regularity
theory for linear elliptic systems, we obtain that u ∈ H2(B2θr(x0),R3) (see [8]). Now, we can apply
standard Lp-estimates for elliptic systems in non-divergence form and find u ∈ W 2,p(Bθr(x0),R3) for
every 1 < p < ∞. The Sobolev embedding theorem implies that u ∈ C1,γ(Bθr(x0),R3) for every
γ ∈ (0, 1), and the theorem is proved.
Finally, we apply the small-energy-regularity theorem in combination with a covering argument to
obtain our main result:
Proof (of the main result). Let uη be a minimizer of E
η with parameter 0 < η ≤ 1. We use the constant
comparison function v = e1 to find that∫
Ω
|∇uη|
2 ≤ Eη(uη) ≤ E
η(e1) = η
2
∫
R3
|H [e1]|
2 ≤ Cη2 . (13)
The idea is to use this estimate to guarantee for sufficiently small η the smallness assumption of Theo-
rem 6.1. Let now x ∈ Ω be an arbitrary point. If x ∈ Ω, then uη satisfies assumptions (A1) and (A2)
on Ω with A ≡ I and f = H [uη] − uη · H [uη]uη thanks to Lemmas 2.1 and 2.2. The monotonicity
formula (see Lemma 3.1) and (13) imply that 1
t
∫
Bt(x)
|∇uη|
2 ≤ C(x)η2 for every 0 < t ≤ 3d(x), where
3d(x) = dist(x, ∂Ω). We define Λ(x) = 3C(x) and obtain positive δ0(x), R0(x), and θ(x) ∈ (0, 1) as in
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Theorem 6.1. For r(x) = min{d(x) , R0(x)} we have that r(x) ≤ R0(x),
1
r(x)
∫
B3r(x)(x)
|∇uη|2 ≤ Λ(x),
and thanks to the Poincare´ inequality, we obtain
1
r(x)3
∫
B2r(x)(x)
|uη − uηx,2r(x)|
2 ≤
C
r(x)
∫
B2r(x)(x)
|∇uη|
2 ≤ C0(x)η
2 .
If x belongs to the boundary of Ω, then we have to use the reflection method as described in Section 2.
More precisely, we flatten the boundary of Ω with the help of the C1-diffeomorphism ψx : Ux → BRx from
Lemma 2.3 and define the function uxη ∈ H
1(BRx , S
2) by reflection. Here, Ux is an open neighborhood of
x in R3, ψx(x) = 0, ψx(Ω∩Ux) = B
+
Rx
, and uη = u
x
η ◦ψx on Ω∩Ux. Moreover, u
x
η satisfies assumptions
(A1) and (A2) on BRx with A defined as in Lemma 2.3 and f = H [u
x
η] − u
x
η · H [u
x
η ]u
x
η (see Lemmas
2.4 and 2.5). As above, the monotonicity formula (see Lemma 3.2) combined with the transformation
formula and (13) implies that
1
t
∫
Bt
|∇uxηA|
2 ≤ C(x)η2
for every 0 < t ≤ 3d(x), where d(x) is chosen sufficiently small. For Λ(x) = 3C(x) we obtain positive
δ0(x), R0(x), and θ(x) ∈ (0, 1) as in Theorem 6.1. Moreover, r(x) defined by r(x) = min
{
d(x), R0(x)
}
satisfies r(x) ≤ R0(x),
1
r(x)
∫
B3r(x)
|∇uxηA|
2 ≤ Λ(x), and
1
r(x)3
∫
B2r(x)
|uxη − u
x
η 0,2r(x)
|2 ≤ C0(x)η
2 ,
where we have used the Poincare´ inequality and supy∈BRx |A(y)
−1| <∞. Furthermore, we know that
Ω ⊂
⋃
x∈Ω
Bθ(x)r(x)(x) ∪
⋃
x∈∂Ω
ψ−1x
(
Bθ(x)r(x)
)
.
Due to the compactness of Ω, there exist finitely many points x1, . . . , xn ∈ Ω and xn+1, . . . , xn+m ∈ ∂Ω
such that
Ω ⊂
n⋃
i=1
Bθ(xi)r(xi)(xi) ∪
m⋃
j=1
ψ−1xn+j
(
Bθ(xn+j)r(xn+j)
)
.
We define C1(Ω) = max{C0(x1), . . . , C0(xn+m)}, δ0(Ω) = min{δ0(x1), . . . , δ0(xn+m)}, and η20(Ω) =
δ0(Ω)
2/C1(Ω). An application of Theorem 6.1 now shows that every minimizer uη of E
η with parameter
0 < η ≤ η0 belongs to H2(Ω,R3) ∩ C1,γ(Ω,R3) for every γ ∈ (0, 1) and ‖∇uη‖L∞ ≤ C0(Ω)η. Moreover,
Lemma 2.1 implies that ∫
Ω
∇uη : ∇ϕ =
∫
Ω
g · ϕ
for all ϕ ∈ C10 (R
3,R3), where g ∈ L2(Ω,R3) is a function. We conclude
∂uη
∂ν
= 0 on ∂Ω. This completes
the proof.
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