We investigate the properties of a new transformation of copulas based on the co-copula and an univariate function. It is shown that several families in the copula literature can be interpreted as particular outputs of this transformation. Symmetry, association, ordering and dependence properties of the resulting copula are established.
Introduction
Let C be the set of all bivariate copulas. For all function f : [ , ] → [ , ], C ∈ C and (u, v) ∈ [ , ] , introduce the following transformation of a bivariate copula:
where C * is the co-copula associated with C, i.e.
the random pair (U, V) being distributed from the copula C(u, v) = P(U ≤ u ∩ V ≤ v). Let us stress that T(f , C) may not be a copula for any function f and copula C. We thus shall investigate conditions on f such that T(f , C) is a copula for any copula C: In the following, a function f is said to be admissible if and only if T(f , C) ∈ C for all C ∈ C. Several particular cases of this transformation have been investigated in the copula literature. Four parametric models for f combined with arbitrary copulas C have been considered in [5, 7] while, conversely, [6, 9] and [1] , Paragraph 5.1, considered an arbitrary function with a speci c copula, see Section 2 for details. In this work, we study the transformation in its full generality: Both the function f and the copula C may be arbitrary.
A number of recent works are dedicated to the transformation of copulas: [8, 10, 14, 17, 20] , while [4, 16] focused on Archimedean copulas. The usual motivation is that, starting from a simple parametric family, the transformation may lead to a new copula with increased exibility. Finally, we refer to [11, 18] for nice introductions to copula theory.
The goal of Section 2 is to characterize the set of admissible functions and to provide some examples. The symmetry and ordering properties of the transformed copula are established in Section 3 and Section 4 respectively. The dependence aspects are studied in Section 5: The consequences of the transformation on tail dependence, association measures and dependence properties are exhibited. 
Admissible functions
In Subsection 2.1, we establish necessary and su cient conditions on a function f to be admissible i.e. so that T(f , C) is still a copula whatever the starting copula C. Then, some properties of admissible functions are derived in Subsection 2.2.
. Necessary and su cient conditions
For all (u, v) ∈ [ , ] , let W(u, v) = max(u + v − , ) and M(u, v) = min(u, v) be the two Fréchet-Hoe ding bounds. Let also introduce Π(u, v) = uv the independence copula. Remark that the property Our rst result provides necessary and su cient conditions so that the margins of T(f , C) are uniform. Its proof is straightforward.
Lemma 1 (Boundary conditions). (i) For all function f , one has T(f
(ii) A necessary and su cient condition for
The second step is to investigate the e ect of the mapping T(f , ·) on quasi-copulas. Recall that, from [11, Chapter 7] , a quasi-copula Q satis es the same boundary, increasing and Lipschitz properties
(see [18, Theorem 2.2.4]) as do copulas but is not necessarily 2-increasing. Let us recall that, in (1), the mapping T(f , ·) is de ned on C. The mapping can yet be applied to quasi-copulas by formally extending T(f , ·) to the set functions
Proposition 1 (Transformation of quasi-copula). If Q is a quasi-copula, f is positive, increasing, −Lipschitzian and f ( ) = then T(f , Q) is a quasi-copula.
Proof. Let us consider the expansion:
Since f is positive, increasing and f ( ) = , it follows that ≤ f (t) ≤ for all t ∈ [ , ] and thus
Moreover, Q is a quasi-copula implies that Q(·, v) is increasing and −Lipschitzian (see (2) ), so that
Therefore, in view of the Lipschitz and increasing properties of f ,
Collecting (3) and (4) yields
) is increasing and −Lipschitzian. The proof that T(f , Q)(u, ·) is increasing and −Lipschitzian is similar. Finally, from Lemma 1, the boundary conditions are ful lled and therefore T(f , Q) is a quasi-copula. 
Moreover, if f is continuous, di erentiable at all but at most countably many points, then C f ∈ C if and only if f ∈ D.
Proof. The proof of (i) is straightforward while (ii) was proved in [6, Theorem 1] . In particular, the condition that I d /f is increasing is proved to be necessary in [6, Lemma 1].
It appears that, provided f ( ) = , the Fréchet-Hoe ding lower bound W is a xed point of T(f , ·). Besides, the new class of symmetric bivariate copulas (5) Proof. Let us rst assume that f is admissible. Then, following Lemma
. Let < t < t ≤ and consider C the copula de ned as the ordinal sum of one element with respect to [t , t ], see [11, Section 3.2.2] for a detailed account on ordinal sums. SinceC := T(f , C ) is a copula, the associatedCvolume of [t , (t + t )/ ] is positive:
This shows that f is mid-point convex. Recall that f is continuous, this implies that f is convex which in turn implies that f is di erentiable at all but at most countably many points. Lemma 2(ii) then yields that f ∈ D, in particular f is increasing f , I d /f is increasing and f ( ) = . As a conclusion, f ∈ F. Conversely, assume that f ∈ F. The proof that f is admissible follows the same lines as the one of [7, Proposition 2.2]. Let us rst assume that C is an absolutely continuous copula with continuous mixed partial derivatives denoted by D C := ∂C/∂u, D C := ∂C/∂v and D C := ∂ C/∂u∂v. Let us also assume that f is twice di erentiable. Then,
. This proves that f is −Lipschitzian and, from Proposition 1, T(f , C) is a quasi-copula. To check the 2-increasing property, consider the density:
This expansion can be rewritten equivalently as
Recall that ≤ D C * ≤ and ≤ D C * ≤ from [18, Theorem 2.2.7] . It is thus clear that (7) is non-negative because f is increasing. Besides, f (C * ) − C * f (C * ) ≥ since I d /f is increasing and thus (8) is non-negative.
Assuming f ≥ implies that (6) is also non-negative. As a rst conclusion, if C is an absolutely continuous copula with continuous mixed partial derivatives and f is twice di erentiable, then T(f , C) is a copula. Second, let us consider the case of an arbitrary copula C in C and arbitrary function f in F. Recall that copulas with continuous mixed partial derivatives are dense in C and that twice di erentiable convex functions are dense in the set of convex functions, both with respect to the L∞ norm. It is easily seen that T(f , ·) and T(·, C) are continuous with respect to the L∞ norm. Therefore, by density, T(f , C) is a copula for any C ∈ C and f ∈ F. 
. First properties
The next result exhibits some properties of admissible functions. First, the identity is the only admissible function vanishing at the origin. Second, I d ∈ F and the stability of F with respect to composition entail that F is a sub-monoid of the set of functions de ned on the unit interval. Besides, the stability of F with respect to convex combinations shows that F is a convex set. Third, any admissible function is either constant or strictly increasing in a neighbourhood of 1. This property will reveal useful in Section 4.
Lemma 3 (Properties of admissible functions)
.
Proof. (i) The property t ≤ f (t) is a consequence of I d /f is increasing and f ( ) = while f (t) ≤ is implied by f is increasing and f ( ) = .
(ii) Let f ∈ F. From [3, Theorem 5], f is convex and f ( ) = imply that f is star-shaped i.e. f /I d is increasing. Taking account of f ∈ F leads to f = cI d where c ∈ R. Since f ( ) = , we obtain c = and the conclusion follows.
. This contradicts the assumption f (x ) < f (x ). As a conclusion, there exists x ∈ ( , ) such that, for all
The result is proved.
Several particular cases of the mapping (1) have been addressed in the literature, restricting on particular parametric forms for f :
for all x ∈ [ , ]. In [7] , it is proved that f [5] and extends the result of [7] since f 
Lemma 4 (Examples). (i) f
, . } and θ ∈ {− . , − . }.
Symmetry properties
Let (X, Y) be a random pair. X and Y are said to be exchangeable if (X, Y) and (Y , X) are identically distributed, see for instance [18] , Section 2.7. From [18, Theorem 2.7.4], a necessary and su cient condition for exchangeability is that X and Y are identically distributed and that their associated copula C is symmetric i.e.
. The following result is straightforward: 
Proposition 2 (Symmetry). Let C ∈ C and f ∈ F. If C is symmetric then T(f , C) is symmetric.

Let (a, b) ∈ R . (X, Y) is said to be radially symmetric about (a, b) if (X − a, Y − b) and (a −
A copula satisfying (9) is said to be radially symmetric. The next result generalizes [5, Theorem 3.9].
Proposition 3 (Radial symmetry). Let f ∈ F. The copula T(f , C) is radially symmetric for all radially symmetric copula C if and only if f
= f ( ) λ .
Proof. From (9), T(f , C) is radially symmetric if and only if, for all (u, v) ∈ [ , ]
:
Since C also satis es (9), the previous equation is equivalent to
Letting W (u, v) = u + v − , the previous equation can be rewritten as
or, equivalently, with ∆ := f − I d : 
Necessarily, Ψ is a constant, say λ, and therefore f (t) = ( − λ)t + λ. Besides, f ∈ F implies λ ∈ [ , ] and the result follows.
Ordering properties
Let us recall the de nition of concordance ordering, see [13] , Section 2.2.1 for further details. Let (C , C ) ∈ C . Then, C is less concordant than C , written
Proposition 4 (Ordering). (i) For all C ∈ C and (f , f ) ∈ F , f ≤ f implies T(f , C) ≺ T(f , C). (ii) For all f ∈ F, the mapping T(f , ·) is increasing with respect to concordance ordering, i.e. C ≺ C implies T(f
, C ) ≺ T(f , C ). (iii) CC * ≺ T(f , C) ≺ C for all C ∈ C. Proof. (i) is straightforward. (ii) Let C ≺ C and f ∈ F. Then, C * ≺ C * implies f (C * ) ≥ f (C * )C * /C * in view of I d /f is increasing. Routine calculations yield T(f , C ) − T(f , C ) ≥ (C C * − C C * )f (C * )/C * . For all (u, v) ∈ [ , ] , one has (C C * − C C * )(u, v) = (C (u, v) − C (u, v))(u + v − C (u, v) − C (u, v)), and C (u, v) ≤ C (u, v) ≤ min(u, v) ≤ (u + v)/ concludes the proof. (iii) From Lemma 3(i), f ∈ F implies t ≤ f (t
) ≤ for all t ∈ [ , ] and thus Proposition 4(i) yields T(I d
Let us now investigate what happens when the transformation T(f , ·) is iterated. To this end, let f ∈ F, C ∈ C and consider the following sequence of transformed copulas:
The next proposition shows that the iterations converge to the xed point of T(f , ·), which is W the Fréchet-Hoe ding lower bound.
Proposition 5 (Convergence of iterations).
Let C ∈ C and suppose f ∈ F is not identically equal to 1. Then
) k≥ is thus decreasing and lower bounded. As a consequence, this sequence converges to one of the solutions
should be a copula since C is a closed subset of bivariate functions. Then, x(·, ·) should be positive and continuous to de ne a copula and therefore x(u, v) = max(u + v − , ).
The convergence of the sequence (C k ) to W is illustrated on Figure 2 on the simple case where C = Π and f = I d . The contour plots associated with the densities of C , C , C and C are depicted. As expected, the contour plots are getting closer to lines with slope -1 as the iterations increase. .
Measures of tail dependence
The tail dependence coe cients are de ned as the conditional probabilities that a random vector associated with a copula C belongs to lower or upper tail orthants given that a univariate margin takes extreme values [21] :
The next proposition establishes that λ UL and λ LU are left invariant by the mapping while λ LL and λ UU may be decreased, depending on f ( ) and f ( − ) respectively. Let us highlight that f ( − ) exists for all f ∈ F since, in this case, f is continuous and convex.
Proposition 6 (Tail dependence coe cients).
Proof. First,
Similarly,
and recalling that f ( ) = gives the result. The calculation of λ LU (T(f , C)) follows the same lines. Finally, let us consider λ UU (T(f , C)). A rst order Taylor expansion as u → − yields
and therefore
Taking the limit as u → − yields
and the result follows. 
. Measures of association
wherex andỹ are the medians on the random variables X and Y respectively. In case of continuous random variables, β depends only on the associated copula: β = β(C) = C( / , / ) − , see [18] , equation (5.1.27 ).
The next result shows how the medial correlation coe cient is modi ed by the mapping T(·, f ).
The proof is straightforward. Kendall's Tau and Spearman's Rho can be interpreted as probabilities of concordance minus probabilities of discordance of two random pairs: Kendall's Tau is the probability of concordance minus the probability of discordance of two identically distributed random pairs (X , Y ) and (X , Y ). Spearman's Rho is the probability of concordance minus the probability of discordance of two pairs (X , Y ) and (X , Y ) with respective copulas C and Π. In case of continuous random variables, both of them can be rewritten in terms of copulas, for instance:
Note that ρ coincides with the correlation coe cient between the uniform marginal distributions. Obtaining a result similar to Proposition 7 for Spearman's Rho or Kendall's Tau seems a di cult task. It is however clear that the following (sharp) bounds hold.
Proposition 8 (Spearman's Rho and Kendall's Tau).
(ii) Let f ∈ F. For all C ∈ C:
Proof. (i) is a consequence of Proposition 4(iii).
(ii) In view of Proposition 4(ii) and Lemma 2, 
. Dependence properties
Let (X, Y) be a pair of random variables with continuous margins and associated copula C.
• X and Y are said to be Negatively Quadrant Dependent (NQD) if
Since this property can be characterized by the copula property C ≺ Π, see for instance [18] , Paragraph 5.2.1, we shall write for short that C is NQD.
• X and Y are said to be Left Tail Increasing (LTI) if P(X ≤ x|Y ≤ y) is a nondecreasing function of y for all x, and P(Y ≤ y|X ≤ x) is a nondecreasing function of x for all y. From [18, Theorem 5.2.5], this property can be characterized by the copula properties and we shall thus write that C is SD. The three properties NQD, LTI and SD are preserved by the mapping.
Proposition 9 (Dependence properties). Let f ∈ F and C ∈ C. (i) If C is NQD then T(f , C) is NQD. (ii) If C is LTI then T(f , C) is LTI. (iii) If C is SD then T(f , C) is SD.
Proof. 
From (10), it follows that (12) (13) is nonnegative and the result is proved. The case of an arbitrary copula C in C and arbitrary function f in F is addressed with density arguments, see the proof of Theorem 1.
(iii) Let (u, v) ∈ [ , ] . Our goal is to prove that T(f , C)(·, v) is a convex function for all v, the study of T(f , C)(u, ·) being similar. Assume that C is an absolutely continuous copula with continuous partial derivatives and that f is twice di erentiable:
+ Cf (C * )( − D C) .
From ( If follows that (14) (16) is nonnegative since f ∈ F, and the result follows. The case of an arbitrary copula C in C and arbitrary function f in F is addressed as in the proof of (ii).
