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Abstract. A generalized equation is constructed for a class of classical oscillators with strong anharmonicity
which are not exactly solvable. Aboodh transform based homotopy perturbation method (ATHPM) is
applied to get the approximate analytical solution for the generalized equation and hence some physically
relevant anharmonic oscillators are studied as the special cases of this solution. ATHPM is very simple and
hence provides the approximate analytical solution of the generalized equation without any mathematical
rigor. The solution from this simple method not only shows excellent agreement with the exact numerical
results but also found to be better accuracy in comparison to the solutions obtained from other established
approximation methods whenever compared for physically relevant special cases.
PACS. 3 1.15.xp – 4 3.40.Ga
1 Introduction
Most of the physical systems are nonlinear in nature and hence they are mostly not exactly solvable [1,2,3]. Although,
getting numerical solution for the differential equations representing systems involving nonlinearity are sometimes easy,
one desires to get the analytic solution of such problems as they carry more information and hence give a better insight
into the system. Perturbation method is a widely used method for finding an approximate solution to complex nonlinear
systems, especially with the nonlinear term appears as an additional term of small order to an exactly solvable problem.
As the equations for many nonlinear systems do not have small parameter, application of perturbation technique is
highly restricted. There are many techniques for solving nonlinear oscillator problems analytically such as the harmonic
balance method [4], the Krylov-Bogolyubov-Mitropolsky method [5], weighted linearization method [6], perturbation
procedure for limit cycle analysis [7], modified Lindstedt-Poincare method [8], Adomain decomposition method [9],
artificial parameter method [10], Homotopy Analysis method (HAM) [11,12] and so on. Most of these methods are
not only involved the calculational rigor but also failed to handle problems with strong nonlinearity properly. Energy
balance method (EBM) proposed by J. H. He [13] based on the variational principle, is one of the commonly used non-
perturbative techniques. This heuristic approach is found to be working well for several strongly nonlinear systems
[14,15,16]. There exists another non-perturbative analytic method due to He [17] known as frequency-amplitude-
formulation (FAF) which finds a lot of successful applications [14,18,19]. FAF does not require a small parameter and
a linear term in the differential equation. Recently, Nofal et. al, [20] employed FAF followed by EBM, to study some
physically relevant anharmonic oscillators with strong anharmonicities and concluded that this FAF-EBM method has
given much better accuracy in comparison to that obtained by using EBM alone.
J. H. He developed the homotopy perturbation method (HPM) for solving linear, nonlinear, initial and boundary
value problems [21,22]. In this method, the solution is given in an infinite series usually converging to an accurate
solution [23,24]. HPM is found to be very efficient in solving problems with strong nonlinearity in classical [21,22,25]
as well as quantum mechanical domain [26].
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Aboodh introduced a transform [27] derived from the classical Fourier integral for solving ordinary and partial
differential equations easily in the time (t) domain. Aboodh transform (AT) has been applied for different types of
problems and is found to be a very simple technique to solve differential equations.
We construct a generalized nonlinear differential equation which, under certain approximation, reduces to different
physically relevant problems, such as, vibration of tapered beam, motion of a particle in arranged parabola, Mathews-
Lakshmanan oscillator, etc. Aboodh transform based homotopy perturbation method (ATHPM) is applied to find out
a generalized solution to these problems and hence to get the displacement (x) and the frequency oscillation (ω) for
the special cases. We compare ATHPM results to those obtained from FAF-EBM and exact numerical calculations
(RK4) to check its accuracy.
This paper is organized as follows. In section 2, we demonstrate briefly the formulation of ATHPM. Applications
of ATHPM to study some physically relevant anharmonic oscillators have been shown in section 3. Finally, in section
4 we provide a brief discussion and our conclusions.
2 Formalism
If x(t) is the piecewise continuous function of t, the corresponding Aboodh transform is defined as, [27]
A[x(t)] = x(ν) =
1
ν
∫ ∞
0
x(t)e−νtdt, ν∃(k1, k2), (1)
where, k1, k2 > 0 and may be finite or infinite. Some properties of Aboodh transform necessary for our calculation are
as follows,
A[x′′(t)] = ν2x(ν)− x
′(0)
ν
− x(0)
A[cos at] =
1
ν2 + a2
,
A[t sin at] =
2a
(ν2 + a2)2
, (2)
A[tn] =
n!
νn+2
Let us consider a nonlinear inhomogeneous differential equation as,
Lx(t) + ω2x(t) +Rx(t) +Nx(t) = g(t), (3)
with the initial conditions at t = 0, x(0) = a and x′(0) = 0 Here, L is the second order linear differential operator
(L ≡ d2dt2 ), R is the linear operator having an order less than L, N is the nonlinear operator, g(t) is the inhomogeneous
term and ω2 is a parameter. Now, taking the Aboodh transform on both sides of eq.(3), we get,
A[Lx(t)] + ω2A[x(t)] +A[Rx(t)] +A[Nx(t)] = A[g(t)]. (4)
Using the differential properties of the Aboodh transform (AT) as mentioned above and the initial conditions, eq.(4)
can be written as,
x(ν) =
(
1
ν2 + ω2
)
x(0) +
x′(0)
ν(ν2 + ω2)
−
(
1
ν2 + ω2
)
A[Rx(t)]
−
(
1
ν2 + ω2
)
A[Nx(t)]−
(
1
ν2 + ω2
)
A[g(t)]. (5)
Taking the inverse Aboodh transform on both sides of eq.(5), we get,
x(t) = X0(t)−A−1
[(
1
ν2 + ω2
)
A[Rx(t)]
]
−A−1
[(
1
ν2 + ω2
)
A[Nx(t)]
]
−A−1
[(
1
ν2 + ω2
)
A[g(t)]
]
(6)
where,
X0(t) =
(
1
ν2 + ω2
)
x(0) +
x′(0)
ν(ν2 + ω2)
(7)
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According to the homotopy perturbation method [21,17,26], we may expand x(t) in power of an embedded parameter
p (0 ≤ p ≤ 1) as, x(t) = ∑∞n=0 pnxn(t) and nonlinear term Nx(t) = ∑∞n=0 pnHn(x), where He’s polynomial Hn(x)
can be written as,
Hn(x) =
1
n!
dn
dpn
[
N
∞∑
n=0
pnxn(t)
]
, n = 0, 1, 2, 3, ... (8)
By the construction of homotopy, here we get an exactly solvable problem for p = 0 whereas p = 1 corresponds to the
nonliear problem for which we are trying to find the solution. Applying HPM and substituting the value of x(t) and
Nx(t) in eq.(6) in terms of the power series of p and Hn(x), we get,
∞∑
n=0
pnxn(t) = X0(t)− p
(
A−1
[(
1
ν2 + ω2
)
A
[
R
∞∑
n=0
pnxn(t)
]]
+A−1
[(
1
ν2 + ω2
)
A
[ ∞∑
n=0
pnHn(t)
]]
+A−1
[(
1
ν2 + ω2
)
A[g(t)]
])
. (9)
Comparing the coefficient of like power of p on both sides, we get the following relations from eq.(9),
p0 : x0(t) = X0(t), (10)
p1 : x1(t) = −A−1
[(
1
ν2 + ω2
)
A [Rx0(t)]
]
−A−1
[(
1
ν2 + ω2
)
A[H0(x0(t))]
]
−A−1
[(
1
ν2 + ω2
)
A[g(t)]
]
. (11)
p2 : x2(t) = −A−1
[(
1
ν2 + ω2
)
A[Rx1(t)]
]
−A−1
[(
1
ν2 + ω2
)
A[H1(x1(t))]
]
−A−1
[(
1
ν2 + ω2
)
A[g(t)]
]
. (12)
The approximate solution, as p→ 1, is,
x(t) = lim
p→1
∞∑
n=0
pnxn(t) = x0(t) + x1(t) + x2(t) + x3(t) + ..... (13)
Here, x0(t) is the zeroth order term which corresponds to the solution p = 0 homotopy ie, the exactly solvable part
of the equation. The first order correction is represented by x1 and x2 is the second order term and so on. It is to
be noted that the approximate solution of x(t) in eq.13 is independent of the expansion parameter p or any other
perturbative parameter. The HPM solution not only converges very fast but also gives the exact solution with the
certain assumption [24,28].
3 Applications
We construct the following differential equation representing the general form of a group of nonlinear oscillators which
are profusely used for describing physical systems [16,20,29,30,31] encountered in science and engineering as,
d2x
dt2
+
λx+ a1x(
dx
dt )
2 + a2x
3
(
dx
dt
)2
+ a3x
3 + a4x
5
1 + b1x2 + b2x4
= 0, (14)
where, λ, a1, a2, a3, a4, b1 and b2 are arbitrary parameters. Let us rewrite eq.(14) as,
d2x
dt2
+ ω2x = (ω2 − λ)x− b1x2 d
2x
dt2
− b2x4 d
2x
dt2
− a1x
(
dx
dt
)2
−a2x3
(
dx
dt
)2
− a3x3 − a4x5. (15)
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We apply AT on both sides of eq.(15) to get,
x(ν) =
(
1
ν2 + ω2
)
x(0) +
x′(0)
ν(ν2 + ω2)
+ (ω2 − λ)
(
1
ν2 + ω2
)
A[x]
−b1
(
1
ν2 + ω2
)
A
[
x2
d2x
dt2
]
− b2
(
1
ν2 + ω2
)
A
[
x4
d2x
dt2
]
−a1
(
1
ν2 + ω2
)
A
[
x
(
dx
dt
)2]
− a2
(
1
ν2 + ω2
)
A
[
x3
(
dx
dt
)2]
−a3
(
1
ν2 + ω2
)
A[x3]− a4
(
1
ν2 + ω2
)
A[x5]. (16)
Taking inverse AT on both sides of eq.(16) and applying the initial conditions, at t = 0, x(0) = a and x′(0) = 0, we
obtain,
x(t) = a cosωt+ (ω2 − λ)A−1
[(
1
ν2 + ω2
)
A[x]
]
−b1A−1
[(
1
ν2 + ω2
)
A
[
x2
d2x
dt2
]]
− b2A−1
[(
1
ν2 + ω2
)
A
[
x4
d2x
dt2
]]
−a1A−1
[(
1
ν2 + ω2
)
A
[
x
(
dx
dt
)2]]
−a2A−1
[(
1
ν2 + ω2
)
A
[
x3
(
dx
dt
)2]]
−a3A−1
[(
1
ν2 + ω2
)
A[x3]
]
− a4A−1
[(
1
ν2 + ω2
)
A[x5]
]
. (17)
With the help of the properties of AT and inverse AT, we obtain the coefficients of p0 and p1 from eq.(10) as follows,
p0 : x0(t) = a cos(ωt),
p1 : x1(t) =
1
2ω
[
a(ω2 − λ) + 3
4
b1a
3ω2 +
5
8
b2a
5ω2 − 1
4
a1a
3ω2 − 1
8
a2a
5ω2
−3
4
a3a
3 − 5
8
a4a
5
]
tsinωt+
1
8ω2
[
1
4
(a1 + b1) a
3ω2
+
1
16
(a2 + 5b2) a
5ω2 − 1
4
a3a
3 − 5
16
a4a
5
]
(cosωt− cos3ωt)
+
1
24ω2
[
1
16
(a2 + b2) a
5ω2 − 1
16
a4a
5
]
(cosωt− cos5ωt). (18)
To avoid the secular term, we put the coefficient of tsinωt equal to zero, i.e.,
a(ω2 − λ) + 3
4
b1a
3ω2 +
5
8
b2a
5ω2 − 1
4
a1a
3ω2 − 1
8
a2a
5ω2 − 3
4
a3a
3 − 5
8
a4a
5 = 0, (19)
which gives the angular frequency of nonlinear oscillation as,
ω =
√
8λ+ 6a3a2 + 5a4a4
8 + 2a2(3b1 − a1) + (5b2 − a2)a4 . (20)
Using eq.(19) in eq.(18), we get the analytic solution from eq.(17) to the generalized equation eq.(14), considering the
first order approximation as,
xATHPM (t) = a cosωt
+
1
8ω2
[
1
4
(a1 + b1) a
3ω2 +
1
16
(a2 + 5b2) a
5ω2 − 1
4
a3a
3 − 5
16
a4a
5
]
×(cosωt− cos3ωt)
+
1
24ω2
[
1
16
(a2 + b2) a
5ω2 − 1
16
a4a
5
]
(cosωt− cos5ωt). (21)
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We shall study different physically relevant cases considering different sets of force parameters in eq.(14).
3.1 Case 1: Motion of a particle on a rotating parabola
We consider the equation of motion of a particle sliding down freely on a parabola which is rotating about its axis [4,
32],
d2x
dt2
+
ω20x+ 4q
2x(dxdt )
2
1 + 4q2x2
= 0, (22)
which also represents the movement of the double-slider mechanism [33]. This may be obtained from the generalized
equation eq.(14) by choosing, λ = ω20 , a1 = 4q
2, a2 = a3 = a4 = 0, b1 = 4q
2 and b2 = 0. The frequency of this nonlinear
oscillator by employing ATHPM may be obtained from eq.(20) substituting the parameters as mentioned above and
can be written as,
ω =
ω0√
1 + 2q2a2
, (23)
which is the same as given by Davodi et al [30] obtained using the amplitude frequency formulation and also the same
given by Nofal et. al [20] employing frequency amplitude formulation based energy balance method (FAF-EBM). The
approximate solution of eq.(22) is obtained by ATHPM from eq.(21) as,
xATHPM (t) = a cosωt+
1
4
q2a3 (cosωt− cos3ωt) . (24)
Also, the approximate result by the FAF-EBM is,
xFAF−EBM (t) = a cos
(
ω0√
1 + 2q2a2
t
)
. (25)
We plot the displacement obtained from ATHPM xATHPM (t) (blue circles) eq.(24) with increasing time t for three
sets of values of parameters (a, ω0, q) in the left column of Figure 1 and compared with the same given by FAF-EBM
method xFAF−EBM (t) (red squares) eq.(25) and also that obtained by numerical solution of the eq.(22) employing forth
order Runge-Kutta (RK4) method xRK4(t) (black solid line). It is seen that for all the parameter sets [A:(0.5,0.8,0.5)
for top panel, B:(0.5,0.5,0.8) middle panel and C:(0.8,0.5,0.5) in the bottom panel], approximate displacements match
extremely well with the xRK4.
The error in approximate solutions of displacement with respect to its values calculated using RK4, xA(= xRK4−
xATHPM , blue circles) and xF (= xRK4 − xFAF−EBM , red squares) are displayed in the right column for the same
parameter sets. Errors involved in both of the approximate solutions of x(t) are small (maximum value xA 0.045 and
xF 0.074) within the ranges of the time t and for the parameters considered. All three panels in the right column
show that accuracy of xATHPM (t) is much improved in comparison to xFAF−EBM (t).
In Figure 1, a comparison of the results obtained from ATHPM and FAF-EBM is done considering those from RK4
method as the reference. In order to check the reliability of RK4 results, we compute the displacement (xPY ) by solving
eq.22 using Python (function ‘odeint’) for the parameter set B. We plot in Figure 2, the error xP (= xRK4 − xPY ,
along with xA and xF as a function of time t for different values of mesh size (h 0.01, 0.001, 0.0001 and 0.00001) of
time t. It is observed that xP , (black solid line) remains very close to zero, through out the span of time considered
here, whereas xA, (blue circles) and xF , (red squares) having maximum error 0.028 and 0.046 respectively. The
errors xA and xF remains the same for all values of h. This gives the confidence about the accuracy of the numerical
solutions using RK4 which is taken as the reference when we compare solutions from two approximation methods such
as ATHPM and FAF-EBM.
In Table 3.1, we display, the maximum error maxxA in displacement obtained from ATHPM in the second column,
the occurrence of maximum error at the time (tmaxA ) in the fourth column and the values of the displacement x
max
A at
tmaxA in the fifth column for a range of values of the force parameters. We have also displayed the values of the same
quantities obtained from FAF-EBM maxxF , t
max
F , and x
max
F in the third, sixth and seventh columns respectively to
compare the corresponding ATHPM results. We see, the order of magnitude of the error are same in the displacement
obtained from both the approximate methods although the ATHPM results are found to give better numerical accuracy
than FAF-EBM specially at larger values of the force parameters.
3.2 Case 2: Tapered Beam
Tapered members are increasingly used in the construction industry because of their unique ability to combine effi-
ciency, economy and aesthetics – the three corner stones of structural art [34]. Tapered beam is an important model
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Fig. 1. Plot of variation of displacements xRK4(t) (black solid line), xATHPM (t) (blue circles), and xFAF−EBM (t) (red squares)
with time (t) are shown in the three panels of the left column for three parameter sets A, B, C in the top panel, middle panel,
and bottom panel respectively. Errors in approximate calculations with respect to RK4, xA and xF for the same parameter
sets are displayed in the right column.
for engineering structures having variable stiffness along the length such as tree-branches, turbine blades, bridges etc.
Fundamental vibration mode of a tapered beam can be expressed as the following nonlinear differential equation [35,
36,37]
d2x
dt2
+
x+ εx
(
dx
dt
)2
+ βx3
1 + εx2
= 0. (26)
The same equation may be obtained by choosing the arbitrary parameters in eq.(14) as λ = 1, a1 = ε, a2 = 0, a3 =
β, a4 = 0, b1 = ε, b2 = 0. The ATHPM frequency can be obtained from eq.20 as given below
ω =
√
4 + 3βa2
4 + 2εa2
, (27)
which is the same as given by FAF-EBM method [20]. The approximate solution by ATHPM (xATHPM ) to eq.(26)
obtained from eq.(21) is as follows,
xATHPM (t) = a cosωt+
1
8ω2
[
1
2
εa2ω2 − 1
4
βa3
]
(cosωt− cos 3ωt, (28)
where the same given by FAF-EBM [20] is,
xFAF−EBM (t) = a cos
(√
4 + 3βa2
4 + 2εa2
t.
)
. (29)
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Fig. 2. Plot of error in displacement obtained from Python function odeint xP (black solid line), eq.(24) xA (blue circles) and
eq.(25) xF (red squares) with respect to those calculated from RK4 versus time for different values of the mesh size (h) of time
t.
Table 1. Comparison of maximum error in calculation of displacement (x(t)) in ATHPM (maxxA ) and FAF-EBM (
max
xF ) methods
for different values of the force parameters. The locations of occurrence of maximum errors for both models are displayed in
last four columns.
parameters maxxA 
max
xF t
max
A x
max
A t
max
F x
max
F
a = 0.5, ω0 = 0.5
q = 0.2 0.0011 0.0003 20.0 -0.4451 19.6 -0.4803
0.5 0.0025 0.0025 9.4 -0.0011 9.4 -0.0012
0.8 -0.0033 -0.0296 20.0 -0.4038 20.0 -0.4038
1.0 -0.0259 -0.0603 20.0 -0.2114 20.0 -0.2114
1.5 0.08643 0.1031 12.0 -0.2980 14.7 0.2747
a = 0.5, q = 0.5
ω0 = 0.2 0.0026 -0.0061 20.0 -0.4108 20.0 -0.4107
0.5 0.0025 0.0025 9.4 -0.0012 9.4 -0.0012
0.8 -0.0039 -0.0127 20.0 -0.4166 20.0 -0.4166
1.0 0.0119 0.0207 18.2 -0.0313 18.8 0.2575
1.5 0.0002 0.0002 20.0 -0.4997 20.0 0.4997
ω0 = 0.5, q = 0.5
a = 0.2 0.0004 0.0001 20.0 -0.1780 19.6 -0.1921
0.5 0.0025 0.0025 9.4 -0.0012 9.4 -0.0012
0.8 -0.0052 -0.0473 20.0 -0.6461 20.0 -0.6461
1.0 -0.0518 -0.1205 20.0 -0.4228 20.0 -0.4228
1.5 0.2593 0.3095 12.0 -0.8942 14.7 0.8243
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Fig. 3. Plot of variation of displacements xRK4(t) (solid line), xATHPM (t) (circles), and xFAF−EBM (t) (squares) with time
t are shown in the top row for two parameter sets U , and V in the left panel, and the right panel respectively. Errors in
approximate calculations xA and xF for the same parameter sets are displayed in the bottom panels.
In Figure 3, we plot the exact displacement from numerical solution xRK4 (solid line), xFAF−EBM (squares) and
xATHPM (circles) for two different parameter sets U(a = 1, ε = 0.1, β = 1, in the upper left panel) and V (a = 1, ε =
1, β = 1, in the upper right panel). We have also compared the variation of errors xA and xF with time for the
aforementioned parameter set in corresponding bottom panels.
It is found from the top panels of the Figure 3, that the approximate solutions for the displacement of tapered
beam mimic with those obtained from the RK4 very well for the range of time and parameter sets considered for this
study. In this case, the accuracies of the solutions obtained by ATHPM and FAF-EBM are similar. A close look at
the error-graphs xA(= xRK4 − xATHPM , solid line) and xF (= xRK4 − xFAF−EBM , squares) verses time t, displayed
in the bottom panels of the figure corroborates the conclusion made from the plots presented in the top panels.
3.3 Case 3: Autonomous Conservative Oscillator
Let us consider the force parameters, a1 = ε, a2 = 2α, a3 = β, a4 = γ, b1 = ε and b2 = α. From eq.(15) we obtained
the equation of motion as,
d2x
dt2
+
λx+ εx
(
dx
dt
)2
+ 2αx3
(
dx
dt
)2
+ βx3 + γx5
1 + εx2 + αx4
= 0, (30)
which represents the free vibrations of an autonomous conservative oscillator with fifth order nonlinearities [16,38,39].
Here motion is assumed to start from the position of maximum displacement with zero initial velocity. The parameter
λ is an integer which may take values from −1, 0, 1 and ε, α, β, γ are positive parameters. The solution to the above
equation may be readily obtained from the generalized solutions eq.(20), and eq.(21) with the help of ATHPM. The
approximate frequency as a function of amplitude is obtained as,
ω =
√
8λ+ 6βa2 + 5γa4
8 + 4εa2 + 3αa4
, (31)
which is the same as given by the FAF-EBM method [20] but differs from the expression of frequency reported by
Mehdipour et.al [16] using EBM,
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Fig. 4. The plots of displacements xATHPM (t) (circles), xFAF−EBM (t) (squares), and xRK4(t) (solid line) as a function of time
t for parameter set P is displayed in the left top panel. Comparison of errors xA (solid line) and xF (squares) are given for
parameter sets Q (right top panel), R (left bottom panel) and S (right bottom panel).
ωEBM =
1√
3
√
12λ+ 9βa2 + 7γa4
8 + 4εa2 + αa4
. (32)
The ATHPM solution of eq.(30) is,
xATHPM (t) = a cosωt+
1
8ω2
[
1
2
εa3ω2 +
7
16
αa5ω2 − 1
4
βa3 − 5
16
γa5
]
×(cosωt− cos 3ωt)
+
1
24ω2
[
3
16
αa5ω2 − 1
16
γa5
]
(cosωt− cos 5ωt), (33)
where, the same given by FAF-EBM as,
xFAF−EBM (t) = a cosωt. (34)
It is noted that unlike xFAF−EBM , xATHPM contains terms from higher harmonics (3ω and 5ω).
The variation of displacement obtained from ATHPM, xATHPM (t) (circles) with time t for of values of parameter
set P (a = 1,  = 0.2, α = 0.2, β = 0.1, γ = 0.1) in the left top panel of Figure 4 and compared with the same given
by FAF-EBM method xFAF−EBM (t) (squares) eq.(25) and also that obtained by numerical solution of the eq.(22)
employing fourth order Runge-Kutta (RK4) method xRK4(t) (solid line). We have also compared the variation of
errors xA (solid line) and xF (squares) within the time range 0 to 20, for the parameter sets Q (1.0,0.5,0.5,0.3,0.2)
right top panel, R (1.0,1.0,0.5,0.3,0.2) left bottom panel and S (1.0,1.5,0.2,0.2,0.1) right bottom panel.
It is seen from the left top panel that all three curves match very well at initial stage the approximate solutions
start deviating slowly from the corresponding exact values xRK4(t) as the time increases. The same is observed in
error graphs shown in the other three panels.
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3.4 Case 4: Mathews and Lakshmanan Oscillator
Mathews and Lakshmanan [40] presented a nonlinear system which obeys equation of motion as follows,
d2x
dt2
+
α2x∓ kx(dxdt )2
1 + kx2
= 0 (35)
This equation of motion was obtained from the Lagrangian density for a relativistic scalar field which arises in the
context of the theory of elementary particle. Eq.(35) is a simpler form of the general equation in eq.(14). Considering
the arbitrary parameters as λ = α2, a1 = ±k, a2 = a3 = a4 = 0, b1 = ∓k and b2 = 0 one can arrive at eq.(35). The
frequency of the nonlinear oscillator which is obtained by ATHPM from eq.(20) as,
ωATHPM =
α√
1± ka2 , (36)
which is the same as the exact frequency [40]. We obtain first order correction term as, x1 = 0. Thus, the displacement
in ATHPM is,
xATHPM = acos
[
α√
1± ka2 t
]
. (37)
Therefore, we get the exact solution by ATHPM of the Mathews and Lakshmanan nonlinear oscillator.
4 Conclusion
A generalized equation is constructed which reduces to strongly nonlinear equations corresponding to physically
relevant systems such as the motion of a particle in a rotating parabola, the vibration of a tapered beam, autonomous
conservative oscillator etc. for particular choices of the parameters of the restoring force. Aboodh transform based
homotopy perturbation method is applied to find an approximate analytical solution to this equation giving rise to
both the displacement and frequency of the oscillation for free vibration of strongly nonlinear oscillators as mentioned
above. It was observed that the solution converges very fast, even first order correction is sufficient for getting results
with high accuracy. This method not only gives very accurate numerical values of displacement and frequency but
also gives an idea about the contributions from different harmonics to it. It is to conclude that the solution for the
generalized equation enables us to study various nonlinear physically relevant systems easily in the same footing. The
merit of ATHPM is its simplicity and ability to give the solutions to the nonlinear systems with high accuracy. This
study also reveals that the ATHPM gives better accuracy in calculating oscillation-variables in comparison to those
obtained from FAF-EBM for the systems considered.
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