This study aims to describe a Bayesian Hierarchical Linear Model (HLM) approach for longitudinal designs in fish's experimental aggressive behavior studies as an alternative to classical methods In particular, we discuss the advantages of Bayesian analysis in dealing with combined variables, non-statistically significant results and required sample size using an experiment of angelfish (Pterophyllum scalare) species as case study. Groups of 3 individuals were subjected to daily observations recorded for 10 min during 5 days. The frequencies of attacks, displays and the total attacks (attacks + displays) of each record were modeled using Monte Carlo Markov chains. In addition, a Bayesian HLM was performed for measuring the rate of increase/decrease of the aggressive behavior during the time and to assess the probability of difference among days. Results highlighted that using the combined variable of total attacks could lead to biased conclusions as displays and attacks showed an opposite pattern in the experiment. Moreover, depending of the study, this difference in pattern can happen more clearly or more subtly. Subtle changes cannot be detected when p-values are implemented. On the contrary, Bayesian methods provide a clear description of the changes even when patterns are subtle. Additionally, results showed that the number of replicates (15 or 11) invariant the study conclusions as well that using a small sample size could be more evident within the overlapping days, that includes the social rank stability. Therefore, Bayesian analysis seems to be a richer and an adequate statistical approach for fish's aggressive behavior longitudinal designs.
Introduction
In aquaculture, several species of fish are social and interact aggressively to set a dominance hierarchy and for territorial defense. Aggressive behavior can be showed in a very dynamic way, escalating in minutes, hours and days. These dynamic processes can cause injuries and, if continued for long time, lead to individual death, or to increased social stress that, in turn, cause negative effect on growth and general welfare (Damsgård and Huntingford, 2012) . Hence, knowledge about the temporal dynamic of aggressive behavior can benefits fish's management, enhancing species growth and welfare (Dow et al., 1976; Gonçalves-de-Freitas et al., 2008; Damsgård and Huntingford, 2012; Montero et al., 2009) . Indeed, bibliography of studies intending to evaluate aggressive behavior in fish is increasingly growing (Gómez-Laplaza and Morgan, 1993; Ros et al., 2006; Almazán-Rueda et al., 2004; Castro and Caballero, 2004; Balzarini et al., 2014) . In these articles, ethograms are usually used to understand how fish aggressively interact and to standardize variables patterns for quantifying the number of aggressive responses. Some typical examples of these variables are mouth attacks, lateral threats, and tail beating that can be used individually, partially combined based on its intensity (e.g. attacks and displays), or fully combined in a single one (e.g. total attacks) (Hallen and Wittenberger, 1987; Gomez-Laplaza and Morgan, 1993; Werneyer et al., 2002; Desjardins et al., 2012; Balzarini et al., 2014) . Combining variables have become a common practice among fish aggressive behavior studies (Gonçalves-de-Freitas et al., 2008; Maan et al., 2001; Ros et al., 2006; Almazán-Rueda et al., 2004; Castro and Caballero, 2004) , although there is still no clear the mathematical criteria about when and how do it.
However, several quantitative problems arise when aggressive behavior data are analyzed using both individual and combined variables, because the collection of this information usually presents three main issues: (i) replicates are hard to produce; (ii) the way which these behaviors occur is quite variable within individuals and; (iii) the experimental design is longitudinal (i.e. concerns the same individual over time). The use of classical approaches to account these issues could be problematic as it imposes difficulties in respecting classical parametrical assumptions as normality, homoskedasticity, and sphericity. Additionally, multiple comparisons are usually performed using posthoc tests (e.g. Terleph, 2004; Carvalho et al., 2012) . Nevertheless, when multiple comparisons are implemented, the probability that a researcher wrongly conclude that there is at least one statistically significant effect across a set of tests, increases additively with each test (Gelman et al., 2012) . In addition, the evaluation of repeated measures when there are more than one treatment/independent variables and the data are non-parametrical is still a limitation in classical approaches.
The Repeated Measures Analysis of Variance (RM ANOVA) is often used in fish's aggressive behavior studies (e.g. Gómez-Laplaza and Morgan, 1993; Ros et al., 2006; Almazán-Rueda et al., 2004; Castro and Caballero, 2004) . Alternatively, the use of Bayesian Hierarchical Linear Models (Bayesian HLM) is grown in popularity highlighting its usefulness in many biological fields including behavioral studies (Alterovitz et al., 2007; McCarthy, 2007; Kinas and Andrade, 2007; McNamara et al., 2006) . Bayesian HLMs operate in a multilevel way making comparisons among groups and examining the posterior distributions from different perspectives or margins (Kruschke, 2015) . Hence, they are more suitable for dealing with multiple comparison problems, because they shift point estimates and their corresponding intervals closer to each other instead of making confidence intervals wider as in classical estimates corrections (Gelman et al., 2012) . Additionally, Bayesian HLMs provide a different view of the probability, defining it as a metric of uncertainty. On the contrary, the classical view of the probability is defined as the limit of the relative frequency of observed data in an experiment if the same procedure of data collection and analysis was implemented multiple times (McCarthy, 2007) . For this reason, in a classical approach, we are not able to provide the exact probability of difference between two or more data groups as Bayesian methods do. Classical methods use p-values to access the probability of having an extreme result when the same experiment is repeated multiple times. Many researchers have pointed the limitations of using p-values in these cases as this approach ignores important non-significant results in the conclusions of the studies (Gelman, 2013; Ludwig, 2005; Pitak-Arnnop et al., 2010) .
Bayesian analysis can work with resampling procedures, such as Monte Carlo Markov chains, which can numerically approximate Gaussian or different probability distributions (e.g. binomial, Poisson, etc) (Kruschke, 2012) . Moreover, Bayesian methods can also implement heteroskedastic robust models that can overcome the assumption of homoskedasticity required in RM ANOVA (Kruschke, 2012) , even with small samples sizes (Good and Zellner, 1975; Zellner, 1998) . Indeed, as mentioned before, replicates in aggressive behavior studies can be difficult and expensive to be acquired. Consequently, the possibility to reduce sample size without changing the robustness of the conclusions could help scientists dealing with this typical issue.
Considering the importance of aggressive behavior studies for fish's welfare in aquaculture, knowledge on the longitudinal designs of the aggressive behavior is crucial for the proper understanding of aggression in fishes, and its consequences for fish social group as well. Within this context, for the first time, we discuss the advantages of Bayesian analysis in dealing with gathered data, non-statistically significant results and required sample size. Therefore, this paper aims to test if a Bayesian HLM approach improves modeling longitudinal designs in aggressive behavior study in angelfishes, a social rank organized cichlid fish (e.g. Carvalho et al., 2012) .
Materials and methods

Subjects and maintenance
The subject species was the angelfish, Pterophyllum scalare Schultze 1823. This fresh water cichlid presents a well known agonistic interaction and social rank organization (Gomez-Laplaza & Morgan 1993). The animals were provided by the Aquaculture Center (CAUNESP) of the São Paulo State University (UNESP) from Brazil. Individuals were kept for 15 days in water tanks of 500L polyethylene (ca. 1 fish/10L), and fed with a commercial ration developed for cichlids, twice a day, in the morning and evening (8:00 and 18:00), until apparent satiety. The water temperature was controlled to 28°C (Pérez et al., 2003) and its quality was maintained through biological filters (filter 400L/h) and constant aeration. The photophase was kept on 12 h of light (07:00 h to 19:00 h). The tanks were siphoned weekly to remove the remnants of food and feces.
Experimental design
Fifteen groups consisting of three animals with size between 30 and 50 mm (standard length) were kept for 5 days to behavioral observation. In order to confirm consistency, this experiment was repeated twice. Aggressive behavior was daily recorded during 10 min. The records were run always between 14:00 h and 18:00 h to avoid influence of the circadian rhythm. This interval of time was chosen to avoid the influence of competition for food (Gómez-Laplaza and Morgan, 2003; Grobler and Wood, 2013) . The aggressive interactions were quantified by the frequency of aggressive behavior, based on P. scalare ethogram (Carvalho et al., 2012) . Data was labeled as attacks (more intensive, with contact), displays (less intensive, no contact), and total attacks (attacks + displays) for the analysis (Haller and Wittemberger, 1988; Alvarenga and Volpato, 1995) . Body bites, mouth fights and chasing ere considered as attacks, while lateral threat, frontal displays and ripples as displays.
Statistical modeling
Modeling was done with data of attacks, displays and total attacks of each trial that were adjusted with Monte Carlo Markov chains (Metropolis-Hasting algorithm) using non-informative priors (Jeffreys, 1961) .
Modeling the rate of increase/decrease
Bayesian regression analysis was performed for measuring the rate of increase/decrease of the aggressive behavior per day (agB/day). The model was specified as:
where W i indicates the error term for i observations with a normal distribution, σ and t are hyperparameters that specify random variances for the intercept α and slope b of the linear model. Uninformative priors were assigned for all the parameters.
Modeling the probability of difference
A Bayesian HLM was performed to access the probability of difference among days using the last day as the reference class (Wetzels et al., 2012) . Subsequently, it was calculated the probability that treatments are equal, i.e. their difference is equal to 0. For this purpose, it was used a boolean variable that counts the number of simulations in which the difference among days are ≥0 or < 0, representing a Bayesian analogue to the classical approach p-value (Gelman et al., 1996; Kéry and Royle, 2016) . In this case, the model was specified as:
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where W i indicates the error term for i observations with a normal distribution and b specifies the average for each category Y for the parameter μ. The hyperparameters σ and t indicate random variances for the parameter b and α parameter refers to the intercept (reference class) and is specified by an uninformative prior distribution. As in the precedent model, uninformative priors were assigned for all the parameters.
Reducing sample size
For measuring the feasibility of reducing the sample size, we performed a simulation study, using our data. We used the same model of the probability differences described above. However, we performed it multiple times, randomly taking one replicate away from the data each time. The Cohen d effect size (1988) was calculated to measure the impact of reducing the sample size in data. It was considered a value of 0.2, 0.5 and 0.8 for the small, medium and large effects, respectively (Cohen, 1988) .
Plotting the results
A Bayesian model without any reference class parameters was adopted for plotting the results graphically. All the posterior distributions were plotted in parts for didactic purposes.
Here, the model was specified as:
where W i indicates the error term for i observations with a normal distribution and b indicates the average for each category Y for the parameter μ. The hyperparameters σ and t specify random variances for the parameter b. Uninformative priors were assigned for all the parameters.
Software and simulations
Bayesian models were computed using the JAGS software (Just Another Gibbs Sampler) and statistical package "rjags" (Plummer et al., 2006) , specifically developed for implement Bayesian methods using the Monte Carlo Markov chains through the R software (R Development Core Team, 2016). The treatments parameters were estimated through simulations. The number of simulations was established by trial and error in the model convergence process. The success or failure in convergence was checked using the criteria of Geweke (Geweke, 1992) and Gelman-Rubin (Gelman and Rubin, 1992) . The latter was also used for establishing a period of "burn-in" constituted by the disposal of some chains to help the model convergence.
Results
Rate of increase/decrease and difference probability among days in fish's attacks and displays
For the first trial, the displays increased till the fourth day at a rate of 21 ± 3 agB/day ( Fig. 1A-1 ). This increase was very consistent since the posterior distributions from the first to the third day have not overlapped, being a 100% different from each other. At the fourth day, displays still increased, although this rate dropped to 17.9 ± 1.8 agB/ day. This drop caused an overlap between the distribution of the fourth and third day, differing in 91% from each other. At the fifth day, the agB remarkably decreased with a 98% difference from the fourth day ( Fig. 1A-2) . The attacks increased until the second day (not enough data to calculate a rate) ( Fig. 1B-1) and retreated from the second to the fifth day at a rate of −4.1 ± 1.5 agB/day ( Fig. 1B-2) . Different from Fig. 1 . The daily agB density distributions of the displays (A-1 and 2) and attacks (B-1 and 2) of the first trial. It was observed in 15 min at each day. Each circle contains the probability of difference from the days before. The first probability is from the first day before, the second is from second day before and so on.
E.M. Noleto-Filho et al. Behavioural Processes 145 (2017) 18-26 displays, there was a high overlapping of the distributions from the second to the fourth day and an increase in difference at the fifth day. It is noteworthy that the attacks and displays were almost the same till the second day, differing in 83% (Fig. 2) . However, at the third day, both behaviors became completely non overlapped till the rest of the study period. In addition, the credible interval for the standard deviation among days more than encompassed the standard deviations within each day (Table 1 , Fig. 3A-1 and A-2), meaning that there is more uncertainty in differences among days than within each day for this trial.
For the second trial, the displays increased till the third day at a rate of 27.9 ± 3.72 agB/day ( Fig. 4A-1) . The second and third day overlapped in 8%. The displays decreased till the fifth day at a rate of −2.5 ± 5 agB/day ( Fig. 4A-2) . Although displays decreased at the fourth day, this day was very similar to the third and the fifth ones, differing only in 71% and 54%, respectively. The attacks increased from the first to the second day (not enough data to calculate a rate), decreasing till the fifth day at a rate of −8.6 ± 1.7 agB/day ( Fig. 4B-1 and B-2). Different from the first trial, there was a high overlapping only from the second to the third day. At the fourth and fifth day, the decrease was clearer with a slightly overlapping of the distributions on the fourth day and a not overlapping at the fifth day. As in the first trial, the attacks and displays were the same at the first day (≠ 50%) ( Fig. 5) .
Although, at the second trial displays and attacks were more likely to differ on the second day (≠94%, compared to 83% in the first trial). Additionally, the rate of increase of displays (till the third day) and a decrease of attacks differed in 92% and 96% between trials, respectively. In addition, the credible interval for the standard deviation among days more than encompassed the standard deviations within each day, in most cases (Table 1 , Fig. 3B-1 and B-2 ). The only exception was the second day of the variable attacks. Therefore, in most cases, there was more uncertainty in differences among days than within each day for this trial.
3.2. Rate of increase/decrease and difference probability among days in fish's total attacks
Overall, the displays were much higher than the attacks. Therefore, they prevailed on the total attacks. Since, attacks retreated and displays increased after the second day, gathering these variables, negatively impacted the rate of increase reducing it from 18 ± 1.8 agB/day to 17.3 ± 3 agB/day at the first trial (Figs. 6A-1 and Fig. 1 ) and from Fig. 2 . The daily agB density distributions of the attacks and the displays of the first trial. It was observed in 15 min at each day. They are represented by solid and dashed lines, respectively. Each circle contains the probability of difference between attacks and displays at each day.
Table 1
The mean and 95% credible interval for the standard deviation among and within days of the attacks and displays variables in two trials. 27.8 ± 3.6 agB/day to 24 ± 8 agB/day at the second (Fig. 6B-1 and Fig. 4 ). This rate reduction is due to the overlapping of the distributions from the days after the second one, that is the period in which attacks and displays followed different paths (Figs. 2 and 5) . Hence, the difference between the second and third day, which is a 100% of displays, dropped to an 84% of total attacks in the first trial. At the second trial the difference of 92% at displays dropped to 79% at total attacks. The rate of increase between total attacks trials differed in 84%.
Reducing sample size
For displays of the first trials, the reduction of the data sample size tended to decrease the posterior probability of difference among all the days. The unique exception was found between the third and fourth day, in which the posterior probability did not present a clear pattern, also showing a small effect size ( Table 2) . The difference among the first three days remained the same till the tenth replicate (≠100%), and decreasing till the rest of the sample reduction ( Fig. 7A-1) . Additionally the effect size between these days was considered large (Table 2) . For the attacks, the reduction of the data sample size tended to decrease the posterior probability of difference among the first and second day, and the fourth and fifth day. Between these days there was as medium effect size. From the second till the fourth day there was no clear pattern, with a small effect size (Fig. 7A-2 and Table 2) .
At the second trial, for displays, the sample size data reduction tended to decrease the posterior probability of difference among the first three days ( Fig. 7B-1) . Although, different from the first trial, only the difference among the first and second day remained the same till the seventh replicate (≠100%). Between the first and second day there was a very large effect size, while among the second and third days there was a medium effect. For attacks reducing sample size provided similar patterns to the first trial ( Fig. 7B-2) , although, the first and last two days presented a large effect size instead of a medium one.
Discussion
In this study we described how Bayesian analysis could be a reliable alternative to classical methods for longitudinal designs in fish's experimental aggressive behavior studies. Particularly, we presented the advantages of Bayesian analysis in dealing with combined variables, non-statistically significant results and required sample size using as case study an experiment of angelfish (Pterophyllum scalare) species.
Our findings revealed how probability degrees, in accordance with the density distributions, provided a clear description of the changes even when patterns are subtle, which cannot be detected using p-values. In addition, Bayesian analysis is enabled to identify whether it is feasible or not to combine variables and reduce sample size. All these subjects are discussed in the topics below. Fig. 4 . The daily agB density distributions of the displays (A-1 and 2) and the attacks (B-1 and 2) of the second trial. It was observed in 15 min at each day. Each circle contains the probability of difference from the days before. The first probability is from the first day before, the second is from second day before and so on. E.M. Noleto-Filho et al. Behavioural Processes 145 (2017) 18-26 
Behavioral consistency
A consistent pattern shows that a specific behavior does not occur by chance. The same experiment, repeated twice, shows a similar pattern for attacks, displays, and total attacks. Gómez-Laplaza and Morgan (1993) have also found similar patterns for P. scalare, which reinforce our results. The increase rate of total attacks, attacks, and displays, between the trials, was also similar (differed in 84%, 94%, and 92%, respectively) with the mentioned study. The uncertainty of 8 and 3 agB/day for total attacks, 3 and 3.72 agB/day for displays, and 1.5 and 1.8 agB/day for attacks was small. We can conclude that the rate of increase is almost similar within the replicates of each trial. In addition, the uncertainty of the standard deviation among days was bigger than within days, meaning that most differences are due to time rather than the unknown factors. It is noteworthy, that the second day presented the larger variation within days, for the variable attacks. For the second trial, the variation within this day was even higher than between days. The second day is related to the establishment of the dominance and subordinative relationships within groups, which is related to the increase in high-intensity agonistic behaviors (Ros et al., 2006) . There are many known factors which can increase the variability of this social hierarchy, such as size, experience and physiological status (Damsgård and Huntingford, 2012) . Hence, this high variation within the second day is probably related to the social rank stability.
Statistical significance
Aggressive behaviors are subject to changes during the time (Dow et al., 1976) . However, these changes can happen so subtly that may not be statistically noticed in a short period of time. For example, in Fig. 6 . The daily agB density distributions of the total attacks (TA). A-1 and A-2 represents the first trial. B-1 and B-2 represents the second trial. It was observed in 15 min at each day. Each circle contains the probability of difference from the days before. The first probability is from the first day before, the second is from second day before and so on.
Table 2
Effect sizes between days.
Days Displays First Trial
Attacks First Trial
Displays Second Trial
Attacks Second Trial . 7 . The distribution of difference between days with different sample sizes. A-1 and 2 represents the displays and attacks of the first trial. B-1 and B-2 represents the displays and attacks of the second trial. The black line is between the first and second day, the dark gray line is between the second and third days, the gray is between the third and fourth days and the light is between the fourth and fifth days. Black line is the cut point.
E.M. Noleto-Filho et al. Behavioural Processes 145 (2017) 18-26 total attacks the second day is 83% different from third and 95% different from day fourth, but the third day is 77% different from the fourth day ( Fig. 6A-1) . Using uninformative priors, Bayesian analysis may provide results similar to classical approaches (Jaynes, 1976) . When we find 95% of difference, probably we also would find significance with the classical approach (p < 0.05). In this case, between days 2 and 3 and 3 and 4 there was no statistical significance considering a 95% credible interval. On the contrary, a statistical difference was found between days 2 and 4. Usually, when this happens, researchers state that the aggressive behavior is the same between the non-statistically significant days even when there is an increase/decrease pattern (e.g. Gómez-Laplaza and Morgan, 1993; Adams et al., 2000; Terleph, 2004; Gonçalves de Freitas and Mariguela, 2006) . Indeed when considering p-values we might misinterpret non-significant results (Gelman, 2013; Ludwig, 2005; Pitak-Arnnop et al., 2010) . Bayesian analysis clarifies the longitudinal changes by building the agB distribution in each day and calculating the probability of difference between them. Therefore, we can measure the strength of the evidence against the null hypothesis (days are equal) using probability degrees (Wagenmakers, 2007) . A very intuitive classification was proposed by Raftery (1995) where the categories 50% to 75%, 75% to 95%, 95% to 99% and > 99% indicates week, positive, strong and very strong evidence against the null hypothesis, respectively. At the total attacks example, the probability that the third day differs from the second is 83%, and it increases to 95% on the fourth day. Hence, the third day is a transition from second day to fourth day, going from a positive to strong evidence against the null hypothesis. Therefore, the Bayesian approach provides an idea of changes and continuity among days even with the lack of statistical significance, which is more intuitive for a longitudinal design than the equality idea provided by classical methods.
Combining variables
As the numbers of less intensive aggressive behaviors (displays) were much higher than the numbers of the more intensive ones (attacks), they prevailed on the total attacks, shaping its distribution through time. In the literature, there are many articles using total attacks (e.g. Almazán-Rueda et al., 2004; Wessel et al., 2006; Castro and Caballero, 2004; Earley et al., 2006; Miyai et al., 2011; Carvalho et al., 2012; Pinho-Neto et al., 2014) . However, our results highlight that adding attacks to displays diminishes the posterior probability between the days compared to using displays alone, losing their statistical significance considering a 95% credible interval (Figs. 1 A-2 and 5 A-1). This is because attacks and displays are different things in fish's social environment. Attacks (which require more energy) retreat in time when dominance hierarchy is established and displays (requires less energetic cost) increases (Haller and Wittenberger, 1988; Maan et al., 2001; Ros et al., 2006) . This pattern is also described for other species such as juvenile Oreochromis niloticus (Alvarenga and Volpato, 1995) , Tilapia zilli (Neat et al., 1998) and Oreochromis massambicus (Ros et al., 2006) . Although, this pattern is not clear for all species, as in hatchery-reared steelhead (Oncorhynchus mykiss) (Berejikian et al., 2001) and oscar (Astronotus ocellatus) (Gonçalves- de-Freitas and Mariguela, 2006) . In this sense, whether or not using total attacks may be species-specific and should be previously investigated. In this context, Bayesian analysis can assess the impacts of combining data as attacks and displays by exhibiting the changes in probabilities that happens when using a variable alone and combined. Researchers could use the Bayesian tool to analyze the impact of combining the same variables for other species or other aggressive variables such as bites, chasing or tail beats. Considering the Raftery (1995) rule of thumb any 5% of difference at the posterior probability against the null hypothesis is enough to change from strong (95% to 99%) to positive evidence (75% to 95%). Therefore, we suggest a 5% change in the posterior distribution as a criterion to not combining data. It is noteworthy that the best procedure will be always to compare the combined variable with the more quantitative single variable (in our example displays). Consequently, the expected effect is always negative or nonexistent since the predominant variable is the main one at the posterior distribution of the gathered variable. The same issue could be differently investigated with classical approaches checking if p-values are > 0.05 or < 0.05 when using the data gathered or not. However, even using this approach the amount of probability change would not be measured. Indeed, if for example, with gathered data the p-value will be 0.01 and with not gathered data of 0.06, this does not means that using gathered data decreases in 5% the data difference (that is what Bayesian analysis can conclude). On the contrary, it decreases by 5% the probability of having an extreme result if the same experiment is repeated multiple times. Therefore, classical approaches did not measure the impact of combining in our experiment, but the effect of repeating it. Additionally, since classical approaches are mainly focused on p-values and statistical significance, it would not be applied to non-statistically significant results and these can be important in aggressive behavior longitudinal studies as explained in the topic above.
Reducing sample numbers
The impact of using a small sample size was more evident in days that overlapped more. The inference among these days presented smaller effect sizes. When the effect size of the intervention is large, it is possible to detect such effect in smaller sample numbers, whereas a smaller effect size would require larger sample size (Sullivan and Feinn, 2012) . Therefore, attacks were more sensitive to sample numbers from the second till the fourth days, given the smaller effect size and high overlapping among agB distribution. The displays were more sensitive among the third and the fourth day, which are the climax of increase for the first and second trials, respectively. Therefore this sensitivity is due to the uncertainty of the display's increase climax, which can happen at the third or fourth day depending on the individual. Besides the increase in variability, the expected pattern of increase of the agB for displays and decrease for attacks remained robust till the eleventh and tenth replicates, at the first and second trials, respectively. This pattern is related to the social rank stability (Alvarenga and Volpato, 1995; Neat et al., 1998; Ros et al., 2006) . After the tenth replicate the variability reaches a level of increase that causes the misleading idea that the agB distribution of some days are equal. Hence, a small sample size could provide the false idea that the agB does not changes after dominance hierarchy being established. As previously mentioned, when we rely on p-values with 95% intervals we ignore important no significant information. Thus, the sample size is important to acknowledge the transitional pattern of the agB among days. Therefore a small sample number (≤10) can ignore these subtle changes, wrongly transmitting the idea that aggressive behaviors are the same at some days, and even Bayesian estimation can be biased.
The social rank stability is related to this pattern of decrease of the attacks and increase of the displays (Alvarenga and Volpato, 1995; Neat et al., 1998; Ros et al., 2006) . Hence a small sample size could provide the false idea that the agB did not changed after dominance hierarchy being established.
Usually articles concerning sample size uses power rather than effect size. Effect size and power are related. However, power considers a 95% interval and we are interested at differences that are below this interval. Therefore, we have chosen to work only with the effect size, since it fits better to our proposal.
Conclusions
For P. scalare the use of total attacks could lead to biased conclusions as displays and attacks showed an opposite pattern in the experiment. The daily changes in aggressiveness happens subtly and cannot be detected when p-values are implemented. On the contrary, Bayesian methods provide a clear description of the changes even when patterns are subtle. Additionally, results showed that the number of replicates (15 or 11) invariant the study conclusions as well that using a small sample size could be more evident within the overlapping days, that includes the social rank stability. Therefore, we can conclude that the Bayesian approach could be a richer and an adequate statistical framework for fish's aggressive behavior longitudinal designs.
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