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LOCAL Tb THEOREM WITH L2 TESTING CONDITIONS AND
GENERAL MEASURES: CALDERÓN–ZYGMUND OPERATORS
MICHAEL T. LACEY ANDHENRI MARTIKAINEN
ABSTRACT. Local Tb theorems with Lp type testing conditions, which are not
scale invariant, have been studied widely in the case of the Lebesgue measure.
Until very recently, local Tb theorems in the non-homogeneous case had only
been proved assuming scale invariant (L∞ or BMO) testing conditions. The com-
bination of non-scale-invariance and general measures is a delicate issue. In a
previous paper we overcame this obstacle in the model case of square functions
defined using general measures. In this paper we finally tackle the very demand-
ing case of Calderón–Zygmund operators. That is, we prove a non-homogeneous
local Tb theorem with L2 type testing conditions for all Calderón–Zygmund op-
erators. In doing so we prove general twisted martingale transform inequalities
which turn out to be subtle in our general framework.
1. INTRODUCTION
In this paper we prove the boundedness of a Calderón–Zygmund operator
T on L2(µ), where µ can be non-homogeneous, assuming only local and non-
scale-invariant testing conditions. While such local Tb theorems with Lp testing
functions are known in the homogeneous case, proving such a result in the non-
homogeneous setting is delicate. He we are able to do this for the first time.
The proof requires extensive development and usage of the techniques of non-
homogeneous and two-weight dyadic analysis.
Let us begin by introducing the setting and formulate our main theorem. We
assume that µ is a measure on Rn satisfying only the size condition µ(B(x, r)) .
rm for somem. We consider Calderón–Zygmund operators T in this setting. First
of all, this means that there is a kernelK : Rn×Rn\{(x, y) : x = y} → C for which
there holds for some C <∞ and α > 0 that
|K(x, y)| ≤
C
|x− y|m
, x 6= y,
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|K(x, y)−K(x′, y)| ≤ C
|x− x′|α
|x− y|m+α
, |x− y| ≥ 2|x− x′|,
and
|K(x, y)−K(x, y′)| ≤ C
|y − y′|α
|x− y|m+α
, |x− y| ≥ 2|y − y′|.
Secondly, we demand that T is a linear operator satisfying the identity
Tf(x) =
ˆ
Rn
K(x, y)f(y) dµ(y), x 6∈ spt f.
In this paper we assume a priori that T : L2(µ)→ L2(µ) boundedly. We are after a
new quantitative bound for ‖T‖, independent of the a priori bound. Such practice
is standard, and one can deduce to this situation by, for example, considering
suitably truncated operators.
We are ready to state our main theorem – a non-homogeneous local Tb theorem
with L2 type testing conditions for all Calderón–Zygmund operators.
1.1. Theorem. Suppose that T : L2(µ) → L2(µ) is a bounded Calderón–Zygmund op-
erator with an adjoint operator T ∗. We assume that to every cube Q ⊂ Rn there is
associated two functions bTQ and b
T ∗
Q satisfying that
(1) spt bTQ ⊂ Q and spt b
T ∗
Q ⊂ Q;
(2) ∣∣∣ ˆ
Q
bTQ dµ
∣∣∣ & µ(Q) and ∣∣∣ˆ
Q
bT
∗
Q dµ
∣∣∣ & µ(Q);
(3) ‖bTQ‖
2
L2(µ) . µ(Q) and ‖b
T ∗
Q ‖
2
L2(µ) . µ(Q);
(4) ‖1QTb
T
Q‖
2
L2(µ) . µ(Q) and ‖1QT
∗bT
∗
Q ‖
2
L2(µ) . µ(Q).
Then we have that ‖T‖ . 1.
Recently in [11] we proved a version of this theorem for square functions de-
fined in the upper half-space. While of independent interest because of the gen-
uinely different context, it is a result with a much simpler proof than the current
one. Indeed, the square functions essentially provide a model framework where
many technicalities of the Calderón–Zygmund world do not arise. One of them
is that the diagonal is completely trivial for square functions while extremely
delicate for Calderón–Zygmund operators. Another difference is that the recent
Whitney averaging identity over good cubes of Martikainen and Mourgoglou
[15] makes certain probabilistic arguments easy even in the local Tb situation. A
critical difference is the fact that the paraproduct operator is much simpler in the
square function case.
Before going more to the history and context, we want to discuss the proof
of our main theorem, Theorem 1.1, and the references most related to our tech-
niques. The proof is quite simply begun by reducing to a non-homogeneous T1
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theorem of Nazarov–Treil–Volberg [16]. More specifically, a local formulation fol-
lowing directly from this is used:
‖T‖ ≤ C1 + C2 sup
Q0⊂Rn
Q0 cube
sup
f,g
|f |,|g|≤1Q0
|〈Tf, g〉|
µ(λQ0)
.
Here λ > 1 is some fixed large constant. This reduces things to proving that
|〈Tf, g〉| ≤ (C3 + c‖T ||)µ(λQ0),
where c can be taken to be arbitrarily small. Two independent random cubes Q∗
andR∗ for whichQ0 ⊂ Q
∗ ⊂ λQ0 andQ0 ⊂ R
∗ ⊂ λQ0 are then used to expand the
fixed bounded functions f and g dyadically in to martingale differences adapted
to the local test functions.
We now come to the essentials. To handle the complicated paraproducts we
require a non-homogeneous version of the twisted martingale difference inequal-
ities of Auscher–Routin [2] or Lacey–Vähäkangas [13]. This is Proposition 2.4 of
our current paper – a result of independent interest. Indeed, the proof of Propo-
sition 2.4 turns out to be a demanding task. The key reason lies in the fact that
even if we have performed a stopping time argument which gives us that a fixed
test function bTF behaves nicely on a cube Q i.e.
´
Q
|bTF |
2 dµ . µ(Q), we cannot say
much what happens in the stopping children of Q. That is, in a stopping child Q′
of Qwe cannot use the simple argumentˆ
Q′
|bTF |
2 dµ ≤
ˆ
Q
|bTF |
2 dµ . µ(Q) . µ(Q′)
which would only available if µ would be doubling.
Instead, the proof of Proposition 2.4 becomes about controlling maximal trunca-
tions of certain half-twistedmartingales
∑
Q ǫQDQ. Even if we are interested in an
L2 result, we find it convenient to prove a weak type bound for every p ∈ (1,∞)
and interpolate this (the half-twisted martingales will be Lp bounded for every
p unlike the original twisted martingales). But such a weak type bound can be
reduced to a testing condition – an idea originally by Sawyer [18], but which
can essentially also be found from e.g. [8] by Hytönen et al. The verification
of this testing inequality is based crucially on controlling
∑
Q ǫQDQ1 in L
p. This
control is proved by reducing to the case p = 1 using a non-homogeneous John–
Nirenberg principle formulated at least by Lacey–Petermichl–Reguera [12] and
Hytönen–Pérez–Treil–Volberg [7].
Proposition 2.4 is formulated in such a way that essentially the stopping gen-
eration is fixed. For this reason we perform an argument which gives that in
the expansion of the pairing 〈Tf, g〉we can use only finitely many generations of
stopping cubes. This follows from the Carleson property of the stopping cubes
by noticing that the large generations provide only an absorbable error.
After this, the pairing is split in to standard pieces: separated, nested, diag-
onal. The goodness is inserted only to the nested sum – an idea already used
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by Hytönen–Martikainen [9]. The point of adding the goodness like this is to
guarantee the collapse of the paraproduct. The crucial thing is that the para-
product arising from this sum can now be handled using an argument by Lacey–
Vähäkangas [14], the non-homogeneous twisted martingale difference inequality
proved before, and the reduction to finitely many generations of stopping cubes.
The last thing is to deal in this non-homogeneous setting with the extremely del-
icate surgery of the diagonal using only L2 test functions.
We have given the technical foundation and references related to these latest
techniques. But let us now discuss the history and overall context of the problem.
The first local Tb theorem, with L∞ control of the test functions and their images,
is by Christ [4]. This was proven for doubling measures. Nazarov, Treil and
Volberg [17] obtained a non-homogeneous version of this theorem.
The idea of using (in the homogeneous situation) just local Lp type testing
conditions was introduced by Auscher, Hofmann, Muscalu, Tao and Thiele [1].
However, their proof works only for the so-called perfect dyadic singular inte-
gral operators. The assumptions are of the form
´
Q
|b1Q|
p ≤ |Q|,
´
Q
|b2Q|
q ≤ |Q|,´
Q
|Tb1Q|
q′ ≤ |Q| and
´
Q
|T ∗b2Q|
p′ ≤ |Q|, where s′ denotes the dual exponent of s
and 1 < p, q ≤ ∞. Our interest here is the case p = q = 2 for all Calderón–
Zygmund operators in the non-homogeneous setting. Even in the homogeneous
setting extending the result of [1] to general Calderón–Zygmund operators is
complicated.
Hofmann [5] was able to extend to general Calderón–Zygmund operators but
at the price of needing a stronger set of assumptions:
´
Q
|b1Q|
s ≤ |Q|,
´
Q
|b2Q|
s ≤ |Q|,´
Q
|Tb1Q|
2 ≤ |Q| and
´
Q
|T ∗b2Q|
2 ≤ |Q| for some s > 2. Auscher and Yang [3]
established the theorem for standard Calderón–Zygmund operators in the case
1/p+ 1/q ≤ 1 (and thus in the case p = q = 2).
Wemention that there is also the question of considering the case 1/p+1/q > 1.
While general exponents are not part of this paper, it has been an extremely active
area in the homogeneous world. Hofmann [6] has given a full solution in the case
of square functions. In the Calderón–Zygmund world the work of Auscher and
Routin [2] continued to shed some light to the general case of exponents, how-
ever, not giving a definite answer and involving additional technical conditions.
The (almost) full solution is given by Hytönen and Nazarov [10].
2. BEGINNING OF THE PROOF
Let λ > 1 be a fixed large constant. We begin by noting that by [16] there holds
that
‖T‖ ≤ C1 + C2 sup
Q0⊂Rn
Q0 cube
sup
f,g
|f |,|g|≤1Q0
|〈Tf, g〉|
µ(λQ0)
.
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Let us fix a cube Q0 ⊂ R
n and functions f, g such that |f |, |g| ≤ 1Q0 . It suffices to
prove that
|〈Tf, g〉| ≤ (C3 + c‖T ||)µ(λQ0),
where c is so small that C2c ≤ 1/2.
For small notational convenience we assume that cQ0 = 0 (that is, Q0 is centred
at the origin). Let N ∈ Z be defined by the requirement 2N−3 ≤ ℓ(Q0) < 2
N−2.
Consider two independent random squares Q∗ = Q∗(w) = w + [−2N , 2N)n and
R∗ = R∗(w′) = w′ + [−2N , 2N)n, where w,w′ ∈ [−2N−1, 2N−1)n. The cubes Q∗ and
R∗ are taken to be the starting cubes of the independent grids DT and DT
∗
(only
the cubes inside Q∗ and R∗ are included in these grids). The probability measure
is the normalized Lebesgue measure on the square [−2N−1, 2N−1)n. Furthermore,
note that always spt f , spt g ⊂ αQ∗ ∩ αR∗ with some absolute constant α < 1.
There also holds that Q∗ ∪ R∗ ⊂ λQ0 choosing λ large enough.
2.1. Martingale difference operators. Let Mµh(x) = supr>0
1
µ(B(x,r))
´
B(x,r)
|h| dµ
be the centred maximal function. This is an L2(µ) bounded operator. Let us
denote 〈f〉Q = µ(Q)
−1
´
Q
f dµ. For a small convenience we may assume the
normalisation 〈bTQ〉Q = 1 = 〈b
T ∗
Q 〉Q. Let also A denote the constant for which
‖bTQ‖
2
L2(µ) + ‖b
T ∗
Q ‖
2
L2(µ) ≤ Aµ(Q) and B the constant for which ‖1QTb
T
Q‖
2
L2(µ) +
‖1QT
∗bT
∗
Q ‖
2
L2(µ) ≤ Bµ(Q).
Let F1Q∗ consist of the maximal cubes Q ∈ D
T , Q ⊂ Q∗, for which at least one
of the following three conditions holds:
(1) |〈bTQ∗〉Q| < 1/2;
(2) 〈|Mµb
T
Q∗|
2〉Q > 16A
2‖Mµ‖
2;
(3) 〈|TbTQ∗|
2〉Q > 16AB.
Next, one repeats the previous procedure by replacing Q∗ with a fixed Q ∈ F1Q∗.
The combined collection of stopping cubes resulting from this is called F2Q∗ . This
is continued and one sets FQ∗ =
⋃∞
j=0F
j
Q∗. Finally, for every Q ∈ D
T , Q ⊂ Q∗, we
let Qa ∈ FQ∗ be the minimal cube S ∈ FQ∗ for which Q ⊂ S.
Similarly, let F1R∗ consist of the maximal cubes R ∈ D
T ∗, R ⊂ R∗, for which at
least one of the following three conditions holds:
(1) |〈bT
∗
R∗〉R| < 1/2;
(2) 〈|Mµb
T ∗
R∗|
2〉R > 16A
2‖Mµ‖
2;
(3) 〈|T ∗bT
∗
R∗|
2〉R > 16AB.
We define FR∗ and R
a analogously as above.
The following results are proved essentially in [11].
2.1. Lemma. For F ∈ F jQ∗ there holds that∑
S∈Fj+1
Q∗
S⊂F
µ(S) ≤
(
1−
1
8A
)
µ(F ) =: τµ(F ), τ < 1.
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2.2. Corollary. We have the following Carleson estimate:∑
F∈FQ∗
F⊂Q
µ(F ) . µ(Q), Q ∈ DT , Q ⊂ Q∗.
IfQ ∈ DT ,Q ⊂ Q∗, and h ∈ L2loc(µ), we define the twisted martingale difference
operators
∆Qh =
∑
Q′∈ ch(Q)
[ 〈h〉Q′
〈bT(Q′)a〉Q′
bT(Q′)a −
〈h〉Q
〈bTQa〉Q
bTQa
]
1Q′.
The operators ∆R, R ∈ D
T ∗ , R ⊂ R∗, are analogously defined.
2.2. General twisted martingale transform inequalities. Most of the time we
can make do with the following square function estimate.
2.3. Lemma. Suppose |h| ≤ 1. Then there holds that∑
Q∈DT
‖∆Qh‖
2
L2(µ) . µ(Q
∗).
Proof. The proof is like that of Proposition 2.5 of [11] – except easier because of
the assumption |h| ≤ 1. 
But for a few key times (in connection with paraproducts) we absolutely de-
pend on the variant presented in the next proposition. It is much stronger in
many sense but requires that we set Qa = F for a fixed F ∈ FQ∗ . It is not a
triviality to then sum over all the generations of stopping cubes F . However,
this is an issue that we do not care about since our proof of the local Tb theorem
incorporates a reduction to finitely many stopping generations. So we could use
the bound that follows in every situation. But just to stress that this stronger esti-
mate and the reduction to finitely many generations is really needed only when
dealing with the paraproduct, we mostly use the above bound.
We shall use the following notation. If F ∈ FQ∗, we let j ∈ N be such that
F ∈ F jQ∗ and define H = HF = {H ∈ F
j+1
Q∗ : H ⊂ F}.
2.4. Proposition. Suppose F ∈ FQ∗ and h ∈ L2(µ). Suppose also that we have con-
stants ǫQ, Q ∈ D
T , which satisfy |ǫQ| ≤ 1. Then there holds that∥∥∥ ∑
Q∈DT
Qa=F
ǫQ∆Qh
∥∥∥2
L2(µ)
. ‖h‖2L2(µ).
Proof. Consider a cube Q ∈ DT for which Qa = F . We define
DQh :=
∑
Q′∈ch(Q)\H
[ 〈h〉Q′
〈bTF 〉Q′
−
〈h〉Q
〈bTF 〉Q
]
1Q′.
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Our aim is to reduce to these operators. However, for technical reasons certain
maximal truncations of them will be needed. Anyway, begin by noticing that∥∥∥ ∑
Q∈DT
Qa=F
ǫQ∆Qh · 1F\⋃H
∥∥∥2
L2(µ)
=
∥∥∥ ∑
Q∈DT
Qa=F
ǫQDQh · b
T
F1F\
⋃
H
∥∥∥2
L2(µ)
.
∥∥∥ ∑
Q∈DT
Qa=F
ǫQDQh
∥∥∥2
L2(µ)
,
since bTF1F\
⋃
H ∈ L
∞(µ).
We are reduced to controlling∑
H∈H
∥∥∥ ∑
Q∈DT
H(1)⊂Q⊂F
ǫQ∆Qh · 1H
∥∥∥2
L2(µ)
.
We write ∑
Q∈DT
H(1)⊂Q⊂F
ǫQ∆Qh · 1H = ǫH(1)
(
〈h〉Hb
T
H −
〈h〉H(1)
〈bTF 〉H(1)
bTF1H
)
+
∑
Q∈DT
H(2)⊂Q⊂F
ǫQDQh · b
T
F 1H .
We have that∑
H∈H
|ǫH(1) |
2|〈h〉H|
2‖bTH‖
2
L2(µ) .
∑
H∈H
ˆ
H
|h|2 dµ ≤ ‖h‖2L2(µ).
Next, notice that∑
H∈H
|ǫH(1) |
2 |〈h〉H(1)|
2
|〈bTF 〉H(1)|
2
ˆ
H
|bTF |
2 dµ .
∑
H∈H
|〈h〉H(1)|
2
ˆ
H
|bTF |
2 dµ
=
∑
Q∈DT
|〈h〉Q|
2αQ . ‖h‖
2
L2(µ),
since
αQ :=
{ ∑
Q′∈ch(Q)∩H
´
Q′
|bTF |
2 dµ, if Qa = F,
0, otherwise,
is a Carleson sequence. Let us show this fact now.
To this end, fix a cube R ∈ DT . We have that∑
Q⊂R
αQ =
∑
Q⊂R
Qa=F
∑
Q′∈ch(Q)∩H
ˆ
Q′
|bTF |
2 dµ ≤
ˆ
R
|bTF |
2 dµ.
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We can assume that R ⊂ F and that there is a Q ⊂ R for which Qa = F . But then
Ra = F and
´
R
|bTF |
2 dµ . µ(R) proving the Carleson property.
So we are to deal with
∑
H∈H
∥∥∥ ∑
Q∈DT
H(2)⊂Q⊂F
ǫQDQh · b
T
F1H
∥∥∥2
L2(µ)
.
But notice that ∑
Q:H(2)⊂Q⊂F
ǫQDQh
is constant on H(1). We can then estimate
∑
H∈H
∣∣∣〈 ∑
Q:H(2)⊂Q⊂F
ǫQDQh
〉
H(1)
∣∣∣2 ˆ
H
|bTF |
2 dµ
=
∑
H∈H
∣∣∣〈 ∑
Q∈DT
Qa=F
ℓ(Q)>ℓ(H(1))
ǫQDQh
〉
H(1)
∣∣∣2 ˆ
H
|bTF |
2 dµ
≤
∑
H∈H
〈
sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F
ℓ(Q)>ǫ
ǫQDQh
∣∣∣〉2
H(1)
ˆ
H
|bTF |
2 dµ
=
∑
R∈DT
〈
sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F
ℓ(Q)>ǫ
ǫQDQh
∣∣∣〉2
R
αR .
∥∥∥ sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F
ℓ(Q)>ǫ
ǫQDQh
∣∣∣ ∥∥∥2
L2(µ)
.
The conclusion is that the proposition follows from the L2(µ) bound of these
maximal truncations. But this bound follows from Proposition 2.12. 
To control themaximal truncations we need some heavier tools. For the reader’s
convenience we formulate and prove the needed principles exactly. The first
is a reduction to a testing condition (a dyadic adaptation of Sawyer’s idea [18]
and also essentially contained in [8]). The second is a non-homogeneous John–
Nirenberg principle (essentially found in [12] and [7]).
Suppose that for every Q ∈ DT we are given an operator AQ satisfying:
• AQh =
∑
Q′∈ch(Q) cQ′(h)1Q′ for some constants cQ′(h);
• |AQh| ≤ M
DT
µ h, whereM
DT
µ h(x) := supR∈DT 1R(x)µ(R)
−1
´
R
|h| dµ.
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We set
Aǫh :=
∑
Q∈DT
ℓ(Q)>ǫ
AQh, ǫ > 0,
A#h := sup
ǫ>0
|Aǫh|.
For P ∈ DT , let us define
APǫ h =
∑
Q∈DT
Q⊂P
ℓ(Q)>ǫ
AQh, ǫ > 0,
AP#h := sup
ǫ>0
|APǫ h|.
The following lemma states that a certain testing condition for maximal trun-
cations implies an estimate Lp(µ)→ Lp,∞(µ) for the maximal truncations.
2.5. Lemma. Let p ∈ (1,∞). We assume that for every Q ∈ DT and h ∈ Lp(µ) there
holds that
(2.6)
ˆ
Q
AQ#h dµ . ‖h1Q‖Lp(µ)µ(Q)
1/p′ .
Then for every h ∈ Lp(µ) there holds that ‖A#h‖Lp,∞(µ) . ‖h‖Lp(µ).
Proof. We assume qualitatively that AQ 6= 0 for only finitely many Q ∈ D
T . This
gives us the a priori information ‖A#h‖Lp,∞(µ) <∞ for h ∈ L
p(µ).
Let λ > 0 and set Ωλ := {A#h > λ}. LetMλ consist of the maximal Q ∈ D
T for
which Q ⊂ Ωλ. It is clear that Ωλ =
⋃
Q∈Mλ
Q, since for every x ∈ Ωλ there is a
Q ∈ DT such that x ∈ Q ⊂ Ωλ.
Let us set
Hλ(Q) := Q ∩ {A#h > 4λ, M
DT
µ h ≤ λ}, Q ∈Mλ.
We have that
Ω4λ ⊂
⋃
Q∈Mλ
Hλ(Q) ∪ {M
DT
µ h > λ}
so that we have for any η > 0 that
λpµ(Ω4λ) ≤ λ
p
∑
Q∈Mλ
µ(Hλ(Q)) + ‖M
DT
µ h‖
p
Lp,∞(µ)
≤ λp
∑
Q∈Mλ
µ(Hλ(Q))>ηµ(Q)
µ(Hλ(Q)) + ηλ
pµ(Ωλ) + C‖h‖
p
Lp(µ).
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Let Q ∈ Mλ and x ∈ Q. Let z ∈ Q
(1) be such that A#h(z) ≤ λ. Let ǫ > 0 be
arbitrary. If ℓ(Q) > ǫwe have the following identity
Aǫh(x) = A
Q
ǫ h(x) +
∑
R∈DT
ℓ(Q)<ℓ(R)≤4ℓ(Q)
ARh(x) +
∑
R∈DT
4ℓ(Q)<ℓ(R)
ARh(z).
We get the bound that
|Aǫh(x)| ≤ A
Q
#h(x) + 2M
DT
µ h(x) + A#h(z).
It is clear that this bound holds for every ǫ > 0. Therefore, we have that
4λ < A#h(x) ≤ A
Q
#h(x) + 3λ, Q ∈Mλ, x ∈ Hλ(Q).
This yields that if Q ∈Mλ and µ(Hλ(Q)) > ηµ(Q), then there holds thatˆ
Q
AQ#h dµ ≥
ˆ
Hλ(Q)
AQ#h dµ ≥ λµ(Hλ(Q)) ≥ ηλµ(Q).
From this we can conclude that( 1
µ(Q)
ˆ
Q
AQ#h dµ
)p
≥ ηpλp, Q ∈Mλ, µ(Hλ(Q)) > ηµ(Q).
We can now see using the assumed testing condition that
λp
∑
Q∈Mλ
µ(Hλ(Q))>ηµ(Q)
µ(Hλ(Q)) ≤ Cη
−p
∑
Q∈Mλ
‖h1Q‖
p
Lp(µ) ≤ Cη
−p‖h‖pLp(µ).
We have shown that
4−p(4λ)pµ(Ω4λ) ≤ Cη
−p‖h‖pLp(µ) + ηλ
pµ(Ωλ) + C‖h‖
p
Lp(µ).
This yields that
4−p‖A#h‖
p
Lp,∞(µ) ≤ Cη
−p‖h‖pLp(µ) + η‖A#h‖
p
Lp,∞(µ) + C‖h‖
p
Lp(µ).
Taking η = 4−p/2 and using the fact that ‖A#h‖Lp,∞(µ) <∞ we get the claim. 
The following two lemmata capture our usage of the non-homogeneous John–
Nirenberg principle.
2.7. Lemma. Suppose that for every P ∈ DT there holds that
‖AP#1‖L1(µ) . µ(P ).
Then for every p ∈ (1,∞) and for every P ∈ DT there holds that
‖AP#1‖Lp(µ) . µ(P )
1/p.
Proof. Follows from the next lemma by taking ϕQ = AQ1/C for a large enough
constant C > 1. 
2.8. Lemma. Assume that for every Q ∈ DT we are given a function ϕQ such that
• ϕQ =
∑
Q′∈ch(Q) cQ′1Q′ for some constants cQ′ ;
LOCAL Tb THEOREM WITH L2 TESTING CONDITIONS AND GENERAL MEASURES 11
• ‖ϕQ‖L∞(µ) ≤ 1.
For every P ∈ DT we set
ΦP := sup
ǫ>0
∣∣∣ ∑
Q∈DT
Q⊂P
ℓ(Q)>ǫ
ϕQ
∣∣∣.
Suppose that for every P ∈ DT there holds that
µ({x ∈ P : ΦP (x) > 1}) ≤ µ(P )/2.
Then for every P ∈ DT and t > 1 there holds that
µ({x ∈ P : ΦP (x) > t}) ≤ 2
−(t−1)/2µ(P ).
Proof. Fix P0 ∈ D
T . LetR1 consist of the maximal R ∈ D
T such that R ⊂ P0 and∣∣∣ ∑
Q:R(Q⊂P0
ϕQ(x)
∣∣∣ > 1, x ∈ R.
The left-hand side is constant on R so this makes sense. Define S1 :=
⋃
R∈R1
R.
We have that:
• µ(S1) ≤ µ({x ∈ P0 : ΦP0(x) > 1}) ≤ µ(P0)/2;
• ΦP01P0\S1 ≤ 1;
• For R ∈ R1 and x ∈ R we have that∣∣∣ ∑
Q:R(Q⊂P0
ϕQ(x)
∣∣∣ ≤ 2.
For R0 ∈ R1 we letR
R0
2 consist of the maximal R ∈ D
T such that R ⊂ R0 and∣∣∣ ∑
Q:R(Q⊂R0
ϕQ(x)
∣∣∣ > 1, x ∈ R.
LetR2 :=
⋃
R0∈R1
RR02 and S2 :=
⋃
R∈R2
R. We have that:
• µ(S2) ≤ µ(P0)/4;
• ΦP01P0\S2 ≤ 3;
• For R ∈ R2 and x ∈ R we have that∣∣∣ ∑
Q:R(Q⊂P0
ϕQ(x)
∣∣∣ ≤ 4.
Continue like this. We establish collectionsRj and sets Sj =
⋃
R∈Rj
R such that
there holds µ(Sj) ≤ 2
−jµ(P0) and ΦP01P0\Sj ≤ 2j − 1. Let t > 1 and choose jt ∈ N
such that 2jt − 1 ≤ t < 2jt + 1. We have that
µ({x ∈ P0 : ΦP0(x) > t}) ≤ µ(Sjt) ≤ 2
−jtµ(P0) ≤ 2
−(t−1)/2µ(P0).

An important tool for us is the following standardmaximal truncation estimate
for martingale differences.
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2.9. Lemma. Suppose we have constants ǫQ, Q ∈ DT , which satisfy |ǫQ| ≤ 1. Let
p ∈ (1,∞). We have for every h ∈ Lp(µ) the estimate∥∥∥ sup
ǫ>0
∣∣∣ ∑
Q∈DT
ℓ(Q)>ǫ
ǫQ
∑
Q′∈ch(Q)
[〈h〉Q′ − 〈h〉Q]1Q′
∣∣∣ ∥∥∥p
Lp(µ)
. ‖h‖pLp(µ).
We need a version of this where we have removed the stopping children.
2.10. Corollary. Suppose F ∈ FQ∗ . Suppose also that we have constants ǫQ, Q ∈ DT ,
which satisfy |ǫQ| ≤ 1. Let p ∈ (1,∞). We have for every h ∈ L
p(µ) the estimate∥∥∥ sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F
ℓ(Q)>ǫ
ǫQ
∑
Q′∈ch(Q)\H
[〈h〉Q′ − 〈h〉Q]1Q′
∣∣∣ ∥∥∥p
Lp(µ)
. ‖h‖pLp(µ).
Proof. Notice that
sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F
ℓ(Q)>ǫ
ǫQ
∑
Q′∈ch(Q)∩H
[〈h〉Q′ − 〈h〉Q]1Q′(x)
∣∣∣ ≤ ∑
H∈H
|〈h〉H − 〈h〉H(1)|1H(x)
≤ 2
∑
H∈H
1H(x)M
DT
µ h(x).
But then we have that∥∥∥ sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F
ℓ(Q)>ǫ
ǫQ
∑
Q′∈ch(Q)∩H
[〈h〉Q′ − 〈h〉Q]1Q′
∣∣∣ ∥∥∥p
Lp(µ)
.
∑
H∈H
‖1HM
DT
µ h‖
p
Lp(µ)
≤ ‖MD
T
µ h‖
p
Lp(µ) . ‖h‖
p
Lp(µ).
Combining this with the previous lemma we have the result. 
The proof of Proposition 2.12 will be based on a reduction to the testing con-
dition (Lemma 2.5). However, to verify the testing condition we still require the
following lemma. It is in the proof of this final lemma that the John–Nirenberg
type reductions from above are used.
2.11. Lemma. Suppose F ∈ FQ∗. Suppose also that we have constants ǫQ, Q ∈ DT ,
which satisfy |ǫQ| ≤ 1. For every p ∈ [1,∞) and P ∈ D
T there holds that∥∥∥ sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F,Q⊂P
ℓ(Q)>ǫ
ǫQDQ1
∣∣∣ ∥∥∥p
Lp(µ)
. µ(P ).
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Proof. By Lemma 2.7 it suffices to prove that for every P ∈ DT there holds thatˆ
P
sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F,Q⊂P
ℓ(Q)>ǫ
ǫQDQ1
∣∣∣ dµ . µ(P ).
Let us write
1
〈bTF 〉Q′
−
1
〈bTF 〉Q
=
〈bTF 〉Q − 〈b
T
F 〉Q′
〈bTF 〉
2
Q
+
[〈bTF 〉Q − 〈b
T
F 〉Q′]
2
〈bTF 〉Q
2
〈bTF 〉Q′
.
Define ǫ˜Q := ǫQ/〈b
T
F 〉
2
Q, Q
a = F . Note that |ǫ˜Q| . 1, and then thatˆ
P
sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F,Q⊂P
ℓ(Q)>ǫ
ǫ˜Q
∑
Q′∈ch(Q)\H
[〈bTF 〉Q′ − 〈b
T
F 〉Q]1Q′
∣∣∣ dµ
≤ µ(P )1/2
(ˆ
P
[
sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F,Q⊂P
ℓ(Q)>ǫ
ǫ˜Q
∑
Q′∈ch(Q)\H
[〈bTF 〉Q′ − 〈b
T
F 〉Q]1Q′
∣∣∣]2 dµ)1/2
. µ(P )1/2‖1P b
T
F‖L2(µ) . µ(P ).
Here we first appealed to the L2 bound for maximal truncations of a martingale
difference (Corollary 2.10). For the last inequality we have the following expla-
nation. It is trivial if F ∩ P = ∅ or F ⊂ P . Otherwise, we may assume that there
is a Q for which Qa = F and Q ⊂ P ⊂ F . But then P a = F .
Next, notice thatˆ
P
sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F,Q⊂P
ℓ(Q)>ǫ
ǫQ
∑
Q′∈ch(Q)\H
[〈bTF 〉Q − 〈b
T
F 〉Q′]
2
〈bTF 〉Q
2
〈bTF 〉Q′
1Q′
∣∣∣ dµ
.
∑
Q∈DT
Qa=F,Q⊂P
ˆ [ ∑
Q′∈ch(Q)
(〈bTF 〉Q′ − 〈b
T
F 〉Q)1Q′
]2
dµ . ‖1P b
T
F‖
2
L2(µ) . µ(P ).

2.12. Proposition. Suppose F ∈ FQ∗. Suppose also that we have constants ǫQ,Q ∈ DT ,
which satisfy |ǫQ| ≤ 1. Then for every p ∈ (1,∞) and h ∈ L
p(µ) there holds that∥∥∥ sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F
ℓ(Q)>ǫ
ǫQDQh
∣∣∣ ∥∥∥p
Lp(µ)
. ‖h‖pLp(µ).
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Proof. Fix 1 < p < ∞, h ∈ Lp(µ) and P ∈ DT . By Lemma 2.5 we need to prove
that there holds thatˆ
P
sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F,Q⊂P
ℓ(Q)>ǫ
ǫQDQh
∣∣∣ dµ . ‖h1P‖Lp(µ)µ(P )1/p′.
Indeed, then we have the weak type bound for every p and we can interpolate
the sublinear operator to establish the strong type bounds.
We now write
〈h〉Q′
〈bTF 〉Q′
−
〈h〉Q
〈bTF 〉Q
=
{ 〈h〉Q′
〈bTF 〉Q
−
〈h〉Q
〈bTF 〉Q
}
+
{ 〈h〉Q′
〈bTF 〉Q′
−
〈h〉Q′
〈bTF 〉Q
}
=
1
〈bTF 〉Q
{
〈h〉Q′ − 〈h〉Q
}
(2.13)
+
{
〈h〉Q′ − 〈h〉Q
}{ 1
〈bTF 〉Q′
−
1
〈bTF 〉Q
}
(2.14)
+ 〈h〉Q
{ 1
〈bTF 〉Q′
−
1
〈bTF 〉Q
}
(2.15)
This leaves us with three terms to control.
Define ǫ˜Q := ǫQ/〈b
T
F 〉Q, Q
a = F . Note that |ǫ˜Q| . 1. The control of (2.13) goes as
follows: ˆ
P
sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F,Q⊂P
ℓ(Q)>ǫ
ǫ˜Q
∑
Q′ch(Q)\H
[〈h〉Q′ − 〈h〉Q]1Q′
∣∣∣ dµ
≤
∥∥∥ sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F,Q⊂P
ℓ(Q)>ǫ
ǫ˜Q
∑
Q′ch(Q)\H
[〈h〉Q′ − 〈h〉Q]1Q′
∣∣∣ ∥∥∥
Lp(µ)
µ(P )1/p
′
. ‖h1P‖Lp(µ)µ(P )
1/p′.
Here we used Corollary 2.10.
We will then control (2.14). Let us define
∆cQh =
∑
Q′∈ch(Q)
[〈h〉Q′ − 〈h〉Q]1Q′,
where c stands for classical. Notice that
∆cQh ·DQ1 =
∑
Q′ch(Q)\H
{
〈h〉Q′ − 〈h〉Q
}{ 1
〈bTF 〉Q′
−
1
〈bTF 〉Q
}
1Q′.
The small point we want to make is that the other martingale can in fact be taken
classical, since it is multiplied with DQ which is supported on the children of Q
LOCAL Tb THEOREM WITH L2 TESTING CONDITIONS AND GENERAL MEASURES 15
which are not inH. Now we have that∣∣∣ ∑
Q∈DT
Qa=F,Q⊂P
ℓ(Q)>ǫ
ǫQ∆
c
Qh ·DQ1
∣∣∣ ≤ ( ∑
Q∈DT
|∆cQ(h1P )|
2
)1/2( ∑
Q∈DT
Qa=F,Q⊂P
|DQ1|
2
)1/2
.
It is enough to note that∥∥∥( ∑
Q∈DT
|∆cQ(h1P )|
2
)1/2∥∥∥
Lp(µ)
∥∥∥( ∑
Q∈DT
Qa=F,Q⊂P
|DQ1|
2
)1/2∥∥∥
Lp′(µ)
. ‖h1P‖Lp(µ)µ(P )
1/p′.
To control the last term we used Lemma 2.11. Indeed, this form follows from it
by averaging over independent random signs ±1.
We are left to control the term with (2.15). To control the averages 〈h〉Q in
front, we will perform a standard stopping time. Let S0 = {P}. Let S1 consist
of the maximal R ∈ DT , R ⊂ P , for which 〈|h|〉R > 4〈|h|〉P . Continuing this
in the standard way we get the full stopping tree S =
⋃∞
j=0 Sj . For Q ∈ D
T ,
Q ⊂ P , we define Qs to be the minimal S ∈ S for which Q ⊂ S. We have that
〈|h|〉Q ≤ 4〈|h|〉Qs.
If Qs = S we let ǫQ(S) := ǫQ
〈h〉Q
〈|h|〉S
. Notice that |ǫQ(S)| ≤ 4|ǫQ| . 1. We then
estimate using the p = 1 case of Lemma 2.11:ˆ
P
sup
ǫ>0
∣∣∣∑
S∈S
∑
Q∈DT
Qa=F,Qs=S
ℓ(Q)>ǫ
ǫQ〈h〉QDQ1
∣∣∣ dµ
≤
∑
S∈S
ˆ
S
sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F,Qs=S
ℓ(Q)>ǫ
ǫQ〈h〉QDQ1
∣∣∣ dµ
=
∑
S∈S
〈|h|〉S
ˆ
S
sup
ǫ>0
∣∣∣ ∑
Q∈DT
Qa=F,Qs=S
ℓ(Q)>ǫ
ǫQ(S)DQ1
∣∣∣ dµ
.
∑
S∈S
〈|h|〉Sµ(S) ≤
(∑
S∈S
〈|h|〉pSµ(S)
)1/p(∑
S∈S
µ(S)
)1/p′
. ‖h1P‖Lp(µ)µ(P )
1/p′.
This completes the proof of the proposition. 
2.16. Remark. We only need the following conclusion of Proposition 2.4. If |h| ≤ 1
and S ⊂ Rn is an arbitrary set, then there holds that∥∥∥ ∑
Q∈DT :Q⊂S
Qa=F
ǫQ∆Qh
∥∥∥2
L2(µ)
=
∥∥∥ ∑
Q∈DT :Q⊂S
Qa=F
ǫQ∆Q(1S∩Fh)
∥∥∥2
L2(µ)
. µ(S ∩ F ).
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2.3. Further reductions. We now expand (see Proposition 2.8 of [11])
f =
∑
Q∈DT
∆Qf + 〈f〉Q∗b
T
Q∗
and
g =
∑
R∈DT∗
∆Rg + 〈g〉R∗b
T ∗
R∗ .
If Q ∈ DT is such that Qa ∈ F jQ∗, we define β(Q) := j. Let β > 0 be a large
parameter (we shall fix it momentarily). We have
|〈Tf, g〉| ≤
∣∣∣ ∑
Q∈DT
β(Q)<β
〈T (∆Qf), g〉
∣∣∣+ ∣∣∣ ∑
Q∈DT
β(Q)≥β
〈T (∆Qf), g〉
∣∣∣+ |〈TbTQ∗ , g〉|.
Notice that∣∣∣ ∑
Q∈DT
β(Q)≥β
〈T (∆Qf), g〉
∣∣∣ ≤ ∞∑
j=β
‖T‖
∥∥∥ ∑
F∈Fj
Q∗
∑
Q∈DT
Qa=F
∆Qf
∥∥∥
L2(µ)
‖g‖L2(µ)
≤ ‖T‖µ(Q0)
1/2
∞∑
j=β
( ∑
F∈Fj
Q∗
∥∥∥ ∑
Q∈DT
Qa=F
∆Qf
∥∥∥2
L2(µ)
)1/2
. ‖T‖µ(Q0)
1/2
∞∑
j=β
( ∑
F∈Fj
Q∗
µ(F )
)1/2
≤ ‖T‖µ(Q0)
1/2
∞∑
j=β
τ j/2µ(Q∗)1/2 . τβ/2‖T‖µ(λQ0)
and |〈TbTQ∗, g〉| ≤ ‖1Q∗Tb
T
Q∗‖L2(µ)‖g‖L2(µ) . µ(λQ0).
Next, we have∑
Q∈DT
β(Q)<β
〈T (∆Qf), g〉 =
∑
Q∈DT
β(Q)<β
∑
R∈DT∗
β(R)<β
〈T (∆Qf),∆Rg〉+
〈
T
( ∑
Q∈DT
β(Q)<β
∆Qf
)
,
∑
R∈DT∗
β(R)≥β
∆Rg
〉
+ 〈g〉R∗〈f, 1R∗T
∗bT
∗
R∗〉 − 〈g〉R∗
〈
T
( ∑
Q∈DT
β(Q)≥β
∆Qf
)
, bT
∗
R∗
〉
− 〈f〉Q∗〈g〉R∗〈Tb
T
Q∗, b
T ∗
R∗〉.
Again, there holds that∣∣∣〈T( ∑
Q∈DT
β(Q)<β
∆Qf
)
,
∑
R∈DT∗
β(R)≥β
∆Rg
〉∣∣∣ . βτβ/2‖T‖µ(λQ0)
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and ∣∣∣〈g〉R∗〈T( ∑
Q∈DT
β(Q)≥β
∆Qf
)
, bT
∗
R∗
〉∣∣∣ . τβ/2‖T‖µ(λQ0).
Also, we have that |〈g〉R∗〈f, 1R∗T
∗bT
∗
R∗〉| . µ(λQ0).
The pairing 〈TbTQ∗, b
T ∗
R∗〉 is trickier. Let u > 0. We estimate
|〈TbTQ∗, b
T ∗
R∗〉| ≤ ‖1Q∗Tb
T
Q∗‖L2(µ)‖b
T ∗
R∗‖L2(µ) + ‖T‖‖b
T
Q∗‖L2(µ)‖1(1+u)Q∗\Q∗b
T ∗
R∗‖L2(µ)
+
ˆ
R∗\(1+u)Q∗
ˆ
Q∗
C(u)
ℓ(Q∗)m/2ℓ(R∗)m/2
|bTQ∗(y)||b
T ∗
R∗(x)| dµ(y) dµ(x)
≤ C(u)µ(λQ0) + ‖T‖µ(λQ0)
1/2‖1(1+u)Q∗\Q∗b
T ∗
R∗‖L2(µ).
Notice that with a fixed w′ we have that
Ew‖1(1+u)Q∗\Q∗b
T ∗
R∗‖L2(µ) ≤
( ˆ
R∗
Pw(x ∈ (1 + u)Q
∗ \Q∗)|bT
∗
R∗(x)| dµ(x)
)1/2
≤ c(u)µ(λQ0)
1/2,
where c(u)→ 0when u→ 0.
The conclusion of this subsection is that
|〈Tf, g〉| ≤ Ew,w′
∣∣∣ ∑
Q∈DT
β(Q)<β
∑
R∈DT∗
β(R)<β
〈T (∆Qf),∆Rg〉
∣∣∣
+ C(u)µ(λQ0) + c(β)‖T‖µ(λQ0) + c(u)‖T‖µ(λQ0),
where c(β)→ 0when β → 0 and c(u)→ 0when u→ 0. We now fix β and u to be
so small that (c(β) + c(u))C2 ≤ 1/4. In the sequel some estimates will depend on
the fixed parameter β but this is no longer a concern (and the dependance will
not be tracked). We may now focus on proving that
Ew,w′
∣∣∣ ∑
Q∈DT
β(Q)<β
∑
R∈DT∗
β(R)<β
〈T (∆Qf),∆Rg〉
∣∣∣ ≤ (C4 + c˜‖T‖)µ(λQ0),
where c˜ is so small that C2c˜ ≤ 1/4.
2.4. Splitting of the summation. We set γ = α/(2m+ 2α), where α > 0 appears
in the kernel estimates and m appears in µ(B(x, t)) . tm. We also let r > 0
be a large constant that we shall fix later. We will also focus on the part of the
summation where ℓ(Q) < ℓ(R). We will simply split this sum in to three standard
pieces:
• Q: ℓ(Q) < ℓ(R) and d(Q,R) > ℓ(Q)γℓ(R)1−γ ;
• Q: ℓ(Q) ≤ 2−rℓ(R) and d(Q,R) ≤ ℓ(Q)γℓ(R)1−γ ;
• Q: 2−rℓ(R) < ℓ(Q) < ℓ(R) and d(Q,R) ≤ ℓ(Q)γℓ(R)1−γ .
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We call the first sum the separated sum, the second sum the nested sum and the
last sum the diagonal sum. Here the term nested is the most cryptic, but will
be justified using probability by introducing good cubes to the second sum in a
specific way (like in [9]).
In the next section we will prove that∑
R∈DT∗
β(R)<β
∑
Q∈DT : β(Q)<β
ℓ(Q)<ℓ(R)
d(Q,R)>ℓ(Q)γℓ(R)1−γ
|〈T (∆Qf),∆Rg〉| . µ(λQ0).
In a section after that we will show that
Ew,w′
∣∣∣ ∑
R∈DT∗
β(R)<β
∑
Q∈DT : β(Q)<β
ℓ(Q)≤2−rℓ(R)
d(Q,R)≤ℓ(Q)γℓ(R)1−γ
〈T (∆Qf),∆Rg〉
∣∣∣ ≤ Cµ(λQ0) + c(r)‖T‖µ(λQ0),
where c(r) → 0 as r → 0. We may then fix the parameter r at this point of the
argument to be so small that C2c(r) ≤ 1/16. The estimates of the last sum may
depend on r, but this is no longer a concern (and the dependance will not be
tracked). In the last section we will prove that
Ew,w′
∑
R∈DT∗
β(R)<β
∑
Q∈DT :β(Q)<β
2−rℓ(R)<ℓ(Q)<ℓ(R)
d(Q,R)≤ℓ(Q)γℓ(R)1−γ
|〈T (∆Qf),∆Rg〉| ≤ Cµ(λQ0) + cˆ‖T‖µ(λQ0),
where cˆC2 ≤ 1/16. Combining with the symmetric argument for the case ℓ(Q) ≥
ℓ(R) this proves our main theorem.
3. THE SEPARATED SUM
If ℓ(Q) < ℓ(R) and d(Q,R) > ℓ(Q)γℓ(R)1−γ , then
|〈T (∆Qf),∆Rg〉| . AQR‖∆Qf‖L2(µ)‖∆Rg‖L2(µ),
where
AQR :=
ℓ(Q)α/2ℓ(R)α/2
D(Q,R)m+α
µ(Q)1/2µ(R)1/2;
D(Q,R) := ℓ(Q) + ℓ(R) + d(Q,R).
Moreover, by [16] this ℓ2 estimate holds
∑
Q,R
AQRxQyR .
(∑
Q
x2Q
)1/2(∑
R
y2R
)1/2
.
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Therefore, we have that∑
R∈DT∗
β(R)<β
∑
Q∈DT :β(Q)<β
ℓ(Q)<ℓ(R)
d(Q,R)>ℓ(Q)γℓ(R)1−γ
|〈T (∆Qf),∆Rg〉|
.
(∑
Q
‖∆Qf‖
2
L2(µ)
)1/2(∑
R
‖∆Rg‖
2
L2(µ)
)1/2
. µ(Q∗)1/2µ(R∗)1/2 ≤ µ(λQ0).
4. THE NESTED SUM
Define DTbad, A to be the collection of those cubes Q ∈ D
T which are bad with
respect to some DT
∗
-cube of side length A or larger. We define that this demands
that there should exist a cube S ∈ DT
∗
for which ℓ(S) ≥ A and d(Q, skS) ≤
ℓ(Q)γℓ(S)1−γ , where skS :=
⋃
S′∈ch(S) ∂S
′. Let DTgood, A be the collection of those
Q ∈ DT which are good with respect to all DT
∗
-cubes of side length A and
larger. This means that for every S ∈ DT
∗
for which ℓ(S) ≥ A there holds that
d(Q, skS) > ℓ(Q)γℓ(S)1−γ .
4.1. Remark. Notice carefully the usage of the words some and all above.
Let us write ∑
R∈DT∗
β(R)<β
∑
Q∈DT :β(Q)<β
ℓ(Q)≤2−rℓ(R)
d(Q,R)≤ℓ(Q)γℓ(R)1−γ
〈T (∆Qf),∆Rg〉 = Sgood + Sbad,
where
Sgood =
∑
R∈DT∗
β(R)<β
∑
Q∈DT
good, ℓ(R)
:β(Q)<β
ℓ(Q)≤2−rℓ(R)
d(Q,R)≤ℓ(Q)γℓ(R)1−γ
〈T (∆Qf),∆Rg〉
and
Sbad =
∑
R∈DT∗
β(R)<β
∑
Q∈DT
bad, ℓ(R)
:β(Q)<β
ℓ(Q)≤2−rℓ(R)
d(Q,R)≤ℓ(Q)γℓ(R)1−γ
〈T (∆Qf),∆Rg〉.
4.1. The bad part is small. Notice that for a given R ∈ DT
∗
there holds that∥∥∥ ∑
Q∈DT
bad, ℓ(R)
:β(Q)<β
ℓ(Q)≤2−rℓ(R)
d(Q,R)≤ℓ(Q)γℓ(R)1−γ
∆Qf
∥∥∥
L2(µ)
≤
∞∑
k=r
( ∑
Q∈DT
bad, 2kℓ(Q)
ℓ(Q)=2−kℓ(R)
d(Q,R)≤ℓ(Q)γℓ(R)1−γ
‖∆Qf‖
2
L2(µ)
)1/2
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so that
|Sbad| ≤ ‖T‖
∞∑
k=r
∑
R∈DT∗
( ∑
Q∈DT
bad, 2kℓ(Q)
ℓ(Q)=2−kℓ(R)
d(Q,R)≤ℓ(Q)γℓ(R)1−γ
‖∆Qf‖
2
L2(µ)
)1/2
‖∆Rg‖L2(µ)
≤ C‖T‖
∞∑
k=r
( ∑
Q∈DT
bad, 2kℓ(Q)
‖∆Qf‖
2
L2(µ)
)1/2( ∑
R∈DT∗
‖∆Rg‖
2
L2(µ)
)1/2
≤ C‖T‖µ(λQ0)
1/2
∞∑
k=r
( ∑
Q∈DT
bad, 2kℓ(Q)
‖∆Qf‖
2
L2(µ)
)1/2
,
where we used that
#{R ∈ DT
∗
: ℓ(R) = 2kℓ(Q) and d(Q,R) ≤ ℓ(Q)γℓ(R)1−γ} . 1, k ≥ 0.
We conclude that
Ew,w′|Sbad| ≤ C‖T‖µ(λQ0)
1/2Ew
∞∑
k=r
( ∑
Q∈DT
Pw′(Q ∈ D
T
bad, 2kℓ(Q))‖∆Qf‖
2
L2(µ)
)1/2
≤ C‖T‖µ(λQ0)
∞∑
k=r
2−γk/2 = c(r)‖T‖µ(λQ0),
where c(r)→ 0 as r →∞. We now fix r so that c(r)C2 ≤ 1/16.
4.2. The good part. Note that if Q ∈ DT is good with respect to R ∈ DT
∗
and
d(Q,R) ≤ ℓ(Q)γℓ(R)1−γ , then there is a child RQ ∈ ch(R) so that Q ⊂ RQ and
d(Q,RcQ) > ℓ(Q)
γℓ(R)1−γ . So the good part is indeed a nested sum in the sense
that Q is deep inside R.
Before having to split the argument into a case study, we prove two lemmata.
4.2. Lemma. If R ∈ DT
∗
, Q ∈ DTgood, ℓ(R) and Q ⊂ R, then there holds that
|〈T (∆Qf), 1Rc
Q
bT
∗
Ra〉| .
(ℓ(Q)
ℓ(R)
)α/2
µ(Q)1/2‖∆Qf‖L2(µ).
Proof. We will first show thatˆ
Ra\RQ
|bT
∗
Ra(x)|
|x− cQ|m+α
dµ(x) . ℓ(Q)−α/2ℓ(R)−α/2.
Let M be such that R
(M+1)
Q = R
a. Notice that since Q is good with respect to all
S ∈ DT
∗
for which ℓ(S) ≥ ℓ(R), there holds that
d(Q, ∂R
(j)
Q )
m+α & ℓ(Q)α/2ℓ(R
(j)
Q )
m+α/2 & 2αj/2ℓ(Q)α/2ℓ(R)α/2µ(R
(j+1)
Q ).
Here we used that γ(m+ α) = α/2.
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We may now estimate
ˆ
Ra\RQ
|bT
∗
Ra(x)|
|x− cQ|m+α
dµ(x) =
M∑
j=0
ˆ
R
(j+1)
Q
\R
(j)
Q
|bT
∗
Ra(x)|
|x− cQ|m+α
dµ(x)
≤
M∑
j=0
1
d(Q, ∂R
(j)
Q )
m+α
ˆ
R
(j+1)
Q
|bT
∗
Ra(x)| dµ(x)
.
M∑
j=0
µ(R
(j+1)
Q )
2αj/2ℓ(Q)α/2ℓ(R)α/2µ(R
(j+1)
Q )
. ℓ(Q)−α/2ℓ(R)−α/2.
To end the proof it remains to use the Hölder estimate ofK to get that
|〈T (∆Qf), 1Rc
Q
bT
∗
Ra〉| . ‖∆Qf‖L1(µ) · ℓ(Q)
α
ˆ
Ra\RQ
|bT
∗
Ra(x)|
|x− cQ|m+α
dµ(x)
.
(ℓ(Q)
ℓ(R)
)α/2
µ(Q)1/2‖∆Qf‖L2(µ).

4.3. Lemma. Let R ∈ DT
∗
, Q ∈ DT be good with respect to R and Q ⊂ R. Then there
holds that
|〈T (∆Qf), 1Rc
Q
∆Rg〉| . BQR‖∆Qf‖L2(µ)‖∆Rg‖L2(µ),
where
BQR :=
(ℓ(Q)
ℓ(R)
)α/2( µ(Q)
µ(RQ)
)1/2
.
Proof. Let S ∈ ch(R), S 6= RQ. Then d(Q, S) ≥ d(Q, ∂RQ) ≥ ℓ(Q)
γℓ(R)1−γ . Using
this it is easy to see (like in the separated sum) that there holds that
|〈T (∆Qf), 1S∆Rg〉| .
(ℓ(Q)
ℓ(R)
)α/2
µ(Q)1/2
µ(S)1/2
ℓ(R)m
‖∆Qf‖L2(µ)‖∆Rg‖L2(µ).
The claim follows from this since
µ(S)1/2
ℓ(R)m
.
1
ℓ(R)m/2
. µ(RQ)
−1/2.

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Notice that∑
R∈DT∗
∑
Q∈DT
good, ℓ(R)
ℓ(Q)≤2−rℓ(R)
Q⊂R
|〈T (∆Qf), 1Rc
Q
∆Rg〉|
.
∑
R∈DT∗
∑
Q∈DT
ℓ(Q)≤2−rℓ(R)
Q⊂RQ∈ch(R)
BQR‖∆Qf‖L2(µ)‖∆Rg‖L2(µ)
.
(∑
Q
‖∆Qf‖
2
L2(µ)
)1/2(∑
R
‖∆Rg‖
2
L2(µ)
)1/2
. µ(Q∗)1/2µ(R∗)1/2 ≤ µ(λQ0).
Here we used Lemma 4.3 and the fact that by [16] we have the ℓ2 estimate
∑
R∈DT∗
∑
Q∈DT
ℓ(Q)≤2−rℓ(R)
Q⊂RQ∈ch(R)
BQRxQyR .
(∑
Q
x2Q
)1/2(∑
R
y2R
)1/2
.
Therefore, we need to only consider
S ′good :=
∑
R∈DT∗
β(R)<β
∑
Q∈DT
good, ℓ(R)
:β(Q)<β
ℓ(Q)≤2−rℓ(R)
d(Q,R)≤ℓ(Q)γℓ(R)1−γ
〈T (∆Qf), 1RQ∆Rg〉.
The case RaQ = R
a. Define
CRQ :=
〈g〉RQ
〈bT
∗
Ra
Q
〉RQ
−
〈g〉R
〈bT
∗
Ra〉R
.
Writing 1RQ = 1− 1RcQ we see that
1RQ∆Rg = CRQ1RQb
T ∗
Ra = CRQb
T ∗
Ra − CRQ1RcQb
T ∗
Ra .
The first part will become part of the paraproduct and we do not touch it further
in this subsection.
Notice that now
|CRQ|µ(RQ) .
∣∣∣ˆ
RQ
CRQb
T ∗
Ra dµ
∣∣∣ = ∣∣∣ ˆ
RQ
∆Rg dµ
∣∣∣ ≤ µ(RQ)1/2‖∆Rg‖L2(µ).
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Therefore, we have using Lemma 4.2 that
∑
R∈DT∗
∑
Q∈DT
good, ℓ(R)
:Q⊂R
ℓ(Q)≤2−rℓ(R)
Ra
Q
=Ra
|CRQ||〈T (∆Qf), 1RcQb
T ∗
Ra〉|
.
∑
R∈DT∗
∑
Q∈DT
ℓ(Q)≤2−rℓ(R)
Q⊂RQ∈ch(R)
BQR‖∆Qf‖L2(µ)‖∆Rg‖L2(µ) . µ(λQ0).
The case RaQ = RQ. We now write
1RQ∆Rg =
( 〈g〉RQ
〈bT
∗
Ra
Q
〉RQ
bT
∗
Ra
Q
−
〈g〉R
〈bT
∗
Ra〉R
bT
∗
Ra
)
+
〈g〉R
〈bT
∗
Ra〉R
bT
∗
Ra1RcQ.
The first part is exactly the same thing that we did not touch previously, and we
will not do so here either. It will become part of the paraproduct.
But let us notice that Lemma 4.2 again gives that
∑
R∈DT∗
∑
Q∈DT
good, ℓ(R)
:Q⊂R
ℓ(Q)≤2−rℓ(R)
Ra
Q
=RQ
∣∣∣〈T (∆Qf), 〈g〉R
〈bT
∗
Ra〉R
bT
∗
Ra1RcQ〉
∣∣∣
.
∑
R∈DT∗
∑
Q∈DT
ℓ(Q)≤2−rℓ(R)
Q⊂RQ∈ch(R)
BQR‖∆Qf‖L2(µ)
( ∑
R′∈ch(R)
(R′)a=R′
µ(R′)
)1/2
|〈g〉R|
.
(∑
Q
‖∆Qf‖
2
L2(µ)
)1/2(∑
R
|〈g〉R|
2
∑
R′∈ch(R)
(R′)a=R′
µ(R′)
)1/2
. µ(Q∗)‖g‖L2(µ) ≤ µ(λQ0).
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The paraproduct. For Q ∈
⋃
k≥rD
T
good, 2kℓ(Q) let α(Q) be the smallest k such that
Q ∈ DTgood, 2kℓ(Q). We are reduced to bounding
Spar :=
∑
R∈DT∗
β(R)<β
∑
Q∈DT
good, ℓ(R)
:β(Q)<β
ℓ(Q)≤2−rℓ(R)
d(Q,R)≤ℓ(Q)γℓ(R)1−γ
〈
T (∆Qf),
〈g〉RQ
〈bT
∗
Ra
Q
〉RQ
bT
∗
Ra
Q
−
〈g〉R
〈bT
∗
Ra〉R
bT
∗
Ra
〉
=
∑
Q∈
⋃
k≥r D
T
good, 2kℓ(Q)
:β(Q)<β
Q⊂R∗
∑
R∈DT∗ :β(R)<β
ℓ(R)≥2α(Q)ℓ(Q)
Q⊂R
〈
T (∆Qf),
〈g〉RQ
〈bT
∗
Ra
Q
〉RQ
bT
∗
Ra
Q
−
〈g〉R
〈bT
∗
Ra〉R
bT
∗
Ra
〉
.
IfQ ∈
⋃
k≥rD
T
good, 2kℓ(Q)we letH(Q) ∈ D
T ∗ be the smallest cube satisfying β(H(Q)) <
β, ℓ(H(Q)) ≥ 2α(Q)ℓ(Q) and Q ⊂ H(Q). Let J(Q) = H(Q)Q. We have that
Spar =
∑
Q∈
⋃
k≥r D
T
good, 2kℓ(Q)
: β(Q)<β
Q⊂R∗
〈
T (∆Qf),
∑
R∈DT∗
H(Q)⊂R⊂R∗
〈g〉RQ
〈bT
∗
Ra
Q
〉RQ
bT
∗
Ra
Q
−
〈g〉R
〈bT
∗
Ra〉R
bT
∗
Ra
〉
=
∑
Q∈
⋃
k≥r D
T
good, 2kℓ(Q)
: β(Q)<β
Q⊂R∗
〈
T (∆Qf),
〈g〉J(Q)
〈bT
∗
J(Q)a〉J(Q)
bT
∗
J(Q)a −
〈g〉R∗
〈bT
∗
R∗a〉R∗
bT
∗
R∗a
〉
.
We may consider the following general situation. We are given a collection
G ⊂ DT so that to every cube Q ∈ G there holds β(Q) < β, and there is associated
a unique cube S(Q) ∈ DT
∗
satisfying Q ⊂ S(Q). Our object is to bound
P (f, g) :=
∣∣∣∑
Q∈G
〈
T (∆Qf),
〈g〉S(Q)
〈bT
∗
S(Q)a〉S(Q)
bT
∗
S(Q)a
〉∣∣∣.
To this end, we first define for F ∈ FR∗ and Q ∈ D
T that
ǫQ(F ) =


0 if Q 6∈ G,
0 if Q ∈ G and S(Q)a 6= F,
〈g〉S(Q)
〈bT
∗
F
〉S(Q)
if Q ∈ G and S(Q)a = F.
Notice that |ǫQ(F )| . |〈g〉S(Q)| ≤ 1. We have that∥∥∥ ∑
Q∈DT
ǫQ(F )∆Qf
∥∥∥
L2(µ)
≤
β−1∑
j=0
( ∑
K∈Fj
Q∗
∥∥∥ ∑
Q∈DT
Qa=K
ǫQ(F )∆Qf
∥∥∥2
L2(µ)
)1/2
.
β−1∑
j=0
( ∑
K∈Fj
Q∗
µ(F ∩K)
)1/2
≤ βµ(F )1/2.
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But as β is already fixed we do not need to mind about this dependence. Using
this we now have that
P (f, g) =
∣∣∣ ∑
F∈DT∗
F a=F
〈 ∑
Q∈G
S(Q)a=F
〈g〉S(Q)
〈bT
∗
F 〉S(Q)
∆Qf, 1FT
∗bT
∗
F
〉∣∣∣
≤
∑
F∈DT∗
F a=F
∥∥∥ ∑
Q∈DT
ǫQ(F )∆Qf
∥∥∥
L2(µ)
‖1FT
∗bT
∗
F ‖L2(µ)
.
∑
F∈DT∗
F a=F
µ(F ) . µ(R∗) ≤ µ(λQ0).
In particular, we have shown that
|Spar| . µ(λQ0).
This completes our proof of the fact that
|Sgood| . µ(λQ0).
5. THE DIAGONAL
For every Q ∈ DT and R ∈ DT
∗
we write Q =
⋃2n
i=1Qi and R =
⋃2n
j=1Rj , where
Qi ∈ ch(Q) and Rj ∈ ch(R). We then fix two indices i and j. We write Q ∼ R to
mean ℓ(Q) ∼ ℓ(R) and d(Q,R) . min(ℓ(Q), ℓ(R)). Notice that#{Q : Q ∼ R} . 1.
We want to bound a sum of the form
S =
∑
R
∑
Q:Q∼R
AQ,i|〈T (1QiuQ,i), 1RjvR,j〉|BR,j,
where AQ,i = AQ,i(f), BQ,j = BQ,j(g) ≥ 0 are constants and uQ,i, vR,j are functions
such that ∑
Q
[
‖1QiMµuQ,i‖
2
L2(µ) + ‖1QiTuQ,i‖
2
L2(µ)
]
A2Q,i . µ(λQ0)(5.1)
∑
R
[
‖1RjMµvR,j‖
2
L2(µ) + ‖1RjT
∗vR,j‖
2
L2(µ)
]
B2R,j . µ(λQ0).(5.2)
Here we recall thatMµ is the centred maximal function with respect to the mea-
sure µ.
In practice, we shall consider S with the choice that (AQ,i, uQ,i) is either
AQ,i =
{ ∣∣∣ 〈f〉Qi〈bT
Qa
i
〉Qi
−
〈f〉Q
〈bT
Qa
〉Q
∣∣∣ if Qai = Qa
0 if Qai = Qi
, uQ,i = b
T
Qai
or
AQ,i =
{
0 if Qai = Q
a∣∣∣ 〈f〉Qi〈bT
Qa
i
〉Qi
∣∣∣ if Qai = Qi , uQ,i = bTQai
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or
AQ,i =
{
0 if Qai = Q
a∣∣∣ 〈f〉Q〈bT
Qa
〉Q
∣∣∣ if Qai = Qi , uQ,i = bTQa .
Analogous choices are made for (BR,j , vR,j).This means that we consider nine
different sums S. But to bound a sum of the form S we shall need only the fact
that (5.1) and (5.2) hold, which is true with all these choices:
5.3. Lemma. The inequality (5.1) holds with all the above three choices for (AQ,i, uQ,i).
Proof. This is proved in exactly the same way as the inequality
∑
Q ‖∆Qf‖
2
L2(µ) .
µ(Q∗). The proof only needs the additional fact that we have also done a stopping
time with respect to the propertiesˆ
Q
|Mµb
T
Q|
2 dµ . µ(Q) and
ˆ
Q
|TbTQ|
2 dµ . µ(Q).

5.1. First surgery: the θ-surgery. Suppose for convenience that ℓ(Qi) ≤ ℓ(Rj).
Let θ be a small parameter. We perform surgery on (Qi, Rj) with the parameter
θ. Let j(θ) ∈ Z be such that 2−21θ ≤ 2j(θ) < 2−20θ. Let D∗ be yet another random
grid in Rn, independent of all other grids considered. Let G := {g ∈ D∗ : ℓ(g) =
2j(θ)ℓ(Qi)}, and for x ∈ R
n, let G(x) be the unique cube in G that contains x. We
define
Qi,∂ := {x ∈ Qi : d(G(x), ∂Rj) < θℓ(Rj)/2}∪{x ∈ Qi∩Rj : d(x, ∂G(x)) < θℓ(G(x))}.
Thus points in Qi,∂ belong to Qi, and are either close to the boundary of Rj , or to
the boundary of the grid G. The set Qi,∂ depends on the set Rj as well. However,
we have
Qi,∂ ⊂ Qi,bad := Qi ∩
[ ⋃
R′∈DT
∗
2−rℓ(Qi)≤ℓ(R′)≤2rℓ(Qi)
{x : d(x, ∂R′) < θℓ(R′)}
∪
⋃
g∈D∗
ℓ(g)=2j(θ)ℓ(Qi)
{x : d(x, ∂g) < θℓ(g)}
]
=: Qi ∩
[ gen(Qi)+r⋃
a=gen(Qi)−r
∂D
T∗
a (θ) ∪ ∂
D∗
gen(Qi)−j(θ)
(θ)
]
=: Qi ∩ [∂
DT
∗
∼gen(Qi)
(θ) ∪ ∂D
∗
gen(Qi)−j(θ)
(θ)],
(5.4)
which depends only on Qi and the grids D
T ∗ and D∗. One should keep in mind
that in what follows Qi,bad = Qi,bad(θ).
We set
Qi,sep := Qi \ (Qi,∂ ∪Rj),
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the part of Qi strictly separated from Rj . Finally, we have
Qi,∆ := Qi \ (Qi,∂ ∪Qi,sep) =
⋃
k
Lk,
where each Lk is of the form Lk = (1− θ)g∩Qi ∩Rj for some g ∈ G, and#k .θ 1.
In fact, Lk is of the form Lk = (1 − θ)g unless it is close to the boundary of Qi; it
cannot be close to the boundary of Rj , since such cubes were already subtracted
in the Qi,∂ component.
We have the partition
Qi = Qi,sep ∪Qi,∂ ∪Qi,∆ = Qi,sep ∪Qi,∂ ∪
⋃
k
Lk,
and in a completely analogous manner also
Rj = Rj,sep ∪ Rj,∂ ∪Rj,∆ = Rj,sep ∪ Rj,∂ ∪
⋃
s
Ls.
A key observation is that all Lk ⊂ Qi ∩ Rj appearing in the first union are cubes
(of the form (1 − θ)g for g ∈ G) unless they are close to ∂Qi, and they are never
close to ∂Rj , while the Ls in the second union are cubes unless they are close to
∂Rj , and they are never close to ∂Qi. Thus, all Lk = Ls that appear in both unions
are cubes and then 5Lk ⊂ Qi ∩ Rj .
5.2. Reduction to a deeply diagonal term. Using the above θ-surgery we want
to reduce to a term of the form 〈T (1HuQ,i), 1HvR,j〉, where H = Lk = Ls is a
cube with 5H ⊂ Qi ∩ Rj and #H ≤ C(θ). This term will then be split using a
different σ-surgery (at the end one will first choose θ small, and then σ = σ(θ)
small depending on θ). But let us first do the actual reduction.
We write
〈T (1QiuQ,i), 1RjvR,j〉 =
∑
β∈{sep, ∂}
〈T (1QiuQ,i), 1Rj,βvR,j〉
+
∑
α∈{sep, ∂}
〈T (1Qi,αuQ,i), 1Rj,∆vR,j〉
+
∑
k 6=s
〈T (1LkuQ,i), 1LsvR,j〉
+
∑
k=s
〈T (1LkuQ,i), 1LkvR,j〉.
If α = sep or β = sep or k 6= s, then the corresponding pairing is seen to be
dominated by
C(θ)‖1QiuQ,i‖L2(µ)‖1RjvR,j‖L2(µ)
using the size estimate of the kernel K together with the fact that the sets are
separated by c(θ)ℓ(Qi) ∼ c(θ)ℓ(Rj). In the case k 6= s a further large dependence
on θ is gained from the summation
∑
k 6=s 1.
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The sum of the cases α = ∂ and β = ∂ is dominated by
‖T‖(‖1Qi,baduQ,i‖L2(µ)‖1RjvR,j‖L2(µ) + ‖1QiuQ,i‖L2(µ)‖1Rj,badvR,j‖L2(µ)].
All in all, we have the estimate
|〈T (1QiuQ,i), 1RjvR,j〉| ≤ C(θ)‖1QiuQ,i‖L2(µ)‖1RjvR,j‖L2(µ)
+ ‖T‖‖1Qi,baduQ,i‖L2(µ)‖1RjvR,j‖L2(µ)
+ ‖T‖‖1QiuQ,i‖L2(µ)‖1Rj,badvR,j‖L2(µ)
+
∑
H:=Lk=Ls
|〈T (1HuQ,i), 1HvR,j〉|.
We will now fix one such H and estimate |〈T (1HuQ,i), 1HvR,j〉| with a bound in-
dependent of H .
5.3. Second surgery: the σ-surgery. We continue to split
〈T (1HuQ,i), 1HvR,j〉 = 〈TuQ,i, 1HvR,j〉
− 〈T (1Rn\5HuQ,i), 1HvR,j〉
− 〈T (15H\(1+σ)HuQ,i), 1HvR,j〉
− 〈T (1(1+σ)H\HuQ,i), 1HvR,j〉.
We have that
|〈TuQ,i, 1HvR,j〉| ≤ ‖1QiTuQ,i‖L2(µ)‖1RjvR,j‖L2(µ).
Using separation and the fact that 5H ⊂ Qi ∩ Rj we see that
|〈T (15H\(1+σ)HuQ,i), 1HvR,j〉| ≤ C(σ)‖1QiuQ,i‖L2(µ)‖1RjvR,j‖L2(µ).
Moreover, there holds that
|〈T (1(1+σ)H\HuQ,i), 1HvR,j〉| ≤ ‖T‖‖1∂D∗
gen(Qi)−j(θ)
(σ)1QiuQ,i‖L2(µ)‖1RjvR,j‖L2(µ).
The term 〈T (1Rn\5HuQ,i), 1HvR,j〉 still requires further splitting. We write
〈T (1Rn\5HuQ,i), 1HvR,j〉 = 〈T (1Rn\5HuQ,i)− 〈b
T ∗
H /µ(H), T (1Rn\5HuQ,i)〉, 1HvR,j〉
+ 〈bT
∗
H , T (1Rn\5HuQ,i)〉
1
µ(H)
ˆ
H
vR,j dµ.
5.5. Lemma. There holds that
|〈T (1Rn\5HuQ,i)− 〈b
T ∗
H /µ(H), T (1Rn\5HuQ,i)〉, 1HvR,j〉|
. ‖1QiMµuQ,i‖L2(µ)‖1RjvR,j‖L2(µ).
Proof. Let Φ := T (1Rn\5HuQ,i). We need to boundˆ
|1H(x)vR,j(x)||Φ(x)− 〈b
T ∗
H /µ(H),Φ〉| dµ(x).
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For x ∈ H we have that
|Φ(x)− 〈bT
∗
H /µ(H),Φ〉| ≤
1
µ(H)
ˆ
H
|bT
∗
H (y)||Ψ(x)−Ψ(y)| dµ(y).
But for x, y ∈ H there holds that
|Ψ(x)−Ψ(y)| . ℓ(H)α
ˆ
|x−z|≥cℓ(H)
|uQ,i(z)|
|x− z|m+α
dµ(z) . MµuQ,i(x).
Therefore, for x ∈ H we have that
|Φ(x)− 〈bT
∗
H /µ(H),Φ〉| . MµuQ,i(x)
using which we see thatˆ
|1H(x)vR,j(x)||Φ(x)− 〈b
T ∗
H /µ(H),Φ〉| dµ(x)
.
ˆ
|1H(x)vR,j(x)||1H(x)MµuQ,i(x)| dµ(x)
. ‖1QiMµuQ,i‖L2(µ)‖1RjvR,j‖L2(µ).

We are left to deal with∣∣∣〈bT ∗H , T (1Rn\5HuQ,i)〉 1µ(H)
ˆ
H
vR,j dµ
∣∣∣
≤ |〈bT
∗
H , T (1Rn\5HuQ,i)〉|µ(H)
−1/2‖1RjvR,j‖L2(µ).
Our final splitting is as follows:
〈bT
∗
H , T (1Rn\5HuQ,i)〉 = 〈b
T ∗
H , TuQ,i〉 − 〈b
T ∗
H , T (15H\(1+σ)HuQ,i)〉
− 〈bT
∗
H , T (1(1+σ)H\HuQ,i)〉 − 〈b
T ∗
H , T (1HuQ,i)〉.
We have that
|〈bT
∗
H , TuQ,i〉| ≤ ‖b
T ∗
H ‖L2(µ)‖1QiTuQ,i‖L2(µ) . µ(H)
1/2‖1QiTuQ,i‖L2(µ).
Using again separation and the fact that 5H ⊂ Qi ∩ Rj we see that
|〈bT
∗
H , T (15H\(1+σ)HuQ,i)〉| ≤ C(σ)‖b
T ∗
H ‖L2(µ)‖1QiuQ,i‖L2(µ)
. C(σ)µ(H)1/2‖1QiuQ,i‖L2(µ).
Next, notice that
|〈bT
∗
H , T (1(1+σ)H\HuQ,i)〉| ≤ ‖T‖‖b
T ∗
H ‖L2(µ)‖1∂D∗
gen(Qi)−j(θ)
(σ)1QiuQ,i‖L2(µ)
. ‖T‖µ(H)1/2‖1∂D∗
gen(Qi)−j(θ)
(σ)1QiuQ,i‖L2(µ).
Finally, we have that
|〈bT
∗
H , T (1HuQ,i)〉| = |〈T
∗bT
∗
H , 1HuQ,i〉| ≤ ‖1HT
∗bT
∗
H ‖L2(µ)‖1QiuQ,i‖L2(µ)
. µ(H)1/2‖1QiuQ,i‖L2(µ).
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Collecting the estimates we see that our σ-surgery yields the final bound
|〈T (1HuQ,i), 1HvR,j〉| ≤ C(σ)‖1QiuQ,i‖L2(µ)‖1RjvR,j‖L2(µ)
+ C‖1QiMµuQ,i‖L2(µ)‖1RjvR,j‖L2(µ)
+ C‖1QiTuQ,i‖L2(µ)‖1RjvR,j‖L2(µ)
+ C‖T‖‖1∂D∗
gen(Qi)−j(θ)
(σ)1QiuQ,i‖L2(µ)‖1RjvR,j‖L2(µ).
5.4. The final estimate through averaging. Combining the different surgeries
we see that
|〈T (1QiuQ,i), 1RjvR,j〉| ≤ C(θ, σ)‖1QiuQ,i‖L2(µ)‖1RjvR,j‖L2(µ)
+ ‖T‖‖1Qi,baduQ,i‖L2(µ)‖1RjvR,j‖L2(µ)
+ ‖T‖‖1QiuQ,i‖L2(µ)‖1Rj,badvR,j‖L2(µ)
+ C(θ)‖1QiMµuQ,i‖L2(µ)‖1RjvR,j‖L2(µ)
+ C(θ)‖1QiTuQ,i‖L2(µ)‖1RjvR,j‖L2(µ)
+ C(θ)‖T‖‖1∂D∗
gen(Qi)−j(θ)
(σ)1QiuQ,i‖L2(µ)‖1RjvR,j‖L2(µ).
Using the Cauchy–Schwarz inequality, the property #{Q : Q ∼ R} . 1, the
inequalities (5.1) and (5.2), the independence of the different dyadic grids DT ,
DT
∗
and D∗, and the fact that e.g. PD∗(x ∈ ∂
D∗
k (σ)) ≤ c(σ) for every point x and
every generation k ∈ Z, we see that
EDTEDT∗ED∗
∑
R
∑
Q:Q∼R
AQ,i|〈T (1QiuQ,i), 1RjvR,j〉|BR,j
≤ [C(θ, σ) + c(θ)‖T‖+ C(θ)c(σ)‖T‖]µ(λQ0).
Here limp→0 c(p) = 0. Let υ > 0 be small enough. First choose θ so small that
c(θ) ≤ υ. Then choose σ so small that C(θ)c(σ) ≤ υ. We have proved the diagonal
bound
EDTEDT∗
∑
R
∑
Q:Q∼R
AQ,i|〈T (1QiuQ,i), 1RjvR,j〉|BR,j ≤ [C + 2υ‖T‖]µ(λQ0).
We have completed the proof of our main theorem, Theorem 1.1.
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