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For a square complex matrix F and for F∗ being its conjugate trans-
pose, the class of matrices satisfying R(F) ∩ R(F∗) = {0}, where
R(.) denotes range (column space) of a matrix argument, is
investigated. Besides identifying a number of its properties, several
functions of F, such as F+F∗, (F : F∗), FF∗+F∗F, and F−F∗, are con-
sidered. Particular attention ispaid to theMoore–Penrose inversesof
those functions and projectors attributed to them. It is shown that
some results scattered in the literature, whose complexity practi-
cally prevents them from being used to deal with real problems, can
be replacedwithmuch simpler expressionswhen the ranges ofF and
F∗ are disjoint. Furthermore, as a by-product of the derived formu-
lae, one obtains a variety of relevant facts concerning, for instance,
rank and range.
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1. Introduction
LetCn,n be the set ofn×n complexmatrices, and letF∗,R(F), andN (F)denote conjugate transpose,
range (column space), and null space, respectively, of F ∈ Cn,n. The definition below introduces three
classes of square matrices which are important from the point of view of the present paper.
Definition 1. The matrix F ∈ Cn,n is called:
(i) EP wheneverR(F) = R(F∗),
(ii) DR wheneverR(F) ∩ R(F∗) = {0},
(iii) SR wheneverR(F) + R(F∗) = Cn,1.
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Fig. 1. Classes of EP, DR, and SR matrices in Cn,1.
The class of EP matrices is well known and was extensively investigated in the literature; see, e.g.,
[1] or [2]. Recall that “EP” is an acronymof equal projectors, for the equality between the ranges of F and
F∗ can be alternatively expressed as the equality of the orthogonal projectors onto these subspaces.
The matrices specified in Definition 1(i) are also called range-Hermitian.
Unlike the class of EP matrices, to the best of our knowledge, the other two classes introduced
in Definition 1 were so far never systematically investigated. The acronym “DR” stands for disjoint
ranges, whereas “SR” for spanning ranges. It is noteworthy, that the classes of DR and SR matrices can
be alternatively defined by conditionsN (F) + N (F∗) = Cn,1 andN (F) ∩ N (F∗) = {0}, respectively.
Relationships between the three classes introduced in Definition 1 are demonstrated in Fig. 1.
An immediate consequence of Definition 1 is the lemma below.
Lemma 1. Let F ∈ Cn,n. Then:
(i) F is simultaneously EP and DR if and only if F = 0,
(ii) F is simultaneously EP and SR if and only if F is nonsingular,
(iii) F is simultaneously DR and SR if and only ifR(F) ⊕ R(F∗) = Cn,1.
Lemma 1(iii) states that when F is simultaneously DR and SR, then R(F) and R(F∗) are comple-
mentary. Interestingly, the matrices belonging to the intersection of the DR and SR classes are in a
recent paper by Benítez and Rakocˇevic´ [3] called co-EP matrices.
Our attention in the paper will focus on the class of DR matrices, which constitutes, by definition,
a contrast to the class of EP matrices. The class of SR matrices is characterized by a similar condition
to the class of DR matrices in the sense that one is obtained from the other by replacing null spaces
with ranges. For this reason, we will not investigate the SR class in detail, establishing only some
general characterizations. The main results of the paper are provided in Section 3, where the class of
DR matrices is extensively analyzed. Besides identifying a number of its properties, several functions
of F ∈ Cn,n, such as F+ F∗, (F : F∗), FF∗ + F∗F, and F− F∗, are considered. Particular attention is paid
to the Moore–Penrose inverses of those functions and projectors attributed to them. It is shown that
some results scattered in the literature, whose complexity practically prevents them from being used
to dealwith real problems, can be replacedwithmuch simpler expressionswhen F is DR. Furthermore,
as a by-product of the derived formulae, one obtains a variety of relevant facts concerning, for instance,
rank and range.
Calculations performed in the paper are done with use of a mathematical approach based on the
partitioned representations of matrices, which proves to be very handy and powerful for the analysis
carried out. It is introduced in the next section, where some useful introductory results are established
as well.
2. Mathematical approach and preliminary results
In what follows, the symbols rk(F) and tr(F) will denote rank and trace of F ∈ Cn,n, whereas In
will mean the identity matrix of order n. Furthermore, F† will stand for the Moore–Penrose inverse of
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F, i.e., for the unique matrix satisfying the equations
FF†F = F, F†FF† = F†, FF† = (FF†)∗, F†F = (F†F)∗. (2.1)
An essential property of the Moore–Penrose inverse is that it can be used to represent certain or-
thogonal projectors. Namely, PF = FF† is the orthogonal projector onto R(PF) = R(F), whereas
P˜F = In − FF† is the orthogonal projector onto R(P˜F) = N (F∗), such that Cn,1 = R(F) ⊥⊕ N (F∗),
with the symbol
⊥⊕ being used to indicate that the two subspaces involved in the direct sum are or-
thogonal. Similarly, PF∗ = F†F and P˜F∗ = In−F†F are the orthogonal projectors ontoR(PF∗) = R(F∗)
andR(P˜F∗) = N (F), respectively, where Cn,1 = R(F∗) ⊥⊕ N (F).
Hartwig and Spindelböck [4, Corollary 6] established the following representation of square matri-
ces, which is a particular version of the singular value decomposition.
Lemma 2. Let F ∈ Cn,n be of rank r. Then there exists unitary U ∈ Cn,n such that
F = U
⎛
⎝K L
0 0
⎞
⎠U∗, (2.2)
where = diag(σ1Ir1 , . . ., σtIrt ) is the diagonalmatrix of singular values ofF,σ1 > σ2 > · · · > σt > 0,
r1 + r2 + · · · + rt = r, and K ∈ Cr,r , L ∈ Cr,n−r satisfy
KK∗ + LL∗ = Ir . (2.3)
How to obtain the matrices K and L from the singular value decomposition of F is described in [4,
p. 253]. From (2.2) it follows that
F∗ = U
⎛
⎝K∗ 0
L∗ 0
⎞
⎠U∗ and F† = U
⎛
⎝K∗−1 0
L∗−1 0
⎞
⎠U∗. (2.4)
Matrices (2.2) and (2.4) can be used to confirm the following characterizations:
(a) F is EP if and only if L = 0,
(b) F is GP (i.e., rk(F2) = rk(F)) if and only if K is nonsingular,
(c) F is an oblique projector (i.e., F2 = F) if and only if K = Ir ,
(d) F is an orthogonal projector (i.e., F2 = F = F∗) if and only if L = 0, = Ir , K = Ir ,
(e) F is nilpotent of index 2 (i.e., F2 = 0) if and only if K = 0.
The first two of these characterizations were given in [4, Corollary 6], the next two are quoted after
[5, Lemma 1], whereas the last one was so far not provided in the literature. It is noteworthy, that the
condition L = 0 was in the characterizations of EP matrices given in [4, Corollary 6] supplemented
with the requirement that K is unitary. This requirement is not present in point (a) above, for in view
of (2.3), L = 0 ⇒ K∗ = K−1. Several further results involving the representation (2.2) can be also
found in [6].
As easy to verify with use of (2.2)–(2.4), the orthogonal projectors PF = P = FF† and PF∗ = Q =
F†F have the forms
P = U
⎛
⎝Ir 0
0 0
⎞
⎠U∗ and Q = U
⎛
⎝ A B
B∗ D
⎞
⎠U∗, (2.5)
where A ∈ Cr,r , B ∈ Cr,n−r , and D ∈ Cn−r,n−r are given by A = K∗K, B = K∗L, and D = L∗L. The
projectors specified in (2.5) satisfy
F = 0 ⇔ P = 0 ⇔ Q = 0 and rk(F) = n ⇔ P = In ⇔ Q = In (2.6)
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(recall that every projector is nonsingular if and only if it is the identity matrix). However, as pointed
out in [7, Section 1] by means of the spectral theorem, the joint representation (2.5) can be derived
also in the case when P and Q are any orthogonal projectors of order n, with rk(P) = r (and not
necessarily originating from a joint matrix F). In such a general situation, matrices A, B, and D are
not determined by K and L, but it is only requested that A ∈ Cr,r and D ∈ Cn−r,n−r are Hermitian.
Moreover, the equivalences (2.6) no longer hold, for then P = 0 implies that the matrices A and B
are absent, whereas P = In ensures that D and B are absent. Nevertheless, we can exploit the results
dealing with P and Q partitioned as in (2.5) given in [7] (and other papers), and utilize them for our
purposes, assuming that P and Q actually originate from a joint matrix F.
Subsequently, the symbols P andQ will be understood as P = In −P andQ = In −Q , where P and
Q are orthogonal projectors of order n. Similarly, A and Dwill stand for A = Ir −A and D = In−r −D,
where A and D are submatrices occurring in (2.5). Furthermore, the orthogonal projectors onto the
column spaces of the submatrices of Q given in (2.5), will be denoted by PN, i.e., PN = NN†, where
N ∈ {A,A, B, B∗,D,D}. Additionally, P˜N willmean P˜N = Ik−NN†, with Ik being the identitymatrix of
an appropriate order. The following proposition provides representations of the orthogonal projectors
onto intersection and sum ofR(F) andR(F∗).
Proposition 1. Let F ∈ Cn,n be of the form (2.2), and let P = FF† and Q = F†F, with Q partitioned as
in (2.5). Then:
(i) PR(F)∩R(F∗) = U
⎛
⎝P˜Ir−K∗K 0
0 0
⎞
⎠U∗, where dim[R(F) ∩ R(F∗)] = r − rk(L),
(ii) PR(F)+R(F∗) = U
⎛
⎝Ir 0
0 PL∗
⎞
⎠U∗, where dim[R(F) + R(F∗)] = r + rk(L).
Proof. From [7, Lemma 7] it follows that if the orthogonal projectors P,Q ∈ Cn,n are partitioned as
in (2.5), then
PR(P)∩R(Q ) = U
⎛
⎝P˜A 0
0 0
⎞
⎠U∗, (2.7)
where dim[R(P) ∩ R(Q )] = rk(A) − rk(B). Hence, with P = FF† and Q = F†F, what means that
R(P) = R(F) andR(Q ) = R(F∗), as well as A = K∗K, we arrive at the representation of the orthog-
onal projector ontoR(F)∩R(F∗) given in point (i). Furthermore, using additionally B = K∗L, we have
dim[R(F) ∩ R(F∗)] = rk(K) − rk(K∗L). (2.8)
Taking into account that rk(F) = r implies rk(Q ) = r, the formula
rk(Q ) = rk(A) − rk(B) + rk(D),
established in [7, Theorem 1], leads to
r = rk(K) − rk(K∗L) + rk(L), (2.9)
where use was made of D = L∗L. Combining (2.8) and (2.9) yields the expression for the dimension
ofR(F) ∩ R(F∗) given in the proposition.
The proof of point (ii) is established similarly. From [7, Lemma 6] we know that the orthogonal
projectors P,Q ∈ Cn,n of the forms (2.5) satisfy
PR(P)+R(Q ) = U
⎛
⎝Ir 0
0 PD
⎞
⎠U∗, (2.10)
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where dim[R(P) + R(Q )] = r + rk(D). Hence, with P = FF† and Q = F†F, we obtain the represen-
tation of the orthogonal projector ontoR(F) + R(F∗) given in the proposition. The remaining part of
point (ii) is a direct consequence of the fact that D = L∗L. 
It is noteworthy that the representations (2.7) and (2.10) were established in [7] by means of the
facts that when P and Q are orthogonal projectors, then:
(a) P − P(PQ )† is the orthogonal projector ontoR(P) ∩ R(Q ),
(b) P + P(PQ )† is the orthogonal projector ontoR(P) + R(Q ),
provided as equivalences (4.1) ⇔ (4.8) and (3.1) ⇔ (3.6) in [8], respectively.
Proposition 1 leads straightforwardly to the following characterizations of the classes of DR and SR
matrices.
Corollary 1. Let F ∈ Cn,n be of the form (2.2). Then:
(i) F is DR if and only if rk(L) = r, i.e., L is of full row rank,
(ii) F is SR if and only if rk(L) = n − r, i.e., L is of full column rank.
FromCorollary 1 it is seen that F is simultaneouslyDR and SR if and only if L ∈ C n
2
, n
2
and rk(L) = n
2
.
Lemma 1.4 in [9] yields
F is DR ⇔ rk(F + F∗) = 2rk(F) ⇔ rk(F − F∗) = 2rk(F).
A similar characterization of EP-ness is obtained from Proposition 1 by utilizing the fact that F of the
form (2.2) is EP if and only if L = 0.
Corollary 2. The matrix F ∈ Cn,n is EP if and only if either dim[R(F) ∩R(F∗)] = rk(F) or dim[R(F) +
R(F∗)] = rk(F).
Further characterizations of the DR class in terms of thematricesK and L involved in (2.2) are given
in two subsequent lemmas.
Lemma 3. Let F ∈ Cn,n be of the form (2.2). Then F is DR if and only ifR(K) ⊆ R(L).
Proof. When rk(L) = r, then it is clear thatR(K) ⊆ R(L), which establishes necessity. For the proof
of the reverse implication, first note thatR(K) ⊆ R(L) ⇒ R(K∗K) ⊆ R(K∗L), i.e.,R(K∗) ⊆ R(K∗L).
Since it is always true thatR(K∗L) ⊆ R(K∗), we arrive atR(K∗) = R(K∗L), whence rk(K) = rk(K∗L).
Combining this relationship with (2.9) leads to rk(L) = r, i.e., F is DR. 
Lemma 4. Let F ∈ Cn,n be of the form (2.2). Then the following statements are equivalent:
(i) F is DR,
(ii) Ir − K∗K is nonsingular,
(iii) rk(K∗L) = rk(K).
Proof. From [10, Fact 3.41] we know that rk(Ir − K∗K) = rk(Ir − KK∗). Thus, on account of (2.3),
rk(Ir−K∗K) = rk(L), fromwhere theequivalence (i)⇔ (ii) followsbyvirtueofCorollary1(i). Theproof
of thepart (i)⇔ (iii) is restricted to theobservation that (2.9) yields rk(K∗L) = rk(K) ⇔ rk(L) = r. 
3. Main results
The theorem below sheds light on a link between a DRmatrix and orthogonal projectors associated
with it.
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Theorem 1. Let F ∈ Cn,n, and let P = FF† and Q = F†F. Then the following statements are
equivalent:
(i) F is DR,
(ii) PQ is DR,
(iii) R(P) ∩ R(Q ) = {0}.
Proof. The equivalence between the statements (i) and (iii) is a direct consequence of the equalities
R(P) = R(F) and R(Q ) = R(F∗). The part (ii) ⇔ (iii) follows from a known relationship R(P) ∩
R(Q ) = R(PQ ) ∩ R(QP), valid also when P and Q are oblique projectors; see [11, p. 2822]. 
It is noteworthy that combining Theorem 1 with other results available in the literature enables to
derive further characterizations of the requirement that F is DR in terms of P = FF† and Q = F†F.
For instance, from Theorems 4 and 5, and remarks on pp. 524 and 526 in [7], we conclude that the
following conditions are equivalent:
(a) F is DR,
(b) rk(P − Q ) = rk(P) + rk(Q ),
(c) R(P − Q ) = R(P) + R(Q ),
(d) rk(PQ ) + rk(PQ ) = rk(P) + rk(Q ),
(e) R(PQ )
⊥⊕ R(PQ ) = R(P) + R(Q ),
(f) rk(P − Q ) = rk(P + Q ),
(g) R(P − Q ) = R(P + Q ),
(h) rk(PQ + QP) = rk(PQ ) + rk(QP).
Further equivalences of this type are established in the theorem below.
Theorem 2. Let F ∈ Cn,n be of rank r, and let P = FF† and Q = F†F. Then the following statements are
equivalent:
(i) F is DR,
(ii) In − PQ is nonsingular,
(iii) rk(PQ ) = r,
(iv) rk(QP) = r,
(v) rk(P + Q ) = 2r,
(vi) rk(P + Q − PQ ) = 2r.
Proof. The equivalences between (i) and each of the statements (iii), (v), and (vi) follow directly from
[12, Lemma 5]. The part (i)⇔ (iv) is obtained from (i)⇔ (iii) by virtue of the fact thatR(P)∩R(Q ) =
{0} does not change upon an interchange of P and Q . Finally, to show that F is DR if and only if
In − PQ is nonsingular, we note that according to [12, Lemma 5], rk(In − PQ ) = n− rk(A)+ rk(B) =
n − rk(K) + rk(K∗L). Hence, In − PQ is nonsingular if and only if rk(K∗L) = rk(K), what, by Lemma
4(iii), is equivalent to saying that F is DR. 
In the light of Theorem 1, one can expect that F is SR if and only if PQ is SR. However, the next result
shows that this is not the case. It refers to an already mentioned class of GP matrices, whose elements
are also known as index one matrices.
Theorem 3. Let F ∈ Cn,n, and let P = FF† and Q = F†F. Then the following statements are equivalent:
(i) F is simultaneously SR and GP,
(ii) PQ is SR.
Proof. It is known thatR(PQ ) + R(QP) = R(PQ + QP), see [7, Formula (3.15)] or [11, Corollary 4].
Thus, from the representation (3.13) in [7], which reads
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PR(PQ+QP) = U
⎛
⎝PA 0
0 PB∗
⎞
⎠U∗,
it is seen that PQ is SR if and only if PA = Ir and PB∗ = In−r , or, equivalently, rk(A) = r and
rk(B) = n − r. In view of A = K∗K, the first of these conditions means that K is nonsingular, what is
equivalent to the requirement that F is GP. Furthermore, substituting rk(B) = rk(K∗L) = n − r and
rk(K) = r to (2.9) implies rk(L) = n− r, what means that F is SR. On the other hand, since rk(K) = r
and rk(L) = n − r imply rk(A) = r and rk(B) = n − r, it is seen that the reverse implication holds
as well. 
Several results scattered in the literature deal with the question whether a given property of a
matrix is inherited by its powers. The next theorem extends these considerations to the classes of DR
and SR matrices.
Theorem 4. Let F ∈ Cn,n. Then:
(i) if F is DR, then F2 is DR,
(ii) if F2 is SR, then F is SR.
Proof. From the general relationships R(F2) ⊆ R(F) and R[(F2)∗] = R[(F∗)2] ⊆ R(F∗), it is seen
thatR(F)∩R(F∗) = {0} entailsR(F2)∩R[(F2)∗] = {0}, whereasR(F2)+R[(F2)∗] = Cn,1 implies
R(F) + R(F∗) = Cn,1. 
The arguments exploited in the proof of Theorem 4 indicate that the implications given therein
can be extended to higher powers. Namely: (i) if F is DR, then Fk , k = 2, 3, . . ., is DR, and (ii) if Fk ,
k = 2, 3, . . ., is SR, then Fk−1 is SR.
The next theoremestablishes equivalences between requirements that F, F∗, and F† areDR. Its proof
follows directly from the definition of the DR class and the fact thatR(F∗) = R(F†).
Theorem 5. Let F ∈ Cn,n. Then the following statements are equivalent:
(i) F is DR,
(ii) F∗ is DR,
(iii) F† is DR.
Note that the equivalences established in Theorem5 remain validwhen theDR property is replaced
with the SR property, i.e., F is SR ⇔ F∗ is SR ⇔ F† is SR.
It can easily be shown that if E, F ∈ Cn,n are oblique projectors such that EF = FE, then EF
is also a projector. In what follows a counterpart of this fact with respect to the DR property is
established.
Theorem 6. Let E, F ∈ Cn,n be such that EF = FE. If either E or F is DR, then EF is DR.
Proof. Let E be DR. Since R[(EF)∗] = R[(FE)∗] = R(E∗F∗), we have R(EF) ∩ R[(EF)∗] = R(EF) ∩
R(E∗F∗). In consequence,R(EF) ∩ R[(EF)∗] ⊆ R(E) ∩ R(E∗) = {0}. 
In what follows we provide several results concerning the sum F + F∗. The first characterization
deals with its rank.
Lemma 5. Let F ∈ Cn,n be of the form (2.2). Then
rk(F + F∗) = 2rk(L) + rk[P˜H(G + G∗)P˜H],
where G = K, H = L, and P˜H = Ir − HH†.
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Proof. With G = K and H = L, from (2.2) we obtain
F + F∗ = U
⎛
⎝G + G∗ H
H∗ 0
⎞
⎠U∗. (3.1)
Applying to (3.1) the formula (8.3) in [13], and taking into account that (H∗)†H∗ = HH†, gives
rk(F + F∗) = 2rk(H) + rk[P˜H(G + G∗)P˜H],
where P˜H = Ir − HH†. Since  is nonsingular, rk(H) = rk(L), and the assertion follows. 
In the light of Corollary 1(i), Lemma 5 yields the following result.
Corollary 3. Let F ∈ Cn,n be of the form (2.2), and let G, H, and P˜H be as specified in Lemma 5. Then F is
DR if and only if rk(F + F∗) = 2r + rk[P˜H(G + G∗)P˜H].
Solution 41-13 in [IMAGE Bull. Inter. Linear Algebra Soc. 42 (2009) 37] to the problem [14] provides
necessary and sufficient conditions for
R(F + F∗) = R(F) + R(F∗), (3.2)
when F ∈ Cn,n satisfies certain additional requirements. Lemma5enables to derive the corresponding
condition for the range additivity of F and F∗ in the general case.
Corollary 4. Let F ∈ Cn,n be of the form (2.2), and let G, H, and P˜H be as specified in Lemma 5. Then
R(F + F∗) = R(F) + R(F∗) if and only if rk[P˜H(G + G∗)P˜H] = r − rk(L).
Proof. SinceR(F + F∗) ⊆ R(F) + R(F∗), the equalityR(F + F∗) = R(F) + R(F∗) holds if and only
if the dimensions of the subspaces occurring on both its sides are equal. From Proposition 1(ii) and
Lemma 5 it is seen that this happens if and only if r + rk(L) = 2rk(L) + rk[P˜H(G + G∗)P˜H], whence
the assertion is obtained. 
In view of Lemma 5, it is of interest to inquire when rk(F+F∗) = 2rk(L)+ rk(G+G∗). The answer
is provided in what follows.
Lemma 6. Let F ∈ Cn,n be of the form (2.2). Then rk(F + F∗) = 2rk(L) + rk(G + G∗) if and only if
R(G + G∗) ∩ R(H) = {0}, where G = K and H = L.
Proof. From [9, Lemma 1.2] it is known that
rk(
⎛
⎝V X
Y 0
⎞
⎠) = rk(V) + rk(X) + rk(Y) ⇔
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
R(V) ∩ R(X) = {0}
R(V∗) ∩ R(Y∗) = {0}
,
where V,X, Y are conformable matrices. Thus, the assertion follows by taking V = G + G∗, X = H,
and Y = H∗. 
Let us now look at Lemma 5 from the perspective of various classes of matrices, and consider a
number of special cases in which F possesses some additional properties.
(a) Let F be EP. Then L = 0, whence P˜H = Ir . In consequence, rk(F+F∗) = rk(G+G∗). Furthermore,
R(F + F∗) = R(F) + R(F∗) if and only if rk(G + G∗) = r.
(b) Let F be DR. Then the fact that L is of full row rank ensures thatH is also of full row rank, whence
P˜H = 0. In consequence, rk(F + F∗) = 2r and (3.2) always holds.
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(c) Let F be an oblique projector. Then G = Ir , and it follows that rk(F + F∗) = r + rk(L) and (3.2)
is necessarily satisfied.
(d) Let F nilpotent of index 2. Then K = 0 what implies G = 0 and rk(L) = r. Thus, F is DR which
was considered in point (b).
(e) Let F be either semiorthogonal projector (i.e., F + F∗ = 2FF∗) or generalized semiorthogonal
projector (i.e., FF∗ + F∗F = F + F∗). In the former situation L = 0 holds along with G + G∗ = 22,
whereas in the latter with G + G∗ = 2 + G∗G. In both these situations, rk(F + F∗) = r and (3.2) is
fulfilled; for a collection of results dealing with semiorthogonal projectors see [15].
(f) LetG+G∗ be positive definite. Then rk[P˜H(G+G∗)P˜H] = rk[P˜H(G+G∗)] = rk(P˜H) = r−rk(L),
whence rk(F + F∗) = r + rk(L). Furthermore, property (3.2) necessarily holds.
(g) LetR(G + G∗) ⊆ R(H). Then, from [16, Exercise 11.15] it follows that
(F + F∗)† = U
⎛
⎝ 0 (H∗)†
H† −H†(G + G∗)(H∗)†
⎞
⎠U∗, (3.3)
what, by virtue of PH(G + G∗) = G + G∗, implies that the orthogonal projector onto R(F + F∗) is of
the form
PF+F∗ = U
⎛
⎝PH 0
0 PH∗
⎞
⎠U∗.
Thus, rk(F+ F∗) = 2rk(L). Furthermore, by P˜H(G+ G∗) = 0, Corollary 4 entails that (3.2) is satisfied
if and only if F is DR.
(h) Finally, let F be such that HH∗ = Ir . Then, LL∗ = Ir , which implies LL∗ = −2. Hence,
rk(L) = r, i.e., F is DR, what means that rk(F + F∗) = 2r and (3.2) is satisfied. These facts follow also
from the Moore–Penrose inverse obtained on account of [16, Exercise 11.19], which reads
(F + F∗)† = U
⎛
⎝ 0 H
H∗ −H∗(G + G∗)H
⎞
⎠U∗, (3.4)
and leads to
PF+F∗ = U
⎛
⎝Ir 0
0 H∗H
⎞
⎠U∗.
Inspired by the formulae (3.3) and (3.4)wemay inquire about an expression for theMoore–Penrose
inverseofF+F∗ in thegeneral case. Actually, suchanexpression canbeobtained fromTheorem1 in [17]
where a formula for the Moore–Penrose inverse of a sum of two matrices was established. However,
the formula is very complicated and thus not useful even when some additional assumptions on the
matrices involved are imposed (several such special caseswere considered in [17] and [18]). Seemingly
simpler representation of (F+F∗)† one obtains by exploiting a known property of theMoore–Penrose
inverse, which in this case reads
(F + F∗)† = [(F + F∗)∗(F + F∗)]†(F + F∗)∗. (3.5)
Since (F+ F∗)∗(F+ F∗) [= (F+ F∗)2] is nonnegative definite, we can derive a formula for theMoore–
Penrose inverse of (F+F∗)2 bymeans of Theorem1 in [19]. According to this result, theMoore–Penrose
inverse of anonnegativedefinite partitionedmatrix involving conformablematricesV,X, andZ is given
by
⎛
⎝ V X
X∗ Z
⎞
⎠
†
=
⎛
⎝V† + V†XS−X∗V† − V†(XT + T∗X∗)V† V†T∗ − V†XS−
TV† − S−X∗V† S−
⎞
⎠ , (3.6)
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where
S− = (T : I)
⎛
⎜⎝
V† + V†XS†X∗V† −V†XS†
−S†X∗V† S†
⎞
⎟⎠
⎛
⎝T∗
I
⎞
⎠ ,
T = P˜S∗X∗V†[I + V†XP˜S∗X∗V†]−1, S = Z − X∗V†X,
the symbol I stands for the identity matrix of an appropriate order, and S− denotes a g-inverse of S.
Taking V = (G+G∗)2 +HH∗, X = (G+G∗)H, and Z = H∗H, the formula (3.6) leads to an expression
for the Moore–Penrose inverse of (F + F∗)2, from where, by (3.5), we get (F + F∗)†. However, even
though the calculations are rather straightforward, they are quite tedious and the resulting formula is
still involved. Instead of providing it here, we establish an expression for the Moore–Penrose inverse
of F + F∗ when F is DR.
Lemma 7. Let F ∈ Cn,n of the form (2.2) be DR. Then
(F + F∗)† = U
⎛
⎝ 0 (H∗)†
H† −H†(L†K)∗ − L†K(H∗)†
⎞
⎠U∗, (3.7)
where H = L.
Proof. From rk(L) = r it follows that H† = (L)† = L†−1 and LL† = Ir . In consequence, HH† = Ir
and H†H = L†L, and the representations (3.1) and (3.7) yield
PF+F∗ = U
⎛
⎝Ir 0
0 PL∗
⎞
⎠U∗, (3.8)
what means that the third condition in (2.1) is satisfied. Furthermore, on account of PL∗H
∗ = H∗
(which always holds), postmultiplying (3.8) by F+ F∗ entails satisfaction of the first condition in (2.1).
Since (F+F∗)(F+F∗)† = [(F+F∗)(F+F∗)†]∗ = (F+F∗)†(F+F∗), we conclude that also the fourth
condition in (2.1) is necessarily fulfilled. Finally, in the light of (L∗)†L†L = L† (also being always true),
it can be directly verified that the second condition in (2.1) holds as well. 
Lemma 7 is supplemented with some examples demonstrating its applicability. The first observa-
tion is that when F is nilpotent of index 2, then K = 0, what implies LL∗ = Ir , whence L† = L∗. In
consequence, from (3.7) we get
(F + F∗)† = U
⎛
⎝ 0 −1L
L∗−1 0
⎞
⎠U∗.
Analogously, when HH∗ = Ir , which means that H∗ = H†, then LL∗ = −2 and L† = L∗2. In such a
situation, as expected, (3.7) takes the form (3.4).
Another observation originating from Lemma 7 is that premultiplying (3.7) by F gives
F(F + F∗)† = U
⎛
⎝Ir −(L†K)∗
0 0
⎞
⎠U∗, (3.9)
and it is clear that (3.9) represents an oblique projector. Basing on the results available in the literature,
we can specify onto and along spaces of this projector. First note that the Moore–Penrose inverse of
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QP, established as the formula (3.1) in [20], is of the form
(QP)† = U
⎛
⎝PA −BD†
0 0
⎞
⎠U∗, (3.10)
and, as claimed in [20, Theorem 2] represents the oblique projector onto R(P) ∩ [N (P) + N (Q )]
along R(Q )
⊥⊕ [N (P) ∩ N (Q )]. When F is DR, then from Lemma 4 it follows that A = K∗K is such
that PA = Ir . Moreover, by the general property of the Moore–Penrose inverse, B = K∗L and D = L∗L
satisfy BD† = K∗(L∗)† = (L†K)∗. In consequence, it is seen that (QP)† takes the form of F(F + F∗)†
given in (3.9). Corollary 1 in [20] asserts that in such a situation F(F+F∗)† is the oblique projector onto
R(F) along R(F∗)
⊥⊕ [N (F) ∩ N (F∗)]. Analogously, Corollary 2 in [20] leads to the conclusion that
when F is SR, then (QP)† is the oblique projector onto R(F) ∩ [N (F) + N (F∗)] along R(F∗). Further
related characteristics follow from [20, Theorem 4] and read:
(a) F is DR if and only if (QP)† = P(P + Q − QP)†,
(b) F is SR if and only if (QP)† = (In − QP)†Q ,
(c) F is simultaneously DR and SR if and only if (In − QP)†Q = P(P + Q − QP)†.
An additional comment referring to Lemma 7 is that postmultiplying (3.9) by F∗ yields F(F+F∗)†F∗ =
0. Further investigations along this direction show that when F is such that (3.2) is satisfied, then
R(F) ⊆ R(F + F∗) and R(F∗) ⊆ R(F + F∗). These two inclusions ensure that so called parallel
sum of F and F∗, defined by F(F + F∗)−F∗, is invariant with respect to the choice of a g-inverse
(F + F∗)−; for details see [21, pp. 188, 189]. The fact that when F is DR, then F(F + F∗)−F∗ = 0 (as
well as F∗(F + F∗)−F = 0) for every g-inverse (F + F∗)− of F + F∗ can be also concluded from [21,
Theorem 2.3], which, however, is restricted to matrices with real entries only. A general observation
originating from the considerations in [22] is that the class of DR matrices is related to the class
of so called weakly complementary matrices, which were studied in [22] as generalizations of the
complementary matrices. To be precise, from [22, Definition 1.2] it follows that F is DR if and only if F
and F∗ are weakly complementary, or, equivalently, weakly bicomplementary. The fact that when F is
DR, then F∗(F+ F∗)−F = 0 irrespective of the choice of a g-inverse (F+ F∗)− is useful in establishing
the following result, which generalizes a part of Theorem 2.3 in [22], by replacing the requirement
that F is real with the one that F is complex.
Theorem 7. The matrix F ∈ Cn,n is DR if and only if every g-inverse of F + F∗ is a g-inverse of F, i.e.,
F(F + F∗)−F = F for every g-inverse (F + F∗)− of F + F∗.
Proof. Assume that F is DR. Then, as already pointed out, the range relationship (3.2) holds, whence
R(F) ⊆ R(F+F∗). This inclusion ensures that (F+F∗)(F+F∗)−F = F for all g-inverses (F+F∗)− of
F+ F∗. Combining this fact with the property mentioned above that F∗(F+ F∗)−F = 0 irrespective of
the choice of a g-inverse (F+ F∗)−, leads to the conclusion that F(F+ F∗)−F = F for every (F+ F∗)−.
Thus, the necessity part is established.
To show validity of the reverse implication, first we show thatR(F) ⊆ R(F+ F∗). For this purpose,
let us assume that R(F)  R(F + F∗). Then, there exists a nonzero vector x ∈ Cn,1 such that,
simultaneously, x ∈ R(F) and x 
∈ R(F+ F∗). This means that there is a subspace S ⊆ Cn,1 for which
x ∈ S and S⊕R(F+F∗) = Cn,1. Furthermore, according to [23, p. 286] there exists amatrix E, called
a reflexive g-inverse of F + F∗, i.e., satisfying
(F + F∗)E(F + F∗) = F + F∗ and E(F + F∗)E = E,
which inadditionensures that (F+F∗)E is theobliqueprojectorontoR(F+F∗)alongS . In consequence,
Ex = E(F + F∗)Ex = 0. Another useful fact is that x ∈ R(F) implies that x = Fy for some y ∈ Cn,1.
Hence, x = Fy = FEFy = FEx = 0, which contradicts the assumption that x is nonzero.We conclude,
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thus, thatR(F) ⊆ R(F+F∗) indeed holds,whence (F+F∗)(F+F∗)−F = F for all g-inverses (F+F∗)−
of F + F∗. Combining this fact with F(F + F∗)−F = F leads to F∗(F + F∗)−F = 0. To complete the
proof, we recall once again the considerations in [21, pp. 188, 189], dealingwith the notion of a parallel
sum. On account of [21, Theorem 10.1.8] we obtainR[F∗(F + F∗)−F] = R(F) ∩ R(F∗), from where it
follows thatR(F) ∩ R(F∗) = {0}, i.e., F is DR. 
Clearly, Theorem 7 remains true when the requirement that every g-inverse of F+ F is a g-inverse
of F is replaced with the one that every g-inverse of F + F is a g-inverse of F∗.
Yet another formula for the Moore–Penrose inverse of F + F∗ is given in what follows.
Lemma 8. Let F ∈ Cn,n be of the form (2.2), and let G = K be such that G+G∗ is nonnegative definite.
Then
(F + F∗)† = U
⎛
⎝N† − N†HM†H∗N† N†HM†
M†H∗N† MM† − M†
⎞
⎠U∗, (3.11)
where H = L, N = G + G∗ + HH∗, andM = H∗N†H.
Proof. The asserted formula is a direct consequence of [24, Fact 6.5.24]; for the real case see [25,
Theorem 3.21]. 
It is seen from (3.1) and (3.11) that, under the assumptions of Lemma 8, the orthogonal projector
onto the range of F + F∗ is given by
PF+F∗ = U
⎛
⎝PN 0
0 PM
⎞
⎠U∗; (3.12)
consult proof of [25, Theorem 3.21]. The formula (3.12) implies
rk(F + F∗) = rk(N) + rk(M), (3.13)
fromwherewe canderive a nice expression for rank of F+F∗. Let us first consider rk(N) = rk(G+G∗+
HH∗). SinceG+G∗ isnonnegativedefinite,wecanwriteG+G∗ = RR∗ for someR ∈ Cr,r . Thus, rk(N) =
rk(RR∗+HH∗) = rk(R : H) = rk(R)+rk(P˜RH), with the last equality resulting from [13, Theorem5].
Concluding, rk(N) = rk(G+G∗)+ rk(P˜G+G∗H). On the other hand, the second summand on the right-
hand side of (3.13), i.e., rk(M) = rk(H∗N†H), can be, by nonnegative definiteness of N†, rewritten as
rk(M) = rk(H∗N†). Thus, on account of [26, Theorem 1], rk(M) = rk(PHPN†), whence, sinceR(N†) =
R(N∗) = R(N), it follows that rk(M) = rk(PHPN). Furthermore, in the light of R(H) ⊆ R(N), we
arrive at rk(M) = rk(PH) = rk(H) = rk(L). In consequence, the formula (3.13) takes the form
rk(F + F∗) = rk(G + G∗) + rk(P˜G+G∗H) + rk(L).
Particular cases of the representation (3.11) can be derived. For instance,when F+F∗ is nonnegative
definite, thenR(H) ⊆ R(G + G∗), and from Lemma 8 we obtain
(F + F∗)† = U
⎛
⎝S† − S†HT†H∗S† S†HT†
T†H∗S† −T†
⎞
⎠U∗, (3.14)
where S = G + G∗ and T = H∗S†H. As a consequence,
PF+F∗ = U
⎛
⎝PS 0
0 PH∗
⎞
⎠U∗, (3.15)
whence rk(F + F∗) = rk(S) + rk(H) = rk(G + G∗) + rk(L); see [25, Theorem 3.22].
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From (3.12) it is seen that under nonnegative definiteness of G + G∗, the relationship (3.2) holds
if and only if PN = Ir and PM = PL∗ . If in addition R(H) ⊆ R(G + G∗), then, in view of (3.15), the
relationship (3.2) is satisfied if andonly ifG+G∗ isnonsingularandH†H = L†L. SinceR(L∗) = R(L∗),
i.e., R(L∗) = R(H∗), the latter of these conditions is always satisfied, whence R(F + F∗) = R(F) +
R(F∗) ⇔ rk(G + G∗) = r.
Several related relevant results can be derived from the considerations in [27]. For example, Propo-
sition 4 in [27] (see also [28, Theorem 3]) leads to the following theorem, which can also be proved
directly with the present approach, by exploiting (2.4), (3.10), and
(QP)† = U
⎛
⎝ 0 0
D†B∗ PD
⎞
⎠U∗, (3.16)
established as the formula (2.2) in [20]. It can be shown that, (QP)† is the oblique projector onto
N (F∗) ∩ [R(F) + R(F∗)] along N (F) ⊥⊕ [R(F) ∩ R(F∗)].
Theorem 8. Let F ∈ Cn,n be DR, and let P = FF† and Q = F†F. Then (F + F∗)† = SF†T + (TF†S)∗,
where S = (QP)† and T = (QP)†.
From Propositions 2, 3, and 5 in [27] it is seen that for F ∈ Cn,n the following conditions are
equivalent:
(a) F is DR,
(b) TF = F,
(c) FS = F,
(d) S = (In − T∗)Q ,
(e) T = P(In − S∗),
(f) SF†T is a g-inverse of F,
where P, Q , S, and T are as defined in Theorem 8. Needless to say, also the equivalences between the
statements (a)–(f) listed above can be established with use of the present approach without much ef-
fort.
From (3.10) and (3.16) it is seen that S = (QP)† and T = (QP)† satisfy
S + T∗ = S∗ + T = U
⎛
⎝PA 0
0 PD
⎞
⎠U∗. (3.17)
It canbe verified that (3.17) represents the orthogonal projector onto [R(F)+R(F∗)]∩[N (F)+N (F∗)].
This fact leads to the following result which generalizes [27, Corollary 4].
Theorem 9. Let F ∈ Cn,n, and let P = FF† and Q = F†F. Then the following statements are equivalent:
(i) F is DR,
(ii) S + T∗ is the orthogonal projector ontoR(F) + R(F∗),
(iii) S∗ + T is the orthogonal projector ontoR(F) + R(F∗),
(iv) N (F) + N (F∗) = Cn,1,
where S = (QP)† and T = (QP)†.
Proof. From [7, Lemma 6] it is known that
PN (P)+N (Q ) = U
⎛
⎝PA 0
0 In−r
⎞
⎠U∗,
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whence it is seen that the statement (iv) of the theorem is equivalent to PA = Ir . Since PD = PL∗ ,
comparing Proposition 1(ii) with (3.17) shows that this relationship is necessary and sufficient also for
the statements (ii) and (iii). The proof is thus complete, for the fact that F is DR if and only if A = K∗K
is such that PA = Ir was already pointed out. 
The list of statements given in Theorem 9 can be actually extended. For instance, by the conditions:
(a) [R(P) + N (Q )] ∩ [N (P) + N (Q )] = R(P) + N (Q ),
(b) [R(P) + R(Q )] ∩ [N (P) + N (Q )] = R(P + Q ),
whoseequivalencewith the requirement thatF isDRcanbeshownwith thepresent approach relatively
easily.
It is of interest to inquire about a formula for a not necessarily unique g-inverse of F + F∗. The
corresponding representation can be derived with use of [29, Theorem 3], according to which
⎛
⎝V X
Y 0
⎞
⎠
−
=
⎛
⎝ 0 Y−
X− −X−VY−
⎞
⎠+
⎛
⎝ I
−X−V
⎞
⎠ Z (I : −VY−) , (3.18)
whereV,X, Y are conformablematrices, I is the identitymatrix of an appropriate order, the superscript
“−” stands for a g-inverse, and Z = (I − Y−Y)[(I − XX−)V(I − Y−Y)]−(I − XX−). Taking V =
K + K∗, X = L, and Y = L∗, it follows that X− = L†−1 and Y− = −1(L∗)†, and all
the submatrices involved in the representation (3.18) can be expressed in terms of , K, and L. As
expected, the calculations show that when Ir − XX− = Ir − LL†−1 = 0, which implies that F
is DR, then the right-hand side of (3.18) reduces to the partitioned matrix given in (3.7), what means
that (F + F∗)− = (F + F∗)†.
The next result was inspired by Theorem 3.1.1 in [30], which provides conditions necessary and
sufficient for the Moore–Penrose inverse of a sum of two matrices to be additive.
Theorem 10. Let F ∈ Cn,n be DR. Then (F + F∗)† = F† + (F∗)† if and only if F is nilpotent of index 2.
Proof. To show necessity, first recall that F is nilpotent of index 2, i.e., F2 = 0, if and only if K = 0. In
such a case, from (2.4) we have
F† + (F∗)† = U
⎛
⎝ 0 −1L
L∗−1 0
⎞
⎠U∗. (3.19)
By virtue of K = 0 ⇒ LL∗ = Ir , direct verifications show that (3.19) is indeed the Moore–Penrose
inverse of F + F∗.
To establish a reverse implication, we utilize Lemma 7. By comparing the representation given
therein with
F† + (F∗)† = U
⎛
⎝K∗−1 + −1K −1L
L∗−1 0
⎞
⎠U∗,
obtained from (2.4), it is seen that (F + F∗)† = F† + (F∗)† implies L∗ = L†. This entails L∗LL∗ = L∗,
whence (LL∗)2 = LL∗. Since LL∗ is nonsingular, it follows that LL∗ = Ir . Hence, by virtue of (2.3), we
arrive at K = 0, i.e., F2 = 0. 
In what follows we focus our attention on another function of F and F∗, namely (F : F∗). Three
expressions for the Moore–Penrose inverse of a columnwise partitioned matrix were established for
the general situation in [31, Theorem 2]. However, these formulae are relatively complicated and it
seems to be not reasonable to recall them here explicitly. Nevertheless, it is of interest to shed some
light on how the present approach can be applied to the results available in the literature. Let us first
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have a look at Theorem 1 in [31] (or [32, Theorem 2.3]), according to which
X =
⎛
⎝F† − F†F∗S† − F†F∗P˜S∗TF(FF∗)†
S† + P˜S∗TF(FF∗)†
⎞
⎠ , (3.20)
where S = P˜FF∗ and T = [In + F(FF∗)†F∗]−1, is the Moore–Penrose inverse of (F : F∗) if and only if
PS∗ = S†S and F(FF∗)†F∗ commute. Talking F of the form (2.2) and using G = K and H = L, leads
to
S = U
⎛
⎝ 0 0
H∗ 0
⎞
⎠U∗ and T = U
⎛
⎝(Ir + G−2G∗)−1 0
0 In−r
⎞
⎠U∗,
and PS∗ and F(FF
∗)†F∗ commute if and only if PHG−2G∗ = G−2G∗PH. Simultaneously, the right-
hand side of the formula (3.20) can be expressed in terms of K, L, and , in which case it is a rather
voluminous 4 × 2 block partitioned matrix. The lemma below provides a particular form of this
representation under the assumption that F is DR. Its derivations are straightforward with use of the
fact that F is DR if and only if P˜H = 0.
Lemma 9. Let F ∈ Cn,n of the form (2.2) be DR. Then
(F : F∗)† =
⎛
⎝U 0
0 U
⎞
⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
K∗−1 −K∗−1(L†K)∗
L∗−1 −L∗−1(L†K)∗
0 −1(L∗)†
0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
U∗. (3.21)
It is noteworthy that the representation of (F : F∗)† given in (3.21) is also sufficient for F to be DR.
Alternatively, Lemma 9 can be derived from Theorem 1 in [33], according to which F is DR if and
only if
(F : F∗)† =
⎛
⎝ (QF)†
(PF∗)†
⎞
⎠ ,
where P = P˜F and Q = P˜F∗ . Furthermore, from [33, Corollary] we conclude that F is DR if and only if
any of the conditions holds:
(QF)† = F† − F†F∗(PF∗)† and (PF∗)† = (F∗)† − (F∗)†F(QF)†.
An additional relevant observation is that from Lemma 9 we obtain the orthogonal projectors onto
the ranges of (F : F∗) and (F : F∗)∗ of the forms
P(F:F∗) = U
⎛
⎝Ir 0
0 PL∗
⎞
⎠U∗ and P(F:F∗)∗ =
⎛
⎝Q 0
0 P
⎞
⎠ , (3.22)
where P and Q are as specified in (2.5). The left-hand side representation in (3.22) shows that when
L is square and nonsingular (i.e., F is simultaneously DR and SR), then P(F:F∗) = In. Moreover, this
representation indicates that the requirement that F is DR ensures that rk(F : F∗) = r+ (L). However,
from the general formula for rank of a columnwise partitioned matrix given in [13, Theorem 5], we
have rk(F : F∗) = r + rk[(In − FF†)F∗]. Direct calculations show that rank of (In − FF†)F∗ coincides
with rank of L, whence we conclude that rk(F : F∗) = r + (L) always holds.
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Three further representations for the Moore–Penrose inverse of (F : F∗), when F is DR, are given in
the theorem below.
Theorem 11. Let F ∈ Cn,n be DR, and let P = FF† and Q = F†F. Then:
(i) (F : F∗)† =
⎛
⎝F†
0
⎞
⎠+
⎛
⎝−F†
(F∗)†
⎞
⎠ (P + Q )†P,
(ii) (F : F∗)† =
⎛
⎝ 0
(F∗)†
⎞
⎠−
⎛
⎝−F†
(F∗)†
⎞
⎠ (P + Q )†Q ,
(iii) (F : F∗)† =
⎛
⎝ F†
(F∗)†
⎞
⎠ (P + Q )†.
Proof. The representations follow straightforwardly from [34, Corollary 5.4]. 
According to [34, Corollary 5.4], the right-hand sides of the three representations provided in The-
orem 11 are in general case, when F is not necessarily DR, so called {1, 2, 3}-inverses of (F : F∗),
satisfying the first three conditions of definition (2.1) of the Moore–Penrose inverse.
Observe that
(F : F∗)† = (F : F∗)∗[(F : F∗)(F : F∗)∗]† = (F : F∗)∗(FF∗ + F∗F)†.
There are results in the literature which allow to derive a general formula for the Moore–Penrose
inverse of FF∗ + F∗F, but all lead through rather painstaking calculations. For example, one possible
way is to exploit the fact that FF∗+F∗F is nonnegative definite and utilize (3.6) to express (FF∗+F∗F)†.
An alternative solution is to refer to Theorem 1 in [18], which yields
(FF∗ + F∗F)† = [In − (S∗)†F](F∗)†[In − F†F∗P˜S∗TF(F∗)†]F†(In − F∗S†) + (SS∗)†,
whereS = P˜FF∗ andT = [In+P˜S∗F(FF∗)†F∗P˜S∗ ]−1. The lemmabelowprovides relatively simple (both,
in its form and derivations) expression for the Moore–Penrose inverse of FF∗ + F∗F when F is DR.
Lemma 10. Let F ∈ Cn,n of the form (2.2) be DR. Then
(FF∗ + F∗F)† = U
⎛
⎝ −2 −−2(L†K)∗
−L†K−2 L†K−2(L†K)∗ + L†−2(L∗)†
⎞
⎠U∗. (3.23)
Proof. Straightforward calculations with use of (2.2) and (3.23) lead to
PFF∗+F∗F = U
⎛
⎝Ir 0
0 PL∗
⎞
⎠U∗, (3.24)
whence it is seen that the last two conditions in (2.1) are fulfilled. The satisfaction of the remaining
two conditions can be also verified directly. (Alternatively, the representation (3.23) can be derived
from Lemma 9 and the fact that (FF∗ + F∗F)† = [(F : F∗)∗]†(F : F∗)†.) 
An interesting observation is that the representation of the orthogonal projector ontoR(FF∗+F∗F)
given in (3.24) is valid also when F is not requested to be DR. This fact follows by combining point (ii)
of Proposition 1 with the identitiesR(FF∗ + F∗F) = R(FF∗) + R(F∗F) = R(F) + R(F∗).
It is easy to see from Lemma 10 that when F is DR then, rather surprisingly, FF∗(FF∗ + F∗F)† has
the same form as the oblique projector given in (3.9). Furthermore, FF∗(FF∗ + F∗F)†FF∗ = FF∗, what
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means that (FF∗ + F∗F)† is a g-inverse of FF∗; for a related result see [21, p. 40]. It is also worth
mentioning that [24, Fact 6.5.9] (for the real case see [25, Theorem 3.19]) asserts equivalences between
the statements:
(a) F is DR,
(b) rk(F : F∗) = 2r,
(c) rk(FF∗ + F∗F) = 2r,
(d) F∗(FF∗ + F∗F)−F is an oblique projector,
(e) F∗(FF∗ + F∗F)−F = F†F,
(f) F∗(FF∗ + F∗F)−F∗ = 0,
where (FF∗ + F∗F)− denotes any g-inverse of FF∗ + F∗F.
In what follows yet another function of F is considered, namely a skew-Hermitian matrix F − F∗.
A formula for (F − F∗)† under the assumption that F2F† = F = F†F2 was given in [35, Theorem 4.2]
and reads
(F − F∗)† = (In − F†F∗)†F†(In − F∗F†)(In − F∗F†)†.
The lemma below identifies the Moore–Penrose inverse of F − F∗ when F is DR.
Lemma 11. Let F ∈ Cn,n of the form (2.2) be DR. Then
(F − F∗)† = U
⎛
⎝ 0 −−1(L∗)†
L†−1 L†−1(G − G∗)−1(L∗)†
⎞
⎠U∗, (3.25)
where G = K.
Proof. Straightforward calculations with LL† = Ir show that
PF−F∗ = U
⎛
⎝Ir 0
0 PL∗
⎞
⎠U∗ = PF∗−F, (3.26)
what proves that the last two conditions in (2.1) are fulfilled. The satisfaction of the first two conditions
therein is also to be verified directly. 
By comparing (3.8), (3.22), (3.24), and (3.26) we conclude that when F is DR, then the ranges of
F + F∗, (F : F∗), FF∗ + F∗F, and F − F∗ coincide. Another relevant observation originates from (3.25)
and shows that when F is DR, then F(F − F∗)† coincides with the projector F(F + F∗)† given in (3.9).
The paper is concluded with some remarks indicating possible applications of the DR class. As
pointed out in [36, Section 3], the set of equations
TP = P and TQ = 0, (3.27)
where P = FF† andQ = F†F, has a solution with respect to T if and only if F is DR. Furthermore, if this
is the case, then T = (QP)† + YPN (P+Q ), or, alternatively, T = (QP)† + YPN (P−Q ), where Y ∈ Cn,n
is arbitrary. These general facts have direct connections to statistics, for the set (3.27) is related to a
notion of the generalized projector operator introduced by Rao [37]; for details see also [38] and [39].
Let us now focus our attention on the pair of linear equations
Fx = a and x∗F = b∗, (3.28)
with given vectors a, b ∈ Cn,1, which was considered in [34, Section 5.3] and, in real settings, in [22,
Section 5]. From [22, Corollary 5.3] we know that when F is DR, then the system (3.28) has a common
solution for every a ∈ R(F) and for every b ∈ R(F∗). This fact is also seen from formula (74) in [34,
Section 5.4], for when F is DR, thenN (F) + N (F∗) = Cn,1. An additional relevant observation is that
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when F is simultaneously DR and SR, then the solution to the system (3.28) is unique. Parenthetically
note that Corollary 3.4 in [22], which claims that when two real squarematricesM andN are such that
R(M) ∩ R(N) = {0} andR(M′) ∩ R(N′) = {0}, thenM + N is nonsingular, seems to be incorrect. A
simple counterexample is obtained by takingM = (0) and N = (0).
The final comment is that several isolated results involving the functions F+F∗, (F : F∗), FF∗+F∗F,
and F − F∗, analyzed above, are available in the literature in various contexts, which indicate their
importance in different considerations. Below we shortly recall some of problems in which these
functions play roles. Observe, for instance, that
F = 1
2
(F + F∗) + 1
2
(F − F∗),
i.e., F is the sum of its Hermitian part F+ F∗ and its skew-Hermitian part F− F∗. Several facts dealing
with bounds of eigenvalues involving both parts can be found in [24, pp. 354–355]; see also [40, p. 236].
Idempotency of the Hermitian part was investigated in [41], and also explored in the context of the
semi-orthogonality in [15]. Further related characteristics include, for instance, the fact that F is an
orthogonal projector if and only if F is idempotent and either FF∗ + F∗F = F + F∗ or (F + F∗) =
2(FF∗)1/2, established in [42, Theorem 3.2]. An interesting result was provided in [43, Corollary 1],
which claims that when F is nilpotent of index 2, then
2rk(F) = rk(F + F∗) = rk(F : F∗) = rk(FF∗ + F∗F) = rk(F − F∗).
This result can be obtained without any effort with the use of the present approach by exploiting
the fact that F2 = 0 ⇔ K = 0. Simultaneously, we arrive at the conclusion that F2 = 0 implies
rk(F) = rk(L).
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