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Chemo‐mechanics  studies  the  material  behavior  and  phenomena  at  the  interface  of 






the  large‐scale  applications  of  these  renewable  energy  sources.  In  this  thesis,  the  atomistic  and 
continuum modeling  are  performed  to  study  the  chemical‐mechanical  failures.  The  objective  is  to 




range of hydrogen  embrittlement phenomena was  attributed  to  the  loss of  cohesion  of  interfaces 
(between  grains,  inclusion  and  matrix,  or  phases)  due  to  interstitially  dissolved  hydrogen.  Our 
modeling and simulation of hydrogen embrittlement will address the question of why susceptibility to 




highest known  theoretical  charge capacity. However, Si anodes often  suffer  from pulverization and 
capacity fading. This is caused by the large volume changes of Si (~300%) upon Li insertion/extraction 
close  to  the  theoretical  charging/discharging  limit.  In  particular,  large  incompatible  deformation 




begin with  the  study of basic  fracture modes  in pure  silicon, and  then  study  the diffusion  induced 
deformation and fracture in lithiated Si. Results have implications for increasing battery capacity and 
reliability.  
To  improve mechanical  stability of LIB anode,  failure mechanisms of  silicon and coated  tin‐
oxide nanowires have been  studied  at  continuum  level.  It’s  shown  that  anisotropic diffusivity  and 
anisotropic deformation play vital roles in lithiation process. Our predictions of fracture initiation and 
evolution are verified by in situ experiment observations. Due to the mechanical confinement of the 
coating  layers,  our  study  demonstrates  that  it  is  possible  to  simultaneously  control  the 
electrochemical reaction rate and the mechanical strain of the electrode materials through carbon or 
aluminum coating, which opens new avenues of designing better lithium ion batteries. 
This  thesis  addresses  the  nano‐chemo‐mechanical  failure  problems  in  two  green  energy‐
carrier  systems  toward  improving  the  performance  of  Li‐ion  battery  anode  and  hydrogen  storage 
system.  It  provides  an  atomistic  and  continuum  modeling  framework  for  the  study  of  chemo‐
mechanics  of  advanced  materials  such  as  nano‐structured  metals  and  alloys.  The  results  help 










Energy  is  the  lifeblood  of modern  society.  Today,  the  lifestyles  of mobility,  comfort  and 
prosperity heavily depend on a steady and reliable energy supply  from fossil fuel. As the fire marks 
the dawn of humanity, fossil fuel combustion has been the engine of technological improvement and 
revolution  in  the past  few  centuries. But  the price comes along. The excessive emissions of carbon 
dioxide have driven global climate change. City pollution, finite supplies and global warming conspire 














Economic Co‐operation and Development  (OECD), such as China, Russia and  India, will  increase  the 







energy. Generally,  they  are  renewable  and  called  “green  energy”.    Such  green  energy  sources will 
meet our future demands for clean, sustainable energy, while they are also limited in time and space. 
The green energy  sources are widely distributed and plentiful but also diffuse  in  space and 
vary in time. There is no solar radiation at night, no wind at certain seasons and no geothermal energy 
in most areas. To manage energy sources and maintain stable energy supply, efficient energy storage 






Hydrogen  is  a  renewable  and  clean  energy  carrier,  and  a  promising  candidate  in  future 
applications. The energy  stored  in H2  is  chemical energy. Chemical energy  is  contained  in  chemical 





hydrogen, which  leads  to  a  very  high  energy  storage  density  in  unit mass.  The  energy  density  of 
hydrogen, which is 142MJ/kg, is about three times of auto‐gas (46 MJ/kg, 60% Propane +40% Butane), 
and seven times of ethanol/methanol (around 21 MJ/kg) [1]. In addition, hydrogen is one of the most 
abundant  elements  on  Earth  and water  is  the  product  of  releasing  chemical  energy  in  hydrogen 
through oxidation.  
In practice, hydrogen  is considered as  the  ideal  fuel to replace gasoline  in automobiles.  It  is 
lightweight, abundant and oxidized into H2O, benign to environment. In internal combustion engine, 
the efficiency of energy transformation for hydrogen‐air mixture (~25%) is slightly higher than that of 
petroleum‐air mixture  [1]. For a modern  commercialized car,  it needs  to burn 24kg petrol  to cover 
400km distance but only 8kg pure hydrogen. As a matter of  fact, many companies,  including BMW, 
Audi, Ford and Honda, are working to develop and test cars which are powered with hydrogen based 




1.3  Scientific  challenges  of  hydrogen  storage  from  chemo­mechanics 
perspective 
Along with  the promising  features of hydrogen  in perspective applications,  there are many 
challenges.  In  real‐life applications, efficient hydrogen storage and  transportation  require pressures 
under 20~100MPa. Consider hydrogen  fuel based vehicle as an example. Eight kilogram hydrogen  is 
about  45m3  under  room  temperature  and  ambient  pressure.  To  compress  it  to  be  suitable  for  a 
vehicle,  with  a  twenty‐gallon  tank,  the  pressure  should  be  above  100MPa.  Alternatively, 
cryotechniques are required for cooling and superinsulated low temperature storage. 
Under such high pressure, hydrogen embrittlement becomes a problem. Hydrogen in metallic 
containment  systems  such  as  high‐pressure  vessels  and  pipelines  causes  the  degradation  of  their 
mechanical properties that can result in sudden catastrophic fracture [2‐4]. A wide range of hydrogen 


































































































































































































































































anode)  (figure 4). They are connected by electrolyte, which  is an  ionically conductive material. The 
chemical potentials of conducting species at two electrodes are different. A circuit forms once the two 
electrodes are connected by an external electronic conductor. It follows that electrons flow from high 
potential  to  low  potential  for  doing  work  in  the  external  device  spontaneously.  In 




self‐discharge  compared  with  nickel‐cadmium,  and  no  memory  effect.  With  these  advantages, 









successfully  introduced  a  product  called  “Nexelion”  using  a  tin‐based  nano‐sized  anode material. 
Panasonic also announced their next generation lithium‐ion battery with silicon alloy anode in March 
2010. Both of them are using IV element‐based material, silicon and tin, as anode in a new generation 
of Li‐ion battery [14]. This  is because  IV elements have a  large capacity  in the terms of unit volume 
and unit mass (figure 6). A significant amount of research has been focusing on graphene, silicon and 




In  recent years, silicon  is being  intensively studied as a candidate anode material due  to  its 
excellent theoretical specific capacity (4200 mAhg‐1) and volumetric energy density, which are about 
ten  times  and  twice  of  corresponding  value  of  graphite  respectively. Meanwhile,  its  structure  is 
amorphous at room temperature. This can efficiently reduce the phase grain boundary strain, which 




During  cycles  of  charging  and  discharging,  silicon  and  tin‐based  anodes  often  suffer  from 
pulverization and capacity  fading. This  is caused by the  large volume changes of material  (300%  for 










time‐  and  length‐scale  limitations  of  DFT,  intensive  calculations  for  structure  sampling  are  not 
affordable. The structural revolution during lithiation process is not well understood yet.  
More  specifically,  the  task  in  this part of  research  is  to  identify  the  failure mechanisms of 
nano‐scale anode materials during  lithiation. And questions below are answered  in this thesis.  (i)  In 
the anode materials without  lithiation, such as silicon crystal and graphene, what kind of nanoscale 
fracture  mechanisms  are  involved?  What  is  the  thermodynamic  and  kinetic  basis  of  these 
mechanisms?  (ii)  For  lithiated material,  such  as  silicon, what  are  the  atomic  structure,  formation 
energy  and  specific  volume  as  a  function  of  lithium  concentration?  And  what  is  the  connection 






in  two green energy‐carrier systems. They are:    (a) hydrogen embrittlement  in metals  for hydrogen 




and 1.5, multiscale modeling  and  analysis  are performed  for both  systems. Our  results  are  closely 




embrittlement. Two  thermodynamic  limits are  considered:  fast  fracture and  slow  fracture. The  fast 
fracture  limit means that the fracture process  is so fast that there  is no  impurity coming  in or going 
out. The slow fracture limit means that the fracture is so slow that during the fracture, the chemical 
potential is always in equilibrium with surrounding environments. Then an atomistic characterization 
method  is applied  to analyze  the hydrogen  segregation  sites and associated absorption energies at 
grain  boundaries.  With  atomistically  determined  structures  and  energetics,  we  can  evaluate  the 
embrittlement effect of hydrogen on the cohesive strength of grain boundaries under given  loading 
conditions. Finally, a  continuum‐level analysis  is performed  to determine  the embrittlement effect, 
such as changing of failure mode from transgranular fracture to intergranular fracture. Hence, all the 
questions listed in section 1.3 are addressed. 
In  the problem of  Li‐ion battery  anode  failure, we  start with pure  anode material without 
charging with  lithium. As the first step, we studied the nanoscale fracture process of pristine anode 
materials,  such  as  silicon  crystal  and  graphene.  Then,  the  lithiation  response  is modeled  by  the 
Molecular  Orbital  PACkage  (MOPAC  2009)  with  the  AM1  method.    We  calculated  the  lithium 
insertion‐ induced strain using the ring‐topological and statistical methods. Properties of amorphous 
LixSi  system,  such  as  structure,  formation  energy  and  specific  volume,  and  their  connections  are 
determined  in  our  atomistic  study.  This  atomistic  information  can  provide  a  basis  of  continuum 
modeling of  large  incompatible deformation between areas of different Li contents, which  tends  to 
initiate  fracture,  leading  to  electro‐chemical‐mechanical  failures  of  electrodes.  Finally,  continuum 
models are developed  to predict  concentration distribution, stress/strain evolution, and  fracture of 
anode  materials  during  lithiation.  The  combined  effect  of  plastic  deformation  and  two‐phase 












deeper  understanding  of  the  relationship  between material  structures  and  properties  could  help 
better utilize advanced materials and avoid their shortcomings in future applications. For example, we 
could utilize the large capacity of silicon and avert its failure at the same time in lithium ion batteries. 
From  theoretical  perspectives,  both  covalent  and  metallic  materials  are  studied  in  this 
research. There are  treated  in a unified  theme of  the  chemo‐mechanical effect on material  failure 
mechanisms under either soft or hard chemistry [23]. Hard chemistry refers to the impurity insertion 
causing dramatic changes in structures and bonding types. It can alter material behaviors significantly. 
Hence,  drastic  changes  in  failure mechanisms  are  expected,  such  as  the  problem  of  silicon  anode 
failures  studied  in  this  thesis.  In  contrast,  soft  chemistry  refers  to  the  insertion  of  interstitial 
impurities with an  limited  impact on material properties. However, the  initial soft‐chemistry type of 
responses may still evolve into catastrophic fracture due to self‐catalytic reactions and failures, such 
as the hydrogen embrittlement problem studied here.  
Additionally, our study of hydrogen embrittlement  for metallic materials and  the  failures of 
lithiated silicon will  lay out a framework of  linking atomic structure to material property accounting 
for the coupled chemical and mechanical effects, and explore a less explored interdisciplinary area of 
chemo‐mechanics.  In particular,  the analysis of electrochemically  induced deformation and  fracture 
mechanisms in silicon will be performed through both atomistic and finite element modeling, tightly 








  Chapter  2  discusses  modeling  methods.  It  includes  embedded  atom  method  (EAM)  and 
molecular  orbital  theory  for  atomistic modeling,  and  user  controlled  diffusion  for  finite  element 











introduction  to  the  thermodynamic  framework,  the  calculation  results  from  molecular  statics 
simulations  are  presented.  Information  of  electron  density  is  also  provided  to  shed  light  into  the 




pristine silicon and graphene by atomistic modeling.   Chapter 5 demonstrates how  to  tailor system 
size  to avert  fracture. Chapter 6 presents  the effect of  lithiation on amorphous  silicon, and discuss 
properties of amorphous LixSi system, including structure, formation energy and specific volume, and 
their connections. A framework of finite element modeling on lithiated anode material is provided in 
chapter  7.  Two  geometries  are  considered:  nano‐particle  and  nano‐wire.  The  application  of  this 
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  Molecular  dynamics  can  be  classified  by  the  way  of  describing  the  interactions  between 
atoms, which  is called  interatomic potential, or  just potential. There are three types of  inter‐atomic 
potentials:  (a)  Empirical  potential,  such  as  embedded  atom  model  (EAM);  (b)  Semi‐empirical 
potential,  such  as  potentials  derived  from  the  tight‐bonding  or molecular  orbital  theory;  and  (c) 
Quantum calculation, such as density  functional  theory  (DFT).   The  first  two are  intensively used  in 
this work. Empirical potential is used in the computation of hydrogen embrittlement and simulations 
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where   is  the  distance  between  atom  i  and  j,   is  a  pair‐wise  potential  function,     is  the 
contribution to the electron charge density from atom j of type β at the location of atom i, and F is the 





  In  this  study,  the Ni‐H‐Al potential developed by Baskes  and his  coworkers  [24]  is used  to 


























structure  and  energy  of  a molecular  system.  In  this  theory,  each molecule  has  a  set  of molecular 
orbital, and the molecular orbital wave function    can be written as a simple weighted sum of the n 
constituent atomic orbitals , according to the following equation: 
          .  
MOPAC is a commercial software for molecular orbital theory calculation. Its latest potential 
library  includes  about  7600  chemical  species. MOPAC  performs  semi‐empirical  calculations, much 
faster than their ab  initio counterparts.  It has been shown to have high accuracy  in the recent PM6 
models [26]. It also supports several input and visualization formats. 
MOPAC with  the PM6 method  is one of  the best choices  to  study  the  lithiation  for battery 
materials.  It  enables  efficient  computation with  semi‐empirical  quantum  description  of molecular 
interactions.  In  the  lithiation problem, although atomic  species  involved are  relatively  simple  (only 
silicon  and  lithium),  the  bonding  environment  of  atoms  changes  from  covalent  to  ionic  as  lithium 
atoms are inserted into silicon. This requires an accurate calculation of electron transfer [20]. MOPAC 
was  developed  based  on  the  molecular  orbital  theory  that  can  provide  the  required  accuracy. 




state, and  the  simulated  system must be  large enough  to mitigate  the  size effect on  the predicted 
mechanical properties. Compared to the ab initio approach, MOPAC is more computationally efficient 






simulations,  the  time  required  to  sample  these  states  is much  longer  than  the  time  scale of  lattice 
vibration, which is on the order of femto second. In other words, it takes a lot of trials and a long time 
for  the  system  to  jump out of  the  local minimums. As a  result, most of  the  computational  time  is 
spent  on  atomic  vibrations  that  are  of  little  interest  for  the  long‐time  dynamics  simulations.  The 
accelerated  dynamics  simulation  is,  therefore,  highly  desired.  In  general,  this  can  be  achieved  by 




Implementation of the ART consists of  two steps: displacing  the system  from a  local energy 
minimum to a nearby saddle point (the part of activation), and relaxing it from the saddle point to a 
new minimum (the part of relaxation) [27]. ART only spends time simulating the activated events of 
escaping  the basins  in  the energy  landscape,  i.e.,  jumping over  the barriers  that  separate different 
local  energy minima.  It  does  not waste  time  on  simulating  vibrations  of  atoms  around  their  local 
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  of  the  key
odel: 
















              .  
one can readily obtain the relationship between flux rate and local concentration 
               
              .  
In  equation  (2.7),  D0  is  a  function  of  local  stress  states  which  is  caused  by  deformation,  while 
deformation is proportional to local concentration c. This coupled deformation‐diffusion relationship 
significantly  increases the complexity of  the problem, requiring an effective control on diffusivity  in 
our simulations. 




such,  the diffusivity  can  be  controlled  as  a  function of  stress  and  strain. Meanwhile,  the diffusion 
induced deformation  is also a function of local concentration, which could be controlled  in UEXPAN. 
Hence,  with  the  three  user  subroutines  described  above,  the  diffusion  and  deformation  can  be 
coupled  in  simulations.  This  coupling  is  essential  to  the  continuum modeling  of  the  Lithiation  and 
deformation of electrode materials for lithium ion battery. 
 
2.3  Characterization  of  grain  boundary  in  metals  and  atomic  structure  in 
amorphous silicon 
Characterization  of  material  structure  is  vital  to  the  understanding  of  its  mechanical 














and  grain  boundary, we  use  deltahedron  [40‐41],  through  Voronoi  tessellation  [42],  as  a  tool  for 
structural characterization of grain boundaries in metals. A deltahedron is a polyhedron whose faces 
are all equilateral triangles.  As shown in figure 2.5 (left), deltahedra can be classified by the number 
of  its  vertices.  For  example,  a  Σ5  grain  boundary  in  FCC  metal  (figure  2.5  right)  consists  of  a 
combination  of  bi‐tetrahedron,  pentagonal  bi‐pyramid  and  capped  trigonal  prism.  Different  grain 
boundaries  have  different  combinations  of  deltahedra.  Besides  the  Σ5  [001],  three  other  grain 
boundaries  are  analyzed  in  chapter  3,  including  Σ17  [001]  ,  Σ11  [011]  and  Σ27  [011].  Deltahedra 
provide  an  effective means  of  evaluating  the  physical  properties,  such  as  free  volume,  adsorption 
energy and surface energy. The impurities embrittlement effect on grain boundaries can be calculated 
based on these properties. Analysis of the combined effects of deltahedral units at grain boundaries 
could directly provide  information of  impurity effect on cohesive strength  relevant  to experimental 





























































































































































































































































































































































































































































































































distribution  is a delta  function, as  shown  in  [43]  (black‐white  sub‐figure  in  the  top  left). As will be 
described  in  chapter  6,  counting  the  ring  sizes  enable  the  tracking  of  the  evolution of  amorphous 
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  Challenges  associated  with  a  hydrogen  economy  are  substantial,  ranging  from  hydrogen 
generation, storage, and transportation [1]. Hydrogen  in metallic containment systems such as high‐
pressure  vessels  and  pipelines  can  cause  the  degradation  of  their mechanical  properties  that  can 
further  result  in  the  sudden and unexpected  catastrophic  fracture  [2‐4]. A wide  range of hydrogen 
embrittlement  phenomena was  attributed  to  the  loss  of  cohesion  of  interfaces  (between  grains, 
inclusion and matrix, or phases) due to interstitially dissolved hydrogen [5]. This concept and related 
models  [6‐8],  however,  have  not  been made  sufficiently  predictive,  due  to  a  lack  of  fundamental 
understanding of the chemo‐mechanical mechanisms of embrittlement, despite considerable research 
efforts  [9‐15].  One  challenge  towards  such  an  understanding  is  to  establish  the  mechanistic 





for  hydrogen  vessels  came  to  a  sudden  halt.  The  problem  was  the  hydrogen  embrittlement 
mechanism, which has been observed earlier  in other applications. Zapffe and Sims  [16] developed 
the pressure‐expansion theory of hydrogen embrittlement. This idea in its further developments [17‐
18]  is  that  large  pressure  of  hydrogen  gas  generated  in  internal  voids  or  cracks  will  lead  the 
coalescence  of micro‐  voids  or  cracks.  The  coalescence  of micro‐  voids  and  cracks will  cause  the 
sudden catastrophic fracture.  
  Metallic materials can often be described by arrays of polyhedra consisting of closely packed 
clusters  of  atoms.  These  space‐filling  polyhedra  result  from  the  competition  of  maximizing  the 
coordination  number  of metallic  atoms, minimizing  the  local  free  volume,  and  avoiding  repulsive 
atomic overlap  [19].  They  can effectively  serve  as  the basic  structural units with which  to  analyze 

























































































































































































The  great  loss  of  ductility  at  the  diminished  dimple  size  can  be  understood  in  terms  of  enhanced 
nucleation of voids at  inclusions.  In recent study of grain boundary engineering, the transition  from 
dimple‐mediated trans‐granular fracture to cleavage and inter‐granular fracture is reported by Ritchie 





A  decohesion model  [25]  supposes  that dissolved  hydrogen  lowers  the maximum  cohesive 
force between the atoms of the metal at grain boundaries and at interfaces (Figure 3). It has a physical 
origin from the thermodynamic relations between the surface energy, segregation energy and stress 
state. Rice and Wang  [26] develop  this model and make a  connection  to Griffith’s  thermodynamic 
criterion  of  fracture.  The  surface  free  energy,  γ,  can  be  lowered  by  adsorption  of  hydrogen.  The 
difference of adsorption energy between hydrogen  in the bulk and hydrogen at surface/interface  is 
defined as segregation energy. The energy lowered by hydrogen adsorption is the reduction of work 
of  separation  (the  area  between  green  and  orange  curves).  In  addition,  hydrogen  adsorption will 
reduce the maximum cohesive force and alter the cohesive stress‐separation function.   
If we assume  that at an adsorption  site  i,  the equilibrium  chemical potential  is   with  the 
corresponding concentration . For a reversible change of state, 
               
The  key  assumption  in  equation  (1)  is  that  all  thermodynamic  functions  referring  to  the 
interface could be determined by the values of T,  , and  , regardless of the solute concentrations. 
Since the Helmholtz free energy , , , with fixed T, ∑ . Hence, 
using a single variable pair of segregation concentration    and equilibrating chemical potential , the 
work  of  separation  reduction  can  be  related  to  the  system  energy  reduction  due  to  impurities 
absorption onto  surface. One  can  consider  two  thermodynamic  limits  here.  If  the  crack  velocity  is 
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  We  study  the  face‐centered‐cubic  (fcc) Ni as a model  system. The embedded atom method 
(EAM) potential [27‐28] is used to describe the atomic interactions of Ni and H atoms. This potential 
has been well benchmarked by the bulk, surface, and defect properties measured from experiments 
(Table 1). Notably,  the  fitting data  includes  the zero‐point energy which  is  important  for hydrogen. 
Our simulation cell consists of a bicrystal slab with periodic boundary conditions in the grain boundary 
plane.  It  is known  that hydrogen embedded  in  the  transition metal  such as Ni behavior  chemically 
rather  like He  atom; namely,  interstitially dissolved hydrogen  in Ni  generally  exists  in  the  form of 
atoms instead of H2 molecules. The interstitial trapping sites in the bulk and at grain boundaries are 
characterized  in  terms  of  the  polyhedral  packing  units  of  host  Ni  atoms  [20].    Specifically,  in  a 
geometrical description of close packing of hard spheres of equal radii, the polyhedral hole refers to 
the  void  within  the  convex  deltahedra,  i.e,  polyhedra,  the  vertices  of  which  are  the  centers  of 











Figure  2.  Symmetrical  tilt  grain  boundaries  with  [001]  tilt  axis  in  the  fcc  Ni.  (a)  Projected  and 
perspective views of packing units of deltahedron, the number of vertices is given in the bracket. (b) A 
∑5 )9.36( o  boundary  is  composed  of  stacks  of  bi‐tetrahedron,  pentagonal  bi‐pyramid,  capped 






Tetrahedron (4) Bi-tetrahedron (5) Capped trigonal prism (9)Pentagonal bi-pyramid (7)Octahedron (6)





contrast,  the  )9.36(5 o∑   boundary  is made up of  three  types of polyhedral holes: bi‐tetrahedron, 
pentagonal  bi‐pyramid,  capped  trigonal  prism,  and  the  )1.28(17 o∑    boundary  is  composed  of  an 
additional  octahedral  hole.  In  both  boundaries,  a  capped  trigonal  prism  always  nests  with  a 






Figure 3. ∑5 )9.36( o  grain boundary with a full coverage of all the deltahedral interstitial sties by H 
atoms, from our preliminary study. (a1) and  (a2) show the side and cross‐sectional  (cut through the 
blue  dashed  line)  views  of  relaxed  grain  boundary,  respectively;  colored  lines  in  (a2)  indicate  the 



















hydrogen  to  various  interstitial  sites  is  endothermic  or  endothermic. Define  the  hydrogen  binding 
energy in the bulk,  bEΔ , as the difference between the energy of the system with and without one H 
atom at a  trapping  site. Table 1 shows  that  the hydrogen binding  to a octahedral  site  in  the bulk  (




favorable octahedral site  is positive,  i.e.,  17.0H =−Δ EE
octa




Likewise,  we  define  the  hydrogen  binding  energy  at  the  grain  boundary,  adgEΔ ,  and  the 
fracture surface,  adsEΔ , as the difference between the energy of the system with and without one H 
atom at the respective trapping site. Table 2  lists the atomistically calculated  adgEΔ  and 
ad
sEΔ .  It  is 




hole are significantly different  for  two boundaries. At  the  fracture surface,  the binding energies  for 
the same type of binding sites are very close for the two boundaries.   
Table 1. Trapping sites and binding energy of hydrogen (eV per atom). 
 EAM potential Experiment [61] 
Molecular binding energy EH -2.37 -2.4 
Bulk:  tetrahedron 




(111)  surface:  top 


















s EEE Δ−Δ=Δ . 
Interstitial site 



















Pentagonal bi‐pyramid  ‐2.52  ‐2.83  ‐0.32  ‐0.63    ‐2.54   ‐2.80  ‐0.34  ‐0.60 
Octahedron  −  −  −  −    ‐2.45  ‐2.85  ‐0.25  ‐0.65 
Capped trigonal prism  ‐2.42  ‐2.66  ‐0.22  ‐0.46    ‐2.42  ‐2.68  ‐0.22  ‐0.48 









g EE Δ−Δ  is inherently positive. 
To  understand  this  trend  from  the  perspective  of  chemo‐mechanical  coupling, we  calculated  the 
“chemical” energy change of embedding H  into a rigid atomic network of host atoms of Ni, and the 
“mechanical” energy change due to the elastic relaxation associated with Ni‐H bonding. As shown in 
Table  S1  of  Supplementary  Materials,  the  former  dominates  the  latter,  confirming  the  previous 
quantum mechanical analysis. This result indicates that the positivity of  ads
ad
g EE Δ−Δ  can be mainly 
attributed to the chemical (electronic) effect of binding H to Ni; namely, the electron density at the Ni 















g EEEE Δ−Δ=Δ−Δ . These energies control how hydrogen affects the 
work of  separation of grain boundaries, as discussed next. Note  that  the  results  in Tables 1 and 2 
correspond  to  the  dilute  limit  of  low  hydrogen  concentration  at  the  grain  boundary  and  fracture 
surface.  Our  calculations  also  show  that  those  binding  energies  are  nearly  identical  to  the 
corresponding values in the limit of high hydrogen concentration, with differences less than 2%. These 
results  indicate  that  the  interaction  energies  between  different  hydrogen  atoms  at  the  same  and 
different types of deltahedral sites are negligibly small.  
  Based  on  the  calculated  binding  energies, we  have  quantitatively  evaluated  the  hydrogen 
embrittlement  effects. We  first  studied  the  limit  of  fast  separation  of  grain  boundary with  fixed 
hydrogen  concentration. According  to  the  thermodynamic  theory of embrittlement of  an  interface 
with n types of segregation sites [7], the work of separation at fixed solute concentrations,  ΓW , valid 
















iΓ  is the solute concentration at the  i‐th type  interstitial site of the 
boundary,    igμ  and 
i
sμ  are  the  chemical  potential  of  solute  at  the  grain  boundary  and  separated 
surface,  respectively.  For  fracture  at  low  temperatures,  one  can  justifiably  neglect  the  entropic 
contributions  to  the  chemical  potentials  [48]  (as  verified  by  our  numerical  calculations),  so  that 













0 .  As  discussed  earlier,  the  interactions  between 
different hydrogen atoms at  the  same and different  types of deltahedral  sites are negligibly  small, 
such  that both  )(, iiseggE ΓΔ  and  )(
, iiseg
gE ΓΔ  can be approximated as a  constant, as assumed  in  the 
Langmuir‐McLean adsorption isotherm [48]. It follows that  




































one another, giving  18max, 104×≈Γ ig  m
‐2 6107 −×≈ mol m‐2.  
  It should be noted  that  the embrittlement effect can be drastically  increased  in  the  limit of 
slow  separation  at  fixed  hydrogen  chemical  potential.  The  work  of  separation  at  fixed  chemical 











upper integration limit is taken as the chemical potential of H in the bulk  xkT ln=μ . It can be shown 
















μ μμ ,  where  0μ  is  the  solute  chemical  potential  in  the  bulk 
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leading  to  a  equilibrium  solute  concentration  of  i0Γ  at  the  grain  boundary,  and  )( 0μ
i
sΓ  in  the 
integration  limit  is  the  solute  concentration  of  the  separated  surface  with  the  surface  chemical 
potential equal to that in the bulk  0μ . To a first approximation, the work of separation between the 
two limits can be estimated by 
































max, exp ,  (4) 
Note  that  isΓ  in  Eq.  (4)  is  governed  by 
iseg
sE







  Based  on  Eqs.  (1)  and  (2),  we  evaluated  the  equilibrium  hydrogen  concentrations  and 
associated  embrittlement  effects  at  hydrogen  charging  pressures  pertinent  to  the  efficient 
transmission of hydrogen gas, e.g.,  20‐100 MPa in pipelines [31]. In a recent experiment by Bechtle et 
al.  [4], hydrogen embrittlement was studied with  the hydrogen charging pressures between 50‐140 
MPa and temperatures between  o200150 − C. The corresponding equilibrium H lattice concentration 
x  was estimated from Sievert’s law, giving a range of 1000‐3000 atomic parts per million (appm) that 
was  consistent with experimental measurements  [4]. Taking a  representative high  concentration  in 
experiment,  e.g.,  3000=x appm  when  o200=T C,  we  estimated  the  H  concentrations  at  grain 
boundaries using Eqs. (1) and (2) with atomistic calculation results of segregation energies (Table 2). 
For the  )9.36( 5 o∑  boundary with  5max, 1085.0 −×=Γ ig mol/m2,  iΓ  is  51075.0 −× mol/m2 in the most 
energetically favorable site of the pentagonal bi‐pyramidal hole, giving 88% coverage of this type of 
site;  in  the  capped  trigonal  prism,  51034.0 −×=Γi mol/m2,  giving  40%  coverage;  in  the  bi‐
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tetrahedron,  51007.0 −×=Γi mol/m2, giving 8% coverage. Clearly, these high, but different coverages 
manifest  the  segregation equilibrium of H  at multiple polyhedral  sites  as  controlled by  Eq.  (2)  [7].
  Using  the  above estimated H  concentrations,  together with  the  separation energy of  clean 
boundaries given in Supplementary Materials (Table S2), we calculated the work of separation,  ΓW , of 
the    )9.36( 5 o∑  grain boundary based on Eq.  (1), and obtained  26.3=ΓW J/m2   for a H‐adsorbed 
boundary, as opposed to  60.30 =W J/m2 for a clean boundary. This is the first key result of this work. 
  Along the same  line, we evaluated the hydrogen embrittlement effects on different types of 
high‐angle and low‐angle grain boundaries with either the [100] or [110] tilt axis. The results given in 
Table 3  shows    that  the  reduction of  the  separation energy  is more or  less around 10% under  fast 
fracture  limit,  despite  the  fact  that  different  boundaries  consist  of  various  combinations  of 
deltahedral holes with different  spatial arrangements.  In  contrary,  the  reduction of  the  separation 
energy under slow fracture limit is about 50%.  A simple kinetic analysis shows us that in reality, most 
fractures are close to the fast fracture limit. 
   
.
. /
/     
Table 3. Interface decohesion by hydrogen under fast and slow fracture limits. The simulated 
experimental temperature is 473.1K, pressure is 100MPa and concentration in crystal Ni is 3000 appm. 
 Σ5[100] Σ17[100] Σ11[110] Σ27[110] 
γgb (J/m2) 1.01 1.04 0.28 0.62 
2γs (J/m2) 4.61 4.50 4.57 4.55 
W (J/m2) 3.60 3.46 4.29 3.93 
Fast limit:     
∆W (J/m2) 0.413 0.450 0.329 0.593 
Percentage -10% -12% -7% -13% 
Slow limit:     
∆Wa (J/m2) 1.659 1.824 2.025 2.487 









 Σ5[100] Σ17[100] Σ11[110] Σ27[110] 
Fast limit ∆W (J/m2):     
Approximation 0.413 0.450 0.329 0.593 
Integration 0.365 0.399 0.297 0.500 
Slow limit ∆Wa (J/m2):     
Approximation 1.659 1.824 2.025 2.487 



















are much closer  to each other. Both  features can be  rationalized  in  terms of  the hydrogen alloying 
behaviors  in metals.   Namely,  the energy of  interaction between hydrogen and  the host  transition 








due  to  the geometrical  constraint of  surrounding atoms. As a  result,  the corresponding embedding 
energy  cannot be optimized  to  the minimum, giving various values of  iadgE
,Δ  governed by  the  local 
atomic geometry of polyhedral holes.  
 
Figure  4. Adsorption  energies  are  plotted  as  a  function  the  corresponding  electron  density  at  the 
adsorption site. This provides the electron density basis of hydrogen decohesion effect. 
  Based on  the  foregoing analysis of  local electron density‐governed adsorption energies, we 
can further rationalize the limited reduction of the interfacial strength. Let us recall from Eq. (1) that 
the embrittlement is controlled by the collective effect of multiple segregation sites. For each type of 




,, Δ−Δ  and the H concentration at the grain boundary  iΓ . The former is equal 
to  the  adsorption  energy  difference  of  iads
iad
g EE
,, Δ−Δ ,  while  according  to  Eq.  (2),  the  latter  is 
governed by  iseggE
,Δ , or equivalently  iadgE
,Δ  for a  given  lattice  concentration. Since  the variation of 
iad
sE
,Δ  is  relatively  small  compared  to  iadgE





,Δ  is large,  iΓ  will be high, 








,Δ , giving a minimum    25.0,, ≈Δ−Δ isegs
iseg
g EE eV 
per  H  atom. On  the  other  hand,  under  the  high  charging  loading  pertinent  to  efficient  hydrogen 
transmission, 
iΓ  at  the  site  with  the  minimum  iadgE
,Δ  approaches  the  saturation  limit  of 
18max, 104×≈Γ ig  m
‐2, which is also intrinsically determined by the atomic geometry of grain boundary 
or  simply  the  lattice  constant.  It  follows  that  the  product  between  iads
iad
g EE
,, Δ−Δ  and  ig
max,Γ  is 
approximately 0.16  J/m‐2, which  corresponds  to about 5%  reduction of work of  separation of pure 






  The above  results of hydrogen‐mediated  interfacial embrittlement  can be  correlated  to  the 
recent experiment of intergranular hydrogen embrittlement of polycrystalline Ni by Bechtle et al. [4]. 
They  found  that  (i)  for  tensile  testing  in  uncharged  conditions,  ductile  transgranular  fracture 
dominates;  (ii)  after  hydrogen  charging  at  3400=x appm,  fracture  surfaces  show  exclusively 
intergranular  fracture;  (iii) under  the  same  charging  load,  increasing  the  fraction of  “special”  grain 
boundaries  (low  sigma  number)  by  the  thermo‐mechanical  treatment  (so‐called  grain  boundary 
engineering) lowers the fraction of intergranular fracture significantly. 
  To  rationalize  the  above experimental observations, we note  that  the  selection of  fracture 
path  in polycrystalline  samples  is governed by  the orientation of  the plane with maximum normal 
stress  relative  to  (i)  the  weak  crystal  plane  (i.e.,  the  }111{  plane  for  an  fcc  metal  of  Ni)  for 
transgranular  fracture,  and  (ii)  the  weak  grain  boundary  for  intergranular  fracture,  as  well  as 
connectivity  of  “weak”  grain  boundary  planes.    Table  2  lists  the  calculated  separation  energy  of 
































































































































































Figure  5.  Illustration  of  fracture mode  transition.  The  change  from  the  transgranular  fracture  to 
intergranular fracture results from the competition between the fracture driving force and resistance 




side  is  the  ratio of  resistance.   and   are  the energy  release  rate of separating grain 
boundary and {111} planes. They both depend on the angles between the direction of crack extension 
and the plane of maximum normal stress, which are   and   here as shown in figure 4.    and 
  are the corresponding work of separations.  depends on the local concentration  . To 
achieve  inequality (3), the key  is to reduce the separation energy of grain boundary by  increasing  . 
Accounting  for  the  valve  effect,  a  transition  from  the  intergranular  to  transgranular  fracture will 
happen automatically, when  inequality  (3)  is  satisfied. Furthermore,  since  the  strength  reduction  is 
insensitive to the sigma number of grain boundaries, it is understandable that increasing the fraction 
of  grain  boundaries  with  low  sigma  number  (equivalently  reducing  the  fraction  of  weak  grain 
boundaries) can lower the fraction of intergranular fracture. Therefore, the experimental observation 








fast  and  slow  fractures  are  considered.  The  reduction  of  work  of  separation  for  different  grain 
boundaries  due  to  hydrogen  segregation  is  systematically  evaluated.    It  is  shown  that  the 
embrittlement effect by hydrogen on grain boundaries is limited; the slower the fracture process, the 






of grain boundary by hydrogen adsorption  is  limited; the slower the process  is, the more significant 
the  embrittlement  effect will  be.  A  simple  kinetic  analysis  of  hydrogen  diffusion  indicates  that  in 
reality, most fractures should be close to the fast fracture limit under typical experimental conditions. 
  We  use  the  deltahedral  packing  units  to  characterize  the  atomic  structures  of  grain 
boundaries.  The  center of  each deltahedron  is  considered  as  a  stable  interstitial  site  for hydrogen 
adsorption.  Basing  on  the  local  electron  density  approximation,  we  assume  that  the  same 
deltahedron always has  similar adsorption and  segregation energies, no matter what  type of grain 





experiments by Bechtle et al.  [4]. The  fracture mode  is known  to be governed by  the competitions 
between  the  energy  release  rates  and  associated  resistance  (e.g., work  of  separation). Our  study 
reveals  the  controlling  factors  of  the  fracture mode  transition:    the  first  is  the  valve  effect  of  the 
plastic work on fracture that depends exponentially on the local stress at a crack tip, and the second is 
the geometric effect on the driving force of fracture that depends largely on the local geometry of the 
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battery  [1‐8].  Improvement  of  the  anode  performance  has  been  shown  in  recent  experiments  by 
utilization of nanostructured materials, such as thin films [7], nano‐particles [8] and nano‐wires [1]. As 
the  first  step of understanding  the mechanical  failure of anode, a  study of  fracture mechanisms  in 
pristine  nanomaterials  is  necessary, which  provides  a  basis  of  studying  their  lithiation/delithation 
responses. For example, we ask whether it is possible to take advantage of the high capacity of silicon 
while minimize  the diffusion  induced deformation mismatch. Chapter 4 and  chapter 5 presents:  (i) 
nanoscale  fracture mechanisms  in  silicon  and  graphene;  (ii)  tailoring  the  size  to  avert  fracture  in 
strain‐engineered nanomaterials (using graphene as a  model material). 
In this chapter, an atomistic study is preformed to characterize the formation and extension of 






extension of nanosized crack  in graphene also  involves  cleavage bond breaking and amorphization. 
Additionally,  based  on  the  study  of  nanoscale  fracture mechanisms  of  silicon  and  graphene,  we 
explore whether  it  is possible  to  avert  the  cleavage  fracture  at nanoscale.  The  fracture mechanics 
concept  is used  to determine  the  limit of applied  strain and system  size. Our study  reveals  that by 
tailoring  the system  size,  the mode  I cleavage  fracture could be suppressed. We use graphene as a 
model  material  for  its  application  in  strain  engineering  of  band  gap.  More  specifically,  two 
experimental methods  have  been  used  to  control  the  electronic  properties  of  graphene:  applying 






  Nanoscale  fracture  experiments  and  simulations  demonstrate  the  potential  to  probe  and 




the  athermal  limit  of  instantaneous  fracture.  Such  high  stresses  can  easily  arise  in materials with 
nanometer‐sized  cracks. While  the  nanocrack  response  in  this  sub‐critical  load  range  controls  the 
fracture  behavior  of  small‐volume materials,  only  few  theoretical  studies  have  emerged  in  recent 
years [22‐25]. This is largely because from an atomistic‐modeling standpoint, the fracture under a sub‐
critical load is hardly accessible by direct molecular dynamics (MD) simulations due to the time‐scale 





rise  to  the  lattice  trapping  effect  [28].  Specifically,  under  an  applied  load,  a  crack  can  be  locally 
“trapped” in a series of metastable states with different crack lengths and crack‐tip atomic structures. 
The  time‐dependent kinetic  crack extension  then  corresponds  to  the  transition of  the  system  from 
one state to the other via thermal activation [29]. This  lattice‐trapping effect  is expected to play an 
increasingly  important  role  in  fracture with  reduced  system  size,  though  its  significance  varies  for 
different crystals, depending on the bonding characteristics such as the interaction range and shape of 
the  interatomic  force  law  [25,30‐31].  From  the  atomistic modeling  perspective,  the  existence  of 
lattice‐trapped  states  enables  us  to  capture  and  examine  in  detail  various  brittle  and  ductile 
responses,  including  the  competing  processes  of  cleavage  fracture,  dislocation  emission,  and 
amorphization [22, 32‐34].  
In  this  section,  we  examine  the  thermodynamic  driving  forces  and  activation  barriers 
associated with growth of a crack, dislocation emission, and amorphization at a crack tip subjected to 
either  stress  or  strain  loading. We  show  that  for  a  Stillinger‐Weber  (SW)  potential  of  silicon  [35], 




direct MD  simulations  [22,36],  but  is  valid  for  a much wider  range  of  stresses,  temperatures  and 
loading  rates.  We  further  investigate  the  energy  landscape  beyond  the  initial  formation  of 
dislocations  and  five/seven‐membered  rings.  Our  results  exhibit  energy  barriers  that  govern  the 




  Consider  a  central  crack  in  an otherwise perfect  crystal of  silicon under a uniform  far‐field 
load. We use the standard supercell setup with periodic boundary conditions [37].  The silicon atoms 
form a diamond‐cubic crystalline network, characterized by  localized and directional covalent bonds 
that  generally  enhance  the  lattice  trapping  effect  [97].  Consider  the  silicon  under  a  high  stress  of 
10GPa, about 1/4 of the ideal tensile strength in the  111  direction, 38GPa, as predicted by the SW 
potential  [98]. We determine  the atomic geometry and energetics of  formation and extension of a 
nano‐sized  crack.  Here  we  focus  on  quasi‐2D  fracture  and  ignore  the  3D  mechanism  of  crack 
advancement by double‐kink formation and migration along the crack front [31‐32,38].  
Figure 1(a) shows the system energy per unit cell along the crack front as a function of crack 
length under both  the stress‐controlled  (red) and strain‐controlled  (blue)  loading conditions.  In  this 
calculation, the supercell is 18.3nm wide, 20.1nm high, and 3.8nm thick, with a total of 1680 atoms. In 
Figure 1(a), circles represent the local energy minima at different crack lengths, i.e., different numbers 
of  broken  bonds.  These metastable  states  arise  because  of  the  lattice  trapping  effect.  They  are 
numerically obtained by using the constrained energy minimization method, as detailed in Appendix 




close  to  nm8.22 c ≈a . On  the other hand,  the  critical  crack  length  can be predicted based on  the 
Griffith formula. Namely, the critical energy release rate  cG and the stress intensity factor  cK satisfy 
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c === ; using  the  surface energy  (
2J/m45.1=sγ ) and 
effective Young’s modulus  in  the  111  direction  ( GPa6.148=′E ) given by  the SW potential  [98], 
one predicts  nm74.22 c =a , as indicated by the vertical line in Figure 1(a).  The agreement between 
the two methods of predicting the critical crack length, with a difference less than one atomic spacing 
of 0.33nm, suggests that the Griffith formula is applicable to nanoscale fracture. Note that the above 




or  receding by one bond distance.  These MEP  curves  are  calculated  from  the nudged elastic band 
method,  as  detailed  in  Appendix  A.  Each MEP  involves  a  forward  and  a  backward  transition. We 
extract  the  energy  barriers  along  the  thermodynamically  favorable  directions  of  transition.  So  the 
activation  energies  shown  in  Figure  1(b)  are  the barriers of  crack  extension when  caa > ,  and  the 
barriers of crack healing when  caa < .  
 
(a) (b) 
Figure 1. Nanoscale  fracture  in silicon under the tensile stress of 10GPa.  (a) Energetics of nanocrack 
formation under the stress‐controlled (red) and strain‐controlled (blue) loading conditions. (b) Energy 








Figure 1.  (cont.).    (c) Size effect on stress‐controlled fracture, showing the energetics of crack  in the 
supercells of 18.3x20.1x3.8nm (red) and 9.1x10.1x3.8nm (brown). (d) Size effect on strain‐controlled 
fracture,  showing  the  energetics  of  crack  in  the  supercells  of  18.3x20.1x3.8nm  (blue)  and 
9.1x10.1x3.8nm  (green).  (e‐f) Same as (a‐b) except the supercell is reduced by half in both width and 
height 
Figure  1  also  reveals  the  size  effect  on  nanoscale  fracture.  In  Figure  1(c), we  compare  the 
energies governing the stress‐controlled fracture in two supercells,  nm1.208.3nm1 × (red curve) and 
nm10nm1.9 × (brown  curve).  Figure  1(d)  shows  the  energetics  of  strain‐controlled  fracture  in  two 
supercells,  nm1.208.3nm1 × (blue  curve) versus  nm10nm1.9 × (green  curve). Comparing Figure 1(c) 










1(c) and  (d), and show  in Figure 1(e)  the energies of stress‐controlled  (brown) and strain‐controlled 
(green)  fracture  in  the  size‐reduced  system  ( nm10nm1.9 × ).  In  contrast  to  Figure  1(a),  the  two 
loading methods  lead  to  considerably  different  energy  curves.  This  difference  arises  because  the 
strain‐controlled fracture is more sensitive to the system size. Figure 1(f) shows the energy barriers of 
crack extension, extracted  from Figure 1(e). Particularly, when  caa > , the energy barrier  for strain‐
controlled fracture (green circles) first decreases and then increases as the crack further extends. This 
trend differs qualitatively from the case when the system size is doubled, see Figure (b) (blue circles). 
This  change  in  energy  barriers  can  be  correlated  to  the  thermodynamic  driving  force  of  crack 
extension, i.e.,  saG γ2)( −  [95], which corresponds to the negative of the slope of the envelope curve 
in  Figure  1(e).  Specifically,  during  the  strain‐controlled  fracture  and when  caa > ,  our  calculations 
show that the system stress σ decreases when a increases. As the crack extends, the effect of σ  on 












Figure  2.  Illustration  of  the  size  effect  on  fracture, which  arises  because  the  crack  in  the  central 
supercell (same as Figure 1(f)) interacts with image‐cracks in other supercells. 
The  above  size  effect  can  be  rationalized  in  terms  of  the  interactions  between  the  central 
crack and  its  images, which arise due to the  finite size of the simulation cell and periodic boundary 
conditions.  Figure  2  shows  the  central  supercell,  with  the  characteristic  size  of  2b,  and  eight 
neighboring cells. When b  is reduced,  the central crack and  its  image‐cracks become closer, causing 
stronger interactions leading to the observed size effect. To evaluate the extent of size effect, we have 
further studied larger supercells. For example, in a size‐doubled system ( nm407nm3 × ), we find that 
for both the stress‐controlled and strain‐controlled fractures, the energy curves are close to those in 
Fig.1(a‐b) with differences less than 1%. This suggests that the size effect on nanoscale fracture should 











of  ∞σ .  It  can  be  shown  the  corresponding  )2/tan()/2( baabaK πππσ ⋅= ∞  [103].  When 




release with  the  introduction of a crack of  length 2a  is  '2
2 / Ea∞πσ  per unit  thickness of  the body 
[102]. This energy relation is derived by assuming that  ∞σ  is constant when a crack  is  introduced, a 
condition that  is approximately satisfied for strain‐controlled fracture when the system size  is much 
larger than the crack length. Our calculations show that the system stress becomes very sensitive to 
crack  length when b/a < 10, so  that  the elastic energy release should deviate  from    '/22 Ea∞πσ  in 
small samples,  leading to a strong size effect, as shown  in Figure 1(d). On the other hand,  in a  large 
system under stress loading, the introduction of a crack of length 2a causes a release of the potential 
energy  (the  sum  of  stored  elastic  energy  and  the work  of  applied  stress)  by  the  same  amount  of 
'/22 Ea∞πσ  as  the  strain‐controlled  fracture.  In  small  systems,  ∞σ  remains  constant  regardless of 
crack  length, so that the energy release  is still about  '/22 Ea∞πσ . This  leads to a much weaker size 
effect,  as  shown  in  Figure  1(c). While  the  foregoing  analysis  of  size  effects  is  given  based  on  the 
continuum theory of elasticity and does not directly involve the atomic‐scale effect of lattice, it should 
be  emphasized  that  the  characterization  of  energy  barriers  requires  the  sampling  of  corrugated 
atomistic energy landscape, and the detailed atomistic study is therefore needed, as demonstrated in 
this work. 
Finally,  we  note  that  the  strain‐controlled  fracture  in  the  present  central‐crack  setting 
qualitatively differs in the nature of stability from another celebrated case of displacement‐controlled 
fracture: Obreimoff’s  experiment  of  inserting  a wedge  to  peel  off  a  surface  layer  in mica  [39]. As 
shown  in  Figure  1,  a  central‐crack  under  a  uniform  far‐field  load  features  a  concave  energy‐crack 
length profile  for both the stress‐controlled and strain‐controlled  loadings.   Consequently, the crack 






the loads are applied by either the far‐field stress  ∞σ or strain  '/ E∞∞ = σε . As detailed earlier, the 
introduction of a crack of  length 2a  in a  large system causes a release of elastic energy or potential 
energy by the same amount of  '/22 Ea∞πσ  for the stress‐controlled or strain‐controlled fractures. In 
the meantime, the surface energy is increased by  saγ2 . As a result, their energy‐crack length profiles 
are both  concave, and qualitatively  similar even  in  small  systems. On  the other hand,  the peel‐off 
layer in Obreimoff’s experiment can be modeled by one arm of a split strip. The arm can be treated as 
a  beam  of  length  l  and  height  h  cantilevered  at  the  crack  tip.  Under  an  end  load  of  imposed 
displacement δ ,  the  stored  elastic  energy  is  about  323 4/' lhE δ  per  unit  thickness  of  the  beam, 
which  is different from the stored potential energy of  323 '/4 hEPl−  under an end  load of  imposed 
force P [41]. As a result of the different roles of crack length l in the beam energy, the system energy 
versus  crack  length  curve  changes  from  the  concave  to  convex  shape as  the applied  load  switches 
from imposed displacement to force, leading to the change of crack stability. 
 
4.3.  Competing  mechanisms  of  fracture,  dislocation  emission,  and 
amorphization 
To  investigate  the  atomic mechanisms  governing  the  brittle‐to‐ductile  transition, we  have 
studied several competing unit processes at the crack tip. Consider, as an example, a crack under a 
strain‐controlled  load.  Suppose  the  system  is  subjected  to  a nominal  stress of  GPa10=σ and  the 
crack  length  is  nm8.22 =a , which satisfies the Griffith condition of   fracture. Figure 3(a) shows the 
relaxed  structure near  the  crack  tip. Taking  this  configuration as an  initial  state, we determine  the 
minimum energy paths of brittle  fracture by bond breaking,  Figure 3(b1),  the ductile  responses by 
amorphization,  Figure  3(b2),  and  dislocation  emission,  Figure  3(b3). We  obtain  these  local  energy 
minima (Figs. 3(b1‐b3)) by using the constrained energy minimization method, as detailed in Appendix 






crack‐tip  structure  before  transition.  (b1)  Relaxed  structures  after  crack‐tip  bond  breaking,  (b2) 
amorphization,  (b3)  and  dislocation  emission;  atoms  are  colored  by  the  coordination  number:  4 
(green) and 3  (blue).  (c) Minimum energy paths.  (d) Activation energy barrier versus  crack  length  (
caa > ). 
We next examine  the atomic process of crack‐tip amorphization. The minimum‐energy‐path 





important  consequence  on  the  energetics  of  amorphization  to  compete  against  fracture  and 
dislocation emission, as will be discussed later in this article. Parenthetically, the unit process of bond 























WWW method  [105].  It  is  also  noteworthy  that  a  similar  bond‐rotation mechanism  leads  to  the 
formation of a Stone‐Wales (SW) defect  in the hexagonal  lattice of carbon nanotubes and graphene 
sheets [106‐108]. The SW defect is a pair of planar rings with five‐ and seven‐members, which is also 
known  as  a  5/7  dislocation  dipole.  The  separation  of  the  dipole  by  dislocation  migration  is  a 
mechanism underlying the plastic deformation of carbon nanotubes and graphene sheets. However, 
the  SW‐like  defect  in  silicon  is  non‐planar;  it  leads  to  amorphization  rather  than  dislocation 
nucleation. 
For the diamond‐cubic silicon, the crack‐tip dislocation nucleation on the  }111{  plane involves 
two  possibilities:  dislocation  glides  on  the widely‐spaced  shuffle  plane, which  cuts  through  single 
covalent bonds along the  111  direction, or on the narrowly‐spaced glide plane, which cuts through 
the triplets of covalent bonds  inclined equally  to  the  }111{  plane; Figure 3(b3) shows the glide and 
shuffle plane by the solid and dashed line, respectively. As the relative importance of the shuffle and 
glide  dislocations  in  plasticity  has  not  been  fully  resolved  [109‐110],  we  study  in  this  work  the 
nucleation of a  211}111{  glide partial as a representative unit‐process to compete against fracture 
and amorphization. By comparing Figure 3(a) and (b3), one sees the bond shearing process (marked 
by  the brown oval) on  the  }111{  glide plane  (the  solid  line)  in  the  211  direction. Note  that  this 
partial nucleation process  involves not only  the bond shearing between atom 4 and 5, but also  the 




the  initiation of amorphization  is most  favored both  thermodynamically  (with  the  lowest energy of 
the final state) and kinetically (with the lowest activation energy barrier). By comparing the structure 
before  transition,  Figure  3  (a), with  those  after  transition,  Figs.  3  (b1‐b3),  one  can  rationalize  the 







Figure  3(d)  shows  the  energy  barriers  of  the  three  processes  at  various  crack  lengths. 
Generally, the brittle‐to‐ductile transition of fracture requires the crossover of barrier curves between 
the competing crack‐tip processes. However,  for  this model of silicon based on the SW potential,  it 
can  be  seen  that  amorphization  is  always  the  most  kinetically  favorable  mode  with  the  lowest 
activation  energy  barrier,  until  the  load  is  increased  to  the  athermal  limit  of  spontaneous 
amorphization  giving  a  vanishing  energy  barrier.  According  to  transition  state  theory  [48]  and 
assuming  that  the  three  processes  have  approximately  the  same  trial  frequency  (because  each 
process similarly  involves the transformation of a single bond), amorphization  is expected to be the 
dominant crack‐tip response at various stresses, temperatures and  loading rates, as observed  in MD 








  We have  further  investigated the crack‐tip amorphization beyond  the  initial  formation of   a 
pair of five‐ and seven‐membered rings. Competing pathways are identified for evolving the crack‐tip 
amorphous  structure.  Starting  from  the  incipient amorphous  state  shown  in  Figure 3(b2), but  at  a 



































view  of  Figure  2(b3);  (b)  a  partial  glides  into  the  crystal  along  the  inclined  }111{  slip  plane;  the 
dislocation cores are circled. (c) MEPs from state (a) to (b).  
The  foregoing  two  pathways  of  amorphization  demonstrate  a  general  feature  of  inelastic 
deformation in silicon: accommodating the applied  load through the competing and complementary 
processes of migration of existing topological defects (e.g., the five‐ and seven‐membered rings) and 
nucleation of  the new ones. Such competition  is expected  to be  important  for most covalent solids 
such as silicon, where  the  intrinsic  lattice  resistance  is high, causing  the sluggish motion of existing 
defects whose back stresses promote the nucleation of new defects to sustain large deformation [51]. 
The sluggish motion of defects can be further demonstrated by finding the non‐negligible secondary 




Altogether,  the  present  study  shows  that  detailed  analyses  are  further  needed  to  fully 
understand  the  competing  role  of  nucleation  and migration  of  defects  in  silicon  in  terms  of  the 






  We have studied the sub‐critical fracture at the nanometer scale.   As shown  in Figure 1, the 
influence  of  boundary  conditions  is  quantified  in  terms  of  both  the  thermodynamic  driving  forces 
(energy  difference  between  adjacent  local  energy  minima  (circles))  and  kinetic  barriers  (energy 
difference between saddle points and neighboring local energy minima). We find the strain‐controlled 
fracture depends sensitively on the system size, leading to an intriguing scenario of kinetically delayed 




bond  breaking,  dislocation  emission,  and  amorphization. We  demonstrate  that  amorphization  by 
single bond rotation is the most favorable atomic process until the athermal limit, making the brittle‐
to‐ductile transition less likely.  
Obviously,  in  view  of  the  imprecision  of  force‐field models,  verification  via  first  principles 
calculations is needed to ascertain the conclusion. However, our studies also reveal the complexity of 
the  energy  landscape  that  is  associated  with  subsequent  growth  of  amorphization.  To  lay  the 
groundwork for first principles calculations, such molecular mechanics studies are insightful. Further, 
it should be noted that at elevated temperatures, all the three crack extension mechanisms may be 
active,  leading  to  a  complicated,  coupled  crack extension process. Nevertheless,  the present  study 
represents  the  first  necessary  step  towards  a mechanistic  understanding  of  the  brittle‐to‐ductile 

















4.  Ishikawa,  M.,  et  al.,  Pure  ionic  liquid  electrolytes  compatible  with  a  graphitized  carbon 
negative  electrode  in  rechargeable  lithium‐ion  batteries.  Journal  of  Power  Sources,  2006. 
162(1): p. 658‐662. 




7.  Limthongkul,  P.,  et  al.,  Electrochemically‐driven  solid‐state  amorphization  in  lithium‐silicon 
alloys and implications for lithium storage. Acta Materialia, 2003. 51(4): p. 1103‐1113. 
8.  Graetz,  J.,  et  al.,  Nanocrystalline  and  thin  film  germanium  electrodes  with  high  lithium 
capacity and high  rate  capabilities.  Journal of  the  Electrochemical  Society, 2004. 151(5): p. 
A698‐A702. 
9.  Yu, M.F.,  et  al.,  Strength  and  breaking mechanism  of multiwalled  carbon  nanotubes  under 
tensile load. Science, 2000. 287(5453): p. 637‐640. 
10.  Belytschko,  T.,  et  al., Atomistic  simulations  of  nanotube  fracture.  Physical Review B,  2002. 
65(23): p. 235430. 
11.  Peng, B., et al., Measurements of near‐ultimate  strength  for multiwalled  carbon nanotubes 
and  irradiation‐induced crosslinking  improvements. Nature Nanotechnology, 2008. 3: p. 626‐
631. 




14.  Pugno,  N.M.  and  R.S.  Ruoff,  Quantized  fracture mechanics.  Philosophical Magazine,  2004. 
84(27): p. 2829‐2845. 
15.  Khare, R., et al., Coupled quantum mechanical/molecular mechanical modeling of the fracture 
of  defective  carbon  nanotubes  and  graphene  sheets.  Physical  Review  B,  2007.  75(7):  p. 
075412. 












21.  Gao, H.J.,  et  al., Materials  become  insensitive  to  flaws  at  nanoscale:  Lessons  from  nature. 
Proceedings  of  the  National  Academy  of  Sciences  of  the  United  States  of  America,  2003. 
100(10): p. 5597‐5600. 
22.  Bernstein,  N.  and  D.W.  Hess,  Lattice  trapping  barriers  to  brittle  fracture.  Physical  Review 
Letters, 2003. 91(2): p. 025501. 
23.  Perez,  R.  and  P.  Gumbsch,  An  Ab  initio  study  of  the  cleavage  anisotropy  in  silicon.  Acta 
Materialia, 2000. 48(18‐19): p. 4517‐4530. 



















33.  Zhu,  T.,  J.  Li,  and  S.  Yip,  Atomistic  characterization  of  three‐dimensional  lattice  trapping 
barriers to brittle fracture. Proceedings of the Royal Society of London, 2006. A462: p. 1741‐
1761  
34.  Warner,  D.H.,  W.A.  Curtin,  and  S.  Qu,  Rate  dependence  of  crack‐tip  processes  predicts 
twinning trends in f.c.c. metals. Nature Materials, 2007. 6: p. 876–881. 
35.  Stillinger,  F.H.  and  T.A. Weber,  Computer‐simulation  of  local  order  in  condensed  phases  of 
silicon. Physical Review B, 1985. 31(8): p. 5262‐5271. 
36.  Buehler,  M.J.,  et  al.,  Threshold  crack  speed  controls  dynamical  fracture  of  silicon  single 
crystals. Physical Review Letters, 2007. 99(16): p. 165502. 





40.  Rice,  J.R., Mathematical  Analysis  in  the Mechanics  of  Fracture,  in  Fracture:  An  Advanced 







43.  Yakobson,  B.I., Mechanical  relaxation  and  "intramolecular  plasticity"  in  carbon  nanotubes. 
Applied Physics Letters, 1998. 72(8): p. 918‐920. 
44.  Dumitrica,  T.,  M.  Hua,  and  B.I.  Yakobson,  Symmetry‐,  time‐,  and  temperature‐dependent 
strength of carbon nanotubes. Proceedings of the National Academy of Sciences of the United 
States of America, 2006. 103(16): p. 6105‐6109. 





47.  Bulatov,  V.V.,  et  al.,  Parameter‐free  modelling  of  dislocation  motion:  the  case  of  silicon. 
Philosophical Magazine A, 2001. 81(5): p. 1257‐1281. 
48.  Vineyard, G.H., Frequency factors and  isotope effects  in solid state rate processes. Journal of 
Physics and Chemistry of Solids, 1957. 3(1‐2): p. 121‐127. 
49.  Balamane,  H.,  T.  Halicioglu,  and  W.A.  Tiller,  Comparative‐study  of  silicon  emipirical 
interatomic potentials. Physical Review B, 1992. 46(4): p. 2250‐2279. 
50.  Kang,  K.  and W.  Cai,  Brittle  and  ductile  fracture  of  semiconductor  nanowires  ‐ molecular 
dynamics simulations. Philosophical Magazine, 2007. 87: p. 2169‐2189. 





53.  Muhlstein,  C.L.,  E.A.  Stach,  and  R.O.  Ritchie,  A  reaction‐layer mechanism  for  the  delayed 
failure of micron‐scale polycrystalline  silicon  structural  films  subjected  to high‐cycle  fatigue 
loading. Acta Materialia, 2002. 50(14): p. 3579‐3595. 
54.  Zhu, T., et al., Stress‐dependent molecular pathways of  silica‐water  reaction.  Journal of  the 
Mechanics and Physics of Solids, 2005. 53(7): p. 1597‐1623. 
55.  Ogata,  S.,  et  al.,  Environmental  effects  of  H2O  on  fracture  initiation  in  silicon:  A  hybrid 















suggested  that  the  deformation  of  the  sp2  carbon  structures  at  high  loads may  take  two  distinct 
routes: cleavage brittle fracture or plastic flow, with active mechanisms mediated by temperature. At 
low temperatures, brittle fracture via bond breaking, which often involves strain‐mediated formation 
of  large open‐ring  structures  [6], prevails. At elevated  temperatures, however, plastic deformation 
dominates. The  latter proceeds by nucleation and motion of Stone–Wales  (SW) defects  [11], a 5/7–
7/5 dislocation dipole formed via rotation of a C–C bond by about 90o.   Recent experiments at high 
temperatures  (∼2000  oC)  showed  significant  elongation  and  necking  of  stretched  CNTs,  providing 
strong experimental evidence  for  the SW‐mediated plastic behavior. Nucleation of SW defects may 
also  be  promoted  by  tensile  strain.  ab  initio  studies  showed  that  homogeneous  nucleation  of  SW 




model consisting of a small circular‐shaped domain cut  from a crack tip, as shown  in Figure 1.   The 
domain  size  is  chosen  such  that  its  outer  boundary  falls  in  the K‐dominant  zone.  .    For  the  initial 
configuration,  all  the  atoms  in  the  graphene  sheet  are  positioned  according  to  the  crack‐tip 
asymptotic  solution  at  the  specified  stress  intensity  factor  appIK  (where  the  subscript  superscript 
denotes mode‐I loading) with the origin at the center of the sheet (shown in Figure 1): 






























where  r  and θ  are defined with the origin O being at the center of the first bond of the crack tip (not 






  For a cracked monolayer graphene shown  in Figure 2a  (crack  tip zoom‐in view of Figure 1), 




thermodynamically  favorable, as  suggested by a direct energy minimization at a  relative high  load.  
Rotating  these  two bonds  forms  two 5/7 dislocations  (Figure 2c), each  residing on one  side of  the 
crack surfaces and bridged by  the crack‐tip bond.   We also  found  that  rotating  this specific bond  is 
kinetically  favorable  than  rotating  any  other  bond  in  the  system. We  systematically  compute  the 


































































































































these  two  competing mechanisms.  In  our  NEB  calculations,  the  initial  path  is  represented  by  10 
equally spaced  intermediate  replicas connected by elastic springs.   Nudged  relaxation of  the elastic 
band via the projected velocity Verlet method yields a discrete MEP.   For the 2D atomic monolayer, 
the MEP is a continuous path in a 2N dimensional configuration space (where N is the number of free 







calculations,  we  treat  the  nucleation  of  the  pair  of  dislocation  as  a  sequential  rather  than  a 
simultaneous barrier‐overcoming process  since  the  former  is  kinetically more  feasible.    Figure 2(e) 
plots the AEBs of these two mechanisms at various applied K‐loads normalized by the Griffith load.  In 
the  load  range  studied,  the  AEBs  for  bond  rotation  are  consistently  1‐2eV  lower  than  those  for 
cleavage bond breaking. Therefore, bond rotation is kinetically favorable. 















The  mechanical  deformation  and  confinement  effect  by  system  size  are  the  prospective 
methods to control the electronic properties of graphene nanoribbon through band‐gap engineering. 
When  these  two methods  are  applied, mechanical  stability  can  arise  due  to  their  interplay.  Large 
deformation and/or system size may lead to  fracture. In this section, we use the fracture mechanics 















reduced  linearly  by  decreasing  the  size  of  graphene  nanoribbons  [17].  However,  the mechanical 
stability  often  arises  during  the  implementation  of  these methods,  owing  to  the  applied  load  and 
system size. Although recent research  identifies pristine graphene as one of the strongest materials 
with  the  fracture  strain up  to 25% and nearly 1TGpa Young’s modulus  [27],  the presence of  cracks 







if  the  loading  and  geometrical  conditions  fall within  the  safe  zone  in  our  diagram.  The  result  is 
consistent with existing experimental observations [30]. 
5.2.2 Model description 
Our model  is  formulated  in  terms of  fracture mechanics basing on  the Griffith’s  criteria of 
fracture [145]. Crack‐like defects are assumed to pre‐exist in a square graphene nanoribbon. To tune 
the  band  gap,  graphene  dimension  d  and  applied  strain   are  used  as  control  variables  in 
experiments. We ask whether the pre‐exist crack will cause fracture. The elastic energy  in graphene 
will  decrease  when  the  crack  length  increases.  The  reduction  of  the  elastic  energy  in  a  system 
normalized by unit area, which is the unit length in a 2D‐system of graphene, is defined as the energy 
release rate, 
                               




                                 
where  γ  is  the  edge  energy,  not  surface  energy  since  graphene  is  a  2D  system.  The  competition 
between the energy release rate and the edge energy governs the cracking behavior. Since γ and Y are 
material constants, inequality (3) gives a critical condition relating the control variables   and d: 














































































































a0  is  the  la



















































In  directional  bonded materials,  the  crack  extension  typically  involves  different  competing 
mechanisms [35‐36]. A sequence of bond breaking and bond rotation at a crack tip are found during 
fracture  of monolayer  graphene  [35].  The  coexistence  of  these mechanisms  will  affect  the  edge 
energy density. In reality, edge energy density should involve the combined contributions from bond 
breaking and bond rotation. Since the work from bond breaking  (~1eV)  is much  larger than the one 
from bond rotation  (~0.1eV)  [35], we  just use the former as a first approximation. The edge energy 
density is 3.1J/m for the zigzag edge (figure1) and 3.5J/m for armchair. The lower edge energy density 
indicates  a  higher  probability  of  cracking  along  the  corresponding  edge  direction. Hence, we  only 
consider the cracking along the zigzag edge here. 
As  shown  in  figure  4d,  reducing  the  applied  strain or  system  size will decrease  the energy 
release  rate.  For  a 20nm  graphene under 5%  applied  strain  (black  line),  the  energy  release  rate  is 
higher than the surface energy, indicating a thermodynamic pReferences of fracture extension. If we 
reduce  the  external  strain  to  4%  (blue  line),  or  change  the  system  size  to  16nm  (green  line),  the 


































































































































































































With  smaller  applied  strain   or  system  size  d,  energy  release  rate  reduces.  It  will  be 
thermodynamically unfavorable  to  fracture. Hence  the safe area  is at  the  left‐below corner. All  the 
contour curves  follows  the  relation  reveal  in equation  (4)  that applied  strain  is proportional  to  the 
inverse of square‐root of system size:  ~  / . The difference between them  is a scaling factor 
which depends on the parameter G/Y. 
 
Figure  5. Map  of maximal  energy  release  rate  contours.    Crack will  always  arrest  if  the  external 
condition  of  (εapp,  d)  is  below  the  critical  boundary  (bold  blue  line).  Contour  curves  follow  the 
relationship in equation (3) that  ~  /  with difference of a scaling parameter. 
Page | 78  
 
More generally, the relationship  in equation (4) that  ~  /  is also applicable  in metal 
shear band propagation. Similar to crack extension, a shear band can only propagate when the strain 
energy  released  by  propagation  is  larger  than  the  energy  increment  of  shear  band.  For  a metal 
cylinder  with  radius  r,  the  strain  energy  reduction  is  / ,  and  shear‐band  energy 
increases .   is  shear  band  energy  density.  By  analogy  with  crack  propagation,  the  critical 
condition for shear band propagation is decided by  /  . Hence, 
 ~  /         
5.2.4 Concluding remarks 
  Our study  reveals  that  it  is possible  to avert crack extension by  tailoring  the system  size. A 
critical  condition  is  given,  under which  the  fracture  could  be  suppressed.  By  using  graphene  as  a 
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capacity  in  the negative electrodes of  lithium‐ion batteries. Our atomistic  simulations  show  that  in 
amorphous silicon with a disordered network structure,  inserted  lithium atoms can  find equilibrium 
positions in the interstices of big rings. Alternatively, lithium is incorporated into the network by the 
destruction and reformation of smaller rings. These atomic‐level mechanisms are characterized using 






Rechargeable  lithium‐ion  batteries  are  currently  the  preferred  form  of  electrical  energy 
storage  devices  [1‐2].  They  can  deliver  high  energy  density  (~210Whkg−1;  650Whl−1) with  long  life 
cycle.  Their  recent  and  potential  applications  include  portable  electronic  devices,  cordless  power 
tools,  and  electric  vehicles.  Silicon  is  being  considered  as  an  anode material  for  Li‐ion  batteries 
because it has the highest known theoretical charge capacity (4,200mAhg−1) [3‐8].  
However, Si anodes often suffer from pulverization and capacity fading. This is caused by the 





new ways  to  optimize  the  charge  capacity  of  Si  anodes while  preventing  failures?  To  address  this 





frustrated  [73].  When  reacted  with  Li,  Si  crystals  yield  solid‐state  amorphous  phases  at  low 
temperature, but crystalline phases at high  temperature  (415°C)  [12]. The  formation of amorphous 
LixSi  alloys,  where  x  denotes  the  ratio  of  Li  to  Si,  has  been  experimentally  observed  at  room‐
temperature  in  the  electrochemical  reactions  of  Li  with  Si  thin  films  [4],  nanoparticles  [5]  and 
nanowires  [6].  In principle, amorphous  LixSi  avoids  the  formation of  coherent boundaries between 
coexisting  crystalline  phases  of  different  Li  concentrations.  This  can  mitigate  the  buildup  of 
incompatible  strains  (and  thus  internal  stresses)  in  Si  electrodes  so  as  to  improve  the  cycling 
performance of batteries.  In addition, a variety of Si nanostructure morphologies has been explored 












  The  a‐Si  structures  are  generated  from  diamond‐cubic  Si  crystal  by  using  an  activation‐
relaxation technique  (ART) [15]. As a computationally efficient approach, ART focuses on simulating 
the activated events of escaping the basins of attraction in the energy landscape, i.e., they jump over 
the  barriers  that  separate  different  local  energy minima.    ART  can  be  used  to  avoid  the  bias  on 
structural evolution that underpins the fast cooling rate in the melt‐and‐quench molecular dynamics 





We  adopt  the protocols developed  by  Chevrier  and Dahn  [18‐19]  for modeling  the  lithium 
insertion and extraction. The lithium atoms are randomly inserted into a‐Si one at a time until  x = 4. 
After  the  insertion of each Li atom,  the system  is  fully relaxed under periodic boundary conditions; 
this  involves the relaxation of the  internal atomic coordinate, supercell size and shape.   The  lithium 
extraction  process  is  similarly modeled.  Starting  from  pure  a‐Si, we  have  repeated  the  insertion‐






units of electron volts,  is calculated by  / , where    is  the potential energy of 
the LixSi structure divided by the number of Si atoms in the system, and   is the energy of a single Li 
atom  in  amorphous  Li.  To  obtain  the  average  responses  for  comparison  with  experimental 
measurements, the potential and volume are averaged over the calculation results of six statistically 
independent a‐Si structures at the respective steady states. The averaging method that we used is the 
Savitzky–Golay  smoothing  filter with  the main advantage of preserving  features of  the distribution 








cost associated with a  large number of calculations, which are necessary  for averaging  the voltage‐
composition  responses and  for analyzing  the  statistics of amorphous  states. To validate  the use of 
such  a  small  starting  system, we  have  generated  a‐Si with  various  sizes,  and  verified  that  it well 
represents the bulk behavior in terms of providing similar structural characteristics of the short‐ and 
medium‐range order.  The  former  can be  characterized by  radial  and  angular distribution  functions 
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(RDFs and ADFs), and  the  latter by  ring statistics. As shown  in Figure 1, RDF has a narrow nearest‐
neighbor peak, while the peak of ADF centers around 109°, characteristic of  tetrahedral Si bonding. 
These features in RDF and ADF, which are consistent with previous modeling results [21‐22], indicate 
that  the  local atomic environments of a‐Si are similar to those of atoms  in the crystalline phase, as 








into  the network by  the destruction and  reformation of small  rings. We  find  that when  the Li  to Si 
ratio,  x,  is  less  than  about  0.8,  the  added  Li  typically  resides  in  the  centers  of  the  big  rings  after 





































(a) and  (b) Before and after  the  interstitial  insertion of a Li atom  (red)  in an 8‐membered ring of Si 





its  incorporation  into  the  amorphous  network.  In  conjunction with  large  atomic  displacements  of 



































the  evolution  of  ring  statistics,  which  measure  the  medium‐range  order  of  amorphous  network 
structures. We  use Dijkstra's  shortest  path  algorithm  [24],  implemented  in MATLAB,  and  the  ring 
counting method developed by Franzblau [25].  As shown in Figure 3(a), the ring fraction in the initial 





Moreover,  we  show  in  Figure  3(c)  that  when  x  is  increased  to  around  0.8,  the  system  consists 
dominantly of 3‐membered rings with a single peak. Recall that in Figure 2(d), a further addition of Li 
causes the reconstruction of local ring structures when  8.0>x . This can be correlated to Figure 3(d) 
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accord  with  experimental  measurements  of  lithiated  a‐Si  [27‐28].  The  slope  of  the  volume‐ 
composition  curve  corresponds  to  the volume  increase per  Li  insertion, equivalent  to  the  so‐called 
partial molar  volume  of  Li,  Ω.  Incidentally,  Ω  is  a  key  parameter  in  the  coarse‐grained  continuum 
model of diffusion‐induced stress and cracking [9‐11].  As seen from Figure 4, Ω is small and non‐linear 
(the numerical fitting gives  . . .  Å3 per Li) when  0.8  (indicated by the 
green dashed line), while Ω is large and nearly a constant ( . Å3/atom  .  m3/mol) 
as  . . This trend can be correlated to the foregoing analyses revealing two kinds of structural 
changes  that  dominate  at  low  and  high  Li  concentrations,  respectively:  Li  interstitial  insertion  and 
incorporation  into  the network.  In  the  former case,  the  interstitial hole  can well accommodate  the 
inserted Li, so that the  induced volume expansion  is relatively small. This  is  in contrast to the  latter 
case where  the  Li  incorporation  occurs  through  network  reconstruction,  causing  a  larger  volume 
expansion. Furthermore,  the higher voltage at small x  is  related  to  the dominant  response of bond 
formation between Li and Si in the ring belt, while the reduced voltage at larger x is attributed to the 
increased  energy  cost  associated with  bond  breaking  and  stretching manifested  as  the  increased 
volume expansion.  
To provide  an  accurate description of bond  rupture  and  formation under different electro‐
chemical environments, it is essential to include quantum chemistry in the mechanics calculation [29‐
33].  Figure  5  shows  the  evolution  of  bonding  environment  by  ADF  curves  and  Coulson  charge  of 
silicon. At  initial  state x=0  (Figur5a), pure  silicon  systems have a peak  in ADF  curve at 110⁰, which 
indicates directionally bonded material system. Along with the increase of concentration x, the peak 
at 110⁰ vanishes and  the peak at 60⁰  rises. This  implies  that material  transfers  to an  ionic bonding 
system. By examining Coulson charge of atoms, we  find  that Li atom always contains positive 0.5e. 




lithiation can be considered as a procedure  that system changes  from directionally bonded  to  ionic 
bonded, and from brittle to ductile. 
 
Figure 4. Comparison of  the  theoretical predictions and experimental measurements  [27‐28] of  the 
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particular,  the calculated ring statistics suggest a simplified view of  the energy  landscape governing 
the Li diffusion and mixing in a‐Si. Namely, the interstitial holes represent the deep sites (i.e., valleys) 






would  be  highly  desirable  via  a  multiscale  model  that  incorporates  the  above  insights,  e.g.,  by 
coupling the atomistic barriers, network topology and kinetic Monte‐Carlo sampling, as implemented 
in the Si oxidation simulation [35],  or a fully coupled stress‐diffusion model in continuum level [36]. 
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A  viscoelastic‐plastic  model  at  continuum  level  is  developed  in  this  chapter.  In  lithiated 
material, the total strain is a summation of chemical strain, elastic strain and plastic strain:   
.  Chemical  strain  is  induced  by  the  insertion  of  lithium  and  it  is  not 
isotropic  for  lithiation of  crystals, namely    , where  the direct  component of       is 
different.  The  constitutive  law  of  elastic  strain  follows    , where  the matrix  of 




lithiation and assume  isotropic responses.  In reality,  the anisotropy of crystalline material can have 
significant  effects  as  observed  in  experiments.  This  is  studied  in  chapter  8  to  correlate  with 
experimental observations.  In addition,  coated nano‐wires,  such as  tin‐oxide  coated by  carbon and 
aluminum, are studied by both experiments and modeling, in order to understand how to control the 





  Nano‐particles  and  nano‐wires  are  being  extensively  studied  as  the  basic  building  blocks  of 
electrodes  for  lithium  ion batteries  (LIBs)  [2‐7]. To achieve a higher energy density,  silicon,  tin and 
their alloys have been considered as a replacement for graphite as the anode material  in LIBs [8‐9]. 
One critical  issue associated with the use of Si‐ and Sn‐based electrodes  is the  large volume change 
associated with  lithium  insertion and extraction, ~ 310%  for Si and ~ 240% for SnO2. This can cause 






situ TEM experiments  [7]  reveal  that during  lithiation of  crystalline Si and SnO2 nanowires, a well‐
defined  lithiation  reaction  front  can be  identified  to  separate  the  Li‐poor and  Li‐rich phases. While 
various theoretical models have been developed to analyze the  lithium diffusion and stress state  in 
lithiated particles and wires [11‐20], no study has simultaneously considered both plastic yielding and 




  To provide a direct physical appreciation of  the  stress  states  in  the presence of  coexisting  Li‐
poor and Li‐rich phases, we show, in Figure 1, the history of a representative material element A in a 
spherical particle; the related discussion is also applicable to a cylindrical wire. In Figure 1, spherically 
symmetric  configurations  are  used  to  represent  the  progressive  lithiation  process.  The  lithiation 
reaction front is modeled as a sharp interface between the shrinking pristine core (white) and growing 
lithiated  shell  (grey).  The  latter  is  assumed  to  be  fully  lithiated  with  nearly  constant  lithium 
concentration. This essentially means that Li diffusion is extremely fast in the lithiated shell, and the 
propagation of the reaction front is the rate limiting step, as hinted by experimental measurements of 
the  linear  time  dependence  of  the  reaction  front  migration  distance.  It  follows  that  the 
electrochemically  induced strain should mainly generate near  the core‐shell  interface.  In  this Letter 
the strain associated with lithium insertion is of electrochemical origin, called the lithiation strain. And 
it is accommodated by subsequent elastic‐plastic deformation, as dictated by the stress equilibrium of 
deformable bodies.  In a  first approximation, we assume  the  lithiation  strain being dilatational and 
equal in all directions, e.g., ( ϕθ ,,r ) directions in a spherical coordinate system.  
  Figure 1(a) shows that  in the early stage of  lithiation, element A  is  located within the pristine 
core  and  away  from  the  reaction  front.  As  lithiation  takes  place  at  the  reaction  front,  the  newly 
lithiated material at the front tends to move in the outward radial direction. This arises because there 
are  larger  areas  in  the  hoop  direction  at  larger  radial  distances,  such  that  the  lithiation‐induced 
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volume  expansion  can  be  better  accommodated  with  lower  stresses  generated.  This  outward 
displacement  results  in hydrostatic  tension  in element A, as  represented by stage  (a) of  the  t−θσ  
curve  in Figure 1(d).   As the reaction front sweeps through element A, a  large dilatational  lithiation 
strain  is  created  at  A.  Due  to  the  constraint  of  surrounding materials,  local  compressive  stresses 
develop,  such  that element A  sequentially undergoes  tensile elastic unloading,  compressive elastic 















description of  the dynamic  lithiation process. To  this end, we  take  a  simple non‐linear  function of 
[ ])1/(120 ccDD −−Ω= ,  where  0D  is  the  diffusivity  constant  and  Ω  is  tuned  to  control  the 
concentration  profile  near  and  behind  the  reaction  front.    The  particle  is  initially  pristine  and 
subjected to constant flux  0I  at the surface.  
  We adopt an elastic and perfectly plastic model to describe the lithiation‐induced deformation. 











ij βε = , where  ijβ  represents 
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the  lithiation  expansion  coefficient with non‐zero direct  components.  The  increment of  the  elastic 
strain,  eijdε ,  obeys  Hooke’s  law  with  two  elastic  constants  needed,  i.e.,  Young’s  modulus  E  and 
Possion’s  ratio  v.  The  increment  of  the  plastic  strain,  pijdε ,  obeys  the  classic  J2‐flow  rule;  namely 
plastic  yielding  occurs when  the  von Mises  equivalent  stress,  2/3Mises ijijss=σ ,  equals  the  yield 
strength  Yσ . Here  3/ijkkijijs δσσ −=  is  the deviatoric  stress; 
p





of the hoop stress  θθσ  in a spherical particle. (a‐c)  θθσ  in a representative material element A located 
















  We  numerically  implement  the  above  diffusion  and  elastoplastic model  by  using  the  finite 
element package ABAQUS 6.10.  The  Li  and  stress‐strain  fields  are  solved with  an  implicit,  coupled 
temperature‐displacement procedure  in ABAQUS/Standard. That  is,  the normalized concentration  is 
surrogated by temperature and the  lithiation expansion coefficient  ijβ  is equivalently treated as the 
thermal  expansion  coefficient.  The  user  material  subroutine  for  heat  transfer  (UMATHT)  is 
programmed to interface with ABAQUS to update diffusivities based on the current Li concentration 
(i.e.,  temperature).  The  Li  distribution  and  accordingly  elastic‐plastic  deformation  are  updated 
incrementally. The axis symmetric condition is used to reduce the computational cost. We choose the 
lithiation parameters typical for Si,  6.0332211 === βββ ,  )1/(02.0 vEY −=σ ,  3.0=v .  The  diffusion 

































































































distance where  the  Li  concentration  has  an  abrupt  change.  In  addition,  c  smoothly  transits  to  the 
limits of 0 and 1 near the reaction interface, thereby facilitating numerical stability. As Li continuously 






of  θθσ  and  Mises
σ  in  Figure  2(d). Namely,  the material  elements  at  the  increasing  radial  distance  r 
experience  the  respective hoop  stress of  (hydrostatic)  tension,  compressive plastic  yielding, elastic 
unloading,  tensile  elastic  loading,  and  tensile  plastic  yielding.  This  spatial  stress  variation  can  be 
directly  correlated  to  the  schematic plot  in Figure 1(d)  showing  the  temporal evolution of  θθσ  at a 
fixed material element.  
  We have similarly simulated the lithiation responses in a cylindrical wire. In this case, the plane 
strain  condition  is assumed,  considering  that  the  lithiation  strain mainly occurs near  the  core‐shell 
interface which is subjected to the clamping constraints from less deformed materials in front of and 
behind the interface. Figure 3 shows the calculated Li and stress distributions in the wire. Compared 
to  Figure 2, while most essential  features of  the  stress  evolution  are  similar,  there  is one notable 
difference. In the case of the particle, the radial distributions of  Misesσ  and  θθ
σ  in Figure 2(d) indicate 












   It  is generally recognized that during delithiation the tensile hoop stress  θθσ  should naturally 
arises due to the constraint experienced by the delithiated material element that tends to contract. 
However,  it  is  somewhat unexpected  to  find  that during  lithiation of both particles and wires,  the 
tensile hoop stress  θθσ  can also develop, even attaining the plastic yielding. As discussed earlier, this 
response  results  from  the  continuous outward displacement of materials  in  the outer  layer of  the 
(c) 

























































































ions  flow  in  from  the  right  end  and  diffuse  to  the  left.  (b)  Time‐elapsed  snapshots  showing  the 
shrinking Si core (black) and growing lithiated shell (grey). (c) Zoom‐in image of the circled area in (a), 
showing the formation of surface crack due to tensile plastic flow  in the  lithiated outer  layer of the 
wire.     
 
  Our  recent  experiment  of  lithiation  of  single  nanowire  electrodes  provides  a  support  to  the 
present model of  the  lithiation‐induced plastic deformation  in particles and wires. The  In  situ TEM 
image of Figure 4(a) shows a snapshot of a partially lithiated Si nanowire, where the lithiation starts 
at the right end and prorogates to the  left.   Figure 4(b) reveals the time evolution of the coexisting 














section. Our detailed numerical  simulations of  this  lithiation process,  reported  elsewhere,  indicate 
that the surface crack can develop due to the tensile plastic flow of the surface layer.  
7.4 Conclusion 
  In  summary, we  have  analyzed  the  stress  development  in  lithiated  particles  and wires  by 
accounting for both plastic yielding and coexistence of the two Li phases. A key finding is that tensile 
plastic flow can arise in the lithiated shell even during lithium insertion. This tensile flow response is 
driven by  the progressive electrochemical  reaction, and can consequently  trigger  the morphological 
instability near the surface that may lead to fracture of electrode particles and wires. To gain essential 
physical insights, our model invokes various simplified assumptions. In the future, it is worthwhile to 
evaluate  the  impact  of  various  factors,  such  as  anisotropic  properties  of  crystalline  phases  (e.g., 
diffusivity, electrochemically‐induced lithiation strain) [17]; fully coupled stress‐diffusion relation [21] 
lithium  concentration‐dependent mechanical properties  (e.g., Young’s Modulus,  yield  strength)  [1]; 
viscoelastic, viscoplastic, strain hardening behaviors; coupling between diffusivity and stress [22], etc. 








































































Silicon, due  to  its highest energy  capacity,  is being extensively  studied as a most promising 
anode material  in  lithium  ion battery  (LIB). Silicon possesses the highest specific capacity among all 
materials (4200 mAh∙g‐1 for Li22Si5), over an order of magnitude higher than that of the carbon used in 




thus  preventing  the  implementation  of  Si  as  anode materials  for  radically  improving  the  energy 
capacity of LIBs.  
For  the  first  time,  the  surprisingly  large  anisotropic  expansion  of  Si  nanowires  during 
electrochemical  lithiation  is  directly  video‐recorded  by  Dr.  Jianyu  Huang  at  Sandia  National 
Laboratories  through  in  situ  experiments.  This  anisotropic  lithiation  response  was  entirely 
unexpected,  and  it  leads  to  important morphological  and mechanical  consequences,  including  the 
development of a remarkable dumbbell‐shaped cross section, and even self‐splitting behaviors. The 
mechanism  underlying  the  sub‐division  of  nanowire  electrodes  may  also  be  responsible  for  the 
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lithiated nanowire exhibits  less expansion when viewed along  the  [110] zone axis. Observations on 
other nanowires confirmed the same anisotropic expansion: the diameter expands by ~ 170% along 
<110> but less than 20% along <111> directions. 
Although  the  tapering  shape  of  reaction  front  and  crack  at  nano‐wire  surface  along  longitudinal 
direction are successfully predicted by our model described  in chapter 7, mysteries remain, such as  
the stress state inside nanowires, reasons for dumbbell‐shaped cross section and why crack is always 




We  have  performed  both  three‐dimensional  (3D)  and  two‐dimensional  (2D)  simulations  to 
explore the effects of lithiation on the morphology changes and fracture in Si nanowires. To simulate 
the  development  of  the  core‐shell  structure,  we  implemented  a  Li  diffusion  model  with  the  Li 
concentration‐dependent  free energy. Such an energy needs to have double wells  for capturing  the 
coexisting  states  of  pristine  Si  (i.e.,  the  ratio  of  Li  to  Si  0≈x )  and  fully  lithiated  Si  ( 75.3≈x , 
corresponding to the Li15Si4 phase). Note that our simulations mainly serve to generate a sequence of 
core‐shell structures for the mechanics analyses of deformation and fracture, rather than providing a 
precise  description  of  the mechanisms  of  the  dynamic  lithiation  process.  To  this  end, we  simply 
employed the regular solution model with a double‐well free energy of the form  
[ ])1ln()1(ln)1( ccccccf −−++−Ω=           (1) 
where c denotes  the normalized Li concentration,  i.e.,  the actual Li  concentration divided by  the Li 
concentration  in  the  fully  lithiated  state  ( 75.3=x ).  In Eq.  (1)  the  single parameter Ω  controls  the 
equilibrium  concentrations at  the minimum of  the  two wells. We  took  3=Ω ,  so  that  07.0=c  for 
pristine Si and  93.0=c  for  fully  lithiated Si.  It  follows  that  the diffusivity, D, was  taken  to be non‐
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linearly dependent on  c,  i.e.,  [ ])1/(12/ 0220 ccDdcfcdDD −−Ω=−= , where  0D  is  the diffusivity 
constant. Moreover,  in  order  to  account  for  the  influence  of  crystalline  Si,  the  Li  diffusivity was 
assumed to be orientation‐dependent. Among the non‐zero direct components of diffusivity,  ijD , our 
numerical experiments  indicated that  11D  in the [ 011 ] direction should be   about 100 times  22D  in 
the [ 111 ] direction. As detailed later, such anisotropic diffusivities play a critical role in the formation 
of the dumbbell‐shaped cross section.  








ijij dddd εεεε ++=    (2) 
In  Eq.  (2),  the  increment  of  the  lithiation‐induced  chemical  strain,  cijdε ,  is  proportional  to  the 
increment  of  the  normalized  Li  concentration,  dcd ij
c
ij βε = .  Here  ijβ  represents  the  expansion 
coefficient with non‐zero direct components, and  they are controlled by  the atomic processes near 
the  lithiation  reaction  front  and  are  expected  to  be  anisotropic  for  lithiation  of  c‐Si.  Since  a 
mechanistically‐based assignment of  ijβ  is beyond  the scope of  this work, we performed numerical 
experiments  to determine  ijβ  by adjusting  ijβ  to give a  close  fit of  the measured geometry of  fully 
lithiated  Si  nanowires.   By  this  procedure, we  obtained  %15011 =β  in  <110>,  %4022 =β  in  <111>, 
and  033 =β  in <112> directions.  
In Eq. (2), the increment of the elastic strain,  eijdε , obeys Hooke’s law,  [ ] Evddvd ijkkijeij /)1( δσσε −+= , 
where E  is Young’s modulus and v  is Possion’s ratio,  1=ijδ  when  ji = ,    0=ijδ  otherwise, and  the 
repeated index means summation. Our elasticity model accounts for the Li concentration‐dependent E 
and v;  for  fully  lithiated Si,  80=E GPa,  28.0=v , and  for pristine Si,  30=E GPa,  24.0=v ;   both E 
and v linearly vary between the two limits as suggested by recent first‐principles calculations [24]. 
In  Eq.  (2),  the  increment  of  the  plastic  strain,  pijdε , was  assumed  to  obey  the  classic  J2‐flow  rule; 
namely  plastic  yielding  occurs when  the  von Mises  equivalent  stress,  2/3 ijijeq ss=σ ,  equals  the 
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yield stress  Yσ . Here  3/ijkkijijs δσσ −=  is the deviatoric stress; 
p




development of  the  tapering core‐shell structure, while  the 2D cross‐sectional simulation  (with  fine 
meshes) enables the quantification of geometry of a fully lithiated nanowire, which is consistent with 
experimental measurements.  The  Li  and  stress‐strain  fields were  incrementally  updated  using  an 
implicit  coupled  temperature‐displacement  procedure  in  ABAQUS/Standard  [203].  Specifically,  the 
lithiation‐induced  strain  was  simulated  by  a  thermal  strain  approach.  That  is,  the  normalized 
concentration was  surrogated  by  temperature  and  the  expansion  coefficient  ijβ  was  equivalently 
treated  as  the  thermal  expansion  coefficient.  The  user  material  subroutine  for  heat  transfer 
(UMATHT) was programmed to interface with ABAQUS for updating diffusivities based on the current 
Li concentration (i.e., temperature). The Li distribution was then updated and so was the increment of 





with  thermally  coupled quadrilateral, bilinear displacement and  temperature  (CPE4T). The  in‐plane 
boundary conditions were taken as a constant Li concentration ( 1=c ) and zero tractions at the outer 





distributions  of  the  Li  concentration  and  stresses  are  consistent  with  the  results  from  2D  cross‐
sectional simulations. Such a close correlation can be understood by noting that our double‐well free 
energy model  (Eq. 1) essentially  forces  the normalized  Li  concentrations  to be  close  to either  zero 











x,  of  x  ≈  0  and  x  =  3.75,  respectively.  Figure  6b  shows  the  simulated  Li  distribution  in  the wire, 
demonstrating  the progressive development of  the  three‐dimensional  tapered  c‐Si  core  (Figure 6c). 
Note that in the (112) cross section, the lithiation reaction front (i.e., the core‐shell interface) moves 
faster in the [ ] direction than the [ ] direction.  This arises because the apparent Li diffusivity 
was  taken  to  be  100  times  larger  in  [ ]  than  [ ]  (achieving  best  agreement  with  the 
experimentally  observed  cross‐section  shape).  As  a  result  of  the  large  diffusion  anisotropy,  the 
shrinking c‐Si core evolves into the [ 111 ]‐elongated shape (Figure 6d), consistent with experimental 
observation (Figure 7). 
The  progressive  lithiation  can  readily  cause  the  buildup  of  high  stresses,  leading  to  plastic 
deformation [26].  In a first approximation, we adopted an elastic ‐ perfectly plastic model [27]  with a 
yield  stress  of  3  GPa.  Our  simulations  clearly  show  the  lithiation‐induced  anisotropic  expansion, 
plastic  flow  of  the  lithiated  shell  and  onset  of  necking  instability,  leading  to  the  formation  of  a 




the  Si  core  just  disappeared.  To  explain  this  fracture  mode,  we  note  that  the  present  necking 
instability is driven by the internal expansion associated with lithiation of the Si core. Because of the 





necking deformation  stage; on a  central x2 ‐ x3 plane  (x1 = 0). The  stress  is  tensile near  the  surface 
indent and compressive  in the Si core (Figs. 9c and d).   The former tends to drive the growth of the 
neck  and  facilitate  the  initiation of  a  surface  crack, while  the  latter  resists  this  crack  initiation. As 
lithiation proceeds,  the  c‐Si  core  is  reduced,  leading  to diminishment of  the  region of  compressive 
stress. The  vanishing  region of  compressive  stress near  the  center of  the wire allows  the unstable 
growth of the indent that progresses to form cracks and may eventually lead to a splitting of the wire. 
Our numerical models suggest  that anisotropic  lithium diffusion  likely plays a critical role  in 
the formation of the dumbbell‐shaped cross section (Figure 8). Of particular note  is the  influence of 





us  focus  on  the  lithiated  shell  near  the  apex  of  the  cross  section.  If  the  thickness  of  such  a  shell, 
measured  in  the  2x  direction  of  [ 111 ],  can  increase  significantly with  1x ,  it will  generate  a  large 
variation of the outward surface displacement, which  increases with  1x . As a result, the top surface 
will gradually become flat and slightly indented. The ensuing local stress concentration at the indent 



























































































































































comparison of  the  cross‐sectional  geometry between  finite element method  simulation and  in‐situ 
TEM measurement. The overall error is less than 4%. 








the outward  radial direction  and  simultaneously  stretches  them  in  circumferential directions. As  a 
result, the surface layer sequentially undergoes compressive elastic unloading, tensile elastic loading 
and  tensile  plastic  yielding  (Figs.  6e,  6f  and  Figs.  9c,  9d).  This  is  reminiscent  of  the  deformation 
sequence at the crack tip under cyclic mechanical load. It should be emphasized that the tensile plastic 
flow  is  only  a  necessary  condition  of  a  necking  instability. Our  simulations  clearly  show  the  non‐
uniform surface displacement near the apex of the cross section during the pre‐necking deformation, 
mainly caused by the lithiation strain in the [ 111 ] direction and promoted by the [ 111 ]‐elongated Si 
core  (Figs.  7a,  6d).  Consequently,  the  surface  near  the  apex  gradually  becomes  flat  and  slightly 
indented. Driven by the progressive  lithiation of  the Si core,  further expansion of the  lithiated shell 
causes  the  onset  of  a  necking  instability  around  the  surface  indent,  followed  by  neck  growth  and 
formation of the dumbbell‐shaped cross section, consistent with experimental observation. 
 











Figure  9.  Distributions  of  Li  and  normal  stress  11σ  on  the    32 xx −  plane  at  different  deformation 
stages.  (a‐b)  In  the  pre‐necking  stage,  the  lithiation  reaction  front  (i.e.  the  region  where  the 
normalized Li concentration  jumps from zero to one)  is close to the surface, and  11σ  is compressive 
near  the surface and  tensile  in the center.  (c‐d)  In the post‐necking stage,  the reaction  front moves 
towards the center;  11σ  becomes tensile near the surface and compressive throughout the center. 
We note that similar interface‐mediated anisotropic responses have been widely observed in 
both  oxidation  and  wet  etching  of  c‐Si  [28‐29].  Understanding  its  mechanistic  basis  requires  a 
systematic  study of  lithiation  reactions, accounting  for  factors  such as  the  interfacial  reactive  layer 
[30], the bond density and states near the interface [28], stress effects on reaction and diffusivity [31], 
etc. In addition, to capture the anisotropic expansion of the wire, we have also taken the anisotropic 








as  Si  converts  to  Li15Si4  occurs  in  a  highly  anisotropic  fashion  in  free‐standing  nanowires  of  <112> 
growth  directions,  resulting  in  a  dumbbell‐shaped  wire.  A  finite  element  model,  based  on  our 
theoretical framework presented in chapter 7, is utilized to explain the experimental observations and 
predict  the  lithiation‐induced  fractures. Anisotropic diffusion and expansion play  important  roles  in 
this system. Despite extensive plastic flow  in the  lithiated materials, very  large stresses nonetheless 
developed inside the nanowire, leading to cracking or even self‐splitting of a single nanowire into two 
sub‐wires.  This  unusual  microstructural  and  morphological  evolution  is  dependent  on  the 
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9.  CONTROLLING  THE  LITHIATION  INDUCED  STRAIN  AND  CHARGING 
RATE IN NANOWIRE ELECTRODES BY COATING 
 
  As discussed  in  chapter 7 and 8, one major  roadblock  in  the development of high‐capacity 
lithium‐ion batteries (LIB) is the fracture of electrodes, leading to capacity loss. Such failure is initiated 
by the large volume expansion associated with lithium ion insertion into the electrode materials. The 




Recently,  it  is  reported  that  applying  a  thin  layer  of  carbon  or  aluminum  coating  onto 
individual tin oxide nanowires has significant effect on improving electrode performance. As a result, 
there was no excess stress thus any dislocation cloud near the reaction front. This is different with our 
previous  knowledge  during  the  lithiation  of  tin  oxide  nanowires  without  coating.  The  external 
coatings can change, rather than adapt, the  large volume change during  lithiation. This  is significant 
because  it  provides  a  simple  yet  efficient  way  to  control  the  lithiation‐induced‐strain  (LIS).  This 
method  is  also  general  similar  effects  have  been  demonstrated  when  the  coating  material  was 
changed  from  carbon  to  aluminum.  Besides  the  confinement  effect,  the  conductive  carbon  or 
aluminum  coating  layers  also  enhance  the  charging  rate  by  ~  10  times  compared  to  that  of  SnO2 




The  advanced  battery  system  is  critically  important  for  a wide  range  of  applications,  from 
portable  electronics  to  electric  vehicles  [1].  Lithium  ion  batteries  (LIBs)  are  presently  the  best 
performing  one,  but  they  cannot  meet  requirements  for  more  demanding  applications  due  to 
limitations in capacity, charging rate and reliability [2‐9]. One leading cause of those limitations is the 
lithiation‐induced‐strain  (LIS)  in  electrodes,  resulting  in  high  stress  and  fracture  [10‐12].  Here we 
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report  that  by  utilizing  the  coating  strategy,  both  the  charging  rate  and  LIS  of  SnO2  nanowire 
electrodes  can be altered dramatically. The  carbon or aluminum  coated nanowires  can be  charged 
about  10  times  faster  than  the  non‐coated  ones.  Intriguingly,  the  radial  expansion  of  the  coated 
nanowires was completely suppressed, resulting in enormously reduced tensile stress at the reaction 
front, as evidenced by the lack of formation of dislocations. These improvements were attributed to 
the  effective  electronic  conduction  and  mechanical  confinement  of  the  coatings.  Our  work 
demonstrates  that nanoengineering  the  coating  enables  the  simultaneous  control of electrical  and 
mechanical behaviors of electrodes, pointing to a promising route for building better LIBs.  
Operating a LIB depends critically on a concord transport of electrons and ions through multi‐
components  of  the  battery  and  the  mechanical  stability  of  the  system  during  charging  and 
discharging.  Cathodes  and  anodes  materials  used  for  LIBs  are  mostly  intrinsic  poor  electron 
conductors [13‐14]. It is a common practice to incorporate conductive materials, such as carbon [15‐
18], into the electrode to improve the electrical conductance [19‐20]. However, consequences of such 
a  coating  on  other  key  aspects  of  lithiation  related  mechanisms  have  never  been  studied  in  a 
controlled  fashion  [21‐22].  It  is  far  from  clear  how  such  a  conductive  coating  layer will  affect  the 
electrochemically  induced mechanical  behavior, which  is  a  critical  factor  limiting  the  capacity  and 
reliability in LIBs. 
To  achieve  better  mechanical  robustness  and  power  performance,  coating  is  used  as  a 
simultaneous  control  of  lithiation  strain  and  charging  rate.  Recently,  our  collaborator  Dr.  Jianyu 









lithium  bis  (trifluoromethylsulfonyl)  imide  (LiTFSI)  dissolved  in  1‐butyl‐1‐methylpyrrolidinium  bis 
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swelled and bent  (Figs. 2a‐2j).   The overall structural evolution of the pristine SnO2 was reported  in 
detail in a previous publication [23],  which was characterized by a total volume expansion of ~ 240% 
with ~ 45% radial and ~ 60% axial elongation, respectively. The charging process was very slow, and 
the  reaction  front migrated  at  an  average  speed  of  ~  0.6  nm/s.  Figures  1k‐1p  show  the  typical 












a  SnO2 nanowire  during  charging.  As  the  reaction  front  (marked  by  red  triangles)  passed  by,  the 





and  radial directions  (Figs. 2a‐2j, 2n). As  long as  the  radial expansion was obvious, a Medusa  zone 
with a high density of dislocations was observed  in  the  reaction  front due  to  the high  local  stress 














charging  rate.  It  also  defined  the  volume  expansion  to  occur  exclusively  along  the  longitudinal 
direction. 
The lithiation behavior of a carbon‐coated SnO2 nanowire was significantly different from the 
one  in  the non‐coated nanowires. Figures 3a‐i  show  the  lithiation process of a  carbon coated SnO2 
nanowire. It is seen that no detectable radial expansion occurred, but the nanowire did elongate by ~ 
160%. This  is  in  contrast  to  the  lithiation of non‐coated nanowires,  in which both  radial expansion 











non‐coated  SnO2  nanowires.  The  effects  of  a  carbon  layer  on  SnO2  charging  include:  (1)  higher 
electron transport thus faster lithiation (Figure 3b); and (2) suppressed radial expansion and exclusive 




We used  a  similar model  as described  in  chapter  7  and  chapter  8  that  the mechanisms of 
diffusion and deformation. Diffusion is derived from a Li concentration‐dependent free energy, which 
has  double  wells  for  capturing  the  coexisting  states  of  pristine  and  fully  lithiated  phases. 
[ ])1ln()1(ln)1( ccccccf −−++−Ω=   (1) 







ijij dddd εεεε ++=    (2) 
In  Eq.  (2),  the  increment  of  the  lithiation‐induced  chemical  strain,  cijdε ,  is  proportional  to  the 




ij βε = .  Here  ijβ  represents  the  expansion 








behaviors  between  the  lithiated  material  and  coating,  e.g.  large  shear  deformation,  interfacial 
fracture, frictional sliding,  loss of  interfacial  interaction between the extruded part and coating.  In a 
first  approximation,  the  interfacial  response was  simulated by using  a  stick‐and‐slip  friction model 
implemented  in  ABAQUS. When  the  interfacial  shear  stress was  larger  than  the  critical  value  of 
0.28GPa, the interface de‐bonded and relative sliding occurred. The friction coefficient was taken as 1 
and the fraction of characteristic surface dimension as 0.01.  
More  specifically,  the  increment  of  the  elastic  strain,  eijdε ,  in  Eq.  (2)  obeys  Hooke’s  law, 
[ ] Evddvd ijkkijeij /)1( δσσε −+= , where  E  is  Young’s modulus  and  v  is  Possion’s  ratio,  1=ijδ  when 
ji = ,    0=ijδ  otherwise, and the repeated  index means summation. Our elasticity model dose not 
account  for  the  Li  concentration  dependence  of  E  and  v,  due  to  the  lack  of  experimental 
quantification. We  took  the values of E and v  from  those of materials without  lithiation,  for SnO2, 
200=E GPa,  3.0=ν ,  and  for  diamond‐like  amorphous  carbon  coat,  759=E GPa,  3.0=ν .  To 
simulate  the  axially  symmetric  response  of  the  coated  wire,  we  used  the  4‐node  axisymmetric 





The suppression of radial expansion  in the carbon coated nanowire  is  likely to be caused by 








direction.  It also demonstrated  that due  to  the mechanical  constraint of  the  carbon  coating,  radial 
expansion of the wire can be almost entirely suppressed. Moreover,  in contrast to the case without 
coating [23], the radial tensile stress in front of the reaction front is reduced to nearly zero in the wire, 
while  a  large  radial  compressive  stress  develops  behind  the  reaction  front  (Figure  5b).  The 
consequence of  the  former stress change  is  to  reduce  the driving  force, and  thus  the possibility, of 
dislocation nucleation. And that of the latter  is to induce plastic flow of amorphous LixSn,  leading to 
wire  extrusion  out  of  the  free  end  of  the  carbon  coating.  Another  effect  of  the  mechanical 




One  key  question  about  the  carbon  coating  is whether  it  remained  intact  after  lithiation. 
Figures 5c‐5d show that the continuous carbon layer was broken into tiny pieces in the axial direction 
after charging. Those fractures occurred due to the repeated buildup of a  large axial stress,  coatzσ , in 
the  thin‐walled  coating when  lithiation proceeds. As  schematically  shown  in  Figure 5e,  coatzσ  arises 
mainly because of  the  frictional  shear  stress  at  the  interface  between  the  carbon  coating  and  the 
lithiated  portion  of  the  wire  which  is  being  extruded  out  of  the  stress‐free  end  of  the  coating.  
Assuming  a  constant  shear  stress,  Yτ ,    it  is  readily  to  show  that  tlzz /~ Y
coat τσ ,  where  t  is  the 
thickness of the coat layer and   zl  is the distance of the reaction front away from the stress‐free end 
of  the  coating.  As  lithiation  proceeds,  zl  and  accordingly 
coat









Figure  5.  Simulation  of  Li  diffusion, mechanical  deformation  and  stress  in  a  carbon  coated  SnO2 
nanowire. (a) Normalized Li concentration,  Lic  defined as the actual Li concentration divided by the Li 
concentration  in  the  fully  lithiated  state.  The  lithiation  reaction  front  is  located  at  the  interface 
between  pristine  (blue)  and  lithiated  (red)  phases.  To  accommodate  the  volume  expansion,  the 
lithiated material is extruded out of the thin‐walled cylindrical carbon coating. (b) The corresponding 
distribution of the radial stress  rσ .  TEM images are shown for (c) the pristine SnO2 nanowire with the 
continuous  carbon  coating  and  (d)  the  lithiated  wire  with  the  broken  coating.  (e)  Schematic 
illustration  of  the  development  of  the  axial  stress,  coatzσ ,  in  the  carbon  coating,  leading  to  coat 
fracture. As lithiation proceeds, the reaction front moves to the left at a velocity  iv , and the lithiated 


























Figure  6.  Lithiation  behaviors  of  SnO2  nanowires  coated with  Al  layers.  (a‐f)  Structure  evolution 
during lithiation of a SnO2 nanowire with one side coated with Al. The volume expansion occurred on 
the non‐coated  side but was  suppressed on  the  coated  side  (a‐d).  (g) Simulated  Li distribution and 









the upper side. Notably,  the radial expansion  took place on  the side without Al coating, whereas  it 
was suppressed on the coated side. Figure 6g shows the simulated Li distribution and deformation of 
the partially  coated wire.  It well  captures  the bending deformation near  the  reaction  front, which 
arises because of  the  frictional  shear  stress at  the  interface between  the  coating and  the  lithiated 
wire. EDPs confirmed transformation from single‐crystalline SnO2 to a mixture of Sn, Li13Sn5, and Li2O 
(Figs. 6f, 6m). This clearly proved that the effect of the conductive coating on facilitating the lithiation 
of  SnO2  nanowires.    Similarly,  SnO2  nanowires with  full  coverage  of Al  coating  showed  enhanced 
charging  rate  (Figs. 6h‐6k). The  reaction  front proceeded at a  speed of 9 nm/s  (Figs. 5h‐5k). Al  is a 





In  summary,  it  has  been  demonstrated  that  there  is  dramatic  effects  of  the  carbon  and 
aluminum  coatings on  the  lithiation behavior of  individual  SnO2 nanowires. Compared  to  the non‐
coated SnO2 nanowires,  the coated SnO2 nanowires can be charged at a  rate  ten  times higher  than 
that  of  the  uncoated  one  due  to  the  improved  electronic  conductivity. More  importantly,  radial 
expansion  is completely suppressed  in the coated nanowires due to the mechanical confinement of 
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  In  this  thesis,  significant  contributions are made  to understanding  the  chemo‐mechanics of 
advanced materials toward efficient hydrogen storage and transportation and development of better 
Li‐ion  battery.  The  nano‐chemo‐mechanical  failure  problems  are  addressed  for  two  green  energy‐
carrier systems:   (a) hydrogen embrittlement  in the metallic containment system for hydrogen fuels 





grain  boundary  decohesion  is  quantitatively  studied.    The  transition  from  transgranular  to 
intergranular fracture is discussed by combining the well‐established valve effect and our analysis of 
the atomic scale effects of hydrogen embrittlement. The second part focuses on the anode materials 
of  lithium  ion battery:   Chapters 4  ‐ 6 present the atomistic study, while chapters 7 ‐ 9 focus on the 
continuum  level  research.  The  nanoscale  fracture mechanisms  are  first  studied  in  pristine  silicon 
(chapter  4)  and  graphene  (chapter  5).  How  to  avert  fracture  by  tailoring  the  system  size  is  also 
discussed in chapter 5.  Then the chemo‐mechanical effect of lithium insertion in silicon is modeled in 
chapter 6. We  compute  the  volume  and  voltage of  lithiated  silicon  and  identify  the  two  stages of 
lithiation  responses.  The  electro‐chemical  origins  are  explained  in  terms  of  the  medium‐range 
ordering (i.e. ring statistics) of amorphous structures. In chapter 7, a continuum modeling framework 
is  developed  to  characterize    the  stress  generation  in  lithiated  nanowires  and  nanoparticles, 
accounting  for  the  combined  effects  of  plastic  deformation  and  two‐phase  coexistence.  The 
applications of this framework to silicon nanowires and coated tin‐oxide nanowires are presented in 
chapter 8  and 9,  respectively. Our models  successfully match  the experimental  results  and predict 
how fracture  initiates and evolves. Results demonstrate that  it  is possible to simultaneously control 










fast  and  slow  fractures  are  considered.  The  reduction  of  work  of  separation  for  different  grain 
boundaries  due  to  hydrogen  segregation  is  systematically  evaluated.    It  is  shown  that  the 
embrittlement effect by hydrogen on grain boundaries is limited; the slower the fracture process, the 
more  significant  the  embrittlement  effect will  be.  A  simple  kinetic  analysis  of  hydrogen  diffusion 
versus crack velocity shows that most fractures in reality should be close to the fast fracture limit. 
  We  use  the  deltahedral  packing  units  to  characterize  the  atomic  structures  of  grain 
boundaries.  The  center of  each deltahedron  is  considered  as  a  stable  interstitial  site  for hydrogen 
adsorption.  Basing  on  the  local  electron  density  approximation,  we  assume  that  the  same 
deltahedron always has  similar adsorption and  segregation energies, no matter what  type of grain 





experiments by Bechtle et al.  [2]. The  fracture mode  is known  to be governed by  the competitions 
between  the  energy  release  rates  and  associated  resistance  (e.g., work  of  separation). Our  study 
reveals  the  controlling  factors  of  the  fracture mode  transition:    the  first  is  the  valve  effect  of  the 
plastic work on fracture that depends exponentially on the local stress at a crack tip, and the second is 
the geometric effect on the driving force of fracture that depends largely on the local geometry of the 






  In  reality,  the  hydrogen  embrittlement  problem  is more  complicated  than what  has  been 
considered  in  this  study. Results  from atomistic modeling are  important and necessary but  cannot 
provide  a  complete  solution. While  the  atomistic  study  is  essential  to  discovering  the  nanoscale 
mechanisms, atomistically‐informed finite element simulations are suggested  in the future research. 
This will enable the modeling study on the time and  length scales of experiments with retaining the 
atomic‐scale  fidelity.  Specifically,  the  atomistically  determined material  rate  parameters  could  be 
combined with the front‐tracking finite element method (ft‐FEM) [3‐6] to simulate crack initiation and 
growth  using  the  experimental  geometries.  A  brief  summary  of  the  key  elements  of  ft‐FEM  is  as 
follows and can be divided into three steps:  Suppose the crack‐tip shape at time t is known, the first 
step  is  to  determine  the  equilibrium  stress  distribution  caused  by  the  hydrogen  diffusion  and 
redistribution. Then, use the advancing front method [7] to generate the mesh and use the standard 
finite element method  to  solve  the equilibrium  stress distribution. Next,  the material addition/loss 
due to hydrogen diffusion  from  the notch surface  is determined at time t + ∆t based on the kinetic 
rate of stress‐assisted hydrogen embrittlement. Finally, the References configuration is updated and a 
new hydrogen distribution is calculated for time t + ∆t. The computation is repeated to determine the 






  Additionally,  it  is  necessary  to  extend  the  present  coupled  atomistic  and  thermodynamic 
model to address the coupling effects of hydrogen affected plasticity and decohesion for realistic 3D 
crack  geometries  on  the  time  scale  relevant  to  laboratory  experiments  [8‐11].  In  a  real  hydrogen 
embrittlement problem, grain boundaries are distributed in a three dimensional system with defects. 
Distributions of grain boundaries, grain size and defects all matter. The  finite element method with 







  Chapter  4  presents  a model  of  the  nanoscale  fracture  processes  in  silicon, which  is  being 
intensively studied as an anode material for lithium‐ion battery. Competing fracture mechanisms at a 
crack tip are revealed,  including cleavage bond breaking, dislocation emission and amorphization by 
the  formation  of  five‐  and  seven‐membered  rings. We  find  the  strain‐controlled  fracture  depends 
sensitively  on  system  size,  leading  to  an  intriguing  scenario  of  kinetically  delayed  fracture  with 
reduced system size. Moreover, the lattice trapping effect enables us to perform an atomistic analysis 
of  the  geometry  and  energetics  of  competing  crack‐tip  processes.  We  demonstrate  that 
amorphization by single bond rotation is the most favorable atomic process until the athermal limit, 
implying that the brittle‐to‐ductile transition is less likely. Further, it should be noted that at elevated 











critical  condition  when  extension  of  a  crack  is  thermodynamically  unfavorable.  Our  theoretical 
derivation  is verified by atomistic  simulation of a modeling material of graphene. Additionally,  this 
work is useful for the band‐gap engineering of graphene. Both the sample size and applied strain are 






  In  chapter 6,  the  lithiation  induced  strain  (LIS)  in amorphous  silicon  is  studied by atomistic 
simulations. Both  the volume expansion and voltage are calculated as a  function of Li composition, 
and  further  compared with  experimental  results.  A  nonlinear  relation  between  the  partial molar 
volume and lithium concentration is found and explained basing on the analysis of ring structures and 
charge transfer. Two stages of llithiation behavior are identified that can be separated by the lithium 
fraction  x=0.8. When  x<0.8,  inserted  Li  atoms  fill  in  the  open  space  (interstitial  sites)  of  silicon 
networks. This yields  large adsorption energy, high voltage and small partial molar volume.   When, 
x>0.8,  interstitial  sites  are  filled  such  that  lithium  insertion will  cause  bond  breaking  and network 
reconstruction. This leads to small adsorption energy, low voltage and large volume expansion.   
  While  the  interstitial  sites may  play  an  important  role  in  the  volume  and  voltage  changes 
during  lithiation,  the  rate  of  Li  diffusion  is  likely  to  be  governed  by  the  shallow  sites  with  low 
activation  barriers  between  neighboring  shallow  ones  and  by  their  percolation  in  the  disordered 
network structure of silicon. Our detailed analysis reinforces the notion that the Li‐Si alloying behavior 




  Chapter  7  presents  a  continuum  modeling  framework  of  lithiation  of  nanoparticle  and 
nanowire. Motivated  by  experiment  observations,  we  describe  the  two  phases  (lithium‐rich  and 
lithium poor phases) by using a  free energy  from  the well‐known regular solution model. Basing on 
this  free energy, a non‐linear diffusivity model  is derived. Diffusion and associated deformation are 










the  two–phase  coexistence  is  a  common  feature,  in  contrast  to  the  model  of  continuous 
concentration distribution of  lithium. Meanwhile, the tensile stress achieved  in front of the reaction 
front  is only around one third of that  in the outer  layers. Since the surface  is more prone to defect 
nucleation, it is conceivable that fracture will typically initiate from the surface during lithiation. More 
importantly,  our modeling  predictions  are  consistent with  in  situ  TEM  observations  that  fracture 
begins from surface during lithiation (see details in chapter 8 and 9). 
10.2.1.5 Chapter 8 
  The effect of  anisotropic  expansion  and  anisotropic diffusion  is  studied  in  silicon nanowire 
during  lithium  insertion.  Interestingly, a dumbbell‐shaped nanowire cross section  is found by  in situ 
lithiation experiments, which involves necking and cracking instabilities. Basing on the finite element 
simulation  (chapter 7),  this dumbbell  shape  is exactly predicted and  is explained  in our anisotropic 
model for silicon lithiation. Despite extensive plastic flow of the lithiation product, very large stresses 
nonetheless  develop  inside  the  nanowire,  leading  to  cracking  or  even  self‐splitting  of  the  single 
nanowire  into  two  sub‐wires.  This  unusual  morphological  evolution  is  dependent  on  the 
electrochemical driving force for lithiation.  
  Lastly,  this  system  exhibits  linear  kinetics  during  initial  lithiation,  in  sharp  contrast  to  the 
parabolic lithiation kinetics observed in SnO2 nanowires, suggesting that the lithiation reaction in this 
system  is controlled by the reaction front but not  limited by the  long‐range diffusion of Li  ions. The 
speed  of migration  of  reaction  front  is measured.  The  front migration  distance  L  is  found  to  be 
approximately  linear with  respect  to  the  reaction  time  L ∝  t,  indicating  the kinetics of  lithiation  is 
likely  controlled  by  the  short‐range  processes  near  the  reaction  front  (e.g.,  interfacial  diffusion, 
reaction, and plastic  flow),  rather  than by  the  long  range diffusive  transport along  the wire.  In  the 
meantime,  the  concentration of  lithium along  the  silicon  is also examined. The electron diffraction 
pattern (EDP) from the lithiated segment of the nanowire confirmed the formation of a polycrystalline 
Li15Si4  (c‐Li15Si4) phase mixed with amorphous  LixSi  (a‐LixSi),  consistent with previous  reports. These 
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  To  better  control  the  lithiation  induced  strain  (LIS)  and  improve  the  cyclic  performance  of 
lithium  ion  battery, we  study  the  nanowire  electrodes with  carbon  and metal  coatings.  Dramatic 
effects  of  coatings  on  the  lithiation  behavior  of  individual  SnO2  nanowires  are  demonstrated  by 
experiments. Compared to the non‐coated case, the coated SnO2 nanowires can be charged at a rate 
ten  times higher  than  that of  the uncoated one due  to  the  improved electronic conductivity. More 
importantly,  radial  expansion  is  completely  suppressed  in  the  coated  nanowires  due  to  the 










both  plastic  flow  and  surface  response  can  play  critical  roles  in  the  fracture  of  nanostructured 
electrode materials,  it  is necessary to compute  the plastic yielding properties and surface energy of 
anode material, which provide a basis of predicting the failures of anode material during lithiation and 
delithiation cycles. 
  In  addition  to material  properties,  failure mechanisms  of  anode  are  also  unknown.  Both 











[15, 16], despite  the  related  continuum models  [17‐19] as well as earlier works by  the amorphous 
metal  community  [20].  The  process  of  solid  state  amorphization  of  silicon  is  only  conceptually 
understood.  In future research, quantitative studies are recommended. 
  Finding  the high capacity electrode materials,  including alloys and nanostructured materials 
[15, 21, 22], is necessary and important to build better lithium ion battery. Researches on germanium 
and  tin‐based materials  are  recommended  [23]. Although  silicon  has  great  capacity  and  relatively 
cheap, its LIS and conductivity are poor. A promising route is to use the silicon alloys with reduced LIS 
and enhanced conductivity. Meanwhile, nanostructured materials should be further explored, such as 
nanotube,  coated  nanowire  and  nanosponge  with  high  porosity  [13].  Geometrically  designed 
composite nanostructures could provide confinement on deformations while promote conductivity at 
the same time. However, they may also generate other mechanical problems, such as mismatch strain 
between  different  components  during  lithiation  or  delithiation.  Further  study  of  those  aspects  is 
required. 
  As  a  relatively  new  research  area, many  puzzles  and  unknowns  need  to  be  resolved  for 
building better lithium ion battery. Accurate measurements and in situ experiments, integrated with 
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