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The Theory and Algorithm of Ergodic Inference
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Abstract
Approximate inference algorithm is one of the
fundamental research fields in machine learn-
ing. The two dominant theoretical inference
frameworks in machine learning are variational
inference (VI) and Markov chain Monte Carlo
(MCMC). However, because of the fundamen-
tal limitation in the theory, it is very challeng-
ing to improve existing VI and MCMC methods
on both the computational scalability and statis-
tical efficiency. To overcome this obstacle, we
propose a new theoretical inference framework
called ergodic Inference based on the fundamen-
tal property of ergodic transformations. The key
contribution of this work is to establish the theo-
retical foundation of ergodic inference for the de-
velopment of practical algorithms in future work.
1. Introduction
Statistical inference is the cornerstone of probabilistic mod-
elling in machine learning. The research on inference algo-
rithms always attracts a great attention in the research com-
munity, because it is the fundamentally important in the
computation of Bayesian inference, deep generative mod-
els. The majority of research is focused on algorithmic
development in two theoretical frameworks: variational
inference (VI) and Markov chain Monte Carlo (MCMC).
These two methods are significantly different. VI is an
optimisation-based approach, in particular, which fits a sim-
ple distribution to a given target. In contrast, MCMC is
a simulation-based approach, which sequentially generates
asymptotically unbiased samples of arbitrary target.
Unfortunately, both VI and MCMC suffer from fundamen-
tal limitations. VI methods are in general biased because
the density function of approximate distribution must be in
closed-form. MCMC methods are also biased in practice
because the Markov property limits the sample simulation
in a local sample space close to previous samples. However,
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VI is in general more scalable in computation. Optimising
variational distribution and simulating samples in VI are
computationally efficient and can be accelerated by paral-
lelization on GPU. In contrast, simulating Markov chains
is computationally inefficient and, more importantly, asyn-
chronized parallel simulation of multiple Markov chains
has no effect on reducing sample correlations but multiplies
the computation.
Ergodic Measure preserving flow (EMPF), introduced by
(Zhang et al., 2018), is a recent novel optimisation-based
inference method that overcomes the limitations of both
MCMC and VI. However, there is no theoretical proof
of the validity of EMPF. In this work, we will generalize
EMPF to a novel inference framework called ergodic infer-
ence. In particular, the purpose of this work is to establish
the theoretical foundation of ergodic inference. We list the
key contribution of this work as following
• The mathematical foundation of ergodic inference.
(Section 3 and 4)
• A tractable loss of ergodic inference and the proof of
the validity of the loss. (Section 5)
• An ergodic inference model: deep ergodic inference
networks (Section 6)
• Clarification of differences between ergodic inference,
MCMC and VI (Section 6)
2. The background
Convergence of probability measures is the foundation of
statistical inference. Distance metric between probability
measures is critical in the study of convergence. We will
review the basics of distance metrics between probability
measures and connect these metrics to theoretical founda-
tion of inference methods.
2.1. Distance Metric of Probability Measures
Total variation distance is fundamentally important in prob-
ability theory, because it defines the strongest convergence
of probability measure. Let (Ω,F) be a measure space,
where Ω denotes the sample space and F denotes the col-
lection of measurable subsets of Ω. Given two probability
measure P and Q defined on (Ω,F), the TV distance be-
tween Q and P is defined as
DTV(Q,P ) = sup
A∈F
|Q(A)− P (A)|. (1)
Convergence in TV, that is DTV(Q,P ) = 0, means Q and
P cannot be distinguished on any measurable set.
The Kullback-Leibler (KL) divergence is an important mea-
sure of difference between probability measures in statisti-
cal methods. For a continuous sample space Ω, the KL
divergence is defined as
DKL(Q||P ) =
∫
Ω
dQ log
dQ
dP
, (2)
where dP denote the density of probability measure.
2.2. Approximate Monte Carlo Inference
Monte Carlo method is the most popular simulation based
inference technique in probabilistic modelling. For exam-
ple, to fit a probabilistic model π by maximum likelihood
estimation, it is essential to compute the gradient of the
partition function Z(θ) =
∫
π∗(z)dz. Given the unnor-
malised density function log π∗(z), computing the gradient
becomes a problem of expectation estimation
∂θZ(θ) = Epi(z)[∂θ log π
∗(z)].
Monte Carlo methods allow us to construct unbiased esti-
mator of expectation as
Epi(z)[f(z)] = lim
N→∞
1
N
N∑
i=1
f(zi),
where zi denotes samples from π. Unfortunately, it is in-
tractable to generate samples from complex distributions,
like the posterior distributions in model parameters or la-
tent variables. Because of this challenge, approximate
Monte Carlo Inference is fundamentally important. We
will review the theoretical foundation of two important in-
ference methods: variational Inference (VI) and Markov
chain Monte Carlo (MCMC) in the next two sections.
2.3. Variational Inference
The theoretic foundation of VI is Pinsker’s inequality.
Pinsker’s inequality states that the KL divergence is a up-
per bound of TV distance
DTV(Q,P ) ≤ DKL(Q||P ). (3)
Given a parametric distribution Q and the target distribu-
tion π, minimising the KL divergence DKL(Q||π) implies
the less TV distance DTV(Q, π). The key challenge of
VI is how to construct the parametric family Q so that
the estimation of the KL divergence is tractable and fam-
ily Q is expressive to approximate complex target. This
forces most VI methods to chooseQ with closed-form den-
sity function. Otherwise, the estimation of entropy term
H(Q) = −
∫
Q(dz) log q(z) becomes challenging. In prac-
tice, the approximation family Q in most VI methods are
rather simple, like Gaussian distribution, so the approxima-
tion bias due to oversimplifiedQ is the key issue of VI.
However, simple approximate family gives VI methods
great computational advantage in practice. First, the main
loss function in VI is known as the evidence lower bound
(ELBO)
LELBO =
∫
Ω
dQ log
dπ∗
dQ
≤ log
∫
dπ∗. (4)
With analytic form of the entropy of Q, ELBO can be ef-
ficiently computed and optimized using standard gradient
descent algorithm. Second, simulating i.i.d. samples from
a simple variational family Q is straightforward and very
efficient.
2.4. Markov Chain Monte Carlo
The theoretical foundation of Markov chain Monte Carlo
(MCMC) is ergodic theorem. Ergodic theorem states that,
given an ergodic Markov chain (Zn) with a stationary dis-
tribution π, the average cross states of chain is equivalent
to the average in state space of the chain, that is
Epi[f ] = lim
m→∞
1
M
f(Zm∞) = lim
n→∞
1
N
f(Zn),
where Zm∞ denotes the sample of a well-mixed Markov
chains after infinitely long transitions. Ergodic theorem
implies that we can generate unbiased samples from every
Markov transition without waiting forever for the chains
to reach stationary state. Therefore, we can trade compu-
tational efficiency with a bias that may decrease in a long
time. The key challenge of MCMC methods is to define er-
godic Markov chains with any given stationary distribution
π. This challenge was solved first by Metropolis-Hastings
algorithm. We will discuss in detail in Section 4.2.
Ergodic Markov chains enjoy strong stability. Irrespective
of the distribution of initial state µ(z0) and the parameter
of Markov kernelK(·, ·), the distribution of the state of the
chain is guaranteed to converge to the stationary distribu-
tion in total variation after every transition. Formally, that
means the reduce of TV distance to stationary for all L ≥ 0
DTV (QL+1, π) < DTV (QL, π)
where qL denotes the marginal distribution of the L-th state
and
qL(dz
′) =
∫
K(z, dz′)qL(dz).
As L increases, the distribution qL converges to a unique
stationary distribution π
lim
l→∞
DTV(Ql, π) = 0.
In spite of the theoretical convergence property, the con-
vergence of MCMC chains is not guaranteed in practice.
Because the burn-in stage cannot be infinite long, the sam-
ples from MCMC methods are often biased. The problem
is that there is no reliable measurement of such a sampling
bias related to TV distance or KL divergence. The iterative
simulation of Markov chain is another limitation in com-
putational efficiency. Each sample from MCMC methods
requires one simulation of Markov transition and this can
only be executed in a sequential manner due to the nature
of Markov chain. Therefore, the sampling time of MCMC
grows linearly with the number of samples.
3. Ergodic Inference Principle
In this section, we present the mathematical foundation of
ergodic inference principle.
3.1. Motivation
First, we would like to propose the the following properties
of ideal inference method:
• Parallelizable: the simulation of each sample is com-
putationally independent;
• Statistically efficient: there is zero correlation be-
tween samples;
• Asymptotic unbiased: more computational power
guarantees diminishing of simulation bias. The bias
can be eliminated in theory with sufficient computa-
tion.
Both MCMC and VI fail to have all the properties above.
For this reason, there are existing works on a hybrid meth-
ods that combine MCMC and VI, for example, accelerate
the burn-in of MCMC using variational approximation in
(Hoffman, 2017) or optimise ELBO based on tractable den-
sity function of MCMC kernel in (Salimans et al., 2015).
To some extend, such algorithmic hybrid approach can be
useful in practice. However, the limitation in theoretical
foundation of MCMC and VI cannot be eliminated by algo-
rithmic modification. To achieve an ideal inferencemethod,
it is necessary to have a new mathematical theoretical foun-
dation.
3.2. The Theoretical Foundation
Different from Pinsker’s inequality and ergodic theorem,
the theoretical motivation of the proposed inference is the
characteristic property of ergodic Markov transition: there
is a unique invariant distribution for every ergodic Markov
Kernel. Formally, let Kpi be an ergodic Markov transition
kernel with an invariant distribution π. By construction of
Kpi, π is guaranteed to be the only distribution satisfies the
condition π(dz′) =
∫
Kpi(z, dz
′)π(dz).
Based on the property of ergodic Markov kernel, we con-
struct the following criteria to verify if a distribution is
equivalent to the stationary distribution of the kernel. Given
a distribution q, the distribution of q after one Markov tran-
sition byK is given by
q1(z
′) =
∫
Kpi(z, z
′)q(dz). (5)
We say the distribution q is preserved byKpi if
DTV(q1, q) = 0. (6)
By the uniqueness of the invariant distribution of ergodic
kernel Kpi, the preservation of q by Kpi as (6) implies
DTV(q, π) = 0. This motivates the following loss function.
Definition 3.1. Given a Markov kernel Kpi(z, z
′) that is
ergodic w.r.t. a distribution π, the ergodic loss of a distribu-
tion q is defined as
L∗(q,Kpi) = DTV
(∫
Kpi(z, ·)q(dz), q(·)
)
.
As mentioned earlier, the lossL∗(q,Kpi) is equal to 0 if and
only if DTV(q, π) is equal to 0.
Let π be the target distribution and q be the approximate
distribution in a parametric family Q. Given an ergodic
Markov kernelKpi, the closest q ∈ Q to the target π can be
identified by the parameter φ∗ optimising the ergodic loss
L∗(·,Kpi)
φ∗ = argmin
φ
L∗(qφ,Kpi).
If the target distribution is inQ, then the optimal parameter
φ∗ should have the loss
L∗(qφ∗ ,Kpi) = 0,
otherwise the L2 norm of the gradient of the loss should
vanish
||∂φ∗L
∗(qφ∗ ,Kpi)||
2
2 = 0.
3.3. Technical Challenges
There are two technical challenges of ergodic inference
methods in practice. First, we need a tractable estimation
of a loss function equivalent toDTV(q1, q). The estimation
of the gradient of the loss should also be tractable for the
optimisation of the parameter φ. Second, we need a general
parametric familyQ that can approximate any target distri-
bution up to a certain amount of error. More specific, the
error can be controlled and even eliminated by increase the
complexity of approximation family of Q, i.e. the number
of parameters ofQ is unlimited. The computational cost of
optimisation is associated with the complexity of Q.
We will present the solution to the first challenge in Section
5 and the solution to the second challenge in Section 6.
4. Ergodic Transformations
The key of solving the technical challenges in ergodic infer-
ence is the reparameterization of the ergodicMarkov kernel.
This is important in both algorithmic development and the-
oretical analysis.
4.1. Ergodic Transformations and Markov Kernels
ErgodicMarkov kernels are essentially conditional distribu-
tions, which can be reparameterized by deterministic trans-
formations known as measure preserving transformations
(MPTs). Given a probability measure µ, a deterministic
transformation T preserves µ if for any measurable subset
of sample space A, µ(T−1(A)) = µ(A). The shear trans-
formation T (x, y) = (x+ y, x), which preserves Lebesgue
measure, is a classic example of MPT (Billingsley, 1986).
The following conditions are often used in the literature
MCMC theory for verification of ergodic property:
1. Irreducibility: T (A) 6= A , ∀A ∈ F except ∅ and Ω.
2. Density preservation: π(T (z)) = π(z).
3. Lebesgue preservation: the determinant of the Jaco-
bian of T is equal to 1.
Formally, we define the reparameterisation of Ergodic
Markov chains as following.
Definition 4.1. (Ergodic Reparameterisation of MCMC)
Given a target distribution π(z), a MCMC kernel K(z, z′)
with invariant π can be reformed as two steps:
1. Simulate an auxiliary variable r with distribution µ(r)
2. Deterministic transformation (z′, r′) = Tpiµ(z, r),
where Tpiµ is an ergodic transformation that preserves the
probability measure π(z)µ(r).
Remark. The transformation Tpiµ in ergodic reparameter-
isation is fundamentally different from volume preserving
transformation V (z) in the sample space of z for two rea-
sons.
• Tpiµ(z, r) does not preserve the volume/entropy in the
sample space of z, but V (z) must preserves the vol-
ume/entropy in the space of z.
• Tpiµ(z, r) preserves the probability measure π(z), but
V (z) does not preserve π(z) in general.
Ergodic transformations also allow us to form the expecta-
tion under Markov transition as composition of functions,
that is not used in classic MCMC literature. Formally, this
is given by the following proposition.
Proposition 1. Given an ergodic transformation Tpi w.r.t.
π, the expectation is preserved by the transformation,
which means, for any function f
∫
Ω
f(z)π(dz) =
∫
Ω
f◦Tpi(z)π(dz) =
∫
Ω′
f(z′)Tpi∗π(dz
′),
where Ω′ is the image of Ω under Tpi and Tpi∗π(·) denotes
the pushforward probability measure of π under Tpi. Be-
cause Tpi preserves π, Ω
′ = Ω andDTV(π, Tpi∗π) = 0.
In the next two sections, we will demonstrate the ergodic
reparameterization with two well-known MCMC kernels.
4.2. Metropolis-Hastings Transformations
Metropolis-Hastings (MH) algorithm is the first and most
well-known MCMC methods. We will show that it is
straightforward to form the MH transition kernel as an er-
godic transformation. Given a target distribution π(z) and
a transition proposal distribution q(r|z), MH kernel in most
text books is described as following two steps:
1. Sample r from q(·|z).
2. Return the new state of the chain as r with probability
pMH = min
{
1,
π(r)q(z | r)
π(z)q(r | z)
}
, (7)
otherwise the state remains as z.
It is straightforward to verify that MH transition kernel pre-
serves the density function as
π(z)
[
q(r|z)min
{
1,
π(r)q(z | r)
π(z)q(r | z)
}]
=min {π(z)q(r | z), π(r)q(z | r)}
=π(r)
[
q(z|r)min
{
1,
π(z)q(r | z)
π(r)q(z | r)
}]
,
where the MH transition kernel KMH(·, ·) is in squared
rackets. This verification of stationary distribution is
known as detailed balance. It is important because it proves
the existence of stationary distribution.
Now we consider an alternative representation of MH ker-
nel. In particular, we define a stationary distribution as
the joint distribution of all random variables involved in
the target π and MH kernel KMH , that is π(z, r, u) =
π(z)q(r|z)ν(u), where ν(u) denotes uniform distribution
between [0, 1]. Following the ergodic reparameterization
(Definition 4.1), we can rewrite the MH algorithm as
1. Resample r from q(·|z) and u from ν(·).
2. Return the next state (z′, r′, u′) = TMH(z, r, u) de-
fined as
TMH(z, r, u) = (z, r, u)δ(u > pMH)
+ (r, z, u)δ(u < pMH), (8)
where δ(·) denotes indicator function.
Notice that the transformation TMH(z, r, u) above is a de-
terministic function. It is obvious that resampling r and u
from their conditional distribution leaves π(z, r, u) invari-
ant. Then, it is straightforward to show the preservation of
density function
π(s)δ(s′ = TMH(s)) = π(s
′)δ(s = TMH(s
′)),
where s denote the triple (z, r, u). It is also easy to verify
that the determinate of Jacobian of ∂(z,r,u)TMH(z, r, u) is
always equal to 1.
4.3. Hamiltonian Measure Preserving Transformations
Hamiltonian Monte Carlo (HMC), originally known as Hy-
brid Monte Carlo, is an important MCMC method. Orig-
inally, HMC is considered as a hybrid method, because
its combines both deterministic and stochastic simulation.
The deterministic simulation in HMC essentially refers to
any dynamics that generalize the classic Hamiltonian dy-
namics in physics.
Hamiltonian system in physics is a system of moving par-
ticles in an energy field and the energy of the system is
constant over time. Given n particles, the state of Hamil-
tonian system is defined by the position z ∈ Rn and the
momenta r ∈ Rn. The position z is associated with poten-
tial energy U : Rn → R and the momentum r is associated
with kinetic energyK : Rn → R. The state (z, r) evolves
over time t, according to Hamiltons equations:
z˙(t) = ∂rK(r); r˙(t) = −∂rU(z), (9)
where z˙ denotes the derivative of z w.r.t. time t. It is
straightforward to verify that the total energyH = U +K
does not change over time
H˙(z, r) = (∂rU(z))
T
∂rK(r)− (∂rU(z))
T
∂rK(r) = 0.
Given an initial condition (z, r), the solution of Hamilto-
nian dynamics is a function of time t
(z(t), r(t)) = TH(t, z, r).
Given a fixed time t, the solution TH becomes a map
TH,t : R
2n → R2n between two states (z, r) and (z′, r′)
with the same total energyH . Intuitively, z(t) forms a tra-
jectory of particle traversing in a n-dimensional space and
the velocity of the particle is given by z˙(t) = ∂rK(r(t)).
It is well-known in MCMC literature that TH,t is essen-
tially a family of measure preserving transformations with
any parameter t ∈ R 6= 0. It is clear that TH,t is irre-
ducible if t 6= 0 and density preserving w.r.t. exp(−H).
The volume preservation property of Hamiltonian dynam-
ics in the state space (z, r) is a well-known result of Liou-
villes Theorem. Therefore, we know that TH,t(z, r) with
any t 6= 0 is an ergodic transformation w.r.t. the distribu-
tion π(z)µ(r) ∝ exp(−H(z, r)). This implies TH,t also
preserves π ∝ exp(−U) by the definition of marginal dis-
tribution.
In practice, Hamiltonian dynamics do not have closed-
form solutions. Fortunately, there is a rich literature on
the numeric simulation of Hamiltonian dynamics. The
most known approximate approach in HMC is Leapfrog
algorithm, which is constructed as a sequential of shear
transformations. Leapfrog algorithm enjoys strong stabil-
ity and good approximation error is around squared dis-
cretized step size. See more detailed analysis in (Neal,
2010; Leimkuhler & Reich, 2004).
5. Ergodic Loss
5.1. π-Ergodic Loss Function
By the definition of TV distance, we know that q is the
stationary distribution of K if and only if for all function
f(·) with Epi[f(z)] <∞,
Eq1 [f(z)] = Eq[f(z)]. (10)
However, it is impossible to compare the expectation of all
possible function f , but given specific function f it is pos-
sible to estimate
LK,f (φ) = |Eq1 [f(z)] −Eq[f(z)]| . (11)
With the optimal choice of function f and certain condition,
we can claim that LK,f (φ) = 0 implies DTV(q, π) = 0.
The log density function is an intuitive choice, because we
can identify a distribution by its density function. There-
fore, we define the following π-ergodic loss.
Definition 5.1. (Ergodic Loss Function)
LK,pi(φ) = |Eq1 [log π(z)]−Eq[log π(z)]| . (12)
Theorem 1. (Ergodic Loss Convergence Theorem) Given
the ergodic Markov kernel Kpi with invariant distribution
π, the loss LK,pi(φ) = 0 if and only if Epi[log π(z)] =
Eq[log π(z)].
Proof. The convergence of loss LK,pi(φ) = 0 implies
Eq1(z)µ(r)[log π(z)] = Eq(z)µ(r)[log π(z)] , (13)
where q1(z) is given by (5). Notice that q1 is essentially
the marginal of the pushforward of q(z)µ(r) under the mea-
sure preserving transformation Tpiµ. By Proposition 1, the
expectations in (13) can be written as following
Eq1(z)[log π(z)]
∆
=
∫
Ω
log π ◦ Tpiµ d(qµ) =
∫
Ω
log π d(qµ),
(14)
where d(qµ) is the shorthand notations for q(z)µ(r)dzdr.
Replacing qµ on both sides in (14) with any distribution,
the equality still holds. If we replace qµ in (14) with
with the pushforward probability measure of q(z)µ(r) un-
der Tpiµ, denoted by Tpiµ∗(qµ), we have
∫
Ω
log π ◦ Tpiµ ◦ d(Tpiµ∗(qµ)) =
∫
Ω
log π ◦ d(Tpiµ∗(qµ)),
which can be rewritten as∫
Ω
log π ◦ T 1piµ ◦ Tpiµ d(qµ
1) =
∫
Ω
log π ◦ Tpiµ d(qµ),
(15)
where T 1piµ denotes Tpiµ = (z, r1) and dµ
1 denotes µ(dr1).
Notice that the LHS of (15) is an expectation under the dis-
tribution of z after two ergodic Markov transitions from q,
that is Eq2(z)[log π(z)]. Therefore, by (14) and (15), we
have
Eq2(z)[log π(z)]
∆
=
∫
Ω
log π ◦ T 1piµ ◦ Tpiµ d(qµ
1)
=
∫
Ω
log π ◦ Tpiµ d(qµ)
= Eq(z)[log π(z)]. (16)
By induction, we know the expectation of Eqn [log π] does
not change after any number of measure preserving trans-
formation Tpiµ, that gives
Eq∞(z)[log π(z)] = Eq(z)[log π(z)]. (17)
By (17), we know if we simulate infinitely long er-
godic Markov chain by kernel Kpi, then the expectation
Eq∞(z)[log π(z)] is the same as the initial expectation
Eq(z)[log π(z)].
Because an ergodic Markov chain has unique invariant dis-
tribution, (17) implies
Epi(z)[log π(z)] = Eq(z)[log π(z)]. (18)
Recall that the convergence of loss LK,pi∗(φ) cannot be suf-
ficient for the convergence of the TV distanceDTV(q, π) =
0. Fortunately, under some reasonable condition, the loss
LK,pi∗(φ) = 0 implies the convergence in TV distance.
Formally, this is given by the following theorem.
Theorem 2. (Ergodic Measure Convergence Theorem) Let
Kpi be an ergodicMarkov kernel with invariant distribution
π. Assume that the entropy ofQ is not less than the entropy
of π, that is H(Q) ≥ H(π), the loss LK,pi∗(φ) = 0 if and
only if DTV(q, π) = 0.
Proof. By the definition of the KL divergence, we have
DKL(q||π) = Eq[log q]−Eq[log π]. (19)
By Theorem 1, we have
DKL(q||π) = Eq[log q]−Epi[log π], (20)
which is equivalent to
DKL(q(z)||π) = H(π)−H(Q).
Because the KL divergence is never less than 0, we have
H(π) ≥ H(Q).
Finally, by the assumption H(π) ≤ H(Q), we know
H(π) = H(Q), so we know 0 ≤ DTV(q, π) ≤
DKL(q||π) = 0, which impliesDTV(q, π) = 0.
By the monotonic convergence in TV distance of ergodic
Markov chain, it is straightforward to show that
Proposition 2. Given a smooth ergodic transformations
w.r.t. the probability measure π(z), if Eq[log π] <
Epi[log π] , the loss
Eq[log π
∗(z)] −Eq1 [log π
∗(z)] > 0. (21)
Assume that Eq[log π] < Epi[log π] , we have
L∗K,pi∗(φ) = Eq[| log π
∗(z)|]−Eq1 [| log π
∗(z)|] , (22)
5.2. Optimising π∗-Ergodic Loss
Let q01(z, z1) be the joint distribution q(z)K(z, z1). Then,
we can rewrite (22) as
L∗K,pi∗(φ) = Eq01 [log π
∗(z)− log π∗(z1)] , (23)
which can be estimated by samples of (z, z1). To optimise
the loss (25), we need to compute the gradient ∂φL
∗
K,pi∗(φ).
Notice that the z and z1 are coupled by the kernel K and
the density function of most MCMC kernels, which makes
the computation of the gradient ∂φL
∗
K,pi∗(φ) unstable. To
avoid this, we reparameterize both q(·) and the ergodic
Markov kernel K(z, ·) by a transformation Tφ and a mea-
sure preserving transformationTpi respectively. This allows
us to transform some simple random variable r and r1, that
is independent of φ, into (z, z1) as
z = Tφ(r), z1 = Tpi(z, r1). (24)
Therefore, we can compute the loss with following refor-
mulation
L∗K,pi∗(φ) = Eµ(r)µ1(r1)[Lpi∗,Tφ,Tpi(r, r1)] , (25)
where Lpi∗,Tφ,Tpi = log π
∗(z) − log π∗(z1) and (z, z1) =
Tφ,pi as (24).
As discussed above, the only requirement of approximate
family Q in ergodic inference is the transformation Tφ is
known and it is a measurable function. It is an important
advantage over VI, where the density function of Q must
be in closed form.
6. Deep Ergodic Inference Model
Ergodic transformations are not only fundamentally impor-
tant in the ergodic loss, they are also powerful tools for con-
structing flexible approximation family Q. In this section,
we will present how to construct and optimise the approx-
imation family Q by stacking multiple layers of ergodic
transformations.
6.1. Definition
Let {K1,K2, . . . ,KN} beN ergodic transition kernel with
independent parameters {φ1, φ2, . . . , φN}. Let q0 be the
distribution of initial state also has parameter φ0. By er-
godic reparameterization, we reform each ergodic Markov
kernel Kn(z, z
′) as a transformation zn = Tn(zn−1, r),
where Tn is a deterministic function depends on the ker-
nel parameter φn and r is sampled from a standard distri-
bution µn. We also reparameterize the initial distribution q
from a simple distribution µ0 by a transformation T0. Then,
we can generate samples of zn by transforming samples of
(r0, r1, . . . , rN−1) from µ(·) =
∏N−1
i=0 µi(·) as
zn = TrN−1 ◦ · · · ◦ Tr1 ◦ T0(r0), (26)
where Trn(·) denotes Tn(·, rn). We call this multiple layer
ergodic transformation TrN−1 ◦ Tr1 ◦ T0(·) deep ergodic
inference network (DEIN). The expectation of qN can be
reformed as
EqN [f(zN )] = Eµ[f ◦ TrN−1 ◦ · · · ◦ Tr1 ◦ T0(r0)],
which allows us to estimate the gradient of any function by
Monte Carlo method
∂φEqN [f(zN )] ≈
1
M
M∑
i=1
∂φf ◦Tri
N−1
◦· · ·◦T
r
i
1
◦T0(r
i
0) .
6.2. Optimisation and Convergence of DEINs
This is a non-parametric model because the number of pa-
rameters of this model grows with the number of transfor-
mations. Different from deep neural networks, DEIN has
strong stability by the natural of ergodicity. In particular,
DEINs can be arbitrarily deep and the stability and simula-
tion quality is guaranteed to improve with the depth.
First, we define a loss (12) for each transitionKn as
Ln(φn) = Eqn [log π
∗(z)]−Eqn−1 [log π
∗(z)] ,
where qN denotes the marginal of the last state
qn(z;φ0:n) =
∫
K(zn−1, zn)qn−1(zn−1;φ0:n−1).
(27)
Proposition 3. Assume thatEq0 [log π(z)] < Epi[log π(z)],
minimizing the ergodic loss L∗K,pi∗ in (22) with qN of deep
ergodic Inference network is equivalent to maximizing the
total ergodic loss
∑N
n=1 L
n(φn)
LN(φ) = EqN [log π
∗(z)] −Eq0 [log π
∗(z)] . (28)
which is equivalent to
LN (φ;φ0) = EqN [log π
∗(z)]. (29)
when the parameter of q0 is fixed.
The total loss (29) is consistent with the loss proposed by
(Zhang et al., 2018) in ergodic measure preserving flows.
By Proposition 2, it is straightforward to show that DEINs
enjoy incremental improvement as the depth grows.
Theorem 3. (Incremental Convergence of DEIN) Given a
N -layer DEIN defined as (26), the optimal total ergodic
loss LN (φ
∗) = maxφ LN(φ) increases monotonically as
N increases.
Similar to the convergence of ergodic Markov chains, we
have the asymptotic unbiased convergence of DEINs as fol-
lowing.
Theorem 4. (Asymptotic Unbiased Convergence of
DEINs) For arbitrarily small ǫ > 0, there always ex-
ists a DEIN with finite number of layer N , so that with
the optimal distribution q∗N has the ergodic loss L
∗
K,pi =
DTV
(∫
K(z, ·)dq∗N , q
∗
N (·)
)
≤ ǫ.
6.3. Comparison with Auto-Tuning MCMC
From an algorithmic perspective, auto-tuningMCMC (AM-
CMC) and DEIN are very similar, because both methods
simulate ergodic Markov chains and optimise the parame-
ters of the kernel w.r.t. a loss. This may give a false impres-
sion of that AMCMC and DEIN share the same theoretical
foundation.
To clear this impression, we will discuss the fundamental
difference between DEINs and AMCMC. First of all, AM-
CMC is essentially a class of MCMC methods with auto-
tuning strategy of kernel parameters. In particular, the pur-
pose of auto-tuning is to boost the statistical power of sam-
ples from MCMC by encouraging distant jump between
states in Euclidean space, which is inspired by the work of
(Pasarica & Gelman, 2010) on reducing sample correlation
of MCMC. In contrast, as a parametric family in ergodic
inference methods. The parameters in DEINs is optimised
w.r.t. the ergodic loss, which is based on the ergodic infer-
ence principle in Section 3.2.
The fundamental difference have two important effects in
practice. The first effect is on the sample correlation. By
the nature of Markov property, optimising the auto-tuning
loss can never eliminate the correlation of samples from
MCMC. In contrast, the samples from DEINs are gener-
ated by deterministic transformation of i.i.d. samples from
initial distribution, which is still i.i.d. samples. The sec-
ond consequence is on the MH-correction. In particular,
MH correction is optional for DEINs for three reasons.
First, DEIN is a parametric approximate family Q rather
than unbiased simulation procedure. Second, by optimis-
ing the ergodic loss, DEINs guarantee the convergence to-
wards the target in TV distance. Finally, even with ap-
proximate ergodic transformations, the existence of a sta-
tionary distribution (not necessarily the target) is guaran-
teed by measure preserving property, in particularly with
the depth of DEIN is always finite. In contrast, the con-
vergence of AMCMC chains is only guaranteed with MH
correction. In particular, without MH correction, the ex-
istence of a stationary distribution of MCMC chains be-
comes questionable. With unlimited number of recurrent
Markov transitions, Markov chains are not guaranteed to
converge to any distribution. The existence of station-
ary distribution is the necessary condition of ergodic the-
orem (Robert & Casella, 2005). Therefore, without MH-
correction (implicitly proved by detailed balance condi-
tion), the bias of samples fromMCMCmay not be bounded.
This is particularly true when the Markov kernel parameter
is tuned to maximize the jumping distance between states.
6.4. Comparison with Normalising Flows
Normalizing Flow (NF), introduced by
(Rezende & Mohamed, 2015), is a recent variational
inference framework, where the variational parametric
distribution is defined in an iterative procedure. The fun-
damental idea of NF is to define an expressive parametric
family by a sequence of deterministic transformations with
closed-form Jacobian. Let z0 be a random variable from
a simple distribution µ, like Gaussian, and f1 . . . , fM be
M deterministic functions from Rn to Rn. We define a
sequence of random variable z1 . . . zM as
zM = fM ◦ · · · ◦ f1(z0).
By the rule of changing variables, the density function of
zM is given by
log p(dzM ) = log q(dz0)−
∑
i=1
log |det ∂zifi(zi)| .
There are three important difference between DEINs and
NFs. First, without manually engineering ergodic transfor-
mations, DEINs have theoretical guarantee of better perfor-
mance with more transformations (Theorem 4). In contrast,
the transformations fi in NFs is predefined based on heuris-
tics and experimental evidence. Second, ergodic transfor-
mations Tpi has no closed form solutions, but the trans-
formations fi in NFs is limited to simple functions with
tractable Jacobian. Finally, the distribution of DEINs is
very expressive, which may not even have a closed form
as (27). More importantly, there is no need to compute the
density for optimising the parameters. It is the opposite for
NFs. In particular, the transformations in NFs are often re-
stricted to simple functions to have closed-form Jacobian.
The computation of the Jacobian is also one of computa-
tional bottlenecks in optimisation.
6.5. Comparison Overview
The key difference between ergodic inference, AMCMC
and VI is highlighted in the following table.
Method TV-Loss Implicit Simu-
lation Density
Independent
samples
VI Yes No Yes
AMCMC No Yes No
EI Yes Yes Yes
• TV-Loss: Optimising the loss function leads to the
convergence in TV distance.
• Independent samples: computationally and statisti-
cally independent sample simulation.
• Implicit Simulation Density: no closed-form density
function of simulation distribution is required in train-
ing.
7. Related Works
Hamiltonian variational inference (HVI), introduced by
(Salimans et al., 2015), is an interesting variational frame-
work using MCMC kernel as variational parametric distri-
bution. The motivation of HVI is that the joint density func-
tion of all the states of HMC chains is tractable to com-
pute. Unfortunately, the variational lower bound is still
intractable to compute, because the reverse probability of
HMC chain given the last state is intractable. To overcome
this problem, they propose to approximate the reverse den-
sity function using neural network. Although HVI shows
improvement in performance over VAEs, the additional ap-
proximation limits the potential of this method. However,
optimising the HMC kernel parameters w.r.t. ELBO is still
an attractive feature of HVI.
Hoffman (Hoffman, 2017) proposed another hybrid
method based on VI and HMC without auxiliary approx-
imation. The idea is to use a Monte Carlo estimation of
the marginal likelihood by averaging over samples from
HMC chains, that are initialized by variational distribution.
In (Han et al., 2017) a very similar framework is proposed
using Metropolis-adjusted Langevin dynamics. This idea
is very similar to contrastive divergence in (Hinton, 2002).
The main disadvantage of this methods is that the HMC pa-
rameters are manually pretuned. Especially, As mentioned
by (Hoffman, 2017), No-U-turn Sampler (NUTS), an adap-
tive HMC, is not appliable due to engineering difficulties.
(Neal, 2010) pointed out that HMC is very sensitive to the
choice of Leapfrog step size and number of leaps.
Stein Variational Gradient Descent (SVGD) is a recent par-
ticle based dynamical inference method proposed by (Liu,
2017). In SVGD, the approximation distribution is a set
point mass q generated by transforming a set of points sam-
pled from a distribution µ using a perturbation function
T (x) = x + φ(x), where φ is in a function space with
boundary norm. With this setup, the optimisation of T
w.r.t. the KL divergence between q and the target π is trans-
formed into a stochastic optimisation in the kernel space of
φ. The theoretical foundation of convergence of SVDG is
sound and appealing. However, this method faces two prac-
tical challenges. First, the optimisation complexity grows
quadratically with the number of particles. Second, it is
very difficult to approximate high dimensional distribution
well with a limited number of point mass approximation.
8. Summary
I proposed a new generic inference method based on opti-
mization and ergodic deterministic transformations. This
work provides us the very foundation of ergodic inference
including: the fundamental ergodic inference principle;
tractable estimation of ergodic loss and the its gradient; a
generic construction of approximation family.
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