Describing minimal generating sets of toric ideals is a well-studied and difficult problem. Neil White conjectured in 1980 that the toric ideal associated to a matroid is generated by quadrics corresponding to single element symmetric exchanges. We give a combinatorial proof of White's conjecture for graphic matroids.
of G. A matroid is said to be graphic if it is the cycle matroid of some graph. We prove White's conjecture for graphic matroids. Theorem 1.2. If M is a graphic matroid, then the toric ideal I M is generated by the quadratic binomials y B 1 y B 2 − y D 1 y D 2 such that the pair of bases D 1 , D 2 can be obtained from the pair B 1 , B 2 by a double swap.
To study I M in the context of toric ideals we need some notation.
Let b be the number of bases of M and let A be the n × b matrix whose columns are the zero-one incidence vectors of the bases of M. The difference of two monomials is a binomial. Given u ∈ Z b define u + (u − resp.) to be u (−u resp.) with negative coordinates replaced by zeros;
we then have u = u + − u − . The ideal I M is spanned as a k-vector space by the binomials y u + − y u − , where u runs over all integer vectors in the kernel of A [5] . Ideals of this type, that is, ideals generated by binomials y u + − y u − , where u runs over integer vectors in the kernel of an integer matrix, are toric ideals. The set of vectors in k b that vanish on all polynomials in a toric ideal is an affine toric variety. For each matroid M, the toric ideal I M is homogeneous because every base has the same number of elements. Therefore I M (or any homogeneous toric ideal) defines a projective toric variety Y M in kP b−1 [5] .
White proves in [6] that The following is a general conjecture about projectively normal toric varieties [5] . This conjecture restricted to toric varieties coming from matroids neither implies nor is implied by White's conjecture. However it is natural to ask whether the following variant of White's conjecture holds (see, for instance, chapter 14 of [4] and [3] ) and this does imply Conjecture 1.4 for toric varieties Y M coming from a matroid M. we prove that the graphs G k (M) are connected for any graphic matroid M. In Section 4 we prove that the graph G(M) is connected for any graphic matroid M. In section 5 we discuss the difficulties of extending our results to general matroids and pose some questions along these lines.
Reduction
We show that the algebraic formulation of White's conjecture is implied by a combinatorial condition similar to White's original formulation.
Let M be a matroid on a ground set of size r(M)k, where r(M) denotes the rank of M. The k-base graph of M, which we denote by G k (M), has as its vertex set the set of all sets of k disjoint bases (this is equivalent to the condition that the union of the k bases is the entire ground set). There is an edge between {B 1 , . . . , B k } and {D 1 , . . . , D k } if and only if B i = D j for some i, j. We prove that Conjecture 1.6 is implied by the connectivity of the k-base graphs. We prove the following proposition for a general class of matroids C that is closed under deletions and adding parallel elements, but we will only apply this to the case where C is the set of graphic matroids. Proposition 2.1. Let C be a collection of matroids that is closed under deletions and adding parallel elements. Suppose that for each k ≥ 3 and for every matroid M in C on a ground set of size r(M)k the kbase graph of M is connected. Then for every matroid M in C, I M is generated by quadratic binomials.
Proof. We will prove by induction on k the statement that for every 
. . , D k of M such that the B i and D i have the same multiset union. We will show that b is in the ideal generated by the degree k − 1 binomials of I M . By induction, the degree k − 1 binomials are in the ideal generated by the quadrics of I M so this will complete the proof. 
Let y u = X∈u y X , as is customary when u is identified with its zero-one incidence vector. Let u 0 , u 1 , . . . , u t be the vertices of a path between u B = u 0 and u D = u t in G k (M ′ ). Then we
and applying the map α * we obtain
. This shows that y α(X) may be factored out of the binomial y α(u i−1 ) − y α(u i ) , and therefore (1) shows that b is in the ideal generated by the degree k − 1 binomials of I M . for ranks larger than 1, however y B 1 y B 2 − y B 2 y B 1 = 0 is (trivially) in the ideal generated by quadrics corresponding to single double swaps.
The stronger statement we prove here was also conjectured by White in [7] .
THE TORIC IDEAL OF A GRAPHIC MATROID IS GENERATED BY QUADRICS 7
Proof of the graphic case
We introduce some notation that is used in the main proof. Let G be a graph. V (G) and E(G) denote the vertex and edge sets of G.
If v, v ′ ∈ G, we abuse notation slightly and say that v is connected
to v ′ or v and v ′ are connected to mean that v and v ′ are in the same component. d(v) denotes the degree of v. We use − to denote set minus and sometimes write a one element set as the element itself rather than the element with braces around it.
The following theorem together with Proposition 2.1 implies that Conjecture 1.6 holds for graphic matroids.
Proof. We prove the theorem by induction on r.
is nonempty only if G has no loops. If G has no loops, G k (M (G)) is a single vertex, which of course is connected. Now suppose r > 1.
First observe that we can assume G is connected. If not, we may write A key observation is that M(G) has a cocircuit of size ≤ 2k − 1.
This is not true in general matroids and this is the most essential way the graphic hypothesis is used. The graph G has a vertex v of degree ≤ 2k − 1 because G has r + 1 vertices and kr edges, making the average vertex degree 2k r r+1 . The vertex v is fixed throughout the proof. Let C be the set of edges leaving v and let N(v) be the neighbors of v.
We say a vertex
for each i. We first show that each vertex of G k (M(G)) is connected to a balanced vertex. We then show that any two balanced vertices that have the same intersections with C are connected. This is the heart of the proof and where the inductive step is used. Finally, we show that any two balanced vertices are connected. These facts are proved in this order as statements (1), (2) , and (3), and these are enough to
It has |S 1 | components; the intersection of these components with N(v) partitions N(v), and therefore C, into |S 1 | parts. We denote this partition by X 1 ∪ . . . ∪ X |S 1 | = C. See Figure 1 . Note that S 1 intersects each of the X i in size 1. As d(v) ≤ 2k − 1, without loss of generality |S 2 | = 1. Say S 2 = {f } and e ∈ S 1 is an edge not in the X i containing f (This is X 3 in the figure, and e ∈ X 1 ; all we need is that e / ∈ X 3 ). Now double swap e out of B 1 and into B 2 . That is, there
By repeating such swaps we eventually obtain a balanced vertex. This proves (1).
Given a balanced vertex {B 1 , . . . , B k }, its matching graph is the graph with vertex set C and an edge with ends B i ∩ C for each i such that |B i ∩ C| = 2. Note that the matching graph has vertices of degree at most one and at least one isolated vertex. have identical matching graphs, then they are connected.
We obtain a new graph G ′ from G as follows (see 
). We will convert this to a path in G k (M(G)).
Given any set of k disjoint bases of M(G ′ ), we can reverse the above
intersects Z in size t > 0, choose t + 1 of the pre-edges of B ∩ Z so that the resulting union with B − Z is a base of M(G) (not all choices of t + 1 edges will work, but at least one will since B − Z is a forest and (B − Z) ∪ pre-edges(B ∩ Z) spans V (G)). The t − 1 preedges not used will be added to bases not intersecting Z. Also, there exists e * ∈ C that is not the pre-edge of any e ′ i . This will always be added to some base not intersecting Z. We call this process of taking a base of M(G ′ ) and producing a base of M(G) pulling back, and we call the base of M(G) the pull back of the base of M(G ′ ); we also use this terminology for sets of bases as follows. To pull back a vertex (i) Deleting (e 1 , e 2 ) and adding (e 1 , e 5 ).
(ii) Deleting (e 1 , e 2 ) and adding (e 2 , e 5 ).
(iii) Deleting (e 3 , e 4 ) and adding (e 3 , e 5 ). the rest of the proof we may assume x stays isolated and that for each edge in H and each edge in H ′ the moves (i) and (ii) are not both valid (we may also assume this for any graph we reach from H or H ′ by a sequence of valid moves that keeps x isolated). This implies that for every pair of edges in H and H ′ , either (v) or (vi) is a valid move.
For the rest of proof, we modify the statement we are proving by induction: we no longer require the graphs to have an isolated vertex, but for each pair of edges either (v) or (vi) is valid. We will prove this statement for the graphs H − x and H ′ − x. Consider the graph J Proof. The proof is very similar to the proof of Theorem 3.1. We do induction on r. We can assume G is connected for the same reason as before. And again, we have that there is a vertex v of degree at most 3, which we fix throughout the proof. Let C be the set of edges leaving v. There is no need to balance the vertices because there is only one possibility for the sizes of the intersections of two bases with (1) If two vertices (B 1 , B 2 ), (D 1 , D 2 ) of G(M(G)) have the same matching graph, then they are connected.
We obtain a new graph G ′ from G using the same construction as in the proof of Theorem 3.1. Let B 1 , B ′ 2 , D ′ 1 , D ′ 2 be the bases of M(G ′ ) defined in the proof of Theorem 3.1. By induction on r, there is a path
). We will convert this to a path in G(M(G)). Note that in this case the pull backs are unique. is adjacent to (N 1 , N 2 ) and we are done. If d(v) = 3, observe that Z consists of a single edge e ′ 1 and C = pre-edges(e ′ 1 ) ∪ e * . Without loss of generality, e ′ 1 ∈ M ′ 1 . If e ′ 1 ∈ N ′ 1 , then M 1 and N 1 differ by only one element and are therefore adjacent in G(M(G)).
If e ′ 1 ∈ N ′ 2 , then let {a, b} = pre-edges(e ′ 1 ). Double swap e * ∈ M 2 with M 1 to obtain a vertex (P 1 , P 2 ) adjacent to (M 1 , M 2 ). The edge e * must double swap with something in C (say, a), because otherwise P 2 would not intersect C contradicting that it's a base. We know that (N ′ 2 − e ′ 1 ) ⊂ M ′ 2 and we can rewrite this as (N 2 − {a, b}) ⊂ (M 2 − e * ). Add {a, b} to both these sets to obtain N 2 ⊂ (P 2 ∪ b) and therefore |P 2 ∩ N 2 | = r − 1. This shows that (P 1 , P 2 ) and (N 1 , N 2 ) are adjacent and thus the pulled back path can be patched up to make a path from (B 1 , B 2 ) to (D 1 , D 2 ) in G(M(G)). 2
Future Work
The proofs of Theorems 3.1 and 4.1 depend heavily on the graphic assumption. However, it seems possible to convert many of the techniques to the general case. For instance, instead of choosing C to be the edges leaving a vertex, we could take C to be a cocircuit. There is an analog of the construction of G ′ for any cocircuit of a matroid.
One thing that can definitely not be generalized is the existence of a small cocircuit and this is crucial to the proofs. For instance, there are uniform matroids with arbitrarily large minimum cocircuit size for fixed k.
Part (3) of Theorem 3.1 at first seemed like a digression from the main content of the proof and theorem, and a fun, but not very significant, result on its own. However, the analogous statement of (3) for general cocircuits may actually be rather deep. We will not state the exact generalization of (3), but it suggests the following question.
Given matroids M and N on the ground set E and X ⊂ E, define r M ∩N (X) to be the maximum size of an independent set in X common to M and N. Given matroids M 1 , . . . , M k and N 1 , . . . , N k all on the ground set E, we define their matching intersection rank to be max π∈S k max This problem and the notion of matching intersection rank lead to two general questions, but we have not been able to formulate specific conjectures along these lines. Is there a generalization of the matroid union and intersection theorems that says something about matching intersection rank? Does White's conjecture generalize to a statement that involves bases of more than one matroid?
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