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Departamento de Métodos Cuantitativos e Informáticos
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Resumen
El problema económico de Weber ha sido ampliamente tratado en la literatura,
tanto teórica como emṕıricamente, gracias a su gran adaptabilidad a la modeliza-
ción de situaciones reales. Su caso particular más estudiado es el que considera
distancias eucĺıdeas, debido en parte al respaldo que este tipo de distancias ha
recibido de algunos estudios aplicados. El algoritmo de Weiszfeld sigue siendo el
método más utilizado para su resolución a pesar de que puede existir un conjunto
de puntos iniciales para los que el algoritmo no converja. En [Brimberg, 1995] se
acotaba el tamaño de este conjunto y se conclúıa que la probabilidad de elegir
al azar uno de estos punto iniciales es prácticamente nula. Sin embargo, en el
documento [Cánovas et al., 1999] se rebate la validez de las demostraciones reali-
zadas en dicho art́ıculo. De cualquier modo, se presenta en este trabajo un sencillo
método de elección del punto inicial para el algoritmo de Weiszfeld que asegura la
convergencia al óptimo, esto es, que elimina los problemas de aplicación del proceso
iterativo de Weiszfeld.
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1 Introducción
A principios del siglo XX, en su influyente libro sobre localización de industrias (véase
[Weber, 1909]), el economista Alfred Weber formuló el siguiente problema: Se necesita
establecer la ubicación de una fábrica que se abastecerá de materia prima de dos alma-
cenes, y cuyo producto se venderá en un cierto mercado. La distancia desde la fábrica
a los almacenes y al mercado suponen un coste para la fábrica que puede ser estimado
y que se considera proporcional a dicha distancia. ¿Cuál es la localización que genera
un menor coste económico para la empresa? Este problema, cuya resolución requiere la
búsqueda de un punto que minimice la suma de las distancias ponderadas (por el factor
de proporción de los costes) a los tres puntos conocidos (los dos almacenes y el merca-
do), y al que se denomina el problema de Weber, es el origen de una gran corriente de
aplicaciones prácticas, adaptaciones y generalizaciones que perdura hasta nuestros d́ıas,
y que lo convierten en un tema especialmente fruct́ıfero.
Es importante observar que aunque el problema original de Weber fue formulado para
únicamente tres puntos conocidos y para la localización de industrias, las aplicaciones
prácticas (véase, por ejemplo, [Burstall et al., 1962], [Haley, 1963] y [O’Kelly, 1986]) con-
llevan normalmente una gran cantidad de puntos, y abarcan ámbitos tan diversos como
la ergonomı́a o robótica (véase [Foulds y Hamacher, 1993] y [Cañavate et al., 2001]).
Por otra parte, un aspecto fundamental es la determinación de la función de medida
que se utilizará para estimar la distancia a los puntos fijos. Diversos estudios se han lleva-
do a cabo sobre el tema, destacando los realizados para la determinación de las funciones
apropiadas para la estimación de distancias reales por carretera. Entre ellos se pueden ci-
tar [Love y Morris, 1972] y [Love y Morris, 1979], sobre las distancias por carretera entre
25 ciudades de los Estados Unidos, y [Berens y Körling, 1985] y [Berens y Körling, 1988],
acerca de las distancias por autopista entre 117 ciudades de la antigua República Federal
de Alemania. Aunque los dos primeros parećıan indicar que la norma lp era la función
adecuada para la estimación de la distancia por carretera entre ciudades, los trabajos
de Berens y Körling contradećıan los resultados de Love y Morris, afirmando que era
preferible la utilización de la norma eucĺıdea. Algunos autores sugieren que esta discre-
pancia en los resultados se debe principalmente a la diferencia entre las caracteŕısticas
geográficas de las zonas estudiadas, apuntando la posibilidad de que la norma eucĺıdea
sea más adecuada para las estimaciones de distancias en Europa, mientras que la norma
lp se ajusta mejor en la zona norteamericana. En cualquier caso, en este trabajo la única
distancia que se considerará será la asociada a la norma eucĺıdea.
2 El problema de Weber con la norma eucĺıdea
Matemáticamente, el problema de Weber se puede formular del siguiente modo: dada
una cantidad finita de puntos distintos a1, ..., am de IR
n, con pesos asociados wi > 0,
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wi ‖x− ai‖ ∀x ∈ IRn, (1)
donde ‖x− ai‖ es la distancia eucĺıdea entre el punto x y el punto ai, y wi > 0 es el
coste o ponderación que corresponde al punto ai. Se denominarán vértices a los puntos
a1, ..., am, pesos a los valores reales positivos w1, ..., wm y función de Weber a la aplicación
W anterior.
Si los vértices están contenidos en una recta de IRn el problema es fácilmente resoluble
y no será tratado aqúı. Por tanto, aunque no se especifique directamente, se supondrá
a lo largo de todo el trabajo que los vértices no están alineados. Bajo esta suposición
la función de Weber es estrictamente convexa, de lo que se deduce que existe un único
óptimo para el problema de Weber, al que se denotará en adelante por x.
Teorema 2.1
La función de Weber, W , es estrictamente convexa. Además, W tiene un único mı́nimo
global, el cual se encuentra en la envolvente convexa de los vértices.
La convexidad es siempre una caracteŕıstica muy apreciada en problemas de mini-
mización, ya que si la función es de clase C1, la condición necesaria de mı́nimo local se
convierte en una caracterización de los mı́nimos globales. Por ejemplo, si W es de clase
C1, entonces x seŕıa el único punto que anula el gradiente de W , esto es, ∇W (x) = 0.
Desgraciadamente, la función de Weber es de clase C1 sobre el conjunto IRn\{a1, . . . , am}
pero no es derivable sobre los vértices.
Corolario 2.2






(x− ai) = 0. (2)
Con lo anterior queda totalmente determinada la optimalidad de un punto x 6= ai









es posible presentar un sencillo test que determina si un vértice es óptimo o no.
Teorema 2.3
El vértice ak es el óptimo del problema de Weber si, y sólo si, ‖∇k‖ ≤ wk.
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Mediante este teorema es posible, a la hora de buscar un método de resolución para
el problema de Weber, restringirse al caso en que ningún vértice es óptimo, ya que basta
aplicar el test previamente a los vértices para determinar si alguno de ellos alcanza el
mı́nimo del problema.
3 El algoritmo de Weiszfeld
Para enfrentarse al caso en que ningún vértice es óptimo, se ha de encontrar un
método de resolución de la ecuación ∇W (x) = 0. Para ello se puede intentar despejar el














A la vista de estos resultados, se propuso en [Weiszfeld, 1937] un método de resolución
para el problema de Weber, cuya idea principal es generar una sucesión de puntos de
modo que cada nuevo punto esté más próximo a verificar la ecuación (3). Pues bien,
esta idea no es nueva dentro del análisis numérico y formalmente consiste en definir una










y dado el punto correspondiente a la iteración r-ésima, xr, generar el siguiente mediante
dicha función, xr+1 = T (xr). Sin embargo, un primer escollo surge nada más observar la
aplicación: T no está definida en el conjunto {a1, . . . , am}. Para extender la definición
a los vértices, y dado que la discontinuidad de la función en dichos puntos es evitable,
parece adecuado hacerlo de modo que T sea continua en todo IRn, es decir, T (ai) = ai
∀ i = 1, . . . ,m.
Definición 3.1











si x 6∈ {a1, . . . , am}
ai si x = ai para i = 1, . . . ,m
(5)
Lema 3.2
La función de Weiszfeld es continua en IRn.
Del desarrollo efectuado en (3) se deduce inmediatamente la estrecha relación entre
el óptimo de W y los puntos fijos de T .
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Lema 3.3
Si x 6∈ {a1, . . . , am} entonces x es la única solución al problema de Weber (x = x), si, y
sólo si,
x = T (x). (6)
Además, si un punto x no verifica la igualdad (6), entonces T (x) tiene un valor
objetivo menor que el de x.
Teorema 3.4 ([Kuhn, 1973])
Si x 6= T (x) entonces W [T (x)] < W (x).
Definición 3.5
Se denomina sucesión de Weiszfeld a la sucesión de puntos, (xr)r∈N, generada a partir de
x0 ∈ IRn del siguiente modo:
xr = T (xr−1) ∀ r ∈ N, r ≥ 1.
De los dos resultados previos se desprende que la imagen mediante W de la sucesión
de Weiszfeld es monótona decreciente, y que si xr = xr+1 para cierto r ∈ N (y ninguno
de los dos puntos es un vértice), entonces xr es el óptimo del problema de Weber. Aún
en el caso de que la sucesión no contenga al óptimo se puede asegurar que converge a
él (véase teorema 3.6), lo que la convierte en un método adecuado para la resolución
(quizás aproximada) del problema de Weber.
Teorema 3.6 ([Kuhn, 1973])









3.1 Criterios de inicio y parada
Como se ha observado, la sucesión de Weiszfeld necesita de un punto inicial. Existen
pocas referencias en la literatura sobre la mejor elección de este punto, por lo que en la
mayoŕıa de los trabajos aplicados se utiliza, debido en parte a su sencillez de cálculo, el






Por otra parte, no se puede garantizar que la sucesión de Weiszfeld alcance el punto
óptimo (véase teorema 3.6), lo que obliga a concretar algún criterio práctico para la
finalización de la sucesión. Este criterio debe establecerse de modo que el último punto
de la sucesión de Weiszfeld calculado verifique algún criterio de optimalidad, por ejemplo,
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que esté acotada la máxima diferencia entre el valor objetivo óptimo y el valor objetivo
de dicho punto. Uno de los criterios que se pueden emplear es el que viene desarrollado
en [Love y Yeong, 1981].
Teorema 3.7
Sea α > 0 una constante y
Dr = W (xr)−∇W (xr) · xr + min
i=1,...,m
[∇W (xr) · ai] ∀ r ∈ N.





entonces, el error porcentual que se produce al considerar a xr como punto óptimo del






Paso Previo: Si ‖∇k‖ ≤ wk para algún k = 1, . . . ,m, entonces el vértice ak es óptimo.
PARAR.
En caso contrario, fijar el nivel de error, α > 0. Ir al Criterio de Inicio.




y k = 0. Ir al Criterio de Parada.
Criterio de Parada: Hacer Dk = W (xk)−∇W (xk) · xk + mini=1,...,m [∇W (xk) · ai].
Si W (xk)−Dk
Dk
≤ α, PARAR. El punto xk es una solución al problema de Weber
con un nivel de error inferior a α.
En caso contrario, hacer k = k + 1 e ir al Paso k.
Paso k: Hacer xk=T (xk−1). Ir al Criterio de Parada.
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4 Problemas de convergencia
En la sección precedente se ha demostrado que si la sucesión de Weiszfeld no contiene
ningún vértice, entonces converge al óptimo del problema de Weber. Esta salvedad es
muy importante, ya que por la definición de T en los vértices, T (ai) = ai, si existe un
r ∈ N y un vértice no óptimo, ai, tal que xr = ai, se tendŕıa que xr+h = ai ∀h ∈ N
y la sucesión de Weiszfeld convergeŕıa al punto ai no óptimo. Este detalle fundamental
fue ignorado por Weiszfeld, quien no tuvo en cuenta que pueden existir puntos fuera
del conjunto {a1, . . . , am} cuya imagen mediante T coincide con un vértice que no es
necesariamente óptimo. El siguiente ejemplo permite comprobar que esta hipótesis es
real.
Ejemplo 4.1
Sean a1 = (0, 1), a2 = (1, 0), a3 = (0,−1), a4 = (0, 0) y a5 = (−1, 0), con pesos asociados
w1 = w2 = w3 = w4 = 1, w5 = 5. Es fácil comprobar que el único mı́nimo del problema














= (0, 0) = a4.
Obsérvese que dado x0 ∈ IRn, la sucesión de Weiszfeld, esto es, (xr)r∈N, se puede
construir como
xr = T
r(x0) para r ∈ N,
donde T r(x) = T [T r−1(x)], y T 0(x) = x. De este modo, el conjunto de puntos iniciales





donde, T−r(x) = {y ∈ IRn / T r(y) = x}.
Definición 4.2
Sea T la función de Weiszfeld de un problema de Weber con vértices {a1, . . . , am}. Se
llama conjunto de Kuhn del problema de Weber, y se denotará por K(T ), al conjunto















La primera vez que se advirtió de esta posibilidad fue en [Kuhn, 1973]. En aquel
trabajo, Kuhn paliaba el problema asegurando que el conjunto de ‘malos puntos iniciales’,
esto es, el conjunto de Kuhn, era numerable, y por tanto, ‘pequeño’. De este modo, si
se escoge al azar el punto inicial de la sucesión de Weiszfeld, la probabilidad de que
dicho punto pertenezca al conjunto de Kuhn es nula, quedando salvaguardada, al menos
teóricamente, la validez del algoritmo de Weiszfeld.
Teorema 4.3 ([Kuhn, 1973])
El conjunto de Kuhn es numerable.
Sin embargo, los contraejemplos de [Chandrasekaran y Tamir, 1989] mostraron que el
teorema anterior no se verificaba de forma general. En el mismo art́ıculo, Chandrasekaran
y Tamir observaron que en todos los contraejemplos que hab́ıan encontrado el conjunto
de vértices estaba contenido en un hiperplano de IRn, aśı que conjeturaron que si se
añad́ıa al teorema 4.3 la hipótesis de que los vértices no estuvieran contenidos en ningún
hiperplano, entonces śı seŕıa válida la tesis del teorema.
Conjetura 4.4 (Chandrasekaran y Tamir)
Si los vértices del problema de Weber no están contenidos en ningún hiperplano de IRn,
entonces el conjunto de Kuhn es numerable.
Posteriormente, en el trabajo [Brimberg, 1995] se presentó la primera demostración
de la conjetura 4.4, e incluso se extendió la tesis de la conjetura de Chandrasekaran y
Tamir hasta obtener una caracterización de la numerabilidad del conjunto de Kuhn.
Teorema 4.5 ([Brimberg, 1995])
El conjunto de Kuhn es numerable ⇔ el conjunto de vértices no está contenido en ningún
hiperplano de IRn.
Al igual que para el art́ıculo de Kuhn, pronto aparecieron objeciones al resultado.
Por una parte, se expusieron en [Cánovas et al., 1999] contraejemplos a la afirmación
correspondiente a la implicación ‘⇒’, con lo cual no puede considerarse cierta en general.
De otra parte, también se presentaron en [Cánovas et al., 1999] contraejemplos a algunos
de los argumentos clave de la prueba de la implicación ‘⇐’ realizada en [Brimberg, 1995],
y puesto que ésta es la implicación que demuestra la conjetura 4.4, debe considerarse
que dicha conjetura permanece abierta. Es interesante notar que los contraejemplos del
trabajo [Cánovas et al., 1999] muestran que no puede ser aceptada la demostración de
la conjetura de Chandrasekaran y Tamir, pero no rechazan el contenido de la conjetura.
5 Modificación del algoritmo de Weiszfeld
En cualquier caso, el problema sobre la validez del algoritmo de Weiszfeld, derivado
de la posibilidad de que el punto inicial pertenezca al conjunto de Kuhn, sigue latente. En
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esta sección se mostrará que modificando el criterio de inicio es posible escoger de forma
sencilla un punto inicial para el algoritmo fuera del conjunto de Kuhn. Para simplificar







, Gk = ∇k − wk
∇k
‖∇k‖
∀ k = 1, . . . ,m.
Definición 5.1
Sea ak un vértice no óptimo de un problema de Weber. Sea c ∈ [1, 2] cualquiera. Se
define xk0 ∈ IRn como





Si ak es un vértice no óptimo, entonces W (x
k
0) < W (ak).
Demostración:




s(k) = −cGk. Ahora, si se suma
2Gk en ambos miembros y se multiplica escalarmente la igualdad resultante por
el vector xk0 − ak, se obtiene un valor negativo ya que c > 0 y xk0 − ak y Gk tienen















donde · indica el producto escalar usual de vectores en IRn. Además, se produce
la igualdad si, y sólo si, c = 2. Ahora, desarrollando el lado izquierdo de la
desigualdad,
[
xk0 ·xk0 − 2xk0 · ak + ak · ak
]






























Por último, sumando y restando ai · ai en el interior del corchete y reorganizando



























∥∥xk0 − ai∥∥2 + (xk0 − ak) ·(−2wk ∇k‖∇k‖
)
≤ W (ak).
Pero xk0 − ak y −2wk ∇k‖∇k‖ son dos vectores no nulos que tienen la misma dirección
y sentido, aśı que su producto escalar es 2wk
∥∥xk0 − ak∥∥. Añadiendo este resultado






∥∥xk0 − ai∥∥2 + 2wk ∥∥xk0 − ak∥∥ ≤ W (ak).
Sustituyendo
∥∥xk0 − ai∥∥2 = [(∥∥xk0 − ai∥∥− ‖ak − ai‖)+ ‖ak − ai‖]2 en la desigual-












∥∥xk0 − ai∥∥+ 2wk ∥∥xk0 − ak∥∥ ≤ 2W (ak)












∥∥xk0 − ai∥∥ = γ + W (xk0) ≤ W (ak), (8)
y se tiene la igualdad si, y sólo si, c = 2.
Finalmente, γ ≥ 0 y más aún, se puede asegurar que γ > 0. En efecto, γ se anula
sólo si
∥∥xk0 − ai∥∥ = ‖ak − ai‖ ∀ i = 1, . . . ,m, i 6= k, y sustituyendo el valor de γ y
las igualdades
∥∥xk0 − ai∥∥ = ‖ak − ai‖ en (8) se deduce que wk ∥∥xk0 − ak∥∥ = 0, esto
es, que xk0 = ak, lo que es una contradicción con la definición de x
k
0.




< W (ak). 
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Corolario 5.3
Si W (ak) = mini=1,...,m W (ai), entonces x
k
0 no pertenece al conjunto de Kuhn.
Demostración:










< W (ai) ∀ i = 1, . . . ,m. Ahora, la sucesión de Weiszfeld generada con el
punto inicial xk0 verifica (véase teorema 3.4)
W (xk0) ≥ W (x1) ≥ · · · ≥ W (xr) ≥ · · ·
de modo que
W (xr) < W (ai) ⇒ xr 6= ai ∀ i = 1, . . . ,m, ∀ r = 1, 2, . . . ,
es decir, xk0 6∈ K(T ). 
Con estos resultados, si el punto inicial de la sucesión de Weiszfeld es xk0 se puede
asegurar que dicha sucesión converge al óptimo. Además, es interesante observar que el
punto inicial que ofrece este método depende del valor c ∈ [1, 2] tomado, pero que para
cualquiera de ellos, xk0 no pertenece al conjunto de Kuhn. Se abre de este modo la puerta
a futuros estudios que determinen la conveniencia de la utilización de uno u otro valor
de c dentro del citado intervalo.
Algoritmo 5.4 (Weiszfeld modificado)
Paso Previo: Determinar W (ak) = mini=1,...,m W (ai). Si ‖∇k‖ ≤ wk, entonces el
vértice ak es óptimo. PARAR.
En caso contrario, fijar el nivel de error, α > 0. Ir al Criterio de Inicio.
Criterio de Inicio: Fijar c ∈ [1, 2]. Hacer x0 = ak − cs(k) ·Gk y r = 0. Ir al Criterio de
Parada.
Criterio de Parada: Hacer Dr = W (xr)−∇W (xr) · xr + mini=1,...,m [∇W (xr) · ai].
Si W (xr)−Dr
Dr
≤ α, PARAR. El punto xk es una solución al problema de Weber
con un nivel de error inferior a α.
En caso contrario, hacer r = r + 1 e ir al Paso r.
Paso r: Hacer xr=T (xr−1). Ir al Criterio de Parada.
11
6 Conclusiones
El algoritmo de Weiszfeld es el método más utilizado para la resolución emṕırica del
problema económico de Weber. Sin embargo, este algoritmo posee algunos problemas
de convergencia que, de ser cierta la conjetura de Chandrasekaran y Tamir, tienen una
repercusión más teórica que práctica.
En cualquier caso, estos problemas se pueden soslayar totalmente introduciendo un
nuevo y sencillo método de elección del punto inicial. Esta leve modificación del algo-
ritmo de Weiszfeld permite asegurar que la sucesión generada mediante dicho algoritmo
converge, bajo cualquier circunstancia, al óptimo del problema de económico de Weber.
Además, la elección de este punto depende del valor escogido de un cierto parámetro,
c, que vaŕıa en el intervalo [1, 2]. La influencia que el valor de este parámetro produce en
la convergencia del algoritmo es, por el momento, desconocida, y será objeto de futuras
investigaciones.
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