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Abstract This paper presents an improved output feed-
back based image-based visual servoing (IBVS) law for
rotorcraft unmanned aerial vehicles (RUAVs). The con-
trol law enables a RUAV with a minimal set of sen-
sors, i.e., an inertial measurement unit (IMU) and a
single downward facing camera, to regulate its position
and heading relative to a planar visual target consisting
of multiple points. As compared to our previous work,
twofold improvement is made. First, the desired value
of the image feature of controlling the vertical motion
of the RUAV is a function of other image features in-
stead of a constant. This modification helps to keep
the visual target stay in the camera’s field of view by
indirectly adjusting the height of the vehicle. Second,
the proposed approach simplifies our previous output
feedback law by reducing the dimension of the observer
filter state space while the same asymptotic stability re-
sult is kept. Both simulation and experimental results
are presented to demonstrate the performance of the
proposed controller.
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Servoing · Virtual Camera · Nonlinear Backstepping
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1 Introduction
To regulate the relative position and heading of a ro-
torcraft unmanned aerial vehicle (RUAV) to a target
of interest, the pose measurement from a global posi-
tioning system (GPS) aided inertial navigation system
(INS) is often used. However, in some situations, GPS
signals are not available, e.g., indoor condition and sig-
nal interference. Visual servoing [1] provides a potential
alternative that controls the motion of a vehicle with
the visual information of the target from an onboard
camera. Visual servoing of UAVs is usually categorized
into position-based visual servoing (PBVS) [2–9] and
image-based visual servoing (IBVS) [10–16]. IBVS is
usually considered easier to implement since it avoids
the need for prior 3-D modelling of the target and pose
reconstruction which requires more precise camera cal-
ibration [17]. Considering the benefits of IBVS men-
tioned in [1, 16], this paper selects the IBVS approach.
The first motivation of this paper is to improve the
existing IBVS approaches by removing the velocity in-
formation requirement. Existing IBVS approaches usu-
ally require the measurement of linear velocity of the
UAV, which is mostly obtained from the GPS or a mo-
tion capture system. To avoid the use of such exter-
nal measuring units, some IBVS methods obtain ve-
locity information from the optical flow measurement.
For example, the works in [18,19] apply optical flow to
estimate a scaled linear velocity with the same spheri-
cal image moment features proposed in [10]. The work
in [20] combines attitude measurement obtained from
an inertial measurement unit and spherical optical flow
to estimate the scaled translational velocity of the UAV
in inertial frame. A nonlinear adaptive trajectory track-
ing controller is then designed to enable the UAV to
land on a ship deck, which ensures the global asymp-
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totic stability of the system. Besides using extra optical
flow sensors, output feedback method is also adopted.
In [21, 22], the authors use spherical moment features
and an observer to calculate the translational velocity
of the UAV. The desired value of depth is used as a
nominal value for actual depth appearing in the ob-
server. Both simulation and experimental results show
the robustness of the observer to the unknown depth
value. This work requires desired depth information as
shown above but does not give a rigorous robustness
analysis for choosing the desired depth value. In [23]
the spherical image moment features and output feed-
back method are used for the design of IBVS control
laws. Similar work is shown in [24] where an output
feedback controller is proposed based on a set of first
order image moment features of points in a virtual cam-
era. It is further extended that the UAV is able to track
a moving target in [25,26] using a virtual camera and an
adaptive output feedback controller. Works in [23–26]
prove global asymptotic stability of the system theo-
retically but are not experimentally validated, which
is probably because of the resulting complicated con-
troller structure.
Another issue is that as pointed out in [16], the
thrust coefficient, which is an aerodynamic constant, is
reduced as the battery voltage drops, and the resulting
decrease in thrust has a noticeable effect on the ver-
tical motion of the UAV. Moreover, the image feature
errors tend to converge to nonzero steady state errors
if there exists attitude measurement bias, which has
been experimentally shown in [16]. Recently in [27,28],
an output feedback image-based visual servoing law for
UAVs is proposed to adapt various system uncertain-
ties mentioned above including reduction in thrust and
attitude bias.
As in [24–28], this paper selects the virtual camera
based IBVS method due to its simple and decoupled
structure while similar performance can be achieved
with other non-virtual camera-based approaches [29].
The chosen virtual camera has the same position and
heading as the real camera but zero roll and pitch an-
gles, and the resulting image kinematics only depends
on the translational velocity and yaw rate, which recov-
ers the passivity property of UAV dynamics [16]. This
paper further extends the work in [27, 28] by remov-
ing an observer filter which is used to estimate the ef-
fect of constant disturbances while the proposed con-
troller is still robust to disturbances, which originate
from system uncertainties. The preliminary results are
presented in [30]. Another contribution of this paper
is that a state dependent desired feature for the ver-
tical motion is proposed. This desired image moment
feature value indirectly enables the vehicle to raise its
height when the visual target is getting closer to the
margin of camera’s field of view (FoV). The increase
of vehicle’s height lets the image of visual target move
towards the center of image sensor and therefore helps
to keep the visual target staying in the camera’s FoV.
The third contribution is that experimental results are
provided to show the improved performance of the pro-
posed visual servoing law, which should be compared
to many other works where only simulation results are
given.
This paper is structured as follows. Section 2 de-
scribes reference coordinate frames, dynamics of the
quadrotor and a vector of image moment features with
its kinematics. Section 3 presents the details of the
adaptive output feedback IBVS controller. The stabil-
ity proof is presented in details. Simulation and exper-
imental results are given in Section 4 and Section 5,
respectively. Finally, Section 6 concludes the paper.
2 Dynamic IBVS Modeling
As shown in Fig. 1, the dynamic IBVS modeling in-
cludes a quadrotor equipped with a downward looking
camera and a visual target consisting of a set of copla-
nar points on the ground. To describe the dynamics of
the model, three reference coordinate systems are de-


















Fig. 1 Frame definition. Although the frame V and N share
the same origin, to clearly show the idea of virtual camera
the two frames are plotted with an offset.
plane and assumed to be inertial. A real camera frame
C with its origin at the optical center is fixed on the
quadrotor. A virtual camera frame V has its origin at
the optical center of the camera but with zero roll and
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pitch angles, which means the virtual image plane is
always parallel to the target plane. The purpose of in-
troducing the virtual camera frame is to define a set of
image features in this virtual camera. The image feature
kinematics of the defined features does not depend on
the roll and pitch motion of the vehicle, which recovers
the passivity property of UAV dynamics and simpli-
fies the controller design due to the resulting decoupled
structure [16].
The image moment feature vector s = [sTl , sh, sφ]
T
of the target is defined as the same as in [27]. To illus-
trate the whole IBVS dynamic model, the kinematics
of the image moment feature s and the quadrotor’s dy-









ṡ4 = −ψ̇ (1c)




Ṙ = RS(ωc) (1e)
ω̇c = −J−1S(ωc)Jωc + J−1τ c (1f)
where the first three equations represent the image mo-
ment features’ kinematics and the latter three describe
the quadrotor’s dynamics; vv = [vTl , v
v
3 ]






is the linear velocity expressed in V; ωc is the angu-
lar velocity of the camera in C; λ is the focal length
of the camera; Zv∗ is the desired depth value of the
target plane in V; g is the gravity constant; m is the
mass of the vehicle; J is the inertia of the vehicle;
E3 = [0, 0, 1]





are two constant ma-
trices; R is the transformation matrix between N and
V and parameterized by Euler angles η = [φ, θ, ψ]; the
map S(·) : R3 7→ R3×3 yields a skew symmetric matrix
that verifies S(x)y = x× y, for x and y ∈ R3; the force
in frame V is F v = −RθφE3TM , TM is the sum of four







i = Wi −Wmin, Wi is the PWM sig-
nal fed into the ESC driving ith propeller, Wmin is the
minimum pulse width to start the propeller and KT
is the thrust constant, τ c is the moment generated by
propellers.
As the same as in [16, 27], a cascade control struc-
ture is adopted for visual servoing control. In this struc-
ture, the outer IBVS loop receives the image moment
features of the target as the input and outputs the at-
titude and thrust references to regulate the image mo-
ment feature errors. The inner loop tracks the received
attitude reference. As in previous work [16, 28, 31], to
simplify the controller’s design, the inner loop takes a
PID controller and is assumed to have large enough
bandwidth to ensure the stability of the whole closed-
loop system. To avoid the target leaving the camera’s
FoV [31], IBVS control requires that the reference roll-
pitch angles are limited to a small range. Therefore, a
small angle approximation can be made [16] and F v
becomes
F v ≈ KTuh
−θm + θeφm − φe
−1
 (2)
where φe and θe denote the slowly time-varying bias
errors in Euler angle estimates from an attitude and
heading reference system (AHRS); φm and θm are mea-
sured roll and pitch angles. The bias errors φe and θe
will be treated as additive input disturbances to the
outer-loop and compensated by the method of adap-
tive control. The thrust constant will be treated as an
unknown constant parameter since it will slowly de-
crease as the battery voltage drops during a flight, as
shown in [16]. More details of modeling, two-loop con-
trol structure and system uncertainties can be found
in [16,27].
3 Outer-loop Dynamic IBVS Control
3.1 Lateral Subsystems
In this paper, the yaw rate is assumed to be zero. We
remark that this assumption is not restrictive as the
yaw rate can be easily stabilized. With the assumption
above and using (1a), (1d), and (2), the lateral subsys-












(φm − φe) (3c)
In pitch and roll subsystems, we use ξ1 and η1 to de-
note the image moment feature errors, respectively. The
pitch subsystem is written as
ξ̇ = A0ξ + bpB (uξ − dp) (4a)
yξ = Cξ (4b)
where ξ = [ξ1, ξ2]
T ∈ R2, ξ1 represents s1 in (3), ξ2
denotes λvv1/Z
v∗ in (3), yξ is the output variable, bp
and dp are unknown constants dependent on KT , m
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Similarly, in roll subsystem, η1 denotes the image mo-
ment feature error. The roll subsystem has the same
expression form as the the pitch subsystem, which is
η̇ = A0η + brB (uη − dr) (5a)
yη = Cη (5b)
where η = [η1, η2]
T ∈ R2, η1 represents s2 in (3), η2
denotes λvv2/Z
v∗ in (3), yη is the output variable, br
and dr are unknown constants dependent on KT , m
and φe, uη is equivalent to φm in (3).
3.2 Height Subsystem
From (1b), (1d), and (2), the height subsystem can be














where uh is the input of the subsystem in (6). The ob-
jective for the height subsystem is to regulate the image
moment feature error es3 = s3 − s∗3 to be zero, where
s∗3 is the desired value of s3. The image moment fea-
ture s3 becomes s3 = s
∗
3 when the RUAV hovers at the
desired height. As the value of image moment feature
s3 tends to be s
∗
3, another assumption could be made
that uh = u
∗
h because the variation of uh is relatively
small. u∗h is the constant input enabling the quadrotor
to hover at the desired height.
In work [30], the desired value of s∗3 is set to be a
constant s∗3 = 1. However, there exists a problem that
the target can possibly leave the camera’s FoV when
the RUAV has an instant large pitch or roll angle or
has a large horizontal offset relative to the target. The
proposed solution in this paper is that when the visual
target approaches the margin of the FoV, the RUAV
will raise its height automatically. In this way, the im-
age of the target will move towards the central zone
of FoV. The desired image moment feature of height
subsystem is no more a constant. Instead, we treat it
as a variable, and it is essentially a function of s1 and s2.
To simplify successive derivation, a function G(s1, s2)






which means s∗3 is a function of G where G is a function
of s1 and s2. The image moment feature error in height




remain consistent with the unified lateral subsystems,
the height subsystem can be rearranged as












yζ = Cζ (8b)
where ζ = [ζ1, ζ2]
T ∈ R2, ζ1 represents s3−s∗3 in (6), ζ2
denotes vv3/Z
v∗ in (6), yζ is the output variable, b and
d are unknown constants dependent on KT , m, g, and
Zv∗, u is equivalent to uh in (6).
3.3 Control Law for Lateral Subsystems
The adaptive output feedback dynamic IBVS control
law for lateral subsystems is the same as in work [27].
For completeness, the control law for pitch subsystem is
shown below again. One can refer to [27] for the details
of the proof. The estimate for a quantity ξ is denoted
as ξ̂ and ξ̃ = ξ̂ − ξ is its estimation error. The estimate
of ξ is designed as
ξ̂ = ξ̂y + bpξ̂u (9)
where ξ̂y = [ξ̂y1, ξ̂y2]
T
, ξ̂u = [ξ̂u1, ξ̂u2]
T
, and is updated
by
˙̂






ξu = Aoξ̂u − LpCξ̂u +Buξ (10b)
where Lp = [l1p,−l2p]T , lip, i = 1, 2 is a positive con-
stant. Note that the integration term in [27] which is
used for countering constant disturbance is removed
in this observer design. However, the controller is still
proven to be able to stabilize the system. Using (4a), (9),
and (10), we can easily prove
˙̃
ξ = Acl(ξ̃ − Hp) where
Hp = [H1p, H2p]
T = bpdp[−1/l1p, l1p/l2p]T , ξ̃ = [ξ̃1, ξ̃2]T ,
Acl = Ao−LpC and . We remark that although the es-
timation error signal (ξ̃ −Hp) exponentially converges
to zero, (9) cannot be used to provide a state estimate
as it depends on unknown constants bp and dp.
Theorem 1 The origin of the pitch system described
in (4) with filters in (10), the following adaptive output
feedback control law
uξ = −l2pξ̂u1 + sgn (bp) γ1δ1wT1 w1 + ϑ̂T1 q
−
(




δ2 − ϑ̂T2 w2
˙̂
ϑ1 = sgn (bp) γ1δ1w1
˙̂
ϑ2 = γ2δ2w2
Output Feedback Image-based Visual Servoing of Rotorcrafts 5
where
δ1 = ξ1
w1 = [(k1 + d1)δ1 − ξ̂y2, l1p/l2p]T






δ2 = ξ̂u2 − ϑ̂T1 w1
w2 = [ϑ̂11(k1 + d1)ξ̂u2 − δ1,−ϑ̂11(k1 + d1)l1p/l2p]T
sgn (x) =

1, x > 0
−1, x < 0
0, x = 0
ki, di, γi, i = 1, 2 are positive control gains and vari-






ϑ2 = [bp, bpdp]
T
, respectively, is globally asymptotically
stable.
Due to the symmetry of the quadrotor, the control law
for roll subsystem uη is designed exactly the same but
with different notations for Lp and Hp, i.e., in the roll
subsystem, the Lp is replaced by Lr = [l1r,−l2r]T , lir,
i = 1, 2 and Hp is replaced by Hr as
Hr = [H1r, H2r]
T = brdr[−1/l1r, l1r/l2r]T .
3.4 Control Law for Height Subsystems
The control law for height subsystem is designed differ-
ently because s∗3 is dependent on s1 and s2. The esti-
mate of ζ is designed as
ζ̂ = ζ̂y + bζ̂u − CT s∗3 (11)
where ζ̂y = [ζ̂y1, ζ̂y2]
T
, ζ̂u = [ζ̂u1, ζ̂u2]
T
, and is updated
by
˙̂
ζy = (Ao − LC)(ζ̂y − CT s∗3) + LCζ (12a)
˙̂
ζu = (Ao − LC)ζ̂u +Bu (12b)
where L = [l1,−l2]T , li, i = 1, 2 is a positive constant.
From (8), (11) and (12), it can be proved that
˙̃
ζ =
Acl(ζ̃−H), where ζ̃ = [ζ̃1, ζ̃2]T , Acl = Ao−LC and H =
[H1, H2]
T = bd[−1/l1, l1/l2]T . Although the estimation
error signal (ζ̃ − H) exponentially converges to zero,
we remark that (11) cannot be used to provide a state
estimate as it depends on unknown constants b and d.
Theorem 2 The origin of the system described in (8)
with filters in (12), the adaptive output feedback control
law
u =− l2ζ̂u1 − γ1δ1(wT1 w1 + wT2 w2 + wT3 w3)− θ̂T1 q
+ θ̂21X(l2pξ̂u1 + uξ) + θ̂31Y (l2rη̂u1 + uη)
























ϑ6 = γ2δ2w6 (15)
where
δ1 =ζ1 (16)






















q =[l2(ζ̂y1 − s∗3)− l2ζ1 −Xl2p(ξ̂y1 − ξ1)
− Y l2r(η̂y1 − η1) +Kζ̂y2, 0]T
α =[−M1ξ̂y2 −Nη̂y2 − 2d1δ1XM1
− 2d1δ1NY −KX, 0]T
β =[−Nξ̂y2 −M2η̂y2 − 2d1δ1YM2
− 2d1δ1NX −KY, 0]T
δ2 =ξ̂u2 + ϑ̂
T
1 w1 + ϑ̂
T














































































ki, di, γi, i = 1, 2 are positive control gains and vari-
ables ϑ̂1, ϑ̂2, ϑ̂3, ϑ̂4, ϑ̂5, ϑ̂6 are the estimates of vari-

















, ϑ5 = [bp, bpdp]
T
and ϑ6 = [br, brdr]
T
, respec-
tively, is globally asymptotically stable.
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Proof. The control law is designed based on the Lya-
punov theory and the backstepping technique. Set the
first error as the image moment feature error δ1 in
height subsystem given in (16). Combined with (6a),
(9), and (10), the derivative of the first error δ1 be-
comes
δ̇1 =− ζ̂2 + ζ̃2 − ṡ∗3










The expression of δ̇1 can be also written as




1 w1 + θ
T




−X(ξ̃2 −H2p)− Y (η̃2 −H2r) + (ζ̃2 −H2) (18)
In the above expression of δ̇1, only the time derivative
of variable ζ̂u2 contains the control input u. Thus, the
variable ζ̂u2 is selected as the virtual control input in the
backstepping technique. Combined with the definition
of δ2 in (17), the expression of δ̇1 can be written again
as
δ̇1 =−Kδ1 − b
(
δ2 − θ̃T1 w1 − θ̃T2 w2 − θ̃T3 w3
)
−X(ξ̃2 −H2p)− Y (η̃2 −H2r) + (ζ̃2 −H2)








θ̃T1 θ̃1 + θ̃
T








(ζ̃ −H2)TPcl(ζ̃ −H2) + (ξ̃ −H2p)TPcl(ξ̃ −H2p)
+ (η̃ −H2r)TPcl(η̃ −H2r)
]
(19)
where Pcl satisfies PclAcl + A
T
clPcl = −I2, I2 ∈ R2×2 is
an identity matrix. Employing (14) and (19), the time
derivative of V1 is



















(ζ̃ −H2)T (ζ̃ −H2) + (ξ̃ −H2p)T (ξ̃ −H2p)
+(η̃ −H2r)T (η̃ −H2r)
]
(20)




(ζ −H)T (ζ −H)
+ (ξ −Hp)T (ξ −Hp) + (η −Hr)T (η −Hr)
]
Using the definitions of w1 in Theorem 2 and updating
laws in (12a), (12b) as well as the expression of δ̇1 in
(18), the time derivative of w1 can be derived as
ẇ1 =q + α(ξ̂2 − ξ̃2) + β(η̂2 − η̃2) +
[









where q, α and β are defined in Theorem 2. The time
derivative of w2 and w3 can be derived as
ẇ2 =
[














where the definitions of X, Y , M1, M2 and N are listed
in Theorem 2. The time derivative of the second error
δ2 is obtained by using (10b), (14) and (21)-(23).
δ̇2 =l2ζ̂u1 + u+ γ1δ1(w
T
1 w1 + w
T
2 w2 + w
T
3 w3) + θ̂
T
1 q
− θ̂21X(l2pξ̂u1 + uξ)− θ̂31Y (l2rη̂u1 + uη)
+Q1ξ̂y2 +Q2η̂y2 + ϑ
T
4 w4 + ϑ
T
5 w5 + ϑ
T
6 w6
−Q1(ξ̃2 −H2p)−Q2(η̃2 −H2r)− θ̂11K(ζ̃2 −H2)
+ bδ1 (24)







(θ̃T4 θ̃4 + θ̃
T







(ζ̃ −H)TPcl(ζ̃ −H) + (ξ̃ −Hp)TPcl(ξ̃ −Hp)
+(η̃ −Hr)TPcl(η̃ −Hr)
]
Employing (15), (20) and (24), the time derivative of
V2 can be obtained as
V̇2 =− k1δ21 − bδ1δ2 + δ2
[
l2ζ̂u1 + u+ θ̂1q
+γ1δ1(w
T
1 w1 + w
T
2 w2 + w
T
3 w3)
−θ̂21X(l2pξ̂u1 + uξ)− θ̂31Y (l2rη̂u1 + uη)
+Q1ξ̂y2 +Q2η̂y2 − θ̂11K(η̃2 −H2) + bδ1




















(ζ̃ −H)T (ζ̃ −H) + (ξ̃ −Hp)T (ξ̃ −Hp)





(ζ̃ −H)T (ζ̃ −H) + (ξ̃ −Hp)T (ξ̃ −Hp)
+(η̃ −Hr)T (η̃ −Hr)
]
Finally, using the inequality 2xy 6 x2+y2, we can show
that




(ζ̃ −H)T (ζ̃ −H)
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(ζ̃ −H)T (ζ̃ −H)
+(ξ̃ −Hp)T (ξ̃ −Hp) + (η̃ −Hr)T (η̃ −Hr)
]
Applying the LaSalle-Yoshizawa Theorem in [32], we
can show the boundedness of ζ̃, δi, ϑ̂i, i = 1, 2, and
the convergence of ϑ̂i, δi, i = 1, 2, ...6 to zero. With the
definition of ζ̂y and the boundedness of ζ̃1, we can prove
that the values of ζ̂y are bounded. Similarly, using the
definition of ζ̂1 = ζ̂y1 + bζ̂u1 − s∗3, and the boundedness
of ζ̃1 and δ1, we can conclude the boundedness of ζ̂1
and ζ̂u1. Also the definition of w1, w2, w3 and δ2, and
the boundedness of δ2, ζ̂y2, imply the variables w1, w2,
w3 and ζ̂u2 are bounded. Finally, with the boundedness
of variables shown above and the proposed control law
in (13), we can conclude the input u for system in (8)
is bounded. ut
4 Simulation Results
Numerical simulation is presented in this section to
evaluate the performance of the proposed controller.
In the simulation, the physical constants are set as
the following: the vehicle’s mass m = 1.6 kg, inertia
J = diag([0.03, 0.03, 0.05]) kg·m2 which is estimated
based on classical rotating pendulum, torque constant
KT = 20 N·ms2, focal length λ = 2.8 mm, image sensor
size 3.2 mm×2.4 mm with the resolution of 320 × 200
pixels. The image moment feature errors are denoted as
es = s−s∗ = [es1, es2, es3, es4]T , where the desired value
is s∗ = [0, 0, s∗3, 0]. In this simulation, s
∗
3 is selected as
s∗3 =
{
1, G ≤ 0.01
(G− 0.01) + 1, G > 0.01 (25)
where G = 2(s21 + s
2
2) for simplicity. We remark that
the construction of the s∗3 function is based on the cam-
era’s performance, target’s size, the sensitivity of height
adjustment and other requirements. Complicated func-
tions will increase the complexity of the control law.
The desired translational displacement of the vehicle is
set as tn∗nc = [0, 0,−1.5]
T
m. The vehicle is initially set to
be hovering at tnnc(0) = [0.2,−0.2,−1.0]
T
m in naviga-
tional frame. Its initial attitude is set to be [0◦, 0◦, 30◦]T
in roll, pitch and yaw angles. The initial velocities are
assumed as vv(0) = 0 m/s and ωc(0) = 0 rad/s. The
attitude bias error is ηe1 = [−1◦, 1.5◦, 0◦]T . The visual
target consists of two co-planar points on the ground
located at coordinates [−0.18, 0, 0]T m and [0.18, 0, 0]T
m in the navigational frame.
The outer loop control parameters for lateral sub-
system are shown in Table 1. Due to the symmetry of
quadrotor, the parameters for pitch and roll subsystems
are the same. The control parameters for height subsys-
Table 1 Gains for lateral subsystem in simulation
Parameter k1 d1 k2 d2 γ1 γ2 l1 l2
Value 2.0 0.01 10 0.1 0.1 0.1 10 25
tem are given in Table 2. A proportional controller for
Table 2 Gains for height subsystem in simulation
Parameter k1 d1 k2 d2 γ1 γ2 l1 l2
Value 1.2 0.01 6 0.01 0.1 0.1 7.2 9
regulating the image moment feature s4 to zero is used
which is the same as in [16]. A PID controller is used
for the inner attitude loop to remain consistency with
the method in PX4 firmware.
Fig. 2 shows the time evolution of image moment
feature errors es = [es1, es2, es3, es4]
T , position errors
et = [et1 , et2 , et3 ]
T
, and heading error eψ = ψ−ψ∗. We























Fig. 2 Time evolution of image moment feature errors es
and et
can observe that after around 10 seconds, all the errors
converge to zero. This result proves the capability of the
proposed controller to eliminate the steady state error
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resulting from attitude bias, which is not considered in
existing output feedback based IBVS laws [23, 24, 26].
It can also be observed that in the first 10 seconds,
es3 and et3 have quite different behaviors compared to
those of other two image feature errors of s1 and s2.
This is expected and reasonable because a large lateral
displacement error occurs in the first 10 seconds, which
results that Theorem 2 sets the desired image moment
feature s∗3 larger than 1.
The time evolutions of s∗3 and s3 are illustrated in
Fig. 3. It can be observed that the resulting s3 is try-











Fig. 3 Time evolution of desired image moment feature s∗3
and s3
ing to follow s∗3. As a result, the vehicle stays higher
than the desired height in order to obtain a better view
of the target. After the lateral displacement error be-
comes smaller as defined in (25), s∗3 returns to be 1, and
the vehicle starts to descend from about 3.5 m to the
desired height which is set as 1.5 m.
Fig. 4 illustrates the time evolution of reference roll
and pitch signals of the vehicle given to the inner atti-
tude loop. As expected, the reference signals are bounded.
Fig. 5 depicts the trajectories of the two target’s image
























Fig. 4 Time evolution of roll and pitch reference.
points. It can be seen that the visual target stays in






Fig. 5 Image trajectories of two target points. The symbols
∗ and ◦ represent the starting and end points, respectively.
The rectangle shows the boundary of the image sensor.
the camera’s FoV. If only the controller in Theorem 1
acts on the whole system, we remark that although it
guarantees the stability of the closed-loop system for
any positive control gains, to practically implement the
proposed control laws requires tuning control gains ap-
propriately in order to obtain satisfactorily transient
trajectories. Otherwise, the visual targets will poten-
tially leave the camera’s FoV during the transient pe-
riod. However, apart from the IBVS law in Theorem
1 controlling the lateral subsystems, the IBVS law in
Theorem 2 controls the height subsystem which helps
to keep the target to stay in the camera’s FoV.
5 Experimental Evaluation
5.1 Experimental Platform
Fig. 6 shows the configuration of the aerial vehicle used
in the experiment, which is a quadrotor equipped with
an open-source Pixhawk autopilot [33] and a CMUcam5
Pixy on-board computer vision system [34]. The vehicle
is powered by two 11.1V 2200 mAh LiPo rechargeable
batteries. The total weight of the aerial vehicle includ-
ing two batteries is around 1.6 kg. The arm length of
the quadrotor is 0.2 m. The commercial Pixhawk au-
Fig. 6 The built quadrotor UAV.
topilot has a group of 3D accelerometers, gyroscopes
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and magnetometers. To estimate the attitude and an-
gular velocity of the quadrotor, an AHRS based on ex-
tended Kalman filter is adopted for fusing IMU and
magnetometer sensor data. The autopilot outputs the
reference PWM signals to four ESCs, which then drive
the four 840 RPM/V brushless motors mounted with
10×3.8′′ multi-rotor propellers. The Pixy camera is in-
stalled at the bottom of the quadrotor for a better view
of the targets. The camera’s focal length is λ = 2.8 mm
and image sensor size is 1/4′′. The lens of the camera
has a field of view of 75◦ horizontally and 47◦ vertically.
The camera module transmits image point coordinates
at a rate of 25 Hz with a resolution of 320 × 200 pix-
els. More details of the implementation can be found
in [16].
5.2 Experimental Results
In this experiment, the desired image moment feature
in height subsystem s∗3 is set as the same as (25) in
simulation. The two co-planar targets on the ground
are separated by 0.45 m.
The control gains of the outer-loop in lateral and
height subsystems are listed in Table 3 and Table 4,
respectively. Due to the symmetry of the quadrotor,
the gains are tuned the same for both pitch and roll
subsystems.
Table 3 Gains for lateral subsystem in experiment
Parameter k1 d1 k2 d2 γ1 γ2 l1 l2
Value 0.5 0.01 5 0.01 0.05 0.1 4 4
Table 4 Gains for height subsystem in experiment
Parameter k1 d1 k2 d2 γ1 γ2 l1 l2
Value 1.2 0.01 6 0.01 0.1 0.1 7.2 9
Fig. 7 depicts the time evolution of image moment
feature error which is es = [es1, es2, es3, es4]
T , and Fig. 8
shows the pose errors es = [et1, et2, et3, eψ]
T . Both fig-
ures suggest that the errors reach the steady state after
around 20 seconds. In steady state, the errors only oscil-
late within a very small range where for image moment
feature errors, the oscillation magnitudes are within 0.1
mm for es1, es2 and es4, and 0.1 for es3; for position and
heading errors, the oscillation magnitudes are less than
0.1 m and 0.1 rad, respectively. For the first 10 seconds
in transition period, the errors es3 and et3 seem not to



































Fig. 7 Time evolution of image moment feature errors es
tend to converge to the steady state. This is because the
position error in lateral direction is still large enough
that the control law in Theorem 2 forces the vehicle to
raise its height in order to track the targets in a better
view. This behavior is illustrated more clearly in Fig. 9.
The desired image moment feature s∗3 is computed us-
ing (25). From Fig. 9, we can find that the real time s3
is trying to follow the desired one s∗3. Although there
exists time lag which is about 1 s, the camera keeps the
target image in a certain scope to reduce the probability
of losing the target image.
The time evolution of outer-loop inputs φm, θm and
uh are illustrated in Fig. 10. The control inputs are all
bounded as expected. After around 20 seconds when the
vehicle reaches its steady state, the control inputs are
not zero, which proves that the proposed controller is
able to eliminate the attitude bias errors. Fig. 11 shows
the real time trajectory of the quadrotor in 3D view and
three views. Symbol “∗” means the starting point and
“4” stands for the ending point of the quadrotor in this
experiment. Two small circles “◦” denote the two co-
planar target points on the ground. From the front view
and side view, one can see that whenever the quadrotor
flies away from the target horizontally, it will raise its
height by itself. Thus, both front and side view have a
rough shape like a bowl. In other words, the trajectory
10 Jianan Li et al.




































Fig. 8 Time evolution of position et and yaw errors eψ
















Fig. 9 Time evolution of s∗3 , s3 and G
presents a tendency to be concave. From the top view,
it can be observed that the quadrotor is away from the
targets at the beginning and finally hovers above the
center of the two target points within a range less than
10 cm.
6 Conclusion
An adaptive output feedback dynamic IBVS control law
is proposed in this paper. The objective of the con-
troller is to control the relative position and heading
























































Fig. 11 Trajectory of the aerial vehicle in 3-D
between the quadrotor and a co-planar horizontal tar-
get with the help of a minimum sensor set combining
an inertial measurement unit and a vision sensor. The
origins of the closed-loop systems, namely the lateral
and height subsystems, are proven to be asymptotically
stable. Compared to our previous work, the proposed
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control law is further simplified in lateral subsystem by
reducing the dimension of the observer filter state space
while the same asymptotic stability result is kept. For
height subsystem, it is designed more intelligently that
it will adjust its height to get a better view of the target
through processing the information in lateral direction.
Compared to other visual servoing method of UAVs,
the proposed control law removes the requirement of
velocity information, an estimate of depth, disturbance,
known mass, and thrust coefficient, and thus is robust
to the slowly varying aerodynamic thrust constant. The
method is also robust to measurement bias in roll and
pitch angles, and therefore has the capability of elimi-
nating nonzero steady state errors. Both simulation and
experimental results are presented to demonstrate the
performance of the proposed approach. Future work in-
cludes the visual servoing of a moving target with its
theory proof and experiment implementation.
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