Abstract-This paper considers unbalanced multiphase distribution systems with generic topology and different load models, and extends the Z-bus iterative load-flow algorithm based on a fixed-point interpretation of the AC load-flow equations. Explicit conditions for existence and uniqueness of load-flow solutions are presented. These conditions also guarantee convergence of the loadflow algorithm to the unique solution. The proposed methodology is applicable to generic systems featuring i) wye connections; ii) ungrounded delta connections; iii) a combination of wye-connected and delta-connected sources/loads; and iv) a combination of lineto-line and line-to-grounded-neutral devices at the secondary of distribution transformers. Further, a sufficient condition for the nonsingularity of the load-flow Jacobian is proposed. Finally, linear load-flow models are derived, and their approximation accuracy is analyzed. Theoretical results are corroborated through experiments on IEEE test feeders.
I. INTRODUCTION
L OAD-FLOW analysis is a fundamental task in power system theory and applications. In this paper, we consider a load-flow problem for a multiphase distribution network. The network has a generic topology (it can be either radial or meshed), it has a single slack bus with voltages that are fixed and known, and it features multiphase P Q buses. At each multiphase bus, the model of the distribution system can have: (i) grounded wye-connected loads/sources; (ii) ungrounded delta connections; (iii) a combination of wye-connected and delta-connected loads/sources; or, (iv) a combination of lineto-line and line-to-grounded-neutral devices at the secondary of distribution transformers [1] . Models (i)-(iii) pertain to settings when the network model is limited to (aggregate) nodal power injections at the primary side of distribution transformers. Particularly, the combined model (iii) can be utilized when different distribution transformers with either delta and/or wye primary connections are bundled together at one bus for network reduction purposes (e.g., when two transformers are connected through a short low-impedance line); see Fig. 1 (a) for an illustration. Load model (iv) is common in, e.g., North America for commercial buildings and residential customers, and it can be utilized when the network model includes the secondary of the distribution transformers 1 ; see an illustrative example in Fig. 1(b) and low-voltage test feeders available in the literature (e.g., the IEEE 342-Node Low-Voltage Test System). Settings with only line-line or line-ground connections at the secondary are naturally subsumed by model (iv).
Due to the nonlinearity of the AC load-flow equations, the existence and uniqueness of the solution to the load-flow problem is not guaranteed globally. In fact, it is well known that the load-flow problem might have multiple solutions, as shown, e.g., in [2] - [4] . Recently, solvability of lossless load-flow equations was investigated in [5] . Focusing on the exact AC load-flow equations, several efforts investigated explicit conditions for existence and uniqueness of the (high-voltage) solution within a given domain in balanced distribution networks [6] - [8] as well as in the more realistic case of unbalanced three-phased networks [9] , [10] . This paper examines the load-flow problem for multiphase distribution systems with any topology and load models (i)-(iv), and outlines a load-flow iterative solution method that broadens the classical Z-bus methodologies [11] , [12] . The iterative algorithm is obtained by leveraging the fixed-point interpretation of the nonlinear AC load-flow equations in [8] . The specific formulation of the load-flow problem allows us to obtain explicit theoretical conditions that guarantee the existence of the load-flow solution that is unique in a domain that is analytically characterized. Under these conditions, it is shown that the iterative algorithm achieves this unique solution. Compared to existing methods and analysis, the contribution is threefold: 1) When only the load models (i)-(ii) are utilized (and for settings with only line-line or line-ground connections at the secondary), the analytical conditions for convergence presented in this paper improve upon existing methods [9] , [10] by providing an enlarged set of power profiles that guarantee convergence.
2) The methods and analysis outlined in [9] , [10] are not applicable when the load models (iii) and (iv) are utilized.
On the other hand, this paper provides a unified load-flow solution method for general load models at both the primary and secondary sides of the distribution transformer.
To the best of our knowledge, the only existing freely available load-flow solver for networks with all models (i)-(iv) is part of the OpenDSS platform [13] . In fact, the algorithm utilized there [14] is based on a fixed-point iteration -similar to our method, although not identical. Our methodology can be conceivably extended to analyze the convergence properties of [14] . 3) A sufficient condition for the non-singularity of the loadflow Jacobian is presented. Moreover, we show that the solutions guaranteed by our conditions satisfy the nonsingularity of the load-flow Jacobian. We note the iterative solution method proposed in this paper is similar to the fixed-point MANA method in [15] , although no convergence results are provided in [15] . The iterations in [15] are not explicitly formulated in terms of voltage phasors, and hence it might be hard to analyze its convergence properties using the tools outlined in this paper. It is also worth noticing that [15] does not consider delta-connected loads.
The paper then presents and analyzes two approximate loadflow models 2 to relate voltages and complex power injections through an approximate linear relationship. The first model is based on a standard application of the first-order Taylor (or tangent plane) local approximation, whereas the second model is directly based on our fixed-point formulation of the load-flow equations. The latter model provides a non-local approximation of the load-flow solution and is in the spirit of the previously proposed linear model for balanced networks in [6] .
The development of approximate linear models is motivated by the need of computationally-affordable optimization and control applications -from advanced distribution management systems settings to online and distributed optimization routines. For example, the nonlinearity of the (exact) AC load-flow equations poses significant difficulties in solving AC optimal power flow (OPF) problems [16] , [17] . Typical approaches involve convex 2 A follow up work appeared in the 7th IEEE International Conference on Innovative Smart Grid Technologies, ISGT Europe 2017, under the title "Linear Power-Flow Models in Multiphase Distribution Networks." The follow up paper develops additional linear models for power flow at the substation and line currents, and outlines some applications. relaxation methods (e.g., semidefinite program [16] ) or a linearization of the load-flow equations [18] - [20] . For multiphase unbalanced settings, linear load-flow models have been recently proposed in [21] - [23] . In particular, the method in [21] is based on the Taylor expansion of complex-valued functions; however, the extension to the general unbalanced case with a combination of delta and wye connections is not presented. In [22] , a curve-fitting technique is used to fit a linear model to the nonlinear load-flow equations. In order to treat the delta loads, they are translated into equivalent wye loads; therefore, the method cannot be used explicitly in the optimization settings where the power consumed/produced by the delta loads constitutes a control variable. In [23] , an extension of the LinDistFlow model to a multiphase setting is proposed; however, the method is only applicable to radial grids, and no delta loads are considered. Moreover, no theoretical bounds on the approximation error are provided in [21] - [23] .
Approximate linear models have been recently utilized to develop real-time OPF solvers for distribution systems [24] , [25] . The methodology proposed in the present paper is applicable to generic multiphase networks, and it thus can be utilized to broaden the applicability of [17] , [24] , [25] .
II. NOMENCLATURE AND NOTATION
Upper-case (resp. lower-case) boldface letters are used for matrices (resp. column vectors); (·)
T for transposition; | · | for the absolute value of a number or the component-wise absolute value of a vector or a matrix; and the letter j for j := √ −1. For a complex number c ∈ C, {c} and {c} denote its real and imaginary part, respectively; and c denotes the conjugate of c. 
Nomenclature is given in Table I . Where possible, the definitions are also recalled upon use in the text.
III. PROBLEM FORMULATION
For notational simplicity, the framework is outlined for threephase systems; we describe in Remark 1 below how to apply the analysis to the general multiphase case (as we do in the numerical examples in Section VII-C). Consider a generic threephase distribution network with one slack bus and N threephase P Q buses. With reference to the illustrative example in Fig. 1 , let s At bus j, the following set of equations relates voltages, currents, and powers: T denote the complex vector collecting the three-phase voltages at the slack bus (i.e., the substation). Also, let v :
collecting the respective electrical quantities of the P Q buses. The load-flow problem is then defined as solving for v (and i Δ ) in the following set of equations, where s Y , s Δ , and v 0 are given:
In (1),
, and Y LL ∈ C 3N ×3N are the submatrices of the three-phase admittance matrix
which can be formed from the topology of the network, the π-model of the transmission lines, and other passive network devices, as shown in, e.g., [1] ; and H is a 3N × 3N blockdiagonal matrix defined by
In more detail, (1a) follows from the Kirchoff's current law at the buses, (1b) relates power injections and currents for the delta-connected loads/sources, and (1c) relates nodal current injections and voltages through Ohm's law. By simple algebraic manipulations, i Δ can be eliminated from the set (1), and the solution v can be found from the following fixed-point equation:
where
We note that the benefit of the proposed load-flow formulation (4) is that it can be analyzed theoretically using the Banach fixed-point theory, as presented in the next section.
Before proceeding, we recall the notion of non-singularity associated with a load-flow solution. Note that (1) defines an explicit mapping from the state vector
denote the realvalued vector that collects the active and reactive power injections of wye and delta sources. Similarly, let y :
T denote the real-valued vector of the state variables. Then, the load-flow equations can be written as
where h : R 12N → R 12N is the mapping defined explicitly by (1). Let J(y) be the Jacobian matrix of this mapping, i.e.,
We say that a given state vector y (and hence, the corresponding complex-valued vec-
is non-singular. The non-singularity property represents a sufficient condition for the (static) voltage stability of the operating point (see, e.g., [1] ).
Remark 1: Observe that (4) can be straightforwardly utilized in cases when a network features a mix of three-phase, two-phase, and single-phase buses. In particular, in that case, the vectors v, s Y , and w collect their corresponding electrical quantities only for existing phases; the vector s Δ collects the existing phase-to-phase injections; and the matrix H contains rows that correspond to the existing phase-to-phase connections. For example, if a certain bus has only a single ab connection, it will only contain a row with (1, −1, 0) for that bus. To be more precise, H is N Δ × N phases matrix, where N Δ is the total number of phase-to-phase connections, and N phases is the total number of phases in all the buses. In the cases where there is no phase-to-phase connection in the network, the fixedpoint formulation (4) still holds after removing the term that involves H, s Δ .
Remark 2:
For exposition simplicity, the proposed method is outlined for the case of a constant-power load model. This is also motivated by recent optimization and control frameworks for distribution systems, where distributed energy resources as well as noncontrollable assets are (approximately) modeled as constant-PQ units [16] , [17] , [20] , [24] , [25] . The extension of the results in the present paper to a more general ZIP load model is possible using the methodology of [10] ; however, it is out of the scope of this paper.
IV. EXISTENCE, UNIQUENESS, AND NON-SINGULARITY
The fixed-point equation (4) leads to an iterative procedure wherein the vector of voltages is updated as:
with v (0) a given initialization point, k the iteration index, and G s Y s Δ (·) defined in (4). In fact, iteration (6) can be viewed as an extension of the classic Z-bus method to the general setting considered in this paper. Convergence of the iterative method (6) is analyzed next.
To this end, let W := diag(w), and L := |H| be the component-wise absolute value of the matrix H. Also, for s :
where |w| is the component-wise absolute value of the vector w, and A ∞ is the induced ∞ -norm of a complex matrix A.
Lemma 1: ξ(s) is a norm on C 6N . The proof of Lemma 1 as well as other technical results are deferred to the Appendix. Finally, let
We next present our main result on the solution of the fixedpoint equation defined by (4) .
Theorem 1: Let v be a given solution to the load-flow equations for a vector of power injections s. Consider some other candidate vector of power injections s, and assume that there exists a ρ ∈ (0, γ( v)), such that
and
Then, there exists a unique solution v in
to the load-flow equations with power injection s. Moreover, this solution can be reached by iteration (6) 
The conditions of Theorem 1 may be computationally intensive as they require a parameter scanning to find a proper value for ρ. In the following, we sacrifice the tightness of the inequalities (9) and (10) to obtain the following explicit conditions. Theorem 2: Let v be a given solution to the load-flow equations with power injection s satisfying:
where ξ(·) and γ(·) are given in (7) and (8), respectively. Consider some other candidate power injections vector s, and assume that
Let
2 ; hence, it is nonsingular. Some comments about the above results follow: a) If a solution to the load-flow problem ( v, s) is not always available, one can simply set v = w and s = 0 (with w the zero-load voltage profile); see, e.g., [9] , [10] . In such a case, condition (12) is trivially satisfied, and the existence and uniqueness is determined based on (13) . With respect to [10] , the main innovation is in the fact that our methodology allows to provide better conditions whenever a known load-flow solution is available. This setting is of particular practical interest in real-time control of power networks, whereby a measurement of the state is available at every time step, and thus conditions can be refined to reflect the uniqueness in a domain around a given operating point. This property is absent in [10] , and consequently it is easy to find a situation where the conditions of the present paper are applicable, whereas the conditions of [10] are not; see Section VII for examples. b) Theorem 2 provides explicit sufficient conditions under which conditions (9) and (10) of Theorem 1 are satisfied. Moreover, the particular conditions' formulation of Theorem 2 allows for a better localization of the unique solution. Indeed, note that Theorem 2 provides two balls around a given load-flow solution. The first, bigger ball given by Theorem 2 (i) specifies the region of uniqueness in the voltage space; whereas the second, smaller ball given by Theorem 2 (iii) localizes this solution. An illustration is provided in Section VII-A. c) The explicit conditions (12) and (13) (7), (8), (12) , (13) , and (14) . In addition, we remove the second term on the left-hand side of (9) and (10).
V. LINEAR MODELS
In this section, we develop two methods to obtain approximate representations of the AC load-flow equations (1), wherein the net injected powers and voltages are related through an approximate linear relationship. The first method is based on the first-order Taylor (FOT) expansion of the load-flow solution around a given point. FOT is therefore the best local linear approximator. The second method is based on a single iteration of the fixed-point iteration (6) and it is hereafter referred to as fixed-point linearization (FPL).
T collect the active and reactive power injections. Also, let |v| collect the voltage magnitudes. Our goal is to derive linear approximations to (1) in the form
for some matrices
A. First-Order Taylor (FOT) Method
be a given operating point satisfying (1), and let y and x be the corresponding real-valued vectors. To obtain (15a), we plug (1c) into (1a), and take partial derivatives of (1a) and (1b) with respect to x Y and x Δ :
where U := (I 3N , jI 3N ) ∈ C 3N ×6N and I 3N ∈ R 3N ×3N is the identity matrix. In this set of equations, set v = v and i Δ = diag(H v) −1 s Δ ; the unknowns are the matrices
is then obtained by solving (16) and setting
Observe that, in rectangular coordinates, (16) is a set of linear equations with the same number, (12N ) 2 , of realvalued equations and variables. In fact, (16) can be written as J( y) ∂ y ∂ x = I 12N , where J(·) is the Jacobian of the load-flow mapping h(·) defined in (5), and I 12N ∈ R 12N ×12N is the identity matrix. Clearly, this equation has a unique solution if and only if J( y) is invertible, namely y is non-singular. Note that a sufficient condition for that is given by condition (12) of Theorem 2 (cf. item (i) of that Theorem).
To obtain the linear model for the voltage magnitudes |v| in (15b), we leverage the following derivation rule:
It then follows that matrices K Y and K Δ are given by:
T be a given solution to the fixed point equation (4) . For a given power injection vector s :
T , consider the first iteration of the fixed-point method (6) initialized at v:
which gives an explicit linear model (15a) provided by
and a = w. The model (15b) can be then obtained by substituting the above expressions for M Y and M Δ in (17) . We next provide an upper bound for the linearization error of the FPL method.
Theorem 3: Suppose that ( v, s) satisfy condition (12) . Let s be the vector of power injections that satisfies (13) , and let v ∈ D ρ ( v) with ρ = ρ † ( v, s, s) be the corresponding unique load-flow solution as guaranteed by Theorem 2. Then the approximation error of (18) can be upper bounded by
The difference between the two linearization methods is conceptually illustrated in Fig. 2 . The fixed-point linearization method can be viewed as an interpolation method between two load-flow solutions: (w, 0) and ( v, s). On the other hand, the FOT yields the tangent plane of the load-flow manifold at the current linearization point.
Some qualitative comparison between the FOT and FPL methods follows (a numerical comparison is provided shortly in Section VII). The FOT method provides the best local linear approximator, and hence it is expected to provide the best approximation accuracy around the linearization point. However, the main downside of the FOT method is its computational complexity. Indeed, solving (12N ) 2 equations with (12N ) 2 variables might not be feasible for large N (i.e., large networks). On the other hand, the FPL method is computationally affordable as it requires only elementary vector-matrix multiplications (provided that Y
−1
LL is precomputed in advance). Moreover, if global behaviour is of interest, it can also provide a better approximation (cf. Fig. 2) . As a result, the FOT method may be preferable in a slowly time-varying setting whereby the variation of the power injections is relatively small. On the other hand, in the setting of modern distribution networks with high penetration of renewables, the FPL method may be preferable.
Remark 3: Using methods similar to the previous remarks, the results presented in this section can be straightforwardly adapted to the cases of general multiphase networks and the cases where no phase-to-phase connection exists.
VI. POTENTIAL APPLICATIONS
In this section, we briefly discuss the potential applications of our results. As mentioned in the introduction, they can be used to facilitate the development of OPF solvers and real-time control procedures for general multiphase distribution networks. In particular:
1) Linear models of Section V can be leveraged to convexify the OPF problem, and thus facilitate the development of OPF-based real-time control techniques. Particularly, the methodology proposed in this paper can be utilized to broaden the applicability of [17] , [24] - [26] to the case of unbalanced multiphase systems with delta and wye connections. 2) Explicit conditions of Theorem 2 can be directly embedded in the optimization problems as convex constraints, thus ensuring existence and non-singularity of the exact high-voltage load-flow solution.
VII. NUMERICAL EVALUATION
In this section, we evaluate numerically the proposed methodology using IEEE test feeders [27] . Particularly, in the IEEE 37-Bus and 123-Bus networks, we compare our method with the method in [10] , which is the classic Z-bus method applied to the multiphase setting with disjoint sets of wye-and deltaconnected sources. We also use the IEEE 8500-Node test feeder to demonstrate the applicability of the proposed algorithms to a large-scale distribution network.
A. An Illustrative Example
We start by demonstrating the proposed methodology and its physical significance using an artificially-designed network. Here, the purpose is to facilitate the understanding and meanwhile provide some intuition. We consider a balanced network with a single three-phase P Q bus (with index 1) connected to the slack bus via a transmission line. The line admittance matrix is given as follows, in p.u.:
Moreover, we assume that the shunt elements are negligible and the vector of slack-bus voltages is v 0 = (1, e
. (21) Now, exclude the delta connections and let the power injection vector s Y be balanced in all phases. As a direct consequence, • , which is of practical significance. Also, note that the region contains v a 1 with a magnitude much higher than 1 p.u., which corresponds to the case of strong reverse power flow. In the righthand side of v, s, s) . In Table II , we present We note that empirical evidences show that the true convergence rate is usually less than a third of the contraction modulus. As a consequence, when our conditions hold, the iterative method generally reaches a precision of 10 −6 in less than ten iterations.
B. IEEE 37-Bus Feeder
In this example, we evaluate the performance of our method on a network with purely delta connections. Similar to prior works [16] , [17] , [20] , [24] , [25] , we translate all constantcurrent and constant-impedance sources in the IEEE data set into constant-power sources. In addition, we fix the voltage regulators in this and all subsequent examples at their default values.
In the original IEEE data set, all sources/loads are deltaconnected. Denote this reference power injection vector by s ref , and let the target power injection be s = κs ref with κ as a real number. As there are no mixed wye and delta sources/loads, the conditions on the existence and uniqueness of the load-flow solutions in [10] are also applicable. For comparison, we take the diagonal matrix Λ in [10] to be W, as suggested there. In Fig. 4(a) , we let κ be nonnegative and plot five power intervals. in p.u. Interval 1 contains the power injection s that satisfies the four conditions in [10] ; Interval 2 (resp. 3) shows the injections s that satisfy the conditions in Theorem 1 (resp. Theorem 2) with ( v, s) = (w, 0). For the rightmost power s (1) = 3.45s ref , we compute the load-flow solution v (1) using iteration (6) (initialized at w). By choosing this solution v (1) and s (1) as the new ( v, s), we obtain Interval 4 (resp. 5) via Theorem 1 (resp. Theorem 2). Note that for this choice of ( v, s), only some of the power injections in Interval 2 (resp. 3) satisfies the proposed conditions. This is because the conditions guarantee the solution properties only for the power injections in a domain around s. It can be further shown that, for any power injection vector s in the intersection of Interval 2 (resp. 3) and Interval 4 (resp. 5), the guaranteed load-flow solution v is consistent. This is because v can be computed by iteration (6) initialized at v (1) . Numerically, Intervals 1,2, and 3 are the same. However, the complexity of computing Interval 3 is much smaller because of the low computational complexity of verifying conditions (12) and (13) . More importantly, Intervals 4 and 5 contain points that are not guaranteed to have the unique solution using the method in [10] -compare to Interval 1. Thus, the proposed method allows for certifying the existence and uniqueness of the load-flow solution for a wider range of power injections.
Next, we evaluate the performance of the two linearization methods proposed in Section V. Fig. 4(b) shows the results of the relative errors for both linear models using κ ∈ [−1.5, 1.5]. As shown, both linear models behave well with relative errors below 1%. Moreover, the FOT method has a smaller error around the linearization point whereas the FPL method provides a better global approximation. This corroborates the intuitive illustration in Fig. 2 . For linear approximations of voltage magnitudes, the errors are at a similar level; hence, for brevity, we do not show them explicitly.
C. IEEE 123-Bus Feeder
In this section, we consider a larger multiphase network with unbalanced one-, two-, and three-phase sources/loads. This network represents the normal size of many distribution networks in the world. As mentioned in Remark 1, we first delete in matrix H the rows that correspond to the lacking phase-to-phase connections and the columns that correspond to the lacking phases.
Similar to the previous case, let s = κs ref with s ref being the reference power injections in this network. Consider then repeating the analysis of the previous subsection. The results are shown in Fig. 5(a) , with the same interpretation of the intervals as in Fig. 4(a) . To perform the experiment with mixed deltawye connections, additional power sources/loads were added to the network, as shown in Table III . In this case of mixed connections, we obtain the intervals of 5 in a way similar to the previous analysis. The results match with those obtained in OpenDSS [13] , which is the only freely-available solver that works with mixed connections.
Finally, in Fig. 5(c) , we show the results of the relative errors for both linear models using κ ∈ [−1.5, 1.5]. Here, different from the counterpart in the last section, we have incorporated in s ref the additional sources in Table III . Clearly, the errors vary in a way that is similar to the illustration in Fig. 2 . In other words, the FPL method provides not only a high computational efficiency but also a better global performance for large distribution networks.
D. IEEE 8500-Node Feeder
In this subsection, we illustrate the performance of the proposed methodology using the IEEE 8500-Node feeder [28] . This network represents a large-scale distribution network with detailed modeling of the secondary side of distribution transformers.
In this network, the line-to-line medium-voltage rating is 12.47 kV, and the network contains split-phase secondary loading with line-to-line low-voltage rating of 208 V. In Fig. 6 , we evaluate the working range of the proposed methodology. In particular, let s = κs ref and v be the guaranteed load-flow solution that corresponds to s. Moreover, define the feasibility constraints as |(v) j | ≥ 0.9|(w) j |, ∀j, where w is the zero-load voltage profile given in (4) . In this way, α(v) (defined in (8)) becomes both a function of s 1 and an indicator of the feasibility. Now, given the knowledge of the zero-load voltage w, the maximum (in terms of 1 -norm) power vector that satisfies conditions (12) and (13) is s (1) . Since the conditions are satisfied, Fig. 7 . 8500-node test feeder: relative errors in complex load-flow solutions and the corresponding magnitudes approximation for the FPL method. we solve for its load-flow solution v (1) . From the figure, it can be seen that there is already some voltage close to the feasibility boundary. Next, we take the values of v (resp. s) to be v (1) (resp. s (1) ). Applying again the proposed conditions, we obtain that the maximum power vector is s (2) , and the corresponding load-flow solution v (2) is obtained. As shown in the figure, some of the voltages in vector v (2) are already out of the feasibility region. By taking v (resp. s) to be v (2) (resp. s (2) ), we continue the above procedure. Clearly, for this network, some of the voltages drop quickly due to its configuration and the disabled voltage regulators. Because our conditions rely on the voltages, their application becomes more challenging; however, we demonstrate that the conditions can be applied even in the cases where the voltages are significantly below the voltage feasibility boundary.
Finally, in Fig. 7 , we evaluate the performance of the FPL method for this test feeder. Specifically, we plot the relative error of the phasor approximation using (18) and the corresponding magnitudes approximation using (17) , for κ ∈ [−1, 2]. It can be seen that the relative errors are below 1.4%, confirming good scalability of the proposed linear approximation methodology for large-scale distribution networks.
E. Complexity Evaluation
We next analyze the computational complexity of the proposed algorithms. In particular: (i) the verification of conditions (12) and (13) mainly depends on the computation of ξ(·) defined in (7) , which has a worst-case complexity of O(N 2 ); (ii) the FPL linear model is essentially a single iteration of (6), which takes O(N ) to complete with LU decomposition in radial networks. To confirm the analysis, we measure the CPU time using MATLAB (on Macbook Pro @3GHz) and gather the results in Table IV . From the second column of Table IV, note that the conditions (12) and (13) can be verified efficiently for 37-Bus and 123-Bus networks, but cannot be verified in real-time for the 8500-Bus network. This adds some restrictiveness in the online applications to very large networks. However, when we pay attention to the third column, the complexity of the FPL method (i.e., single iteration of (6)) scales well with respect to the network size. Recall that, in almost all the experiments, the required number of iterations for accuracy 10 −6 is less than 10. Therefore, the proposed methodology can be very useful in the real-time control and OPF in large networks.
VIII. CONCLUSION
The paper extended the classical Z-bus load-flow algorithm to general multiphase distribution systems. We derived explicit conditions for the existence of the load-flow solution, and analytically specified a domain in which the solution is unique. These conditions also guarantee the convergence of the loadflow algorithm to this solution. Then, we gave a sufficient condition for the non-singularity of the load-flow Jacobian, and proved that our theoretically guaranteed solution automatically ensures the non-singularity of the load-flow Jacobian. Finally, linear load-flow models were proposed and their approximation accuracy was analyzed. Theoretical results were corroborated through numerical experiments on the IEEE test feeders.
As we have discussed in the paper, the proposed theory and methodology can be leveraged in real-time control and optimal power flow settings; the development of concrete applications in this context is a subject of an ongoing work. We also note that the proposed approach may also be useful in the context of continuation analysis [29] - [31] , which could be of future research interest. Lastly, the extension of our analysis approach to the case of active voltage regulators and capacitor banks is another future research direction.
APPENDIX

A. Proof of Lemma 1
We need to show the three norm axioms. Trivially, note that ξ(as) = |a|ξ(s) for any a ∈ C. Next, the triangle inequality holds because
where the inequality follows by the triangle inequality for the induced matrix norm. 
B. Proof of Theorem 1
For the purpose of the proof, we find it convenient to reparametrize using u := W −1 v. Then, (4) is equivalent to
As W defines an invertible relationship between v and u, we next focus on the solution properties of (22) . By the Banach fixed-point theorem, what we need to show is that G s Y s Δ (u) is a self-mapping and contraction mapping on
for some ρ ∈ (0, γ( v)) that satisfies (9) and (10).
1) Proof of Self-Mapping
The goal here is to show that, for ρ ∈ (0, γ( v)) fulfilling (9),
We can rearrange the right-hand side of (24) as follows. For example, for the second term, we have
Similar rearrangements can be applied to the remaining terms in (24) . Therefore, by triangular inequality, the definition of the induced matrix norm, and definition (7), it holds that
Observe that the following is true for any j ∈ {1, ..., 3N } whenever u (k ) − u ≤ ρ:
where α(·) and β(·) are defined in (8) . In details, (27b) holds because
for some , in {1, ..., 3N }, and (27c) holds because
In this way, for ρ ∈ (0, γ( v)), we obtain
This implies that u (9) , and hence completes the proof.
2) Proof of Contraction
In this part, assuming there is a ρ ∈ (0, γ( v)) fulfilling (9), we prove that (10) . Similar to the proof of self-mapping, we have
Then, via derivations analogues to (25) and (27) , there is
C. Proof of Theorem 2
For item (i), we first note that because the Jacobian J associated with the mapping h in (5) is a square matrix, the existence and uniqueness of the solution to the set of linear equations J ∂ y ∂ x = I 12N is equivalent to the invertibility of J. In such case, the solution is given by
. Therefore, we can analyze the invertibility of J by analyzing the set of equations (16) . In particular, we next show that if (12) is satisfied, (16) has a unique solution. Because the system is linear with respect to the rectangular coordinates and there are as many unknowns as equations, the result is equivalent to showing that the corresponding homogeneous system of equations has only the trivial solution (see, e.g., [32] ). Note that the homogeneous system is the same for every column of (16) and is given by 2 . This is equivalent to having Δ V = 0 and Δ I = 0, which is a contradiction to our assumption that Δ = 0. This completes the proof of item (i).
For items (ii)-(iv) in the theorem, we show that conditions (12) and (13) imply conditions (9) and (10) For item (v), we derive as follows. First, by (8) and the bound of (27a), there is
Then, by the bound of (27c), we have
Combination of (37) and (38) yields
Therefore, by (36), we have
and hereby complete the proof.
D. Proof of Theorem 3
Note that (18) is in fact a single iteration of the fixed-point equation initialized at v. Therefore, by identifying v (0) = v and v (1) = v, we have that
where q < 1 is the contraction coefficient given in the proof of Theorem 2 -cf. (31); the first inequality follows by the Banach fixed point theorem; the second inequality holds by definition of v = Wu; and the last inequality follows because v ∈ D ρ † ( v) (cf. (11)).
