The three-dimensional Monte Carlo photoionization code Mocassin has been applied to construct a realistic model of the planetary nebula NGC 3918. Three different geometric models were tried, the first being the biconical density distribution already used by Clegg et al. (1987) . In this model the nebula is approximated by a biconical structure of enhanced density, embedded in a lower density spherical region. Spindle-like density distributions were used for the other two models (models A and B). Model A used a mass distribution slightly modified from one of Mellema's (1996) hydrodynamical models that had already been adopted by Corradi et al. (1999) for their observational analysis of NGC 3918. Our spindle-like model B instead used an analytical expression to describe the shape of the inner shell of this object as consisting of an ellipsoid embedded in a sphere.
INTRODUCTION
The southern planetary nebula NGC 3918 (PN G294.6+04.7) is a very well known and widely studied object. A detailed study, based on UV, optical and radio observations, was presented by Clegg et al. (1987, from now on C87) . The morphological and kinematical information available at the time of their work, was, however, very limited, and, based on this, they constructed a photoionization model, using the Harrington code (e.g. Harrington et al. 1982) , assuming a biconical geometry for a nebula seen almost pole-on. A two-dimensional representation of their model is shown in Figure 10 of C87. They had first tried a spherical model, deriving the radial hydrogen density distribution from the average radial intensity profile in the Hβ map they used, which had been obtained at the Boyden Observatory, South Africa, in 1973 by Drs. K. Reay and S. P. Worswick. The Zanstra temperature they derived for the central star was 117, 000 K, corresponding to a luminosity of 4900 L⊙, for an adopted distance of 1.5 kpc. This model did not succeed in reproducing the line strengths from some of the high ionization species observed, such as, for example, Ne V, O V and O IV. They interpreted this as an indication that the nebula could be optically thin in some directions as seen from the star; this led to the formulation of a biconical model. The presence of an optically thin (left) and long axis synthetic slit spectrum (right) from the hydrodynamical models of Mellema (1996) . phase required an upward correction to the original Zanstra temperature and, in the final model, they adopted the ionizing spectrum described by a non-LTE model atmosphere for a central star having an effective temperature of 140,000 K, a surface gravity of log g = 6.5 and and a photospheric He/H = 0.10 by number. This model atmosphere was calculated by C87 using the program of Mihalas & Auer (1975) . The resulting nebular model seemed to reproduce the main spectroscopic features observed.
Present observational data, such as for example images of NGC 3918 taken by the HST (see Figure 8 ) and the echellograms obtained in several emission lines by Corradi et al. (1999 , from now on C99) (Figure 10 ), show, however, that a biconical model is inconsistent with the spatio-kinematical structure of this planetary nebula. C99 presented an analysis of optical images and high resolution long slit spectra of three planetary nebulae, including NGC 3918. They concluded that the large scale structure of this object consists of a bright inner shell of roughly elliptical shape, from which two fainter protrusions extend in the polar directions, giving what was described in their paper as an overall spindle-like appearance. This inner shell, which has a size of 12 ′′ × 20 ′′ , measured along its major and minor axes, is surrounded by an elliptical shell with a diameter of 16 ′′ . From the images and from the long slit spectra they obtained the basic kinematical, geometrical and orientation parameters of the inner shell. They adopted a hydrodynamical model by G. Mellema (1996) to reproduce, at least qualitatively, the observations. The model which gave the best fit was one, from Mellema's set, which posits an initial mass distribution strongly enhanced in the equatorial region, with a density contrast between the equatorial and the polar regions as large as 10 (see Figure 1) . The effects of an expanding shock driven by a strong wind would give a spindle-like structure similar to the one observed in the inner shell of NGC 3918. C99 derived the inclination and the kinematical parameters of the inner shell by using the spatio-kinematical model of Solf & Ulrich (1985) (which was also used to obtain Hα position-velocity diagrams, as well as the shape of the inner shell) to match the observational data. Their final model still showed some deviation from the observations, particularly in the long-axis position-velocity plot, which they attributed to simplified assumptions in the spatio-kinematical model. Photoionization calculations, however, were not carried out in their work, and therefore no comparison with the observed spectrum was available to them.
Given the large amount of observational data available for this object and the existence of the two different models described above, NGC 3918 seemed an excellent candidate for a detailed three-dimensional photoionization study using the Mocassin code The abundances are given by number, relative to H described by Ercolano (2002) and Ercolano et al. (2002) . Three photoionization models were constructed, using different density distribution descriptions, in order to try to reproduce the main spectroscopic features, as well as the projected maps published by C99. The models used a 23×23×23 Cartesian grid, with the ionizing source being placed in a corner in order to utilize the symmetry of the geometries used. The complete model nebulae were, therefore, contained in 45×45×45 cubic grids. All the grid cells have the same size. Velocity fields were then applied to the final converged grids in order to produce position-velocity diagrams to compare with the observations. In Section 2 the biconical density distribution model of C87 is described and the results obtained for it with Mocassin are presented and compared with those of C87, who used the one-dimensional Harrington code. A consistency test for the diffuse radiation field is also carried out in this section, in order to investigate the effects of discontinuities in the diffuse field transport in one-dimensional codes. The results obtained from the spindle-like models of NGC 3918 are presented in Section 3. Discrepancies were found between the predictions of all the models and the ISO SWS measurements of the infrared fine-structure lines; the possible reasons of these discrepancies are discussed in Section 4.
THE BICONICAL DENSITY DISTRIBUTION MODEL
The first nebular model to be run was the pole-on biconical distribution described by C87. This consisted of an optically thick biconical structure embedded into an optically thin sphere. The bicones are aligned along the polar axis of the nebula, which describes an angle of 15
• with the line of sight. Exactly the same parameters were used for the central star and, apart from helium, argon and iron, the same nebular abundances as in their model; these are summarised in Table 1 . The main reason for using exactly the same parameters is to be able to distinguish between the causes of any discrepancies between our model results and the original C87 model results. However, in the case of helium the empirical value derived by C87 was used instead of their model value, since it was commented in their paper that this is more reliable. In the case of argon and iron their empirical abundances also had to be used, since these elements were not included in their code (that of J.P. Harrington) and, therefore, photoionization model results for them did not exist. The biconical radial density law that was adopted by C87, and which was mapped onto the three-dimensional Cartesian grid used in the current model, was constructed by them by deconvolv- Clegg et al. (1987) ing the observed nebular surface brightness, using the formalism of Harrington & Feibelman (1983) , and has the form
where NH (R) is the hydrogen number density at distance R from the centre of the nebula, N0 is a normalization constant and R1 and n are parameters which may be varied. The values used for these parameters are also given in Table 1 , together with Φ, the half angle of the density enhanced cones, the density enhancement factor between the two regions, f , and the axial ratio, a/b. The optical depths at 1. Ryd, calculated at the outer edge of the nebula in the polar (optically thick) and equatorial (optically thin) directions are 29.4 and 0.94, respectively.
The Biconical Density Distribution Model: Results
Following the C87 analysis, emission line fluxes are given relative to the total dereddened Hβ flux integrated over the entire nebula, on a scale where Hβ is equal to 100. The contributions from each sector and the total relative fluxes are listed in Table 2 , together with C87's results for both sectors, and the total observed values. The last column of the table contains the references for the observational data used. The fractional ionic abundances were also calculated for the thin and the thick regions and are given in Table 4 . The mean temperatures weighted by the ionic abundances are calculated and given in Table 5 . The definitions for both the fractional ionic abundances, f (Nij), and for the mean temperatures, T (Nij, are given by Harrington et al. (1982) and are repeated here for convenience:
and
where the average density of an ion over the nebular volume is defined as < Nij > = NeN ij dV
NedV
; Ne and Nij are the electron density and the the density of the ion j of element i, respectively, and the summation is over all k ionization stages; Te is the electron temperature and dV is the volume element. The fractional ionic abundances and the mean temperatures weighted by ionic species were also presented by C87 (Tables 18  and 19 in their paper), these are of great use in this work as they provide important parameters for the comparison of the Mocassin model to that of C87. The observed value of the integrated Hβ flux was obtained from Cahn et al. (1992) and it was dereddened by adopting an interstellar reddening constant, c(Hβ), equal to 0.40. This value, which is within the error bars of the value estimated by C87, c(Hβ) = 0.43 ± 0.05, was derived by Tsamis et al. (2003) and has been adopted in this work because it was derived from observations of the optical Balmer emission lines, also published by Tsamis et al. (2003) and listed in our Table 2 (as reference a). It was not necessary to adjust the infrared line fluxes as these are not affected significantly by interstellar reddening. The optical observations presented by Tsamis et al. (2003) were obtained by uniformly scanning a long-slit across the nebula, which method, when combined with the total Hβ flux measured using a large entrance aperture (e.g. Cahn et al. 1992) , yields the total fluxes from the whole nebula for all emission lines detected in the optical spectrum. These fluxes can thus be directly compared to those measured with spaceborne facilities using large apertures, such as the IUE in the ultraviolet and ISO in the infrared.
Most of the results shown in Table 2 are in reasonable agreement with the results published by C87, also reported in Table 2 . For both models, however, the doubly ionized helium recombination line at 4686Å is too strong, while the singly ionized helium triplet line at 5876Å is too weak, when compared with the observations. This result is consistent with the ionic fractions listed in Table 18 of C87 and in Table 4 of this work for these ions. It is worth noting, however, that the values of the relative fluxes that C87 observed for these lines are 45.0 for He II 4686Å and 9.5 for He I 5876Å, on a scale where Hβ = 100. These values are closer to their model values of 48.0 and 7.8 than are the more recent observations of 41.7 and 10.8 by Tsamis et al. (2003) quoted in Table 2 , the former being the values they had tried to reproduce in their model. A better agreement with the more recent observations can be obtained by using a different model atmosphere for the ionizing source. As has already been mentioned, a non-LTE model atmosphere for a central star with an effective temperature of 140,000 K, log g = 6.5 and a photospheric He/H = 0.10 by number was used by C87 and here; however by increasing log g, the depth of the doubly ionized helium jump is increased. This will result in fewer Tsamis et al. (2003); b: Cahn et al. (1992) ; c: Liu et al. (2001); d: Bower (2001) ; e: C87; f: Pottasch et al. (1986) . Table 2 . One final point to be made about the nebular helium results is that, as was mentioned at the start of this section, the nebular helium abundance used in this work is the empirical value calculated by C87, He/H=0.107 by number, which is slightly higher than the value they used in their model, He/H=0.10; this also contributes to the difference between the results we obtained for the He II 4686Å and He I 5876Å line fluxes and those presented by C87.
Large discrepancies also exist between the two models' predictions and the ISO SWS fluxes measured by Bower (2001 - Table 2 ). This discrepancy is mainly due to a pointing error which affected all ISO observations of NGC 3918; this is discussed in more detail in Section 4 and Appendix C.
With regard to the other emission line fluxes listed in Table 2, some discrepancies between the two models do exist, but they are, in the majority of cases within 30% and the overall ionization structure of the nebula coincides. In particular, large discrepancies were found between the current work and that of C87 in the predictions of the [Ne V] fine-structure line fluxes, which will be discussed in Appendix B. Considering the significant progress in atomic physics made in the past fifteen years, on the one hand, and the completely different treatment of the radiative transfer adopted by the two codes, on the other, that there are some differences in the results obtained is hardly surprising. Neither the Opacity Project (Verner et al. 1996) nor the Iron Project (Hummer et al. 1993 ) existed in 1987 and the rates for other important processes have changed since then.
Mocassin's predictions for electron density and temperature diagnostic line ratios can be compared to those obtained by C87, and to the observed ratios, in Table 3 . There is very good agreement between the two models' predictions of line ratios, which is to be expected, since the density distributions used were the same. The small differences observed are reflected in the predicted emission line fluxes, listed in Table 2 , and, as has already been discussed, can probably be mostly assigned to differences in the atomic data sets. The diffuse radiation field, however, might also have some effect on the ionization structure, especially at the edges between the two sectors and in the outer regions of the nebula.
Resonance lines
There are some large discrepancies between the predictions of both the Mocassin and C87 models and the observations for the fluxes of the C IV 1550Å and Mg II 2800Å resonance lines. The reason for this is that these lines are attenuated by nebular dust absorption, which was not accounted for in this work, or by C87. Moreover, Mg II 2800Å also suffers from absorption by interstellar Mg + and this is probably the main reason for the almost total absence of this line in the observed spectrum. Resonance lines must travel a much longer effective distance to escape from a nebula than do forbidden lines or the continuum radiation, because of the high optical depth in them; this translates into an enhanced probability of absorption by dust. The N V 1240Å resonance doublet is also affected by this process, although in a minor way. The Si IV resonance line doublet at 1393Å and 1401Å can also be subject to attenuation by dust absorption, however this line appears to be only slightly overestimated by the Mocassin model and is in agreement with the observations in C87. Harrington, Monk & Clegg published a dust model for NGC 3918 which confirms that the intensities of the resonance lines are indeed reduced. In their dust model Harrington et al. (1988) followed the same method as in the C87 photoionization model for this object; treating the thin and the thick sectors as two separate, spherically symmetric objects and then combining the results, weighted by the respective volume of each sector, i.e. 29% for the thick sector and 71% for the thin sector. In their model they found that the total flux of the C IV 1550Å doublet, relative to Hβ = 100, was reduced from 1435 to 950, with 45% of photons destroyed in the optically thick sector and 21% in the optically thin sector. For each element the upper row is for the optically thick phase and the lower row is for the optically thin phase.
Their attenuated flux was still 85% too strong compared to the observed value that they used (F(1550) = 512) and 107% too strong compared to the more recently re-calibrated and extracted IUE archive spectra presented by Tsamis et al. (2003) (F(1550) = 458). Harrington et al. (1988) did not give a final answer as to whether the cause of this discrepancy lies in the photoionization model producing too much C IV line radiation or in the dust model being too ineffective in destroying it, however they speculate that if the grain opacity near 1550Å was greater in their dust model, more line photons would be destroyed hence improving the fit. The flux of N V 1240Å, relative to Hβ = 100, is reduced from 66 to 52, with 25% of photons being destroyed in the thick sector and 20% in the thin sector. The value measured by Tsamis et al. (2003) for this line is 41.4. In the case of Si IV 1400Å dust actually makes the fit worse, by attenuating the flux, relative to Hβ = 100, from 8.2 to 5.7, whereas the observed value is 9.0 (C87). This is, however, a weak line and the observed flux might not be accurate. Finally, Harrington et al. (1988) predicted that the flux of Mg II 2800Å is also reduced by dust attenuation, from 43 to 29. However, as mentioned above, this line shows evidence of interstellar absorption, so it cannot be measured properly. Aside from this, the dusty photoionization model of Harrington et al. (1988) is nearly identical to the one presented by C87.
The ionization structure
The general ionization structures of the C87 biconical nebula calculated by the two codes, and shown in Table 18 of C87 and in Table 4 of this work, are in satisfactory agreement, with small differences which, again, can mainly be attributed to improvements in the atomic data and the different treatments of the radiative transfer. In fact, although both codes treat the diffuse field exactly, the C87 model could not allow for transfer of diffuse radiation between the thick and the thin sectors. As shown by the scatter of values obtained for the benchmark problems Ercolano 2002; Ercolano et al. 2002) , even amongst onedimensional classical codes it is usual for different codes to return slightly different predictions for the same problem, even in the extremely simplified case of homogeneous, spherically symmetric nebulae. Figure 2 shows plots of the ionization structure of oxygen (middle panels) and carbon (bottom panels) as a function of radius along the optically thin polar direction (left panels) and along the optically thick equatorial direction (right panels). The ionization structure of helium is also plotted in each panel. The electron density distribution is also plotted as a function of radius for the optically thin polar direction (top left panel) and for the optically thick equatorial direction (top right panels). 
The temperature structure
The mean temperatures weighted by ionic species calculated by Mocassin for the C87 biconical model are listed in Table 5 ; these can be compared to those calculated by C87, as listed in Table 19 of their paper. The most obvious difference between the two sets of results is that Mocassin's mean temperatures are systematically lower than Clegg et al.' s. This effect is even more pronounced for the optically thin region. First of all, the higher collision strengths for the [Ne V] fine structure lines, as calculated by Aggarwal (1983) and by Lennon & Burke (1991) , and used in this work (see Appendix B), will make [Ne V] an important coolant. Furthermore, the fact that in the optically thin region the fractional ionic abundance of Ne
4+
is higher could also explain why this region seems to be more affected by the cooling. It is also worth noticing that the mean ionic temperatures predicted by C87 show very little variation for the neutral species in each sector. These temperatures are all concentrated around 12, 065 ± 35 K for the neutral species in the optically thick sector, and around 16, 120 ± 210 K for the optically thin sector (if Te(H 0 ) = 16, 330 K is excluded then the rest of the neutral ion temperatures in the optically thin sector are grouped around the value 16,005±95 K). The scatter gets larger for the higher ionization species. Mocassin's results, on the other hand, show a larger scatter, even for the mean temperatures of the neutral species, with their temperatures grouped around 10960 ± 896 K for the optically thick region and 15105 ± 682 K for the optically thin region. One probable explanation for this effect is the fact that, in C87's work, the biconical geometry is reproduced by combining two separate spherically symmetric models, hence taking no account of the interaction between the diffuse fields from the two phases, which could lead to fluctuations in local temperatures, particularly at the boundaries between the two regions. This is discussed in more detail in the next subsection.
Diffuse Radiation Field Consistency Test
C87 combined two appropriately weighted, spherically symmetric models to reproduce the biconical geometry. A consequence of this approach was that the diffuse radiation field was not treated self-consistently, especially near the boundaries of the two zones. The effects of the diffuse radiation field are expected to be small, but they could account for some of the differences between Moccassin's results and those obtained with the spherically symmetric Harrington code. In order to investigate the magnitude of these effects, the biconical distribution was modelled again using Moccassin, but this time each sector was treated as if it were spherically symmetric. The results from each sector were then weighted by the volume of the same sector and added together to yield the total flux relative to the total Hβ flux from the whole nebula. From now on this model will be referred to as the composite model. Table 6 lists the fluxes of the emission lines relative to Hβ, on a scale where Hβ is equal to 100, for each sector. For ease of comparison, the results from the previous, self-consistent model are also given in the same table. Tables 7 and 8 list the fractional ionic abundances and the weighted mean electron temperatures for individual ionic species for the composite model. It becomes apparent from inspection of Table 6 that all of the collisional lines coming from lower ionization species are much weaker in the optically thick region of the composite model than in the same region of the self-consistent model. This is consistent with the fractional ionic abundances of low ionization species being lower in the optically thick region of the composite model (Table 8) , hence yielding lower line fluxes. The helium recombination line intensities calculated for the optically thick region of the composite model also indicate a lower abundance of He 0 and He 2+ , but a higher He + abundance, which is confirmed by the results in Table 7 . The optically thin region results do not seem to be affected as much and they are almost identical for the composite and for the self-consistent model. There are two main causes for the discrepancies observed between the results for the optically thick regions of the composite and self-consistent models. First of all, the diffuse radiation field coming from the optically thin region of the self-consistent model is weaker than the diffuse field coming from the same region in the optically thick spherically symmetric nebula of the compositemodel, since the diffuse field is approximately proportional to the square of the density and the densities in the two regions of the spherically symmetric optically thick composite model are, obviously, the same and are higher than the density in the optically thin region of the self-consistent model. This means that more diffuse photons are available to ionize the low ionization potential species in the composite model than there are in the self-consistent one. Secondly, the shape of the diffuse continuum at the edges between the two regions is different in the two models. In the self-consistent model the diffuse photons coming from the optically thin region will have higher frequencies, on average, than those coming from the same region in the optically thick spherically symmetric nebula of the composite model; this is due to the fact that in the optically thin medium the gas is in a higher ionization state. The photoionization cross-sections of the lower ionization species in the optically thick region of the self-consistent model will be, in general, quite small at the higher frequencies typical of the diffuse photons For each element the upper row is for the optically thick phase and the lower row is for the optically thin phase.
coming from the optically thin region and so these species will be less efficiently ionized by them. In the composite model, however, since the density distribution is spherically symmetric, the ionization structure is also the same in all radial directions; this means that the diffuse photons coming from adjacent regions will have frequencies close to the ionization thresholds of the lower ionization species which will, therefore, be ionized to a greater degree than in the self-consistent model. On the other hand, the optically thin region of the self-consistent model will not be affected by the lower energy diffuse photons coming from the optically thick region since the gas in the optically thin region is already in a higher ionization stage. The combination of the two effects discussed above explains why the abundances of lower ionization species are lower in the optically thick region of the composite model than in the same region of the self-consistent one.
Another striking feature which emerges from running the composite spherically symmetric model is in the prediction of mean temperatures weighted by ionic species shown in Table 8 . As mentioned in the previous subsection, the mean ionic temperatures predicted by C87 show very little variation amongst the neutral species in each sector, whereas the scatter of the results from Mocassin's self-consistent model is much larger. It was anticipated that a possible explanation for this effect could be the fact that in Clegg et al.'s work the diffuse radiation field transfer was not self-consistent, particularly near the boundaries between the two density regions and that the interaction between the two phases' diffuse radiation fields could lead to the fluctuations in the kinetic temperatures obtained in Mocassin's self-consistent model. The results obtained from Mocassin's composite model indeed confirm this hypothesis -within each sector the fluctuations in the mean ionic temperatures weighted by ionic abundances for neutral species disappear and their distribution resembles that obtained by C87 although the Mocassin temperatures are still slightly lower, particularly in the thin sector.
In conclusion, it is clear that the effects of the diffuse radiation field near the boundaries between the two phases are not negligible, even for the simple biconical distribution used in this case. These effects are particularly important for the abundances of the lower ionization species. It is not clear, however, why the ionization structure calculated by C87 (their Table 18 ), who used a composite model, bears more resemblance to Mocassin's self-consistent model results (see Table 4 ), than to Mocassin's composite model results (see Table 7 ). Unfortunately, due to the completely different approach to the radiative transfer used by the two codes and the fact that fifteen years have passed since C87's work, over which period the atomic database has evolved considerably, any further comparison between the two codes becomes difficult.
A SPINDLE-LIKE DENSITY DISTRIBUTION MODEL FOR NGC 3918
Figure 1, from C99, shows a qualitative representation of a density distribution obtained from a hydrodynamical model by Mellema (1996) that was adopted by C99 in their observational study of the For each element the upper row is for the optically thick phase and the lower row is for the optically thin phase. The abundances are given by number, relative to H spatio-kinematical properties of NGC 3918. The model chosen was one from a set that Dr. G. Mellema computed for his original thesis work (parameters B = 6 and A = 0.9 in his calculations, page 126). The exact density distribution for the model used in the C99 paper was kindly provided by G. Mellema, and a first attempt to construct a photoionization model for this distribution was carried out. The density distribution, however, had to be scaled up by a factor of 1.6 in order to match the observed Hβ flux. However, the integrated emission line spectrum still did not match the observations, as the emission line strengths from the lower ionization For each element the upper row is for model A and the lower row is for model B Figure 4 . Three-dimensional iso-density plot of the spindle-like density distribution for model B.The density cut was chosen in order to show the shape of the inner shell of the nebula.
species were heavily underestimated. From the images, however, it is evident that NGC 3918 has an inner shell of denser material which screens the gas behind it from direct starlight, thus allowing the existence of a lower ionization region. In Mellema's simulations such shells can only be made by considering an evolving central star and having a slow H ionization front. This, however, was not the case for the model used in C99 analysis. In order to simulate such a dense inner shell, the density was artificially raised in the equatorial region to form a thick torus between the two lobes.
The torus had to be thick enough to effectively screen the material behind it, and the latitudinal extension of the density enhancement was determined such that the model would return the observed Hβ flux. This trade-off between the density enhancement factor and its spatial extension resulted in the creation of a thick equatorial waist. The three-dimensional iso-density plot (obtained for a high density threshold) of the final density distribution used for this model is shown in Figure 3 . This model will be referred to as model A.
A second attempt to reconstruct the density distribution of this object was to seek an analytical expression which could reproduce the structure shown in Figure 1 and in the HST and NTT images published by C99. The parameters of the central star and the adopted nebular abundances were the same as in the biconical model. The density distribution was obtained by combining a sphere with an ellipsoid, using a set of analytical epressions as described in Appendix A. The best fit to the observed integrated spectrum and to the images of NGC 3918 was obtained using the parameters listed in Table 9 . Figure 4 shows the three-dimensional iso-density plot corresponding to this combination. In this work the spindle-like model constructed by using the analytical description will be referred to as model B.
C99's study primarily focused on the kinematics of NGC 3918 and therefore they did not propose any new values for the central star parameters or for the nebular elemental abundances. Although derived for a different density distribution, the parameters derived by C87 were used by us for these models too. As given by C87, the dereddened stellar flux at 1300Å is equal to 2.4×10 −12 ergs cm −2 s −1Å−1 . For an assumed distance of 1.5 kpc and a stellar effective temperature of T ef f =150,000 K, this flux corresponds to a stellar luminosity, L * , of 5780 L⊙. The stellar luminosity in the C87 model, however, was finally adjusted by them to a slightly higher value of F * (1300Å) = 2.9×10 −12 ergs cm −2 s −1Å−1 , corresponding to L * = 6900 L⊙. In this work both values for F * (1300Å) were used, in turn, for both models A and B. Finally, F * (1300Å) = 2.9×10 −12 ergs cm
(L * = 6900 L⊙) was chosen for model A and F * (1300Å) = 2.4×10 −12 ergs cm −2 s −1Å−1 (L * = 5780L⊙) was chosen for model B, as these produced the best results. Table 10 summarises the nebular and stellar parameters used for the models described in this section. Table 11 lists the predicted emission line fluxes integrated over the nebular volume for the spindle-like models A and B for NGC 3918; for comparison, the observed values are also reported in the last column of this table. The observed spectrum is reasonably reproduced by both models. The Hβ fluxes predicted by models A and B are slightly different, but they are both within 10% of the observed value. The emission line predictions for helium seem to indicate that in both models the abundance of He 2+ is slightly overestimated, hence leaving too little He + . However both results are comparable to those obtained using the biconical model and indeed to the C87 results presented in Section 2.1. The major discrepancies between the two models and the observations are the same as for the biconical model case. The C IV 1549Å and the Mg II 2800Å resonance doublets are overestimated by large factors by the Mocassin models, which do not take dust absorption into account. The Si IV 1393Å and 1401Å resonance line doublet, which should also suffer from absorption by dust, does not seem to be affected. In fact if the 30% attenuation predicted by Harrington et al. (1988) were to be applied to the flux of this doublet, the fit to the observations would be made worse. However, as has already been discussed in section 2.1.1, Si IV 1393Å and 1401Å are quite weak and the flux measured might not be accurate. As before, large discrepancies with the observations, of factors of about ten, are also observed for the [Ne V] fine structure lines, namely [Ne V] 14.3 µm and [Ne V] 24.3µm; this is discussed in Appendices B and C. The large discrepancies found between the spindle-like model predictions for the infrared line fluxes on the one hand, and the ISO SWS measurements of Bower (2001) reported in Table 11 , on the other hand, are most probably due to the ISO SWS aperture having been offset from the centre of the nebula. This is discussed in more detail in Section 4 and Appendix C. In general, the integrated spectra obtained from the spindle-like models are in good agreement with those obtained from Mocassin's biconical model, and, therefore, comments made during the discussion of the latter (Section 2.1) largely apply to the models A and B discussed in this section. The diagnostic line ratios calculated for models A and B are given in Table 12 . They are in satisfactory agreement with the observed ratios, also reported in the same table, with model B providing the slightly better fit. Tables 13 and 14 list, respectively, the fractional ionic abun- dances, f (X i ), and the mean electron temperatures weighted by ionic species, for the spindle-like distribution models of NGC 3918. For each element listed in the two tables, the upper entry is for model A and the lower entry is for model B. It is difficult to make a comparison with Mocassin's biconical model results or with those of C87, since both of the spindle-like models consist of a continuously varying gas density distribution where clear edges do not exist. The values of the ionic fractions reported in Table 13 were obtained from Equation (2), and represent an average over the whole ionized volume of the local ionic fractions weighted by the local density. Figures 5 and 6 show the ionic fractions of oxygen (middle panels) and carbon (bottom panels) as a function of radius along the polar (left panels) and equatorial (right panels) directions for the spindle-like models A and B, respectively. The electron density distribution along the two directions is also shown in the top panels of Figures 5 and 6 for the polar (left panels) and equatorial (right panles) directions. It is clear from the figures that the ion distributions are very different along the two directions of each model, according to the gas density structure. Integrated ionic fractions, f (X i ), such as those listed in Table 13 , are very useful when discussing the large-scale ionization structure of models with density variations, however plots of the type shown in Figures 5 and 6 can provide a better insight into the actual ionization topography of a model. Table 14 , the weighted mean temperatures calculated by Mocassin for model B (lower entries) are consistently lower than those calculated for model A (upper entries), apart from the third and fourth column values (for doubly and triply ionized species), which are, on the contrary, higher for model B. It is also evident that the scatter of values for the same column of ionic stage is larger for model B even for the lower ionization stages, while the scatter is very small for model A. The effects of density distributions on the final values obtained for the mean weighted temperatures have already been discussed in Section 2.2. It is clear that in this case the behaviour of the two models depends heavily on their density distributions. 
Spindle-like Density Distribution Models: Results

As shown in
THE INFRARED FINE-STRUCTURE LINE FLUX DISCREPANCIES
The main reason for the discrepancy observed between the models' predictions of the infrared line fluxes and the Bower (2001) measurements from the ISO SWS data for NGC 3918 is that the nebular coordinates used for the ISO observations were incorrect by approximately 14 arcsec (see Appendix C). A masking IDL routine (Morisset et al. 2002) , which makes use of the measured wavelength-dependent SWS beam profiles, was applied to the projected maps obtained from the final converged model grids, in the six infrared fine-structure lines. This routine returns a mask which takes into account the wavelength-dependent aperture size and beam profile, and which can then be applied to a map of the object in the required emission line to predict the emergent flux that would be measured. The position of the aperture centre was offset from the centre of the nebula by the amounts specified above, and the aperture was rotated by an angle of 80
• East of North 1 to correspond to the spacecraft roll-angle. Resultant predicted fluxes were obtained by convolution of the offset, rotated mask with the correctly oriented map of NGC 3918 in the required emission line. Table 15 provides a summary of the line fluxes predicted for the six infrared fine structure lines, first for the whole nebula, i.e. without the aperture corrections (column 2) and then after the corrections for the aperture profile, offset and orientation (column 3). Figure 7 illustrates the effects of the aperture corrections on the final transmitted flux for three of the the six infrared finestructure lines for the spindle-like model B of NGC 3918, namely [O IV] 25.9µm, [Ne III] 15.6µm and [S III] 18.7µm. The upper panel of each pair shows a map of NGC 3918 in a particular infrared fine-structure emission line, oriented such that north is up and east is to the left; a contour map of the appropriate wavelengthdependent aperture transmission profile is superimposed on each map. The lower panel of each pair shows the map from the corresponding upper panel after convolution with the appropriate ISO SWS aperture profile.
It is clear from the images, and from the corrected line fluxes reported in Table 15 , that the SWS aperture offset is indeed the main reason for the SWS infrared line flux discrepancy. However, even after these corrections the fluxes for the predicted [Ne V] fine structure lines are still a factor of two to three too strong compared to the observed values; this may be due to the collision strengths by Lennon & Burke (1991) used in the Mocassin code, which are much larger than those used in the Harrington code by C87. This has already been discussed in Section 2.1. A discrepancy also remains between the SWS flux in the [S IV] 10.5 µm line measured by Bower (2001) and the corrected fluxes predicted by Mocassin, which are a factor of 2 to 3 stronger. C87 also predicted a flux for this line which was a factor of 3.6 stronger than the IRAS LRS measurements of Pottasch et al. (1986) . The origin of this discrepancy still remains unclear.
It is worth noting that although the aperture offset of 14 arcsec also applied to the LWS observations made with ISO (Liu et al. 2001 ), this would not affect the integrated flux measurements, due to the much larger aperture size of the LWS (≈70-80 arcsec FWHM).
VISUALIZATION OF THE MODEL RESULTS
A large amount of observational data has been obtained for NGC 3918 over the years. Some of the most recent data published include the optical images and the high resolution, long slit spectra presented by C99. In the same paper they also presented an image of NGC 3918, retrieved from the HST archives, and obtained in 1995 with the Wide Field Planetary Camera 2 (WFPC2) in the F555W filter and shown here in Figure 8 . 
Projected Images
In order to compare the final model results for the biconical distribution and for the spindle-like distribution, IDL visualization routines, described by Morisset et al. (2000) and Monteiro et al. (2000) , were employed. Figure 9 shows predicted maps of NGC 3918 in the Hβ emission line, obtained from the three models developed in this work; namely, the biconical model (left-hand The inclination and spatio-kinematical parameters of NGC 3918 were derived by C99 using the spatio-kinematical model of Solf & Ulrich (1985) . They obtained the best fit to the observed shape and kinematics of the inner shell by assuming an inclination angle θ of 75
• , where θ is defined as the angle between the polar axis and the line of sight. The data cubes calculated in this work for the spindle-like models A and B were, therefore, rotated through the same angle to produce projected maps in various emission lines, including those shown in Figure 9 . C87 derived some kinematical information from a Coudé spectrum of the [O II] λλ3726, 3729 doublet. From this they derived an inclination angle, θ, for the biconical density distribution model, of 15
• . Therefore the projected images for the biconical model (including the Hβ maps shown in Figure 9 ) were obtained by rotating the grid by the same angle. The images of NGC 3918 published by C99 also show some low intensity small scale features associated with this object. In our work, however, no attempt was made to reproduce these features. They are discussed by more detail by C99, including several low-ionization structures located roughly along the major axis of the nebula and clearly From the projected maps obtained in several emission lines for the biconical density distribution model (the Hβ maps are shown in the left-hand panels of Figure 9 ), it became obvious that the model proposed by C87, although successful in reproducing the emission spectrum of NGC 3918, cannot be used to actually describe the geometric structure of this object. C87, however, were right to assume that this object must be optically thick in some directions and optically thin in others, in order to obtain such a complex spectrum, exhibiting strong emission lines from a wide range of ionization stages, e.g. [Ne V] and He II to [O I] and [N I] . A number of combinations of thick and thin phases could possibly have been used to construct models to fit the emission lines and, without additional spatial information, it would have been virtually impossible to distinguish between them.
Projected maps were also obtained in several emission lines for the density distribution given by the Mellema (1996) model (spindle-like model A), discussed in Section 3. Once again, for the sake of space only the Hβ maps are shown in Figure 9 (central panel). As discussed in the previous section, the original distribution had to be enhanced in the equatorial region in order to correctly reproduce the observed spectrum. Although the shape of the inner shell of NGC 3918 is better reproduced than by the biconical model, the polar protrusions were still missing and the enhancement seemed to be too localised in a small equatorial torus.
The best matches to the observed images of NGC 3918 were obtained for the spindle-like model B, where the density distribution of the inner shell was reproduced using the analytical expression given in Appendix A. Figure 9 (right-hand panels) shows the Hβ maps obtained for this model on a linear scale (top-right) and on a logarithmic scale (bottom-right). The detailed shape and density distribution given by the analytical description depends on ten parameters and it is possible that a number of combinations of these could be used to reproduce the observations. However the combination used in this model (see Table 9 ) produces images ( Figure 9 ) and spectroscopic results (see below) which are consistent with the observations. It might be possible to obtain even better fits by further adjusting the density distribution parameters and, possibly, also the central star parameters, considering that those obtained by C87 were based on a completely different geometrical model. The cen- tral star parameters, however, were based on global nebular properties which shouldn't change as much.
Position-Velocity diagrams and line profiles
As mentioned above, C99 used the spatio-kinematical empirical model of Solf & Ulrich (1985) to describe the nebular expansion velocity, Vexp, in order to fit their observations of position velocity plots of Hα and the shape of the inner shell of NGC 3918. In this model Vexp increases from the equatorial plane towards the polar axis according to the following equation (Solf & Ulrich 1985) Vexp
where φ is the latitude angle, defined such that φ=0
• in the equatorial plane and φ=90
• in the polar direction; Vp and Ve are the equatorial and polar velocity components, respectively (Vp = 50 km s −1 and Ve = 23 km s −1 in their work); γ is a shape parameter (γ=12 in their work). Here the velocity field described above Left: Displayed to show the highest intensity levels by using a linear scale. Right: Displayed to show the faintest structures on a logarithmic scale. (Corradi et al. 1999). was used for the spindle-like density distribution model A in order to produce position-velocity diagrams along slits positioned at P.A.=-76
• and P.A.=+13
• , in order to compare with Corradi et al.'s observations, shown in Figure 10 . Position-velocity diagrams were obtained for each of the lines with long slit spectra presented by C99, and include He II λ4686, Hα and [N II] λ6584. These are shown in Figure 11 (middle two rows).
Position-velocity maps were also produced for the biconical density distribution model and for spindle-like model B (Figure 11 , top two rows and bottom two rows, respectively) using the same slit positions as above. A simple radial velocity field was adopted, namely
where r is the radial distance; V0 and V1 and constants (V0 = 23 km s −1 and V1 = 50 km s −1 in this work). Originally, the Solf & Ulrich (1985) description of the velocity field was also used for spindle-like model B; however it was found that better matching results were obtained by using the simple radial velocity field described above, which was applied to obtain the echellograms shown in Figures the velocity field creates two bright spots which have not been observed. The same does not happen when the Solf & Ulrich (1985) velocity field is applied to the spindle-like model A, since the two polar protrusions (which are created in model B by embedding an elliptical shell within a spheroid) are not closed at the poles (see Figure 1 ). However, from the HST image shown of the left hand panel in Figure 8 , it seems that the polar protrusions are indeed closed, although not very dense, and therefore the density distribution used in model B seems more appropriate.
After inspection of all the position-velocity diagrams obtained for the three models ( Figure 11 ) and comparison with C99's Figure 4 , it is clear that the observations are most closely reproduced by the spindle-like model B (bottom two rows in Figure 11 ). All the synthetic position-velocity diagrams are plotted on a logarithmic intensity scale. It is worth noting at this point that all minor axis position-velocity diagrams (bottom panels in each pair of rows) are plotted such that the ordinate is the velocity (in [km s
−1 ]) and the abscissa is the spatial variable; this has to be taken into account when comparing the synthetic spectra to the observations in Figure 10 , where the abscissa and the ordinate are reversed. The [N II] position velocity diagrams show the largest discrepancies and will be discussed below. Before that, however, we will focus on the Hα and He II position-velocity diagrams. The projected maps ( Figure 9 ) had already anticipated, and the synthetic echellograms in Figure 11 (top two rows) confirmed, that the biconical distribution is not a realistic representation of NGC 3918. However, as already mentioned, the imaging information available for NGC 3918 was very limited at the time when this model was devised by C87. Model A (middle two rows of the position-velocity diagrams in Figure 11 ) fails to reproduce the polar protrusions in the observed long slit spectra (Figure 10) , as was also clear from the projected maps obtained from this model (Figure 9, central panels) . Moreover, the thick waist in model A, which had to be artificially created in order to obtain the observed line strengths for the lower ionization species, is not observed in NGC 3918.
None of the models presented in this work succeeded in reproducing the [N II] λ6584 echellograms shown in Figure 10 . There are two main reasons for the observed discrepancies: firstly, N + is abundant in the FLIERs of NGC 3918 (C99), which are not accounted for in the models presented here; secondly, N + also seems to exist in the inner regions of the shell; the NTT image in Figure 1 of C99 shows [N II] emission to be present in almost a filamentary form. All the models presented in this work have smooth density distributions and do not include any filaments or knots. In spindle-like model A, N + is mainly concentrated in the toroidal region behind the thick equatorial waist, which is screened from direct starlight, whereas in model B, N + is mostly concentrated in small polar regions beyond the elliptical shell which creates the protrusion, and they are also screened from direct starlight by this shell and are further away from the star. In fact, it is quite hard to have N + survive in the very hard stellar radiation field (T ef f = 140,000 K) in the inner shell, unless some sort of density enhancement is postulated. This shows that, although spindle-like model B appears to be quite successful in reproducing the main spectroscopic and kinematic characteristics of NGC 3918, there is still scope for improvement.
A three-dimensional reconstruction technique for studying the morphology, physical condition, ionization and spatial structure of planetary nebulae has been introduced by , and Ragazzoni et al. (2001) . In this appproach, the relative density distribution of an emitting region along the cross-section of nebula covered by the slit can be obtained from the radial velocity, the FWHM and the intensity profile. F. Sabaddin and other members of the Padova group have recently obtained observations for several other planetary nebulae, including NGC 3918, consisting of long slit echellograms at various position angles on the nebulae, and are planning to carry out detailed studies of them by applying their three-dimensional reconstruction technique to them. This means that in the near future a data cube containing a three-dimensional density distribution obtained using the method above could be available for NGC 3918. It would be very interesting then to map such a data cube onto a Mocassin grid and construct a new photoionization model for this object, since as discussed earlier, although spindle-like model B produces satisfactory results, there are still some discrepancies remaining with the observational data.
CONCLUSIONS
In this paper three photoionization models were constructed for the planetary nebula NGC 3918, a biconical model and two spindlelike models. The first spindle-like model (A) used the density distribution of the Mellema (1996) model already applied to this object by C99. The second spindle-like model (B) instead used an analytical expression for the density distribution, which aimed to mimic, by means of an ellipsoid embedded in a sphere, the shape of the inner shell of NGC 3918. The aim was to find a model which could not only reproduce the main spectroscopic features observed for this object, but also the spatio-kinematical properties of the nebula which recent observations (C99) have uncovered.
The integrated emission line spectra obtained from the three different models were all in fair agreement with the observations. Discrepancies exist between the observed line fluxes of the C IV λλ1548,1550 and Mg IIλλ2796,2803 resonance doublets, which can largely be explained by dust absorption in the nebula (Harrington et al. 1988) . Large discrepancies were also found between the models' predictions for the fluxes of the infrared finestructure lines and the measurements of the ISO SWS spectra. The main cause for this discrepancy is a pointing error which affected ISO observations of NGC 3918, causing an offset of approximately 14 arcsec from the centre of the nebula. The corrected predicted line fluxes, obtained by convolving the ISO SWS aperture profiles with projected nebular maps in the relevant emission lines, confirmed that most of the discrepancy between the observed and model fluxes could be attributed to the pointing error, although there is still a factor of three discrepancy for the [S IV] 10.5 µm line.
A diffuse radiation field consistency test was also carried out in this work, which showed that the interaction of the diffuse radiation fields from two adjacent regions of different densities is not negligible, even in the relatively uncomplicated case of the biconical density distibution used by C87. We found that the low ionization species in the optically thick cones were particularly effected by the diffuse radiation field coming from the optically thin sector.
Although the volume-integrated emission line spectra obtained by the three models of NGC 3918 were in agreement with each other, the projected maps and the synthetic long-slit spectra obtained in several emission lines were, however, very different from one model to the other. Spindle-like model B produced the best fits to the observations, although some discrepancies still exist, particularly in the [N II] maps and long slit spectra, as discussed in Section 5.2.
Confirming the conclusions of Monteiro et al. (2000), from their three-dimensional modelling of NGC 3132, this work has indicated that a detailed model of a nebula cannot be verified just by comparison of the observed integrated spectrum with model predictions. In fact, in the case of NGC 3918 approximately the same spectrum can be obtained with a number of different geometries and density distributions. For this reason, three-dimensional models are necessary in order to allow a spatio-kinematical analysis to be carried out by comparing predicted images and position-velocity diagrams in several lines to available observational data. Mocassin provides all the tools needed for such simulations and for the visualization of the final results.
