Introduction
The elegant biophysical studies of Hodgkin & Huxley (1952) on the squid axon demonstrated that action potential generation results from an interplay of four nonlinear, time-dependent processes governing membrane potential (<), Na> channel activation (m), Na> channel inactivation (h), and K> channel activation (n). Subsequent investigations have shown that human and mammalian neocortical neurons are even more complex, with approximately 12 distinct ionic currents contributing to their responses (Gutnick & Crill, 1995; McCormick, 1998) . Among these additional currents are a low threshold Ca> current, I 2 , and a slow afterhyperpolarizing K> current, I
&.
. The diversity of neocortical spike patterns produced by these currents has been categorized into four distinct classes (Connors & Gutnick, 1990; Gutnick & Crill, 1995; Gray & McCormick, 1996) . Regular spiking neurons (RS) begin "ring at a high rate that decreases to a lower steady rate within approximately 100 ms (spike frequency adaptation). Fast spiking (FS) neurons typically show little or no spike frequency adaptation and also produce a briefer spike, which permits them to maintain "ring rates in the 400}800 Hz range. Continuously bursting neurons (CB) and chattering cells produce a patterned spike train consisting of periodic bursts, with 2}6 spikes typically comprising each burst. Finally, intrinsic bursting cells (IB) typically begin "ring with a burst of 2}6 spikes which is followed by a pause and then a transition to a tonic spike train. FS neurons are typically inhibitory, while the remaining cell types are thought to be excitatory (McCormick et al., 1985) . The diversity of neocortical ion channels and "ring patterns raises two questions. First, what is the dynamical basis for this diversity? Second, do FS, RS, CB, and IB cells truly represent distinct categories, or do they represent points on a continuum of neural behaviors? Based upon neural modeling studies, Mainen & Sejnowski (1996) have suggested that the diversity of "ring patterns results from separation of the fast I ,? and I ) currents in the axon initial segment from the slower I 2 -and I &.
-type currents in the soma and dendrites. They also suggested that the "ring patterns of neocortical neurons might form a continuum rather than falling into discrete categories. However, the complexity of their simulation prevented them from determining whether the underlying dynamics might fall into categories de"ned by the nature of their singularities, presence or absence of Hopf bifurcations, etc.
The goal of this paper is to develop the simplest plausible approximation to neocortical neurons that is consistent with the observed diversity of dynamical behavior and to use this formulation to suggest answers to the questions posed above. The tradition of simplifying action potential dynamics originated with the FitzHugh}Nagumo equations (FitzHugh, 1961; Nagumo et al., 1962) , which comprise a twodimensional system in < and a recovery variable R with nonlinearities limited to a cubic polynomial. Indeed, the mathematical tractability of these equations has resulted in the their continued use in neural simulations (e.g. Collins et al., 1995; Longtin, 1995; Kaplan et al., 1996) . The model developed here retains the analytic tractability of the FitzHugh}Nagumo approach by restricting all nonlinearities to cubic polynomials. Unlike FitzHugh}Nagumo, however, the neocortical model retains the essential biophysics by explicitly incorporating Ohm's law and the appropriate equilibrium potentials in the dynamics. The resulting model consists of four di!erential equations simulating interactions among I ,? , I ) , I 2 , and I &. . The model "ts the observed range of neocortical responses and indicates that only four distinct categories are essential to the underlying dynamics.
Neocortical Model
The Hodgkin}Huxley (Hodgkin & Huxley, 1952) equations are based on the biophysical assumption that each ionic current must obey Ohm's law independently. It was further assumed that the e!ective potential for each ionic current was the di!erence between the membrane potential < and the equilibrium potential for the ion in question, E. With g representing the conductance, the j-th ionic current may therefore be written as
The two ions responsible for action potential generation are Na> and K>. The simplest dynamical formulation consistent with these observations is
The "rst equation describes changes in the membrane potential < due to membrane capacitance (C), ionic currents, and the stimulating current I (in nA). E ,? and E ) are the equilibrium potentials for Na> and K>, respectively, while m (<) is the Na> activation function. The second equation describes K> channel activation as a function of the time constant 0 and the equilibrium state R (<). The variable in this equation has been designated R to signify that it represents a recovery variable.
Several approximations are inherent in eqn (2). As previously developed by Rinzel (1985) , Na> activation has been assumed to be su$ciently fast to be described by its equilibrium value m (<). Second, the Na> conductance has no inactivation variable. This is consistent with the observation that human and mammalian neocortical neurons contain Na> currents that do not inactivate (Connors et al., 1982; Avoli et al., 1994) . Several other models, such as Morris}Lecar (Morris & Lecar, 1981) , also lack inactivation variables (Rinzel & Ermentrout, 1989) . Third, 0 has been chosen to be independent of < (consequences of this are discussed below). 376 FIG. 1. Phase plane and isoclines (or nullclines) for eqns (2) and (3). The solid curve is the d</dt"0 isocline, while the dashed curve is the dR/dt"0 isocline. Values of E ,? and E ) de"ne the locations of the ends of the d</dt isocline. Depolarizing currents I cause the left-hand dip in the d</dt isocline to move upwards (arrow) causing the asymptotically stable node (a) and saddle point (b) to coalesce and vanish at a bifurcation. Beyond this saddle-node bifurcation action potentials exist as limit cycles surrounding the unstable spiral point (c).
It may be noted that eqn (2) contains no explicit representation of the leakage current. Because m (<) and R (<) will both be chosen to be polynomials [see eqn (3) below], however, it is possible to exactly absorb any leakage current into the linear terms of the Na> and K> currents as long as the equilibrium potential for the leakage current lies between E ,?
and E ) . Therefore, the absence of an explicit leakage current in eqn (2) is simply a matter of mathematical convenience.
Membrane potential < has been scaled to units of mV/100 in order to keep the constants in eqn (3) within a reasonable range. Given this convention, E ,? "0.5 and E ) "!0.95, corresponding to 50 and !95 mV, respectively. All plots of action potentials will be scaled by a factor of 100 for comparison with physiological data.
Restriction of eqn (2) to cubic order nonlinearities can be met if the Na> activation, m (<), and the equilibrium state of the recovery variable, R (<), are de"ned by quadratic functions. Appropriate forms for these functions are
In the case of m (<), a quadratic function su$ces to capture the accelerating nonlinearity inherent in voltage-dependent Na> channel activation. Constants were chosen to provide the best "t of the d</dt isocline [see eqn (4)] to that of the Rinzel (1985) approximation to the Hodgkin}Huxley (Hodgkin & Huxley, 1952) equations. A quadratic dependence of R was "rst introduced by Hindmarsh & Rose (1984) based upon their empirical model (Hindmarsh & Rose, 1982) . They have argued that it represents a useful approximation to the presence of an I current (Rose & Hindmarsh, 1989) . The mathematical relevance to the present formulation is simply that a quadratic form for R (<) permits spike initiation at arbitrarily low frequencies due to a saddle-node bifurcation, which is characteristic of class-I neurons (Ermentrout, 1998) . Rush & Rinzel (1994) have emphasized some of the limitations of this approximation to I currents.
Isoclines (i.e. nullclines) for eqns (2) and (3) are plotted in Fig. 1 and are given by
The constant g ) "26 here and subsequently, and this results in a !0.748 or !74.8 mV resting potential. Note that the term (<!E ) ) in the denominator of the "rst isocline equation is a consequence of Ohm's law. This means that the d</dt"0 isocline will approach in"nity at <"E ) . Furthermore, when I"0, the d</dt isocline is zero when <"E ,?
. As indicated in Fig. 1 , these points on the isoclines re#ect the underlying biophysics. Due to the denominator in the d</dt isocline equation, depolarizing currents I primarily shift the left-hand dip in this isocline upward (vertical arrow in Fig. 1 ) without a!ecting the right-hand hump. This is physiologically correct and in marked contrast to the NEOCORTICAL DYNAMICS FitzHugh}Nagumo equations. In consequence, spiking begins at a bifurcation where the saddle point (b) and node (a) disappear leaving only the unstable spiral point (c). The cubic equation for the steady states derived from eqns (3) and (4) can be solved for the current I at which the saddlenode bifurcation occurs (see the appendix). The resulting rheobase current for the model is I"0.178 nA, which results in a threshold depolarization to <"!0.68 (i.e. !68 mV) and results in an action potential. Both rheobase and the #7 mV depolarization at threshold are in good agreement with data on human neurons (Foehring & Wyler, 1990) . When model neurons are stimulated via appropriate synaptic currents (see below), the depolarization necessary for spike generation rises to about !0.60 (i.e. !60 mV).
As a "nal point elucidated by the isocline structure in Fig. 1 , note that the peak height of action potentials will occur where the limit cycle crosses the d</dt isocline on the right. However, this point is governed primarily by the Na> equilibrium potential E ,?
. Reducing E ,? experimentally has been shown to have a dramatic e!ect in reducing spike height (Hodgkin & Katz, 1949) , and model simulations of eqns (2) and (3) reproduce their data accurately.
To complete this simpli"ed model for human and mammalian neocortical neurons, two further currents must be added to eqn (2). These represent approximations to a Ca> current, I 2 , and a slow, Ca> mediated K> hyperpolarizing current, I &. . As will be emphasized in the discussion, the model I 2 current lacks the inactivation characteristic of physiological I 2 currents. In the spirit of the approach just developed, the resulting four-equation system is given by
where ¹ and H are the model conductance variables for I 2 and I &.
. As in eqn (3) for m (<) and R (<), cubic dynamics are maintained by restricting ¹ (<) to a quadratic polynomial
The very small positive value of ¹ (<) at rest changes the resting potential of eqns (2) and (3) from !0.748 to !0.75, or !75 mV.
The equilibrium potentials, represented explicitly in the "rst equation in eqn (5), are: E ,? "0.5 (i.e. 50 mV); E ) "!0.95 (i.e. !95 mV); and E !? "1.2 (i.e. 120 mV). These values are similar to values adopted by others (e.g. Rush & Rinzel, 1994; Mainen & Sejnowski, 1996) . Time constants are 14 ms for the d¹/dt equation and 45 ms for the dH/dt equation. Finally, C"1.0 F cm\. The remaining three parameters in eqn (5), 0 , g 2 , and g & , will be assigned di!erent values to simulate each distinct form of dynamical behavior observed in cortical neurons.
Derivation of the dH/dt equation deserves comment. Biophysically, H is driven by the internal Ca> concentration, which in turn depends on the Ca> current through the membrane. Representing this current exactly leads to an equation of the form
Two observations permit this to be simpli"ed to the form in eqn (5). First, the long 45 ms time constant guarantees that #uctuations in < on the time-scale of individual action potentials will be e!ectively invisible in eqn (7). The remaining variation in < is bounded approximately by the range !0.8)<)!0.6 (see Figs 4}6) . Thus, the term (<!1.2) in eqn (7) only varies by about $5%. Treating this term as constant produces the dH/dt equation in eqn (5). As a check on the adequacy of this constant approximation, simulations were run to compare dH/dt in eqns (5) and (7). As expected from the considerations above, the simulations did not di!er signi"cantly, and H(t) computed from the two equations only varied by $5%. Thus, eqn (5) incorporates an approximation to eqn (7). 
Regular Spiking and Fast Spiking Neurons
A major characteristic of regular spiking or RS cells is pronounced spike frequency adaptation, which can be simulated using the parameter values g 2 "0.1 and g & "5. In addition, the spike width of RS cells is well "t for 0 "4.2 ms. These values produce a neuron with a pronounced I &.
current and a small I 2 current. The shape of RS action potentials produced by eqn (5) is compared with the measured action potential of a human RS cortical neuron (Foehring et al., 1991) in Fig. 2(a) . Except for small discrepancies at spike initiation and termination, the "t is quite good. In addition, the 0.9 ms spike width at half-amplitude and the peak value of 23 mV agree with data for human RS neurons averaged over several studies (McCormick, 1989; Foehring & Wyler, 1990; Foehring et al., 1991; Avoli et al., 1994) .
Spike frequency (reciprocals of interspike intervals) as a function of time is plotted as a solid line in Fig. 2(c) . Following onset of the 2.1 nA stimulating current, the spike rate drops by about a factor of three within 50 ms, thus exhibiting pronounced spike frequency adaptation. The approximately exponential time course of this adaptation agrees with data from both human (McCormick & Williamson, 1989; Lorenzon & Foehring, 1992) and other mammalian (Connors & Gutnick, 1990 ) RS neurons. The magnitude of spike frequency adaptation can be controlled by the parameter g & in eqn (5) from none up to a point where "ring ceases entirely after a "nite number of spikes, which has been reported for some RS neurons (Gil & Amitai, 1996) . Indeed, I &.
currents have been reported to be under neuromodulatory control (McCormick & Williamson, 1989) , which could easily be incorporated into eqn (5) by making g & dependent upon the output of a modulatory control neuron.
Model RS "ring rates are compared with data from human (Avoli et al., 1994) and guinea pig (McCormick et al., 1985) RS neurons in Fig. 3(a) . Solid symbols in the "gure plot the initial transient spike rates, while the open circles plot the "nal steady-state values of the human RS neuron. The model spike rates agree with the human transient and steady-state data, except for a modest compression of the physiological response above about 1.2 nA. Similar compression can be introduced into the model by treating 0 in eqn (5) as a function of < rather than a constant. Even without this embellishment, however, the model spike rates fall within the physiological range for RS neurons.
While RS neurons are excitatory, inhibitory interneurons in the neocortex appear to be exclusively fast spiking or FS cells (McCormick et al., 1985; Connors & Gutnick, 1990) . FS neurons are characterized by much narrower action potentials, higher maximum "ring rates, and little or no spike frequency adaptation. Some FS neurons even increase their "ring rate by about 25% during constant current stimulation (Connors & Gutnick, 1990) . Such a neuron is accurately described by eqn (5) (McCormick et al., 1985) is plotted by triangles. The response of a model FS neuron is compared with data from two guinea pig neurons (McCormick et al., 1985) in (b). In agreement with physiology, the FS model produces much higher spike rates than the RS model. () ) ᭹ ) )) human trans.; (----) human s.s.; (} } ᭡ } }) G. pig trans. 0 "1.5 ms. The spike shape produced by this simulated FS neuron is plotted as a dashed line in Fig. 2(b) . Compared to the spike of an RS neuron, the reduction of 0 to 1.5 ms results both in a reduction of spike width to 0.5 ms and in a decrease of the spike peak to 16 mV. Both these values agree with mean human FS neuron data (Foehring et al., 1991) . FS neurons in other mammals have been reported to have spike widths as narrow as 0.32 ms (McCormick et al., 1985; Gray & McCormick, 1996) . These narrower spikes can be obtained from eqn (5) by reducing the capacitance to about 0.7 F cm\ and 0 to 1.0 ms.
The spike frequency of this FS neuron in response to a 0.8 nA stimulating current is plotted as a dashed line in Fig. 2(c) . The weak T-mediated current produces an increase in spike rate by about 22% during the "rst 50 ms of "ring as shown by a subset of FS neurons (Connors & Gutnick, 1990 ). Initial spike rates for a model FS neuron are compared with responses of two guinea pig FS neurons (McCormick et al., 1985) in Fig. 3(b) , where the "t to the data plotted as black circles is certainly satisfactory. The model FS neuron can "re at rates above 600 Hz, while the model RS neuron can only produce initial "ring rates up to about 275 Hz.
Continuous and Intrinsic Bursting Neurons
Continuous bursting in response to constant current stimulation has been reported for neocortical neurons in both mouse somatosensory cortex (Agmon & Connors, 1989) and cat visual cortex (Gray & McCormick, 1996) , the latter having been dubbed chattering cells. These cells will be termed continuous bursting or CB neurons and will be distinguished from the intrinsic bursting (IB) neurons discussed subsequently. Equation (5) will produce a CB neuron if the parameters are set at g 2 "2.25, g & "9.5, and 0 "4.2 ms. The spike train in response to a constant stimulating current I"0.85 nA is plotted in Fig. 4 . The response is a series of bursts at 9.0 Hz with the three spikes comprising each burst "red at 172 Hz. Notice that each burst is terminated with an after-depolarizing potential (ADP), as observed physiologically. This simply re#ects the interplay between I ) , I 2 , and I &. , as no explicit ADP has been incorporated into the model.
The burst rate is a monotonically increasing function of stimulus current varying from 3.6 Hz at I"0.2 nA to 11.3 Hz at I"1.5 nA. Over this range, the spike rate within bursts increased only modestly (from 122 to 183 Hz), and the number of spikes per burst remained constant at three (except at the lowest current level, where only two spikes comprised each burst). The decreasing spike height evident within each burst is commonly observed physiologically (Agmon & Connors, 1989; Connors & Gutnick, 1990; Gray & McCormick, 1996) . A mathematical analysis of this bursting behavior is straightforward. To reveal the underlying dynamics, it is convenient to simulate the application of tetrodotoxin (TTX) in order to eliminate the Na>-mediated spikes from the response. This may be accomplished by replacing the < dependent conductance m (<) in eqns (3) and (5) by its constant value at the resting potential, <"!0.75. This is equivalent to removing the active properties of m (<) leaving only the leakage current present at rest (see the discussion of leakage currents above). The calculated value is m (!0.75)"1.1125, so this value was used in the "rst equation of eqn (5) for TTX simulations. The 4;4 Jacobian of eqn (5) is now easily computed and has only a quadratic dependence on < (see the appendix). Application of the Routh}Hurwitz criterion (Wilson, 1999) to this Jacobian shows that a Hopf bifurcation occurs at <"!0.6749. Solution of the cubic equation for the steady state now shows that I"0.199 nA will produce the desired value of < at equilibrium. This proves that a Hopf bifurcation, which can be shown to be supercritical, occurs in the TTX version of eqn (5) when I"0.199 (see the appendix). Thus, the bursting produced by eqn (5) under normal conditions is driven by the I 2 and I &. mediated limit cycle revealed under simulated TTX conditions: Ca> spikes drive the bursting. This is an example of type-II bursting (Rinzel, 1987; Bertram et al., 1995) . However, it is distinct from the Kopell & Ermentrout (1986) model in which slow limit cycles were required to exist under conditions where < remained constant.
Limit cycles in eqn (5) under TTX conditions are mediated by the impact of I 2 and I &. and <. Instances of transient bursting are now easy to understand. As an example, intrinsic bursting or IB neurons (an apparent historical misnomer), typically "re one burst at stimulus onset, pause, and then switch to continuous "ring. An example is plotted in Fig. 5 (top) , for which the parameter values in eqn (5) are g 2 "0.8, g & "4.0, and 0 "4.2 ms. Spikes in the initial burst here are generated at 120 Hz, while the steady "ring rate following the pause in 35 Hz. Removal of the Na> spikes via simulated TTX application (see above) reveals that no Hopf bifurcation can occur for any value of < with these parameters. This analysis also reveals that the steady state in the TTX simulation is an asymptotically stable spiral point, which suggests that IB neural dynamics may re#ect a damped oscillation mediated by the I 2 and I &. currents. This is supported by the instantaneous spike rates (reciprocals of interspike intervals) plotted at the bottom of Fig. 5 , where a damped oscillation in spike rate is evident.
A similar analysis provides insight into seemingly more complex transient bursting behaviors. With parameters g 2 "1.2, g & "3.4, and 0 " 4.2 ms, for example, eqn (5) produces the four burst transient in Fig. 6 before settling down to continuous "ring. Similar physiological behavior has been reported by Connors & Gutnick [1990; Fig. 3(d) ]. Again, the Jacobian under simulated TTX conditions reveals an asymptotically stable spiral point, and a damped oscillation in spike 
Synaptic Connections
The simpli"ed cortical neuron model developed above was designed to be used in network simulations. To accomplish this it is necessary to introduce synaptic interconnections among multiple model neurons. A simple way to do this is through a di!erential equation formulation of Rall's (1967 Rall's ( , 1989 alpha function. This requires adding the following two equations to the four in eqn (5):
where
< NPC is the membrane potential of the pre-synaptic neuron, is the threshold for a synaptic conducatance change, and Hvs is the Heaviside step function. With "!0.1 (i.e. !10 mV), the equations for f and S are only activated during the peak of the pre-synaptic spike. The e!ect of S on the membrane potential < of the postsynaptic neuron is given through addition of the term
to the d</dt equation in eqn (5). E QWL is the synaptic reversal potential, which would typically be 0 mV for excitatory synapses and !0.75 to !0.95 (!75 to !95 mV) for GABA ? and GABA @ inhibitory synapses. To demonstrate that this formulation generates interesting network properties, let us consider one of the simplest scenarios: two RS neurons reciprocally connected by excitatory synapses. It was found that g QWL "20 with QWL " 2 ms was su$cient to ensure that a single presynaptic spike could trigger a spike in the postsynaptic neuron. Using the standard parameter values for model RS cells, g 2 "0.1 and g & "5, one of the two interconnected neurons was continuously stimulated with an input current I"0.5 nA. As shown in Fig. 7 , this led to repeated bursting by the two neurons rather than the simple spike frequency adaptation produced in the absence of synaptic interactions. The bursting results from recurrent excitation causing the model neurons to "re at a rate high enough to produce a potent I &. current that temporarily arrests spiking. In addition to intrinsically generated bursting in CB or chattering neurons, this simulation demonstrates that bursting can also be produced by a very simple network of interacting RS neurons with spike frequency adaptation. McCormick & Williamson (1989) have demonstrated that spike frequency adaptation caused by I &.
currents is under neuromodulatory control. To mimic neuromodulation, let us set g & "0.4, thereby greatly reducing spike frequency adaptation. Again consider two reciprocally excitatory RS neurons with all other parameters identical to those used in the previous network simulation. If one neuron is now stimulated for just 10 ms with I"0.5 nA, the two neurons generate the "ring pattern shown in Fig. 8 . Recurrent excitation switches the two neurons into a shortterm memory state in which they continue to "re at rates of 150}200 Hz for over 320 ms after stimulus termination. RS neurons can produce a self-terminating shortterm memory store, which might be useful, for example, in converting temporal patterns into spatial patterns in auditory cortex.
Discussion
The simpli"ed model for neocortical neuron dynamics embodied in eqn (5) has been shown to produce the range of dynamical behaviors reported for RS, FS, CB, and IB neurons. The essential dynamical components of the model are: observance of Ohm's law, cubic dynamics, and incorporation of four currents. Ohm's law coupled with cubic dynamics su$ces to produce accurate spike shapes and "ring rates. Of the four currents, the two faster ones (I ,? and I ) ) are responsible for spike generation via saddle-node bifurcation to a limit cycle, while the slower two (I 2 and I &. ) modulate "ring to produce spike frequency adaptation and bursting. Mainen & Sejnowski (1996) have shown that a wide range of cortical "ring patterns can be reproduced by the two-compartment Pinsky} Rinzel (Pinsky & Rinzel, 1994) model. In this model the spike generating I ,?
and I ) currents are located in the soma, while remaining currents including I 2 and I &. were relegated to the dendritic compartment. A variety of dynamic "ring behaviors, including bursting, was then produced by varying the coupling between compartments. Based on their simulations, Mainen & Sejnowski (1996) suggest that there is a continuum of neocortical "ring behaviors. The model in eqn (5), for which a detailed mathematical analysis is possible, suggests an alternative. First, although separation of fast and slow currents into separate compartments may be su$cient for generating a range of neocortical dynamics, the fact that eqn (5) describes an isopotential model indicates that two compartments are not necessary. Neocortical dynamics may be contrasted with the case of plateau potentials in motorneurons, where Booth & Rinzel (1995) have demonstrated that separation of slow and fast currents into separate compartments is indeed essential. A more important consequence of the model developed here is the demonstration that the range of neocortical "ring patterns can be captured by a few discrete underlying dynamical regimes. Both RS and FS neurons are characterized by a saddle-node bifurcation to "ring. When g 2 +0.1 and g & '0, spike frequency adaptation characteristic of RS cells is produced, while g 2 *0 and g & +0 produces a model FS neuron with slight frequency enhancement (when g 2 '0). Setting 0 "4.2 ms for RS neurons and 0 "1.5 ms for FS neurons does not qualitatively a!ect the dynamics but instead serves to provide reasonably accurate "ts to the spike shapes and peak amplitudes of these two cell types. In this context, it is worth noting that the Mainen & Sejnowski (1996) two-compartment model cannot reproduce these di!erences in spike shapes. Continuous bursting is produced by eqn (5) experimental data might be used to produce evidence for damped oscillations under physiological conditions. Thus, analysis of the simpli"ed dynamical model in eqn (5) indicates that the spectrum of neocortical spike patterns can be reproduced based on just four discrete underlying dynamical regimes.
With the exception of g 2 , g & , and 0 , all parameters in eqn (5) have been kept constant in order to emphasize the relationships among dynamical modes producing di!erent "ring behaviors. Obviously, however, the model can be improved in particular instances by adjusting other parameters. For example, decreasing the time constants of the ¹ and H equations by about a factor of 3.0 greatly increases burst frequencies, thereby providing a much better "t to the bursting of chattering cells (Gray & McCormick, 1996) . Even the unusual spike shapes produced by cardiac Purkinje "bers (Noble, 1985) can be "t with the cubic dynamics in eqn (5) . This approach is necessary to retain cubic dynamics in eqn (5). If one were to incorporate explicit inactivation, the dynamics would perforce be described by "fth-order polynomial nonlinearities, thus giving rise to the possibility of "ve equilibrium states. Rush & Rinzel (1994) have explored a thalamic neuron model in which inactivation of an I 2 current does produce "ve steady states, and that behavior cannot be replicated by eqn (5) without explicit I 2 inactivation. However, the cubic dynamics in eqn (5) do su$ce to reproduce a wide range of neocortical "ring patterns.
The cubic dynamical model developed here may be contrasted with several other models in the literature. The FitzHugh (1961), Nagumo et al. (1962) , and Hindmarsh}Rose (Hindmarsh & Rose, 1984) equations, although also cubic, lack the essential biophysics incorporated into eqn (5) through adherence to Ohm's law and explicit representation of the equilibrium potentials for Na>, K>, and Ca>. In consequence, none of these models produces accurate spike shapes or "ring rates. Because eqn (5) is as analytically tractable and computationally e$-cient as these other equations, it should be preferable for biophysically plausible simulations. The model embodied in eqn (5) cannot, of course, produce the same level of accuracy as biophysical models that explicitly incorporate a dozen currents identi"ed in neocortical neurons. For example, it cannot reproduce voltage clamp data accurately because of the lack of I ,?
and I 2 inactivation variables. Furthermore, it will not produce post-inhibitory rebound "ring with the parameters discussed here, although somewhat modi"ed parameters do make this possible (Wilson, 1999) . Thus, the cubic dynamical model developed here is intended as a major improvement over the FitzHugh}Nagumo and Hindmarsh}Rose models rather than as an alternative to much more elaborate and computationally intensive biophysical models.
The model in eqn (5) may also be compared with &&integrate and "re'' models. However, those models are no more computationally e$cient than eqn (5), and they make no attempt to describe action potential shapes. In addition, integrate and "re models have di$culty simulating neocortical bursting, which is driven by underlying limit cycle dynamics.
The four equation model developed here should be useful for simulations of neocortical function in preference to less realistic models such as FitzHugh}Nagumo or Hindmarsh}Rose. Indeed, the simulations of two interacting RS neurons in Figs 7 and 8 demonstrate the utility of the approach based on eqn (5). Finally, the analytic tractability of the model can enable one to reveal the dynamical basis of network properties, such as the propagation of synchronized bursting waves in slow wave sleep (Wilson, 1999 The Jacobian associated with eqn (5) For any values of g 2 and g & , the Jacobian can be used in conjunction with the appropriate form of F(<) to determine whether there is a value of < at which a Hopf bifurcation occurs. This may be done using the Routh}Hurwitz criterion for a pair of pure imaginary eigenvalues of the Jacobian (see Wilson, 1999) . Finally, this value of < may be substituted into the steady-state equation to determine the stimulating current I at which the bifurcation occurs. 
