Abstract-This paper presents a hybrid Hopfield network-genetic algorithm (GA) approach to tackle the terminal assignment (TA) problem. TA involves determining minimum cost links to form a communications network, by connecting a given set of terminals to a given collection of concentrators. Some previous approaches provide very good results if the cost associated with assigning a single terminal to a given concentrator is known. However, there are situations in which the cost of a single assignment is not known in advance, and only the cost associated with feasible solutions can be calculated. In these situations, previous algorithms for TA based on greedy heuristics are no longer valid, or fail to get feasible solutions. Our approach involves a Hopfield neural network (HNN) which manages the problem's constraints, whereas a GA searches for high quality solutions with the minimum possible cost. We show that our algorithm is able to achieve feasible solutions to the TA in instances where the cost of a single assignment in not known in advance, improving the results obtained by previous approaches. We also show the applicability of our approach to other problems related to the TA.
I. INTRODUCTION
T HE USE of telecommunication networks has increased significantly in the last decade, mainly due to the dramatic growth in the use of the Internet [1] . The reliability and quality of modern telecommunication service networks are critical in designing optimized networks, which meet the performance parameters. A large variety of combinatorial optimization problems have arisen not only in the design, but also in the management of communication networks [1] , [2] . These new problems require, in many cases, the application of emergent optimization techniques for tackling them. One of these problems is the terminal assignment (TA) problem in a telecommunication network, on which this paper is focused.
TA is a NP-complete combinatorial optimization problem which arises in the design and management of telecommunications networks [3] - [5] . The objective of the TA involves determining minimum cost links to form a network by connecting a given set of terminals to a given collection of concentrators. The terminals have a known requirement of capacity to be assigned to a given concentrator, and this requirement varies from one terminal to another. Each concentrator has associated a given maximum capacity which limits the number of terminals it can handle. The capacity of all concentrators is also known.
TA involves identifying for each terminal the concentrator to which it should be assigned, subject to two constraints. First, each terminal must be assigned to one and only one of the concentrators, and second, the aggregate capacity requirement of the terminals connected to a given concentrator must not exceed the capacity of that concentrator.
Some interesting approaches for the TA can be found in the literature. Abuali et al. [3] proposed a greedy algorithm and a hybrid greedy-genetic algorithm (GA) for solving the TA. Khuri and Chui [4] proposed a GA with a penalty function as an alternative method for solving the TA. They showed its performance by means of the comparison with the greedy algorithm proposed in [3] .
All the previous work on the TA provides powerful approaches when the cost of assigning a single terminal to a given concentrator is known before running the algorithms. 1 However, there are situations in which the cost of assigning a terminal to a concentrator cannot be known before having a feasible solution for the TA. For instance, consider a TA problem in which one of the aims of the network design is to have a balanced assignment of terminals to concentrators. In this case, the cost function depends on the entire solution provided to the communication network, and the cost of a single assignment cannot be calculated. Thus, some of the previous algorithms to the TA, such as the greedy algorithm in [3] , are no longer applicable.
In this paper, we focus on TA instances where only the cost function of entire feasible solutions can be calculated, and where the cost of a single assignment cannot be known in advance. In this framework, heuristic approaches like GAs are an appealing option for achieving good solutions to the TA. The aim of this paper is twofold: first we present a novel hybrid Hopfield network (HNN) GA in which the problem's constraints are managed by the HNN and the quality of the solution obtained is improved by the GA; and second we apply this approach to the TA obtaining very good results and improving some previous heuristic algorithms in the literature.
Our algorithm combines the good performance of the HNN in solving problem's constraints with the ability of the GA for searching optimal solutions in combinatorial optimization problems. The use of the HNN reduces the search space of the GA to the space of feasible solutions. Note that this approach is applicable to other combinatorial optimization problems related to the TA. There are several of these problems in which our hybrid approach can be applied, in the following sections we describe some of them.
The performance of our hybrid algorithm has been evaluated in several test TA problems and compared with the GA proposed in [4] with very good results in all test instances considered. We have also applied this hybrid heuristic to a problem directly related to TA, the task assignment problem, in order to show that our approach can be generalized to other problems.
The rest of the paper is structured in the following way. In the next section, we provide two equivalent formal definitions for the TA extracted from [3] and [4] , respectively. We also give an illustration of the TA in a small problem and we show that the TA is directly related to other combinatorial optimization problems that have been previously solved in the literature. Section III provides a detailed overview of the most important existing approaches to the TA, whereas in Section IV we describe the scope of our paper and the proposed HNN-GA approach. Section V shows the TA test instances tackled and the results obtained by our algorithm, comparing the results with other GA's previously proposed in the literature. In this section we also include some results of our HNN-GA applied to the task assignment problem in an heterogeneous computer network. Finally, Section VI concludes the paper by giving some remarks and possible future work.
II. PROBLEM DEFINITION

Given a set of
Terminals
Weights Concentrators where is the weight, or capacity requirement of terminal . The weights and capacities are positive integers and for . The terminals and concentrators are placed on the Euclidean grid, i.e., has coordinates and is located at . The following are two formal equivalent definitions for the TA, which can be found in [3] and [4] , respectively Problem Definition I: Let be a binary matrix such that for every element on it if terminal has been assigned to concentrator , and otherwise. Find which minimizes (1) subject to
where is the cost of all of the links in the network and is the cost of assigning terminal to concentrator . Note that the first constraint, from (2) , ensures that each terminal must be associated with one and only one concentrator, and the second constraint from (3) implies that the capacity constraint on each concentrator cannot be violated.
Problem Definition II: Let be a vector such that means that terminal has been assigned to concentrator , and is an integer. Find which minimize (4) subject to (5) where cost is the cost for associating terminal to concentrator , and , i.e., represents the terminals that are assigned to concentrator .
A. Analysis of Problem Definitions
We have presented two equivalent definitions for the TA, used in the literature. Problem Definition I codifies the TA into a binary matrix. These types of encodings are interesting for solving the problem by a classical GA [6] using traditional binary operators. On the other hand, this encoding method involves large binary strings for codifying the TA, because the solution matrix is of size . Problem Definition II codifies the problem in a more compact way, since the vector has length . On the other hand, this encoding involves integer numbers instead of binary ones, which may complicate the operators in a GA.
The transformation from one definition (representation) to another is straightforward:
If we have a matrix , the corresponding vector can be calculated as if
If we have a solution for the TA encoded as a vector , the corresponding binary matrix can be calculated as if otherwise.
B. Example
Consider the TA defined by the collection of and shown in Tables I and II. Following Problem Definition I, each assignment in this example will be represented by a 10 3 binary matrix , whereas following Problem Definition II, each assignment will be represented by a vector of ten integer numbers between 1 and 3. If we consider as cost function the Euclidean distance from terminal to concentrator , the optimal assignment is shown in Fig. 1 . 
C. Related Problems
The TA is not only interesting because its applications to the design of fixed telecommunications networks, but also because it is directly related to a large amount of problems in very different contexts. First, note that the TA is very similar to a classical combinatorial optimization problem, known as the bin packing (BP) problem [7] , [8] . BP is defined by means of a set of bins, (concentrators in the TA), with associated capacity and a set of objects (terminals in the TA) with associated weights . A feasible solution would be represented by a vector , where means that the object has been assigned to bin . The goal of the bin packing problem is assigning the objects to the bins in such a way that where represents the objects which are in bin .
The objective function of the BP is usually the number of different bins required for obtaining a feasible solution to the problem. Note that this definition of the BP is similar to the definition II of TA given in this paper, and only the objective function is quite different from TA.
Another combinatorial optimization problem very close to the TA is the so called cell to switches assignment problem (CTAP). This problem consists of assigning the cells of a mobile telecommunications network to a set of switches, which route calls to another base station or telephone switched network. The optimal assignment of cells to switches allows a better management of the handoff between cells. The CTAP can be defined in a straight forward manner from the TA, changing terminals by cells, concentrators by switches and using an objective function which depends on the number of possible handoff from a given cell and its distance to the switch it is assigned. See [9] and [10] for further details on the CTAP.
The last problem related to the TA we consider in this small revision is the task assignment problem (TSAP) in computer networks with resources constraints. Let us consider a distributed computer network formed by a set of processors, and a set of tasks of a distributed application which must be executed on them. Each task requires some resources in order to be executed (memory for example) and each processor has a maximum of resources available for executing tasks. Thus, the TSAP can be obtained from the TA changing terminals by tasks and concentrators by processors, and including an objective which takes into account the total time for finishing the whole program (all the tasks) and the communication costs between tasks. More details about the TSAP can be found in [11] - [13] .
III. PREVIOUS APPROACHES
There are some previous approaches to the TA in the literature which used heuristic algorithms. One of the most important papers on TA was the approach by Abuali et al. [3] . In this article the authors proposed a greedy algorithm for solving the TA. This greedy approach used the notation in Problem Definition I, and started from a random permutation of terminals . They then considered the cost function as the Euclidean distance between terminal and concentrator . The terminals were assigned to concentrators following the order in in such a way that a terminal is allocated to the closest concentrator if there was enough capacity to satisfy the requirement of the particular terminal. If the concentrator could not handle the terminal, the algorithm searched for the next closest concentrator and performed the same evaluation. This process was repeated until an available concentrator was found and the algorithm continued to assign the remaining terminals, if there were any. In the case that no concentrator could accommodate the required capacity of a given terminal, the search was considered failed, and the solution provided by the greedy algorithm was not feasible. [3] . Choose a permutation , at random. for(each terminal ) Determine , the distance from to the closest feasible concentrator .
Pseudo-code of the Greedy algorithm in
Assign to . end(for) Abuali et al. in [3] also proposed a GA which looked for the permutation which would provide the lowest cost . The results provided in [3] showed that the GA hybridized with the greedy algorithm was a powerful approach to the TA.
Another relevant work on TA is due to Khuri and Chiu [4] . In this paper, the authors proposed a GA for the TA, also using the encoding shown in Problem Definition I. This GA used a penalty function for managing the TA constraints, and could include some initial solutions given by the greedy algorithm presented above in order to speed up the convergence of the algorithm to a good feasible solution.
IV. OUR HYBRID HNN-GA APPROACH
Existing algorithms in [3] and [4] , provide nearly optimal solutions for the TA in the case that the cost of assigning a given terminal to a concentrator , is known in advance; for example in the case that cost function is the Euclidean distance between terminal and concentrator , as was considered in [3] , [4] . However, there are situations in which is not known in advance, but only after a feasible solution is provided to the communication network. Consider, for example, the case in which is a function of the number of terminals assigned to a given concentrator. 2 In this situation, the greedy algorithm is no longer a valid option, since it needs to have the cost function values in order to generate a feasible solution for the TA. Note that this fact implies that some kind of blind search procedures are needed in order to obtain a solution to the problem. The GA proposed by Khuri and Chiu would be able to provide solutions in this case. However, it cannot be seeded with feasible solutions from the greedy algorithm, and its performance would be worse than shown in [4] .
In this paper, we propose new heuristic algorithms for TA instances in which , though our approach can also be applied to any other types of cost functions. needs not be known in advance. Specifically, we propose a hybrid neural-GA in which a Hopfield neural network manages the problem's constraints and a GA looks for good solutions in terms of . In the following subsections we present the Hopfield neural network and two GAs with different encoding schemas for hybridization.
A. Hopfield Neural Network
The Hopfield network [14] we use as a local search algorithm for solving the TA constraints belongs to a class of binary Hopfield networks [15] where the neurons can only take values 1 or 0. The dynamics of this network depends on a matrix which defines the minimum distance in rows between two 1s in the network, and on the initial state of the neurons. See [15] for further details. The structure of the HNN can be described as a graph, where the set of vertices are the neurons, and the set of edges define the connections between the neurons. We map a neuron to every element in the solution matrix . In order to simplify the notation, we shall also use matrix to denote the neurons in the Hopfield network. The HNN dynamics can then be described in the following way: After a random initialization of every neuron with binary values, the HNN operates in a serial mode. This means that only one neuron is updated at a time, while the rest remain unchanged. Denoting by the state of a neuron at time , the updating rule is described by where the isgnta operator is defined by Note that the updating rule only takes into account neurons with value 1 within a distance of . The matrix is an matrix which encodes the problem's constraint given by (2) . Its elements are defined as follows if otherwise.
Note that this matrix forces one and only one 1 per row, whereas there may be several 1s in the same column.
In the updating rule defined above, the neurons are updated in their natural order, i.e., , . We introduce a modification of this rule by performing the updating of the neurons in a random ordering of the rows (variable ). This way the variability of the feasible solutions found will increase. Let be a random permutation of . The new updating rule of the HNN is
The resulting updating rule runs over the rows of in the order given by the permutation , but the columns are updated in natural order . A cycle is defined as the set of successive neuron updates in a given order. In a cycle, every neuron is updated once following the given order , which is fixed during the execution of the algorithm. After every cycle, the convergence of the HNN is checked. The HNN is considered converged if none of the neurons have changed their state during the cycle. The final state of the HNN dynamics is a potential solution for the TA, which fulfils the problem's constraints given by (2) and (3). Note, however, that the solution found may be unfeasible if not all the terminals are assigned.
B. Genetic Algorithm I
The first genetic algorithm (GA I) we propose to be hybridized with the Hopfield network codifies a population of potential solutions for the TA as binary strings of length . Each string represents a different matrix , i. e. this GA uses the notation given in Problem definition I. The population is then evolved through successive generations by means of the application of the genetic operators selection, crossover and mutation [6] . The selection operator is the roulette wheel selection, in which individuals are randomly sampled with probabilities inversely proportional to their objective function values (in order to minimize the objective function). In this case, values of fitness (i.e., objective) are given by the problem's function cost . An elitist strategy, which always passes the highest fitness string to the next generation, is applied in order to preserve the best solution encountered thus far in the evolution. We consider two-point crossover with probability and random flip mutation with probability . Finally, since crossover and mutation operators may cause the new string to be unfeasible, this offspring string is set as the initial state of the Hopfield network, and the result of the neural algorithm substitutes it in the new population. In the case that even the solution found by the Hopfield network is unfeasible (some terminals not assigned), a penalty term is added to the cost function. The penalty function we use is similar to the one defined in [4] for managing the unfeasible solutions.
In pseudo-code, this algorithm for the TA can be written as follows:
Genetic algorithm I
Initialize GA population at random while(max. number of generations has not been reached) do for(every individual ) Run the HNN to obtain a feasible . Calculate the fitness value of the individual . if is not feasible, apply a penalty to . Substitute the GA individual by the new obtained through the HNN. endfor selection crossover mutation end(while)
C. Genetic Algorithm II
The second genetic algorithm (GA II) we investigate in this work encodes potential solutions for the TA as shown in Problem Definition II: every individual is a string of integers between 1 and , . The selection and crossover operators are applied in the same way as that in the Genetic Algorithm I. The mutation operator consists of substituting each position in the string with a different integer value, with a very small probability . In order to come up with feasible solutions, every individual in the population is passed to the Hopfield network: First, the string of integers is passed to a binary matrix using (7); once a feasible solution has been obtained by means of the Hopfield network, the resulting matrix matrix is passed back to a vector of integers using (6) . In the case that the solution found by the Hopfield network is unfeasible (some terminals were not assigned) the corresponding position in the string is filled at random, and a penalty term is added to the cost function. In pseudo-code, this algorithm for the TA can be written as 
Genetic algorithm II
V. COMPUTATIONAL EXPERIMENTS AND RESULTS
In order to test the performance of our approach, we tackle a set of TA instances of different sizes. Table III shows the main characteristics of these problems. There are 15 test instances, of different difficulties. In general, the difficulty increases with the problem size. The coordinates of terminals and concentrators have been randomly obtained in a 100 100 grid, whereas the weights associated with each terminal were randomly generated between 1-6. The capacities of each concentrator vary from one problem to another, being in a range between 10 and 15. In all instances considered, the cost function has been defined in the following way:
where is the matrix of the Euclidean distances between a terminal and a concentrator , and is defined, as shown in (12) at the bottom of the page.
Note that this cost function encourages solutions with a balanced assignment of terminals into concentrators, and there is also a term in (11) which imposes that the addition of Euclidean distances between terminals and concentrator must be as small as possible. Note also that this cost function cannot be   TABLE III  MAIN FEATURES OF THE TA PROBLEMS TACKLED known before a feasible solution is provided to the communication network.
We compare the results obtained by the hybrid HNN-GA, using the two encodings proposed in this paper, 3 with the performance of the GA proposed in [4] . The parameters of the GAs used are fixed: population size , roulette wheel selection, two-point crossover operator with a probability , probability of mutation , and maximum number of generations fixed to 1000. We run every algorithm 30 times, keeping the best, mean and standard deviation results obtained. Table IV shows the results obtained on the problems considered, whereas Table V shows the results of a -test performed over the data obtained by the three compared algorithms. It is apparent that our approaches Hybrid I and Hybrid II, perform equally or better than GA with penalty function in all cases. The GA with penalty function [4] was not able to obtain feasible solutions for problems from #10 to #15. Fig. 2 shows the best solutions found by our approach for problems #7, #8, and #9. Note that there is a good balance in the number of terminals assigned to concentrators, as expected.
A. Discussion
The results provided in Tables IV and V show that the hybrid HNN-GA scheme has a very good performance for the TA. It is possible to extract further information through a detailed analysis of the algorithms considered. First, note that there exist small differences of performance between the Hybrid I and Hybrid II approaches. Table V shows that differences in performance between both hybrid algorithms are only statistically significant in three problems, where Hybrid I performs better than the Hybrid II algorithm. It is important to note that both hybrid algorithms are able to achieve feasible solutions for all the TA instances considered. Fig. 3 shows the percentage of convergence of the HNN to feasible solutions. These data are calculated by launching 1000 HNN's for each instance with random initialization. The HNN convergence rate is over 85% in all instances, and over 95% for Problems #2 and #14. This high convergence rate of the HNN makes the hybrid algorithm easier to find feasible solutions for all the problems considered. The increasing computational cost is the main drawback when using a hybrid algorithm for a combinatorial optimization problem such as the TA. Thus, the design of the hybrid local and global algorithms should take into account the computational cost as a primary factor. We have used a binary Hopfield network, known to be much faster than classical Hopfield networks (see [15] , [16] ). However, it is expected that the computational cost of the HNN-GA algorithm will be higher than a GA with penalty function. Table VI shows computation times for all the instances considered. 4 The GA with penalty function converges faster than our hybrid algorithm in problems #1-#9, however, the computation time of our approach is reasonable. In the rest of the problems it was not able to achieve any feasible solution.
B. Experiments on a Related Problem: The Task Assignment Problem
As has been shown before in Section II-D, there are a large amount of problems directly related to TA. In this section we test the performance of our hybrid approach against two different GAs in some tests instances of the Task Assignment Problem (TSAP) in heterogeneous computer networks. Briefly, the TSAP can be defined in the following way:
Consider an heterogeneous distributed system formed by a set of processors/machines , of different speed but with the same architecture, in such a way that a set of different tasks of a distributed application can be executed on them. Let the amount of resources required (memory constraints, processor load, etc) by the task , and the maximum resources available for a given processor , then the TSAP can be formulated as a TA with being the concentrators, being the terminals, being the weights of terminals and the capacity of concentrators. Usually, the number of processors in TSAP instances are smaller than the number of concentrators in TA instances.
The cost function for the TSAP would be different from the one discussed for the TA in this paper. It should take into account the minimization of the total execution time and the minimization of the communication time between tasks in different processors. We can consider the following model:
• All the tasks may be executed in all the processors. Two tasks executing in different processors incur in a communications cost. The communication cost between tasks executing in the same processor (intraprocessor communication) is negligible. a task executing in processor and a task executing in a different processor .
• Let the relative speed of a given processor to the slowest processor in the system, being the speed of the slowest processor 1. Let be the time of execution of a given task in the slowest processor of the system. We define as the total amount of time needed by the processor in order to finish the tasks assigned to it. The cost function for the TSAP can be defined then as (13) where and stand for two parameters which control the importance of each term in the cost function, and . Note that this objective function includes the minimization of the total execution time ( ) of the program and the communication costs between tasks ( ), as was required before. Note also that using this objective function only the cost associated with entire feasible solutions can be calculated.
In order to test the performance of our hybrid approach in this problem, we tackle a set of test TSAP instances. We consider five different instances, named T1-T5, involving 50 task and a different number of processors, from 3 to 7. The values of the rest of the parameters in the instances were generated as follows: the time a given task takes for finishing in the slowest processor ( , ) has been randomly generated with values between 1 and 10 from an uniform probability distribution. The speed of the processors in the system ( , ) have also been randomly generated, with values between 1 and 5, ensuring that at least one processor has the value 1 (slowest processor). The amount of resources needed by each task ( ) is randomly generated from an uniform distribution between 1 and 6. The total resources available for each processor ( , ) have been generated in such a way that all the processors have the same resources available, and the total processors resources to be between 1% and 5% of the total task needed resources. Finally, each element of the matrix of communication costs between tasks have been randomly generated from an uniform distribution with values between 1 and 10.
In the experiments performed, we will compare the results obtained by our Hybrid I algorithm, against the results obtained by the GA with penalty function, and a GA with a local search heuristic. In this latter GA, in addition to the term of penalty, we implement a local search heuristic for managing the infeasible assignments. We call this GA as . In all the simulations we have set the parameter . The rest of the GA parameters are the same that were used in the TA instances. I algorithm obtains better results than the GA and approaches. The -test applied to the data obtained by the three compared algorithms (Table VIII) shows that the differences between Hybrid I, GA and are statistically significant. Note the large differences between the Hybrid I approach and the GA with penalty function, mainly in instances T4 and T5. It is easy to see that the local search included in the GA improves the quality of the solutions obtained, however, the Hybrid I approach proposed in this paper performs better. Table IX shows the computational time of the three algorithms. The GA with penalty function is the fastest algorithm, as expected. The computation time of the Hybrid I approach proposed in this paper is larger than the other GAs compared, however, the Hybrid I algorithm is able to obtain much better solutions than the GAs in less than one minute, which is a reasonable computation time.
VI. CONCLUSIONS
In this paper we have presented a hybrid Hopfield network-GA scheme for the TA problem. Our approach is focused on those TA in which the cost function is not known in advance. In these types of TA, previous approaches based on greedy heuristics are no longer valid, and "blind" algorithms (such a GA) are necessary for achieving high quality solutions to the problem.
Our algorithm hybridizes a binary Hopfield neural network with a GA. The Hopfield network solves the problem's constraints, giving feasible solutions to the problem, and a GA performs a global search for high quality feasible solutions. Two GAs with different encoding methods have been proposed to be hybridized with the Hopfield network. We have tested our algorithm on a set of TA instances of different difficulties, obtaining very good results that outperform previous approaches to the problem. We have also shown the application of our approach in other combinatorial optimization problems related to TA. Future work of this study includes further improvements of the efficiency of hybrid HNN-GA schemes and the investigation of other global search algorithms, such as simulated annealing [17] and tabu search.
