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ABSTRACT

Students often have no problem understanding the concepts
and uses of the different data structures, but struggle with the
analysis, comparison, and implementation of the different
structures. Therefore, it is important to introduce as many
demonstrations, examples, memorable activities and interesting
assignments as possible [4].
An important concept to teach in a data structures course is
the different types of trees and their applications and performance
measures. After studying the main concept of each tree type and
its uses, we analyze and compare its performance to the others
before starting on its implementation. The importance of the tree
height in tree processing and performance cannot be understated
[3].
Typically, the binary search tree and its implementation is
covered first in its own lecture followed by a self-balancing tree:
AVL trees and/or Red-Black trees. We introduce an exercise to be
done at the beginning and middle of the self-balancing tree lecture.
2 ACTIVITY DESCRIPTION
The goal of this activity is to demonstrate the efficiency of AVL
trees. Students build a BST from a set of personalized integers,
check the height, and the student with the lowest height “wins”.
Then, an AVL tree is built from the same data, and now everyone
has the same tree height and are all “winners” of the tree beauty
contest.
The first issue is how big to make the data set to make sure
all students get an AVL tree of the same height and “win”. Figure 1
charts the eight range for both BST and AVL trees, as given in the
following equations [2]:

Trees data structures and their performance is one of the main
topics to teach in a data structures course. Appreciating the
importance of tree structure and tree height in software
performance is an important concept to teach. In this paper, a
simple and amusing activity is presented. It demonstrates to
students the importance of a well-balanced tree by comparing the
height of a binary search tree to a balanced (AVL) tree build upon
some personal data to find the “prettiest” tree (minimum height).
The activity highlights the fact that, irrelevant of your data
sequence, a balanced tree guarantees a height of O(log n) and
everyone “wins” the beauty contest.
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1 INTRODUCTION
Data structures is a significant part of the foundation of
computer science for computer programming students. It
introduces students to the different data structures and their uses,
properties and implementation. This is a core part of software
design and development [5]. At Sacred Heart University, the data
structures course is taught in the second semester of the freshman
year for all computer science and engineering students. It starts by
covering the simpler linear data structures: arrays, linked lists,
stacks, queues, and hashing, then trees of all types; binary search
trees (BST), AVL trees [1] or red-black trees, heaps, and B-trees,
and finally graphs are introduced towards the end of the course.

BST tree height:
AVL tree height:
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log2 (n+1) ≤ h < n
(1)
log2 (n+1) ≤ h < 1.44 log2 (n+2) - 0.328 (2)

Figure 1: Height range of a BST and AVL tree
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Activity 4: (5 minutes) Using the same data set, the students
build up their individual AVL tree. A sample is shown in figure 3.
Activity 5: (5 minutes): Students are asked for their AVL tree
height, and as expected, all the students get a height of 5, and are
all “winners” now. The same small reward is given to the entire
class as they show their trees, and any errors found are fixed.

Based on figure 1, only 11 values of n give a fixed value of
the AVL height: 4, 5, 6, 8, 9, 10, 16, 17, 18, 19, and 32. Any of these
can be used in this activity, 16 was chosen as it is large enough to
need a few rotations hopefully, and can be done in a short time.
Activity 1: (2 minutes) Each student is given a sheet with 16
questions that need to be answered with integer replies, such as
“How many siblings do you have?” and “What is your dorm room/
home number?”. The students are allowed to answer with wrong
answers to protect their privacy. In case of a repeated number,
they should change it to a new number.
Activity 2: (3 minutes) Using the exact sequence of answers,
they draw a BST of their personal data. The resulting tree would
have height of 5 to 16, depending on their answers.
Activity 3, Group discussion: (5-10 minutes) Students are
asked for their BST height, and the student(s) with the shortest
heights are declared the winner(s) and given a small reward
(Sticker & Candy). Figure 2 shows a sample answer.

Figure 3: Sample AVL tree answer
Having set the mood of the class into a more positive mood,
the students get a 15-minute break, and then we start on the
intricacies of the actual coding of the AVL tree and its operations
(about 75 minutes). Total class time is 2 hours and 45 minutes.
This exercise has been practiced with freshman students over the
past four years and proved to be an effective way to teach tree
performance.
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