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ABSTRACT 
We study asymptotic expansions of the spectral radii of certain tournament 
matrices, in particular the sequence of Brualdi-Li tournament matrices. We also 
discuss the location of the spectra of certain almost skew-symmetric compact opera- 
tors. 
0. INTRODUCTION 
This paper is a continuation of the study of certain spectral properties of 
tournament matrices started in [3]. Let x be the set of n X n tournament 
matrices, i.e., the set of all O-l matrices representing all possible orientations 
of a complete undirected graph on n vertices. We claim that the numerical 
radius v(T) of T is p((T + TT)/2). Here by p(B) we denote the spectral 
radius of a square matrix B with complex entries. This is a well-known 
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formula for any nonnegative n X n matrix S, and we indicate its short proof. 
Recall that 
As S is nonnegative, we may assume in the above characterization that x is a 
nonnegative vector. Then 
s + ST 
XTSX = XT----X 
2 . 
The maximum principle for the eigenvalues of symmetric nonnegative matri- 
ces yields that this maximum is p((S + Sr)/2>, i.e., v(S) = p((S + ST>/2>. 
As T E q, it follows that (T + Z”)/(n - 1) is a symmetric doubly 
stochastic matrix. Thus, p(T) < u(T) = (n - 1)/2. The above arguments 
show that equality holds iff (1, . . . , ljT is an eigenvector of Z’. That is, each 
row of T has exactly (n - I)/2 ones. (Such a tournament matrix T is called 
a regular tournament matrix.) Regular tournament matrices exist iff n is odd. 
Set r,, = max T Eg,, p(T). Thus, rp,,, + I = m. It is an unresolved problem to 
find the exact value of rZnL and to identify the extremal tournament matrices 
with p(T) = r,,. In [I] it is conjectured that ram = p(B,,), where B,, is 
the Brualdi-Li matrix. For T E x set 0 < K(T) = n[(n - 1)/Z - p(T)]. It 
was shown in [3] that $ < K(B,,,) < f. It was conjectured in [3] that lim,, ~co 
K(B,,) = $. We show that this conjecture is wrong. In fact the asymptotic 
behavior of K(B,,) is much more complicated. It seems that the limit of this 
sequence can be expressed in terms of continued fractions. 
We briefly survey the contents of the paper. In Section 1 we study the 
asymptotic expansions of certain infinite families of tournament matrices. 
These asymptotic expansions are closely related to certain infinite dimen- 
sional matrices which can be viewed as Hilbert-Schmidt operators. In Section 
2 we consider the asymptotic expansions related to the sequence of Bruakli-Li 
matrices and a sequence of modified Brualdi-Li matrices. We state a conjec- 
ture about the limit matrix obtained from the Brualdi-Li matrices. Section 3 
deals with the location of the spectra of certain almost skew-symmetric 
compact operators. 
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1. ASYMPTOTIC EXPANSIONS 
Let u = (1,. . . , 1Y E Z”, J = wT. Denote by Z the identity matrix. For 
T E x, set 
T - TT 
A=-.--- I 
2 ’ c=2+A, 
b = Tu - TTu E Z”. (1) 
One easily checks that T = C - Z/2. Thus, A is skew-symmetric and C is an 
almost skew-symmetric matrix. The following lemma continues the studies of 
almost skew-symmetric matrices initiated in [S]. 
LEMMA 1. Let C E M,(R) be an almost skew-symmetric matrix, i.e., 
C = nur + A, 0 # v E R”, AT= -AE M,(R). Set V= 
spa&, Au,. . . , An-Iv), dim V = k, and denote by el,. . . , ek the orthonor- 
mu1 basis of V obtained recursively by the Gram-Schmidt process from the 
vectors v, Av, . . . , Ak- Iv. Then the restriction of A to V is represented by a 
skew-symmetric tridiagonal matrix with the upper diagonal cyl,. . . , ak_ I 
with respect to the above orthonormal basis. Furthermore 
k-l 
c a: ,( trace( ATA) 
1 
2 
The equality holo% i$-Alv 1 = 0. Assunxjnally that T E x, and consider the 
decomposition (1). Then 
Proof. We first observe that the squares of the Frobenius norms 
trace( ATA), trace(C rC> are invariant under the change of orthonormal bases. 
Thus, the Frobenius norms of the restrictions Alv, CJ” do not exceed 
dtm, dw respectively. The equality holds iff Al” 1 = 0. 
As A(” is represented by a skew-symmetric tridiagonal matrix A and C/v is 
represented by C = A + diag(vTv, 0, . . . , 0) we get that 
k-l k-l 
trace( A’A) = 2 C crf, trace(d’d) = ( v’l$ + 2 c Ly;. 
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This equality proves the first inequality of the theorem. Assume that T E z. 
Then 
trace( C1‘C) = trace [(P + ;)(T+ i)] 
n n( n - 1) 
=-+ 
(l,...,l)r 
2;= 
4 2 ’ fi ’ 
and the second inequality follows. n 
Let T E z, and assume (1). Hence, spec T = spec C - i. Thus, it is 
more convenient to study spec C instead of spec T. It was shown in [3] that 
p(C) can be bounded above and below as follows. Let U c R” be the cyclic 
invariant subspace of A generated by the vector u, i.e., U = 
span{u , Au, . . . , A’“- ‘} as in Lemma 1. Then R”’ = U CB U ’ , and U is an 
invariant subspace of C and T (which is the cyclic subspace generated by u). 
Furthermore, if dim U < n, then U ’ is also an invariant subspace of C and 
T. Moreover, Clr L = AIL, 1 . Hence, spec CJc J -the restriction of the spec- 
trum of C to U ’ -must lie on the Y axis, i.e., %(spec Clc L) = 0. Observe 
next that 0 E spec C It; i . Indeed, if 0 E spec C/r: 1 , then - i is an 
eigenvalue of T, which is impossible, since all the eigenvalues of T are 
algebraic integers. As all nonreal eigenvahres of A come in conjugate pairs, it 
follows that dim U ’ is even. Since C is a nontrivial nonnegative matrix, it 
follows that p(C) E spec Clv. Let {e’ = u/(\ull, e”, . . . , ek} be the orthonor- 
ma1 basis of U obtained from u, Au, . . . , Ak- ‘u by the Gram-Schmidt 
process. Then A/U is represented by a skew-symmetric tridiagonal k X k 
matrix A = (&,)f, where c?,(~+ 1j = q, i = 1, . . . , k - 1. Note that J\c is 
represented by D = diag(n, 0, . . . , 0) in the basis e’, . . . , e”. Hence, C II; is 
represented by D/2 + A’. Set 
A, = (Gil):> C,=diag Pi(C) 
= P(C,)> P,(T) = pdc) - & I = l,...,k. 
Note that p(C) = pk(C), p(T) = p,(T). In [3] we showed that P~~_~(C) is a 
strictly decreasing sequence while p,,(C) 1s a strictly increasing sequence. 
Furthermore, 
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As P,(C) = n/2, the above inequalities yield that p,(c) < n/2, P,(T) < (n 
- U/2, i = 1,. . .) J’C. In particular, p(T) G (n - 1)/2, as mentioned in 
Section 0. Set 
i=l ,. .., k. 
Note that K,(T) > 0, i = 1,. . . , k, K,(T) = K(T). 
THEOREM 1. Let T,, E <, n = N, N + 1,. . . , be a sequence of tourna- 
ment matrices. For each T,, let LYE, , , . . . , cxk he the positive numbers 
associated u)ith the cyclic space generated by u,‘?T,u, . . . , T,,n- ‘u of dimension 
k,, + 1, 0 < k,. Assume that 
Then 
:a; < ;, 
2 
K,(T,J = 0, 
K2 
= 24 
liln Kj(T,,) = Kj, 
n,4= 
j = 2, . . . , p + 1, 
2af 
Kj = 2 , j=3 ,...) p+1, (3) 
1+ 
a2 
. . If 
a;- 2 
%I- I G lim inf K(T,$) G lim sup K(T,J G KZJ, 1 < 21 - 1, 2 < 2j. 
Proof. The first inequality of (3) f 11 o ows 
Lemma 1. As p,(T,,) = (1% - 1)/2 it f 11 
from the last inequality of 
o 
k, > 0. It then follows that 
ows that K,(T,,) = 0. Assume that 
P2(TJ = 
n-2+dnz-16a:. 
4 
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Hence the first assumption of (2) yields that 
n,-1 2a: 
P&j = 2 - y + O $ . 
t ( li 
Hence, K~ = 24. We now prove the formulas for the other K~. Fix j, 
3 <j < p + 1. Recall that pj(T,,%) + i is a root of the characteristic polyno- 
mial det[xZ - C,(T,#)]. Set Ai = [2pj(Tnt) + l]/ni. Divide each row of xl - 
Cj<r,,> by n,/2 deduce that is a of the det[ yZ 
2Cj(T,, Expand this the first to obtain equation 
(y - l)p,( y) + 4aLt9i(y) = 0.
n: 
Here, pi(y) and 9i(y) are the minors of yZ - 2Cj(T,,)/ni obtained by 
deleting the first row and column and the first and the second rows and 
columns respectively. Expand these minors by the first row and column, and 
continue in this fashion to deduce that pj( y) > 0, 9i( y) > 0 for y > 0. 
Hence, 
Ai = I - 
4af,n,qi(Ai) l 
3 q(q) = 
2&,4i( 4) 
pi( Ai) q ?%(A,) . 
From the inequality p,(T,,) < p(T,>) < (ni - 1)/2 we deduce that 
limi,, Aj = 1. The assumptions (2) yield 
Here, p(y) is th e characteristic polynomial of the (j - 1) X (j - 1) skew- 
symmetric matrix whose upper diagonal is a2, . . . , aj_ 1, and q( y> is the 
characteristic polynomial of the (j - 2) X (j - 2) skew-symmetric matrix 
whose upper diagonal is ua, . . . , uj_ 1. [For j = 3, 9(y) = y.] Combine the 
above results to deduce that the limit in (3) exists and K~ = 2aTq(l)/p(l). It 
is left to show the fraction expansion for K~. Expand the characteristic 
polynomial corresponding to p( y ) by the first row to deduce that p( y ) = 
yq( y> + ui t( y). Here r( Y) is the characteristic polynomial of the (j - 2) X 
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(j - 2) matrix with the upper diagonal u4,. . . , aj_ 1. Thus 
4(l) l 1 - = -= 
P(l) P(l) air(l) . 
4(l) 1 + q(1) 
Continue in the same manner to get the fraction expansion in (3). Finally, the 
inequality in (3) is deduced from the interlacing inequalities for p,(Z’,), which 
follow from the interlacing of p,(C), . . . , p,(C) stated just before the state- 
ment of Theorem 1. n 
THEOREM 2. Let {u,“}: be a sequence of positive numbers. Define the 
sequence of positive numbers { K~}: as in (3). If cya; < a then limj -_* so uj 
exists. Suppose finally that (2) holds for all p > 1. Then lim,,Z --tm K(T,,,) 
exists. 
Proof. Let 5 E Mj_ ,(R), Qj E Mj_z(R) be the skew-symmetric tridiag- 
onal matrices whose upper diagonal is a2, . . . , aj_ 1 and aa, . . . , aj_ 1 respec- 
tively. From the arguments of the proof of Theorem 1 it follows that 
2a? pj 
K. = - J 
Yj ’ 
flj = det( I - Q,), r, = det( I - pj), j = 3,.... 
We claim that { pi>:, {y,>: are two positive increasing sequences which 
converge. First note that since the eigenvalues of a skew-symmetric matrix A 
are either zero or pairs of pure imaginary complex conjugates, it follows that 
det(I - A) > 1. Hence, 1 < pj, r,. Expand the determinants de&I - P,>, 
det(l - Qj> by the last row to deduce 
pj = Pj_1 + ai- Pj-2, Yj = Yj_l + C$-lYj_2. 
Hence the two sequences are increasing. To prove their convergence it is 
enough to show that they are bounded. Observe 
As Cya;” < *, we deduce that { p,}“;, { yj}y are convergent series whose limits 
are not less than 1. Hence { K~}; is a convergent sequence. 
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Assume that (2) holds for all p > 1. The first inequality of (3) yields that 
CT.? < A. Hence { K$ converges. The last inequality of (3) yields that . ,12 
( K(Tnr)}~=, converges. W 
Note that for T E x the definitions of K(T), K,(T) are equivalent to the 
identities 
12 - 1 K(T) n-l 
p(T) = 2 - - 
K,(T) 
’ 
p,(T) = - - A 
2 I1 ’ 
j = l,...,k. 
Thus, Theorems 1 and 2 give asymptotic expansions of ej(TrL,) and p(T,,,) for 
certain families of tournament matrices. 
2. EXAMPLES 
Let T E z. According to [3, 3.4, 2.41 we have 
2 bTb bTA2b bl‘b a1 = -, --- 
4n 
ai = - ,$7-b 4n ) 
d _- e2 - IlgY ’ 
g’ = Ae’-’ _ (e’-2)T/+-2, 
(_yf = (1 Ae’ + ct!_,e i-1[(2 = [(Ae’]]’ - 2a,_,(e’)rAe”-’ + a,“_, 
= (1 Aei((’ - a:_ r, i = 3,4. 
Here, []x]l’ = err. Recall that the Brualdi-Li matrix is the following 2 x 2 
block matrix: 
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A straightforward calculation shows that for B,, we have the following 
identities: 
eI (l,...,l)T (I)...) 1, -l,..., -1)’ 
- 
6 ’ e2= 6 ’ 
e3_ (m-l,m-3 ,...) I-m,l-m,3-m )...) m-l)T 
- 
&&2-q- 
m2 - 
gi = -g2,n_i+l = 4i” - 2i + 1 - (4i 
2( 1) 
- l)m + 3 , 
i = l,...,m, 
2m(m” - 1)(4m2 - 1) 
&> = 
36 
n2 - 4 n2 - 1 
a1,2,,L  
1 
= 4, ff2,2”,  =- 
2 zz- 
12 ’ a:3,2,,, 60 ’ 
a43 2m 2 =n’[-& +0(i)], n=2m, 
a1 7.,1. 1, 
1 1 1 
a2  = - ai = - 
1 x3’ 3x5’ 
u4 2=- 
5x7’ 
COROLLARY 1. Let B,, ~3~~ be the sequence of Brualdi-Li matrices. 
Then 
lim K2(B2m) = i, lim K3( B2,n) = g, 
,Fl’X 7r-a 
lim K,( B2,n) = 2, lim K5( B2,,,) = g. 
m + m 711 + = 
In particular, 
$$ < lim inf K( BzTn) < lim sup K( B2,n) < &. 
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The last inequality of the above corollary disproves the conjecture stated 
in [3]. (See the introduction.) 
CONJECTURE. Consider the sequence of Brualdi-Li matrices I?,,,. Then 
2 
Qj.,zm 
lim - 
m2 
=aif > 0, j=5 , . . . . 
rn-+m 
Moreover, 
1 
a? = (2i _ 3)(2i _ L) ,i = 5,.... 
Assume that the first part of the above conjecture holds. Let K~ be 
defined in (3). Theorem 2 yields 
lim ~~ = K = lim K( B2,). 
In+@= m 4 @z 
Note that 
m 
; 
1 cc 1 1 1 
= - (2i - 3)(2i - 1) ; 2(2i - 3) 2(2i - 1) = 2’ 
Consider a modified Bruakh-Li tournament matrix 
The balance vector for &,, is b = (3, . . . ,3,1, - 1, - 3, . . . , - 3)T. Using the 
arguments of [3, Section 31, we deduce that p(B,,,) < p(B,,) for m big 
enough. Consider the sequence B2m, m = 2,. . . . A straightforward calcula- 
tion yields 
9m - 8 12m4 - 108m” + 160m - 64 
2 
~1,2m = ___ 
2 
4m ’ ff2,2”L = 4m(9m - 8) ’ 
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This shows that CYST, j = 1,2, . . . , can be complicated rational functions in 
n. Next observe that 
;;; z.z f, -2=1 - 
a2 3> 
9 
K2 = 2, 
27 
K3 = s. 
P~(&,J < P-&B~~) f or m z+ 1. This inequality, together with [3, 
Theorem 3.201, supports the conjecture that 
PjCT) G Pj( B2m) VT E %m 
whenever both sides of the above inequality are defined. (In [3] it was shown 
that the above inequality holds for j = 3 and any almost regular tournament 
matrix T, i.e., a1 2 = i.) For .i = 3 we verify the following case of our 
conjecture. 
THEOREM 3. Let s, t be fixed positive numbers such that + < s < t. 
Consider all T E S,,, m = 1,2, . . . , satisfying 
fff > t, 2 ff2 
(16s - 3)m2 
Q 
3 * 
Zf m is large enough, then p,(T) < p-J B,,). In particular, for a fixed 7 > $ 
consider all T E 9&,,, m = 1,2,. . . , satisfying cxf > r. Zf m is large enough, 
then p,(T) < P&B~~). 
Proof. Assume that m is large enough, and suppose to the contrary that 
p,(T) 2 p,(B,,). Hence m - 3/(15m) < p,(T) + i < m. As in the proof 
of Theorem 1, set X = [ p,(T) + i]/m = 1. Then 
“?A A) 4-q(l) m2(h _ 1) = -____ z -___ = - 4 3 
P(A) P(l) 1 + Cri/m2 < -16. 
This contradicts our assumption that p,(T) > p,(B,,). In view of Lemma 1, 
ai < m2/2. That is, for s = $ our assumption is satisfied automatically, and 
the second part of the theorem follows from the first part. n 
Consider again the matrices B,, and g2,,,. Note first that 
2 2 -2 -2 
aY1,2m, ~2,2rn’ ~1,2m. a2,2m 
are rational numbers. The following theorem explains this fact. 
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THEOREM 4. Let A E M,,(R) be a skew-symmetric matrix, and assume 
that 0 # f E R”. Denote by U the cyclic suhspace span(f, Af, . . . , A”- ‘f >. 
Assume that dim U = k, and let e1 = f/l/f /I, e*, . . . , ek be the orthonormal 
sequence generated recursively by the Gram-Schmidt process from the vectors 
f, Af, . . . , Ak- ‘f. Define the following sequence of k orthogonal vectors: 
f’ =f, f’ = Af, 
f’ = [( fj-2)Tfj-2] Afj-’ + [(f~-l)TAfj-z]fl-*, j = 3,. . . , k. 
Then 
fj ,i = - ,,fj,,> >...,k, j=l 
q = 
(fj+l)‘fj+ 1 
cfj,lr[~fj~I)T~j_112’ j = LJ - 1, 
where AJC is represented by a tridiagonal skew-symmetric matrix whose 
upper diagonal is (Ye, . , . , a_ ,. Assume furthermore that A E M,(Q), f E 
Q”. Thenf’, . . . . f” E Q”, CY~, . ,., CY~_ 1 E Q. In particular, for any T E q, 
A = (T - TT)/2 it follows that ok;, . . . , CY~ E Q. Suppose finally that A is a 
skew-symmetric integer matrix and f is an integer vector. Then f ‘, . . . , f k are 
integer vectors. 
Proof. A straightforward calculation shows that f’ , . . . , f k are orthogo- 
nal vectors. As f ‘, . . . , fk are determined recursively by f, Af, . . . , AkP ‘f, it 
follows that ei = f i/llf il(, i = 1,. . . , k, where e’, . . . , ek is the orthonormal 
basis described in Lemma 1. Divide the first identity appearing in the 
theorem by Ilfj-‘II Ilfj-“II’ to obtain 
Aei-l = 
II fjll 
j/fj-lll ilf’-*j!2e’ - 
[(fj-‘)Ti\f’-“]lifj-21, 
Ilf’-‘II llfj-2112 
ej-2 
. 
As in the basis el, . . . , ek A is represented by a skew-symmetric tridiagonal 
matrix with the upper diagonal CY~, . . . , ak_ , , it follows from the above 
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II f'll 
-cYj_l = 
Ilfj-'II Ilfj-"II" . 
Square the above identity to deduce the formula for ff;_ l. 
Suppose now that A and f are rational; then we deduce that f ‘, . . . , f k 
are also rational. Hence, ot, . . . , ai_ 1 are rational. Assume that A = (T - 
TT)/2, T E x, f = u. Thus, f ‘, . . . , f k and (Y:, . . . , ai_ 1 are rational. 
Suppose finally that A, f are integer valued. Then f ‘, . . . , f k are integer 
valued. n 
Let T E q. Set A’ = T - T’ = 2 A. Then A’ is integer valued. Set 
fl = u = (1,. . . , l>r. Assume that k > 3. We then deduce 
f” = A’u = b, f” = nA’b + (bTb)u. 
Note that e’, . . . , ek are the same for A and A’. Then oi, . . . , ffk_ 1 and 
2cY,,...,2(Yk-i are the upper diagonals of A and A’ represented in the 
basis ei, . . . , ek. Theorem 4 yields the formulas for LY:, a): given in the 
beginning of this section. 
Consider the family of all T ES,,, for which the score vector b = 
(b,, . . . , bJ” satisfies the inequality lb,1 < k, i = 1, . . . , n. For k = 1 we 
get almost regular tournament matrices. The modified Brualdi-Li matrices 
G,, satisfy the above condition for k = 3. Suppose furthermore that the 
conditions of Theorem 2 prevail for p = 2. Is it true that under these 
assumptions ai = $? This result holds for the sequences {B,,}, {&,l. 
Furthermore, we can prove the equality a2  = i if we change in the above 
two sequences a finite number of entries. 
3. THE SPECTRUM OF ALMOST SKEW-SYMMETRIC COMPACT 
OPERATORS 
Let H be an infinite dimensional separable real Hilbert space with an 
inner product (*; >. Let C be a linear bounded operator C : H -+ H. Denote 
by C* the conjugate of C. Assume that {e$ is a complete orthonormal basis 
of H. Then C is represented by the infinite matrix ((Ce,, ej>>y. C is called a 
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Hilbert-Schmidt operator if C, 6 i,j (Ce,, ej>* < 00. In that case the above sum 
is denoted as trace(CC*) = trace(C*C), and its value is independent of the 
choice of a complete orthonormal basis. Moreover, the operator C is compact 
and can be approximated in the operator norm by finite dimensional opera- 
tors C, obtained by replacing all the elements in the k th rows and columns 
of matrix ((Ce,, e_j>)y by zero elements for k > n. 
Note that the first inequality of (3) yields that the sequence of tridiagonal 
skew-symmetric matrices obtained from the sequence {T,,}, satisfying the 
assumptions of Theorem 1 for all p, converges weakly to a skew-symmetric 
Hilbert-Schmidt operator. 
Assume now that C is a compact operator. Hence, limi ,,((Ce,([ = 0 for 
any orthonormal system (ei}y. Suppose that C is a skew-symmetric compact 
operator. Let V c H be an invariant cyclic subspace of C, i.e., V = 
closure[span(r, Cx, C2r,. . . >I. Then the arguments of the proof of Lemma I 
yield the existence of an orthonormal basis ei, . . . of V such that (Ce,, ej> is a 
finite or infinite tridiagonal skew-symmetric matrix. Assume that V is infinite 
dimensional. As I(Ce,, ei+ ,)I < ((Cei(l, we deduce that limi,,l(Cei, ej+i)[ = 0. 
Note that \IC)j =G 2 maxlGi)(Cei, e,+i>l. It then follows that Clv can be 
approximated in the operator norm by finite dimensional operators C, 
obtained by replacing all the elements in the k th row and column of the 
matrix ((Ce,, e,)); by zero elements for k > n. 
Assume that C is a compact operator on a Hilbert space H which is a 
limit in operator norm of finite dimensional operators C,, 12 = 1, . . . . Then, 
for any E > 0, the nonzero eigenvalues of C (v outside the disk ( z ( < E are 
approximated by the eigenvalues of C, outside I z I < E (counting the multi- 
plicities). See for example [2]. 
According to the definition in [3], C is called an almost skew-symmetric if 
C = S + A, A* = -A, S = S*, rank S = 1. Equivalently, A is an infinite 
skew-symmetric matrix and S is represented by +uuT, u = cur,. . . jT, uTu < 
m. Note that if C is a compact almost skew-symmetric operator, then 
A = C - S is a compact skew-symmetric operator. The following theorem 
generalizes Theorem 2.30 in [3]. 
THEOREM 5. Let H be a real infinite dimensional separable Hilbert 
space, and let C be an almost skew-symmetric compact operator. Assume 
furthermore that C = 6P + A, where 6 > 0, P = P* is the rank one projec- 
tion on the vector e, I(el( = 1, A* = -A, and 21(Ael( < 8. Then C has exactly 
one eigenvalue in the region 
S(z) ’ 
6 + 46” - 4( Ae, Ae) 
2 
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which is positive and algebraically simple. Futhermore, all the rest of the 
spectrum of C lies in the region 
S(z) < 
S - 46’ - 4( Ae, Ae) 
2 
Proof. We repeat the proof of Lemma 1 in this case. Let V = 
closure[span(e, Ae, A2,. . .>]. Note that Cl,’ is skew-symmetric; hence its 
spectrum lies on s(z) = 0. Thus, it is enough to prove the theorem for C 1”. 
If V is finite dimensional, we deduce this theorem from [3, Theorem 2.161. 
Assume that V is infinite dimensional. The assumption that C is compact 
yields that AllI is also compact. Without loss of generality we assume that 
H = V. Furthermore we have the orthonormal basis el, . . . , so that S is 
represented by the diagonal matrix diag(6,. . .> and A by the infinite 
tridiagonal skew-symmetric matrix all of whose entries on the upper diagonal 
are nonzero. Let C7, be n x n almost skew-symmetric matrix (Cei, ej>;. 
Theorem 2.16 in [3] yields the results of the theorem for c,,. The interlacing 
inequalities for PC??“) = p,(C) stated in Section 1 and the fact that the 
nontrivial eigenvalues of C are approximated by the eigenvalues of ??,, imply 
the theorem. n 
We would like to thank the referee for useful remarks. 
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