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Link Prediction in Brain Networks Based on a Hierarchical Random
Graph Model
Yanli Yang, Hao Guo, Tian Tian, and Haifang Li
Abstract: Link prediction attempts to estimate the likelihood of the existence of links between nodes based on
available brain network information, such as node attributes and observed links. In response to the problem of
the poor efficiency of general link prediction methods applied to brain networks, this paper proposes a hierarchical
random graph model based on maximum likelihood estimation. This algorithm uses brain network data to create a
hierarchical random graph model. Then, it samples the space of all possible dendrograms using a Markov-chain
Monte Carlo algorithm. Finally, it calculates the average connection probability. It also employs an evaluation index.
Comparing link prediction in a brain network with link prediction in three different networks (Treponemapallidum
metabolic network, terrorist networks, and grassland species food webs) using the hierarchical random graph
model, experimental results show that the algorithm applied to the brain network has the highest prediction accuracy
in terms of AUC scores. With the increase of network scale, AUC scores of the brain network reach 0.8 before
gradually leveling off. In addition, the results show AUC scores of various algorithms computed in networks of eight
different scales in 28 normal people. They show that the HRG algorithm is far better than random prediction and the
ACT global index, and slightly inferior to local indexes CN and LP. Although the HRG algorithm does not produce
the best results, its forecast effect is obvious, and shows good time complexity.
Key words: brain network; link prediction; hierarchical random graph; maximum likelihood estimation method

1

Introduction

The brain is one of the most complicated network
systems in the world. Its complexity is not only reflected
in its billions of neurons and connections, but also in
its structure at different scales and the effects of its
connections on cognitive function, thoughts, feelings,
and behaviors. In different time and space scales, the
human brain is thought to be a multi-level complex
network. In recent years, more and more scientists have
realized the necessity of the construction of a human
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brain network. In order to get different researchers
interested in the human brain network, some experts in
neuroscience have formally proposed the human brain
connection group (the Human Connectome)[1, 2] . The
human brain connection group is trying to provide, at
different scales, a complete and accurate account of
the human brain, from macroscopic to microcosmic
network mapping, as well as in-depth excavation of the
underlying network topology patterns.
With the maturing of modern imaging technology,
which is providing continuous improvement of data
collection techniques and analysis methods, it is
possible to explore the network of the human brain
using the tools and terminology of complex networks.
According to the different types of neuroimaging of
collected data, the nodes of the human nervous system
at different scales, including neurons, neuron clusters,
brain, etc., can be defined, and their interconnections
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documented, by calculating correlations. The attribute
analysis makes use of the basic principles of complex
networks[3] and methods[4] , such as those of statistical
physics, in order to find the network’s basic properties,
and the potential of topological relations between its
nodes. With the deepening of the research, more and
more researchers will adopt the language and tools of
complex networks in the study of brain networks, and
build and analyze brain network models from different
angles. Brain networks have been found to have many
important topological properties, such as “small-world”
scalar, corporate organizational structure, etc., whether
structural[5–7] or functional.
In order to find the potential relationship between
brain areas, we need to predict links between nodes
of various brain regions in complex brain neural
networks[8] . Link prediction in brain networks involves
identifying previously unknown link relations in
relationships between brain areas, and through the
information of known links, to explore the unknown[9] .
In addition, the data of a known brain network may be
blurred or disordered[10, 11] . A link prediction algorithm
can be used not only to identify observed links, but
also to correct links, which is of great importance to
brain network reconfiguration, structural optimization,
and evolution[12] .
At present, link prediction algorithms are divided
into three categories: probability model algorithms,
similarity definition algorithms, and maximum
likelihood estimation algorithms[13] . Early link
prediction methods and studies are based mainly
on probability models. This kind of algorithm has
mainly been used in machine learning and data mining,
and is suitable for large-scale dataset networks[14–16] .
Sarukkai[17] used a Markov-chain model to analyze
network paths and predict links, which mainly solved
path navigation in World Wide Web servers. In addition,
O’Madadhain et al.[18] used the known topological
properties and node characteristics of networks to
establish a probability model for link prediction. In
recent years, Cannisteraci and others[11, 19] proposed
similarity methods based on network to pology. These
were mainly proposed for simple undirected similarity
networks. A common local similarity index included
the Jaccard coefficient, common neighbors, and the
shortest path length, etc. The third method was based
on the maximum likelihood estimation of a network
structure. The algorithm is suitable for composite
structure networks. In 2008, Claustet et al.[20] put
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forward a Hierarchical Random Graph (HRG) model
that used networks of obvious hierarchical structures to
predict links. At the same time, Karrer and Newnan[21]
grouped network nodes in a random block model
to predict false and missing links. In 2012, Shin et
al.[22] proposed a multi-scale link prediction model,
which used a network to build different scales of
matrixes, and then to predict the decomposition of
low-rank approximations. That same year, ValverdeRebaza and de Andrade Lopes[23] proposed a model
based on clustering information, which predicts
linking information through mining network clustering
information.
Because of its important practical application value,
link prediction is widely followed by scientists from
different fields. In the field of scientific information,
Popescul and Ungar[24] introduced link prediction
methods to predict reference relations in scientific
literature, using citation network information, author
information, periodical information, and the content of
external information in the literature reference network.
In the biomedical field, Stumpf et al.[25] found that the
proportion of unknown protein interactions in humans is
as high as 99.7%; link prediction may help explore this
area. In the field of mobile communications, Dasgupta
et al.[26] predicted the possibility of user change
operators through determining the similarity of node
neighbors. In the field of social networks, Kumar et
al.[27] applied link prediction to the evolution of online
social network analysis. It promises support for user
loyalty services, making it possible to promote social
products to users who have not yet become friends,
by predicting the possibility that they will become
friends in the future. Kossinets[28] forecasted missing
data in social networks, and used link prediction for
reconstructing networks.
To sum up, link prediction is not only an important
field of research, it also has extensive application value.
In many fields of science, it plays an important role.
According to the authors, there are few publications
about using a hierarchical structure model[29–31] to solve
brain network link problems. Since the hierarchical
structure of brain networks is obvious, this paper puts
forward a hierarchical model for use in brain networks.
First, the method uses hierarchical structure in normal
human brain networks to establish an HRG model.
Then, a Markov-chain Monte Carlo algorithm[32, 33]
(MCMC) is applied to a Bayesian algorithm[34] . For
the Markov chain to be in equilibrium, the best possible
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HRG seed model is collected. A dendrogram space with
proportional likelihood is collected, based on the seed
model. Finally, the average of edge probabilities in a
brain network is computed by adopting dendrogram
samples. This algorithm overcomes problems of
traditional methods, and improves model construction
accuracy. The final results show the effectiveness of the
algorithm on real brain network data.

2

HRG Model

In many cases, complex networks have a hierarchical
structure. In 2008, Claustet et al.[20] constructed a
hierarchical model of three example networks drawn
from disparate fields to predict links: the metabolic
network of the spirochete Treponemapallidum, a
network of associations between terrorists, and a food
web of grassland species. Nowadays, the hierarchical
structure model is also widely used to explore complex
network topology characteristics. This paper uses an
HRG model to model the hierarchical structure of
brain networks. The optimal HRG can describe brain
structure in the best way, and its core idea is to find the
optimal binary tree of the network.
2.1

The basic concept of a hierarchical random
graph model

A network random graph is a hierarchical organization
model, described as follows: (1) Network G is a simple
undirected graph with n nodes. (2) Dendrogram D is a
binary tree, with n leaves corresponding to n nodes in
G; each of the n 1 internal nodes of D corresponds
to the group of vertices that are descended from it.
(3) Given two vertices i, j of G, the probability pij that
they are connected by an edge is pij D pr , where r
is their lowest common ancestor in D. That means
that probability pr 2 Œ0; 1 is the value of each internal
node r, and each internal node r is independent of
pr . So the edge of the connection strength pij D pr ,
that is, the connection probability of two nodes is equal
to the probability of their nearest common ancestor
nodes. Therefore, the combination (D, fpr g) of the
dendrogram D and the set of probabilities fpr g defines
a hierarchical random graph.
2.2

The basic concept of an optimal hierarchical
model

In order to find the hierarchical random graph or
graphs that best fit the observed real-world network
G, we must find the best HRG. First, we assume
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that all hierarchical random graphs are priori equally
likely. Second, the probability that a given model (D,
fpr g) is the correct explanation of the data is, by Bayes’
theorem, proportional to the posterior probability or
likelihood L with which that model generates the
observed network. The hierarchical random graph of
network G with likelihood estimation is represented
by Eq. (1). Let r be their lowest common ancestor in
D, and let Lr and Rr , respectively, be the number of
leaves in the left and right subtrees rooted at r. Let Er
be the number of edges in G whose endpoints have r
as their lowest common ancestor in D. Finally, when
dendrogram D is fixed, it is easy to find the probabilities
fpr g that maximize L.D; fpr g/: The formula is pr D
Er =Lr Rr , and we can get a new Eq. (2) using this
optimal probability equation and Eq. (1).
Y
(1)
L.D; fpr g/ D
prEr .1 pr /Lr Rr Er
r2D

#Lr Rr

"
L.D/ D

Y

pr

pr

.1

pr /

1 pr

(2)

r2D

3

MCMC Algorithm

To sample the space of all dendrogram models with
probability proportional to L.D/, this article uses an
MCMC algorithm[35] to solve the higher-dimension
computation problems.
3.1

The basic idea of MCMC

The basic idea of MCMC is: constructing a Markov
chain, we base its equilibrium distribution on the
posterior probability of parameters, and use samples
of posterior distribution to collect a dendrogram model
space.
(1) Creating a markov chain
Each step of the Markov chain is created by first
choosing an internal node r (other than the root)
uniformly at random and then choosing uniformly at
random between the two alternate configurations of the
subtrees associated with it.
(2) Using the Metropolis–Hastings rule to sample
dendrograms
After a new dendrogram D 0 is generated, we accept
or reject this dendrogram according to the standard
Metropolis–Hastings rule. Specifically, we accept D 0 if
log L.D 0 / > logL.D/ is correct; otherwise we accept
it with probability L.D 0 //L.D/. The MetropolisHastings rule combined with the ergodicity of the
transitions ensures detailed balance, and guarantees a
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limiting probability distribution over dendrograms that
is proportional to the likelihood P .D/ / L.D/.
(3) Sampling the dendrogram model space
The Markov chain appears to converge relatively
quickly, with the likelihood reaching a plateau after
roughly O.n2 / steps. At the same time, the best HRG
model can be sampled, and we can use this best seed to
sample the model space with probability proportional to
it.
3.2

Rearrangement of subtrees

To create the Markov chain, we need to pick a set
of transitions between possible dendrograms, and the
transformation is accomplished by rearrangement. In
other words, any limited dendrogram node pairs can be
associated with a series of transformations.
The purpose of subtree rearrangement is to obtain
a new dendrogram. The method is to randomly select
an internal node r of the dendrogram that has three
associated subtrees, A, B, and C: the subtrees A and
B descended from its two daughters, and the subtree C
descended from its sibling.

4

Experiment and Analysis

4.1

Data acquisition and preprocessing

4.1.1

Subjects

The subjects were recruited from healthy volunteers in
the Department of Psychiatry, First Hospital of Shanxi
Medical University. All subjects had no history of
severe diseases, allergies, and oralcohol abuse. They
all had normal or corrected-to-normal vision, and were
right-handed. After participants learned the experiment
content and purposes, they signed a written agreement.
4.1.2

Data acquisition

The experiment used the Siemens 3.0 T Magnetic
Resonance instrument to collect functional Magnetic
Resonance Imaging (fMRI) data. Acquisition work was
done in the first clinical hospital of Shanxi Medical
University. All scannings were done by radiologists
who were familiar with fMRI. In the process of
scanning, participants’ heads were fixed, to prevent
dynamic displacement, and the participants were asked
to close their eyes, stay relaxed, not think about certain
things, and not fall asleep.
When using nuclear magnetic resonance imaging
equipment, you need to set up appropriate parameters
to ensure a high signal/noise ration in the images, in
order to get accurate and reliable results. Functioning
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in a single-excitation echo-planar imaging (Single-Shot
Echo Planar Imaging, SS-EPI) mode, the experimental
parameter settings were as follows:
FOV=200 mm200 mm, TR=2 s, number of slices =
32, thickness=3.2 mm, flip angle = 90ı , disp factor =
0%, matrix size = 6464. A total of 32 layers of crosssectional images covered the whole brain.
4.1.3

Data preprocessing

In the experiment, we used Statistical Parametric
Mapping (SPM) software to preprocess the fMRI
data, including slice timing, realign, segment,
standardization, and low-frequency filtering. The
software is Friston, from University College London
(and others), developed in the framework of the
MATLAB open-source software platform. It can not
only deal with function and structure in magnetic
resonance imaging, but also has very good support for
Positron Emission Tomography (PET), EEG, MEG,
and other types of brain imaging technology. The
software has become one of the important tools in this
research area, and is widely recognized by researchers
in the field.
It is worth noting that the study found that in the
conventional magnetic resonance image pretreatment
process, some processing steps are not suitable for
functional brain network research. For example, the
“smooth” step can effectively improve the signalto-noise ratio.
But it is found that in practice,
“smooth” has the effect of weakening the difference of
adjacent brain interval BOLD signals and causes the
correlation coefficient between brains after “smooth” to
be significantly lower than what it was before “smooth”.
So, through perusal of a vast amount of literature,
as well as communication with domestic and foreign
experts in the field, we removed the “smooth” step from
the study. In addition, other noise signal processings,
including head motion, effusion, brain white matter,
global brain signals, etc., usually need to be treated with
covariate regression analysis in the processing steps, in
order to remove its effect on the image. But there is still
a debate in the field with respect to this issue. So in the
study, we decided not to attempt to compensate for brain
effusion, brain white matter, and global brain signals.
4.2

Construction of functional brain network

As for any other network, building a brain network
model has two key issues: how to define the nodes, and
how to define the edges.
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4.2.1

Node definition

The nodes are an important component of any form
of network. Maintaining node external independence
and and internal consistency is an important principle
to follow. Internal consistency ensures internal node
load within the same information, while external
independence ensures the inherent differences between
the nodes. The more similar two nodes within the
network are, the more meaningless the interaction
between them. So in defining nodes, there should be
a focus on internal integrity and external independent
information[36–38] . In the study, we used the AAL
template[39] , in which the brain is divided into 90 areas
(45 each in the left and right hemispheres); each region
is defined as a node in the network. All the voxels in
the regional average time series should be seen as a time
series for the region.
4.2.2

Edge definition

Functional connectivity can be seen as nodes that are
relatively isolated in space while adjacent in time. In the
time domain, adjacent nodes exhibit similar behavior. A
behavior can be predicted or explained based on another
behavior. From the perspective of statistical meaning,
the edges express the statistical dependencies of brain
time series.
In many related calculation methods, a partial
correlation coefficient can effectively eliminate false
connections, because it can eliminate the effects of
other nodes on a specific node. In the cited study, this
approach has been widely used[40–42] . So in this study,
we use a partial correlation coefficient in the definition
of the network edge. First, we get the time series of
each brain area, and remove the first step by means
of multiple linear regression. Then, we calculate the
partial correlation between the two brain regions using
the residual, and get a 9090 incidence matrix (shown
in Fig. 1a). Finally, applying a preset threshold  (shown
in Section 4.2.3), the incidence matrix can be converted
into a binary adjacency matrix (shown in Fig. 1b).
When the correlation coefficient between node i and
node j is greater than a certain threshold, the matrix
elements aij all equal 1, and it means that a connection
exists between node i and node j . Otherwise, the
correlation coefficient has a value of 0.
4.2.3

Threshold selection

How can we get the incidence matrix into the network?
The general method is to use the threshold  to divide
the incidence matrix A into a binary adjacency matrix B.

Fig. 1
(b).

Incidence matrix (a) and binary adjacency matrix

If incidence matrix elements aij > , the corresponding
elements in the binary adjacency matrix bij will be set
to 1; the others will be set to 0. Thus the threshold
setting directly determines the generated edge in the
network, and is an important influence on the size and
topological structure of the network. In extreme cases,
 D 0; this means that all the elements of the incidence
matrix are above the threshold, and all the elements of
the generated adjacency matrix are nonzero. It means
all edges exist. On the other hand, if  D 1, then
all the elements of the incidence matrix are less than
the threshold, and all the elements of the generated
adjacency matrix are zero. It means that there are
no edges in the network. As the threshold increases,
the number of edges increases monotonically. It is
important to note that these changes are not necessarily
linear.
In the study of complex networks, since the size
of the figure and the connection density determine
the quantitative value of the metrics, they must be
controlled, before making quantitative comparisons
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between the topological properties of the complex
networks. Bollobás[43] proposed two “golden rules”
of comparison between complex networks: To be
comparable, they must have the same number of nodes
and the same number of edges.
In the study, the sparse degree has better shielding
differences, due to the different edge definition, so we
are more willing to adopt a sparse degree for threshold
setting.
A sparse degree is defined in terms of the proportion
of the actual number of edges to the maximum number
of possible edges in the network. Previous studies have
found that functional brain networks typically show
low consumption. This means that when their sparse
degree is less than 0.5, with the increase of sparse
degree, the efficiency of the network (both global
and local) presents a nonlinear increasing trend. In
addition, the cost/efficiency ratio of small-world scalar
in a functional brain network exhibits a significantly
positive correlation, and when the sparse degree is 0.3
or so, the cost/efficiency ratio reaches a peak. When the
sparse degree is in the range of 0.3 to 0.5, it gradually
diminishes, and presents a random change trend; when
the sparse degree is greater than 0.5, the functional brain
network will degenerate into random networks[44] .
By these results, we can use a small-world scalar as
a standard to determine a proper scope for the sparse
degree, which can depict the sparse dimension of the
small-world network scalar: the aggregation coefficient
in a small-world network is higher than the aggregation
coefficient in random networks, and the characteristic
path length in a small-world network is the same as
the characteristic path length in random networks. We
use the basic characteristics of small-world in brain
functional networks for threshold setting, to ensure
that the small-world scalar are preserved, while at the
same time removing false connections to the extent
possible. Specifically: (1) The average degree of all the
nodes (the degree of the node is the number of edges
connected to the node) is greater than 2ln.N /, N D
90: N is the number of nodes in a network at this time.
(2) The “small-worlds” scalar index  > 1:1:
Briefly, a prior atlas of Automated Anatomical
Labeling[39] was applied to divide the brain into 90
cortical and subcortical regions of interest (45 for each
hemisphere), with each representing a node of the
network. Pearson correlation was then applied between
brain areas. Finally, a set of edges between 4005 pairs
of nodes emerged, with 4005 correlation coefficients R.
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The R values were distributed in accordance with 5%
sparsity. The value given the letter “a” was between
5 and 40, stepping by fives. Then the R values were
sorted, with the top values representing nodes with
edges between them, and the rest of the nodes having
no edges between them. By these rules, we calculated
the threshold value space for S 2 .8%; 32%/. The
subsequent network analyses were conducted in this
space, and the interval was set to 0.01. We used brain
networks of normal subjects.
In order to test the accuracy of our algorithm, the
edge set E was divided into training set ET and testing
set EP , which satisfied E D ET [ EP , and ET \ EP D
∅. Obviously, ET is the known information, as the
input of the algorithm, and EP was used to verify the
effectiveness of the algorithm. The previously selected
edges were divided into sets of 10% and 90%, where the
randomly selected 90% of the edges were put in training
set ET , and the remaining 10% were the EP testing set.
4.3

The experimental process

Our algorithm that uses HRG to predict missing
connections works as follows:
(1) Initialize the Markov chain, by choosing a random
dendrogram.
First, allocate memory space for dendrogram D and
network G, and, using the unmarked internal nodes
of G, build a random binary tree. Second, labeling all
internal nodes of D, order a variety of leaf structures
into a single structure. Finally, initialize the Markov
chain, import the ET training set, and compute the
maximum likelihood value of the tree.
(2) Run the Monte Carlo algorithm until equilibrium
is reached.
We regard the dendrograms as the input to the
algorithm. Subtree exchange does not stop until the
Markov chain is stable. Using the Metropolis-Hastings
standard, determine whether to accept the dendrogram.
If the rule indicates to accept it, it is replaced. When the
normalizing steps reach N 2 (N is the number of brain
network nodes), the algorithm achieves equilibrium,
and the time complexity is O.N 2 /.
(3) Using an MCMC algorithm sample model space
After the Markov chain is stable, the best HRG
seed model is collected. The dendrograms space with
proportional likelihood is also collected, based on the
seed model. The number of dendrograms is 10 000.
(4) Sort
For each pair of vertices i and j for which there is
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no already a known connection, the mean probability
of interconnections is calculated by averaging over
the corresponding probabilities pij in each sampled
dendrogram D. In the descending pairs of i, j nodes,
the higher the ranking, the greater the probability of
connected edges.
4.4

The evaluation index

The indexes for measuring the link prediction algorithm
accuracy mainly include AUC (area under the receiver
operating characteristic curve), Precision, and Ranking
Score. The differences between them lie in their
emphasis on the prediction accuracy measure. AUC is
one of the most common measures for measuring the
accuracy of algorithms[45] . Precision only considers the
accuracy of the row at the edge of the top L[46] . Ranking
Score pays more attention to the sorting of the predicted
edges[47] than the other two.
As mentioned above, this paper uses the AUC
index for quantifying the accuracy of our prediction
algorithms. The AUC results are equivalent to the area
under the Receiver-Operating Characteristic (ROC)
curve. They can also be interpreted as randomly
choosing an edge from a testing set each time, and then
comparing it with unconnected edges. If the value of
the selected edge in the testing set is greater than the
value of unconnected edges, the score is +1; if the two
numbers is equal, the score is +0.5. After making n
independent comparisons, if the number of the test edge
scores whose value is greater than the number of nonexistent edges is n0 , and the number of edges of equal
score value is n00 , then the AUC is defined as
n0 C 0:5n00
AUC D
(3)
n
Obviously, if all marks are randomly generated,
AUC = 0.5. To a large extent, if the AUC is greater than
0.5, it shows that the prediction algorithm is better than
the random selection method.
4.5
4.5.1

Fig. 2 Maximum likelihood estimate value of eight network
scales.

value decreases. Figure 3 shows, as time increases,
the likelihood value increases constantly, and finally
becomes stable in brain networks of 40% sparsity.
When the Markov chain achieves balance, we can use
an MCMC algorithm to sample an optimal seed model,
and visualize it using MATLAB. Just as Fig. 4 shows,
the seed model of known edges in the 40% sparsity

Fig. 3

Likelihood value of 40% network scale.

Result analysis
The likelihood of the best HRG model

After the brain network data is imported, the Markov
chain goes through a series of subtree exchanges and
probably achieves balance. At this time, the time
reaches n2 (n is the 90 brain nodes), and distribution
tends to stabilize. According to Fig. 2, the Markov chain
is stable in eight different network scales, and we use
our algorithm to sample the likelihood value of the
optimal seed model. The results show that, with the
increase of the edges of the networks, the likelihood

Fig. 4 MATLAB visualization of optimal hierarchical graph
model.
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network is collected. In this diagram, squares represent
brain network nodes, circles represent internal nodes,
and links are edges that connect nodes.
4.5.2

HRG method
networks

comparison

in

different

Using the HRG method to predict links, the
brain network was compared with three networks
proposed by Claustet et al.[20] , who proposed three
networks for link prediction comparison (as shown
in Fig. 5). These three networks are drawn from
disparate fields: the metabolic network of the spirochete
Treponemapallidum, a network of associations between
terrorists, and a food web of grassland species. For
each network, we remove a subset of connections
chosen uniformly at random, and then attempt to predict
the probability, based on the remaining connections,
of which some have been removed. The AUC score
is computed. The result shows that using the HRG
algorithm to predict links of all networks, the brain
network shows the best results, while the effect on
T. Pallidum and Grassland networks is poor. At the
same time, as the network size increases, the brain
network AUC value flattens out gradually after a
decline.
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exists a shortest path between two nodes, they are more
likely to link. ACT means that if there exists a shorter
commute time between two nodes, they are more likely
to link.
Figure 6 shows AUC statistics of various algorithms,
computed in eight different network scales for 28
normal people. The experimental results show that the
HRG algorithm is far better than random prediction and
the global index ACT, and is slightly inferior to the local
indexes, CN and LP. Although the HRG algorithm does
not produce the best results, its forecast effect is obvious
and it exhibits good time complexity.
In fact, due to data deficiencies in most real brain
networks, it is difficult to find similarity between nodes.
So, in light of the obvious hierarchical structure of brain
networks, the model is suitable for link prediction.

5

Conclusions

In brain networks, the HRG model is compared with
a random prediction method and others based on
similarity. Among them, the similarity methods include
two local similarity indexes: Common Neighbor (CN)
and Local Path (LP); a global similarity index: Average
Commute Time (ACT). CN means that the more
common neighbors there are in two nodes of a brain
network, the greater similarity of nodes there is, and it is
much easier to connect edges. LP indicates that if there

Link prediction is the key to studying complex brain
network problems. This paper puts forward a new
method, applying HRG to link prediction in brain
networks, which has obtained good results. It is divided
into three aspects. First, we use HRG to construct a
hierarchy of brain networks, and make a maximum
likelihood estimation when equilibrium obtains. The
optimal model is visualized using MATLAB. Second,
using a random graph model predicts links in different
networks, and the performance of brain networks is
shown to be best. Third, comparing this approach with
different algorithms applied to brain networks, we find
that the AUC evaluation index of the HRG algorithm
is best. Therefore, the method is suitable for smallscale brain networks of obvious hierarchy. When a brain
network is divided into thousands or tens of thousand
of nodes, the algorithm run time is very high. This
may result in long calculation times, so there are many

Fig. 5 Comparing different networks using a hierarchical
graph model.

Fig. 6 Comparison with different algorithms applied to
brain networks.

4.5.3

Comparing different algorithms applied to
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optimizing challenges.
Researchers have found that abnormal brain
functional network topology changes are associated
with many mental illnesses (such as major depressive
disorder and schizophrenia). So, the next research step
will explore missing links in patients’ brain networks
and the characteristics of complex brain network
topology.
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