Severe rainfall from convective events is the leading cause of floods and flash floods over the summer months in the UK (Hand et al., 2004) . The high societal impact of such floods means that accurate forecasting of severe convective events could greatly improve flood forecasting and specifically flash-flood forecasting, as highlighted by F o r P e e r R e v i e w such grid spacings are not sufficient to resolve the individual convective elements properly (e.g. Bryan et al., 2003) such 'convection permitting' simulations are generally able to describe convective phenomena more realistically than simulations with ∼10 km grid spacing (e.g. Weisman et al., 2008) .
The predictability of the atmosphere at the convective scale is different from that at the synoptic scale:
error growth rates are around 10 times larger and the tangent linear approximation breaks down within a couple of hours (Hohenegger and Schar, 2007a) . This rapid loss of linearity implies a fundamental qualitative difference between convective-scale and synoptic-scale forecasting. Poor convective-scale predictability is most likely due to the significant nonlinearities of the atmosphere at smaller scales: microphysics, turbulence, radiation and flow dynamics are strongly coupled and can act to amplify both model and observation uncertainties. This makes ensemble prediction systems particularly valuable because they provide a measure of confidence in the forecast, but at the same time it renders the large-scale methodologies for perturbation generation less likely to be effective (Hohenegger and Schar, 2007a) .
Despite these difficulties the research into ensemble prediction systems at the convective scale is a developing field, and Kong et al. (2006 Kong et al. ( , 2007 described a first attempt to design an ensemble prediction system for a fullphysics numerical model using operational initial conditions. Specifically they tested different methodologies over three nested grids with 24, 6 and 3 km grid spacing, applying the scaled lagged average forecasting technique (Ebisuzaki and Kalnay, 1991) to a tornadic storm. They found that the associated perturbations grew too slowly and produced little spread. However, the spread improved significantly when the perturbations, derived from the difference between a previous forecast and verifying analysis, were scaled based on their amplitude, rather than by using the age of the forecast that generated them. Moreover, they point out that although the radar reflectivity patterns had greater spatial fidelity for the ensemble members with 3 km grid spacing, conventional skill scores (root mean square error, Brier score etc) do not always reflect such improvements. Lean et al. (2008) also found that simulations with 1 and 4 km grid spacings often give more realistic-looking precipitation fields (compared to those from simulations with 12 km grid spacing) and showed that a scale-selective precipitation verification technique
can be used to demonstrate the improved performance.
Other studies (e.g. Zhang et al., 2003; Walser et al., 2004; Hohenegger et al., 2008a,b) have shown that ensembles of convection-permitting simulations generated by perturbing the initial conditions or varying the lateral boundary conditions (LBCs) can be used to investigate the predictability of specific events. Gebhardt et al. (2009) ran the COSMO-DE model with 2.8 km grid spacing using different LBCs and varying parameters for a few physics schemes. Their results show how the different physics determines the spread for the first few hours, while the LBCs become more important later. Hohenegger and Schar (2007b) determined that fast, domain-wide perturbation growth in their simulations occurred due to the propagation both of small amplitude, fast acoustic waves (and/or numerical noise) and of large amplitude, slower gravity waves. This then leads to triggering and/or error growth in regions of moist convective instability.
The following conclusions emerge from the cited studies (all of which directly or indirectly address the feasibility of ensemble prediction systems at convective scales): a) moist convection and nonlinearities in general strongly F o r P e e r R e v i e w favour rapid error growth with typical time scales of the order of an hour, b) the presence of moist convection alone does not necessarily imply low predictability because of a strong dependence upon the weather regime and, c) model and LBC uncertainties also affect predictability; model uncertainties seem to dominate for the first few hours and LBC uncertainties after that.
There are two goals of this study: first, to investigate the use of a simple technique for perturbing the model state (perturbations of potential temperature) and second, to determine the cause, or causes, of the resulting perturbation growth at the convective scale for a convective event over the United Kingdom. The term "perturbation growth" here indicates the divergence of the ensemble members from the control run as a result of perturbations, rather than the divergence from observations for which the term "error growth" would be more appropriate. A verification against observations for several cases would be necessary to test the effectiveness of the technique for numerical weather prediction purposes and is outside the scope of this study.
The paper is structured as follows. The main features of the convective event, the model used and the control run are presented in Section 2. The perturbation strategy and characteristics are described in detail in Section 3 and a description of the diagnostics used is given in Section 4.
Results are presented in Sections 5 and 6 and a summary and conclusions are provided in Section 7.
Case Overview

The case
The Convective Storm Initiation Project (CSIP Browning et al., 2007) was carried out during June-August 2005.
The objective was to improve understanding of the mechanisms that determine precisely when and where deep convective clouds initiate. The observational focus was on Southern England, and an overview of all 18 Intensive Observing Periods (IOPs) can be found in Browning and Morcrette (2006) . IOP 18, which occurred on 25 August 2005, was chosen for this study because the convection was primarily forced by a large-scale upper level trough (suggesting predictability in the synoptic-scale forecast), but the evolution of the intense convective storms was dependent on secondary convective initiation driven by internal dynamics arising from cold downdraughts (sug- gesting that the details of the convective evolution will be sensitive to model state perturbations).
The main features of the synoptic scale weather for that day were well forecast (Clark and Lean, 2006) and are the cold front over the western edge of the European continent and the centre of the associated low pressure system to the north of the British Isles yielding westerly flow over the UK. Southern England lay below a tropopause fold running roughly along the southern coast of England. This led to widespread scattered convection not only over land but also over the surrounding seas. deep-atmosphere dynamics using a semi-implicit, semiLagrangian numerical scheme (Davies et al., 2005) .
The horizontal grid is rotated in latitude/longitude with Arakawa C staggering. The vertical grid is terrain following with a hybrid-height vertical coordinate and CharneyPhillips staggering. For this study, the model is run with 38 vertical levels and a horizontal grid spacing of 4 km oneway nested within a domain with 12 km grid spacing. The model is currently run operationally at these resolutions (albeit over a larger domain than that used here). The 4 km grid spacing domain is centred over the UK, has 288×360 grid-points and is the focus of this study.
The results presented here are based on a slightly cropped domain (as shown in Figure 5 for example), which has been stripped of 25 grid points on each side in order to avoid any spin-up effects associated with the forced lateral boundaries. The LBCs for the 4 km simulations were provided by a 12 km simulation which in turn used LBCs from the operational global model. The 4 and 12 km limited area simulations were started at 0100 UTC on 25 August 2005. The 0100 UTC initial conditions were obtained from the operational global simulation and thus incorporated the operational data assimilation that was completed prior to this time. No additional data assimilation was performed for the 4 km simulations or during the 12 km forecast and therefore the runs here were started at 0100 UTC (rather than at a later time) in order to allow the spin-up stage of the evolution to be completed before sunrise (which occurred at 0500 UTC).
The MetUM has a comprehensive set of parameterisations, including a surface layer scheme (Essery et al., 2001) , radiation scheme (Edwards and Slingo, 1996) and mixed-phase cloud microphysics scheme (Wilson and Ballard, 1999) . The convection and boundary layer parameterisations are key to this study and so briefly described here. The convection scheme of Gregory and Rowntree (1990) is used for both the 12 and 4 km grid-spacing simulations, but with a modification developed by Roberts (2003) applied at the higher resolution. The Gregory and Rowntree (1990) scheme has a trigger dependent on the initial parcel buoyancy and a mass-flux determined by a specified timescale for adjustment of Convective Available Potential Energy (CAPE), typically 30 minutes. The Roberts (2003) modification avoids the accumulation of high values of CAPE at the gridscale (which can lead to unphysical "gridpoint storms") by specifying the CAPE adjustment timescale as an increasing function of the CAPE. This allows the model to resolve explicitly most of the deep convection, with the parameterisation scheme dealing mainly with shallow convection. This modification was specifically designed for the 4 km grid-spacing configuration of the MetUM and has proved reasonably successful (Lean et al., 2005; Roberts and Lean, 2008) .
Seven types of boundary layers are identified in the boundary layer parameterisation scheme: stable, stratocumulus over stable, well mixed, decoupled stratocumulus over cumulus, decoupled stratocumulus not over cumulus, cumulus capped and shear driven boundary layer. The first six of these are described by Lock et al. (2000) with the shear-driven type being a more recent addition. The categorisation of each grid column is based on the adiabatic ascent of a parcel (rising from 10 m above the ground) and on its descent from cloud top. To avoid oversensitivity to grid-level noise, a constant 0.4 K is added to the temperature in addition to a locally derived buoyancyand stability-dependent perturbation before calculating the parcel ascent. The boundary layer type affects the calls made to other parameterisations (e.g. entrainment and convection) as well as the calculation of turbulent viscosity coefficients for boundary-layer mixing. The control 4 km grid-spacing run performed here captures all of the main features of the IOP, but the location and timing of specific features may differ slightly from the observations. In our control run the squall line originated from a cluster of showers that first formed around 0630 UTC over the Bristol Channel and then moved inland, intensifying at the right time and location. By 1030 UTC our simulation had a line of showers that did not extend far enough to the south (as in Clark and Lean, 2006) , and which propagated more quickly than observed.
More generally, in comparison with radar observations of rain rates, convective features that encompassed at least a few grid points were broadly consistent with the observations, both spatially and temporally (e.g. Figure 5 ). As the typical horizontal extent of the storms diminished in the later part of the afternoon the MetUM tended to underestimate both the size and intensity of particular features, but the total precipitation rates remained very realistic (not shown).
The evolution of CAPE, rainfall and boundary-layer types during the day are now presented; these are also used as diagnostics for the perturbation experiments. In this paper values quoted for CAPE are obtained from the integrated parcel buoyancy between the first model level (20 m above ground) and the (first) level of neutral buoyancy (LNB). Thus, they include the area of low-lying negative parcel buoyancy: i.e., the Convective INhibition (CIN). The domain-averaged CAPE increases through the simulations to a peak of around 270 The domain-averaged hourly accumulation for "rainy" grid-points in the control simulation is shown in Figure 1 , together with the number of such points. Rainy points are here defined to be those with an hourly accumu- The number of grid-points classified as shear driven peaks during both transitions, so that this type is manifest as an intermediate state. In between the transitional periods, the percentage of cumulus-capped points exhibits a broad peak between 0900 and 1200 UTC, followed by a steady decrease thereafter. This is compensated for by slow increases in the proportions of the other boundary layer types. Of particular note is the increase in the proportion of stable boundary layers, which is attributable to the formation of cold pools. in the boundary layer rather than observation errors per se (which are very often of the order of a few tenths of a degree). The former can be regarded as a measure of the variability on scales significantly smaller than those affected by the analysis system, typically 80 km. of independent events, or coherent structures, with characteristic time scale τ , and our 'sampling time' (i.e. the time over which the mean state varies significantly compared with the parametrized response) is T , then we can expect the relative error (i.e. the standard deviation divided by the mean) in the parameterisation to be of order τ /T based on binomial or Poisson statistics. This is, of course, a crude estimate, but gives a realistic idea that, in practice, a lot of 'events' must be averaged out to yield a unique mean. Where convective cloud parameterisation is concerned, this is often expressed as the need to average 'many clouds'; for convection triggering the convective boundary layer is likely to be the most important parameterised component of the system, and 'events' may be thought of as buoyant thermals. Similarly, the spatial structure arising depends on the spatial structure of the 'events' but, if a number of independent events have contributed, this will tend to a Gaussian spatial structure.
Our motivation is thus working towards a stochastic parameterisation representing sampling error in the boundary-layer parameterisation; at this simple level, the stochastic forcing can be represented by its amplitude, a related timescale and a spatial scale. In a more complete formulation, at least of the convective boundary layer, one might envisage representing the characteristic eddy timescale in terms of the boundary-layer depth and the free convective velocity scale, itself a function of the surface buoyancy flux and boundary-layer depth (e.g. Garratt, 1992 ). Here we shall not attempt to do so, but instead note that it is reasonable to suppose that τ /T is less than one and probably of order 0.1; if the eddy timescale is 5 minutes, then T would have to be over 8 hours for the relative error to be as small as 0.1. Given that boundary-layer heating rates of order 1 Kh −1 are a common occurence over land, the development of boundary-layer 'noise' with an amplitude of a few tenths of a Kelvin is certainly plausible.
It is also reasonable to suppose that the horizontal covariance scale is related to (and larger than) the boundarylayer depth, i.e. a few km. Given these rough estimates,
we have chosen to test the response of the model to precise choices of amplitude and spatial scale (Section 3.2).
Boundary-layer moisture structures with horizontal scales of order 10-20 km can be significant for convection, altering the characteristics of triggered storms, but smaller-scale temperature perturbations appear to be more important in determining triggering (e.g. Crook, 1996; Fabry, 2006) . Implementation of a stochastic backscatter scheme in a cloud-permitting simulation has been shown to increase the temperature variance at the inversion level to be more consistent with those in higher resolution cloud-resolving simulations (Weinbrecht and Mason, 2008) . This suggests that, as a first approximation, it is reasonable to implement stochastic forcing to the potential temperature near the top of the boundary-layer.
The impact of moisture fluctuations may be the subject of a later study.
The temporal correlation of perturbations is an issue; use of perturbations fixed for a period of time raises the question of the need to advect them with the flow. Randomly evolving perturbations, for example through autoregressive functions (e.g. Berner et al., 2009) For a perturbation amplitude of 1 K, the spectrum is significantly altered between wavelengths of ∼ σ gauss to 
Frequency of perturbation
Over a model domain that encompasses the entire UK the phenomena that lead to the onset of convection and affect its development occur at different times of the day.
Thus, perturbing the model state at a specified frequency throughout the simulation (sequential-perturbation experiments) is a simple and effective way to ensure that a perturbation has been applied prior to all potentially sensitive times. Perturbations applied at successive times during a simulation have no temporal correlation. We note that Grabowski et al. (2006) performed some analogous experiments in which the temperature and moisture in the lowest kilometre were randomly perturbed every 15 min, but their motivation was to trigger instabilities in order to inter-compare different cloud resolving models. Some single-perturbation experiments have also been performed to determine how the sensitivity of the simulation to perturbations changes during the day.
In the sequential-perturbation simulations the first perturbation is applied one perturbation period (i.e. 30 min in the standard set up) after the start of the simulation. This is done to allow some time for the simulation to adjust to a more balanced state from the interpolated lower-resolution initial conditions. Thus, such adjustment is considered to be a separate issue from the ongoing uncertainties that exist in the model state (see also Section 6.3).
Our default choice of the perturbation frequency is 2hr −1 and represents a compromise between two considerations. On the one hand, a typical equilibrium timescale for a well-mixed boundary layer is of the order of 10 to 20 minutes (e.g. Nieuwstadt and Brost, 1986; Stull, 1988, p450) , and the boundary layer would not be able to fully The minima in root-mean-square differences reflect the evolution of the simulations over one timestep (i.e. they are calculated from the difference between the model state one timestep after the reference time and that at the reference time). Until the reference state is reset, the root-mean-square differences for the perturbed simulations increase for two reasons: first, perturbation growth The root-mean-square difference grows throughout the first perturbation and then jumps when a new perturbation is applied. This is followed by further growth until the reference time is reset. The size of the jumps relative to the growth indicates that the growth is driven more by the model's response to a perturbation than by the direct perturbation application itself (the relative size of the jumps also decreases for smaller amplitude perturbations (not shown)). During each hour shown the overall growth of root-mean-square differences within the two perturbation simulations are very similar (i.e. this growth is independent of the frequency of perturbations). This suggests that the model evolution is relatively insensitive to whether the perturbations are applied every hour or 30 min.
We have also examined the timestep-to-timestep evolution of the potential-temperature power spectrum between perturbation applications (not shown). Using a 1 K perturbation amplitude, we find that the signature of a perturbation at the perturbed scales decreases rapidly but that after 30 min. it remains perceptible. Hence, the perturbations do not dissipate entirely between applications.
Perturbation experiments
The experiments performed are summarised in Table I .
Nine sequential-perturbation experiments were performed, with varying perturbation amplitudes, A, and standard deviations, σ gauss . These experiments are labelled σrAs, as a shorthand for σ gauss = r km, A = s K.
A trailing asterisk indicates that, for those experiments, a set of six simulations were performed differing only in the set of random numbers generated. We will refer to such sets of simulations as ensembles. They allow us to compare the spread produced by varying the perturbation-field parameters to that produced by different realizations of the same perturbation process. Other than the ensemble simulations, all runs were performed with the same randomnumber sequence. The six-member ensembles were generated by using two additional seeds for the random number generator (to generate three members) and then reversing the signs of the perturbations generated by the resultant three random sequences (to generate the other three members) (as in Done et al., 2008 , for instance).
Eight single-perturbation experiments have also been performed. These allow us to investigate the importance of the sequential perturbation strategy, and to distinguish Table I . List of simulations performed and their characteristics. The simulation labelling is explained in the main text. Characteristics shown are the standard deviation σgauss, the perturbation amplitude A, the application timing, the bias in the domain-averaged precipitation accumulated during the perturbed simulations (the difference from the control simulation value of 2.127 mm), and the maximum threehourly increment of RMSP (as defined in Section 4). For the starred simulations the values reported refer to a single member of the ensemble (that generated using the same random number sequence as used in the experiments for which an ensemble was not performed).
between direct and indirect effects of a perturbation (Section 4). For these experiments the standard deviation σ gauss was fixed at 24 km and two perturbation amplitudes (A = 0.01 and 1 K) were considered. Four application times were tested: specifically in the initial conditions (0100 UTC) and at 0700, 0830 and 1000 UTC. These experiments are labelled in the form t-s. Here t indicates the application time in UTC (or else as IC for initial condition perturbations) and s is the perturbation amplitude A in K.
As an example of the impact of these perturbations, Figure 5 shows the precipitating cloud fields at 1000 UTC for the control run and for two sequential-perturbation experiments. Radar rain rates are also included for comparison. This snapshot shows that while the locations of individual clouds have changed, on the regional scale the cloud distribution remains realistic.
Diagnostics
Two types of diagnostic are described here. Diagnostics of the direct impact of the perturbations reveal the instantaneous response of the model and may be somewhat model specific (Section 5). Diagnostics of the indirect impact of the perturbations reveal overall the perturbation growth due both to the model evolution and to the sequential perturbations (Section 6). For both types of diagnostics the reference is the control run, rather than observations.
Hence the term bias here refers to the difference of a perturbed simulation from the control simulation.
Direct effects
Four measures of direct effects (within one time step)
are examined: the effects on convective instability, the boundary-layer types, total cloud water and cloud distributions, and the model adjustment to perturbations. All 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 The boundary-layer type determined by the MetUM is affected both directly and indirectly by the applied perturbations: directly because the determination is based upon parcel ascent and indirectly because the perturbation can induce changes which later cause the boundary-layer type to switch, as described by Lean (2006) . The direct aspect can be studied from the fraction of the domain that changes its boundary-layer type with respect to the control run on application of the perturbation. 
Indirect effects
Three measures of indirect effects are examined: the effects on boundary-layer types, cloud distributions and, the root-mean-square error of the hourly-accumulated precipitation (RMSP). The first two of these were described above.
The third measure, the RMSP, is a simple and widelyused error norm (e.g. Molteni et al., 2001; Snyder and Zhang, 2003) , here computed relative to the control simulation. It is convenient to adopt a slightly-different definition here, according to which its square is given by
where the summation extends over those N grid points that are classified as "rainy" (Section 2.3) in either the perturbed or the control run. This restriction requires that either p i (the hourly-accumulated precipitation in the perturbed simulation) or c i (the same for the control simulation) is at least 1 mm. This allows a useful decomposition of the RMSP to be introduced below. Tests indicate that the conclusions are robust to changes in the threshold and the precipitation diagnostic (using instantaneous rain rates sampled every 30 min instead did not affect the conclusions). Such insensitivity may be due to the scattered nature of much of the convection in this case; at any time within the simulations there are multiple storms at different stages of their life cycles. Results also do not change when the RMSP is computed using averages over square boxes of a few grid points in width.
From both meteorological and hydrological perspectives it is important to know to what extent the perturbations tend to displace storms, alter their intensity and create or suppress new ones. A complete analysis of this issue could be provided only by keeping track of each storm at each timestep. This is beyond the scope of the current study, although we note that it may become a practical proposition in the future (Plant, 2008) . Nonetheless, some insight into such issues can be provided by decomposing the squared RMSP into three components, from three types of points that contribute to the sum on the righthand-side of Equation 1: specifically, those that are rainy only in the control run (c j > 1, p j < 1mm), those that are rainy only in the perturbed run (c k < 1, p k > 1mm), and those that are rainy in both runs (c l > 1, p l > 1mm). The contributing types will be referred to as CONTROL, PER-TURBED and COMMON points respectively. Thus, is no overall bias. The small bias that does occur is attributable to grid points at which the perturbation alters the CAPE by changing the upper limit of the vertical integral. At a small number of grid points (e.g. 0.6% of the domain for the 0700-1 experiment), the parcel ascent is always cooler than the environment, so that there is no LNB identified and the CAPE is considered to be null. For some of these points a negative perturbation introduces a lid that sets the LNB to the perturbation level, which can result in a negative contribution to the available energy of up to −60 Jkg -1 . At other points the opposite process may also happen, i.e. a very weak lid is removed, with positive changes to the CAPE. There are very few points where this occurs, but storms may be generated there, should a suitable trigger also exist.
Model adjustment to the perturbation
The first dynamical response to the random, imposed heating (cooling) consists of acoustic and Lamb waves which within minutes accomplish the required expansion (compression) (Chagnon and Bannon, 2005) . Thus, if the vertical velocity is conditionally averaged over those grid points experiencing a positive potential-temperature perturbation (hereafter positive points), then a difference with respect to the control simulation is evident ( Figure 6 ).
The vertical profile is consistent with a Lamb wave in a non-isothermal atmosphere with a rigid lid top boundary condition (Lindzen and Blake, 1972) . The increase in vertical velocity with respect to the control simulation is significant but small in absolute value and, because the wave propagates at the speed of sound, the associated parcel displacements are very small and unlikely to trigger new storms. However, the wave affects the entire threedimensional domain. Each local maximum in the perturbation field is effectively a source of acoustic waves which take roughly 30 minutes to travel across the domain. These It should also be pointed out that the effects of acoustic waves may be underestimated in the model, partly because the parameters used in the off-centering of the advection scheme are designed to damp them (Davies et al., 2005) , and partly because the relatively long timestep (100 s) will not properly resolve the fast acoustic waves. Using an individual Gaussian perturbation with an amplitude of slightly less than 1 K, Hohenegger and Schar (2007b) found that the acoustic wave response to perturbations may be responsible for error growth. Acoustic waves will also be generated by the convective storms themselves (Nicholls and Pielke, 2000) and can further accelerate error growth if the storms have been displaced (Section 6.4). It is also worth noting that analysis increments can be larger than 1 K (e.g. Kong et al., 2007) : such increments are not acoustically balanced and so may excite wave responses stronger than observed in this study.
Boundary layer changes
The perturbations introduced can directly change the boundary-layer types. The percentages of grid points in the domain that change type in the single perturbation simulations and the percentage coverage of each type in the control simulation at specific times are shown in Table II .
The percentage change is defined as the percentage of half the number of grid points in the domain at which there was a change either to or from a given type. The effect is weak for 0.01 K amplitude perturbations, the largest change is 0.05%; for the 1 K perturbation amplitude the largest change is around 2%. These changes may be substantial for some of the types, e.g. 10% of stratocumulus over stable grid points change type in the 0700-1 simulation (100 × (0.31/3.21)%); this can contribute to perturbation growth (as shown by Lean (2006) ). Note that it is unlikely that grid points that change their boundarylayer type will immediately revert back to the original type on the following timestep; even non-growing potential temperature perturbations persist for 30 min. or more (Section 3.3), albeit with decaying amplitude.
A more detailed analysis of the switches in the boundary-layer types shows that there are switches to and from each type, with the exception of the stable boundary layer which only loses points on application of a perturbation, and only loses them to the stratocumulus over-stabletype. Thus the perturbation must generate stratocumulus at such points.
Total water path and cloud distribution changes
The total water (ice and liquid water) has been compared against the control run one timestep after the perturbation Table II . The first three rows show the domain cover, expressed as percentage, for each boundary-layer type of the MetUM at specific times within the control simulation. The subsequent rows show the percentage, for various single-perturbation experiments, of grid points in the domain that immediately changed boundary-layer type with respect to the control run on application of the perturbation. In calculating these figures a switch from type T1 to type T2 is counted as a switch under both T1 and T2. This sum is then divided by two in order to avoid double counting, and so that the sum of the percentages is the total percentage of the domain that changed boundary-layer type.
are negligible, but at that level evaporation ( For example, in the 0700-1 simulation, the perturbation produces a direct increase in both the cloud mean size and number for non-cirrus clouds, but the indirect effect is of an increased mean size being somewhat offset by a reduction in cloud number. The behaviour for the direct effect is not surprising given that the mean cloud cover is around 22% of the domain (Section 6.2). Thus, on application of the perturbation it is more likely that a grid point will become "cloudy" due to condensation rather than "noncloudy" due to evaporation.
Comments on Gravity Waves
It is well known that a potential-temperature perturbation induces gravity waves whose characteristics depend on the static-stability of the background state, on the duration and intensity of the heating, and on the size and aspect ratio of the heated region (e.g. Chagnon and Bannon, 2005 limited vertical extent and duration of the heating, respectively 320 m and 100 s. These values are small compared to idealised studies with horizontally homogeneous conditions (e.g. Chagnon and Bannon, 2005; Robinson et al., 2008) , and the variety of processes occurring is also likely to hide any gravity wave signal. Furthermore, the model timestep is too long to provide a good representation of the slowest gravity wave modes, with period 2π/N , since N is of the order of 0.01 s −1 .
6 Results: Indirect effects
Boundary layer changes
The perturbations can influence the determination of the boundary-layer types throughout a simulation. Table III lists the time-averaged percentage coverage for each of the seven types, along with the changes to those values that occur in the sequential-perturbation simulations. Note that this diagnostic is not the same as that shown in Table   II to illustrate the direct effect on the boundary layer.
For perturbation amplitudes of 0.01 and 0.1 K, the changes are small (less than 0.2% for all boundary-layer types). However, for the 1 K perturbation amplitudes larger changes are found (up to nearly 6% for the cumuluscapped type). The main change is a reduced coverage by the cumulus-capped boundary layer, mainly balanced by increases to the coverage of the well-mixed and the decoupled stratocumulus types. More detailed inspection of the changes in domain cover over the course of the simulations reveals that, for any given simulation, the changes that occur are of a similar character throughout the day (e.g., a modest reduction in the stable type is a consistent feature of σ0A1).
When the changes for the single-perturbation experiments are compared against those in the sequentialperturbation simulations with the same metric, the changes are found to be larger in the latter case. This indicates that repeated application of the perturbations is indeed more relevant for model divergence than an individual application, and highlights the importance of considering the uncertainty in the evolving model state.
Cloud distribution changes
The results for precipitating clouds can be seen in Figure 7. An inverse linear relationship is found between the time-averaged number of clouds in the model domain and their mean size. This is perhaps not surprising given that all simulations produce very similar amounts of total rainfall over the course of the day (Table I) However, the relative changes to both cloud size are much larger than for the precipitating clouds, suggesting that non-cirrus cloud dynamics is altered more strongly by 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Table III . Percentages of the domain covered by each of the MetUM boundary-layer types averaged over the entire duration of the simulations, using half hourly data. The first row shows the percentages for the control run. Subsequent rows show the differences between the first row and the corresponding value for the named sequential-perturbation simulation. Positive values for the changes indicate increased cover for that boundary-layer type in the perturbed simulation. Figure 7 . Mean precipitating cloud size and cloud number, averaged over the entire duration of the simulations using half hourly data and plotted as a point for each simulation listed in Table I . The control simulation is denoted by a black star. Simulations with perturbation amplitudes of 0.01, 0.1 and 1K are denoted by light grey, dark grey and black symbols respectively. For sequential-perturbation simulations, the symbols used are squares, circles and diamonds for σgauss = 24, 8 and 0 km respectively. Where an ensemble exists its mean value is plotted. For single-perturbation simulations letters are used: 'A', 'B', 'C' and 'D' for perturbation application times of the initial time, 0700, 0830 and 1000 UTC respectively. The upper right plot is an expansion of the central area of the main plot.
these perturbations. Regression analysis of the data from this subset and from all the other simulations separately both produce straight-line fits with high correlations and different slopes.
6.3 RMSP Figure 8 shows the evolution of RMSP in the sequentialperturbation simulations. It is most responsive to the perturbation amplitude. When this is 1 K, the strongest RMSP growth occurs after the second perturbation application (at 0200 UTC) and the RMSP peaks between 0700 and 1100 UTC before levelling off at about 3 mm. In contrast, although the strongest growth is again seen at early times for perturbations of amplitude 0.1 K, there is no peak in the RMSP evolution, which levels-off at about The domain-averaged hourly-accumulated precipitation for rainy points over the full duration of the control simulation is 2.127 mm. The biases from the control simulation for the perturbed simulations are listed in Table I . For most cases, the bias is two orders of magnitude smaller, demonstrating that the total rainfall in this case study is primarily dictated by the large-scale convective forcing. While the perturbations can alter the timing and location of particular storms, they do not affect the time-space averaged moisture budget.
The largest biases, of the order of a few percent, occur for a subset of simulations identified in Section 6.2 as leading to significant changes in cloud distribution:
specifically, σ24A1, σ8A1, σ0A1 and IC-1. If a perturbation field is applied to the initial conditions, the rainfall increases throughout the course of the simulation that follows, whereas in the 1 K sequential-perturbation simulations total rainfall is reduced. The reduction occurs primarily between 0500 and 1500 UTC, albeit somewhat offset by a positive bias later (not shown). These results highlight the point that the model is sensitive to strong perturbations at early times, and also suggest that perturbations affecting the spin-up phase of the model can produce markedly different results to those applied later on.
The RMSP of the single-perturbation simulations is shown in Figure 9 together with that of the σ24A1 and (Figure 8(b) ). It should, however, be recalled that the IC-1 and σ24A1 simulations have different domain-averaged accumulated precipitation (Table I) . This emphasises the importance of considering a range of diagnostics when assessing the impact of perturbations. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 In general the MSP decomposition is only slightly sensitive to the standard deviation of the perturbations σ gauss , particularly for the perturbation amplitude 0.01 K.
However, for the larger amplitudes there are indications in the σ8A1 and σ8A0.1 simulations that the 8 km standard deviation is consistently the most effective at displacing the storms.
Summary and conclusions
The processes leading to the growth of convective-scale model-state perturbations (specifically perturbations in potential temperature), and the sensitivity of the perturbation growth to the perturbation characteristics, have been investigated for a case study from the CSIP field campaign. The case was chosen because it was strongly upperlevel forced but with detailed mesoscale/convective-scale evolution that was dependent on smaller-scale processes.
The focus of this study is the identification of processes leading to perturbation growth -determination of the relative importance of these processes is left as future work.
The potential temperature was perturbed at a fixed model level within the boundary layer, usually a little above the lifting condensation level (sensitivity studies showed little sensitivity to the height of the perturbation).
Various perturbation amplitudes and horizontal lengthscales were considered, and perturbations were applied either once only (at various specific times) or else sequentially (applied every 30 min. throughout the run and uncor- Table II) .
Such switches will change the model evolution by activating different parameterisations and causing different coefficients to be used within the parameterisations. On the larger scale, the direct effect is the generation of Lamb and 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Finally, some qualitative differences have also been found in the response to strong perturbations applied to the initial conditions. These differences are not apparent from the RMSP but can be seen in the cloud distributions and the sign of the small precipitation bias. At least for this case, the model may be sensitive to perturbations applied during spin-up, before it has balance-adjusted the initial conditions interpolated from a coarser grid.
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