Abstract. A mapping / defined on a subset X of a Banach space E and taking values in E is said to be nonexpansive if \flx) -fiy)\ < \x -y\ for all x,y e X. In this paper we introduce a promising new geometric property of Banach spaces and show that it yields via a minor modification of known arguments a new fixed point theorem for nonexpansive mappings which includes Kirk's famous result as well as a recent result of Karlovitz. We also discuss in detail a situation not covered by this result.
1. Statement of results. Throughout this paper, E denotes a Banach space with norm | |. If X is a subset of E and /: X -» E, then / is said to be nonexpansive if |/(x) -/(y)| < |x -y| for all x,y E X. The space E is said to have the BrowderGöhde-Kirk property (short: B-G-K property), if any nonexpansive self-mapping of a nonempty, closed, bounded and convex subset X of E has a fixed point in X.
In 1965, F. E. Browder [2] and D. Göhde [6] independently proved that every uniformly convex Banach space has the B-G-K property, while W. A. Kirk [8] established this property for the wider class of reflexive Banach spaces having normal structure. (Recall that E is said to have normal structure, if for each bounded, closed and convex subset X of E consisting of more than one point there is a point x G A' such that sup{|y -x\: y E X) < diani| |(A") (= sup{|w -o|: u, v E X}).)
Motivated by a certain method often employed in proofs of fixed point theorems for nonexpansive mappings (see Lemma 1 below), we introduce the following weakening of the concept of normal structure: A Banach space E is said to have asymptotic normal structure, if for each bounded, closed and convex subset X of E consisting of more than one point and each sequence {x"} in X satisfying x" -xn+x -» 0 as n -» oo, there is a point x G X such that lim inf"_00|x" -x| < diani| ¡(X). Theorem 1. Every reflexive Banach space with asymptotic normal structure has the B-G-K property.
The interest in Theorem 1 stems, of course, from the fact that normal structure defines a narrower class of Banach spaces than asymptotic normal structure. This can be seen, among others, from our next result. Theorem 2. Let ß > 1 and let Eß be the real space l2 renormed according to \x\fl = max{||x||2,^||x||00}, where HxH^ denotes the lx-norm and \\x\\2 the l2-norm. Then
(1) Eß has normal structure if and only if ß < V2 , and (2) Eß has asymptotic normal structure if and only if ß < 2.
Theorem 2 has several most interesting consequences. On the one hand it establishes that Kirk's result is properly contained in our Theorem 1. On the other hand it yields (via Theorem 1) that for all ß < 2, Eß has the B-G-K property, a fact first established by Karlovitz [7] (for the special case ß = V2 ) using a rather elaborate though sophisticated method of proof. Finally, Theorem 2 illustrates the limits of the applicability of Theorem 1. To be more precise, it shows that Theorem 1 cannot be used to decide which of the spaces Eß with ß > 2 have the B-G-K property. However, by using a certain "averaging procedure" we are able to establish the following fact. 2. Proofs. The following essentially well-known lemma will play the crucial role. Lemma 1. Let E be a reflexive Banach space with norm | |, let X c E be nonempty, closed, bounded and convex and let f be a nonexpansive mapping of X into X. Then (1) there is a sequence {x"} in X such that xn -fixj) -» 0 and xn -xn+, -» 0 as « -» oo.
(2) There is at least one nonempty, closed, bounded, convex and f-invariant subset K of X which is minimal with respect to f (i.e., which contains no proper, nonempty, closed, bounded, convex and f-invariant subset).
(3) If X is minimal with respect to f and {x"} is a sequence in X such that xn -fixj) -* 0 as n -» oo, then |x" -x| -* diani| ¡(X) as n-> oo for all x G X.
Proof. (1) Fix z G X. Then Banach's contraction principle yields the existence of a sequence {x"} in A' satisfying x" = z/« + (l -l/«)/(xn). We have x" -/(x") = (z -f(xj))/n -* 0 as n -» oo, and, by nonexpansiveness of/ for all n E N, l*» -x"+>i=|th>Ti)(z ~f(Xn)) + (l~ ^tt)(/(xJ ~áx"*x)) <^^Iz-/wi+(1-^tt)ix"-^'I'
sothat|x" -x"+1| < |z -/(xn)|/n-»0as«-»oo.
(2) Standard Zorn's lemma argument using reflexivity of E.
(3) See, e.g., [5] and [7] .
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Remark. From many instances we got the impression that the problem of giving complete references to part (3) of this lemma seems to be very hard to solve. Since we are mostly concerned about mathematics we therefore decided to leave it without a solution.
Using Lemma 1 the proof of Theorem 1 is now straightforward and hence omitted. But for the proofs of Theorems 2 and 3 we need in addition the following results about the space l2. \\u -((1 -t)v + tw)\\l + t(\ -t)\\v -w\\l = (1 -OH« -v\\22 + f||M -wf2.
Proof. || ||2 is a Hilbert-space-norm.
Lemma 3 (cf. Edelstein [3] , [4] ). Let ß > 1, let X c Eß be closed, bounded and convex and let {x"} be a sequence in X. Then there exists a unique point z EX (called the "|| ^-asymptotic-center of {x"} in X") which minimizes the functional x r-> lim supn^00||x" -x||2. This point z satisfies, in addition, (a) lim sup"^J|x" -z||2 + ||z -x||2 < lim sup"_J|x" -x||2 for allxEX, and (b) 2 lim sup"^J|x" -z||2 < lim sup^^lim sup"^J|x" -xp\\\}.
Proof. The functional g(x) = lim sup^.Jlx,, -x||2 is continuous and convex and satisfies, by Lemma 2,  sGCi + *))2 +i|xi -yJ& < i^.)2 + 2-g(y2)2 for ally"y2 G X. Hence g has a unique minimizer in X.
(a) For t E (0, 1), Lemma 2 yields g(z)2 + t(l -t)\\x -z\\l < g((l -t)x + tz)2 + t(l -t)\\x -z||2
so thatg(z)2 + /||x -z||| < g(x)2. > kco -*u)i2 +ku+.) -*a+.)i2
>r, a contradiction.
Claim 2. If x G A" is a weak limit point of {xn}, then ||x -z||2 + d2/ß2 < d2/2. Hence ß = 2 and \x(k) -z(k)\ = ||x -z||2 = d/2, so that x(j) = z(7) for j ^ A:
and \x(k) -z(k)\ = ¿//2. But the real sequence {x"(A;)} satisfies x"(k) -x"+1(Ä;) -» 0 as « -» oo, so that the set of limit points of {xn(k)} is an interval. This and the above imply that {x"} converges weakly and the weak limit point of {x"} is, of course, the || ||2-asymptotic-center z (cf. proof of Claim 2), yielding 0 = \z(k) -z(k)\ = d/2, i.e., d = 0, which contradicts our assumption.
Proof of Theorem 2.
(1) If ß > V2 , the subset X = {x G Eß: \\x\\2 < 1 and x(j) > 0 for ally'} of Eß is easily seen to be bounded, closed and convex, to consist of more than one point and to have the property that sup{|y -x\ß: y G X] = ß = diani| | (X) for all x G X. Suppose now that ß < V2 and let A' be a closed, bounded and convex subset of Eß with d = diani| | (X) > 0. Then a slight modification of the proof of Lemma 3 yields existence of a unique point z E X which minimizes the functional x h» sup{||y -x||2: y G X) and satisfies, in addition, sup{||y -z||2:y E X) < diam,, h(X)/V2 . But then we have fory G A':
\y-z\ß< ß\\y -z\\2 < ^diam,, h(X) <^=jd<d, thus establishing the second part of assertion (1).
(2) If ß > 2, we define X c Ep by X = {x G Eß: |x|v5 < V2 and x(j) > 0 for ally'} and a sequence {x"} in X by *» = ^fi"""'* + e*+1 * {2k)2 < " < (2* + ')2 and *" = e«+x + n~4{k+V)2ek*2 if (2A: + 1)2 < " < (2* + 2)2'
where {e*} denotes the usual orthonormal basis of l2. Then some straightforward reasonings yield that X is closed, bounded and convex with diani| , (X) = ß and that x" -x"+1-»0 as «-»oo, while |x" -x^-»/? as «-»oo for all x G X. Therefore Eß does not have asymptotic normal structure. Suppose now that ß < 2, let X c Efi be closed, bounded and convex with d = diani|, (A*) > 0, and let {x"} be a sequence in X such that x" -x"+1 -»0 as « -»oo. By Lemma 3(b) we have (letting z denote the || ||2-asymptotic-center of {x"} in A"): lim supn_00||xn -z||2 < d2/2 < 2(d/ß)2, so that Lemma 4 yields existence of a point x G X such that lim inf"^ Jx" -x\ß < d.
The proof of Theorem 3 requires further information about l2.
Lemma 5. Let X c E2 be closed, bounded and convex and let {y"} be a sequence in X such that \y" -x|2-» d = diani| |2(A") ay « -» oo for all x G X. Then \\yn ~ *lloo ~* <^/2 os « -» oo /or all x E X.
Proof. By definition of | \ß, we have 2||y" -xH^ < |yn -x|2 < d for all n E N, 
