ABSTRACT. This paper provides a survey of iteration procedures that have been used to obtain fixed points for maps satisfying a variety of contractive conditions. The author does not claim to provide complete coverage of the literature, and admits to certain biases in the theorems that are cited herein. In spite of these shortcomings, however, this paper should be a useful reference for those persons vishing to become better acquainted with the area.
ITERATION PROCEDURES.
The literature abounds with papers which establish fixed points for maps satisfying a variety of contractive conditions. In most cases the contractive definition is strong enough, not only to guarantee the existence of a unique fixed point, but also to obtain that fixed point by repeated iteration of the function. However, for certain kinds of maps, such as nonexpansive maps, repeated function iteration need not converge to a fixed point. A nonexpansive map satisfies the condition IITx Tyll <_ ]Ix Yll for each pair of points x, y in the space. A simple example is the following. Define T(x) 1-x for 0 _< x _< 1. Then T is a nonexpansive selfmap of [0, 1] with a unique fixed point at x 1/2, but, if one chooses as a starting point the value z a,a 1/2, then repeated iteration of T yields the sequence {1 -a,a, 1 -a,a,...).
In 1953 W.R. Mann [32] defined the following iteration procedure. Let A be a lower triangular matrix with nonnegative entries and row sums 1. Define xn+l T(vr,), where Vn E ankXk" k=O The most interesting cases of the Mann iterative process are obtained by choosing matrices A such that a,+l,k (1-a,+,,+)a,t,,k 0,1,...,n;n 0,1,2,..., and either a,, 1 for all n or a,, < 1 for all n > 0. Thus, if one chooses any sequence {c,} satisfying (i) co 1, (ii) 0 _< c,, < 1 for n > 0, and (iii) c, c, then the entries of A become atn C/t ank=ck H (1-cjl, k<n. (1.1) j=k+l and A is a regular matrix. (A regular matrix is a bounded linear operator on go such that A is limit preserving for convergent sequences.)
The above representation for A allows one to write the iteration scheme in the following form: x,+, (1 c,.,)x,., + c,., T(x, ).
One example of such matrices is the Cesaro matrix, obtained by choosing c,, 1/(n + 1).
Another is c. 1 [13] and Krasnoselskii [30] . Krasnoselskii 
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Let E be a Banach space, C a closed convex subset of E, T a continuous selfmap of C.
Mann [32] showed that, if either of the sequences {xn} or {vn } converges, then so does the other, and to the same limit, which is a fixed point of T. Dotson [12] , extended this result to locally convex Hausdorff linear topological spaces E. Consequently, to use the Mann iterative process on nonexpansive maps, all one needs is to establish the convergence of either {xn } or For uniformly convex Banach spaces, the following was obtained independently by Browder [6] , Kirk [281, and Gohde [6] . Let [8] . Halpern [18] [4] .
We shall now examine two other iteration methods for obtaining fixed points. The first of these is due to Kirk [29] and is defined as follows. Let (6) . If I-S maps bounded closed subsets of K into closed sets, then, for each x0 E K the sequence {S"x0 } converges to a fLxed point of T in K.
The other fixed point iteration procedure is defined by s= a, 1, aa+ 7 0 for at least one integer k.
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Massa [33] has shovn that, if T is quasi-nonexpansive, then S and T have the same fixed points. He has also proved the following. Then {S"x converges to the only fixed point of T.
RATE OF CONVERGENCE.
There has been no systematic study of the rate of convergence for these iteration procedures, and it is doubtful if any global statements can be made, since there is nothing about these iteration procedures to cause their analysis to be different from that of other approximation methods.
The author [44] obtained some evidence on the behavior of the Mann iteration procedure for the decreasing functions f(x) 1 xrn,g(x) (1 z) for 1 _< rn <: 6 and c,, An examination of the printout showed that the Newton-Raphson method converges faster than the Mann scheme. This is not surprising, since the Newton-Raphson method converges quadratically, whereas the Mann process converges linearly. However, whereas the rate of convergence of the Newton-Raphson method is very sensitive to the starting point, the rate of convergence for the Mann process appears to be independent of the initial guess.
STABILITY.
We shall now discuss the question of stability of iteration processes, adopting the definition of stability that appears in [19] . Let For the iteration method of Kirk [29] , they have the following result. In a recent paper the author [49] has proved each of the above theorems for a contractive definition independent of that of Zamfirescu.
Consider the following contractive condition: there exists a constant c satisfying 0 < c < 1 such that, for each pair of points x, y in X, IITx Tyll < cmax{llx Vii, Ilx TVlI, IlU Txll}. 1 -a(1 -c) Then f(T,z,) is T-stable.
