prior when the outlier is a particular small area.
1 Introduction Little and Zheng (2007) make a comprehensive Bayesian proposal in survey sampling an important field where the Bayesian methods are hardly used. These authors consider in their paper noninformative priors for Bayesian methods in survey sampling settings. We believe that the objective robust Bayesian approach in survey sampling settings could be more effective than the choice of noninformative priors, as suggested by the authors, in order to eliminate antipathy towards methods that involve subjective elements or assumptions. We can address this by using Bayesian robust priors. These priors are dominated by the data when there is a data-prior conflict. There are recent advances and new proposal for Objective Robust Bayesian Analysis. We use here some of the most recent literature with these contributions. We can find the first in Fúquene, Cook and Pericchi (2009) where Cauchy and Berger's robust heavy-tailed priors are considered and several mathematical results are presented such as the Generalized Polynomial Theorem for robust priors. Also, we use the Student-t-Beta2(1,1,1,β) heavy tailed prior proposed by Fúquene, Perez and Pericchi (2011) for modelling outliers and structural breaks in dynamic linear models. The Fúquene, Perez and Pericchi (2011) prior is a new heavy tailed prior obtained as the marginal for the location parameter of: a Cauchy density for the location parameter and a Scaled Beta2 (see Jonhnson, Kotz and Balakrishnan (1995) ) prior for the square scale. The Bayesian approach for estimating parameters defined on small areas have had considerable attention in recent years. For example, in the popular book of Rao (2003) there are different proposals for various small area estimation methods using Bayes and hierarchical Bayes methods. On the other hand, the estimation of proportions is one of the most important topics in small areas estimation methods since binary data is often present in survey sampling. Little and Zheng (1980) propose an empirical Bayes approach to estimate small areas using mixed logistic regression models. Stroud (1991) develops a general hierarchical Bayes methodology for univariate natural exponential families. Stroud (1994) shows shows a proposal for the treatment of binary data for different designs of survey sampling such as simple random, stratified and cluster and two stage sampling. Jiang and Lahiri (2001) propose a frequentist alternative to the hierarchical Bayes methods for the small areas estimation with binary data. However, there is no proposal on using the exponential family for the Binomial likelihood with objective Bayesian robust priors; therefore, our proposal is quite distinct from the previous proposals and it is a novel proposal to the best of our knowledge. We support our proposal by different reasons:
1. Heavy tailed priors are useful in the posterior inference in small areas not only when there is conflict between auxiliary variable (prior information) and sample within the small areas but also when there is conflict between the small areas.
2. The use of prior information with robust priors could be more acceptable for both practitioners in survey sampling and agencies because robust priors discount the prior information when the auxiliary variable (prior information) in the small areas is in conflict with the actual data. Therefore, agencies could see these methods like objective and without "prior" biases.
3. MCMC simulation with robust priors for the estimation of proportions in small areas is fairly simple and it could definitely help the diffusion of robust Bayesian methods in survey sampling for practitioners. In fact, we use in this paper two friendly R-packages that people involved in survey sampling can use easily.
This paper is organized as follows: in Section 2, we give a background of the objective robust Bayesian approach to estimate small areas in survey sampling. In section 3 we study the behavior of the prior specification and posterior models for our proposal. In section 4 the potential of our proposal is illustrated in a popular example of the batting averages for 18 players called the "Clemente Problem" given in Efron and Morris (1975) . Some closing concluding remarks are presented in Section 5.
Objective robust Bayesian approach to binary data

A simple motivating example
We introduce the robust Bayesian point of view in survey sampling using an example of simple random sampling for a finite population. We use the notation given in Little and Zheng (2007) and Gelman, Carlin, Stern and Rubin (2004) . Consider a finite population U = {1, ..., N } and y = (y 1 , ...y N ) denote the values of a variable in the population. Consider the marginal distribution of y over the prior distribution with parameter θ:
to draw a simple random sample of size n. For this problem, the estimand is the average of the finite-populationȳ:
whereȳ obs andȳ mis are the averages of the observed and missing y i 's respectively. Assume that y i |θ has a normal distribution where µ = µ(θ) = E(yi|θ) and σ 2 = σ 2 (θ) = V (yi|θ) are the expectation and variance of the
which denotes a normal density onȳ mis with mean µ and variance σ 2 /(N − n) , respectively. Using the standard noninformative prior distribution for p(µ, log(σ 2 )), we have the exact result y|y obs ∼ t n−1 (ȳ obs , s 2 obs (1/n − 1/N )) where t n−1 denotes the student-t distribution with n − 1 with degree of freedom (see Gelman, Carlin, Stern and Rubin (2004) ). Suppose that prior information is available for the location parameter of µ, then we can use µ ∼ N (θ, σ 2 ), therefore:
We can see in (3) the mean is a convex combination of the prior expectation, θ, and the data average,ȳ obs , and thus the prior has unbounded influence. For example, as the location prior/data conflict |θ −ȳ obs | grows, so does |θ n −ȳ obs | and without bound. These considerations motivate the interest in non-conjugate models for Bayesian analysis of survey sampling, and more generally motivate the use of objective robust Bayesian heavy-tailed priors. We find in the literature different proposals about robust priors. For example, in Dawid (1973) , O'Hagan (1979) , Evans and Moshonov (2006), Gelman, Jakulin, Pittau and Su (2008) and Pericchi, Sanso and Smith (1993) , where robust priors for location parameters are studied. However, our proposal is about the natural parameter of the Binomial likelihood in the exponential family (not location parameter) with objective robust priors recently known.
Additionally, most surveys have binary data and the Binomial likelihood is appropriate to model the data. In these surveys is very common that estimates of proportions are desired for subpopulations (domains). However, sometimes the sample size for a given domain is very small and it is necessary to provide a useful estimate for this small areas. Let θ i be the true proportion of having a particular characteristic in the small area and the data {y ij , i = 1, 2, ..., m, j = 1, ..., n i }, where y ij is the value of the jth unit belonging to the ith area. The data can be reduced to
One approach for this problem is to use the usual conjugate Beta prior with parameters a and b to make estimation for each small area with the conjugate analysis, but the influence of the prior information in the Beta prior could be very high when prior and likelihood information are in conflict (see Fúquene, Cook and Pericchi (2009) ). On the other hand, the Binomial likelihood in the exponential family form is:
where the natural parameter is the log-odds
The posterior expectation and variance using (4) and a Beta(a i , b i ) prior, after of the transformation the parameter θ to log-odds, are
is Digamma function and Ψ (·) is Trigamma function. Changing the hyperparameters a, b, the expectation can be changed without a bound, so the influence of the prior mean is unbounded. In order to obtain robust analysis of binary data for small area estimation we can use the two following models:
First robust model
Fúquene, Cook and Pericchi (2009) present a novel result, The Polynomial Tails Comparison Theorem, which gives easy-to-check conditions to ensure prior robustness for the natural parameter in the exponential family. The authors considered a Cauchy prior for the Binomial likelihood, where the conditions of their theorem are available. For this reason the first robust analysis for binomial data is a Cauchy prior for the natural parameter λ i :
in order to achieve robustness with respect to the prior. Hence, the first robust model is
where µ i and τ i are the parameters of localization and scale of the Cauchy prior. If prior information is available for all small areas we can use it in the cauchy prior having the prior information in the log-odds scale as follows:
1/2 where x i is the auxiliary variable (i.e. prior information) for the ith small area.
Second robust hierarchical model
On the other hand, Fúquene, Perez and Pericchi (2011) propose to use the Beta Distribution scaled of the Second Kind, (or Beta 2 scaled distribution) for the square scale parameters in dynamic linear models for modelling outliers and structural breaks. In order to estimate proportions in small areas, we use this prior for the square scale parameter in hierarchical models. The scaled Beta2 prior for the square scale is the following:
For precisions φ i = 1/τ 2 i , we assign the scaled Beta 2 as
The marginal of the location parameters of, a Beta 2 scale density for p = q = 1 for the square scale parameters coupled with a Cauchy prior for the location, is a novel heavy tailed prior (see proof in the appendix):
The Student-t-Beta2(1,1,1,1) (called here the Fúquene, Perez and Pericchi prior) prior has the following qualities: 1) is proper. 2) has tails heavier than the Cauchy prior. Therefore, we consider the robust hierarchical model as follow:
where Beta2(1, 1, 1/β) is an independent Scaled Beta2 for the square scale in each small area and M is taken as the general mean obtained using the prior information for all small areas.
In order to compare the Cauchy, Normal and Fúquene, Perez and Pericchi prior we make a match of the quartiles equal ±1. Therefore, the scale for the Normal is 1.47 and for both Cauchy and Fúquene, Perez and Pericchi (2011) (Student-tBeta2(1,1,1,1)) prior the scale is 1. 
Illustration with the two approaches
We compare the two approaches observing the posterior predictive mean and variance as functions of the discrepancy between the MLE and prior location. For the Cauchy prior we use the R package named ClinicalRobustPriors (see Fúquene (2009) ) to compute probabilities and figures for the prior, likelihood and posterior models. On the other hand, for the Fúquene, Perez and Pericchi prior the BRugs package is used (see Thomas, O'Hara, Ligges and Sturtz (2006) ). The MLE for the natural parameter of the Binomial likelihood is kept fixed at log(y i /(1 − y i )) = 0 and the prior location is moved to create a conflict between data and prior.
From Figure 3 , we can see that with Cauchy and Fuquene et al (2011) priors the estimation of the posterior predictive mean tends to the MLE. This behavior is expected for Bayesian robustness; therefore, these priors are robust for the Binomial likelihood in the exponential family. In other words the influence of the prior is bounded. Figure 4 displays the posterior variance, we can see that with the Cauchy and Fúquene, Perez and Pericchi priors the posterior variance is not monotonic in the conflict between the MLE and prior location. 4 Example: "The Clemente problem"
In this section we apply our proposal in an historical example given in Efron and Morris (1975) . This data set has been explored by different authors including Morris (1983), Gelman, Carlin, Stern and Rubin (1995) , Datta and P. (2000) , Rao (2003) , Jiang and Lahiri (2006) and Pericchi and Perez (2010) . Efron and Morris (1975) consider the problem of estimating the batting averages of 18 baseball players in the 1970 season; since the batting averages are small, each player is considered as a small area. Although this is an estimation proportion problem, they used hierarchical Normal/Normal model transforming the data to obtain the estimates of the proportions. We consider this estimation problem in a different way using two auxiliary variables given in Gelman, Carlin, Stern and Rubin (1995) such as the batting average of each player in the previous season of 1969 and the number of times at bat in that season.
For the Binomial likelihood the sample size is n i = 45 the number of times at bat and y i the number of hits among n i for the ith player. θ i is the true know batting average for the 1970 season. From Table 1 we observe two different types of outliers. The first one is an outlier with respect to the prior information in the small area. The second type is a small area resulting in conflict with the other small areas. The first outlier is Alvarado because the average during the first 45 at-bats at 1970 (0.224) is much better than his previous batting average at 1969 (0.118) . For the first outlier we use a Cauchy prior for the small area. The second outlier is the player Roberto Clement who undoubtedly was an extremely good hitter not only during the 1969 season but also during many seasons. For the second we can use Fúquene, Perez and Pericchi prior. In this example we can see that for the Cauchy/Binomial (C/B) model the estimation of the average for Alvarado has a relative root mean squared error, RRMSE = √ MSE/(true value), equal to zero. For this outlier the conflict between prior and likelihood is equal to |0.267 − 0.188| = 0.159 and the estimation is equal to the parameter (0.224). However, using the Beta/Binomial (B/B) conjugate model for the small area the RRMSE is equal to 0.161 and with this conjugate prior the influence of the auxiliary information is very high. On the other hand, using the Fúquene, Perez and Pericchi prior the estimation for the player Roberto Clemente (≈ 0.372 and 0.373) is very close to the true value (0.352), and the influence of the mean of the prior information, e −1.079 /(1 + e −1.079 ) = 0.253, is discounted. However, using the Normal/Binomial and a non-informative Inverted Gamma for the square of the scale (N/B-Inv-Gamma), the estimation (≈ 0.289) is very influenced for the prior information given for all small areas. Finally, we can see that when there is no conflict between the auxiliary information within the small areas, the Cauchy prior provides approximately the same results than the conjugate analysis. This fact is a very important quality for using a Cauchy prior as a objective default prior. 
Concluding remarks
In recent years different methodologies using objective robust priors have been proposed. Examples are methodologies for important areas such Clinical trials (Fúquene, Cook and Pericchi (2009) ), Quality Control ( (Bayarri and Garcia-Donato (2005) ) and Genetics ( (Consonni and Moreno (2011) ) to mention only some of them. However in survey sampling there is no a clear proposal. An objective robust Bayesian methodology could be more acceptable for both practitioners involve in survey sampling and agencies making these surveys in order to eliminate antipathy towards methods that involve subjective elements or assumptions . We propose to use the Cauchy and Fúquene, Perez and Pericchi priors as default (and robust) priors in the estimation of proportions on small areas: 1) For the estimation of proportions when there is a conflict or not between the auxiliary information (prior information) and the data within the small area the best alternative, as a objective default prior for Bayesian robustness, is a Cauchy prior.
2) The second type of outlier is given when one small area is in conflict with the rest of small areas. In this case we need robustness with respect to the prior information for all small areas. Therefore, we recommend to use the Fúquene, Perez and Pericchi prior as an objective default prior in order to obtain robustness with respect to the prior information. 3) MCMC simulations for our proposal can be made easily using either of the ClinicalRobustPriors or BRugs R packages 4) In a future work these approaches can be explored in important designs such as stratified and multistage.
RESUMO: Nós exploramos a Cauchy e Fuquene, Perez e Pericchi (2011) distribuições a priori para estimar proporções em pequenasáreas. Modelos hierárquicos e a probabilidade Binomial na forma da família exponencial são utilizados. Para ilustrar a abordagem bayesiana robusto, nós aplicamos esta metodologia em um exemplo popular: "o problema clemente". Finalmente, recomendamos usar o Cauchy distribuição a priori na ausência ou presença de outliers nasáreas de pequenos e os Fuquene, Perez e Pericchi distribuição a priori quando o outlieré umaárea particular. PALAVRAS-CHAVE: A amostragem da pesquisa; família exponencial; distribuições a priori robustas; pequenasáreas.
