ABSTRACT
MATHEMATICAL MODEL OF OPTIMIZATION
Mathematical basis of techno-economic optimization of the objects is the mathematic model of optimization. Model of optimization according to figure 1 consists of the components: -State functions F si (i = 1,2,3 ...), -Limit function (function boundary conditions) F gi (i = 1,2,3 ...), -Criteria optimization and -The objective function F ci (i = 1,2,3 ...).
The first two components, ie. state functions or state equation and the limit function object of the mathematical model of the object is defined. Real objects imply a wide range of phenomena, processes and systems as very frequent objects of modelling in mechanical engineering and machining as technological processes [1, 2] . It should be noted that the mathematical model, as opposed to the physical retains the physical nature of the originals (real property), showing the mathematical abstraction. This abstract form expresses the essential physical, geometrical, technological, economic or any other features of the real object, [3, 4] .
The mathematical model of a machining process can be generally shown schematically by Figure 2 . In this, it is necessary to analyze the inputs and outputs of "natural" process and all sets of inputoutput variables x i , y i , z i i = 1,2,3 ... for each decomposed "elementary" process. This is a "natural" process that constitutes the core of the machining process and should describe the mathematical model of the process [5] [6] [7] .
After analyzing the existing restrictions one accesses the mathematical description of the object in the mathematical language as a specific set of functions and equations. Thus the main features of the mathematical model are a function of the state of F si and function limitations F gi .
Considering the scheme in Figure 2 , we can set up a mathematical model of any machining process in production engineering (with and without removing the chip, and beyond), through the functions of the process:
and the limit function:
The mathematical models (1) and (2) are essentially physical, geometrical, technological and economic dependent qualimetric within the machining process and to the admissible domain D resizing.
The system (1, 2)   can be broken down into a group optimal or control the size and groups that are constant in the course of the process. The first group can be changed in the process in order to achieve the desired state of the process ( ) and optimum objective function (F c (1) and (2) , so that it is obtained:
or in the form of an explicit,
Components of the state functions and function limitations, as it is said, is defined as the mathematical model while the optimization criteria as the third component, together with the first two, sets the framework mathematical model of optimization. On the basis of these three components, there is a specific form of the objective function (optimization functions):
Function (6) is a mathematical description of the optimal control process, the identified optimization criteria.
In theory, techno-economic optimization can be extracted more optimization criteria or objective functions (F c ) according to which the optimized processes, [8, 9, 2, 10] 
which shows key production effects, and also functions F gi constraints, which limit the allowed domain D changes of input, into a functional relationship with a set of input and the other mentioned factors, according to (6) and (2), is obtained by the mathematical model of optimization deterministic process:
Techno-economic optimization is reduced to a mathematical point of view, the definition of extremal (optimal) objective function (8) and of correspondingof managed size and characteristics of the state of the process that provides the optimum, as shown in Figure 3 , [1, 3, 11] . 
THE METHOD OF GEOMETRIC PROGRAMMING
This method can solve those optimization tasks whose optimization functions are in the form of positive polynomials:
where: B j -positive coefficients (constants), bijexponents, random number, which may be [13] [14] [15] [16] .
In many cases, the optimization of machining processes and technology in terms of cost, where the optimization function is expressed as a positive polynomial (9) , it is possible to effective application of the method of geometric programming.
The basic inequality methods
In developing the algorithm method of geometric programming, starting from the mathematical inequality between geometric and arithmetic means of non-negative numbers. This inequality is the foundation of the method and two sizes as follows, [16, 12, 17, 3, 4] .
This relation expresses the view that geometry can not be greater than arithmetic means.
Inequality (10) , for k variables is:
and it is valid that the size Z j positive and positive size q i satisfy the condition of normality,
From equation (11), we can write the basic equations of the method of geometric programming:
The previous equation is obtained when the inequality in replacing,
where in a j z > 0.
Inequality (14) has a fundamental meaning for the method of geometric programming because the application of this inequality to the function optimization (9) may change: (15) in equation (13) , write the basic of mathematical method 
and the condition of positivity:
Right side of the inequality (19) is a function of the size of q j (
and is called a dual function of a convex function (9) , because the positive polynomial (9) is a convex function. Left F c inequality (19) , however, depends only on the independent variables x j ( r , 1 i  ).
The following conclusion is: at the basis of the fundamental inequality , a polynomial of positive F c (X) cannot be, whatever kind of values are the variables x j ( r , 1 i  ),smaller than the dual function Q (q), (X) , and the primary model, i.e. minimization function F c , down to the dual model, ie. the maximization of the dual function Q(q). So there is a primary reformulation (base, starting) in finding the optimization dual task, since it can be shown [15, 7, 16] that is a maximum value of the dual function Q(q) equal to the minimum value of the basic functions in the form of a positive F c polynomials, ie.
In these conditions must be met (20) , (21) and (22) 
which is much easier to solve in respect of the primary task (25), i.e. determination of F c min , F c optimization function.
Algorithm of method
At present, there are two possible cases as follows:
-The case without restrictions -The case of the constraints In case that there are no limitation equations (24) or system (25) is defined by the minimum value (optimum) function optimization F c0 (9) over the maximum Q 0 , ie. determining the optimal level F c0 positive polynomial F c testifies to the determination of the maximum value Q 0 dual function Q(q). It would be the first step of the method.
In the second step is calculated the optimal dual vector ) ,... 
which represents the conditions of normality and orthogonality.
In the third step is determined the maximum value Q 0 dual function Q(q), which is based on a known set 0 q (determined in the second step), as calculated from the equation: q which satisfies the conditions of normality and orthogonality (26) , the second step becomes as follows:
From equation (28), we obtain the required optimal level 0 x  , where the size of Q 0 = F c0 and q j0
) are known, as well as some of the second or third step.
In case you are given the limitations in the form of the function: With corresponding dual task, in which the primary task is reduced, we can show and express the system:
As we see from (32) see in equation (33) The further course of the optimization algorithm given object is identical to the method of geometric programming algorithm without constraints. However, the equations (28) to determine the optimum number of the primary vector in this case is modified to read as follows:
CALCULATION EXAMPLES
The general task of optimizing the mathematical model of the illustrated two examples of the structural unit is related to the optimization of dimensions of the welded assembly loaded in terms of the welding costs.
A simple example
In the first example, Figure 4 circuit consists of two elements: beams (girders) 1 with weld and hokder (reliance, where the beam is fixed to a rigid bracket welded weld I and II. a) Definition of fixed and variable size According to the exposed the next procedure must be defined first as well as unchangeable variable resolution image. Conditions of the problem are given constant (unchangeable) size: kinds of materials of manufacturers, the free length of the beam (units) L and the maximum force F on loaded beams.
Other dimensions of the assembly are independent variables. These dimensions are:
The value of these dimensions should be so determined and optimized to achieve an optimal vector The cost function as a function of optimization can be written as, [18] [19] [20] [21] [22] .
,
Figure 4 -Loaded weldments
These functions consist of three main components (partial charges): T p -the costs of preparation (preparatory operations),T 1 -welding costs,T 2 -the cost (price) of material.
Costs of preparation T p refer to all the necessary technological equipment to perform welding operations: welding tools, auxiliary equipment for setting beams on the truss in position, its tightness and more. These costs will be considered constant (do not depend on the variables (x 1 , x 2 , x 3 , and x 4 ).
Cost of welding operations T 1 can be determined if you know the elements of these costs:
T 11 -the cost of using welding expressed in monetary amount per unit of time, which includes the cost of amortization and loan repayment appliances, the cost of auxiliary equipment (depreciation) used in welding, the cost of human work (personal income from contributions and other), Q z -The capacity ie. volume of weld (weld) per unit time and, V z -volume of weldment, weld I and II, that the example given is calculated as:
as follows according to figure 4. On the basis of these elements can be written T1 costs:
The cost of materials will be:
Where in: T 3 -material price of weld, T 4 -material price beam, V g -volume of the beam is calculated as:
replacing (41) and (44) to (43) will be:
Costs by replacing (42) and (45) in (40) we obtain the desired shape optimization function (objective function):
or by (39):
the present values of the coefficients T 11 , Q z , T 3 , T 4 and L-known of the given task (objective optimization). c) Defining and setting up a system function limitations 1. Restrictions on the power of the shear in the weld [21] [22] [23] .
The actual shear stress in the weld will be, in view of the computational of weld 2 2 h a  , Figure   4 .
For allowable tension shear d  , will apply to:
Dividing equation (50) to be:
or as a function of the limits being:
(52) Shape of function F g1 and other function of optimization in this form, as will be seen that it is suitable for optimization. 2. Restrictions on the normal stress stretch material of manufacturers, [21, 22, 24] .
The actual tension will be less than the allowable:
respectively:
given the limitations of the function being:
Restrictions related to the practical possibility of getting welds This limit is expressed as, b ≥ h ,as the beam width must be greater than the weld parameter h. It follows that:
Given the limitations of the function being:
Restrictions on the non-negativity variables x i .
This limitation is expressed by the function:
d) A mathematical model of optimization According to exposed relations (48), (52), (55), (57), (58) for the observed structural structure, the mathematical model of optimization will be:
The function (59), the cost of preparation T p as a constant for the observed relation is not taken into account since they do not affect the mathematical analysis that follows. Once the minimum function of the F c , the same value must only add the cost of the preparation, with respect to the relation (40).
By introducing the (constant):
Relation (59) and (60) are simplified:
where in:
According to the algorithm in chapter 2.2. for the case that there are limits, the corresponding dual function, considering to (62), will be: 
after the task has a total of six members: r = 6, and three in the F c and three in the F g , since there are three function limitation (t = 1) each having a single member.
From the condition of normality (35) and (36) and orthogonal forms a system of five equations with six unknown: 
Obviously, the dual function Q (q) is expressed in more than q 1 , which was the goal.
Logarithmic functions (70) will be: 
Given that this is a complex function, for simplification to (71), we can introduce shifts:
With this shift, the function (71) becomes:
Derivative of (74) will be:
Partial derivative of functions (75) for q 1 will be to (73):
Substituting extracts partial functions (76) in (75) will be after the arranging, according to (72):
Equation (77), after some mathematical operations can be summarized as: 
Based on F c0 , calculated from equation (62) to (37) components of the optimal vector of the system: 
The equations of system (II), (III), (VI), which at present are not used, can be used to control the results obtained with respect to all of the system equation, must be satisfied.
For example, the observed arc welding beam bracket, which are made of carbon structural steel (0.25% C), calculated constants: 
The optimum dual vector of (X) will be: 
Substituting the values (91) 
where the optimal value of the dual function to function optimization:
On the basis of the value (86), (87) Now is the optimal primary vector completely determined: One can easily show that all the boundary conditions (60) are fully met.
A more complex example
As a more complex problem let's take the same example of the picture 4, with the difference that we will introduce two new constraints: 1. In view of the specific construction reasons there is a limit of geometric measure 
For x1min, a constant value is introduced, which may relate, for example to the minimum diameter of the applied welding electrodes, [24, 25] .
Accordingly function optimization (goal) will be to (48):
(101) The first three functions to limit (62), will also be as in the first example:
Due to (99) and (100), the following two new constraints will be:
Obviously, with this, we have maintained the earlier marks geometric size h
All restrictions on the functions here have only one member, and according to chapter 2.2. 6 3 q d  , 7 4 q d  , 8 5 q d  For this case, an appropriate dual function, as the increased number of functions of limitation, will be more complex: 
From the conditions of normality and orthogonality (20, 21) , we obtain the system of equations for determining the optimal dual vectors: 
Apparently solving the system by (105) cannot act like in the first example, because it is obtained by a system of five linear equations with eight unknowns.
Size and parameters in the equation (104) 
There is the adopted size d = 3 mm, in view of the minimum diameter of the electrode for carrying out the welding operation.
Analysis of the level of complexity
For the simple case when the number of equations (26) is equal to the number of unknown values (dual variables) of the system is obtained
. It is possible, however, and in the other (more complex) case, with the system (25a), (26) , that the number of unknown size qj is greater than the number of available equations. Then we cannot talk about the optimal vector 0 q with regard to q  , because q  is multifacted, and it has many infinitely more respective solutions and the optimal solution 0 q which achieve optimum Q 0 , obtained by maximizing the dual function Q (q), ie. solving the optimal task (dual task optimization) defined system (25a). When this is used in some of the analytical methods, for example, non-linear programming method of [13, 15, 7, 12] . Here is the procedure of optimization easier, because all constraints are of linear shape.
Other (more complex) case is associated with the degree of complexity, which is defined by the equation:
(106) where r -number of minimal positive polynomials and k'-size related to the number of independent variables in the above polynomial whose reality defines the rank of a matrix built by the exponents bij in the polynomial (9) , [16, 25, 26] . For the case that s = 0, it does not solve the task of optimizing the dual function Q (q) but the 0 q is determined unambiguously by the system (26) .
For s=1 (the first example), as shown by the optimum solution 0 q is obtained by maximizing the dual function Q (q).
Considering the above, the exponent for matrices another example, the system is determined by the equation (105) The degree of complexity is defined as ,
Here r is the number of minimizing polynomials, k'-size related to the number of independent variables in a positive polynomial (9) whose value defines the rank of the matrix formed by the exponents in the polynomial (9). Given that s > 0, the optimal dual vector 0 q can be obtained from the equation system (9) , since the number of these equations is less than the number of unknown 
 

CONCLUSION
A method of programming is displayed in a geometrical operation, used principally in the production of various technologies. It is shown that the method under certain circumstances, is used in the field of design. Special methods efficiency is achieved when the associated technology and construction resistance are shown in the examples.
Many of the functions encountered in practice, certain mathematical transformations, can be reduced to positive polynomials and applied to the present model.
The model presented in the paper through the course of the algorithm can be considered as a more general and can be applied in many areas of design where it can be taken into account within technologies, while it is possible to apply various technical and economic criteria in optimization. All amounts to structural and technological solutions in the process of establishing the optimal project to determine the best possible. Limit function can be different both in number and shape.
Application of geometric programming is possible with different functions of optimization and constraints as linear and nonlinear. Complex problems are present in this system of linear equations that are relatively easy to solve , which is an advantage compared to other methods (for example, simplex method, and a gradient). The solution is always obtained directly without optimal search area. Special attention when applying the method of geometric programming should be processed when the limit function contains more than one member. Then the appropriate member of the effectiveness of a dual function also includes more members.
In most problems, in the end here occur more equations than necessary. This allows you to monitor and control the results with respect to all equations of the system that must be met. Also, control can be exercised towards equality minF c = maxQ.
Like any method of optimization and geometric programming method has its drawbacks.
The method can not be applied to cases where the optimization function and constraints are positive polynomials ( when it appears in the polynomial minus sign) . It should be noted that the technical practices in such cases are generally rare.
Finally, it should be pointed out that modern optimization methods for efficient implementation require multidisciplinary knowledge required of different fields: technology, design,construction, economics, mathematical analysis, mathematical programming. These are probably the main reasons why we are in technical practice insufficiently engaged it cannot as well be justified.
