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Abstract—An improved resource allocation scheme is proposed
in this paper which uses genetic algorithms (GAs) in conjunction
with the recently developed plane cover multiple-access (PCMA)
scheme in order to maximize the attainable capacity of packet-
based wireless cellular networks. The studied problem has been
proven to be in the class of nondeterministic polynomial (NP)-hard
problem, therefore, the powerful search capability of the GA is a
key factor in improving the performance of cellular resource al-
location. Computer simulation results suggest that the proposed
approach outperforms the “uniform” and the “greedy” algorithm-
based “min” methods in terms of the number of serviced users.
Index Terms—Genetic algorithm (GA), greedy, “min” algo-
rithm, NP-hard, plane cover multiple access (PCMA).
I. INTRODUCTION
D IVERSE mobile services and the commercial successof cellular networks have stimulated a great demand
for spectrally efficient wireless systems. In the near future,
next-generation wireless systems are envisioned to support
broadband multimedia applications, which include not only
voice, but also data traffic such as images, video, etc., [1],
[2]. Since spectral capacity is a scarce resource in the wireless
environment, efficient utilization of the limited capacity by using
efficient multiaccess strategies and optimal resource allocation
is not only desirable but is also imperative for next-generation
wireless systems. The traditional 1/7 resource reuse scheme
only has a maximum system utilization of 1/7, since each
cell can only use 1/7 of the total resources even with zero
cochannel interference. Such a disappointingly low efficiency
cannot grant the foreseeable multimedia demands on wireless
systems. Therefore, there has been a significant research effort
devoted to achieving greater system capacity in recent years
[3]. Capture division packet access (CDPA) as proposed in [4]
introduces error recovery mechanisms to remove the limitation
imposed on the cell reuse factor and, hence, increases the
system capacity. Reuse partitioning permits more intense reuse
for those users for which transmission quality will not be
compromised, thus achieving greater system utilization [5].
Plane cover multiple access (PCMA) has also been studied as
a means of improving the attainable system capacity. PCMA
seeks to maximize the number of parallel transmissions among
cells by defining virtual cells in which users transmit using
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different reuse factors [6]. It has been shown that PCMA
can provide even greater system capacity under a variety of
propagation conditions and can also provide minimal delay
relative to alternative systems [7].
In this paper, a PCMA-based wireless system is considered
as the test bed and a new resource allocation scheme is pro-
posed using genetic algorithm (GA). By exploiting the powerful
search capability of GA, the proposed scheme is able to improve
the attainable system capacity, and furthermore outperforming
both the “uniform” resource allocation and the greedy-based
“min” algorithm.
This paper is organized as follows. Section II introduces fun-
damentals of the PCMA-based system and presents the formu-
lation of the resource allocation problem. Section III describes
the proposed GA-based resource allocation scheme in detail. In
Section IV, the simulation environment is described. Section V
gives the results and discussions. Finally, in Section VI conclu-
sions are drawn.
II. RESOURCE ALLOCATION IN PCMA
The packet-switching system has been widely recognized as
the most suitable model for traffic integration and variable band-
width services and has received great support even in the cellular
environment. PCMA is essentially a packet-switching time-di-
vision multiple-access (TDMA) strategy, which eliminates the
need for complex borrowing or locking algorithms, thus, sta-
tistical multiplexing, soft handoff and macrodiversity can be
managed efficiently [7]. Furthermore, a packet capture model
is used in PCMA, which allows it to achieve much more inten-
sive reuse of resources than reuse partitioning scheme. Conse-
quently, much greater system throughput can be achieved. In
[6] and [7], the authors have studied nonuniform and uniform
allocation in the PCMA-based system, respectively. However,
due to the suboptimal characteristics of the proposed algorithms,
they failed to achieve efficient system capacity utilization. In
this paper, we intend to find an improved resource allocation
scheme for the PCMA-based system using the GA approach.
We assume an idealized cellular system with one base station
that can support connections, and each connection made by
a mobile user requires one unit of bandwidth (UB) per second.
We also assume the system is constructed in a cluster of cells
with a single network call controller being responsible for call
management. Such architectures have been proven to be optimal
for microcellular and picocellular networks [8]. These assump-
tions conform to those proposed in [6] and [7].
For a packet-switching system, there are two important per-
formance metrics, the probability of overload , and the ex-
pected duration of overload , which is defined as the average
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Fig. 1. Four possible coverage patterns for a 16-cell cluster.
time duration of the overload state that one cell experiences.
From [6] and [7], we have following equations:
(1)
and
(2)
and
(3)
where is the maximum number of active connections that one
base station can support, is the number of base stations in the
cluster, is the connection admission threshold of the cluster,
and is the mean time between handoff events for any given
mobile.
In this paper, we consider a cluster of cells in which
there are possible coverage patterns including both uni-
form and nonuniform ones, and four of them are presented in
Fig. 1 as illustration. Note that the numbered four cells repre-
sent a subset case study which will be discussed in Section V. In
each pattern, the shaded cells can be granted some UBs simul-
taneously at a given time slot for servicing users. However, it
should be noted that one UB under different patterns can service
different number of users, which is referred to as “throughput.”
Uniform coverage pattern is illustrated in Fig. 1(a), in
which every cell can be allocated some UBs simultaneously for
mobile users within the cells. The possible throughput is 0.4408,
achieved by using two levels of virtual cells with reuse factors
1 and 3 according to [7]. Fig. 1(b) and (c) shows two possible
stripe patterns and , in which half of the system cells are
given some UBs for use. Furthermore, additional four new stripe
patterns can be obtained by rotating these two stripe
patterns, respectively. The throughput achieved in each of these
stripe patterns is 0.7164 [6]. Fig. 1(d) illustrates the traditional
reuse pattern . This pattern can achieve the highest
throughput which is 0.9186 [6]. However, only a third of system
cells can enjoy this high throughput.
The main issue to consider for resource allocation is the
number of UBs that should be allocated, in a given time period,
to each of these possible coverage pattern. For a specific cov-
erage pattern , we define as the corresponding throughput
matrix. For example, each element in matrix equals to
0.4408, while only half of the elements in matrix equals
to 0.7164 and the other half equals to zero [6]. According to the
above definitions, if UBs are allocated to patterns , then
cell can service users’ connection. We denote a
resource allocation as a vector of variables ,
where is the number of UBs allocated to coverage pattern
. Note that a base station can support a maximum of
connections under uniform coverage and, hence, a maximum
of UBs being allocated, i.e., . The
users’ distribution in the cluster can be mapped to an by
matrix, . After applying an allocation to the system, the
resulting users’ distribution matrix is then changed and the
norm that represents the number of unserviced users is
reduced. is obtained as follows:
(4)
where
otherwise
(5)
An optimal way of resource (UBs) distribution among the cov-
erage patterns is required so that the number of unserviced users
is minimized, which is thereafter called the minimum unser-
viced allocation (MUA) problem. The proof below shows that
the MUA problem belongs to a class known as NP-hard com-
binatorial optimization problems [9], which suggests that there
is no algorithm that solves the problem in polynomial time, and
even a traditional heuristic search technique will find it too dif-
ficult to arrive at a good coverage of the space in an efficient
manner. Clearly, an optimal solution could be found using an ex-
haustive search of possible allocation vectors. However, the
problem space increases exponentially as increases. Hence,
this paper considers GA as an alternative optimization approach
which has been used to solve a wide range of difficult combina-
torial optimization problems and shown superior performance
to many alternative methods [10], [11].
Theorem: The problem of MUA is NP-hard.
Proof: When a decision version of a combinatorial opti-
mization problem is proved to belong to the class of NP-com-
plete problems, then the optimization version is NP-hard. There-
fore, we show that the decision version of MUA problem is
NP-complete, which can be formulated as follows.
• Instance: Collection of coverage patterns , users’ dis-
tribution in , positive integer of available bandwidth
units, and a nonnegative integer .
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• Question: Is there a UBs allocation of size or less
chosen from , such that unserviced users in is less
than or equals to ?
It is easy to find that the MUA decision problem belongs to
NP class. To prove the MUA decision problem is NP-complete,
we need prove that if it were possible to solve it in polynomial
time, then it would be possible to solve in polynomial time a
problem that is already known to be NP-complete, the so-called
minimum set cover (MSC) problem [9], which is formulated as
follows.
• Instance: Collection of subsets of a finite set , positive
integer .
• Question: Is there a cover for of size or less chosen
from , i.e., a subset with such that
every element in appears in at least one member of ?
If we choose and construct an by matrix
as the corresponding square matrix of representing the users’
distribution in the MUA problem (filling zeros if necessary as
shown below), then transform to the set of coverage patterns
in the same way (and, thus, ), and set ,
which is the available resource (UBs) in the MUA problem.
Finally, set . As a result, an instance of the MSC problem
can be transformed to the corresponding instance of the MUA
decision problem in polynomial time. As an illustrated ex-
ample, we consider a set cover instance with a ground set
which consists of seven elements, thus, the collection of subsets
, where “1”
means the corresponding element of is in the subset and “0,”
otherwise, and . In this case, the MSC problem is to
find out whether two sets cover completely. The reduction
works as follows: we choose , i.e., in this
case. The four coverage patterns transformed from are
, the users’ distribution matrix is . Note
that in all patterns, as well as in , the last two entries are
0, which are only used to fill up the square matrix. Finally,
we choose , which is 2 in this case. Now, it is easy to
see that if and only if we can satisfy all demands in the MUA
problem, then the set cover instance has a solution . This
suggests that if we had a polynomial time algorithm for the
MUA problem, we would have a polynomial time algorithm for
the MSC problem, which would imply that . Hence,
the MUA problem is NP-hard. Furthermore, we can easily
calculate the cost value of each candidate allocation from (4)
and (5) based on , so the MUA problem is also in NP and,
thus, is actually NP-complete.
III. GA-BASED RESOURCE ALLOCATION SCHEME
GA is an adaptive and robust optimization and search tech-
nique which borrows the ideas of natural selection and “survival
of the fittest” from natural evolution. In GA, the potential solu-
tion of a problem is encoded into a form that is analogue to the
chromosomes of biological systems. The simulation process
begins with an initial population of random chromosomes,
which iteratively evolves over multiple reproductive cycles
(called generations or iterations) through the application of
three probabilistic genetic operators: selection, crossover, and
Fig. 2. Structure of the proposed GA-based allocation scheme.
mutation. The standard GA introduced by Holland [12], which
employs binary chromosomes and binary genetic operators,
are often not appropriate in tackling complicated problems.
Real-coded GA has many advantages over binary GA [13] and
is, therefore, chosen for the studied cases in this paper. For
more details on the principles of GA, the reader is referred to
[11]–[15].
It should be noted that real value chromosomes should be con-
verted into integer ones when they are evaluated in the fitness
function. The following subsections outline the development of
the GA-based allocation scheme, whose structure is depicted
in Fig. 2. The procedures in Fig. 2 represent one profile of the
whole allocation process at a certain time period. The users’ dis-
tribution changes over time and the GA approach needs to be
triggered again to find the new allocation solution. Therefore,
the depicted GA procedures in Fig. 2 are repeated at a time gran-
ularity determined by practical system requirements.
A. Chromosome Representation
The encoding scheme of chromosomes has a major impact on
the performance because it can severely limit the search space
observed by the system. For the proposed GA allocation scheme
where the variable components are in real space, a real-valued
encoding scheme is used in order to move the representation
closer to the problem domain. The objective is to find a resource
allocation vector that minimizes the total
number of unserviced users. However, there are difficulties if
is chosen as the variable vector to be determined by the GA
since a change in the value of element will affect the value of
another element and this change is unclear in the GA search
space. Therefore, the target needs to be modified into another
problem space so that the GA approach is capable of searching
for it. Since there are UBs available to the system, the problem
can then be formulated as to which coverage pattern each of
these available UBs should be allocated. We denote a -dimen-
sional real-valued chromosome vector as a
pattern allocation vector, where each component corresponds
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to the serial number of coverage pattern that the th UB is
allocated to. Thus, the total number of UBs allocated to pattern
, i.e., , can be obtained as
for (6)
where is the integer truncation of the real-value . The
lower and upper bound for each variable in the chromosome
are denoted by and , respectively. We choose and
so that each real valued element in the chromo-
some can achieve any integer value within the range of [1], [8],
which represents pattern – .
B. Initialization
The population of real-coded chromosomes
is initialized by employing a
hybrid of random and deterministic approaches, where is
known as the “population size.” The purpose of using a hybrid
generation is to distribute the initial trial solutions intelligently.
While a deterministic solution creates part of the population
which is allocated in the vicinity of the optimal solution, the
random part of population maintains the diversity. To achieve
this, the initialization procedure produces the deterministic
chromosomes as each variable equals to one integer value
within the range of [1, 8], which means each of these possible
solutions applies one type of eight possible coverage patterns
exclusively.
C. Fitness Evaluation
By convention, the fitness function should be a positive value.
Since is nonnegative, (4) provides the mechanism for eval-
uating the fitness of each chromosome (possible solution to the
problem) and, therefore, serves as the fitness function (or en-
ergy function) of the proposed GA approach. As the aim is to
minimize the number of unserviced users, i.e., , then the
lowest value in (4) corresponds to the best chromosome. The
fitness value of each chromosome can be calculated as
follows: For each possible pattern allocation vector , obtain
the resource allocation vector using (6), and then calculate
the corresponding fitness value from (4).
D. Genetic Operators
Based on the above define fitness function, three basic types
of genetic operators are required to modify the population: se-
lection, crossover, and mutation. Selection is a process used for
choosing parent chromosomes to participate in reproduction for
the next generation, and among the many selection schemes
available, the roulette wheel sampling scheme [11] is used.
Crossover is a crucial operator that combines two or more
parent chromosomes to produce new offspring chromosomes.
A suitably designed crossover can significantly accelerate
the search process [14]. The proposed GA approach adopts
a combination of four types of crossover operators, simple
one-point crossover, arithmetic crossover, heuristic crossover,
and UB-swap crossover, which can lead to enhanced perfor-
mance. The first three types of crossover work for any problem
formulation [14]. However, UB-swap crossover designed in
this study only works for the UBs allocation purpose. Let
and be two selected parent chromosomes. It initially finds
the most allocated coverage pattern in each chromosome, i.e.,
and . Then, UB-swap crossover creates two offspring
chromosomes and by randomly selecting a crossover
point and applying the two most allocated patterns in either
segment as follows:
if
otherwise
if
otherwise
(7)
It should be noted that crossover is not always invoked. After
selecting a pair of parents, the algorithm implements crossover
only if a random variable is greater than the
crossover rate . Otherwise, the parents remain unaltered. Typ-
ical values of lie within the range of 0.6–0.9 [11].
The mutation operator randomly alters some values in a
chromosome with a probability determined by the mutation
rate . This can result in entirely new offspring chromosomes.
Mutation is used very sparingly in most GAs. Typically, the
mutation rate is generally less than 0.1 [11]. We consider
multinonuniform mutation [14], which is a dynamic (population
dependent) mutation operator aimed at improving single-ele-
ment tuning and reducing the drawback of random mutation.
E. Replacement
After a predefined number of offspring has been produced
through the above genetic operators, a replacement strategy is
required in order to modify the old population with the new
generation [16]. The so-called incremental replacement is used
in which offspring will have the chance to compete with some
of the parent individuals. Besides, an elitist strategy is also used
to improve algorithm performance [11], which appends the best
performing chromosome of a previous generation to the current
population and thus ensures that the chromosome with the best
fitness value always survives to the next generation.
F. Termination
Termination is a criterion by which the GA decides whether
to continue searching or to stop the search. Typical termination
criterion of the GA involves either satisfying a problem-specific
success indicator or completing a specified number of genera-
tions to be run, . Since in the studied case, the number of
iterations required to reach a predefined fitness function is not
known in advance, a combined termination strategy is adopted
in this paper. The proposed GA approach will terminate if it had
reached the predefined maximum generation or it had not
improved over the last ten (empirically determined) successive
generations. This strategy can not only ensure that the GA has
enough time to converge, but also avoid excessively high com-
plexity and processing time.
IV. SIMULATION ENVIRONMENT
The performance of the proposed GA-based allocation
scheme is evaluated by using potable-initiated discrete event
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Fig. 3. Wraparound topology of the simulated PCMA-based cellular network
(with cell numbering).
TABLE I
SUMMARY OF GA PARAMETERS USED FOR SIMULATIONS
simulation experiments [17]. The simulated cell cluster size
and base station capacity , giving a full
cluster capacity of 800. A wraparound hexagonal topology is
employed as shown in Fig. 3, in which the white 16 cells are
the actual simulated cells and the bordering shaded cells are
used to create wraparound topology. This approach obviates the
boundary effect that occurs in an unwrapped topology [18]. The
mobility behavior of mobiles in the simulation is described by
a two-dimensional random walk [19]. In this model, a mobile
user stays in the coverage area of a cell for a period of time
(sojourn time) that has an exponential distribution with mean
. The mobile user then moves to one of the six neighboring
cells with the same probabilities of . Total number of
mobile users in the system is varied from 400 to 800 in order
to examine the system performance under different traffic load
conditions.
V. RESULTS AND DISCUSSIONS
In this section, computer simulation results are presented to
evaluate the system performance of the proposed GA-based al-
location scheme and alternative schemes. Various characteris-
tics and parameters of the proposed GA, which were determined
by preliminary experiments and found to be robust and well
suited for the studied cases, are given in Table I.
Before presenting the and of system capacity results, it
is of interest to examine a case study, in which a subset of the
Fig. 4. Comparisons of three allocation schemes for the subset case study.
Fig. 5. Evolution of energy functions (unserviced users) of the Greedy-based
and GA-based allocation schemes with respect to the number of generations.
cellular cluster is considered, to illustrate how the proposed
GA approach is able to outperform alternative schemes. This
case study has been considered in [6], where the authors
proposed the “min” resource allocation algorithm to overcome
the shortcoming of the original greedy method. This paper
considers the same case to evaluate how the proposed GA-based
scheme outperforms both the uniform and “min” algorithms.
As in [6], we assume a subset system with a cluster consisting
of cells (as shown in Fig. 1 with numbered four
cells) and each base station capacity is ten connections. The
uniform pattern, the traditional reuse pattern, and each
of the six stripe patterns provide throughputs of 0.4, 0.9,
and 0.7, respectively. Consequently, there are
UBs to be allocated in this subset cluster. According to [6],
in using the original greedy algorithm directly, it is found
that and UBs are allocated to pattern
, and , respectively, which results in 2.75 unserviced
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TABLE II
RESULTS COMPARING PERFORMANCE AND CPU TIME FOR THE GREEDY-BASED AND GA-BASED SCHEMES.
NOTE THAT THE CPU TIME MEASURED ON A 1.2-GHz PENTIUM III PC WITH 128-MB SDRAM MEMORY
users, as shown in Fig. 4(a). However, if uniform pattern
is used completely, there are only two unserviced users, as
shown in Fig. 4(b). As a result, the greedy algorithm was
modified in [6] by comparing it with uniform allocation in
each resulting user distribution in order to choose the better
allocation. This was referred to as the “min” algorithm. Here,
we use the GA approach to tackle this allocation problem. After
a series of evolutional generations, GA found an allocation
vector , which in this case has 25 (equal to the total UBs
available) components with each corresponding to a pattern
serial number that one UB is allocated to. Specifically, there
are 18, 3, 3, and 1 UBs allocated to pattern and
, respectively, which result in only 0.6 unserviced users,
as shown in Fig. 4(c). It is clear that the GA-based scheme
shows the best performance over the alternative schemes.
Fig. 5 demonstrates the evolution of energy function with
respect to the studied subset case for the “min” algorithm and
GA-based allocation schemes. For the GA-based approaches,
we use a population size of and the best chromosomes
are used in evaluation. Note that we compare GA approaches
in three different ways, namely, traditional GA, traditional GA
with UB-swap crossover, and also with hybrid initialization. It
is observed that all GA approaches were able to reach a lower
energy as compared with the “min” algorithm. This is because
the “min” algorithm allocates UBs using a greedy gradient
method, whereas the GA approaches maintain a multidimen-
sional search for the solution. Therefore, it is not surprising
to find that the GA methods have a slower convergence rate
as compared with the “min” algorithm. However, it is also
found that the GA approaches can speed up its convergence rate
dramatically if using the problem-specific crossover (UB-swap
crossover) and intelligent initialization (hybrid of random and
deterministic population).
Table II gives the computation complexity comparison
between the greedy-based “min” algorithm and the proposed
GA-based approach . The users are distributed
randomly in the comparative studied cases. For the proposed
GA, the table shows the best results out of ten runs for each
problem instance and the average solution time over all ten runs
with the combined termination criterion, as specified in the
previous section. Clearly, the GA-based approach obtains better
solution than greedy-based “min” algorithm at the expense of
using more CPU time. However, it should be noted that the
search time only grows modestly, while the problem search size
increases exponentially. Furthermore, we were primarily inter-
ested in finding high-quality solutions and as for the required
CPU time, we assume that the computation complexity can
accommodated by using more powerful parallel computation
Fig. 6. Probability of overload versus admission threshold.
implementation. Therefore, the improvement for the serviced
users can justify our GA approach choice.
Results for the probability of overload and the expected
duration of overload are illustrated in Figs. 6 and 7, respec-
tively. It is clear from the observation that the GA-based allo-
cation scheme outperforms uniform resource allocation and the
Greedy-based “min” algorithm for both performance metrics.
Furthermore, the performance of GA-based scheme improves as
the population size increases, since the search space becomes
larger. However, as is set to too large, excessive amount of
processing time is required for each generation and the capacity
improvement becomes unjustified. Hence, for the system under
consideration, population size of 60 provides a good compro-
mise between performance and complexity.
From Fig. 6, we can see that in order to achieve below
0.001 under uniform allocation, only 510 users can be admitted
to the cell cluster. Therefore, approximately 37% of system ca-
pacity cannot be fully utilized considering that the total cluster
capacity is 800. On the other hand, the Greedy-based “min” al-
gorithm and GA-based scheme can permit 580 and 620 users,
respectively. Hence, for the same overload probability of 0.001,
the system admission threshold is increased by roughly 22%
over uniform allocation, and 7% over the “min” algorithm, re-
spectively, with the use of the proposed GA-based allocation
scheme.
In Fig. 7, we use normalization of for comparison, which
is the ratio of to the mean time of handoff events . This
normalized value remains constant regardless of handoff rate
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Fig. 7. Normalized expected duration of overload versus admission threshold.
as seen from (2). It should be noted that the expected duration
of overload is more important than the probability of overload
for the system users, especially for those data application users,
because a user is likely to experience a lightly higher overload
probability if the overload periods are expected to be quite
short. Therefore, it is plausible that we have much more encour-
aging results for than those for . If the maximum normal-
ized is required to be 0.05, only 510 uses can be admitted to
the system using uniform allocation. However, it can admit 670
users by using the “min” algorithm, which is a capacity improve-
ment of over 31%. While, if the GA-based allocation scheme is
employed, it can admit 750 users which represents a 16% even
more traffic-carrying capacity over the “min” algorithm. Fur-
thermore, if we require even lower normalized , e.g., 0.03, the
uniform allocation will result in only half of the total capacity
being used, which is infeasible for practical use. How-
ever, the GA approach can service 680 users, resulting in only
15% unused cluster capacity.
VI. CONCLUSION
In this paper, a new GA-based allocation scheme for PCMA
systems was proposed. The resource allocation task has been
proved to be in the class of NP-hard problem. Based on the
users’ traffic load at a specific time period, the proposed GA
approach carried out a multipoint search by manipulating and
maintaining a population of candidate solutions to find the ap-
propriate number of UBs that needs to be allocated in each
cell. Simulation results demonstrate that the GA-based alloca-
tion scheme outperforms both uniform resource allocation and
the recently proposed greedy-based “min” algorithm in terms
of the number of serviced users. As a result, the system ca-
pacity utilization can be improved and the PCMA strength be
exploited. Also of importance is the fact that the research is
taken under packet-switching architecture which is the main
backbone for future wireless applications.
In case of the proposed GA approach, it turns out to be essen-
tial that adopting modification to the traditional GA processes,
such as intelligent population initialization, problem-specific
UB-swap crossover, and the combined termination criterion, in
order to achieve an enhanced performance. Future work will
include studying other performance improvement techniques
including more effective problem-specific operators and other
elite initial populations. Additionally, further test problems will
be investigated.
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