Abstract. This paper studies the order, stability, and convergence properties of implicit RungeKutta (IRK) methods applied to differential/algebraic systems with index greater than one. These methods do not in general attain the same order of accuracy for higher index differential/algebraic systems as they do for index systems or for purely differential systems. Necessary and sufficient conditions on the method coefficients are derived to ensure that the local and global errors of the method attain a given order of accuracy for higher index linear constant coefficient systems. IRK methods applied to nonlinear semi-explicit index 2 systems are studied, and a sufficient set of conditions is derived which ensures that a method is accurate to a given order for these systems. Finally, some numerical experiments are presented that illustrate the theoretical results and demonstrate the effects of roundoff errors on the solution.
systems as they do for purely differential systems. Petzold -tn-1. We will assume throughout this paper that the coefficient matrix A (aij) of the Runge-Kutta method is nonsingular. Note that this method reduces to a standard IRK method when applied to a system of explicit ordinary differential equations (ODEs).
In 2 we study linear constant coefficient systems of arbitrary index u. We derive necessary and sufficient conditions on the method coefficients to ensure that the local error of the method attains a given order of accuracy for these systems. We also investigate the error propagation properties of IRK methods applied to these systems and derive an expression for the global error.
In 3 we develop a convergence theory for IRK methods applied to nonlinear semiexplicit index 2 systems of the form (1.3). We derive a sufficient set of conditions which ensure that a method is accurate to a given order for these systems.
In the last section we describe some numerical experiments that illustrate the order reduction effects predicted by the theory and also raise some interesting questions for future research.
It is important to note that the numerical solution of higher index systems can be quite sensitive to small perturbations such as those introduced by roundoff error. In an index u systen, such as (1.2), there are variables that depend directly on the (-1)st derivative of the input function g(t). Thus if g(t) is subject to small perturbations, these variables can experience errors which are in the worst case proportional to the size of the perturbation divided by hu-1. Terms of this form appear in the analysis in 2 and 3, and in 4 a comparison of numerical experiments performed in single and double precision illustrates the effects of these errors. It is our experience that on machines with long word lengths, or in double precision, and for stepsizes that one might encounter in a typical application, these errors are usually smaller than the method truncation errors.
2. Linear constant coefficient systems. In this section we derive conditions that are necessary and sufficient to ensure that the local error of an implicit RungeKutta method attains a given order when applied to linear constant coefficient systems of arbitrary index u. Then we study error propagation for constant coefficient higher index systems, and derive an expression for the global error.
Consider the linear constant coefficient DAE (1.2) (2.1) Ay' + By g(t)
of index u. We assume this system is solvable, so that there exist nonsingular matrices P and Q which decouple the system [10] 
Note that the differential and algebraic parts of the system are decoupled in this form. In addition, the algebraic subsystems are decoupled from one another. Thus it is sufficient to study the behavior of the IRK method on a canonical algebraic subsystem to understand its behavior on general linear constant coefficient systems. Consider then a canonical algebraic subsystem of index u (2.5)
Ny' + y 9(t) where N is a u u matrix of the form (2.3), g(t) (g(t),g2(t),...,g,(t))T, and y(t) (y(t), y2(t),..., y,(t))T. The solution to (2.5) is given by
Note that the jth component exhibits the index j behavior of the system, in the sense that yj(t) depends on the (j-1)st derivative of the input function g(t). Applying the IRK method to (2.5), we obtain (2.6) ( ) bT.A-IMI < 1. Hence we will require as in [16] that the IRK method satisfy the strict stability condition (2.17) I1-bTc4-M I< 1.
The error propagation relation for the second component is given by
while for the third component it is
Finally, for the uth component, which would occur in an index u system, the stability relation can be shown to be
Note that the strict stability condition is no longer sufficient to insure stability, in a strict mathematical sense, of the IRK method when applied to linear constant coefficient systems of index greater than one. For small stepsizes, roundoff errors can be significant for the solution components which occur in higher index systems. These methods can be useful for the solution of higher index systems, provided that we understand the implications of the error propagation relations given above.
We can see that the sensitivity to roundoff errors is confined to the later components of the system and does not propagate back into the earlier components. This observation holds also for the nonlinear semi-explicit index 2 systems that we study in the next section. Finally, using the error propagation relations above, we can extend the conclusions of Petzold [16] Finally, we present some results on the order of accuracy of some IRK methods from the stiff ODE literature applied to index 1 and index 2 linear constant coefficient systems. We have chosen to investigate these particular methods because our numerical experience [2] with IRK methods applied to DAEs has led us to conclude that it is very desirable for a method to be L-stable, or even better to be stiffly accurate, and also because these methods can be implemented efficiently. One reason why L-stable methods appear promising is that they perform very well when applied to index 1 and semi-explicit index 2 and index 3 systems, even when the initial values contain small errors. Recall that a method is L-stable if it is A-stable and if limRe(h)--lYn+l/Ynl 0, when applied to the test problem y' Ay. For IRK methods, this condition is equivalent to requiring that I1-bTA.-IM O. Stiffly accurate methods [17] are L-stable methods that satisfy the additional requirement that CM 1, aMj bj for j 1, 2,..., M. Thus bTj[ -1 (0, 0,..., 0, 1) T for stiffly accurate methods. The L-stable methods we have chosen to investigate here are:
(1) 2-stage, "2nd-order" Singly Implicit method (SIRK) [4] , with A 1 x/-/2, (2) 5-stage, "4th-order" Diagonally Implicit method (DIRK) [1] , [7] , (3) 3-stage, "3rd-order" Singly Implicit method (SIRK) [4] , with 1/A the root of the Laguerre polynomial of degree 3, (4) 7-stage, "3rd-order" Extrapolation method based on fully implicit backward Euler and polynomial extrapolation, written as a semi-explicit Runge-Kutta method.
Methods (1) and (2) are stiffly accurate. The algebraic orders of all these methods are given in Table 2 .1, where it can be seen that, as observed above, it is difficult to maintain the same rate of convergence in all of the variables for linear constant coefficient index 2 systems. We have shown the result for (3.3), and it remains for us to demonstrate that we can extend the conclusions to (3.1) . This is easy to do, following arguments similar to those used in [11] . For By solving for the error in Yn in terms of the error in yn-and the internal stage errors in x, it is easy to see that for strictly stable implicit Runge-Kutta methods and consistent initial conditions, the error in Yn is no worse than O(hka).
Similarly, we can see that the result extends to systems of the form (3.27) F(x', , , z, t) 0, I,(x, , t) 0, Ia(x, t) 0, where OF/Ox is nonsingular, by noting that the first equation in (3.27) can be solved for x to obtain a system of the form (3.26).
Finally, if in (3.1) Og/Oy is not identically zero but is singular and has constant rank, then we can use a result of Dolezal [8] that there exist smooth nonsingular transformations which bring the system to the form (3.27), and which do not include any change of variables involving x. Thus the conclusions are valid for (3.1).
We should note that this theorem gives only a lower bound on the order of the method, and therefore does not exclude the possibility of a more accurate solution.
However, numerical experiments in the next section demonstrate that some implicit Runge-Kutta methods do indeed suffer this order reduction. 4 . Numerical experiments. In this section we present the results of some numerical experiments on linear and nonlinear index 2 semi-explicit systems. The experiments confirm that the order reduction effects predicted in 3 can occur in practice, and also raise some interesting questions for future research.
The numerical experiments described in this section were restricted to the four L-stable formulae discussed in 2. The results given here were obtained using a fixed stepsize code which implements a general M-stage IRK method, given the method coefficients. The nonlinear equations at each timestep were solved by Newton iteration. An analytic iteration matrix was provided to the code for all of the problems.
The computations were performed in double and single precision on an Alliant FX/8 computer'. The unit roundoff error on this machine is approximately 6 10 -s in single precision and 1 10 -16 in double precision. The first test problem was a linear problem having four differential equations and one algebraic equation [2] :
xl 0 --etxl + X2 + X4 + y e -t -xl + x2 sin(t)x3 + y cos(t) sin(t)xl + X3 --sin(t)x4 sin2(t) e -t sin(t) cos(t)x2 + x3 + sin(t)x4 e-t(1 + sin(t)) cos(t) e Xl sin2(t) + X2 COS2(t) + (X3 et)(sin(t) + 2 cos(t)) + sin(t)(x4 e-t)(sin(t) + cos(t) 1) sin3(t) cos3(t) The exact solution to this system is x sin(t), xe cos(t), x3 et, X4 e -t, and y(t) e sin(t). It is easy to verify that system (4.1) is index 2 for all t. We solved this test problem for a sequence of fixed stepsizes on the interval [0,1] in double precision. using the four IRK methods. Consistent initial values were specified at t 0. After computing the global error at t 1, an observed rate of convergence was determined by computing the ratio of global errors when successively halving the stepsize. The number of steps taken in [0,1] ranged from 2 to 16384. The observed order of the global error was two in all variables when the test problem was solved by the twostage SIRK method, agreeing with the order predicted by the theory. However, when the five-stage DIRK was used, we found that the state variables x were computed to an accuracy of O(h4) (i.e., the nonstiff ODE order kd), thereby exceeding the lower bound k on the order predicted in 3. The algebraic variable y was computed to only O(h) accuracy, which agrees with the lower bound value of k. The three-stage SIRK method, as expected, determined the algebraic variable to O(h2) accuracy and the state variables to O(h3) accuracy. Note that the SIRK methods, as well as the DIRK method, achieved the nonstiff ODE order of accuracy in the state variables for this linear test problem. Finally, we found that the seven-stage extrapolation formula was order 3 in all variables, thereby exceeding the order predicted by the lower bound. From these results, it might be tempting to conclude that the convergence theorem could be strengthened to predict that IRK methods will compute the state variables x to .O(hkd) accuracy. However, this is not the case, as we can see from the next two examples. The orders k and kg y observed for this linear test problem are summarized with the predicted lower bounds k and k (recall that k min(kd, kX + 1) and k ki) and the nonstiff ODE and internal orders, ]gd and kx respectively in Table 4 .1.
To illustrate the effects of roundoff error on the solution accuracy of an index 2 system, we performed the same experiments in single precision. As to be expected from the analysis, roundoff plays an important part in the calculations, especially for Next we investigated the behavior of the IRK formulae on two nonlinear problems. We chose to study the index 3 pendulum problem simply because it has been studied so frequently by DAE researchers [11] , [12] and can be posed as an index 2 problem [11] .
The other nonlinear problem considered arises in the context of trajectory prescribed path control problems [3] . The exact solution is not available for either problem, so we first had to generate a "true" solution that could be used for comparisons. The corresponding index 1 systems were formulated and solved by the code DASSL [15] in double precision with extremely tight error tolerances.
Consider the pendulum problem as formulated in [11] . Note that this formulation ensures that the original index 3 algebraic constraint is satisfied even though the index of the system has been reduced to two. The algebraic constraints in this problem are nonlinear, yet for a constant state the algebraic variables appear only linearly in the system. The pendulum problem was solved using the fixed stepsize IRK code on the interval [0,1] for a sequence of stepsizes with each particular IRK formula. Consistent initial conditions were specified, namely Xl 1, X2 X3 X4 Yl Y2 0. Rates of convergence for each method were estimated as in the linear problem by comparing the global errors at t 1 for numerical solutions produced by successively halving the stepsize. The computations were performed in double precision, with the number of steps in [0,1] ranging again from 2 to 16384. Unlike the results for the linear problem, it does not appear that these formulae determine the state variables x to the ODE order of accuracy. In particular, the five-stage DIRK method behaved as expected from the index 2 convergence theorem, finding the state variables x to no more than O(h2) accuracy, and the algebraic variables y to O(h) accuracy. Meanwhile, the three-stage SIRK method still appeared to be third-order in the state variables, while the algebraic variables were determined with close to second-order accuracy. The seven-stage extrapolation method continued to perform admirably, yielding third order accuracy in all variables. Finally, the two-stage SIRK method remained second-order accurate for all variables. The numerical results for the pendulum problem are summarized in Table 4 .2. We repeated these experiments in single precision and found, as in the other problems, that the accuracy of the algebraic components a and/ deteriorated starting at approximately 128 timesteps in [0, 300] . The accuracy of the state variables, computed for small stepsizes to an accuracy comparable to the machine epsilon, was significantly higher than the accuracy attained in the algebraic variables. In addition, the accuracy of the state variables did not deteriorate appreciably even for very small stepsizes in single precision.
In conclusion, we see that the observed convergence rates of these IRK methods applied to nonlinear semi-explicit index 2 systems can sometimes be as slow as the lower bounds derived in 3 would indicate. Some formulae, in particular the extrapolation method, achieve an order of accuracy exceeding the predicted lower bounds, suggesting that a stronger convergence theorem might be possible. On the other hand, this theorem can be applied to construct relatively high-order IRK methods for semi-explicit index 2 DAEs, simply by considering methods that have an internal order as high or nearly as high as the ODE order. In particular, consider the class of M-stage singly-implicit Runge-Kutta methods (SIRKs) whose coefficient matrix A is characterized by its single-fold eigenvalue. Butcher [6] has shown how these IRK formulae can be implemented very efficiently. There are two types of SIRKs, the transformed type [5] and the collocation type [14] . It is easy to show that, for index 2 problems, transformed SIRKs will be at least order M-1 (since k1 _ M-1), while collocation SIRKs will be order M (since k1 M). Note that the second-order, twostage SIRK formula which has appeared so promising in our numerical experiments is in fact a collocation method. Note also that if an L-stable SIRK formula is desired, the eigenvalue of the A matrix may be selected to satisfy LM(/-1) 0 where LM is the Laguerre polynomial of degree M. Methods of this type have been derived for orders up to and including six. In summary, we expect the SIRK methods to perform very well on index 2 problems. However, the development of an eicient IRK code for DAEs with index greater than one remains a challenge because of the difficulties in developing appropriate error control strategies for all the variables. In addition, the code design should include a mechanism for detecting when round off errors become significant, particularly in the algebraic components. Methods based on extrapolation appear to be promising from the point of view of addressing this concern.
