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Resumo
Esta tese contempla dois trabalhos originais que analisam a teoria da regularidade para
equações elípticas degeneradas/singulares com expoente variável. No primeiro trabalho,
analisamos uma equação elíptica degenerada/singular com expoente variável na forma
não-divergente. Através de técnicas de aproximação e ferramentas de análise geométrica,
provamos estimativas C1,α para soluções de viscosidade para equações elípticas totalmente
não lineares com expoente variável.
No segundo trabalho, estudamos equações elípticas degeneradas com expoente variável na
forma divergente. Considerando o expoente variável, dado por uma função θ : B1 Ñ R
apenas limitada e mensurável, provamos existência e regularidade Hölder para soluções
fracas. Também, se consideramos o expoente variável θ de classe C1, obtemos ganhos de
regularidade para as soluções fracas. De fato, neste caso mostramos que soluções fracas
são assintoticamente de classe C1,1loc .
Palavras-chave: equações totalmente não lineares; difusões degeneradas; expoente variá-
vel; regularidade em espaços Hölder; transmissão de regularidade através de métodos de
aproximação.
Abstract
This thesis contemplates two original works which analyze the regularity theory for
variable-exponent degenerate/singular elliptic equations. In the first one, we investigate
a degenerate/singular elliptic equation with variable exponent in the non-divergence
form. Arguing through approximation techniques and geometrical analysis tools we prove
C1,α-estimates for viscosity solutions to variable exponent fully nonlinear elliptic equations.
In the second work, we consider degenerate elliptic equations with variable exponent in
the divergence form. In this setting, we prove existence and Hölder regularity of weak
solutions to roughly degenerate diffusions. Also, if we consider the variable exponent θ
of class C1, we obtain gains of regularity for the solutions. Namely, we show that weak
solutions are asymptotically of class C1,1loc .
Keywords: fully nonlinear equations; degenerate diffusions; variable exponent; regularity
in Hölder spaces; regularity transmission by approximation methods.
Contents
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1 PRELIMINARY MATERIAL . . . . . . . . . . . . . . . . . . . . . . 16
1.1 Hölder spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2 Fully Nonlinear Elliptic Equations . . . . . . . . . . . . . . . . . . . . 16
1.3 Variable exponent spaces . . . . . . . . . . . . . . . . . . . . . . . . . 20
2 REGULARITY THEORY FOR A VARIABLE EXPONENT FULLY-
NONLINEAR ELLIPTIC EQUATION . . . . . . . . . . . . . . . . . 26
2.1 Smallness regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Compactness for a family of degenerate PDEs . . . . . . . . . . . . . 27
2.3 Tangential path . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4 Hölder continuity of the gradient . . . . . . . . . . . . . . . . . . . . 37
2.5 Sharp pointwise estimates . . . . . . . . . . . . . . . . . . . . . . . . . 42
3 REGULARITY THEORY FOR DEGENERATE DIFFUSIONSWITH
VARIABLE EXPONENTS . . . . . . . . . . . . . . . . . . . . . . . . 47
3.1 Roughly degenerate diffusions . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Sequential stability of weak solutions . . . . . . . . . . . . . . . . . . 55
3.3 Asymptotic Lipschitz regularity of the gradient . . . . . . . . . . . . 57
3.3.1 Oscillation estimates along the critical set . . . . . . . . . . . . . . . . . . 57
3.3.2 Oscillation control in the non-critical set . . . . . . . . . . . . . . . . . . . 63
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
12
Introduction
In this thesis we study the regularity of the solutions for a class of state-
dependent degenerate equations, which is an important field of research in Mathematical
Analysis and it has also attracted great attention in the past years. In fact, degenerate
elliptic equations with variable exponents appear naturally in several branches of applied
mathematics, as an attempt to adjust diffusibility of the process more efficiently. They
connect to a number of applications, as for example in the realms of mathematical physics,
game theory and image processing. As regards image restoration, the idea consists in
examining a true image u : B1 Ă R2 Ñ R as the minimizer of the functional with variable
diffusibility attributes. A toy-model in this setting is the functionalż ´
|Du|θpxq ` σ2 |u ´ d|
2
¯
dx,
where d : B1 Ă R2 Ñ R is the so-called measured image defined as dpxq :“ upxq ` ζ, with
ζ denoting a noise term. This type of application has led to the analysis of functionals in
the general form
Irus :“
ż
B1
Lpx,Dupxqqdx, (1)
where the Lagrangian L : B1 ˆ Rd Ñ R satisfies a growth condition of the form
|p|θpxq ď Lpx, pq ď C
´
1 ` |p|θpxq
¯
, (2)
and with θpxq ą 1. For more details, we refer the reader to [17] and the references therein.
Different choices of θpxq give us distinct algorithms in image denoising and
reconstruction. The case θpxq ” 1 is the so-called total variation based diffusion which
preserves edges during the restoration processes. Moreover, this method might lead to a
phenomenon referred in the literature as staircasing effect; i.e. in the presence of noise in
smooth regions of the image, we may identify features not present in the original image.
An alternative for this issue is the case θpxq ” 2. Although it prevents the staircasing
effect, this choice fails in preserving edges. Hence, if the choice of θ is fixed, the parameter
would favor either the reconstruction of smooth regions or the edges preservation.
To bypass this issue, the natural alternative is to make the exponent θ to
depend on the space variable x P B1, which appears in [14] where the authors propose a
functional of the form ż
B1
|Du|θp|Du|q dx,
where θ : RÑ R is such that θptq Ñ 2 as tÑ 0 and θptq Ñ 1 as tÑ 8.
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Just to mention other applications involving variational exponents, we cite
electrorheological fluids [30, 31, 32] and the thermistor problem [38] and [5] and the
references therein.
Concerning the regularity theory to the minimization problem (1)-(2), a number
of important developments has appeared in the literature. In [2], for θp¨q ą 1, if θ has a
modulus of continuity ω : R` Ñ R`, under the assumption
lim sup
RÑ0
ωpRq ln
ˆ
1
R
˙
“ 0, (3)
the authors prove that minimizers are locally Hölder continuous. In addition, if θ is Hölder
continuous, they prove that minimizers are of class C1,α for some 0 ă α ă 1. The case of
systems studied in [3], assures that, under Hölder continuity of the exponent and regularity
conditions on the Lagrangian L, the gradient of W 1,1loc -minimizers for (1)-(2) is Hölder
continuous.
In the first work, co-authored with Anne Bronzi, Edgard Pimentel and Eduardo
Teixeira, we start investigating the regularity theory of viscosity solutions to the variable-
exponent, fully nonlinear elliptic equation of the form
|Du|θpxqF pD2uq “ fpxq in B1 (4)
for a pλ,Λq-elliptic operator F and a variable exponent given by a function θ : B1 Ñ R
satisfying minimal conditions to be specified. We establish differentiability and local Hölder
continuity of the gradient for solutions of such a class of equations, with universal estimates
which do not depend on the modulus of continuity of θ. Also, θ impels degenerate and
singular characters on the diffusibility of the governing operator. Localized and sharp
estimates will also be produced as a combination of analytic and geometric tools.
In the case where θ is constant, regularity theory for degenerate/singular fully
nonlinear equations in non-divergence form:
|Du|θ F pD2uq “ f in B1, (5)
has been studied in several works; see for example [10, 11, 20, 27, 28, 29, 6, 8, 36]. Hence,
we have a fairly good understanding of the underlying regularity theory for solutions of
equation (5). Indeed, in [28], upon boundedness assumption on the source function f ,
the authors proved that solutions are locally of class C1,α, for some 0 ă α ! 1. Actually,
under convexity assumption on the map M ÞÑ F pMq, in [6] the optimal gradient Hölder
exponent for all solutions to (5) is established. They proved that solutions are in fact in
C1,αloc pB1q, where the optimal exponent is given by α :“ 11 ` θ .
Here, we launch the study of nonvariational PDEs of the form (4). Our problem
presents variable-exponents such as in the variational theory accounted in (1)–(2). Hence,
Introduction 14
our results can either be understood as a generalization of the C1,α regularity estimate
known for the constant-exponent equation, e.g. [12, 28, 6], as well as a parallel endeavor
to the variable-exponent variational theory, e.g. [18, 2, 24].
Next, in co-authorship with Edgard Pimentel and Makson Santos, we produce
new results on the existence and regularity of the solutions to roughly degenerate diffusions
of the form
div
´
|Du|θpxq´2Du
¯
“ f in B1, (6)
where f : B1 Ñ R is in a suitable Lebesgue space with variable exponent, LΘp¨qpB1q. If
we consider θ : B1 Ñ R merely measurable and bounded, 1 ă θ´ ď θp¨q ď θ` ă `8, we
prove the existence of weak solutions to$&%div
´
|Du|θpxq´2Du
¯
“ f in B1
u ´ g P W 1,θp¨q0 pB1q,
(7)
where g P W 1,θp¨qpB1q. Moreover, if we suppose further that θ´ ą d we establish α-Hölder
continuity of the solutions, with the appropriate estimates. We refer to this class of
problems as roughly degenerate diffusions. Also, supposing θ P C1pB1q we prove regularity
results for the solutions to (6). In this case, we verify that solutions are asymptotically of
class C1,1 in B1, provided θp¨q satisfies a proximity regime to be detailed further.
About the regularity theory for solutions to (6), we mention [4] where the
authors study regularity results for solution to
div apx,Duq “ ´ div `|fpxq|θpxq´2fpxq˘
where apx, pq and f are given and satisfy a set of conditions concerning growth and
regularity. A typical assumption on apx, pq would be
|apx, pq| ď Cp1` |p|2q θpxq´12 .
Assuming θp¨q bounded with a modulus of continuity ω : RÑ R satisfying a log-Hölder
condition, the authors produce gradient estimates. In particular, they show that |Du|θpxq P
LqlocpB1q provided |f |θpxq P LqlocpB1q, for q ą 1. Also, in [24], the author examines a class of
problems which includes (6). By assuming θp¨q is Hölder continuous, the author proves
that weak solutions are indeed of class C1,αloc pB1q, for some α P p0, 1q, unknown. Global
results are obtained under Dirichlet and Neumann boundary conditions.
In [25], the authors examine the functionalż
B1
|Du|θpxq dx (8)
where θp¨q is bounded from above and below. In addition, a jump condition is imposed on
the exponent and also θ is required to satisfy a density condition; i.e, be such that C80 pB1q
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is dense in W 1,θp¨q0 pB1q. The authors prove the existence of a minimizer u P W 1,θp¨qpB1q to
problem (8), satisfying u´w P W 1,θp¨q0 pB1q, for a given w P W 1,θp¨qpB1q. We point out that
most density conditions imply continuity of the variable exponent. In fact, the density of
C80 pB1q in Sobolev spaces with variable exponents is a nontrivial matter. To the best of
our knowledge, a variety of assumptions, usually referred to as density conditions, imply
this fact. For instance, log-Hölder continuity of the exponent and the cone monotonicity
condition of the exponent (which means that the exponent decreases at most as much
as allowed by the log-Hölder continuity condition). Also, some especial methods, as for
example to divide the domain into disjoint pieces and to use the convolution of the exponent
only in the level-sets, imply the density of C80 pB1q in W 1,θp¨q0 pB1q. For more details, see
[21, Chapter 9]. Consequential to this fact is that the results in [25] do not include the
discontinuous case addressed in the present thesis.
Just to mention related topics which have also been studied in the literature, we
have for example, the stability of minimizers under perturbations of the variable exponents,
regularity up to the boundary and obstacle problems. For more details, see [22] and [26];
see also [21] and the references therein.
This thesis is organized as follows: in Chapter 1 we describe some preliminary
results and definitions required in the text. In Section 1.1, we present definitions and
properties of the Hölder spaces. Section 1.2 is dedicated to basic definitions and results
about the Fully Nonlinear Elliptic Equations including definitions of viscosity solutions
and uniform ellipticity as well as the Pucci extremal operators and the Jensen-Ishii Lemma.
In Section 1.3, we recall properties of the Variable Exponent Spaces as the definitions of
the Lebesgue and Sobolev spaces, and Hölder and Poincaré’s inequalities.
Chapter 2 is devoted to the results about the regularity theory of the variable
exponent fully nonlinear elliptic equations. In section 2.2, we put forward lower regularity
results; those aim at producing compactness for the solutions to auxiliary problems
appearing further in our arguments. Section 2.4 details the proof of the Hölder regularity
of the gradient. Finally, improved pointwise regularity is the subject of the Section 2.5.
In Chapter 3, we prove the results obtained for the regularity of solutions to
roughly degenerate diffusions. In Section 3.1 we establish the existence of minimizers
to this class of equation. Also, as a consequence of our arguments , we prove α-Hölder
continuity of the solution to (7). In Section 3.2, we examine some stability properties of
scaled versions of (6). The proof of the regularity of solutions to (7) in C1,1´ is the topic
of the Section 3.3.
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1 Preliminary material
In this chapter, we present some preliminary definitions and results which are
necessary for the development of this thesis.
1.1 Hölder spaces
We start with the definition of Hölder spaces.
Definition 1.1. Let Ω be an open and bounded subset of Rd. Let u : Ω Ñ R. We say
that u is α-Hölder continuous, for some 0 ă α ă 1, if
rusα,Ω “ sup
x,yPΩ
|upxq ´ upyq|
|x´ y|α ă `8,
whenever x ‰ y. We denote by CαpΩq the space of all functions α-Hölder continuous
in Ω. Also, by Ck,αpΩq we denote the space of all the functions whose k-th derivative
is α-Hölder continuous in Ω. Furthermore, when α “ 1, we say that the function u is
Lipschitz continuous.
We note that the space CαpΩq is a Banach space with the norm
}u}CαpΩq “ sup
xPΩ
|upxq| ` rusα,Ω.
Also, CβpΩq ãÑ CαpΩq compactly for every 0 ă β ă α.
These spaces are useful in the context of the regularity theory, as we will see in
the work. This material can be found in [23].
1.2 Fully Nonlinear Elliptic Equations
In what follows, we present some basic definitions and results of the fully
nonlinear equations theory. The content of this section based mainly on [15] and [19].
Let us consider equations of the form
F px, u,Du,D2uq “ f (1.1)
where u and f are real valued functions defined on a bounded domain Ω in Rd and x P Ω.
The operator F px, r, p,Mq is a real valued function defined on Ωˆ Rˆ Rn ˆ Spdq, where
Spdq is the space of all real dˆ d symmetric matrices. We consider Spdq endowed with the
norm
}A} “ sup
ξPRd; }ξ}“1
“ maxt|λi| : λi is eigenvalue of Au
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and, we write A ě 0, A P Spdq, if A is a positive semi-definite matrix, that is,
ξtAξ ě 0 for all ξ P Rdzt0u.
We remark that any A P Spdq can be uniquely decomposed as
A “ A` ´ A´
where A`, A´ ě 0 and A`A´ “ 0.
Definition 1.2. We say that F is uniformly elliptic (or pλ,Λq-elliptic) if there exist
constants 0 ă λ ď Λ (called ellipticity constants) such that
λ}N} ď F px, r, p,M `Nq ´ F px, r, p,Mq ď Λ}N}
for every x P Ω, r P R, p P Rd and M,N P Spdq with N ě 0.
Next, we present an equivalent definition of uniformly elliptic operators.
Lemma 1.1. The operator F is uniformly elliptic if and only if
F px, r, p,M `Nq ď F px, r, p,Mq ` Λ}N`} ´ λ}N´}
for every x P Ω, r P R, p P Rd and M,N P S.
Note that the condition of uniform ellipticity implies that F px, r, p,Mq is
monotone increasing and Lipschitz in M P S.
If F is pλ,Λq-elliptic, equations of the form (1.1) are called fully nonlinear
second order uniformly elliptic equations. The definition of viscosity solutions to (1.1) is
given as follows.
Definition 1.3. A continuous function u : Ω Ñ R is a viscosity subsolution [resp. viscosity
supersolution] of (1.1) in Ω, when the following condition holds: if x0 P Ω, ϕ P C2pΩq and
u´ ϕ has a local maximum at x0 then
F px0, ϕpx0q, Dϕpx0q, D2ϕpx0qq ď 0
[resp. u´ ϕ has a local minimum at x0 then F px0, ϕpx0q, Dϕpx0q, D2ϕpx0qq ě 0].
We say that u is a viscosity solution of (1.1) when it is a subsolution and a
supersolution of (1.1).
In order to define the class of all solutions to all elliptic equations, we introduce
the Pucci extremal operators.
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Definition 1.4. Let 0 ă λ ď Λ. The Pucci extremal operators M˘λ,Λ : Spdq Ñ R are
defined by
M`λ,ΛpMq :“ Λ
ÿ
eią0
ei ` λ
ÿ
eiă0
ei
and
M´λ,ΛpMq :“ λ
ÿ
eią0
ei ` Λ
ÿ
eiă0
ei,
where peiqdi“1 are the eigenvalues of M.
The class S of all solutions to all elliptic equations is defined as follows.
Definition 1.5. Let 0 ă λ ď Λ and f P CpΩq. Then Spλ,Λ, fq is the class of continuous
functions u in Ω such that
M`λ,ΛpD2uq ě fpxq
in the viscosity sense in Ω. Similarly, Spλ,Λ, fq is the class of continuous functions u in Ω
such that
M´λ,ΛpD2uq ď fpxq
in the viscosity sense in Ω. Also, we denote
Spλ,Λ, fq “ Spλ,Λ, fq X Spλ,Λ, fq.
Notice that pλ,Λq-ellipticity can be stated in terms of M˘λ,Λ: an operator
F : Spdq Ñ R is pλ,Λq-elliptic if
M´λ,ΛpNq ď F pM ` Nq ´ F pMq ď M`λ,ΛpNq, (1.2)
for every M, N P Spdq, with N ě 0.
In what follows, we introduce an equivalent definition of viscosity solutions. In
order to do this, first we define the second-order semi-jets of functions u : Ω Ñ R at x P Ω
J2,`upxq :“
"
pp,Xq P Rd ˆ S : upyq ď upxq ` xp, y ´ xy ` 12xXpy ´ xq, y ´ xy ` op|y ´ x|
2q
as y P Ω Ñ xu
and
J2,´upxq :“
"
pp,Xq P Rd ˆ S : upyq ě upxq ` xp, y ´ xy ` 12xXpy ´ xq, y ´ xy ` op|y ´ x|
2q
as y P Ω Ñ xu .
Note that J2,´upxq “ ´J2,`p´uqpxq.
The next result relates the formal definition of viscosity solutions with the
semi-jets. For more details, we refer the reader to [19].
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Proposition 1.1. For u : Ω Ñ R the following are equivalent:
1. u is a viscosity subsolution of (1.1);
2. For x P Ω and pp,Xq P J2,`upxq, we have F px, u, p,Xq ď 0.
Analogously, the same statement goes for viscosity supersolution.
Let us recall the Jensen-Ishii Lemma, which will be useful to prove the com-
pactness of solutions in the Chapter 2. Given G : B1 ˆ Rd ˆ Spdq Ñ R a pλ,Λq-elliptic
operator and u a viscosity solution for the equation
Gpx,Du,D2uq “ 0,
satisfying }u}L8pB1q ď 1, the Jensen-Ishii Lemma reads as follows.
Proposition 1.2 (Jensen-Ishii Lemma). Let Ω Ă B1 and ψ be twice continuously differ-
entiable in a neighborhood of Ωˆ Ω. Define v : Ωˆ Ω Ñ R as
vpx, yq :“ upxq ´ upyq.
Suppose px, yq P Ωˆ Ω is a local maximum of v ´ ψ in Ωˆ Ω. Then for each ε ą 0 there
exist matrices X and Y in Spdq such that
G px,Dxψpx, yq, Xq ď 0 ď G py,´Dyψpx, yq, Y q ,
and the matrix inequality
´
ˆ
1
ε
` }A}
˙
I ď
˜
X 0
0 ´Y
¸
ď A` εA2
holds true, where A “ D2ψ px, yq.
For a proof of this Lemma, we refer the reader to [19, Theorem 3.2].
The content of the next theorem is a consequence of the Krylov-Safonov Harnack
inequality; see [16].
Theorem 1.1. Let u : Ω Ñ R a bounded viscosity solution to
F pD2uq “ 0.
Then u P C1,αloc pB1q, for some 0 ă α ă 1, and
}u}C1,αpB1{2q ď C}u}L8pB1q
where C is a positive constant depending only on λ,Λ and d.
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Also, if we consider F concave or convex, the regularity of viscosity solutions
to F pD2uq “ 0 is of class C2,α.
Theorem 1.2. Let u : Ω Ñ R a viscosity solution to
F pD2uq “ 0 in B1,
where F is concave (or convex). Then u P C2,αloc pB1q, for some 0 ă α ă 1, and
}u}C2,αpB1{2q ď C}u}L8pB1q
where C is a positive constant depending only on λ,Λ and d.
The following lemma relates the auxiliary equation used in the Chapter 2 with
the homogeneous problem governed by F .
Lemma 1.2. Let u P CpB1q be a viscosity solution to
|q ` Du|θpxqF pD2uq “ 0 in B1.
If F is a pλ,Λq-elliptic operator, then u is a viscosity solution to
F pD2uq “ 0 in B1.
Lemma 1.2 is established in [28, Lemma 6] for the case θpxq ” θ0, i.e., constant
exponent. The proof for the variable case follows along the same lines and is omitted in
this thesis.
A standard stability result reads as follows:
Lemma 1.3. Let pumqmPN Ă CpB1q be a sequence of viscosity solutions to
Fmpx,Dum, D2umq “ 0 in B1.
Suppose that Fm Ñ F locally uniformly as mÑ 8 and um Ñ u locally uniformly in CpB1q
as mÑ 8. Then the limit function u is a viscosity solution to
F px,Du,D2uq “ 0 in B1.
The proof of the Lemma 1.3 follows from [19, Lemma 6.1; Remark 6.4].
1.3 Variable exponent spaces
In this section, we introduce definitions and results on Lebesgue and Sobolev
spaces with variable exponents. Such a class of spaces has been proven instrumental in the
study of a variety of problems. For more details, we refer the reader to [21]. We start with
the definition of semimodular.
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Definition 1.6. Let X be a vectorial space on R. We say that a function ρ : X Ñ r0,8s
is a semimodular on X if the following properties hold:
(a) ρp0q “ 0;
(b) ρpλxq “ ρpxq for all x P X, λ P R with |λ| “ 1;
(c) ρ is convex;
(d) ρ is left-continuous; i.e the mapping λ ÞÑ ρpλxq is such that lim
λÑ1´
ρpλxq “ ρpxq;
(e) If ρpλxq “ 0 for all λ ą 0, then x “ 0.
Let us now define the variable exponents Lebesgue space.
Definition 1.7. Let θ : B1 Ñ R and f : B1 Ñ R be measurable functions. We define the
semimodular ρθpfq as
ρθpfq :“
ż
B1
|fpxq|θpxq dx.
Definition 1.8 (Lθp¨qpB1q spaces). Let LpB1q denote the set of measurable functions
defined over B1. The Lebesgue space with variable exponent Lθp¨qpB1q is
Lθp¨qpB1q :“
!
f P LpB1q : lim
λÑ0 ρθpλfq “ 0
)
.
We equip Lθp¨qpB1q with the norm
}f}Lθp¨qpB1q :“ inf
"
λ ą 0 : ρθ
ˆ
f
λ
˙
ď 1
*
.
For semimodulars, we state one of the most important properties which is the
weakly lower semicontinuity.
Lemma 1.4 (Sequential weakly lower semicontinuity of semimodulars). Let θ : B1 Ñ R.
Suppose pfnqnPN is such that fn á f in Lθp¨qpB1q. Then,ż
B1
|fpxq|θpxq dx ď lim inf
nPR
ż
B1
|fnpxq|θpxq dx
It is known that Lθp¨qpB1q, equipped with the norm in Definition 1.8 is a Banach
space. Next, we recall a result comparing the semimodular ρθ with the norm of the Lebesgue
space with variable exponent. See [21, Lemma 3.2.5].
Lemma 1.5. Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1
and some 1 ă θ´ ď θ` ă `8. Then,
min
!
ρθpfq1{θ´ , ρθpfq1{θ`
)
ď }f}Lθp¨qpB1q ď max
!
ρθpfq1{θ´ , ρθpfq1{θ`
)
.
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The next auxiliary result is the Hölder’s inequality for variable exponents. We
refer the reader to [21, Lemma 3.2.20].
Lemma 1.6 (Hölder’s inequalities). Let θ1, θ2, θ3 : B1 Ñ R be variable exponents satisfying
1 ď θ1p¨q, θ2p¨q, θ3p¨q ď 8 and
1
θ1pxq “
1
θ2pxq `
1
θ3pxq ,
a.e.´ x P B1. Then, for every f P Lθ2p¨qpB1q and g P Lθ3p¨qpB1q, we have
ρθ1pfgq ď ρθ2pfq ` ρθ3pgq
and
}fg}Lθ1p¨qpB1q ď 2 }f}Lθ2p¨qpB1q }g}Lθ3p¨qpB1q .
Remark 1.1. The Hölder’s inequalities in the case θ1p¨q ” 1 are of special interest:ż
B1
|f ||g|dx ď ρθp¨qpfq ` ρθ1p¨qpgq
and ż
B1
|f ||g|dx ď 2}f}Lθp¨qpB1q}g}Lθ1p¨qpB1q
where θ1p¨q is the conjugate exponent of θp¨q, i.e θ1p¨q is such that 1
θp¨q `
1
θ1p¨q “ 1.
In the case where θp¨q ” θ constant, it is well known from the theory of Lebesgue
spaces that LθpB1q is embedded in Lθ0pB1q if and only if 1 ď θ0 ď θ ď 8. The next lemma
gives us a similar result in the variable exponents Lebesgue spaces. It can be found in [21,
Corolary 3.3.4]
Lemma 1.7. Let θ1, θ2 : B1 Ñ R be measurable functions such that 1 ď θ1p¨q, θ2p¨q ď 8.
Then Lθ1p¨qpB1q ãÑ Lθ2p¨qpB1q if and only if θ2 ď θ1 almost everywhere in B1. Moreover, the
norm of the embedding Lθ1p¨qpB1q ãÑ Lθ2p¨qpB1q is the smallest constant M ą 0 such that
}f}θ1pB1q ďM}f}θ2pB1q
Also, it is known that the Lebesgue space with variable exponent Lθp¨qpB1q is a
reflexive space. It is the content of the next lemma; see [21, Theorem 3.4.7].
Lemma 1.8. Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1
and some 1 ă θ´ ď θ` ă `8. Then Lθp¨qpB1q is a reflexive space.
We also need to introduce the Sobolev spaces with variable exponents. This is
the content of the subsequent definition.
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Definition 1.9 (Sobolev spaces with variable exponents). The Sobolev space with variable
exponent W k,θp¨qpB1q, k P N, is defined by
W k,θp¨qpB1q :“
#
f P LpB1q : lim
λÑ0 ρθpλfq `
ÿ
1ď|α|ďk
lim
λÑ0 ρθpλD
αfq “ 0
+
.
We equip W k,θp¨qpB1q with the norm
}f}Wk,θp¨qpB1q :“ inf
#
λ ą 0 : ρθ
ˆ
f
λ
˙
`
ÿ
1ď|α|ďk
ρθ
ˆ
Dαf
λ
˙
ď 1
+
.
The Sobolev space W k,θp¨q0 pB1q with zero boundary values is the closure of the
set of W k,θp¨qpB1q-functions with compact support.
In practice, it is helpful to work with the (equivalent) norm
}f}Wk,θp¨qpB1q “ }f}Lθp¨qpB1q `
ÿ
1ď|α|ďk
}Dαf}Lθp¨qpB1q .
We observe that W k,θp¨qpB1q, equipped with the norm described in Definition 1.9, is a
Banach space. Under lower and upper bound of θ, it is also reflexive.
Theorem 1.3. Let θ : B1 Ñ R. The space W k,θp¨qpB1q is a Banach space. Moreover, if
θ´ ď θpxq ď θ`, for every x P B1 and some 1 ă θ´ ď θ` ă `8, then W k,θp¨qpB1q is
reflexive and uniformly convex.
We proceed with some embedding results.
Lemma 1.9. Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1
and some 1 ă θ´ ď θ` ă `8. The space W k,θp¨qpB1q is continuously embedded into
W k,θ
´pB1q.
Lemma 1.10. Let u P W 1,θp¨q0 pB1q. Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`,
for every x P B1 and some 1 ă θ´ ď θ` ă `8. Moreover, suppose that the bounds θ´
and θ` are such that either
θ´ ě d
or
θ´ ď θ` ď dθ
´
d ´ θ´ .
Then, W 1,pp¨qpB1q is compactly embedded in Lpp¨qpB1q.
For a proof of Lemma 1.9 and Lemma 1.10, we refer to [21, Lemma 8.1.8] and
[21, Theorem 8.4.5]. In the sequel, we recall a Poincaré’s inequality for variable-exponents
spaces; see [21, Theorem 8.2.18].
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Lemma 1.11 (Poincaré’s inequality). Let u P W 1,θp¨q0 pB1q. Suppose that θ : B1 Ñ R is
such that θ´ ď θpxq ď θ`, for every x P B1 and some 1 ă θ´ ď θ` ă `8. Moreover,
suppose that the bounds θ´ and θ` are such that either
θ´ ě d
or
θ´ ď θ` ď dθ
´
d ´ θ´ .
Then, there exists C ą 0 such that
}u}Lθp¨qpB1q ď C }Du}Lθp¨qpB1q ,
with C “ Cpθp¨q, dq.
In the case where θp¨q ” θ is constant satisfying 1 ď θ ă d, it is known that
W 1,θpB1q is continuously embedded in the Lebesgue space Lθ˚pB1q where θ˚ “ dθ
d´ θ . This
result is mentioned as the Rellich–Kondrachov Theorem in the literature. Next, we give
an example of a continuous exponent for which the Sobolev embedding W 1,θp¨q ãÑ Lθ˚p¨q,
where θ˚p¨q “ dθp¨q
d´ θp¨q , does not hold. See [21, Proposition 8.3.7].
Example 1.1. Consider Ω Ă R2 the intersection of the upper half-plane and the unit
disk. Fix t and s such that 1 ă t ă s ă 2 and define fpτq :“ 2
´τ
t
´ 1
¯
with τ P rt, 2s. Set
the variable exponent θ as follows:
θpr, φq :“
$’’’&’’’%
t if φ ě rfptq “ 1;
τ for τ P pt, sq satisfying φ “ rfpτq;
s if φ ď rfpsq,
where pr, φq denotes the spherical coordinates in Ω (with φ P p0, piq).
Consider upxq “ |x|µ with µ :“ s´ 2
t
. Observe that
ρθpuq “
ż
Ω
|x|µθ˚pxqdx
ě
ż 1
0
ż rfpsq
0
r
2sµ
2´s r dφ dr
“
ż 1
0
r
2sµ
2´s`fpsq`1 dr
“ 8,
since 2sµ2´ s ` fpsq ` 1 “ ´1. Therefore, u does not belong to L
θ˚p¨qpΩq.
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On the other hand, we have that |Dupxq| “ |µ||x|µ´1 where |µ| ă 1. Then,ż
Ω
|Dupxq|θpxq dx ă
ż 1
0
ż pi
0
rpµ´1qθpr,φq dφ r dr.
When θpxq “ t or θpxq “ s, we obtain thatż 1
0
ż pi
1
rpµ´1qt dφ r dr “ ppi ´ 1q
ż 1
0
rpµ´1qt`1 dr ă 8
because pµ´ 1qt` 1 ą ´1; and since, pµ´ 1qs` fpsq ` 1 ą ´1, we have thatż 1
0
ż rfpsq
0
rpµ´1qs dφ r dr “
ż 1
0
rpµ´1qs`fpsq`1 dr ă 8.
Denote by M ă 8 the integral over these parts. Now, we have to analyze the case
θpr, φq “ τ and φ “ rfpτq. Therefore, θpr, φq “
ˆ
log φ
2 log r ` 1
˙
t. Hence, we find that
ż 1
0
ż pi
0
rpµ´1qθpr,φq dφ r dr ďM `
ż 1
0
ż 1
0
epµ´1qp 12 logφ`log rqt dφ r dr
“ M `
ż 1
0
ż 1
0
φpµ´1q
t
2 dφ rpµ´1qt`1dr
“ M ` 2ps´ tq2
ă 8.
Therefore |Du| P Lθp¨qpΩq. And, since
|upxq| “ 1|µ| |Dupxq||x| ď
1
|µ| |Dupxq|
we also conclude that u P Lθp¨qpΩq; hence u P W θp¨qpΩq.
Finally, let us recall the definition of weak solutions.
Definition 1.10 (Weak solution to θpxq-laplacian). Let Ω Ă R be an open domain.
Suppose that θ : Ω Ñ R is such that θ´ ď θpxq ď θ`, for every x P Ω and some
1 ă θ´ ď θ` ă `8. Moreover, let u P W 1,θp¨qpΩq and f P L8pΩq. We say that u is a weak
solution to
∆θpxqu “ fpxq in Ω
if u satisfies ż
Ω
|Dupxq|θpxq´2Du ¨Dφdx “ ´
ż
Ω
fpxqφpxq dx
for every φ P W 1,θp¨q0 pΩq.
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2 Regularity theory for a variable exponent
fully-nonlinear elliptic equation
In this chapter, our goal is to establish local C1,α-regularity estimates for
viscosity solutions to the variable-exponent, nonvariational, fully nonlinear equation
|Du|θpxqF pD2uq “ fpxq in B1, (2.1)
where F is a pλ,Λq-elliptic operator such that F p0q “ 0 and f P L8pB1q. For simplicity,
since we restrict our analysis to the theory of continuous viscosity solutions, the source
function fpxq as well as the variable exponent θpxq will always be assumed continuous.
However, our results do not depend upon continuity of the variable exponent θ. Also, the
variable exponent θ : B1 Ñ R will always satisfies θ P CpB1q such that
inf
xPB1
θpxq ą ´1.
It is the minimal set of conditions that the variable exponent θ must satisfy for our
estimates to hold.
Because the ellipticity may vary from singular to degenerate regimes and
vice-versa, it is needed to introduce the following notation:
θ`pxq :“ maxt0, θpxqu and θ´pxq :“ mint0, θpxqu.
2.1 Smallness regime
We start examining the smallness regime that is imposed on the problem.
Namely, let us verify that it is possible to suppose, without loss of generality, that
}u}L8pB1q ď 1, and }f}L8pB1q ă ε, (2.2)
for some 0 ă ε ! 1.
Assume that u solves the equation (2.1). Define the scaling v : B1 Ñ R given
by
vpxq :“ upτx ` x0q
K
,
where x0 P B1 is fixed and τ and K are positive constants that we will determine later.
Observe that
Dvpxq “ τ
K
Dupτx` x0q
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and
D2vpxq “ τ
2
K
D2upτx` x0q.
Therefore, v solves the equation
|Dv|θpxq F pD2vq “ f in B1,
where
θpxq :“ θpτx ` x0q,
F pMq “ τ
2
K
F
ˆ
K
τ 2
M
˙
and
fpxq “ τ
2`θpxq
K1`θpxq
fpτx ` x0q.
Notice that, by setting
K :“ 1` }u}L8pB1q ` }f}
1
1`infB1 θ
L8pB1q ,
τ :“ ε
1
2`infB1 θ ,
if we prove that F is still a pλ,Λq-elliptic operator and that f P L8pB1q, we ensure that v
solves an equation in the same class as (2.1), under the smallness regime (2.2). Indeed,
first observe that because θ ą ´1, it is easily to check that f P L8pB1q. Moreover, the
operator F is a pλ,Λq-elliptic operator because for every M P Spdq and N a non-negative
definite symmetric matrix, we have that
F pM `Nq ´ F pNq “ τ
2
K
ˆ
F
ˆ
K
τ 2
pM `Nq
˙
´ F
ˆ
K
τ 2
N
˙˙
ď τ
2
K
K
τ 2
Λ}N} “ Λ}N},
and similarly, it follows that
F pM `Nq ´ F pNq ě λ}N}.
Therefore, without loss of generality, we can suppose the smallness regime as
described before.
2.2 Compactness for a family of degenerate PDEs
Our first result are local Hölder continuity estimates for viscosity solutions to
(2.1). It leads us to the compactness with respect to uniform convergence to a large class of
functions related to our equation. This compactness allows us to find a geometric structure
from which we can transport properties of regularity of the homogeneous problem
F pD2uq “ 0 in B1
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to the solutions of our problem described in (2.1).
The method employed in this section is inspired by the work [28]. Remember
that we are supposing that F is always a pλ,Λq-elliptic operator such that F p0q “ 0 and
f P L8pB1q X CpB1q.
Lemma 2.1 (Hölder continuity of the solutions). Let u P CpB1q be a viscosity solution to
|q `Du|θpxqF pD2uq “ fpxq in B1, (2.3)
satisfying }u}L8pB1q ď 1, where }f}L8pB1q ă ε, for some 0 ă ε ! 1, and q P Rd is an
arbitrary vector. Assume that θ P CpB1q is such that inf
xPB1
θpxq ą ´1. Then u P CβlocpB1q,
for every β P p0, 1q. Moreover, there exists C ą 0, depending only on dimension, ellipticity
constants and β, such that
}u}CβpB1{2q ď C
´
1` }u}L8pB1q ` }f}1{p1` inf θpxqqL8pB1q
¯
.
Proof. In order to prove the local Hölder regularity of u, fix 0 ă r ă 1 and let us prove
that there exists positive numbers L1 and L2 such that
L :“ sup
x,yPBr
`
upxq ´ upyq ´ L1|x´ y|β ´ L2p|x´ x0|2 ` |y ´ x0|2q
˘ ď 0 (2.4)
for every x0 P Br{2. In fact, if L ď 0, for every x0 P Br{2, we obtain
0 ě sup
x,yPBr
`
upxq ´ upyq ´ L1|x´ y|β ´ L2p|x´ x0|2 ` |y ´ x0|2q
˘
ě sup
xPBr
`
upxq ´ upx0q ´ L1|x´ x0|β ´ L2|x´ x0|2
˘
,
which implies that, for every x0 P Br{2,
sup
xPBr
|upxq ´ upx0q|
|x´ x0|β ď C
where C “ L1 ` 2L2. Therefore, if we show that L ď 0 we can conclude that u is locally
Hölder continuous.
We argue by contradiction argument and suppose that there exists x0 P Br{2
such that L ą 0 for every positive numbers L1 and L2.
Set
ψpx, yq “ L1|x´ y|β ` L2
`|x´ x0|2 ` |y ´ x0|2˘
and let px¯, y¯q P Br ˆBr be a maximum of
φpx, yq :“ upxq ´ upyq ´ ψpx, yq
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in Br ˆBr. It follows that φpx¯, y¯q “ L ą 0 and, since }u}L8pB1q ď 1,
L1|x¯´ y¯|β ` L2p|x¯´ x0|2 ` |y¯ ´ x0|2q
ď upx¯q ´ upy¯q
ď oscB1u
ď 2.
(2.5)
Choose
L2 :“
ˆ
4
?
2
r
˙2
.
Hence, from (2.5) and this choice for L2, we obtain that
|x¯´ x0|2 ď 2
L2
“ r4 .
In the same way |y¯ ´ x0| ď r{4. Then
|x¯´ x0| ` |y¯ ´ x0| ď r2
and we conclude that x¯ and y¯ are in Br. Notice that, if x¯ “ y¯ we obtain that
L “ ´2L2p|x¯´ x0|2q ď 0,
trivially. Then let us suppose that x¯ ‰ y¯.
Let us split the argument in three steps. In the first step, the Jensen-Ishii
Lemma builds upon (2.4) to produce a viscosity inequality.
Step 1 Denoting by D the diagonal on Br ˆBr, we obtain that px¯, y¯q P pBr ˆBrqzD is a
maximum of φpx, yq “ upxq ´ upyq ´ ψpx, yq in Br ˆ Br and ψ is twice differentiable in
a neighborhood of px¯, y¯q contained in pBr ˆBrqzD. Then, we can apply the Jensen-Ishii
Lemma (Proposition 1.2) to obtain a limiting sub-jet pqx¯, Xq of u at x¯ and a limiting
super-jet pqy¯, Y q of u at y¯, where
qx¯ :“ Dxψpx¯, y¯q “ L1β|x¯´ y¯|β´2px¯´ y¯q ` 2L2px¯´ x0q (2.6)
and
qy¯ :“ ´Dyψpx¯, y¯q “ L1β|x¯´ y¯|β´2px¯´ y¯q ´ 2L2py¯ ´ x0q, (2.7)
such that the matrices X and Y satisfy the inequality˜
X 0
0 ´Y
¸
ď
˜
Z ´Z
´Z Z
¸
` p2L2 ` ιqI, (2.8)
for
Z :“ D2ψpx¯.y¯q “ L1β|x¯´ y¯|β´4
`|x¯´ y¯|2I ´ p2´ βqpx¯´ y¯q b px¯´ y¯q˘
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where 0 ă ι depends only on the norm of Z and can be made sufficiently small.
We apply the inequality above to vectors of the form pz, zq P R2d to infer that
xpX ´ Y qz, zy ď p4L2 ` 2ιq|z|2,
i.e., all eigenvalues of X ´ Y are below 4L2 ` 2ι.
Similarly, applying the inequality (2.8) to the particular vector
ˆ
x¯´ y¯
|x¯´ y¯| ,
y¯ ´ x¯
|x¯´ y¯|
˙
,
we obtainB
pX ´ Y q x¯´ y¯|x¯´ y¯| ,
x¯´ y¯
|x¯´ y¯|
F
ď p4L2 ` 2ι´ 4L1βp1´ βq|x¯´ y¯|β´2q
ˇˇˇˇ
x¯´ y¯
|x¯´ y¯|
ˇˇˇˇ2
which implies that at least one eigenvalue of X´Y is below 4L2`2ι´4L1βp1´βq|x¯´y¯|β´2,
which will be negative for suitable choices of L1. From the definition of the maximal Pucci
operator, we have
M`λ,ΛpX ´ Y q ď pλ` pd´ 1qΛqp4L2 ` 2ιq ´ 4λL1βp1´ βq|x¯´ y¯|β´2. (2.9)
Also, the following viscosity inequalities hold
|q ` qx¯|θpx¯qF pXq ě fpx¯q (2.10)
and
|q ` qy¯|θpy¯qF pY q ď fpy¯q. (2.11)
From the uniform ellipticity, we know that
F pXq ´ F pY q ďM`λ,ΛpX ´ Y q;
therefore, by combining (2.9), (2.10) and (2.11) with the last inequality we obtain
4λL1βp1´ βq ď pλ` pd´ 1qΛqp4L2 ` 2ιq|x¯´ y¯|2´β
` fpy¯q|x¯´ y¯|2´β|q ` qy¯|´θpy¯q
´ fpx¯q|x¯´ y¯|2´β|q ` qx¯|´θpx¯q.
(2.12)
Next we consider two cases: first when |q| ą A0, where A0 ą 0 is a constant to
be determined later in the proof; and in the Step 3 we consider |q| ď A0.
Step 2 Suppose |q| ą A0. Observe that, because of the asymptotic behavior described in
(2.6) and (2.7), we have that
|qx¯|, |qy¯| “ OpL1q.
Because |x¯´ y¯| is bounded by 1, (2.12) becomes
4λL1βp1´ βq ďpλ` pd´ 1qΛqp4L2 ` 2ιq ` fpx¯q|q ` qx¯|´θpx¯q
´ fpy¯q|q ` qy¯|´θpy¯q.
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Observe that, if θpy¯q ą 0 and θpx¯q ą 0 then we can choose A0 large enough
depending on L1 and L2 such that
|qx¯| ď |q|2 and |qy¯| ď
|q|
2 ;
therefore, we have
|q|
2 ď min t|q ` qx¯|, |q ` qy¯|u .
Observe that, since |qx¯|, |qy¯| “ OpL1q and A0 is such that |qx¯|, |qy¯| ď |q|2 , we
can choose A0 “ OpL1q. Therefore, we can estimate
fpy¯q|q ` qy¯|´θpy¯q ď C }f}L8pB1q|q|θpy¯q ď C
}f}L8pB1q
A
pinfB1 θq
0
,
and analogously,
´fpx¯q|q ` qx¯|´θpx¯q ď C }f}L8pB1q
A
pinfB1 θq
0
where C is a positive constant.
On the other hand, if ´1 ă θpy¯q ď 0 and ´1 ă θpx¯q ď 0, because |qx¯|, |qy¯| “
OpL1q, we can choose L1 large enough such that
|q| ď |qx¯|, |qy¯|.
Therefore, we can estimate
fpy¯q|q`qy¯|´θpy¯q ď C}f}L8pB1qp|q|´θpy¯q`|qy¯|´θpy¯qq ď C}f}L8pB1q|qy¯|´θpy¯q ď CL´ infB1 θ1 }f}L8pB1q;
and similarly
´fpx¯q|q ` qx¯|´θpx¯q ď CL´ infB1 θ1 }f}L8pB1q
where C is a positive constant. Therefore, if both θpx¯q and θpy¯q are positive we have that
4λL1βp1´ βq ď pλ` pd´ 1qΛqp4L2 ` 2ιq ` C }f}L8pB1q
A
pinfB1 θq
0
.
On the other hand, if both θpx¯q and θpy¯q are such that θpx¯q, θpy¯q P p´1, 0s
then
4λL1βp1´ βq ď pλ` pd´ 1qΛqp4L2 ` 2ιq ` CL´ infB1 θ1 }f}L8pB1q;
Finally, if θpy¯q ą 0 and ´1 ă θpx¯q ď 0 or if θpx¯q ą 0 and ´1 ă θpy¯q ď 0 it
follows that
4λL1βp1´ βq ď pλ` pd´ 1qΛqp4L2 ` 2ιq ` C }f}L8pB1q
A
pinfB1 θq
0
` CL´ infB1 θ1 }f}L8pB1q.
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In any case, by choosing L1 large enough, depending on λ,Λ, d, inf
B1
θ and L2 (which in
turn depends only on r), we get a contradiction and the result follows.
Step 3 Suppose |q| ď A0. First, if θpy¯q ą 0 we obtain
fpy¯q|x¯´ y¯|2´β|q ` qy¯|´θpy¯q ď }f}L8pB1q|x¯´ y¯|
2´β
|L1β|x¯´ y¯|β´2px¯´ y¯q ` 2L2|x¯´ x0| ` q|θpy¯q
ď }f}L8pB1q|x¯´ y¯|
2´β
pL1β|x¯´ y¯|β´1 ´ 2L2|x¯´ x0| ´ |q|qθpy¯q
ď }f}L8pB1q|x¯´ y¯|
2´β`p1´βqθpy¯q
pL1β ´ 2L2|x¯´ x0||x¯´ y¯|1´β ´ A0|x¯´ y¯|1´βqθpy¯q
ď }f}L8pB1qpL1β ´ 2L2 ´ A0qθpy¯q ;
here we have used that |x¯´y¯| and |x¯´x0| are uniformly bounded by 1, p2´β`p1´βqθpy¯qq ě
0 and by choosing L1 large enough the term L1β ´ 2L2 ´ A0 is positive.
Similarly, if θpx¯q ą 0 it follows that
´fpx¯q|x¯´ y¯|2´β|q ` qx¯|´θpx¯q ď }f}L8pB1qpL1β ´ 2L2 ´ A0qθpx¯q .
Therefore, if both θpx¯q and θpy¯q are positive we can conclude that
4λL1βp1´ βq ď pλ` pd´ 1qΛqp4L2 ` 2ιq ` }f}L8pB1qpL1β ´ 2L2 ´ A0qθpx¯q (2.13)
` }f}L8pB1qpL1β ´ 2L2 ´ A0qθpy¯q .
On the other hand, if ´1 ă θpy¯q ď 0, the Young’s inequality yields
fpy¯q|x¯´ y¯|2´β|q ` qy¯|´θpy¯q
ď }f}L8pB1q|x¯´ y¯|2´β|L1β|x¯´ y¯|β´2px¯´ y¯q ` 2L2|x¯´ x0| ` q|´θpy¯q
ď }f}L8pB1q|x¯´ y¯|2´βpL1β|x¯´ y¯|β´1 ` 2L2|x¯´ x0| ` |q|q´θpy¯q
ď }f}L8pB1q|x¯´ y¯|2´β`p1´βqθpy¯qpL1β ` p2L2|x¯´ x0| ` A0q|x¯´ y¯|1´βq´θpy¯q
ď }f}L8pB1q2´θpy¯qppL1βq´θpy¯q ` p2L2 ` A0q´θpy¯qq
ď λβp1´ βqL1 ` Cpλ, βq}f}1{p1`θpy¯qqL8pB1q ` }f}L8pB1qp4L2 ` 2A0q´θpy¯q,
since |x¯´ y¯| and |x¯´ x0| are uniformly bounded by 1 and p2´ β ` p1´ βqθpy¯qq ě 0.
Analogously, if ´1 ă θpx¯q ď 0 we obtain
´ fpx¯q|x¯´ y¯|2´β|q ` qx¯|´θpx¯q
ď λβp1´ βqL1 ` Cpλ, βq}f}1{p1`θpx¯qqL8pB1q ` }f}L8pB1qp4L2 ` 2A0q´θpx¯q.
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Thus, if both θpx¯q and θpy¯q belongs to p´1, 0s, it follows that
2λL1βp1´ βq ďpλ` pd´ 1qΛqp4L2 ` 2ιq
` Cpλ, βqp}f}1{p1`θpx¯qqL8pB1q ` }f}1{p1`θpy¯qqL8pB1q q
` }f}L8pB1qpp4L2 ` 2A0q´θpx¯q ` p4L2 ` 2A0q´θpy¯qq.
(2.14)
Finally, if we have θpx¯q ą 0 and ´1 ă θpy¯q ď 0 then
3λL1βp1´ βq ďpλ` pd´ 1qΛqp4L2 ` 2ιq ` }f}L8pB1qpL1β ´ 2L2 ´ A0qθpx¯q
` Cpλ, βq}f}1{p1`θpy¯qqL8pB1q ` }f}L8pB1qp4L2 ` 2A0q´θpy¯q,
(2.15)
and if ´1 ă θpx¯q ď 0 and θpy¯q ą 0 we obtain
3λL1βp1´ βq ďpλ` pd´ 1qΛqp4L2 ` 2ιq ` Cpλ, βq}f}1{p1`θpx¯qqL8pB1q
` }f}L8pB1qp4L2 ` 2A0q´θpx¯q `
}f}L8pB1q
pL1β ´ 2L2 ´ A0qθpy¯q .
(2.16)
In all the cases described above, if we choose L1 sufficiently large, (2.13), (2.14),
(2.15), (2.16) produce a contradiction. Therefore, the lemma is proved for |q| ď A0.
Remark 2.1. In [29], Imbert and Silvestre proved that bounded viscosity solutions to
nonlinear equations of the form
Gpx, u,Du,D2uq “ 0
are locally in Cα, for some α P p0, 1q, provided G satisfies the following conditions:
• Gpx, r, p, 0q ď Cprq|p| if |p| ě γ;
• for every x, r and p fixed such that |p| ě γ, Gpx, r, p,Mq is uniformly elliptic in M .
Notice that G defined by Gpx, r, p,Mq “ F pMq ´ fpxq|p|´θpxq satisfies the
above conditions. Indeed, consider γ ą 1 and |p| ě γ. If ´1 ă θp¨q ă 0 then |p|´θ ď |p|
and if θp¨q ě 0 then |p|´θ ď 1 ď |p|. Therefore, we obtain in both cases that Gpx, r, p, 0q “
´fpxq|p|´θpxq ď }f}L8pB1q|p|. Furthermore, sinceGpx, r, p,M`Nq´Gpx, r, p,Mq “ F pM`
Nq ´ F pMq and F is uniformly elliptic by assumption, then Gpx, r, p,Mq is uniformly
elliptic in M . Therefore, we could have used this result of [29] to obtain the locally Hölder
regularity for the problem (2.1).
One of the main ingredients to obtain the regularity transmission by approxi-
mation methods is the tangential path. It is the context of the next section.
Chapter 2. Regularity theory for a variable exponent fully-nonlinear elliptic equation 34
2.3 Tangential path
In this section we prove the Approximation Lemma, which connects our problem
of interest with the homogeneous problem
F pD2uq “ 0 in B1.
Lemma 2.2 (Approximation Lemma). Let u P CpB1q be a viscosity solution to
|q `Du|θpxqF pD2uq “ f in B1,
satisfying }u}L8pB1q ď 1, where }f}L8pB1q ă ε, for some 0 ă ε ! 1, and q P Rd is an
arbitrary vector. Assume that θ P CpB1q is such that inf
xPB1
θpxq ą ´1. Given δ ą 0, there
exists ε ą 0, depending only on d, λ,Λ and sup θ, such that, if
}f p1` |q|q´θp¨q}L8pB1q ď ε,
one can find h P C1,α¯pB3{4q, for some 0 ă α¯ ă 1 universal, satisfying
}u´ h}L8pB1{2q ď δ.
Furthermore, }h}C1,α¯pB3{4q ď C, where C depends only on d, λ,Λ.
Proof. Arguing by contradiction, let us suppose that the thesis of the proposition fails. Then
there exist δ0 ą 0 and sequences pFjqjPN, pθjqjPN, pfjqjPN, pqjqjPN and pujqjPN satisfying:
i) Fjp¨q is pλ,Λq ´ elliptic such that Fjp0q “ 0;
ii) ´1 ă θj ď sup θ;
iii) }fj p1` |qj|q´θjp¨q}L8pB1q ď 1j ;
iv) |qj `Duj|θjpxqFjpD2ujq “ fj;
however
sup
B1{2
|uj ´ h| ą δ0, (2.17)
for all h P C1,α¯pB1q and every 0 ă α¯ ă 1.
From the uniform ellipticity we have Fj Lipschitz continuous for every j P N,
which implies that Fj converges to some pλ,Λq-uniform elliptic operator F8. Moreover,
the compactness proven in Lemma 2.1 implies that uj converges to a function u8 locally
uniformly in B1. The goal is to verify that the limiting function u8 is a viscosity solution
to the homogeneous equation
F8pD2u8q “ 0, in B3{4. (2.18)
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To prove this fact, rewrite the sequence of PDEs as
p1` |qj|qθjpxq ¨
ˇˇˇˇ
qj
1` |qj| `
1
1` |qj|Duj
ˇˇˇˇθjpxq
FjpD2ujq “ fj.
Through a subsequence if necessary, by local compactness of Rd we obtain that
νj :“ qj1` |qj| Ñ ν, and
1
1` |qj| Ñ µ,
where |ν| ď 1 and 0 ď µ ď 1. Notice that from the contradiction assumption (iii), in the
L8-topology, we have
gjpxq :“ fj p1` |qj|q´θjpxq Ñ 0,
Define
ppxq “ 12xMpx´ yq, px´ yqy ` b ¨ px´ yq ` u8pyq
a quadratic polynomial which touches u8 from below strictly at a point y P B3{4. Without
loss of generality, we can assume that |y| “ u8pyq “ 0. Since we want to establish (2.18),
let us prove that
F8pMq ď 0.
Fix 0 ă r ă 1 and define
ppxjq ´ ujpxjq :“ max
xPBr
pppxq ´ ujpxqq.
From the PDE satisfied by uj, we obtainˇˇˇˇ
qj
1` |qj| `
1
1` |qj|b
ˇˇˇˇθjpxjq
FjpMq ď fjpxjq ¨ p1` |qj|q´θjpxjq “ gjpxjq. (2.19)
Also, up to a subsequence, we can assumeˇˇˇˇ
qj
1` |qj| `
1
1` |qj|b
ˇˇˇˇθjpxjq
Ñ β, in R.
If β ą 0, then
F8pMq ď 0,
as j Ñ 8 in (2.19). On the other hand, when β “ 0, either 1p1` |qj|q Ñ 0 (hence |qj| Ñ 8
and then qj ‰ 0, which is the case already treated) or qj Ñ ´b. If b ‰ 0, we define
vj “ uj ´ xb, xy and then we reduce to the case when b “ 0 and qj Ñ 0. If we look at
vj “ uj ` xqj, xy, we are left to analyze the case b “ 0 “ qj. One further reduction: if
specpMq Ă p´8, 0s, then, by ellipticity, we immediately deduce F8pMq ď 0. Thus, we can
assume the invariant space E :“ spanpe1, e2, ¨ ¨ ¨ , ekq, formed by all eigenvectors associated
with positive eigenvalues is nonempty; let Rd “ E ‘G be an direct sum. For κ ą 0 to be
chosen small, define the test function
φpxq :“ 12xMx, xy ` κ supePSd´1xPEx, ey,
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where PE is the orthogonal projection on E. Note, since uj Ñ u8 uniformly and 12xMx, xy
touches u8 at 0 from below strictly, φ touches uj from below strictly at an interior point
xκj P Br, for all 0 ă κ ď κ0. Next, if xκj P G, then
1
2xMx, xy ` κxPEx, ey
touches uj at xκj for any choice of e. Thus, from the PDE satisfied by uj, we obtain
|Mxκj ` κPEe|θjpxκj qFjpMq ď fjpxκj q, @e P Sd´1. (2.20)
Since
}M} ` κ ě sup
ePSd´1
|Mxκj ` κPEe| ě κ,
taking the supremum in e and subsequently letting j Ñ 8 in (2.20), we reach F8pMq ď 0.
Finally, if PEpxκj q ­“ 0, then
sup
ePSd´1
xPExκj , ey “ xPExκj ,
PEx
κ
j
|PExκj |y “ |PEx
κ
j |.
Set
ν “ PEx
κ
j
|PExκj | .
From the PDE satisfied by uj, we reach:
|Mxκj ` κν|θjpxκj qFj pMq ď fjpxκj q. (2.21)
Next write xκj in the basis formed by the eigenvectors of M , xκj “
dÿ
i“1
aiei, so that
Mxκj “ λ1a1e1 ` λ2a2ee ` ¨ ¨ ¨λkakek ` λk`1ak`1ek`1 ` ¨ ¨ ¨ ` λdaded,
and, as set before, λi ą 0 for all i “ 1, 2, ¨ ¨ ¨ , k. We can estimate:
|Mxκj ` κν| ě xMxκj ` κν, νy
“ 1|PExκj |x
dÿ
i“1
λiaiei,
kÿ
i“1
aieiy ` κ
“ 1|PExκj |
kÿ
i“1
λia
2
i ` κ
ě κ.
Hence, multiplying (2.21) by |Mxκj ` κν|´θjpxκj q and letting j Ñ 8, we finally reach
F8pMq ď 0.
This concludes the proof that u8 is a viscosity supersolution to the equation F8pD2hq “ 0.
Arguing analogously, we obtain u8 is also a viscosity subsolution to that equation, and
thus (2.18) is proven.
It thus follows from Theorem 1.1 that u8 P C1,α¯pB3{4q, for some 0 ă α¯ ă 1 and
that }u8}C1,α¯pB1{2q ď C, where C depends only on d, λ,Λ. Finally, taking h “ u8, we reach
a contradiction on (2.17), for j " 1. The Lemma is finally proven.
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2.4 Hölder continuity of the gradient
Once the approximation Lemma is available, which guarantees a tangential
path connecting the Krylov-Safonov regularity theory and the one for our problem of
interest, we are able to prove the Hölder continuity of the gradient, which we describe in
details below:
Theorem 2.1 (Hölder regularity of the gradient). Let u P CpB1q be a viscosity solution
to (2.1) satisfying }u}L8pB1q ď 1, where }f}L8pB1q ă ε for some 0 ă ε ! 1. Assume that
θ P CpB1q is such that inf
xPB1
θpxq ą ´1. Then u P C1,γloc pB1q, for all γ satisfying
0 ă γ ď min
"
α¯,
1
1` }θ`}8 ` }θ´}8
*
,
where α¯ is the sharp Hölder continuity exponent associated with F -harmonic functions.
Moreover, there exists a universal constant C ą 0, such that
}u}L8pB1{2q ` sup
x,yPB1{2
|∇upxq ´∇upyq|
|x´ y|γ ď C
ˆ
1` }u}L8pB1q ` }f}
1
1`infB1 θ
L8pB1q
˙
.
Proof. Let
0 ă γ ď min
"
α¯,
1
1` }θ`}8 ` }θ´}8
*
be fixed. Also, choose and fix a point y P B1{2. First, let us prove the existence of universal
constants 0 ă r ! 1, C ą 1, and a sequence of affine functions
`npxq :“ an ` bn ¨ x,
where panqnPN Ă R and pbnqnPN Ă Rd satisfy, for all every n P Nzt0u, the following three
estimates:
i) sup
Brn pyq
|upxq ´ `npxq| ď rnp1`γq;
ii) |an´1 ´ an| ď Crpn´1qp1`γq;
iii) |bn´1 ´ bn| ď Crpn´1qγ
for some universal constant C ą 0. To prove this fact we proceed by an induction argument.
For the sake of presentation, we split the proof in four steps.
Step 1. If we consider a variable translation x ÞÑ y ` 12x, x P B1, we can assume that
y “ 0. We start by setting
`1pxq :“ hp0q `Dhp0q ¨ x,
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where h comes from the approximation lemma (Lemma 2.2), for a δ ą 0 to be described
further. Since h P C1,α¯loc pB1q, for a constant C ą 1, depending only on dimension and
ellipticity, we have
sup
Br
|hpxq ´ `1pxq| ď Cr1`α¯.
Also, from the triangle inequality
sup
xPBr
|upxq ´ `1pxq| ď δ ` Cr1`α¯. (2.22)
Set
a1 “ hp0q, b1 “ Dhp0q.
To conclude the first step of the induction process, we make two universal choices. In the
first one we choose and fix 0 ă r ! 1 so small that the following estimates,
rγ ď 12 , Cr
1`α¯ ď 12r
1`γ, and p1` 4Cq r1´γp1`}θ`}8`}θ´}8q ď 1, (2.23)
are verified. In the sequel, setting
δ :“ r
1`γ
2 ,
which fixes through Lemma 2.2, with q “ 0, the smallness condition for ε ě }f}L8pB1q.
Recall from section 2.1 that this smallness assumption on }f}L8pB1q can be assumed with
no loss of generality. This completes the first step of the induction argument.
Step 2. Suppose the induction hypotheses have been verified for n “ 1, 2, ¨ ¨ ¨ , k, for some
k P N. Let us show that the case n “ k ` 1 is also true. For that, let us introduce an
auxiliary function:
vkpxq :“ upr
kxq ´ `kprkxq
rkp1`γq
.
Notice that vk solves
|r´kγbk `Dvk|θkpxqFkpD2vkq “ fkpxq
where
FkpMq “ rkp1´γqF prpγ´1qkMq,
is a pλ,Λq-elliptic operator, θkpxq “ θprkxq and
fkpxq “ rkp1´γq´kγθkpxqfprkxq.
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First, observe that from our choice for γ, it follows that fk P L8pB1q. From the induction
hypotheses, we can estimate
|bk| “
ˇˇˇˇ
ˇb1 ` kÿ
i“2
pbi ´ bi´1q
ˇˇˇˇ
ˇ
ď |b1| `
kÿ
i“2
|bi ´ bi´1|
ď C `
kÿ
i“2
Crpi´1qγ
ď 2C1´ rγ
ď 4C.
Next, we note
´θkpxq ď }θ´}8 ă 1.
Also, we can estimate›››fkpxq `1` |r´kγbk|˘´θkpxq›››
L8pB1q
ď
›››fkpxq `1` |r´kγbk|˘}θ´}8›››
L8pB1q
ď ε
›››rkp1´γq´kγθkpxq `1` |r´kγbk|˘}θ´}8›››
L8pB1q
ď εrkp1´γq´kγ}θ`}8 `1` 4Cr´kγ˘}θ´}8
ď ε
´
rp1´γq´γ}θ
`}8 ` 4Crp1´γq´γ}θ`}8´γ}θ´}8
¯
ď ε
´
r1´γ´γp}θ
`}8`}θ´}8qp1` 4Cq
¯
ď ε,
in accordance to the third estimate enforced in (2.23). Therefore the functions vk satisfy
the assumptions of the Lemma 2.2, which assures the existence of a function h¯ P C1,α¯pB1q
such that
sup
xPBr
|vkpxq ´ h¯pxq| ď δ.
As in Step 1, we can conclude that there exists an affine function of the form
¯`pxq “ a¯ ` b¯ ¨ x.
such that
sup
xPBr
|vkpxq ´ ¯`pxq| ď r1`γ.
Setting
`k`1pxq :“ `kpxq ` rkp1`γq ¯`pr´kxq.
yields
sup
xPB
rk`1
|upxq ´ `k`1pxq| ď rpk`1qp1`γq.
In addition, it holds
|ak`1 ´ ak| ` rk |bk`1 ´ bk| ď Crkp1`γq,
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and thus we conclude the pk ` 1q-th step of the induction argument.
Step 3. Notice that the sequences panqnPN and pbnqnPN are Cauchy sequences and therefore
converge. Indeed, let m,n P N and without loss of generality suppose that m ď n. Then,
there exists j P N such that n “ m` j. Hence,
|an ´ am| ď
nÿ
i“m`1
|ai ´ ai´1| ď C
nÿ
i“m`1
rpi´1qp1`γq ď C
8ÿ
i“m
rip1`γq
which is a convergent series. Hence panqnPN is a Cauchy sequence. Similarly we also conclude
that pbnqnPN is a Cauchy sequence. Hence, panqnPN and pbnqnPN are convergent sequences,
whose limits we denote by a‹ and b‹, respectively.
Evaluating the estimate
sup
xPBrn
|upxq ´ `npxq| ď rnp1`γq
on x “ 0 we obtain
|up0q ´ an| ď rnp1`γq.
Also, given ε ą 0 there exists N0 ą ln εp1` γq ln r such that, for every n ď N0, we have
|an ´ up0q| ď rnp1`γq ď rN0p1`γq ă ε;
i. e. the sequence panqnPN converges to up0q and we conclude that a‹ “ up0q.
On the other hand, estimate |bn´1 ´ bn| ď Crpn´1qγ gives
|bn ´ b‹| ď
8ÿ
i“n
riγ “ Crnγ.
Let 0 ă ρ ă r and take the first integer n P N for which rn`1 ă ρ ď rn. Therefore,
sup
xPBρ
|upxq ´ pup0q ` b‹ ¨ xq| ď sup
xPBrn
|upxq ´ `npxq| ` sup
xPBrn
|an ´ up0q|
` sup
xPBrn
|bn ´ b‹||x|
ď C
r
rpn`1qp1`γq
ď Cρ1`γ.
Next, since u is continuous in B1, for x P Bρ such that }x} “ ρ we obtain
|upxq ´ pup0q ` b‹ ¨ xq| ď C}x}1`γ. (2.24)
Moreover, ρ is arbitrary such that 0 ă ρ ă r, the estimate (2.24) is true for every x P Br,
which implies that
upxq “ up0q ` b‹ ¨ x` op}x}q,
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i.e. the function u is differentiable at 0 and therefore b‹ “ Dup0q. If we now go back to
the original point y P B1{2, we conclude that
sup
xPBρpyq
|upxq ´ pupyq `Dupyq ¨ px´ yqq | ď Cρ1`γ (2.25)
holds for all 0 ă ρ ă 1{2.
Step 4. We finally obtain Hölder continuity of the gradient from (2.25). Let two points y1
and y2 in B1{2 be such that y1 ­“ y2. The estimate described in (2.25) can be written as
upy2q ´ upy1q ´Dupy1q ¨ py2 ´ y1q “ O
`|y1 ´ y2|1`γ˘ . (2.26)
Similarly,
upy1q ´ upy2q ´Dupy2q ¨ py1 ´ y2q “ O
`|y1 ´ y2|1`γ˘ . (2.27)
If we add these two estimates together, we obtain
|Bνupy1q ´ Bνupy2q| “ O p|y1 ´ y2|γq , (2.28)
where ν :“ y1 ´ y2|y1 ´ y2| . Subtracting (2.26) from (2.27), taking into account (2.28), we obtain
|upy1q ´ upy2q| ` |Bνupy1q ` Bνupy2q| ¨ |y1 ´ y2| “ O
`|y1 ´ y2|1`γ˘ . (2.29)
Take ν2, ν3, ¨ ¨ ¨ , νd unitary vectors such that tν, ν2, ¨ ¨ ¨ , νdu is an orthonormal
basis of Rd. Applying (2.25) at y1 for
xi :“ y1 ` y22 `
?
3 |y1 ´ y2|
2 νi
it follows that
upxiq “ upy1q `Dupy1q ¨ pxi ´ y1q `O
`|y1 ´ y2|1`γ˘ , (2.30)
Similarly, applying at y2 for the same xi we get
upxiq “ upy2q `Dupy2q ¨ pxi ´ y2q `O
`|y1 ´ y2|1`γ˘ . (2.31)
Hence, if we subtract (2.31) from (2.30), we end up with
pupy2q ´ upy1qq `Dupy2q ¨ pxi ´ y2q ´Dupy1q ¨ pxi ´ y1q “ O
`|y1 ´ y2|1`γ˘ . (2.32)
Finally, notice that,
Dupy1q ¨ pxi ´ y1q “ ´Bνupy1q |y1 ´ y2|2 `
?
3|y1 ´ y2|
2 Bνiupy1q (2.33)
and
Dupy2q ¨ pxi ´ y2q “ Bνupy2q |y1 ´ y2|2 `
?
3|y1 ´ y2|
2 Bνiupy2q. (2.34)
Therefore, from the expressions in (2.33) and (2.34) together with (2.29) and (2.32) we
conclude that
Bνiupy2q ´ Bνiupy1q “ O p|y1 ´ y2|γq ,
for all i “ 2, 3, 4, ¨ ¨ ¨ , d. Thus, the proof of the theorem is complete.
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2.5 Sharp pointwise estimates
Next we discuss sharp, improved geometric estimates in the spirit of [33, 35].
The first result is a consequence of the Hölder continuity of the gradient (Theorem 2.1) in
the pure singular case.
Corollary 2.1. Let u P CpB1q be a viscosity solution to (2.1) satisfying }u}L8pB1q ď 1,
where }f}L8pB1q ă ε for some 0 ă ε ! 1. Assume further that θ P CpB1q is such that
θpxq ď 0 for all x P B1. Then u P C1,βloc pB1q, for all β verifying
β ă α¯,
where α¯ is the sharp Hölder continuity exponent associated with F -harmonic functions. In
particular, provided F is convex, u P C1,LogLiploc pB1q; it means that there exists a constant
C ą 0 satisfying
sup
xPBr
|upxq ´ rup0q ´Dup0q ¨ xs| ď ´Cr2 ln r.
Proof. We know from the Theorem 2.1 that u P C1,γloc pB1q for 0 ă γ ! 1, as described
therein. In particular, we have |Du| P L8locpB1q. Arguing as in [13], it is possible to verify
that u solves
F pD2uq “ fpxq ¨ |Du|´θpxq “: gpxq P L8locpB1q,
in the viscosity sense. The result then follows from [16]. The case when F is convex, the
regularity C1,LogLiploc pB1q follows from [34].
In what follows we investigate geometric growth estimates on u at a given point
y P B1{2. Observe that, if |Dupyq| ě τ ą 0, then by Theorem 2.1, there exists a radius
rτ ą 0, which depends only on τ and universal parameters, such that
|Du| ě 12τ in Brτ pyq.
We conclude that the solution u has an asymptotic growth behavior of an F -harmonic
function at y; that is:
sup
xPBrpyq
|upxq ´ pupyq `Dupyq ¨ px´ yqq| ď Cr1`γ,
for all γ ă α¯ and all 0 ă r ă rτ . The really interesting case is when y is a critical point of
u. Hereafter estimates shall depend on the modulus of continuity of the variable exponent
θ. More precisely, in what follows we will assume that θ satisfies:
|θpxq ´ θpyq| ď Lω p|x´ y|q , (2.35)
for some modulus of continuity ω : R` Ñ R` satisfying ωp1q “ 1.
Under the continuity condition of θ described above, we conclude from Corollary
2.1 that if θpyq ă 0 and F is convex, then u grows at y in a C1,LogLip fashion. Next, we
prove fine geometric estimates for solutions at degenerate elliptic critical points.
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Theorem 2.2. Let u P CpB1q be a viscosity solution to (2.1) satisfying }u}L8pB1q ď 1,
where }f}L8pB1q ă ε for some 0 ă ε ! 1. Suppose that F is convex. Assume further that
Dupyq “ 0 and θpyq ą 0, for some y P B1{2. Then, for any p ą θpyq, there holds
sup
xPBrpyq
|upxq ´ upyq| ď Cr1` 11`p ,
for a constant C ą 1 that depends only on pp´ θpyqq, the dimension d, }u}8, ellipticity
constants, and the modulus of continuity of θ, meaning L and ω.
Proof. Assume, without loss of generality, that }u}8 “ 1, y “ upyq “ 0. For the sake of
presentation, we split the proof in two steps.
Step 1. Initially, let us prove that given δ ą 0 there exists  ą 0, depending only on
δ ą 0, the dimension d, ellipticity constants and the modulus of continuity of θ, such that
if }f}L8pB1q ď , then
sup
B1{2
|upxq ´ hpxq| ă δ
for some F -harmonic function h verifying Dhp0q “ 0 (in this case, h P C2,α, for some
0 ă α ă 1. See Theorem 1.2.)
As in Lemma 2.2, we argue by contradiction. Then, suppose that there exist
δ0 ą 0 and sequences pFjqjPN, pθjqjPN, pfjqjPN, and pujqjPN satisfying:
i) Fjp¨q is pλ,Λq ´ elliptic;
ii) 0 ă θj ď sup θ and θj has the same modulus of continuity of θ;
iii) }fj}L8pB1q ď 1j ;
iv) }uj}L8pB1q “ 1; |Dujp0q| “ 0;
v) |Duj|θjpxqFjpD2ujq “ fj;
however
sup
B1{2
|uj ´ h| ą δ0, (2.36)
for all F -harmonic function h for which 0 is a critical point and hp0q “ 0. Through a
subsequence, if necessary, it follows from Theorem 2.1 that
puj, Dujq Ñ pv8, Dv8q,
locally uniformly in B1{2. In particular, we have v8p0q “ |Dv8p0q| “ 0. Also, because Fj
is uniformly elliptic, up to a subsequence, Fj Ñ F8 locally uniformly.
Now, observe that, since θ is uniformly continuous in B1 and θj has the same
modulus of continuity of θ, we conclude that the sequence pθjqjPN is equicontinuous in
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B1. Also, because of (ii), the sequence pθjqjPN is equibounded in B1. Therefore, from the
Arzelà-Ascoli Theorem, up to a subsequence, θj Ñ θ8 locally uniformly in B1.
Taking the limit as j Ñ 8 in (v), from standard stability results, see Lemma
1.3, we conclude
|Dv8|θ8pxqF8pD2v8q “ 0,
and arguing as in [28], we deduce F8pD2v8q “ 0. We arrive to a contradiction by taking
h “ v8 in (2.36).
Step 2. Next, for p ą θp0q fixed and for ρ ą 0 to be determined, we estimate
sup
Bρ
|upxq| ď sup
Bρ
|upxq ´ hpxq| ` sup
Bρ
|hpxq|
ď δ ` Cρ 32` 12p1`pq
ď δ ` 12ρ
1` 11`p
provided we choose ρ so small that
Cρ
3
2` 12p1`pq ď 12ρ
1` 11`p .
Because (2.35), we can take ρ even smaller, as to assume
θpρxq ă p, (2.37)
for all x P B1. In the sequel, we select
δ ď 12ρ
1` 11`p
which determines the smallness condition on }f}8 by means of the initial claim. We have
obtained
sup
Bρ
|upxq| ď ρ1` 11`p . (2.38)
The idea now is to rescale this inequality to the unit picture and apply it recursively. That
is, the rescaled function
vpxq :“ upρxq
ρ1`
1
1`p
,
clearly satisfies }v}L8pB1q ď 1, by (2.38), and also verifies
|Dv|θpρxqFρpD2vq “ ρ1´
1`θpρxq
1`p fpρxq “: gpxq,
in the viscosity sense, where FρpMq “ ρ1´ 11´pF pρ 11´p´1Mq. From (2.37), }g}8 ď , and
thus v is entitled to the same conclusions as u. In particular, (2.38) holds for v, which
leads to
sup
Bρ2
|upxq| ď ρ2p1` 11`pq.
Continuing the process inductively yields the conclusion of Theorem 2.2.
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Theorem 2.2 gives an asymptotically sharp geometric growth estimate of u at a
degenerate critical point. Such a result is indeed optimal, unless we require further control
on the modulus of continuity of θ. In our final theorem we show that u grows precisely as
a C 2`θpyq1`θpyq function, provided θ is Dini continuous. More precisely, we shall require that
|θpxq ´ θpyq| ď L1ω p|x´ y|q ,
for a modulus of ω : R` Ñ R` satisfying ωp1q “ 1 and that
lim sup
tÑ0
ωptq ln
ˆ
1
t
˙
ď L2. (2.39)
While (2.39) is indeed very mild, we call the assumption in θ given above
critical because this condition seems to play a central role in the regularity theory for
variable exponent PDEs. It came as a delightful surprise for the authors to learn that —
for apparently very different reasons — the critical assumption above is captious in the
variational theory of functionals with θpxq-growth. For instance, it is shown in [37] that
θpxq-growth functionals exhibit the so called Lavrentiev phenomenon if and only if the
critical assumption in θ is violated. In [1] it is proved that the singular part of the measure
representation of relaxed integrals with θpxq-growth fades out if and only if the critical
assumption holds true.
We are ready to establish sharp geometric estimate at critical points of viscosity
solutions to (2.1); compare it with the Cp1-regularity conjecture for functions whose
p-laplacian is bounded, [7, 9].
Theorem 2.3. Let u P CpB1q be a viscosity solution to (2.1)satisfying }u}L8pB1q ď 1,
where }f}L8pB1q ă ε for some 0 ă ε ! 1. Suppose the critical assumption in θ and that F
is convex. Assume further that Dupyq “ 0 and that θpyq ą 0, for some y P B1{2. Then,
sup
xPBrpyq
|upxq ´ upyq| ď Cr1` 11`θpyq ,
where C depends only on the dimension d, }u}8, ellipticity constants, and the modulus of
continuity of θ, meaning L1, L2 and ω.
Proof. We revisit the proof of Theorem 2.2, owning critical assumption. Initially, for future
use, we estimate
ρ1´
1`θpρxq
1`θp0q ď
´`
ρ´1
˘L1ωpρq¯ 11`θp0q , (2.40)
for all x P B1. The critical assumption yields the existence of 0 ă ρ0 ! 1 such that`
ρ´1
˘ωpρq ď `ρ´1˘?2L2plnpρ´1qq´1
ď e
?
2L2 ,
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and thus
ρ1´
1`θpρxq
1`θp0q ď µ, (2.41)
for all 0 ă ρ ď ρ0, where µ depends on L2. Arguing as in Step 2 of the proof of Theorem
2.2, we can establish
sup
Bρ
|upxq| ď ρ1` 11`θp0q , (2.42)
provided }f}8 ď . Revisit Section 2.1 and enforce
}f}8 ď 
µ` 1 , (2.43)
so clearly (2.42) still holds. Now, when we define the rescaled function
vpxq :“ upρxq
ρ1`
1
1`θp0q
,
we see that
|Dv|θpρxqFρpD2vq “ ρ1´
1`θpρxq
1`θp0q fpρxq “: gpxq,
where FρpMq “ ρ1´ 11`θp0qF pρ 11`θp0q´1Mq. Combining (2.41) and (2.43), we conclude }g}8 ď
, so v is entitled for (2.42), which, as before, yields
sup
Bρ2
|upxq| ď ρ2p1` 11`θp0qq,
Following the argument, we define
v2pxq :“ upρ
2xq
ρ2p1` 11`θp0qq
,
which is such that }v2}L8pB1q ď 1 and solves
|Dv2|θpρ2xqFρ2pD2v2q “
`
ρ2
˘1´ 1`θpρ2xq1`θp0q fpρ2xq “: g2pxq,
where Fρ2pMq “ pρ2q1´ 11`θp0qF ppρ2q 11`θp0q´1Mq. Since ρ2 ă ρ ď ρ0, once more (2.41) com-
bined with (2.43) yields }g2}8 ď . That means v2 is also entitled to (2.42). Hence,
sup
Bρ3
|upxq| ď ρ3p1` 11`θp0qq.
Continuing the process recursively, one concludes the proof of Theorem 2.3.
47
3 Regularity theory for degenerate diffusions
with variable exponents
This chapter is dedicated to the study of roughly degenerate diffusions of the
form
div
´
|Du|θpxq´2Du
¯
“ f in B1, (3.1)
where f : B1 Ñ R is in a suitable Lebesgue space with variable exponent, LΘp¨qpB1q, where
1 ă Θ satisfies some conditions that we will specify later. We produce new results on the
existence and regularity of the solutions, even in the constant exponent case.
Throughout this chapter we always consider the variable exponent θ : B1 Ñ R
such that
θ´ ď θpxq ď θ`,
for every x P B1 and some 1 ă θ´ ď θ` ă `8.
In a first moment, considering θ : B1 Ñ R merely measurable and bounded, we
prove the existence of weak solutions to$&%div
´
θpxq |Du|θpxq´2Du
¯
“ f in B1
u ´ g P W 1,θp¨q0 pB1q,
(3.2)
where g P W 1,θp¨qpB1q. Moreover, we establish α-Hölder-continuity of the solutions, with
the appropriate estimates. Here, we argue through variational techniques.
We consider the functional
Irus :“
ż
B1
´
|Du|θpxq ´ uf
¯
dx (3.3)
and study the problem
min
!
Irus : u P W 1,θp¨qpB1q, u ´ g P W 1,θp¨q0 pB1q
)
. (3.4)
The α-Hölder continuity of the solution to (3.2) is consequential to our argu-
ments, with α “ αpθp¨q, dq that we will specify later.
In a second instance, we suppose θ P C1pB1q. In this case, we prove new regularity
results for the solutions to (3.1). Namely, we verify that solutions are asymptotically of
class C1,1 in B1, provided an approximation regime for θp¨q is in force. This means that
the gradient of the solutions is a Cα-function, for every α P p0, 1q. Here, we have recourse
to approximation methods.
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The proof of this regularity depends on a delicate iterative method. Our goal
is to control the oscillation of the solutions within balls of arbitrary radius 0 ă r ! 1.
Given such a radius, we examine two (exclusive) regimes. In fact, either r ą |Dup0q|1{α or
otherwise. In the former case, we turn to the notion of C1-small correctors, first introduced
in [7]. These structures enable us to produce a finer oscillation control, intrinsically
gradient-dependent.
Let us start with the existence and uniqueness of solutions to (3.6).
3.1 Roughly degenerate diffusions
Next, we consider the functional
Irus :“
ż
B1
´
|Du|θpxq ´ uf
¯
dx (3.5)
and search for minimizers to
min
!
Irus : u P W 1,θp¨qpB1q, u ´ g P W 1,θp¨q0 pB1q
)
. (3.6)
We prove the existence of u˚ P W 1,θp¨qpB1q, with u˚ ´ g P W 1,θp¨q0 pB1q, such that
Iru˚s ď Irus
for every u P W 1,θp¨qpB1q, with u ´ g P W 1,θp¨q0 pB1q. First, we establish the weakly lower
semicontinuity of the functional I.
Proposition 3.1 (Weakly Lower Semicontinuity). Suppose that θ : B1 Ñ R is such that
θ´ ď θpxq ď θ`, for every x P B1 and some 1 ă θ´ ď θ` ă `8. Moreover, suppose
that the bounds θ´ and θ` are such that either
θ´ ě d
or
θ´ ď θ` ď dθ
´
d ´ θ´ .
Assume further that f P LΘpB1q, where 1 ă Θ is such that Lθ´pB1q, Lpθ´q1pB1q Ă LΘpB1q.
If un á u in W 1,θp¨qpB1q, then
Irus ď lim inf
nÑ8 Iruns.
Proof. Because un á u in W 1,θp¨qpB1q, we conclude that the sequence punqnPN is uniformly
bounded in W 1,θp¨qpB1q. Therefore, from Lemma 1.10, we have that, through a subsequence
if necessary, un Ñ u in Lθp¨qpB1q and, consequentially,
}un ´ u}Lθp¨qpB1q Ñ 0,
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as nÑ 8. Observe that, because of the lower bound of θ, we have from Lemma 1.7
}un ´ u}Lθ´ pB1q ď C }un ´ u}Lθp¨qpB1q Ñ 0,
as nÑ 8, for some positive constant C independent of n.
Moreover, we haveż
B1
´
|Dun|θpxq ´ fun
¯
dx “
ż
B1
´
|Dun|θpxq ´ fu ´ fpun ´ uq
¯
dx
ě
ż
B1
´
|Dun|θpxq ´ fu
¯
dx ´ 2}f}Lpθ´q1 pB1q}un ´ u}Lθ´ pB1q,
where we have used Lemma 1.6.
Finally, we resort to Lemma 1.4 to find that
lim inf
nÑ8
ż
B1
`|Dun|θpxq ´ fun˘ dx ě lim inf
nÑ8
ż
B1
`|Dun|θpxq ´ fu˘ dx
´ 2 lim inf
nÑ8 }f}Lpθ´q1 pB1q}un ´ u}Lθ´ pB1q
“
ż
B1
`|Du|θpxq ´ fu˘ dx,
and the result follows.
In the next proposition, we use the direct method of calculus of variations. It
builds upon the structure of the functional in (3.5) and the Proposition 3.1. We verify
that the minimum in (3.6) is attained.
Proposition 3.2 (Existence of minimizers). Suppose that θ : B1 Ñ R is such that
θ´ ď θpxq ď θ`, for every x P B1 and some 1 ă θ´ ď θ` ă `8. Moreover, suppose
that the bounds θ´ and θ` are such that either
θ´ ě d
or
θ´ ď θ` ď dθ
´
d ´ θ´ .
Assume further that f P LΘpB1q, where 1 ă Θ is such that Lθ´pB1q, Lpθ´q1pB1q Ă LΘpB1q
and, moreover, g P W 1,θp¨qpB1q. Then, the minimum in (3.6) is achieved.
Proof. Define µ P R to be
µ :“ inf
!
Irus : u ´ g P W 1,θp¨q0 pB1q
)
.
Because of g P W 1,θp¨qpB1q, we infer that µ ă `8. Also, without loss of generality, we can
suppose µ ą ´8. As usual, we proceed by extracting a minimizing sequence punqnPN for
(3.6). For sufficiently large values of n P N, from the definition of infimum, we notice thatż
B1
´
|Dun|θpxq ´ fun
¯
dx ď µ ` 1.
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By combining Lemma 1.5 with the Young’s inequality with ε, we obtain
}Dun}αLθp¨qpB1q ´ ε
ż
B1
|un|θ´dx´ Cε
ż
B1
|f |pθ´q1 ď
ż
B1
´
|Dun|θpxq ´ fun
¯
dx
ď µ` 1,
where α P  θ´, θ`(. Since θ´ ď θpxq, from Lemma 1.7
}Dun}αLθp¨qpB1q ´ ε}un}θ
´
Lθp¨qpB1q ´ Cε}f}pθ
´q1
Lpθ´q1 pB1q ď µ` 1.
A further application of Young’s inequality with ε yields
}Dun}αLθp¨qpB1q ´ εC}un}αLθp¨qpB1q ´ Cε}f}pθ
´q1
Lpθ´q1 pB1q ´ Cε ď µ ` 1.
From the Poincaré’s inequality, Lemma 1.11, we obtain that
µ` 1 ě 12}Dun}
α
Lθp¨qpB1q `
1
2}Dun}
α
Lθp¨qpB1q ´ εC}un}αLθp¨qpB1q ´ Cε}f}pθ
´q1
Lpθ´q1 pB1q ´ Cε
ě 12}Dun}
α
Lθp¨qpB1q `
ˆ
1
2C
´ εC
˙
}un}αLθp¨qpB1q ´ C}g}W 1,θp¨qpB1q ´ Cε}f}pθ
´q1
Lpθ´q1 pB1q ´ Cε,
where C ą 0 is the Poincaré’s constant. Choosing ε so that
1
2C
´ εC ą 0,
we obtain
}Dun}αLθp¨qpB1q ` }un}αLθp¨qpB1q ď C
´
1` }g}W 1,θp¨qpB1q ` }f}pθ
´q1
Lpθ´q1 pB1q
¯
i.e.
}un}W 1,θp¨qpB1q ă C “ C
´
µ, θ`, θ´, }g}W 1,θp¨qpB1q, }f}Lpθ´q1 pB1q
¯
.
Therefore, the minimizing sequence punqnPN is uniformly bounded in the reflexive space
W 1,θp¨qpB1q. Hence, there exists u8 P W 1,θp¨qpB1q satisfying
un á u8 in W 1,θp¨qpB1q.
Proposition 3.1 yields
lim inf
nÑN Iruns ě Iru8s
and the proof is complete.
Remark 3.1 (Estimates for minimizers). We observe that Proposition 3.2 yields more
detailed information than in (3.1). In fact, we have
}u}W 1,θp¨qpB1q ď C
´
1 ` }g}W 1,θp¨qpB1q ` }f}pθ
´q1
Lpθ´q1 pB1q
¯
.
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In the next section, we prove that minimizers for (3.5) are indeed weak solutions
to (3.2). Then, we combine Remark 3.1 with embedding theorems for Sobolev spaces with
variable exponents to produce a regularity theory for (3.1).
In what follows, we present two propositions relating the minimization problem
described in (3.5), (3.6) and (3.2).
Proposition 3.3. Let u P W 1,θp¨qpB1q be a minimizer to
min
!
Irus : u P W 1,θp¨qpB1q, u ´ g P W 1,θp¨q0 pB1q
)
. (3.7)
Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1 and some
1 ă θ´ ď θ` ă `8. Moreover, suppose that the bounds θ´ and θ` are such that either
θ´ ě d
or
θ´ ď θ` ď dθ
´
d ´ θ´ .
Assume further that f P LΘpB1q, where 1 ă Θ is such that Lθ´pB1q, Lpθ´q1pB1q Ă LΘpB1q
and, moreover, g P W 1,θp¨qpB1q. Then, u is the unique weak solution to$&%div
´
θpxq |Du|θpxq´2Du
¯
“ f in B1
u ´ g P W 1,θp¨q0 pB1q.
(3.8)
Proof. Fix φ P W 1,θp¨qpB1q and define i : RÑ R as
ipεq :“ Ipu ` εφq,
where u is a minimizer for (3.7). Since u P W 1,θp¨qpB1q, ipεq is well-defined. Next, we
examine
lim
εÑ0
ipεq ´ ip0q
ε
.
Since u is a minimizer for (3.7), it follows that
lim
εÑ0
ipεq ´ ip0q
ε
“ i1p0q “ 0.
Then if we show that
lim
εÑ0
ipεq ´ ip0q
ε
“ ´
ż
B1
´
div
´
θpxq |Du|θpxq´2Du
¯
` f
¯
φdx,
we have
´
ż
B1
´
div
´
θpxq |Du|θpxq´2Du
¯
` f
¯
φdx “ 0
i.e. u is a weak solution to (3.8).
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Indeed,
ipεq ´ ip0q
ε
“ 1
ε
ż
B1
`|Du` εDφ|θpxq ´ |Du|θpxq˘´ fpu` εφ´ uq dx
“ 1
ε
ż
B1
ż 1
0
d
dt
´
|Du ` tεDφ|θpxq ´ pu ` tεφqf
¯
dt.
(3.9)
Notice that
d
dt
|Du ` tεDφ|θpxq “ εθpxq |Du ` tεDφ|θpxq´2 pDu ` tεDφq ¨Dφ (3.10)
and
d
dt
pu ` tεφq f “ εφf. (3.11)
By combining (3.9)-(3.11), our task amounts to compute
lim
εÑ0
ż
B1
ż 1
0
θpxq
´
|Du ` tεDφ|θpxq´2 pDu ` tεDφq ¨Dφ´ φf
¯
dtdx.
Observe thatˇˇˇˇż 1
0
pθpxq|Du` tεDφ|θpxq´2pDu` tεDφq ¨Dφ´ fφqdt
ˇˇˇˇ
ď
ż 1
0
pθ`|Du` tεDφ|θpxq´1|Dφ| ` |f ||φ|qdt
ď θ` max
t,εPr0,1s
|Du` tεDφ|θpxq´1|Dφ| ` |f ||φ|.
We claim that h : B1 Ñ R, defined as
hpxq :“ θ` max
t,εPr0,1s
|Dupxq ` tεDφpxq|θpxq´1|Dφpxq| ` |fpxq||φpxq|,
is an integrable function. Indeed, using the Young inequalityż
B1
ˆ
θ` max
t,εPr0,1s
|Du` tεDφ|θpxq´1|Dφ| ` |f ||φ|
˙
dx
ď
ż
B1
ˆ
Cθ` max
t,εPr0,1s
`|Du|θpxq´1|Dφ| ` ptεqθpxq´1|Dφ|θpxq˘` |f ||φ|˙ dx
ď
ż
B1
`
Cθ`|Du|θpxq´1|Dφ| ` Cθ`|Dφ|θpxq ` |f ||φ|˘ dx
ď
ż
B1
`
Cθ`|Du|θpxq ` Cθ`|Dφ|θpxq˘ dx` C}f}Lpθ´q1 pB1q}φ}Lθ´ pB1q
ď Cθ`}Du}αLθp¨qpB1q}Dφ}αLθp¨qpB1q ` C}f}LΘpB1q}φ}Lθp¨qpB1q
ď C,
where α P  θ´, θ`( is as before.
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Finally, we resort to a Lebesgue’s Dominated Convergence Theorem to obtain
lim
εÑ0
ipεq ´ ip0q
ε
“
ż
B1
´
θpxq |Du|θpxq´2Du ¨Dφ´ φf
¯
dx
“ ´
ż
B1
´
div
´
θpxq |Du|θpxq´2Du
¯
` f
¯
φdx,
which completes the proof.
To prove the uniqueness, let u1, u2 P g `W 1,θp¨q0 pB1q such that
Ipu1q “ Ipu2q “M “ min
!
Irus : u P W 1,θp¨qpB1q, u ´ g P W 1,θp¨q0 pB1q
)
.
Define
v “ u1 ` u22
and notice that v P g `W 1,θp¨q0 pB1q.
Since y ÞÑ yθp¨q is strict convex when θp¨q ą 1, we have˜ˇˇˇˇ
Du1
2 `
Du2
2
ˇˇˇˇθpxq
´ f u1 ` u22
¸
ă 12
´
|Du1|θpxq ´ u1f
¯
` 12
´
|Du2|θpxq ´ u2f
¯
for almost every x P B1 such that Du1pxq ‰ Du2pxq. Therefore,
Ipvq “
ż
B1
˜ˇˇˇˇ
Du1
2 `
Du2
2
ˇˇˇˇθpxq
´ f u1 ` u22
¸
dx
ă 12
ż
B1
´
|Du1|θpxq ´ u1f
¯
dx` 12
ż
B1
´
|Du2|θpxq ´ u2f
¯
dx
“ Ipu1q.
Because u1 is a minimizer, we must have that Ipvq “ Ipu1q and then Du1 “ Du2 almost
everywhere in B1. Therefore u1 “ u2.
Proposition 3.4. Let u˚ P W 1,θp¨qpB1q be a weak solution to$&%div
´
θpxq |Du|θpxq´2Du
¯
“ f in B1
u ´ g P W 1,θp¨q0 pB1q.
(3.12)
Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1 and some
1 ă θ´ ď θ` ă `8. Moreover, suppose that the bounds θ´ and θ` are such that either
θ´ ě d
or
θ´ ď θ` ď dθ
´
d ´ θ´ .
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Assume further that f P LΘpB1q, where 1 ă Θ is such that Lθ´pB1q, Lpθ´q1pB1q Ă LΘpB1q
and, moreover, g P W 1,θp¨qpB1q. Then,
Ipu˚q ď Ipuq
for every u P g `W 1,θp¨q0 pB1q.
Proof. Since the map y ÞÑ yθp¨q is convex when θp¨q ą 1, notice thatż
B1
´
|Du|θpxq ´ uf
¯
dx ě
ż
B1
´
|Du˚|θpxq ´ u˚f
¯
dx
`
ż
B1
`
θpxq|Du˚|θpxq´2Du˚ ¨ pDu´Du˚q ´ pu´ u˚qf˘ dx.
for every u P g `W 1,θp¨q. Because u˚ is a weak solution to (3.12) and u´ u˚ P W 1,θp¨q we
conclude that ż
B1
´
|Du|θpxq ´ uf
¯
dx ě
ż
B1
´
|Du˚|θpxq ´ u˚f
¯
dx.
i.e. Ipuq ě Ipu˚q for every u P g `W 1,θp¨q0 pB1q.
Finally, we prove the main theorem of this section.
Theorem 3.1 (Hölder continuity for roughly degenerate diffusions). Suppose that θ :
B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1 and some 1 ă θ´ ď θ` ă `8.
Moreover, suppose that the bounds θ´ and θ` are such that either
θ´ ě d
or
θ´ ď θ` ď dθ
´
d ´ θ´ .
Assume further that f P LΘpB1q, where 1 ă Θ is such that Lθ´pB1q, Lpθ´q1pB1q Ă LΘpB1q
and, moreover, g P W 1,θp¨qpB1q. Then, there exists a unique solution u P W 1,θp¨qpB1q to$&%div
´
θpxq |Du|θpxq´2Du
¯
“ f in B1
u ´ g P W 1,θp¨q0 pB1q.
(3.13)
Moreover, if the condition θ´ ą d is true, we have u P C0,αpB1q, with α “ 1 ´ d{θ´. In
this case, there exists C ą 0, not depending on u, such that
}u}CαpB1q ď C
´
1 ` }g}W 1,θp¨qpB1q ` }f}pθ
´q1
Lpθ´q1 pB1q
¯
.
Proof. The existence and uniqueness of a weak solution to (3.13) follows from Propositions
3.2 and 3.3. As regards Hölder continuity, suppose that θ´ ą d. Here, we notice that
W 1,θp¨qpB1q is embedded in W 1,θ´pB1q by Lemma 1.9. In addition, if u P W 1,θp¨qpB1q solves
(3.13), Proposition 3.4 implies that u minimizes the functional in (3.5). Therefore,
u P C0,1´ dθ´ pB1q
and the Remark 3.1 yields the appropriate estimate.
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3.2 Sequential stability of weak solutions
When studying the regularity of the solutions to (3.1) through geometric
techniques, we require stability properties. Further in this work, we rely on the stability of
weak solutions in two instances. The first concerns the original equation (3.1), whereas
the second regards a scaled version of that equation. We proceed with a proposition on
the sequential stability of weak solutions to
div
´
|Du|θpxq´2Du
¯
“ f in B1. (3.14)
Proposition 3.5 (Sequential stability of weak solutions ). Let pθnqnPN and pfnqnPN be se-
quences of functions satisfying fn P LΘpB1q, where 1 ă Θ is such that Lθ´pB1q, Lpθ´q1pB1q Ă
LΘpB1q and pθnqnPN Ă C1pB1q satisfying
sup
xPB1
|θnpxq ´ 2| ` }fn}Lθ´ pB1q ď
1
n
.
Let punqnPN Ă W 1,θnp¨qpB1q be such that
divp|Dun|θnp¨q´2Dunq “ fn in B1. (3.15)
Suppose that there exists u8 P C1pB1q such that un converges to u8 in C1pB1q. Then u8 is
a weak solution to
∆u8 “ 0 in B1.
Proof. Since un is a weak solution to (3.15), for every φ P C80 pB1q we haveˇˇˇˇż
B1
Du8 ¨Dφdx
ˇˇˇˇ
ď
ż
B1
|Dφ| ˇˇDu8 ´ |Dun|θnpxq´2Dun ˇˇ dx ` ż
B1
|fn||φ|dx
ď C
ż
B1
ˇˇ
Du8 ´ |Dun|θnpxq´2Dun
ˇˇ
dx ` C }fn}Lθ´ pB1q .
The regularity theory available for the solutions to (3.15) yields
un P C1,βpB1q and }un}C1,βpB1q ď C,
for some β P p0, 1q and some C ą 0. We notice that neither β nor C depend on n P N. See
[24, Theorems 1.1-1.3]. Hence,ˇˇ
Du8 ´ |Dun|θnpxq´2Dun
ˇˇ ď C }Du8}L8pB1q ` C |Dun|θnpxq´1 ď C.
Therefore, since |Dun|θnp¨q´2Dun Ñ Du8 as nÑ 8, the Lebesgue’s Theorem
of Dominated Convergence impliesˇˇˇˇż
B1
Du8 ¨ Dφdx
ˇˇˇˇ
“ 0,
and the result follows.
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When examining the regularity of the solutions, we use a discrete scaling. In
this case, as well, stability of the solutions is critical. Next, we refine Proposition 3.5
bearing in mind the scaled setting.
Proposition 3.6 (Sequential stability for the scaled problem). Let 0 ă ρ ! 1 and
k P N be fixed, though arbitrary. Let pθnqnPN such that θn P C1pB1q, for every n P N and
punqnPN Ă C1,βpB1q, for some 0 ă β ă 1. Assume that there exists u8 P C1,βpB1q such that
}θn ´ 2}L8pB1q ` }un ´ u8}C1,βpB1q ď
1
n
.
Finally, suppose that
div
´`
ρkα ` |Dup0q|˘θnpρkxq´1 |Dun|θnpρkxq´2Dun¯ “ 0 in B1. (3.16)
Then,
∆u8 “ 0 in B1.
Proof. Take φ P C80 pB1q, arbitrarily. As before, since un is a weak solution to (3.16), we
writeˇˇˇˇż
B1
`
ρkα ` |Dup0q|˘Du8 ¨Dφdxˇˇˇˇ
ď
ż
B1
|Dφ|
ˇˇˇ`
ρkα ` |Dup0q|˘Du8 ´ `ρkα ` |Dup0q|˘θnpρkxq´1 |Dun|θnpρkxq´2Dun ˇˇˇ dx
ď C
ż
B1
ˇˇˇ`
ρkα ` |Dup0q|˘Du8 ´ `ρkα ` |Dup0q|˘θnpρkxq´1 |Dun|θnpρkxq´2Dun ˇˇˇ dx.
We argue as in the proof of Proposition 3.5 and notice thatˇˇˇ`
ρkα ` |Dup0q|˘Du8 ´ `ρkα ` |Dup0q|˘θnpρkxq´1 |Dun|θnpρkxq´2Dun ˇˇˇ
ď `ρkα ` |Dup0q|˘ }Du8}L8pB1q ` `ρkα ` |Dup0q|˘θnpρkxq´1 |Dun|θnpρkxq´1
ďC,
for some universal constant C ą 0. In addition, because`
ρkα ` |Dup0q|˘θnpρkxq´1 |Dun|θnpρkxq´2Dun Ñ `ρkα ` |Dup0q|˘Du8
pointwise, as nÑ 8, we conclude thatˇˇˇˇż
B1
`
ρkα ` |Dup0q|˘Du8 ¨Dφdxˇˇˇˇ “ 0
which implies that ˇˇˇˇż
B1
Du8 ¨Dφdx
ˇˇˇˇ
“ 0
and the proof is complete.
The subsequent section accounts for the proof of the asymptotic Lipschitz
regularity of the gradient. Essentially, it explores the stability of the solutions to produce
approximation results.
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3.3 Asymptotic Lipschitz regularity of the gradient
In this section, we establish the asymptotic Lipschitz regularity of the gradient
of the solutions to (3.1). In fact, we produce an oscillation control for the solutions to (3.1)
in balls of radius 0 ă r ! 1.
Our argument explores the interplay between the radius r and the norm of the
gradient at the origin. Therefore, the quantity |Dup0q| sets the threshold for the analysis.
For every α P p0, 1q, we distinguish the cases |Dup0q| ă rα and |Dup0q| ě rα. Although
we focus on the origin, a change of variables localizes the argument at any point x0 P B1.
We continue with the analysis of the points where the gradient is small.
3.3.1 Oscillation estimates along the critical set
Along the regions where the gradient is small, the oscillation control depends
on the notion of small correctors. We start examining the existence of those structures in
the context of solutions to (3.1).
Proposition 3.7 (Existence of small correctors). Let u P W 1,θp¨qpB1q be a bounded weak
solution to
div
´
|Du|θpxq´2Du
¯
“ 0 in B1. (3.17)
Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1 and some
1 ă θ´ ď θ` ă `8. Assume further that θ P C1pB1q. Given δ ą 0, there exists ε0 ą 0
such that if
}θ ´ 2}L8pB1q ď ε0,
then, we can find ξ P C1pB9{10q such that
∆ pu ` ξq “ 0 in B9{10.
satisfying
|ξpxq| ă δ and |Dξpxq| ă δ
in B9{10.
Proof. We prove the proposition by contradiction; suppose its statement is false. Then,
we can find δ0 ą 0 and sequences of functions punqnPN and pθnqnPN such that
div
´
|Dun|θnpxq´2Dun
¯
“ 0 in B9{10,
}θn ´ 2}L8pB9{10q ď
1
n
,
but for every ξ P C1pB9{10q with
∆ pun ` ξq “ 0 in B9{10,
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we have either
|ξpxq| ě δ0 or |Dξpxq| ě δ0,
for some x P B9{10.
From the regularity theory available for the solutions to (3.17) (see [24]), we
know that punqnPN is equibounded in C1,βpB9{10q, for some β P p0, 1q. Therefore, there is
u8 P C1,γpB9{10q, for every 0 ă γ ă β, so that un Ñ u8 in C1,γpB9{10q; hence for δ0 ą 0
there exists some 0 ă N0 P N such that }un ´ u8}C1,γpB9{10q ă δ0 for every n ě N0. By the
stability of weak solutions, Proposition 3.5, we infer that
∆u8 “ 0 in B9{10.
Set ξn :“ u8 ´ un. It follows that
∆ pun ` ξnq “ 0 in B9{10
and, because }un ´ u8}C1,γpB9{10q ă δ0 for every n ě N0, we have that
|ξnpxq| ` |Dξnpxq| ă δ0,
for every x P B9{10 and n " 1. This leads to a contradiction and completes the proof.
Once small correctors are available for the solutions to (3.1), we produce a first
oscillation control. This is intrinsically gradient-dependent.
Proposition 3.8 (Oscillation control). Let u P W 1,θp¨qpB1q be a bounded weak solution to
div
´
|Du|θpxq´2Du
¯
“ 0 in B1. (3.18)
Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1 and some
1 ă θ´ ď θ` ă `8. Assume further that θ P C1pB1q. Take α P p0, 1q, arbitrarily. Then,
there exist ε0 ą 0 and 0 ă ρ ! 1 such that, if
}θ ´ 2}L8pB1q ă ε0, (3.19)
we have
sup
Bρ
|upxq ´ up0q| ď ρ1`α ` |Dup0q| ρ.
Proof. Take δ ą 0 to be determined further. Suppose ε0 ą 0 in (3.19) is chosen so that
there exists a small corrector ξ P C1pB1q such that
|ξpxq| ă δ3 and |Dξpxq| ă
δ
3
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in B9{10, with u ` ξ harmonic in B9{10. Hence, in particular u` ξ P C2locpB1q and
sup
Bρ
|upxq ´ rup0q ` Dup0q ¨ xs| ď |pu ` ξqpxq ´ rpu ` ξqp0q ` Dppu ` ξqqp0q ¨ xs|
` |ξpxq| ` |ξp0q| ` |Dξp0q ¨ x|
ď Cρ2 ` δ. (3.20)
The universal choices
ρ :“
ˆ
1
2C
˙ 1
1´α
and δ :“ ρ
1`α
2 ,
combined with the triangle inequality give us
sup
Bρ
|upxq ´ rup0q ` Dup0q ¨ xs| ď ρ
1`α
2 `
ρ1`α
2 “ ρ
1`α
which implies that
sup
Bρ
|upxq ´ up0q| ď ρ1`α ` |Dup0q|ρ
and we conclude the proof.
Once Proposition 3.8 is available, we turn our attention to finer (discrete) scales
of the form ρn. To that end, an auxiliary function is introduced. We proceed by establishing
the existence of small correctors for this auxiliary function as well.
Proposition 3.9 (Existence of small correctors, scaled setting). Let u P W 1,θp¨qpB1q be a
bounded weak solution to
div
´
|Du|θpxq´2Du
¯
“ 0 in B1. (3.21)
Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1 and some
1 ă θ´ ď θ` ă `8. Assume further that θ P C1pB1q. Let 0 ă ρ ! 1 and k P N be fixed,
though arbitrary. Fix α P p0, 1q arbitrarily. Suppose v P W 1,θp¨qpB1q solves
div
´`
ρkα ` |Dup0q|˘θpρkxq´1 |Dvpxq|θpρkxq´2Dvpxq¯ “ 0 in B1.
Given δ ą 0, there exists ε1 ą 0 such that, if
}θ ´ 2}L8pB9{10q ă ε1,
one can find ξ P C1 `B9{10˘ such that
∆pv ` ξq “ 0 in B9{10
satisfying
|ξpxq| ă δ and |Dξpxq| ă δ,
for every x P B9{10.
Chapter 3. Regularity theory for degenerate diffusions with variable exponents 60
Proof. The proposition is consequential on a contradiction argument. Suppose its statement
is false. Then, there exist x¯ P B9{10, δ0 ą 0 and sequences of functions pvnqnPN and pθnqnPN
such that
}θn ´ 2}L8pB9{10q ď
1
n
,
div
´`
ρkα ` |Dup0q|˘θnpρkxq´1 |Dvnpxq|θnpρkxq´2Dvnpxq¯ “ 0 in B1.
but
|ξpx¯q| ě δ0 or |Dξpx¯q| ě δ0,
for every ξ P C1pB9{10q satisfying
∆ pvn ` ξq “ 0 in B9{10.
The regularity theory available for vn guarantees that
}vn}C1,βpB9{10q ď C,
for some C ą 0, see [24]. In fact, we observe that`
ρkα ` |Dup0q|˘θnpρkxq´1
inherits the Hölder continuity of θp¨q and we can resort to [24, Theorem 1.1-1.3].
Therefore, there is v8 P C1,γpB9{10q such that vn Ñ v8, through a subsequence
if necessary, in C1,γpB9{10q, for every 0 ă γ ă β. The stability of weak solutions implies
that
∆v8 “ 0 in B9{10.
As before, setting ξn :“ v8 ´ vn we have
|ξnpxq| ` |Dnξpxq| Ñ 0,
as nÑ 8. In addition,
∆ pvn ` ξnq “ 0 in B9{10.
Therefore, we reach a contradiction and complete the proof.
The existence of continuously differentiable small correctors for v enables us to
produce an oscillation control for this function. The next proposition accounts for this
result.
Proposition 3.10 (Oscillation control in the scaled setting). Let u P W 1,θp¨qpB1q be a
bounded weak solution to
div
´
|Du|θpxq´2Du
¯
“ 0 in B1. (3.22)
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Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1 and some
1 ă θ´ ď θ` ă `8. Assume further that θ P C1pB1q. Let 0 ă ρ ! 1, α P p0, 1q and
k P N be fixed, though arbitrary. Suppose v P W 1,θp¨qpB1q solves
div
´`
ρkα ` |Dup0q|˘θpρkxq´1 |Dvpxq|θpρkxq´2Dvpxq¯ “ 0 in B1.
Then, there exists ε1 ą 0 such that, if
}θ ´ 2}L8pB1q ă ε1, (3.23)
we have
sup
Bρ
|vpxq ´ vp0q| ď ρ1`α ` |Dvp0q| ρ,
where 0 ă ρ ! 1 is the same as in Proposition 3.8.
Proof. Once small correctors of class C1pB1q are available for v, the proof follows along
the same general lines as in Proposition 3.8. We omit the details here.
Remark 3.2 (Smallness regime). We notice that Propositions 3.8 and 3.10 determine the
proximity regime imposed on θp¨q. In fact, we need
}θ ´ 2}L8pB9{10q ă ε˚ :“ min tε0, ε1u .
From now on, we work under the smallness regime encoded by ε˚.
Finally, we explore Proposition 3.10 to unveil a finer oscillation control for u in
terms of |Dup0q|.
Proposition 3.11. Let u P W 1,θp¨qpB1q be a bounded weak solution to
div
´
|Du|θpxq´2Du
¯
“ 0 in B1. (3.24)
Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1 and some
1 ă θ´ ď θ` ă `8. Assume further that θ P C1pB1q and
}θ ´ 2}L8pB9{10q ă ε˚,
where ε˚ is given as in Remark 3.2. For every α P p0, 1q there exists C ą 0 such that
sup
Br
|upxq ´ up0q| ď Cr1`α `1 ` |Dup0q| r´α˘ ,
for every 0 ă r ! 1.
Proof. The proof is presented in two steps. We start producing an oscillation control at
discrete scales of the form ρn, with n P N.
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Step 1.
In what follows, we verify that, for every n P N,
sup
Bρn
|upxq ´ up0q| ď Cn
`
ρnp1`αq ` |Dup0q| ρn˘ , (3.25)
where
Cn :“
$&% 1 if n “ 12 if n ě 2.
We prove (3.25) by induction in n P N. The case n “ 1 follows from Proposition
3.8. Suppose the case n “ k has been already verified. To verify the case n “ k ` 1 define
vk : B1 Ñ R as follows:
vkpxq :“ upρ
kxq ´ up0q
ρkp1`αq ` |Dup0q| ρk .
The induction hypothesis ensures that vk is bounded in L8pB1q; in fact
sup
xPB1
|vkpxq| “ sup
xPB
ρk
|upxq ´ up0q|
ρkp1`αq ` |Dup0q| ρk ď 2.
In addition,
Dvkpxq “ Dupρ
kxq
ρkα ` |Dup0q| and Dvkp0q “
Dup0q
ρkα ` |Dup0q| .
Moreover, vk is a weak solution to
div
´`
ρkα ` |Dup0q|˘θpρkxq´1 |Dvpxq|θpρkxq´2Dvpxq¯ “ 0 in B1.
From Proposition 3.10 we have
sup
Bρ
|vkpxq ´ vkp0q| ď ρ1`α ` |Dvkp0q| ρ.
The definition of vk and Proposition 3.10 imply
sup
B
ρk`1
|upxq ´ up0q| ď ρpk`1qp1`αq ` |Dup0q| ρk`1`α ` |Dup0q| ρk`1. (3.26)
Because ρα ă 1, we have established (3.25).
Step 2. Next we put forward a discrete-to-continuous argument, built upon (3.26). Let
0 ă r ! 1 and take k P N such that ρk`1 ď r ď ρk. We have
sup
Br
|upxq ´ up0q|
r1`α
ď sup
B
ρk
|upxq ´ up0q|
ρpk`1qp1`αq
ď 2
`
ρkp1`αq ` |Dup0q| ρk˘
ρpk`1qp1`αq
ď C `1 ` |Dup0q| r´α˘ ,
which completes the proof.
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In the sequel, we consider balls of radius r ą |Dup0q|1{α. We combine intrinsic
gradient-dependent estimates with this condition.
Proposition 3.12. Let u P W 1,θp¨qpB1q be a bounded weak solution to
div
´
|Du|θpxq´2Du
¯
“ 0 in B1. (3.27)
Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1 and some
1 ă θ´ ď θ` ă `8. Assume further that θ P C1pB1q and
}θ ´ 2}L8pB9{10q ă ε˚,
where ε˚ ą 0 is given by Remark 3.2. Let α P p0, 1q. For |Dup0q| ă rα ! 1, there exists
C ą 0 such that
sup
Br
|upxq ´ up0q| ď Cr1`α.
Proof. Under the condition |Dup0q| ă rα, Proposition 3.11 yields
sup
Br
|upxq ´ up0q| ď Cr1`α `1 ` |Dup0q| r´α˘ ď Cr1`α,
which finishes the proof.
We observe that Proposition 3.12 produces an oscillation control in the regions
where the gradient of solutions is small – in the sense of the interplay with the radius
0 ă r ! 1. To prove the regularity asymptotically Lipschitz we must also consider the case
of the regions where the gradient is large. This is the topic of the next section.
3.3.2 Oscillation control in the non-critical set
Here we suppose that |Dup0q| ě rα. Set λ :“ |Dup0q|1{α and define v : B1 Ñ R
as
vpxq :“ upλxq ´ up0q
λ1`α
.
We notice that vp0q “ 0, and since Dvkpxq “ λ´αDupλxq we have
|Dvp0q| “ 1 (3.28)
and v solves
div
´
λαpθpλxq´1q |Dvpxq|θpλxq´2Dvpxq
¯
“ 0 in B1. (3.29)
The regularity theory available for (3.29), together with (3.28), implies that
|Dvpxq| ą 1{2 in Bµ, for some µ ą 0. Therefore, v solves a uniformly elliptic equation
with bounded source term in Bµ. From standard results in elliptic regularity theory, we
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infer that v P C1,αpB9µ{10q, for every α P p0, 1q. Hence, for every α P p0, 1q, there exists
C ą 0 such that
sup
Br
|vpxq ´ rvp0q ` Dvp0q ¨ xs| ď Cr1`α,
for every 0 ă r ă 9µ{10. The former inequality reads
sup
Br
ˇˇˇˇ
upλxq ´ up0q
λ1`α
´ λDup0q ¨ x
λ1`α
ˇˇˇˇ
ď Cr1`α.
In turn, it leads to
sup
Br
|upxq ´ rup0q ` Dup0q ¨ xs| ď Cr1`α,
for 0 ă r ă 9λµ{10. As concerns the case 9λµ{10 ď r ă λ, we notice that
sup
Br
|upxq ´ rup0q ` Dup0q ¨ xs| ď sup
Bλ
|upxq ´ rup0q ` Dup0q ¨ xs|
ď sup
Bλ
|upxq ´ up0q| ` |Dup0q|λ
ď pC ` 1qλ1`α
ď pC ` 1q
ˆ
10r
9µ
˙1`α
ď Cr1`α (3.30)
where the third inequality follows from a Taylor expansion of u along with additional facts.
Now, we present the proof of the main theorem of this section.
Theorem 3.2 (Regularity for the solutions in C1,1´). Let u P W 1,θp¨qpB1q be a bounded
weak solution to
div
´
|Du|θpxq´2Du
¯
“ 0 in B1. (3.31)
Suppose that θ : B1 Ñ R is such that θ´ ď θpxq ď θ`, for every x P B1 and some
1 ă θ´ ď θ` ă `8. Assume further that θ P C1pB1q and
}θ ´ 2}L8pB1q ă ε˚.
Then, u P C1,1´loc pB1q. Moreover, there exists C ą 0 such that
sup
xPBrpx0q
|upxq ´ upx0q ´ Dupx0q ¨ px ´ x0q| ď Cr1`α,
for every α P p0, 1q, and every pair pr, x0q P p0, 1q ˆB1 such that Brpx0q Ă B1.
Proof of Theorem 3.2. The result follows from Proposition 3.12 combined with (3.30).
Remark 3.3. Observe that in the case where |Dup0q| is large, we have that the constant
C ą 0 depends on α and C explodes when α goes to 1. If not, we reach regularity C1,1 for
viscosity solutions to (3.1).
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Remark 3.4. The condition θ P C1pB1q is intended for use only in the analysis of (3.29).
In fact, it is required to ensure that (3.29) reads as a uniformly elliptic equation with
bounded source term. When θ P CγpB1q, for some γ P p0, 1q, gains of regularity would still
be available. In this case, solutions would be of class C1,1´ along the critical set tDu “ 0u;
cf. [33].
Remark 3.5 (The constant case θp¨q ” θ). We notice that Theorem 3.2 accounts for
the case of constant exponents θp¨q ” θ. Therefore, our result implies that a controlled
pertubation of the Laplace operator given by (3.1) has improved regularity vis-a-vis the
θ-Laplacian equation in general.
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