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Abstract
It is expected that progress toward true artificial intelligence will
be achieved through the emergence of a system that integrates
representation learning and complex reasoning (LeCun et al. 2015).
In response to this prediction, research has been conducted on
implementing the symbolic reasoning of a von Neumann computer
in an artificial neural network (Graves et al. 2016; Graves et
al. 2014; Reed et al. 2015). However, these studies have
many limitations in realizing neural-symbolic integration (Jaeger.
2016). Here, we present a new learning paradigm: a learning
solving procedure (LSP) that learns the procedure for solving
complex problems. This is not accomplished merely by learning
input-output data, but by learning algorithms through a solving
procedure that obtains the output as a sequence of tasks for a
given input problem. The LSP neural network system not only
learns simple problems of addition and multiplication, but also the
algorithms of complicated problems, such as complex arithmetic
expression, sorting, and Hanoi Tower. To realize this, the LSP
neural network structure consists of a deep neural network and
long short-term memory, which are recursively combined. Through
experimentation, we demonstrate the efficiency and scalability of
LSP and its validity as a mechanism of complex reasoning.
1 Introduction
As an attempt to implement human reasoning capabilities
with a machine, an expert system with a knowledge base and
an inference engine has emerged. However, this has proven
insufficient for transplanting human complex reasoning into
a machine, which, as a top-down approach, has reached its
limit. A new approach called ”connectionism,” which uses
an artificial neural network (ANN), has emerged. ANN, us-
ing the back-propagation algorithm of a multi-layer architec-
ture (Werbos. 1974), has been applied to many recognition
areas. However, notable achievements have been made via
algorithm improvements (Hahnloser, et al. 2000; Srivastava,
et al. 2014; Hochreiter, et al. 1997) and parallel comput-
ing, using multiple CPUs and GPUs that enable the use of
many layers, or steps, in feed-forward or recurrent neural
networks. Thus, problems of overfitting (Tetko, et al. 1995)
and vanishing gradient (Hochreiter. 1991; Hochreiter, et al.
2001) can be resolved. Remarkable achievements have also
been realized in the areas of image recognition (Krizhevsky,
et al. 2012; Farabet, et al. 2013; Tompson, et al. 2014;
Szegedy, et al. 2014), speech recognition (Mikolov, et al.
2011; Hinton, et al. 2012; Sainath, et al. 2013), and natural
language processing (Bordes, et al. 2014). However, most of
these achievements represent learning by input-output data-
processing, which falls short of the intent to implement com-
plex reasoning. Von Neumann computers, of course, possess
a solid history as dependable symbolic-reasoning machines.
However, they simply and faithfully execute prewritten rea-
soning algorithms, rather than demonstrate a complex ability
to reason creatively like humans. Therefore, classical artifi-
cial intelligence, such as expert systems, expose the weak-
ness in autonomous learning due to the lack of adaptable ca-
pability.
Alternatively, advanced ANNs, such as deep learning
networks, demonstrate excellent learning capabilities via
input-output patterns. However, ANNs experience difficulty
learning complex computational or logical reasoning prob-
lems that are otherwise easily handled by von Neumann
computers. Therefore, several attempts have been made to
implement the symbolic reasoning of a von Neumann com-
puter with an ANN architecture, leveraging the idea that
neural-symbolic integration (Jaeger. 2016) will be needed
for complex reasoning. A modeling study of biological neu-
ron performance in working memory using continuous fir-
ing to solve explicit tasks (Hazy. 2006; Dayan. 2008; Elia-
smith. 2013) has been conducted in the field of neuroscience.
A. Graves introduced the neural Turing machine (Graves et
al. 2014), which implements these concepts with ANNs.
The neural Turing machine allows read-write operations in a
given external memory space, enabling weighted addressing
through long short-term memory (LSTM) (Hochreiter et al.
1997), as with a Turing machine or a general computer. Its
extension is a differentiable neural computer (DNC) (Graves,
et al. 2016), which means external memory is treated as
a variable when differentiable read-write controls are ac-
tivated. This is similar to associative long-term potentia-
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tion of the mammalian hippocampus (Graves, et al. 2016).
DNC has the effect of creating adaptability by transplant-
ing, into an ANN, the symbolic reasoning mechanism of a
von Neumann computer, (i.e., Turing machine) in which pro-
cesses and memory are separated. However, the experiment,
consisting of synthetic questions and answers, graphs, and
block puzzles, showed that a DNC does not have the abil-
ity to solve complex reasoning problems like human beings
(Jaeger. 2016). Learning through a DNC is not about learn-
ing a sequence of procedures or sub-problems (i.e., tasks),
but is instead about learning a set of data transitions and
transformations (e.g., memory usage and temporal linkage)
for a given complex problem.
Learning by input-output data relying on the generaliza-
tion and regularization of a learning method does not con-
stitute a logical reasoning process. Learning by input-output
data may not precisely solve a problem, because it does not
rule out the possibility of accidently solving with a different
algorithm. Take, for example, an instance where the input-
output pattern is coincidentally identical for a given sample
dataset. Assume that there is an algorithm, A, for problem,
P .
A : D → R
The training set, S, is sampled from the input space,
D, of algorithm,A : (S ⊂ D). If an ANN, N , is trained
using training sample, S, can we be sure that N has learned
A? The answer is generally, no. Generalization of learning
is often described as a complement to the completeness of
algorithmic learning. With input-output data-learning, why
is complete learning of the algorithm impossible? Generally,
there exists another problem, Q, with algorithm, B, that
satisfies the following condition for A of P .
∃B such that B : D → R
∀x ∈ S,A(x) = B(x)
∃y ∈ (D − S) such that A(y) 6= B(y)
The output of A and B for sample, S, coincide. How-
ever, the output of A and B may be different for some of the
remaining parts, except for S. If so, then which algorithm
did N learn, A or B? It may not be revealed until testing.
It may be neither A nor B. Therefore, if the size of input
space is extremely large, we can only approximately learn
the algorithm of a given problem via input-output; but, it is
impossible to learn completely.
In this regard, research in which high-level programs
are learned as a series of low-level programs has been con-
ducted with neural programmer-interpreters (NPI) (Reed, et
al. 2015). With NPI, 21 programs (i.e., program embed-
ding), environments (i.e., external memory), input-output pa-
rameters, etc., are used to train given programs as a series
of subprograms. This has the advantage of learning with a
smaller amount of sample data than with the input-output
pattern of DNC. In terms of implementing ANN for the en-
tire program logic, rather than just a neural simulation of
the external memory system (i.e., DNC), we make the pro-
gram the object of learning. Add and Sort functions can be
learned as a decomposed series of low-level sub-functions.
It is somewhat inadequate that the programs to be studied
are limited, and the execution of each sub-program required
in the learning process is independent of the neural system.
Owing to the lack of iterative and recursive expansion meth-
ods, there are limits to expanding algorithmic learning to
more complex problems.
Here, we propose a new learning paradigm: a learning
solving procedure (LSP) that learns a problem-solving capa-
bility, the main factor of complex reasoning. LSP provides
a way to learn complex algorithms as sequential combina-
tions of simpler problems. Additionally, unlike NPI, LSP
uses a symbolic representation freely expressed by numbers
and symbols, rather than by rigid form-of-function, which
is a learning theme. LSP is composed of repetitively and
recursively usable components. It learns and executes the al-
gorithm of a complex problem by combining a deep neural
network (DNN) and LSTM. Experiments demonstrate that
solving algorithms, such as complex arithmetic expressions
of addition and multiplication, sorting, and Hanoi Tower, can
be successfully learned and solved with LSP.
2 Learning Solving Procedure
The goal of this study is implementing an ANN that can learn
algorithms for given problems and execute the algorithms di-
rectly. For algorithm learning, we propose a learning solv-
ing procedure (LSP), which is a new learning paradigm that
learns the procedure for solving a given problem, and design
an architecture that implements LSP. The final LSP architec-
ture can learn and execute well-known complex algorithms.
For a neural network to learn a problem-solving proce-
dure, we first answer the following questions.
• Question 1. How can the problem-solving procedure
be expressed?
• Question 2. If the neural network learns the algorithm,
what structure should it use so that the algorithm can be
executed correctly?
To answer Question 1, we propose a formal method
called ”task.” There are two types of tasks: simple and
complex. A simple task has an immediate answer, and a
complex task consists of a series of additional simple or
complex tasks. One or more tasks that are required to execute
a complex task are called ”subtasks”.
Example) Add(3,4) is a simple task with the answer of
7. Add(26,73) requires two simple subtasks of Add(6,3)
for rightmost digit and Add(2,7) for the leftmost digit. We
discuss ”carrying” later.
For the neural network architecture of Question 2, we
propose an LSP architecture composed of DNN and LSTM.
DNN distinguishes whether the input task is simple or com-
plex. For simple tasks, DNN learns from the input-output
data and recalls the output for a given input. In the case of a
complex task consisting of a series of multiple subtasks, the
DNN sends the complex task to the LSTM, which creates
a series of subtasks. These subtasks are recursively entered
into the LSP to obtain answers. Therefore, the LSP is a pure
ANN recursively composed of only DNN and LSTM.
For tasks that can be decomposed into a series of sub-
tasks, LSP can learn the generalized algorithm by learning
the procedure to solve the problem. This suggests that it can
provide a fundamental starting point for complex reasoning
in neural networks. To illustrate the working principle of
LSP, we demonstrate how to learn the simplest forms of ad-
dition and multiplication algorithms.
2.1 LSP Task for Addition and Multiplication
Here, the numbers for addition and multiplication are
purely symbolic data, not quantitative. We design a neural
network that learns and executes procedures to solve arith-
metic addition and multiplication in a way similar to a small
child entering elementary school. Those students learn the
concept of single-digit addition and multiplication, and they
memorize results as tables. For the addition and multiplica-
tion of numbers greater than two digits, the memorized tables
are used, and the ”carry” is sent to the next digit on the left.
Addition example)
Execution of Add(738,859)(carry=0) is performed in
order as subtasks, Add(8,9)(carry=0),
Add(3,5)(carry=1), and Add(7,8)(carry=0).
The multiplication of two numbers over two digits is
performed sequentially using the memorized multiplication
tables as follows.
Multiplication example)
The execution of Mul(567,834)(carry=0) is performed
in the order as subtasks, Mul(567,4)(carry=0),
Mul(567,3)(carry=226) and,
Mul(567,8)(carry=192). Mul(567,3)(carry=226)
is performed in order of subtasks, Mul(7,3)(carry=226),
Mul(6,3)(carry=24), Mul(5,3)(carry=4). Here,
Mul(7,3)(carry=226) is converted to
Add(226,21)(carry=0) using the memorized
multiplication tables. Add(226,21)(carry=0) is
performed as in the addition example described above.
Here, single-digit addition, such as
Add(8,9)(carry=0) and Add(8,9)(carry=1),
is regarded as a simple task, because the result is
a simple value that requires no further computation.
Add(738,834)(carry=0), Mul(7,3)(Carry=226),
etc., are considered complex tasks, because they require
recursive calculations involving additional subtasks.
2.2 LSP Architecture for Addition and Multiplication
We propose an LSP architecture that can learn and perform
addition and multiplication algorithms. By training the LSP
neural network with the addition and multiplication solving
procedures, the LSP neural network learns the addition and
multiplication algorithms.
The LSP architecture is shown in Figure 1. It is a
recursive structure composed of DNN and LSTM. All input
tasks are input to the DNN, which identifies whether the task
is simple or complex. If it is a simple task, it outputs the
answer immediately. DNN is trained to memorize addition
and multiplication tables. If it is given a complex task, it
passes it to LSTM, which outputs subtasks in the order of
the solving procedure that is trained and memorized for the
complex task. Subtasks are recursively input to the LSP for
their execution and to obtain answers.
LSP
DNN
LSTM
<end>𝑓1(… )
Carry
Complex Task
Ans Ans n
Ans 1
Carry Task
Ans 1
LSTM LSTM
𝑓2(… )
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𝑓3(… ) 𝑓4(… )
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Figure 1: LSP Architecture for Addition and Multiplication
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Figure 2: An example of a simple task for addition
Cases of adding single digits are simple tasks. All others
are complex. A complex task, which is the addition of two-
digit and larger numbers, is passed to the LSTM, which
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Figure 3: An example of a complex task for addition
sequentially generates addition tasks for columnar digits and
recursively inputs them into the LSP. The ”carry” of the LSP
is input to consecutive digits to the left.
Example: Add(3548, 9176)(carry=0)→
Add(8,6)(carry=0), Add(4,7)(carry=1,
Add(5,1)(carry=1), and Add(3,9)(carry=0).
In the case of multiplication, the simple task is a single-
digit multiplication without carry. All other cases, including
single-digit multiplication with carry, are complex tasks.
For complex tasks, LSTM sequentially generates subtasks
of the multiplication-solving procedure and processes them
recursively in the lower LSP.
For example, for Mul(2367,4958)(carry=0), the
following subtasks are generated as the solving procedure.
Mul(2367,4958)(carry=0)→Mul(2367,8)(carry=0),
Mul(2367,5)(carry=1893),Mul(2367,9)
(carry=1372), and Mul(2367,4)(carry=2267).
Again, for Mul(2367,5)(carry=1893), the following
subtasks are generated as a solving procedure.
Mul(2367,5)(carry=1893)→Mul(7,5)(carry=1893),
Mul(6,5)(carry=192),Mul(3,5)(carry=22),and
Mul(2,5)(carry=3). Mul(7,5)(carry=1893), which
is a one digit multiplication with carry, is transformed into
Add(1893,0035)(carry=0) using multiplication tables
memorized by DNN. Then, it is passed to LSTM and
processed in the way of addition.
2.3 Extended LSP Architecture
In LSP, for addition and multiplication, we can learn only
the solving procedure to compute primitive addition and
multiplication problems. We have shown that the LSP model
can learn the algorithm (i.e., problem-solving procedure) for
specific problems such as addition and multiplication.
However, LSP for addition and multiplication can only
perform simple addition and multiplication operations with
limited numbers of digits, and is insufficient to learn the
task of general problem-solving. Therefore, we extend the
LSP architecture for addition and multiplication to design
an extended LSP architecture, so that it can solve more
complicated problems by adding many LSP-XXXs (i.e., LSP
tasks) that effectively compose complex problems and solve
them.
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DNN
LSTM
5 5
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LSTM LSTM LSTM LSTM
LSP LSP LSP LSP
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Null
Figure 4: An example of a simple task for multiplication
For an LSP architecture to learn and execute algo-
rithms of more complex problems, it should have basic
data structure-processing ability needed for algorithm per-
formance. We propose an LSP architecture with a dynamic
memory support (DMS) module to support List and Stack,
which are the minimum basic algorithmic data structures.
LSP consists of many LSP-XXXs that are characterized by
their respective functions. LSP distinguishes the input task
by function, then transfers it to the corresponding LSP-XXX.
The LSP-XXX for each function is a recursive architecture
composed of DNN and LSTM. DNN receives input task
with input data, and distinguishes whether it is a simple or
a complex task. If it is a simple task, DNN outputs the
memorized answer. If it is a complex task, DNN sends it to
the corresponding LSTM to generate subtasks as a learned
solving procedure. Each subtask enters LSP recursively to
arrive at an answer. The LSP output answer enters the LSTM
input of the next step, thereby controlling the generation and
execution of the subtask in the next step.
LSP architecture is highly scalable, because there is
no limit to the addition of a new LSP-XXXs, and the
task classifier DNN of the LSP automatically finds the
corresponding LSP-XXX of each input task.
DMS supports the memory functions required for LSP-
List and LSP-Stack, such as read, write, rightShift, leftShift,
newList, newStack, isEmpty, etc. LSP-List supports basic
list-specific tasks, such as InsertList, Head, and Tail, by
using basic functions of DMS. LSP-Stack supports basic
stack-specific tasks, such as of Push and Pop.
By using basic data structures (e.g., List and Stack), LSP
can successfully learn more complex tasks. To demonstrate,
we trained LSP to perform the following complex task.
First, we store numbers in a list to avoid limiting the
number of digits. Second, meaningful words are extracted
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(a) Complex Multiplication 4x4
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(b) Complex Multiplication 4x1
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Figure 5: Examples of complex tasks for multiplication
Task
Task classifier DNN
LSP-
String
LSP-
Eval
LSP-
Sort
LSP-
Hanoi
LSP-
Add
LSP-
Mul
LSP-
Comp
LSP-
List
LSP-
Stack
Dynamic
Memory
Support
Enalble/Disable
AnswerLSP
Figure 6: (Extended) LSP Architecture
from a string obtained through image analysis (i.e., LSP-
String). Third, complex arithmetic expressions consisting of
a combination of additions, multiplications, and parentheti-
cals are recognized and computed (i.e., LSP-Eval). Fourth,
LSP-XXX
DNN
LSTM
Complex task
task
LSTM LSTM LSTM
LSP LSP LSP
Return(answer)𝑠𝑢𝑏𝑡𝑎𝑠𝑘1 𝑠𝑢𝑏𝑡𝑎𝑠𝑘2 𝑠𝑢𝑏𝑡𝑎𝑠𝑘3
. . . 
answer
Simple task answer
Null
Figure 7: LSP-XXX for specific function (XXX is a function
name)
the listed numbers are sorted (i.e., LSP-Sort). Fifth, we run
the Hanoi Tower (i.e., LSP-Hanoi).
The solving procedure for LSP-String, LSP-Eval, LSP-
Sort, and LSP-Hanoi tasks are briefly described in the fol-
lowing experiment.
3 Experiment
3.1 Experiment environment
All experiments were conducted on Intel Xeon 3.50 GHz
CPU with 128 GB DRAM with two NVIDIA GTX 1080,
Intel 3.40 GHz CPU with 64 GB DRAM and NVIDIA
GTX 1080. The experimental program is implemented using
Python and Tensorflow.
3.2 Experimental goal
The purpose of the experiment is proving that LSP can learn
solving procedures for complex tasks and correctly execute
them. We selected three problems: LSP-Eval, LSP-Sort, and
LSP-Hanoi. These tasks are supported by other LSP-XXXs
for successful execution. Thus, the LSP consists of a total of
nine LSP-XXXs and 31 running tasks.
3.3 Solving Procedure of Eval task of LSP-Eval
For the Eval task, the IF2PF subtask converts the infix
expression to a postfix expression, and the CalcPF subtask
calculates the postfix expression, outputting the result.
3.4 Solving Procedure of Sort task of LSP-Sort
The Sort task consists of two solving procedures. First,
if the InputList containing the unsorted data is empty, it
terminates. Second, if InputList is not empty, it is separated
into Head and Tail, sorted by Tail. Then it inserts Head into
the ordered Tails to complete sorting. The output of LSP that
executes the isEmpty task controls the generation of the next
task. That is, an ”if-then-else” routine is performed.
3.5 Solving Procedure of Hanoi task of LSP-Hanoi
The Hanoi Task finds the order of moving disks from X
queue to Y queue through Z queue, and displays the result
of the moves. When moving disks, it is necessary to satisfy
the constraint that a large disk cannot be placed atop a small
disk. Initially, the DiskList contains the largest disk number
in the head and the smaller disks in the tail, in decreasing
order. The IsEmpty task controls the creation of the next
subtask similar to the sorting task described above. The
small disks of Tail are first moved from X to Z, then the
largest bottom disk is moved from X to Y. The small disks
of Tail are then moved from Z to Y. The Hanoi subtask that
moves the disks of Tail is recursively executed by LSP, so
that the whole process of moving the disks is performed and
output by HanoiOutput subtask.
3.6 Training/test data generation of tasks
The LSP must have training and test accuracies of nearly
100% to produce accurate output for the input task. There-
fore, the architecture of the DNN and LSTM constituting the
LSP is carefully adjusted and the training/test data are care-
fully selected so that the accuracies are almost 100% over a
total of 31 tasks. DNN uses an average of five layers. The
average number of nodes per layer is 164. LSTM uses one-
to-two layers, with 96 nodes per layer.
To generate the training/test data for each task, the argu-
ments of the respective subtask(s) and their LSP outputs are
regarded as variables, which are separated into independent
and dependent types. Because a dependent variable is deter-
mined by the value of an independent variable, it does not
affect the generation of training data. Thus, training/testing
data can be generated by assigning all possible values to all
independent variables. We call this method ”all values for
all independent variables” (AVA). However, the size of the
training/test data becomes too large. To resolve this, we
assign all values for one selected independent variable and
randomly assign values to the independent variables. We se-
lect all independent variables one-by-one to generate train-
ing/test data. We call this method ”all values for one vari-
able, random values for others” (AVO).
To compare the performance of AVA and AVO, we gen-
erated training/test data for a task that has three independent
variables, as follows.
There exists subtask1(A,B)LSP-Output(C), sub-
task2(D) LSP-output(E), and return(F). Suppose
that A, B, and D are independent variables; C, E, and F
are dependent variables; and the number of values that can
be assigned to each A, B, and D is 100, respectively. When
the training data is generated by the AVA method, the train-
ing data totals 1,000,000. However, if the AVO method is
used, a total of 30,000 training data are generated. Table 1
shows the experimental results for comparison.
Table 1: Comparison of AVA and AVO for the case of 3
variables
Method The Number of
Training/Test Data
Training
time
Training
error
Test
error
AVA 1,000,000/0 138m
54s
0% N/A
AVO 30,000 /1,000,000 17m
36s
0% 0%
0
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Figure 8: Comparison of AVA and AVO
The AVO method shows that the training time is much
shorter than the AVA method, but the test error is not much
worse than AVA.
Training/test data for 31 tasks are generated by the AVO
method and are trained by Tensorflow. The average of the
training accuracy is 99.9845%, and the average of the test
accuracy is 99.8900%. Thus, it is trained and tested with
almost 100% accuracy.
3.7 Integration of Representation learning and Com-
plex reasoning
This paper demonstrates the utility of ANN complex rea-
soning by showing that learning algorithms are possible. It
is also necessary to show the possibility that representation
learning, such as image recognition and complex reasoning,
can be naturally integrated. To accomplish this, we input
three types of tasks as images, and showed how ANNs solve
them. Whereas image input is not a contribution of this pa-
per, it is meaningful as an attempt to show the smooth in-
tegration of representation learning and complex reasoning.
We use the modified National Institute of Science dataset:
images of handwritten characters in various styles. Using
these images, we created 30,000 task images and used them
for training. The visual attention-based optical character-
reader model is used for image analysis (Shi, et al., 2016).
The recognition error rate of the generated task images is
close to 0.01%, and some images that caused recognition
errors are excluded. The result of task image analysis is a
string. LSP-String converts this string to the task input.
Figure 9: Input Images of 3 kinds of tasks
As shown in the above example, the performance of the
LSP is tested by preparing 200 Eval task images, 100 Sort
task images, and eight Hanoi task images using two-to-nine
disks.
3.8 Results of Experiment
In the Eval task, 191 of 200 output values are correct. Nine
cases show a small calculation error, and one digit in the final
calculation is incorrect. For example, for the correct output
of 27,514,110, an error appears in the hundreds position,
as in 27,514,410. There is a possibility that very small
errors will accumulate, because the task repeatedly executes
multiple subtasks.
We then attempted to sort 10 numbers 100 times. The
numbers sorted correctly 98% of the time, with about a 2%,
error, in which one digit disappears. The cause of the error is
estimated to be insufficient coverage of all input cases, owing
to lack of training/test data.
For the Hanoi Tower task, we tested eight tasks using
two-to-nine disks. All tasks are executed 100% correctly.
4 Future Research
We now discuss the possibility of future academic progress
warranted by LSP, based on the following ideas and hypothe-
ses. We define an algorithm as a sequence of action rules,
and we limit our discussion to only those types. We then as-
sume that we can construct algorithms by assembling parts,
called ”action rules”.
As shown in this paper, action rules are tasks learned in
each LSP-XXX. In this study, we showed that LSP can learn
well-known algorithms.
Yet, is there a way to learn the solving procedure of a
problem whose algorithm is unknown?
To answer this question, we make the following assump-
tions. First, LSP contains many LSP-XXXs that are well-
trained on their tasks. For each task of every LSP-XXX in
the LSP, the training input is the task ’s specific input and
output pair, and the training output is the task ’s action rule
(i.e., solving procedure). LSP-AL is trained with the above
inputs and outputs.
Assume that the LSP-AL is well-trained on all pre-built
LSP-XXXs. Through a well-trained LSP-AL, can we find
the solving procedure of the new algorithm (task A) in the
new problem, P , which is not in the existing LSP, as a
sequence of tasks in the LSP-XXXs in the LSP?
If we can get the sequence of action rules obtained from
specific input and output pairs in task A, and we can train
the LSP-P for problem, P , using them, we can discover the
algorithm of problem, P .
We can test this hypothesis for a problem, Q, whose
algorithm is well known, because we already know its
solving procedures. If this test is successful for a problem
whose algorithm is unknown, but the solving procedures are
empirically known for a set of input cases, we conjecture that
the LSP proposed in this paper can guess the algorithm for a
problem, P .
Figure 10 shows a graphical summary for future re-
search.
5 Conclusion
As an attempt to realize complex reasoning, there have been
efforts to implement the symbolic reasoning mechanism of
von Neumann computers in neural networks via input-output
data-learning. Instead, in this paper, we proposed an LSP
to learn the solving procedure of a given problem. LSP
architecture is a recursive structure consisting of DNN and
LSTM, which learns the solving procedure of a given prob-
For All LSP-XXX Train Data, LSP-AL is assumed to be well trained.
LSTM
LSP LSP
LSTM LSTM
….
LSP-XXX was trained with XXX train Data.
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Figure 10: Hypothetical method for algorithm learning LSP for future research.
lem and evaluates the answer through a learned procedure.
We successfully demonstrated that problem images, such as
complex arithmetic expressions, sorting, and Hanoi Tower
tasks are recognized by ANN and can be processed with LSP.
Thus, we have shown a rudimentary attempt to successfully
combine representation learning and complex reasoning. We
contend that the human process of problem-solving has been
simulated. LSP is different from previous work, because it
has advantages, such as flexibility and scalability. We ex-
pect future work will learn the solving procedure of each
unknown-algorithm problem autonomously, by fully exploit-
ing the scalability of LSP.
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