We are concerned with programs composed of cooperative threads whose execution proceeds in synchronous rounds called instants. We develop static analysis methods to guarantee that each instant terminates in time polynomial in the size of the parameters of the program at the beginning of the computation.
Introduction
In [8] , Boussinot and De Simone introduced the Synchronous Language (SL). A program in SL is a set of cooperative threads interacting through shared signals whose execution proceeds in synchronous rounds called instants. A fundamental hypothesis of the model is that the reaction to the absence of a signal within an instant can only happen in the following instant. Reactivity is the essential property that one should guarantee of an SL program. This means that at each instant the program fed with an input will 'react' producing an output.
The SL language has gradually evolved into a general purpose programming language for concurrent applications and has been implemented in various programming environments such as C, Java, Scheme, and Caml. Typical applications effectively developed in these languages include event-driven controllers, data flow architectures, graphical user interfaces, simulations, web services, and multi-player games (see, e.g., [13, 5] ).
All the extensions of the SL language mentioned above introduce data types such as integers, lists, trees. What does it mean to ensure reactivity in this context? One may consider three increasingly ambitious goals. The first one, is to ensure that every instant terminates. The second one, is to guarantee that the computation of an instant terminates within feasible bounds which depend on the size of the parameters at the beginning of the instant. The third one, is to guarantee that the parameters of the program stay within certain bounds, and thus the resources needed for the execution of the program are controlled for arbitrarily many instants.
In this note we introduce a basic version of the SL model enriched with data types and develop static analysis methods to guarantee that each instant terminates in time polynomial in the size of the parameters of the program at the beginning of the computation. Following previous work by one of the authors [1] , the method is based on a combination of standard termination techniques for term rewriting systems and an analysis of the size of the computed values based on the notion of quasi-interpretation. With respect to [1] , the main novelties are: (1) A more general and abstract formalisation of the model. (2) A method to generate inequalities whose satisfaction in suitable structures entails a polynomial bound on the size of the parameters of the program for arbitrarily many instants (theorem 4.2). (3) A new method to ensure polynomial time termination which can be regarded as a specialisation of size change termination (theorem 5.1).
Model
A program is a multi-set of threads described by a list of mutually recursive type, function, and behaviour definitions. Threads interact through shared signals which may carry general values (including signals). The language should be regarded as an intermediate code where complex control structures have been compiled into a simple tail-recursive form.
Types and Constructors. We assume a list of types t, t , . . . and a list of constructors c, c , . . .. For constructors of particular 'signal' types we may use the notation r, r , . . . and refer to them as reference values. A value v is a first order term built out of constructors. The size |v| of a value v is defined by |c| = 0 and
We will use the notation a to denote a vector a 1 , . . . , a n of elements and denote with σ, σ , . . . a substitution [v/x] mapping variables to values. Types and constructors are declared by a system of equations having one of the following shapes:
In equation (1), we declare a type t and a constructor c with functional type (t 1 , . . . , t n ) → t. In equation (2), we declare a type of evaluated signals including a signal r whose value at the beginning of each instant is v. It is intended that the value v has type t (see below) and for the sake of simplicity we assume |v| = 0. Signals can be read and written and their values are always defined.
The system of equations is subject to the usual convention that types and constructors occurring in it are declared exactly once. This means that we can assign to every constructor a unique type (t 1 , . . . , t n ) → t where n ≥ 0. With respect to this assignment, values are typed according to the rule: the value c(v 1 , . . . , v n ) has type t if c is assigned the type (t 1 , . . . , t n ) → t and the values v i have type t i for i = 1, . . . , n. Finally, we have a special behaviour type beh: elements of this type do not return a value but produce side effects. In the following we will manipulate various syntactic concepts: variables, values, patterns, expressions, expression bodies, substitutions, behaviours, programs,. . . and we will always assume that they are well typed. The typing rules are standard and are omitted.
Expressions. Let x, y, . . . denote variables ranging over values. A pattern p is a well-typed term built out of constructors and variables. In particular, a linear pattern p is a pattern whose variables are all distinct. In the following all the patterns are supposed to be linear.
An expression e has the shape h(e 1 , . . . , e n ) where n ≥ 0 and h can be either a variable x, or a constructor c, or a function symbol f . A function symbol f of type (t 1 , . . . , t n ) → t is specified by an equation f (x) = eb. Here eb is an expression body defined by the grammar: eb ::= e | | match x with · · · p ⇒ eb · · · . To simplify the presentation, we assume that a (well-typed) value matches exactly one pattern.
A closed expression body eb evaluates to a value v, written eb ⇓ v, according to the following standard rules where σ denotes a matching substitution and e ⇓ v stands for e 1 ⇓ v 1 , . . . , e n ⇓ v n .
Thread behaviours. In the following we let , , . . . range over both variables and reference values. We denote with b, b , . . . behaviours defined as follows:
where f is a functional symbol of type (t 1 , . . . , t n ) → beh and defined by an equation f (x) = b. In the examples, we may omit the branches p ⇒ b or the branch [x] ⇒ b of the read instruction. Behaviours produce side effects and their execution is relative to a store whose elements we denote with s, s , . . . . A store is a finite partial function mapping reference values to values which is type compatible. We will denote with s o the default store with which the computation is initialised at the beginning of each instant. Behaviour reduction is described by the eight rules below. A reduction (b, s) ⇓ (b , s ) means that the behaviour b with store s runs an atomic sequence of actions till b , producing a store s and returning the control to the scheduler.
The effect of the various instructions is informally described as follows: stop, terminates the executing thread for ever; yield .b, halts the execution and hands over the control to the scheduler -the control should return to the thread later in the same instant and execution resumes with b; f (e) and next.f (e) switch to another behaviour immediately or at the beginning of the following instant; r := e.b, evaluates the expression e, assigns its value to r and proceeds with the evaluation of b; read r with . .
, waits until the value of r matches one of the patterns p (there could be no delay) and yields the control otherwise; if at the end of the instant the thread is always stuck waiting for a matching value then it starts the behaviour f (e) in the following instant where x is the value of r at the end of the instant; match v with . . . p ⇒ b filters the value v according to the pattern p; the execution never blocks since we have assumed there is always a matching pattern. We say that a behaviour b with the store s is suspended,
. Thus a suspended behaviour b has necessarily the shape stop or next.f (. . .) or read · · · .
Programs. We represent abstractly a program P as a non-empty multi-set of behaviours. The evaluation of a program P with store s is defined as follows:
where the program P s representing the result of the execution of the threads at the end of the instant is defined as follows:
Remark 2.1 [fairness] The execution of a program within an instant consists of a serialisation of the execution of the behaviours that compose it until all behaviours are suspended. Rule (p 2 ) allows a completely non-deterministic scheduling of the behaviours. We say that an execution (within an instant) is unfair if there is a behaviour which is run (at least) twice and between the two runs there is a distinct behaviour which is continuously enabled but never run. Programs including the yield instruction may rely on the hypothesis that all executions are fair (cf. example 3.2).
Constraints generation
We introduce a suitable control flow analysis associating with a program a set of inequalities over first order terms.
Read once condition. We require that threads perform any given read instruction at most once in an instant. This can be checked by a simple control flow analysis rejecting programs that may traverse several times within an instant the same read instruction. Following this check, we assign to every read instruction in a program a distinct fresh label, y, and we collect all these labels in an ordered sequence, y 1 , . . . , y m . In the following, we will sometimes use the notation read y with . . . in the code of a behaviour to make visible the label of a read instruction. Then with every function symbol f defining a behaviour we associate a list y f composed of the labels of the read instructions we may execute within an instant starting from f . The important point is that the computation of f within an instant can be regarded as a function of the parameters and the values read within the instant.
Control points.
A control point is a triple (f (p), be, i) where, intuitively, f is the currently called function, p represents the patterns crossed so far in the function definition plus possibly the labels of the read instructions that still have to be executed, be is the continuation, and i is an integer flag in {0, 1, 2} that will be used to associate with the control point various kinds of conditions. If the function f returns a value and is defined by the equation f (x) = eb, then we associate with f the set C(f, x, eb) defined as follows:
On the other hand, suppose the function f defines a behaviour by the equation f (x) = b. Then we generate a fresh function symbol f + whose arity is that of f plus the number of variables in y f (the ordered sequence of labels corresponding to read instructions that may be performed by f within an instant). When unfolding the definition of C the parameters x and the labels y f of the function f + may be replaced by patterns. When going from one instant to the following, we need to control the size of the parameters. The basic idea is that if f may call g in the current instant or in the following then the parameters of f should control the size of the parameters of g. This idea has to be implemented with some care because some values may depend on read instructions and some parameters may be discarded before the following instant begins. Therefore, we identify first the function symbols that may start a behaviour. They include all function symbols with which we can start the computation of a thread and all function symbols that follow a next instruction or a [y] ⇒ . . . branch. We call these function symbols initial. Next we need some notation. Let 0 be a fresh constant. If h is a function of arity n and I ⊆ {1, . . . , n} then h(e 1 , . . . , e n ) I is defined as h(e 1 , . . . , e n ) where e i = e i if i ∈ I and e i = 0 otherwise. Intuitively, in h(e 1 , . . . , e n ) I we set to 0 all arguments that are not in I. For each function symbol f defining a behaviour of arity n with a related function symbol f + of arity n + m we define a set I f ⊆ {1, . . . , n} with the condition that I f = {1, . . . , n} if f is initial. In particular this means that we neglect all arguments that correspond to the read instructions.
With this convention, the set of control points associated with f + is the set C(f + , (x, y f ), b) defined as follows:
  :
Note that in the clause (C 2 ), the read once condition guarantees that the labels y g occur in the patterns p. An instance of a control point (f (p), be, i) is an expression body or a behaviour be = σ(be), where σ is a substitution mapping the free variables in be to values. In order to carry on the proofs, it is convenient to reformulate expression body evaluation and behaviour evaluation on instances of control points. A hint on how to do this is given in the proof of theorem 4.2 and a complete treatment is available in [1] .
We associate with a control point (f (p), be, i) a constraint f + (p) i be for i = 0, 1, 2, and say that the constraint has index i. Intuitively, we rely on the constraints of index 0 to enforce termination of the instant, on those of index 0, 1 to enforce a bound on the size of the computed values within an instant, and on those of index 0, 1, 2 to guarantee a bound on the size of the computed values for arbitrarily many instants. Note that the constraints are on pure first order terms, a property that allows us to reuse techniques developed in the standard term rewriting framework.
Example 3.1 As a running example, we consider the case of a server f (s, x) that at every instant, yields the control, reads a list of requests on the signal s, and serves the requests:
The server maintains a state x. A request contains a data y and a return signal r. We leave the functions h 1 and h 2 unspecified; the first is used to reply to the request and the second to compute the following state of the server. A client g(s, r, y) that wishes to use the server could be defined as follows:
g(s, r, y) = read s with l ⇒ s := cons(req(r, y), l). yield .read r with z . . .
Notice that the operation of inserting a message in a list requires a read operation and therefore the read once condition forbids to iterate this kind of operation within an instant. However, arbitrarily many behaviours may perform the operation within an instant. We compute the constraints of index 0, 1, 2 assuming that f is initial, f is not initial, and I f = {1, 2} = I f .
In our framework, registers can be regarded as signals that preserve their values from one instant to the following. We can simulate a register r with a signal (with the same name) and a thread whose behaviour f (r) is described by:
The behaviour f (r) waits the end of the instant to read the value y of r and in the following instant it writes y again in r. Since in the simulation r is a signal, at the beginning of the instant its value is reset. Then we have to make sure that the behaviour f (r) runs before any other behaviour tries to read r.
For this purpose, we rely on the fairness hypothesis (cf. remark 2.1), and transform all other behaviour definitions so that they start with a yield. We can extract from this simulation conditions to control the size of the values in the registers. In particular, we note that the constraint f + (x, 0) 2 g + (x, y) can only be satisfied if the value y contained in the register has bounded size. This is an important restriction we have to impose on the programming language.
Size bounds
In order to bound the size of the values computed by a program we rely on the notion of quasi-interpretation (see [6, 2, 3, 7] ). In a nutshell, a quasiinterpretation q f of a function symbol f is a numerical function ensuring that there is a constant k such that the size of the largest value computed by f when called with arguments v 1 , . . . , v n is bounded by q f (k|v 1 |, . . . , k|v n |).
The synthesis of quasi-interpretations can be mechanised to some extent. The existence of a quasi-interpretation does not entail termination but it does allow to control the complexity of the computed function following a wellknown result of S. Cook [9] who showed that a polynomially bounded auxiliary push down automaton can be simulated by a Turing Machine in exponential time using a 'table' to store intermediate results. We refer to [3] for an extended discussion of these issues.
Assignments and quasi-interpretations. Suppose given a program. An assignment q associates with each constructor and function symbol h, a function q h over the natural numbers N such that:
(1) If c is a constructor with arity n then q c = 0 if n = 0 and q c (x 1 , . . . , x n ) = d + Σ i∈1..n x i if n > 0 where d ∈ N and d ≥ 1 (this guarantees that the quasi-interpretation of a value is proportional to its size). In particular, the quasi-interpretation of the special constant 0 introduced in the constraints is the natural number 0.
(2) If f is a function symbol with arity n then q f : (N) n → N is a monotonic function over the natural numbers.
We say that a function U : N → N bounds the assignment q if ∀ x ∈ N q h (x, . . . , x) ≤ U (x). In particular, we say that q is polynomially bounded if the function U can be a polynomial. We associate with an expression e without variables a natural number q e as follows: q h(e 1 ,...,en) = q h (q e 1 , . . . , q en ) .
We write q |= e 1 e 2 if the assignment q satisfies a constraint e 1 e 2 where e 1 , e 2 are expressions (possibly with variables). This is defined as:
where σ is a substitution associating values with variables. We also write: q |= e 1 e 2 if ∀ σ q σe 1 > q σe 2 . An assignment q is a quasi-interpretation if it satisfies the constraints of index 0, 1, 2 generated by the program and moreover if it satisfies f (x 1 , . . . , x n ) x i for all i = 1, . . . , n and all function symbols f . This last condition allows to control the size of the values computed by a function and not just the size of its result. Thus if f (v 1 , . . . , v n ) ⇓ v then we know that q f (v 1 ,. ..,vn) ≥ q v and moreover that for any value u computed by the function q f (v 1 ,. ..,vn) ≥ q u .
Example 4.1 We define a quasi-interpretation for the running example 3.1. We suppose the functions h 1 and h 2 operate over values of bounded size. Then we can just take q h 1 = q h 2 = λ(x, y).k for some suitable constant k ∈ N. We can also set q cons (x, l) = x + l + 1 and q req (r, y) = r + y + 1. Then we can satisfy all the constraints by assuming q f + (s, x, l) = q f + (s, x, l) = max (l, k). Theorem 4.2 If a program P has a polynomially bounded quasi-interpretation q then the size of the largest value computed by P is polynomial in the size of the parameters of the program at the beginning of the computation.
In order to prove theorem 4.2, we define a small step reduction of behaviours on instances of control points. The reduction makes abstraction of the memory and the scheduler while depending on an assignment δ associating values with the labels of the read instructions. The assignment δ is a kind of oracle that provides the thread with the values it may read within the current instant. A fresh assignment is generated whenever we move from one instant to the following one (rules b 3 and b 6 ). (4) where: (1) ≡ σ 1 p = σx, (2) ≡ ( no pattern matches δ(y) ), (3) ≡ σ 1 (p) = δ(y), and
Relying on the small step semantics we then prove the following lemma from which theorem 4.2 follows directly.
Lemma 4.3 Suppose q is a polynomially bounded quasi-interpretation for a program P with m distinct read instructions and n threads. Let i denote a thread of the program and P (i) the associated behaviour.
(1) Suppose that at the beginning of the computation P (i) = f (v) and that P (i) = g(e) at the beginning of a following instant. Then q f (v) ≥ q g(e) .
(2) Suppose that at the beginning of an instant P (i) = f (v). Then the size of the values computed by the thread i during that instant is bounded by q f + (v,u) where u are the values contained in the signals at the time they are read by the thread (or their default value, otherwise).
(3) Suppose c is a bound on the quasi-interpretation of the parameters of the behaviours at the beginning of an instant and that U is a polynomial bound on the quasi-interpretation. Then the size of the values computed by the program P during an instant is (polynomially) bounded by U n·m+1 (c).
Polynomial time reactivity
Marion et al. [11, 6, 7] have shown how to ensure termination in polynomial space or time by combining the existence of a polynomially bounded quasi-interpretation with termination by suitable restrictions of the recursive path ordering (see, e.g., [4] ). In this section we propose a more flexible approach where we compare the arguments of the functions using the quasiinterpretation rather than the restricted recursive path order. The constraints of index 0 have one of the following shapes:
We start by building the least pre-order (reflexive and transitive) ≥ F on the function symbols such that f ≥ F g if f appears on the left hand side and g on the right hand side of a constraint of index 0. We write f = F g if f ≥ F g and g ≥ F f . We note that a function symbol that returns a value can never call a function symbol that generates a behaviour, so we have that the latter is always larger than the former.
As in recursive path orderings, we associate a status with each function symbol which determines how to compare the arguments of the function. In our case, we consider either a lexicographic or a multi-set status. We assume that function symbols that are equivalent with respect to the pre-order ≥ F have the same arity and the same status.
Following [7] , we say that a constraint is linear if there is at most one function symbol on the right hand side which is equivalent to the function symbol on the left hand side. Henceforth, we assume that all the constraints of index 0 are linear (note that the constraints of shape (B) are always linear).
Suppose given a polynomially bounded quasi-interpretation q for the program. We rely on the quasi-interpretation to compare the arguments of equivalent function symbols. Therefore, we depart from the standard RPO method and rely on a size change analysis as in [10] .
For lexicographic comparison, we write: q |= (p 1 , . . . , p n ) > lex (e 1 , . . . , e n ) if there is an i < n such that for all σ, q σp 1 ≥ q σe 1 , . . . , q σp i−1 ≥ q σe i−1 , and q σp i > q σe i . For multi-set comparison, we write: q |= (p 1 , . . . , p n ) > mset (e 1 , . . . , e n ) if for all σ, {|q σp 1 , . . . , q σpn |} > N mset {|q σe 1 , . . . , q σen |}, where {| . . . |} is our notation for multi-sets and > N mset is the multi-set order over the natural numbers. We say that the quasi-interpretation is compatible with the order if in all con-straints of index 0 of the shape:
where C is a one hole context and f = F g with status st ∈ {lex , mset} we have that q |= (p 1 , . . . , p n ) > st (e 1 , . . . , e n ).
Theorem 5.1 Suppose the program has a compatible and polynomially bounded quasi-interpretation. Then the computation of an instant terminates in time polynomial in the size of the parameters at the beginning of the instant.
Proof hint. In our language all function definitions are first-order. Then the state of each thread can be represented by a stack of frames. A frame is a triple (f, pc, v 1 · · · v n ) where f is the name of a function, pc points to the instruction of the function to be executed, and v 1 · · · v n is a stack of values. The maximum number of values that can be on the stack can be statically determined. Thus the size of a frame is determined by the size of the values that can be found on the stack and the quasi-interpretation provides a polynomial bound for that. Our task is to bound the number of frames that a thread can allocate within an instant. The rank of a function symbol f is the length of the longest chain of functions such that f > F f 1 > F · · · > F f n with respect to the preorder on function symbols. We estimate the number ncall (o) of frames that a function f of rank o can generate when called with arguments of size at most B using the linearity of the constraints of index 0 and the hypothesis that the quasi-interpretation is over the natural numbers. P Example 5.2 With reference to the running example 3.1, 4.1, we assume f + > F f + and a lexicographic status (from right to left) for the function f + .
Remark 5.3
The method in [7] is based on a recursive path ordering that coincides with the homeomorphic embedding £ emb on constructors. We observe that if p £ emb p and q is an assignment then q |= p p . It follows that the method presented here succeeds whenever the one presented in [7] does (and therefore all PTIME functions can be represented). The converse fails since we can never have p £ emb e when e contains a function symbol.
Conclusion
We have presented a static analysis that guarantees that a program composed of synchronous cooperative threads reacts every instant in time polynomial in the size of the parameters at the beginning of the computation. The conditions we have imposed refine and extend those proposed in [1] to control the resources within an instant. As it could be expected, the possibility of controlling the resources for arbitrarily many instants comes at a price. First, the parameters of each thread at the beginning of each instant have to be essentially non-size increasing. To satisfy this requirement it is often necessary to rely on the fair yield hypothesis and to reprogram the application so that an instant is sufficiently large; typically, an instant corresponds to a protocol transaction or to a logical simulation step. Second, the registers (or persistent signals) have to carry values of bounded size while unbounded data structures can still be allocated on signals (which are reset at the beginning of each instant).
