Abstractive Text Summarization Using Hierarchical Reinforcement Learning by Koupaee, Mahnaz
UC Santa Barbara
UC Santa Barbara Electronic Theses and Dissertations
Title
Abstractive Text Summarization Using Hierarchical Reinforcement Learning
Permalink
https://escholarship.org/uc/item/87k3n1rc
Author
Koupaee, Mahnaz
Publication Date
2018
 
Peer reviewed|Thesis/dissertation
eScholarship.org Powered by the California Digital Library
University of California
UNIVERSITY OF CALIFORNIA 
Santa Barbara 
 
 
Abstractive Text Summarization Using Hierarchical Reinforcement Learning 
 
A thesis submitted in partial satisfaction of the 
requirements for the degree Master of Science 
in Computer Science 
 
by 
 
Mahnaz Koupaee 
 
Committee in charge: 
Professor William Wang, Chair 
Professor Linda Petzold 
Professor Xifeng Yan 
 
September 2018
 The thesis of Mahnaz Koupaee is approved. 
 
 _____________________________________________ 
 Linda Petzold 
 
 _____________________________________________ 
 Xifeng Yan 
 
 _____________________________________________ 
 William Wang, Committee Chair 
 
 
June 2018  
  iii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abstractive Text Summarization Using Hierarchical Reinforcement Learning 
 
Copyright © 2018 
by 
Mahnaz Koupaee  
  iv 
ACKNOWLEDGEMENTS 
 
I would first like to thank my thesis advisor professor Wang of the computer science 
department at UCSB who steered me in the right the direction whenever he thought I needed 
it.  
I would also like to thank the experts who were in my thesis committee: professor Petzold 
and professor Yan for their helpful comments on my thesis.  
Finally, I must express my very profound gratitude to my parents and to dearest husband 
for providing me with unfailing support and continuous encouragement throughout my years 
of study and through the process of researching and writing this thesis. This accomplishment 
would not have been possible without them. Thank you. 
 
 
  v 
ABSTRACT 
 
Abstractive Text Summarization Using Hierarchical Reinforcement Learning 
 
by 
 
Mahnaz Koupaee 
 
Sequence-to-sequence models have recently gained the state of the art performance in 
summarization. However, not too many large-scale high-quality datasets are available and 
almost all the available ones are mainly news articles with the specific writing style. 
Moreover, abstractive human-style systems involving a description of the content at a deeper 
level require data with higher levels of abstraction. 
On the other hand, attention-based sequence-to-sequence neural networks optimizing log-
likelihoods at word-level or discrete metrics such as ROUGE at sequence-level has achieved 
promising results on abstractive text summarization but they are far from perfect: the first 
group of models may fail to handle out of vocabulary words and often produce repetitive 
words and incorrect facts. The latter methods using reinforcement training while beating the 
state of the art methods in terms of discrete evaluation metrics, produce non-readable, 
sometimes irrelevant summaries.  
We initially present WikiHow, a dataset of more than 230,000 article and summary pairs 
extracted and constructed from an online knowledge base written by different human authors. 
The articles span a wide range of topics and therefore represent high diversity styles. We also 
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evaluate the performance of the existing methods on WikiHow to present its challenges and 
set some baselines to further improve it. 
Moreover, to overcome the problems of existing summarization systems, we propose a 
novel hierarchical reinforcement learning architecture which makes decisions in two steps: 
the high-level policy decides on the sub-goal for generating the next chunk of summary and 
the low-level policy performs primitive actions to fulfill the specified goal. By reinforcing 
summarization at different levels, our proposed model outperforms the existing approaches in 
terms of ROUGE and METEOR scores. 
 
  
  vii 
TABLE OF CONTENTS 
 
I. Introduction .............................................................................................................. 1 
II. WikiHow Dataset .................................................................................................... 6 
A. Existing Datasets ................................................................................... 6 
B. WikiHow ............................................................................................... 8 
1. WikiHow Knowledge Base .............................................................. 9 
2. Data Extraction and Dataset Construction ....................................... 9 
C. WikiHow Properties ............................................................................ 11 
1. Level of Abstraction ...................................................................... 11 
2. Compression Ratio ......................................................................... 12 
III. Abstractive Text Summarization ......................................................................... 14 
A. Related Work ...................................................................................... 14 
1. Sequence-to-Sequence Abstractive Text Summarization .............. 14 
2. Pointer-Generator Mechanism ....................................................... 16 
3. Reinforcement Learning for Text Generation ................................ 17 
4. Hierarchical Reinforcement Learning ............................................ 18 
B. Reinforcement Learning ...................................................................... 19 
C. Hierarchical Reinforcement Learning ................................................. 21 
D. Proposed Approach ............................................................................. 23 
1. Sequence-to-Sequence Attention Model ........................................ 24 
2. Concept-level Policy Network ....................................................... 26 
3. Surface-level Policy Network ........................................................ 26 
  viii 
4. Learning Objective ......................................................................... 27 
5. Learning Algorithm ....................................................................... 30 
IV. Experimental Evaluation ..................................................................................... 33 
A. Datasets ............................................................................................... 33 
1. CNN/Daily Mail ............................................................................. 33 
2. WikiHow ........................................................................................ 34 
B. Evaluated Systems  .............................................................................. 34 
1. TextRank Extractive System .......................................................... 34 
2. Sequence-to-sequence Model with Attention ................................ 34 
3. Pointer-Generator Abstractive System .......................................... 35 
4. Pointer-Generator with Coverage Abstractive System .................. 35 
5. Lead-3 baseline .............................................................................. 35 
6. Reinforcement Learning Baseline .................................................. 35 
7. Hierarchical Reinforcement Learning Agent ................................. 35 
C. Experimental Settings ......................................................................... 35 
C. Results ................................................................................................. 37 
1. Quantitative Results ....................................................................... 37 
2. Qualitative Results ......................................................................... 39 
V. Conclusion ............................................................................................................ 42 
References .................................................................................................................. 44 
  
  ix 
LIST OF FIGURES 
 
Figure 1.  Inverted Pyramid writing style .................................................................... 8 
Figure 2. An example of our new dataset .................................................................. 10 
Figure 3. The Uniqueness of n-grams in CNN/Daily mail and WikiHow datasets ... 12 
Figure 4: Sequence-to-sequence model with attention mechanism ........................... 15 
Figure 5: The pointer generator mechanism .............................................................. 17 
Figure 6: Sequence-to-sequence model with reinforced training .............................. 18 
Figure 7: Reinforcement learning framework ............................................................ 20 
Figure 8: Hierarchical reinforcement learning ........................................................... 22 
Figure 9: Overview of the hierarchical reinforced summarization agent. ................. 23 
Figure 10: Overview of the attention model. ............................................................. 25 
 
  
  x 
LIST OF TABLES 
 
Table 1. The WikiHow datasets statistics .................................................................. 11 
Table 2. Compression ratio of WikiHow and CNN/Daily mail datasets ................... 13 
Table 3: The experimental settings ............................................................................ 36 
Table 4: The ROUGE-F-1 and METEOR scores of different methods ..................... 38 
Table 5: Sample output from multiple summarization systems ................................. 41 
  1 
I. Introduction 
Summarization is the process of generating a shorter version of a piece of text while 
preserving important context information. Text summarization allows readers to efficiently 
absorb text information by aggregating the most important ideas across a set of sentences.  
Traditionally, there are two main types of summarization: extractive summarization [1-4] 
and abstractive summarization [5-7]. Extractive summarization identifies and ranks the 
important sentences of the text and sentences with the highest ranks form the summary. While 
abstractive summarization generates novel sentences like what a human author does.  
The extractive methods are more successful in generating grammatically correct sentences 
since they simply copy parts of the original text. In contrast, abstractive methods attempt to 
generate novel phrases and sentences which resemble human-written summaries. Abstractive 
summarization is harder since the generated summaries also need to be syntactically and 
semantically coherent along with their relevance to the original articles. Therefore, due to the 
difficulty of the abstractive approaches, most of the existing summarization methods are 
extractive. 
Sequence-to-sequence neural networks have recently obtained significant performance 
improvement on abstractive summarization [6,7]. However, some issues still exist: there are 
a lot of repetitions in the final summary; incorrect factual statements might be generated, and 
rare words or the out of vocabulary words cannot be handled properly. There have been recent 
attempts such as CopyNet [8] and pointer-generator mechanism [9,10] that learn to copy from 
the source article. For example, pointer-generator mechanism utilizes a switch between 
generating a word from the vocabulary or copying the exact word from the article. 
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Recent work by [9,11] trains the pointer-generator network to only copy words from the 
out-of-vocabulary words, however the pointer-generator network [10] allows the model to 
make its decision on generating or pointing regardless of the existence of the words in the 
vocabulary at each time step.  
Most of the state-of-the-art methods [9,10] optimize log-likelihoods over hidden context 
and decoder input alignments. Maximizing log-likelihood is not always able to produce good 
results [11,12]. The reason is that while there is only one reference summary for each example, 
we can still have multiple valid summaries with words arranged in different orders. Another 
issue is that there is no immediate task-related feedback on the quality of generation 
probability estimation at each time step. 
There have been a few attempts to use reinforced training in sequence generation [12,13] 
and a very recent attempt [11] applying similar ideas to the summarization task. They directly 
optimize ROUGE-L score for word generation during training and to avoid repetition they 
only force the decoder not to generate a repetitive trigram at test time.  
However, text summarization consists of different subtasks and instead of using a reward 
for optimizing the whole model, we can divide the task into its subtasks and use different 
rewards at different time granularities to optimize decisions of the model. We propose an HRL 
agent [14], a novel, hierarchical reinforced model that optimizes its decision in two levels by 
comparing the generated summary with the reference summary in form of the ROUGE [15] 
score and taking into account a penalty for generating repetitive chunks. Our system mainly 
consists of a concept-level policy, a surface-level policy, and an internal critic. The concept-
level policy operates at a higher level and decides a sub-goal (to point or to generate), while 
the surface-level policy performs the primitive actions (selecting words) following the sub-
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goal. The internal critic calculates a uniqueness ratio of the generated chunks (seen as the 
intrinsic reward) to help train the surface-level policy, relieving the repetition issue. The 
extrinsic reward (ROUGE score) is employed to train both the concept-level and surface-level 
policies.   
The high-level policy decides on the non-repetitive generation sub-goal, either by using 
predefined vocabulary or by pointing to a specific part of the original article. Later, the low-
level policy chooses primitive actions (selecting words) by following the goal specified by the 
high-level policy. The intrinsic reward (the ROUGE score of the generated sequence) 
provided by the internal critic, helps train the low-level agent to better fulfill the sub-goal, 
while the extrinsic reward (the ROUGE score of the generated sequence along with 
uniqueness ratio) will guide the high-level goal exploration.  Optimizing the ROUGE score 
enables the model to generate words which may not be in the exact order as the reference 
summary but are still able to generate a valid summary especially for longer sequences. 
Aside from improving summarization techniques and methods, the existence of large-
scale datasets is the key to the success of these models. Moreover, the length of the articles 
and the diversity in their styles can create more complications. 
Almost all existing summarization datasets such as DUC [16] Gigaword [17], New York 
Times [18] and CNN/Daily Mail [9] consist of news articles. The news articles have their own 
specific styles and therefore the systems trained on only news may not be generalized well. 
On the other hand, the existing datasets may not be large enough (DUC) to train a sequence-
to-sequence model, the summaries may be limited to only headlines (Gigaword), they may be 
more useful as an extractive summarization dataset (New York Times) and their abstraction 
level might be limited (CNN/Daily mail). 
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To overcome the issues of the existing datasets, we also present a new large-scale dataset 
called WikiHow [19] using the online WikiHow1 knowledge base. It contains articles about 
various topics written in different styles making them different from existing news datasets. 
Each article consists of multiple paragraphs and each paragraph starts with a sentence 
summarizing it. By merging the paragraphs to form the article and the paragraph outlines to 
form the summary, the resulting version of the dataset contains more than 200,000 long-
sequence pairs. Moreover, each paragraph and its outline can form pairs for short summary 
generation tasks. We then present two features to show how abstractive our dataset is. Finally, 
we analyze the performance of some of the existing extractive and abstractive systems on 
WikiHow as benchmarks for further studies. 
The contributions of this work are two-fold:   
1. We introduce a large-scale, diverse dataset with various writing styles called 
WikiHow, convenient for long-sequence text summarization and evaluate the 
performance of the existing systems to create benchmarks and understand the 
challenges better 
2. We propose a novel hierarchical reinforcement model to improve the summary 
generation process by maximizing the ROGUE score and uniqueness ratio and our 
experimental results show that this method improves over the previous state-of-the-art 
methods in terms of ROUGE and METEOR scores.  
                                                
1 http://www.wikihow.com/ 
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In the following sections, we initially introduce our WikiHow dataset. Different aspects of 
this dataset compared to existing datasets along with its unique features and the construction 
methodology is described. 
Next, we propose our hierarchical reinforced summarization agent to overcome some of the 
existing issues in summarization. Reinforcement learning and hierarchical reinforcement 
learning are described as preliminaries and our method is proposed on top of them. Finally, to 
set benchmarks for our new dataset and show the superiority of our proposed method, multiple 
baselines are implemented and the results are provided. The thesis will be concluded by some 
future directives. 
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II. WikiHow Dataset 
We present WikiHow [19], a new large-scale summarization dataset consisting of diverse 
articles specifying the steps of doing a task form WikiHow knowledge base. The WikiHow 
features discussed in this chapter can create new challenges to the summarization systems. 
We hope that the new dataset can attract researchers’ attention as a choice to evaluate their 
systems. 
To show the superiority of the newly proposed dataset, we initially need to have a look 
over the existing datasets and figure out the existing advantages and disadvantages of them. 
There have been multiple datasets used over the years both by extractive and abstractive 
systems. We will start this chapter by reviewing the existing datasets which later lead us to 
introduce the new WikiHow dataset and its unique features. 
A. Existing Datasets 
There are several datasets used to evaluate the summarization systems. We briefly 
describe the properties of these datasets as follows. 
DUC: The Document Understanding Conference dataset [16] contains 500 news articles 
and their summaries capped at 75 bytes. The summaries are written by human authors and 
there exists more than one summary per article which is its major advantage over other 
existing datasets. Having only one reference summary is highly restrictive for evaluating 
methods by discrete metrics such as ROUGE [15]. The reason is that while there is one piece 
of text, it can be summarized into multiple acceptable ways.  
The DUC dataset cannot be used for training models with large number of parameters 
since the number of existing samples are limited (only 500 pairs) and therefore is used along 
with other datasets [4,6].  
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Gigaword: Another collection of news articles used for summarization is Gigaword [17]. 
The original articles in the dataset do not have summaries paired with them. However, some 
prior work [6,7] used a subset of this dataset and constructed pairs of summaries by using the 
first line of the article and its headline. The average length of the article and summary pairs 
are around 15 and 10 tokens, making the dataset suitable only for short text summarization 
tasks. 
New York Times: The New York Times (NYT) dataset [18] is a large collection of 
articles published between 1996 and 2007. The features of the articles and their summaries 
pairs are best convenient for extractive summarization systems. While this dataset has been 
mainly used for extractive systems [20,21] and Paulus.et.al. [11] are the first to evaluate their 
abstractive system using NYT. 
CNN/Daily Mail: This dataset consists of online CNN and Daily Mail news articles and 
is mainly used in recent summarization papers [4,9,10].  It was originally developed for 
question/answering systems. The highlights associated with each article are concatenated to 
form the summary. Two versions of this dataset depending on the preprocessing exist. In the 
original version of the dataset, the named entities are anonymized. Authors in [4] have used 
the entity anonymization to create the anonymized version of the dataset and used it for 
summarization. The second version of the dataset replaces the anonymized entities with their 
actual values and create the non-anonymized version. See et al. [10] uses this version of the 
dataset to evaluate the performance of their proposed method. 
NEWSROOM: This corpus [22] is the most recent large-scale dataset introduced for text 
summarization. It consists of diverse summaries combining abstractive and extractive 
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strategies yet it is another news dataset and the average length of summaries are limited to 
26.7. 
B. WikiHow Dataset 
The existing summarization datasets, consist of news articles. These articles are written 
by journalists and follow the journalistic style. The journalists usually follow the Inverted 
Pyramid style [23] (depicted in Figure 1) to prioritize and structure a text by starting with 
mentioning the most important, interesting or attention-grabbing elements of a story in the 
opening paragraphs and later adding details and any background information.  
 
 
 
 
 
The Lead
The most important information about an event
Who? What? Where? When? Why? How?
The Body
The crucial information expanding the topic
Argument, Controversy, Story, Evidence, 
Background details 
The Tail
Extra information 
Interesting, related 
items.
Journalist
Assessment
Figure 1. Inverted Pyramid writing style. The first few sentences of news 
articles contain the important information making Lead-3 baselines 
outperforming most of the systems. 
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This writing style might be the cause why lead-3 baselines (where the first three sentences 
are selected to form the summary) usually score higher compared to the existing 
summarization systems.  
We introduce a new dataset called WikiHow, obtained from WikiHow data dump. This 
dataset contains articles written by ordinary people, not journalists, describing the steps of 
doing a task throughout the text. Therefore, the Inverted Pyramid does not apply to it as all 
parts of the text can be of similar importance. 
 
1. WikiHow Knowledge Base 
The WikiHow knowledge base contains online articles describing a procedural task about 
various topics (from arts and entertainment to computers and electronics) with multiple 
methods or steps and new articles are added to it regularly. Each article consists of a title 
starting with ``How to'' and a short description of the article. There are two types of articles: 
the first type of articles describes single-method tasks in different steps, while the second type 
of articles represents multiple steps of different methods for a task. Each step description starts 
with a bold line summarizing that step and is followed by a more detailed explanation. A 
truncated example of a WikiHow article and how the data pairs are constructed is shown in 
Figure 2. 
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2. Data Extraction and Dataset Construction 
We made use of the python Scrapy2 library to write a crawler to get the data from the 
WikiHow website. The articles classified into 20 different categories cover a wide range of 
topics. Our crawler was able to obtain 142,783 unique articles (some containing more than 
one method) at the time of crawling (new articles are added regularly).  
To prepare the data for the summarization task, each method (if any) described in the 
article is considered as a separate article. To generate the reference summaries, bold lines 
representing the summary of the steps are extracted and concatenated. The remaining parts of 
the steps (the detailed descriptions) are also concatenated to form the source article. After this 
step, 230,843 articles and reference summaries are generated.  
                                                
2 https://scrapy.org 
Figure 2. An example of our new dataset: WikiHow summary dataset, which 
includes +200K summaries. The bold lines summarizing the paragraph (shown in 
red boxes) are extracted and form the summary. The detailed descriptions of each 
step (except the bold lines) will form the article. Note that the articles and the 
summaries are truncated and the presented texts are not in their actual lengths. 
Wait for a full load of clothing before running a washing machine. Washing machines take up a lot of water
and electricity, so running a cycle for a couple of articles of clothing is inefficient. Hold off on laundry until you
can fill the machine.
Turn off the water when you’re not using it. Avoid letting the water run while you’re brushing your teeth or
shaving. Keep your hoses and faucets turned off as much as possible. When you need them, use them sparingly.
Take quicker showers to conserve water. One easy way to conserve water is to cut down on your shower time.
Practice cutting your showers down to 10 minutes, then 7, then 5. Challenge yourself to take a shorter shower
every day.
Select biodegradable cleaning products. Any chemicals you use in your home end up back in the water supply.
Choose natural soaps or create your own cleaning and disinfecting agents out of vinegar, baking soda, lemon
juice, and other natural products. These products have far less of a negative impact if they reach a river.
Choose recycled products instead of new ones. New products take way more water to make than recycled
products. Reuse what you already own when possible. If you need to buy something, opt for products made out
of recycled paper or other reused material.
…
…
One easy way to conserve water is to cut down on your shower time. Practice cutting your showers
down to 10 minutes, then 7, then 5. Challenge yourself to take a shorter shower every day. Washing
machines take up a lot of water and electricity, so running a cycle for a couple of articles of clothing is
inefficient. Hold off on laundry until you can fill the machine. Avoid letting the water run while you’re
brushing your teeth or shaving. Keep your hoses and faucets turned off as much as possible. When you
need them, use them sparingly.
…
Take quicker showers to conserve water. Wait for a full load of clothing before running a washing
machine. Turn off the water when you’re not using it.
…
Article	2:
Article	1:
Summary	1:
Summary	2:
Select biodegradable cleaning products. Choose recycled products instead of new ones.
…
Reducing	Your	Water	Usage
Using	River-Friendly	Products
Method	1
Method	2 Any chemicals you use in your home end up back in the water supply. Choose natural soaps or createyour own cleaning and disinfecting agents out of vinegar, baking soda, lemon juice, and other natural
products. These products have far less of a negative impact if they reach a river. New products take way
more water to make than recycled products. Reuse what you already own when possible. If you need to
buy something, opt for products made out of recycled paper or other reused material.
….
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There are some articles with only the bold lines i.e. there is no more explanation for the 
steps, so they cannot be used for the summarization task. To filter out these articles, we used 
a size threshold so that pairs with summaries longer than the article size will be removed. The 
final dataset is made of 204,004 articles and their summaries. The statistics of the dataset are 
shown in Table 1.  
 
Dataset Size 230,843 
Average Article Length 579.8 
Average Summary Length 62.1 
Vocabulary Size 556,461 
 
C. WikiHow Properties 
The large scale of the WikiHow dataset by having more than 230,000 pairs, and its average 
article and summary lengths makes it a better choice compared to DUC and Gigaword corpus. 
We also define two metrics to represent the abstraction level of WikiHow by comparing 
it with CNN/Daily mail known as one of the most abstractive and common datasets in recent 
summarization papers [4,9,10,11]. 
1. Level of Abstraction 
Abstraction of the dataset is measured by calculating the unique n-grams in the reference 
summary which are not in the article. The comparison is shown in Figure 3. Except for 
common unigrams, bi-grams, and trigrams between the articles, and the summaries, no other 
Table 1. The WikiHow datasets statistics. 
  12 
common n-grams exist in the WikiHow pairs. The higher level of abstraction creates new 
challenges for the summarization systems as they must be more creative in generating more 
novel summaries. 
 
 
2. Compression Ratio 
We define the compression ratio to characterize the summarization. We first calculate the 
average length of sentences for both the articles and the summaries. The compression ratio is 
then defined as the ratio between the average length of sentences and the average length of 
summaries. The higher the compression ratio, the more difficult the summarization task, as it 
needs to capture higher levels of abstraction and semantics.  Table 2 shows the results for 
WikiHow and CNN/Daily Mail. The higher compression ratio of WikiHow shows the need 
for higher levels of abstraction. 
Figure 3. The Uniqueness of n-grams in CNN/Daily mail and WikiHow datasets. 
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Dataset WikiHow  CNN/Daily Mail 
Article Sentence Length 100.68 118.73 
Summary Sentence Length 42.27 82.63 
Compression Ratio 2.38 1.44 
 
  
Table 2. Compression ratio of WikiHow and CNN/Daily mail datasets. The 
represented article and summary lengths are the mean over all sentences. 
  14 
III. Abstractive Text Summarization 
In general, text summarization can be categorized into extractive summarization [1-4,9] 
and abstractive summarization [5-7]. While extractive summarization might provide 
summaries that have fewer grammar errors, it is primarily limited to the reusing of human 
written sentences with information retrieval, clustering, or re-ranking approaches [24].  
In this work, we focus on improving abstractive methods, because of their ability to 
generate novel sentences. Knowing what the existing summarization systems are able to offer 
and what issues they are facing can help future design decisions made much more wisely. In 
the following sections, we will look at the existing generation systems and inspect the pros 
and cons of them. Next, the preliminaries of the proposed method are described and finally, 
the hierarchical reinforced summarization agent is described in detail. 
A. Related Work 
1. Sequence-to-sequence abstractive summarization 
The overall architecture of sequence-to-sequence models with attention mechanism is 
shown in Figure 4. 
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Figure 4: Sequence-to-sequence model with attention mechanism 
 
A sequence-to-sequence model consists of an encoder and a decoder. The encoder is 
responsible for reading the input tokens. The input tokens represented by their vectors known 
as word embeddings are read and fed into a bi-directional LSTM to generate the encoder 
hidden states. The decoder receives the final encoder state and feeds it along with its input to 
a uni-directional LSTM to generate the decoder hidden state for the given time step. To help 
decoder generate the correct outputs, the distribution over the input tokens known as attention 
is calculated. Next, the context vector, the weighted average of attention weights is calculated 
and the decoder uses this weight to generate the final distribution over all the words in the 
vocabulary. Finally, the word with maximum probability is selected as the output of that time 
step.  
Our work is clearly aligned with recent studies on sequence-to-sequence models [25] for 
abstractive summarization. A neural attention-based abstractive summarization model [6] for 
headline generation inspired by [26] on short texts (one or two sentences) is one of the earliest 
attempts to use neural networks to beat the performance of the existing traditional 
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summarization models. The work done by Chopra et al. [7] is the extension of [6] which 
computes the conditional probabilities of next words using a recurrent decoder improving the 
results on short text summary generation. An attentional encoder-decoder recurrent neural 
networks for abstractive summarization is introduced by [9]. They also introduce a new 
dataset consisting of multi-sentence articles and summaries of on-line CNN and Daily Mail 
articles originally developed for question-answering systems [27] Their results also provided 
the benchmarks for later studies. A neural sequence model using hierarchical RNNs for 
extractive text summarization [4] which is also evaluated on CNN/Daily Mail dataset also 
showed promising results.  
 
2. Pointer-generator mechanism 
A major issue with sequence-to-sequence models is that there is no guarantee about the 
grammar and semantic coherence of the decoder output, and in reality, the generated sequence 
may be repetitive and not readable. Some recent attempts to address this issue include 
CopyNet [8], which learns to copy words and phrases from the input sequence. Pointer-
generator mechanism is another recent attempt, which operates as a switch between 
abstractive and extractive summarization features.  
The pointer network [28] uses attention as a pointer to select a member of the input 
sequence for the output. [9] also use this mechanism to produce rare out of vocabulary words 
and named entities. The same mechanism for OOVs on summarization and machine 
translation tasks is used by [29] which improves the performance on multiple datasets. 
However, See et al. [10] train the model not only to be activated for OOVs but to freely 
select between pointing to word in input sequence or generating a novel word from vocabulary 
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as shown in Figure 5. At each time step, the decoder has to make a decision whether it is better 
to point to a token in the input sequence or generate a novel word from the predefined 
vocabulary. 
 
Figure 5: The pointer generator mechanism 
 
Their results showed improvements over the existing pointer-generator models but the 
model tends to point more than to generate. 
3. Reinforcement learning for text generation 
Cross-entropy optimization using ground truth words causes exposure bias. This problem 
happens because during training the model has access to the actual sequence words, however 
at test time there is no such supervision and the model has to make use of its own predictions. 
To overcome the exposure bias, and optimizing at sequence level rather than word level, [12] 
and [17] trained sequence generation models using discrete metrics such as ROUGE and 
BLEU in a reinforced fashion. The most recent summarization work of Paulus et al. [11] also 
applies REINFORCE to abstractive summarization, using similar ideas. 
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These methods use the same architecture but with two main differences shown in Figure 
6.  
 
Figure 6: Sequence-to-sequence model with reinforce training 
 
As shown in Figure 6, at each decoder time step, instead of selecting the word with 
maximum probability, a sampler selects a word from the vocabulary distribution. It is worth 
mentioning that the distribution is over both the words in the vocabulary (shown in blue) and 
over the words in the input article (shown in green). Moreover, to reduce the effect of exposure 
bias, the output of the previous time step is fed as the input of the next time step. 
 
4. Hierarchical reinforcement learning 
Hierarchical reinforcement learning (HRL) has shown significant improvements on Atari 
games [30,31]. There are two different policies in the typical HRL settings: a high-level policy 
that operates at the higher resolution to set sub-goals, and a low-level policy that performs 
primitive actions at the lower resolution to achieve the sub-goal from the high-level policy. 
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An internal critic is usually employed to control whether the low-level policy has achieved 
the sub-goal. Recently, some attempts have been done to apply HRL for practical applications. 
[32] proposes a composite task-completion dialogue agent to handle the complex 
dynamics in dialogue systems, and [33] invents an HRL framework for video captioning 
which generates the semantic descriptions for videos phrase by phrase. 
Our work is similar to that of [10] since we do not restrict the pointer-generator function 
solely to named-entities and OOVs and we let the model make its own decisions. But it is 
different from their work since it only maximizes the log-likelihood and uses a coverage 
mechanism to take into account the parts of the text which are already covered and therefore 
reduces repetition in the final generated summary. We use the hierarchical reinforcement 
framework with discrete metrics and calculate the reward in two levels making it different 
from the work by [11] which only use reinforcement learning. 
B. Reinforcement Learning 
Reinforcement Learning (RL) is a general-purpose framework for decision making, as 
depicted in Figure 7.  
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Figure 7: Reinforcement learning framework 
 
On each step of interaction, the agent receives as input, some indication of the current 
state, s, of the environment; the agent then chooses an action, a, to generate an output. The 
action changes the state of the environment, and the value of this state transition is 
communicated to the agent through a scalar reinforcement signal, r. The agent’s behavior 
should choose actions that tend to increase the long-run sum of values of the reinforcement 
signal. It can learn to do this over time by systematic trial and error, guided by a wide variety 
of algorithms. 
Reinforcement learning can be understood using the concepts of agents, environments, 
states, actions, and rewards, all of which we’ll explain below. 
 
• Agent: An agent takes actions;  
• Action (A): A is the set of all possible moves the agent can make.  
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• Environment: The world through which the agent moves. The environment takes the 
agent’s current state and action as input, and returns as output the agent’s reward and 
next state. 
• State (S): A state is a concrete and immediate situation in which the agent finds itself; 
i.e. a specific place and moment. It can be the current situation returned by the 
environment or any future situation.  
• Reward (R): A reward is the feedback by which we measure the success or failure of 
an agent’s actions. From any given state, an agent sends output in the form of actions 
to the environment, and the environment returns the agent’s new state (which resulted 
from acting on the previous state) as well as rewards if there are any. Rewards can be 
immediate or delayed. They effectively evaluate the agent’s action. 
• Policy (π): The policy is the strategy that the agent employs to determine the next 
action based on the current state. It maps states to actions, the actions that promise the 
highest reward. 
• Trajectory: A sequence of states and actions that influence those states. 
 
C. Hierarchical Reinforcement Learning 
Hierarchical reinforcement learning uses the same ideas as reinforcement learning in a 
hierarchical fashion.  The idea of hierarchical reinforcement learning is to break one big task 
into multiple subtasks. Therefore, to achieve the main goal, multiple sub-goals need to be 
fulfilled.  The overall architecture of such a framework is shown in Figure 8. 
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Figure 8: Hierarchical reinforcement learning 
 
The concept-level policy or the manager is responsible for generating the high-level sub-
goals. It receives the state of the agent and produces a probability over all the existing sub-
goals. Once the sub-goal is selected, the surface-level policy or the worker performs primitive 
actions to fulfill the specified goal given the state of the agent. The surface-level policy takes 
actions until either the sub-goal is achieved or the maximum number of steps is reached. Next, 
the concept-level policy generates the next sub goal. This process continues achieving all sub-
goals to finally fulfill the main goal. 
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D. Proposed Approach 
We propose a method that combines deep reinforcement learning and hierarchical policies 
to learn a composite summarization agent. The overall figure is shown in Figure 9.  
 
 
 
Initially, the encoder receives the tokens (w1, w2, …, wn) of the source article and passes 
them through a Bi-LSTM layer to produce attention distribution and the context vector. The 
hierarchical reinforcement learning (HRL) agent plays the role of the decoder. It receives the 
context from the encoder and the concept-level policy generates the goal distribution πg over 
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g ∈ G (set of all possible sub-goals) for the next time step using the context and the states 
from the environment.  
The concept-level policy asks the surface-level policy to produce the next chunk by either 
pointing to a part of source article or using the vocabulary. The surface-level policy receives 
the goal and generates words to accomplish its task. The internal critic receives the generated 
chunk and calculates the intrinsic reward to guide the surface-level policy performance. The 
extrinsic reward is also calculated and helps the concept-level policy to optimize its goal 
generation. The process continues until either the EOS token is generated or the decoder 
reaches its maximum length. 
1. Sequence-to-sequence attention model 
The baseline sequence to sequence attention model shown in Figure 10 is similar to that 
of [9].  
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The encoder which is a single-layer bidirectional LSTM generates the hidden states hi for 
each article’s token and the HRL agent generates state st at each decoder time step. The 
attention distribution which is a mechanism to help decoder produce summary words by 
knowing where to look at is a distribution over the source article's words and is calculated as 
follows: 
at = SoftMax (wh * hi + ws * st + ba) 
 
where wh and ws and the ba are learned at training time. A new vector called context vector ct 
is calculated for each decoder time step as well. The context vector is the sum of the encoder 
hidden states hi of input tokens multiplied by the attention at at each time step.  
 
Figure 10: Overview of the attention model 
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ct = 𝑎"#ℎ""  
 
2. Concept-level policy network 
The concept-level policy is responsible for deciding on high-level goals for the surface-
level agent to perform. This network concatenates the context vector ct, decoder state st and 
decoder input dt at each time step to form the current state. The output of the network is the 
probability distribution over high-level goals and is calculated as follows: 
 
Pgoal = SoftMax (wg * (st + ct + dt) + bg) 
 
In our summarization framework, the concept-level policy represents the pointer-
generator mechanism and the goals are either generate using predefined vocabulary or point 
using the attention distribution over source article words. 
3. Surface-level policy network 
When the high-level goal is generated, the surface-level policy performs primitive actions 
to fulfill the specified goal. This network receives the goal and along with its own state, 
outputs the probability distribution over all possible actions from the action space after a series 
of computation. The vocabulary distribution is initially calculated: 
 
Pv = SoftMax (w'v * (wv  * (st + ct) + b1)+b2) 
 
Where st and ct are the decoder hidden state and the context vector respectively. 
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Later, the final distribution over actions is computed based on both the goal specified 
earlier and the vocabulary distribution as follows: 
 
Paction =  Pgoal_0 * Pvocab + Pgoal_1 * 𝑎"#":&'(&  
 
The action space at each time step is the total number of words in vocabulary and the 
words in the original document.   
 
4. Learning objective 
At each time step, the surface-level summarization policy π(a) selects an action at ∈ V 
(vocabulary) conditioned on the goal gt specified by the concept-level policy. The scalar 
intrinsic reward Ri is calculated. The process continues until either the EOS token is generated 
or the maximum length is reached. The surface-level policy minimizes the following loss 
function: 
 
L(θs) = -E a ~ π(a|s, g, θ) [Ri(a)] 
 
where a is the primitive action to fulfill the concept-level specified sub-goal for the current 
time step, s is the state and θs are the parameters of the surface-level network. 
Since the defined loss function is based on discrete value reward and therefore non-
differentiable, REINFORCE [34] algorithm is used to calculate its gradients. Therefore, the 
gradients of the above loss function are calculated as follows: 
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 ∇θ+L+ = − 𝐸+~1 2 [∇θ+ log 𝜋 𝑎 𝑅"]	 
≈	−	1𝑇	 [∇θ+ log 𝜋 𝑎#2	∈? 𝑅",#]	A#  
The above estimation of the gradient has high variance. There are different ways to reduce 
this variance and speed up the convergence. One common way to reduce the variance of the 
gradient calculated by REINFORCE algorithm is subtracting a baseline value bs from the 
reward Ri. Therefore, the gradient becomes: 
 
∇θ+L+ = 	−	1𝑇	 [∇θ+ log 𝜋 𝑎#2	∈? 𝑅",# − 	𝑏#+]	A#  
  
To obtain the value b, (b = wb * st + bbase) is used where st is the decoder state and values 
wb and the bias (θbase) are learned by minimizing the squared mean error as follows: 
 
Lbaseline = (Ri(a)-bs)2 
 
The concept-level policy is trained by the extrinsic reward to better guide the surface-level 
policy to achieve its goals. The loss function for the concept-level agent to minimize is the 
negative expected extrinsic reward under the distribution defined by the generation policy: 
 
L(θc}) = -Eg ~ π(g | s, θ) [Re(g)] 
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where g is the selected goal for the current time step, s is the state and θc are the 
parameters of the concept-level network. 
The gradient to optimize the parameters of the concept-level summarization policy is: 
 ∇θCLC = − 𝐸D~1 D|+,FG [∇θC log 𝜋 𝑔 𝑅I]	 
≈	−	1𝑇	 [∇θC log 𝜋 𝑔#D	∈J 𝑅I,#]	A#  
 
The final gradients for the concept-level policy after adding a baseline estimator to reduce 
the variance will yield: 
 
∇θCLC = 	−	1𝑇	 [∇θC log 𝜋 𝑔#D	∈J (𝑅I,# −	𝑏#+L)]	A#  
 
The baseline is a one-layer neural network using the decoder hidden state st and is 
optimized by the squared mean error similar to the equation used for surface-level policy 
baseline. 
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5. Learning algorithm 
The details of the training procedure are shown in Algorithm 1.  
Algorithm 1 Training Procedure 
1 Initialize HRL, NXE, NREINFORCE 
2 for epochs 1 to Ncross-entropy do 
3      Train HRL agent using cross-entropy 
4 End for 
5 for epochs NXE to NREINFORCE do 
6      Select a mini-batch of training pairs 
7      while token != <EOS> or decoder MAX length not reached do 
8           Select a sub-goal g form π (g | s) 
9           Select an action a from π (a | s; g) 
10           Calculate intrinsic-reward Ri 
11           Calculate extrinsic-reward Re 
12            Update the surface-level policy using equation (8) 
13            Update the concept-level policy using equation (12) 
14      End while 
15 End for 
 
The REINFORCE algorithm starts with a random policy and tries to converge to an 
optimal policy. However, in the case of text generation since the action space is very large, 
starting from a random policy almost never converges towards an optimal policy. To 
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overcome this problem, we make use of imitation learning and start with a pre-trained model. 
We let the model to gradually explore and make use of its own predictions. We use the cross-
entropy loss (XE) to train the model initially. After NXE training epochs, the REINFORCE 
algorithm is applied for NREINFORCE epochs, allowing the HRL model to explore among 
possible goals and actions, and thus learn towards better policies.  
Once the cross-entropy optimization is done, the HRL agent will start making use of its 
own explorations and REINFORCE is used to optimize the concept-level and surface-level 
summarization policies.  For each iteration, a random mini-batch of training pairs is selected. 
For each decoding step and for each pair, while the EOS token is not generated, a sub-goal is 
selected by sampling from the goal distribution. Next, based on that goal, a token sampled 
from the actions distribution is generated and is fed as the input to the next decoding step. To 
update the parameters of the surface-level policy, the concept-level policy is kept fixed, the 
intrinsic reward is calculated and the optimization step is performed. The intrinsic reward is 
defined as the ratio of the total number of unique trigrams in the generated sequence by the 
total number of trigrams of the reference summary: 
 
R i = SummaryUniqueTrigramsReferenceUniqueTrigrams 
 
Later, the surface-level policy is fixed and the concept-level policy will be updated by 
calculating the extrinsic reward which is the ROUGE-2 score (better performance compared 
to ROUGE-1 and ROUGE-L) of the generated sequence: 
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R(e) = ROUGE-2(summary) 
 
The reason for using trigrams is that our datasets rarely have the same trigram more than 
once. 
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IV. Experimental Evaluation 
Over the past few sections, we pointed out the issues and challenges that the existing 
summarization systems face. To overcome some of the mentioned problems, we introduced a 
new dataset called WikiHow [19] and a new summarization method, HRL Agent [14], using 
hierarchical reinforcement learning. We implemented multiple extractive and abstractive 
baselines to first, set new benchmarks for WikiHow dataset and second to show that our 
proposed HRL agent is able to outperform the existing state-of-the-art abstractive systems. 
In the following parts, we briefly describe the datasets, baselines and experimental settings 
used for evaluation. Later, the comparison between the proposed method with other baselines 
is performed both quantitatively and qualitatively. 
A. Datasets 
To evaluate the performance of the proposed summarization method and illustrate the 
features of the new dataset, we used both the CNN/Daily Mail and WikiHow datasets. The 
CNN/Daily Mail dataset is one of the most common datasets used for evaluating 
summarization systems. The results on WikiHow dataset are the benchmarks set for the first 
time.  
1. CNN/Daily Mail 
This dataset which is mainly used in recent summarization papers [4,9,10] consists of 
online news articles and was originally developed for question/answering systems. We made 
use of the scripts available by [10]3 to preprocess the CNN/Daily Mail dataset and obtain the 
                                                
3 https://github.com/abisee/pointer-generator 
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same non-anonymized version of the dataset with the actual named entities with 287,113 
training pairs, 13,368 and 11,490 validation and test pairs (about 3.5% of total) respectively. 
2. WikiHow 
Most of the new summarization papers made use of CNN/Daily Mail dataset which was 
originally used for question/answering systems. We also make use of our new proposed 
dataset called WikiHow, obtained from WikiHow data dump for our experiments. The final 
dataset is made of 180,127 articles and their summaries. The validation and test sets have 
6,000 pairs (about 3.5% of total) and the rest is in the training set. This new dataset contains 
longer articles and summaries and its summaries are more abstractive compared to the 
CNN/Daily Mail dataset. 
B. Evaluated Systems 
Multiple extractive and abstractive systems are implemented and used for evaluation. The 
purpose of some of the implemented baselines is to merely set benchmarks for the WikiHow 
dataset. Below we will briefly introduce the implemented summarization systems used for 
evaluations. 
1. TextRank Extractive system 
An extractive summarization system [35,36] using a graph-based ranking method to select 
sentences from the article and form the summary.  
2. Sequence-to-sequence Model with Attention 
A baseline system applied by Chopra et al. [7] and Nallapati et al. [9] to abstractive 
summarization task to generate summaries using the predefined vocabulary. This baseline is 
not able to handle Out of Vocabulary words (OOVs). 
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3. Pointer-generator abstractive system 
A pointer-generator mechanism (See et al. [10]) allowing the model to freely switch 
between copying a word from the input sequence or generating a word from the predefined 
vocabulary.  
4. Pointer-generator with coverage abstractive system 
The pointer-generator baseline with added coverage loss (See et al. [10]) to reduce the 
repetition in the final generated summary.  
5. Lead-3 baseline  
A baseline selecting the first three sentences of the article to form the summary. This 
baseline cannot be directly used for the WikiHow dataset as the first 3 sentences of each article 
only describe a small portion of the whole article. We created the Lead-3 baseline by 
extracting the first sentence of each paragraph and concatenated them to create the summary. 
6. Reinforcement Learning Baseline (RL) 
To show the improvements made by hierarchical reinforcement learning, we also 
implemented the reinforcement learning baseline. This baseline directly optimizes ROUGE 
score in one level. 
7. Hierarchical Reinforcement Learning Agent (HRL) 
The final implemented system is the proposed HRL agent. This method optimizes the 
discrete ROUGE metric in one level and the uniqueness ratio in another level, trying to 
generate better summaries in a hierarchical fashion. 
C. Experimental Settings 
The encoder is limited to 400 tokens and articles with more than 400 tokens are truncated 
and the decoder is limited to produce 100 token summaries (Larger thresholds must be 
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selected for WikiHow dataset but we skip this for simplicity). All hidden layers are of size 
256. The word embeddings are 128 dimensional and are learned in the training process. A 50k 
vocabulary size is used. Increasing the size of vocabulary does not make significant 
improvements in performance but rather increase the training time.   
The summarization model is trained using cross-entropy with a batch size of 16, Adagrad 
optimizer with learning rate 0.01 and gradient clipping with a maximum gradient norm of 2 
and all the parameters are tuned on the validation set. When there is no significant 
improvement of the model on the validation set, the cross-entropy optimization is disabled 
and REINFORCE uses the intrinsic and extrinsic rewards to optimize the HRL summarization 
agent with the learning rate of 0.001. Similar to the previous phase, the training is done for 
some epochs until there is no significant improvement on the validation set. During the test 
time, the summaries are generated using beam search decoding with beam size 4. The 
summary of the settings used during evaluations is represented in Table 3. 
 
Encoder length 400 Batch size 16 
Decoder length 100 Optimizer Adam 
Hidden dimension 256 learning rate 0.01 
Embeddings dimension 128 Beam size 4 
 
 
 
Table 3: The experimental settings 
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D. Results 
To illustrate the performance of the proposed method, numerical evaluation and 
qualitative analysis of the results is performed. First, the performance of the implemented 
baselines is evaluated in terms of two known discrete metrics ROUGE and METEOR. 
ROUGE score is based on counting the number of exact common n-grans between the 
reference summary and the automatically generated summary by summarization system. Due 
to the dependence on the exact matches, this metric is not able to count for synonyms and 
paraphrases, thus reducing the flexibility of evaluations. The METEOR metric first tries to 
find alignments between the words in reference and generated summaries and then counts the 
number of aligned words. This metric has also the ability to consider synonyms, paraphrases, 
and word stems. 
The qualitative results try to look at the underlying causes of such differences in the 
performance of different systems along with the overall quality of the generated summaries 
by presenting some sample outputs. 
 
1. Quantitative Results 
The results of our HRL summarization model on our new dataset, the WikiHow and the 
CNN/Daily Mail (non-anonymized version) are shown in Table 4.  
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Model 
CNN/Daily Mail  WikiHow  
ROUGE METEOR ROUGE METEOR 
1 2 L exact 1 2 L exact 
TextRank [35] 35.23 13.90 31.48 18.03 27.56 7.41 25.51 12.92 
Seq-to-seq+attention [7] 31.33 11.81 28.53 12.03 22.04 6.27 20.87 10.06 
Pointer-generator [10] 36.44 15.66 33.42 15.35 27.30 9.10 25.65 9.70 
Pointer-generator+coverage [10] 39.53 17.28 36.38 17.32 28.53 9.23 26.54 10.56 
RL baseline  40.03 17.42 36.47 17.85 29.25 10.05 26.92 10.94 
HRL agent [14] 40.40 17.82 36.75 18.60 30.20 10.58 28.15 12.21 
Lead-3 baseline  40.34 17.70 36.57 20.48 26.00 7.24 24.25 12.85 
 
We used the Pyrouge package4 to report the F1 score for ROUGE-1, ROUGE-2 and 
ROUGE-L and the METEOR5 to evaluate our method. We also implemented the 
reinforcement learning (RL) baseline and report the lead-3 baselines (first three sentences of 
the article as a summary) and pointer-generator network [10] to compare with our results. As 
it can be seen from the results, our HRL agent obtains higher ROUGE and METEOR scores 
than the existing abstractive baselines. The coverage mechanism of [10] performs better on 
the CNN/daily mail dataset in comparison to the WikiHow dataset. The METEOR score boost 
of the RL and HRL is more compared to the ROUGE score boost. The better performance of 
the HRL compared to the baseline RL shows the improvement this framework can result. We 
also reported the lead-3 for WikiHow. As stated earlier, each of summary sentences in this 
                                                
4 https://pypi.python.org/pypi/pyrouge/0.1.3 
5 www.cs.cmu.edu/~alavie/METEOR 
Table 4: The ROUGE-F-1 and METEOR scores of different methods on non-
anonymized version of CNN/Daily Mail dataset and WikiHow dataset. The ROUGE 
scores are given by the 95% confidence interval of at most ±0:25 in the official 
ROUGE script. 
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dataset gives the gist of one or a few paragraphs of the original article, so we concatenated the 
first sentences of each paragraph to form the Lead-n baseline. 
As it can be seen, the summarization systems perform a lot better on CNN/Daily mail 
compared to the WikiHow dataset with lead-3 outperforming other baselines due to the news 
inverted pyramid writing style described earlier. On the other hand, the poor performance of 
lead-3 on WikiHow shows the different writing styles in its articles. Moreover, all baselines 
perform about 10 ROUGE scores better on the CNN/Daily mail compared to the WikiHow. 
This difference suggests new features and aspects inherent in the new dataset which can be 
used to further improve the summarization systems. 
 
2. Qualitative Results 
Abstractive summarization methods do not generate the reference summary as is but 
generate summaries which convey the general idea of each text by using different words 
combination and order. This shows that metrics based on exact matches have their own 
shortcomings and are not able to fully evaluate the results of an abstractive summarization 
model. Our HRL model is also able to get a few related sentences and generate a completely 
novel sentence preserving the whole idea of the summarized sentences.  
Comparing the results from two datasets, we realized that the models tend to copy more 
than to generate for CNN/Daily mail dataset. One difference of these two datasets is the length 
of the sentences. CNN/Daily Mail consists of longer sentences in comparison to the WikiHow 
dataset. We suppose that the model is able to summarize short sentences into a short summary 
but while encountering longer sentences it tends to copy one whole sentence. Moreover, as 
stated earlier, WikiHow dataset contains more abstractive summaries compared to the 
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CNN/daily mail, the model is exposed to more abstractive supervision during training and 
therefore generates more abstractive summaries at decoding time. There are also some cases 
in which the generated summary produces incorrect facts even though the sentence is 
grammatically correct. This usually happens in the existence of negations. More inspection 
needs to be done to find the cause and prevent such a problem. 
Finally, from the results on the two datasets, we can observe that the WikiHow dataset has 
a good potential for further improvements. To further improve the results on this dataset 
knowing its specific features such as being procedural (each step is related to the previous 
ones and all steps together define a whole task), is an open area.   
Table 5 represents a sample article from the CNN/Daily Mail dataset and the reference 
summary associated with it. We also show the outputs of three implemented baselines 
comparing the behavior of different summarization systems. 
The output of the pointer-generator system plus coverage mechanism produces a readable 
correct output however, it is simply the copy of sentences from the original article making it 
an extractive system despite being intended to be abstractive. 
The second baseline, the reinforcement learning summarization system, is repeating itself 
and generates the same fact in multiple sentences. Finally, the output of the HRL agent (the 
proposed method) is able to generate an abstractive summary (abstractive chunks shown in 
bold). The summary is different from the reference summary, however, can still be accepted 
as the summary of the article. This also shows the inability of discrete metrics such as ROUGE 
to evaluate the performance of abstractive summarization systems as they only look for exact 
matches. 
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Exam
ple 
Article 
More than 22 months ago, the body of Odin Lloyd was 
found in an industrial park in North Attleboro, 
Massachusetts. Lloyd had been shot seven times near a 
pile of construction waste. The semipro football player 
for the Boston Bandits was 27. Days after he was found 
dead, then-NFL star Aaron Hernandez was arrested and 
charged with murder. Hernandez was charged in the 
double homicide in May, and he pleaded not guilty. 
Reference summary 
A jury has found ex-New England Patriots star guilty of 
murder. Aaron Hernandez also charged with murder in 
2012 double homicide. ‘Golden boy’ had just inked 40$ 
million contract when troubles began.  
Pointer-generator 
with coverage 
More than 22 months ago, the body of Odin Lloyd was 
found in an industrial park in North Attleboro, 
Massachusetts. Lloyd had been shot seven times near a 
pile of construction waste. 
RL summarization 
the body of Odin Lloyd was found in an industrial park 
in North Attleboro, Massachusetts. He was found in an 
industrial park in North Attleboro, Massachusetts. 
HRL summarization 
Odin Lloyd was found dead in an industrial park in 
North Attleboro, Massachusetts. he was found dead, 
then-NFL star Aaron Hernandez was arrested and 
charged with murder. Hernandez has pleaded not guilty. 
 
 
 
 
 
 
 
Table 5: Sample output from multiple summarization systems 
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V. Conclusion 
Summarization as the process of generating a shorter version of a piece of text while 
preserving the important context information is one of the most challenging NLP tasks. 
Abstractive text summarization due to its ability to generate novel sentences similar to what a 
human author does on one hand, and its difficulty to due to the need for preserving syntactic 
and semantic coherence, on the other hand, has been more of interest in recent research.  
Systems using sequence-to-sequence models to generate summaries have gained the state-
of-the-art performance however, they are not perfect. The generated summaries by such 
systems often produce repetitive sentences or incorrect factual statements. Moreover, the 
abstractive methods sometimes fail to be abstractive and generate rather extractive summaries 
by simple copying the chunks of the original article.  
The key to success for training models with a large number of parameters is the existence 
of large-scale diverse datasets. Most of the existing datasets, follow the journalistic style 
known as pyramid style; Not all of them are large enough to be used to train a neural network 
with a lot of number of parameters and some of them best suit the extractive systems. 
To overcome the issues both in the existing datasets and the abstractive systems, we 
proposed a dataset and a new summarization method using reinforcement learning. 
We present WikiHow, a new large-scale summarization dataset consisting of diverse 
articles form WikiHow knowledge base. The WikiHow features discussed in the paper can 
create new challenges to the summarization systems. We hope that the new dataset can attract 
researchers’ attention as a choice to evaluate their systems. 
We also propose a hierarchical reinforcement learning model for abstractive text 
summarization by dividing the task into a set of sub-tasks and optimizing the sub-tasks. We 
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validate that our model is able to outperform the existing summarization methods by achieving 
higher ROUGE and METEOR scores on CNN/Daily Mail and the new WikiHow dataset.  
As for future work, we plan to improve the abstraction and semantic coherence of 
generated summaries as well as the results on procedural WikiHow dataset by considering the 
temporal connection of summary sentences. 
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