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Abstract
A study of neutral-current four-fermion processes is performed, using data collected by the L3 detector at LEP during 
high-energy runs at centre-of-mass energies 130—136, 161 and 170-172 GeV, with integrated luminosities of 4.9, 10.7 and
10.1 p b " 1, respectively. The total cross sections for the final states / / / ' / '  and / / qq ( / ,  / '  = e, ¡jl or r )  are measured 
and found to be in agreement with the Standard Model prediction. © 1997 Elsevier Science B.V.
1. Introduction
An observation of four-fermion events [1] from 
e +e~ interactions above the expectations from the 
Standard Model would signal the existence of new 
physics. The four-fermion final states can arise from 
several production mechanisms, each giving a contri­
bution to the cross section in a specific configuration 
of the finai-particle phase space. In Fig. 1, all possi­
ble classes of neutral-current four-fermion produc­
tion diagrams are shown. We will concentrate on the 
case where the outgoing fermions make at least a 5° 
angle with respect to the beam axis, in this way 
reducing the contribution from the multiperipheral
1 Also supported by CONICET and Universidad Nacional de 
La Plata, CC 67, 1900 La Plata, Argentina.
2 Also supported by Panjab University, Chandigarh-160014, 
India.
3 Supported by the German Bundesministerium für Bildung, 
Wissenschaft, Forschung und Technologie.
4 nSupported by the National Natural Science Foundation of 
China. 
Supported by the Hungarian OTKA fund under contract num­
bers T14459 and T24011. 
6 Supported also by the Comisión Interministerial de Ciencia y 
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diagrams. In this latter case, two quasi-real photons 
are exchanged in the t-channel giving rise to forward 
electrons/positrons plus a fermion pair with a non­
resonant structure (the so-called “ two-photon” pro­
cess). This class of processes does not contribute to 
final states via Z exchange, where the main contribu­
tions come from the bremsstrahlung, conversion and 
annihilation diagrams. If an e+e” pair is present in 
the final state, the bremsstrahlung diagram is domi­
nant, otherwise the conversion diagram contributes 
the most, mainly with an initial-state radiative pho­
ton and a Z boson on mass shell. This is in contrast 
to the situation at LEP1, where the annihilation 
mechanism dominates. Important characteristics of 
the four-fermion events are the energy and angular 
distributions of the outgoing fermions. If an e+e" 
pair is present in the final state, due to the multipe­
ripheral or bremsstrahlung diagrams, the electrons 
tend to have nearly the beam energy and to be 
emitted along the beam direction. The other fermions 
in the event have preferentially lower energies, but 
still are predominantly generated in the forward di­
rection. If no e+e~ pair is present in the final state, 









Fig. 1. The lowest-order Feynman diagrams for the process e + e 
- f i f , f 2f2.
up to the beam energy and a forward angular distri­
bution.
This letter analyses the final states produced at 
LEP2 by neutral-gauge-boson exchange, i.e. a y  or 
Z. These final states have already been observed at 
the Z resonance [2]. They can be classified as either 
/ / / ' / '  or / / q q  events, where / ,  / '  =  e, ¡jl or r.
2. Data and Monte Carlo samples
The data were collected by the L3 detector [3] at 
LEP in 1995 and 1996. The data sample corresponds 
to integrated luminosities of 4.9 pb- 1, 10.7 pb - 1 and 
10.1 pb’ 1 at =  130.3-136.3 GeV, 161.3GeV
and 170.3-172.3 GeV, respectively.
To determine the efficiency of our selection crite­
ria, the EXCALIBUR [4] Monte Carlo is used to 
simulate the four-fermion events. These events are 
generated requiring a minimum momentum for the 
outgoing fermions of 1 GeV, a minimum invariant 
mass for each combination of two fermions of 1 GeV 
and an angle of at least 5° for the outgoing fermions 
with respect to the beam axis, in this way reducing 
the contribution from the multiperipheral diagrams. 
Possible background comes from fermion-pair pro­
duction and charged-current four-fermion events. For 
the fermion-pair production, radiative Bhabha events 
are generated using BHAGENE 3 [5] and radiative 
di-muon and di-tau samples using KORALZ 4.02
[6], The hadronic background events are generated 
with PYTHIA 5.72 [7]. For the background coming 
from the charged-current four-fermion processes, i.e. 
where the W boson takes part in the process, KO- 
RALW 1.21 [8] and PYTHIA 5.718 [7] are used to 
simulate the reactions e + e~-»W W  and e+e “ -> 
Wev, respectively.
The L3 detector response is simulated using the 
GEANT 3.15 program [9], which takes into account 
the effects of energy loss, multiple scattering and 
showering in the detector. The GHEISHA program 
[10] is used to simulate hadronic interactions in the 
detector.
3. Four-fermion event selection
Two different event selections are developed, one 
for the low-multiplicity ( / / / ' / ' )  and another for
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the high-multiplicity ( / / q q )  topologies. The se­
lected criteria for each are described below.
3.1. Lepton identification
3.1.1. Electrons
Electrons are identified as energy depositions in 
the electromagnetic calorimeter which are consistent 
with electromagnetic showers. If the calorimetric 
cluster is within |cos0| < 0.95, a charged track from 
the central tracking chamber is required to be associ­
ated with it. The track must have a momentum 
greater than 0.5 GeV and a distance of closest ap­
proach to the interaction vertex in the plane perpen­
dicular to the beam direction of less than 10 mm. 
The same track requirements are also used for the 
identification of the other leptons. The cluster is 
selected requiring Ee > 1 GeV, where Ee is the 
energy deposited in the electromagnetic calorimeter. 
The corresponding deposition in the hadron 
calorimeter has to be consistent with the tail of an 
electromagnetic shower (i.e. En/ E n < 0.2 and Eu 
< 5 GeV, where EH is the energy in the hadronic 
calorimeter). Finally, the ratio of the energy in a 
3 X 3  crystal matrix corrected for lateral leakage to 
the energy in a 5 X 5 crystal matrix centred around 
the center of gravity of the electromagnetic shower 
( X9 / X2 5 )  is required to be greater than 0.93.
If the identified electrons are in hadronic events, 
as happens for the / / q q  final states, the quality cuts 
are tightened and isolation cuts are applied to reject 
the background from hadronic semileptonic decays. 
We require that Xem < 4*5, where the x^m an 
estimator of the consistency of the shower being 
electromagnetic, and 2 9 /£ 2 5  must be larger than
0.975. Moreover, the difference in the azimuthal 
angle between the electromagnetic cluster and the 
charged track must be less than 10 mrad, and there 
must not be more than one track in a cone with a 20° 
half-opening-angle around the electron.
3.1.2. Muons
Muons are identified as tracks in the muon cham­
bers pointing to the interaction point. The calori­
metric clusters and the tracks in the central chambers 
which are matched within 100 mrad in the azimuthal 
and polar angles are associated with those muons. 
Isolation criteria are applied to the identified muons
if they are in hadronic events: the calorimetric en­
ergy in the region between cones of 5° and 10° 
half-opening-angles around the muon direction must 
be less than 5 GeV. The number of tracks in the 
central tracking chamber in a cone of 20° half-open­
ing-angle around the muon direction has to be less 
than two. Finally, at most one calorimetric cluster is 
allowed in the angular region between 5° and 20° 
around the muon direction.
3.L3. Taus
The hadronically-decaying taus are identified as 
one, two or three tracks with calorimetric energy 
greater than 2 GeV. Candidates with two tracks asso­
ciated to the tau are kept to account for the finite 
double-track resolution of the central tracking cham­
ber. The tau energy is defined as the energy of the 
clusters within a 10° angle around the tau-jet direc­
tion, which is computed as the sum of the momen­
tum vectors of the calorimetric clusters. In order to 
separate the hadronic~tau candidates from other 
hadronic jets, the following restrictions are made: not 
more than one track and five calorimetric clusters in 
the region 10° < a < 30° are allowed, where a is the 
half-opening-angle of a cone around the tau direc­
tion, and the ratio of the energies deposited in 10° < 
a < 30° and a < 10° must be below 0.5. The lepton- 
ically-decaying taus are identified as either electrons 
or muons, as previously described.
3.2. The low-multiplicity event selection
To reject high-multiplicity events, we demand 
fewer than 10 charged tracks and fewer than 15 
calorimetric clusters in the event. The visible energy 
is required to be larger than 0.2 * / s . At least three 
leptons are required in the event if there is a calori­
metric deposition in the low-polar-angle detector, the 
forward lead-scintillator calorimeter (ALR). Other­
wise, at least four leptons are required. Two of the 
selected leptons must have the same flavour. A 
minimum energy of 2 GeV for electrons and 3 GeV 
for muons and taus is required.
In Fig. 2, the comparison after all the cuts be­
tween the data and Monte Carlo is shown for the 
energy of all the leptons (excluding those in the 
ALR), the invariant mass of the pair of leptons of the
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Fig. 2. Distributions for the Iow-multiplicity selection { / / / ' / ' )  
of (a) the lepton energy, (b) the highest lepton-pair invariant mass 
per event for leptons of the same flavour and (c) the correspond­
ing recoil mass. The open histograms are the Monte Carlo pre­
dicted four-fennion distributions, the hatched histograms are the 
Monte Carlo predicted background distributions and the points are 
the data events.
same flavour with the highest invariant mass and the 
corresponding recoil mass. The recoil mass is de­
fined as the missing mass against the chosen pair of 
leptons. In the first plot, there are at least three 
entries per event, depending on the number of se­
lected leptons. The characteristics of the data events 
which survive the selection at the three centre-of- 
mass energies are listed in Table 1.
3.3. The high-multiplicity event selection
The / / q q  events are characterized by hadronic 
jets and a pair of leptons isolated from the hadronic 
system. Only the configuration with a pair of isolated 
electrons or muons is investigated. No dedicated 
selection of TTqq events is performed, thus the 
surviving events come from the eeqq and jxjxqq 
selections. To select hadronic events, at least five 
charged tracks and 15 calorimetric clusters are re-
Table 1
Candidate events from the low-multiplicity and high-multiplicity 
selections: the centre-of-mass energy, the observed final state, the 
lepton-pair invariant mass and the corresponding recoil mass are 
reported. For the low-multiplicity selection the lepton-pair used in 
the calculation is the one with the highest invariant mass, exclud­
ing leptons tagged by the ALR. This corresponds to the first 
lepton-pair reported in the second column. Negative squared 
invariant masses are not reported
Selection Js (GeV) Final state M^ax(GeV) Mrec(GeV)
Low-multiplicity 130.3 eefx|x 85.7 + 0.8 39 + 3
161.3 jjLfxee 10.1 + 0.2 108 + 2
161.3 jLLfxee 84.7 + 2,7 35 ±16
172.3 eeee 161.9+1.3 —
172.3 eeee 66.8 + 0.6 23+7
yfs (GeV) Final state M^(GeV) Airec(GeV)
High-multiplicity 136.3 eeqq 81 + 10 49 + 5
161.3 eeqq 78.1 + 0.7 38+4
172.3 eeqq 76.2 + 0.7 39 ±4
172.3 eeqq 145.1 + 1.2 11+24
Mu (GeV)
Fig. 3. Distributions for the high-multiplicity selection ( / / qq) of 
(a) the lepton-pair invariant mass and (b) the their recoil mass. 
The open histograms are the Monte Carlo predicted four-fennion 
distributions, the hatched histograms are the Monte Carlo pre­
dicted background distributions and the points are the data events.
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quired. The visible energy must be greater than 0.5 
• /s  and, finally, a pair of electrons or muons, or an 
electron and a calorimetric deposition in the ALR is 
required. The energy of each lepton is required to 
exceed 3 GeV. The selected electrons and muons 
have to satisfy the isolation cuts and the tighter set of 
quality cuts since they are in a hadronic environ­
ment.
In Fig. 3, the distributions of the invariant mass of 
the two selected leptons and their recoil mass are 
shown for the data and Monte Carlo, after the cuts. 
All data events which survive the selection contain 
two identified electrons; no event with two muons is 
found. The data events which pass the selection at 
the three centre-of-mass energies are listed in Table
1, where the invariant mass and the recoil mass of 
the two electrons are presented.
4. Efficiencies and systematic errors
The selection efficiency for signal events is evalu­
ated using Monte Carlo simulation. The efficiencies 
of the low-multiplicity and high-multiplicity event 
selections are given in Table 2 with the correspond­
ing systematic errors from the Monte Carlo statistics 
only. The efficiencies are calculated for events in 
which all four-fermions have an angle of at least 5° 
with respect to the beam axis. From Table 2, it can 
be seen that the cross feeding between channels is 
very small. The main sources of systematic errors are 
the detector uncertainties and inefficiencies, which 
include: (a) uncertainty on the energy intercalibration 
constants; (b) uncertainty on the global energy scale; 
(c) uncertainty on the tracking inefficiency; and the 
Monte Carlo statistics. To estimate effect (a), each 
energy calibration constant was varied independently 
according to a normal distribution with a standard 
deviation of 5%, as explained in detail in Ref. [11]. 
To estimate effect (b), the total energy was shifted 
by ±3% and, finally, to take into account effect (c), 
2%, of the tracks were randomly eliminated in the 
Monte Carlo events. The net effect of these errors 
due to the detector systematics on the signal effi­
ciency is found to be at most 2%, which is usually 
less than the Monte Carlo statistical error.
The dominant error on the number of expected
Table 2
Low-multiplicity and high-multiplicity event selection efficiencies 
for the / / / ' / '  and //qq  channels, with the corresponding 
Monte Carlo statistical error, for the three centre-of-mass energies
Selection / / / ' / '  Channel / / q q  Channel
Low- BO- 136 GeV (8.1 ± 0.3)% (0.06 + 0.02)%
multiplicity 161 GeV (6.8 ± 0.2)% (0.05 + 0.01)%
170- 172 GeV (7.7 ± 0.2)% (0.08 + 0.02)%
High- 130-■136 GeV (0.32 + 0.06)% (8.5 + 0.3)%
multiplicity 161 GeV (0.27 + 0.03)% (7.1 +0.2)%
170- 172 GeV (0.25 + 0.03)% (7.7 ±0.2)%
background events is also due to the Monte Carlo 
statistics, which gives a contribution of at least 10%, 
Moreover, an overall normalisation error, estimated 
to be 10%, due to the finite precision of the event 
generators is taken into account.
5. Results
The total number of events expected from the 
signal, the background and the number of events 
observed in the data after all the cuts are shown in 
Table 3, where the total error is also reported.
Due to the lack of statistics, the cross sections 
cr//Y ' /  and <r//qq of the processes e +e - —> / / / ' / '  
and e+e “ - > / /q q  are determined simultaneously in 
a one-variable maximum-likelihood fit by fixing the 
ratio of the two cross sections to the Standard Model 
value. This corresponds to a determination of the 
total cross section crlot = cr/y/ /  -I- o>/qq. The mea­
surement of this total cross section is done indepen­
dently for the three centre-of-mass energies. The 
total likelihood is given by the product of the Pois- 
son probabilities, for the low-multiplicity
( / = 1) and high-multiplicity (/ = 2) selections, where 
Ni is the number of selected events and the 
number of expected events:
M,= E e,v UjLi + N ^ .
)= 1.2
Here, ei} is the efficiency of selection i to accept 
events from process j, where j  =  1 for the / / / ' / '  
channel and j  = 2 for the / / q q  channel. Moreover,
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Table 3
The number of expected four-fermion and background events, with their total errors, and the number of data events observed at the three 
centre-of-mass energies
Process i/s = 130-136 GeV y i  = 161 GeV y/s = 170-172 GeV
eeee 0.50 ± 0.02 0.66 ± 0.04 0.65 ± 0.04
eefx|x 0.29 ± 0.02 0.38 ± 0.06 0.35 ± 0.05
e e r T 0.10 ± 0.01 0.14 ±0.03 0.13 ±0.03
¡L\L[L\L 0.0250 ± 0.0008 0.029 ± 0.002 0.024 ± 0.002
JXfJUTT 0.024 ±0.001 0.029 ± 0.003 0.025 ± 0.002
T T T T 0.0034 ± 0.0004 0.0051 ±0.0009 0.0034 ± 0.0006
/ / / ' / ' 0.95 ± 0.03 1.23 ± 0.08 1.18 ±0.07
eeqq 0.93 ± 0.03 1.16 ±0.06 i .09 ± 0.06
jxp.qq 0.210 ±0.004 0.27 ±0.01 0.29 ±0.01
TTqq 0.012 + 0.001 0.014 ±0.002 0.012 ± 0.002
/ / q q 1.15 ±0.03 1.45 ± 0.06 1.40 ± 0.06
Total Signal 2.10 ± 0.04 2.7 ±0.1 2.56 ± 0.09
Background 0.8 ± 0.3 0.71 ±0.09 0.8 ± 0.2
Data 2 3 4
A^ bkgd ^  num|3er 0f expected background events 
and Li is the integrated luminosity for selection i. 
Finally, oj is the cross section for process j. The 
systematic error on the cross section is estimated as 
the RMS of the measured cross section obtained with 
a random variation of the signal efficiency and the 
number of expected background events, according to 
their total errors. The measured total cross sections
are:
O’, (stat) ±  0.17 (sys) pb (5 .2 pb)tot
at i/7 =  133 GeV
LOI 3 .2 ! ^  (stat) ±0 .06  (sys) pb (3.4pb)
at i s  =  161 GeV
CT, 4.1 (-stat) ±0 .08  (sys) pb (3.2pb)tot
at 'Js — 172 GeV
The Standard Model values for the cross sections 
are given in parentheses. Assuming the scaling of the 
cross sections with energy from the Standard Model, 
° > / / /  and °>/qq at anY energy can be taken as
unknown parameters to be measured independently. 
For instance at \/7 = 161 GeV:
crm > ' V/'/Y / 2 .0 i(jJ (stat) ±0.04 (sys) pb
(T161 1 -3i  ois ( stat) ±0.03 (sys) pb/ / q q
Finally, assuming both the scaling with energy 
and the ratio of the cross sections o r/s //  and o>/qq 
from the Standard Model, only one parameter is left 
free in the fit. Chosing the total cross section at f s  
=  161 GeV as free parameter, we measure:
cr 16!tot 3.3i  \ 3 (stat) ±0.05 (sys) pb
The results agree with the Standard Model predic­
tions and there is no indication of any new physics.
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