We investigate joint temporal and contemporaneous aggregation of N independent copies of strictly stationary INteger-valued AutoRegressive processes of order 1 (INAR(1)) with random coefficient α ∈ (0, 1) and with idiosyncratic Poisson innovations. Assuming that α has a density function of the form ψ(x)(1 − x) β , x ∈ (0, 1), with β ∈ (−1, ∞) and lim x↑1 ψ(x) = ψ 1 ∈ (0, ∞), different limits of appropriately centered and scaled aggregated partial sums are shown to exist for β ∈ (−1, 0] in the so-called simultaneous case, i.e., when both N and n increase to infinity at a given rate. The case β ∈ (0, ∞) remains open. We also give a new explicit formula for the joint characteristic functions of finite dimensional distributions of the appropriately centered aggregated process in question.
Introduction and main results
Studying temporal and contemporaneous (also called cross-sectional) aggregations of independent stationary stochastic processes goes back to Robinson [12] and Granger [4] . They started to investigate contemporaneous aggregation of random-coefficient autoregressive processes of order 1 in order to obtain the long memory phenomenon in aggregated time series. The field of aggregation of stochastic processes became an important area of statistics, for surveys on aggregation of different kinds of stochastic processes, see, e.g., Pilipauskaitė and Surgailis [9] , Jirak [5, page 512] or the arXiv version [2] of Barczy et al. [3] . randomized thinning parameter α, given formally by the recursive equation
where α is a random variable with values in (0, 1) and X 0 is some appropriate random variable. We will construct a process (X k ) k∈Z + such that, conditionally on α, it is a strictly stationary INAR(1) process with thinning parameter α and with Poisson immigrations. Conditionally on α, the i.i.d. innovations (ε k ) k∈N have a Poisson distribution with parameter λ ∈ (0, ∞), and the conditional distribution of the initial value X 0 given α is the unique stationary distribution, namely, a Poisson distribution with parameter λ/(1 −α). More precisely, let λ ∈ (0, ∞), and let P α be a probability measure on (0, 1). Then there exist a probability space (Ω, A, P), a random variable α with distribution P α and random variables {X 0 , ξ k,j , ε k : k, j ∈ N}, conditionally independent given α on (Ω, A, P) such that P(ξ k,j = 1 | α) = α = 1 − P(ξ k,j = 0 | α), k, j ∈ N,
for details see Barczy et al. [2, Section 4] . Note that the conditional distribution of ε k , k ∈ N, does not depend on α. Define a process (X k ) k∈Z + by
Then, conditionally on α, the process (X k ) k∈Z + is a strictly stationary INAR(1) process with thinning parameter α and with Poisson immigrations having parameter λ. The process (X k ) k∈Z + can be called a randomized INAR(1) process with Poisson immigrations, and the distribution of α is the so-called mixing distribution of the model. We note that (X k ) k∈Z + is a strictly stationary sequence, but it is not even a Markov chain (so it is not an INAR(1) process) if α is not degenerate, see Section 2 and Appendix A in Barczy et al. [2] .
The conditional generator function of X 0 given α ∈ (0, 1) takes the form
i.e., conditionally on α, X 0 has a Poisson distribution with parameter (1 − α) −1 λ, and consequently the conditional expectation of X 0 given α is E(X 0 | α) = (1 − α) −1 λ. Here and hereinafter conditional expectations like E(z X 0 0 | α) or E(X 0 | α) are meant in the generalized sense, see, e.g., in Stroock [14, § 5.1.1] . The joint conditional generator function of X 0 , X 1 , . . . , X k given α will be denoted by F 0,...,k (z 0 , . . . , z k | α), z 0 , . . . , z k ∈ C. Let us remark that the choice of Poisson-distributed innovations serves a technical purpose. It allows us to calculate explicitly the stationary distribution of the model and also the joint characteristic function of finite dimensional distributions of the randomized process itself (see Proposition 1.3).
Following the setup of our former paper Barczy et al. [3] , we assume that the distribution of the random variable α, i.e., the mixing distribution, has a probability density of the form
where ψ is a function on (0, 1) having a limit lim x↑1 ψ(x) = ψ 1 ∈ (0, ∞). This is the same mixing distribution as the one in Pilipauskaitė and Surgailis [9, equation (1.5) ] used for randomized autoregressive processes of order 1. Note that necessarily β ∈ (−1, ∞) (otherwise 1 0 ψ(x)(1 − x) β dx = ∞) and the function (0, 1) ∋ x → ψ(x) is integrable on (0, 1). Further, in case of ψ(x) = Γ(a+β+2) Γ(a+1)Γ(β+1) x a , x ∈ (0, 1), with some a ∈ (−1, ∞), the random variable α is Beta distributed with parameters a + 1 and β + 1. This is an important special case from the historical point of view, since the Nobel prize winner Clive W. J. Granger used Beta distribution as a mixing distribution for random coefficient AR(1) processes, see Granger [4] . One can check that, under (1.2), for each ℓ ∈ R, the expectation E
is finite if and only if β > ℓ − 1 (see, e.g., Barczy et al. [3, Remark 4.5] ).
Let α (j) , j ∈ N, be a sequence of independent copies of the random variable α having density function given in (1.2), and let (X (j) k ) k∈Z + , j ∈ N, be a sequence of independent copies of the process (X k ) k∈Z + with idiosyncratic innovations (i.e., the innovations (ε
is a strictly stationary INAR(1) process with thinning parameter α (j) and with Poisson innovations having parameter λ for all j ∈ N.
For each N, n ∈ N, consider the stochastic process S (N,n) = (S (N,n) t ) t∈R + given by
We remark that if β ∈ (−1, 0], then the first moment of 1 1−α is infinite, so the centralization E(X (j) k | α (j) ) in S (Nn,n) could not be replaced by E(X (j) k ) in case of β ∈ (−1, 0]. In Barczy et al. [3] and Nedényi and Pap [7] limit theorems for appropriately scaled versions of S (N,n) have been derived in the so-called iterated cases, i.e., first taking the limit N → ∞ and then n → ∞ or vica versa for all possible β ∈ (−1, ∞). (We note that in [3] and [7] , S (N,n) t was denoted by S (N,n) t .) As the main result of the paper, in case of β ∈ (−1, 0], we derive limit theorems for appropriately scaled versions of S (N,n) in the so-called simultaneous case, i.e., when both N and n increase to infinity at a given rate. The case β ∈ (0, ∞) remains open, our present technique is not suitable for these cases (for more details, see later on).
where V 2(1+β) is a symmetric 2(1 + β)-stable random variable (not depending on t) with characteristic function E(e iθV 2(1+β) ) = e −K β |θ| 2(1+β) , θ ∈ R,
We note that Theorem 1.1 can be considered as a counterpart of Theorem 4.8 in Barczy et al. [3] , which is about the iterated aggregation case first taking the limit N → ∞ and then n → ∞ in case of β ∈ (−1, 0). The scaling factors and the limit processes coincide in these two theorems. Heuristically, one might think that it is a consequence of the condition N −β 1+β n n −1 → ∞ as n → ∞ in Theorem 1.1, which can be interpreted in a way that N n tends to ∞ much faster than n. So this simultaneous case is more or less the above mentioned iterated case. We mention that the same phenomenon occurs for randomized autoregressive processes of order (1), see Pilipauskaitė et al. [8, (2.16 ) and (2.22)].
1.2 Theorem. If β = 0, then
where W λψ 1 has a normal distribution with mean 0 and variance λψ 1 .
We note that Theorem 1.2 can be considered as a counterpart of Theorem 4.9 in Barczy et al. [3] , which is about the iterated aggregation case first taking the limit N → ∞ and then n → ∞ in case of β = 0. The scaling factors and the limit processes coincide in these two theorems. For this fact one might give a similar heuristic explanation as we did in case of Theorem 1.1, and note also that the same phenomenon occurs for randomized autoregressive processes of order (1), see Pilipauskaitė et al. [8, (2.17 ) and (2.23)].
The proofs of Theorems 1.1 and 1.2 are based on an explicit formula for the joint characteristic function of (S (1,n) t 1 , . . . , S (1,n) tm ), where n, m ∈ N and 0 =: t 0 < t 1 < t 2 < · · · < t m . In fact, we derive two formulae for the characteristic function in question in the next proposition.
1.3 Proposition. Let n, m ∈ N and 0 = t 0 < t 1 < t 2 < · · · < t m . Then the joint characteristic function of (S (1,n) t 1 , . . . , S (1,n) tm ) takes the form
for all θ i ∈ R, i = 1, . . . , m, where for all a ∈ [0, 1],
with the notation θ j,m := θ j + · · · + θ m , j = 1, . . . , m.
Further, we also have
where for all a ∈ [0, 1], 1 − e λ 1−a zn(a) ψ(a)(1 − a) β da as n → ∞, where (z n (a)) n∈N is a sequence of complex numbers. We were not able to use this proof of technique for the case β ∈ (0, ∞). Very recently, for randomized autoregressive processes of order 1, Pilipauskaitė et al. [8] have found a somewhat new approach for studying simultaneous limits. Namely, they used an infinite series representation of the stationary distribution of their model for calculating the characteristic function of finite dimensional distributions in question. In our case, i.e., in case of randomized INAR(1) processes, we also derived such a formula given in (1.4), and it is much more complicated. As a future work, using it, we plan to handle the remaining case β ∈ (0, ∞).
The paper is structured as follows. Section 2 contains the proofs, first the proof of Proposition 1.3 and a direct proof of the equality of the formulae (1.3) and (1.4) in case of m = 1, then the proofs of Theorems 1.1 and 1.2. We close the paper with three appendices. In Appendix A we recall the generator function of finite-dimensional distributions of stationary INAR(1) processes with Poisson immigrations. Appendix B is devoted to a representation of the stationary distribution of a stationary INAR(1) process in question. Finally, Appendix C contains some approximations of the exponential function and some of its integral extensively used in the proofs of Theorems 1.1 and 1.2.
Proofs
For a non-negative integer-valued random variable ζ, its characteristic function and generating function will be denoted by ϕ ζ and G ζ , respectively. For a non-negative integer-valued random variable L and p ∈ [0, 1], Bin(L, p) will denote a random variable having a binomial distribution with parameters L and p (meaning that the conditional distribution of Bin(L, p) given L = ℓ, ℓ ∈ Z + , is a binomial distribution with parameters ℓ and p). The notations O(1) and |O(1)| stand for a possibly complex and real sequence (a k ) k∈N , respectively, that is bounded and can only depend on the parameters λ, ψ 1 , β, and on some fixed m ∈ N and θ 1 , . . . , θ m ∈ R. Further, we call the attention that the multiple O(1) and |O(1)| notations in the same formula do not necessarily mean the same bounded sequence.
by the law of total expectation, we have
where recall that F 0,...,⌊ntm⌋−1 (z 0 , . . . , z ⌊ntm⌋−1 | α = a) denotes the conditional joint generating function of (X 0 , X 1 , . . . , X ⌊ntm⌋−1 ) given α = a at (z 0 , . . . , z ⌊ntm⌋−1 ) ∈ C ⌊ntm⌋−1 . Then an application of (A.2) yields (1.3).
Now we turn to prove (1.4). Using again the law of total expectation we have
where, by (B.1) and the fact that
where for ℓ = 0 and k ∈ N, a
Consequently, for Lebesgue a.e. a ∈ [0, 1],
Next we show that for all t > 0, n ∈ N, and ℓ ⌊nt⌋, ℓ ∈ Z, we have
for all a ∈ [0, 1], which together with the independence of {ε k : k ∈ Z} and a (ℓ) k , ℓ, k ∈ Z, yield (1.4). First we prove (2.1) in case of 1 ℓ ⌊nt⌋, ℓ ∈ Z, yielding that ℓ ∨ 1 = ℓ. By the tower rule we have for any a ∈ [0, 1],
as desired. Indeed, the coefficient of the constant term (not depending on θ j , j = ℓ, . . . , ⌊nt⌋) in the exponential of (2.2) is
the coefficient of θ ⌊nt⌋ in the exponential of (2.2) is −iλa ⌊nt⌋−ℓ , the coefficient of e i θ ℓ,⌊nt⌋ in the exponential of (2.2) is λa ⌊nt⌋−ℓ , and the remaining term λ(1 − a) ⌊nt⌋−1 k=ℓ a k−ℓ e i θ ℓ,k coincide as well.
Finally, we prove (2.1) in case of ℓ 0, ℓ ∈ Z, yielding that ℓ ∨ 1 = 1. By the tower rule we have for any a ∈ [0, 1],
Since for all ℓ 0, ℓ ∈ Z, and a ∈ [0, 1], 
which coincides with
as desired. Indeed, the coefficient of the constant term (not depending on θ j , j = 1, . . . , ⌊nt⌋) in the exponential of (2.3) is
the coefficient of θ ⌊nt⌋ in the exponential of (2.3) is −iλa ⌊nt⌋−ℓ , the coefficient of e i θ 1,⌊nt⌋ in the exponential of (2.3) is λa ⌊nt⌋−ℓ , and the remaining term λ(1 − a) In case of m = 1, for all a ∈ (0, 1) and n ∈ N, we have
and K n (a) =
Next, we derive a simpler form of K n (a). Namely,
Next, by induction with respect to p ∈ N, we prove that
for all a ∈ (0, 1), which yields that 1 1−a K n (a) = K n (a), n ∈ N, a ∈ (0, 1), in case of m = 1, as desired. For p = 1, (2.4) takes the form
which readily holds. Let us suppose that (2.4) holds for 1, . . . , p, where p ∈ N. Then, using the induction hypothesis, the left-hand side of (2.4) with p replaced by p + 1 takes the form
The right-hand side of (2.4) with p replaced by p + 1 takes the form
so to prove that (2.4) holds with p replaced by p + 1, it is enough to check that
After multiplying both sides by (1 − a)(ae iθ 1 − 1), to prove that (2.4) holds it remains to verify that
we get that (2.5) is equivalent to
The validity of (2.6) can be checked by calculating the coefficients of e i(p+2)θ 1 , e i(p+1)θ 1 , e ipθ 1 , θ 1 e iθ 1 , e i2θ 1 , e iθ 1 , θ 1 , and the constant term (not depending on θ 1 ), and verifying that these are all 0. We provide the details for e i(p+1)θ 1 , θ 1 e iθ 1 , and θ 1 . The coefficient of e i(p+1)θ 1 on the left-hand side of (2.6) is −a p+2 − a p + (1 − a) 2 a p + 2a p+1 = 0, the coefficient of θ 1 e iθ 1 at the left-hand side of (2.6) is
(j − 2)a j = 0, and the coefficient of θ 1 at the left-hand side of (2.6) is
✷ Proof of Theorem 1.1. To prove this limit theorem we have to show that for any sequence (N n ) n∈N of positive integers with N −β 1+β n n −1 → ∞, we have
For this, by continuous mapping theorem, it is enough to verify that for any m ∈ N and t 0 , t 1 , . . . , t m ∈ R + with 0 =: t 0 < t 1 < . . . < t m , we have
as n → ∞.
So, by continuity theorem, we have to check that for any m ∈ N, t 0 , t 1 , . . . , t m ∈ R + with 0 = t 0 < t 1 < . . . < t m and θ 1 , . . . , θ m ∈ R the convergence
as n → ∞ holds. Note that it suffices to show
as n → ∞, as desired. By applying (A.2) (or (1.3) ) to the left hand side, we get
for a ∈ [0, 1]. The aim of the following discussion is to apply Lemma C.2 with z n (a) := A n (a), n ∈ N, a ∈ (0, 1), ε n := N β 1+β n , n ∈ N, and
.
Since β ∈ (−1, 0), we have ε n ∈ (0, 1) for n n 0 , where n 0 is sufficiently large, and lim n→∞ ε n = 0. First we check (C.5). Using (C.2), for any a ∈ (0, 1) we get
i.e., (C.5) is satisfied. Therefore, by Lemma C.2, substituting a = 1 − z −1 N − 1 1+β n with z > 0, the statement of the theorem will follow from lim sup
where the first equality is justified by Lemma 2.2.1 in Zolotarev [16] (be careful for the misprint in [16] : a negative sign is superfluous) or by Li [6, formula (1.28)].
Next we check (2.7) and (2.8). By Taylor expansion,
for all ℓ ∈ {1, . . . , m}, resulting (2.9) λzN n ∈ (0, 1), and
where we used the following facts:
following from an application of Bernoulli's inequality:
By (2.9), for large enough n and for any z ∈ [1, ∞), we have n → 0 as n → ∞, hence we obtain for large enough n,
(2.12) Again by (2.9), for large enough n and for any z ∈ N −1 n , 1 , we have
where we used that z ∈ N −1 n , 1 and nN β 1+β n → 0 as n → ∞ imply that
Hence, using (C.3), we obtain for large enough n 1
which, together with (2.12), imply (2.7). Now we turn to prove (2.8). By (C.1), we have
as n → ∞, hence (2.8) reduces to check that lim n→∞ I n = 0, where
Applying again (2.9), we obtain
Here, for z ∈ (N −1 n , ∞), we have
Consequently, for large enough n,
that gets arbitrarily close to zero as n approaches infinity, since the integral is finite due to the fact that
is the density function of a Gamma distributed random variable with parameters −β and λ( m ℓ=1 θ ℓ (t ℓ − t ℓ−1 )) 2 /4. This yields (2.8) completing the proof. ✷ Proof of Theorem 1.2. To prove this limit theorem we have to show that for any sequence (N n ) n∈N of positive integers with (log N n ) 2 n −1 → ∞, we have
(C.5). Using (C.2), for any a ∈ (0, 1) we get with I = λ 2 ( m ℓ=1 θ ℓ (t ℓ − t ℓ−1 )) 2 . Next we check (2.13) and (2.14) . By Taylor expansion,
for all ℓ ∈ {1, . . . , m}, resulting
for z < N n . Indeed, z < N n yields that 1 − z/N n ∈ (0, 1), and
where we used the corresponding versions of (2.10) and (2.11) replacing N − 1 2(1+β) n by (N n log N n ) − 1 2 and that
following from Bernoulli's inequality. By (2.15), for large enough n and for any z ∈ (0, N n ), we have
hence we obtain that
as n → ∞, since lim n→∞ m ℓ=1 θ ℓ (⌊nt ℓ ⌋ − ⌊nt ℓ−1 ⌋) 2 n 2 log N n = 0, and, due to the assumption (log N n ) 2 n −1 → ∞ as n → ∞, we have n N n log N n = n (log N n ) 2 log N n N n → 0 as n → ∞.
Note that for every z ∈ ((log N n ) −1 , N n (log N n ) −1 ) we have
since n(N n log N n ) −1 → 0 as n → ∞, as we have seen before.
as n → ∞, and hence
Further, using the assumption (log N n ) 2 n −1 → ∞ as n → ∞, we have
Moreover, (2.18) yields that 1 N 1 2 n (log N n ) 3 2 Nn(log Nn) −1 (1) process (X k ) k∈Z + with thinning parameter a ∈ (0, 1) and with Poisson immigration distribution having parameter λ ∈ (0, ∞). Namely, P(ξ 1,1 = 1) = a = 1 − P(ξ 1,1 = 0),
As it was recalled in Section 1, (X k ) k∈Z + is indeed a strictly stationary INAR(1) process.
A.1 Proposition. Under the assumption (A.1), the joint generator function of (X 0 , X 1 , . . . , X k ), k ∈ Z + , takes the form
for all k ∈ N and z 0 , . . . , z k ∈ C, where, for i = j, the term in the sum above is z i − 1. 
where {ε k : k ∈ Z} are independent random variables with the same distribution as ε 1 (given in assumption (A.1)), and a 
C Approximations of the exponential function and some of its integrals
In this appendix we collect some useful approximations of the exponential function and some of its integrals.
We will frequently use the following the well-known inequalities:
1 − e −x x, x ∈ R, (C.1)
The next lemma is about how the inequalities in (C.2) change if we replace u ∈ R by an arbitrary complex number (for a proof, see, e.g., the proof of Lemma B.1 in Barczy et al. [2] ). C.2 Lemma. Suppose that (0, 1) ∋ x → ψ(x)(1 − x) β is a probability density, where ψ is a function on (0, 1) having a limit lim x↑1 ψ(x) = ψ 1 ∈ (0, ∞) (and then necessarily β ∈ (−1, ∞) ). For all a ∈ (0, 1), let (z n (a)) n∈N be a sequence of complex numbers, let n 0 ∈ N, (ε n ) n n 0 be a sequence in (0, 1) with lim n→∞ ε n = 0, and let (N n ) n∈N be a sequence of positive integers such that Proof. For all a ∈ (0, 1) and for sufficiently large n ∈ N, we have 1 − ε n > a, hence, by (C.5), (C.6) N n |z n (a)| ε n ε −1 n N n sup b∈(0,1−εn) |z n (b)| → 0 as n → ∞, thus we conclude lim n→∞ N n |z n (a)| = 0. By applying (C.3) and using (C.6), for any n ∈ N and a ∈ (0, 1), we get (C.7) N n 1 − e λ 1−a zn(a) N n λ 1 − a z n (a) e | λ 1−a zn(a)| → 0 as n → ∞.
If n n 0 and a ∈ (0, 1 − ε n ), then 1 1−a < ε −1 n and N n 1 − e λ 1−a zn(a) λ sup n n 0 ε −1 n N n sup a∈(0,1−εn) |z n (a)| e λ sup n n 0 ε −1 n sup a∈(0,1−εn) |zn(a)| =: C, where C ∈ R + (due to (C.5)). Since with sup a∈[1−εn,1) |ψ(a) − ψ 1 | → 0 as n → ∞, by the assumption lim x↑1 ψ(x) = ψ 1 . Taking lim sup n→∞ of both sides of (C.9), by (C.8) and the assumptions of the lemma, we obtain the statement.
✷
