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Abstract
Let A be a hereditary algebra over an algebraically closed field. We prove that
an exact fundamental domain for the m-cluster category Cm(A) of A is the m-left
part Lm(A
(m)) of the m-replicated algebra of A. Moreover, we obtain a one-to-
one correspondence between the tilting objects in Cm(A) (that is, the m-clusters)
and those tilting modules in modA(m) for which all non projective-injective direct
summands lie in Lm(A
(m)).
Furthermore, we study the module category of A(m) and show that a basic ex-
ceptional module with the correct number of non-isomorphic indecomposable sum-
mands is actually a tilting module. We also show how to determine the projective
dimension of an indecomposable A(m)-module from its position in the Auslander-
Reiten quiver.
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0 Introduction
Cluster categories were introduced in [11] and, for type An, also in [12] in order
to understand better the cluster algebras of Fomin and Zelevinsky [15,16].
They are defined as follows. Let A be a hereditary algebra over an algebraically
closed field, and Db(modA) be the derived category of bounded complexes of
finitely generated A-modules, then the cluster category is the orbit category
of Db(modA) under the action of the functor F = τ−1[1], where τ is the
Auslander-Reiten translation in Db(modA) and [1] is the shift. Later, the m-
cluster category Cm(A) was introduced in [25] (see also [22,28,8]) as a means
for encoding the combinatorics of m-clusters of Fomin and Reading [14] in a
fashion similar to the way the cluster category encodes the combinatorics of
clusters. It is defined to be the orbit category of Db(modA) under the action
of the functor τ−1[m]. By [21], this category is triangulated. It is proven in [25]
that there exists a bijection between m-clusters and m-tilting sets in Cm(A),
that is, maximal sets of indecomposables S such that ExtiCm(A)(X, Y ) = 0 for
all X, Y in S and all i with 1 ≤ i ≤ m (then the object T = ⊕X∈SX is called
a tilting object in Cm(A)).
In [3], we have given an interpretation of the cluster category and its tilting
objects in terms of modules over a finite dimensional algebra, namely the
duplicated algebra of the original hereditary algebra A. Our objective in the
present paper is to extend this characterization to the m-cluster category and
its tilting objects.
Following [4], we define the m-replicated algebra of A to be the (finite dimen-
sional) matrix algebra
A(m) =


A0 0 . . . . . . . . . 0
Q1 A1 0 . . . . . . 0
0 Q2 A2 0 . . . 0
...
. . .
. . .
0 . . . 0 Qm Am


where Ai = A, Qi = DA for all i and all the remaining coefficients are zero
(see [20] or section 1.4 below for the definition of the operations on A(m)).
Then A(m) is a quotient of the repetitive algebra Aˆ of A (see [20]). Since A
is hereditary, the structure of the module category modA(m) is known (see
section 3.1 below). As a first useful consequence, we show that the projective
dimension of any indecomposable A(m)-module is completely determined by
its position inside the module category (see Proposition 17 below).
and Bishop’s
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In order to relate the tilting A(m)-modules to the tilting objects in Cm(A), we
need to check whether exceptional modules with a maximal number of sum-
mands are indeed tilting modules. We recall that, if C is a finite dimensional
algebra, a C-module T is called exceptional if
(1) the projective dimension pdT = d of T is finite, and
(2) ExtiC(T, T ) = 0 for all i ≥ 1.
An exceptional module T is called a (generalized) tilting module (see [17])
if moreover :
(3) there exists an exact sequence
0→ CC → T0 → T1 → · · · → Td → 0
where each Ti is a direct sum of direct summands of T .
It is an important open problem whether, for an exceptional module T , having
the number of isomorphism classes of indecomposable summands equal to the
rank of the Grothendieck group of C, is sufficient for T to be tilting. This
was first proven by Bongartz in case pdT = 1, and the way he did it was to
prove that, if T is exceptional, then there exists a module X such that T ⊕X
is a tilting module [9]. This latter statement (and hence the conjecture) were
shown later for the case where C is representation-finite [23] (see also [13]).
We prove here the analogue of Bongartz’ result in another special case and
deduce our first theorem.
Theorem 1 Let A be a hereditary algebra over an algebraically closed field
and A(m) be its m-th replicated algebra. Let T be a faithful exceptional A(m)-
module with pdT ≤ m, and such that the number of isomorphism classes of
indecomposable summands of T equals the rank of the Grothendieck group.
Then T is a tilting module.
We then proceed to describe the m-cluster category Cm(A). By Happel’s the-
orem [17], the derived category Db(modA) is equivalent to the stable mod-
ule category over the repetitive algebra Aˆ of A. The natural embedding of
modA(m) into mod Aˆ induces a functor π from modA(m) to the m-cluster
category Cm(A). Defining the m-left part Lm(A
(m)) of A(m) to consist of the
indecomposable A(m)-modules all of whose predecessors have projective di-
mension at most m and the functor π to be the composition
π : modA(m) →֒ mod Aˆ։ mod Aˆ ∼= Db(modA)։ Cm(A),
this leads to the second theorem.
Theorem 2 Let A be a hereditary algebra over an algebraically closed field
and A(m) be its m-th replicated algebra. The functor π induces a one-to-one
correspondence between the non projective-injective modules lying in the m-left
part Lm(A
(m)) and the indecomposable objects in Cm(A).
This is expressed by saying that Lm(A
(m)) is an exact fundamental domain
for the functor π (compare with [3]). We next characterize the tilting objects
in Cm(A) in terms of the tilting A
(m)-modules. An exceptional A(m)-module
T is called an Lm − exceptional module if, whenever it is written in the form
T = T ′⊕P , with P projective-injective, and T ′ having no projective-injective
direct summand, then all the indecomposable summands of T ′ lie in Lm(A
(m)).
Theorem 3 Let A be a hereditary algebra over an algebraically closed field
and A(m) be its m-th replicated algebra. There is a one-to-one correspondence
between the Lm-exceptional A
(m)-modules and the exceptional objects in Cm(A)
given by T = T ′ ⊕ P 7→ π(T ′).
As a direct consequence of our Theorems 1 and 3, the above correspondence
induces a one-to-one correspondence between the Lm-tilting A
(m)-modules and
the tilting objects in Cm(A).
Clearly, our theorems 2 and 3 generalize the main results of [3]. The proofs
here are however different, and rest on the analysis of the projective dimension
of the modules under consideration.
We now describe the contents of the paper. After a brief preliminary section,
in which we fix the notations and recall the concepts needed in the paper, our
section 2 is devoted to the analysis of the projective dimensions of the indecom-
posable modules over an infinite dimensional (but locally finite dimensional)
quotient of the repetitive algebra, called the right repetitive algebra. These
results are then applied to the m-replicated algebra in section 3, which cul-
minates with the proof of Theorem 2. Section 4 is devoted to the proof of
Theorem 1, and section 5 to the proof of Theorem 3.
1 Preliminaries
1.1 Notation
Throughout this paper, algebras are basic and connected over a fixed alge-
braically closed field. Given a locally finite dimensional algebra C (see [10]),
we denote by modC the category of finitely generated right C-modules and by
indC a full subcategory whose objects are a full set of representatives of the
isomorphism classes of indecomposable C-modules. Whenever we say that a
given C-module is indecomposable, we always mean implicitly that it belongs
to indC. Throughout this paper, all subcategories of modC are full, and so
are identified with their object classes. Given a subcategory C of modC, we
sometimes write M ∈ C to express that M is an object in C. We denote by
4
add C the subcategory of modC having as objects the finite direct sums of
objects in C and, if M is a module, we abbreviate add {M} as addM . We de-
note the projective dimension of a module M as pdM . The global dimension
of C is denoted by gl.dimC and the quiver of C by QC .
Given an algebra C, we denote by νC = − ⊗C DC its Nakayama functor,
and by τC its Auslander-Reiten translation. If M is a C-module, then its
first syzygy ΩCM is the kernel of a projective cover P → M in modC and
its first cosyzygy Ω−1C M is the cokernel of an injective envelope M → I. For
further facts and definitions needed on modC and the Auslander-Reiten quiver
Γ(modC) of C, we refer the reader to [7,24]. For (minimal) approximations
we refer to [6].
1.2 The m-left part
Let C be a (locally) finite dimensional algebra, and M,N be two indecom-
posable C-modules. A path from M to N in indC is a sequence of non-zero
morphisms
M =M0
f1−→M1
f2−→ · · ·
ft
−→ Mt = N
with all Mi in indC. Following [24], we denote the existence of such a path
by M ≤ N . We say that M is a predecessor of N (or that N is a successor of
M).
More generally, if S1 and S2 are two sets of modules, we write S1 ≤ S2 if every
module in S2 has a predecessor in S1, every module in S1 has a successor in
S2 and no module in S2 has a successor in S1 and no module in S1 has a
predecessor in S2. The notation S1 < S2 stands for S1 ≤ S2 and S1 ∩ S2 = ∅.
Let m ≥ 1. The m-left part Lm(C) of modC is the full subcategory of indC
consisting of all indecomposable C-modules M such that if L ≤ M , then
pdL ≤ m.
Clearly, L1(C) is the left part in the sense of [19].
1.3 The cluster category and the m-cluster category
Let A be a hereditary finite dimensional algebra, and F denote the endofunctor
of Db(modA) defined as the composition τ−1 [1], where τ is the Auslander-
Reiten translation in Db(modA) and [1] is the shift functor. The cluster cate-
gory C(A) (see [11]) has as objects the F -orbits of objects in Db(modA) and
5
the morphisms are given by
Hom C(A)(X˜, Y˜ ) = ⊕i∈ZHom Db(modA)(X,F
iY )
where X and Y are objects in Db(modA) and X˜, Y˜ are their respective F -
orbits. It is shown in [21] that C(A) is a triangulated category.
More generally, let m ≥ 1 and Fm denote the endofunctor of D
b(modA)
defined as the composition τ−1 [m]. The m-cluster category Cm(A) (see [25])
has as objects the Fm-orbits of objects in D
b(modA) and the morphisms are
given by
Hom Cm(A)(X˜, Y˜ ) = ⊕i∈ZHom Db(modA)(X,F
i
mY )
where X and Y are objects in Db(modA) and X˜, Y˜ are their respective Fm-
orbits. Again, by [21], Cm(A) is a triangulated category. We refer to [25,22,28,8]
for facts about the m-cluster category.
1.4 The repetitive algebra
Let C be a finite dimensional algebra. Its repetitive algebra Cˆ is the infinite
matrix algebra
Cˆ =


. . . 0
Ci−1
Qi Ci
Qi+1 Ci+1
0
. . .


where matrices have only finitely many non-zero coefficients, Ci = C and Qi =
CDCC for all i ∈ Z, all the remaining coefficients are zero and multiplication
is induced from the canonical isomorphisms C ⊗C DC ∼= CDCC ∼= DC ⊗C C
and the zero morphism DC ⊗C DC → 0, see [20]. Then Cˆ is an infinite
dimensional, locally finite dimensional, self-injective algebra without identity.
The importance of Cˆ in our case comes from the following result of [17].
Theorem 4 (Happel) Let C be of finite global dimension, then the derived
category Db(modC) is equivalent, as a triangulated category, to the stable
module category mod Cˆ.
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Fig. 1. Auslander-Reiten quiver of A
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2 The right repetitive algebra
2.1 Definition and description of the Auslander-Reiten quiver
Let C be a finite dimensional algebra. The right repetitive algebra C
8
of C,
introduced in [2], is the quotient of the repetitive algebra Cˆ of C defined by:
C
8
=


C0 0
Q1 C1
Q2 C2
0
. . .
. . .


where, as in section 1.4, Ci = C and Qi = CDCC for all i ∈ Z.
Assume, from now on, that A is a hereditary algebra. The description of modA
8
follows easily from [26,27,20,1] and can be summarized as follows.
Lemma 5 (1) The standard embeddings indAi →֒ indA
8
(for i ≥ 0) and
indA
8
→֒ ind Aˆ are full, exact, preserve indecomposable modules, almost
split sequences and irreducible morphisms.
(2) Under these embeddings, each indAi is a full convex subcategory of indA
8
,
and indA
8
is a full convex subcategory of ind Aˆ. Moreover, indA0 is closed
under predecessors in indA
8
, and indA
8
is closed under successors in
ind Aˆ.
In the sequel, we identify A with A0 and each indAi with the corresponding
full subcategory of indA
8
. Thus the Auslander-Reiten quiver Γ(modA
8
) of A
8
can be described as follows (see Figure 1).
It starts with the Auslander-Reiten quiver Γ(modA) of A0 = A. Then pro-
jective-injective modules start to appear; such a projective-injective module
has its socle corresponding to a point in the quiver QA of A, and its top
corresponding to a point in the quiver of A1. Next occurs a part denoted by
indA01 where indecomposables contain at the same time simple composition
factors from A0 = A, and simple composition factors from A1. When all
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projective-injectives whose socles correspond to points in the quiver of A0
have appeared, we reach the projective A1-modules and thus the Auslander-
Reiten quiver Γ(modA1) of A1. The situation then repeats itself.
This repetition is effected by means of the Nakayama functor, whose action
is described as follows. For a point a (or an arrow α) in the ordinary quiver
of A, denote by ai (or αi) the corresponding point (or arrow, respectively) in
the quiver of Ai. Let thus M be an A
8
-module, considered as a representation.
Then νA8 M(ai) = M(ai−1) and νA8 M(αi) = M(αi−1).
Observe that all injective A
8
-modules are projective, and that those projective
A
8
-modules which are not injective are just the projective A-modules.
2.2 Example
Since the former picture is the basis for our intuition, we give here an example.
Let A be given by the quiver
a
b
α
^^>>>>>>>>
β
    
  
  
  
c
then the quiver of A
8
is
a0 a1
λ1
~~ ~
~~
~~
~~
a2
λ2
~~ ~
~~
~~
~~
· · ·
b0
α0
``AAAAAAAA
β0~~ ~
~~
~~
~~
b1
α1
``AAAAAAAA
β1~~ ~
~~
~~
~~
b2
α2
``AAAAAAAA
β2~~ ~
~~
~~
~~
· · ·
c0 c1
µ1
``AAAAAAAA
c2
µ2
``AAAAAAAA
· · ·
bound by the relations λi+1βi = 0, µi+1αi = 0, αi+1λi+1 = βi+1µi+1, for all
i ≥ 0. Then Γ(modA
8
) is as follows:
8
c1
b0
c0
3
33
3
c2
b1
c1
3
33
3
a0
6
66
66
b0
c0
EE
3
33
3
c1
b0
8
88
8 a1
=
==
==
b1
c1
EE
3
33
3
c2
b1
8
88
8 a2
· · ·
b0
a0 c0
CC
8
88
8
b0
EE
3
33
3
a1 c1
b0
@@
=
==
==
//
b1
a1 c1
b0
// b1
a1 c1
CC
8
88
8
b1
EE
3
33
3
a2 c2
b1
@@
=
==
==
//
b2
a2 c2
b1
· · ·
c0
CC b0
a0
EE
3
33
3
a1
b0
CC
c1
@@
b1
a1
EE
3
33
3
a2
b1
CC
c2 · · ·
a1
b0
a0
EE
a2
b1
a1
EE
where modules are represented by their Loewy series.
2.3 Injective envelopes and projective covers
The following lemma is inspired from a well-known result about symmetric
algebras.
Lemma 6 Let L be an indecomposable A
8
-module and
0→ L
f
→ I
g
→ N → 0
a short exact sequence of A
8
-modules with L
f
→ I an injective envelope, I
projective-injective and N 6= 0. Then
(1) I
g
→ N is a projective cover in modA
8
and
(2) N is indecomposable.
PROOF. (1) Let p : P (N) → N be a projective cover in modA
8
and let
K = Ker p. Then there exists a projective A
8
-module P ′ and a commutative
9
diagram with exact rows and columns, where i is a section.
0 0
0 ✲ K
❄
✲ P (N)
❄
p
✲ N ✲ 0
0 ✲ L
❄
f
✲ I
i
❄
g
✲ N
id
❄
✲ 0
P ′
❄
id
✲ P ′
❄
0
❄
0
❄
Hence P ′ is also injective. Then L ∼= K ⊕ P ′. Since L is indecomposable and
not projective-injective it follows that L ∼= K. Thus P (N) = I.
(2) Suppose that N = N1 ⊕N2. Then I ∼= P (N) ∼= P (N1)⊕ P (N2) and there
exists an induced direct sum decomposition of the kernel L = L1 ⊕ L2. Since
L is indecomposable, we may assume that L = L1 and L2 = 0. But then
P (N2) ∼= N2 so that we have a commutative diagram with exact rows.
0 ✲ L
f
✲ I
g
✲ N ✲ 0
0 ✲ L
id
❄
✲ P (N1)⊕N2
∼=
❄
(
k 0
0 id
)
✲ N1 ⊕N2
id
❄
✲ 0
which contradicts the hypothesis that L
f
→ I is an injective envelope. ✷
Corollary 7 Let L be an indecomposable A
8
-module and
0 //L
f0 // I0
f1 // I1 // . . .
fk // Ik
be a minimal injective coresolution in modA
8
, with all Ij projective-injective
and N = Coker fk 6= 0. Then:
(1) I0
f1 // I1 // . . .
fk // Ik //N // 0 is a minimal projective resolu-
tion in modA
8
,
(2) N is indecomposable and
(3) for all j ≤ k, the j-th cosyzygy of L is isomorphic to the (k + 1 − j)-th
syzygy of N , that is
Ω−j
A8
L ∼= Ω
(k+1)−j
A8
N.
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PROOF. By induction on k using Lemma 6. ✷
Lemma 8 Let M be an indecomposable A
8
-module which does not lie in indA.
Then the projective cover of M is projective-injective.
PROOF. We may clearly assume that M is not projective-injective. Since
M /∈ indA, we have
HomA8 (AA,M)
∼= Hom Aˆ(AA,M) = 0,
where the last equality follows from Happel’s Theorem (see Theorem 4 above)
and from the structure of morphisms in the derived category. Therefore, any
non-zero morphism in HomA8 (AA,M) must factor through an injective A
8
-
module which is also projective. The statement follows. ✷
Lemma 9 Let M be an indecomposable A
8
-module, then
Ω−1
A8
τ−1
A8
M ∼= τ−1
A8
Ω−1
A8
M
PROOF. For any indecomposable A
8
-module M , we have Ω−1
A8
M = Ω−1
Aˆ
M ,
because injective A
8
-modules are also Aˆ-injective, and τ−1
A
8 M = τ−1
Aˆ
M . The
statement follows from the fact that τ−1
Aˆ
= Ω−2
Aˆ
ν−1
Aˆ
(see [7, IV.3.7 p.126]). ✷
2.4 Projective dimension
We are now able to prove the main result of this section.
Theorem 10 Let M be an indecomposable A
8
-module and let k ≥ 1. Then
pdM = k if and only if there exists an indecomposable A-module N such that
M ∼= τ−1
A8
Ω
−(k−1)
A8
N .
PROOF. We prove the statement by induction on k. Suppose k = 1. If
M ∼= τ−1
A8
N for some N in indA then it follows from [3, Cor 5 and 6] that
M lies in the left part LA8 of A
8
, and thus, pdM ≤ 1. On the other hand,
M ∼= τ−1
A
8 N implies that M is not projective, and hence pdM = 1.
Conversely, assume that M is not of the form τ−1
A8
N , for some N ∈ indA. If
M is projective then pdM = 0 6= 1. Otherwise, by Lemma 8, in the short
exact sequence
0→ ΩA8 M → P
f
→ M → 0, (1)
11
where f is a projective cover, the module P is projective-injective and, by
[3, Prop. 7], ΩA8 M is not a projective A-module. Clearly, ΩA8 M cannot be
projective-injective, since (1) is not split. Hence pdM 6= 1.
Suppose now k > 1. Let M ∈ indA
8
such that pdM = k. Since k > 1, then
M /∈ indA and, by Lemma 8, the projective cover ofM in modA
8
is projective-
injective. Let X = ΩA8 M . Then pdX = k − 1. By the dual of Lemma 6, X
is indecomposable. Now, by the induction hypothesis, X = τ−1
A8
Y for some
Y ∈ Ω
−(k−2)
A
8 indA. Moreover, by Lemma 6, M = Ω−1
A
8 X and therefore
M = Ω−1
A8
X = Ω−1
A8
τ−1
A8
Y ∼= τ−1
A8
Ω−1
A8
Y
lies in τ−1
A8
Ω
−(k−1)
A8
indA, as required.
Conversely, suppose that M = τ−1
A8
Ω
−(k−1)
A8
N for some N ∈ indA. By Corol-
lary 7, X = τ−1
A8
Ω
−(k−2)
A8
N is indecomposable. Furthermore, M = Ω−1
A8
X and
there is a short exact sequence
0→ X
f
→ I
g
→ M → 0,
with f an injective envelope in modA
8
. Thus I is projective-injective and, by
Lemma 6, g is a projective cover; hence pdM = pdX + 1. But by induction,
the projective dimension of X is k − 1, and thus pdM = k. This completes
the proof. ✷
Recall that a component of the Auslander-Reiten quiver of A
8
is called trans-
jective if it does not contain cycles in indA
8
. A full connected subquiver Σ in
an Auslander-Reiten component is called a subsection if every path in Σ is
sectional.
Definition 11 A right stable slice Σ in indA
8
is a connected convex subsection
in a transjective component of the Auslander-Reiten quiver of modA
8
which
intersects each right stable τA8 -orbit in that component.
For each k greater than or equal to zero, we set Σk =
{
Ω−k
A8
Px | x ∈ (QA)0
}
.
Notice that Σ0 is just the set of projective A-modules and that Σk = Ω
−k(Σ0).
Lemma 12 For each k ≥ 0, Σk is a right stable slice in indA
8
.
PROOF. By induction on k. Clearly Σ0,which is the set of all indecomposable
projective A-modules, is a right stable slice. Also, by [3, Cor. 6], Σ1 = {Ω
−1
A8
Px |
x ∈ (QA)0} is a right stable slice. Assume now that k > 1. If k is even we
have Ω−k
A8
= Ω
−2(k/2)
A8
= τ
−k/2
A8
ν
k/2
A8
, by [7, IV.3.7 p.126]. Since both τA8 and
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νA8 preserve right stable slices, the statement follows from Σk = τ
−k/2
A8
ν
k/2
A8
Σ0.
If, on the other hand, k is odd, then the statement follows similarly from
Σk = τ
−(k−1)/2
A8
ν
(k−1)/2
A8
Σ1. ✷
We now show that the right stable slices Σk partition indA
8
into regions of
constant projective dimension. It is useful to note that, if L ≤ M in indA
8
,
then ΩA8 L ≤ ΩA8 M and Ω
−1
A8
L ≤ Ω−1
A8
M .
Corollary 13 Let M be an indecomposable A
8
-module which is not projective-
injective and let k ≥ 1. Then
pdM = k if and only if Σk−1 < M ≤ Σk
PROOF. Suppose pdM = k. By Theorem 10, there exists N ∈ indA such
that
M = τ−1
A8
Ω
−(k−1)
A8
N = Ω
−(k−1)
A8
(
τ−1
A8
N
)
.
Now, by [3], we have Σ0 < τ
−1
A8
N ≤ Σ1. Since Σk−1 = Ω
−(k−1)
A8
Σ0 and Σk =
Ω
−(k−1)
A8
Σ1, by definition, this implies Σk−1 < M ≤ Σk.
Conversely, assume that Σk−1 < M ≤ Σk. Since, by Corollary 7, we have
Σ0 = Ω
k−1
A
8 Σk−1 and Σ1 = Ω
k−1
A
8 Σk, applying Ω
k−1
A
8 to the former inequality
yields Σ0 < Ω
k−1
A
8 M ≤ Σ1. Then, by [3, Cor. 5], it follows that pdΩ
k−1
A
8 M = 1,
whence pdM = k. ✷
The right repetitive algebra A
8
thus provides an example of an (infinite-
dimensional) algebra such that every indecomposable A
8
-module has finite
projective dimension, but such that the finitistic projective dimension of A
8
is infinite. (We recall that the finitistic projective dimension of an algebra is
the supremum of the projective dimensions of those modules which have finite
projective dimension.)
3 The m-replicated algebra A(m)
3.1 Definition and description of the Auslander-Reiten quiver
Let m ≥ 1 and C be a finite dimensional algebra. The m-replicated algebra
C(m) of C is the quotient of the right repetitive algebra C
8
(hence of the
13
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Fig. 2. Auslander-Reiten quiver of A(m)
repetitive algebra Cˆ) defined by
C(m) =


C0 0 . . . . . . . . . 0
Q1 C1 0 . . . . . . 0
0 Q2 C2 0 . . . 0
...
. . .
. . .
0 . . . 0 Qm Cm


.
If m = 1, then C(1) is called the duplicated algebra of C (see [3]). It is shown
in [4] that
m+ gl.dimC ≤ gl.dimC(m) ≤ (m+ 1)gl.dimC +m.
Assume from now on that A is hereditary. The description of A(m) follows
from [26,27,1] and can be summarized as follows.
Lemma 14 (1) The standard embeddings indAi →֒ indA
(m) (where 0 ≤
i ≤ m) and indA(m) →֒ indA
8
are full, exact, preserve indecomposable
modules, almost split sequences and irreducible morphisms.
(2) Under the above embeddings, each indAi is a full convex subcategory of
indA(m), and indA(m) is a full convex subcategory of indA
8
. Moreover,
indA0 is closed under predecessors and indAm is closed under successors
in indA(m).
In the sequel, we identify A with A0 and each indAi with the corresponding full
subcategory of indA(m), and indA(m) with the corresponding full subcategory
of indA
8
. The Auslander-Reiten quiver of A(m) can be deduced from that of
A
8
(see Figure 2).
3.2 Projective dimension
Since we are interested in the projective dimension of indecomposable A(m)-
modules, we need to study projective covers. In our situation, Lemma 8 be-
comes the following lemma.
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Lemma 15 (1) Let M be an indecomposable A(m)-module which does not lie
in indA. Then its projective cover in modA(m) is projective-injective and
coincides with its projective cover in modA
8
.
(2) Let M be an indecomposable A(m)-module which does not lie in indAm.
Then its injective envelope in modA(m) is projective-injective and coin-
cides with its injective envelope in modA
8
.
PROOF. Since (2) is dual to (1), we only prove (1). The case where M is
projective-injective is trivial. Assume that M is injective but not projective.
Then M ∈ indAm and therefore HomA(m)(A,M) = 0 (because the supports
of A and M are disjoint) and the statement follows. In the case where M is
not injective one can use the same argument as in the proof of Lemma 8 to
show that the projective cover of M is projective-injective. It coincides with
its projective cover in modA
8
because indA(m) is closed under predecessors in
indA
8
. ✷
We now show that, for each k ≤ m the right stable slice Σk of Lemma 12
consists of A(m)-modules.
Lemma 16 We have Σm ⊂ indA
(m).
PROOF. We prove by induction on k ≤ m that Σk ≤ ν
k
A8
Σ0. If k = 1, then
by [3], Σ1 = Ω
−1
A8
Σ0 ≤ νA8 Σ0. Assume now that, for some k < m, we have
Σk ≤ ν
k
A
8 Σ0. Since νA8 = τA8 Ω
−2
A8
, we have
νk+1
A8
Σ0 = τA8 Ω
−2
A8
νkA8 Σ0 ≥ τA8 Ω
−2
A8
Σk = τA8 Ω
−1
A8
Σk+1.
On the other hand, if X ∈ indA
8
is not a projective-injective module then
Hom A8 (τ
−1
A8
X,Ω−1
A8
X) 6= 0 so that τ−1
A8
X ≤ Ω−1
A8
X and then X ≤ τA8 Ω
−1
A8
X .
Therefore νk+1
A8
Σ0 ≥ Σk+1, establishing our claim. The statement of the lemma
then follows from Σm ≤ ν
m
A8
Σ0 = Am. ✷
We are now able to prove the statement corresponding to Theorem 10 and
Corollary 13 in modA(m).
Proposition 17 Let M be an indecomposable A(m)-module which is not pro-
jective and let k be such that 1 ≤ k ≤ m. The following are equivalent:
(1) pdM = k,
(2) there exists N ∈ indA such that M ∼= τ−1A(m) Ω
−(k−1)
A(m)
N,
(3) Σk−1 < M ≤ Σk.
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PROOF. Since indA(m) is closed under predecessors in indA
8
, then a minimal
projective resolution of an indecomposable A(m)-module X in modA(m) is
also a minimal projective resolution of X in modA
8
(and, in particular, the
respective syzygies coincide). Therefore, by Theorem 10, (1) holds if and only
if there exists N ∈ indA such that
M ∼= τ−1
A8
Ω
−(k−1)
A8
N ∼= τ−1A(m) Ω
−(k−1)
A(m)
N.
Finally, the equivalence of (1) and (3) follows from Lemma 16 and Corollary
13. ✷
Corollary 18 Let M be an indecomposable A(m)-module which is not projec-
tive-injective. The following are equivalent:
(1) M ∈ Lm(A
(m)),
(2) M ∈ ∪mk=1Ω
−(k−1)
A(m)
(indA) ∪ Σm,
(3) M ≤ Σm.
PROOF. The equivalence of (1) and (3) follows from Proposition 17. We
show that (1) implies (2). Let M ∈ Lm(A
(m)), then pdM = k ≤ m. By
Proposition 17, there exists N ∈ indA such that
M = τ−1
A8
Ω
−(k−1)
A8
N ∼= Ω
−(k−1)
A8
τ−1
A8
N ∼= Ω
−(k−1)
A(m)
τ−1
A(m)
N.
Thus, if N is not an injective A-module, then M ∈ Ω
−(k−1)
A(m)
(indA). On the
other hand, if N is an injective A-module, then τ−1
A(m)
N ∈ Ω−1
A(m)
Σ0 (by [3]) so
that M ∈ Ω
−(k−1)
A(m)
Ω−1
A(m)
Σ0 = Ω
−k
A(m)
Σ0 = Σk. Thus M ∈ Σm if k = m and
M ∈ ∪mk=1Ω
−(k−1)
A(m)
(indA) otherwise.
Finally we prove that (2) implies (3). We assume M ∈ ∪mk=1Ω
−(k−1)
A(m)
(indA) ∪
Σm and claim thatM ≤ Σm. IfM ∈ Σm, there is nothing to prove. Otherwise,
there exist N ∈ indA and k ≤ m such that M = Ω
−(k−1)
A(m)
N . Now N ≤ Σ1 =
Ω−1
A(m)
Σ0 so M ≤ Ω
−(k−1)
A(m)
Ω−1
A(m)
Σ0 = Ω
−k
A(m)
Σ0 = Σk ≤ Σm. ✷
3.3 Exact fundamental domain
One very easy consequence of Corollary 18, Theorem 10 and Corollary 13 is
that Lm(A
(m)) = Lm(A
8
). Another one is the following corollary.
Corollary 19 The embedding functor
addLm(A
(m)) →֒ modA(m) →֒ modA
8
→֒ mod Aˆ
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is full, exact and preserves indecomposable modules, irreducible morphisms and
almost split sequences.
We are now able to prove Theorem 2. Since A is hereditary, we have, by [17],
an equivalence Db(modA) ∼= mod Aˆ of triangulated categories. Let
π : modA(m) →֒ modA
8
→֒ mod Aˆ։ mod Aˆ ∼= Db(modA)։ Cm(A).
be the canonical functor (where Cm(A) is the m-cluster category, see section
1.3). We define an exact fundamental domain for π to be a full convex subcat-
egory of ind Aˆ which contains exactly one point of each fibre π−1(X), with X
an indecomposable object in Cm(A).
Theorem 20 The functor π induces a one-to-one correspondence between the
non projective-injective modules in Lm(A
(m)) and the indecomposable objects
in Cm(A). In particular, Lm(A
(m)) is an exact fundamental domain for π.
PROOF. Since Lm(A
(m)) is a full convex subcategory of indA(m) and indA
8
,
it is also convex inside ind Aˆ. Furthermore, the non projective-injective mod-
ules in Lm(A
(m)) are just the modules in
∪mk=1Ω
−(k−1)
A(m)
(indA) ∪ Σm = ∪
m
k=1Ω
−(k−1)
Aˆ
(indA) ∪ Σm.
The statement follows from the definition of Cm(A) and the fact that Ω
−1
Aˆ
corresponds to the shift [1] under the equivalence mod Aˆ ∼= Db(modA). ✷
4 Tilting modules over the replicated algebra
4.1 Definitions and preparatory results
Let C be a finite dimensional algebra, and T be a C-module. We say that T
is an exceptional module if
(1) pdT = d <∞
(2) ExtiC(T, T ) = 0 for all i ≥ 1
An exceptional module T is called a (generalized) tilting module if more-
over
(3) there exists an exact sequence
0→ CC → T0 → T1 → · · · → Td → 0
where each Ti ∈ addT for all i.
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It is useful to observe that, if T is an exceptional module which is faithful, then
any projective-injective indecomposable C-module P is a direct summand of
T : indeed, since T is faithful, there exists a monomorphism CC →֒ T0 with
T0 ∈ addT , which, when composed with the inclusion P →֒ CC yields an
inclusion P →֒ T0 which splits, because P is injective. In particular, if T is a
tilting C-module, then any projective-injective indecomposable C-module is a
direct summand of T .
An exceptional module T is said to be basic (or multiplicity free) if, whenever
T = ⊕ni=1Ti where all the Ti are indecomposable, we have Ti 6= Tj for i 6= j.
It is well-known that, if T is a basic tilting C-module, then the number of its
indecomposable summands is equal to the rank of the Grothendieck group of
C, see [17].
For the rest of this section, we let as before A be a hereditary algebra and
m ≥ 1, and A(m) denote the m-replicated algebra of A.
Lemma 21 Let T be an exceptional A(m)-module having all projective-injec-
tive indecomposable modules as direct summands and letM be an A(m)-module.
Assume that M has a projective-injective injective envelope. Then a minimal
left addT -approximation of M is a monomorphism.
PROOF. Let f0 : M → T0 be a minimal left addT -approximation and g :
M → I be an injective envelope. Since I is projective-injective, it lies in addT ,
hence there exists h : T0 → I such that g = h f0. Since g is injective, so is
f0. ✷
Corollary 22 An exceptional A(m)-module T is faithful if and only if it has
all projective-injective indecomposable A(m)-modules as direct summands.
PROOF. We have already shown the necessity. Conversely, assume any pro-
jective-injective indecomposable A(m)-module to be a summand of T . By
Lemma 21, a minimal left addT -approximation of AA(m) is a monomorphism.
Therefore, there exists a monomorphism A(m)A(m) →֒ T0 with T0 ∈ addT . ✷
4.2 Tilting modules
We shall prove that, if T is a faithful exceptional A(m)-module, all of whose
non projective-injective summands lie in addLm(A
(m)), then there exists an
A(m)-module X such that T ⊕X is a tilting module.
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Clearly, if A(m) (or, equivalently, A) is representation-finite, then this fol-
lows from [23]. We may then assume without loss of generality that A is
representation-infinite.
Lemma 23 Assume that A is representation-infinite, that T is a faithful ex-
ceptional A(m)-module and that M ∈ Lm(A
(m)). Then
(1) the injective envelope of M is projective-injective, and
(2) a minimal left addT -approximation of M is injective.
PROOF. By Lemma 21, it suffices to prove (1). Since, by Corollary 18, we
have M ∈ Lm(A
(m)) if and only if M ≤ Σm, it suffices, by Lemma 14, to show
that Σm contains no Am-module. We first assume that m = 2l is even, then
Σm = Ω
−m
A(m)
Σ0 = Ω
−2l
A(m)
Σ0 = τ
−l
A(m)
(νlA(m) Σ0).
Since νl
A(m)
Σ0 is the set of projective Al-modules, the set Σm consists of
postprojective Al-modules (here, we are using the assumption that A
(m) is
representation-infinite). Since l 6= m, this shows that Σm ∩ indAm = ∅. As-
sume now that m = 2l + 1 is odd, then
Σm = Ω
−1
A(m)
Σ2l = Ω
−1
A(m)
τ−l
A(m)
νlA(m) Σ0 = τ
−l
A(m)
Ω−1
A(m)
(νlA(m) Σ0).
But νl
A(m)
Σ0 is the set of all indecomposable projective Al-modules and, since
A is representation-infinite, this implies Ω−1
A(m)
(νl
A(m)
Σ0) ⊂ indAl,l+1 (in the
notation of section 2.1 and section 3.1). We thus get again Σm∩indAm = ∅. ✷
Remark 24 The statement of Lemma 23 is false in the representation-finite
case: let A be the path algebra of the quiver a← b, then the Auslander-Reiten
quiver of A(1) is:
a0
?
??
??
? b0
?
??
??
?
a1
?
??
??
? b1
b0
a0
?
??
??
??
a1
b0
//
?? b1
a1
b0
// b1
a1
??
a1
b0
a0
??
Clearly, the simple module a1 belongs to Σ1 but its injective envelope b1a1
is not
projective. The above proof fails here because the module b0
a0
is a projective-
injective A-module and Ω−1
A(m)
b0
a0
= a1 is not in indA0,1.
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Proposition 25 Let A be representation-infinite and let T be a faithful excep-
tional A(m)-module such that pdT ≤ m. Then there exists an exact sequence
0 −→ A
f0−→ T0
f1−→ T1
f2−→ · · ·
fm−1
−→ Tm−1
fm
−→ Lm −→ 0
in modA(m) such that
(1) Ti ∈ addT for all i,
(2) Li = Coker fi−1 lies in addLi(A
(m)), and
(3) each of the induced monomorphisms Li →֒ Ti is a minimal left addT -
approximation.
PROOF. We construct this sequence by induction on s < m. First, since T
is faithful and pdAA(m) = 0, it follows from Lemma 23 that a minimal left
addT -approximation of AA(m) is a monomorphism, and thus we have a short
exact sequence
0 −→ A
f0−→ T0
g1−→ L1 −→ 0
in modA(m).
Assume now that s < m and that we have an exact sequence
0 −→ A
f0−→ T0
f1−→ T1 −→ · · ·
fs−→ Ts
such that Ti ∈ addT, Li = Coker fi−1 ∈ addLi(A
(m)) and each of the induced
monomorphisms f ′i : Li →֒ Ti is a minimal left addT -approximation. Let
Ls+1 = Coker fs. If Ls+1 = 0, then our sequence stops and it is of the form
0 −→ A−→T0 −→ T1 −→ · · ·−→Ts −→ 0
and all Li = 0, Ti = 0 if s < i ≤ m. This sequence clearly satisfies conditions
(1)-(3). If Ls+1 6= 0, consider the short exact sequence
0 −→ Ls
f ′s−→ Ts
gs+1
−→ Ls+1 −→ 0
in modA(m). By the induction hypothesis, Ls ∈ Ls(A
(m)) ⊂ Lm(A
(m)), there-
fore, by Lemma 23, Ls has a projective-injective injective envelope I, so that
we have a commutative diagram with exact rows
0 //Ls
f ′s //
id

Ts
gs+1 //

Ls+1 //

0
0 //Ls // I //Ω
−1
A(m)
Ls // 0.
Since Ls ∈ Ls(A
(m)) implies Ls ≤ Σs, we have
Ls+1 ≤ Ω
−1
A(m)
Ls ≤ Ω
−1
A(m)
Σs = Σs+1 ≤ Σm
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(because s + 1 ≤ m). In particular Ls+1 ∈ Ls+1(A
(m)). By Lemma 23, a
minimal left addT -approximation f ′s+1 : Ls+1 → Ts+1 is a monomorphism and
in particular Ts+1 6= 0. We obtain the exact sequence
0 −→ A
f0−→ T0
f1−→ T1−→· · ·
fs
−→ Ts
fs+1
−→ Ts+1 −→ Ls+1 −→ 0
where fs+1 = f
′
s+1 ◦ gs+1, and this completes the proof. ✷
Theorem 26 Let A be a hereditary algebra, m ≥ 1 and A(m) be the m-th
replicated algebra of A. If T is a faithful exceptional A(m)-module with pdT ≤
m, then there exists an A(m)-module X such that T⊕X is a tilting A(m)-module
and pdX ≤ m.
PROOF. We may, by [23], assume that A(m), or equivalently, A, is represen-
tation-infinite. Then, by Proposition 25, there exists an exact sequence
0 −→ A
f0−→ T0
f1−→ T1−→· · ·
fm−1
−→ Tm−1
fm−→ Lm −→ 0
in modA(m) such that
(1) Ti ∈ addT for all i,
(2) Li = Coker fi−1 lies in addLi(A
(m)) (or, equivalently, pdLi ≤ i), and
(3) each of the induced monomorphisms Li →֒ Ti is a minimal left addT -
approximation.
Actually, we have one of two cases. If there exists p ≤ m such that Lp = 0,
then the above sequence reduces to
0 −→ A
f0−→ T0
f1−→ T1−→· · ·
fp
−→ Tp −→ 0
(with Ti ∈ addT for all i) and then T is clearly a tilting module. If not we
may assume Lm 6= 0. We then prove by induction on s, with 1 ≤ s ≤ m, that
for all i ≥ 1
ExtiA(m)(Ls, T ) = 0. (2)
ExtiA(m)(T, Ls)
∼= Exti+sA(m)(T,A). (3)
ExtiA(m)(Ls, Ls)
∼= Exti+sA(m)(Ls, A). (4)
Assume first that s = 1, and apply Hom A(m)(−, T ) to the short exact sequence
0 −→ A
f0−→ T0 −→ L1 −→ 0. (5)
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This yields an exact sequence
Hom A(m)(T0, T )
Hom
A(m)
(f0,T )
−→ Hom A(m)(A, T ) −→ Ext
1
A(m)(L1, T )
−→ Ext1A(m)(T0, T ) = 0
where the last equality follows from the exceptionality of T . Since f0 is a left
addT -approximation, Hom A(m)(f0, T ) is surjective. Hence Ext
1
A(m)(L1, T ) = 0.
This implies (2), because pdL1 ≤ 1.
Applying now Hom A(m)(T,−) to (5) yields the exact sequence
0 = ExtiA(m)(T, T0)→ Ext
i
A(m)(T, L1)→ Ext
i+1
A(m)
(T,A)→ Exti+1
A(m)
(T, T0) = 0,
hence ExtiA(m)(T, L1)
∼= Exti+1A(m)(T,A). This is just (3).
Finally, applying Hom A(m)(L1,−) to (5) yields the exact sequence
0 = Ext1A(m)(L1, T0) −→ Ext
1
A(m)(L1, L1) −→ Ext
2
A(m)(L1, A)
−→ Ext2A(m)(L1, T0) = 0
hence Ext1A(m)(L1, L1)
∼= Ext2A(m)(L1, A) (= 0), and thus (4), because pdL1 ≤
1.
Let now s > 1 and consider the short exact sequence
0 −→ Ls−1
f ′s−1
−→ Ts−1 −→ Ls −→ 0. (6)
Applying Hom A(m)(−, T ) yields an exact sequence
Hom A(m)(Ts−1, T )
Hom
A(m)
(f ′s−1,T )
−→ Hom A(m)(Ls−1, T ) −→ Ext
1
A(m)(Ls, T )
−→ Ext1A(m)(Ts−1, T ) = 0
Since f ′s−1 is a left addT -approximation, we get Ext
1
A(m)(Ls, T ) = 0. The same
long exact sequence yields, for i ≥ 2,
ExtiA(m)(Ls, T )
∼= Exti−1A(m)(Ls−1, T ) = 0
where the second equality follows from the induction hypothesis. This shows
(2).
Applying Hom A(m)(T,−) to (6) yields the exact sequences
0 = ExtiA(m)(T, Ts−1) −→ Ext
i
A(m)(T, Ls) −→ Ext
i+1
A(m)
(T, Ls−1)
−→ Exti+1
A(m)
(T, Ts−1) = 0
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thus ExtiA(m)(T, Ls)
∼= Exti+1A(m)(T, Ls−1) and Ext
i+1
A(m)
(T, Ls−1) ∼= Ext
i+s
A(m)
(T,A),
by the induction hypothesis. This shows (3).
Finally, applying Hom A(m)(Ls,−) to (6) yields the exact sequences
0 = ExtiA(m)(Ls, Ts−1) −→ Ext
i
A(m)(Ls, Ls) −→ Ext
i+1
A(m)
(Ls, Ls−1)
−→ Exti+1
A(m)
(Ls, Ts−1) = 0
hence Exti
A(m)
(Ls, Ls) ∼= Ext
i+1
A(m)
(Ls, Ls−1). Similarly, applying HomA(m)(Ls,−)
to the short exact sequence
0 −→ Ls−2
f ′s−2
−→ Ts−2 −→ Ls−1 −→ 0.
yields Exti+1
A(m)
(Ls, Ls−1) ∼= Ext
i+2
A(m)
(Ls, Ls−2). Continuing in this way, one gets
eventually ExtiA(m)(Ls, Ls)
∼= Exti+sA(m)(Ls, L0) with L0 = A. This shows (4) and
completes the proof of our claim.
Let now s = m. We deduce that, for all i ≥ 1
ExtiA(m)(Lm, T ) = 0.
ExtiA(m)(T, Lm)
∼= Extm+iA(m)(T,A) = 0 since pdT ≤ m.
ExtiA(m)(Lm, Lm)
∼= Extm+iA(m)(Lm, A) = 0 since pdLm ≤ m.
This shows that T ⊕ Lm is a tilting A
(m)-module, and completes the proof of
the theorem. ✷
Remark 27 Observe that T has usually many possible complements. Our
proof constructs only one.
Corollary 28 Let A be a hereditary algebra, m ≥ 1 and A(m) be the m-
replicated algebra of A. Let T be a basic, faithful, exceptional A(m)-module
with pdT ≤ m and such that the number of indecomposable summands of T
is equal to the rank of the Grothendieck group of A(m). Then T is a tilting
A(m)-module.
5 Tilting modules and tilting objects
5.1 Main result
Let A be a hereditary algebra, m ≥ 1 and X be an object in the m-cluster
category Cm(A). Then X is said to be basic (or multiplicity free) if, whenever
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X = ⊕ti=1Xi where all the Xi are indecomposable, we have Xi 6= Xj for
i 6= j. The object X is called exceptional if ExtiCm(A)(X,X) = 0 for all i
with 1 ≤ i ≤ m and it is called tilting if it is exceptional and the number of
isomorphism classes of its indecomposable summands is equal to the rank of
the Grothendieck group of A (see [25]).
Let now T be an exceptional A(m)-module. Then we can always write T in the
form T = T ′ ⊕ P , where P is projective-injective and T ′ has no projective-
injective indecomposable summands. We say that T is an Lm-exceptional mod-
ule if T ′ ∈ addLm(A
(m)) (or, equivalently, if pdT ≤ m).
In this section, we always assume our exceptional objects and modules to
be basic. By abuse of notation, modules will often be denoted by the same
letter even when considered as objects in different categories. We now prove
Theorem 3.
Theorem 29 Let A be a hereditary algebra and A(m) be its m-th replicated
algebra. There is a one-to-one correspondence:
{basic Lm − exceptional modules} ↔ {basic exceptional objects in Cm(A)},
which is given by T = T ′ ⊕ P 7→ π(T ′).
PROOF. Let T = T ′ ⊕ P be a basic Lm-exceptional module. We claim that
X = π(T ′) is an exceptional object in Cm(A), that is, Ext
i
Cm(A)(X,X) = 0 for
1 ≤ i ≤ m. By the definition of ExtiCm(A) this amounts to proving that
HomDb(modA)(Xx, τ
−sXy[ms + i]) = 0 (7)
(where τ = τDb(modA)) for all s ∈ Z, all i such that 1 ≤ i ≤ m and all inde-
composable summands Xx, Xy of X . Denote by Tx and Ty the indecomposable
A(m)-modules lying in Lm(A
(m)) which correspond to Xx and Xy, respectively.
We show equation (7) by distinguishing various cases according to the value
of s.
(1) If s = 0 then the equation (7) holds for all i since T is an Lm−exceptional
module.
(2) If s = −1 then we have for all i
HomDb(modA)(Xx, τXy[−m+ i])∼=Hom Aˆ(Tx, τAˆ Ω
m−i
Aˆ
Ty) (8)
∼=DExt1Aˆ(Ω
m−i
Aˆ
Ty, Tx) (9)
∼=DExtm+1−i
Aˆ
(Ty, Tx) (10)
∼=DExtm+1−iA(m) (Ty, Tx) (11)
= 0 (12)
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where (8) follows from Theorem 4, (9) is the Auslander-Reiten formula
in Db(modA), (10) follows from the definition of Ω, (11) holds because
T ∈ addLm(A
(m)) and (12) because T is exceptional.
(3) If s ≤ −2 then ms + i ≤ −2m + i ≤ −m, so Xy[ms + i] lies in some
(indA)[j] with j < 0 except in the case where s = −2, i = m and Xy ∈
(indA)[m], in which case Xy[ms+ i] ∈ (indA)[0], and then τ
−sXy[ms +
i](= τ 2Xy[ms+ i]) lies in some (indA)[j] with j < 0. In either case, there
are no non-zero morphisms from Xx to τ
−sXy[ms + i].
(4) If s ≥ 1, then ms + i ≥ m + i ≥ m so the only possibility to have a
non-zero morphism from Xx to τ
−sXy[ms+ i] is when s = 1, i = 1, Xx =
P [m] for some indecomposable projective A-module P , and τ−1Xy ∈
(indA)[0]. But then τ−1Xy[ms + i] ∈ (indA)[m + 1] and there is no
non-zero morphism from P [m] to (indA)[m+ 1].
Conversely, assume that X = π(T ′) is a basic exceptional object in Cm(A).
We claim that T ′ is a basic Lm−exceptional A
(m)-module. Clearly, T ′ is basic
and of finite projective dimension. Moreover T ′ ∈ Lm(A
(m)), by Theorem 20.
Suppose that there exist indecomposable summands Tx, Ty of T
′ such that
ExtiA(m)(Tx, Ty) 6= 0 for some i with 1 ≤ i ≤ m. Then
Hom Aˆ(Ty, τAˆΩ
i−1
Aˆ
Tx) ∼= DExt
1
Aˆ
(Ωi−1
Aˆ
T x, Ty) ∼= DExt
i
Aˆ
(Tx, Ty)
∼= DExtiA(m)(Tx, Ty)
implies that
Hom Db(modA)(Xy, τXx[−i+ 1]) 6= 0
(where Xx, Xy denote, as before, the indecomposable summands of X which
correspond to Tx, Ty, respectively). Thus we have
ExtiCm(A)(Xx, Xy)
∼=Ext1Cm(A)(Xx[−i+ 1], Xy)
∼=HomCm(A)(Xy, τCm(A)Xx[−i+ 1])
6=0
contradicting the hypothesis that X is an exceptional object in Cm(A) ✷
Corollary 30 Let A be a hereditary algebra and A(m) be its m-th replicated
algebra. There is a one-to-one correspondence
{basic Lm − tilting modules} ↔ {basic tilting objects in CmA},
which is given by T = T ′ ⊕ P 7→ π(T ′).
PROOF. Assume T is a basic Lm-tilting module, then T = T
′ ⊕ P where P
has nm indecomposable summands (here n is the rank of the Grothendieck
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group of A) while T ′ has n indecomposable summands. But then X = π(T ′)
has also n indecomposable summands. Since, by Theorem 29,X is exceptional,
it is tilting.
Conversely, if X is a tilting object in Cm(A) then it has n indecomposable
summands. Let T = T ′⊕P where P is the direct sum of all projective-injective
indecomposable A(m)-modules and T ′ is such that π(T ′) = X . Since P has nm
indecomposable summands, and T ′ has n, then T has nm+n indecomposable
summands. But nm+n is equal to the rank of the Grothendieck group of A(m)
and, by Corollary 28, T is a tilting module. ✷
5.2 Application to the case m = 1
In [3], it is shown that there is a bijection between the tilting objects in the
cluster category C(A) = C1(A) and the L-tilting modules in the duplicated
algebra A = A(1). Now, recall that in this context, tilting modules are of
projective dimension 1. By Corollary 18, this is equivalent to the fact that
the non projective-injective indecomposable summands lie in LA = L1(A).
Therefore, we have the following corollary.
Corollary 31 Let A be a hereditary algebra. There is a one-to-one correspon-
dence
{basic tilting A-modules} ↔ {basic cluster tilting objects in C(A)},
which is given by T = T ′ ⊕ P 7→ π(T ′).
5.3 Example
Let A be given by the quiver
1 2oo 3oo 4oo
Then the Auslander-Reiten quiver of A(2) is given by

























 ◦
'
''
''
''
◦
'
''
''
''
◦
'
''
''
''
◦
'
''
''
''
◦
0
00 ◦
0
00 ◦
0
00 ◦
0
00
⋄
GG
0
00 •
KK
0
00 •
GG
0
00 ⋄
KK
0
00 •
GG
0
00 •
KK
0
00 •
GG
0
00 •
KK
0
00 •
0
00
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0
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00 •
GG
0
00 •
GG
0
00 •
GG
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00 •
GG
0
00 •
GG
0
00 •
GG
0
00 •
GG
0
00 •
0
00
•
GG
0
00 •
GG
0
00 •
GG
0
00 •
GG
0
00 •
GG
0
00 •
GG
0
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•
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where we have indicated the 2-left part L2(A
(2)). We have also indicated an
L2-tilting module T = T
′ ⊕ P , where T ′ ∈ addL2. The summands of T
′
are indicated by diamonds and the (projective-injective) summands of P by
circles.
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