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Notations
We indicate some of the basic notations that we use in this thesis. Usually, we denote a
complex variable by s = σ + it with real part σ and imaginary part t.
Set of numbers.
N := {1, 2, 3, ...}, the set of positive integers
N0 := N ∪ {0}, the set of non-negative integers
P := {2, 3, 5, ...}, the set of prime numbers
Z := {...,−1, 0, 1, ...}, the set of integers
Q the set of rational numbers
R the set of real numbers
R+ the set of positive real numbers
R+0 the set of non-negative real numbers
C the set of complex numbers
(xn)n := (xn)n∈N := (x1, x2, ...), a sequence of elements xn from a certain set X.
Subsets of the complex plane.
Dr(s0) open disc with radius r > 0 and center s0 ∈ C
D := D1(0), unit disc
∂Ω the boundary of a domain Ω ⊂ C
D := {σ + it ∈ C : 0 < σ < 1, t > 0}
Ĉ := C ∪ {∞}, the Riemann sphere
(xn)n := (xn)n∈N := (x1, x2, ...), a sequence of elements xn from a certain set X.
Classes of functions.
H(Ω) set of functions analytic in a domain Ω ⊂ C
M(Ω) set of functions meromorphic in a domain Ω ⊂ C
S the Selberg class, defined in Section P.2
S# the extended Selberg class, defined in Section P.2
S#R a subclass of the extended Selberg class, defined in Section P.2
S∗ a subclass of the Selberg class, defined in Section P.2
G an extension of S#, defined in Section 1.2
N a class of functions, defined in Section 8.1
H 2 a space of Dirichlet series, defined in Section 7.4
Lpσ(K) the Lp space of a compact group K, defined in Section 7.1
(xn)n := (xn)n∈N := (x1, x2, ...), a sequence of elements xn from a certain set X.
1
2 Notations
Some further notations.
meas A Lebesgue measure of a measurable set A ⊂ R.
#B cardinality of a finite subset B ⊂ R.
dens∗J upper density of a subset J ⊂ N, defined in Section 7.2
dens∗J lower density of a subset J ⊂ N, defined in Section 7.2
(xn)n := (xn)n∈N := (x1, x2, ...), a sequence of elements xn from a certain set X
n|m n is a divisor of m
Landau’s O-notation and the Vinogradov symbols.
We use Landau’s O-notation and the Vinogradov symbols in the following way. Let f
and g be real valued functions, which are both defined on a subset of the reals.
f(x) = O
(
g(x)
)
or f(x) g(x),
as x→∞
:⇐⇒ ∃C>0 s.t. lim sup
x→∞
∣∣∣∣f(x)g(x)
∣∣∣∣ ≤ C
f(x) = o(g(x)),
as x→∞ :⇐⇒ lim supx→∞
∣∣∣∣f(x)g(x)
∣∣∣∣ = 0
f(x) = Ω
(
g(x)
)
or f(x) g(x),
as x→∞
:⇐⇒ ∃C>0 s.t. lim sup
x→∞
∣∣∣∣f(x)g(x)
∣∣∣∣ ≥ C
f(x) ∼ g(x),
as x→∞ :⇐⇒ limx→∞
∣∣∣∣f(x)g(x)
∣∣∣∣ = 1
f(x)  g(x),
as x→∞ :⇐⇒ ∃A,B>0 s.t. lim infx→∞
∣∣∣∣f(x)g(x)
∣∣∣∣ ≥ A and lim sup
x→∞
∣∣∣∣f(x)g(x)
∣∣∣∣ ≤ B
Sometimes we write Oα(·), resp. α, and Ωα(·), resp. α, to indicate that the implied
constants depend on the parameter α, respectively.
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Introduction and statement of the
main results
The Riemann zeta-function is a central object in multiplicative number theory. Its
value-distribution in the complex plane encodes deep arithmetic properties of the prime
numbers. In fact, many important insights into the distribution of the primes were
revealed by exploring the analytic behaviour of the Riemann zeta-function.
The value-distribution of the Riemann zeta-function, however, is far from being well-
understood and bears many interesting analytic phenomena which are worth to be stud-
ied, independently of their arithmetical relevance. A crucial role is assigned to the
analytic behaviour of the zeta-function on the so called critical line. The latter forms
the background for several open conjectures; for example, the Riemann hypothesis, the
Lindelöf hypothesis and Ramachandra’s denseness conjecture.
The scope of this thesis is to understand the behaviour of the Riemann zeta-function
near and on the critical line in a better way.
In Section P.1 of this introductory chapter, we introduce the Riemann zeta-function and
expose the exceptional character of its behaviour on the critical line.
To figure out which basic features of the Riemann zeta-function are responsible for certain
phenomena in its value-distribution, it is reasonable to investigate the zeta-function in a
broader context. In Section P.2, we consider the Selberg class, which was introduced by
Selberg [171] as a promising attempt to gather all Dirichlet series which satisfy similar
properties as the Riemann zeta-function.
In Section P.3, we provide an outline of this thesis, state the main results and briefly
report on our methods.
P.1 The Riemann zeta-function
In the following, let s = σ+ it denote a complex variable with real part σ and imaginary
part t. In the half-plane σ > 1, the Riemann zeta-function is defined by an absolutely
convergent Dirichlet series
ζ(s) :=
∞∑
n=1
1
ns
.
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6 Introduction and statement of the main result
Euler revealed an intimate connection of ζ(s) to the prime numbers. He discovered that
ζ(s) can be rewritten as an infinite product
ζ(s) =
∏
p∈P
(1− p−s)−1, σ > 1,
where P denotes the set of prime numbers.
In his seminal paper of 1859, Riemann [158] laid the foundations to investigate ζ(s) as a
function of a complex variable s. He discovered that ζ(s) can be continued analytically
to the whole complex plane, except for a simple pole at s = 1 with residue 1, and satisfies
the functional equation
(P.1) ζ(s) = ∆(s)ζ(1− s) with ∆(s) = pis− 12 Γ
(
1−s
2
)
Γ
(
s
2
) ,
where Γ denotes the Gamma-function. Stirling’s formula allows to describe the analytic
behaviour of the factor ∆(s) appearing in the functional equation in a rather precise way.
As |t| → ∞, the asymptotic formula
(P.2) ∆(σ + it) =
( |t|
2pi
) 1
2
−σ−it
exp
(
i(t+ pi4 )
)
(1 +O(|t|−1))
holds uniformly for σ from an arbitrary bounded interval. The reflection principle
ζ(s) = ζ(s) for s ∈ C
provides a further functional equation for the Riemann zeta-function. Due to the latter,
it is sufficient to study the value-distribution of the zeta-function in the upper half-plane
t ≥ 0.
The functional equation (P.1), together with the reflection principle, evokes a strong
symmetry of the Riemann zeta-function with respect to the so called critical line σ = 12 .
On the latter, the value-distribution of the Riemann zeta-function is exceptional in many
ways.
Zeros of the Riemann zeta-function. The zeta-function has simple zeros at the
negative even integers s = −2n, n ∈ N. These zeros are called trivial zeros. All other
zeros lie inside the so called critical strip 0 ≤ σ ≤ 1. We denote these zeros by ρ =
β+ iγ and call them non-trivial zeros. Due to the functional equation and the reflection
principle, the non-trivial zeros are symmetrically distributed with respect to the critical
line and the real axis. According to the Riemann-von Mangoldt formula, the number
N(T ) of non-trivial zeros with imaginary part γ ∈ (0, T ] is asymptotically given by
N(T ) =
T
2pi
log
T
2pie
+O(log T ),
as T → ∞. The Riemann hypothesis (RH) states that all non-trivial zeros of the
Riemann zeta-function lie on the critical line σ = 12 ; or, equivalently, that ζ(s) 6= 0 for
σ > 12 . The Riemann hypothesis is neither proven nor disproven and is considered as
a central open problem in number theory. Its arithmetic relevance lies in the impact of
the non-trivial zeros on the error term in the prime number theorem. The fact that the
Riemann zeta-function is non-vanishing in the half-plane σ ≥ 1 leads to an asymptotic
formula for the number pi(x) of primes p ∈ P with p ≤ x. Building on ideas of Riemann,
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this was proved by Hadamard [64] and de La Vallée-Poussin [184], independently. A
zero-free region of the Riemann zeta-function to the left of σ = 1 is needed in order
to get an asymptotic formula for pi(x) with explicit error term. Up to now, the largest
known zero-free region is due to Korobov [107] and Vinogradov [185]. They showed
independently that, for sufficiently large |t|, the Riemann zeta-function has no zeros in
the region defined by
σ ≥ 1− A
(log |t|) 13 (log log |t|) 23
with some constant A > 0. Their result implies that
E(x) := pi(x)−
∫ x
2
du
log u
 x exp
(
−B (log x)
3
5
(log log x)
1
5
)
with some constant B > 0. So far, it is not known whether there exists a θ ∈ [12 , 1)
such that the zeta-function has no zeros in the half-plane σ > θ. Von Koch [106] showed
that E(x)  xθ+ε holds, with any ε > 0, if and only if the Riemann zeta-function is
non-vanishing in σ > θ. Thus, in particular, the truth of the Riemann hypothesis would
imply that E(x) x 12 +ε.
There are some partial results supporting the Riemann hypothesis. Hardy [65] showed
that there are infinitely many zeros on the critical line. His result was improved signif-
icantly by Selberg [167] who obtained that a positive proportion of all non-trivial zeros
can be located on the critical line: let N0(T ) denote the number of non-trivial zeros
which lie on the critical line and have imaginary part γ ∈ (0, T ], then
U := lim inf
T→∞
N0(T )
N(T )
≥ C
with some (computable but very small) constant C > 0. Selberg’s lower bound for U was
improved considerably by Levinson [116] who obtained that U ≥ 0.3437. Later, Conrey
[40] found that U ≥ 0.4088 and, very recently, Bui, Conrey & Young [27] established
U ≥ 0.4105.
Besides of measuring the number of zeros on the critical line, there are also attempts to
bound the number of possible zeros off the critical line. Let N(σ, T ) denote the number
of non-trivial zeros with real part β > σ and imaginary part γ ∈ (0, T ]. Due to a classical
result of Selberg [168] we know that, uniformly for 12 ≤ σ ≤ 1,
(P.3) N(σ, T ) T 1− 14 (σ− 12 ) log T.1
Many computer experiments were done in order to find a counterexample for the Riemann
hypothesis. However, until now no zero off the critical line was dedected. By using
the Odlyzko and Schönhage algorithm, Gourdon [61] located the first 1013 zeros of the
Riemann zeta-function on the critical line.
According to the simplicity hypothesis, one expects that all zeros of the Riemann
zeta-function are simple. Indeed, no multiple zero has been found so far. It is known
1For more advanced zero-density estimates for the Riemann zeta-function the reader is referred to
Titchmarsh [182, §9] and Ivić [87, Chapt. 11].
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that at least a positive proportion of all zeros are simple. Let N∗(T ) denote the number
of simple non-trivial zeros with imaginary part γ ∈ (0, T ]. Levinson [116] proved that
S := lim inf
T→∞
N∗(T )
N(T )
≥ 13 .
Bui, Conrey & Young [27] obtained that, unconditionally, S ≥ 0.4058. Very recently,
Bui & Heath-Brown [28] proved that S ≥ 1927 , under the assumption of the Riemann
hypothesis.2
Whereas the Riemann hypothesis deals with the horizontal distribution of the non-trivial
zeros, there are also many open questions concerning the vertical distribution. Let (γn)n
denote the sequence of all positive imaginary parts of non-trivial zeros in ascending order.
Littlewood [119] showed that the gap between two consecutive ordinates γn, γn+1 tends
to zero, as n→∞. In particular, he obtained that, as n→∞,
γn+1 − γn  1
log log log γn
.
According to the Riemann-von Mangoldt formula the average spacing between two con-
secutive ordinates γn, γn+1 ∈ (T, 2T ] is given by 2pilog T , as T →∞. The gap conjecture
predicts that there appear arbitrarily small and arbitrarily large deviations from the
average spacing: let
λ := lim sup
n→∞
(γn+1 − γn) log γn
2pi
and µ := lim inf
n→∞
(γn+1 − γn) log γn
2pi
.
Then, one expects that λ =∞ and µ = 0. It was remarked by Selberg [170] and proved
by Fujii [51] that λ > 1 and µ < 1. These are still the only unconditional bounds for
λ and µ which are at our disposal. On the assumption of the Riemann hypothesis, the
current records in bounding λ and µ are λ > 2.766, according to Bredberg [25], and
µ < 0.5154, according to Feng & Wu [50].3
Montgomery [141] studied the pair correlation of ordinates γ, γ′ of non-trivial zeros. His
investigations led him to the conjecture that, for any fixed 0 < α < β,
lim
T→∞
1
N(T )
#
{
γ, γ′ ∈ (0, T ] : α ≤ (γ − γ
′) log T
2pi
≤ β
}
=
∫ β
α
(
1−
(
sinpiu
piu
)2)
du.
This is known as Montgomery’s pair correlation conjecture (PCC). The truth of
the PCC implies that S = 1 and µ = 0. Dyson pointed out to Montgomery that eigen-
values of random Hermitian matrices have exactly the same pair correlation function.
This observation laid the foundation for many models for the Riemann zeta-function on
the critical line by random matrix theory.
a-points of the Riemann zeta-function. Besides the zeros, it is reasonable to study
the general distribution of the roots of the equation ζ(s) = a, where a is an arbitrarily
2By assuming additionally the truth of the generalized Lindelöf hypothesis, this was already known
to Bui, Conrey & Young [27]. Bui & Heath-Brown [28] succeeded to remove the generalized Lindelöf
hypothesis by making careful use of the generalized Vaughan identity.
3If one is willing to assume additional conjectures, there are better results available. By assuming
the generalized Riemann hypothesis, Bui [26] obtained that λ > 3.033. By assuming the Riemann
hypothesis and certain moment conjectures originating from random matrix theory, Steuding & Steuding
[176] showed that λ =∞, as predicted by the gap conjecture.
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fixed complex number. We call these roots a-points and denote them by ρa = βa + iγa.
For sufficiently large n ∈ N, there is an a-point near every trivial zero s = −2n. Apart
from these a-points generated by the trivial zeros, there are only finitely many a-points
in the half-plane σ ≤ 0. We refer to the a-points in σ ≤ 0 as trivial a-points and call all
other a-points non-trivial a-points. The non-trivial a-points can be located in a vertical
strip 0 ≤ σ ≤ Ra with a certain real number Ra ≥ 1. In analogy to the case a = 0,
Landau [23] established a Riemann-von Mangoldt-type formula for the number Na(T )
of non-trivial a-points with imaginary part γa ∈ (0, T ]: as T →∞,
Na(T ) =
T
2pi
log
T
2pieca
+O (log T )
with ca = 1 if a 6= 1 and c1 = 2. Levinson [118] proved that all but O(Na(T )/ log log T )
of the a-points with imaginary part γa ∈ (T, 2T ] lie in the strip
(P.4)
1
2
− (log log T )
2
log T
< σ <
1
2
+
(log log T )2
log T
.
Thus, almost all a-points are arbitrarily close to the critical line. Under the assumption
of the RH, this phenomenon was already known to Landau [23]. For a 6= 0, Bohr &
Jessen [22] showed that the number Na(σ1, σ2, T ) of non-trivial a-values which lie inside
the strip σ1 < σ < σ2 with arbitrarily chosen 12 < σ1 < σ2 < 1 and have imaginary part
γa ∈ (0, T ] is given asymptotically by
Na(σ1, σ2, T ) ∼ cT,
as T →∞, with a constant c > 0 that depends on σ1, σ2 and a.
Voronin’s universality theorem. Building on works of Bohr [15, 21, 22] and his col-
laborators, Voronin [187] discovered a remarkable universality property of the Riemann
zeta-function which states, roughly speaking, that every analytic, non-vanishing function
on a compact set with connected complement inside the strip 12 < σ < 1 can be approx-
imated by vertical shifts of the Riemann zeta-function. Voronin’s universality theorem
was generalized by Bagchi [4], Reich [154] and others. In its strongest formulation it can
be stated as follows.
Theorem P.1 (Voronin’s universality theorem). Let K be a compact set in the strip
1
2 < σ < 1 with connected complement. Let g be a continuous, non-vanishing function
on K, which is analytic in the interior of K. Then, for every ε > 0,
lim inf
T→∞
1
T
meas
{
τ ∈ (0, T ] : max
s∈K
|ζ(s+ iτ)− g(s)| < ε
}
> 0.
Here and in the following, meas X denotes the Lebesgue measure of a measurable set
X ⊂ R. Bagchi [4] discovered that the Riemann hypothesis can be rephrased in terms
of universality. The RH is true, if and only if, the zeta-function is recurrent, i.e., if
the zeta-function can approximate itself in the sense of Voronin’s universality theorem.
The RH is true if and only if, for any compact subset K of 12 < σ < 1 with connected
complement and any ε > 0,
lim inf
T→∞
1
T
meas
{
τ ∈ (0, T ] : max
s∈K
|ζ(s+ iτ)− ζ(s)| < ε
}
> 0.
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As a direct consequence, the universality theorem implies the following denseness state-
ment. For every 12 < σ < 1 and n ∈ N0, the set
Vn(σ) := {(ζ(σ + it), ζ ′(σ + it), ..., ζ(n)(σ + it)) : t ∈ [0,∞)}
lies dense in Cn+1. For n = 0, this was already known to Bohr et. al [15, 21, 22]. It
follows basically from the Dirichlet representation and the functional equation that, for
σ < 0 or σ > 1,
V0(σ) 6= C.
On the assumption of the Riemann hypothesis, Garunkštis & Steuding [54] proved that,
for σ < 12 ,
V0(σ) 6= C.
However, even by assuming the truth of the Riemann hypothesis, it is not known whether
the values of the zeta-function on the critical line lie dense in C or not. According to
Ramachandra’s denseness conjecture, we expect that
V0(
1
2) = C.
By assuming several moment conjectures arising from random matrix theory models
for the Riemann zeta-function, Kowalski & Nikeghbali [108] obtained that V0(12) = C.
Garunkštis & Steuding [54] showed that a multidimensional denseness statement for the
zeta-function on the critical line does not hold. In particular, they proved that
V1(
1
2) 6= C2.
Mean-square value on vertical lines. An essential ingredient in the proof of Bohr’s
denseness result and Voronin’s universality theorem is the fact that
lim
T→∞
1
T
∫ T
−T
|ζ(σ + it)|2 dt =
∞∑
n=1
n−2σ <∞ for σ > 12 .
On the critical line, the methods of Bohr and Voronin collaps, since
1
T
∫ T
−T
∣∣ζ(12 + it)∣∣2 dt ∼ log T, as T →∞,
according to Hardy & Littlewood [71].
Selberg’s central limit law. Due to Selberg (unpublished), the values of the Riemann
zeta-function are Gaussian normally distributed, after some suitable normalization: for
any measurable set B ⊂ C with positive Jordan content, as T →∞,
1
T
meas
t ∈ (0, T ] : log ζ
(
1
2 + it
)√
1
2 log log T
∈ B
 ∼ 12pi
∫∫
B
exp
(−12(x2 + y2)) dx dy.
For a first published proof, we refer to Joyner [91]. Note that f(x, y) := exp
(−12(x2 + y2))
defines the density function of the bivariate Gaussian normal distribution.
Growth behaviour of the Riemann zeta-function The Riemann zeta-function is a
function of finite order. For σ ∈ R and any ε > 0,
ζ(σ + it) tθζ(σ)+ε, as |t| → ∞,
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where θζ(σ) is a continuous, convex function in σ with
θζ(σ) =
{
0 if σ ≥ 1,
1
2 − σ if σ ≤ 0.
According to the Lindelöf hypothesis (LH), we expect that θζ(12) = 0. This would
imply that
θζ(σ) =
{
0 if σ ≥ 12 ,
1
2 − σ if σ < 12 .
However, the Lindelöf hypothesis is neither proven nor disproven. The best known upper
bound for θζ(12) is due to Huxley [84, 85]. He proved that
θζ(
1
2) ≤
32
205
= 0.1560... .
The truth of the Riemann hypothesis implies the truth of the Lindelöf hypothesis. The
Lindelöf hypothesis can be reformulated in terms of power moments to the right of the
critical line. Due to classical works of Hardy & Littlewood [69], the Lindelöf hypothesis
is true if and only if, for every k ∈ N and every σ > 12 ,
(P.5) lim
T→∞
1
T
∫ T
1
|ζ(σ + it)|2k dt =
∞∑
n=1
dk(n)
2
n2σ
,
where dk denotes the generalized divisor function appearing in the Dirichlet series ex-
pansion of ζk. The latter formula is proved only in the cases k = 1, 2 by works of Hardy
& Littlewood [68] and Ingham [86].
P.2 The Selberg class and the extended Selberg class
Selberg [171] made a promising attempt to describe axiomatically the class of all Dirichlet
series for which an analogue of the Riemann hypothesis is expected to be true.
Definition of the Selberg class. A function L belongs to the Selberg class S if it
satisfies the following properties:
(S.1) Dirichlet series representation. In the half-plane σ > 1, L is given by an absolutely
convergent Dirichlet series
L(s) =
∞∑
n=1
a(n)
ns
with coefficients a(n) ∈ C.
(S.2) Ramanujan hypothesis. The Dirichlet series coefficients of L satisfy the growth
condition a(n)  nε for any ε > 0, as n → ∞; here, the implicit constant in the
Vinogradov symbol may depend on ε.
(S.3) Euler product representation. In the half-plane σ > 1, L has a product representa-
tion
L(s) =
∏
p∈P
Lp(s),
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where the product is taken over all prime numbers and
Lp(s) := exp
( ∞∑
k=1
b(pk)
pks
)
with suitable coefficients b(pk) ∈ C satisfying b(pk) pkθ with some θ < 12 .
(S.4) Analytic continuation. There exists a non-negative integer k such that (s−1)kL(s)
defines an entire function of finite oder.
(S.5) Riemann-type functional equation. L satisfies a functional equation
L(s) = ∆L(s)L(1− s),
where
∆L(s) := ωQ1−2s
f∏
j=1
Γ (λj(1− s) + µj)
Γ (λjs+ µj)
,
with positive real numbers Q,λ1, ..., λf and complex numbers µ1, ..., µf , ω with
Re µj ≥ 0 and |ω| = 1.
For a concise survey on the Selberg class and a motivation for the choice of the axioms,
the reader is referred to Perelli [149].
An important parameter of a function L ∈ S is its so called degree which is defined by
dL := 2
f∑
j=1
λj
via the quantities λj from the Riemann-type functional equation. The degree of L ∈ S
is uniquely determined. The Riemann zeta-function is an element of the Selberg class of
degree one. Its k-th power (k ∈ N) lies also in S and has degree k.
Besides the Riemann zeta-function, the Selberg class contains many other arithmetical
relevant L-functions. Prominent examples of functions in S are Dirichlet L-functions
attached to primitive characters, Dedekind zeta-functions, Hecke L-functions associated
to algebraic number fields and, under appropriate normalizations, Hecke L-functions
associated to certain modular forms.
The Euler product representation of these examples has a very special form:
(S.3∗) Polynomial Euler product representation. There exist an integer m ∈ N and
α1(p), ..., αm(p) ∈ C such that
L(s) =
∏
p∈P
m∏
j=1
(
1− αj(p)
ps
)−1
in the half-plane σ > 1.
In the value-distribution of functions in the Selberg class, there appear similar phenom-
ena as in the case of the Riemann zeta-function. It follows from the Euler product
representation that L ∈ S has no zeros in the half-plane σ > 1. The function L has zeros
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which are generated by the poles of the Γ-factors appearing the functional equation.
These zeros are called trivial zeros of L and are located at the points
s = −µj + k
λj
, k ∈ N0, j = 1, ..., f
All other zeros of L are said to be non-trivial zeros. According to the Grand Riemann
hypothesis, one expects that every function L ∈ S satisfies an analogue of the Riemann
hypothesis, i.e. the non-trivial zeros of every function L ∈ S are located on the critical
line σ = 12 . For general functions in S much less is known than for the special case of the
Riemann zeta-function. For example, by now, it is not verified whether every function
L ∈ S satisfies the following zero-density estimate:
(DH) Selberg’s zero-density estimate. Let L ∈ S and N0(σ, T ) denote the number of non-
trivial zeros ρ = β + iγ of L with real part β > σ and imaginary part γ ∈ (0, T ].
Then, there exists a positive number α such that
N0(σ, T ) T 1−α(σ− 12 ) log T
uniformly in σ > 12 , as T →∞.
The Grand density hypothesis asserts that (DH) is true for every L ∈ S. Besides the
Riemann zeta-function, (DH) is verified for example for Dirichlet L-functions attached
to primitive characters; see Selberg [169]. Certainly, the truth of the Grand Riemann
hypothesis implies the truth of the Grand density hypothesis. Moreover, according to the
Grand Lindelöf hypothesis we expect that every function L ∈ S satisfies an analogue
of the Lindelöf hypothesis, i.e., for any ε > 0,
L (12 + it) tε, as t→∞.
Besides many unsolved analytic questions concerning functions in S, there are also several
structural problems related to S as a class of Dirichlet series. For example, one expects
that the Dirichlet series coefficients a(n) of L ∈ S satisfy the following prime mean-square
condition; see Steuding [175, Chapt. 6.6]:
(S.6) Prime mean-square condition. For L ∈ S, there exist a positive constant κL such
that
lim
x→∞
1
pi(x)
∑
p≤x
|a(p)|2 = κL,
here, the summation is taken over all primes p ≤ x.
Selberg [171] conjectured that the Dirichlet series coefficients a(n) of any function L ∈ S
satisfy the following property:
(S.6∗) Selberg’s prime coefficient condition. For L ∈ S, there exists a positive integer nL
such that ∑
p∈P
p≤x
|a(p)|2
p
= nL log log x+O(1),
as x→∞.
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We know that the Riemann zeta-function and Dirichlet L-functions attached to primitive
characters satisfy (S.6) and (S.6∗); see Mertens [131] and Dirichlet [48]. The conditions
(S.6) and (S.6∗) are closely related to one another; see Steuding [175, Chapt. 6.6] for
details. Selberg conjectured that (S.6∗) results from a deeper structure in S: obviously,
the Selberg class is multiplicatively closed. We call a function L ∈ S primitive if
L = L1 · L2 with L1,L2 ∈ S
implies that L1 = L or L2 = L. Roughly speaking, primitive functions L ∈ S cannot
be written as a non-trivial product of other functions in S. According to Selberg’s
orthogonality conjecture , we expect that the following is true.
(S.6∗∗) Selberg’s orthogonality conjecture. For any primitive functions L1,L2 ∈ S with
Dirichlet series coefficients aL1(n), resp. aL2(n),
∑
p∈P
p≤x
aL1(p)aL2(p)
p
=
{
log log x+O(1) if L1 = L2,
O(1) otherwise.
Besides the Selberg class, we shall also work with certain subclasses or extensions of the
Selberg class:
The extended Selberg class S#. A function L 6≡ 0 belongs to the extended Selberg
class S# if it satisfies axioms (S.1), (S.4) and (S.5). The functions in S# do not ne-
cessarily satisfy the Riemann hypothesis. The Davenport-Heilbronn zeta-function is an
element of S#, but not of S and has non-trivial zeros off the critical line. However, one
expects that the Lindelöf hypothesis remains still true for every function L ∈ S#.
The class S#R . A function L ∈ S# with dL > 0 belongs to the class S#R if it satisfies
additionally the Ramanujan hypothesis (S.2).
The class S∗. A function L ∈ S belongs to the class S∗ if L satisfies the zero-density
estimate (DH) and Selberg’s prime coefficient condition (S.6∗). One expects that both
conditions hold for every function L ∈ S and, thus, that S∗ = S. We know that the
Riemann zeta-function and Dirichlet L-functions attached to primitive characters are
elements of S∗.
P.3 Statement of the main results and outline of the thesis
This thesis is divided into two parts. In part I we study the value-distribution of the
Riemann zeta-function on and near the critical line. In particular, we focus on the
collapse of the Voronin-type universality property at the critical line and the clustering
of a-points around the critical line. We discuss the interplay of these two features and
their connection to Ramachandra’s denseness conjecture. In our argumentation, we shall
use several results from the theory of normal families of meromorphic functions. For the
convenience of the reader we summarize the results which we shall need in the appendix.
The critical line is a natural boundary for the Voronin-type universality property of the
Riemann zeta-function; see Section 2.1. In Chapter 2 we modify Voronin’s universality
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Figure 1: The funnel-shaped region Sλ attached to a certain positive function λ with
limt→∞ λ(t) = 0.
concept. Roughly speaking, we add a scaling factor to the vertical shifts that appear in
Voronin’s universality theorem and regard
ζτ (s) := ζ
(
1
2 + λ(τ)s+ iτ
)
, s ∈ D,
with τ ∈ [2,∞) and a positive function λ satisfying limτ→∞ λ(τ) = 0. By sending τ to
infinity, this leads to a limiting process for the Riemann zeta-function in a funnel-shaped
neighbourhood of the critical line, more precisely in the region
Sλ :=
{
σ + it ∈ C : 12 − λ(t) < σ < 12 + λ(t), t ≥ 2
}
.
We shall see in Proposition 2.1 that possible limit functions of this process depend on
the choice of λ and are strongly affected by the functional equation of the Riemann
zeta-function. Our results do not only apply for the Riemann zeta-function but hold for
meromorphic functions that satisfy a Riemann-type functional equation in general. For
this purpose, we define in Chapter 1 the class G, which generalizes the extended Selberg
class S#.
In Chapter 3 we shall see that Selberg’s central limit law implies that, for suitably
chosen λ, the limiting process of Chapter 2 has a strong tendency to converge to g ≡ 0
or to g ≡ ∞; see Theorem 3.2. This provides information on the frequency of small
and large values of the Riemann zeta-function in certain regions Sλ and complements
recults of Laurinčikas [111, Chapt. 3, Theorem 3.5.1], Bourgade [24] and others who
established certain extensions of Selberg’s central limit law; see Section 3.1. For example,
we deduce that the Riemann zeta-function assumes both arbitrarily small and arbitrarily
large values on every path to infinity which lies inside Sλ, where the function λ satisfies
λ(t) =
c
log t
, t ≥ 2,
with an arbitrary constant c > 0; see Corollary 3.3 and Corollary 5.11. Selberg’s central
limit law does not only apply to the Riemann zeta-function. Due to Selberg [171] it holds
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(with suitable adaptions) for every function in the class S∗. Thus, most of our results in
Chapter 3 hold for arbitrary functions L ∈ S∗.
Levinson [118] showed that the a-points of the Riemann zeta-function cluster around the
critical line. In Chapter 4 we investigate how to choose λ such that almost all or infinitely
many a-points of the Riemann zeta-function lie in the region Sλ. Levinson [118] relied
essentially on a lemma of Littlewood which can be considered as an integrated version
of the principle of argument. Endowed with a result of Selberg [171], resp. Tsang [183,
§8], Levinson’s method yields that, for any a ∈ C, almost all a-points of the Riemann
zeta-function (in a certain density sense) lie inside the region Sλ, if λ is chosen such that
λ(t) =
µ(t)
√
log log t
log t
, t ≥ 2,
with an arbitrary positive function µ satisfying limt→∞ µ(t) = ∞; see Theorem 4.7.
Besides Levinson’s method, we use certain arguments from the theory of normal families
and rely on the notation of filling discs to study the a-point distribution of the Riemann
zeta-function near the critical line. With these concepts we obtain new insights into the
a-point distribution, complementing the observations of Levinson. In particular, we show
that, for every a ∈ C, with at most one exception, there are infinitely many a-points of
the Riemann zeta-function inside the region Sλ, if λ is chosen such that
λ(t) =
µ(t)
log t
, t ≥ 2,
with any positive function µ satisfying limt→∞ µ(t) =∞; see Theorem 4.7. We shall see
that, under quite general assumptions, the same is true for functions in G. Beyond this,
relying on a result of Ng [147], we prove that, under the assumption of the generalized
Riemann hypothesis for Dirichlet L-functions, for every a ∈ C, with at most one excep-
tion, there are infinitely many a-points of the Riemann zeta-function inside the region
Sλ, if λ satisfies
λ(t) = µ(t) exp
(
−c0 log t
log log t
)
, t ≥ 2,
where µ is any positive function satisfying limt→∞ µ(t) =∞ and c0 any positive constant
less than 1√
2
.
The results of Chapter 3 and 4 help us to approach Ramachandra’s denseness conjecture
in Chapter 5. Obviously, we have
0 ∈ V0(12) =
{
ζ(12 + it) : t ∈ [2,∞)
}
.
Ramachandra’s conjecture suggests that zero is in particular an interior point of V0(12).
This is, however, neither proven nor disproven. Relying on the results of Chapter 3, we
show that there is a subinterval A ⊂ [0, 2pi) of length at least pi4 such that, for every
θ ∈ A, there is a sequence (tn)n of numbers tn ∈ [2,∞) with
ζ(12 + itn) 6= 0, limn→∞ ζ(
1
2 + itn) = 0 and arg ζ(
1
2 + itn) ≡ θ mod 2pi;
see Theorem 5.4. This may be interpreted as a weak counterpart of a result of Kalpokas,
Korolev & Steuding [102] who showed that, for every θ ∈ [0, 2pi), there is a sequence
(tn)n of numbers tn ∈ [2,∞) with limn→∞ tn =∞ such that, for n ∈ N,
|ζ(12 + itn)| ≥ C(log tn)5/4 and arg ζ(12 + itn) ≡ θ mod 2pi
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with some positive constant C.
Moreover, we investigate in Chapter 5 whether there are any curves
γ : [1,∞)→ C, t 7→ 12 + (t) + it
with limt→∞ (t) = 0 such that the values of the Riemann zeta-function on these curves
lie dense in C. If we could establish a denseness result for the Riemann zeta-function
on curves γ with (t) tending to zero fast enough, then the truth of Ramachandra’s
conjecture would follow; see Theorem 5.5. In Theorem 5.8 and Theorem 5.10 we prove
that there exist certain curves γ on which the values of the Riemann zeta-function lie
dense in C. We rely here both on the a-point results of Chapter 4 and on Bohr’s method.
However, we shall not be able to derive a denseness statement for the zeta-values on the
critical line.
In part II we study the value distribution of the Riemann zeta-function and related func-
tions to the right of the critical line. We aim at a weak version of the Lindelöf hypothesis.
According to Hardy & Littlewood [69], the Lindelöf hypothesis can be reformulated in
terms of power moments to the right of the critical line. In particular, the Lindelöf
hypothesis is equivalent to statement (P.5). Tanaka [179] showed recently that (P.5) is
true in the following measure-theoretical sense. Let 1X denote the indicator function of
a set X ⊂ R and Xc := R \X its complement. Tanaka proved that there exists a subset
A ⊂ [1,∞) of density
(P.6) lim
T→∞
1
T
∫ T
1
1A(t) dt = 0,
such that, for every k ∈ N and every σ > 12 ,
(P.7) lim
T→∞
1
T
∫ T
1
|ζ(σ + it)|2k 1Ac(t) dt =
∞∑
n=1
dk(n)
2
n2σ
,
where dk denotes the generalized divisor function. Thus, Tanaka showed that (P.5) holds
if one neglects a certain set A ⊂ [1,∞) of density zero from the path of integration.
Tanaka used some ergodic reasoning and methods from abstract harmonic analysis to
establish his results.
In the main theorem of Part II, Theorem 9.1, we extend Tanaka’s result. We rely here
essentially on his methods and ideas.
We provide an integrated and discrete version of (P.7). The discrete version, for example,
implies the following:
Let α ∈ (12 , 1] and l > 0 such that
l /∈ {2pik(log nm)−1 : k, n,m ∈ N, n 6= m}.
Then, there is a subset J ⊂ N with
lim
N→∞
1
N
∑
n∈J
n≤N
1 = 0
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such that, for every k ∈ N, uniformly for σ ∈ [α, 2] and λ ∈ [0, l],
lim
N→∞
1
N
∑
n∈J
n≤N
∣∣ζ(σ + iλ+ inl)∣∣2k = ∞∑
n=1
dk(n)
2
n2σ
.
Moreover, we show that Tanaka’s result holds for a large class of functions with Dirichlet
series expansion in σ > 1. Our result implies, for instance, the following:
Let L(s) be a Dirichlet series that satisfies the Ramanujan hypothesis. Suppose that L(s)
extends to a meromorphic function of finite order in some half-plane σ > u ≥ 12 with at
most finitely many poles. Suppose that
lim sup
T→∞
1
T
∫ T
1
|L(σ + it)|2 dt <∞ for σ > u.
Then, for every α ∈ (u, 1], there is a subset A ⊂ [1,∞) satisfying (P.6) such that, for
every k ∈ N, uniformly for σ ∈ [α, 2],
lim
T→∞
1
T
∫ T
1
|L(σ + it)|2k 1Ac(t) dt =
∞∑
n=1
|ak(n)|2
n2σ
and
lim
T→∞
1
T
∫ T
1
Lk(σ + it)1Ac(t) dt = ak(1),
where the ak(n) denote the coefficients appearing in the Dirichlet series expansion of Lk.
If L can be written additionally as a polynomial Euler product in σ > 1, then we find a
subset A ⊂ [1,∞) satisfying (P.6) such that, for every k ∈ N, uniformly for σ ∈ [α, 2],
lim
T→∞
1
T
∫ T
1
|L(σ + it)|−2k 1Ac(t) dt =
∞∑
n=1
|a−k(n)|2
n2σ
,
lim
T→∞
1
T
∫ T
1
|logL(σ + it)|2 1Ac(t) dt =
∞∑
n=1
|alogL(n)|2
n2σ
and
lim
T→∞
1
T
∫ T
1
∣∣∣∣L′(σ + it)L(σ + it)
∣∣∣∣2 1Ac(t) dt = ∞∑
n=1
|ΛL(n)|2
n2σ
,
where the a−k(n), alogL(n) and ΛL(n) denote the coefficients of the Dirichlet series
expansion of L−k, logL and L′/L, respectively.
By working with a certain normality feature we shall relax the conditions posed on L
above; see Section 8.1. Moreover, we shall see that our results are connected to the
Lindelöf hypothesis in the extended Selberg class and complement existing mean-value
results due to Carlson [32], Potter [151], Steuding [175], Reich [155], Good [60], Selberg
[171] and others; see Section 9.1.
Part I
Value-distribution near the critical
line
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Chapter 1
A Riemann-type functional equation
In this chapter we define the class G which gathers all meromorphic functions that satisfy
a Riemann-type functional equation. The class G generalizes the extended Selberg class
S#. By investigating the behaviour of functions in G we are able to detect analytic
properties of functions in S# which are solely induced by a Riemann-type functional
equation and do not depend on the Dirichlet series representation.
In Section 1.1 we state some basic facts about the function ∆p that characterizes a
Riemann-type functional equation. In Section 1.2 we define the class G and give a brief
overview on its elements.
1.1 The factor ∆p of a Riemann-type functional equation
Definition and basic properties of ∆p. For a given parameter tuple
p := (ω,Q, λ1, ..., λf , µ1, ..., µf ), f ∈ N0,
consisting of positive real numbers Q,λ1, ..., λf and complex numbers ω, µ1, ...µf with
|ω| = 1, we set
(1.1) ∆p(s) := ωQ1−2s
f∏
j=1
Γ (λj(1− s) + µj)
Γ (λjs+ µj)
,
where Γ denotes the Gamma-function. Here, in contrast to the functions ∆p used in
the definition of the (extended) Selberg class, we do not pose any restriction on the real
parts of the µj ’s.
If f = 0, we read (1.1) as ∆p(s) := ωQ1−2s and say that ∆p(s) has degree dp = 0. In this
degenerate case, ∆p(s) defines an analytic, non-vanishing function in C. Moreover, for
every function ∆p with dp = 0, the corresponding parameter tuple p = (ω,Q) is uniquely
determined.
If f ≥ 1, we define the degree of ∆p(s) by
dp := 2
f∑
j=1
λj .
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Certainly, in this case, dp is always a positive real number. As the Gamma-function is
non-vanishing and analytic in C, except for simple poles at the non-positive integers,
∆p(s) with dp > 0 defines a meromorphic function in C with possible poles located at
s = 1 +
n+ µj
λj
, n ∈ N0, j = 1, ..., f,
and possible zeros located at
s =
−n− µj
λj
, n ∈ N0, j = 1, ..., f.
It might happen that zeros and poles arising from different Gamma-quotients cancel each
other or lead to multiply zeros or poles. We observe that all poles and zeros of ∆p lie in
the horizontal strip defined by
(1.2) min
{
− |Im µj |λj : j = 1, ..., f
}
≤ t ≤ max
{ |Im µj |
λj
: j = 1, ..., f
}
.
For a given function ∆p with dp > 0, its representation in the form (1.1) and, thus, its
assigned parameter tuple p is not unique: by means of the Gauss multiplication formula
(2pi)(n−1)/2n1/2−nsΓ (ns) =
n−1∏
k=0
Γ
(
s+
k
n
)
, n ∈ N,
and the factorial formula
Γ(s+ 1) = sΓ(s)
for the Gamma-function, we can easily vary the shape of (1.1) and, thus, the data of
p. However, as we shall see below, the degree dp of ∆p remains invariant under these
transformations.
An asymptotic expansion for ∆p. Using Stirling’s formula
(1.3) log Γ(s) =
(
s− 1
2
)
log s− s+ 1
2
log 2pi +O
(
1
|s|
)
which is valid for s ∈ C satisfying |s| ≥ 1 and | arg s| ≤ pi − δ with any fixed δ > 0,
uniformly in σ, as |s| → ∞, we find that
Γ(σ + it) =
√
2pi|t|σ−1/2 exp
(
−pi
2
|t|+ i
(
t log |t| − t+ pit
2|t|
(
σ − 1
2
)))
×
(
1 +O
(
1
|t|
))
holds uniformly for σ from an arbitrary bounded interval, as |t| → ∞. From this, we
derive by a straightforward computation the following asymptotic expansion for ∆p and
its logarithmic derivative.
Lemma 1.1. Let ∆p(s) be defined by (1.1). Then, uniformly for σ from an arbitrary
bounded interval, as |t| → ∞,
(1.4) ∆p(σ + it) = ωp
(
λpQ
2|t|dp
)1/2−σ−it
exp (idpt+ iImµp log |t|)
(
1 +O
(
1
|t|
))
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and
(1.5)
∆′p(σ + it)
∆p(σ + it)
= −dp log |t| − logQ2λp +O
(
1
|t|
)
.
Here, dp denotes the degree of ∆p(s). The quantities µp, λp and ωp are defined by
µp :=
f∑
j=1
(1− 2µj), λp :=
f∏
j=1
λ
2λj
j
and
ωp := ω exp
(
i
pi
4
(2Reµp − dp)− iImµp
) f∏
j=1
λ
−i2Imµj
j ,
if dp > 0; and by µp := 0, λp := 1 and ωp := ω, if dp = 0.
We observe that the quantity ωp in Lemma 1.1 has modulus one.
Invariant parameters of ∆p. From the asymptotic expansion (1.4), we deduce that,
for every function ∆p, the quantities dp, Q2λp, Imµp and ωp are uniquely determined,
although the parameter tuple p is in general not unique. For a deeper understanding
of the structure of parameter tuples p leading to the same function ∆p, we refer to
Kaczorowski & Perelli [95].
The function ∆p on the line σ = 12 . By the definition of ∆p(s), we have
∆p(s) ·∆p(1− s) = 1
for s ∈ C. This implies in particular that for real t∣∣∆p(12 + it)∣∣ = 1.
A logarithm and a square root function for ∆p. For a given function ∆p, we define
the slitted plane
(1.6) C∆p := C \
 ⋃
z0∈N∆p
Lz0
 ,
where N∆p denotes the union of all zeros and poles of ∆p and Lz0 the vertical half-line
defined by
Lz0 := {Re z0 + it : −∞ < t ≤ Im z0} .
As all zeros and poles of ∆p can be located inside the strip (1.2), we observe that C∆p
contains the half-plane
t > max
{ |Im µj |
λj
: j = 1, ..., f
}
.
Certainly, C∆p is a simply connected domain on which ∆p is analytic and free of zeros.
Thus, there exists a continuous argument function of ∆p which we denote by arg ∆p and
normalize such that
arg ∆p(
1
2) ∈ [−pi, pi),
provided that 12 ∈ C∆p . If this is not the case, we normalize arg ∆p such that
lim
σ→ 1
2
+
arg ∆p(σ) ∈ [−pi, pi).
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With these conventions,
log ∆p(s) := log |∆p(s)|+ i arg ∆p(s)
defines an analytic logarithm and
(1.7) ∆p(s)1/2 := |∆p(s)|1/2 exp
(
i12 arg ∆p(s)
)
.
an analytic square root function of ∆p on C∆p .
1.2 The class G
In the following, let D denote the half-strip defined by
0 < σ < 1, t > 0.
Definition of the class G. A function G 6≡ 0 belongs to the class G if it is meromorphic
in the half-strip D and if it satisfies a Riemann-type functional equation. By this, we
mean that there is a parameter tuple
p := (ω,Q, λ1, ..., λf , µ1, ..., µf ), f ∈ N0,
which consists of positive real numbers Q,λ1, ..., λf and complex numbers ω, µ1, ...µf
with |ω| = 1 such that
(1.8) G(s) = ∆p(s)G(1− s)
for s ∈ D, where ∆p(s) is defined by (1.1).
Uniqueness of the functional equation and invariants for G ∈ G. In the following,
let G ∈ G and pG be an admissible parameter tuple for which G solves the functional
equation (1.8). Suppose that there is a further admissible parameter tuple p′G 6= pG
for which G satisfies (1.8). Since G(s)/G(1− s) defines a meromorphic function in the
half-strip D, the identity principle yields that ∆pG(s) = ∆p′G(s) for s ∈ C. Thus, to every
function G ∈ G, there corresponds a unique functional equation of the form (1.8) with a
uniquely determined function ∆pG , which we denote from now on by ∆G := ∆pG . For
G ∈ G, the admissible parameter tuple pG leading to the function ∆G is in general not
uniquely determined. However, from the preceeding section we know that the quantities
dpG , Q
2λpG , Im µpG and ωpG , defined in Lemma 1.1 via the data of pG, do not depend
on the choice of pG. As for every G ∈ G the function ∆G of the functional equation
is uniquely determined, we can understand these characteristic quantities of ∆G also as
characteristic quantities of G. In particular, we refer to dpG not only as degree of ∆G
but also as degree of G and write
dG := dpG = 2
f∑
j=1
λj .
The critical line. Due to the functional equation (1.8), the elements of G obey a certain
symmetry with respect to the line σ = 12 . For this reason, we refer to the line σ =
1
2 as
critical line of a function G ∈ G.
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Elements in G. Certainly, the class G contains all elements of the extended Selberg
class S# and, thus, all elements of the Selberg class S:
S ⊂ S# ⊂ G.
The set of parameter tuples p for which we can actually find solutions of the functional
equation (1.8) inside S or S# is limited. For d ≥ 0, we set
S#d :=
{
L ∈ S# : dL = d
}
and Sd := {L ∈ S : dL = d} .
Obviously, 1 ∈ S0 and ζn ∈ Sn for every n ∈ N. The degree conjecture for the (extended)
Selberg class asserts that⋃
d∈R+0 \N0
S#d = ∅ and
⋃
d∈R+0 \N
Sd = {1}.
There are some results in support of this conjecture: Conrey & Gosh [41] obtained
that all functions L ∈ S \ {1} have degree dL ≥ 1. Essentially, it was already known to
Richert [157] and Bochner [10] that there are no functions L ∈ S with degree 0 < dL < 1.
Using the machinery of linear and non-linear twists, Kaczorowski & Perelli [96, 97, 100]
succeeded to prove that there are neither functions L ∈ S# of degree 0 < dL < 1 nor of
degree 1 < dL < 2. Beyond the degree conjecture, one expects that S#n , n ∈ N0, does
not contain ‘too many’ elements. Hamburger’s theorem for the Riemann zeta-function
(see Titchmarsh [182, §2.13]) gives a first impression on how a Riemann-type functional
equation invokes strong restrictions on the Dirichlet series coefficients of L ∈ S#. It is a
challenging problem to classify all elements in S# of given degree d ∈ N0. Kaczorowski
& Perelli [94] proved that the Riemann zeta-function and shifts L(s+ iθ, χ) of Dirichlet
L-functions attached to a primitive character with θ ∈ R are the only functions in S1.
The situation changes if one is looking for solutions of the functional equation (1.8)
among generalized Dirichlet series. Let C denote the set of generalized Dirichlet series
A(s) =
∞∑
n=1
a(n)e−λns,
which are absolutely convergent in some half-plane σ ≥ σ0, admit an analytic continua-
tion to C as an entire function of finite order and satisfy
0 = λ0 < λ1 < λ2 < ... , lim
n→∞λn =∞ and a(n) ∈ C for n ∈ N.
Kaczorowski & Perelli [99] showed that for every admissible parameter tuple p with
Re µj ≥ 0 for j = 1, ..., f , the real vector space of all solutions A ∈ C of the functional
equation
A(s) = ∆p(s)A(1− s)
has an uncountable basis.
We have seen that G contains both, functions represented by an ordinary Dirichlet series
and functions represented by a generalized Dirichlet series. Beyond this, there are also
functions in G which cannot be written as a Dirichlet series. Let ∆p(s) be as in (1.1) with
an admissible parameter tuple p and f a meromorphic function in D, then the function
Gf,p given by
Gf,p(s) := f(s) + ∆p(s)f(1− s)
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is meromorphic in D and satisfies the functional equation
Gf,p(s) = ∆p(s)Gf,p(1− s).
Hence, Gf,p is an element of G. In general, Gf,p does not have a Dirichlet series repre-
sentation. Gonek modeled the Riemann zeta-function on the critical line by truncated
Euler products. More precisely, he worked with
ζX(s) := PX(s) + ∆ζ(s)PX(1− s),
where
PX(s) := exp
∑
n≤X
ΛX(n)
ns log n
 , X ≥ 2,
and ΛX is a suitably weighted version of the Riemann-von Mangoldt function. We deduce
immediately that ζX is an element of G. We refer to Gonek [59] and Christ, Kalpokas
& Steuding [34] for results on the analytic behaviour of ζX on the critical line and its
intimate connection to the Riemann zeta-function.
Other examples of functions in G can be constructed as follows: let G ∈ G and f any
meromorphic function f in the strip 0 < σ < 1. Then, it is easy to see that the function
Hf,G defined by
Hf,G(s) := G(s)
(
f(s) + f(s) + f(1− s) + f(1− s)
)
,
is an element of G. Functions of the latter type were used by Gauthier & Zeron [55] to
construct functions that share several properties with the Riemann zeta-function (same
functional equation, simple pole at s = 1, reflection principle) but have prescribed zeros
off the critical line.
An analogue of Hardy’s Z-function. For X ⊂ C and a, b ∈ C, we set
aX + b := {ax+ b : x ∈ X} .
For G ∈ G, let C∆G and ∆G(12 + it)1/2 be defined as in (1.6) and (1.7). We set
(1.9) D∗ := D∗G := −i · (C∆G ∩ D) + i12 .
For G ∈ G and t ∈ D∗, we define
ZG(t) := G(
1
2 + it)∆G(
1
2 + it)
−1/2.
The function ZG(t) forms the analogue for G ∈ G of Hardy’s classical Z-function and
allows us to model G on the critical line as a real-valued function.
Lemma 1.2. Let G ∈ G and D∗ be defined by (1.9). Then, the function
ZG(t) := G(
1
2 + it)∆G(
1
2 + it)
−1/2
is meromorphic on D∗. Moreover, for real t ∈ D∗,
ZG(t) ∈ R and |ZG(t)| =
∣∣G(12 + it)∣∣ .
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Figure 1.1: Hardy’s classical Z-function for the Riemann zeta-function t 7→ Zζ(t)
(blue) and t 7→ |ζ( 12 + it)| (dashed), both plotted in the range 0 ≤ t ≤ 50.
Proof. It is immediately clear that ZG(t) = G(12 + it)∆G(
1
2 + it)
−1/2 defines a meromor-
phic function on the domain D∗. In the sequel, we assume that t ∈ D∗ is real. Then, it
follows from the functional equation that
Z(t) = G(12 + it)∆G(
1
2 + it)
−1/2 = G(12 + it)∆G(
1
2 + it)
1/2.
Using the relation ∆(s)∆(1− s) = 1, we deduce that
∆G(
1
2 + it)
1/2 = ∆G(
1
2 + it)
−1/2.
It follows that Im ZG(t) = 0 and, consequently, that ZG(t) ∈ R. Moreover, since
|∆G(12 + it)| = 1,
we obtain that |Z(t)| = ∣∣G(12 + it)∣∣.
Some special representations for G ∈ G. By Lemma 1.2, we can write any given
function G ∈ G in the form
(1.10) G(12 + it) = ZG(t)∆(
1
2 + it)
1/2, t ∈ D∗.
There is a further possibility to represent a given function G ∈ G. For G ∈ G, we define
D1/2 := D1/2,G := (C∆G ∩ D)− 12 .
Moreover, we set fG(z) := ZG(−iz). Then,
(1.11) G(12 + z) = fG(z)∆(
1
2 + z)
1/2 for z ∈ D1/2.
Here, the function fG satisfies a certain reflection principle. Since ZG(t) is real for real
t ∈ D∗, the relation
fG(z) = ZG(−iz) = ZG(−iz) = ZG(iz) = fG(−z)
holds for all purely imaginary z ∈ D1/2 and, thus, by the identity principle, for all
z ∈ D1/2. This implies that fG is real on the intersection of D1/2 with the imaginary
axis.

Chapter 2
A modified concept of universality
near the critical line
In this chapter, we study the collapse of the Voronin-type universality property of the
Riemann zeta-function at the critical line and discuss a modified concept of universality.
In section 2.1, we briefly discuss for which L-functions a Voronin-type universality state-
ment is known to be true. We provide a heuristic explanation that this universality
property cannot persist beyond the critical line.
In section 2.2, we try to maintain universality on the critical line by slightly changing
the concept. Roughly speaking, we add a rescaling (or zooming) factor to the shifts
that occur in Voronin’s universality theorem and establish a limiting process in funnel-
shaped neighbourhoods of the critical line. It will turn out that it is essentially the
symmetry given by the functional equation that restricts the functions to be obtained
by this process. For this reason, we investigate this process not only for the Riemann
zeta-function but for all functions of the class G, i.e. all functions that are meromorphic
around the line σ = 12 and satisfy a Riemann-type functional equation.
In section 2.3, we discuss convergence and non-convergence issues of this limiting process.
2.1 Failure of Voronin’s universality theorem around the
critical line
Building on works of Bohr [15, 21, 22] and his collaborators, Voronin [187] established a
remarkable universality theorem for the Riemann zeta-function; see Theorem P.1. In the
meantime, similar universality properties were discovered for many other L-functions.
Examples include Dirichlet L-functions (see Voronin [188], Gonek [56] and Bagchi [4]),
Dedekind zeta-functions (see Voronin [188], Gonek [56] and Reich [153, 154]) and Hecke
L-functions to grössencharacters (see Mishou [135]).
There are even L-functions with a stronger universality property. For them the restriction
on the target function g in Voronin’s universality theorem to be non-vanishing on K can
be omitted. Here, prominent examples are Hurwitz zeta-functions whose allied parameter
is either transcendental or rational but not equal to 12 or 1; see Bagchi [3] and Gonek
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[56]. For a comprehensive account on different universal L-functions, we refer the reader
to Steuding [175, Sect. 1.4-1.6].
Steuding [175, Sect. 5.6] established a universality theorem for a large class of Dirichlet
series. In particular, his results imply that every function L ∈ S which has a polynomial
Euler product (S.3*) and satisfies the prime mean-square condition (S.6) is universal
in the sense of Voronin inside the strip σm < σ < 1, where σm denotes the abscissa
of bounded mean-square of L which we define rigorously in Section 3.4.3. For L ∈ S,
we know that σm ≤ max{12 , 1 − 1dL } < 1, and under the assumption of the Lindelöf
hypothesis, that σm ≤ 12 . 1
The critical line is a natural boundary for universality in the Selberg class. For a heuris-
tic explanation, we restrict to the Riemann zeta-function and assume the truth of the
Riemann hypothesis. Firstly, we observe that Voronin’s universality theorem for the Rie-
mann zeta-function implies that, for any compact set K inside the strip 12 < σ < 1 with
connected complement and any continuous, non-vanishing function g (resp. g ≡ ∞) on
K which is analytic in the interior of K, there is a sequence (τk)k of positive real numbers
tending to infinity such that
(2.1) ζ(s+ iτk)→ g(s)
uniformly on K, as k → ∞. This phenomenon collapses around the critical line σ = 12 .
Let Dr(12) be the open disc with center
1
2 and radius 0 < r <
1
4 . Assume that there
is a sequence (τk)k of positive real numbers tending to infinity such that ζ(s + iτk)
converges locally uniformly on Dr(12) to an analytic function g 6≡ 0 (resp. to g ≡ ∞).
As g is analytic on Dr(12), it follows that g has at most finitely many zeros in Dr(
1
2).
According to a result of Littlewood [119], there is a positive constant A such that, for
every sufficiently large t, the interval(
t− A
log log log t
, t+
A
log log log t
)
contains at least one ordinate of a non-trivial zero of the Riemann zeta-function. As we
assumed the truth of the Riemann hypothesis, all non-trivial zeros can be located on
the critical line. Thus, the number of zeros of ζ(s + iτk) in Dr/2(12) ⊂ Dr(12) tends to
infinity. By the theorem of Hurwitz (Theorem A.10 in the appendix), we can conclude
that g ≡ 0 is the only possible limit function that can be obtained in this case.
Proposition 2.1 (a) of the next section provides an unconditional proof for the failure of
Voronin’s universality theorem around the critical line. We shall see that it is essentially
the functional equation that is responsible for the collapse of universality.
2.2 A limiting process in neighbourhoods of the critical line
In this section, we try to ‘rescue’ universality on σ = 12 by slightly changing the concept.
Concepts of universality appear in various areas of analysis. There are real universal
functions due to Fekete (see Steuding [175, Appendix]), entire universal functions of
Birkhoff-type due to Birkhoff [6] and entire universal functions of MacLane-type due
1For details we refer to Section 3.4
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to MacLane [124]. There are universal Taylor series due to Luh [123] and a concept
of universality for Fourier series of continuous functions on ∂D due to Müller [142].
Rubel [160] discovered a universal differential equation; see Elsner & Stein [49] for an
overview on recent developments. There is a concept of differential universality for the
Riemann zeta-function for which we refer to Christ, Steuding & Vlachou [38]. The
theory of hypercyclic operators investigates universality phenomena in a rather abstract
topological and functional analytic setting; see the textbook of Bayart & Matheron [5].
For a comprehensive survey on different concepts of universality the reader is referred to
Grosse-Erdmann [63] and Steuding [175, Appendix].
Andersson [1] discussed a universality property for the Riemann zeta-function on the
critical line. He restricted the target functions g to compact line segments Lα := [12 −
iα, 12 + iα] with α > 0, i.e. connected compact sets without interior points, and asked
for approximating g by vertical shifts of the zeta-function on σ = 12 . He found out that
among all continuous functions on Lα only the function g ≡ 0 (resp. g ≡ ∞) might
possibly be approximated in this way.
We shall persue the following approach: we add a scaling factor to the vertical shifts in
(2.1) and try to figure out which target functions g are to be obtained by this modified
limiting process. We investigate the latter not only for the Riemann zeta-function but
for general functions of the class G.
In the sequel, let M(Ω) denote the set of meromorphic functions on a domain Ω ⊂ C.
Moreover, let H(Ω) ⊂ M(Ω) denote the set of analytic functions on Ω. For families
F ⊂M(Ω) there is a notion of normality. We refer to the appendix for basic definitions
and fundamental results of this concept.
Let µ : [2,∞) → R+ be a positive function satisfying µ(τ) ≤ 12 log τ for all τ ∈ [2,∞).
Every function µ induces a corresponding family {ϕµ(τ)}τ∈[2,∞) of linear conformal map-
pings
(2.2) ϕµ(τ) : D→ C by s := ϕµ(τ)(z) :=
1
2
+
µ(τ)
log τ
z + iτ.
We observe that ϕµ(τ) maps the center of the unit disc D to 12 + iτ and shrinks its radius
linearly by a factor
λ(τ) :=
µ(τ)
log τ
.
We call λ(τ) the scaling (or zooming) factor of ϕµ(τ). The action of the map ϕµ(τ) is
illustrated in Figure 2.1.
The condition µ(τ) ≤ 12 log τ assures that, for any τ ∈ [2,∞), the image domain ϕµ(τ)(D)
lies completely inside the half-strip D. Thus, for any function G ∈ G and any τ ∈ [2,∞),
(2.3) Gµ(τ)(z) := (G ◦ ϕµ(τ))(z) = G(ϕµ(τ)(z)) = G
(
1
2
+
µ(τ)
log τ
z + iτ
)
defines a meromorphic function on D. For sake of simplicity, we usually write ϕτ instead
of ϕµ(τ) and Gτ instead of Gµ(τ).
In the following we regard, for a given function G ∈ G and a given conformal mapping ϕτ ,
the family F := {Gτ}τ∈[2,∞) ⊂ M(D). We try to figure out which functions g ∈ M(D)
appear as limit functions of convergent sequences in F . The following proposition shows
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Figure 2.1: The action of the conformal maps ϕτ := ϕµ(τ) with τ ∈ [2,∞) on D. The
function ϕτ maps the center of the unit disc D to 12 + iτ and shrinks its radius linearly
by the factor λ(τ) = µ(τ)log τ .
that the set of possible limit functions depend essentially on the speed with which the
scaling factor λ(τ) tends to zero as τ →∞ and that the shape of the limiting functions
is strongly affected by the functional equation of G.
Proposition 2.1. Let G ∈ G with degree dG > 0 and µ : [2,∞) → R+ be a positive
function satisfying µ(τ) ≤ 12 log τ for τ ∈ [2,∞). Let {Gτ}τ∈[2,∞) be the family of
functions on D, generated by G and µ via (2.3).
Assume that there is a sequence (τk)k of real numbers τk ∈ [2,∞) with limk→∞ τk = ∞
such that (Gτk)k converges locally uniformly on D to a limit function g.
(a) If limk→∞ µ(τk) =∞, then g ≡ 0 or g ≡ ∞.
(b) If limk→∞ µ(τk) = c with some c ∈ (0,∞), then g ≡ ∞ or g is of the form
(2.4) g(z) = fg(z) exp
(
− cdG2 z + i`
)
with some ` ∈ [0, pi) and some meromorphic function fg on D satisfying
fg(z) = fg(−z) for z ∈ D.
(c) If limk→∞ µ(τk) = 0, then g ≡ ∞ or g is of the form
(2.5) g(z) = fg(z) exp (i`)
with some ` ∈ [0, pi) and some meromorphic function fg on D satisfying
fg(z) = fg(−z) for z ∈ D.
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The condition fg(z) = fg(−z) implies that fg is real on the intersection of the unit disc
with the imaginary axis. As we shall see from the proof of Proposition 2.1, the shapes
(2.4) and (2.5) of the limit functions g actually result from the representation of G ∈ G
as
G(12 + z) = fG(z)∆(
1
2 + z)
1/2 for every z ∈ D1/2
with a certain function fG satisfying fG(z) = fG(−z); see (1.11).
Proposition 2.1 is just hypothetical: we assume the convergence of the limiting pro-
cess. In general, however, it seems very difficult to verify that a given sequence (Gτk)k
converges locally uniformly on D or not. We will postpone convergence, resp. non-
convergence issues to Section 2.3.
If we restrict in Proposition 2.1 to the Riemann zeta-function and assume the truth of
the Riemann hypothesis, we get additional constraints on the shape of the possible limit
functions:
(i) According to Littlewood [119], there is a constant A > 0 such that, for every
sufficiently large t, the interval(
t− A
log log log t
, t+
A
log log log t
)
contains at least one imaginary part of a non-trivial zero of the Riemann zeta-
function. Under the assumption of the Riemann hypothesis, all non-trivial zeros
lie on the critical line. Thus, if
λ(τ) =
µ(τ)
log τ
>
2A
log log log τ
for sufficiently large τ , we can exclude the case g ≡ ∞ in Proposition 2.1 (a).
(ii) The truth of the Riemann hypothesis implies that the logarithmic derivative of
Hardy’s Z-function Zζ(t) is monotonically decreasing between two sufficiently large
consecutive zeros of Zζ(t); see Ivić [89, Chapt. 2.3]. By (1.10) and (1.11), this has
effects on the shape of the limit functions g in Proposition 2.1.
With suitable adaptions it is also possible to state Proposition (2.1) for functions G ∈ G
with degree dG = 0.
Proposition 2.2. Let G ∈ G with degree dG = 0 and µ : [2,∞) → R+ be a positive
function satisfying µ(τ) ≤ 12 log τ for τ ∈ [2,∞). Let {Gτ}τ∈[2,∞) be the family of
functions on D, generated by G and µ via (2.3).
Assume that there is a sequence (τk)k of real numbers τk ∈ [2,∞) with limk→∞ τk = ∞
such that (Gτk)k converges locally uniformly on D to a limit function g.
(a) If limk→∞
µ(τk)
log τk
= c with some c ∈ (0, 12 ], then g ≡ ∞ or g is of the form
g(z) = fg(z) exp
(
− c logQ22 z + i`
)
with some ` ∈ [0, pi) and some meromorphic function fg on D satisfying
fg(z) = fg(−z) for z ∈ D.
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(c) If limk→∞
µ(τk)
log τk
= 0, then g ≡ ∞ or g is of the form
g(z) = fg(z) exp (i`)
with some ` ∈ [0, pi) and some meromorphic function f on D satisfying
fg(z) = fg(−z) for z ∈ D.
As Proposition 2.2 can be proved by essentially the same method as Proposition 2.2 and
as we are not too much interested in functions of degree zero in the further course of our
investigations, we omit a proof.
According to Kaczorowski & Perelli [94], every function L ∈ S# of degree dL = 0 is given
by a certain Dirichlet polynomial. This implies that L ∈ S# with dL = 0 is bounded in
the half-strip D. Thus, if we restrict ourselves in Proposition 2.2 to functions L ∈ S#
with dL = 0, Montel’s theorem assures that the family {Lτ}τ∈[2,∞) is normal for any
admissible function µ.
Proof of Proposition 2.1: Before proving Proposition 2.1, we start with some lemmas
for the function ∆p. Recall that ∆p depends on the parameter tuple p = (ω,Q, λ1, ..., λf , µ1, ..., µf )
for which we defined the quantities dp, ωp, µp and λp; see Lemma 1.1.
The following lemma provides an asymptotic expansion for
∆p,τ (z) := ∆p(ϕτ (z)) = ∆p
(
1
2
+
µ(τ)
log τ
z + iτ
)
on D, as τ →∞.
Lemma 2.3. Let ∆p be defined by (1.1) and suppose that dp > 0. Let µ : [2,∞) → R+
be a positive function with µ(τ) ≤ 12 log τ for τ ∈ [2,∞). Let {ϕτ}τ∈[2,∞) be the family
of conformal mappings generated by µ via (2.2). Then, uniformly for z ∈ D, as τ →∞,
∆p,τ (z) := ∆p(ϕτ (z)) = ωp exp (−dpµ(τ)z − iνp(τ))
(
1 +O
(
µ(τ)
log τ
)
+O
(
1
τ
))
with
νp(τ) := dpτ log τ + τ log(λpQ
2)− dpτ − Im µp log τ.
Proof. Respecting the conditions posed on the function µ, the assertion follows directly
from the asymptotic expansion for ∆p(s) in Lemma 1.1 and a short computation.
By means of the asymptotic expansion for ∆p,τ on D, as τ → ∞, we are now able to
describe the limit behaviour of sequences in {∆p,τ}τ∈[2,∞).
Lemma 2.4. Let ∆p be defined by (1.1) and suppose that dp > 0. Let µ : [2,∞) → R+
be a positive, (not necessarily strictly) monotonically decreasing or increasing function
with µ(τ) ≤ 12 log τ for τ ∈ [2,∞). Let {ϕτ}τ∈[2,∞) be the family of conformal mappings
generated by µ via (2.2) and set ∆p,τ (z) := ∆p(ϕτ (z)) for z ∈ D and τ ≥ 2.
(a) If limτ→∞ µ(τ) = ∞, then there is no sequence (τk)k of real numbers τk ∈ [2,∞)
with limk→∞ τk =∞ such that (∆p,τk)k converges locally uniformly in some neigh-
bourhood of zero.
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(b) If limτ→∞ µ(τ) = c with some c ∈ (0,∞), then, for every unbounded subset A ⊂
[2,∞), there exists a sequence (τk)k of real numbers τk ∈ A with limk→∞ τk = ∞
such that (∆p,τk)k converges uniformly on D to a limit function g given by
g(z) = a exp(−cdpz) for z ∈ D
with some a ∈ C satisfying |a| = 1.
Conversely, if limτ→∞ µ(τ) = c with some c ∈ (0,∞), then, for every function g
of the form above, there exists a sequence (τk)k of real numbers τk ∈ [2,∞) with
limk→∞ τk =∞ such that (∆p,τk)k converges uniformly on D to g.
(c) If limτ→∞ µ(τ) = 0, then, for every unbounded subset A ⊂ [2,∞), there exists a
sequence (τk)k of real numbers τk ∈ A with limk→∞ τk = ∞ such that (∆p,τk)k
converges uniformly on D to a constant limit function
g ≡ a
with some a ∈ C satisfying |a| = 1.
Conversely, if limτ→∞ µ(τ) = 0, then, for every constant function g ≡ a with |a| =
1, there exists a sequence (τk)k of real numbers τk ∈ [2,∞) with limk→∞ τk = ∞
such that (∆p,τk)k converges uniformly on D to g.
Lemma 2.4 (a) follows immediately from the asymptotic expansion for ∆p,τ on D and
implies that, for any unbounded subset A ⊂ [2,∞), the family {∆p,τ}τ∈A is not normal in
any neighbourhood U ⊂ D of zero. Thus, by the rescaling lemma of Zalcman (Theorem
A.18), we find a sequence (τk)k of real numbers τk ∈ A with limk→∞ τk =∞, a sequence
(zk)k of complex numbers zk ∈ D with limk→∞ zk = 0 and a sequence (ρk)k of positive
real numbers ρk with limk→∞ ρk = 0 such that
hk(z) := ∆p,τk(zk + ρkz) = ∆
(
1
2 +
µ(τk)
log τk
(zk + ρkz) + iτk
)
converges locally uniformly on C to a non-constant entire function. Having this in mind,
the statement of Lemma (b) 2.4 might not be too surprising. As the functions ∆p are
rather smooth, it makes sense that the limit functions of (∆p,τk)k are constant, if the
underlying scaling factor λ(τk) tends to zero fast enough.
Proof of Lemma 2.4. As all poles and zeros of ∆p are located in some horizontal strip,
it follows that ∆p,τ is analytic and non-vanishing on D for sufficiently large τ .
Case (a): Let U ⊂ D be an arbitrary neighbourhood of zero. Taking into account that
limτ→∞ µ(τ) =∞, the asymptotic expansion of Lemma 2.3 yields that, for z = x+iy ∈ U
with real part x 6= 0,
lim
τ→∞∆p,τ (z) =
{
0 if x > 0,
∞ if x < 0.(2.6)
If there is a sequence (τk)k of real numbers τk ∈ [2,∞) with limk→∞ τk = ∞ such that
(∆p,τk)k converges locally uniformly in U , then, according to the theorem of Weierstrass
(Theorem A.9), either
g(z) := lim
k→∞
∆p,τk(z), z ∈ U,
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defines an analytic function in U or g ≡ ∞ in U . Both cases, however, are in contradiction
to (2.6).
Case (b): According to our assumption on µ and the asymptotic expansion for ∆p,τ (z)
of Lemma 2.3, we have, uniformly for z = x+ iy ∈ D,
lim
τ→∞ |∆p,τ (z)| = |ωp| exp(−cdpx) ≤ exp(cdp).(2.7)
This implies that the family F := {∆p,τ}τ∈[2,∞) is uniformly bounded on D. According
to the theorem of Montel, every sequence in F has a subsequence that converges locally
uniformly on D to an analytic function. Thus, we can extract from any given unbounded
set A ⊂ [2,∞) a sequence (τk)k with limk→∞ τk =∞ such that (∆p,τk)k converges locally
uniformly on D to an analytic function g. Next we shall figure out the shape of g: By
means of (2.7), we have, uniformly for z = x+ iy ∈ D,
|g(z)| = lim
k→∞
|∆p,τk(z)| = |ωp| exp(−cdpx) = exp(−cdpx).
Obviously, g is non-vanishing on D. This allows us to write
g(z) = ηp exp(−cdpx+ if(x, y)) for z = x+ iy ∈ D
with some continuously differentiable function f : Ω→ R, where
Ω = {(x, y) ∈ R2 : x+ iy ∈ D}.
The Cauchy-Riemann differential equations,
∂
∂x Re g =
∂
∂y Im g,
∂
∂y Re g = − ∂∂x Im g,
yield that, for (x, y) ∈ Ω,
∂
∂xf +
∂
∂yf = −cdp,
∂
∂xf − ∂∂yf = cdp.
Hence, f(x, y) = −cy + ` with some constant ` ∈ R. By setting a := ωpei`, we get
g(z) = a exp(−cdpz) for z ∈ D.
By rescaling ϕτ in a suitable manner, we deduce from Lemma 2.3, that (∆p,τk)k converges
not only locally uniformly, but even uniformly on D.
Conversely, let g : D→ C be a function of the form g(z) = a exp(−cdpz) with arbitrary
a ∈ C satisfying |a| = |1|. We choose ` ∈ [0, 2pi) such that ωpei` = a and regard the
function
νp(τ) := dpτ log τ + τ
(
log(λpQ
2)− dp
)− Im µp log τ
which is monotonically increasing for sufficiently large τ . We define (τk)k to be the
sequence of all solutions τ ≥ 2 of
−νp(τ) ≡ ` mod 2pi
in ascending order. As the sequence (τk)k tends to infinity, the asymptotic expansion for
∆p,τ in Lemma 2.3 yields that, uniformly for z ∈ D,
lim
k→∞
∆p,τk(z) = ωp exp (−cdpz + i`) = g(z).
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The assertion is proved.
Case (c): According to our assumption on µ and the asymptotic expansion for ∆p,τ of
Lemma 2.3, we have, uniformly for z = x+ iy ∈ D,
lim
τ→∞ |∆p,τ (z)| = |ωp| = 1.(2.8)
This implies that the family {∆p,τ}τ∈[2,∞) is uniformly bounded on D. Thus, Montel’s
theorem assures that, from every unbounded subset A ⊂ [2,∞), we can extract a se-
quence (τk)k of real numbers τk ∈ A with limk→∞ τk = ∞ such that (∆p,τk)k converges
locally uniformly on D to an analytic function g. By means of (2.8), we have, uniformly
for z ∈ D,
|g(z)| = lim
k→∞
|∆p,τk(z))| = 1
Thus, it follows from the open mapping theorem that g ≡ a with some a ∈ C satisfying
|a| = 1.
Conversely, for a given function g ≡ a with a ∈ C satisfying |a| = 1, we can construct a
sequence (τk)k such that (∆p,τk)k converges uniformly on D to g in the same manner as
in case (b).
Proof of Proposition 2.1. For G ∈ G, let ∆G denote the factor of the functional equation
for G. In the following we set ∆G,τ (z) := ∆G(ϕτ (z)).
Note that the locally uniform convergence of a sequence (Gτk)k on D implies that its
limit function g is either meromorphic on D or g ≡ ∞ on D.
Case (a): Suppose that (Gτk)k converges locally uniformly on D to a meromorphic limit
function g 6≡ 0. Then, we find a compact set K ⊂ D with non-empty interior which lies
completely to the right of the imaginary axis, i.e. Re z > 0 for z ∈ K, and a constant
m > 0 such that |g(z)| ≥ m for z ∈ K. In particular, we have∣∣∣∣ limk→∞G(ϕτk(z))
∣∣∣∣ = |g(z)| ≥ m for z ∈ K.
If z ∈ D with Re z > 0, then the point −z lies also in D and satisfies Re(−z) < 0.
Respecting the growth condition posed on µ, the asymptotic expansion of Lemma 1.1
yields that
lim
k→∞
∆G,τk(−z) =∞ for z ∈ K.
According to the functional equation of G, we get
g(−z) = lim
k→∞
G (ϕτk(−z)) = lim
k→∞
∆G(ϕτk(−z))G
(
1− ϕτk(−z)
)
= lim
k→∞
∆p(ϕτk(−z))G (ϕτk(z))
=∞
for z ∈ K. Thus, it follows from the identity principle, applied to the meromorphic
function defined by g(−z) on D, that g ≡ ∞ in D. This contradicts our assumption.
Case (b): Suppose that (Gτk)k converges locally uniformly on D to a meromorphic limit
function g. Certainly, we have for an arbitrary z ∈ D,
lim
k→∞
G(ϕτk(z)) = g(z).(2.9)
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Moreover, according to the functional equation, we get that
G(ϕτk(z)) = ∆p(ϕτk(z))G(1− ϕτk(z)) = ∆p(ϕτk(z))G(ϕτk(−z)).
If z ∈ D, then the point −z is also in D. Thus, we obtain that
lim
k→∞
G(ϕτk(−z)) = g(−z).
Since (G(ϕτk(z)))k converges locally uniformly on D, this is also true for (G(ϕτk(−z)))k.
Consequently, g(−z) defines an analytic function on D. According to case (b) of Lemma
2.4 we find a subsequence (τkj )j of (τk)k such that, uniformly for z ∈ D,
lim
j→∞
∆(ϕτkj (z)) = exp(−cdpz + i`)
with some ` ∈ [0, 2pi). Thus,
(2.10) lim
j→∞
G(ϕτkj (z)) = g(−z) exp(−cdpz + i`)
holds locally uniformly for z ∈ D. By the uniqueness of the limit function, we deduce
from (2.9) and (2.10) that g satisfies the functional equation
g(z) = g(−z) exp(−cdpz + i`), z ∈ D.
By setting
fg(z) := g(z) exp
(
cdp
2
z − i `
2
)
the functional equation translates to
fg(z) = fg(−z), z ∈ D.
It follows that g(z) = fg(z) exp
(
− cdp2 z + i `2
)
for z ∈ D. The assertion follows by
substituting `/2 7→ `′.
Case (c): To prove case (c), we follow the lines of the proof for case (b). This time,
however, according to Lemma 2.4 (c), we find a subsequence (τkj )j of (τk)k such that,
uniformly for z ∈ D,
lim
j→∞
∆τkj (z) = exp(i`)
with some ` ∈ [0, 2pi). This leads to the functional equation
g(z) = g(−z) exp(i`), z ∈ D.
Again, by setting
fg(z) := g(z) exp
(
−i `
2
)
,
this translates to
fg(z) = fg(−z) z ∈ D,
and yields the representation g(z) = fg(z) exp
(
i `2
)
. The assertion follows.
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2.3 Convergence and non-convergence of the limiting pro-
cess
In this section we describe natural mechanisms that enforce the limiting process intro-
duced in the preceeding section to converge or not to converge.
2.3.1 Non-convergence of the limiting process
Suppose that, for a given function G ∈ G and a given family {ϕτ}τ∈[2,∞) of conformal
mappings on D, there is an unbounded subset A ⊂ [2,∞) such that the corresponding
family {Gτ}τ∈A is not normal in D. By Montel’s fundamental normality test (Theo-
rem A.16), this bears information on the a-point-distribution of G. Thus, certain non-
convergence statements for the limiting process of Section 2.2 are of equal interest as
convergence statements. We will study non-convergence statements and their connec-
tion to the a-point-distribution of G ∈ G in Chapter 4 in details. Here, we only state the
following observation which follows immediately from Proposition 2.1 (a).
Lemma 2.5. Let G ∈ G and µ : [2,∞)→ R+ be a positive function with limτ→∞ µ(τ) =
∞. For τ ∈ [2,∞) and z ∈ D, let ϕτ (z) := 12 + µ(τ)log τ · z + iτ and Gτ (z) := G(ϕτ (z)).
Suppose that there is an α ∈ (0,∞) and a sequence (τk)k of real numbers τk ∈ [2,∞)
with limk→∞ τk =∞ such that
(2.11) lim
k→∞
∣∣G(12 + iτk)∣∣ = α.
Then, the sequence (Gτk)k has no subsequence which converges locally uniformly on D.
Proof. Assume that (Gτk)k has a subsequence (Gτkj )j that converges locally uniformly
on D to a function g. Then, it follows from Proposition 2.1 (a) that g ≡ 0 or g ≡ ∞.
Our assumption (2.11), however, yields that
g(0) = lim
j→∞
Gτkj (0) = limj→∞
G(12 + τkj ) = a
with some a ∈ C satisfying |a| = α ∈ (0,∞). This gives a contradiction and the lemma
is proved.
Let G ∈ G. Due to the condition (2.11) in Lemma 2.5, it seems reasonable to determine
the quantities
(2.12) αG,inf := lim inf
τ→∞
∣∣G(12 + iτ)∣∣ and αG,sup := lim sup
τ→∞
∣∣G(12 + iτ)∣∣ .
The intermediate value theorem for continuous functions implies that, for every α ∈
[αG,inf, αG,sup], we find a sequence (τk)k of real numbers τk ∈ [2,∞) with limk→∞ τk =∞
such that
lim
k→∞
∣∣G(12 + it)∣∣ = α.
For L ∈ S# with dL > 0, we expect that αL,inf = 0 and αL,sup =∞. However, it appears
to be quite challenging to prove this for functions L ∈ S# in general. We tackle this
problem later on in Chapter 3.
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In the class G, things are qualitatively different. Here, we find, for every α1, α2 ∈ [0,∞)
with α1 ≤ α2, a function G ∈ G such that αG,inf = α1 and αG,sup = α2: let ∆ζ(s) be the
factor of the functional equation for the Riemann zeta-function. We recall that
(2.13) ∆ζ(s)∆ζ(1− s) = 1 and ∆ζ(s) = ∆ζ(s) for s ∈ C
and observe that ∆ζ(s) defines an analytic non-vanishing function in the half-strip D.
Let the square-root function ∆ζ(s)1/2 be defined according to Section 1.1 and let α1, α2 ∈
[0,∞) with α1 ≤ α2. Suppose that α := (α1, α2) 6= (0, 0). Then, by means of (2.13), we
verify easily that
Gα(s) :=
(
α1 + α2
2
+
α2 − α1
2
· sin (−i(s− 12)))∆ζ(s)1/2
defines a function in G which fulfills the functional equation Gα(s) = ∆ζ(s)Gα(1− s)
and satisfies αGα ,inf = α1 and αGα ,sup = α2. If α := (α1, α2) = (0, 0), then the function
G0(s) := exp(−s(1− s))∆ζ(s)1/2
lies in G and satisfies αG0 ,inf = αG0 ,sup = 0. We observe further that, uniformly for
0 < σ < 1, as t→∞,
(2.14) G0(σ + it) exp
(−Ct2)
with some constant C > 0. Let µ : [2,∞)→ R+ be a positive function with µ(τ) < 12 log τ
for τ ≥ 2 and set G0,τ (z) := G(12 + µ(τ)log τ z+ iτ) for τ ≥ 2 and z ∈ D. Then, (2.14) implies
that, for every sequence (τk)k of real numbers τk ∈ [2,∞) with limk→∞ τk = ∞, the
corresponding sequence (G0,τk)k converges locally uniformly on D to the function g ≡ 0.
This yields a very first example that convergence of the limiting process in Proposition
2.1 is actually possible.
With a little more effort we can adjust the function Gα above such that analogous results
hold if we admit α1, α2 ∈ [0,∞) ∪ {∞}.
2.3.2 Convergence via the growth behaviour in S#
For L ∈ S#, we can enforce the limiting process introduced in the Section 2.2 to converge
by adjusting the underlying conformal mapping ϕτ according to the growth behaviour
of L.
Dirichlet series of finite order. We say that a Dirichlet series A(s), resp. its mero-
morphic continuation which we suppose to have only finitely many poles, is of finite order
in the strip −∞ ≤ σ1 ≤ σ ≤ σ2 ≤ ∞, if there exists a non-negative real number c such
that for all σ1 ≤ σ ≤ σ2
(2.15) A(σ + it) |t|c as |t| → ∞.
For a given σ1 ≤ σ ≤ σ2, we define θA(σ) to be the infimum of all c ≥ 0 such that
(2.15) holds; see Steuding [175, Chapt. 2.1] and Titchmarsh [181, §9.4]. It follows from a
Phragmén-Lindelöf type argument that the function θA(σ) is continuous, non-decreasing
and convex-downwards; see Titchmarsh [181, §9.41].
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The growth behaviour in the extended Selberg class. Let L ∈ S#. Then, L is
of finite order in every strip −∞ < σ1 ≤ σ ≤ σ2 < ∞. By the absolute convergence of
L ∈ S# in σ > 1, we have
θL(σ) = 0 for σ > 1.
It follows then basically from the functional equation together with the asymptotic esti-
mate ∆L(s)  (|t|/2pi)dL(1/2−σ), as |t| → ∞, that
θL(σ) = dL
(
1
2 − σ
)
for σ < 0.
The convexity of the function θL(σ) implies that
max
{
0, dL
(
1
2 − σ
)} ≤ θL(σ) ≤ dL
2
(1− σ) for 0 ≤ σ ≤ 1.
For the peculiar case σ = 12 , this yields the bounds 0 ≤ θL(12) ≤ dL4 . According to the
Lindelöf hypothesis, we expect that θL(12) = 0.
The growth-behaviour of the derivatives. For a non-negative integer `, let L(`)
denote the `-th derivative of L ∈ S#. Then, Cauchy’s integral formula, applied to discs
with center σ + it and radius 1/ log |t|, assures that, as |t| → ∞,
(2.16) L(`)(σ + it)`,ε |t|θL(σ)+ε
with any ε > 0. Thus, L and L(`) have the same order of growth.
Convergence of the limiting process. First, we establish the following lemma which
results from a ‘smoothness’ argument.
Lemma 2.6. Let L ∈ S#, ` ∈ N0 and δ > 0. For τ ≥ 2, let Dτ be the disc defined by
(2.17) |s− 12 − iτ | < τ−θL(
1
2
)−δ.
Then, as τ →∞,
max
s1,s2∈Dτ
∣∣∣L(`)(s1)− L(`)(s2)∣∣∣δ,` τ−δ/2.
Proof. Let L ∈ S#, ` ∈ N0 and δ > 0. By (2.16) and the continuity of the function
θL(σ), the estimate
(2.18)
∣∣∣L(`+1)(s)∣∣∣δ,` τ θL(σ)+δ/2
holds uniformly for s ∈ Dτ , as τ → ∞. For s1, s2 ∈ Dτ , we denote the line segment
connecting s1 and s2 by [s1, s2]. By (2.18) and a trivial estimation, we obtain that,
uniformly for s1, s2 ∈ Dτ , as τ →∞,∣∣∣L(`)(s1)− L(`)(s2)∣∣∣ =
∣∣∣∣∣
∫
[s1,s2]
L(`+1)(s) ds
∣∣∣∣∣δ,` τ−θL( 12 )−δ · τ θL(σ)+δ/2 = τ−δ/2.
This proves the lemma.
Now, we are ready to give a very first convergent statement for the limiting process
introduced in Section 2.2.
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Theorem 2.7. Let L ∈ S# and δ > 0. For τ ∈ [2,∞) and z ∈ D, let
ϕτ (z) :=
1
2 + τ
−θL( 12 )−δ · z + iτ and Lτ (z) := L(ϕτ (z)).
(a) Suppose that there is an α ∈ [0,∞) and a sequence (τk)k of real numbers τk ∈ [2,∞)
with limk→∞ τk =∞ such that
(2.19) lim
k→∞
∣∣L(12 + iτk)∣∣ = α.
Then, there is an a ∈ C with |a| = α and a subsequence of (Lτk)k which converges
locally uniformly on D to g ≡ a.
(b) Suppose that there is a sequence (τk)k of real numbers τk ∈ [2,∞) with limk→∞ τk =
∞ such that
(2.20) lim
k→∞
∣∣L(12 + iτk)∣∣ =∞.
Then, there is a subsequence of (Lτk)k which converges locally uniformly on D to
g ≡ ∞.
Proof. We observe that ϕτk(D) = Dτk , where Dτk is defined by (2.17) in Lemma 2.6.
Suppose that there exists a sequence (τk)k of real numbers τk ∈ [2,∞) with limk→∞ τk =
∞ such that
lim
k→∞
∣∣L(12 + iτk)∣∣ =∞, resp. limk→∞ ∣∣L(12 + iτk)∣∣ = 0.
Then, Lemma 2.6 yields immediately that (Lτk)k converges locally uniformly on D to g ≡
∞, resp. g ≡ 0. Let (τk)k be a sequence of real numbers τk ∈ [2,∞) with limk→∞ τk =∞
such that
(2.21) lim
k→∞
∣∣L(12 + iτk)∣∣ = α
with some α ∈ (0,∞). Lemma 2.6 assures that, for sufficiently large k,
|Lτk(z)| < α+ 1, for z ∈ D.
Thus, the family {Lτk}k is bounded on D and, consequently, by Montel’s theorem, normal
in D. This means that there is a subsequence (τkj )j of (τk)k such that (Lτkj )j converges
locally uniformly on D to an analytic function g. Due to (2.21) we have
g(0) = lim
j→∞
Lτkj (0) = limj→∞L(
1
2 + iτkj ) = a
with some a ∈ C satisfying |a| = α. From Lemma 2.6 we deduce that
g(z) = lim
j→∞
Lτkj (z) = a
for z ∈ D. Hence, g ≡ a on D.
With confinements on the scaling factor of the mapping ϕτ , an analogous statement
of Theorem 2.7 can be made for every function G ∈ G by means of certain continuity
arguments for which we refer the reader to Christ [35, Lemma 2].
In view of the conditions (2.19) and (2.20) in Theorem 2.7, it seems again worth to
determine, for given function G ∈ G, the quantities αG,inf and αG,sup defined by (2.12).
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Figure 2.2: The images of the rectangular domain R := R(3, 1) under a certain
conformal mapping ϕτ for some τ ∈ [2,∞).
2.3.3 Convergence via the a-point-distribution in S#R
There is a further possibility to enforce convergence of the limiting process introduced
in Section 2.2, namely by adjusting the underlying conformal mapping ϕτ according to
the a-point-distribution of L ∈ S#.
We shall study the a-point-distribution of functions in the extended Selberg class in
details later on in Chapter 4. Here, we anticipate only some very basic observations. Let
L ∈ S# and a ∈ C. A complex number ρa is said to be an a-point of L if L(ρa) = a.
We distinguish between trivial and non-trivial a-points. For a given function L ∈ S#,
we can fix real numbers Ra > 1 and L < 0 such that there are no a-points of L in the
half-plane σ > Ra, only trivial ones in the half-plane σ < L and only non-trivial ones in
the strip L ≤ σ ≤ Ra.
Steuding [175, Theorem 7.7] established a Riemann von-Mangoldt formula for a rather
large subclass of the extended Selberg class. Let S#R be the set of all functions L ∈ S#
with dL > 0 which satisfy the Ramanujan hypothesis; see Section P.2. Obviously, we
have
S \ {1} ⊂ S#R ⊂ S#.
For given L ∈ S#R , let Na(T ) denote the number of non-trivial a-points with imaginary
part 0 < γa ≤ T . Then, according to Steuding [175, Theorem 7.7],
(2.22) Na(T ) ∼ dL
2pi
T log T +O(T ), as T →∞.
For a subset X ⊂ R+, we define a density function by
νT (X) :=
1
T
meas (X ∩ (T, 2T ]) , T > 0.
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Further, let R(x, y) with x, y > 0 denote the rectangular domain defined by the vertices
±x± iy. Now, we are ready to prove the following convergence statement.
Theorem 2.8. Let L ∈ S#R and a, b ∈ C with a 6= b. Let c > 0 and R := R(c, 1).
Further, let µ : [2,∞)→ R+ be monotonically decreasing such that
lim
τ→∞µ(τ) < κL with κL :=
pi
2dL
.
For τ ≥ 2 and z ∈ R, let ϕτ (z) := 12 + µ(τ)log τ z + iτ and Lτ (z) := L (ϕτ (z)). Then, for
every 0 < q < 1 with limτ→∞ µ(τ) < κLq, there exists a subset W ⊂ [2,∞) with
lim inf
T→∞
νT (W) ≥ 1− q
such that the family F := {Lτ}τ∈W ⊂ H(R) omits the values a and b on R. In particular,
F is normal in R.
Proof. Let L ∈ S#R and let µ : [2,∞) → R+ satisfy the conditions of Theorem 2.8. For
any a ∈ C, let Γa denote the set of all imaginary parts γa of a-points ρa = βa + iγa of L
which lie in the region defined by
(2.23) 12 −
µ(t− 1)
log(t− 1) ≤ σ ≤
1
2 +
µ(t− 1)
log(t− 1) , t > 2.
Furthermore, for any two distinct a, b ∈ C, we set Γa,b := Γa∪Γb and denote the number
of elements γ ∈ Γa,b with 0 < γ ≤ T by NΓa,b(T ).
Now, we fix two distinct a, b ∈ C as required in the assumptions of Theorem 2.8. Cer-
tainly, the inequality
NΓa,b(T ) ≤ Na(T ) +Nb(T ).
holds for T > 0; here, Na(T ) denotes the number of non-trivial a-points of L with
imaginary part 0 < γa ≤ T . The Riemann-von Mangoldt formula (2.22) for functions in
S#R yields that, as T →∞,
(2.24) NΓa,b(T ) ≤
dL
pi
T log T + o(T log T ).
This asymptotic bound for NΓa,b seems to be very rough. However, as we shall briefly
discuss at the end of this section, in most cases this bound might not be too far from
the truth.
For γ ∈ R, we set γ′ := γ − 1 and define
Λ :=
⋃
γ∈Γa,b
[
γ − µ(γ
′)
log γ′
, γ +
µ(γ′)
log γ′
]
;
By means of (2.24), we obtain that
νT (Λ) ≤ 1
T
· 2µ(T − 1)
log(T − 1) ·NΓa,b(T ) ≤
2dL
pi
· µ(T − 1) + o(1),
as T →∞. Let 0 < q < 1 be such that limτ→∞ µ(τ) < κLq. Then, we have
(2.25) lim sup
T→∞
νT (Λ) ≤ q.
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We choose τ0 ≥ 2 large enough such that 0 < µ(τ)log τ < 12 holds for τ ≥ τ0 and set
W := [τ0,∞) \ Λ. It follows immediately from (2.25) that
(2.26) lim inf
T→∞
νT (W) ≥ 1− q.
By the construction of the set W and the monotonicity of µ, the family {Lτ}τ∈W omits
the values a and b on R. Our choice of τ0 assures that a possible pole of L at s = 1 does
not generate a pole for any function Lτ with τ ∈ [τ0,∞) on R. Thus, the functions Lτ
with τ ∈ [τ0,∞) are analytic on R. By Montel’s fundamental normality test (Theorem
A.16) we conclude that the family {Lτ}τ∈W is normal in R.
It would be interesting to know whether one can replace the constant κL in Theorem 2.8
by a larger one. And, in fact, there are two estimates in our proof which appear to be
quite rough.
(i) We used the very rough bound
NΓa,b(T ) ≤ Na(T ) +Nb(T ).
We could improve this bound if we knew more about the a-point-distribution of L
in the funnel-shaped strip (2.23). As we shall see in Chapter 4, we expect that, for
L ∈ S#R , almost all of its a-points lie arbitrarily close to the critical line. However, it
seems to be difficult to get detailed information on how the a-points cluster around
the critical line. Due to works of Levinson [118], Selberg [171] and Tsang [183],
there is slightly more information at our disposal if a function L ∈ S possesses a
rich arithmetical structure. But, in most cases, our knowledge is not sufficient to
estimate the number of a- and b-points in the domain (2.23) better than above.
If we restrict to the Riemann zeta-function and assume the Riemann hypothesis,
then we deduce from a conditional a-point result of Selberg (see Section 4.2) that,
for a 6= 0, about half of the a-points lie outside the domain (2.23), provided that
limt→∞ µ(t) > 0. This allows us to replace the constant κL in Theorem 2.8 by 2κL,
provided that a, b 6= 0.
(ii) In bounding νT (Λ) we did not respect that there might be quite many intervals[
γ − µ(γ
′)
log γ′
, γ +
µ(γ′)
log γ′
]
with γ′ := γ − 1 and γ ∈ Γa,b
which overlap. However, to deal with this overlapping seems to be out of reach.
We refer here to the many obstacles that prevent us from getting control over the
gap conjecture and Montgomery’s pair correlation conjecture in the case of the
Riemann zeta-function.

Chapter 3
Small and Large values near the
critical line
For functions G ∈ G, we introduced in Chapter 2 a limiting process in neighbourhoods
of the critical line and found out that the functional equation has strong effects on the
shape of possible limit functions. In Theorem 2.7 and 2.8 we investigated two natural
mechanisms by which we can enforce the limiting process to converge. For a given
L ∈ S#, the limit functions to be obtained by such a convergent process are connected
with the quantities
αL,inf := lim inf
τ→∞
∣∣L(12 + iτ)∣∣ and αL,sup := lim sup
τ→∞
∣∣L(12 + iτ)∣∣ .
It appears to be quite challenging to determine αL,inf and αL,sup for general functions
L ∈ S#. We postpone this problem to the end of this chapter and tackle it in Section
3.4.
If a function L ∈ S has a sufficiently rich arithmetic structure in its Dirichlet series
coefficients, Selberg’s central limit implies that αL,inf = 0 and αL,sup = ∞ and, thus,
provides a more satisfactory answer than we can state for general functions L ∈ S#. We
present Selberg’s central limit law and several of its extensions in Section 3.1. For suitable
functions L ∈ S, we deduce from Selberg’s central limit law in Section 3.2 information
on the frequency of small and large values on the critical line.
In Section 3.3, we discover that Selberg’s central limit law implies that, for suitable
functions L ∈ S, the limiting process of Theorem 2.7 and 2.8 has a strong tendency to
converge either to g ≡ 0 or to g ≡ ∞.
3.1 Selberg’s central limit law
In the class S∗ we gather all functions from the Selberg class for which both Selberg’s
prime coefficient condition (S.6∗) and Selberg’s zero-density estimate (DH) are true; see
Section P.2.
Selberg’s central limit law. Selberg [171] derived that, for L ∈ S∗, the values of
logL(12 + it) are Gaussian normally distributed after some suitable normalization. We
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set
κL,T (σ, t) :=
logL(σ + it)√
1
2nL log log T
,
where nL is defined by Selberg’s prime coefficient condition (S.6∗). Then, for any mea-
surable set B ⊂ C with positive Jordan content, we have
1
T
meas
{
t ∈ (T, 2T ] : κL,T (12 , t) ∈ B
} ∼ 1
2pi
∫∫
B
e−
1
2
(x2+y2) dx dy,
as T →∞. Note that ϕ(x, y) := 12pie−
1
2
(x2+y2) defines the density function of the bivariate
Gaussian normal distribution. Moreover, for any real numbers α and β with α < β, as
T →∞,
(3.1)
1
T
meas
{
t ∈ (T, 2T ] : α ≤ Re (κL,T (12 , t)) ≤ β}
=
1√
2pi
∫ β
α
e−
1
2
x2 dx+O
(
(log log log T )2√
log log T
)
and, similarly, with a slightly better error term,
1
T
meas
{
t ∈ (T, 2T ] : α ≤ Im (κL,T (12 , t)) ≤ β}
=
1√
2pi
∫ β
α
e−
1
2
x2 dx+O
(
log log log T√
log log T
)
.
In the case of the Riemann zeta-function, the asymptotic of Selberg’s limit law for
Re
(
κζ,T (
1
2 , t)
)
was also discovered by Laurinčikas [110], independently of Selberg’s work;
however, without explicit error term.1 Selberg himself never published a rigorous proof
of his limit theorems. For a precise description of Selberg’s method, we refer to Tsang
[183], who carried out all details in the case of the Riemann zeta-function. Joyner [91]
proved Selberg’s central limit law for a large class of Dirichlet series. Laurinčikas [111]
provided proofs for various limit laws connected with the Riemann zeta-function. Hejhal
[78] sketches the proof of Selberg’s central limit law for linear combinations of functions
in the class S∗ with polynomial Euler product (S.3∗).
Extensions of Selberg’s central limit law. There are several directions to extend
Selberg’s central limit law. In the following, we mainly restrict to the Riemann zeta-
function and to limit laws with respect to Re
(
κζ,T (
1
2 , t)
)
.
Laurinčikas proved that, for the Riemann zeta-function, Selberg’s central limit theorem
is also valid on certain line segments to the right of the critical line. Let
0 ≤ (T ) ≤ µ(T )
√
log log T
log T
, T ≥ 2,
with an arbitrary positive function µ satisfying µ(T ) → ∞ and µ(T ) = o(log log T ), as
T →∞. Then,
1
T
meas
{
t ∈ (T, 2T ] : α ≤ Re (κζ,T (12 + (T ), t)) ≤ β} ∼ 1√2pi
∫ β
α
e−
1
2
x2 dx,
1We refer to Ivić [88] for a short historical overview on preliminary works leading to Selberg’s limit
law.
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as T →∞; see Laurinčikas [111, Chapt. 3, Theorem 3.5.1]. It is also possible to obtain
normal distribution results if
(T ) >
µ(T )
√
log log T
log T
, T ≥ 2.
In this case, however, a change of normalization is necessary: one has to work with
κ′ζ,T (
1
2 + (T ), t) :=
log |ζ(12 + (T ) + it)|√− log (T ) .
For details we refer to Laurinčikas [111, Chapt. 3.4, Theorem 3.4.1 and Corollary 3.4.2].
Under the assumption of the Riemann hypothesis, Hejhal [77] established a central limit
law for the modulus of the first derivative of the Riemann zeta-function on the critical
line. Let A(t) := (t/2pi) log(t/2pie). If the Riemann hypothesis is true, then
1
T
meas
t ∈ (T, 2T ] : α ≤ log
∣∣ζ ′(12 + it)/A′(12 + it)∣∣√
1
2 log log T
≤ β
 ∼ 1√2pi
∫ β
α
e−
1
2
x2 dx,
as T →∞.
Hughes, Nikeghbali & Yor [83] and Bourgade [24] gave multidimensional extensions of
Selberg’ central limit law. In the following, let ω be a random variable which is uniformly
distributed on the interval (0, 1). In the terminology of probability theory, Selberg’s
central limit law states that
log |ζ(12 + iωt)|√
log log t
converges in distribution, as t→∞, to a Gaussian normally-distributed random variable.
Hughes, Nikeghbali & Yor [83] gave a multidimensional extension of Selberg’s central
limit law by showing that, for any 0 < λ1 < ... < λn, the vector
1√
log log t
(
log |ζ(12 + iωe(log t)
λ1
), ..., log |ζ(12 + iωe(log t)
λn
)|
)
converges in distribution, as t→∞, to (λ1N1, ..., λnNn), where N1, ...,Nn are indepen-
dent Gaussian normally-distributed random variables. Bourgade [24] investigated vectors
with respect to smaller shifts and revealed some interesting correlation structure. His
results imply, for instance, that, for any 0 ≤ δ ≤ 1,
1√
log log t
(
log |ζ(12 + iωt), log
∣∣∣ζ (12 + iωt+ i 1(log t)δ)∣∣∣)
converges in distribution, as t → ∞, to (N1, δN1 +
√
1− δ2N2), where N1 and N2 are
independent Gaussian normally-distributed random variables.
3.2 Small and large values on the critical line
Selberg’s central limit law provides information on the frequency of small and large values
of the Riemann zeta-function on the critical line.
50 Chapter 3. Small and Large values near the critical line
For L ∈ S and any two positive real functions l, u : [2,∞) → R+ satisfying l(t) ≤ u(t)
for t ∈ [2,∞), we define
Wl(t),u(t) :=
{
t ∈ [2,∞) : l(t) ≤ |L(12 + it)| ≤ u(t)
}
.
In consistency with this notation, we set
W−∞,u(t) :=
{
t ∈ [2,∞) : |L(12 + it)| ≤ u(t)
}
,
Wl(t),+∞ :=
{
t ∈ [2,∞) : |L(12 + it)| ≥ l(t)
}
.
Recall that, for a given subset X ⊂ R+, we defined a density function by
νT (X) :=
1
T
meas (X ∩ (T, 2T ]) , T > 0.
The subsequent theorem is an immediate consequence of Selberg’s central limit law.
Theorem 3.1. Let L ∈ S∗. Furthermore, let
(3.2) gu(t) := exp
(
u
√
1
2nL log log t
)
, t ≥ 2,
where u is a real parameter and nL is defined by Selberg’s prime coefficient condition
(S.3∗), and
(3.3) E(T ) :=
(log log log T )2√
log log T
, T > 1.
(a) Let α, β ∈ R with α < β. Then, as T →∞,
νT
(
W−∞,gα(t)
)
=
1√
2pi
∫ α
−∞
e−x
2/2 dx+O (E(T )) ,
νT
(
Wgα(t),gβ(t)
)
=
1√
2pi
∫ β
α
e−x
2/2 dx+O (E(T )) ,
νT
(
Wgβ(t),+∞
)
=
1√
2pi
∫ +∞
β
e−x
2/2 dx+O (E(T )) .
(b) Let m be a fixed positive real number. Then, as T →∞,
νT
(
W−∞, 1
m
)
=
1
2
+O (E(T )) ,
νT
(
W 1
m
,m
)
= O (E(T )) ,
νT (Wm,∞) =
1
2
+O (E(T )) .
(c) Let m : [2,∞) → R+ be a positive function with limt→∞m(t) = ∞ and such that,
for any ε > 0, the inequality m(t) ≤ gε(t) holds for sufficiently large t. Then, as
T →∞,
νT
(
W−∞, 1
m(t)
)
=
1
2
+ o(1),
νT
(
W 1
m(t)
,m(t)
)
= o(1),
νT
(
Wm(t),∞
)
=
1
2
+ o(1).
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Proof. Statement (a) follows immediately from Selberg’s central limit law by noticing
that Re(logL(12 + it)) = log |L(12 + it)|. The statements (b) and (c) can be deduced from
(a) by coupling the parameters α := α(T ) and β := β(T ) with T in a suitable manner
and by observing that
1√
2pi
∫ 0
−∞
e−x
2/2 dx =
1√
2pi
∫ ∞
0
e−x
2/2 dx =
1
2
.
We close this section with a brief remark on large deviations in Selberg’s central limit
law. Let L ∈ S∗ and α : [2,∞) → R+ be a positive function with limT→∞ α(T ) = ∞.
We set
l(T ) := exp
(
α(T )
√
1
2nL log log T
)
, T ≥ 2.
Selberg’s central limit law implies that the asymptotic
νT (Wl(T ),∞) ∼
1√
2pi
∫ ∞
α(T )
e−
1
2
x2 dx, as T →∞,
holds whenever α(T ) ≤ (log log log T ) 12−ε for sufficiently large T with an arbitrary fixed
ε > 0. For larger deviations, i.e. if
α(T ) = Ω
(
(log log log T )
1
2
)
, as T →∞,
we obtain from Selberg’s central limit law only the trivial bound
νT (Wl(T ),∞) E(T ), as T →∞,
where E(T ) is defined by (3.3). In the case of the Riemann zeta-function, there are
unconditional results due to Jutila [93], Soundararajan [172] and Radziwiłł [152] and
conditional results (on the assumption of the Riemann hypothesis) due to Soundararajan
[173] at our disposal which allow to describe the frequency of large deviations in Selberg’s
central limit law in a more precise manner than we get from the trivial bound (3.2).
3.3 Small and large values near the critical line
Relying on Selberg’s central limit law, in particular on Theorem 3.1, we shall deduce
that, for L ∈ S∗, the limiting processes of Theorem 2.7 and 2.8 have a strong tendency
to converge either to g ≡ 0 or to g ≡ ∞.
Theorem 3.2. Let L ∈ S∗ and a ∈ C \ {0}. Let c > 0 and R := R(c, 1) be the
rectangular domain defined by the vertices ±c± i. Let µ : [2,∞)→ R+ be monotonically
decreasing such that
lim
τ→∞µ(τ) <
1
2κL with κL :=
pi
2dL
.
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For τ ≥ 2 and z ∈ R, we set ϕτ (z) := 12 + µ(τ)log τ z + iτ and Lτ (z) := L (ϕτ (z)). Then, for
every 0 < q < 12 with limτ→∞ µ(τ) < κLq, there exist subsets W0,W∞ ⊂ [2,∞) with
lim inf
T→∞
νT (W0) ≥ 12 − q,
lim inf
T→∞
νT (W∞) ≥ 12 − q,
lim inf
T→∞
νT (W0 ∪W∞) ≥ 1− q,
such that the following holds:
(a) The family F := {Lτ}τ∈W0∪W∞ ⊂ H(R) omits the two values 0 and a on R. In
particular, F is normal in R.
(b) For every sequence (τk)k with τk ∈ W0 and limk→∞ τk = ∞, the sequence (Lτk)k
converges locally uniformly on R to g ≡ 0.
(c) For every sequence (τk)k with τk ∈ W0 and limk→∞ τk = ∞, the sequence (Lτk)k
converges locally uniformly on R to g ≡ ∞.
Proof. Let L ∈ S∗ and a ∈ C \ {0}. Furthermore, let the function µ : [2,∞) → R+
satisfy the conditions of the theorem.
Then, according to Theorem 2.8, we find, for every 0 < q < 12 with limτ→∞ µ(τ) < κLq,
a subset W ⊂ [2,∞) with
lim inf
T→∞
νT (W) ≥ 1− q
such that every function Lτ with τ ∈ W is analytic on R and omits there the values
0 and a. It follows from Montel’s fundamental normality test (Theorem A.16) that the
family {Lτ}τ∈W is normal in R.
Let gx(t) be defined by (3.2) and let m : [2,∞) → R+ be a positive function with
limt→∞m(t) = ∞ such that, for any ε > 0, the inequality m(t) ≤ gε(t) holds for
sufficiently large t. Furthermore, let the sets W−∞,1/m(t),Wm(t),+∞ ⊂ [2,∞) be defined
by
W−∞, 1
m(t)
:=
{
t ∈ [2,∞) : |L(12 + it)| ≤ 1m(t)
}
,
and
Wm(t),+∞ :=
{
t ∈ [2,∞) : |L(12 + it)| ≥ m(t)
}
.
According to Theorem 3.1 (c),
lim inf
T→∞
νT
(
W−∞, 1
m(t)
)
≥ 1
2
,
lim inf
T→∞
νT
(
Wm(t),+∞
) ≥ 1
2
and lim inf
T→∞
νT
(
W−∞, 1
m(t)
∪Wm(t),+∞
)
= 1.
We set
W0 :=W ∩W−∞, 1
m(t)
and W∞ :=W ∩Wm(t),+∞.
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The lower density estimates for the sets W, W−∞,1/m(t) and Wm(t),+∞ above imply that
lim inf
T→∞
νT (W0) ≥ 1
2
− q,
lim inf
T→∞
νT (W∞) ≥ 1
2
− q
and lim inf
T→∞
νT (W0 ∪W∞) ≥ 1− q.
AsW0∪W∞ ⊂ W, statement (a) of the theorem follows immediately from the construc-
tion of the set W.
Now, let (τk)k be a sequence with τk ∈ W0 and limk→∞ τk =∞. The observations that
|Lτ (0)| =
∣∣L(12 + iτ)∣∣ ≤ 1m(τ) for τ ∈ W0 and limτ→∞ 1m(τ) = 0,
yield that
(3.4) lim
k→∞
Lτk(0) = 0.
By the normality of {Lτ}τ∈W0 in R, every subsequence of (Lτk)k converges locally uni-
formly on R. Assume that there is a subsequence (Lτkj )j of (Lτk)k that converges locally
uniformly on R to a limit function g 6≡ 0. Then, due to (3.4), the function g has a zero
at z = 0. Thus, by the theorem of Hurwitz, every function Lτkj with sufficiently large
j has at least one zero in R. This, however, contradicts the assumption that {Lτ}τ∈W0
omits the value 0. Statement (b) of our theorem is proved.
Now, let (τk)k be a sequence with τk ∈ W∞ and limk→∞ τk =∞. Then, it follows from
|Lτ (0)| =
∣∣L(12 + iτ)∣∣ ≥ m(τ) for τ ∈ W∞ and limτ→∞m(τ) =∞,
that
lim
k→∞
Lτk(0) =∞.
As {Lτ}τ∈W∞ is normal in R and omits the value ‘∞’, we conclude that (Lτk)k converges
locally uniformly on R to g ≡ ∞. This proves statement (c) of the theorem.
Theorem 3.2 provides information on the frequency of small and large values of L ∈ S∗
in funnel-shaped neighbourhoods of the critical line. This information complements
Selberg’s central limit law and its extensions stated in Section 3.1: Selberg’s central
limit law measures the number of points 12 + it on the critical line for which a given
function L ∈ S∗ takes small or large values. Laurinčikas’ extension allows us to do the
same for points on certain line segments, which lie close to the right of the critical line at
distances of order not exceeding 1/ log t. By Bourgade’s multidimensional extension we
can measure the number of points 12 + it on the critical line such that both L(12 + it) and
L(12 + it + i 1(log t)δ ), 0 ≤ δ ≤ 1 take either small or large values. By means of Theorem
3.2 we can measure the number of certain rectangular subsets of the region
1
2
− c
log t
≤ σ ≤ 1
2
+
c
log t
, t ≥ 2,
with c > 0, on which a given function L ∈ S∗ assumes small or large values:
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Corollary 3.3. Let L ∈ S∗. Let c > 0 and R := R(c, 1) be the rectangular domain
defined by the vertices ±c± i. Let µ : [2,∞)→ R+ be monotonically decreasing such that
lim
τ→∞µ(τ) <
1
2κL with κL :=
pi
2dL
.
For τ ≥ 2, we set ϕτ (z) := 12 + µ(τ)log τ z + iτ and denote by Rτ the image of the rect-
angle R under the mapping ϕτ , i.e. Rτ := ϕτ
(R). Let Rτ denote the closure of Rτ .
Then, for every real number m > 1, every positive integer ` and every 0 < q < 12 with
limτ→∞ µ(τ) < κLq, there exist subsets W1/m,Wm ⊂ [2,∞) with
lim inf
T→∞
νT (W 1
m
) ≥ 12 − q,
lim inf
T→∞
νT (Wm) ≥ 12 − q,
lim inf
T→∞
νT (W 1
m
∪Wm) ≥ 1− q,
such that the following holds.
(a) For any s ∈ Rτ with τ ∈ W1/m and any integer 0 ≤ l ≤ `
|L(l)(s)| ≤ 1
m
·
(
log τ
µ(τ)
)l
and L(s) 6= 0.
(b) For any s ∈ Rτ with τ ∈ Wm
|L(s)| ≥ m and ∣∣L′(s)∣∣ ≤ 1
m
· log τ
µ(τ)
· |L(s)|2 .
Proof. Corollary 3.3 is a direct consequence of Theorem 3.2. However, to deduce the
statements rigorously from Theorem 3.2, some rescaling is necessary. First, we choose a
sufficiently small η > 1 such that limt→∞ ηµ(t) < κL. Then, we set ϕ∗τ (z) =
1
2 +
ηµ(t)
log τ z+iτ
and define L∗τ (z) := L(ϕ∗τ (z)). For the family {L∗τ}τ∈[2,∞), the rectangleR := R(c, 1) and
an arbitrary 0 < q < 12 with limτ→∞ µ
∗(τ) < κLq, we choose the sets W0,W∞ ⊂ [2,∞)
according to Theorem 3.2. Let
K := R( cη , 1η )
be the compact rectangular domain defined by the vertices ± cη ± i 1η . As η > 1, K is a
compact subset of R. Moreover, we have
ϕ∗τ (K) = ϕτ (R) = Rτ
for every τ ∈ [2,∞). Let (fk)k be a sequence of functions fk ∈ H(R) which converges
locally uniformly on R to f ≡ 0. Then, according to the theorem of Weierstrass, the
corresponding sequence (f (l)k )k of l-th derivatives with l ∈ N0 converges also locally
uniformly on R to f ≡ 0. Thus, it follows from Theorem 3.2 (b) and (c) that, for
arbitrary m > 1 and ` ∈ N, we find a number τ0 ≥ 2 such that both∣∣∣∣∣ dldzl L∗τ (z)
∣∣∣∣∣ ≤ 1m
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for every z ∈ K, every τ ∈ W 1
m
:=W0 ∩ [τ0,∞) and every integer 0 ≤ l ≤ `, and∣∣∣∣∣ dldzl 1L∗τ (z)
∣∣∣∣∣ ≤ 1m
for every z ∈ K, every τ ∈ Wm :=W∞∩ [τ0,∞) and every integer 0 ≤ l ≤ `. We observe
that
dl
dzl
L∗τ (z) =
(
ηµ(τ)
log τ
)l
· L∗(l)τ (z)
for 0 ≤ l ≤ ` and
dl
dzl
1
L∗τ (z)
=
(
ηµ(τ)
log τ
)l
· L
∗(l)
τ (z)
(L∗τ (z))2
.
for l = 0 and l = 1. For sake of simplicity, we omit here to evaluate analogous expressions
for the l-th derivative if l ≥ 2. Consequently, we obtain that∣∣∣L∗(l)τ (z)∣∣∣ ≤ 1m ·
(
log τ
ηµ(τ)
)l
≤ 1
m
·
(
µ(τ)
log τ
)l
for every z ∈ K, every τ ∈ W 1
m
and every integer 0 ≤ l ≤ ` and∣∣∣∣∣ L∗(l)τ (z)(L∗τ (z))2
∣∣∣∣∣ ≤ 1m ·
(
log τ
ηµ(τ)
)l
≤ 1
m
·
(
log τ
µ(τ)
)l
for every z ∈ K, every τ ∈ Wm and l = 0, 1. Note that, for the choice l = 0, the latter
inequality implies that
|L∗τ (z)| ≥ m.
By setting s := ϕ∗τ (z), we can identify L∗(l)τ (z) on K with L(l)(s) on ϕ∗τ (K) = Rτ . The
estimates
lim inf
T→∞
νT (W 1
m
) ≥ 12 − q,
lim inf
T→∞
νT (Wm) ≥ 12 − q,
lim inf
T→∞
νT (W 1
m
∪Wm) ≥ 1− q,
hold due to the definition of the sets W1/m ⊂ W0, Wm ⊂ W∞ and the choice of W0 and
W∞. The corollary is proved.
Corollary 3.3 has some nice applications in the further course of our investigations. We
shall deduce the following:
(i) The Riemann zeta-function assumes both arbitrarily small and arbitrarily large
values on every path to infinity which lies inside the region defined by
1
2 −
c
log t
< σ < 12 +
c
log t
, t ≥ 2
with any fixed c > 0; see Corollary 5.11.
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(ii) Let α, c > 0. Then, there is an a ∈ C with |a| = α and a sequence (tn)n of numbers
tn ∈ [2,∞) such that
lim
n→∞ ζ
(
1
2 −
c
log tn
+ itn
)
= a;
see Corollary 4.22.
(iii) There is a subinterval A ⊂ [0, 2pi) of length at least pi4 such that, for every θ ∈ A,
there is a sequence (tn)n of numbers tn ∈ [2,∞) with
ζ(12 + itn) 6= 0, limn→∞ ζ(
1
2 + itn) = 0 and arg ζ(
1
2 + itn) ≡ θ mod 2pi;
see Theorem 5.4.
3.4 Unboundedness on the critical line in the extended Sel-
berg class
Selberg’s central limit law implies that, for L ∈ S∗,
(3.5) αL,inf := lim inf
τ→∞
∣∣L(12 + iτ)∣∣ = 0 and αL,sup := lim sup
τ→∞
∣∣L(12 + iτ)∣∣ =∞.
Roughly speaking, every L ∈ S∗ assumes both arbitrarily small and arbitrarily large
values on the critical line. It seems reasonable to expect that (3.5) holds for every
function L ∈ S# with dL > 0. However, it turns out to be quite challenging to prove
(3.5) for a general function L ∈ S#. In this section, we derive some sufficient conditions
for a function L ∈ S# to be unbounded on the critical line. Besides some fundamental
insights in the extended Selberg class due to Kaczorowski & Perelli [96, 97, 100], we rely
here basically on the general theory of ordinary Dirichlet series, for which the reader is
referred to the textbook of Titchmarsh [181, Chapter 9]. At the end of this section, we
give some specific examples of functions in S for which our considerations imply that
(3.5) is true.
3.4.1 Characteristic convergence abscissae in the extended Selberg
class
For an ordinary Dirichlet series
(3.6) A(s) =
∞∑
n=1
a(n)
ns
with coefficients a(n) ∈ C, we can define certain characteristic convergence abscissae. If
a Dirichlet series converges in a point s0 ∈ C, then it converges uniformly in any angular
domain
Aδ(s0) :=
{
s ∈ C : |arg(s− s0)| ≤ pi
2
− δ
}
with an arbitrary real number 0 < δ < pi2 . Consequently, the region of convergence
of a Dirichlet series is always a half-plane and it is reasonable to define its abscissa of
convergence as the real number σc ∈ R ∪ {±∞} such that the Dirichlet series converges
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in the half-plane σ > σc and diverges in the half-plane σ < σc. It follows essentially from
Abel’s summation formula that the abscissa of convergence is given by
(3.7) σc = lim sup
x→∞
log
∣∣∣∑n≤x a(n)∣∣∣
log x
or σc = lim sup
x→∞
log
∣∣∑
n>x a(n)
∣∣
log x
,
according to whether
∑∞
n=1 a(n) diverges or converges.
By a similar argument, the region of absolute convergence of a Dirichlet series is also a
half-plane. For a Dirichlet series, we define the abscissa of absolute convergence as the
real number σa ∈ R ∪ {±∞} such that the Dirichlet series converges absolutely in the
half-plane σ > σa, but does not converge absolutely in the half-plane σ < σa. Abel’s
summation formula yields that
σa = lim sup
x→∞
log
∑
n≤x |a(n)|
log x
or σa = lim sup
x→∞
log
∑
n>x |a(n)|
log x
,
according to whether
∑∞
n=1 |a(n)| diverges or converges.
Besides σc and σa, we define the abscissa of uniform convergence σu as the infimum of
all σ∗ ∈ R ∪ {±∞} for which the Dirichlet series converges uniformly in the half-plane
σ ≥ σ∗.
The abscissae σc, σu and σa of a given Dirichlet series do not necessarily coincide. Triv-
ially, one has
(3.8) −∞ ≤ σc ≤ σu ≤ σa ≤ ∞.
It can be shown that
(3.9) σa − σc ≤ 1
if at least one of the two abscissae σc and σa is finite. In particular, the latter inequal-
ity is sharp; equality holds, for example, for Dirichlet L-functions with non-principle
characters. Moreover, one has
(3.10) σa − σu ≤ 1
2
,
if at least one of the two abscissae σu and σa is finite. According to a result of Bohnenblust
& Hille [11], this inequality is also sharp.
The analytic character of Dirichlet series. We suppose in the following that A(s)
is an ordinary Dirichlet series with finite convergence abscissae σa, σc and σu. As a
consequence of the theorem of Weierstrass, the Dirichlet series A(s) defines an analytic
function in its half-plane of convergence σ > σc. Possibly, this function may be continued
meromorphically to a larger half-plane σ > σ0 with σ0 ≤ σc. If existent, we denote this
meromorphic extension also by A(s).
Boundedness in the half-plane of uniform convergence. Bohr [13] proved that a
Dirichlet series A(s) is bounded in every half-plane σ ≥ σ∗ with σ∗ > σu and that A(s)
is unbounded in every half-plane σ ≥ σ∗ with σ∗ < σu to which A(s) can be continued
meromorphically.
In view of Bohr’s result, for given L ∈ S#, it makes sense to localize the abscissa σu in
order to retrieve information on the boundedness and unboundedness of L.
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The abscissae of convergence and absolute convergence for functions in the
extended Selberg class. The definition of the extended Selberg class implies that
σa ≤ 1 for every L ∈ S#. According to Kaczorowski & Perelli [94], the elements in
the extended Selberg class of degree dL = 0 are given by certain Dirichlet polynomials.
Thus, in this case, we have σc = σu = σa = −∞. For all functions L ∈ S# with non-zero
degree, we expect that σa = 1. However, it seems difficult to prove this in general.
Of course, if L ∈ S# has a pole at s = 1, then σc = σu = σa = 1. Perelli [150] states
that σa = 1 holds for all L ∈ S if Selberg’s orthonormality conjecture (S.6∗∗) is true.
Relying on non-linear twists of functions in the extended Selberg class, we are able to de-
duce lower bounds for σa and σc which depend on the degree dL of L ∈ S#. Kaczorowski
& Perelli [96, 97, 100] introduced linear and non-linear twists of functions L ∈ S# to
study the structure of the Selberg class, resp. the extended Selberg class. Using this
machinery, they were able to obtain partial results towards the degree conjecture; see
Section 1.2. In the sequel, we do not want to go too deep into the theory of non-linear
twists. Thus, we state the results of Kaczorowski & Perelli [97] only in a very weak form
which is sufficient for our purpose.
Let L ∈ S# with dL > 0 and Dirichlet series representation
(3.11) L(s) =
∞∑
n=1
a(n)
ns
, σ > 1.
For a parameter α > 0, the standard non-linear twist of L is defined by
L(s, α) =
∞∑
n=1
a(n)
ns
exp
(
−2piiαn1/dL
)
, σ > 1.
It follows from Kaczorowski & Perelli [97, Theorem 1 and 2] that, for every parameter
α > 0, the function L(s, α) can be continued meromorphically to the whole complex
plane and that there exists an α∗ > 0 such that L(s, α∗) has a simple pole at
s = s0 :=
dL + 1
2dL
+ i
ImµL
dL
,
where µL :=
∑f
j=1(1 − 2µj) is defined by the data of the functional equation of L; see
Chapter 1. It is essentially the pole of L(s, α∗) at s = s0 which gives us a lower bound
for the abscissa of absolute convergence of the Dirichlet series (3.11).
Corollary 3.4. Let L ∈ S# with dL > 0. Then, the abscissa of absolute convergence σa
of the Dirichlet series defining L is bounded by
(3.12)
1
2
+
1
2dL
≤ σa ≤ 1.
Proof. Let L ∈ S# with dL > 0 and Dirichlet series representation (3.11). Let σa denote
the abscissa of absolute convergence of the Dirichlet series defining L. The upper bound
σa ≤ 1 follows directly from axiom (S.1) in the definition of the extended Selberg class.
Suppose that σa < 12 +
1
2dL . Since∣∣∣∣a(n)ns exp(−2piiαn1/dL)
∣∣∣∣ = ∣∣∣∣a(n)ns
∣∣∣∣
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for every n ∈ N and every α > 0, the Dirichlet series
∞∑
n=1
a(n)
ns
exp
(
−2piiαn1/dL
)
converges also absolutely in the half-plane σ > σa. By the identity principle, we conclude
that, for every parameter α > 0,
L(s, α) =
∞∑
n=1
a(n)
ns
exp
(
−2piiαn1/dL
)
, σ > σa.
In particular, L(s, α) with α > 0 is analytic in the half-pane σ > σa. However, due to
[97, Theorem 1 and 2], there exists an α∗ > 0 such that L(s, α∗) has a simple pole at
the point s = s0 := 12 +
1
2dL + i
ImµL
dL which lies in the half-plane σ > σa according to our
assumption on σa < 12 +
1
2dL . This yields a contradiction and the corollary is proved.
As a byproduct of Corollary 3.4, we get that there are no functions L ∈ S# of degree
0 < dL < 1.
From the simple pole of L(s, α∗) at the point s = s0, Kaczorowski & Perelli [97] deduced
an Ω-result for truncated sums of the Dirichlet coefficients of L. They showed that, for
L ∈ S# with dL ≥ 1 and Dirichlet series representation (3.11),
(3.13)
∑
n≤x
a(n) = x · ress=1 L(s) + Ω
(
x
dL−1
2dL
)
.
By means of (3.7), this yields a lower bound for the abscissa of convergence of
∑∞
n=1
a(n)
ns .
Corollary 3.5. Let L ∈ S# with dL > 0. Then, the abscissa of convergence σc of the
Dirichlet series defining L is bounded by
1
2
− 1
2dL
≤ σc ≤ 1.
Proof. Let L ∈ S# with dL > 0 and Dirichlet series representation L(s) =
∑∞
n=1
a(n)
ns
in σ > 1. The assumption dL > 0 implies that dL ≥ 1; see Section 1.2. Let σc denote
the abscissa of convergence of the Dirichlet series defining L. The upper bound σc ≤ 1
follows directly from axiom (S.1) in the definition of the extended Selberg class. If L has
a pole at s = 1, then we conclude immediately that σc = 1. Thus, we may suppose that
L has no pole at s = 1. In this case, ress=1 L(s) = 0 and we get by combining (3.7) with
(3.13) that
σc = lim sup
x→∞
log
∣∣∣∑n≤x a(n)∣∣∣
log x
≥ 1
2
− 1
2dL
.
The assertion is proved.
By means of (3.8) and (3.10), we deduce from Corollary 3.5 the following bounds for the
abscissa of uniform convergence σu.
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Corollary 3.6. Let L ∈ S# with dL > 0. Then, the abscissa of uniform convergence σu
of the Dirichlet series defining L is bounded by
max
{
σa − 1
2
,
1
2
− 1
2dL
}
≤ σu ≤ 1.
We expect that σu = 1 for all L ∈ S#. If L ∈ S has a polynomial Euler product
representation (S.3∗) and satisfies the prime mean-square condition (S.6), Steuding [175,
Chapt. 5] showed that L is universal in the sense of Voronin at least inside the strip
max
{
1
2
, 1− 1
dL
}
< σ < 1.
This implies, in particular, that L is unbounded on every vertical line inside this strip
and, consequently, by Bohr’s fundamental observation stated above, that σu = 1.
Problem. Is it possible to prove that, for every L ∈ S# with dL > 0,
σu = σa = 1?
3.4.2 Almost periodicity and a Phragmén-Lindelöf argument
According to Bohr [13], we know that L ∈ S# is unbounded in every open half-plane
containing the line σ = σu, where σu is the abscissa of uniform convergence of the
Dirichlet series defining L. Almost periodicity and a Phragmén-Lindelöf argument allow
us to make statements about unboundedness on vertical half-lines to the left of σu.
Almost periodicity in σ > σu. Bohr [17] revealed that every Dirichlet series is almost
periodic in its half-plane of uniform convergence.
Theorem 3.7 (Bohr, 1922). Let A(s) be an ordinary Dirichlet series and σu its abscissa
of uniform convergence. Then, for every σ > σu and every ε > 0, there exists a positive
real number ` := `(σ, ε) such that every interval [t0, t0 + `] ⊂ R of length ` contains at
least one number τ with the property that
|A(σ + it)−A(σ + i(t+ τ))| < ε for all t ∈ R.
For the general theory of almost periodic functions, the reader is referred to Bohr [18,
19, 20] and Besicovitch [8].
Unboundedness on vertical half-lines in σ < σu. We shall prove the following
lemma.
Lemma 3.8. Let L ∈ S#.
(a) Let σu denote the abscissa of uniform convergence of the Dirichlet series defining
L. Suppose, that L is unbounded in the half-plane σ > σu. Then, for every t0 > 0,
the function L is unbounded both in the region defined by
σ > σu, t ≥ t0,
and in the region defined by
σ > σu, t ≤ −t0.
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(b) Let σ0 ≤ 1 and t0 > 0. Suppose that L is unbounded in the region defined by
σ > σ0, t ≥ t0.
Then, for every σ∗ ≤ σ0, the function L is unbounded on the vertical half-line
Lσ∗ := {σ∗ + it : t ≥ t0}.
Proof. Statement (a) follows directly from the almost periodicity of L in the half-plane
σ > σu.
To prove statement (b) we shall apply a Phragmén-Lindelöf theorem for half-strips. Let
L ∈ S# and let σ0 ≤ 1 and t0 > 0 such that L is unbounded in the region defined by
σ > σ0, t ≥ t0. Note that this necessarily implies that L is unbounded in the half-strip
S1 := {σ + it : σ0 ≤ σ ≤ 2, t ≥ t0}.
Suppose that there is a σ∗ ≤ σ0 such that L is bounded on the half-line Lσ∗ . By the
absolute convergence, we know that L ∈ S# is bounded on the half-line L2 := {2 + it :
t ≥ t0}. Certainly, L is also bounded on the horizontal line segment {σ+ it0 : σ∗ ≤ σ ≤
2}. Altogether, we obtain that L is bounded on the boundary ∂S2 of the half-strip
S2 := {σ + it : σ∗ ≤ σ ≤ 2, t ≥ t0}.
Thus, we can find a constant M > 0 such that |L(s)| ≤ M for all s ∈ ∂S2. As L
is analytic and of finite order in S2, it follows from a Phragmén-Lindelöf theorem (see
for example Levin [115, Chapt. I, §14]) that |L(s)| ≤ M for all s ∈ S2. This is a
contradiction to our assumption that the function L is unbounded in S1 ⊂ S2.
In Theorem 3.8 (a) we demand that L ∈ S# is unbounded in its half-plane of uniform
convergence σ > σu. We know that there are functions L ∈ S# which are unbounded
in the half-plane σ > σu. For example, if L has a pole at s = 1, then L is necessarily
unbounded in the half-plane σ > σu = 1. In general, however, we cannot exclude that
there are functions L ∈ S# which are bounded in σ > σu.
3.4.3 Mean-square values in the extended Selberg class
In the theory of Dirichlet series, mean values on vertical lines play an important role.
The following fundamental result goes back to Carlson [32].
Theorem 3.9 (Carlson’s theorem, 1922). Let the function A(s) be defined by a Dirichlet
series of the form (3.6). Suppose that, for σ ≥ σ0, the function A(s) is analytic except
for finitely many poles, of finite order and satisfies
lim sup
T→∞
1
T
∫ T
−T
|A(σ0 + it)|2 dt <∞.
Then, for all σ > σ0,
lim
T→∞
1
T
∫ T
−T
|A(σ + it)|2 dt =
∞∑
n=1
|an|2
n2σ
.
62 Chapter 3. Small and Large values near the critical line
Carlson’s theorem may be interpreted as a special case of Parseval’s theorem in the
theory of Hilbert spaces. For a proof, we refer to the original paper of Carlson [32] or to
the textbook of Titchmarsh [181, §9.51].
Let A(s) be a Dirichlet series which can be continued meromorphically to the half-plane
σ > σ0 with some σ0 ∈ R such that A(s) is of finite order in σ > σ0. In view of Carlson’s
theorem, it makes sense to define for A(s) the abscissa of bounded mean-square σm by
taking σm as the infimum of all σ∗ ∈ (σ0,∞) for which
(3.14) lim sup
T→∞
1
T
∫ T
−T
|A(σ∗ + it)|2 dt <∞.
In the following, we call the half-plane σ > σm the mean-square half-plane of A(s).
According to Titchmarsh [181, §9.52], the abscissae σm and σa are related as follows:
(3.15) σm ≥ max{σa − 12 , σ0}.
Landau [109, §226, Theorem 41] showed that
σm ≤ 12 (σa + σc) .
According to Bohr, A(s) is bounded on every vertical line in the half-plane σ > σu. This
implies that the inequality
σm ≤ σu
holds.
Let θA(σ) denote the growth order of A(s) as defined in Section 2.3.2. Then, we have
θA(σ) ≤ 12 for all σ > σm; see Titchmarsh [181, §9.55].
Mean-square value in the extended Selberg class. Relying on a result of Potter
[151], who studied the mean-square value for Dirichlet series satisfying a quite general
functional equation, Steuding [175, Chapt. 6, Corollary 6.11 ] deduced that, for every
function L ∈ S with dL > 0,
(3.16) σm ≤ max
{
1
2
, 1− 1
dL
}
.
We easily deduce from Potter’s result that (3.16) holds not only for every function in S
but also for every function in S#R .
If L ∈ S#R has degree dL = 1, then the inequalities (3.12), (3.15) and (3.16) assure that
σm =
1
2 . We expect that σm =
1
2 for every function L ∈ S#R . However, to prove this
in general seems to be very difficult. If we assume that L ∈ S#R satisfies the Lindelöf
hypothesis, then a result of Steuding [175, Chapt. 2.4, set σL = µL = 0 in Lemma 2.4]
implies that σm ≤ 12 . If we assume that L ∈ S#R has abscissa of absolute convergence
σa = 1, then we deduce from (3.15) that σm ≥ 12 .
A sufficient condition for unboundedness on the critical line. Let L ∈ S#. If
lim sup
T→∞
1
2T
∫ T
−T
|L(σ + it)|2 dt =∞,
then it follows immediately that
αL,sup(σ) := lim sup
t→∞
∣∣L(12 + it)∣∣ =∞ or α−L,sup(σ) := lim sup
t→−∞
∣∣L(12 + it)∣∣ .
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This observation allows us to formulate sufficient conditions for L ∈ S# to be unbounded
on certain lines by relying on mean-square value results.
Lemma 3.10. Let L ∈ S# with Dirichlet series representation L(s) = ∑∞n=1 a(n)ns in
σ > 1. Suppose that
∑∞
n=1
|a(n)|2
n is divergent, then
lim sup
T→∞
1
2T
∫ T
−T
∣∣L(12 + it)∣∣2 dt =∞;
and, in particular,
αL,sup := αL,sup(12) =∞ or α−L,sup := α−L,sup(12) =∞.
The statement follows from Carlson’s theorem (Theorem 3.9) and a convexity theorem
for the mean-square value which goes back to Hardy, Ingham & Polya [66].
Theorem 3.11 (Hardy, Ingham & Polya, 1927). Let the function f be analytic in the
strip σ1 < σ < σ2 and such that |f | is continuous on the closure of the strip. Suppose
that f satisfies
f(σ + it) eek|t| with 0 < k < piσ2−σ1
uniformly in σ1 < σ < σ2. If, for arbitrary p > 0, there are constants A,B > 0 such that
for every T ≥ 0
1
2T
∫ T
−T
|f(σ1 + it)|p dt ≤ A and 1
2T
∫ T
−T
|f(σ2 + it)|p dt ≤ B,
then
1
2T
∫ T
−T
|f(σ + it)|p dt ≤ A
σ2−σ
σ2−σ1B
σ−σ1
σ2−σ1
for every σ1 ≤ σ ≤ σ2 and T ≥ 0.
We shall now proceed to prove Lemma 3.10.
Proof of Lemma 3.10. For σ ∈ R, we define
J(σ) := lim sup
T→∞
1
2T
∫ T
−T
|L(σ + it)|2 dt.
Suppose that there exists a constant A > 0 such that J(12) ≤ A. Then, according to
Carlson’s theorem,
J(σ) =
∞∑
n=1
|a(n)|2
n2σ
for σ > 12 .
Due to the divergence of
∑∞
n=1 |a(n)|2n−1, we have
(3.17) lim
σ→ 1
2
+
J(σ) =∞.
Theorem 3.11, however, implies that
J(σ) ≤ A · J(34) for 12 ≤ σ ≤ 34 .
This yields a contradiction to (3.17). Hence, J(12) = ∞ and, consequently, αL,sup = ∞
or α−L,sup =∞.
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3.4.4 Summary: The quantities αL,inf and αL,sup for L ∈ S#
In the following corollary we gather sufficient conditions which assure that, for a given
function L ∈ S#,
αL,sup := lim sup
t→∞
∣∣L(12 + it)∣∣ =∞.
Corollary 3.12. Let L ∈ S# with dL > 0. Suppose that L satisfies at least one of the
following conditions.
(a) L is unbounded in some region defined by σ > σ0, t ≥ t0 with some σ0 ≥ 12 and
t0 > 0.
(b) L has a pole at s = 1.
(c) L is universal in the sense of Voronin in some strip 12 ≤ σ1 < σ < σ2 ≤ 1.
(d) L ∈ S∗.
Then, αL,sup =∞.
Proof. If L ∈ S# satisfies property (a), then the statement of the corollary follows from
Lemma 3.8 (b). If L ∈ S# has a pole at s = 1, then L is unbounded in the half-plane
σ > σu = 1. By Lemma 3.8 (a), L is unbounded in the region defined by σ > 1, t ≥ 1.
Thus, property (b) is a special case of property (a). Similarly, property (c) is also a
special case of (a): a Voronin-type universality property for a given function L ∈ S#
implies that L is unbounded in the region defined by σ > 12 , t ≥ 1. If L satisfies property
(d), the statement follows from Selberg’s central limit law; see for example Theorem 3.2
(b).
In the following corollary we gather sufficient conditions which assure that, for a given
function L ∈ S#,
αL,sup := lim sup
t→∞
∣∣L(12 + it)∣∣ =∞ or α−L,sup := lim sup
t→−∞
∣∣L(12 + it)∣∣ =∞.
Corollary 3.13. Let L ∈ S# with dL > 0. Suppose that L satisfies at least one of the
following conditions.
(a) The series
∑∞
n=1
|a(n)|2
n is divergent.
(b) L satisfies Selberg’s prime coefficient condition (S.6∗).
Then, αL,sup =∞ or α−L,sup =∞.
Proof. If L ∈ S# satisfies property (a), then the statement of the theorem follows directly
from Lemma 3.10. If L ∈ S# satisfies property (b), then it is immediately clear that L
also satisfies (a).
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To prove that, for given L ∈ S#,
αL,inf := lim sup
t→∞
∣∣L(12 + it)∣∣ = 0,
seems to be even harder than to show that αL,sup =∞. In the subsequent corollary we
gather some more or less trivial conditions which assure that αL,inf = 0.
Corollary 3.14. Let L ∈ S# with dL > 0. Suppose that L satisfies at least one of the
following conditions.
(a) There are infinitely many zeros of L with positive imaginary parts located on the
critical line.
(b) L ∈ S∗.
Then, αL,inf = 0.
Proof. If L ∈ S# satisfies property (a), then it is trivially clear that αL,inf = 0. If
L ∈ S# satisfies property (b), then the statement follows from Selberg’s central limit
law; see Theorem 3.2.
To close this section, we give some specific examples of functions in S for which we know
that (3.5) holds. According to Hardy [65], the Riemann zeta-function has infinitely many
zeros on the critical line with positive imaginary part. Moreover, the zeta-function is
unbounded on the critical line as follows for example from the mean-value result of Hardy
& Littlewood [71]:
1
T
∫ T
1
∣∣ζ(12 + it)∣∣2 dt ∼ log T, as T →∞.
Thus, the Riemann zeta-function satisfies (3.5).
We can partially transfer this reasoning to the Selberg class. Although the Grand Rie-
mann hypothesis asserts that every functions L ∈ S has all its non-trivial zeros on the
critical line, very few can be verified about zeros located on σ = 12 . There are partial
results only for some L ∈ S of small degree, say dL ≤ 2. Besides the Riemann zeta-
function, it is known for Dirichlet L-functions with primitive character that a positive
proportion of their non-trivial zeros lie on the critical line; see Zuravlev [191]. Moreover,
Chandrasekharan & Narasimhan [33], resp. Berndt [7], proved that infinitely many non-
trivial zeros of a Dedekind zeta-function ζK(s) associated to a quadratic field K lie on
the critical line. Recently, Mukhopadhyay, Srinivas & Rajkumar [143] showed that all
functions in the Selberg class of degree dL ≤ 2 satisfying some rather general conditions2
have infinitely many zeros on the critical line. Mukhopadhyay et al. rely on a method
due to Landau,3 which is based on the different asymptotic behaviour of the integrals∫ 2T
T
ZL(t) dt and
∫ 2T
T
|ZL(t)| dt, as T →∞,
2For L ∈ S with dL = 2, the functional equation has to be such that the quantity (2pi)dL/2Qλ1/2 is
irrational and such that the quantity µL := µpL is real. Moreover, the Dirichlet coefficients of L have
to satisfy
∑
n≤x |a(n)|2 = O(x).
3For a description of the method, see Titchmarsh [182, §10.5].
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where ZL(t) is the analogue of Hardy’s Z-function for L ∈ S. For all these L-functions
mentioned above, the respective results on their zeros assure that αL,inf = 0.
Both Dirichlet L-functions with primitive character and Dedekind zeta-functions of
quadratic fields have a sufficiently ‘nice’ behaving Euler product such that a Voronin-
type universality theorem can be verified for them in the strip 12 < σ < 1 (see Bagchi
[4] and Reich [154, 156], respectively). By Corollary 3.12, this implies that they satisfy
αL,sup =∞.
Chapter 4
a-point-distribution near the critical
line
Let L ∈ S#. For given a ∈ C, we refer to the roots of the equation L(s) = a as a-points
of L and denote them by ρa = βa + iγa. In view of the Riemann hypothesis, the case
a = 0 is of special interest. Nevertheless, it is reasonable to study the distribution of
the a-points for general a ∈ C. For the Riemann zeta-function, the distribution of a-
points was studied, amongst others, by Bohr, Landau & Littlewood [23], Bohr & Jessen
[22], Levinson [116, 118], Levinson & Montgomery [117] and Tsang [183]. Selberg [171]
discussed the distribution of a-points in the Selberg class. Steuding [174, 175, Chapt. 7]
investigated to which extent these methods, in particular the ones initiated by Levinson
[118], can be transferred to functions of the extended Selberg class. Their methods rely
essentially on a lemma of Littlewood which may be interpreted as an integrated version of
the principle of argument or as an analogue of Jensen’s formula for rectangular domains.
Lemma 4.1 (Lemma of Littlewood, 1924). Let b < c and T > 0. Let f be an analytic
function on the rectangular region
R := {s = σ + it ∈ C : b ≤ σ ≤ c, T ≤ t ≤ 2T} .
and denote the zeros of f in R by ρ = β + iγ. Suppose that f does not vanish on the
right edge σ = c of R. Let R′ be R minus the union of the horizontal cuts from the zeros
of f in R to the left edge of R, and choose an analytic branch of log f(s) in the interior
of R′. Then,
− 1
2pii
∫
∂R
log f(s) ds =
∑
b<β<c
T<γ≤2T
(β − b),
where the integral on the lefthand-side is taken over the counterclockwise orientated rect-
angular contour ∂R.
With slight deviations, we took the formulation of Littlewood’s lemma from Steuding
[175, Lemma 7.2]. For a proof, the reader is referred to the original paper of Littlewood
[120] or to Titchmarsh [182, §9.9].
In Section 4.1 we summarize some general results on the a-point distribution of functions
in the extended Selberg class.
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In section 4.2 we study in detail the a-point distribution of L ∈ S# near the critical
line. Levinson [118] (and conditionally under the Riemann hypothesis also Landau [23])
revealed an interesting feature of the Riemann zeta-function in its a-point distribution:
almost all a-points of the Riemann zeta-function are located arbitrarily close to the
critical line. Levinson’s method builds essentially on the lemma of Littlewood and can
be used to detected similar properties in the a-point distribution of many functions from
the extended Selberg class; see Steuding [174, 175, Chapt. 7]. By using a result of
Selberg, we shall refine the statement of Levinson’s theorem for functions in S∗
In Section 4.3 we use the notation of filling discs and certain arguments of the theory of
normal families to describe the clustering of a-points near the critical line. As far as the
author knows, the concept of filling discs was not yet used to study the value-distribution
of L-functions and yields some new insights in their analytic behaviour near the critical
line. In fact, we shall see that the existence of filling discs for L ∈ S# near the critical
line is strongly connected to the non-convergence of the limiting process introduced in
Section 2.2.
4.1 General results on the a-point-distribution in the ex-
tended Selberg class
Trivial a-points and half-planes free of non-trivial a-points. Let L ∈ S#. Suppose
that L has positive degree and Dirichlet series expansion
(4.1) L(s) =
∞∑
n=1
a(n)
ns
, σ > 1,
with leading coefficient a(1) = 1. By the definition of the extended Selberg class, the
Dirichlet series (4.1) converges absolutely in σ > 1. If L ∈ S, the normalization a(1) = 1
holds trivially due to the Euler product representation. Let q > 1 denote the least integer
such that the coefficient a(q) of the Dirichlet expansion of L is not equal to zero. Then,
due to the absolute convergence of (4.1) in σ > 1, we obtain that
(4.2) L(σ + it) = 1 + a(q)
qσ+it
+O
(
1
(q + 1)σ
)
, as σ →∞.
From this, we derive that, for every a ∈ C, there exists a real number Ra ≥ 1 such that
L is free of a-points in the half-plane σ > Ra.
Besides the right half-plane σ > Ra, which is free of a-points of L, there is also a left half-
plane which contains not too many a-points of L. In the particular case of the Riemann
zeta-function this observation is due to Landau [23] and in the general setting of the
extended Selberg class due to Steuding [175, Chapt. VII]. Their results rely basically on
the functional equation and the principle of argument: let M be the set of all σ∗ > 1 for
which we find a constant m(σ∗) > 0 such that
(4.3) |L(σ + it)| ≥ m(σ∗) for σ ≥ σ∗.
It follows from (4.2) thatM 6= ∅. We define L := 1− inf M < 0. In the half-plane σ < L,
there are a-points connected to the trivial zeros of L. The number of these a-points
with real part −R < βa < L coincides asymptotically, as R → ∞, with the number of
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non-trivial zeros with real part −R < β0 < L and, thus, grows linear in R; see Steuding
[175, Chapt. VII]. It follows from (4.3) and the functional equation that, apart from the
a-points generated by the non-trivial zeros of L, there are at most finitely many other
a-points in the half-plane σ < L. We call the a-points in the half-plane σ < L trivial
a-points and refer to all other a-points as non-trivial a-points of L. We observe that all
non-trivial a-points of L are located in the strip L ≤ σ ≤ Ra.
Counting non-trivial a-points. From now on, we assume additionally that L satisfies
the Ramanujan hypothesis. Recall that we defined the class S#R to contain all elements
of the extended Selberg class which have positive degree and satisfy the Ramanujan
hypothesis. Steuding [175, Chapt. 7] generalized a result of Levinson [118] to the class
S#R , which the latter established for the Riemann zeta-function:
Lemma 4.2 (Steuding, 2003). Let L ∈ S#R with a(1) = 1. Then, for a ∈ C \ {1} and
sufficiently large negative b, as T →∞,∑
T<γa≤2T
(βa − b) =
(
1
2
− b
)(
dL
2pi
T log
4T
e
+ T log(λQ2)
)
− T log |1− a|+O(log T ).
The proof of Lemma 4.2 relies essentially on Littlewood’s lemma. Steuding [175, Chapt.
7] deduced from Lemma 4.2 a precise Riemann-von Mangoldt type formula for the number
of a-points of L ∈ S#R . Let Na(T ) denote the number of non-trivial a-points of L with
imaginary part 0 < γa ≤ T .
Theorem 4.3 (Steuding, 2003). Let L ∈ S#R with a(1) = 1. Then, for any a ∈ C \ {1},
as T →∞,
(4.4) Na(T ) =
dL
2pi
T log
T
e
+
T
pi
log(λQ2) +O(log T ).
For special functions in S#R , asymptotic extensions for Na(T ), in particular in the case
a = 0, were obtained already before. Exemplarily, we discuss the case of the Riemann
zeta-function. Here, it was Riemann [158] who stated the asymptotic formula (4.3) for
a = 0. A rigorous proof was given by von Mangoldt [129]. The case a 6= 0 was first
established by Landau [23, Chapt. II, §4]. Their original methods were based on contour
integration with respect to the logarithmic derivative of ζ(s).
a-points in the mean-square half-plane. Let L ∈ S#R and σm denote its abscissa
of bounded mean-square. Let Na(σ, T ) denote the number of a-points of L with real
part βa > σ and imaginary part 0 < γa ≤ T . As L is of finite order in any strip
−∞ < σ1 ≤ σ ≤ σ2 < ∞, it follows from the general theory of Dirichlet series that, for
every a ∈ C and every σ > σm,
(4.5) Na(σ, T ) T ;
see for example Titchmarsh [181, §9.622]. According to the mean-square results due to
Steuding [175, Chapt. 4 & 6], we know that unconditionally σm ≤ max{12 , 1− 1dL } and
that σm ≤ 12 , if L satisfies the Lindelöf hypothesis; see Section 3.4.3 for details.
a-points in the strip of universality. Suppose that L is an element of the Selberg
class, is represented by a polynomial Euler product in σ > 1 and satisfies the prime mean-
square condition (S.6). Under these assumptions, Steuding [175, Chapt. 5, Theorem 5.14]
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verified a Voronin-type universality property for L in the intersection of its mean-square
half-plane σ > σm with the strip 12 < σ < 1. Let Na(σ1, σ2, T ) denote the number of
a-points of L with real part σ1 < βa < σ2 and imaginary part 0 < γa ≤ T . As an
immediate consequence of the universality property, we obtain that
lim inf
T→∞
1
T
Na(σ1, σ2, T ) > 0
for every a ∈ C\{0} and every σm < σ1 < σ2 < 1. Taking into account the upper bound
(4.5), this implies that,
(4.6) Na(σ1, σ2, T )  T,
for every a ∈ C \ {0} and every σm < σ1 < σ2 < 1; see Steuding [175]. Kaczorowski &
Perelli [98] established a zero-density estimate for functions in the Selberg class. They
showed that, for any ε > 0, uniformly for 12 ≤ σ ≤ 1,
N0(σ, T ) T 4(dL+3)(1−σ)+ε.
Thus, in particular, N0(σ, T ) = o(T ), if 1 − 14(dL+3) < σ ≤ 1. Together with (4.6), this
reveals a quantitative difference in the a-point distribution of L between a = 0 and a 6= 0.
For the Riemann zeta-function, Bohr & Jessen [22] obtained that
Na(σ1, σ2, T ) ∼ cT
for every a ∈ C \ {0} and every 12 < σ < 1 with a positive constant c := c(σ1, σ2, a)
depending on σ1, σ2 and a. Moreover, in the case of the Riemann zeta function there
are much more precise zero-density estimates at our disposal than the ones provided by
Kaczorowski & Perelli [98]. We mention here a result of Selberg [168] who obtained that,
uniformly for 12 ≤ σ ≤ 1,
(4.7) N0(σ, T ) T 1− 14 (σ− 12 ) log T.
For more advanced results on zero-density estimates for the Riemann zeta-function the
reader is referred to Titchmarsh [182, §9] and Ivić [87, Chapt. 11].
The special case a = 1. The case a = 1 is special, as our assumption a(1) = 1 yields
that limσ→∞ L(s) = 1. This leads to some technical problems in the proofs of Lemma
4.2 and Theorem 4.3. However, one can easily overcome these obstacles by working with
qs
a(q)
(L(s)− 1),
where q > 1 is the least integer such that a(q) 6= 0; see Steuding [175, Chapt. 7] for
details. In this way, we get analogous results in Lemma 4.2 and Theorem 4.3 for the case
a = 1 with a minor change in the asymptotic extensions of magnitude O(T ), respectively.
a-points in the lower half-plane. All the results stated in this section with respect
to a-points in the upper half-plane hold in an analogous manner for a-points in the lower
half-plane.
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4.2 a-points near the critical line - approach via Little-
wood’s lemma
In this section we study in detail the a-point distribution of functions in the extended
Selberg class near the critical line. Under quite general assumptions on L ∈ S#, it is
known that the a-points of L cluster around the critical line. We give an overview on
existing results and provide a refinement of a theorem of Levinson [118].
Let L ∈ S#R . By assuming a certain growth condition for the mean-value of L on the
critical line, Steuding [175, Chapt. 7.2] showed that almost all a-points lie arbitrarily
close to the critical line. His methods build on works of Levinson [118], who investigated
the particular case of the Riemann zeta-function.
Theorem 4.4 (Steuding, 2003). Let L ∈ S#R with a(1) = 1 and let a ∈ C. Suppose that,
for any ε > 0, as T →∞,
(4.8)
1
T
∫ 2T
T
∣∣L (12 + it)∣∣2 dt T ε.
Then, for any δ > 0, all but O(δT log T ) of the a-points of L with imaginary part T <
γa ≤ 2T lie inside the strip
1
2 − δ < σ < 12 + δ.
In his original formulation of Theorem 4.4, Steuding [175] demands that L ∈ S#R satisfies
the Lindelöf hypothesis. However, a close look at his proof reveals that only the somehow
weaker condition (4.8) is needed. We expect that all functions in S#R satisfy the Lindelöf
hypothesis. Thus, all functions L ∈ S#R should in particular satisfy the growth condition
(4.8).
In the case of the Riemann zeta-function, Landau [23, Chapt. II, §5] was the first who
noticed that, for general a ∈ C, almost all a-points lie arbitrarily close to the critical line.
However, for his reasoning, he had to assume the Riemann hypothesis. Levinson [118]
provided unconditional results for the Riemann zeta-function, exceeding both Landau’s
conditional observations and the information that may be retrieved from the general
situation of Theorem 4.4.
Theorem 4.5 (Levinson, 1975). Let a ∈ C. Then, as T →∞, all but
O(T log T/ log log T ) of the a-points of the Riemann zeta-function with imaginary part
T < γa ≤ 2T lie inside the strip
1
2 −
(log log T )2
log T
< σ < 12 +
(log log T )2
log T
.
In the special situation of a = 0, there are certain zero-density estimates for the Riemann
zeta-function at our disposal which allow a more precise statement than the one provided
by Theorem 4.5 for general a ∈ C. The following theorem is an immediate consequence
of Selberg’s zero-density estimate (4.7).
Theorem 4.6 (Selberg, 1946). Let a ∈ C and µ : [2,∞) → R+ be a positive function
with limt→∞ µ(t) =∞. Then, as T →∞, all but O(T log T exp(−µ(T )/4)) of the zeros
of the Riemann zeta-function with imaginary part T < γ ≤ 2T lie inside the strip
1
2 −
µ(T )
log T
< σ < 12 +
µ(T )
log T
.
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Leaning on a result of Selberg [171], we can slightly refine Levinson’s result of Theorem
4.5 and extend it to the class S∗. We are pretty sure that, at least in the case of the Rie-
mann zeta-function, both Levinson,1 Selberg and Tsang2 were aware of this refinement.
However, apart from a brief hint by Heath-Brown in Titchmarsh [182, §11.12], we could
not find the following theorem stated in the literature explicitly. We recall that both the
Riemann zeta-function and Dirichlet L-functions attached to primitive characters lie in
S∗ and that we expect that S∗ = S; see Section P.2.
Theorem 4.7. Let L ∈ S∗ and a ∈ C. Let µ : [2,∞) → R+ be a positive function with
limt→∞ µ(t) = ∞. Then, as T → ∞, all but O(T log T/µ(T )) of the a-points of L with
imaginary part T < γa ≤ 2T lie inside the strip defined by
(4.9)
1
2
− µ(T )
√
log log T
log T
< σ <
1
2
+
µ(T )
√
log log T
log T
.
In the proof of Theorem 4.7, we follow strongly the ideas of Levinson [118].
Proof. Let L ∈ S and let a ∈ C \ {1}. It follows from Littlewood’s lemma that
(4.10)
∑
T<γa≤2T
βa>
1
2
(
βa − 1
2
)
=
1
2pi
∫ T
0
log
∣∣L(12 + it)− a∣∣ dt− T2pi log |1− a|+O(log T ).
For details we refer to Levinson [118, Lemma 2], Steuding [175, Chapt. VII, proof of
Theorem 7.1] or Selberg [171, eq. (3.5)]. In the case of the Riemann zeta-function,
Levinson [118] obtained the assertion of Theorem 4.5 by bounding the left-hand side of
(4.10) by O(T log log T ); here, he basically used Jensen’s inequality in combination with
the asymptotic formula
∫ T
0 |ζ(12 + it)|2 dt ∼ T log T , as T → ∞. Similarly, Steuding
[175] obtained the assertion of Theorem 4.4 by bounding the left-hand side of (4.10)
by O(εT log T ) and then following basically Levinson’s ideas. In our case, we brush up
Levinson’s approach, by using a precise asymptotic expansion for the integral on the
right-hand side of (4.10), which is due to Selberg [171]. The latter obtained that, for any
L ∈ S∗,
(4.11)
∫ 2T
T
log
∣∣L(12 + it)− a∣∣ dt = √nL2√pi T√log log T +O|a|(T );
where the quantity nL is defined by Selberg’s prime coefficient condition (S.6∗). In some
places, Selberg’s proof seems a bit sketchy. We refer to Tsang [183, §8], who carried out
all details in the case of the Riemann zeta-function, and to Hejhal [78, §4], who provided
a thorough description of Selberg’s method.3
Suppose that L ∈ S∗. Then, by combining (4.10) with (4.11), we get that
(4.12)
∑
βa>
1
2
T<γa≤2T
(
βa − 1
2
)
=
√
nL
4pi3/2
T
√
log log T +O|a|(T ).
1This is suggested by Levinson’s remark at the end of his paper Almost all roots of ζ(s) = a are
arbitrarily close to σ = 1
2
, [118].
2Tsang [183] states in his corollary after Theorem 8.2 that almost all a-points lie to the left of the line
σ = µ(t)
√
log log t/ log t with any function limt→∞ µ(t) =∞. This is a one-sided version of Theorem 4.7
in the special case of the Riemann zeta-function.
3Hejhal [78] assumes additionally that L ∈ S∗ has a polynomial Euler product (S.3∗). However, this
assumption is only needed for later purposes and not for the results in §4.
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Let µ : [2,∞) → R+ be a positive function with limt→∞ µ(t) = ∞. For positive T , we
denote by N (1)a (T ) the number of a-points ρa = βa + iγa of L with
βa >
1
2
+
µ(T )
√
log log T
log T
, T < γa ≤ 2T ;
by N (2)a (T ) the number of a-points with
1
2
− µ(T )
√
log log T
log T
≤ βa ≤ 1
2
+
µ(T )
√
log log T
log T
, T < γa ≤ 2T ;
and by N (3)a (T ) the number of a-points with
βa <
1
2
− µ(T )
√
log log T
log T
, T < γa ≤ 2T.
The trivial estimate ∑
βa>
1
2
T<γa≤2T
(
βa − 1
2
)
≥ µ(T )
√
log log T
log T
N (1)a (T )
yields in combination with (4.12) that, for sufficiently large T ,
N (1)a (T )
T log T
µ(T )
.
Moreover, for any real b,∑
T<γa≤2T
(βa + b) =
∑
βa>
1
2
T<γa≤2T
(
βa − 1
2
)
+
∑
βa≤ 12
T<γa≤2T
(
βa − 1
2
)
+
∑
T<γa≤2T
(
1
2
+ b
)
≤
∑
βa>
1
2
T<γa≤2T
(
βa − 1
2
)
− µ(T )
√
log log T
log T
N (3)a (T )+
+
(
1
2
+ b
)(
N (1)a (T ) +N
(2)
a (T ) +N
(3)
a (T )
)
.
If we take b sufficiently large, we get by means of the asymptotic extensions (4.2) and
(4.12) and the Riemann-von Mangoldt formula (4.4) that, for sufficiently large T ,
N (3)a (T )
T log T
µ(T )
.
This proves the assertion for a ∈ C \ {1}. The case a = 1 can be treated in a similar
manner by relying on suitably adjusted formulas; see the remark at the end of the
preceeding section.
Theorems 4.4, 4.5 and 4.7 hold in an analogous manner for a-points in the lower half-
plane.
a-points close to the critical line with real part βa < 12 . Suppose that L ∈ S∗.
Unconditionally, almost nothing is known about how the a-points of Theorem 4.7, which
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lie in the strip (4.9), are distributed to the left and to the right of the critical line. Under
the assumption of the Riemann hypothesis, Selberg [171] obtained the following: for
T ≥ 2 and µ > 0, let
σ(T, µ) :=
1
2
− µ
√
log log T
log T
.
Then, for every a ∈ C \ {0}, as T →∞,
(4.13) Na(σ(T, µ), T ) ∼ Na(T ) · 1√
2pi
∫ ∞
−µ′
e−x
2/2 dx
with
µ′ :=
√
2dL
nL
µ.
Recall that ϕ(x) = 1√
2pi
e−x2/2 defines the density function of the Gaussian normal dis-
tribution. Thus, roughly speaking, Selberg’s result states that about half of the a-points
of L lie to the left of the critical line and are statistically well distributed at distances
of order
√
log log T/ log T . In particular, this means that the left bound of the strip
(4.9) seems to be best possible. Moreover, by assuming the Riemann hypothesis, Selberg
deduced, that, as T → ∞, most of the other a-points with T < γa ≤ 2T in the strip
(4.9) lie quite close to the critical line at distances of order not exceeding
O
(
(log log log T )3
log T
√
log log T
)
.
The proof presented by Selberg [171] is quite sketchy. For a rigorous proof in the special
case of the Riemann zeta-function, we refer to Tsang [183, Theorem 8.3]. Selberg [171]
also provides some heuristic reason in support of the following conjecture.
Selberg’s a-point conjecture. Let L ∈ S. For any a ∈ C \ {0}, as T → ∞, about
3/4-th of all non-trivial a-points with T < γa ≤ 2T lie to the left of the critical line, and
about 1/4-th of all non-trivial a-points with T < γa ≤ 2T to its right.
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4.3 a-points near the critical line - approach via normality
theory
In this section we use the concept of filling discs to investigate the a-point distribution
of functions L ∈ S# near the critical line. Many of our results hold even for functions in
the more general class G, introduced in Chapter 1.
4.3.1 Filling discs, Julia directions and Julia lines - Definitions and
basic properties
We introduce the notion of filling discs, Julia directions and Julia lines. Roughly speak-
ing, these concepts allow a more precise formulation of Picard’s great theorem.
Recall thatM(Ω), resp. H(Ω), denotes the set of all functions which are meromorphic,
resp. analytic, on a domain Ω ⊂ C. We say that f ∈M(Ω) satisfies the Picard-property
on E ⊂ Ω if f assumes on E every value a ∈ Ĉ, with at most two exceptions.
Filling discs. We call a sequence of discs Dλn(zn) ⊂ Ω, n ∈ N, a sequence of filling discs
for f ∈M(Ω) if, for arbitrary 0 < ε ≤ 1, the function f satisfies the Picard-property on
every infinite union of the discs Dελn(zn), i.e. on every set of the form
E :=
⋃
k∈N
Dελnk (znk) with 0 < ε ≤ 1.4
We have necessarily that limn→∞ zn ∈ ∂Ω. Due to rich contributions by French mathe-
matical schools,5 filling discs are sometimes referred to as cercles de remplissage.
By Montel’s fundamental normality test (Theorem A.16) and basic convergence proper-
ties, the existence of a sequence of filling discs is strongly connected to the non-normality
of a certain family. In fact it is Montel’s fundamental normality test that motivates the
definition of filling discs and provides a first characterization of the latter.
Proposition 4.8. Let f ∈ M(Ω). Suppose that (zn)n is a sequence of points zn ∈ Ω
and (λn)n a sequence of positive real numbers such that Dλn(zn) ⊂ Ω for n ∈ N. Let
fn : D→ C be defined by fn(z) := f(zn + λnz).
Then, the discs Dλn(zn), n ∈ N, form a sequence of filling discs for f if and only if every
infinite subset of the family F := {fn}n is not normal at zero.
The assertion of Proposition 4.8 was observed by many people and, essentially, goes back
to Montel [138] and Julia [92].
Proof. Certainly, the functions fn are well-defined on D. Suppose that every infinite
subset of the family F := {fn}n is not normal at zero. Then, Montel’s fundamental
normality test (Theorem A.16) implies that every infinite subset of F can omit at most
two values a, b ∈ Ĉ on any neighbourhood Dε(0) of zero with 0 < ε ≤ 1. By observing
that fn(Dε(0)) = Dελn(zn), this is equivalent to the statement that the discs Dλn(zn),
n ∈ N, form a sequence of filling discs for f .
4In the literature it is convenient to demand additionally the growth condition λn ≤ |zn| for the radii
of the filling discs. For our purpose, however, this restriction is not relevant.
5Amongst others, the names of Julia, Milloux and Valiron are here to mention.
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Now, suppose that the discsDλn(zn), n ∈ N, form a sequence of filling discs for f . Assume
that there exists a subsequence (fnk)k of (fn)n which converges locally uniformly on some
disc Dε(0) with 0 < ε ≤ 1. Then, by the theorem of Weierstrass (Theorem A.9), its limit
function φ is meromorphic on Dε(0). Consequently, taking 0 < ε′ < ε small enough,
φ(Dε′(0)) omits a non-empty open subset of C. By uniform convergence, this implies
that
⋃
k≥K fnk(Dε′(0)) omits more than three values for any sufficiently large K ∈ N,
contradicting the definition of filling discs. Consequently, every infinite subset of F is
not normal at zero.
By combining Proposition 4.8 with Marty’s theorem (Theorem A.15), Lehto [114] derived
a powerful characterization of filling discs; we refer here also to Clunie & Hayman [39]
and Sauer [163] who pointed out a slight inexactness in Lehto’s original formulation. For
f ∈M(Ω), the spherical derivative f# is defined by
f#(z) :=
|f ′(z)|
1 + |f(z)|2 , z ∈ Ω;
for details we refer to the appendix.
Theorem 4.9 (Lehto’s criterion, 1958). Let f ∈M(Ω). Suppose that (zn)n is a sequence
of points zn ∈ Ω and (λn)n a sequence of positive real numbers such that Dλn(zn) ⊂ Ω
for n ∈ N. Then, the discs Dλn(zn), n ∈ N, form a sequence of filling discs for f if and
only if there is a sequence (wn)n of points wn ∈ Ω such that
(4.14) lim
n→∞λnf
#(wn) =∞ and |zn − wn| = o(λn).
Lehto’s criterion will play a central role in our further investigations.
In a half-strip setting, we equip sequences of filling discs with certain counting functions.
Let S be a vertical half-strip in the upper half-plane defined by
(4.15) −∞ < x1 < Re z < x2 < +∞, Im z > 0
For a sequence (zn)n of points zn ∈ S with limn→∞ zn = ∞, we define N{zn}n(T ) to
be the number of elements in {zn}n with imaginary part less than T . Similarly, for
f ∈ M(S), any subset E ⊂ S and any a ∈ Ĉ, let Na(E, T ) denote the number of
a-points of f on E with imaginary part less than T .
Lemma 4.10. Let S be a half-strip defined by (4.15) and f ∈ H(S). Let Dλn(zn),
n ∈ N, be a sequence of filling discs for f in S such that limn→∞ zn =∞ and Dλn(zn)∩
Dλm(zm) = ∅ for n 6= m. Let E :=
⋃
n∈NDλn(zn). Then, for all but at most one a ∈ C,
lim sup
T→∞
Na(E, T )
N{zn}n(T )
> 0.
Proof. Assume that there is an a ∈ C such that
lim sup
T→∞
Na(E, T )
N{zn}n(T )
= 0.
Then, since the discs Dλn(zn), n ∈ N, are pairwise disjoint, there exists a subsequence
(znk)k of (zn)n with
(4.16) lim
T→∞
N{znk}k(T )
N{zn}n(T )
= 1
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such that f omits the values a and ∞ on ⋃k∈NDλnk (znk). Let b ∈ C \ {a}. Then, we
deduce from Proposition 4.8 and an extended version of Montel’s fundamental normality
test (Theorem A.17 (b)), for any m ∈ N there is an integer K such that f assumes the
value b more than m-times on every disc Dλnk (znk) with k ≥ K. Thus, since the discs
Dλnk (znk), k ∈ N, are pairwise disjoint, we obtain that for every b ∈ C \ {a} and every
m ∈ N
lim inf
T→∞
Nb(E, T )
N{znk}k(T )
> m.
Together with (4.16), this implies that
lim inf
T→∞
Nb(E, T )
N{zn}n(T )
=∞.
As this holds for any b ∈ C \ {a}, the assertion is proved.
Julia directions. A complex number eiθ0 with θ0 ∈ R is called Julia direction for
f ∈M(Ω) at z0 ∈ ∂Ω if f satisfies the Picard-property in every sectorial domain
ER,ε :=
{
z0 + re
iθ ∈ C : 0 < r ≤ R, |θ − θ0| < ε
}
⊂ Ω
with any ε > 0 and any R > 0. To define a Julia direction for f at z0 = ∞, one has to
replace ER,ε by
E′R,ε :=
{
reiθ ∈ C : r ≥ R, |θ − θ0| < ε
}
⊂ Ω.
If eiθ0 is a Julia direction for f at z0, then f assumes every value a ∈ Ĉ, with at most
two exceptions, infinitely often on every set ER,ε, resp. E′R,ε. This follows immediately
from the definition of a Julia direction.
Let f be a function that is analytic in a punctured neighbourhood of an essential singu-
larity z0 ∈ C. Lehto [114] proved that
(4.17) lim sup
z→z0
|z − z0|f#(z) =∞;
here, one has to replace (4.17) by lim supz→z0 |z|f#(z) =∞ if the essential singularity z0
lies at infinity. By means of Lehto’s criterion, we deduce that there is a sequence of points
zn ∈ Ω with limn→∞ zn = z0 such that the discs Dλn(zn), n ∈ N, with λn = |zn − z0|
form a sequence of filling discs for f . This implies, in particular, that f satisfies the
Picard-property in every punctured neighbourhood of z0. Thus, we have reproduced
the analytic version of Picard’s classical theorem. Moreover, by choosing eiθ0 as an
accumulating point of the set {ei arg zn : n ∈ N} ⊂ ∂D, we deduce that their exists a
Julia direction for f at z0. Thus, we have reproduced the statement of Julia’s classical
result on Julia directions (see Burckel [29, Theorem 12.27] and Julia [92]).
Julia lines. We call
L := {z0 + reiθ0 : r ∈ R} with fixed z0 ∈ C, θ0 ∈ [0, 2pi)
a Julia line for f ∈M(C) if f satisfies the Picard-property in every open strip containing
the line L.6 Certainly, one can use Lehto’s criterion to detect Julia lines. The following
corollary is a direct consequence thereof.
6In some literature, the ray reiθ0 , r ∈ R+, connected to a Julia direction eiθ0 is also called Julia line.
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Corollary 4.11. Let f ∈M(C). Suppose that, for a fixed x ∈ R, there exists a sequence
(yn)n of positive real numbers yn with limn→∞ yn =∞ and a positive real number α such
that
lim
n→∞ |f(x+ iyn)| = α and limn→∞ |f
′(x+ iyn)| =∞.
Then, Re z = x defines a Julia line for f .
Proof. For arbitrary λ > 0,
lim
n→∞λf
#(x0 + iyn) = lim
n→∞λ
|f ′(x0 + iyn)|
1 + |f(x0 + iyn)|2 =∞.
By Lehto’s criterion (Theorem 4.9), the discs Dλ(x0 + iyn), n ∈ N, form a sequence of
filling discs for f and the assertion follows.
Mandelbrojt & Gergen [126] investigated Julia lines of entire functions defined by a
generalized Dirichlet series
A(s) =
∞∑
n=0
a(n)e−λns,
which is absolutely convergent in C and satisfies
0 = λ0 < λ1 < λ2 < ... , lim
n→∞λn =∞, a(n) 6= 0 for all n > 0.
They derived conditions on the exponents λn and on the growth behaviour of A(s) which
lead to the existence of horizontal Julia lines. Their results mainly rely on the fact that
the quantities
lim sup
N→∞
#{λn : n ≤ N}
N
, resp. lim inf
n→∞ (λn+1 − λn),
are, at least in some mean sense, bounded from above, resp. from below. Thus, their
results do not apply to ordinary Dirchlet series with non-vanishing coefficients a(n). For
extended results in this direction, we refer to the monographies of Mandelbrojt [127, 128];
in [127] particularly to Chapter II for results on analytic functions in strips and Chapter
VII for Picard-type results on generalized Dirichlet series in strips, in [128] to Chapter VI
again for Picard-type results. One might interpret the theory developed by Mandelbrojt
as a counterpart of lacunary power series for Dirichlet series. It seems that his theory is
not appropriate to describe the value-distribution of functions in the extended Selberg
class.
4.3.2 Julia directions and Julia lines for the Riemann zeta-function
We investigate Julia directions and Julia lines of the Riemann-zeta function. With
suitable adaptions, similar results can be stated for many functions in the extended
Selberg class. Using another terminology, the following theorem was basically stated by
Garunktštis & Steuding [54].
Theorem 4.12. The Julia directions of the Riemann zeta-function are given by eipi/2,
eipi and ei3pi/2.
All Julia lines of the Riemann zeta-function are vertical lines. Every line defined by
Re z = σ ∈ [12 , 1] is a Julia line. There are no Julia lines among the lines Re z = σ ∈
(−∞, 0) ∪ (1,∞). Assuming the Riemann hypothesis, the lines Re z = σ ∈ [0, 12) are no
Julia lines, either.
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Proof. For a given a ∈ C, the discs Dλ(−2n), n ∈ N, with any λ > 0, cover all but finitely
many trivial a-points of the Riemann zeta-function. This follows by a slight refinement
of Landau’s proof of Lemma 1 and Lemma 2 in Bohr, Landau & Littlewood [23, Chapt.
II]. Thus, they form a sequence of filling discs. Consequently, eipi is a Julia direction and
Im z = 0 defines a Julia line for the zeta-function. As there are left and right half-planes
free of non-trivial a-points, the only further Julia directions are given by eipi/2 and ei3pi/2
and all further Julia lines are vertical lines. Bohr’s and Voronin’s denseness results in
combination with Lemma 4.11 yield that every line Re z = σ ∈ (12 , 1] is a Julia line. The
clustering of a-points around the critical line (see Theorem 4.7) implies that the same is
true for Re z = 12 . By the inequality
ζ(2σ)
ζ(σ)
≤ |ζ(s)| ≤ ζ(σ),
which is valid in the half-plane σ > 1, and the functional equation, there is no Julia
direction among Re z ∈ (−∞, 0) ∪ (1,∞). Assuming the Riemann hypothesis, we know
that, for σ > 12 , as t→∞,
ζ(σ + it) t−ε
with any ε > 0; see Titchmarsh [182, §14.2]. This in combination with the func-
tional equation yields that, under assumption of the the Riemann hypothesis, the lines
Re z = σ ∈ [0, 12) are no Julia lines either (see Garunkštis & Steuding [54, Lemma 4 and
Proposition 5]).
In the next section, we shall see that, in main parts, the functional equation is responsible
for σ = 12 being a Julia line.
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4.3.3 Filling discs induced by a Riemann-type functional equation
A Riemann-type functional equation and its symmetry line σ = 12 . A Riemann-
type functional equation for a function G ∈ G invokes a strong connection between G
and G′ on its symmetry line σ = 12 .
Lemma 4.13. Let G ∈ G with dG > 0. Then, for t ∈ R with G(12 + it) 6= 0 and
G(12 + it) 6=∞, as |t| → ∞,∣∣∣∣∣G′(12 + it)G(12 + it)
∣∣∣∣∣ ≥ dG2 log |t| − 12 log(Q2λ) +O
(
1
|t|
)
.
Proof. Logarithmic differentiation of the functional equation yields that
G′(s)
G(s)
=
∆′(s)
∆(s)
−
(
G′(1− s)
G(1− s)
)
.
For s = 12 + it, this and the asymptotic extension (1.5) of ∆
′/∆ imply that
(4.18) 2 Re
(
G′(12 + it)
G(12 + it)
)
=
∆′(12 + it)
∆(12 + it)
= −dG log |t| − log(Q2λ) +O
(
1
|t|
)
,
provided that |t| is sufficiently large and that s = 12 + it is not a pole of G′(s)/G(s). The
assertion follows from (4.18) by using the relation |z| ≥ |Re z|.
Filling discs induced by a Riemann-type functional equation on σ = 12 . By
Lehto’s criterion, Lemma 4.13 implies that, in most cases, a Riemann-type functional
equation turns σ = 12 into a Julia line. The following theorem is a special case of Corollary
4.11 for functions satisfying a Riemann-type functional equation.
Theorem 4.14. Let G ∈ G with dG > 0. Suppose that there exists a sequence (τk)k with
τk ∈ [2,∞) and limk→∞ τk =∞ and an α ∈ (0,∞) such that
(4.19) lim
k→∞
|G(12 + iτk)| = α.
Then, for any positive function µ : [2,∞)→ R+ with limτ→∞ µ(τ) =∞, the discs defined
by
|s− 12 − iτk| <
µ(τk)
log τk
, k ∈ N,
form a sequence of filling discs for G. In particular, σ = 12 is a Julia line of G; and G
assumes every value a ∈ Ĉ, with at most two exceptions, infinitely often inside the region
defined by
(4.20)
1
2
− µ(t)
log t
< σ <
1
2
+
µ(t)
log t
, t ≥ 2.
Proof. Due to our conditions, we can assume without loss of generality that G(12 +iτk) 6=
0,∞ for k ∈ N. We deduce from Lemma 4.13 that∣∣G′(12 + iτk)∣∣ ≥ dG4 log τk ∣∣G(12 + iτk)∣∣ ,
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provided that k is large enough. Hence, for sufficiently large k,
G#(12 + iτk) =
|G′(12 + iτk)|
1 + |G(12 + iτk)|2
≥ dG
4
log τk
|G(12 + iτk)|
1 + |G(12 + iτk)|2
Together with
lim
k→∞
|G(12 + iτk)|
1 + |G(12 + iτk)|2
=
α
1 + α2
∈ (0, 12 ],
which is true according to our assumption, this yields that
lim
k→∞
µ(τk)
log τk
G#(12 + iτk) =∞
for any positive function µ with limτ→∞ µ(τ) =∞. The assertion of the theorem follows
immediately from Theorem 4.9.
For general functionsG ∈ G, the conditions posed onG in Theorem 4.14 are best possible:
Theorem 4.14 does not necessarily apply to functions in G of degree zero: according to
Kaczorowski & Perelli [94] any function L ∈ S# ⊂ G with dL = 0 is given by a Dirichlet
polynomial. Hence, L is bounded in any vertical strip around the critical line.
Condition (4.19) cannot be removed in general as the following two examples show: Let
the function
G0(s) := exp(−s(1− s))∆ζ(s)1/2, s ∈ C∆G0
be defined as in Section 2.3.1. Then, G0 ∈ G with dG0 = 1 and limt→∞G0(12 + it) = 0.
Since
G0(σ + it) exp
(−Ct2)
holds uniformly for 0 < σ < 1, as t → ∞, with a certain constant C > 0, the function
G0 ∈ G assumes any given a ∈ C\{0} at most finitely often inside the half-strip 0 < σ < 1,
t ≥ 2. Thus, the assertion of Theorem 4.14 does not hold for G0. Similarly, the function
G∞ defined by
G∞(s) := ∆(s)
1
2 exp(s(1− s)), s ∈ C∆G0
yields an example for a function in G with dG∞ = 1 and limτ→∞ |G2(12 + iτ)| =∞, but
not satisfying the assertion of Theorem 4.14.
In the general setting of the class G, the radii µ(τk)log τk of the filling discs are best possible.
This can be seen by considering the function
G1,ζ(s) := 1 + ∆ζ(s).
Due to the asymptotic estimate ∆ζ(s)  (|t|/2pi)1/2−σ, which holds uniformly for 0 ≤
σ ≤ 1, as t→∞, the function G1,ζ(s) is bounded in any region defined by
1
2
− c
log t
≤ σ ≤ 1
2
+
c
log t
, t > 2,
with an arbitrary constant c > 0.
It seems reasonable to determine the quantities αG,inf and αG,sup defined by (2.12) to
check whether a given function G ∈ G satisfies condition (4.19). By the intermediate
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value theorem, we find a sequence (τk)k with τk ∈ [2,∞) and limk→∞ τk = ∞ and an
α ∈ (0,∞) such that (4.19) holds whenever
αG,inf 6= αG,sup or 0 < αG,inf = αG,sup <∞
For L ∈ S∗ we know that αL,inf = 0 and αL,sup = ∞. We expect that the same is true
for every function L ∈ S#. We refer to Section 3.4.4 for partial results.
Normality approach vs. Levinson’s method. We shall compare the a-point result
of Theorem 4.14, given in terms of filling discs, with the a-point results, obtained by
Levinson’s method (Theorems 4.4, 4.5 and 4.7). Both concepts yield qualitatively and
quantitatively different information and complement each other: Levinson’s method is
appropriate to count the number of a-values in neighbourhoods of line segments 12 +it, t ∈
[T, 2T ] in a very good manner. Filling discs provide locally more precise information on
the location of some of the a-points (combine for example Theorem A.17 with Proposition
4.8). Moreover, the conditions in Theorem 4.14 for the existence of filling discs are rather
weak compared to the conditions needed to evaluate the integrals involved in Levinson’s
method in a precise manner.
In the case of the Riemann zeta-function, Theorem 4.7 provides that almost all non-trivial
a-values with ordinates 0 < γa ≤ T have a distance less than
µ(γa)
√
log log γa
log γa
to the critical line; where µ is any positive function tending to infinity. Theorem 4.14
yields that, among them, there are infinitely many at distance less than
µ(γa)
log γa
to the critical line.
By assuming certain conjectures, we find filling discs for the Riemann zeta-function whose
radii are significantly smaller than the ones provided by Theorem 4.14. We refer to
Section 4.3.5. However, for L ∈ S# the radii of the filling discs cannot shrink arbitrarily
fast, as τ →∞.
Lower bound for the radii of filling discs in S#. The radii λk of a sequence of filling
discs Dλk(
1
2 + iτk), k ∈ N, for L ∈ S# are trivially bounded from below by |τk|−θL(
1
2
)−δ,
where δ > 0 is an arbitrary positive real number and θL(12) defined as in Section 2.3.2.
This observation follows from the subsequent lemma.
Lemma 4.15. Let L ∈ S#. Suppose that there are sequences (λk)k, (τk)k with λk, τk ∈
R+ and limk→∞ τk =∞ such that Dλk(12 + iτk), k ∈ N, forms a sequence of filling discs
for L. Then, for any δ > 0,
lim
k→∞
(
λkτ
θL( 12 )+δ
k
)
=∞.
Proof. Assume that there exists a δ > 0 and a subsequence of (λk)k, which we assume
to be (λk)k, such that
λk  τ−θL(
1
2
)−δ
k
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as k → ∞. We set fk(z) := L(12 + iτk + λkz) and regard the family F := {fk}k of
functions on D. Then, (2.16) and the continuity of the function θL(σ) assure that
(4.21)
∣∣L′(12 + iτk + λkz)∣∣δ,` τ θL(σ)+δ/2k ,
uniformly for z ∈ D, as k →∞. Consequently, we obtain for the spherical derivatives
f#k (z) ≤ λk
∣∣L′(12 + iτk + λkz)∣∣ τ−θL( 12 )−δk · τ θL(σ)+δ/2k = τ−δ/2k
uniformly for z ∈ D, as k → ∞. Hence, the family F# := {f#k }k is bounded on D.
According to Marty’s theorem, F is normal in D. This is in contradiction to Proposition
4.8 which states that F is not normal in D.
Generalizations of Theorem 4.14. In Theorem 4.14 we studied filling discs induced
by a Riemann-type functional equation on σ = 12 . It would be interesting to investigate
whether similar statements can be retrieved for functions satisfying a different type of
functional equation, for example the Selberg zeta-function.
4.3.4 Filling discs induced by Selberg’s central limit law
In this section, we consider filling discs for functions L ∈ S∗ ⊂ S# which satisfy Selberg’s
prime coefficient condition (S.6∗) and the zero-density estimate (DH). Let nL be defined
by (S.6∗) and set
gu(t) := exp
(
u
√
1
2nL log log t
)
, t ≥ 2, u ∈ R.
For L ∈ S∗ and α, β ∈ R with α < β, we set
Wgα(t),gβ(t) :=
{
t ∈ [2,∞) : gα(t) ≤
∣∣L(12 + it)∣∣ ≤ gα(t)} ,
as in Section 3.2.
Theorem 4.16. Let L ∈ S∗ and α, β ∈ R with α < β. Then, for any sequence (τk)k
with τk ∈Wgα(t),gβ(t) ⊂ [2,∞) and limk→∞ τk =∞, the discs defined by
|s− 12 − iτk| <
µ(τk)λα,β(τk)
log τk
, k ∈ N,
where µ : [2,∞)→ R+ is any positive function with limt→∞ µ(t) =∞ and
(4.22) λα,β(t) := exp((−α+ max{0, 2β})
√
1
2nL log log t),
form a sequence of filling discs for L.
Proof. The existence of a sequence (τk)k with τk ∈Wgα(t),gβ(t) ⊂ [2,∞) and limk→∞ τk =
∞ is assured by Theorem 3.1 (a). By Lemma 4.13, we know that, for sufficiently large
k ∈ N, ∣∣∣L#(12 + iτk)∣∣∣ > 13dL log τk |L(12 + iτk)|1 + |L(12 + iτk)|2 .
84 Chapter 4. a-point-distribution near the critical line
Due to the definition of Wgα(t),gβ(t) ⊂ [2,∞), this implies that, for sufficiently large
k ∈ N, ∣∣∣L#(12 + iτk)∣∣∣ > 14dL log τk · exp(α
√
1
2nL log log τk)
1 + exp(2β
√
1
2nL log log τk)
.
Thus, we obtain that
lim
k→∞
µ(τk)λα,β(τk)
log τk
L#(12 + iτk) =∞
for any positive function µ satisfying limt→∞ µ(t) = ∞ and λα,β(t) defined by (4.22).
The assertion follows by Lehto’s criterion (Theorem 4.9).
Theorem 3.1 (a) provides a quantitative description of the setWgα(t),gβ(t) ⊂ [2,∞), which
allows us to estimate the number of pairwise disjoint filling discs for L ∈ S∗ in Theorem
4.16.
Recall the definition of the counting functions N{zn}n(T ) and Na(E, T ) introduced in
Section 4.3.1. Let L ∈ S∗ and α, β ∈ R with α < β. Further, let λα,β be defined by (4.22)
and µ : [2,∞) be a positive function with limt→∞ µ(t) =∞. According to Theorem 3.1
and Theorem 4.16, we find a sequence (τk)k of positive real numbers tending to infinity
with
N{ 1
2
+iτk}k(T ) ≥ N{ 12 +iτk}k(T )−N{ 12 +iτk}k
(
T
2
) T log T
µ
(
T
2
)
λα,β(T )
such that the discs defined by
∣∣s− 12 − iτk∣∣ < µ(τk)λα,β(τk)log τk , k ∈ N,
form a sequence of pairwise disjoint filling discs for L. By Lemma 4.10, this implies
that, for every a ∈ C with at most one exception, the number Na(E, T ) of a-points with
0 < γa ≤ T inside the region E defined by
1
2 −
µ(t)λα,β(t)
log t
< σ <
1
2
+
µ(t)λα,β(t)
log t
, t ≥ 2.
satisfies
Na(E, T ) T
µ
(
T
2
)
λα,β(T )
.
However, by noticing that, for any real α < β and sufficiently large t√
log log t < λα,β(t),
we deduce from Theorem 4.7 that Na(E, T ) ∼ dL2piT log T , as T → ∞. Thus, the filling
disc setting of Theorem 4.16 does not beat Theorem 4.7 in counting the a-points inside
the region E.
Nevertheless, as the information retrieved from filling discs is qualitatively different than
the one provided by Levinson’s method in Theorem 4.7, it is worth stating Theorem
4.16.
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4.3.5 Filling discs for the Riemann zeta-function via Ω-results for ζ ′(ρa)
In the case of the Riemann zeta-function there are (conditional) Ω-results for ζ ′(ρa) at our
disposal which enable us to detect sequences of filling discs whose radii are significantly
smaller than the ones in the general setting of Theorem 4.14.
Discrete moments of ζ ′(s) with respect to non-trivial a-points. Information
about large values of |ζ ′(ρa)| can be retrieved from asymptotic estimates for discrete
moments
Ia(T ) :=
1
Na(T )
∑
0<γa≤T
ζ ′(ρa), resp. Ja,k(T ) :=
1
Na(T )
∑
0<γa≤T
∣∣ζ ′(ρa)∣∣2k ;
here Na(T ) denotes as usual the number of non-trivial a-points ρa of the zeta-function
with imaginary part 0 < γa ≤ T . Asymptotic estimates for Ia(T ) and Ja,k(T ) can
be established by residue methods. Naturally, these asymptotics are powerful tools to
estimate the number of simple a-points, in particular the number of simple zeros of the
Riemann zeta-function. For works in this direction, we refer to Garunkštis & Steuding
[54] concerning simple a-points and exemplarily to Conrey, Gosh & Gonek [42, 43], Bui,
Conrey & Young [27] and Bui & Heath-Brown [28] concerning simple zeros.
Garunkštis & Steuding [54] proved that for any fixed a ∈ C, as T →∞,
(4.23) Ia(T ) =
1
Na(T )
∑
0<γa≤T
ζ ′(ρa) ∼ (12 − a) log
T
2pi
+ c(a)
with some computable complex constant c(a) depending on a.7 For a = 0, this asymp-
totic was already established by Conrey, Gosh & Gonek [42] and later refined by Fujii
[52]. From the asymptotic extension (4.23) of Ia(T ), we can immediately deduce the
following corollary.
Corollary 4.17. Let a ∈ C \ {12}. Then, for every constant 0 < c <
∣∣1
2 − a
∣∣, there are
infinitely many non-trivial a-points ρa = βa+ iγa of the Riemann zeta-function such that
(4.24)
∣∣ζ ′(ρa)∣∣ ≥ c log |γa|.
Proof. Let a ∈ C \ {12} and 0 < c <
∣∣1
2 − a
∣∣. Assume that for all but finitely many
non-trivial a-points ρa, we have ∣∣ζ ′(ρa)∣∣ < c log |γa|.
Then, as T →∞,
(4.25) |Ia(T )| ≤ 1
Na(T )
∑
0<γa≤T
∣∣ζ ′(ρa)∣∣ < c log T + o(1).
This is, however, in contradiction to (4.23).
By Lehto’s criterion (Theorem 4.9), we are now able to show the following.
7Actually, Garunkštis & Steuding [54] obtained even a more precise asymptotic formula. They also
give a heuristic explanation why the leading term log T vanishes in the case a = 1
2
.
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Theorem 4.18. For a ∈ C \ {12}, there exists a sequence (ρa,k)k of non-trivial a-points
of the Riemann zeta-function with ordinates γa,k > 0 such that the discs defined by
|s− ρa,k| < µ(γa,k)
log γa,k
, k ∈ N,
with any positive function µ : [2,∞)→ R+ satisfying limt→∞ µ(t) =∞, form a sequence
of filling discs for ζ.
Proof of Theorem 4.18. Let (ρa,k)k be a sequence of non-trivial a-points with positive
imaginary parts such that (4.24) holds. Then, for any positive function with limt→∞ µ(t),
we have
lim
k→∞
µ(γa,k)
log γa,k
ζ#(ρa,k) = lim
k→∞
µ(γa,k)
log γa,k
|ζ ′(ρa,k)|
1 + |a|2 =∞.
The theorem follows by Lehto’s criterion (Theorem 4.9).
As far as the author knows, non-trivial conditional or unconditional asymptotic estimates
for Ja,k(T ) are only known in the case a = 0.
Discrete moments of ζ ′(s) with respect to non-trivial zeros. Gonek [58] and
Heijhal [77] conjectured independently that J0,k(T )  (log T )k2+2k for k ∈ R, as T →∞.
Hughes, Keating & O’Connell [82] conjectured that J0,k(T ) ∼ Ck(log T )k2+2k for k >
−3/2, as T →∞, with an explicit computable constant Ck derived from models for the
Riemann zeta-function by random matrix theory. Assuming the Riemann hypothesis,
Gonek [57] obtained that J0,1 ∼ 112(log T )3 and Ng [145] that J0,2  (log T )8. Using
a method developed by Rudnick & Soundararajan [162] and assuming the generalized
Riemann hypothesis (GRH) for Dirichlet L-functions, Milinovich & Ng [133] could derive
lower bounds for the discrete moments J0,k(T ). For k ∈ N, as T →∞,
(4.26) J0,k(T ) =
1
N(T )
∑
0<γ≤T
∣∣ζ ′(ρ)∣∣2k  (log T )k2+2k.
where N(T ) := N0(T ) denotes, as usual, the number of non-trivial zeros of ζ with
imaginary part 0 < γ ≤ T . The assumption of the GRH is required to derive a suitable
asymptotic formula for sums of the shape∑
0<γ≤T
ζ ′(ρ)AX(ρ)k−1AX(1− ρ)k
with AX(s) =
∑
n≤X n
−s. Originally, Milinovich [132] deduced this asymptotic formula
from the main theorem of Ng [146] where it was enough to assume the Riemann hy-
pothesis. Later, they discovered a serious mistake in the error term of the asymptotic
expansion in the main theorem of Ng [146]. However, as they indicate in [133], it appears
that this mistake may be fixed with additional effort. Under the assumption of the Rie-
mann hypothesis, Milinovich [134] could bound J0,k(T ) from above by  (log T )k2+2k+ε
with an arbitrary ε > 0. This upper bound together with the lower bound (4.26) sup-
ports the conjecture by Gonek [58], Heijhal [77] and Hughes, Keating & O’Connell [82].
The following corollary is an immediate consequence of Milinovich’s & Ng’s lower bound
(4.26).
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Corollary 4.19. Assume the GRH for Dirichlet L-functions. For δ > 0, let A be the
set of all non-trivial zeros ρ of the Riemann zeta function satisfying∣∣ζ ′(ρ)∣∣ ≥ (log |γ|)δ.
Then, for any η > 0, as T →∞, NA(T ) T 1−η. 8
Proof. For a given δ > 0, we choose K ∈ N such that K2 + 2K > 2Kδ. We denote by A
the set of all non-trivial zeros ρ of the Riemann zeta function satisfying |ζ ′(ρ)| ≥ (log |γ|)δ.
Analogously, we denote by B the set of all non-trivial zeros ρ for which |ζ ′(ρ)| < (log |γ|)δ
is true. Assume that there exists a real number η > 0 such that NA(T )  T 1−η, as
T →∞. Then, it follows from the Riemann-von Mangoldt formula that NB(T ) ∼ N(T ),
as T → ∞. Under the assumption of the Riemann hypothesis, we know that all non-
trivial zeros are on the line σ = 12 and that ζ(
1
2 + it)  tε for any ε > 0, as t → ∞.
Taking ε = η/2K and putting everything together, we obtain that, as T →∞,
J0,K(T ) =
1
N(T )
∑
0<γ≤T
∣∣ζ ′(ρ)∣∣2K
 1
N(T )
(
NA(T ) · T 2K·
η
2K +NB(T ) · (log T )2Kδ
)
 (log T )2Kδ.
By our choice of K, this is in contradiction to (4.26). The assertion is proved.
By Lehto’s criterion (Theorem 4.9), we are now able to show the following.
Theorem 4.20. Assume the GRH for Dirichlet L-functions. Then, for every δ > 0,
there is a set A of non-trivial zeros ρ = 12 + iγ of the Riemann zeta-function with
NA(T ) T 1−η for any η > 0, as T →∞, such that the discs defined by
|s− ρ| < 1
(log |γ|)δ , ρ ∈ A,
form a sequence of filling discs for ζ(s).
Proof. For a given δ > 0, we define A to be the set of all non-trivial zeros ρ = 12 + iγ of
the Riemann zeta-function satisfying
|ζ ′(12 + iγ)| ≥ (log |γ|)δ+1.
Then, Corollary 4.19 assures that NA(T ) T 1−η for any η > 0, as T →∞. Moreover,
lim
|γ|→∞
1
2
+iγ∈A
1
(log |γ|)δ ζ
#(12 + iγ) = lim|γ|→∞
1
2
+iγ∈A
1
(log |γ|)δ
∣∣ζ ′(12 + iγ)∣∣ =∞.
and the theorem follows by Lehto’s criterion (Theorem 4.9).
8The function NA(T ) counts all elements in A with positive imaginary part less or equal to T . For a
precise definition, we refer to Section 4.3.1.
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Soundararajan’s resonance method. A resonance method developed by Sounda-
rarajan [172] yields another approach to retrieve information about large values of ζ ′(ρ).
Ng [147] showed that, under assumption of the GRH for Dirichlet L-functions, there are
infinitely many non-trivial zeros such that
ζ ′(ρ) exp
(
c0
log |γ|
log log |γ|
)
where c0 = 1√2 − ε with any ε > 0. By Lehto’s criterion, we deduce the following.
Theorem 4.21. Assume the GRH for Dirichlet L-functions. Then, there exists a se-
quence (ρk)k of non-trivial zeros ρk = 12 + iγk of the Riemann zeta-function with γk > 0
such that the discs defined by
|s− ρk| < µ(γk) exp
(
−c0 log γk
log log γk
)
, k ∈ N,
form a sequence of filling discs for ζ(s), where µ : [2,∞)→ R+ is any positive function
satisfying limt→∞ µ(t) =∞.
Proof. According to Ng [147], for any fixed 0 < c0 <
√
2, there exist a constant C > 0
and a sequence (ρk)k of non-trivial zeros ρk = 12 + iγk of the Riemann zeta-function with
γk > 0 such that ∣∣ζ ′(ρk)∣∣ ≥ C exp(c0 log γk
log log γk
)
for every k ∈ N. Hence, for any positive function µ satisfying limt→∞ µ(t) =∞,
lim
k→∞
µ(γk) exp
(
−c0 log |γk|
log log |γk|
)
ζ#(ρk)
= lim
k→∞
µ(γk) exp
(
−c0 log |γk|
log log |γk|
)
|ζ ′(ρk)|
=∞.
The assertion follows by Lehto’s criterion (Theorem 4.9).
4.4 Non-trivial a-points to the left of the critical line
According to Selberg’s a-point conjecture, we expect that, for any a ∈ C\{0}, about 3/4-
th of the non-trivial a-points of the Riemann zeta-function lie to the left of the critical
line. However, unconditionally, it is not even known whether there are infinitely many
non-trivial a-points to the left of the critical line. This motivated Steuding to raise the
following question at the problem session of the 2011 Palanga conference in honour of
Jonas Kubilius. Is it possible to find for every a ∈ C a sequence of points sk = σk + itk,
k ∈ N, with σk < 12 and limk→∞ tk =∞ such that
lim
k→∞
ζ(sk) = a.
By means of our results in Section 3.3 concerning small and large values in a neighbour-
hood of the critical line, we can give a very first answer to this question.
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Corollary 4.22. Let c > 0 and let  : [2,∞)→ R be a function satisfying
0 < (t) ≤ c
log t
for t ≥ 2.
Then, for every α > 0, there exists an a ∈ C with |a| = α and a sequence (tk) with
tk ∈ [1,∞) such that
lim
k→∞
ζ(12 − (tk) + itk) = a.
Proof. The case α = 0 follows directly from Corollary 3.3. Thus, suppose that α > 0. If
we take m = α+1 in Corollary 3.3, the intermediate value theorem assures the existence
of a sequence (tk)k with tk ∈ [1,∞) and limk→∞ tk =∞ such that
ζ(12 − (tk) + itk) ∈ ∂Dα(0)
for all k ∈ N. As the circle ∂Dα(0) is compact, the set {ζ(12 − (tk) + itk)}k∈N ⊂ ∂Dα(0)
has at least one accumulation point a ∈ ∂Dα(0). Thus, there is a subsequence (tkj )j of
(tk)k such that
lim
j→∞
ζ(12 − (tkj ) + itkj ) = a.
4.5 Summary: a-points of the Riemann zeta-function near
the critical line
Let λ be a positive function on R with limt→∞ λ(t) = 0 and Sλ be the region defined by
1
2 − λ(t) < σ < 12 + λ(t), t ≥ 2.
In the following corollary, we summarize our knowledge on how fast λ(t) can tend to
zero, as t→∞, such that, for a given a ∈ C, there are almost all, a positive proportion,
resp. infinitely many of all non-trivial a-points of the Riemann zeta-function inside Sλ.
For more detailed information the reader is referred to the corresponding theorems of
the preceeding sections.
Corollary 4.23 (Levinson, Selberg, Tsang, Christ).
(a) Unconditionally, for every a ∈ C, there are almost all a-points of the Riemann
zeta-function (in the sense of density) inside the region Sλ if one chooses
λ(t) =
µ(t)
√
log log t
log t
, t ≥ 2,
with any positive function µ satisfying limt→∞ µ(t) =∞.9
9This follows from Theorem 4.7 which was proved in the framework of the class S∗ by refining a
method developed by Levinson [118] with results of Selberg [171], Tsang [183] and Steuding [175].
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(b) Under the assumption of the Riemann hypothesis, for every a ∈ C, there is a
positive proportion of all a-points of the Riemann zeta-function (in the sense of
density) inside the region Sλ if one chooses
λ(t) =
c
√
log log t
log t
, t ≥ 2,
with any constant c > 0.10
(c) Unconditionally, for every a ∈ C, with at most one exception, there are infinitely
many a-points of the Riemann zeta-function inside the region Sλ if one chooses
λ(t) =
µ(t)
log t
, t ≥ 2,
with any positive function µ satisfying limt→∞ µ(t) =∞.11
Moreover, one knows unconditionally that almost all zeros of the Riemann zeta-
function (in the sense of density) lie in this region.12
(d) Under the assumption of the Riemann hypothesis, for every a ∈ C, there are in-
finitely many a-points of the Riemann zeta-function inside the region Sλ if one
chooses
λ(t) =
µ(t)(log log log t)3
log t
√
log log t
, t ≥ 2,
with any positive function µ satisfying limt→∞ µ(t) =∞.13
(e) Under the assumption of the GRH for Dirichlet L-functions,14 for every a ∈ C,
with at most one exception, there are infinitely many a-points of the Riemann zeta-
function inside the region Sλ if one chooses
λ(t) =
1
(log t)δ
, t ≥ 2,
with any δ > 0.15
(f) Under the assumption of the GRH for Dirichlet L-functions, for every a ∈ C, with
at most one exception, there are infinitely many a-points of the Riemann zeta-
function inside the region Sλ if one chooses
λ(t) = µ(t) exp
(
−c0 log t
log log t
)
, t ≥ 2
with any positive function µ satisfying limt→∞ µ(t) = ∞ and any constant 0 <
c0 <
1√
2
.16
10This is due to Selberg [171]; see Section 4.1.
11This follows from Theorem 4.14 which was proved in the framework of the class G by relying on
normality arguments.
12This is due to Selberg [168]; see Theorem 4.6.
13This is due to Selberg [171]; see Section 4.1.
14Very likely this can be also obtained by only assuming RH; see the remarks in Section 4.3.5.
15This follows from Theorem 4.20which was deduced by certain normality arguments from a result of
Milinovich & Ng [133].
16This follows from Theorem 4.21 which was deduced by certain normality arguments from a result
of Ng [147].
Chapter 5
Denseness results for the Riemann
zeta-function in the critical strip
The critical line is a natural boundary for the universality property of the Riemann
zeta-function. Even if we slightly change the concept, the functional equation strongly
restricts the set of approximable functions; see Chapter 2.
In this chapter we investigate a concept of universality for the Riemann zeta-function on
the critical line that is significantly weaker than the one regarded in Chapter 2. Roughly
speaking, we set the scaling factor of the limiting process introduced in Section 2.2 to
be constantly equal to zero and drop our request to approximate analytic functions,
but restrict to the approximation of complex points a ∈ C by shifts of the Riemann
zeta-function on the critical line.
We know that, for every α ∈ [0,∞), there exist a sequence (τk)k of real numbers τk ∈
[2,∞) with limk→∞ τk =∞ such that
lim
k→∞
∣∣ζ(12 + iτk)∣∣ = α;
see Section 3.4.4. However, except for a = 0, we do not know explicitly any other example
of an accumulation point a ∈ C of the set
V (12) := {ζ(12 + it) : t ∈ [1,∞)}.
According to a conjecture of Ramachandra, we expect that
V (12) = C,
i.e., we conjecture that the values of the Riemann zeta-function on the critical lie dense
in C. However, to prove or disprove this conjecture with present day’s methods seems
to be out of reach.
Bohr [15, 16, 21, 22] and his collaborators established denseness results for the zeta-values
on vertical lines inside the strip 12 < σ ≤ 1. It were their pioneering works that directed
Voronin towards his universality theorem. In Section 5.1, we state the main results of
Bohr and his collaborators on the value-distribution of the Riemann zeta-function to
the right of the critical line. We briefly report on their methods and discuss why these
methods fail to obtain a denseness statement for the zeta-values on the critical line.
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In Section 5.2, we point out that a denseness result for the critical line is qualitatively
different from the one on vertical lines in 12 < σ ≤ 1.
We know that 0 ∈ V (12). According to Ramachandra’s conjecture, we expect that 0 is in
particular an interior point of V (12). In Section 5.3, we show that there is a subinterval
A ⊂ [0, 2pi) of length at least pi4 such that, for every θ ∈ A, there is a sequence (tn)n of
numbers tn ∈ [2,∞) with
ζ(12 + itn) 6= 0, limn→∞ ζ(
1
2 + itn) = 0 and arg ζ(
1
2 + itn) ≡ θ mod 2pi.
In Section 5.4, we approach Ramachandra’s conjecture by asking whether there are curves
[1,∞) 3 t 7→ 12 + (t) + it with limt→∞ (t) = 0 such that the values of the Riemann
zeta-function on these curves lie dense in C. We obtain some positive answers both by
relying on the a-point results of Section 4.3 and by relying on Bohr’s work.
In Section 5.5, we see that the latter question is much easier to handle if we regard curves
which do not approach the left but the right boundary line of the strip of universality,
i.e. the line σ = 1.
Finally, in Section 5.6, we briefly indicate what happens to the limiting process of Section
2.2 if we adjust the underlying conformal mappings such that they map D to discs which
lie completely inside the strip 12 < σ < 1, but arbitrarily close to the critical line.
Although we mainly restrict to the Riemann zeta-function in this chapter, most of the
results are true for related functions from quite general classes.
5.1 The works of Bohr and Voronin
At the beginning of the 20th century, Bohr and his collaborators studied the value-
distribution of the Riemann zeta-function to the right of the critical line.
Value-distribution on vertical lines in σ > 1. Due to the pole of the Riemann
zeta-function at s = 1, the characteristic convergence abscissae of the Dirichlet series
expansion of the Riemann zeta-function are given by σc = σu = σa = 1. Thus, according
to Bohr [17], the behaviour of the zeta-function on vertical lines in the half-plane σ > 1
is ruled by almost periodicity; see Theorem 3.7. For every fixed σ > 1, we know that
ζ(2σ)
ζ(σ)
≤ |ζ(σ + it)| ≤ ζ(σ) for t ∈ R.
and that these inequalities are sharp; see Apostol [2, Chapt. 7.6]. As
lim
σ→∞
ζ(2σ)
ζ(σ)
= lim
σ→∞ ζ(σ) = 1, limσ→1+
ζ(2σ)
ζ(σ)
= 0 and lim
σ→1+
ζ(σ) =∞,
the set
V (σ) := {ζ(σ + it) : t ∈ [1,∞)}
contracts to 1, as σ →∞, and contains both arbitrarily small and arbitrarily large values,
as σ → 1. Beyond this observation, we know that, for every σ > 1, the set
{log ζ(σ + it) : t ∈ R}
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lies dense in an area of C which is either simply connected and bounded by a convex
curve or which is ring-shaped and bounded by two convex curves; see Bohr & Jessen
[21] or Titchmarsh [182, §11.6]. Essential ingredients in the proof are the Euler product
representation of the Riemann zeta-function and diophantine approximation.
Bohr’s denseness results on vertical lines in 12 < σ ≤ 1. Bohr & Courant [15]
proved that the values taken by the Riemann zeta-function on an arbitrary vertical line
inside the strip 12 < σ ≤ 1 form a dense set in C, i.e.
V (σ) = C for every σ ∈ (12 , 1].
In fact, their proof yields the stronger statement that, for every σ ∈ (12 , 1], every a ∈ C
and every ε > 0,
(5.1) lim inf
T→∞
1
T
meas {t ∈ [1,∞) : |ζ(σ + it)− a| < ε} > 0.
Even more precise results were obtained by Bohr & Jessen [22] and Laurinčikas [111,
Chapt. 4], who established probabilistic limit theorems for the values of the logarithm
of the zeta-function on vertical lines. In particular, Laurinčikas [111, Chapt. 4, Theorem
4.1] showed that, for every σ > 12 , there exists a Borel probability measure µσ such that,
for every continuous and bounded function f : C→ C,
lim
T→∞
1
2T
∫ T
−T
f
(
log ζ(σ + it)
)
dt =
∫
C
f(z) dµ(z).
If σ ∈ (12 , 1] the support of µσ is the whole complex plane.
Voronin’s denseness results on vertical lines in 12 < σ ≤ 1. Voronin [186] estab-
lished multidimensional extensions of Bohr’s denseness result. For any n ∈ N0 and any
function f ∈ H(Ω), we define
∆nf(s) :=
(
f(s), f ′(s), ..., f (n)(s)
)
to be the (n+1)-dimensional vector consisting of the values of f and its first n derivatives
evaluated at the point s ∈ Ω. Among other things, Voronin [186] obtained that
(5.2) {∆nζ(σ + it) : t ∈ [1,∞)} = Cn+1 for every σ ∈ (12 , 1]
and every n ∈ N0. By a slight refinement of Voronin’s proof, one obtains that, for every
σ ∈ (12 , 1], every a ∈ Cn+1 and every ε > 0
(5.3) lim inf
T→∞
1
T
meas {t ∈ (0, T ] : ‖∆nζ(σ + it)− a‖ < ε} > 0;
here and in the following ‖ · ‖ denotes the maximum-norm in the complex vector space
Cn+1. It was this multidimensional extension of Bohr’s result that inspired Voronin [187]
to prove his universality theorem (Theorem P.1). In fact, for 12 < σ < 1, the denseness
results (5.3) and (5.1) are direct consequences of Voronin’s universality theorem.
Bohr’s method. To prove his denseness result, Bohr modeled the Riemann zeta-
function by truncated Euler products
ζN (σ + it) =
∏
p≤N
(
1− p−σ−it)−1 ;
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here the product is taken over all prime numbers p ∈ P with p ≤ N . We fix 12 < σ ≤
1. Bohr noticed that the quantities p−it = e−it log p with p ∈ P, p ≤ N , behave like
independent random variables, although they all depend on the common variable t.1
Relying on the theory of convex curves and diophantine approximation, in particular
a theorem of Kronecker and Weyl, he was able to prove that, for given a ∈ C, there
exists a large subset A ⊂ [1,∞) such that, for all t ∈ A, the truncated Euler product
ζN (σ + it) is quite close to a. Although ζN (σ + it) does not converge in 12 < σ ≤ 1, as
N →∞, Bohr showed that the truncated Euler product approximates the zeta-function
in mean-square. Here, the essential tool is the existence of the mean-square value
lim
T→∞
∫ T
1
|ζ(σ + it)|2 dt <∞
for 12 < σ ≤ 1 in combination with Carlson’s theorem. From the approximation in
mean-square, Bohr deduced that there exists a large subset B ⊂ [1,∞) such that, for
all t ∈ B, the truncated Euler product ζN (σ + it) is close to ζ(σ + it). Finally, certain
density estimates assure that A ∩ B 6= ∅ and the result follows. Voronin obtained his
denseness statement (5.2) basically by refining the ideas of Bohr.
Non-denseness results on vertical lines in σ < 12 . On vertical lines in the half-plane
σ < 12 , we expect that the zeta-function grows too fast than that its values could lie dense
in C. It follows essentially from the functional equation that
(5.4) V (σ) 6= C for σ ≤ 0;
see Garunkštis & Steuding [54]. By assuming the Riemann hypothesis, Garunkštis &
Steuding [54] proved that (5.4) persists for all σ < 12 . Their proof uses a conditional
Ω-result for the zeta-function on vertical lines in σ > 12 together with the functional
equation.
We know that V (σ) = C for 12 < σ ≤ 1 and we expect that V (σ) 6= C for 0 < σ < 12 .
But how is the situation if σ = 12?
Is V (12) = C? During the 1979 Durham conference, Ramachandra formulated the con-
jecture that the values of the Riemann zeta-function on the critical line lie dense in C.
Until now, this could not be proved or disproved. The difficulty in handling the values
of the zeta-function on the critical line is that, due to Hardy & Littlewood [71],
1
T
∫ T
−T
∣∣ζ(12 + it)∣∣2 dt ∼ log T,
as T →∞. Hence, Bohr’s method collapses on the critical line.
Jacod, Kowalski & Nikeghbali [90] introduced a new type of convergence in probabil-
ity theory, which they called ‘mod-Gaussian convergence’. For a given sequence (Zn)n
of real-valued random variables Zn, this concept builds basically on working with the
corresponding sequence of characteristic functions (E[eiuZn ])n. Leaning on this type of
convergence, Kowalski & Nikeghbali [108] were able to show that
V (12) = C
would follow rather directly from a suitable version of the Keating-Snaith moment con-
jectures. By generalizing the notion of ‘mod-Gaussian convergence’, Delbaen, Kowalski
& Nikeghbali [47] obtained the following quantitative result.
1see Bohr & Jessen [21, p. 6].
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Theorem 5.1 (Delbaen, Kowalski & Nikeghbali, 2011). If for any k > 0 there exist a
real number Ck ≥ 0 such that
(5.5)
∣∣∣∣ 1T
∫ T
0
exp
(
it · log ζ(12 + iu)
)
du
∣∣∣∣ ≤ Ck1 + |t|4(log log T )2
holds for T ≥ 1 and t ∈ R with |t| ≤ k, then, for any bounded Jordan measurable subset
B ⊂ C,
lim
T→∞
1
2 log log T
T
meas
{
t ∈ (0, T ] : log ζ(12 + it) ∈ B
}
= 12pimeas B.
Models for the zeta-function based on links to random matrix theory suggest that (5.5)
should hold; see Keating & Snaith [104, 105].
5.2 Qualitative difference of the value-distribution on the
critical line
A possible denseness statement for the values of the Riemann zeta-function on the critical
line is qualitatively different from the one on vertical lines in 12 < σ ≤ 1.
Garunkštis & Steuding [54] showed that, due to the functional equation, a multidimen-
sional denseness result in the sense of (5.2) does not hold on the critical line. We can
easily generalize their result to the class G.
Theorem 5.2. Let G ∈ G. Then,{
(G(12 + it), G
′(12 + it)) : t ∈ [1,∞)
} 6= Ĉ2.
Proof. We follow the ideas of Garunkštis & Steuding [54]. The basic ingredient in the
proof is the observation that for real t of sufficiently large modulus with G(12 + it) 6= 0
and G(12 + it) 6=∞,
(5.6)
∣∣∣∣∣G′(12 + it)G(12 + it)
∣∣∣∣∣ ≥ dG2 log |t| − 12 log(Q2λ) +O
(
1
|t|
)
;
see Lemma 4.13. We fix (a, b) ∈ C2 with a, b 6= 0 and set, for a given 0 < ε < min{|a|, |b|},
Dε(a, b) :=
{
(s1, s2) ∈ C2 : |s1 − a| < ε and |s2 − b| < ε
}
Assume that
W :=
{
(G(12 + it), G
′(12 + it)) : t ∈ [1,∞)
}
= Ĉ2.
Then, in particular, Dε(a, b) ⊂W . Due to (5.6), we can fix t0 > 1 such that∣∣∣∣∣G′(12 + it)G(12 + it)
∣∣∣∣∣ > |b|+ ε|a| − ε
for all t ≥ t0 with G(12 + it) 6= 0 and G(12 + it) 6=∞. By the choice of t0, it follows that{
(G(12 + it), G
′(12 + it)) : t ∈ [t0,∞)
} ⊂ Ĉ \Dε(a, b).
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Figure 5.1: For some σ ∈ R, we plotted the set V50(σ) := {ζ(σ + it) : t ∈ [0, 50]}
restricted to the range −2 ≤ Rez ≤ 6, −4 ≤ Imz ≤ 4.
Consequently, we have
Dε(a, b) ⊂
{
(G(12 + it), G
′(12 + it)) : t ∈ [1, t0]
}
=: W ∗.
This, however, yields a contradiction.
Moreover, according to Selberg’s central limit law, the curve t 7→ ζ(12 +it) has a preference
to visit arbitrarily small neighbourhoods of zero than the ones of any other complex value.
Theorem 5.3. Let a ∈ C and 0 < ε < |a|. Then,
lim
T→∞
1
T
meas
{
t ∈ (0, T ] : ∣∣ζ(12 + it)− a∣∣ < ε} = { 0 if a 6= 0,1
2 if a = 0.
Chapter 5. Denseness results for the Riemann zeta-function in the critical strip 97
Comparing this with (5.1), we see once more that the value-distribution on the critical
line is qualitatively different.
Proof. According to Theorem 3.1 (b), Selberg’s central limit law implies that, for arbi-
trary ε > 0, as T →∞,
1
T
meas
{
t ∈ (0, T ] : |ζ(12 + it)| < ε
}
= 12 + o(1).
This proves the case a = 0. Moreover, according to Theorem 3.1 (b), Selberg’s central
limit law yields that, for arbitrary a ∈ C, a 6= 0 and any 0 < ε∗ < |a|,
1
T
meas
{
t ∈ (0, T ] : |a| − ε∗ < |ζ(12 + it)| ≤ |a|+ ε∗
}
,= o(1),
as T →∞. Due to the observation that, for any 0 < ε < ε∗ and any T > 0,
0 ≤ 1
T
meas
{
t ∈ (0, T ] : |ζ(12 + it)− a| < ε
}
≤ 1
T
meas
{
t ∈ (0, T ] : |a| − ε∗ < |ζ(12 + it)| ≤ |a|+ ε∗
}
,
the statement for a 6= 0 follows.
5.3 Approaching zero and infinity from different directions
Although the curve t 7→ ζ(12 + it) has a preference to be either close to zero or to infinity,
it is neither known whether zero is an interior point of the set
V (12) =
{
ζ(12 + it) : t ∈ [1,∞)
} ⊂ C
nor whether zero is an interior point of the set{
ζ(12 + it)
−1 : t ∈ [1,∞)} ⊂ Ĉ.
Relying on Theorem 3.2, resp. Corollary 3.3, we prove that we can approximate zero
and infinity with non-zero values in V (12) from quite many directions.
Theorem 5.4. Let L ∈ S∗. Then, there exist real numbers θ0, θ∞ ∈ [0, 2pi) with the
following properties.
(a) For every θ ∈ (θ0 − pi8 , θ0 + pi8 ), there exist a sequence (tk)k with tk ⊂ (1,∞] and
limk→∞ tk =∞ such that
L(12 + itk) ∈ eiθR+ :=
{
reiθ : r ∈ R+
}
for k ∈ N and
lim
k→∞
L(12 + itk) = 0.
(b) For every θ ∈ (θ∞ − pi8 , θ∞ + pi8 ), there exist a sequence (tk)k with tk ⊂ (1,∞] and
limk→∞ tk =∞ such that
L(12 + itk) ∈ eiθR+
for k ∈ N and
lim
k→∞
L(12 + itk) =∞.
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Proof. We only prove statement (a). Statement (b) can be proved by essentially the
same method.
For L ∈ S∗, there is an analogue of Hardy’s Z-function at our disposal which allows us
to write for sufficiently large real t, say t ≥ t0,
L(12 + it) = ZL(t)∆L(12 + it)1/2.
For the definition and basic properties of ZL(t) the reader is referred to Section 1.2.
Recall here, in particular, that for t ≥ t0,
ZL(t) ∈ R and ∆L(12 + it)1/2 ∈ ∂D.
We fix an arbitrary 0 < q < 12 and set κL :=
pi
2dL . Then, according to Theorem 3.2 (b),
resp. Corollary 3.3 (b), we find a sequence (τk)k with τk ∈ [t0,∞) and limk→∞ τk = ∞
such that the functions
Lτk(y) := L
(
1
2 + i
κL
log τk
y + iτk
)
= ZL
(
κL
log τk
y + τk
)
∆L
(
1
2 + i
κL
log τk
y + iτk
)1/2
do not vanish on the interval [−q, q] for k ∈ N and converge uniformly on [−q, q] to zero,
as k →∞.
As the functions Lτk(y), k ∈ N, are real and non-vanishing on the interval [−q, q], we
find, for every k ∈ N, an integer ηk ∈ {−1,+1} such that
fk(y) := ηk · ZL
(
κL
log τk
y + τk
)
> 0 for y ∈ [−q, q] .
The factors ηk assure that fk(y) = |Lτk(y)| for k ∈ N and y ∈ [−q, q]. Further, we
observe that, uniformly for y ∈ [−q, q],
(5.7) fk(y)→ 0, as k →∞.
Now, we set
hk(y) := η
−1
k ·∆L
(
1
2 + i
κL
log τk
y + iτk
)1/2
.
Observe that |hk(y)| = 1 and that
(5.8) fk(y) · hk(y) = Lτk(y)
for k ∈ N and y ∈ [−q, q]. Since hk(0) ∈ ∂D, it follows from the compactness of ∂D
that the set {hk(0)}k has at least one accumulation point eiθ0 ∈ ∂D with θ0 ∈ [0, 2pi).
Without loss of generality, we may suppose that
lim
k→∞
hk(0) = e
iθ0 .
Otherwise, we work with a suitable subsequence of (hk(0))k. For k ∈ N, we define
θk ∈ [0, 2pi) such that eiθk = hk(0). Then, according to Lemma 2.3, we have, uniformly
for y ∈ [−q, q],
hk(y) = hk(0) · exp
(−i12dLκLy)(1 +O( 1log τk
))
= exp
(
iθk − ipi4 y
)(
1 +O
(
1
log τk
))
.
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as k → ∞. Thus, for any θ ∈ (θ0 − qpi4 , θ0 + qpi4 ), we find for sufficiently large k ∈ N, a
real number yk ∈ [−q, q] with
(5.9) hk(yk) = exp(iθ).
Now, we set
tk := τk +
κL
log τk
yk.
Then, according to (5.7), (5.8) and (5.9), we have L(12 + itk) ∈ eiθR+ for all sufficiently
large k ∈ N and limk→∞ L(12 + itk) = 0. As we can choose arbitrary 0 < q < 12 , the
assertion is proved.
For the Riemann zeta-function, there are results of Kalpokas, Korolev & Steuding [102] at
our disposal which exceed the statement of Theorem 5.4 (b) by far. Kalpokas & Steuding
[101] investigated intersection points of the curve R 3 t 7→ ζ(12 + it) with straight lines
eiθR := {reiθ : r ∈ R} through the origin. In particular, they observed that
ζ(12 + it) ∈ eiθR ⇐⇒ ζ(12 + it) = 0 or ∆ζ(12 + it) = ei2φ.
Their works were extended by Christ & Kalpokas [36, 37] and Kalpokas, Korolev &
Steuding [102]. The latter showed that, for every θ ∈ [0, 2pi), there is a sequence (tk)k
with tk ∈ R and limk→∞ tk =∞ such that, for all k ∈ N,
ζ(12 + itk) ∈ eiθR+ and |ζ(12 + itk)| ≥ C(log tk)5/4
with some positive constant C. Thus, roughly speaking, the values of the Riemann
zeta-function on the critical line expand in every direction.
Korolev showed in a talk at the ELAZ conference 2012 at Schloss Schney that there
exists a sequence (tk)k with tk ∈ R and limk→∞ tk =∞ such that, for every k ∈ N,
ζ(12 + itk) ∈ R \ {0} and limk→∞ ζ(
1
2 + itk) = 0.
Korolev’s result is not published yet.
5.4 Denseness results on curves approaching the critical line
In the following, let  : [1,∞)→ R be a function with limt→∞ (t) = 0. For a humble at-
tack on Ramachandra’s conjecture, we investigate the value-distribution of the Riemann
zeta-function on curves t 7→ 12 + (t) + it which approach the critical line asymptotically
as t→∞.
If we could establish a denseness statement for the zeta-values on curves approaching
the critical line sufficiently fast, then the denseness of the zeta-values on the critical line
would follow; see the subsequent theorem. Recall the definition of the function θL(σ)
from Section 2.3.2, which indicates the order of growth of a given function L ∈ S#.
Theorem 5.5. Let L ∈ S# and n ∈ N0. Let  : [1,∞) → R be a function such that
(t) t−θL( 12 )−δ, as t→∞, with some δ > 0. Then,{
∆nL(12 + it) : t ∈ [1,∞)
}
= Cn+1
if and only if {
∆nL(12 + (t) + it) : t ∈ [1,∞)
}
= Cn+1.
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Proof. Let a ∈ Cn+1 and ε > 0. Let ‖ · ‖ denote the maximum-norm in the complex
vector space Cn+1. Then, according to Lemma 2.6, there exist a constant t0 > 1 such
that ∥∥∆nL(12 + (t) + it)−∆nL(12 + it)∥∥ < ε/2
for t ≥ t0. Assume that
{
∆nL(12 + (t) + it) : t ∈ [1,∞)
}
= Cn+1. Then, we find a
t∗ ≥ t0 such that ∥∥∆nL(12 + (t∗) + it∗)− a∥∥ < ε/2.
By means of the triangle inequality, we obtain that∥∥∆nL(12 + it∗)− a∥∥< ε.
As we can choose a ∈ Cn+1 and ε > 0 arbitrarily in the argumentation above, we deduce
that {
∆nL(12 + it) : t ∈ [1,∞)
}
= Cn+1.
The other implication of the theorem can be proved by the same argument.
A negative denseness results on curves approaching the critical. The property
of the Riemann zeta-function that a multidimensional denseness result does not hold on
the critical line carries over to certain curves approaching the critical line.
Corollary 5.6. Let L ∈ S# and n ∈ N. Let  : [1,∞) → R be a function such that
(t) t−θL( 12 )−δ, as t→∞, with some δ > 0. Then,{
∆nL(12 + (t) + it) : t ∈ [1,∞)
} 6= Cn+1.
Proof. Recalling that S# ⊂ G and noticing that n 6= 0, the corollary follows directly by
combining Theorem 5.2 with Theorem 5.5.
Denseness results on curves approaching the critical line. It seems difficult to
obtain a denseness result on curves t 7→ 12 + (t) + it by adapting Bohr’s method. This
is due to the fact that, according to a result of Laurinčikas [112], there is a quantitative
swap in the asymptotic behaviour of the mean-square near the critical line.
Theorem 5.7 (Laurinčikas, 1991). Let µ : [2,∞)→ R be a non-negative, (not necessarily
strictly) monotonically increasing or decreasing function satisfying limT→∞
µ(T )
log T = 0.
(a) If limT→∞ µ(T ) =∞, then, as T →∞,
1
T
∫ T
2
∣∣∣∣ζ (12 + µ(T )log T + it
)∣∣∣∣2 dt ∼ 12µ(T ) log T.
(b) If limT→∞ µ(T ) = c with some c > 0, then, as T →∞,
1
T
∫ T
2
∣∣∣∣ζ (12 + µ(T )log T + it
)∣∣∣∣2 dt ∼ 12c (1− e−2c) log T.
(c) If limT→∞ µ(T ) = 0, then, as T →∞,
1
T
∫ T
2
∣∣∣∣ζ (12 + µ(T )log T + it
)∣∣∣∣2 dt ∼ log T.
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µ(τ)
log τ + iτ
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2 − µ(τ)log τ + iτ
1
2 + ǫ(τ) + iτ
Re(s)
Im(s)
0 12
2
Figure 5.2: The construction of the curve t 7→ 12 + (t) + it in the proof of Theorem
5.8.
For a proof we refer to Laurinčikas [112, Theorems 1, 2 and 3].
Nevertheless, we can use the a-point results from Chapter 4 to deduce the existence of
certain curves on which the values of the zeta-function lie dense in C.
Theorem 5.8. There exists a continuous function  : [2,∞) → R with limt→∞ (t) = 0
such that {
ζ(12 + (t) + it) : t ∈ [2,∞)
}
= C.
Here we can demand additionally that,
(a) unconditionally,
|(t)| ≤ µ(t)
log t
with any positive function µ satisfying limt→∞ µ(t) =∞.
(b) by assuming the Riemann hypothesis,
|(t)| ≤ µ(t)(log log log t)
3
log t
√
log log t
with any positive function µ satisfying limt→∞ µ(t) =∞.
(c) by assuming the generalized Riemann hypothesis for Dirichlet L-functions,2
|(t)| ≤ 1
(log t)δ
with any δ > 0.
2Very likely this can be proved by only assuming the Riemann hypothesis; see the remarks in Section
4.3.5.
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(d) by assuming the generalized Riemann hypothesis for Dirichlet L-functions,
|(t)| ≤ µ(t) exp
(
−c0 log t
log log t
)
with any positive function µ satisfying limt→∞ µ(t) = ∞ and any constant 0 <
c0 <
1√
2
.
Proof. Let (qk)k be an enumeration of Q+ iQ. According to Corollary 4.23 (c), we find
for every qk, with at most one exception, infinitely many roots of the equation ζ(s) = qk
inside the strip S defined by
1
2 −
µ(t)
log t
< σ < 12 +
µ(t)
log t
, t ≥ 2,
where µ is an arbitrarily positive function satisfying limt→∞ µ(t). Without loss of gener-
ality, we may suppose that the enumeration (qk)k is arranged such that q1 is the possibly
existing value which is not assumed by the zeta-function in S. This agreement as well as
the observation above assure that we find points sk = σk + itk ∈ S such that ζ(sk) = qk
and tk < tk+1 for every k ∈ N \ {1}. By connecting the point sk with its successor sk+1,
respectively, by a straight line segment, we get a continuous function  : [2,∞) → R+
such that |(t)| ≤ µ(t)log t for all t ∈ [2,∞) and 12 + (tk) + itk = sk for all k ∈ N. Theorem
5.8 (a) follows then immediately as Q+ iQ (minus the possibly existent exceptional value
q1) is dense in C.
The statements (b), (c) and (d) follow from Corollary 4.23 (d), (e) and (f) in an analogous
manner.
The curves of Theorem 5.8 can oscillate from the left to the right of the critical line. It
would be nice to have a similar statement for curves which stay always either to the left
or to the right of the critical line.
Curves approaching the critical line from the left. From Selberg’s conditional
result concerning a-points to the left of the critical line, we deduce the following denseness
statement.
Theorem 5.9. Assume that the Riemann hypothesis is true. Then, for arbitrary 0 <
c1 < c2, there exists a continuous function  : [1,∞)→ R with
c1
√
log log t
log log t
≤ (t) ≤ c2
√
log log t
log log t
such that {
ζ(12 − (t) + it) : t ∈ [1,∞)
}
= C.
Proof. Relying on Selberg’s result (4.13), the proof follows along the lines of the proof
of Theorem 5.8.
Curves approaching the critical line from the right. Relying on Bohr’s, resp.
Voronin’s denseness result, it is possible to prove the following theorem.
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Theorem 5.10 (Christ [35], 2012). For every n ∈ N0, there is a positive, piecewise-
constant function  : [1,∞)→ R+ with limt→∞ (t) = 0 such that{
∆nζ
(
1
2 + (t) + it
)
: t ∈ [1,∞)} = Cn+1.
Proof. To prove Theorem 5.10 we use Voronin’s denseness result in combination with
a certain enumeration method. Let (εk)k and (σk)k be sequences with εk > 0 and
σk ∈ (0, 12) for k ∈ N that tend to zero as k →∞. Furthermore, for a given n ∈ N0, we
define compact sets
Ak := {z ∈ Cn+1 : ‖z‖ ≤ k}, k ∈ N.
The sets Ak form a countable covering of the (n+ 1)-dimensional complex plane, i.e.⋃
k∈N
Ak = Cn+1.
We set T0 = 1 and choose, inductively for k ∈ N, a positive real number Tk > Tk−1 + 1
such that for all a ∈ Ak there is a τ ∈ (Tk−1, Tk] with∥∥∆nζ (12 + σk + iτ)− a∥∥ < εk.
The existence of such a number Tk is assured by Voronin’s denseness result applied to
the vertical line σ = 12 +σk and basic properties of compact sets. The piecewise-constant
function  : [1,∞)→ R+ defined by
(t) = σk for t ∈ (Tk−1, Tk] with k ∈ N,
satisfies limt→∞ (t) = 0. The construction of the function  yields that the curve t 7→
1
2 + (t) + it has the desired property.
As we are very flexible in choosing the zero-sequences (εk)k, (σk)k and a proper countable
covering of the complex plane (Ak)k∈N, the proof of Theorem 5.10 yields the existence
of uncountable many curves with the desired property.
By adjusting the sets Ak in a proper way, we can use a quantitative version of Voronin’s
denseness result (see Karatsuba & Voronin [103, Chapt. VIII]) to get very rough esti-
mates on how ‘fast’ these curves approach the critical line.
With respect to Theorem 5.6, it would be very nice to characterize the changeover of
{∆2ζ(12 + (t) + it) : t ∈ [1,∞)} from denseness to non-denseness in terms of the speed
of convergence of (t)→ 0, as t→∞.
Small and large values on curves approaching the critical line. From Corollary
3.3, which we obtained by relying on Selberg’s central limit law, we can deduce informa-
tion on small and large values of the zeta-function on certain curves t 7→ 12 + (t) + it.
Corollary 5.11. Let c > 0 and  : [1,∞) → R be a function satisfying |(t)| ≤ clog t for
t ∈ [1,∞). Then,
lim inf
t→∞ |ζ(
1
2 + (t) + it)| = 0 and lim sup
t→∞
|ζ(12 + (t) + it)| =∞.
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(a) |ζ(σ + it)| (b) |ζ(σ + it)|−1
Figure 5.3: The values |ζ(σ + it)| and |ζ(σ + it)|−1 on the rectangular region 0.3 ≤
σ ≤ 0.7 and 1000 ≤ t ≤ 1005.
Proof. The corollary follows directly from Corollary 3.3 by working with the conformal
map ϕτ (z) = 12 +
κζ/4
log τ z + iτ and the rectangular domain R( 4cκζ , 1).
Roughly speaking, Corollary 5.11 states that the zeta-function assumes both arbitrarily
small and arbitrarily large values on every path to infinity which lies inside the strip
1
2 −
c
log t
< σ < 12 +
c
log t
, t ≥ 1,
with arbitrary c > 0.
5.5 Denseness results on curves approaching the line σ = 1
By a slight refinement of Bohr’s method, we can show that the values of the zeta-function
taken on any curve [1,∞) 3 t 7→ 1 + (t) + it with limt→∞ (t) = 0 are dense in C.
Theorem 5.12 (Christ [35], 2012). Let  : [1,∞)→ R be a function with limt→∞ (t) =
0. Then, for every a ∈ C and ε > 0,
lim inf
T→∞
1
T
meas {t ∈ (0, T ] : |ζ(1 + (t) + it)− a| < ε} > 0.
We choose the function  in Theorem 5.12 such that the curve t 7→ 1 + (t) + it lies
completely in the half-plane σ > 1. In this case, Theorem 5.12 cannot be deduced from
Voronin’s universality theorem. Moreover, in Theorem 5.12, there are no restrictions on
how fast (t) tends to zero as t→∞.
Proof. To prove Theorem 5.12, we rely on the methods of Bohr & Courant [15] and
Bohr & Jessen [22] who proved a corresponding result for vertical lines inside the strip
1
2 < σ ≤ 1. We will refine their methods by adding a certain continuity argument. As
Bohr and his collaborators did, we will prove the result not for ζ(s), but for log ζ(s).
The result for ζ(s) is then an immediate consequence therefrom. We define log ζ(s) for
σ > 12 in a standard way; for details we refer to Steuding [175, Chapt. 1.2]
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Let ε > 0 and a ∈ C. Let (pn)n be an enumeration of all prime numbers in ascending
order. For a positive integer N , we define the truncated Euler product
ζN (s) =
N∏
n=1
(1− p−sn )−1.
Note that ζN (s) defines an analytic and non-vanishing function in the half-plane σ > 0.
Bohr showed that there is positive real number d and a positive integer N1 such that,
for all N ≥ N1, we find a subset I(N) ⊂ (0,∞) of lower density
lim inf
T→∞
1
T
meas (I(N) ∩ (0, T ]) > d
with the property that
| log ζN (1 + it)− a| < ε/3 for t ∈ I(N).
Furthermore, Bohr proved that, for any ε′ > 0 and any 12 < σ0 < 1, there is a positive
real numbers N2 such that, for every N ≥ N2 and every σ ≥ σ0,
lim
T→∞
1
T
∫ T
1
∣∣∣∣ ζ(σ + it)ζN (σ + it) − 1
∣∣∣∣ dt < ε′.
The bounded convergence theorem assures that
lim
T→∞
∫ T
1
∫ 2
σ0
∣∣∣∣ ζ(σ + it)ζN (σ + it) − 1
∣∣∣∣2 dσ dt < 2ε′
By carefully adopting Bohr’s reasoning, we can deduce from the estimate above that there
exists a positive integer N3 such that, for all N ≥ N3, we find a subset J (N) ⊂ (0,∞)
of lower density
lim inf
T→∞
1
T
meas (J (N) ∩ (0, T ]) > 1− d
with the property that
| log ζN (1 + (t) + it)− log ζ(1 + (t) + it)| < ε/3 for t ∈ J (N).
Now, we apply a certain continuity argument. We fix N0 ≥ max{N1, N3} and choose a
sufficiently small δ < log(1 − ε6N0 )−1/(N0 log 2). As limt→∞ (t) = 0, we find a positive
number T0 such that (t) < δ for t ≥ T0. Then, for t ≥ T0,
|log ζN0(1 + it)− log ζN0(1 + (t) + it)| =
∣∣∣∣∣
N0∑
n=1
log
(
1 +
1− p−(t)n
p1+itn − 1
)∣∣∣∣∣
≤
N0∑
n=1
2
∣∣∣∣∣1− p−(t)np1+itn − 1
∣∣∣∣∣ ≤ 2N0(1− p−(t)N0 ) < 2N0(1− 2−N0δ) < ε/3.
Here, we used Betrand’s postulate which states that pn ≤ 2n. Although the estimation
via Bertrand’s postulate is quite rough, it is completely sufficient for our purpose.
Altogether, we can deduce that the setM := I(N0)∩J (N0)∩(T0,∞) has positive lower
density, i.e.
lim inf
T→∞
1
T
meas (M∩ (0, T ]) > 0,
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and enjoys the property that
| log ζ(1 + (t) + it)− a| ≤ | log ζ(1 + (t) + it)− log ζN0(1 + (t) + it)|
+ | log ζN0(1 + (t) + it)− log ζN0(1 + it)|
+ | log ζN0(1 + it)− a| < ε
for t ∈M. The statement of the theorem follows.
5.6 A limiting process to the right of the critical line
In this final section of Part I, we briefly discuss what happens to the limiting process of
Section 2.2 if we adjust the underlying conformal mappings such that they map the unit
disc to discs which lie completely inside the strip 12 < σ < 1, but arbitrarily close to the
critical line. By relying on Voronin’s universality, we can prove the following statement.
Theorem 5.13. Let 0 ≤ η ≤ 14 and let (k)k, (λk)k be sequences with k, λk ∈ R,
0 < λk < k <
1
4 for k ∈ N and limk→∞ k = limk→∞ λk = η. Further, let
ζk,τ (z) := ζ(
1
2 + k + λkz + iτ) for τ ≥ 1, k ∈ N and z ∈ D.
Then, there is a sequence (τk)k with τk ∈ [1,∞) and limk→∞ τk = ∞ such that, for
every continuous and non-vanishing function g on D which is analytic in D, there is a
subsequence of (ζk,τk)k which converges uniformly on D to g.
Sketch of the proof. Due to the theorem of Mergelyan, see for example [161], it is suffi-
cient to establish the assertion of Theorem 5.13 for polynomial target functions g which
have rational coefficients and do not vanish on D. The proof follows then directly from
Voronin’s universality theorem in combination with a similar enumeration method as
the one that we used in the proof of Theorem 5.10. We refer to Christ [35] for more
details.
Part II
Discrete and continuous moments
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In part II we aim at extending a result of to Tanaka [179] who established a weak version
of the Lindelöf hypothesis for the Riemann zeta-function.
Recall that, according to Hardy & Littlewood [69], the Lindelöf hypothesis is equivalent
to the statement that, for every σ > 12 and k ∈ N,
(5.10) lim
T→∞
1
T
∫ T
1
|ζ(σ + it)|2k dt =
∞∑
n=1
dk(n)
2
n2σ
,
where dk denotes the generalized divisor function appearing in the Dirichlet series ex-
pansion of ζk. Tanaka showed that (5.10) holds if one neglects a certain set A ⊂ [1,∞)
of density zero from the path of integration.
In the sequel, let 1X denote the indicator function of a set X ⊂ R and Xc := R \ X
its complement. So far, formula (5.10) is proved only in the cases k = 1, 2, due to
classical works of Hardy & Littlewood [68] and Ingham [86]. This is sufficient to derive
the following boundedness property of the Riemann zeta-function in σ > 12 : for every
ε > 0 and α > 12 , there exist a constant Mε > 0 and a subset B ⊂ [1,∞) of upper density
lim sup
T→∞
1
T
∫ T
1
1B(t) dt < ε
such that
(5.11) |ζ(σ + it)| ≤Mε for σ ≥ α and t ∈ Bc.
This follows from a standard method which we shall explain later on in the proof of
Lemma 8.2 (b).
In particular, we deduce from (5.11) that, for every ε > 0 and α > 12 , there exist a
constant Mε > 0 and a subset B ⊂ [1,∞) of upper density
lim sup
T→∞
1
T
∫ T
1
1B(t) dt < ε
such that, for every σ ≥ α and k ∈ N,
(5.12) lim sup
T→∞
1
T
∫ T
1
|ζ(σ + it)|2k 1Bc(t) dt ≤M2kε .
This provides already a weak version of Tanaka’s result.
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Tanaka used some additional ergodic theoretical reasoning to control the limit in (5.12)
as ε→ 0. He obtained that, for every ε > 0 and α > 12 , there exist a subset A ⊂ [1,∞)
of density
lim
T→∞
1
T
∫ T
1
1A(t) dt = 0
such that, for every σ ≥ α and k ∈ N,
lim
T→∞
1
T
∫ T
1
|ζ(σ + it)|2k 1Ac(t) dt =
∞∑
n=1
dk(n)
2
n2σ
.
We extend Tanaka’s result to a large class of functions which we shall denote by N . We
rely here essentially on the ideas and methods developed by Tanaka [179].
Two features of a function L are crucial in order to obtain an asymptotic expansion for
the second power moment (k = 1) of L in the sense of Tanaka:
(i) In the half-plane σ > 1, the function L is represented by a Dirichlet series
L(s) =
∞∑
n=1
a(n)
ns
, σ > 1,
with coefficients a(n) ∈ C satisfying
∞∑
n=1
|a(n)|2
nσ
<∞, for σ > 1.
(ii) The function L satisfies a certain normality feature in the half-plane σ > 12 which we
shall define later on in Section 8.1. This normality feature is more or less equivalent
to the boundedness property (5.11) stated above for the Riemann zeta-function.
In order to obtain asymptotic expansions for the 2k-th moment for L in the sense of
Tanaka with k ∈ N, it is necessary that both L and its k-th powers Lk satisfy property
(i). For this purpose, we study in Chapter 6 the Dirichlet series expansions of Lk and
other functions related to a given Dirichlet series L. Here, we mainly work with Dirichlet
series that satisfy the Ramanujan hypothesis.
Dirichlet series can be modeled by an ergodic flow on the infinite dimensional torus. We
outline this concept in Chapter 7 and focus especially on the results which we shall need
later on to prove our extended version of Tanaka’s result in Chapter 9.
In Chapter 8 we define the normality feature stated in property (ii) above and set up
the class N . We investigate basic properties of functions in N which we shall need later
on to prove our main result.
In Chapter 9 we state and prove our main theorem, i.e. an extended version of Tanaka’s
result.
Chapter 6
Arithmetic functions and Dirichlet
series coefficients
In this chapter we study the Dirichlet series expansions of certain functions related to
a given Dirichlet series L. We start with some basic properties of certain arithmetic
functions.
6.1 Arithmetic functions connected to the Riemann zeta-
function
A function a : N→ C is said to be an arithmetic function. According to the fundamental
theorem of arithmetic, for every n ∈ N and every prime number p ∈ P with p|n, there
exist uniquely determined quantities ν(n; p) ∈ N such that
(6.1) n =
∏
p∈P
p|n
pν(n;p).
We call an arithmetic function a : N→ C multiplicative if
a(n) =
∏
p∈P
p|n
a(pν(n;p)) for n ∈ N.
If a satisfies the stronger property
a(n) =
∏
p∈P
p|n
a(p)ν(n;p) for n ∈ N,
we call the function a completely multiplicative. For two arithmetic functions a, b : N→
C, the arithmetic function a ∗ b : N→ C defined by
(a ∗ b)(n) :=
∑
(n1,n2)∈N2
n1n2=n
a(n1)b(n2) for n ∈ N
is said to be the Dirichlet convolution of a and b.
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We associate a given arithmetic function a : N→ C, n 7→ a(n) with the formal Dirichlet
series
L(s) =
∞∑
n=1
a(n)
ns
,
and vice versa. We say that the coefficients of a given Dirichlet series are (completely)
multiplicative if its associated arithmetic function is (completely) multiplicative. If the
Dirichlet series
L1(s) =
∞∑
n=1
a(n)
ns
and L2(s) =
∞∑
n=1
b(n)
ns
converge absolutely for a given s ∈ C, then their product L1(s)·L2(s) is also an absolutely
convergent Dirichlet series given by
(6.2) L1(s) · L2(s) =
∞∑
n=1
(a ∗ b)(n)
ns
.
The generalized divisor function. We fix κ ∈ R and define, for every prime number
p ∈ P and every ν ∈ N0,
dκ(p
ν) :=
(
κ+ ν − 1
ν
)
,
where the generalized binomial coefficient is defined in a standard way:(
x
0
)
:= 1 and
(
x
ν
)
:=
1
ν!
ν−1∏
j=0
(x− j) for x ∈ R and ν ∈ N.
From the functional equation of the Gamma-function, we derive that
dκ(p
ν) =
Γ(κ+ ν)
Γ(κ)ν!
.
We set
dκ(n) :=
∏
p∈P
p|n
dκ(p
ν(n;p)).
for every n ∈ N and refer to the arithmetic function dκ : N → N defined by n 7→ dκ(n)
as generalized divisor function with parameter κ. By definition, the function dκ is mul-
tiplicative. The Dirichlet series associated with dκ can be identified with the Dirichlet
series expansion of ζ(s)κ := exp(κ log ζ(s)) in σ > 1, where log ζ(s) is defined in a stan-
dard way. For details we refer to Tenenbaum [180, Chapt. II.5.1] or Heath-Brown [72].
In the following lemma, we gather some well-known properties of the generalized divisor
function if its allied parameter is an integer. In this case, dκ has an important number
theoretical interpretation: for k ∈ N, the quantity dk(n) counts the representations of
n ∈ N as a product of k natural numbers; additionally, we have d−k(n) = 0 if and only
if there exist a prime number p with p|n such that ν(n; p) ≥ k + 1.
Lemma 6.1. Let k ∈ N.
(a) For n ∈ N,
d0(n) =
{
1 if n = 1,
0 if n 6= 1, and d1(n) = 1.
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(b) The function dk is the k-fold Dirichlet convolution of d1. In particular, for n ∈ N,
dk(n) =
∑
(n1,...,nk)∈Nk
n1···nk=n
1.
(c) For sufficiently large n ∈ N,
1 ≤ dk(n) ≤ exp
(
(k − 1) log 2 log n
log log n
(
1 +O
(
log log log n
log logn
)))
.
(d) The function d−1 is the classical Möbius function µ. In particular, for n ∈ N,
d−1(n) = µ(n) =
{
(−1)r if n = p1 · · · pr with pairwise distinct p1, ..., pr ∈ P,
0 otherwise.
(e) The function d−k is the k-fold Dirichlet convolution of d−1. In particular, for p ∈ P
and ν ∈ N with ν ≥ k + 1,
d−k(pν) = 0.
(f) For n ∈ N, we have |d−k(n)| ≤ dk(n).
Sketch of the proof: The statements (a) and (d) follow directly from the definition of dk
and a short computation. As the Dirichlet series associated with dk can be identified as
the Dirichlet series expansion of ζ(s)k in σ > 1, we obtain that
ζ(s)k =
( ∞∑
n=1
1
ns
)k
=
∞∑
n=1
dk(n)
ns
, σ > 1.
Therefrom, we deduce that
(6.3) dk = dk−1 ∗ d1 = d1 ∗ ... ∗ d1︸ ︷︷ ︸
k-times
.
Hence, dk is the k-fold Dirichlet convolution of d1. This implies that
(6.4) dk(n) =
∑
(n1,...,nk)∈Nk
n1···nk=n
1 for n ∈ N.
Alternatively, the latter identity can be derived from the fundamental theorem of arith-
metics and a combinatorial argument. Altogether, statement (b) follows. By standard
estimates, we obtain that, for sufficiently large n ∈ N,
(6.5) d2(n) ≤ exp
(
log 2
log n
log logn
(
1 +O
(
log log log n
log log n
)))
;
see, for example, Steuding [175, Chapt. 2.3] or Hardy & Wright [70, Chapt. 18.1]. It
follows from (6.3) that, for n ∈ N,
dk(n) =
∑
(n1,n2)∈N2
n1·n2=n
dk−1(n1)d1(n2) ≤ dk−1(n) ·
∑
(n1,n2)∈N2
n1·n2=n
1 = dk−1(n) · d2(n).
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Iteratively, we obtain that
dk(n) ≤ d2(n)k−1 for n ∈ N.
Together with (6.5), this proves the upper bound for dk(n) in statement (c). The lower
bound for dk(n), i.e.
dk(n) ≥ 1 for n ∈ N,
follows immediately from the definition of dk. The identity
ζ(s)−k =
( ∞∑
n=1
d−1(n)
ns
)k
=
∞∑
n=1
d−k(n)
ns
, σ > 1.
implies that d−k is the k-fold Dirichlet convolution of d−1. Moreover, we deduce from
the definition of dκ that, for any κ ∈ R, p ∈ P and ν ∈ N,
(6.6) dκ(pν) =
1
ν!
ν−1∏
j=0
(κ− ν + 1− j) = 1
ν!
ν−1∏
j=0
(κ+ j).
If we set κ = −k in (6.6), then zero occurs as a factor in the products on the righthand-
side, whenever ν ≥ k + 1. Statement (e) follows. Moreover, we deduce from (6.6) that,
for p ∈ P and ν ∈ N,
|d−k(pν)| =
∣∣∣∣∣∣ 1ν!
ν−1∏
j=0
(−k + j)
∣∣∣∣∣∣ ≤ 1ν!
ν−1∏
j=0
(k + j) = dk(p
ν).
Statement (f) follows then from the multiplicity of d−k and dk.
Now, we state some basic properties of dκ in the general situation if its allied parameter
κ is an arbitrary real number.
Lemma 6.2. Let κ ∈ R. Then, the following statements are true.
(a) If κ ≥ 0, then dκ(n) ≥ 0 for n ∈ N. If κ ≥ 1, then dκ(n) ≥ 1 for n ∈ N.
(b) For n ∈ N and K ≥ |κ|, we have |dκ(n)| ≤ dK(n).
(c) There is an absolute constant c > 0 such that, for every p ∈ P and every ν ∈ N0,
dκ(p
ν) < c|κ|νκ−1.
(d) For sufficiently large n ∈ N,
|dκ(n)| ≤ exp
(
c(κ) log 2
log n
log logn
(
1 +O
(
log log log n
log logn
)))
.
where c(κ) := min{n ∈ N : n ≥ |κ| − 1}.
(e) For m ∈ N, the function dmκ is the m-fold Dirichlet convolution of dκ. In particu-
lar, for n ∈ N,
dmκ(n) =
∑
(n1,...,nm)∈Nm
n1···nm=n
dκ(n1) · · · dκ(n2) =
∏
p∈P
p|n
∑
k1,...,km∈N0
k1+...+km=ν(n;p)
m∏
j=1
dκ(p
kj ).
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Proof. Let κ ∈ R. It follows immediately from (6.6) and the multiplicativity of dκ that,
for n ∈ N,
dκ(n) ≥
{
0 if κ ≥ 0,
1 if κ ≥ 1.
Statement (a) is proved. Similarly, we derive statement (b) from the observation that,
for p ∈ P, ν ∈ N and any K ≥ |κ|,
|dκ(pν)| ≤ 1
ν!
ν−1∏
j=0
(|κ|+ j) ≤ dK(pν).
Now, we rewrite (6.6) in the form
(6.7) dκ(pν) =
κ
ν
·
ν−1∏
j=1
(
1 +
κ
j
)
.
By using the inequality 1 + x ≤ exp(x), which is true for any real x, we obtain that, for
p ∈ P and ν ∈ N,
|dκ(pν)| ≤ |κ|
ν
exp
κ ν−1∑
j=1
1
j
 .
A standard asymptotic estimate for the partial sums of the harmonic series yields the
existence of an absolute constant c > 0 such that, for every p ∈ P and every ν ∈ N0,
dκ(p
ν) < c|κ|νκ−1.
Statement (c) is proved. Statement (d) follows by combining the estimates of statement
(b) and Lemma 6.1 (c). The identity
∞∑
n=1
dκm(n)
ns
= ζ(s)κm = (ζ(s)κ)m =
( ∞∑
n=1
dκ(n)
ns
)m
implies that dmκ is the m-fold Dirichlet convolution of dκ and that
dmκ(n) =
∑
(n1,...,nm)∈Nm
n1···nm=n
dκ(n1) · · · dκ(n2) for n ∈ N
The multiplicativity of dκ assures that
dmκ(n) =
∏
p∈P
p|n
∑
k1,...,km∈N0
k1+...+km=ν(n;p)
m∏
j=1
dκ(p
kj ) for n ∈ N.
Statement (e) is proved.
Von Mangoldt function. The von Mangoldt function Λ : N→ R is defined by
Λ(n) =
{
log p if n = pνwith some p ∈ P and ν ∈ N,
0 otherwise.
The von Mangoldt function appears in the Dirichlet series expansion of the logarithmic
derivative of the Riemann zeta-function. More precisely,
ζ ′(s)
ζ(s)
= −
∞∑
n=1
Λ(n)
ns
, σ > 1.
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6.2 The coefficients of certain Dirichlet series
Let
(6.8) L(s) =
∞∑
n=1
a(n)
ns
be a Dirichlet series with coefficients a(n) ∈ C. In the sequel, we shall pose certain
conditions on the coefficients of L(s). Here, we work basically with the Ramanujan
hypothesis and a polynomial Euler product representation. For the convenience of the
reader, we recall the definition of these two features of a Dirichlet series.
Ramanujan hypothesis. L(s) is said to satisfy the Ramanujan hypothesis if, for any
ε > 0,
a(n)ε nε,
as n→∞. Here, the constant inherent in the Vinogradov symbol may depend on ε.
Polynomial Euler product. L(s) is said to have a representation as a polynomial
Euler product if there exist a positive integer m and complex numbers α1(p),...,αm(p)
such that
(6.9) L(s) =
∏
p∈P
m∏
j=1
(
1− αj(p)
ps
)−1
.
We call the coefficients α1(p),...,αm(p) the local roots of L(s) at p ∈ P.
The Ramanujan hypothesis regulates the growth behaviour of the coefficients a(n), as
n→∞. The polynomial Euler product representation implies a multiplicative structure
of the coefficients a(n).
In the following, we study the coefficients of Dirichlet series which are related to L(s) by
means of certain analytic transformations. In particular, we investigate whether these
related Dirichlet series satisfy the Ramanujan hypothesis under the presumption that
the latter is true for L(s). We would like to stress that the theorems of this section are
not to be considered as new. They occur in slightly modified versions in many papers
and monographies dealing with Dirichlet series.
First, we observe that the set of Dirichlet series which converge absolutely in a given
point s ∈ C and satisfy the Ramanujan hypothesis is closed under finite summation and
multiplication.
Theorem 6.3. Let k ∈ N and
Lj(s) =
∞∑
n=1
aj(n)
ns
, j = 1, ..., k
be absolutely convergent Dirichlet series which satisfy the Ramanujan hypothesis. Then,
the following statements are true.
(a) The sum B(s) := L1(s) + · · · + Lk(s) can be written as an absolutely convergent
Dirichlet series which satisfies the Ramanujan hypothesis. In particular,
B(s) =
∞∑
n=1
b(n)
ns
with b(n) =
k∑
j=1
aj(n).
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(b) The product C(s) := L1(s) · · · Lk(s) can be written as an absolutely convergent
Dirichlet series which satisfies the Ramanujan hypothesis. In particular,
C(s) =
∞∑
n=1
c(n)
ns
with c(n) =
∑
(n1,...,nk)∈Nk
n1···nk=n
a1(n1) · · · ak(nk).
Proof. Certainly, the sum of finitely many absolutely convergent Dirichlet series is again
an absolutely convergent Dirichlet series. By Riemann’s rearrangement theorem, we can
write
B(s) =
k∑
j=1
∞∑
n=1
aj(n)
ns
=
∞∑
n=1
b(n)
ns
with b(n) :=
k∑
j=1
aj(n).
As L1(s), ...,Lk(s) satisfy the Ramanujan hypothesis for j = 1, ..., k, respectively, the
same is true for B(s).
In a similar manner, we deduce that the product of finitely many absolutely convergent
Dirichlet series is again an absolutely convergent Dirichlet series. By means of (6.2), we
obtain that
C(s) =
k∏
j=1
Lj(s) =
∑ c(n)
ns
with c(n) =
∑
(n1,...,nk)∈Nk
n1···nk=n
a1(n1) · · · ak(nk).
The Ramanujan hypothesis for the coefficients of the Dirichlet series L1(s), ...,Lk(s)
implies that, for any ε > 0,
c(n) nε ·
∑
(n1,...,nk)∈Nk
n1···nk=n
1 = nε · dk(n),
as n→∞. It follows from the estimate for dk(n) in Lemma 6.2 (d) that the coefficients
C(s) satisfies the Ramanujan hypothesis.
Next, we study absolutely convergent Dirichlet series which possess a representation as
a polynomial Euler product. Steuding [175, Chapt. 2.3] revealed the following relation
between the Dirichlet series coefficient a(n) and the local roots α1(p), ..., αm(p) of L(s).
Theorem 6.4 (Steuding, 2007). Let L(s) be an absolutely convergent Dirichlet series
of the form (6.8) that can be written as a polynomial Euler product of the form (6.9).
Then, the following statements are true.
(a) The Dirichlet series coefficients of L(s) are multiplicative and satisfy
a(1) = 1 and a(n) =
∏
p∈P
p|n
∑
k1,...,km∈N0
k1+...+km=ν(n;p)
m∏
j=1
αj(p)
kj
for n ∈ N \ {1}, where α1(p), ..., αm(p) denote the local roots of L(s) at p ∈ P.
(b) L(s) satisfies the Ramanujan hypothesis if and only if
max
j=1,...,m
|αj(p)| ≤ 1
for every p ∈ P.
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For a proof, we refer to Steuding [175, Chapt. 2.3].
Now, we turn our attention to the analytic function that is described by a Dirichlet series
for which the Ramanujan hypothesis is true.
Suppose that L(s) satisfies the Ramanujan hypothesis. Then, L(s) is absolutely conver-
gent in the half-plane σ > 1 and defines there an analytic function L. For ` ∈ N, let L(`)
denote the `-th derivative of L in σ > 1. We shall see that L(`) has a Dirichlet series
expansion in σ > 1 which is related to the one of L.
Theorem 6.5. Let ` ∈ N and L be an analytic function in σ > 1 that is given by a
Dirichlet series of the form (6.8) for which the Ramanujan hypothesis is true. Then, L(`)
has Dirichlet series expansion
L(`)(s) =
∞∑
n=1
a(`)(n)
ns
, σ > 1,
where
a(`)(n) = (−1)`a(n)(log n)`.
In particular, the Dirichlet series representing L(`) satisfies the Ramanujan hypothesis.
Proof. The statement follows from the observation that
d`
ds`
a(n)
ns
=
a(n)(log n)`
ns
, n ∈ N,
and basic convergence properties of series of analytic functions; see Busam & Freitag [30,
Theorem III.1.6].
Suppose that L(s) satisfies the Ramanujan hypothesis and has a polynomial Euler prod-
uct representation. Then, L(s) defines an analytic, non-vanishing function L in σ > 1.
Thus, there exists an analytic logarithm of L in σ > 1. In the further course of our
investigations, we define logL as follows. Due to the polynomial Euler product repre-
sentation, the leading Dirichlet series coefficient of L(s) is given by a(1) = 1. By the
absolute convergence of L(s) in σ > 1, we find a σ0 ≥ 1 such that
|L(s)− 1| ≤ 34 , for σ > σ0.
For s ∈ C, let Log s denote the principal branch of the logarithm. If we set
(logL)(s) := Log(L(s)) for σ > σ0,
then (logL)(s) defines a uniquely determined analytic logarithm of L in the half-plane
σ > σ0 with the property that
Im (logL(s)) ∈ [−pi, pi) for σ > σ0.
For all other simply connected domains Ω ⊂ C which do not contain any zero of L and
have a non-empty intersection I with the half-plane σ > σ0, we define logL by extending
logL|I analytically to Ω. In particular, we obtain in this manner a uniquely determined
analytic logarithm of L in σ > 1 that satisfies the normalization
lim
σ→+∞ logL(σ) = 0.
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Theorem 6.6. Let L be an analytic function in σ > 1 that is given by a Dirichlet
series of the form (6.8) which satisfies the Ramanujan hypothesis and can be written as
a polynomial Euler product of the form (6.9). Then, logL has Dirichlet series expansion
logL(s) =
∞∑
n=1
alogL(n)
ns
, σ > 1,
where
alogL(n) =

−1
ν
m∑
j=1
αj(p)
ν if n = pνwith some p ∈ P and ν ∈ N,
0 otherwise.
In particular, the Dirichlet series representing logL satisfies the Ramanujan hypothesis.
Proof. Due to Theorem 6.4 (b), the Ramanujan hypothesis implies that
(6.10) max
j=1,...,m
|αj(p)| ≤ 1
for p ∈ P. Consequently, we get that, for p ∈ P and σ > 1,
m∑
j=1
log
(
1− αj(p)
ps
)−1
= −
m∑
j=1
∞∑
ν=1
αj(p)
ν
νpνs
= −
∞∑
ν=1
1
ν
∑m
j=1 αj(p)
ν
pνs
.
This implies that, for every p ∈ P and σ > 1,∣∣∣∣∣∣
m∑
j=1
log
(
1− αj(p)
ps
)−1∣∣∣∣∣∣ ≤ 2mpσ .
Hence, the series
f(s) :=
∑
p∈P
m∑
j=1
log
(
1− αj(p)
ps
)−1
converges absolutely in σ > 1. By means of the polynomial Euler product representation,
f(s) defines an analytic logarithm of L in σ > 1. According to the observation that,
uniformly for t ∈ R,
f(σ + it) = o(1), as σ → +∞,
the branch of the logarithm f and the branch chosen for logL coincide. Hence, we derive
that, for σ > 1,
logL(s) = −
∞∑
ν=1
1
ν
∑m
j=1 αj(p)
ν
pνs
=
∞∑
n=1
alogL(n)
ns
.
Due to (6.10), we obtain that |alogL(n)| ≤ m for n ∈ N. Hence, the Dirichlet series
representing logL satisfies the Ramanujan hypothesis and the theorem is proved.
Next, we consider the logarithmic derivative of L. We shall see that there appears a
generalized form of the von Mangoldt function in the Dirichlet series expansion of L′/L.
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Theorem 6.7. Let L be an analytic function in σ > 1 that is given by a Dirichlet
series of the form (6.8) which satisfies the Ramanujan hypothesis and can be written as
a polynomial Euler product of the form (6.9). Then, the logarithmic derivative L′/L has
Dirichlet series expansion
L′(s)
L(s) = −
∞∑
n=1
ΛL(n)
ns
, σ > 1,
where
ΛL(n) =

 m∑
j=1
αj(p)
ν
 log p if n = pνwith some p ∈ P and ν ∈ N,
0 otherwise.
In particular, the Dirichlet series representing L′/L satisfies the Ramanujan hypothesis.
Proof. By combining Theorem 6.5 and Theorem 6.6, we get that L′/L has the stated
Dirichlet series expansion in σ > 1. Theorem 6.4 (b) assures that, for n ∈ N,
|ΛL(n)| ≤ m log n.
Hence, the Dirichlet series representing L′/L satisfies the Ramanujan hypothesis.
For κ ∈ R, we define Lκ by
Lκ(s) := L(s)κ := exp (κ logL(s)) , σ > 1.
The next theorem deals with the Dirichlet series expansion of Lκ.
Theorem 6.8. Let L be an analytic function in σ > 1 that is given by a Dirichlet
series of the form (6.8) which satisfies the Ramanujan hypothesis and can be written as
a polynomial Euler product of the form (6.9). Then, Lκ has Dirichlet series expansion
Lκ(s) =
∞∑
n=1
aκ(n)
ns
, σ > 1,
where
aκ(1) = 1 and aκ(n) =
∏
p∈P
p|n
∑
(k1,...,km)∈Nm0
k1+...+km=ν(n;p)
m∏
j=1
dκ(p
kj )αj(p)
kj
for n ∈ N \ {1}. In particular, the coefficients aκ(n) are multiplicative and the Dirichlet
series representing Lκ satisfies the Ramanujan hypothesis.
Proof. Let κ ∈ R. According to Theorem 6.4 (b), the Ramanujan hypothesis assures
that, for p ∈ P,
(6.11) max
j=1,..,m
|αj(p)| ≤ 1.
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The Taylor expansion
(1− z)−κ =
∞∑
ν=0
(
κ+ ν − 1
ν
)
zν for z ∈ C with |z| < 1,
yields that, for p ∈ P and σ > 1,(
1− αj(p)
ps
)−κ
= 1 +
∞∑
ν=1
dκ(p
ν)αj(p)
ν
pνs
.
From (6.11) and the estimate of Lemma for dκ(n), we derive that the series
∑
p∈P
m∑
j=1
∞∑
ν=1
dκ(p
ν)αj(p)
ν
pνs
converges absolutely in σ > 1. Hence, we conclude that
L(s)κ =
∏
p∈P
m∏
j=1
(
1− αj(p)
ps
)−κ
=
∏
p∈P
m∏
j=1
(
1 +
∞∑
ν=1
dκ(p
ν)αj(p)
k
pνs
)
, σ > 1,
where the infinite product and sum appearing in the latter expression converge absolutely
in σ > 1. By multiplying out and rearranging the terms, we obtain that
L(s)κ =
∞∑
n=1
aκ(n)
ns
, σ > 1,
with aκ(1) = 1 and
aκ(n) =
∏
p∈P
p|n
∑
(k1,...,km)∈Nm0
k1+...+km=ν(n;p)
m∏
j=1
dκ(p
kj )αj(p)
kj for n ∈ N \ {1}.
We deduce from (6.11) and the properties of dκ(n) in Lemma 6.2 (b) and (e) that, for
n ∈ N,
|aκ(n)| ≤
∏
p∈P
p|n
∑
(k1,...,km)∈Nm0
k1+...+km=ν(n;p)
m∏
j=1
d|κ|(pkj ) = dm|κ|(n).
Now, it follows from Lemma 6.2 (d) that the coefficients aκ(n) satisfy the Ramanujan
hypothesis.
Beyond our considerations, it would be interesting to investigate the situation if L(s)
cannot be written as a polynomial Euler product representation, but as an Euler product
of the general form used in the definition of the Selberg class. In this case, some additional
obstacles occur. Especially, we get problems to control the growth behaviour of the
coefficients appearing in the Dirichlet series expansion of ζ(s)κ, κ < 0, by means of
the Ramanujan hypothesis; see de Roton [159, Sect. 2] and Kaczorowski & Perelli [98,
Lemma 2].

Chapter 7
Dirichlet series and the infinite
dimensional torus
It was an ingenious idea of Bohr [14] to model Dirichlet series as functions on the infinite
dimensional torus. Meanwhile this approach was translated into the modern language
of functional analysis and probability theory. Concerning the probabilistic approach, we
refer to the pioneering work of Bagchi [3] and the extensive work of Laurinčikas, see for
example [111]. Concerning the functional analytic point of view, we refer to the seminal
papers of Helson [75, 76] and the recent works by Hedenmalm, Lindqvist & Seip [73, 74]
and Tanaka [178, 179].
7.1 The infinite dimensional torus, the compact group K
and a local product decomposition of K
The discrete group Γ. Let Λ be a countable set of real numbers which are linearly
independent over Q. Let (λn)n∈N be a denumeration of the elements of Λ in ascending
order. Further, let Γ be the additive subgroup of R that is generated by Λ. It follows
from the linear independence of the elements in Λ that, for every γ ∈ Γ, there exist
uniquely determined quantities νn(γ) ∈ Z, indexed by n ∈ N, such that
(7.1) γ =
∞∑
n=1
νn(γ) · λn.
For given γ ∈ Γ, all but finitely many of the quantities νn(γ) are equal to zero. This
implies, in particular, that the sum in (7.1) is finite.
We endow Γ with the discrete topology. In this way, Γ becomes a locally compact abelian
Hausdorff group (LCA-group). Moreover, as Γ has only countable many elements, Γ is
separable as a topological space. For LCA-groups there is a generalized concept of Fourier
analysis. We shall briefly sketch the very basics of this concepts. For details and more
information the reader is referred to Deitmar [46] and Hewitt & Ross [80].
Excursus: abstract harmonic analysis. Let G be an LCA-group and T := {z ∈ C :
|z| = 1} denote the circle group, endowed with the standard topology generated by open
arcs. A continuous group homomorphism χ : G→ T is said to be a character of G. Under
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pointwise multiplication, the set G∗ of all characters of G forms a group, the so called
dual group of G. By endowing G∗ with the compact-open topology, G∗ becomes also an
LCA-group. It is a fundamental observation that G∗ is compact, if G is discrete and that
G∗ is discrete, if G is compact; see Deitmar [46, Prop. 7.2.1]. In fact, the Pontryagin
duality theorem reveals that G can be identified group-theoretically and topologically
with its bidual G∗∗; see Hewitt & Ross [80, §24]. A further observation that we shall use
later on is that the dual group G∗ of G is metrizable if G is a separable LCA-group.
On every LCA-group there exist a non-trivial, non-negative, regular and translation-
invariant measure, called Haar-measure, which is unique up to scalar multiplication; see
for example Hewitt & Ross [80, §15,16]. Let G be an LCA-group and σ a Haar-measure
on G, then we define, for p ≥ 1, the space
Lpσ(G) :=
{
f : G→ C :
∫
G
|f |p dσ <∞
}
.
If f ∈ L1σ(G), we call fˆ : G∗ → C, defined by
(7.2) fˆ(χ) =
∫
G
f χ dσ,
where χ denotes the complex conjugation of a character χ ∈ G∗, the Fourier transform
of f .
The theorem of Plancherel connects the L2-norm of f with the L2-norm of its Fourier
transform; see Hewitt & Ross [80, §31]. The theorem of Plancherel can be considered as
an analogue of Parseval’s theorem for Fourier series. For sake of simplicity, we assume
that G is compact. Then, firstly, we find a uniquely determined Haar measure on G that
satisfies the normalization σ (G) = 1. Secondly, the Cauchy-Schwarz inequality implies
that L2σ(G) ⊂ L1σ(G). And thirdly, we know that the dual group G∗ of G is discrete. In
this special situation, the theorem of Plancherel states that
(7.3)
∫
G
|f |2 dσ =
∑
χ∈G∗
∣∣∣fˆ(χ)∣∣∣2 .
Here, a central ingredient in the proof is the fact that, for every two characters χ, ψ ∈ G∗,
(7.4)
∫
G
χψ dσ =
{
1, if χ = ψ,
0, otherwise.
The dual group K of Γ. In the following, let K be the dual group of Γ. By the
remarks above, we conclude that K is a compact and metrizable group. Hence, there is
a unique Haar-measure σ on K that satisfies the normalization σ(K) = 1. In the sequel,
we denote the elements of K, i.e. the characters of Γ, by
x : Γ→ T
and the characters of K by
χ : K → T.
There is a natural identification of K with the infinite-dimensional torus
T∞ := T1 × T2 × ...,
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which is given as the direct product of countably many copies Tn of the unit circle T.
For given
ω :=
(
eiθn
)
n∈N
=
(
eiθ1 , eiθ2 , ...
)
∈ T∞,
we define xω : Γ→ T to be the character of Γ that satisfies
xω(λn) = e
iθn , n ∈ N.
As the elements of Λ are both linearly independent over Q and generate the group Γ,
the character xω is well-defined and uniquely determined. It is easy to see that the map
h : T∞ → K, ω 7→ xω,
is a group isomorphism. If we endow T∞ with the product topology, then T∞ is com-
pact, due to Tychonoff’s theorem; see Loomis [122]. In this case, the map h is also
a homeomorphism between K and T∞ which allows us to identify K with T∞ in the
sequel.
The uniquely determined Haar-measure σ ′ on T∞ satisfying σ ′(T∞) = 1 coincides with
the properly normalized product measure on T∞: let λ be the arc length measure on T,
normalized such that λ(T) = 1. Then, for every set
E := E1 × ...× EN × T× T× ... ⊂ T∞
with arbitrary Borel subsets E1, ..., EN ⊂ T, we have
σ ′(E) = λ(E1) · · ·λ(EN ).
A local product decomposition of K. Local product decompositions of compact
groups go back to Hoffman [81]. They are important tools to study the structure of
compact abelian groups which occur as dual groups of a subgroup of the discrete real
line; see Gamlin [53]. Roughly speaking, a local product decomposition of a compact
group decomposes the latter into a compact subgroup and a real interval. Tanaka [179]
used a local product decomposition of K to model the Riemann zeta-function in the right
half of the critical strip. However, without this abstract background, this idea appeared
already before in the theory of vertical limit functions for Dirichlet series.
For t ∈ R, let et denote the element of K which is given by
et(γ) = e
−itγ , γ ∈ Γ.
Let γ ∈ Γ. Then, we denote by χγ the character of K that satisfies χγ(x) = x(γ) for
x ∈ K. Let l > 0 such that 2pil ∈ Γ. We define
K2pi/l :=
{
x ∈ K : χ2pi/l(x) = 1
}
.
It can be seen easily that K2pi/l is a compact subgroup of K. Let τ denote the uniquely
determined Haar measure on K2pi/l that satisfies the normalization τ (K2pi/l) = 1. Via
the map
h : K2pi/l × [0, l)→ K, (y, u) 7→ y + eu,
we can identify K2pi/l× [0, l) with K group theoretically, topologically (if we identify the
left end point 0 of the interval [0, l) with l) and measure-theoretically. Here, the measure
σ on K corresponds to the measure τ × 1l dt on K2pi/l × [0, l).
126 Chapter 7. Dirichlet series and the infinite dimensional torus
7.2 An ergodic flow onK and a special version of the ergodic
theorem
In this section we consider certain ergodic processes on K2pi/l and K. Ergodic theory
studies the long term average behaviour of dynamical systems. For basic definitions and
results in ergodic theory, the reader is referred to Dajani & Dirksin [45], Steuding [177]
and Cornfeld, Fomin & Sinai [44, Chapt. 3, §1]. Here, we shall work essentially with the
Birkhoff-Khinchine ergodic theorem.
We define the map T : K2pi/l → K2pi/l by
Ty := y + el.
For n ∈ N, we set
Tny := (T ◦ ... ◦ T )︸ ︷︷ ︸
n-times
y = y + nel
It is well-known that the system (T,K2pi/l) is uniquely ergodic where the unique T -
invariant probability measure is given by τ . For details, we refer to Cornfeld, Fomin &
Sinai [44, Chapt. 3, §1]. The proof relies essentially on a theorem of Kronecker which
states the following:
Theorem 7.1 (Theorem of Kronecker). Let θ1,...,θM ∈ R such that the numbers 1, θ1,...,θM
are linearly independent over Q. Furthermore, let α1,...,αM ∈ R, ε > 0 and N ∈ N.
Then, there exist n, q1, ..., qM ∈ N with n > N such that
|nθm − qm − αm| < ε, m = 1, ...,M.
A proof of Kronecker’s theorem can be found in Hardy & Wright [70, Chapt. 23].
Let f ∈ L1τ (K2pi/l). The Birkhoff-Khinchine ergodic theorem implies that, for τ -almost
every y ∈ K2pi/l,
(7.5) lim
N→∞
1
N
N∑
n=1
f (Tny) =
∫
K
f dσ;
see Cornfeld, Fomin & Sinai [44, Chapt. 1, §2]. Since T is uniquely ergodic, the formula
(7.5) holds even for every y ∈ K2pi/l, if f is continuous on K2pi/l; see Cornfeld, Fomin &
Sinai [44, Chapt. 1, §8].
For t ∈ R, we define the map Tt : K → K by
Ttx = x+ et.
The set {Tt}t∈R forms a one-parameter group of homeomorphisms of K. It is well-
known that the flow ({Tt}t∈R,K) is uniquely ergodic. Its associated unique invariant
probability measure is given by σ; see Cornfeld, Fomin & Sinai [44, Chapt. 3, §1]. The
Birkhoff-Khinchine ergodic theorem implies that
(7.6) lim
T→∞
1
T
∫ T
0
f (Ttx) dt =
∫
K
f dσ.
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holds for σ-almost every x ∈ K, if f ∈ L1σ(K), and for every x ∈ K, if f is continuous
on K.
The maps T and Tt are strongly connected to one another. If we identify K with K2pi/l×
[0, l) as described in the preceeding section, the map Tt is represented on K2pi/l × [0, l)
by
Tt : K2pi/l × [0, l)→ K2pi/l × [0, l), (y, u) 7→ (TNty, t+ u−Ntl)
where
Nt :=
[
t+ u
l
]
with [x] denoting the largest integer not exceeding x ∈ R.
For y ∈ K2pi/l, l > 0 and J ⊂ N, we define
(7.7) El,y(J) := {Tny : n ∈ J} ⊂ K2pi/l,
where the closure is taken with respect to the topology of K2pi/l. As every closed set in
a compact space is compact, we deduce immediately that El,y(J) is compact.
Further, for a subset J ⊂ N, we define its upper density by
dens∗J = lim sup
N→∞
# (J ∩ [1, N ])
N
and its lower density by
dens∗J = lim inf
N→∞
# (J ∩ [1, N ])
N
.
If dens∗J = dens∗J = d, we say that J has density d and write dens J := d.
The following lemma is due to Tanaka [179, Lemma 3.1] and relies essentially on the
ergodicity of T .
Lemma 7.2 (Tanaka, 2008). Let l > 0, y ∈ K2pi/l and J ⊂ N. Then,
dens∗(J) ≤ τ (El,y(J)) .
For a proof, we refer to Tanaka [179, Lemma 3.1]. The following refinement of Lemma
7.2 is also due to Tanaka [179, Lemma 3.2] and yields a modified version of the Birkhoff-
Khinchine ergodic theorem.
Lemma 7.3 (Tanaka, 2008). Let l > 0, y ∈ K2pi/l and J ⊂ N. Suppose that, for any
ε > 0, there exists a subset Jε ⊂ N \ J such that
τ (El,y(J) ∩ El,y(Jε)) = 0 and dens∗(N \ (J ∪ Jε)) < ε.
Let p be a function on K2pi/l which is continuous on El,y(J) and zero on K2pi/l \El,y(J).
Then,
lim
N→∞
1
N
N∑
n=0
p(Tny) =
∫
El,y(J)
p(y) dτ
and
dens(J) = τ (El,y(J)).
For a proof, we refer again to Tanaka [179, Lemma 3.2].
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7.3 Extension of Dirichlet series to functions on the infinite
dimensional torus
In this section we outline the basic principles to study Dirichlet series as a function on
the infinite dimensional torus. In our notation, we follow mainly Tanaka [179].
Let l > 0 be a fixed parameter and ΛP = {log p : p ∈ P}. From now on, let Γ, K and
K2pi/l be the groups of Section 7.1 that we obtain for the special choice of
Λ =
{
ΛP ∪ {2pil } if l /∈ {2pik(log nm)−1 : k, n,m ∈ N, n 6= m},
ΛP otherwise.
The fundamental theorem of arithmetic and the transcendence of pi assure that the
elements of Λ are linear independent over Q.
In the sequel, let L(s) denote a Dirichlet series of the form
(7.8) L(s) =
∞∑
n=1
a(n)
ns
.
To a given Dirichlet series L(s), we assign a set of allied series which we define formally
by
(7.9) L(s, x) :=
∞∑
n=1
a(n)
ns
χlogn(x) with x ∈ K.
There are some fundamental relations between L(s) and L(s, x). For σ + it ∈ C and
x ∈ K, we have
L(σ + it, x) =
∞∑
n=1
a(n)
nσ
e−it lognχlogn(x) =
∞∑
n=1
a(n)
nσ
χlogn(et)χlogn(x)
=
∞∑
n=1
a(n)
nσ
χlogn(x+ et) = L(σ, x+ et).
Moreover, let x0 ∈ K denote the principal character in K which is given by
x0(γ) = 1 for γ ∈ Γ.
Then, the relation
L(σ + it) = L(σ + it, x0) = L(σ, et)
holds for every σ + it ∈ C. Roughly speaking, these identities allow us to model
R 3 t 7→ L(σ + it),
for a properly chosen σ ∈ R, as an ergodic flow on K.
Formally, L(s, x) defines a function on C×K which we denote by L, i.e.
(7.10) L : (s, x) 7→ L(s, x), (s, x) ∈ C×K.
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Later on, it will be convenient to fix x ∈ K and to consider L as a function on C. For
this purpose, we define formally the function Lx on C via
(7.11) Lx : s 7→ Lx(s) := L(s, x), s ∈ C,
where we consider x ∈ K as a fixed parameter. Similarly, it will be useful at some places
to fix s ∈ C and to regard L as a function on K. For this purpose, we define formally
the function Ls on K by
(7.12) Ls : x 7→ Ls(x) := L(s, x), x ∈ K,
where s ∈ C is considered as a fixed parameter.
Firstly, we shall consider the Dirichlet series expansion of the functions Lx, x ∈ K,
attached to given Dirichlet series L(s) by means of (7.11).
Lemma 7.4. Let L(s) be a Dirichlet series, σa its abscissa of absolute convergence and
σu its abscissa of uniform convergence. Then, the following statements are true.
(a) For every x ∈ K, the abscissa of absolute convergence of the Dirichlet series ex-
pansion of Lx coincides with σa.
(b) For every x ∈ K, the abscissa of uniform convergence of the Dirichlet series ex-
pansion of Lx coincides with σu.
Sketch of the proof: Statement (a) follows directly from the observation that |χlogn(x)| =
1 for x ∈ K and n ∈ N. We continue to sketch a proof of statement (b). For any σ0 > σu
and any ε > 0, we find an integer N0 ∈ N such that the inequality∣∣∣∣∣L(s)−
N∑
n=1
a(n)
ns
∣∣∣∣∣ < ε
holds for every Re s ≥ σ0 and arbitrary N ≥ N0. Let p1, ..., pm denote the prime numbers
less than or equal to N in ascending order. Further, let Tm denote the direct product of
m copies of the unit circle. Let Sm : Tm × C→ C be defined by
(7.13) Sm(θ1, ..., θm, s) :=
N∑
n=1
a(n)
ns
φlogn(θ1, ..., θm),
where
φlogn(θ1, ..., θm) = θ
ν(n;p1)
1 · · · θν(n;pm)m
with ν(n; pj) being the uniquely determined quantities for which
n =
m∏
j=1
p
ν(n;pj)
j .
Certainly, Sm is continuous on Tm×C. According to the theorem of Kronecker (Theorem
7.1), the set
{e−it log p : t ∈ R}
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is dense in Tm. From this observation and the continuity of Sm, we deduce that, for any
σ ∈ R
sup
{
N∑
n=1
a(n)
nσ+it
: t ∈ R
}
= sup
{
N∑
n=1
a(n)φlogn(θ)
nσ
: θ ∈ Tm
}
.
The latter inequality and the topological correspondence of T∞ and K allow us to con-
clude that, for every x ∈ K, N ≥ N0 and σ ≥ σ0,∣∣∣∣∣Lx(s)−
N∑
n=1
a(n)
ns
∣∣∣∣∣ ≤ ε.
Statement (b) follows.
The following lemma gathers some fundamental analytic properties of the functions L
and Lx, x ∈ K, attached to a given Dirichlet series L(s).
Lemma 7.5. Let L(s) be a Dirichlet series and U its half-plane of uniform convergence.
Then, the following statements are true
(a) For every x ∈ K, the function Lx is an analytic function in U .
(b) The function L is continuous on U ×K.
Proof. Statement (a) follows immediately from 7.4 (a). Statement (b) can be deduced
from the continuity of the function Sm on Tm×C, defined by (7.13), and the topological
correspondence of T∞ and K.
The analytic and probabilistic relevance of the functions Lx, x ∈ K, lies in the fact that
they appear as vertical limit functions of L in its half-plane U of uniform convergence.
This observation dates back to Bohr [17]. In particular, we have
{Leτ : τ ∈ R} = {Lx : x ∈ K} ⊂ H(U)
and, for arbitrary l > 0,
{Lnel : n ∈ N} = {Ly : y ∈ K2pi/l} ⊂ H(U).
Here, H(U) denotes the set of analytic functions on U and the closures are taken with
respect to the topology of uniform convergence on compact subsets of U , respectively.
Observe further that the relations
Leτ (s) = L(s+ iτ) and Lnel(s) = L(s+ inl)
hold for s ∈ U .
In the half-plane U the analytic behaviour of L and its allied functions Lx, x ∈ K, is quite
well-understood. Things are getting more interesting if L can be continued analytically
beyond U .
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7.4 The space H 2 of Dirichlet series with square summable
coefficients
Hedenmalm, Lindqvist & Seip [73] investigated a Hilbert space H 2 of Dirichlet series
which have square-summable coefficients. This space can be considered as an analogue
for Dirichlet series of the Hardy space H2(T) for Fourier series.
Since we work with the Ramanujan hypothesis, we normalize the space H 2 in a slightly
different way than it was done by Hedenmalm, Lindqvist & Seip [73]. We define that a
Dirichlet series
L(s) =
∞∑
n=1
a(n)
ns
belongs to the space H 2 if and only if
∞∑
n=1
|a(n)|2
nσ
<∞ for every σ > 1.
If L(s) ∈ H 2, then also the Dirichlet series expansions of the functions Lx, x ∈ K,
attached to L(s) via (7.9), are elements ofH 2. The Ramanujan hypothesis is a sufficient
condition for L(s) to lie in H 2. If L(s) satisfies the Ramanujan hypothesis, we deduce
from our considerations in Section 6.2 that several Dirichlet series related to L(s) lie also
in H 2, for example L(s)k and L(`)(s) with k, ` ∈ N0. If L(s) satisfies the Ramanujan
hypothesis and, additionally, L(s) can be written as a polynomial Euler product in σ > 1,
then we find also logL(s) and L(s)κ with κ ∈ R in H 2.
Next, we shall consider analytic properties of the functions Lx, x ∈ K, attached to a
given Dirichlet series in H 2 by (7.11). The subsequent lemma follows directly from of
the Hölder inequality
∞∑
n=1
|a(n)|
nσ
≤
( ∞∑
n=1
|a(n)|2
nσ
)1/2
·
( ∞∑
n=1
1
nσ
)1/2
, σ > 1.
Lemma 7.6. Let L(s) ∈H 2. Then, the following statements are true.
(a) For x ∈ K, the Dirichlet series expansion of Lx converges absolutely in σ > 1.
(b) For x ∈ K, the function Lx is analytic in σ > 1.
The functions Lσ with σ > 12 which are attached to a given Dirichlet series L(s) ∈ H 2
by means of (7.12) lie in the space L2σ(K) of the compact group K.1 According to
Plancherel’s theorem we obtain that, for σ > 12 ,∫
K
|Lσ(x)|2 dσ =
∞∑
n=1
|a(n)|2
n2σ
.
1More precisely, the functions Lσ with σ > 12 , are contained in the Hardy space H
2
σ(K) ⊂ L2σ(K) of
the compact group K; for a definition of Hardy spaces of compact groups with ordered duals, we refer
to Tanaka [179].
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By the unique ergodicity of the flow {Tt}t∈R and the Birkhoff-Khinchine ergodic theorem,
we get that, for every σ > 12 and σ-almost every x ∈ K,
lim
T→∞
1
2T
∫ T
−T
|Lx(σ + it)|2 dt =
∫
K
|Lσ(x)|2 dσ.
These observations allow to retrieve information on the σ-almost sure behaviour of the
functions Lx, x ∈ K, in the half-plane σ > 12 . The next theorem gathers fundamental
results in this direction.
Theorem 7.7 (Helson, Steuding). Let L(s) ∈H 2. Then, there are subsets E1, E2, E3 ⊂
K with σ(E1) = σ(E2) = σ(E3) = 1 such that the following statements hold:
(a) For x ∈ E1, the Dirichlet series expansion of Lx converges in the half-plane σ > 12 .
(b) For x ∈ E2, the function Lx can be continued analytically to the half-plane σ > 12 .
(c) For x ∈ E3, the mean-square of Lx is given by
lim
T→∞
1
2T
∫ T
−T
|Lx(σ + it)|2 dt =
∞∑
n=1
|a(n)|2
n2σ
for every σ > 12 .
Suppose, additionally, that L(s) ∈ H 2 satisfies the Ramanujan hypothesis. Then, there
exists a subset E4 ⊂ K with σ(E4) = 1 such that the following statements hold:
(d) For x ∈ E4,
lim
T→∞
1
2T
∫ T
−T
|Lx(σ + it)|2k dt =
∞∑
n=1
|ak(n)|2
n2σ
for every σ > 12 and k ∈ N,
where the ak(n) denote the coefficients of the Dirichlet series expansion of Lk in
σ > 1.
(e) For x ∈ E4 and σ > 12 , the asymptotic estimate
Lx(σ + it)σ,ε |t|ε
is true for any ε > 0, as |t| → ∞.
Suppose that L(s) ∈H 2 satisfies the Ramanujan hypothesis and can be written as a poly-
nomial Euler product. Then, there exist subsets E5, E6, E7 ⊂ K with σ(E5) = σ(E6) = 1
such that the following assertions hold.
(f) For x ∈ E5, the function Lx is analytic and non-vanishing in σ > 12 .
(g) For x ∈ E6 and κ ∈ R,
lim
T→∞
1
T
∫ T
0
|Lx(σ + it)|2κ dt =
∞∑
n=1
|aκ(n)|2
n2σ
for every σ > 12 ,
where aκ(n) denote the coefficients of the Dirichlet series expansion of Lκ in σ > 1.
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Suppose that L(s) ∈ H 2 satisfies the Ramanujan hypothesis, can be written as a poly-
nomial Euler product and satisfies the prime mean-square condition (S.6). Then, there
exist subsets E7, E8 ⊂ K with σ(E7) = σ(E8) = 1 such that the following holds.
(h) For x ∈ E7, the function Lx is analytic in σ > 12 and universal in the sense of
Voronin inside the strip 12 < σ < 1.
(i) For x ∈ E8, the function Lx has a convergent Dirichlet series expansion in σ > 12
and the set {Lx : x ∈ E8} lies dense in the set of all non-vanishing analytic
functions in 12 < σ < 1, with repsect to the topology of uniform convergence on
compact subsets.
Statements (a)-(c) follow directly from Helson [76]. We refer also to Hedenmalm, Lindqvist
& Seip [73] for a slightly different proof of statement (c). Statement (d) can be deduced
from (c) by observing that L(s)k ∈ H 2 for k ∈ N, if L(s) satisfies the Ramanujan
hypothesis (see Theorem 6.3), and that the union of countable many sets E ⊂ K with
σ(E) = 0 is again a set of σ-measure zero. Statement (e) can be deduced from (d) by
standard methods; see Titchmarsh [182, §13.1]. If L(s) satisfies the Ramanujan hypoth-
esis and can be written as a polynomial Euler product, then both L(s) and L(s)−1 lie
in H 2; see Theorem 6.8. This together with (b) yields statement (f). Statement (g)
follows from (c) and Theorem 6.8. Statements (h) and (i) were proved by Steuding [175,
Chapt. 5].
We can interpret statement (e) and (f) as follows: under quite general assumptions
on a Dirichlet series L(s) ∈ H 2, almost every of its attached functions Lx, x ∈ K,
satisfy an analogue of the Lindelöf hypothesis or an analogue of the Riemann hypothesis.
However, for a particular function Lx, it seems very difficult to decide whether it lies in
the exceptional zero-sets of Theorem 7.7 or not. In fact, the zero-sets are not negligible
at all: in the case of the Riemann zeta-function Tanaka [179, §2] showed that one can
find x ∈ K such that ζx has zeros and poles at prescribed points in 12 < σ < 1. Moreover,
for any 12 < σ0 < 1, there exist x ∈ K such that ζx is meromorphic in σ > σ0 but does
not extend meromorphically to a larger half-plane.
In the next section we shall transfer almost-sure properties of the family {Lx}x∈K to
special functions in {Lx}x∈K .
We conclude with a further observation. Let L(s) ∈H 2. If
l /∈ ΓP := {2pik(log nm)−1 : k, n,m ∈ N, n 6= m},
then Plancherel’s theorem (7.3) together with (7.2) and (7.4) yields that
(7.14)
∫
K2pi/l
|Lσ(y)|2 dτ =
∫
K
|Lσ(y)|2 dσ =
∞∑
n=1
|a(n)|2
n2σ
and
(7.15)
∫
K2pi/l
Lσ(y) dτ =
∫
K
Lσ(y) dσ = a(1),
where the a(n) are the coefficients of the Dirichlet series expansion of L. It is slightly
more delicate to evaluate the integrals above if l ∈ ΓP . In the next lemma, we discuss
the case if l ∈ ΓP has a very simple form. The works of Reich [155] and Good [60] offer
methods to handle the case of arbitrary l ∈ ΓP .
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Lemma 7.8. Let L(s) be a Dirichlet series which satisfies the Ramanujan hypothesis
and can be written as a polynomial Euler product. Let l > 0 be of the form
l =
2pik
log p
with p ∈ P and k ∈ N.
Then, for σ > 12 and κ ∈ R,∫
K2pi/l
|Lσ(y)|2κ dτ =
∣∣∣∣∣∣
m∏
j=1
(
1− αj(p)
pσ
)−2κ∣∣∣∣∣∣ ·
∑
n∈N
p-n
|aκ(n)|2
n2σ
and ∫
K2pi/l
Lσ(y)
κ dτ = aκ(1) ·
m∏
j=1
(
1− αj(p)
pσ
)−κ
,
where the aκ(n) denote the Dirichlet series coefficients of Lκ and αj(p) the local roots of
the polynomial Euler product of L.
Proof. By the definition of K2pi/l, we get that χlog p(y) = 1 for y ∈ K2pi/l. Hence, due to
the Euler product representation, we write
Lσ(y) =
m∏
j=1
(
1− αj(p)
pσ
)−1
·
∑
n∈N
p-n
a(n)χlogn(y)
nσ
, σ > 1
where the a(n) denote the Dirichlet series coefficients of L. Thus, in particular,
Lκσ(y) =
m∏
j=1
(
1− αj(p)
pσ
)−κ
·
∑
n∈N
p-n
aκ(n)χlogn(y)
nσ
, σ > 1.
By Theorem 6.8 and Plancherel’s theorem, we obtain that
∫
K2pi/l
∣∣∣∣∣∣
m∏
j=1
(
1− αj(p)
pσ
)κ
· Lσ(y)κ
∣∣∣∣∣∣
2
dτ =
∑
n∈N
p-n
|aκ(n)|2
n2σ
, σ > 12 ,
and ∫
K2pi/l
 m∏
j=1
(
1− αj(p)
pσ
)κ
· Lσ(y)κ
 dτ = aκ(1), σ > 12 .
As the factor
∏m
j=1
(
1− αj(p)pσ
)κ
does not depend on y the statement of the lemma
follows.
Chapter 8
The class N and vertical limit
functions
In this section we define the class N (u) with u ∈ [12 , 1). Roughly speaking, the class
N (u) gathers all function which have a Dirichlet series expansion in H 2 and satisfy a
certain normality feature in the half-plane σ > u. In Chapter 9 we shall see that, for
every function L ∈ N (u), its mean-square exists in a certain measure-theoretical sense
on vertical lines in the half-plane σ > u.
8.1 The class N and its elements
In the sequel, we shall work with certain half-strips Qn(α, l) and certain compact rect-
angular regions Rn(α, l). For n ∈ Z and α, l ∈ R with α, l > 0, we define Qn(α, l) ⊂ C
to be the open horizontal half-strip
Qn(α, l) := {σ + it ∈ C : σ > α, (n− 1)l < t < (n+ 2)l}
and Rn(α, l) ⊂ C to be the compact rectangular region
(8.1) Rn(α, l) := {σ + it ∈ C : α ≤ σ ≤ 2, nl ≤ t ≤ (n+ 1)l} .
Furthermore, we set
(8.2) Q(α, l) := Q0(α, l) = {σ + it ∈ C : σ > α, −l < t < 2l} .
and
(8.3) R(α, l) := R0(α, l) := {σ + it ∈ C : α ≤ σ ≤ 2, 0 ≤ t ≤ l} .
For an illustration, we refer to Figure 8.1
Definition of the class N (u). Let u ∈ [12 , 1) and H1 denote the half-plane σ > 1. A
function L : H1 → C belongs to the class N (u) if it satisfies the properties (N.1) and
(N.2) stated below.
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1α
l
2l
3l
4l
2
−l
−2l
u
Q(α, l)
R(α, l)
Figure 8.1: The half-strip Q(α, l) and the compact rectangular set R(α, l).
(N.1) Dirichlet series expansion in H 2. In the half-plane σ > 1, the function L has a
Dirichlet series expansion that is an element of H 2, i.e.
L(s) =
∞∑
n=1
a(n)
ns
, σ > 1.
with coefficients a(n) ∈ C satisfying
∞∑
n=1
|a(n)|2
nσ
<∞ for σ > 1.
(N.2) Analytic continuation and normality. Let Lx, x ∈ K, denote the functions asso-
ciated to L by means of (7.11). For any real numbers α, l and ε with α ∈ (u, 1]
and ε, l > 0, there exists a subset Jε := J(α, l, ε,L) ⊂ N with dens∗Jε > 1− ε such
that the following holds.
(N.2a) For every n ∈ Jε, the function Lnel extends to an analytic function on the
domain Q(α, l).
(N.2b) The family {Lnel}n∈Jε is normal in Q(α, l).
Let L ∈ N (u) with u ∈ [12 , 1). We start with some remarks on the analytic character of
L. By Lemma 7.6 (b), property (N.1) assures that L is analytic in the half-plane σ > 1.
Property (N.2) implies that L can be continued analytically to a larger domain: for
appropriately fixed α, l > 0, let Jε ⊂ N with ε > 0 be the sets defined in (N.2). We set
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I :=
⋃
ε>0 Jε. Then, dens I = 1 and, according to (N.2a), the functions Lnel are analytic
on Q(α, l) for every n ∈ I. From the relation
Lnel(s) = L(s+ inl),
which holds for n ∈ N, l > 0 and s ∈ C, provided that L(s + inl) is well-defined, we
deduce that L can be continued analytically to the domain⋃
n∈I
Qn(α, l) ∪H1.
We proceed with some remarks on the normality feature. Roughly speaking, the nor-
mality feature of L assures that, for σ-almost every x ∈ K, the function Lx appears as
a vertical limit function of L in σ > u; see Section 8.4 for details. Due to this, certain
properties which hold σ-almost surely for Lx, x ∈ K, in the half-plane σ > 12 pass over
to L in a certain measure-theoretical sense in the half-plane σ > u.
According to (N.2b), the families {Lnel}n∈Jε are normal in Q(α, l) for every ε > 0. Note,
however, that the family {Lnel}n∈I with I =
⋃
ε>0 Jε is not necessarily normal in Q(α, l).
The Dirichlet series expansion of L in σ > 1 assures that property (N.2b) is equivalent
to the local boundedness of {Lnel}n∈Jε in Q(α, l). This observation is fundamental for
our further considerations and follows from the next lemma.
Lemma 8.1. Let L : H1 → C be a function which satisfies (N.1). Let α < 1, l > 0
and Q := Q(α, l) be defined by (8.2). Suppose that J ⊂ N is such that, for n ∈ J ,
the functions Lnel are analytic on Q. Then, {Lnel}n∈J is normal in Q if and only if
{Lnel}n∈J is locally bounded in Q.
Proof. If {Lnel}n∈J is locally bounded in Q, then {Lnel}n∈J is normal in Q due to
Montel’s theorem. In order to prove the converse, suppose that {Lnel}n∈J is normal in
Q. In the half-plane σ > 1, L can be written as an absolutely convergent Dirichlet series
L(s) =
∞∑
n=1
a(n)
ns
, σ > 1;
see Lemma 7.6 (a). We set
M :=
∞∑
n=1
|a(n)|
n2
<∞.
By observing that 2 ∈ Q and that
|Lnel(2)| = |L(2 + inl)| ≤M for every n ∈ N,
the local boundedness follows immediately by means of Montel’s theorem (see also the
remark after Theorem A.12 in the appendix).
Sufficient conditions for the normality feature. The following theorem provides
sufficient conditions for a function L with property (N.1) to satisfy the normality feature
(N.2).
Theorem 8.2. Let L : H1 → C be a function which satisfies property (N.1). Let u ∈
[12 , 1) and suppose that L can be continued meromorphically to the half-plane σ > u with
at most finitely many poles. Then, L ∈ N (u) if at least one of the following conditions
is true.
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(a) Boundedness. For every α > u, there is a constant M > 0 such that
|L(s)| ≤M for σ ≥ α.
(b) Existence of the mean-square. The function L has finite growth in σ > u and
satisfies, for every σ > u,
lim sup
T→∞
1
2T
∫ T
−T
|L(σ + it)|2 dt <∞.
(c) a-point density estimate. There exist two distinct points a, b ∈ C such that, for
σ > u, as T →∞,
Na(σ, T ) = Oσ(T ) and Nb(σ, T ) = oσ(T ).
Here, Na(σ, T ) denotes, as usual, the number of a-points ρa = βa + iγa of L with
imaginary part 0 < γa ≤ T and real part βa > σ.
It is an immediate consequence of Montel’s theorem that condition (a) implies that
L ∈ N (u). In fact, condition (a) implies even more. We deduce from (a) that L is
analytic in the half-plane σ > u and that the Dirichlet series representing L converges
uniformly in any half-plane σ ≥ α > u. In particular, we obtain that σunif,L ≤ u, where
σunif,L denotes the abscissa of uniform convergence of the Dirichlet series connected to
L. Most of our subsequent results are trivial in this case. We included condition (a) for
sake of completeness. In the following, however, we shall focus on the more interesting
situation if L ∈ N (u) and u < σunif,L.
It follows essentially from an integrated version of Cauchy’s integral formula (see Titch-
marsh [182, §11.8] or Theorem A.13 in the appendix) that the mean-square condition (b)
is sufficient for L to lie in N (u). In fact, the existence of the mean-square is a standard
tool used in the theory of vertical limit functions of Dirichlet series and appears already
in the works of Bohr; see for example Bohr [14] and Bohr & Jessen [22].
By means of a generalized version of Montel’s fundamental normality test (Theorem
A.17), we deduce that the a-point density estimate (c) implies that L ∈ N (u). As
far as the author knows, except for Lee [113] who derived universality for Hecke L-
functions in σ > 12 by assuming the truth of Selberg’s zero-density hypothesis, condition
(c) or something similar did not appear in the context of vertical limit functions yet. In
particular, condition (c) is one reason why we set up the class N (u) by means of the
normality feature (N.2) and not, as common, by demanding finite growth for L and the
existence of the mean-square value in σ > u.
Conditions (a), (b) and (c) are not completely independent from one another. If L
satisfies (a), then also (b) is true for L. Moreover, if L satisfies (b), we deduce that, for
every a ∈ C and σ > u, as T →∞,
Na(σ, T ) = Oa,σ(T );
see Section 3.4.3. However, (b) does not necessarily imply (c) and the latter not neces-
sarily (b). In Chapter 9, we shall see that (c) implies (b) in a certain measure-theoretical
sense. We shall now start to prove Theorem 8.2
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Proof. We fix arbitrary real numbers l, ε > 0 and α ∈ (u, 1]. Let Q := Q(α, l) be defined
by (8.2).
(a): From condition (a), we deduce immediately that, for every n ∈ N, the functions
Lnel are analytic on Q and that the family F := {Lnel}n∈N is bounded on Q. According
to Montel’s theorem, F is normal in Q. Altogether, as α ∈ (u, 1] and l > 0 were chosen
arbitrarily, we conclude that L satisfies property (N.2).
(b): We follow Tanaka [179, §4] to prove the sufficiency of condition (b). According to
Carlson’s theorem (Theorem 3.9), we have for σ > u
lim
T→∞
1
2T
∫ T
−T
|L(σ + it)|2 dt =
∞∑
n=1
|a(n)|2
n2σ
=: f(σ).
Due to the Ramanujan hypothesis, the Dirichlet series f(σ) is absolutely convergent for
σ > u ≥ 12 . Moreover, f(σ) defines a positive, monotonically decreasing, continuous
function on the interval (u,∞). The bounded convergence theorem assures that
(8.4) lim
T→∞
∫ 2
α
(
1
2T
∫ T
−T
|L(σ + it)|2 dt
)
dσ =
∫ 2
α
f(σ) dσ =: L <∞.
Let R := R(α, l) be defined by (8.3). We set
B(n) :=
∫∫
R
|Lnel(σ + it)|2 dσdt.
By Fubini’s theorem and the identity Lnel(s) = L(s+ inl), we can write
1
2Nl
N∑
n=−N
B(n) =
1
2Nl
∫ 2
α
(∫ Nl
−Nl
|L(σ + it)|2 dt
)
dσ.
Thus, we obtain by (8.4) that
(8.5) lim
N→∞
1
2Nl
N∑
n=−N
B(n) = L
We set L′ := 6L/ε and define
I :=
{
n ∈ N : B(n) ≤ L′} and Ic := N \ I = {n ∈ N : B(n) > L′} .
We deduce from (8.5) that dens∗Ic < ε3 and obtain consequently that dens∗I > 1 − ε3 .
Now, we set
J :=
{
n ∈ N : max{B(n− 1), B(n), B(n+ 1)} ≤ L′} and Jc := N \ J
As dens∗Jc ≤ 3 · dens∗Ic, we get that
dens∗Jc < ε and dens∗J > 1− ε.
We define Q′ to be the rectangular domain which consists of all points that lie in Q but
not in σ ≥ 2, i.e.
Q′ := {σ + it ∈ C : α < σ < 2 ,−l < t < 2l} .
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Then, the construction of the sets J and Q′ assures that, for every n ∈ J ,∫∫
Q′
|Lnel(σ + it)|2 dσdt ≤ 3L′.
This implies that the family {Lnel}n∈J is locally bounded on Q′ (see Theorem A.13).
Moreover, it follows from the Dirichlet series expansion of L in σ > 1 that L is bounded
in the half-plane σ ≥ 32 . Altogether, we obtain that {Lnel}n∈J is locally bounded on Q.
Montel’s theorem implies that {Lnel}n∈J is normal in Q. As α ∈ (u, 1] and l, ε > 0 can
be chosen arbitrarily, we conclude that L satisfies property (N.2)..
(c): For c ∈ C, let Dc(n) denote the number of c-points of Lnel in
R′ := {σ + it ∈ C : σ ≥ α, 0 ≤ t < l} .
According to our assumption, there are two distinct a, b ∈ C and a constant L > 0 such
that
(8.6) lim sup
T→∞
1
T
Na(α, T ) ≤ L and lim sup
T→∞
1
T
Nb(α, T ) = 0.
We set L′ := 3L/ε and define
Ia :=
{
n ∈ N : Da(n) ≤ L′
}
and Ib := {n ∈ N : Db(n) = 0} .
It follows from (8.6) that
dens∗Ia > 1− ε
3
and dens Ib = 1.
Now, let
Ja :=
{
n ∈ N : max{Da(n− 1), Da(n), Da(n+ 1)} ≤ L′
}
and
Jb :=
{
n ∈ N : Db(n− 1) = Db(n) = Db(n+ 1) = 0} ≤ L′
}
.
By a similar argumentation as in (b), we deduce from (8.1) that
dens∗Ja > 1− ε and dens Jb = 1.
As L has only finitely many poles in the half-plane σ > u, we find a positive integer Np
such that, for every n ∈ Jp = N \ {1, ..., N∞}, the function Lnel is analytic in Q.
We set J := Ja ∩ Jb ∩ Jp. Then, by the construction of J , we get that dens∗J > 1 − ε
and that the functions in the family F := {Lnel}n∈J are analytic on Q, omit the value
b on Q and do not assume the value a ∈ C \ {b} at more than L′ points of Q. An
extension of Montel’s fundamental normality test (Theorem A.17 (b)) yields that the
family {Lnel}n∈J is normal in Q. Since α ∈ (u, 1] and l, ε > 0 can be chosen arbitrarily,
we conclude that L satisfies property (N.2).
Basic structure of the class N (u). For distinct u1, u2 ∈ [12 , 1), the classes N (u1) and
N (u2) are related as follows.
Lemma 8.3. Let u1, u2 ∈ [12 , 1) with u1 ≤ u2. Then,
N (u1) ⊂ N (u2).
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In the sequel, we set
N :=
⋃
u∈[ 1
2
,1)
N (u).
Elements of the class N . The class N contains functions from the extended Selberg
class. Suppose that L ∈ S# has degree dL = 0. Then, according to Kaczorowski & Perelli
[94], L is given by a Dirichlet polynomial and we conclude immediately by Theorem 8.2
(a) that
L ∈ N (12).
Now suppose that L ∈ S# has degree dL > 0 and satisfies the Ramanujan hypothesis.
Then, according to Theorem 8.2 (b),
L ∈ N (um) where um := max{12 , σm}
and σm denotes, as usual, the abscissa of bounded mean-square of L. Recall that, for
any L ∈ S# which satisfies the Ramanujan hypothesis and has degree dL > 0,
σm ≤ max{12 , 12 − 1dL } < 1.
If L ∈ S satisfies the Lindelöf hypothesis or the Riemann hypothesis, we know that
σm ≤ 12 ; see Section 3.4.3 for details. In particular, the truth of the Grand Lindelöf
hypothesis or the Grand Riemann hypothesis implies that S ⊂ N (12). However, we
would like to stress that a given function L ∈ S does not necessarily have to satisfy
the Lindelöf hypothesis or the Riemann hypothesis necessarily, in order to lie in N (12).
According to Theorem 8.2 (b) and (c), it is sufficient that L ∈ S fulfills the weaker
condition σm ≤ 12 or the density estimates
Na(σ, T ) = Oσ(T ) and N0(σ, T ) = oσ(T ),
for every σ > 12 and a particular a ∈ C \ {0}, as T →∞.
Besides, the class N contains many functions that do not lie in S# at all. Dirichlet
L-functions attached to non-primitive characters, for example, lie in N (12), but they are
not contained in S# as they lack an appropriate functional equation. Note further that
a function L ∈ N does not necessarily extend to a meromorphic function on the whole
complex plane. In the next lemma we shall see that, if L lies in N (u) and its Dirichlet
series expansion satisfies the Ramanujan hypothesis, then many functions related to L
are also elements of N (u).
Lemma 8.4. Let u ∈ [12 , 1). Suppose that L,L1, ...,Ln ∈ N (u) and that the Dirichlet
series expansions of L,L1, ...,Ln satisfy the Ramanujan hypothesis, respectively. Then,
(a) L1 + ...+ Ln ∈ N (u).
(b) L1 · · · Ln ∈ N (u).
(c) Lk ∈ N (u) for any k ∈ N0.
(d) L(`) ∈ N (u) for any ` ∈ N0.
Proof. Let k, ` ∈ N0, u ∈ [12 , 1) and L,L1, ...,Ln ∈ N (u). We observe the following:
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(i) In the half-plane σ > 1, the functions L,L1, ...,Ln are given by a Dirichlet series
which satisfies the Ramanujan hypothesis. It follows from Theorems 6.3 and 6.5
that, in the half-plane σ > 1, each of the functions
∑n
j=1 Lj ,
∏n
j=1 Lj , Lk and L(`)
is also given by a Dirichlet series which satisfies the Ramanujan hypothesis; thus,
in particular by a Dirichlet series that is an element of H 2.
(ii) If the functions L,L1, ...,Ln are analytic on a domain Q ⊂ C, then the functions∑n
j=1 Lj ,
∏n
j=1 Lj , Lk and L(`) are also analytic on Q.
(iii) Suppose that the families F ,F1, ...,Fn of analytic functions on a domain Q ⊂ C
are locally bounded on Q. Then, we deduce immediately that the families
F+ :=
{∑n
j=1 fj : fj ∈ Fj
}
, F× :=
{∏n
j=1 fj : fj ∈ Fj
}
,
Fk :=
{
fk : f ∈ F
}
and F (`) :=
{
f (`) : f ∈ F
}
are also locally bounded on Q. Here, the statement for F (`) follows from Cauchy’s
integral formula.
(iv) Let ε > 0 and J1, ..., Jn ⊂ N with dens∗J1, ...,dens∗Jn > 1− ε. Then,
dens∗ (J1 ∩ ... ∩ Jn) > 1− nε.
The statement of the lemma follows from (i)-(iv), the definition of N (u) and Lemma
8.1.
In fact, Lemma 8.4 was another motivation for us to define the class N (u) by the nor-
mality feature (N.2) and not by the mean-square condition of Theorem 8.2 (b): we
know that the Riemann zeta-function is an element of N (12) and satisfies the Ramanujan
hypothesis. By means of Lemma 8.4 (c), we conclude immediately, that
ζk ∈ N (12) for k ∈ N.
However, as ζk is an element of the Selberg class of degree k, we only know for σ >
max{12 , 1− 1k}, that
lim sup
T→∞
1
2T
∫ T
−T
∣∣∣ζk(σ + it)∣∣∣2 dt <∞.
Thus, we would only get ζk ∈ N (max{12 , 1− 1k}) for k ∈ N, if we replace the normality
feature (N.2) in the definition of N (u) by the mean-square condition of Theorem 8.2 (b).
Let ζK be the Dedekind zeta-function of an abelian number field K. Then, ζK can
be written as a finite product of Dirichlet L-functions; see for example Neukirch [144,
Chapt. VII, §5]. As every Dirichlet L-functions is an element of N (12) and satisfies the
Ramanujan hypothesis, we deduce from Lemma 8.4 (b) that
ζK ∈ N (12).
We mention a further implication of Lemma 8.4. Let u ∈ [12 , 1) and L ∈ N (u). Suppose
that L has Dirichlet series expansion
L(s) =
∞∑
n=1
a(n)
ns
, σ > 1.
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Then, it follows from Lemma 8.4 (a) that, for N ∈ N, the function fN defined by
fN (s) := L(s)−
N∑
n=1
a(n)
ns
, σ > 1,
lies also in N (u).
We conclude with a possible extension of Lemma 8.4 which we postpone to future works.
Let u ∈ [12 , 1) and L ∈ N (u). Further, let H(H1) denote the set of all analytic functions
in the half-plane σ > 1. Is there a nice way to describe axiomatically the set of all
operators T : H(H1)→ H(H1) for which T (L) ∈ N (u).
8.2 Normal families related to a function of the class N
In this section we discuss fundamental properties of the families {Lnel}n∈Jε related to
L ∈ N (u) by means of the normality feature (N.2). Several ideas that we use appear
in Tanaka [179] and in a slightly different language in the theory of probabilistic limit
theorems, see for example Laurinčikas [111]. It is our claim to rely strictly on the
normality feature (N.2) in our argumentation and not to use the mean-square condition
of Theorem 8.2 directly. We shall need the following lemmas to establish our main
theorem in Chapter 9.
Lemma 8.5. Let u ∈ [12 , 1) and L ∈ N (u). Let α ∈ (u, 1], l > 0 and Q := Q(α, l) be
defined by (8.2). Further, let J ⊂ N.
(a) Suppose that d∗ := dens∗J > 0. Then, for every ε > 0, there is a subset Iε ⊂ J
with dens∗Iε > d∗−ε such that the functions Lnel are analytic on Q for n ∈ Iε and
the family {Lnel}n∈Iε is normal in Q.
(b) Suppose that d∗ := dens∗J > 0. Then, for every ε > 0, there is a subset Iε ⊂ J
with dens∗Iε > d∗−ε such that the functions Lnel are analytic on Q for n ∈ Iε and
the family {Lnel}n∈Iε is normal in Q.
Proof. Suppose that J ⊂ N. Let ε > 0. Then, due to the normality feature of L, we find
a subset Jε ⊂ N with dens∗Jε > 1− ε such that the functions Lnel are analytic on Q for
n ∈ Jε and the family {Lnel}n∈Jε is normal in Q. We set Iε := J ∩ Jε. Suppose that
d∗ > 0. Then, we find immediately that
dens∗Iε ≥ 1− dens∗(N \ Iε) > d∗ − ε.
Suppose that d∗ < 0. In view of
d∗ ≤ dens∗Iε + dens∗(J ∩ (N \ Jε)) ≤ dens∗Iε + (1− dens∗Jε)
it follows that
dens∗Iε > d∗ − ε.
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The next lemma reflects the fact that a family {Lnel}n∈J is normal on a set Q(α, l) if
and only if {Lnel}n∈J is locally bounded on Q(α, l); see Lemma 8.1.
Lemma 8.6. Let u ∈ [12 , 1) and L ∈ N (u). Let α ∈ (u, 1], l > 0 and Q := Q(α, l) be de-
fined by (8.2). Let R be a compact subset of Q. For M > 0, let J(M) := J(M, l, α,R,L)
be the set of all n ∈ N that satisfy the following properties:
(i) The function Lnel is analytic on Q.
(ii) The inequality maxs∈R |Lnel(s)| ≤M holds.
Then, for any ε > 0, there exists a constant Mε > 0 such that
dens∗J(Mε) > 1− ε.
Proof. The normality feature of L assures that, for any ε > 0, we find a subset Jε ⊂ N
with dens∗Jε > 1 − ε such that, for n ∈ Jε, the functions Lnel are analytic on Q and,
additionally, the family {Lnel}n∈Jε is normal in Q. According to Lemma 8.1, the family
{Lnel}n∈Jε is locally bounded on Q. AsR is a compact subset of Q, there exist a constant
Mε > 0 such that
max
s∈R
|Lnl(s)| ≤Mε for n ∈ Jε.
Thus, the statement of the lemma follows by setting J(Mε) := Jε.
For functions which satisfy the mean-square condition of Theorem 8.2 (b), the statement
of Lemma 8.6 was essentially already known to Bohr (see for example Bohr [16]) and
can also be found in Tanaka [179, Lemma 4.1]. Our motivation was to work out that the
statement of Lemma 8.6 does not only hold for functions which satisfy the mean-square
condition but in general for those which satisfy the normality feature (N.2); thus, for
example, for functions which satisfy the a-density estimate of Theorem 8.2 (c).
In the subsequent lemma, we gather important properties of a family {Lnel}n∈J if it is
normal in a certain half-strip.
For a subset J ⊂ N and a fixed l > 0, let E(J) ⊂ K2pi/l denote from now on the closure
of the set {nel : n ∈ J}, with repsect to the topology of K2pi/l.
Lemma 8.7. Let u ∈ [12 , 1) and L ∈ N (u). Let `, l > 0, α ∈ (u, 1] and Q := Q(α, `)
be defined by (8.2). Let the set H(Q) of all analytic functions on Q be endowed with the
topology of uniform convergence on compact subsets of Q. Suppose that J is a subset of
N such that the functions Lnel are analytic on Q for n ∈ J and, additionally, the family
{Lnel}n∈J is normal in Q. Then, the following statements are true.
(a) For every y ∈ E(J), the function Ly is analytic on Q. Moreover,
{Lnel : n ∈ J} = {Ly : y ∈ E(J)} ⊂ H(Q),
where we regard {Lnel : n ∈ J} and {Ly : y ∈ E(J)} as subsets of H(Q) and take
the closure of {Lnel : n ∈ J} with respect to the topology of H(Q) chosen above.
(b) The function L : (s, y) 7→ Ly(s) is continuous on Q× E(J).
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(c) Let R be a compact subset of Q and suppose that there are constants m,M > 0
such that
m ≤ max
s∈R
|Lnel(s)| ≤M for every n ∈ J.
Then,
m ≤ max
s∈R
|Ly(s)| ≤M for every y ∈ E(J).
(d) Let R be a compact subset of Q and suppose that, for every n ∈ J , the function
Lnel has at least one zero in R. Then, for every y ∈ E(J), the function Ly has at
least one zero in R.
Proof. (a): Let y ∈ E(J). Then, according to Lemma 7.6 (b) and property (N.1) of L,
the function Ly is analytic on the intersection Q(1, l) of the domain Q with the half-plane
σ > 1. Moreover, due to the definition of E(J), we find natural numbers nk ∈ J , indexed
by k ∈ N, such that the sequence (nkel)k converges to y, with respect to the topology of
K2pi/l. According to Lemma 7.5 (b) and Lemma 7.6 (a), the function
L : (s, y′) 7→ Ly′(s)
is continuous on Q(1, l)×K2pi/l. Thus, for every s ∈ Q(1, l), we have
lim
k→∞
Lnkel(s) = lim
k→∞
L(s, nkel) = L(s, y) = Ly(s).
Since the family F := {Lnel}n∈J is normal in Q(α, l), there exists a subsequence of
(Lnkel)k which converges locally uniformly on Q(α, l) to a function f ∈ H(Q). It follows
from the uniqueness of the limit function that f is the analytic continuation of Ly to
Q(α, l). We have proved that Ly is analytic on Q and that
{Ly : y ∈ E(J)} ⊂ {Lnel : n ∈ J}.
Now, suppose that the natural numbers nk ∈ J are chosen such that the sequence
(Lnkel)k converges locally uniformly on Q to a function f ∈ H(Q). We note that the set
E(J) ⊂ K2pi/l is compact. Thus, we find a subsequence of (nkel)k which converges to a
certain element y ∈ E(J). By the continuity of L : (s, y′) 7→ Ly′(s) on Q(1, l) ×K2pi/l,
we obtain that
f(s) = Ly(s) for s ∈ Q(1, l).
The uniqueness of the limit function implies that f is the analytic continuation of Ly to
Q(α, l). This proves that
{Lnel : n ∈ J} ⊂ {Ly : y ∈ E(J)}.
(b): Let (s0, y0) ∈ Q × E(J) and (sk, yk)k be a sequence of points (sk, yk) ∈ Q × E(J)
with
lim
k→∞
(sk, yk) = (s0, y0).
We choose an arbitrary ε > 0. It follows from (a) that the function Ly0 is analytic and,
thus, continuous on Q. Hence, we find a disc Dδ(s0) with δ > 0 such that
Dδ(s0) ⊂ Q
146 Chapter 8. The class N and vertical limit functions
and
(8.7) |Ly0(s)− Ly0(s0)| <
ε
2
for s ∈ Dδ(s0).
Statement (a) together with Lemma 8.1 implies that the family {Ly}y∈E(J) is locally
bounded on Q and, in particular, normal in Q. Similarly as in the proof of statement
(a), we deduce from the continuity of L in Q(1, l) × E(J), that the sequence (Lyk)k
converges locally uniformly on Q to Ly0 . Hence, for sufficiently large k,
(8.8) |Lyk(s)− Ly0(s)| <
ε
2
for s ∈ Dδ(s0).
By combining (8.7) and (8.8), we obtain that, for sufficiently large k,
|L(sk, yk)− L(s0, y0)| < ε.
The assertion follows.
(c): Statement (c) follows directly from (a).
(d): Statement (d) follows from (a) by means of the theorem of Hurwitz (Theorem A.10).
8.3 The class N and a polynomial Euler product represen-
tation
In this section we suppose that L ∈ N (u) satisfies the Ramanujan hypothesis and can be
written as a polynomial Euler product of the form (6.9). We proceed to investigate the
properties of the families {Lnel}n∈Jε attached to L ∈ N (u) by means of the normality
feature (N.2). Our main aim of this section is to establish Lemma 8.10 which states,
roughly speaking, that the Ramanujan hypothesis together with a polynomial Euler
product representation for L ∈ N (u) implies that also logL and Lκ with κ ∈ R are
elements of N (u).
If L ∈ N (u) satisfies the Ramanujan hypothesis and has a polynomial Euler product
representation in σ > 1, then L is free of zeros in σ > 1. The next lemma states that
possible zeros of L in the strip u < σ ≤ 1 cannot lie too dense. For functions L ∈ N (u)
which satisfy the mean-square condition of Theorem 8.2 (b), the following lemma is
well-known and can be found in a slightly modified version for the peculiar case of the
Riemann zeta-function, for example, in the paper of Tanaka [179, Proposition 2.1].
Lemma 8.8. Let u ∈ [12 , 1) and L ∈ N (u). Suppose that L satisfies the Ramanujan
hypothesis and can be written as a polynomial Euler product in σ > 1. Let α ∈ [u, 1),
l > 0 and R be a compact subset of the half-strip Q := Q(α, l) defined by (8.2). Then,
there exists a subset Jzf := Jzf (α, l,R,L) ⊂ N with the following properties:
(i) Lnel is analytic in Q for n ∈ Jzf .
(ii) Lnel non-vanishing in R for n ∈ Jzf .
(iii) The set Jzf has density dens Jzf = 1.
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Proof. According to the normality feature of L, we find a subset J ⊂ N with dens J = 1
such that Lnel is analytic on Q for n ∈ J . Suppose that there is a subset Jczf ⊂ J with
d := dens∗Jczf > 0 such that, for every n ∈ Jczf , the function Lnel has at least one zero
in R ⊂ Q. We choose 0 < ε < d. Then, according to Lemma 8.5, there is a subset
Iε ⊂ Jzf with dens∗ > 1 − ε such that the family {Lnel}n∈Iε is normal in Q. It follows
from Lemma 8.7 (d) that every function of the family {Ly}y∈E(Iε) is analytic on Q and
has at least one zero in R. Moreover, due to Lemma 7.2, we have
(8.9) τ (E(Iε)) ≥ d− ε > 0.
Since R is a compact subset of Q, we find an open set Q′ with
R ⊂ Q′ and Q′ ⊂ Q.
Moreover, due to the relation
Ly+eτ (s) = Ly(s+ iτ),
there exists an interval I ⊂ [0, l) of positive Lebesgue measure such that, for (y, u) ∈
E(Iε)× I, the function Ly+eu is analytic on Q′ and has at least one zero in Q′. By our
identification of K2pi/l × [0, l) with K, this and (8.9) imply that there is a subset G ⊂ K
with σ(G) > 0 such that, for x ∈ G, the function Lx is analytic on Q′ and has zeros in
Q′. This is in contradiction to statement (f) of Theorem 7.7. Thus, dens Jczf = 0 and,
consequently, dens Jzf = 1.
The next lemma deals with the reciprocals L−1nel of the functions Lnel attached to L.
Lemma 8.9. Let u ∈ [12 , 1) and L ∈ N (u). Suppose that L satisfies the Ramanujan
hypothesis and can be written as a polynomial Euler product in σ > 1. Let α ∈ [u, 1),
l > 0 and Q := Q(α, l) be defined by (8.2). Then, for any ε > 0, there exists a subset
Jε ⊂ N with dens∗Jε > 1 − ε such that the functions L−1nel are analytic in Q for n ∈ Jε
and the family {Lnel}n∈Jε is locally bounded in Q.
Proof. Due to the polynomial Euler product and the Dirichlet series representation of L
in σ > 1, the functions Lnel are analytic and non-vanishing in σ > 1 for every n ∈ N; see
Theorem 6.8. Moreover, for any σ0 > 1, we find a constant M ≥ 1 such that, for every
n ∈ N,
(8.10) |Lnel(σ + it)| ≥
1
M
and |Lnel(σ + it)| ≤M for σ ≥ σ0.
We choose α∗ ∈ (u, 1] with α∗ < α and set Q∗ := Q(α∗, l). Furthermore, let Q′ denote
the half-strip
Q′ := Q(α, 34 l) ⊂ Q∗
and R′ its closure, i.e.
R′ = {σ + it ∈ C : σ ≥ α, −34 l ≤ t ≤ 32 l} ⊂ Q∗.
It follows from Lemma 8.5, Lemma 8.8 and (8.10) that, for any ε > 0, there exist a
subset Iε ⊂ N with dens∗Iε > 1− ε3 such that the following holds:
(i) For n ∈ Iε, the functions Lnel are analytic in Q∗ and non-vanishing in R′ ⊂ Q∗.
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(ii) The family {Lnel}n∈Iε is normal in Q∗.
From (i) we deduce immediately that the functions L−1nel are analytic on the domain Q
′
for n ∈ Iε.
Moreover, the observation (8.10) implies that the family {Lnel}n∈Iε contains no sequence
that converges locally uniformly on Q′ to f ≡ 0. With respect to this, it follows from the
theorem of Hurwitz and the non-vanishing property (i) that, for every compact subset
K ⊂ Q′, we find a constant M > 0 such that
min
s∈K
|Lnel(s)| ≥
1
M
.
Hence, the family {L−1nel}n∈Iε is locally bounded in Q′. Let Jε be the set of all n ∈ Iε for
which {n− 1, n, n+ 1} ⊂ Iε. It is easy to show that dens∗Jε > 1− ε and that Jε fulfills
the assertions of the lemma.
From Lemma 8.9 we derive that, if L ∈ N (u) has a polynomial Euler product represen-
tation in σ > 1, many functions related to L lie also in N (u), in addition to the ones
provided by Lemma 8.4.
Lemma 8.10. Let u ∈ [12 , 1) and L ∈ N (u). Suppose that L satisfies the Ramanujan
hypothesis and can be written as a polynomial Euler product in σ > 1. Then,
(a) Lκ ∈ N (u) for any κ ∈ R.
(b) logL ∈ N (u).
(b) L′/L ∈ N (u).
Proof. Let κ ∈ R, u ∈ [12 , 1) and L ∈ N (u). We observe the following:
(i) In the half-plane σ > 1, the function L is given by a Dirichlet series which satisfies
the Ramanujan hypothesis and can be written as a polynomial Euler product. It
follows from Theorem 6.8, 6.6 and 6.7 that, in the half-plane σ > 1, the functions
Lκ, logL and L′/L are also given by Dirichlet series which satisfy the Ramanujan
hypothesis and, thus, lie in H 2.
(ii) Let α ∈ [u, 1), l, ε > 0 and Q := Q(α, l). For n ∈ N, we define logLnel by
logLnel(s) := logL(s+ inl), σ > 1.
This choice assures that, uniformly for n ∈ N,
(8.11) lim
σ→∞ logLnel(σ) = 0.
Lemma 8.9 implies that, for any ε > 0, there is a set Jε ⊂ N with dens∗Jε > 1− ε
such that, for every n ∈ J , the functions logLnel , Lκnel and L′nel/Lnel are well-
defined and analytic on Q and such that the families
Flog := {logLnel}n∈Jε , Fκ :=
{
Lκnel
}
n∈Jε
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and
FL′/L :=
{
L′nel
Lnel
}
n∈Jε
are locally bounded on Q. Note that the local boundedness of Flog can be deduced
from the local boundedness of {Lnel}n∈Jε on Q by means of (8.11) and the Borel-
Carathédory theorem; see Titchmarsch [181, §5.5].
The statement of the lemma follows from (i), (ii) and the definition of N (u).
We know that the Riemann zeta-function is an element of N (12). By means of Lemma
8.10 we obtain that also its logarithm log ζ, its logarithmic derivative ζ ′/ζ and its κ-th
power ζκ with any κ ∈ R lie in N (12).
8.4 Vertical limit functions
Let L ∈ N (u) with u ∈ [12 , ). By our considerations of the preceeding section, we find
that, for σ-almost every x ∈ K, the function Lx occurs as a vertical limit functions of L
in σ > u.
Corollary 8.11. Let u ∈ [12 , 1) and L ∈ N (u). Let α ∈ (u, 1], l > 0 and Q := Q(α, l)
be defined by (8.2). Then, there is a subset G ⊂ K with σ(G) = 1 and a subset A ⊂ R+
such that
(a) {Lx : x ∈ G} ⊂ {Leτ : τ ∈ A} ⊂ H(Q)
Moreover, there is a subset E ⊂ K with τ (E) = 1 and a subset J ⊂ N such that
(b) {Ly : y ∈ K2pi/l} ⊂ {Lnel : n ∈ J} ⊂ H(Q).
Here, H(Q) denotes the set of analytic functions on Q and the closures above are taken
with respect to the topology of uniform convergence on compact subsets of Q.
If L satisfies the Ramanujan hypothesis and the mean-square condition of Theorem 8.2
(b) in σ > u, the statement of the lemma is well-known both for L and several functions
related to L; for example for Lk with k ∈ N, L(`) with ` ∈ N and, if L has a polynomial
Euler product, also for logL and L−1. By the definition of the normality feature, it
is natural that the statement persists for all functions in N (u). Here, as far as the
author knows, it may be considered as new that the statement of Corollary 8.11 holds
for functions L which satisfy the a-point density estimate of Theorem 8.2 (c).
Proof of Corollary 8.11. Statement (a) follows directly from Lemma 7.2, Lemma 8.5 and
Lemma 8.7 (a). Statement (b) follows from (a) by observing that we can identify every
x ∈ K with an element (y, u) ∈ K2pi/l × [0, l).

Chapter 9
Discrete and continuous moments
9.1 An extension of a theorem due to Tanaka to the class
N (u)
In this chapter we extend a result of Tanaka [179], which he obtained for the Riemann
zeta-function, to functions in the class N . Building on the preliminary works of the
preceeding sections, we strongly rely on his methods and ideas to prove our result.
We introduce the following notation. For a given l > 0, a set A ⊂ [1,∞) is said to be an
l-set of density zero if there exists a subset J ⊂ N with dens J = 0 such that
A =
⋃
n∈J
[nl, (n+ 1)l).
It is easy to see that an l-set A of density zero satisfies
lim
T→∞
1
T
∫ T
1
1A(t) dt = 0 and lim
T→∞
1
T
∫ T
1
1Ac(t) dt = 1,
where 1X denotes the indicator function of a set X ⊂ R and Xc := R\X its complement.
Let u ∈ [12 , 1) and L ∈ N (u). Further, let p : C → C be a continuous function with
p(z)  |z|2, as |z| → ∞. We shall establish asymptotic formulas for moments of the
form
1
T
∫ T
1
p (L(σ + it))1Ac(t) dt, σ > u, as T →∞,
where we omit a certain l-set A ⊂ [1,∞) of density zero from the path of integration.
Moreover, for l > 0, we shall derive asymptotic formulas for discrete moments of the
form
1
N
N∑
n=1
p (L(σ + iλ+ inl))1Ac(nl), σ > u, 0 ≤ λ ≤ l, as N →∞,
where we neglect, by the definition of A, a certain set J ⊂ N of density zero in the
summation.
The next theorem is the main theorem of Part II of this thesis.
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Theorem 9.1. Let u ∈ [12 , 1). Let (Lj , pj)j be a sequence of pairs which consist of a
function Lj ∈ N (u) and a continuous function pj : C→ C satisfying
(C) pj(z)j |z|2, as |z| → ∞.
Let Lj denote the extension of Lj to C×K defined by (7.12). Then, for any α ∈ (u, 1]
and l > 0, there exist an l-set A ⊂ [1,∞) of density zero and a sequence (Nj)j of positive
integers such that the following holds:
(i) For every j ∈ N, as T →∞,
1
T
∫ T
Nj
∫ α
2
pj
(Lj(σ + it)) · 1Ac(t) dσ dt = ∫ 2
α
∫
K
pj
(
Lj(σ, x)
)
dσ dσ + oj(1).
(ii) For every j ∈ N, uniformly for α ≤ σ ≤ 2, as T →∞,
1
T
∫ T
Nj
pj
(Lj(σ + it)) · 1Ac(t) dt = ∫
K
pj
(
Lj(σ, x)
)
dσ + oj(1).
(iii) Suppose that l /∈ ΓP := {2pik(log nm)−1 : k, n,m ∈ N, n 6= m}. Then, for every
j ∈ N, uniformly for α ≤ σ ≤ 2 and 0 ≤ λ ≤ l, as N →∞,
1
N
N∑
n=Nj
pj
(Lj(σ + iλ+ inl)) · 1Ac(nl) = ∫
K2pi/l
pj
(
Lj(σ, x)
)
dτ + oj(1).
Tanaka established statement (ii) of Theorem 9.1 for the Riemann zeta-function ζ, its
κ-th power ζκ, κ ∈ R, with the special choices of p given by p(z) = z and p(z) = |z|2.
We extend Tanaka’s result to the quite general class N . Moreover, we provide with (i)
and (ii) an integrated and a discrete version of (ii). Some remarks to Theorem 9.1 are
in order:
1. Suppose that L ∈ N (u) has Dirichlet expansion
L(s) =
∞∑
n=1
a(n)
ns
, σ > 1
and that l /∈ ΓP = {2pik(log nm)−1 : k, n,m ∈ N}. Then, it follows from our
considerations in Section 7.4, in particular from the identities (7.14) and (7.15),
that ∫
K2pi/l
|L(σ, y)|2 dτ =
∫
K
|L(σ, x)|2 dσ =
∞∑
n=1
|a(n)|2
n2σ
, σ > u,
and ∫
K2pi/l
L(σ, y) dτ =
∫
K
L(σ, x) dσ = a(1), σ > u.
2. The proof of Theorem 9.1 shall show that statement (iii) remains valid for l ∈ ΓP ,
if the function defined by
f(σ) =
∫
K2pi/l
∣∣Lj(σ, x)∣∣2 dτ
is continuous for σ > u. The results of Reich [155] and Lemma 7.8 assert that this
is the case, if L ∈ N (u) has a polynomial Euler product representation.
Chapter 9. Discrete and continuous moments to the right of the critical line 153
3. Let Lj , u, pj , Nj and A be as in Theorem 9.1. Let Ac denote the closure of
Ac = R \A. If Lj is analytic in the region{
s ∈ C : u < σ ≤ 2, t ∈ Ac ∩ [0, Nj ]
}
,
then the limits in (i), (ii) and (iii) are not affected by replacing Nj by 1.
4. The statements of Theorem 9.1 can be formulated in an analogous manner for the
lower half-plane: there exists an l-set A ⊂ [−1,−∞) of density zero and a sequence
of negative integers (Nj)j such that the statement (i)-(iii) hold as T → −∞.
5. By a diagonal argument (see Tanaka [179, §5]), similarly to the one that we shall
use in the last step of our proof, we find a common l-set A of density zero in
Theorem 9.1 such that the limits of statements (i)-(iii) hold for every σ > u. In
this case, however, we loose the uniformity in σ, resp. the uniformity in σ and λ.
6. In the half-plane where the Dirichlet series expansion of L ∈ N converges uniformly,
the statements (i)-(iii) hold trivially for L with A = ∅. This follows essentially from
its almost periodic behaviour. Thus, the statements of Theorem 9.1 are especially
of interest if α is less than the abscissa of uniform convergence σu of L or if the
exact value of σu is not known. We recall here the difficulties to determine σu for
functions in the extended Selberg class; see Section 3.4.1.
7. In the mean-square half-plane σ > σm of L ∈ N , i.e. in the half-plane where the
classical continuous mean-square of L is bounded, statement (ii) of Theorem 9.1
holds trivially with A = ∅ and p(z) = |z|2, due to Carlson’s theorem (Theorem
3.9); for any other admissible choice of p the limit superior of the left-hand side of
(ii) is at least bounded. By the dominate convergence theorem, the same applies to
(i). Additionally, in the half-plane σ > σm, there are methods available that allow
to establish asymptotic expansions for discrete mean-values in (iii) with A = ∅;
see, for example, Montgomery [140, Chapt. 1], Reich [155] and Good [60]. Thus,
statements (i)-(iii) are especially of interest if α < σm or if the exact value of σm
is not known.
8. Tanaka’s method is strongly related to a method of Reich [155]. For functions
L with polynomial Euler product representation of order two, Reich showed that
the discrete and continuous mean-square value of L coincide in its mean-square
half-plane, provided that l /∈ ΓP , i.e., for l /∈ ΓP , σ > σm,
lim
N→∞
1
N
N∑
n=1
|L(σ + inl)|2 = lim
T→∞
1
T
∫ T
0
|L(σ + it)|2 dt =
∞∑
n=1
|a(n)|2
n2σ
.
Reich derived also asymptotic expansions for the case l ∈ ΓP . Reich relied on a
uniform distribution result and the existence of the classical continuous square-
mean of L. By loss of a set of density zero, Tanaka used the uniqueness of the
ergodic system (K2pi/l, Tt) and, instead of working with the continuous mean-square
value directly, relied on a property of L which we revealed as the normality feature
(N.2) in Section 8.1.
9. By definition, an l-set A ⊂ [1,∞) of density zero satisfies
1
T
∫ ∞
1
1Ac(t) dt = o(1), as T →∞.
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It would be interesting if the statements of Theorem 9.1 are also true for l-sets A
whose density can be bounded asymptotically in a better way than above. Here,
however, some additional reasoning seems to be necessary.
We state some immediate corollaries of Theorem 9.1.
Corollary 9.2. Let u ∈ [12 , 1) and L ∈ N (u). Suppose that the Dirichlet series expansion
of L satisfies the Ramanujan hypothesis. Let α ∈ (u, 1] and l > 0. Then, there exist an
l-set A ⊂ [1,∞) of density zero such that, for every k ∈ N and uniformly for σ ∈ [α, 2],
lim
T→∞
1
T
∫ T
1
|L(σ + it)|2k 1Ac(t) dt =
∞∑
n=1
|ak(n)|2
n2σ
and
lim
T→∞
1
T
∫ T
1
Lk(σ + it) 1Ac(t) dt = ak(1),
where the ak(n) denote the coefficients of the Dirichlet series expansion of Lk. If L can
be written additionally as a polynomial Euler product in σ > 1, then we find an l-set
A ⊂ [1,∞) of density zero such that, for every k ∈ N, uniformly for σ ∈ [α, 2],
(9.1) lim
T→∞
1
T
∫ T
1
|L(σ + it)|−2k 1Ac(t) dt =
∞∑
n=1
|a−k(n)|2
n2σ
,
(9.2) lim
T→∞
1
T
∫ T
1
|logL(σ + it)|2 1Ac(t) dt =
∞∑
n=1
|alogL(n)|2
n2σ
and
(9.3) lim
T→∞
1
T
∫ T
1
∣∣∣∣L′(σ + it)L(σ + it)
∣∣∣∣2 1Ac(t) dt = ∞∑
n=1
|ΛL(n)|2
n2σ
,
where the a−k(n), alogL(n) and ΛL(n) denote the coefficients of the Dirichlet series
expansion of L−k, logL and L′/L, respectively.
Proof. According to Lemma 8.4, we have that Lk ∈ N (u) for any k ∈ N. It follows
from Lemma 8.10 that L−k with k ∈ N, logL and L′/L are elements of N (u), if L can
be written additionally as a polynomial Euler product in σ > 1. The statement follows
directly from Theorem 9.1 by respecting Remark 1 and 3 stated after Theorem 9.1.
Let L ∈ S have positive degree dL. The function L satisfies the Lindelöf hypothesis if
and only if, for every σ > 12 and k ∈ N,
(9.4) lim
T→∞
1
2T
∫ T
−T
|L(σ + it)|2k dt =
∞∑
n=1
|ak(n)|2
n2σ
,
where the ak(n) denote the Dirichlet series coefficients of Lk. This follows essentially
from classical methods due to Hardy & Littlewood [69], who settled the case of the
Riemann zeta-function; see also Steuding [175, Chapt. 6]. For given k ∈ N, we know so
far only for
(9.5) σ > max{12 , 1− 1kdL }
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that (9.4) is true; see Section 3.4.3 for details. Let L1, ...,Ln be primitive functions in
the Selberg class of degree dL1 , ..., dLn such that
L = L1 · · · · · Ln.
We set d∗L = max{dL1 , ..., dLn}. We deduce from Lemma 8.4 and Theorem 8.2 (b) that
L ∈ N (max{12 , 1− 1d∗L }).
By Theorem 9.1 and Remark 5 after Theorem 9.1, we know that, for any l > 0, there is
an l-set A ⊂ [1,∞) of density zero such that, for every k ∈ N and σ > max{12 , 1− 1d∗L },
lim
T→∞
1
T
∫ T
1
|L(σ + it)|2k 1Ac(t) dt =
∞∑
n=1
|ak(n)|2
n2σ
.
Thus, in a certain measure-theoretical sense, (9.4) is true in the half-plane
σ > max{12 , 1− 1d∗L }.
Let L ∈ S. Due to possible zeros of L in σ > 12 , it is difficult to obtain unconditional
asymptotic expansions for the moments in (9.1), (9.2) and (9.3) with A = ∅. We refer to
Selberg [171] for certain conditional results.
Next, we state a discrete version of Corollary 9.2.
Corollary 9.3. Let u ∈ [12 , 1) and L ∈ N (u). Suppose that the Dirichlet series expansion
of L satisfies the Ramanujan hypothesis. Let α ∈ (u, 1] and l > 0.
(a) If l /∈ ΓP := {2pik(log nm)−1 : k, n,m ∈ N, n 6= m}, then there exist an l-set
A ⊂ [1,∞) of density zero such that, for every k ∈ N, uniformly for σ ∈ [α, 2] and
λ ∈ [0, l],
(9.6) lim
N→∞
1
N
N∑
n=1
∣∣L(σ + iλ+ inl)∣∣2k1Ac(nl) = ∞∑
n=1
|ak(n)|2
n2σ
and
lim
N→∞
1
N
N∑
n=1
L(σ + iλ+ inl)k 1Ac(nl) = ak(1).
(b) Suppose additionally that L can be written as a polynomial Euler product. If l =
2pik/ log p with some k ∈ N and p ∈ P, then there exist an l-set A ⊂ [1,∞) of
density zero such that, for every k ∈ N, uniformly for σ ∈ [α, 2] and λ ∈ [0, l],
lim
N→∞
1
N
N∑
n=1
∣∣L(σ + iλ+ inl)∣∣2k · 1Ac(nl) =
∣∣∣∣∣∣
m∏
j=1
(
1− αj(p)
pσ
)−2k∣∣∣∣∣∣ ·
∑
n∈N
p-n
|ak(n)|2
n2σ
and
lim
N→∞
1
N
N∑
n=1
L(σ + iλ+ inl)k 1Ac(nl) = ak(1) ·
m∏
j=1
(
1− αj(p)
pσ
)−k
.
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Here, the ak(n) denote the coefficient of the Dirichlet series expansion of Lk and αj(p)
the local roots of the polynomial Euler product representation of L.
Proof. The statement follows directly from Lemma 8.4 and Theorem 9.1 (ii) by respecting
the Remarks 1,2,3 and Lemma 7.8.
For certain functions L with polynomial Euler product of order two, Reich [155] proved
that (9.6) holds for k = 2 and A = ∅ in the mean-square half-plane of L. Good [60]
used a different method to establish (9.6) for certain functions in their mean-square
half-plane with A = ∅. Besides a polynomial Euler product of order two, he assumed
additionally the existence of an approximate functional equation and got better bounds
in the asymptotic expansion (9.6) than the ones provided by Reich [155]. Both Reich
[155] and Good [60] studied also the case l ∈ ΓP .
The next corollary shows that the k-th power Lk of a function L ∈ N (u) which satisfies
the Ramanujan hypothesis can be approximated in mean-square by certain Dirichlet
polynomials in σ > u.
Corollary 9.4. Let u ∈ [12 , 1) and L ∈ N (u). Suppose that L satisfies the Lindelöf
hypothesis. Let α ∈ (u, 1] and l > 0. Then, there exist an l-set A ⊂ [1,∞) of density
zero such that, for every k ∈ N,
lim
N→∞
lim
T→∞
1
T
∫ T
1
∫ 2
α
∣∣∣∣∣Lk(σ + it)−
N∑
n=1
ak(n)
nσ+it
∣∣∣∣∣
2
1A(t) dt dσ = 0.
Here, the ak(n) denote the coefficient in the Dirichlet series expansion of Lk.
Proof. Let L ∈ N (u). Then, according to Lemma 8.4, the function defined by
LkN (s) := L(s)−
N∑
n=1
ak(n)
ns
=
∞∑
n=N+1
ak(n)
ns
, σ > 1,
with k,N ∈ N, lies also in N (u). By observing that
lim
N→∞
∞∑
n=N+1
|ak(n)|2
n2σ
= 0, σ >
1
2
,
the assertion can be derived from Theorem 9.1 (a).
In the mean-square half-plane of Lk the statement of Corollary 9.4 can be established
for A = ∅ by standard methods relying on the residue theorem; see for example Steuding
[175, Chapt. 4.4]. We refer here also to Lee [113] who proved that the logarithm of Hecke
L-functions can be approximated by certain Dirichlet polynomials in σ > 12 , under the
assumption of a certain zero-density conjecture.
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9.2 Proof of the main theorem
Auxiliary lemmas
We start with some lemmas.
Lemma 9.5. Let I ⊂ N and (an)n be a sequence of complex numbers such that
lim
N→∞
1
N
∑
n∈I
n≤N
an = a
with some a ∈ C.
(a) Suppose that, for n ∈ N, the quantities an are non-negative real number. Then, the
limit a is real and, for any δ > 0, there exist an integer Nδ ∈ N such that, for every
N ∈ N and every set J ⊂ N with {1, ..., Nδ} ⊂ J , the inequality
1
N
∑
n∈I\J
n≤N
|an| < a+ δ
is true.
(b) Suppose that there is a constant C > 0 such that |an| ≤ C for n ∈ N. Then, for
any subset J ⊂ I with dens J = 0,
lim
N→∞
1
N
∑
n∈I\J
n≤N
an = a.
Proof. The assertions of the lemma follow by standard convergence arguments, respecting
the conditions posed on an and J , respectively.
The next lemma is crucial for the proof of theorem and extends a lemma of Tanaka [179,
Lemma 5.2].
Lemma 9.6. Let u ∈ [12 , 1) and L ∈ N (u). Let L be the function connected to L by
means of (7.10). Furthermore, let α′′, α′, α ∈ (u, 1] with α′′ < α′ < α and l > 0. For
M > 0, let J(M) := J(M, l, α′′,R′,L) ⊂ N be defined as in Lemma 8.6, where we choose
R′ to be the compact rectangular set
R′ := {σ + it ∈ C : α′ ≤ σ ≤ 2, −34 l ≤ t ≤ 32 l} .
Then, either statement (A) or statement (B) is true:
(A) There is a real number M1 ≥ 1 such that τ (E(J(M1))) = 1. In this case, we set
Θ = {1}.
(B) There are real numbers Mk ≥ 1 with k ∈ N such that
τ (E(J(M1))) > 0,
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τ (E(J(Mk))) < τ (E(J(Mk+1))) for k ∈ N
and lim
k→∞
τ (E(J(Mk))) = 1.
In this case, we set Θ = N.
In both cases, the following holds:
(i) Let M0 := 0 and Ik := J(Mk) \ J(Mk−1) for k ∈ Θ. Then, for any j, k ∈ Θ with
j 6= k,
τ (E(Ij) ∩ E(Ik))) = 0.
(ii) Let p : C→ R+0 be a non-negative, continuous function, k ∈ Θ and
Gk := {y + et : (y, t) ∈ E(Ik)× [0, l)} ⊂ K.
Then, for any δ > 0, there exists a finite subset ∆k ⊂ Ik such that, for every
σ ∈ [α, 2], every λ ∈ [0, l], every N ∈ N and every J ⊂ N with ∆k ⊂ J ,
(♠) 1
Nl
∑
n∈Ik\J
n≤N
∫ (n+1)l
nl
∫ 2
α
p
(L(σ + it))dt dσ ≤ ∫ 2
α
∫
Gk
p
(
L(σ, x)
)
dσ dσ + δ,
(♦) 1
Nl
∑
n∈Ik\J
n≤N
∫ (n+1)l
nl
p
(L(σ + it)) dt ≤ ∫
Gk
p
(
L(σ, x)
)
dσ + δ
and
(>)
1
N
∑
n∈Ik\J
n≤N
p
(L(σ + iλ+ inl)) ≤ ∫
E(Ik)
p
(
L(σ, y)
)
dτ + δ.
(iii) Let p : C → C be a continuous function, k ∈ Θ and Gk be defined as above.
Further, let J ⊂ N with dens J = 0. Then, uniformly for σ ∈ [α, 2] and λ ∈ [0, l],
as N →∞,
(♣) 1
Nl
∑
n∈Ik\J
n≤N
∫ l
0
∫ 2
α
p
(L(σ + it)) dt dσ = ∫ 2
α
∫
Gk
p
(
L(σ, x)
)
dσ dσ + o(1),
(O) 1
Nl
∑
n∈Ik\J
n≤N
∫ l
0
p
(L(σ + it)) dt = ∫
Gk
p
(
L(σ, x)
)
dσ + o(1)
and
(×) 1
N
∑
n∈Ik\J
n≤N
p
(L(σ + iλ+ inl)) = ∫
E(Ik)
p
(
L(σ, y)
)
dτ + o(1).
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Proof of Lemma 9.6. We divide the proof into several steps. First we shall figure out
that either statement (A) or statement (B) is true.
The behaviour of τ (E(J(M))) as M →∞. We consider the function F : R+ → [0, 1]
defined by
F (M) := τ (E(J(M))) for M > 0.
It follows from the definition of J(M) that
J(M) ⊂ J(M ′) for 0 < M < M ′
and, consequently, that
E(J(M)) ⊂ E(J(M ′)) for 0 < M < M ′.
This implies that the function F is monotonically increasing. Lemma 8.6 together with
Lemma 7.2 yields that
(9.7) lim
M→∞
F (M) = 1.
If we find a real number M1 > 0 such that
F (M) = 1 for M ≥M1,
then statement (A) is true. Otherwise, if F (M) < 1 for every M > 0, we find, according
to (9.7), a sequence (Mk)k of real numbers Mk ≥ 1 such that
F (M1) > 0, F (Mk) < F (Mk+1) for k ∈ N and lim
k→∞
Mk =∞.
In this case, statement (B) is true. In the following, we focus on situation (B). In fact,
if statement (A) is true, then the assertions (i), (ii) and (iii) follow easily from the
subsequent consideration by just regarding the case k = 1.
Properties of the sets Ik ⊂ N. Since F is a monotonically increasing function, F is
discontinuous in at most countably many points. This observation allows us to adjust
the sequence (Mk)k such that F is continuous at every point Mk with k ∈ N. We set
M0 := 0 and define Ik := J(Mk) \ J(Mk−1) for k ∈ N. Observe that the sets I1, ..., Ik
provide a disjoint decomposition of J(Mk). Moreover, it follows immediately from the
definitions of Ik and J(Mk), that for every n ∈ Ik,
(9.8) Mk−1 ≤ max
s∈R′
|Lnel(s)| ≤Mk.
We deduce from Montel’s theorem and the local boundedness of the functions Lnel ,
n ∈ N, in σ > 1 that the family {Lnel}n∈Ik is normal in the half-strip Q′ := Q(α′, 34 l)
defined by (8.2). The compact set R := R(α, l) defined by (8.3) is a subset both of Q′
and R′. According to Lemma 8.7 (c) and (9.8), this implies that, for every y ∈ E(Ik),
(9.9) Mk−1 ≤ max
s∈R
|Ly(s)| ≤Mk.
Consequently, E(Ij) ∩ E(Ik) = ∅ for j = 1, ..., k − 2. It remains to consider the case
j = k − 1. For any δ > 0, we derive that
E(Ik) ∩ E(Ik−1) ⊂ E(J(Mk−1 + δ)) \ E(J(Mk−1 − δ)).
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By the additivity of the measure τ , this implies that
τ (E(Ik) ∩ E(Ik−1)) ≤ F (Mk + δ)− F (Mk − δ).
The continuity of F at Mk assures that
lim
δ→0+
F (Mk + δ)− F (Mk − δ) = 0.
Consequently, we obtain that τ (E(Ik) ∩ E(Ik−1)) = 0. Altogether, we proved that
τ (E(Ik) ∩ E(Ij)) = 0 for j, k ∈ N with j 6= k.
Statement (i) follows.
Applicability of Tanaka’s ergodic theorem. Now, we shall figure out that the sets
E(Ik) are constructed in a suitable way such that Tanaka’s modified version of the ergodic
theorem (Lemma 7.3) can be applied. We fix an arbitrary k ∈ N. For any given ε > 0,
we find according to Lemma 8.6 an integer ν0 ∈ N such that
dens∗(J(Mν0)) > 1− ε.
We set
S :=
⋃
ν=1,...,ν0,
ν 6=k
Iν .
From the observation that
S ∪ Ik =
ν0⋃
ν=1
Iν = J(Mν0),
we deduce that
dens∗ (N \ (Sε ∪ Ik)) < ε.
Moreover, by statement (i), we have
τ (E(Sε) ∩ E(Ik)) = 0.
It follows from Lemma 7.3 that, for any continuous function pO : E(Ik)→ C,
(9.10) lim
N→∞
1
N
∑
n∈Ik
n≤N
pO(nel) =
∫
E(Ik)
pO(y) dτ
This observation is quite central in our further considerations. In fact, by choosing pO
in a proper way, the statement above implies already a weak version of (ii) and (iii).
However, some further work is necessary to establish (ii) and (iii) in full extent. We
proceed with a continuity consideration.
From now on, let p : C→ C be a continuous function. We keep k ∈ N fixed and choose
an arbitrary δ > 0. Moreover, we set
Vk := max
z∈C
|z|≤Mk
|p(z)| .
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A uniform continuity argument. We define the function p∗ : R(α, l) × E(Ik) → C
by
p∗(s, y) := p
(
L(s, y)
)
.
According to Lemma 8.7 (b), the function p∗ is continuous on H := R(α, l)×E(Ik). The
compactness of E(Ik) ⊂ K2pi/l and R ⊂ C imply that H ⊂ C×K2pi/l is compact. Thus,
p∗ is uniformly continuous on H. Consequently, we find a partition
α = σ1 < σ2 < ... < σM = 2
of the interval [α, 2] and a partition
0 = λ1 < λ2 < ... < λD = l
of the interval [0, l] with the following properties:
※ For any σ ∈ [α, 2], there is an m ∈ {1, ...,M} such that, for every (y, t) ∈ E(Ik)×
[0, l],
(9.11) |p∗(σ + it, y)− p∗(σm + it, y)| < δ
3
.
※ For any (σ, t) ∈ [α, 2]× [0, l], there is an (m, d) ∈ {1, ...,M} × {1, ..., D} such that,
for every y ∈ E(Ik),
(9.12) |p∗(σ + it, y)− p∗(σm + iλd, y)| < δ
3
.
Observe further that, according to (9.9), we have
(9.13) max
(s,y)∈H
|p∗(s, y)| ≤ Vk.
We are ready to establish statement (ii) and (iii).
Continuous functions on E(Ik). For σ ∈ [α, 2] and λ ∈ [0, l], the functions p♠, p♦σ , p>σ,λ :
E(Ik)→ C defined by
p♠(y) :=
1
l
∫ l
0
∫ 2
α
p(L(σ + it, y)) dσ dt,
p♦σ (y) :=
1
l
∫ l
0
p(L(σ + it, y)) dt,
p>σ,λ(y) := p(L(σ + iλ, y))
are continuous on E(Ik). Thus, (9.10) applies to them. In fact, the functions above are
special cases of functions Pµ : E(Ik)→ C defined by
Pµ(y) :=
∫
[0,l]×[α,2]
p(L(σ + it, y)) dµ(σ, t),
where µ is an appropriate measure on [0, l] × [α, 2]. It might be reasonable to establish
Lemma 9.6 and Theorem 9.1 for Pµ. However, this general approach bears some further
technical obstacles which we want to omit here.
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Statement (ii). First, we establish statement (ii). We suppose that p is non-negative.
Consequently,
p♠(y) ≥ 0, p♦(y) ≥ 0, p>(y) ≥ 0
for every y ∈ E(Ik). By means of (9.10) and Lemma 9.5 (a), we find a finite subset
∆k ⊂ Ik such that, for every J ⊂ N with ∆k ⊂ J and every N ∈ N, the inequality
(9.14)
1
N
∑
n∈Ik\J
n≤N
p♠(nel) ≤
∫
E(Ik)
p♠(y) dτ + δ
holds. First, we consider the right-hand side of the inequality (9.14). According to (9.13),
the function p∗ is bounded on R(α, l)×E(Ik). By a general version of Fubini’s theorem
(see for example Deitmar [46, §8.2]) and the topological equivalence of K2pi/l × [0, l) and
K, we obtain that∫
E(Ik)
p♠(y) dτ =
1
l
∫
E(Ik)
∫ l
0
∫ 2
α
p(L(σ + it, y)) dσdtdτ(9.15)
=
∫ 2
α
∫
E(Ik)×[0,l)
p(L(σ, y + et)) (dτ × 1l dt) dσ
=
∫ 2
α
∫
Gk
p(L(σ, x)) dσ dσ,
where Gk := {y+ et : (y, t) ∈ E(Ik)× [0, l)} ⊂ K. Next, we regard the left-hand side of
(9.14). We get that
1
N
∑
n∈Ik\J
n≤N
p♠(nel) =
1
Nl
∑
n∈Ik\J
n≤N
∫ l
0
∫ 2
α
p
(L(σ + it+ inl)) dσ dt(9.16)
=
1
Nl
∑
n∈Ik\J
n≤N
∫ (n+1)l
nl
∫ 2
α
p
(L(σ + it)) dσ dt
Now, the inequality (♠) of statement (ii) follows by combining (9.14), (9.15) and (9.16).
To establish (♦) of statement (ii), we proceed in an analogous manner. Here, however,
we use additionally that p∗ is uniform continuous on R(α, l) × E(Ik). Again, (9.10)
and Lemma 9.5 (a) assure that we find a finite subset ∆′k ⊂ Ik such that, for every
m ∈ {1, ...,M} and every N ∈ N,
(9.17)
1
Nl
∑
n∈Ik\J
n≤N
p♦σm(nel) ≤
∫
E(Ik)
p♦σm(y) dτ +
δ
3
,
where J is an arbitrary subset of N with ∆′k ⊂ J . According to the choice of the partition
α = σ1 < ... < σM = 2, for every σ ∈ [α, 2], we find an m′ ∈ {1, ...,M} such that (9.11)
holds. Then, we deduce by means of the triangle inequality that, for every N ∈ N
(9.18)
1
Nl
∑
n∈Ik\J
n≤N
p♦σ (nel) ≤
1
Nl
∑
n∈Ik\J
n≤N
p♦σm′ (nel) +
δ
3
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and
(9.19)
∫
E(Ik)
p♦σm′ (y) dτ ≤
∫
E(Ik)
p♦σ (y) dτ +
δ
3
τ (E(Ik)).
Statement (♦) follows by combining (9.17), (9.18) and (9.19) and by rewriting the ap-
pearing sums and integrals in an appropriate way as described in details for p♠.
We can easily repeat the arguments above to prove (>): firstly, by means of (9.10) and
Lemma 9.5 (a) and (b), we establish (>) for p>σm,λm with (m, d) ∈ {1, ...,M}×{1, ..., D}.
Then, we argue via uniform continuity. We omit further details here.
Statement (iii). We proceed to establish statement (iii). Thus, we drop the restriction
that p is non-negative. Observe that
|p♠(y)| ≤ Vk, |p♦(y)| ≤ Vk, |p>(y)| ≤ Vk
for y ∈ E(Ik). By (9.10) and Lemma 9.5 (b), we get that, for any J ⊂ N with dens J = 0,
1
N
∑
n∈Ik\J
n≤N
p♠(nel) =
∫
E(Ik)
p♠(y) dτ + o(1)
as N →∞. By similar arguments as above, this translates to
1
Nl
∑
n∈Ik\J
n≤N
∫ (n+1)l
nl
∫ 2
α
p
(L(σ + it)) dσ dt = ∫ 2
α
∫
Gk
p
(
L(σ, x)
)
dσ dσ + o(1),
as N →∞. We proved (♣) of statement (iii).
Moreover, for any J ⊂ N with dens J = 0, we find according to (9.10) and Lemma 9.5
(b) a positive integer N0 such that
(9.20)
∣∣∣∣∣ 1Nl ∑
n∈Ik\J
n≤N
p♦σm(nel)−
∫
E(Ik)
p♦σm(y) dτ
∣∣∣∣∣ < δ3
holds for every m ∈ {1, ...,M} and N ≥ N0. By means of our choice of the partition
α = σ1 < ... < σM , a simple application of the triangle inequality yields that, for every
σ ∈ [α, 2] and N ≥ N0,
(9.21)
∣∣∣∣∣ 1Nl ∑
n∈Ik\J
n≤N
p♦σ (nel)−
∫
E(Ik)
p♦σ (y) dτ
∣∣∣∣∣ < δ
holds. Since ∫
E(Ik)
p♦σ (y) dτ =
∫
Gk
p (L(σ, y)) dσ
and our choice of δ > 0 was arbitrary, statement (O) is proved.
It is now clear how to prove (×). First, by means of (9.10) and Lemma 9.5 (a) and (b),
we establish (×) for p>σm,λd with (m, d) ∈ {1, ...,M} × {1, ..., D}. Then, we argue via
uniform continuity. Again, we omit further details here.
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Proof of Theorem 9.1
We shall now derive Theorem 9.1 from Lemma 9.6. First, we establish Theorem 9.1 for
a single function L and a single function p.
Theorem 9.1 for a single pair (L, p). Let u ∈ [12 , 1), L ∈ N (u) with Dirichlet series
expansion
L(s) =
∞∑
n=1
a(n)
ns
∈H 2
and p : C → C be a continuous function such that condition (C) of Theorem 9.1 is
satisfied. The latter implies that we find constants c1, c2 ≥ 0 such that
(9.22) |p(z)| ≤ c1|z|2 + c2, z ∈ C.
We define q : C→ R+0 by
q(z) = c1|z|2 + c2, z ∈ C.
Observe that q is a non-negative, continuous function on C. The theorem of Plancherel,
in particular (7.14), asserts that, for σ > 12 ,
Z(σ) :=
∫
K
q (L(σ, x)) dσ = c1 ·
∞∑
n=1
|a(n)|2
n2σ
+ c2 <∞
Hence, due to (9.22), we have, for σ > 12 ,∣∣∣∣∫
K
p (L(σ, x)) dσ
∣∣∣∣ ≤ Z(σ) <∞
and, as l ∈ ΓP ,∣∣∣∣∣
∫
K2pi/l
p (L(σ, x)) dτ
∣∣∣∣∣ ≤
∫
K2pi/l
q (L(σ, x)) dτ = Z(σ) <∞.
Let (Mk)k∈Θ be a sequence of positive real numbers Mk ≥ 1 such that statements of
Lemma 9.6 hold for L and the continuous, non-negative function q. Again, as in the
proof of Lemma 9.6, we may suppose without loss of generality that Θ = N. For Mk,
let Ik denote the corresponding subset of N as defined in Lemma 9.6. We fix positive
numbers δk, k ∈ N, such that ∞∑
k=1
δk <∞.
For k ∈ N and fixed α ∈ (u, 1], let ∆k be a finite subset of Ik such that the statements
of Lemma 9.6 (ii) hold with the special choice of δ = δk, respectively. We set
Υ :=
( ∞⋃
k=1
∆k
)
∪
(
N \
∞⋃
k=1
Ik
)
.
Let J(M) be defined as in Lemma (9.6). Then, according to Lemma 8.6, for any ε > 0,
we find a natural number ν such that
dens∗J(Mν) > 1− ε
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and, consequently,
(9.23) dens∗ (N \ J(Mν)) ≤ ε.
By the definition of Ik, we obtain that the set N \ J(Mν) contains both
⋃∞
k=ν+1 Ik and
N \ ⋃∞k=1 Ik. Since the set ⋃νk=1 ∆k has only finitely many elements, we conclude by
means of (9.23) that
dens∗Υ ≤ ε.
Since this holds for any ε > 0, we derive that
dens Υ = 0.
From now on, let J be an arbitrary subset of N with
dens J = 0 and Υ ⊂ J.
Due to Υ ⊂ J , we have in particular that ∆k ⊂ J for k ∈ N. We shall see later on
why it is reasonable not to work with Υ but with an arbitrary set J with the properties
stated above. Roughly speaking, the set J shall enable us to establish Theorem 9.1 for
countable many pairs (Lj , pj), j ∈ N, of functions Lj and pj simultaneously.
First, we establish statement (i) of Theorem 9.1 for (L, p). We set
Ak :=
∫ 2
α
∫
Gk
p(L(σ, x)) dσ dσ, A′k :=
∫ 2
α
∫
Gk
q(L(σ, x)) dσ dσ
Z :=
∫ 2
α
∫
K
p(L(σ, x)) dσ dσ and Z ′ :=
∫ 2
α
∫
K
q(L(σ, x)) dσ dσ
where Gk is defined as in Lemma 9.6. Relation (9.22) assures that
|Z| ≤ Z ′ =
∫ 2
α
Z(σ) dσ <∞.
From the properties of E(Ik) in Lemma 9.6, we deduce that
τ
( ∞⋃
k=1
E(Ik)
)
= lim
k→∞
τ (E(Ik)) = 1.
This implies that
σ
( ∞⋃
k=1
Gk
)
= 1.
Consequently, we get that
(9.24)
∞∑
k=1
Ak = Z and
∞∑
k=1
A′k = Z
′.
We observe that
(9.25)
∞∑
k=1
|Ak| ≤
∞∑
k=1
A′k = Z
′ <∞.
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Furthermore, we set, for n ∈ N \ J ,
Bp(n) :=
1
l
∫ 2
α
∫ (n+1)l
nl
p
(L(σ + it)) dt dσ
and
Bq(n) :=
1
l
∫ 2
α
∫ (n+1)l
nl
q
(L(σ + it)) dt dσ
It is immediately clear that |Bp(n)| ≤ Bq(n) for n ∈ N \ J . Since ∆k ⊂ J for k ∈ N, we
get by applying statement (♠) of Lemma 9.6 (ii) to q that, for k ∈ N,
(9.26) |Bp(n)| ≤ Bq(n) ≤ Ak + δk,
provided that n ∈ Ik \ J . Hence, for every N ∈ N,
(9.27)
1
Nl
∞∑
k=1
∑
n∈Ik\J
n≤N
|Bp(n)| ≤ 1
Nl
∞∑
k=1
∑
n∈Ik\J
n≤N
Bq(n) ≤
∞∑
k=1
A′k +
∞∑
k=1
δk <∞.
The estimates (9.25) and (9.27) imply, in particular, that both the double series
1
N
∞∑
k=1
∑
n∈Ik\J
n≤N
B(n) and
∞∑
k=1
Ak
converge absolutely for every N ∈ N. Thus, we may rearrange their terms, respectively.
Now, let ε > 0. Then, we find a number D ∈ N such that
(9.28)
∞∑
k=D+1
A′k <
ε
3
and
∞∑
k=D+1
δk <
ε
3
.
By the rearrangement theorem and the construction of the set Υ, we obtain that, for
N ∈ N, ∣∣∣ 1
N
∑
n∈N\J
n≤N
Bp(n)− Z
∣∣∣ ≤ ∞∑
k=1
∣∣∣ 1
N
∑
n∈Ik\J
n≤N
Bp(n)−Ak
∣∣∣
By means of (9.26) and (9.28), we get that the inequality
∣∣∣ 1
N
∑
n∈N\J
n≤N
Bp(n)− Z
∣∣∣ ≤ ∞∑
k=D+1
(A′k + δk) +
D∑
k=1
∣∣∣ 1
N
∑
n∈Ik\J
n≤N
Bp(n)−Ak
∣∣∣+ ∑
k=D+1
A′k ≤
≤
D∑
k=1
∣∣∣ 1
N
∑
n∈Ik\J
n≤N
Bp(n)−Ak
∣∣∣+ ε
holds for every N ∈ N. From statement (♣) of Lemma 9.6 (iii), we derive that
(9.29) lim sup
N→∞
∣∣∣ 1
N
∑
n∈Ik\J
n≤N
Bp(n)− Z
∣∣∣ ≤ ε.
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Since this is true for any ε > 0, we conclude that, for any J ⊂ N with Υ ⊂ J and
dens J = 0, as N →∞,
(9.30)
1
Nl
∑
n∈N\J
n≤N
∫ (n+1)l
nl
∫ 2
α
p
(L(σ + it)) dσ dt = ∫ 2
α
∫
K
p
(
L(σ, x)
)
dσ dσ + o(1).
To establish statement (ii) of Theorem 9.1 for the couple (L, p), we proceed in an anal-
ogous manner: for σ ∈ [α, 2], we set
A˙k(σ) =
∫
Gk
p(L(σ, x) dσ, A˙′k(σ) :=
∫
Gk
q(L(σ, x)) dσ,
Z˙(σ) :=
∫
K
p(L(σ, x)) dσ, Z˙ ′(σ) := Z(σ) =
∫
K
q(L(σ, x)) dσ,
B˙p(σ, n) :=
1
l
∫ (n+1)l
nl
p
(L(σ + it)) dt
and
B˙q(σ, n) :=
1
l
∫ (n+1)l
nl
q
(L(σ + it)) dt.
By replacing the quantities Ak, A′k, Z, Z
′, Bp(n), Bq(n) by A˙k(σ), A˙′k(σ), Z˙k(σ), Z˙
′
k(σ),
B˙p(n, σ), B˙q(n, σ), respectively, and by using (♦) and (O) of Lemma 9.6 instead of (♠)
and (♣), we can follow basically step by step the argumentation above in order to prove
that, for any J ⊂ N with Υ ⊂ J and dens J = 0, uniformly for σ ∈ [α, 2], as N →∞,
(9.31)
1
Nl
∑
n∈N\J
n≤N
∫ (n+1)l
nl
p
(L(σ + it)) dt = ∫
K
p
(
L(σ, x)
)
dσ + o(1).
Additional arguments are necessary in order to establish the uniformity in σ:
First, we consider the choice of D in (9.28). We regard the sequence (fK)K of functions
fK : [α, 2]→ R+0 defined by
fK(σ) =
K∑
k=1
A˙′k(σ).
Analogously to (9.24), we have, for σ ∈ [α, 2],
lim
K→∞
fK(σ) =
∞∑
k=1
A˙′k(σ) = Z˙
′(σ) = Z(σ) <∞.
The function Z(σ) is continuous on [α, 2] and, for every σ ∈ [α, 2], the sequence (fK(σ))K
is monotonically increasing, since the function q is real-valued and non-negative. This
implies that the sequence (fK)K converges uniformly on [α, 2] to Z. Hence, we find, for
any given ε > 0, a positive integer D such that
∞∑
k=D+1
A˙′k(σ) <
ε
3
holds for every σ ∈ [α, 2].
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Secondly, we consider the limit superior in (9.29). Here, it is immediately clear from the
statement (O) of Lemma 9.6 (iii) that
lim sup
N→∞
∣∣∣ 1
N
∑
n∈N\J
n≤N
B˙p(n, σ)− Z˙(σ)
∣∣∣ ≤ lim sup
N→∞
D∑
k=1
∣∣∣ 1
N
∑
n∈Ik\J
n≤N
B˙p(n, σ)− A˙k(σ)
∣∣∣+ ε ≤ ε
holds uniformly for σ ∈ [α, 2].
Statement (iii) of Theorem 9.1 follows also along the lines of our considerations above:
this time, we set for σ ∈ [α, 2] and λ ∈ [0, l],
A¨k(σ) :=
∫
E(Ik)
p(L(σ, x) dτ , A¨′k(σ) :=
∫
E(Ik)
q(L(σ, x)) dτ ,
Z¨k(σ) :=
∫
K2pi/l
p(L(σ, x)) dτ , Z¨ ′k(σ) :=
∫
K2pi/l
q(L(σ, x)) dτ ,
B¨p(n, σ, λ) := p
(L(σ + iλ+ inl))
and
B¨q(n, σ, λ) := q
(L(σ + iλ+ inl)).
By replacing Ak, A′k, Z, Z
′, Bp(n), Bq(n) by A¨k(σ), A¨′k(σ), Z¨k(σ), Z¨
′
k(σ), B¨p(n, σ, λ),
B¨q(n, σ, λ), respectively, in our argumentation above and by relying on (>) and (×) of
Lemma 9.6, we obtain that, for any J ⊂ N with Υ ⊂ J and dens J = 0, uniformly for
σ ∈ [α, 2] and λ ∈ [0, l], as N →∞,
(9.32)
1
N
∑
n∈N\J
n≤N
p
(L(σ + iλ+ inl)) = ∫
K2pi/l
p
(
L(σ, x)
)
dσ + o(1).
Additionally arguments are necessary in two steps of our argumentation in order to
obtain uniformity in σ and λ.
Firstly, we consider the choice of D in (9.28). Since l ∈ ΓP , we have
A¨′k(σ) = A˙
′
k(σ) for k ∈ N.
Due to our analysis above, for given ε > 0, we find a positive integer D such that, for
every σ ∈ [α, 2],
∞∑
k=D+1
A¨k(σ) < ε.
Secondly, it follows again from statement (O) of Lemma 9.6 (iii) that the limit superior
involved in (9.29) is uniform in σ and λ.
In fact, a close look at the proof reveals that we can transfer our arguments to the case
l ∈ ΓP , if the function
f(σ) :=
∫
K2pi/l
q(L(σ, x)) dτ
is continuous for σ > u.
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Theorem 9.1 for countable many pairs (Lj , pj). For given u ∈ [12 , 1), let (Lj)j be
a sequence of functions Lj ∈ N (u) and let (pj)j be a sequence of continuous functions
pj : C→ C that satisfy condition (C) of Theorem 9.1. Then, we find for every pair (pj ,Lj)
a set Υj ⊂ N with dens Υj = 0 such that (9.30), (9.31) and (9.32) hold, respectively, for
pj and Lj with Υ being replaced by Υj .
We construct a common set J with dens J = 0 such that (9.30), (9.31) and (9.32) hold
simultaneously for every pair (pj , Lj).
Let (εk)k be a sequence of positive real numbers with limk→∞ εk = 0. We set N1 := 1
and J1 := Υ1. Inductively for k ∈ N with k ≥ 2, we fix a positive integer Nk ≥ Nk−1
such that, for N ≥ Nk, both
#
(
Jk−1 ∩ [1, N ]
)
N
<
εk
2
and
#
(
Υk ∩ [1, N ]
)
N
<
εk
2
and set
Jk :=
k⋃
j=1
(
Υj \ [1, Nj)
)
By the construction of Jk, we have
#
(
Jk ∩ [1, N ]
)
N
< εk for N ≥ Nk.
This implies that the set
J ′ :=
∞⋃
j=1
(
Υj \ [1, Nj)
)
has density zero. Now, it is easy to see that for the special choice of J = J ′, we obtain
that for every j ∈ N, as N →∞,
1
Nl
∑
n∈N\J ′
Nj≤n≤N
∫ (n+1)l
nl
∫ 2
α
pj
(Lj(σ + it)) dσ dt = ∫ 2
α
∫
K
pj
(
Lj(σ, x)
)
dσ dσ + oj(1);
for every j ∈ N, uniformly for σ ∈ [α, 2], as N →∞,
1
Nl
∑
n∈N\J ′
Nj≤n≤N
∫ (n+1)l
nl
pj
(Lj(σ + it)) dt = ∫
K
pj
(
Lj(σ, x)
)
dσ + oj(1);
and for every j ∈ N, uniformly for σ ∈ [α, 2] and λ ∈ [0, l], as N →∞,
1
Nl
∑
n∈N\J ′
Nj≤n≤N
pj
(Lj(σ + iλ+ inl)) = ∫
K2pi/l
pj
(
Lj(σ, x)
)
dτ + oj(1).
If we set
A :=
⋃
n∈J ′
[nl, (n+ 1)l),
then A is an l-set of density zero and the statements above can be translated easily into
the form given in Theorem (9.1) (i), (ii) and (iii). The theorem is proved.
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9.3 Applications to the value-distribution of the Riemann
zeta-function
The asymptotic expansions for the moments in Theorem 9.1 yield information on the
value-distribution of the functions L ∈ N (u) under consideration. Exemplarily, we
discuss the case of the Riemann zeta-function. We can retrieve some unconditional
information on the growth behaviour of the Riemann zeta-function in σ > 12 .
Corollary 9.7. Let α > 12 and l > 0. Then, there exist an l-set A ⊂ [1,∞) of density
zero such that, for any ε > 0, uniformly for σ ≥ α
(9.33) ζ(σ + it) · 1Ac(t)ε tε, as t→∞
and
(9.34)
1
ζ(σ + it)
· 1Ac(t)ε tε, as t→∞.
Under the assumption of the Lindelöf hypothesis, it is known that (9.33) holds for A = ∅;
see Titchmarsh [182, §13.2]. If we assume the truth of the Riemann hypothesis, then
(9.34) holds for A = ∅; see Titchmarsh [182, §14.2]. In view of Lemma 8.6 and Lemma
8.10, however, the results of Corollary 9.7 are not too surprising and can also be derived
by other techniques.
Proof. We know that ζk ∈ N (12) for any k ∈ Z. According to Theorem 9.1, there exist
an l-set A of density zero such that, uniformly for σ ≥ α, as T →∞,
lim
T→∞
1
T
∫ T
1
|ζ(σ + it)|2k 1Ac(t) dt =
∞∑
n=1
dk(n)
2
n2σ
.
The assertions follows by standard techniques (see Titchmarsh [182, §13.2]).
Corollary 9.7 can be used to obtain a certain non-denseness result for the Riemann
zeta-function in σ < 12 .
Corollary 9.8. Let α < 12 and l > 0. Then, there exist an l-set A ⊂ [1,∞) of density
zero such that, for every σ ≤ α,
(9.35) {ζ(σ + it) : t ∈ Ac} 6= C.
Under the assumption of the Riemann hypothesis, Garunkštis & Steuding showed that
(9.35) holds for A = ∅.
Proof. This follows directly from (9.34), the functional equation of the Riemann zeta-
function and the asymptotic expansion for ∆(s).
It would be nice to find further applications of the moments in Theorem 9.1 to the
value-distribution of the Riemann zeta-function.
Appendix
Normal families of meromorphic functions
The theory of normal families provides a powerful tool to study the value-distribution
of meromorphic functions in the neighbourhood of an essential singularity. We shall use
this section to outline the basic ideas of this concept. For a thorough account of the
theory of normal families and their connection to value-distribution theory, the reader is
referred to a monography by Schiff [164] and a nice survey paper of Zalcman [190] which
we took as a guideline for most of the following introductory outline.
Sequences of analytic functions. Let H(Ω) denote the set of all analytic functions on
a domain Ω ⊂ C. We start with some classical theorems on sequences (fn)n of functions
fn ∈ H(Ω). The locally uniform convergence of (fn)n implies already that the limit
function is also analytic and that the limiting process is stable with respect to complex
differentiation.
Theorem A.9 (Theorem of Weierstrass). Let (fn)n be a sequence of functions fn ∈ H(Ω)
that converges locally uniformly on Ω to a function f . Then, f is analytic in Ω and the
sequence of derivatives (f (k)n )n converges locally uniformly on Ω to f (k), k ∈ N.
For a proof, we refer to Schiff [164, p. 9]. It follows from the analyticity of the limit
function f and the theorem of Rouché that, for sufficiently large n, the functions fn and
f have essentially the same number of zeros in Ω.
Theorem A.10 (Theorem of Hurwitz). Let (fn)n be a sequence of functions fn ∈ H(Ω)
converge locally uniformly on Ω to a non-constant function f . If f has a zero of order
m at z0, then there exists an r > 0 such that for sufficiently large n ∈ N, fn has exactly
m zeros (counting multiplicities) in the disc Dr(z0).
A proof can be found in Schiff [164, p. 9].
Sequences of meromorphic functions. LetM(Ω) denote the set of all meromorphic
functions on a domain Ω ⊂ C. To define convergence for sequences of meromorphic
functions, one usually relies on the chordal metric on the Riemann sphere Ĉ. Recall that
the chordal metric χ(·, ·) on Ĉ is defined by
χ(z1, z2) :=
|z1 − z2|√
1 + |z1|2
√
1 + |z2|2
, z1, z2 ∈ C,
χ(z1,∞) = χ(∞, z1) := 1√
1 + |z1|2
, z1 ∈ C,
χ(∞,∞) := 0.
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Suppose that a sequence (fn)n of functions fn ∈ M(Ω) converges locally uniformly on
Ω to a limit function f , with respect to the chordal metric. Then, it follows from the
theorem of Weierstrass, that f is either meromorphic on Ω or f ≡ ∞. Note that (fn)n
converges locally uniformly on Ω to a limit function f 6≡ ∞ in the chordal metric if and
only if (fn)n converges locally uniformly on Ω to f in the Euclidean one. Moreover, (fn)n
converges locally uniformly on Ω to f ≡ ∞ in the chordal metric if and only if (1/fn)n
converges locally uniformly to f ≡ 0 in the Euclidean one.
Normal families. The concept of normal families dates back to Montel [137, 139]. A
family F ⊂ M(Ω) is called normal in Ω if every sequence of functions in F contains a
subsequence that converges locally uniformly with respect to the chordal metric on Ω.
The family F is said to be normal in a point z0 ∈ Ω if F is normal in a neighbourhood
of z0. Normality is a local property: one can show that F is normal in Ω if and only if
it is normal in every point z0 ∈ Ω.
Normality yields a concept for compactness in the space M̂(Ω) which we obtain by
adding f ≡ ∞ to M(Ω). The space M̂(Ω) be endowed with the topology of uniform
convergence on compact subsets of Ω and a metric generating the latter such that M̂(Ω)
becomes a complete metric space. Then, a family F of meromorphic functions is normal
in Ω if and only if F is relatively compact in M̂(Ω).
Characterizations of normality. In terms of equicontinuity and local boundedness,
the Theorem of Arzelà-Ascoli provides necessary and sufficient conditions for subsets
of certain function spaces to be relatively compact. In the case of normal families of
meromorphic functions this translates to the following.
Theorem A.11 (Theorem of Arzelà-Ascoli for families of meromorphic functions). A
family F ⊂ M(Ω) is normal in Ω if and only if F is equicontinuous on Ω with respect
to the chordal metric.
A proof can be found in Schiff [164, p. 74]. Montel [136] observed that for a family of
analytic functions locally boundedness implies equicontinuity. We call a family F ⊂ H(Ω)
locally bounded on Ω if for every z0 ∈ Ω there exists a neighbourhood U(z0) and a positive
real number M such that |f(z)| ≤M for all z ∈ U(z0) and all f ∈ F .
Theorem A.12 (Montel’s theorem). A family F ⊂ H(Ω) that is locally bounded on Ω
is normal in Ω.
For a proof we refer to Schiff [164, p. 35]. The local boundedness of F in Montel’s
theorem implies that F has no subsequence that converges locally uniformly to f ≡ ∞.
Thus, one can easily see that the converse of Montel’s theorem is not true in general.
However, if a family F ⊂ H(Ω) is normal in Ω and, additionally, there is a point z0 ∈ Ω
and a positive real number M such that
|f(z0)| ≤M for all f ∈ F ,
then F is locally bounded.
A sufficient condition for the local boundedness of a family F ⊂ H(Ω) can be formulated
by means of an area integral.
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Theorem A.13. Let F ⊂ H(Ω). Suppose that there exists a positive real number M
such that, for all f ∈ F , ∫∫
Ω
|f(x+ iy)|2 dx dy ≤M.
Then, F is locally bounded in Ω.
The proof of Theorem A.13 relies essentially on an integrated version of Cauchy’s integral
formula; see Titchmarsh [182, §11.8] or Schiff [164, p. 39].
Schiff [164, p. 39] also mentions the following variation of Montel’s theorem by Mandel-
brojt [125].
Theorem A.14 (Mandelbrojt’s variation of Montel’s theorem). Let F ⊂ H(Ω) be a
family of zero-free analytic functions. Then, F is normal in Ω if and only if the corre-
spoonding family of functions given by
F (z, w) =
f(z)
f(w)
is locally bounded on Ω× Ω.
Marty [130] succeeded to connect the chordal equicontinuity of F in Theorem A.11 with
the boundedness of a suitable derivative. For a meromorphic function f on a domain Ω,
we define the spherical derivative by
f#(z) := lim
h→0
χ(f(z + h), f(z))
|h| =
|f ′(z)|
1 + |f(z)|2 , z ∈ Ω.
Theorem A.15 (Marty’s theorem). A family F ⊂M(Ω) is normal in Ω if and only if
the corresponding family
F# :=
{
f# : f ∈ F
}
of spherical derivatives is locally bounded on Ω.
For a proof, we refer to Schiff [164, p. 75]. Montel [138] revealed a gainful connection of
normality to value-distribution theory. We say that a family F ⊂ M(Ω) omits a value
a ∈ Ĉ on Ω, if no function f ∈ F assumes the value a on Ω.
Theorem A.16 (Montel’s fundamental normality test (FNT)). A family F ⊂ M(Ω)
that omits three pairwise distinct values a, b, c ∈ Ĉ is normal in Ω.
Schiff [164] presents five different proofs of Montel’s FNT: via the elliptic modular func-
tion (which provides a mapping from the unit disc to the twice punctered plane), via
Schottky’s theorem, via Ahlfor’s five islands theorem, via the rescaling lemma of Zalcman
and via Nevanlinna theory. There are several extensions of Montel’s FNT: assertion (a)
of the next theorem deals with the case that all functions in F omit three values, but
not necessarily the same. Assertion (b) treats families that omit just two value.
Theorem A.17 (Extensions of Montel’s FNT). Let F ⊂M(Ω).
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(a) Suppose that there exists a real number ε > 0 such that each f ∈ F omits three
pairwise distinct values af , bf , cf ∈ Ĉ with
χ(af , bf ), χ(af , cf ), χ(bf , cf ) ≥ ε.
Then, F is normal in Ω.
(b) Suppose that there are three pairwise distinct values a, b, c ∈ Ĉ such that F omits
the values a, b on Ω and that no function in F assumes the value c at more than
m ∈ N0 points. Then, F is normal in Ω.
Assertion (b) was proved by Carathéodory [31, p. 202]. We mention here also Grahl &
Nevo [62] who generalized assertion (b) to ‘omitted functions’ instead of ‘omitted values’.
Assertion (a) was basically known by Montel [138]. For a proof, the reader is referred to
Schiff [164, p. 56].
The rescaling lemma of Zalcman. Bloch [9] observed an analogy between normal
families of meromorphic functions and the value distribution of meromorphic functions
in C: certain properties which are responsible for a family F ⊂ M(Ω) to be normal,
seem to force a function f ∈M(C) to be constant.1 Bloch summarized this observation
in the words “Nihil est in infinito quod non prius fuerit in finito”. Building on works of
Lohwater & Pomerenke [121], Bloch’s heuristic principle was made rigorous by Zalcman
[189].
Theorem A.18 (Rescaling Lemma of Zalcman). Let F ⊂M(D). Then, F is not normal
in zero if and only if there exist
(i) a sequence (fn)n of functions fn ∈ F ,
(ii) a sequence (zn)n of numbers zn ∈ D with limn→∞ zn = 0,
(iii) a sequence (ρn)n of numbers ρn ∈ R+ with limn→∞ ρn = 0,
such that
gn(z) := fn(zn + ρnz)
converges locally uniformly to a non-constant function g ∈ M(C). The function g may
be taken to satisfy the normatlization
g#(z) ≤ g#(0) = 1, z ∈ C.
For a proof of this version of Zalcman’s lemma, we refer to Schwick [166] and also to
Schiff [164, p. 102]. There are several generalizations of Zalcman’s lemma known, see
for example Pang [148]. For a given family F ⊂ M(D) which is not normal in zero,
it seems in general very difficult to get more detailed information about the sequences
(fn)n, (zn)n and (ρn)n satisfying the assertion of the rescaling lemma. By using the
rescaling lemma one can deduce, for example, Montel’s FNT and its extensions from
Picard-type theorems on the value distribution of functions inM(C).
Schottky’s Theorem. By combining Montel’s fundamental normality test with Mon-
tel’s theorem, one can easily deduce a well-known theorem of Schottky [165].
1Compare for example Liouville’s theorem with Montel’s theorem; and Picard’s great theorem with
Montel’s FNT.
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Theorem A.19 (Schottky’s Theorem). Let f ∈ H(D). Suppose that f omits the values
0 and 1 on D and that |f(0)| ≤ α. Then, for every 0 < r < 1, there exists a positive
constant M(r, α), which does only depend on r and α, such that
|f(z)| ≤M(r, α) for all z ∈ Dr(0).
To obtain explicit expressions for the boundsM(r, α) in terms of r and α, further methods
are necessary. We refer to Burckel [29, Chapt. XII, §2]. Hempel [79] derived explicit
bounds M(r, α) for Schottky’s theorem which are, in a certain sense, best possible.
According to his investigations, one can take
M(r, α) =
1
16
(
min
{
16α+ 8; epi ·max{α; 1}}) 1+r1−r .
Moreover, if α < 1, the choice
M(r, α) =
1
16
exp
(
pi2
log(16/α)
· 1 + r
1− r
)
is admissible, too.
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