In this paper, we study random subsampling of Gaussian process regression, one of the simplest approximation baselines, from a theoretical perspective. Although subsampling discards a large part of training data, we show provable guarantees on the accuracy of the predictive mean/variance and its generalization ability. For analysis, we consider embedding kernel matrices into graphons, which encapsulate the difference of the sample size and enables us to evaluate the approximation and generalization errors in a unified manner. The experimental results show that the subsampling approximation achieves a better trade-off regarding accuracy and runtime than the Nyström and random Fourier expansion methods.
Introduction
Gaussian process regression (GPR) is a fundamental tool for supervised learning. After learning parameters, we can make predictions in a distributional form, which is useful for measuring the uncertainty of the predictions. Of course, to enjoy such flexibility, we need to pay the price -computationally. For the number of samples n, both training (parameter learning) and the computation of the predictive distributions require polynomial time in n. The dominant part is the computation of the inverse of the n-by-n kernel matrix, which requires O(n 3 ) time.
To reduce the time complexity, a lot of sophisticated approximation methods have been developed. Most of them introduce some structure into the kernel matrix to approximate it. For example, the Nyström method [26] approximates the kernel matrix with a low-rank matrix. Given a shiftinvariant kernel function, the random Fourier expansion (RFE) [16] approximately constructs a feature function in a finite-dimensional space. Several methods exploit specific properties of kernel matrices [14, 27] .
A more drastic approach is subsampling, i.e., training GPR with a subset of the data. If we pick subsamples completely randomly, the time complexity only depends on the subsample size s, which is independent of n. While its simplicity and the computational cheapness, random subsampling has been seen as a baseline rather than a competitive method in the GP community [17, 19, 15] . One of the main reasons is that it completely discards a large part of the data, and it seems impossible to estimate the uncertainties [15] . Also, its theoretical justification is non-trivial, because subsampling changes the size of the kernel matrix. This is contrastive to the case of the structure-based approximations, which retain the size of the kernel matrix as n-by-n and can directly evaluate its approximation accuracy as the prediction accuracy, whereas they require at least Ω(n) computational cost in training.
In this paper, we study the subsampling approximation of GPR from a theoretical perspective. Somewhat unexpectedly, our main results show that subsampling can maintain global information with a sufficiently small number of subsamples. More specifically, with any bounded data and kernel functions, Θ(s) subsamples guarantee O(log −1/4 s) prediction error at any new data point.
For analysis, we exploit the machinery of graphons, a continuous limit of bounded symmetric matrices, which have effectively been used in graph theory (see [10] ). Embedding the kernel matrices into graphons abstracts their difference in terms of the (sub)sample size, which enables to evaluate the predictive mean/variance without using strong statistical assumptions (Theorem 3.2). Because graphons can handle infinitely large matrices, i.e., the kernel matrices with n → ∞, the result is immediately applicable to evaluate the generalization error (Corollary 3.3). Moreover, we show that, with a constant number of subsamples, hyperparameter tuning based on cross-validation (CV) succeeds with a high probability (Theorem 7.1). We performed experiments that provided encouraging results of subsampling in terms of the speed-accuracy trade-off.
Preliminaries
For an integer n ∈ N, we denote the set {1, 2, . . . , n} by [n] . For a, b ∈ R and c ∈ R + , we mean b − c ≤ a ≤ b + c by a = b ± c.
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For vectors x, y ∈ R p , x, y denotes their inner product. For a vector x ∈ R d and a set S ⊆ [n], x S ∈ R |S| denotes the vector obtained by restricting x to S. Similarly, for a matrix A ∈ R n×m and sets S ⊆ [n] and T ⊆ [m], A ST ∈ R |S|×|T | denotes the matrix obtained by restricting
2 ) denotes the Gaussian distribution with mean µ and variance σ 2 .
Gaussian Process Regression
Let (x 1 , y 1 ), . . . , (x n , y n ) ∈ R p × R be training samples. The goal of the GPR is to obtain a predictive distribution for f * (x * ) when a new sample x * ∈ R p arrives. In this work, we consider the zero-mean GP prior for f with the covariance kernel function k : R p × R p → R. When the variance of the observation noise is specified as ν 2 > 0, the predictive distribution for f * (x * ) is given as the following Gaussian distribution:
where K ∈ R n×n is the kernel matrix with
(see Section 2 of [17] for more details).
Let H be the reproducing kernel Hilbert space (RKHS) associated with k(·, ·). For a vector x ∈ R p , let φ x = k(x, ·) ∈ H be the element corresponding to x. Note that k(x i , x j ) = φ xi , φ xj H . We define a linear operator Φ : R n → H as Φ(w) = i∈[n] φ xi w i .
Graphons and Matrices
R is called a graphon 1 . We can regard a graphon as a matrix in which the index is specified by a real value in [0, 1]. For two functions f, g : [0, 1] → R, we define their inner product as f, g = 1 0
f (x)g(x)dx. We also define their outer product f g :
.
For an integer n ∈ N, let I n 1 = [0, 
In addition, given a set of indices S ⊆ [n], when we write v S , we first extract the vector v S ∈ R |S| and then consider its corresponding function. Similarly, given a matrix A ∈ R n×n , we construct the corresponding graphon
given two sets of indices S ⊆ [n] and T ⊆ [n], when we write A ST , we first extract the matrix A ST ∈ R |S|×|T | and then consider its corresponding graphon.
For a graphon A : [0, 1] 2 → R, its cut norm is defined as
where S and T run over all the measurable sets.
The following lemma states that we can approximate a matrix with its small submatrix with respect to the cut norm of the difference of their corresponding graphons.
n×n be matrices. Let S ⊆ [n] be a set of s elements that are uniformly selected at random. Then, with a probability of at least 1 − exp(−Ω(sT / log 2 s)), there exists a measure-preserving bijection π :
, we have
Moreover, we can assume i n (π(x)) = i n (π(y)) whenever i n (x) = i n (y), that is, π is a block-wise bijection.
The following lemma states that the quadratic form of a graphon with a small cut norm is small. 
Gaussian Process Regression with Graphons
The main purpose of GPR is to predict a function value at a new data point. The standard statistical result shows that, in a point-wise sense, the predictive mean converges to the true function as the sample size increases under some regularity conditions. In other words, the true function can be rephrased as the limit of the predictive mean of the GPR with infinitely many samples. The prediction accuracy (i.e., the generalization error) is therefore measured by the distance between the finite-and infinite-sample GPRs. However, analyzing the infinite-sample GPR is not trivial because we cannot write down the solution using standard matrix operations such as matrix inverse because the kernel matrix is infinitely large.
Graphons are a generic tool to handle both finite-and infinite-size matrices. First, a kernel matrix with infinitely many samples is embedded into a graphon by taking a map from the sample indices [n] to [0, 1]. We can then reformulate the predictive distribution as the minimization problem of the quadratic objective function (i.e., the Gaussian loglikelihood of (1)) associated with the graphon. Also, a kernel matrix with a finite sample size is embedded into a graphon using the partition I n 1 , . . . , I
n n defined in Section 2.2, which can be seen as the low-resolution version of the infinite one. Now, we can bound the difference between the finite-and infinite-sample objective values by using the distance between the two graphons in terms of the cut norm (using Lemma 2.3). The predictive accuracy is also derived in the same manner. We remark that the above approach can be used to analyze the difference between GPRs with different (finite) sample sizes, from which we can derive the accuracy of subsampling.
Using graphons and RKHSs to kernel methods have similar spirits: The kernel trick based on RKHSs provides an explicit form of the regression function when using the infinite-dimensional feature space whereas graphons provide an explicit form of that when using infinitely many samples.
Subsampled Predictive Distribution
First, we rephrase the predictive mean and variance. For a parameter λ > 0, we define a normalized loss function.
By setting λ = ν 2 /n and with the solution
the predictive mean and variance in (1) can be rewritten as
In what follows, we leave λ as a parameter as we often do not know the value of ν.
Our algorithm consists of two parts. The first part of our algorithm (Algorithm 1) approximately minimizes (2) . For a small integer s ∈ N, it samples a set S ⊆ [n] of size s uniformly at random and then minimizes the function obtained by restricting (2) to S, that is, K SS ,k S ,λ . Here, we assume that the matrix K and vector k are given through query accesses. That is, if we specify the indices i, j ∈ [n], we can obtain K ij in constant time, and similarly, if we specify an index i ∈ [n], we can obtain k i in constant time. The second part of our algorithm (Algorithm 2) computes approximations for µ x * and σ 2 x * using the vector obtained in the first part.
Algorithm 1 Approximate solver for the normalized loss Require: n, s ∈ N, λ > 0, and query accesses to K ∈ R n×n and k ∈ R n . 1: Sample a set S ⊆ [n] of size s chosen uniformly at random.
Algorithm 2 Approximation algorithm for predictive mean and variance Require: n, s ∈ N, λ > 0, and query accesses to K ∈ R n×n , k ∈ R n , and y ∈ R n . 1: Run Algorithm 1 to obtain v ∈ R s and a subset S ⊆ [n] of size s.
For the first part of our algorithm, we show the following guarantee, which states that the minima of K,k,λ and K SS ,k S ,λ are close. The proof for this is presented in Section 5. Theorem 3.1. For any > 0, Algorithm 1 with s = 2
with a probability of at least 0.99, where v *
For the second part of our algorithm, we show the following guarantee, which states that the approximations computed using Algorithm 2 are accurate. The proof for this is presented in Section 6.
n in the feature space spanned by {φ xi } i∈ [n] . For any > 0, Algorithm 2 with s = 2
with probability of at least 0.99, where
We expect that the above error rates are independent of n, i.e., L = O(1) and R = O(1). For L, the condition y φ = O(1) is typically admissible in the noiseless case, which is the scenario we want to approximate the outputs of the exact GPR by subsampling. For R, the fluctuation of v * and v * should be tamed by the L 2 regularization in which the regularization strength is nλ for v * and sλ for v * (see (3)).
Generalization Error
We provide generalization analysis for the subsampling method, namely, we investigate how our method estimates an unknown data generating process. To this end, let us assume that the samples are generated through a function f * : R p → R that relates y i and x i as
where
is the Gaussian noise.
We note that Theorem 3.2 holds for any sample size n, even at the limit n → ∞. It is well known that universal kernel functions (e.g., the Gaussian kernel and the polynomial kernel) can approximate any continuous functions [12, 21] , and several kernel-based estimators converge to any truth functions f * at n → ∞ [7, 17] . The result also holds with the GP regression estimator [24] with some assumptions. Along with these results, Theorem 3.2 can be used to bound the generalization error. Suppose µ x * is a consistent estimator for f * (x * ), namely,
Then, with probability at least 0.98, the following holds:
and µ x are bounded for all x, then, with probability at least 0.98, the following holds:
where · L 2 denotes the L 2 -norm for square integrable functions.
Although Corollary 3.3 only guarantees a relatively slow rate of O(log −1/4 n), besides the consistency assumption on µ x * , it does not require any other assumption such as the differentiability of f * .
Related Work

Approximation Analysis
Subsampling-based approximations are known as the subset of the data (SD) methods, which has several variants in terms of how the subsamples are chosen [15] . The simplest version chooses samples completely randomly, which is equivalent to our algorithms except that the simplest SD method fixes the noise variance ν 2 , independently of the subsample size s, whereas ours scales ν 2 to derive a theoretical guarantee on its accuracy. Other SD methods select subsamples based on more sophisticated criteria such as the differential entropy score [9] , which requires, however, O(n) time as it scans all the samples.
The inducing points methods [15, 18, 23] are another class of approximation methods, which picks up a small number of auxiliary variables as pseudo-samples-inducing points-and approximate the predictive mean using the cross-covariance between the inducing points and the rest of the samples. The inducing points are usually chosen based on the marginal likelihood [18] or the variational principle [23] . Although they perform well in practice [11] , their time complexity depends on n due to computing the cross-covariance. Also, to the best of our knowledge, their theoretical properties, especially the approximation accuracy, have not been studied.
The Nyström method and its variants such as the leverage score method are also intensively studied [1, 3, 6, 13, 26] . They employ s < n points as regressors and their time complexity is typically O(ns 2 ). Assuming that the selected regressors have a nice property such as incoherence, their approximation error for the predictive mean is O(s −γ ), which follows from the approximation guarantee for the kernel matrix in the spectral norm [13] . Here, γ > 0 is a parameter depending on the kernel function.
RFE approximates predictors by using s Fourier bases [2, 20, 28] , which requires O(ns 2 ) time and some restriction on kernel functions such as shift-invariance. The approximation error for the predictive mean is O(s −1/2 ), which follows from the error analysis for the kernel matrix [28] . Also, some other works [28, 20] analyzed its generalization capability.
Pleiss et al. [14] developed Lanczos approximation. The time complexity is O(n + s), where s is the number of inducing points. No theoretical guarantee is known.
Time complexity: Note that subsampling requires only O(s 3 ) time, which is O(1) when s = O(1). In contrast, all the other methods depend on n, and hence they cannot be run in O(1) time.
Error bound: As for the error bound, recalling the relation s = 2
2 ) in Theorem 3.2, subsampling has a convergence rate of O(log −1/4 s), which is slower than the polynomial rates achieved by the Nyström method and RFE. However, we stress here that, at the cost of the slow convergence rate, we eliminated several assumptions used in their analysis. More specifically, the Nyström method requires that the subsampled regressors are incoherent and the RFE require that the kernel function is shift-invariant. Also, we can provide an error bound for the predictive variance, which has not been addressed in the Nyström, RFE, or Lanczos methods. Table 1 summarizes our theoretical results for the subsampling method against those for other approximation methods.
Generalization Analysis
Some existing studies have developed generalization theory of GPR. Van der Vaart et al. [24, 25] evaluated GPR by using the notion of posterior contraction, and showed that the generalization error measured by the L 2 -norm is
where β is the number of differentiability of f * . For different metrics such as the L ∞ -norm, the same rates (up to logarithmic factors) were obtained [5, 29] .
Our generalization analysis (Corollary 3.3) provides the rate of O(log −1/4 n), which is much slower than (6). Nevertheless, this rate only requires the consistency of µ x * and does not impose any assumption on f * , while the existing rate (6) assumes the differentiability of f * .
Minimizing the Normalized Loss
In this section, we prove Theorem 3.1.
To show that min v K,k,λ (v) and min v K SS ,k S ,λ ( v) are close, we want to say that K and K SS are close in some sense. Here, we measure their distance by the cut norm of their corresponding graphons K and K SS in order to exploit Lemma 2.2. In the case of k and k S , we measure their distance by the cut norm of the graphons k1 and k S 1 , where 1 : [0, 1] → R is a function with 1(x) = 1.
As we work on graphons, it is useful to define an analog of (2) for graphons:
We show that the minima of K,k,λ and K SS ,k,λ are close if K and K SS are close in the cut norm up to a measurepreserving bijection and so do k1 and k S 1 .
Proof of Theorem 3.1. By applying Lemma 2.2 on K and k1 , we obtain
] with probability at least 0.99. Then, the theorem follows by Lemma 5.1.
Prediction
In this section, we prove Theorem 3.2. The following lemma is a modification of Lemma 5.1 for relating the solution of K SS ,k S ,λ and that of K,k,λ using a given measurepreserving bijection.
The following lemma states that, if v+∆ and v have similar normalized losses, then Φ(∆) must be small in H-norm.
Lemma 6.2. For any vectors v, and ∆ ∈ R n , we have
Proof of Theorem 3.2. On applying Lemma 2.2 to K, k1 , and y1 , we have Let v * ∈ R s be the minimizer of K SS ,k S ,λ that is returned by Algorithm 1, and let v ∈ R n be the vector given by Lemma 6.1 on v * . Then, we have
This means that
By Cauchy-Schwarz and Lemma 2.3, we have
Similarly, we have
Application to Hyperparameter Selection
GPR has several hyperparameters such as λ in (2) and hyperparameters used in kernel functions, e.g., the bandwidth h > 0 in the Gaussian kernel k(x, x ) = exp(−h −1 x − x 2 2 ) and the parameters h, a, b in the polynomial kernel k(x, x ) = (h −1 x, x + b) a . Cross validation (CV) [4, 22] is a popular approach for selecting such hyperparameters, although it is computationally expensive. In this section, we show that we can circumvent this issue by using our method (Algorithm 2).
Let θ be the set of hyperparameters, e.g., θ = (λ, h) for the Gaussian kernel. We consider a predictor f S,θ (x * ), which is the predictive mean obtained when we run Algorithm 2 on x * ∈ R p with hyperparameters θ and the index set S ⊆ [n] of size s ∈ N. Furthermore, let f 0 θ (x) := µ x * be the predictive mean using all the n samples. For any θ, we assume that f * , f S,θ , and f We want to compute the expected loss of the (original) predictive mean EL(θ) :
2 ] for a given θ and then select the best θ. 2 To this end, in the CV, we first sample an index set Q ⊆ [n]\S of size q ≤ n − s uniformly at random. We then define the CV loss as
Now, we evaluate the selection performance of the CV based on Algorithm 2. For simplicity, we assume that we have two candidates for the choice of hyperparameters, θ 1 and θ 2 . Then, we have the following: Theorem 7.1. Suppose that EL(θ 1 ) + Ξ < EL(θ 2 ) holds for some Ξ > 0. Let us define ω(s) as the upper bound on |µ x * − µ x * | given in Theorem 3.2, and a parameter Ξ(s) := Ξ − 3ω(s) 2 − 2ω(s)B − ν 2 (4B + ω(s)). Then for any s, q ≥ 1,
holds, with probability at least
Note that Ξ is an increasing function in Ξ and s. Hence, Theorem 7.1 implies that the probability that the approximated CV succeeds increases as q, s, and Ξ increase. 
Experiments
Approximation Accuracy
First, we evaluated the performance of subsampling with a constant number of samples that are covered by our theory, that is, the predictive mean/variance (4), the minimum of the normalized loss function (2) , and the CV error (10) . Here, we used five real datasets (libsvm datasets 3 ) whose sample sizes are in thousands such that we could run the exact GPR for comparison. Each data set was standardized beforehand so that y and each feature of x are ranged in [−1, 1].
The upper part of Figure 1 shows the contour of the 10-fold CV error with the Gaussian kernel. In datasets housing and mg, subsampling successfully selected the hyperparameters that were sufficiently close to the ones selected by the full-sample CV. In abalone and cpusmall, the selected hyperparameters look far. However, this was because the landscape of the full-sample CV error was flat (the lower part of Figure 1 ) and it was difficult to choose the optimal hyperparameters even in the original CV. Indeed, this case corresponds to the case that Ξ in Theorem 7.1 is small, and these empirical results agree with the claim of Theorem 7.1: the hyperparameter selection may fail for small Ξ. 
| with the Gaussian kernel. We see that the errors, especially of the predictive mean and variance, decrease faster than we expect from the theoretical convergence rate of O(log −1/4 s) shown in the dashed lines.
We also investigated how the choice of kernel functions affects the approximation quality. Figure 3 shows a similar behavior as in Figure 2 no matter which kernel function is used. We observe that all kernel functions behave very similarly, meaning subsampling works independently of the choice of the kernel function as our theory suggested. Due to the page limitation, we only show the result with a single data set here; see Appendix E for the complete results.
Prediction Accuracy and Runtime
Next, we compared the prediction performance with the Nyström method and RFE. Specifically, we are interested in the trade-off between the prediction accuracy on the test data (i.e., the generalization power) and the runtime. To this end, we prepared relatively large-scale datasets: cadata (n 20K), YearPredictionMSD ( 0.4M), covtype ( 0.6M), and SUSY ( 5M). Note that the labels of covtype and SUSY were binary but we regarded them as real values. To evaluate the prediction performance, we split each data set into a test set consisting of 1, 000 randomly selected samples and a training set consisting of the rest of the samples. We selected the hyperparameters by 3-fold CV for each method. Note that all the methods were implemented in Python and their runtime was recorded on an Amazon EC2 r4.16xlarge instance. Figure 4 depicts the trade-off curves between the test error and the runtime for CV and prediction. Again, subsampling showed convincing results. In cadata, the smallest data set, subsampling and Nyström were competitive, and RFE was slightly better than them. However, in the large datasets, the curves of subsampling were consistently located in the left-bottom side, meaning that subsampling significantly extends the Pareto frontier in terms of the trade-off. Note that all of those approximation methods converge to the exact GPR so that, by increasing runtime, they eventually end up at the same error.
Discussion
In this work, we explored the theoretical aspects of random subsampling of GPR. Using graphons, we built the error bounds for the predictive distribution and general- Figure 4 . Comparison of test error and runtime. We changed s over {10 · 2 i | i ∈ {4, . . . , 8}} for subsampling, and changed the rank and the dimension of the feature functions over {10 · 2 i | i ∈ {1, . . . , 5}} for the Nyström method and RFE, respectively. ization. Although the derived rates are slower than other structure-based approximations, they only require minimum assumptions. The experimental results demonstrated that subsampling achieves a better speed-accuracy trade-off than the Nyström and RFE methods when the number of samples n is sufficiently large (say, n > 10 5 ). Combining the theoretical and empirical results, we conclude that subsampling is worth a try as well as more other complicated approximations.
The empirical results (Figures 2-4) repeatedly indicate that the actual performance of subsampling is far better than theoretically expected. This would be because the derived bounds (Theorem 3.2 and Corollary 3.3) are too conservative. Actually, they consider almost worst-case scenarios, such as the truth function is peaky everywhere or drawn subsamples are densely collected in a small input area. Adding some realistic assumptions such as smoothness may help to derive better error bounds.
We have shown that the CV strategy well admits subsampling (Section 7), but we may want to use subsampling to approximate other criteria. The marginal likelihood would be the most popular criterion in the GP community for hyperparameter selection [17] . Unfortunately, our analysis is not immediately applicable to approximating it. Let us explain why. The marginal likelihood has the explicit form of log det(K + nλI) + y, (K + nλI) −1 y + n/2 log 2π.
The second term has the quadratic form as we have already seen (e.g., Eq. 3) and indeed subsampling can approximate it. The difficulty is in the first term, which we have to deal with the determinant of the kernel matrix. Remember that we treat the kernel matrix as the graphon in our analysis. However, the determinant of the graphon is not well-defined, meaning that we cannot compare kernel matrices with different sample size, and therefore, the approximation accuracy remains unknown. Further investigation on the marginal likelihood approximation is one of our future works.
A. Proof of Section 3
A.1. Proof of Corollary 3.3
Proof. Firstly, we derive an error of µ x * when the observed data follow the regression model (5) . Namely, we show the following equality with probability at least 1 − δ,
with the model. This equality is an analogous of the inequality (8) without the assumption of the regression model (5).
We start with (7) and obtain
By the model (5), we have y = f + ξ where f := (f (x 1 ), ..., f (x n )) and ξ := (ξ 1 , ..., ξ n ) , then we obtain
since ξ i ∼ N (0, ν 2 ) independently and identically. Then, we apply the tail bound for Gaussian random variables and obtain
with probability at least 1 − δ for any δ ∈ (0, 1). By definition of v, it has the same ∞ norm of v * , meaning v ∞ ≤ 2R. Since u 2 ≤ √ n u ∞ for any u ∈ R n , we have v 2 ≤ √ 4nR, and
Substituting the result into (11) , and the Cauchy-Schwartz inequality with Lemma 2.3 as (8) yields
Substituting δ = 0.01, then we obtain
When we substitute = O(log 1/2 n), the second term O n −1/2 R is negligible asymptotically in comparison with O √ L 2 R , hence we can ignore the second term as n → ∞.
B. Proofs of Section 5
B.1. Proof of Lemma 5.1
We say that a function f :
Lemma B.1. Let f : [0, 1] → R be an n-block constant function and let v ∈ R n be a vector so that v j = f * (x) for x ∈ [0, 1] with i n (x) = j (Note that v is uniquely determined). Then, we have
Proof. Note that we have
We show that each pair of corresponding terms are equal.
For the first pair of terms, we have
For the second pair of terms, we have
For the third pair of terms, we have
For the fourth pair of terms, we have
Combining these equalities establishes the claim.
The following lemma states that minimizing K,k,λ and K,k,λ are equivalent:
From the assumption, we have = min
C. Proofs of Section 6 C.1. Proof of Lemma 6.1
. Then, we have
By Lemma 2.3 and using the assumption that π(
Recall that π satisfies i n (π(x)) = i n (π(y)) whenever i n (x) = i n (y). Then, π( v) is n-block constant, and hence we can define a vector v ∈ R n corresponding to π( v), that is, v i = π( v)(x) for any x ∈ [0, 1] with i n (x). Then, we have We set t 1 = t 2 = t 3 (4B + 2ω) = Ξ/3 and substitute them, then we have Then, we obtain the result. Figure 9 . Approximation errors on space_ga data set.
E. Approximation Accuracy with Various Kernels with Other Data Sets
