Object segmentation and structure localization are important steps in automated image analysis pipelines for microscopy images. We present a convolution neural network (CNN) based deep learning architecture for segmentation of objects in microscopy images. The proposed network can be used to segment cells, nuclei and glands in fluorescence microscopy and histology images after slight tuning of its parameters. It trains itself at multiple resolutions of the input image, connects the intermediate layers for better localization and context and generates the output using multi-resolution deconvolution filters. The extra convolutional layers which bypass the max-pooling operation allow the network to train for variable input intensities and object size and make it robust to noisy data. We compare our results on publicly available data sets and show that the proposed network outperforms the state-of-the-art.
Introduction
In automated microscopic image analysis pipelines, segmentation of key structures such as tumours, glands and cells is an important step Awan et al. (2017) ; Yuan et al. (2012) ; Qaiser et al. (2017) . Recent advances in deep learning have helped to achieve accurate segmentation of these structures. A major strength of deep learning is that the same network architecture can be used to segment various structures across different modalities by retraining and slight tuning of the parameters Shelhamer et al. (2017) ; Ronneberger et al. (2015) . In this paper, we present Micro-Net for segmentation of cells, nuclei and glands in fluorescence microscopy and histology images.
The existing literature on segmentation methods can be broadly classified into two main categories: handcrafted feature based approaches and deep learning based methods. Most of the existing handcrafted feature based approaches to cell/nuclear segmentation employ a combination of thresholding, filtering, morphological operations, region accumulation, marker controlled watershed Yang et al. (2006) ; Veta et al. (2013) , deformable model fitting Bergeest and Rohr (2012) , graph cut Dimopoulos et al. (2014) and feature classification Li et al. (2015) . A detailed review of cell/nuclear segmentation methods was presented by Meijering (2012) for images from various modalities. For gland segmentation, most of the early attempts used handcrafted features. Wu et al. (2005) identified initial seed regions based on large vacant lumen regions and expanded the seed to a surrounding chain of epithelial nuclei. Farjam et al. (2007) proposed segmentation by clustering texture features calculated using a variance filter. However, robust segmentation requires more domain knowledge and texture features calculated using just a variance filter might not provide enough information for the local structure of the tissue. Naik (2008) employed a Bayesian classifier to detect lumen regions and then refined using a level set to stop the curve, based on the likelihood of a nucleus. While this approach is reported to work well in benign cases, it can fail in malignant cases where the morphology of glands is quite complex. Nguyen et al. (2012) grouped the nuclei, cytoplasm and lumen using colour space analysis and grew the lumen region with constraints to achieve segmentation. Gunduz-Demir et al. (2010) represented each tissue component as a circular disc and constructed a graph with nearby discs joined by an edge. They performed region growing on lumen discs that were constrained by lines joining the nuclear discs. Nosrati and Hamarneh (2014) and Cohen et al. (2015) first classify tissue regions into different constituents and then employ a constrained level set algorithm to segment the glands. Sirinukunwattana et al. (2015) identified epithelial superpixels and used epithelial regions as vertices of a polygon approximating the boundary of a gland. Most of the methods discussed above first distinguish tissue regions and then employ region growing or level sets to segment glandular regions. Recently, Li et al. (2017) proposed a slightly different approach where they first determine potential epithelial regions using lumen/background information and then identify connected epithelial cells to segment the glands using a multi-resolution cell orientation descriptor.
In this paper, we focus on deep learning based approaches using convolutional neural networks (CNNs). These have recently received a wealth of attention, due to state-of-the-art performance in recent computer vision tasks, including segmentation Shelhamer et al. (2017) ; Ronneberger et al. (2015) ; Chen et al. (2017) ; Song et al. (2017) . The fully convolutional network (FCN) for segmentation is considered to be a benchmark for segmentation tasks using deep learning Shelhamer et al. (2017) . The network performs pixel-wise classification to obtain the segmentation mask for a given input and consists of downsampling and upsampling paths. The downsampling path consists of convolution and max-pooling and the upsampling path consists of convolution and deconvolution (convolution transpose) layers. U-Net Ronneberger et al. (2015) is inspired by FCN but connects intermediate downsampling and upsampling paths to conserve the context information. Recently, Sadanandan et al. (2017) used the CellProfiler pipeline Carpenter et al. (2006) as an automatic way of generating ground truth to train the network and employed a variation of fully convolutional network inspired by the improvements in U-Net Ronneberger et al. (2015) and residual network architecture He et al. (2016) for cell segmentation. Kraus et al. (2016) use multiple instance learning (MIL) to simultaneously segment and classify cells in microscopy images. The binary instance classifier generates the predictions which are combined through an aggregate function in the MIL layer of the proposed network. However, this approach can be computationally expensive for solving a segmentation problem as multiple feature maps need to be aggregated using the global pooling function. DCAN Chen et al. (2017) employs a modified FCN that simultaneously segments both the objects and contours to assist separating clustered object instance. Another recently proposed multi-scale convolutional neural network Song et al. (2017) trains the network at different scales of the Laplacian pyramid and merges the network in the upsampling path to perform segmentation. Xu et al. (2016 Xu et al. ( , 2017 proposed a network that performs side supervision of boundary maps in addition to the foreground. Manivannan et al. (2018) combined handcrafted features with deep learning for segmentation, but this approach is computationally expensive as it not only requires calculation of features using classical approaches but also a support vector machine (SVM) classifier to predict local label patches.
In this paper, we propose a CNN with additional layers in the downsampling path, bypassing the max-pooling operation in order to learn the parameters for segmentation ignored during the max-pooling operation. By doing so, the network retains contextual information, interprets the output at multiple resolutions and trains the network at multiple input image resolutions in the downsampling path to learn the network parameters for variable cell/nucleus/gland sizes and shapes in the presence of variable intensities and texture. There are two main features of the proposed architecture: (a) it learns image features at multiple input resolutions which is natural as human observers usually examine the tissue at multiple zoom levels (resolutions) for better understanding of tissue components and (b) it bypasses the max-pooling operation through extra layers to retain information from weak features. This makes the network robust to noise and helps to learn the context at multiple resolutions. This paper is an extension of our previous work on cell Raza et al. (2017a) and gland segmentation Raza et al. (2017b) with the following novel contributions:
1. A new generic CNN framework for segmentation of objects in fluorescence microscopy and histology images.
2. Robustness of the method to high levels of noise.
3. Detailed experimentation and comparative evaluation with the state-ofthe-art. 4. Addition of another data set to our analysis where we compare our results with those in the MICCAI 2017 computational precision medicine (CPM) challenge contest dataset for nuclear segmentation. In addition, we will publish our fluorescence cell segmentation data set along with ground truth annotations subject to the publication of this manuscript.
Data Sets and Challenges
The data sets that we use in this paper come from two different sources.
The first data set contains images acquired using a multiplexed fluorescence microscope, capable of acquiring images of multiple tags in a cyclic manner Schubert et al. (2006) , where our task was cell segmentation. The other two data sets are Haematoxylin and Eosin (H&E) stained microscopic images collected
as part of open challenge contests. We use one of the data sets to evaluate nuclear segmentation in four different tumour types CPM (2017) and the other one for gland segmentation in colon cancer histology images Sirinukunwattana et al. (2017) . In this way, we demonstrate that the proposed network is capable of dealing with diverse datasets and segmentation tasks.
Multiplexed Fluorescence Imaging Data
We first focus on segmentation of individual cells in multiplexed fluorescence images using nuclear and membrane markers. In the fluorescence microscopy images, this task is challenging for various reasons, for example relatively large variation in intensity of captured signal and difficulty with separating neighbouring cells. It requires careful tuning of the algorithm to make it robust to intensity, shape, size and fusion of individual cellular regions. That process can require experimentation with a variety of features and can be time consuming.
Membrane markers such as E-cadherin (or Ecad) mark the boundary of individual cells, but the intensity of the membrane markers varies depending on type and orientation of each cell which makes segmentation difficult.
A multi-channel fluorescence microscope known as the Toponome Imaging System (TIS) Schubert et al. (2006) , acquired images of tissue samples from mouse pancreata. The TIS microscope is capable of capturing signals from multiple biomarkers, but for cell segmentation we employ only two channels corresponding to Ecad (membrane marker) and DAPI (nuclear marker). After segmentation work is completed, the other channels are available to study individual cells, and to group similar cells together for statistical purposes. We performed alignment and normalization of the multi-channel images using protocols designed for pre-processing of the TIS data Raza et al. (2012 Raza et al. ( , 2016 .
Next, ground truth for image segmentation, marked by an expert biologist, was used for training. Figure 3 as RGB composite images (enhanced for display), where membrane marker is shown in green, nuclear marker in blue and ground truth is overlaid in red with black boundaries. One can observe the variation in intensities of cell boundaries and that the nuclei are not always present and, if present, are not always positioned at the centre of the cell. This is because a tissue is a three-dimensional structure which is finely cut into multiple sections to obtain a two-dimensional image, which may or may not contain part of the cell containing the nucleus.
Sample images of exocrine cells and endocrine cells are shown in
Pancreatic cells are either endocrine cells, seen in the islets, or exocrine cells.
Endocrine cells are more tightly packed and are smaller than exocrine cells. In addition, images with varying levels of signal-to-noise ratio (SNR) are expected in fluorescence microscopy images where not only the imaging apparatus but also antibody concentration, temperature and incubation times contribute to noise. These variations make segmentation a challenging task 
Gland Segmentation (GLaS) Challenge Data Set
Histological assessment of glands is one of the key factors in colon cancer grading Sirinukunwattana et al. (2017) . This requires a highly trained pathologist, is labour intensive, suffers from inter and intra-observer variability and has limited reproducibility. Due to complex nature of the problem, sophisticated algorithms are needed for successful automatic segmentation. Automatic segmentation of glands is challenging due to high variation in texture, size and structure of glands especially in malignant tissue. The third data set we use in this paper is the publicly available Warwick-QU data set published as part of the GLand Segmentation (GLaS) challenge Sirinukunwattana et al. (2017) .
The data set consists of 165 images with the associated ground truth marked by expert pathologists. The composition of the data set is detailed in Table 1, whereas a few sample images from the data set are shown in Figure 5 . In Figure   5 , the top row shows sample images from benign cases, and the bottom row shows sample images from malignant cases. Figure 5 (c) has been taken from a moderately differentiated colon cancer tissue and (d) has been taken from a poorly differentiated colon cancer tissue section. It is evident from these images that there is a large variation in the size, texture and structure of glands in both malignant and benign cases although the variation is greater in malignant cases. 3. The Proposed Network
The architecture of proposed Micro-Net is shown in Figure 6 . In the case of fluorescence images, the input to the network consists of two features, i.e., membrane and nuclear marker images, whereas in the case of H&E images the input to the network is a stain normalised RGB image. We perform stain normalisation 1 using the method proposed by Reinhard et al. (2001) to reduce the effect of stain variation from different labs and staining conditions. In both cases, the network normalises the input to zero mean and unit norm. The network is divided into five groups and thirteen branches, the division depending on their function and the set of layers/filters. 
Group 1: Downsampling
The first group, which consists of four branches with output B1-B4, constructs the downsampling path. Each branch in Group 1 consists of convolution, max-pooling, resize and concatenation layers. The convolution and maxpooling layers perform standard operations as in conventional CNNs. We use tanh activation after each convolution layer as our experiments showed that the network converges faster with tanh activation than with ReLU. The resize layer resizes the image using bicubic interpolation so that the resized image dimension matches the corresponding dimension of the max-pooling output. We add the lower resolution input to retain the information from pixels that do not have the maximum response, because they are in the vicinity of a noisy neighbourhood. This is particularly useful when we are trying to retain tiny feature details ignored during the max-pooling operation, for example, when trying to detect cells with boundary markers having extreme intensities, even for individual cells as shown in Figure 3 . Another aspect of the resizing operation is to train the network on different sized cells/nuclei and glands as explained in Section 2. The output of branch 1 (B1) has feature depth of size 128 where the first half (64) of the features are the result of the max-pooling operation and the next half (64) are obtained by performing convolutions only on the resized image. The following branches in Group 1 double the feature depth of the previous branch but follow the same protocol in generating the branch output. The only difference is that B1 performs batch normalisation at the input and the resize layer whereas B2-B4 perform batch normalisation at the resize layer only.
Group 2: Bridge
Group 2, consisting of B5, bridges the connection between the downsampling and upsampling paths, whose architecture is very similar to conventional CNN architectures.
Group 3: Upsampling
Group 3 produces the auxiliary feature mask. Each of the auxiliary feature masks is followed by a dropout layer (set to 50%) and the convolution layer followed by softmax classification to get the auxiliary outputs (p a1 (x), p a2 (x), p a3 (x)).
Modifications for Gland Segmentation
For gland segmentation we slightly modified the network to train on a bigger patch size as shown in Figure 7 . We doubled the input size to incorporate context features and to take account of the larger size of glands as compared individual cells. This modified architecture consists of five groups and fourteen branches where all five groups and the corresponding branches perform the same tasks as in Figure 6 . However, the architecture of group 2 was slightly modified to learn deep features by adding an additional branch that performs deconvolution followed by convolution. The rest of the architecture remains the same except for the size of input/output for each branch.
Loss Function
For training, we calculate weighted cross entropy loss for the main output (l o ) and the auxiliary outputs (l a1 , l a2 , l a3 ) as 
Data Augmentation
As deep learning algorithms require large amounts of data for training, we augment the data using barrel, pincushion and moustache distortion. While adjusting parameters we made sure by visual examination that the distortions created by these parameters were realistic and not too strong. For cell segmentation on fluorescence imaging data, we augmented the data by adding white
Gaussian noise with mean 0 and variance in the range 0.0007 to 0.001, where for each patch the value of variance was randomly selected. For nuclear and gland segmentation we introduced Gaussian blur with a Gaussian filter of size 12 × 12, with σ ranging from 0.2 to 2. The value σ was randomly selected for each patch. In addition we rotate, and flip the images left, right, up and down. To train the network for cell/nuclear (gland) segmentation, we first extract 300 × 300 (600 × 600) patches from the training data. If the size of image is smaller than 300 (600) in height or width, we symmetrically pad the image to increase its size. During training the network picks these patches in a random order for each epoch, choosing centres for the patches at random locations, and then cropping them to a size of 252 × 252 (508 × 508) patch before inputting.
The proposed network was implemented using TensorFlow v0.12 Abadi et al. (2015) . We start with a learning rate (lr = 0.001) and reduce it according to lr = 0.001/(10 (epoch/5) ), which reduces the learning rate by a factor of 10 for every fifth epoch. The quantitative results are shown in Table 2 which show that the proposed Micro-Net method outperforms the state-of-the-art deep learning approaches with at least 3-4% margin in terms of average Dice, F1 score, object Dice, pixel accuracy and object Hausdorff. We modified the FCN8 algorithm (FCN8W) by introducing weighted loss Ronneberger et al. (2015) to improve segmentation of individual cells. FCN8W improved F1, object Dice, pixel accuracy and object
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Hausdorff but failed to increase the Dice coefficient.
In addition to the above experiments we tested all the network architectures for their robustness to various levels of white Gaussian noise by controlling the SNR and generating the output for various network architectures. For this purpose we did not retrain the networks but used the already trained models as where it missed segmenting the nuclei under darker shades. In GBM, the proposed algorithm misses a few cells with fainter nuclei. Overall the performance of the algorithm seems good; however it seems to struggle with nuclei under multiple shades. U-Net on the other hand shows more red in all cases demonstrating oversegmentation. This is particularly noticeable in NSCLC where there seems to be a strong cytoplasmic shade. Micro-Net struggles in these circumstances but performs much better than U-Net due to its robustness. We quantitatively measure the performance of segmentation using two evaluation metrics as selected by the contest organisers CPM (2017), namely Traditional Dice (Dice 1) and Ensemble Dice (Dice 2). Dice 1 measures the overlap between the ground truth and the prediction, whereas Dice 2 also penalises the prediction if there is a mismatch in the way segmentation regions are split. The overall score is then computed as the average of the two Dice coefficients. We compare our results with FCN8 Shelhamer et al. (2017) , U-Net Ronneberger et al. (2015) and the submissions in the competition. The results in Table 8 show that our method not only outperforms the results of contest winners but also state-of-the-art deep learning methods. Table 9 which shows that our method produces competitive results compared to the state-of-the-art algorithms from the contest and ranks third after the recently proposed Xu et al. (2017) ; Manivannan et al. (2018) according the rank sum criteria set by the organisers. Xu et al. (2017) and Manivannan et al. (2018) together and under segments the smaller gland in the middle. It can also be observed that similar to the proposed algorithm, DCAN misses the glands at the boundary due to insufficient information. Overall the proposed algorithm performs better in terms of qualitative and quantitative results. 
Conclusions
In multi-channel fluorescence microscopy, cell segmentation can help to build molecular profiles of individual cells. However, images captured using fluorescence microscopy contain very weak and variable intensities that make it difficult to segment cells in these types of images. The variable size of the cells makes it even more challenging for image processing algorithms to perform cell segmentation. In tumour histology slides, the morphology of nuclei and nuclear pleomorphism can help in making a diagnosis and in studying the tumour microenvironment but nuclear segmentation is difficult due to varying shape, size, chromatin structure and clumped nuclei. Similarly morphology of glands can help the pathologist to grade the cancer but it is also very challenging due to texture, size and structure of the glands. All these tasks require sophisticated segmentation algorithms. We have presented a deep learning architecture named Micro-Net that can be used to segment cells/nuclei and glands in fluorescence and H&E stained images with slight tuning of the parameters. The proposed architecture allows the network to visualise input and output at multiple resolutions. The extra convolutional layers bypass the max-pooling layer, thus allowing the network to better train its parameters for weak features in addition to the strongly observed feature sets. This has been demonstrated by the robustness of algorithm to varying level of noise in fluorescence image data.
Intermediate connections between the layers allow context and localization to be retained. The qualitative and quantitative results show that the Micro-Net architecture outperforms state-of-the-art deep learning approaches. We will make the fluorescence image data set publicly available subject to publication of this manuscript. The other two data sets we used in this paper are already publicly available. We showed that the proposed algorithm produces competitive results compared to the state-of-the-art. The results produced by the algorithm can be extended to build molecular profile in multiplexed fluorescence images, grade cancer or study tumour microenvironment.
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