We analyze the joint distributions and temporal correlations between the partial maximum m and the global maximum M achieved by a Brownian Bridge on the subinterval [0, t 1 ] and on the entire interval [0, t], respectively. We determine three probability distribution functions: The joint distribution P (m, M ) of both maxima; the distribution P (m) of the partial maximum; and the distribution Π(G) of the gap between the maxima, G = M − m. We present exact results for the moments of these distributions and quantify the temporal correlations between m and M by calculating the Pearson correlation coefficient.
I. INTRODUCTION
The Brownian Bridge (BB) is a one-dimensional Brownian motion B s , 0 ≤ s ≤ t, which is conditioned to return to the starting point [1] . Without loss of generality one can postulate that the BB starts and returns to the origin (see Fig. 1 ): B 0 = B t = 0. BBs admit numerous interpretations. For instance, a BB can be regarded as a stationary 1 + 1-dimensional Edwards-Wilkinson interface [2] in a box with periodic boundary conditions (see, e.g., [3] ).
BBs naturally arise in the analysis of convex hulls of planar Brownian motions [4] and of dephasing due to electron-electron interactions in quasi-1D wires [5] , they have been used to model a random potential in studies of diffusion in presence of a strong periodic disorder [6] and are also relevant for diffusion in disordered non-periodic potentials as they are related to the statistics of transients. BBs appear in mathematical statistics, e.g., in
Kolmogorov-Smirnov tests of the difference between the empirical distributions calculated from a sample and the true distributions governing the sample process [7] [8] [9] [10] (see also [11] for the applications in mathematical finance). BBs are often used in computer science, e.g., in the analysis of the maximal size reached by a dynamic data structure over a long period of time [12] . In ecology, BBs have been used for an analysis of animal home ranges and migration routes, as well as for estimating the influence of resource selection on movement [13] .
Extremal value statistics of the BBs, e.g., statistics of a maximum, a minimum, or a range on the entire time interval [0, t] were studied beginning with classical papers [7] [8] [9] [10] , and were subsequently generalized for Bessel process (the radius of a d-dimensional Brownian motion) with a bridge constraint [14] [15] [16] , and also for some conditioned extremal values of BBs [17, 18] . The statistics of longest excursions and various non-self-averaging characteristics of BBs have been studied e.g. in Refs. [19, 20] . Using a real-space renormalisation group technique, a wealth of results on the extreme value statistics of BBs, reflected Brownian Bridges, Brownian meanders and excursions, as well as more general processes like Bessel Bridges, have been presented in [21] .
In this paper we investigate the joint statistics and temporal correlations between the partial maximum m = max 0≤s≤t 1 B s and the global maximum M = max 0≤s≤t B s achieved by the BB on the subinterval [0, t 1 ] and on the entire interval [0, t], see Fig. 1 . We recently studied similar problems for the unconstrained Brownian motion [22] , and below we compare To determine P (m, M ) we use two auxiliary pdfs which describe the BM starting at the origin. One of these quantities is Π t (m, x), the pdf that the BM is at x at time t and it has achieved the maximum m during the time interval [0, t]. This pdf is given by (see, e.g.,
Refs. [23, 24] )
Another quantity is S t (m, x), the pdf that the BM does not reach a fixed level m > 0 within
The joint distribution P (m, M ), given by Eq. (4), as a function of m and M for several values of z = t 1 /t. The delta-peak is not shown.
the time interval [0, t], and appears at position x at time moment t. This survival probability is given by (see, e.g., [25] )
We compute P (m, M ) using the same procedure [22] as for the BM. We denote by x the position of the BB at time s = t 1 , and we integrate over −∞ < x < m to determine P (m, M ). There are two contributions corresponding trajectories with m = M and with m < M , the latter occurs e.g. for the trajectory shown in Fig. 1 . Thus we represent P (m, M ) as
The normalization factor A is chosen to ensure that
Using (1) and (2) we get A = 2 √ πDt.
Performing the integrals in (3), we arrive at
Hereinafter we use the shorthand notation z = t 1 /t.
Equation (4) is the chief result of this paper, it allows us to deduce most of other results.
In quantity can be calculated from (4) by integrating over M ≥ m:
In the limit z → 1, i.e., when t 1 → t and m → M , Eq. (5) reduces to the classic result for the global maximum of the BB (see [7] [8] [9] [10] ):
The distributions (5) and (6) are depicted in Fig. 3a .
Using (5) we compute the moments
where 2 F 1 is the hypergeometric function. We consider the moments with non-negative integer k, although they are well-defined for all k > −1. For even integer k ≥ 0 one can express the moments through the Gegenbauer polynomials, viz.
where C β α (x) are Gegenbauer polynomials. In particular, for k = 2, 4, 6
The moments of the odd order have a more complicated structure and contain the inverse trigonometric function arccos(1 − 2z). The first three odd moments read
Using explicit expressions for E {m} and E {m 2 } we determine the variance of the partial maximum:
Interestingly enough, as shown in Fig. 3b, where κ 3 is the third cumulant of the pdf P (m), also exhibit a non-monotonic behavior as a function of z, see Fig. 4a .
In the limit z → 0, in the leading in z order, we recover from (7) the standard expression for the moments of the maximum of an unconstrained Brownian motion on the interval
while in the opposite limit z → 1 we have
which is a standard expression for the moments of the global maximum M of a Brownian
Bridge. The moments E m k as functions of z are plotted in Fig. 4b . 
we get
This distribution is depicted in Fig. 5 . For z ≥ 1/2, the distribution P(g) is unimodal with maximum at g = 0. For z < 1/2, the distribution is bimodal-in addition to the maximum at g = 0 (due to the delta-peak) there is a second maximum which moves away from the origin as z → 0.
The moments of the gap are found from (16) to give By definition
We have already computed all terms in Eq. (21) apart from the cross-moment of two maxima E {mM }. This cross-moment can be determined from (4) to give
leading to
with V (z) defined in Eq. (11).
In 
Conversely, ρ(m, M ) → 0 when z → 0 implying that m and M become uncorrelated. More precisely, one gets ρ(m, M ) = π 2(π − 2)(4 − π)
implying that correlations vanish slowly, ρ(m, M ) ∼ t 1 /t.
We have determined the joint statistics and temporal correlations between a partial and global extremes of one-dimensional Brownian bridges. We have calculated the joint probability distribution function of two maxima, the pdf of the partial maximum and the pdf of the gap G = M − m. We also derived exact expressions for the moments E{m use explicit expressions for Π t (m, x) obtained in [21] .
