Consider the image of a 2n-dimensional unit ball by an open symplectic embedding into the standard symplectic vector space of dimension 2n. Its 2k-dimensional shadow is its orthogonal projection into a complex subspace of real dimension 2k. Is it true that the volume of this 2k-dimensional shadow is at least the volume of the unit 2k-dimensional ball? This statement is trivially true when k = n, and when k = 1 it is a reformulation of Gromov's non-squeezing theorem. Therefore, this question can be considered as a middle-dimensional generalization of the non-squeezing theorem. We investigate the validity of this statement in the linear, nonlinear and perturbative setting.
Introduction
Let Ω be the standard symplectic form Ω = n j=1 dp j ∧ dq j on R 2n , the standard Euclidean space endowed with coordinates (p 1 , q 1 , . . . , p n , q n ). The nonsqueezing theorem of Gromov states that no symplectic diffeomorphism (i.e. diffeomorphism which preserves Ω) can map the 2n-dimensional ball B R of radius R into the cylinder Z S := (p 1 , q 1 , . . . , p n , q n ) ∈ R 2n | p 2 1 + q 2 1 < S 2 if S < R (see [Gro85] , and also [EH89] , [Vit89] , [HZ94] for a different proof). This theorem shows that symplectic diffeomorphisms present two-dimensional rigidity phenomena (the base of the cylinder has dimension two), and not just the preservation of volume ensured by Liouville's theorem (which in the modern language just follows from the fact that, preserving Ω, a symplectic diffeomorphism must preserve also Ω n , the n-times wedge of Ω by itself, which is a multiple of the standard volume form). Symplectic capacities are the standard tools which allow to quantify such two-dimensional rigidity phenomena (see again [EH89] , [Vit89] and [HZ94] ).
Since symplectic diffeomorphisms preserve also the 2k-form Ω k for every 1 ≤ k ≤ n, after Gromov's result it was natural to think that there should be also middle dimensional rigidity phenomena. A possible question concerned the possibility of symplectically embedding one polydisk Π := B It was natural to expect other rigidity phenomena concerning other products of the R j 's, but L. Guth recently ruled this out, by proving that there exists a constant C(n) such that if C(n)R 1 ≤ R ′ 1 and C(n)R 1 · · · R n ≤ R ′ 1 · · · R ′ n , then Π can be symplectically embedded into Π ′ (see [Gut08] ). See also [Sch05] , [Hut10] , [HK10] , [MS10] , [BH11] , [McD11] and references therein for more quantitative results about the symplectic embedding problem for polydisks and other domains.
In this article, we would like to take a different point of view and to keep the ball as the domain of our symplectic embeddings. We first notice that Gromov's nonsqueezing theorem can be restated by saying that the two-dimensional shadow of a symplectic ball of radius R in R 2n has area at least πR 2 . More precisely, every symplectic embedding φ : B R → R 2n satisfies the inequality area P φ(B R ) ≥ πR 2 ,
where P denotes the orthogonal projector onto the plane corresponding to the conjugate coordinates p 1 , q 1 . In fact, the latter statement is obviously stronger than the former. On the other hand, if the area of A := P φ(B R ) is smaller than πR 2 , then we can find a smooth area preserving diffeomorphism ψ : A ֒→ B 2 S for some S < R (by a theorem of Moser [Mos65] , see also [HZ94, Introduction, Theorem 2]), and the symplectic diffeomorphism (ψ × id R 2n−2 ) • φ maps B R into Z S , thus violating the former formulation of Gromov's nonsqueezing theorem. Actually, the reformulation (1) is closer to Gromov's original proof.
In the above reformulation, the projector P can be replaced by the orthogonal projector onto any complex line of R 2n ∼ = C n , where the identification is given by (p 1 , q 1 , . . . , p n , q n ) → (p 1 + iq 1 , . . . , p n + iq n ).
If one does not wish to use the complex structure of R 2n , (1) can be expressed using only the symplectic structure, by saying that if V is a symplectic plane in R 2n and Q is the projector onto V along the symplectic orthogonal complement of V , then
for every symplectic embedding φ : B R → R 2n . In fact, (2) follows from (1) because the projector Q is conjugated to an orthogonal projector onto a complex line by a symplectic linear automorphism of R 2n . Looking at the inequality (1), it seems natural to ask whether an analogous statement holds for the volume of a higher-dimensional shadow of a symplectic ball. More precisely: if V is a complex linear subspace of R 2n of real dimension 2k and P is the orthogonal projector onto V , is it true that
for every symplectic embedding φ : B R → R 2n ? Here ω 2k denotes the volume of the unit 2k-dimensional ball. Indeed, the case k = 1 is precisely Gromov's theorem and for k = n we have the equality in (3), by Liouville's theorem. The purely symplectic reformulation of this question, analogous to (2), would be asking whether
when Q is the projector onto a symplectic 2k-dimensional linear subspace of R 2n along its symplectic orthogonal (the factor k! appears because Ω k restricts to k!-times the standard 2k-volume form on every complex linear subspace of real dimension 2k).
The first aim of this paper is to show that (3) (hence also (4)) holds in the linear category:
Theorem 1 (Linear non-squeezing). Let Φ be a linear symplectic automorphism of R 2n , and let P : R 2n → R 2n be the orthogonal projector onto a complex linear subspace V ⊂ R 2n of real dimension 2k, 1 ≤ k ≤ n. Then
and the equality holds if and only if the linear subspace Φ T V is complex.
Here Φ T denotes the adjoint of Φ with respect to the Euclidean product of R 2n . The proof is elementary but, as in the case of the standard linear non-squeezing (see [MS98, Theorem 2 .38]), not completely straightforward. It is contained in Section 1.
Our second aim is to show that in the nonlinear category middle-dimensional shadows may have arbitrarily small volume:
Theorem 2 (Non-linear squeezing). Let P : R 2n → R 2n be the orthogonal projection onto a complex linear subspace of R 2n of real dimension 2k, with 2 ≤ k ≤ n − 1. For every ǫ > 0 there exists a smooth symplectic embedding φ : B → R 2n such that
Here B denotes the unit ball B 1 ⊂ R 2n . The proof of this second result is based on some elementary but ingenious lemmata from the already mentioned paper of Guth [Gut08] . It is contained in Section 2.
Therefore, the middle-dimensional non-squeezing inequality (3) stops holding when passing from linear to nonlinear symplectic maps. However, the counterexample produced in the proof of Theorem 2 deforms the ball tremendously and it is natural to ask where the border of the validity of (3) lies. An interesting question in this respect seems to be: does (3) hold locally?
This question can be formulated in different ways. For instance, one may fix a symplectic diffeomorphism φ : R 2n → R 2n and a point in its domain -without loss of generality the origin -and ask whether (3) holds when R is small enough. Or one can fix a smooth path of symplectic diffeomorphisms
such that φ 0 = Φ, where Φ is some linear symplectic automorphism, and ask whether
for some positive number t 0 ≤ 1. A positive answer to this second question implies a positive answer to the first one, by considering the path of symplectic diffeomorphisms
A first result about the first formulation of the local question is the following:
Proposition (Generic local non-squeezing). Let φ : R 2n → R 2n be a symplectic diffeomorphism and let P be the orthogonal projection onto a complex subspace V ⊂ R 2n of real dimension 2k, with 1 ≤ k ≤ n. Then there is an open and dense subset U ⊂ R 2n with the following property: for every x ∈ U there exists R 0 = R 0 (x) > 0 such that
We conjecture that one can actually take U = R 2n in the above statement and that the function R 0 is bounded away from zero on compact sets (this is way we do not grant the above statement the status of a theorem). The proof uses minimal submanifolds and is contained in Section 3, where we also make some general considerations about the first formulation of the local question and we suggest that its positive answer might be related to the integrability of a certain "multi-valued distribution".
Further evidence for a positive answer to the local question is given by the next result about the second more general formulation, whose statement needs some preliminaries.
As before, we denote the image of the orthogonal projector P by V , which is still assumed to be a complex linear subspace of R 2n . When Φ T V is not a complex subspace, Theorem 1 guarantees that vol 2k P Φ(B) > ω 2k , so (5) holds for small values of t just by continuity. Therefore, the question is non-trivial only when Φ T V is a complex subspace, in particular when Φ = I. We recall that, since R 2n is simply connected, every symplectic path φ t : R 2n → R 2n is generated by a time-dependent Hamiltonian: There exists a smooth one-parameter family
where X H is the Hamiltonian vector field associated to H, which is defined by the identity
Each function H t is uniquely determined up to an additive constant. Given a 2π-periodic smooth loop
we denote by
its energy, and by
the symplectic area of any disc with boundary z. If V ⊂ R 2n is a complex linear subspace of complex dimension k, we denote by Gr 1 (V ) the Grassmannian of complex lines in V , equipped with the volume form
where ω is the standard Kähler form on Gr 1 (V ) ∼ = CP k−1 . Our next result is the following second order expansion for the 2k-volume of the shadow of the image of the ball by the Hamiltonian flow φ t :
Theorem 3 (Second order expansion). Let {φ t } t∈[0,1] be a smooth one-parameter family of symplectic diffeomorphisms of R 2n into itself such that φ 0 = Φ is linear and let {H t } t∈[0,1] be its generating path of Hamiltonians. Let P be the orthogonal projector onto a complex linear subspace V ⊂ R 2n of real dimension 2k, with 1 ≤ k ≤ n, and assume that also Φ T V is a complex subspace. Then
the number C being defined as
Here Φ * ((I − P )X H 0 ) denotes the pull-back by Φ of the vector field (I − P )X X 0 , that is
and J : R 2n → R 2n is the multiplication by i in the identification R 2n ∼ = C n . To the best of our knowledge, this result is new also in the case k = 1. The proof is based on an elaborate series of computations, which make use of the Lie-Cartan formalism and occupy Sections 4, 5, 6 and 7.
We can now use the energy-area inequality
and the fact that the equality holds if and only if the loop z has the form z(θ) = z 0 + e θJ z 1 , for some z 0 and z 1 in R 2n , in order to deduce the following:
Corollary (Strict local non-squeezing). Let φ t , Φ, H t , P and V be as in Theorem 3, with 1 ≤ k ≤ n − 1. Assume that the vector field Z := Φ * ((I − P )X H 0 ) does not satisfy the symmetry condition
Then there exists t 0 > 0 such that
Therefore, the second formulation of the local non-squeezing statement holds for every middle-dimension, at least if the Hamiltonian vector field X H 0 is not so symmetric that (7) holds. When (7) holds, then C(H 0 , Φ) in Theorem 3 vanishes and we cannot expect the strict inequality (8) to be true (for instance, φ t could be the identity for every t), but nevertheless it seems natural to conjecture that there exists t 0 > 0 such that the weak inequality (5) holds.
We should also mention that, since the local compactness of R 2n does not play any role in our arguments, all the results of this paper extend to the case of symplectic diffeomorphisms on an infinite dimensional real Hilbert space H which is equipped with a strong symplectic structure, that is of a continuous anti-symmetric bilinear form Ω : H × H → R such that the anti-symmetric linear operator J : H → H which represents Ω with respect to the inner product, that is
is an isomorphism. In particular, the standard non-squeezing theorem which S. Kuksin [Kuk95] generalized to compact perturbations of linear operators, holds also for small perturbations of bounded linear symplectic operators on H, again assuming that the symmetry condition (7) does not hold. Unlike the former, the latter fact is true also for the middle-dimensional case dim V = 2k, with 2 ≤ k < ∞.
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Linear non-squeezing
We start by recalling the formulas for the volume of the image of the ball by a linear surjection. We denote by B the open unit ball about 0 in R n . Let n ≥ k be positive integers and let A : R n → R k be linear and onto. We denote by A T : R k → R n the adjoint of A with respect to the Euclidean inner products. The linear mapping A T A : R n → R n symmetric and semi-positive, with k-codimensional kernel
In particular, A T A restricts to an automorphism of the k-dimensional space (ker A) ⊥ = ran A T and, since this restriction is the composition of the two isomorphisms
which have the same determinant, being one the adjoint of the other, we deduce that
Here, the absolute value of the determinant of linear maps between different subspaces of the same dimension is induced by the Euclidean inner product (since linear subspaces do not have a preferred orientation, the determinant is defined up to the sign). Let ξ 1 , . . . , ξ k be a basis of (ker A) ⊥ with
where the Euclidean norm of R n is extended to multi-vectors in the standard way (in particular, |ξ 1 ∧ · · · ∧ ξ k | is the k-volume of the prism generated by ξ 1 , . . . , ξ k ). Since
we find
where ω k denotes the k-volume of the unit k-ball. Furthermore, the real valued function
where Gr k (R n ) denotes the Grassmannian of k-dimensional subspaces of R n , has a unique maximum at (ker A)
Let R 2n be the 2n-dimensional Euclidean space endowed with coordinates
with the complex structure J corresponding to the identification
and with the symplectic form given by minus the imaginary part of the corresponding Hermitian product, that is Ω = n j=1 dp j ∧ dq j .
H. Federer refers to the next result as to the Wirtinger inequality, see [Fed69, section 1.8.1].
Lemma 1. Let 1 ≤ k ≤ n and let Ω k be the k-times wedge product of Ω by itself. Then
and, in the non-trivial case of linearly independent vectors u j , the equality holds if and only if the u j 's span a complex subspace.
We are now ready to prove the linear non-squeezing result:
Theorem 1 (Linear non-squeezing). Let Φ be a linear symplectic automorphism of R 2n , and let P : R 2n → R 2n be the orthogonal projector onto a complex linear subspace
Proof. By linearity, we may assume R = 1. We consider the linear surjection
As before, let ξ 1 , . . . , ξ 2k be a basis of (ker A)
By the identity (10) and Lemma 1,
and the equality holds if and only if the subspace spanned by
Since the restriction of Ω k to the complex subspace V is k!-times the standard volume form, we have
where we have used again (10). By (12), (13), and (14) we conclude that
and that the equality holds if and only if the linear subspace Φ T V is complex.
Nonlinear squeezing
In this section we consider balls in spaces of different dimension, hence we adopt the notation B n R for the open ball of radius R about the origin in R n and we omit the index R when the radius is 1, B n := B n 1 . We denote by Σ the punctured torus T 2 \ {pt} equipped with a symplectic form of area one. The following lemma is due to L. Guth [Gut08, Section 2, Main Lemma]:
Lemma 2. For every R > 0 there exists a smooth symplectic embedding of
The next lemma is a simple modification of Lemma 3.1 in [Gut08] (where an embedding with extra properties is constructed for R < 1/10):
Lemma 3. For every R > 0 there exists a smooth symplectic embedding of
Proof. Choose a positive number ǫ < R/3 and set
If ǫ is small enough (precisely, if 8Rǫ < 1), we can find a smooth symplectic immersion ψ : Σ → R 2 such that:
3. the restrictions ψ| Σ\D and ψ| Σ\D ′ are injective.
Such a symplectic immersion is easily found by starting from a smooth immersion (see [Gut08, Figure 3] ) and by making it area-preserving by the already mentioned theorem of Moser.
Let χ be a smooth real valued function on R with support in
is a symplectic diffeomorphism, being the time-one map of the Hamiltonian flow generated by the Hamiltonian H(p 1 , q 1 , p 2 , q 2 ) := χ(p 2 )p 1 . We claim that the map
is a symplectic embedding. The map id × ψ maps a neighborhood of the boundary of B 2
This proves that ϕ is a smooth symplectic immersion.
There remains to check that ϕ is an embedding. By the properties of ψ, ϕ is an embedding on a neighborhood of B 2 R × Σ \ ψ −1 (S) and on a neighborhood of B 2 R × ψ −1 (S). Therefore, it is enough to prove that ϕ maps the sets
Since
The intersection of the latter set with
hence the first two-dimensional component of ϕ(p 1 , q 1 , z) does not belong to B 2 R . This concludes the proof of Lemma 3.
We are now ready to prove the nonlinear squeezing result:
Theorem 2 (Nonlinear squeezing). Let P : R 2n → R 2n be the orthogonal projection onto a complex linear subspace of R 2n of real dimension 2k, with 2 ≤ k ≤ n − 1. For every ǫ > 0 there exists a smooth symplectic embedding φ : B 2n → R 2n such that
Proof. Up to the composition by a unitary automorphism of (R 2n , J), we may assume that V is the linear subspace corresponding to the coordinates p 1 , q 1 , . . . , p k , q k . Moreover, it is enough to consider the case n = 3 and k = 2, from which the general case follows by taking the product by the identity mapping. Because of these simplifications, P : R 6 → R 6 is the standard projection on the subspace given by the first four coordinates p 1 , q 1 , p 2 , q 2 .
Let R be a positive number. By Lemmata 2 and 3, there are symplectic embeddings
Consider the symplectic embeddingφ : B 6 R → R 6 which is defined as the composition
The required symplectic embedding φ : B 6 1 → R 6 is obtained by rescaling: Indeed, the embedding φ(z) :=φ(Rz)/R is symplectic and by (17), the quantity
is smaller than ǫ, if R is large enough.
Preliminary remarks on the local question
Let φ : R 2n → R 2n be a symplectic diffeomorphism and let P : R 2n → R 2n be the orthogonal projector onto a complex linear subspace V of real dimension 2k, with 2 ≤ k ≤ n − 1.
Denote by ψ the composition P φ. In its former formulation, the local question proposed in the introduction is whether the inequality
holds for R > 0 small enough. The linear non-squeezing Theorem 1, together with the identities (10) and (11), implies that
where J 2k ψ(x) is the 2k-Jacobian of the map ψ at x, that is the number
Gr 2k (R 2n ) being the Grassmannian of 2k-dimensional linear subspaces of R 2n . Our first remark is that (18) does not follow simply from the inequality (19). In fact, if m > h > 1, there are smooth maps ϕ : R m → R h whose h-Jacobian is everywhere at least 1 but for which
for every small R > 0. Examples with m = 3 and h = 2 can be found among the maps of the form ϕ :
where ρ : [0, +∞[→ R is a smooth positive function such that
Indeed, such a ϕ maps the cylinder B 2 R × R -and a fortiori the ball B 3 R -into the disk of radius ρ(R)R, which is smaller than R for R > 0. The 2-Jacobian of ϕ is easily computed to be
from which we find
Therefore, if ρ ′′ (0) > −1/4 then J 2 ϕ(z, t) ≥ 1 for |z| small enough. Examples for arbitrary m > h > 1 are obtained from this map by taking the product with an orthogonal projection.
The existence of smooth maps such ϕ : R m → R h with m > h whose h-Jacobian is everywhere at least 1 but for which the inequality (20) holds for every small R > 0, such as the one defined above, is related to a non-integrability issue. Indeed, the set
is non-empty for every x ∈ R m because J h ϕ(x) ≥ 1 and defines what could be called a "multi-valued h-dimensional distribution" on R m . If ϕ satisfies (20) for every small R > 0, such a multi-valued distribution cannot be integrable in a neighborhood of zero, as it is implied by the following result (which also clarifies the meaning of integrability for multi-valued distributions):
Lemma 4. Let m ≥ h ≥ 1 and let ϕ : R m → R h be a smooth map such that J h (ϕ(x)) ≥ 1 for every x ∈ R m . Assume that the multi-valued distribution W , which is defined in (22), is integrable, in the sense that R m admits a smooth h-dimensional foliation F such that for every x ∈ R m the tangent space at x of the leaf through x belongs to W (x). Then
for every R > 0 small enough.
The proof of this lemma is given at the end of this section. Notice that when h = 1 or h = m, W is always integrable: the case h = m is obvious, because W (x) = R m for every x, and the case h = 1 follows from the fact that, by (11), W admits the smooth selection
which, when h = 1, is a genuine one-dimensional distribution, hence integrable. So the above proposition explains our previous claim that maps ϕ : R m → R h which satisfy J h ϕ ≥ 1 and (20) for every small R > 0 exist only when m > h > 1. Now let φ : R 2n → R 2n be a symplectic diffeomorphism and let P be the orthogonal projector onto a complex linear subspace V ⊂ R 2n . The above proposition implies a positive answer to the local non-squeezing question when the multi-valued distribution W which is associated to the map P φ is integrable. In the "rigid case", in which W (x) consists of a single vector space for every x ∈ R 2n , W is certainly integrable. In fact, in this case formula (11) and Theorem 1 imply that W (x) consists of the space
which must be complex for every x ∈ R 2n . Therefore, the distribution
is tangent to the foliation given by the image by φ −1 of the linear foliation given by 2k-dimensional subspaces parallel to V . This fact has the following consequence:
for every R < R 0 .
Indeed, we can consider the closed set Y ⊂ R 2n consisting of all points x for which vol 2k P Dφ(x)(B) = ω 2k , or, equivalently,
On the complement of Y we have vol 2k P Dφ(x)(B) > ω 2k , and (23) holds for every small R just by continuity. On the interior part of Y , the distribution W is integrable, as we have seen, and (23) holds for every small R because of Lemma 4. Then
is the required open and dense set.
Although the analysis of the above and of several other examples suggests that the multi-valued distribution associated to P φ should always be integrable, we do not have a proof of this fact. Therefore, in the following sections we use a different and more direct strategy for studying the local question.
We conclude this section by proving Lemma 4. The proof is based on the following lemma, whose proof we feel free to only sketch, since Lemma 4 is not used in the proof of Theorem 3.
Lemma 5. Let F be a h-dimensional foliation of B m , such that each leaf is the graph of a smooth map from a strictly convex domain of R h × {0} to {0} × R m−h . Then F has a leaf F such that the h-volume of F is at least ω h . Sketch of proof. Given F in F , letF be a h-surface which minimizes the h-volume among all h-surfaces with boundary ∂F = F ∩ ∂B m , which by F. Almgren's regularity theory is a minimal submanifold, which is smooth away from a singular set of codimension at least 2 (see [Alm00] ). By the strict convexity assumption,F is unique and depends continuously on F ∈ F . In particular, there is a F ∈ F such that 0 belongs toF . Then the conclusion follows from the monotonicity formula for minimal submanifolds (see e.g. [CI11, Corollary 1.13]), which implies the second inequality in
Proof of Lemma 4. If R is small enough, the homothety x → x/R maps the foliation F | B m R into a foliation of B m which satisfies the assumptions of Lemma 5. We deduce that
Since Dϕ(0)| T 0 F is an isomorphism, up to the choice of a smaller R we can also assume that the restriction of ϕ to F is injective. Then the fact that det(Dϕ(x)| TxF ) ≥ 1, ∀x ∈ F, and the area formula imply that
as we wished to prove.
Preparatory results for Theorem 3
Let 1 ≤ k ≤ n be fixed once and for all. In the proof of Theorem 3 we shall make use of some auxiliary differential forms on R 2n , which we now introduce. The symplectic form Ω is decomposed as
where
The next object is the (2k − 1)-form α := p 1 dq 1 ∧ dp 2 ∧ dq 2 ∧ · · · ∧ dp k ∧ dq k , whose differential is dα = dp 1 ∧ dq 1 ∧ · · · ∧ dp
where β is the 2k-form
In the following lemma we prove two formulas which will be useful in the next sections.
Lemma 6. Let P : R 2n → R 2n be the orthogonal projector onto the 2k-dimensional subspace which corresponds to the coordinates p 1 , q 1 , . . . , p k , q k . If X and Y are smooth vector fields on R 2n , there holds:
If X H is the Hamiltonian vector field associated to the Hamiltonian H ∈ C ∞ (R 2n ), there holds:
Proof. We clearly have P * dp j = dp
It follows that
for every vector field X.
(i) If k < i < j ≤ n, the three-form
is a sum of elementary three-forms, each of which contains at least a term dp h or dq h , where h is either i or j. By (26), it follows that P * ı X dı Y (dp i ∧ dq i ∧ dp j ∧ dq j ) = 0.
Then, by the last expression for β in (25), we find
Notice that
and hence
When k = 1, the above identity is precisely the identity (i) that we wish to prove. So we assume that k ≥ 2 and compute
By (27), P * ( Ω) vanishes, and we get
Since, by (28), the two-form P * (dı Y Ω) = dP * (ı Y Ω) vanishes, we conclude that
The thesis in the case k ≥ 2 follows from the above identity and (29).
(ii) Since all the summands in the definition of β contain the term Ω, (28) implies that
Moreover,
Therefore, by (24),
By applying P * , taking (30) into account, the formula (ii) follows.
Strategy of the proof of Theorem 3
Let {φ t } t∈[0,1] be a smooth one-parameter family of symplectic diffeomorphisms of R 2n such that φ 0 = Φ is linear and let {H t } t∈[0,1] be its generating path of Hamiltonians, that is
where X Ht is defined by the identity
Let P be the orthogonal projector onto the subspace R 2k which is given by the coordinates p 1 , q 1 , . . . , p k , q k . This subspace is complex with respect to the complex structure J, hence P commutes with J. We assume that also the subspace Φ T R 2k is complex. Let U be an orthogonal and symplectic automorphism of R 2n -that is unitary with respect to the complex structure J -which maps the complex subspace R 2k onto the complex subspace Φ T R 2k and we set Ψ := ΦU.
so Ψ T preserves the subspace R 2k . Since Ψ T is symplectic, it preserves also the symplectic orthogonal of R 2k , which is also its Euclidean orthogonal. It follows that Ψ T commutes with the orthogonal projector P , and so does Ψ:
Being obtained from φ t by right-composition, the path of symplectic diffeomorphisms
Since U maps the open unit ball B ⊂ R 2n onto itself, we have
Theorem 3 calls for finding the second order expansion of the function f (t) := vol 2k P φ t (B) = vol 2k P ψ t (B)
at t = 0. By (9) and (31), we have
where S 2k−1 = ∂B 2k denotes the unit sphere in R 2k . The implicit mapping theorem implies that ift ∈]0, 1] is small enough, there is a smooth one-parameter family of embeddings
and x 0 is the identity mapping on S 2k−1 . Actually, we may also impose the normalization condition
which uniquely determines the embeddings x t .
Given a smooth map x : S 2k−1 → R 2n , we set
the (2k − 1)-form α being defined in Section 4. If x is the boundary of the mapx : B 2k → R 2n , Stokes theorem and the identity P * α = α (see (26)) imply that
(P • ψ t •x) * dp 1 ∧ dq 1 ∧ · · · ∧ dp k ∧ dq k .
When P • ψ t •x is one-to-one and orientation preserving, then
Up to the choice of a smallert ∈]0, 1], the above formula holds in particular when x = x t , t ∈ [0,t], for a suitable choice ofx =x t : B 2k → B, because x t is C 1 -close to the identity mapping on S 2k−1 and ψ t is C 1 -close to the linear map Ψ, which preserves the splitting determined by P . Hence
Moreover, by (33) the map x t is a local maximum of V t on the space of smooth maps x : S 2k−1 → ∂B. Our strategy for proving Theorem 3 is to use the formula (35) in order to determine the second order expansion of f (t) at t = 0.
Computations
The first aim of this section is to get some information on the family of embeddings x t : S 2k−1 → ∂B, t ∈ [0,t], which is defined by (33) and (34).
Lemma 7. (i) For every t ∈ [0,t], the map x t satisfies the functional equation
(ii) There holds
Proof. (i) Fix t ∈ [0,t] and θ ∈ S 2k−1 . The point x := x t (θ) is a singular point for the map
Therefore, there is a non-zero vector η ∈ R 2k such that
for every ξ in T x ∂B. Since P η = η, we have
from which we deduce that the vector
is orthogonal to T x ∂B or, equivalently, is a multiple of x. Since η belongs to R 2k , we deduce that
By the J-invariance of R 2k , this is equivalent to
Since Dψ t (x) belongs to the symplectic group,
and we conclude that
which proves (i).
(ii) We can write the first order expansion
where the smooth map
is to be determined. From the condition |x t (θ)| = 1 we deduce that
while the normalization condition (34) implies
By (37) we get 0 = y · x 0 = y · P x 0 = P y · x 0 , which together with (38) implies that P y = 0. Differentiating (32) with respect to x, we find
from which we deduce that
Together with (i) and (36), this implies that
By expanding this expression and by collecting the terms which are linear in t, we find that
Since P y = 0 and P commutes with both Ψ and J, we have P ΨJy = 0 and (39) implies that ΨJy = (I − P )ΨJy = −(I − P )DX H 0 (Ψx 0 )ΨJx 0 , from which we conclude that
We can now use the formula (35) and compute the first derivative of f .
and f ′ (0) = 0.
Proof. Since x t is a local maximum of the functional V t on the space of smooth maps x : S 2k−1 → ∂B, we have
Moreover, by using Cartan's identity
and Stokes' theorem, we find
The formula for f ′ (t) follows. In particular,
Hence f ′ (0) = 0, again by Stokes' theorem.
We can now get a first formula for the second derivative of f .
Lemma 9. There holds
where Y t is a smooth vector field on R 2n such that
In particular, for t = 0,
where Y is the vector field
Proof. By deriving the expression for f ′ (t) of Lemma 8, we find, by using Cartan's identity and Stokes' theorem as in the proof of Lemma 8,
where Z t is a vector field on R 2n such that
Here we can write
where Y t is a vector field on R 2n such that
From the identity (24) we have
which, together with
implies that we can replace dα with −β in the first term of (40), and we find the desired formula for f ′′ (t). For t = 0 we have, by Lemma 7 (ii),
Therefore, we can choose as Y 0 the vector field
and we find the formula
Arguing as in the last part of Lemma 8, Lemma 6 (ii) implies that the (2k − 1)-form
is exact and by Stokes' theorem we find the formula
Since Ψ • x 0 = P • Ψ • x 0 , by Lemma 6 (i) we have the following chain of identities
where in the last equality we have used the fact that, commuting with P , the symplectic automorphism Ψ preserves Ω k . The desired formula for f ′′ (0) follows.
In order to further simplify the expression of f ′′ (0), we need to introduce some extra objects. We identify R 2k with C k and we denote by Gr 1 (C k ) ∼ = CP k−1 the Grassmannian of complex lines in C k , equipped with its standard Kähler form
where f is a holomorphic local right-inverse of the projection C k \ {0} → CP k−1 (see e.g. [Jos02, Section 5.1]). Let µ be the induced volume form on Gr
Then we have the following reduction lemma:
Lemma 10. Let η be a smooth one-form on S 2k−1 , k ≥ 1. Then
where the circle L ∩ S 2k−1 is given the orientation induced by the complex structure of L.
Proof. We recall that if π :
is the Hopf fibration, then
Indeed, since both Ω k and ω are invariant with respect to the action of the unitary group of C k , it is enough to check this identity at the point (0, . . . , 0, 1) ∈ S 2k−1 . In the affine coordinate system
the Kähler form ω at [0, . . . , 0, 1] has the form
(see e.g. [Jos02, Equation (5.1.5)]). By differentiating the formula
at (0, . . . , 0, 1), we get that
which proves (41). Let us denote by π * the integration along the fiber, which maps h-forms on S 2k−1 into (h−1)-forms on CP k−1 . By (41) and by the adjunction formula (see e.g. [BT82, Proposition 6.15 (b)]), we have
Since η is a one-form, π * (η) is the function
as claimed.
Given a loop
p j dq j the symplectic area bounded by z.
Lemma 11. There holds
Here Ψ * ((I − P )X H 0 ) denotes the pull-back by Ψ of the vector field (I − P )X H 0 , that is Ψ
Proof. By Lemmata 9 and 10, we have
We fix a complex line L in C k and we compute the integral of the one-form Ψ
We parametrize the latter circle by the map
where w L is some point in L ∩ S 2k−1 . Since Ω is a constant two-form, for every pair of vectors u, v ∈ R 2n we have
from which we infer that for every vector u ∈ R 2n there holds
for every x ∈ R 2n . In particular, since Ψw ′ = ΨJw belongs to the kernel of Ω,
We compute the two terms
separately. By the identity
the first term equals
and by the explicit expression of Y (see Lemma 9), the second term equals
and, using the identities ΨJ = J(Ψ −1 ) T , [J, P ] = 0 and J 2 = −I, we get
These computations show that
, which is due to the fact that Ψ is symplectic. By integrating this identity over R/2πZ, we conclude that
and the thesis follows from (42).
Local non-squeezing
Most of the computation having been performed in the previous section, we can finally prove Theorem 3:
Theorem 3 (Second order expansion). Let {φ t } t∈[0,1] be a smooth one-parameter family of symplectic diffeomorphisms of R 2n into itself such that φ 0 = Φ is linear and let {H t } t∈[0,1] be its generating path of Hamiltonians. Let P be the orthogonal projector onto a complex linear subspace V ⊂ R 2n of real dimension 2k, with 1 ≤ k ≤ n, and assume that also Φ T V is a complex subspace. Then vol 2k P φ t (B) = ω 2k + C t 2 + O(t 3 ), for t → 0, the number C being defined as
where ζ L : R/2πZ → R 2n is the loop
ξ L being an arbitrary unit vector in L.
Proof. Up to the left-composition of φ t by an orthogonal and symplectic automorphism of R 2n -that is unitary on C n ∼ = R 2n -we may assume that V = R 2k , so that P is the projector which was considered in the last two sections. By Theorem 1 and Lemmata 8 and 11, the function f (t) = vol 2k P φ t (B) = vol 2k P ψ t (B) satisfies f (0) = ω 2k , f ′ (0) = 0, f ′′ (0) = 2
where z M (θ) = Ψ −1 (I − P )X H 0 Ψe θJ w M , ∀θ ∈ R/2πZ, w M ∈ S 2k−1 ∩ M, M ∈ Gr 1 (V ), and Ψ = ΦU, U being a unitary automorphism of R 2n ∼ = C n which maps R 2k ∼ = C k onto Φ T R 2k . We can express the loop z M in terms of Φ and U as So we may replace z M byẑ M in the above formula for f ′′ (0). If we set, for every L ∈ Gr 1 (Φ T V ),
we have that ξ L belongs to L ∩ S 2k−1 and, since U commutes with e θJ ,
From the invariance properties of the standard Kähler form of the complex Grassmannians with respect to unitary transformations, we may apply the change of variable M = U −1 L, L ∈ Gr 1 (Φ T V ), and get the identity f ′′ (0) = 2
The conclusion follows from Taylor's formula.
We recall the following well-known area-energy inequality, whose simple proof is included for sake of completeness:
Lemma 12. For every smooth loop z : R/2πZ → R 2n , there holds
Together with Lemma 12, Theorem 3 has the following consequence:
Corollary (Strict local non-squeezing). Let φ t , Φ, H t , P and V be as in Theorem 3, with 1 ≤ k ≤ n − 1. Assume that the vector field Z := Φ * ((I − P )X H 0 ) does not satisfy the symmetry condition Z e θJ x = 1 2 Z(x)+Z(−x) + 1 2 e θJ Z(x)−Z(−x) , ∀x ∈ ∂B∩Φ T V, ∀θ ∈ R/2πZ. (44)
Then there exists t 0 > 0 such that vol 2k P φ t (B) > ω 2k , for every 0 < t < t 0 .
Proof. By Theorem 3, vol 2k P φ t (B) = ω 2k + C(H 0 , Φ) t 2 + O(t 3 ), for t → 0.
Lemma 12 implies that C(H 0 , Φ) ≥ 0 and that it equals zero if and only if
for every L ∈ Gr 1 (Φ T V ). Since ζ L (θ) = Z(e θJ ξ L ), the latter condition is equivalent to
for every L ∈ Gr 1 (Φ T V ). Since ξ L is an arbitrary point in L ∩ ∂B, the last condition is equivalent to (44). So, when (44) does not hold, C(H 0 , Φ) is positive and (45) follows from (46).
Remark.
The above corollary implies a strict non-squeezing inequality also for the first formulation of the local problem. Indeed, if φ : R 2n → R 2n is a symplectic diffeomorphism and {φ t } t∈[0,1] is the path defined by (6), then the vector field Z appearing above is easily shown to be the quadratic map
In this case, condition (44) is equivalent to
We conclude that if (47) does not hold then there exists R 0 > 0 such that vol 2k P φ(B R ) > ω 2k R 2k , for every 0 < R < R 0 .
