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ON STRONGLY ANISOTROPIC TYPE II BLOW UP
CHARLES COLLOT, FRANK MERLE, AND PIERRE RAPHAËL
Abstract. We consider the energy super critical d + 1 dimensional semilinear
heat equation
∂tu = ∆u+ u
p
, x ∈ Rd+1, p ≥ 3, d ≥ 14.
A fundamental open problem on this canonical nonlinear model is to understand
the possible blow up profiles appearing after renormalization of a singularity.
We exhibit in this paper a new scenario corresponding to the first example of
strongly anisotropic blow up bubble: the solution displays a completely different
behaviour depending on the considered direction in space. A fundamental step
of the analysis is to solve the reconnection problem in order to produce finite
energy solutions which is the heart of the matter. The corresponding anistropic
mechanism is expected to be of fundamental importance in other settings in
particular in fluid mechanics. The proof relies on a new functional framework
for the construction and stabilization of type II bubbles in the parabolic setting
using energy estimates only, and allows us to exhibit new unexpected blow up
speeds.
1. Introduction
1.1. On blow up profiles. We consider in this paper the nonlinear heat equation{
∂tu = ∆u+ u|u|p−1,
u|t=0 = u0
(t, x) ∈ R+ × Rn, p > 1, n ≥ 1. (1.1)
Smooth well localized initial data u0 yield unique local in time solutions [1, 40]
which dissipate the total energy of the flow
d
dt
E(u) ≤ 0, E(u) = 1
2
∫
Rn
|∇u(t, x)|2dx− 1
p+ 1
∫
Rn
|u(t, x)|p+1dx.
We are interested in this paper on the singularity formation problem in the so called
energy super critical range
sc =
n
2
− 2
p− 1 > 1.
Since the pioneering works by Giga and Kohn [14, 15, 16, 17, 18], a fundamental
problem is to understand which nonlinear structures emerge after renormalization
of the flow for finite energy singularities. More precisely, let the self similar renor-
malization
u(t, x) =
1
(T − t) 1p−1
v(τ, y), τ = −log(T − t), y = x√
T − t (1.2)
which maps (1.1) onto the renomalized flow
∂τv = ∆v − 1
2
Λv + vp, Λv =
2
p− 1v + y · ∇v, (1.3)
then two classes of scenario have been understood so far.
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Type I blow up bubbles correspond to global in time solutions to (1.3) which to
leading order are given by a smooth stationary self similar solution
∆v − 1
2
(
2
p− 1v + y · ∇v
)
+ v|v|p−1 = 0. (1.4)
This elliptic problem (1.4) always admits the constant in space solution κ =
(
1
p−1
) 1
p−1
which has been proved to generate a stable blow up dynamics [14, 15, 16, 17, 18, 2,
29, 30, 10] emerging from finite energy initial data for sc ≤ 1. Other classes of radi-
ally symmetric profiles for sc > 1 with the boundary condition lim|y|→+∞ v(y) = 0
have been constructed using ODE techniques [22, 39, 3, 4] or a direct bifurcation
argument [5, 11], and they have been shown to be nonlinearily finite codimensionally
stable within a suitable class of finite energy initial data, [11]. All these solutions
have the self similar blow up speed
‖u(t)‖L∞ ∼ 1
(T − t) 1p−1
.
Type II blow-up bubbles. Let the Joseph-Lundgren exponent
pJL(n) =
{
+∞ for n ≤ 10,
1 + 4
d−4−2√d−1 for n ≥ 11,
(1.5)
then for p > pJL, new type II blow-up solutions
limt→T ‖u(t)‖L∞(T − t)
1
p−1 = +∞
appear in the radial setting as threshold dynamics at the boundary of the ODE blow
up set, [24], and dynamical proofs were proposed in [20, 31]. Their construction
has been revisited in the setting of dispersive Schrödinger and wave equations,
[26, 7], geometric models [34, 25, 35], and for the non radial heat equation, [8]. The
structure of the singularity is deeply related to the singular self similar solution
Φ∗(r) =
c∞
r
2
p−1
, c∞(p, n) =
[
2
p− 1
(
n− 2− 2
p− 1
)] 2
p−1
(1.6)
and its smooth regularization at the origin given by the soliton profile{
Q′′ + d−1r Q
′ +Qp = 0,
Q(0) = 1, Q′(0) = 0. (1.7)
The blow up speed is given by a universal countable sequence
‖u(t)‖L∞ ∼ 1
(T − t) 2p−1 ℓα(d)
, ℓ ∈ N, ℓ > α
2
where α = α(d, p) > 2 given by (1.18) is one of the key phenomenological number of
the super critical numerology, and these rates are known to be the only possibility
for radially symmetric data, [31].
1.2. Anisotropic blow up bubbles. Despite substantial efforts, the above known
nonlinear structures all correspond to isotropic bubbles with a simple geometry of
the blow up sets. In various classical nonlinear models, anisotropy and the possiblity
of completly different behaviours in the various directions in space is expected to
be an essential feature of the problem. This is typically the case for the anisotropic
nonlinear Schrödinger equation
i∂tu+ ∂xxu− ∂yyu+ u|u|p−1 = 0, (x, y) ∈ R2
3which arises from classical fluid mechanics models [38], and for which the blow up
problem is completely open. More generally, the question here is to understand how
dramatically unbounded solutions to the time dependent renormalized flow (1.3) may
correspond to finite energy singularities. This problem is the reconnection problem
and is the heart of the forthcoming analysis. Let us stress that this is mostly an
unexplored domain, and that even formal predictions are to our knowledge unclear.
We solve in this paper the anisotropic reconnection problem in a canonical situ-
ation. Consider a space dimension
n = d+ 1,
then any radially symmetric solution U(t, r), r ∈ Rd, to the d dimensional nonlinear
heat equation provides a solution to the d + 1 model with cylindrical symmetry,
x = (r, z) ∈ Rd ×R, by considering its natural lift u(t, r, z) = U(t, r). This solution
corresponds to a line singularity along the additional ez axis, but has infinite energy
for the Rd+1 model. We claim that given U(t, r) a type II blow up bubble for the
d-dimensional radially symmetric problem, we may solve the reconnection problem
for the additional z direction and produce finite energy d + 1 dimensional initial
data which after renormalization are very elongated along the ez direction, and
eventually reconnect U(t, r) to a decreasing profile in the z direction. The associated
reconnection profile is universal and rigid. This eventually produces a point and not
a line singularity but with an elongated pancake like profile in self similar variables
and new blow up rates.
Theorem 1.1 (Existence and finite codimensional stability of anistropic blow up
bubbles). Let α = α(d, p), ∆ = ∆(d, p) be the super critical numbers given by (1.16),
(1.18), and assume:
d ≥ 11, p ≥ max{3, pJL(d)},
√
∆ > 2. (1.8)
Pick
ℓ ∈ N∗ with ℓ > α
2
.
Then there exists a finite codimensional set of initial data u0 ∈ C∞c (Rd+1,R) with
cylindrical symmetry such that the corresponding solution u(t, x) to (1.1) with n =
d + 1 blows up in finite time 0 < T < +∞ with the following asymptotics. The
solution admits on [0, T ) in self similar variables (1.2) a decomposition
v(t, r, z) =
1
D(t, z)
2
p−1
Q
(
r
D(t, z)
)
+ V (t, r, z)
where Q denotes the d-dimensional smooth radially symmetric soliton profile (1.7),
and with the following sharp description:
1. Computation of the reconnection: there holds
D(t, z) =
√
b(t)(1 + a(t)P2ℓ(z))
1
α (1.9)
where P2ℓ(z) is the 2ℓ-th one dimensional Legendre polynomial given by (1.26), and
(a, b) ∈ C1([0, T ),R∗+) with the sharp asymptotics near blow up time:
b(t) = b∗(1 + ot→T (1))(T − t)
2ℓ−α
α , 0 < b∗(u0), (1.10)
a(t) = a∗(1 + ot→T (1)), 0 < a∗(u0)≪ 1. (1.11)
2. Soliton profile and blow up speed:
lim
t→T
(
√
b)
2
p−1 ‖V (t, ·)‖L∞ = 0 (1.12)
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and
‖u(t, ·)‖L∞ = c(u0)(1 + o(1))
(T − t) 2p−1 ℓα
, c(u0) > 0. (1.13)
Comments on the result.
1. New d + 1-dimensional blow up rates. The blow up speed (1.13) is new and
unexpected, and shows that all the type II blow up rates of the d-dimensional prob-
lem are admissible blow up speeds for the d + 1 dimensional problem. This also
shows that the classification of all type II blow up speeds for radially symmetric data
obtained in [32] using maximum principle like arguments no longer holds for non
radially symmetric data. The method clearly designs an iteration process for this
dimensional reduction procedure. The fact that the solutions described by Theo-
rem 1.1 correspond to a smooth finite codimensional manifold of initial data can be
addressed similarly as in [7]. The extension of this result to the energy critical case
and the construction of new non radial type II blow up bubbles below the Joseph
Lundgren exponent is work in progress.
2. Structure of the reconnection profile. In the companion paper [28], we address a
similar result in the context of type I blow up with decreasing at infinity self similar
profile. The analysis of type I blow up is simpler, and the reconnection profile is
universal
D(t, z) ∼
√
1 + b(t)z2, b(t) ∼
√
log(T − t) (1.14)
which is reminiscent to the stability of the ODE type I blow up [2, 29]. The struc-
ture of the reconnection profile (1.9) of type II blow up is more complicated and the
associated moving free boundary r = D(t, z) locating the region where the singu-
larity is large has a non trivial geometrical description. This shapes follows from an
all order algebraic cancellation, Lemma 3.1, related to the fact that the parameter
a is nearly constant in time according to (1.11), and this was very much unexpected.
3. Assumption (1.8). The optimal range of exponents for the existence of radi-
ally symmetric type II blow up in Rd is p > pJL(d) which is equivalent to ∆ > 0.
However pJL(d) → 1 as d → +∞ and this causes lack of differentiability of the
nonlinearity. From direct check, the assumption (1.8) is automatically satisfied for
p ≥ 3, d ≥ 14 and it will avoid additional technicalities when ∆ is small.
The heart of the proof of Theorem 1.1 is the computation of the free boundary
(1.9) which is the zone where the soliton Q profile dominates, and the development
of a suitable functional setting to control the flow for solutions which after renor-
malization are nearly constant in z for |z| ≤ z∗(t), z∗(t)→ +∞ as t→ T . A similar
issue occurs for the study of the type I ODE blow up where the blow up profile is
given by the constant profile κ. The analysis developed in [2, 29] amounts to first
the formal derivation of the reconnection profile, and then the control of suitable L∞
bounds for the perturbation. This last step is essential and sees the reconnection
procedure, and is performed in [2, 29] using propagator estimates for the linearized
flow close to κ which is explicit, and in [29] Liouville type classification theorems to
rule out some possible growth scenario.
This approach seems hardly applicable in the setting of type II blow up bubbles,
and the analysis of the proof of Theorem 1.1 requires two main new inputs.
51. New approach to type II blow up. First we propose a new functional frame-
work for the study of type II blow up bubbles which relies on a Lyapounov type
bifurcation argument to study the flow near the soliton Q seen as a non compact
perturbation of the singular profile Φ∗. Here we clearly adopt a point view which
is already central in the pioneering breakthrough work [20], but the main novelty is
that the bifurcation argument allows us to construct the exact time dependent spec-
tral basis needed for the analysis which avoids complicated matching procedures,
and trivializes the computation of modulation equations and the derivation of the
type II blow up speeds. Such an approach was implemented for the first time in
[19] for the study of the Stefan melting problem which formally corresponds to a
zero soliton case. The computation of the eigenvectors, Proposition 2.2, involves a
universal sequence of functions, see (2.13), which is already central in the tail com-
putation developped in [26] and makes the link between the approaches developped
in [20] and [26].
2. L∞ bounds. Once the flow is controlled in suitable weighted norms, it remains to
close the nonlinear term using L∞ bounds. For the d-dimensional parabolic prob-
lem, the difficulty is at the origin r = 0 and this can be done in various ways using
for example an elementary maximum principle like argument [6], or a direct brute
force energy method. Treating the full cylindrical problem is more complicated. We
first need to compute the free boundary D(t, z), and here we rely on the spectacu-
lar algebra (3.7). Once the reconnection is computed, we derive L∞ bounds from
W 1,q energy estimates for the linearized flow which are particularly efficient both
at the origin and infinity in space. Here we use the parabolic structure again and
the repulsive nature of the linearized operator close to Q when measured in suitable
weighted norms, section 4.
Hence the proof designs a new route map for the study type II blow up bubbles
which uses in an optimal way the parabolic structure of the problem with respect
to the pioneering works [35, 8]. The parabolic structure allows us to work with self
adjoint operators and energy estimates which considerably simplify the analysis, but
the essence of the argument which relies on energy estimates only may in principle
be propagated to more complicated dispersive Schrödinger or wave like problems.
Acknowledgements. C.C. and P.R. are supported by the ERC-2014-CoG 646650
SingWave. Part of this work was done while all authors were attending the IHES
program 2016 on nonlinear waves, and they wish to thank IHES for its stimulating
hospitality.
Notations. We let
Y = (y, z) ∈ Rd+1, r = |y| =
(
d∑
1
y2i
) 1
2
and define the japanese bracket:
〈z〉 =
√
1 + z2.
We say that u(Y ) has even cylindrical symmetry if
u(Y ) = u(r, z) = u(r,−z).
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We note the generator of scaling
Λ = Λr + z∂z, Λr =
2
p− 1 + r∂r.
We let the roots of the quadratic equation
γ(d− 2− γ) = pcp−1∞ . (1.15)
be
γ =
d− 2−√∆
2
, ∆ =
(
d− 2
2
)2
− pcp−1∞ > 0 for p > pJL(d) (1.16)
and
γ2 = d− 2− γ > γ. (1.17)
We let for an arbitrary constant ǫ > 0
α = γ − 2
p− 1 > 2, g = min{α,
√
∆, 2} − ǫ = 2− ǫ (1.18)
because of the assumption (1.8), meaning that g is arbitrarily close to 2. We let
Q(r) be the unique radially symmetric solution to∣∣∣∣ Q′′ + d−1r Q′ +Qp = 0Q(0) = 1, Q′(0) = 0
and recall the following properties [23, 21]. p > pJL implies
0 < Q(r) < Φ∗(r) =
c∞
r
2
p−1
, ΛQ(r) > 0 (1.19)
where Φ∗, c∞ are given by (1.6). At infinity,
Q(r) = Φ∗(r)− c
rγ
+O
(
1
rγ+δ
)
, as r → +∞, c > 0, δ ≥ g, (1.20)
which propagates for derivatives, where 0 < δ < min(
√
∆, α) is a constant arbitrarily
close to min(
√
∆, α), and there holds in particular the fundamental cancellation:
ΛQ(r) =
c
rγ
+O
(
1
rγ+δ
)
=
c
rγ
+O
(
1
rγ+g
)
as r → +∞, c 6= 0. (1.21)
Given b > 0, we define
Qb(r) =
1
(
√
b)
2
p−1
Q
(
r√
b
)
, (1.22)
the linearized operators
Lb = −∆Y + 1
2
Λ− pQp−1b , Hb = −∆r +
1
2
Λr − pQp−1b (1.23)
and the weights
ρY (Y ) =
1
2dπd−
1
2
e−
|Y |2
4 , ρr(r) = e
− r2
4 , ρz =
1
2
√
π
e−
z2
4 (1.24)
so that for f : Rd+1 → R with cylindrical symmetry:∫
Y ∈Rd+1
f(Y )ρY dY =
∫ +∞
r=0
∫
z∈R
f(r, z)rd−1ρrρzdrdz.
We denote by L2(ρY ), L
2(ρr) the associated spaces of square integrable functions
with scalar products 〈·〉L2ρY and 〈·〉L2ρr . We define
H = −∆r − pQp−1 (1.25)
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Pm(z) = cm
[m
2
]∑
k=0
m!
k!(m− 2k)! (−1)
kzm−2k (1.26)
be the m-th one dimensional Hermite polynomial which solves
− ∂2zPm +
1
2
z∂zPm =
m
2
Pm, m ∈ N (1.27)
and the normalization (implying P0 = 1)
(Pm, Pm′)L2ρz = δmm
′ . (1.28)
All along the paper, we fix once and for all an integer
ℓ >
α
2
and the associated set of indices
I :=
{
(j, k) ∈ N2, 0 ≤ j ≤ ℓ,
∣∣∣∣ 1 ≤ k ≤ ℓ− 1 for j = 00 ≤ k ≤ ℓ− j for 1 ≤ j ≤ ℓ
}
(1.29)
A quantity bδ denotes a small gain with a constant δ = δ(ℓ) > 0 universal and small
enough, independent of any of the constants that will appear in a central bootstrap
argument. In the whole paper, we use the notation
η(a) = oa→0(1).
For x ∈ R and k ∈ N we use the notation
(x)0 = 1, (x)k = x× (x+ 1)× ...× (x+ k − 1) for k ≥ 1. (1.30)
2. A perturbative spectral theorem
We start the analysis of the renormalized flow (1.3) by the diagonalization of the
linearized operator closed to a concentrated soliton given by (1.23). This approach,
initiated in [19] for the Stefan problem, is the conceptual link between the pioneering
approach Herrero and Velazquez [19] and the soliton approach of Merle, Raphaël,
Rodnianski [26]. This will produce an elementary functional framework to compute
the blow up speed, and will allow us to control the full flow in the anisotropic
geometry.
2.1. Reduction of the problem. We first recall that the spectrum of the lin-
earized operator H∞ close to Φ∗ is explicit.
Proposition 2.1 (Diagonalization of H∞, [20]). Assume p > pJL. There exists a
domain D ⊂ H1ρr with H2ρr ⊂ D such that H∞ : D → L2(ρr) given by
H∞ = −∆+ 1
2
Λ− pc
p−1∞
r2
is self adjoint with compact resolvant. The spectrum in the radial sector is given by
λi,∞ = i− α
2
, i ∈ N
with eigenfunctions
φi,∞(r) =
n!(
d
2 − γ
)
n
L
(d
2
−γ−1)
i
(
r2
2
)
rγ
=
i∑
j=0
ci,jCjr
2j−γ
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where L is the modified Laguerre polynomial, and ci,j and Cj are defined by (2.19)
and (2.15). Moreover, there holds the spectral gap estimate: ∀u ∈ H1ρr with radial
symmetry,
〈u, φi,∞〉L2ρr = 0, 0 ≤ i ≤ ℓ ⇒ 〈H∞u, u〉L2ρr ≥ λℓ+1,∞‖u‖
2
L2ρr
. (2.1)
.
We claim that this allows us to diagonalize the operator Hb given by (1.23) in
the radial sector of Rd in the perturbative regime 0 < b≪ 1.
Proposition 2.2 (Partial diagonalisation of Hb). Assume (1.8). There exists a
universal domain D ⊂ H1ρr with H2ρr ⊂ D such that for b > 0, Hb : D → L2(ρr) is
self adjoint with compact resolvant. Moreover, for all ℓ ∈ N, there exists C(ℓ), c(ℓ) >
0 and 0 < b∗(ℓ)≪ 1 such that for all 0 < b ≤ b∗(ℓ), the following holds:
1. Eigenvalue computation: the i-th eigenvalue of Hb, 0 ≤ i ≤ ℓ, is:
λi,b = i− α
2
+ λ˜i,b, with |λ˜i| ≤ C(ℓ)b
g
2 , (2.2)
and it is associated to the eigenfunction
φi,b =
i∑
j=0
ci,j
√
b
2j−γ
Tj
(
r√
b
)
+ φ˜i,b, with ‖φ˜i,b‖H1ρr ≤ C(ℓ)b
g
2 (2.3)
where the coefficients ci,j are defined by (2.19) and (Ti)i∈N is defined by (2.13).
2. Estimates: there holds
‖φi,b − φi,∞‖H1ρr ≤ C(ℓ)b
g
2 . (2.4)
and the more precise pointwise bounds: for k = 0, 1, 2,
|∂krφi,b| .
〈r〉2i+4
(
√
b+ r)γ+k
, |∂kr b∂bφi,b| .
b
g
2
(
√
b+ r)g
〈r〉2i+4
(
√
b+ r)γ+k
. (2.5)
|∂kr φ˜i,b|+ |∂kr b∂bφ˜i,b| .
b
g
2 (1 + r)2i+4
(
√
b+ r)γ+k
. (2.6)
Moreover:
|b∂bλ˜i,b| ≤ C(ℓ)b
g
2 , ‖ b∂bφ˜i,b ‖H1ρ≤ C(ℓ)b
g
2 . (2.7)
3. Spectal gap estimate: there exists c(ℓ) > 0, ∀u ∈ H1ρr with radial symmetry,
(u, φi,b)L2ρr = 0, 0 ≤ i ≤ ℓ ⇒ (Hbu, u)L2ρr ≥ λℓ,b ‖ u ‖
2
L2ρr
+c(ℓ) ‖ u ‖2H1ρr . (2.8)
Since the potential term Qb(r) is independent of z, the diagonalization of the
full linearized operator Lb for even in z cylindrical functions directly follows from
Proposition 2.2 and an elementary tensorial claim.
Proposition 2.3 (Partial diagonalization of Lb). Assume (1.8). There exists a
universal domain D ⊂ H1ρY with H2ρY ⊂ D such that for all b > 0, the operator
Lb : D → L2(ρY ) is self adjoint with compact resolvant. Moreover, for all ℓ ∈ N,
there exists C(ℓ), c(ℓ) > 0 and b∗(ℓ) > 0 such that for all 0 < b < b∗(ℓ) and
0 ≤ i ≤ ℓ, the following holds. The function
ψi,k(r, z) = φi,b(r)P2k(z), k ∈ N
with P2k given by (1.26) is an eigenfunction
Lbψi,k = λi,kψi,k, λi,k = i+ k − α
2
+ λ˜j,b, (2.9)
9and for all u ∈ H1ρY with even cylindrical symmetry satisfying
(u, ψi,k)L2ρY
= 0, 0 ≤ i ≤ ℓ, 0 ≤ k ≤ ℓ− i,
there holds:
(Lbu, u)L2ρY ≥ λℓ,0‖u‖
2
L2ρY
+ c(ℓ)‖u‖2H1ρY . (2.10)
Proof. Let
L∞ = −∆Y + 1
2
Λ− p(Φ∗)p−1,
let k ∈ N and P2k be the k-th even Hermite polynomial (1.26). Let
ψi,k,∞(r, z) = φi,∞(r)P2k(z),
then since Q(r) is independent of z, we compute from Proposition 2.1 and (1.27):
L∞ψi,k,∞ = P2k(z)Hb(φi,∞) + φi,∞
[
−∂2z +
1
2
z∂z
]
P2k =
(
i+ k − α
2
)
ψi,k,∞.
Since from standard tensorial claim the family (ψi,k,∞)i,k≥0 is total in H1ρY restricted
to functions with even cylindrical symmetry, we obtain the spectral gap estimate:
(u, ψi,k,∞)L2ρY = 0, 0 ≤ i ≤ ℓ, 0 ≤ k ≤ ℓ− i,
with even cylindrical symmetry implies :
(L∞u, u)L2ρY ≥
(
ℓ+ k + 1− α
2
)
‖u‖2L2ρY . (2.11)
Similarly from Proposition 2.2,
Lbψi,k = (λi,b + k)ψi,k,∞
and the uniform closeness estimate (2.4) injected into (2.11) now implies (2.10). 
The rest of this section is devoted to a sketch of proof of Proposition 2.2 using
a direct brute force matching ODE approach, see for example [12, 11] for related
approaches.
2.2. Interior problem. We construct in this subsection eigenfunctions of Hb in
the zone 0 ≤ r ≤ r0 ≪ 1. We zoom on the soliton core by introducing
y =
r√
b
, v(r) = u(y), Hbv(r) =
1
b
(H +
b
2
Λ)u(y)
with H given by (1.25), and study the Schrödinger operator H + b2Λ in the zone
0 ≤ y ≤ y0 for
1≪ y0 := r0√
b
≪ 1√
b
(2.12)
restricted to radially symmetric functions. Let us recall from Lemmas 2.3 and 2.10
in [8], see also [26], the description of the iterates of the kernel of H:
Lemma 2.4 (Generators of the generalized kernel of H). There exists a family of
smooth radial functions (Ti)i∈N satisfying the identities
T0 = cΛQ, c ∈ R, c 6= 0, HT0 = 0, HTi+1 = −Ti (2.13)
with the expansion∣∣∣∣∣∣
Ti =
y→0
∑q
l=0 di,ly
2i+2l +O(y2+2q), for all q ∈ N,
Ti =
y→+∞ Ciy
−γ+2i +O(y−γ+2i−g).
(2.14)
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where
Ci =
2−2i
i!
(
d
2 − γ
)
i
, (2.15)
and the additional cancellation at infinity:
ΛTi = (2i− α)Ti +Θi, Θi = O(〈y〉−γ+2i−g). (2.16)
These profiles provide the non perturbative leading order term of inner eigen-
functions which is the heart of the proof of Proposition 2.2. Let for a ∈ R the
norm
‖f‖Xay0 = sup0≤y≤y0
2∑
i=0
|(〈y〉∂y)if |
〈y〉a .
Lemma 2.5 (Inner eigenfunctions). Let i ∈ N, λ˜ = O(1), 0 < r0 ≪ 1 small
enough and 0 < b < b∗(r0) small enough. Then there exists a smooth profile φint ∈
C∞([0, y0],R) satisfying(
H +
b
2
Λ
)
φint = b
(
i− α
2
+ λ˜
)
φint, (2.17)
with the decomposition:
φint =
i∑
j=0
ci,jb
jTj + λ˜
i∑
j=0
bj+1(−ci,jTj+1 + Sj) + bRi (2.18)
where the constants (ci,j)0≤j≤i are given by
ci,j = (−1)j i!
(i− j)! , ci,j+1 = −ci,j(i− j), (2.19)
and the correction functions Ri, (Sj)0≤j≤i : [0, y0]→ R satisfy
‖Sj‖X2j+2−γy0 . r
2
0, ‖∂bSj‖X2j+4−γy0 . 1, ‖∂λ˜Sj‖X2j+2−γy0 . r
2
0. (2.20)
‖Ri‖X2−γ−gy0 . 1, ‖∂bRi‖X4−γ−gy0 . 1, ‖∂λ˜Ri‖X4−γ−gy0 . b. (2.21)
Proof of Lemma 2.5. Injecting (2.18) into (2.17) and using (2.13), (2.15), (2.19), we
are left with solving
HSj = b
[(
i− α
2
+ λ˜
)
(−ci,jTj+1 + Sj)− 1
2
Λ(−ci,jTj+1 + Sj)
]
HRi = b
[(
i− α
2
+ λ˜
)
Ri − 1
2
ΛRi
]
+
i∑
j=0
ci,j
2
bjΘj.
For this, we use the basis of fundamental solutions to Hu = 0 given by
ΛQ, Γ˜ = −ΛQ
∫ y
1
dτ
(ΛQ)2τd−1
dτ
which yields the explicit inverse
H−1f(y) := −ΛQ(y)
∫ y
0
Γ˜(s)f(s)sd−1ds+ Γ˜(y)
∫ y
0
ΛQ(s)f(s)sd−1ds. (2.22)
The behaviour of ΛQ, Γ˜ at both the origin and +∞ can be computed from (1.20)
and yield from direct check the continuity estimate: for a > −γ,
‖H−1f‖Xay0 . sup0≤y≤y0
〈y〉−a+2|f(r)|. (2.23)
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This draws a route map for the construction of Sj, Rj using the Banach fixed point
theorem with the bounds (2.20), (2.21), and the details are left to the reader. 
2.3. Exterior problem. We construct in this subsection eigenfunctions of Hb in
the zone r ∈ [r0,+∞) where 0 < r0 ≪ 1. Since pQp−1b ∼ Φ∗(r) = pcp−1∞ r−2 as
b→ 0 from (1.20), the problem can be written to leading order as
Lextu =
(
i− α
2
)
u, Lext := −∆+ 1
2
Λ− pc
p−1
∞
r2
(2.24)
We first construct the outer homogeneous basis.
Lemma 2.6 (Fundamental solutions of the exterior problem). Let i ∈ N. Then the
solutions of (2.24) are spanned by two functions ψ1, ψ2 with
ψ1 =
i∑
j=0
ci,jCjr
2j−γ =
{
r−γ +O(r−γ+2) as r → 0,
ci,iCir
2i−γ +O(r2i−γ−2) as r→ +∞, (2.25)
where ci,j and Cj are defined by (2.15) and (2.19), and
ψ2 =
{
− 2ci,iCi r−2i+γ−de
r2
4
[
1 +O(r−2)
]
as r → +∞,
r−γ2
d−2γ−2 +O(r
−γ2+2) as r → 0.
(2.26)
Moreover, there exists a unique solution to [Lext − (i− α/2)]ψ˜1 = ψ1 satisfying
ψ˜1 = r
2i−γ [2ci,iCilog(r) +O(1)] as r → +∞, (2.27)
ψ˜1 = r
−γ2 [K +O(r2)] as r→ 0, K 6= 0, (2.28)
The proof of Lemma 2.6 follows either by reducing the problem to known Laguerre
type polynomials, or proceeding to a brute force expansion, the details are left to
the reader. For a, a′ ∈ R, 0 < r0 ≪ 1, we let the norms:
‖f‖
Xa,a
′
r0
= sup
r0≤r≤1
r−a|f |+ r−a+1|∂rf |+ r−a+2|∂rrf |
+sup
r≥1
r−a
′
(|f |+ |∂rrf |) + r−a′+1|∂rf |.
Lemma 2.7 (Eigenfunctions of the exterior problem). For any i ∈ N, 0 < r0 < 1,
there exists λ˜∗ > 0 and b∗ > 0 such that for all 0 < b < b∗ and |λ˜| ≤ λ˜∗, there exists
a solution φext on [r0,+∞) of
Hbφext =
(
i− α
2
+ λ˜
)
φext, φext = ψ1 + λ˜(ψ˜1 + R˜1) + R˜2 (2.29)
satisfying the estimates:
‖R˜1‖X−γ2,2i+2−γr0 . |λ˜|, ∂bR˜1 = 0, ‖∂λ˜R˜1‖X−γ2,2i+2−γr0 . 1, (2.30)
and for a = −γ2 − 2− α, a′ = 2i+ 2− γ
‖R˜2‖Xa,a′r0 . b
α
2 , ‖∂λ˜R˜2‖Xa,a′r0 . b
α
2 , ‖∂bR˜2‖Xa,a′r0 . b
α
2
−1. (2.31)
Proof of Lemma 2.7. We ensure (2.29) by solving(
Lext −
(
i− α
2
))
R˜1 − λ˜ψ˜1 − λ˜R˜1 = 0,(
Lext −
(
i− α
2
))
R˜2 +
(
pcp−1∞
r2
− pQp−1b
)
(ψ1 + λ˜(ψ˜1 + R˜1) + R˜2)− λ˜R˜2 = 0.
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For this, we consider the explicit inverse:[
Lext − (i− α
2
)
]−1
f(r) = −ψ1(r)
∫ r
1
fψ2s
d−1e−
s2
4 ds− ψ2(r)
∫ +∞
r
fψ1s
d−1e−
s2
4 ds
which satisfies from direct check the continuity estimate: for a ≤ −γ2, a 6= γ − d
and a′ > 2i− γ,
‖L−1ext(f)‖Xa,a′r0 . supr0≤r≤1
r−a|f |+ sup
r≥1
r−a
′ |f |.
This designs again a route map for the construction of R˜1, R˜2 with the Banach
fixed point argument which is left to the reader. One additional difficulty is the
dependance in λ˜ which is in fact explicit to leading order. 
2.4. Matching. We now match the inner and outer solutions provided by Lemma
2.5 and Lemma 2.7. The following Lemma directly implies Proposition 2.2.
Lemma 2.8 (Matching). Fix ℓ ∈ N. There exists 0 < r0 ≪ 1 and b∗(r0) > 0
small enough, such that for 0 < b ≤ b∗ and j ∈ N, 0 ≤ i ≤ ℓ, there exists a unique
λ˜i = λ˜i(b) ∈ R with
|λ˜i| . b
g
2 , |∂bλ˜i| . b
g
2
−1 (2.32)
such that φi defined by
φi(r) =

b−
γ
2 φint
(
r√
b
)
if 0 ≤ r ≤ r0,
b−
γ
2 φint
(
r0√
b
)
φext(r0)
φext(r) if r ≥ r0,
(2.33)
where φint and φext are given by Lemma 2.5 and Lemma 2.7, is a smooth solution
of Hbφi = λiφi, λi = i−α/2 + λ˜i. Moreover, all the bounds in Proposition 2.2 hold
true.
Proof of Lemma 2.8. We rewrite the matching condition
b−
γ
2 φint
(
r0√
b
)
=
b−
γ
2 φint
(
r0√
b
)
φext(r0)
φext(r0)
b−
γ
2
− 1
2φ′int
(
r0√
b
)
=
b−
γ
2 φint
(
r0√
b
)
φext(r0)
φ′ext(r0)
⇐⇒ Φ[r0](b, λ˜) = 0 (2.34)
with
Φ[r0](b, λ˜) :=
b−
1
2φ′int(y0)
φint(y0)
− φ
′
ext(r0)
φext(r0)
A tedius sequence of computations using the correction bounds of Lemma 2.5 and
Lemma 2.7 yields the expansion:
Φ[r0](b, λ˜) = λ˜(γ2 − γ)Krγ−γ2−10 [1 +O(|λ˜|)] +O(b
g
2 )
∂bΦ[r0](b, λ˜) = O(b
−1+ g
2 ) +O(|λ˜|b−1r30)−O(b
α
2
−1) = O(b−1+
g
2 ) +O(|λ˜|b−1r30)
∂λ˜Φ[r0](b, λ˜) = (γ2 − γ)Krγ−γ2−10 (1 +O(|λ˜|)).
Therefore, since (γ2 − γ)K 6= 0, using the intermediate value theorem, for r0 small
enough, then for 0 < b < b∗ small enough, there exists at least one λ˜i = λ˜i(b) =
O(b
g
2 ) such that the matching condition (2.34) is satisfied. The uniqueness of the
corresponding eigenvalue is now a simple consequence of the spectral gap (2.1) and
the smallness (2.3). 
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3. Setting up the bootstrap argument
This section is devoted to the set up of the bootstrap argument at the heart of
the proof of Theorem 1.1. The initial datum is constructed by following the flow
in a suitable regime, and we avoid the instability directions of type II blow up
and the additional transversal directions using a nowadays standard outgoing flux
argument. In this section, we prepare the analysis and show in particular how the
spectral Proposition 2.3 provides an elementary setting to compute the type II blow
up speeds (1.10) and control the flow in the associated H1ρY weighted norms.
3.1. The reconnection function. In order to build a solution to (1.1), we pick
0 < T ≪ 1 and consider the self similar change of variables
u(t, x) =
1
(T − t) 1p−1
U(τ, Y ), Y =
x√
T − t , τ = −log(T − t),
which maps (1.1) onto the self similar equation
∂τU −∆U + 1
2
ΛU − U |U |p−1 = 0 (3.1)
on a global time interval
τ ∈ [τ0,+∞), τ0 = −logT ≫ 1. (3.2)
In order to produce a suitable approximate solution to (3.1), we let P2ℓ(z) be the
even Legendre polynomial (1.26) so that
lim
|z|→+∞
P2ℓ(z) = +∞. (3.3)
Given 0 < a < a∗ small enough, this implies 1 + aP2ℓ(z) ≥ 12 for all z ∈ R and we
may therefore consider
µ = µ(a, z) = (1 + ν(z))
1
α , ν(z) = aP2ℓ(z). (3.4)
Given another parameter 0 < b < b∗ small enough, we introduce the reconnection
function
D = D(a, b, z) =
√
bµ =
√
b(1 + aP2ℓ(z))
1
α
and the even cylindrical blow up profile:
Φa,b(r, z) =
1
D
2
p−1
Q
( r
D
)
=
1
µ(z)
2
p−1
Qb
(
r
µ(z)
)
(3.5)
where we recall the notation (1.22). We claim that Φa,b is an approximate solution
to (3.1) in the following sense:
Lemma 3.1 (All order cancellation in a). Assume that (a, b) ∈ C1([τ0, τ∗], (0, a∗]×
(0, b∗]), then
∂τΦa,b −∆Φa,b + 1
2
ΛΦa,b − Φa,b|Φa,b|p−1 = Ψ1 (3.6)
with
Ψ1 =
[
1
2
(
−bτ
b
+ 1
)
− ℓ
α
− 1
2α
∂τν
1 + ν
]
ΛrΦa,b +
ℓ
α
ΛQb(r) + Ψ˜1 (3.7)
and
Ψ˜1 =
ℓ
α
[
1
µγ
ΛQb
(
r
µ
)
− ΛQb(r)
]
− 1
α2
(
∂zν
1 + ν
)2 1
µ
2
p−1
(Λ2Qb + αΛQb)
(
r
µ
)
.
(3.8)
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Remark 3.2. We claim that (3.7), (3.8) correspond to an all order cancellation in
the parameter a. Indeed, replace Q by its far away asymptotic expansion (1.20),
then from (1.18), both terms in Ψ˜1 vanish. The first term in (3.7) will vanish for
the laws
1
2
(
−bτ
b
+ 1
)
− ℓ
α
= 0, aτ = 0
which yield (1.10), (1.11), and hence to leading order
Ψ1 ∼ ℓ
α
ΛQb(r),
see (3.49) and Appendix C for quantitative statements. This external force will be
adjusted exactly using an excitation of the eigenmode ψℓ,0.
Proof. This is a brute force computation. First:
∂τΦa,b +
1
2
ΛrΦa,b =
[
1
2
(
−bτ
b
+ 1
)
− ∂τµ
µ
]
ΛrΦa,b
=
[
1
2
(
−bτ
b
+ 1
)
− ℓ
α
− ∂τµ
µ
]
ΛrΦa,b +
ℓ
α
ΛrΦa,b.
We now let
µα = µ˜ = 1 + aP2ℓ = 1 + ν
and compute:
ℓ
α
ΛrΦa,b − ∂2zΦa,b +
1
2
z∂zΦa,b
=
[
ℓ
α
− 1
2
z
∂zµ
µ
]
1
µ
2
p−1
ΛQb
(
r
µ
)
− 1
µ
2
p−1
[(
∂zµ
µ
)2
Λ2Qb − ∂zz(logµ)ΛQb
](
r
µ
)
=
[
ℓ
α
− 1
2
z
∂zµ
µ
+ α
(
∂zµ
µ
)2
+ ∂zzlogµ
]
1
µ
2
p−1
ΛQb
(
r
µ
)
− 1
µ
2
p−1
(
∂zµ
µ
)2
(Λ2Qb + αΛQb)
(
r
µ
)
=
1
αµ˜
[
ℓµ˜− 1
2
z∂zµ˜+ ∂zzµ˜
]
1
µ
2
p−1
ΛQb
(
r
µ
)
− 1
α2
(
∂zµ˜
µ˜
)2 1
µ
2
p−1
(Λ2Qb + αΛQb)
(
r
µ
)
=
ℓ
α
1
1 + ν
ΛrΦa,b − 1
α2
(
∂zν
1 + ν
)2 1
µ
2
p−1
(Λ2Qb + αΛQb)
(
r
µ
)
where we used in the last step (1.27) which ensures:
ℓµ˜− 1
2
z∂zµ˜+ ∂zzµ˜ = ℓ− a
(
−∂2z +
1
2
z∂z − ℓ
)
P2ℓ = ℓ.
We now observe from (1.18):
ℓ
α
1
1 + ν
ΛrΦa,b =
ℓ
α
1
µγ
ΛQb
(
r
µ
)
and, since ∆rQ+ |Q|p−1Q = 0, (3.7) and (3.8) follow. 
3.2. Geometrical decomposition of the flow. We now describe our set of initial
data and the associated bootstrap bounds required to control their time evolution
through the renormalized flow (3.1).
Let (ψj,k)0≤j≤ℓ,0≤k≤ℓ−j be the eigenmodes of Proposition 2.3, then given param-
eters
0 < b < b∗, 0 < a < a∗
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small enough, we first claim the non degeneracy of the scalar products generated
by the profile Φa,b given by (3.5) with the eigenbasis.
Lemma 3.3 (Computation of the scalar products). There holds for some universal
constants I 6= 0 and δ > 0 for 0 ≤ j ≤ ℓ, 0 ≤ k ≤ ℓ− j:
(b∂bΦa,b, ψj,k)L2ρY
= −I
2
(
√
b)α
[
δj0δk0 +O(b
δ + a)
]
(3.9)
(∂aΦa,b, ψj,k)L2ρY
= − I
α
(
√
b)α
[
δj0δkℓ +O(b
δ + a)
]
. (3.10)
Proof. The proof follows from the asymptotics (1.20) and the relation (1.16) to pro-
vide integrability at the origin.
step 1 Norm computation. Let ζ ∈ R, µ ≥ 12 , k ∈ {0, 1}, (i, j) ∈ N2, we claim:∥∥∥∥∥ 1(√b)α∂kr
(
1
µ
2
p−1
ΛiQb + ζ
1
µ
2
p−1
ΛjQb
)(
r
µ
)∥∥∥∥∥
2
L2ρr
(3.11)
= c2(γ)2kµ
2
(
d
2
− 2
p−1−k
) [
1 +O(µ2 − 1)] [(−α)i + ζ(−α)j) +O(bδ)]2 ∫ +∞
0
1
r2γ+2k
ρrr
d−1dr.
for some universal constant c > 0 and δ > 0 smal enough. Indeed, recall the
asymptotics (1.20) which implies for ck = c(−1)k(γ)k 6= 0
∂kyΛ
iQ(y) = ck
(−α)i
yγ+k
+O
(
1
yγ+δ+k
)
for |y| ≫ 1, k ∈ {0, 1}. (3.12)
Let A = 1√
b
δ for δ universal small enough, then for k ∈ {0, 1} and changing variables:
1
µ
2
(
d
2
− 2
p−1−k
)
∥∥∥∥∥ 1(√b)α∂kr
[
1
µ
2
p−1
(ΛiQb + ζΛ
jQb)
(
r
µ
)]∥∥∥∥∥
2
L2ρr
=
∫ +∞
0
∣∣∣∣ 1(√b)α ∂kr (ΛiQb + ζΛjQb) (r)
∣∣∣∣ e−µ2r24 rd−1dr
=
∫
r≤A
√
b
∣∣∣∣∣ 1(√b)α+ 2p−1+k
[
∂ky (Λ
iQ+ ζΛjQ)
]( r√
b
)∣∣∣∣∣
2
e−
µ2r2
4 rd−1dr
+
∫
r≥A
√
b
∣∣∣∣∣ ck(√b)α+ 2p−1+k (
√
b)γ+k
rγ+k
(
(−α)i + ζ(−α)j +O
(
1
Aδ
))∣∣∣∣∣
2
e−
µ2r2
4 rd−1dr
= O
(
(A
√
b)d
(
√
b)2γ+2k
)
+
[
c2k((−α)i + ζ(−α)j))2 +O
(
1
Aδ
)]∫
r≥A
√
b
1
r2γ+2k
e−
µ2r2
4 rd−1dr
= O
(
bδ
)
+ c2k
[
(−α)i + ζ(−α)j) +O
(
bδ
)]2 ∫ +∞
0
1
r2γ+2k
e−
µ2r2
4 rd−1dr. (3.13)
where we used
d− 1− (2γ + 2) = −1 +
√
∆ > −1. (3.14)
We now write∣∣∣∣e−µ2r24 − e− r24 ∣∣∣∣ = ∣∣∣∣∫ µ
1
µ′
r2
2
e−
(µ′)2r2
4 dµ′
∣∣∣∣ . |µ2 − 1|e− r216
from µ ≥ 12 and (3.11) follows.
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step 2 a correction. We now estimate the a correction and claim:
‖ΛrΦa,b − ΛQb(r)‖H1ρY . |a|
√
b
α
. (3.15)
Indeed,
d
dµ
ΛrΦa,b = − 1
µ
1+ 2
p−1
Λ2Qb
(
r
µ
)
.
The global bound
|∂iΛjQ| . 1
1 + |y|γ+i , i = 0, 1 (3.16)
implies the global control
|∂µ∂irΛrΦa,b| .
1
µ
1
(µ
√
b)i
1
(µ
√
b)
2
p−1
1
1 +
(
r
µ
√
b
)γ+i . µα−1(
√
b)α
rγ+i
which together with the Taylor Lagrange formula yields:
∂irΛrΦa,b = ∂
i
rΛQb(r)+O
(∫ µ
1
(
√
b)α
(µ′)α−1
rγ+i
dµ′
)
= ∂irΛQb(r)+O
(
(
√
b)α
|µα − 1|
rγ+i
)
and hence, since d− 2γ − 2 = √∆ > 0 and µα − 1 = aP2ℓ,
‖∂ir (ΛrΦa,b − ΛQb(r)) ‖L2ρY . |a|
√
b
α‖ P2ℓ
rγ+i
‖L2ρY . |a|
√
b
α
, i = 0, 1
and (3.15) is proved.
step 3 Proof of (3.9), (3.10). We compute:
∂bΦa,b = −∂bD
D
ΛrΦa,b = − 1
2b
ΛrΦa,b.
Now from (2.3):
φ0,b =
1
(
√
b)α
ΛQb + φ˜0,b, ‖φ˜0,b‖H1ρr . b
δ. (3.17)
Moreover, (3.11) with µ = 1 yields the expansion:
‖ 1√
b
αΛQb‖2L2ρr = I +O(b
δ), I := c2
∫ +∞
0
rd−1
r2γ
e−
r2
4 rd−1dr (3.18)
and hence using the L2ρz orthonormality of Hermite polynomials and the L
2
ρr or-
thogonality of the φi,b and the fact that P0 = 1 :(
1
(
√
b)α
ΛQb, ψj,k
)
L2ρY
=
(
1
(
√
b)α
ΛQb, φj,bP2k
)
L2ρY
= Iδj0δk0 +O(b
δ). (3.19)
We conclude using (3.15):
(∂bΦa,b, ψj,k)L2ρY
= − 1
2b
(ΛrΦa,b, φj,bP2k)L2ρY
= − 1
2b
[
(ΛQb(r), φj,bP2k)L2ρY
+O(a(
√
b)α)
]
= −(
√
b)α
2b
[
Iδj0δk0 +O(a+ b
δ)
]
and (3.9) is proved. similarly,
∂aΦa,b = −∂aD
D
ΛrΦa,b = − 1
α
P2ℓ
1 + aP2ℓ
ΛrΦa,b
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and hence using the exponential localization of the ρzdz measure and the L
2
ρz or-
thogonality of Hermite polynomials:
(∂aΦa,b, ψj,k)L2ρY
= − 1
α
(
P2ℓ
1 + aP2ℓ
ΛrΦa,b, ψj,k
)
L2ρY
= − 1
α
[(
P2ℓ
1 + aP2ℓ
ΛQb(r), ψj,k
)
L2ρY
+O(a(
√
b)α)
]
= −(
√
b)α
α
[(
P2ℓ
1 + aP2ℓ
φ0,b, φj,bP2k
)
L2ρY
+O(a+ bδ)
]
= −(
√
b)α
α
[
Iδj0δkℓ +O(a+ b
δ)
]
and (3.10) is proved. 
A standard application of the implicit function theorem using (3.9), (3.10) and
the smallness (2.7) now ensures the following. Given a constant K > 0 , there exist
0 < a∗(K), b∗(K), c∗(K)≪ 1 and a universal constant such that for all
|a1| < a∗(K), 0 < b1 < b∗(K)
the following holds: recall the definition of the set of indices (1.29) and let param-
eters
b1 = (bj,k)1, (j, k) ∈ I
with |b1| < K(
√
b1)
α, and define the finite dimensional projection
ψb1,b1 =
ℓ∑
j=1
(bj,0)1ψj,0,b1−
 ℓ∑
j=1
(bj,0)1
ψ0,0,b1+ℓ−1∑
k=1
(b0,k)1ψ0,k,b1+
ℓ−1∑
j=1
ℓ−j∑
k=1
(bj,k)1ψj,k,b1.
Let χ be a cut-off function, χ(Y ) = 1 for |Y | ≤ 1 and χ(Y ) = 0 for |Y | ≥ 2 and
κ > 0 is universal. Then any function of the form
U = Φa1,b1 + χ(b
κ
1Y )ψb1,b1 + ε1 (3.20)
with ‖ε1‖L2ρY ≤ c
∗(K)(
√
b1)
α can be uniquely reparametrized as
U = Φa,b + ψb,b + ε, (3.21)
where ε satisfies the orthogonality conditions:
(ε, ψj,k,b)L2ρY
= 0, 0 ≤ j ≤ ℓ, 0 ≤ k ≤ ℓ− j. (3.22)
Moreover, ∣∣∣∣ bb1 − 1
∣∣∣∣+ |a1 − a| <√c∗(K)
and
|b− b1|+ ‖ε‖L2ρY <
√
c∗(K)(
√
b1)
α.
We therefore pick an initial data of the form (3.20) ie equivalently
U(τ0) = Φa,b(τ0) + ε(τ0) + ψ(τ0)
with ε(τ0) satisfying (3.22) and
‖ε(τ0)‖H1ρY < c(
√
b(τ0))
α, |bj,k(τ0)| < K(
√
b(τ0))
α (3.23)
and where we note to ease notations
ψ = ψb,b =
ℓ∑
j=1
bj,0ψj,0 −
 ℓ∑
j=1
bj,0
ψ0,0 + ℓ−1∑
k=1
b0,kψ0,k +
ℓ−1∑
j=1
ℓ−j∑
k=1
bj,kψj,k. (3.24)
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Then the corresponding solution (3.1) admits a unique time dependent decomposi-
tion
U = Φa,b + V, V = ψ + ε (3.25)
with ε(τ, ·) satisfying (3.22) on any time interval [0, τ∗] such that:
∀τ ∈ [0, τ∗], 0 < b(τ) < b∗(K), |a(τ)| < a∗(K)
and
‖ε(τ)‖H1ρY < c(
√
b(τ))α, |bj,k(τ)| < K(
√
b(τ))α
For initial data satisfying additional regularity assumptions as the one that we will
now consider, the regularity (a, b, bj,k) ∈ C1([τ0, τ∗],R) is a standard consequence of
the smoothness of the flow for (1.1). We refer to [19, 9, 26] for related statements.
3.3. Bootstrap. We now specify more carefully a set of bootstrap estimates in
the variables of the decomposition (3.25). In particular the exponentially weighted
norms do not provide enough information to control the full nonlinear flow. Let us
define
bj,k = bℓ,0b˜j,k, (
√
b)α = −αbℓ,0(1 + b˜). (3.26)
We pick two small enough universal constants 0 < η˜ ≪ η ≪ 1, a large enough
integer q ≫ 1, a large enough universal constant K ≫ 1, and assume the following
bounds on the initial data:
• normalization of the dominant mode:
bℓ,0(τ0) = −e−(ℓ−
α
2
)τ0 ; (3.27)
• a0 is very large compared to b(τ0) and nonnegative:
0 <
1
|logb(τ0)| 1K
< a(τ0) < a
∗ ≪ 1; (3.28)
• initial exit condition:
|b˜(τ0)|2 +
∑
(j,k)6=(ℓ,0),j+k≤ℓ
|b˜j,k(τ0)|2 < (
√
b0)
2η; (3.29)
• initial smallness of the weighted norm:
‖ε(τ0)‖L2ρY < (
√
b0)
α+2η, (3.30)
• inital smallness of the global W 1,2q+2 like norm:
N (τ0) < (
√
b0)
2η˜ (3.31)
where N is given (4.8) and is constructed to control in particular
‖φV ‖L∞ . N (V ). (3.32)
where φ is a smooth function satisfying
φ(r) =
∣∣∣∣∣ r
2
p−1 for 0 ≤ r ≤ 1
1 for r ≥ 2. (3.33)
The fact that our set of initial data is non empty and contains smooth profiles
with finite energy follows from an elementary localization claim which is left to the
reader, see for example [11] for related computations. We then define τ0 ≤ τ∗ ≤ +∞
as the supremum of times such that the following bounds hold on [τ0, τ
∗):
• control of the dominant modes:
− 2 < bℓ,0e(ℓ−
α
2
)τ < −1
2
; (3.34)
19
• control of a:
a(τ0)
2
< a < 2a(τ0), (3.35)
• exit condition:
|b˜|2 +
∑
(j,k)∈I
|b˜j,k|2 < (
√
b)2η (3.36)
• smallness of the weighted norm:
‖ε‖L2ρY < (
√
b)α+η, (3.37)
• smallness of the global W 1,2q+2 like norm:
N (V ) < (
√
b)η˜ (3.38)
The heart of our analysis is the following bootstrap proposition:
Proposition 3.4 (Bootstrap). There exists K, q, τ∗0 ≫ 1 and 0 < η˜ ≪ η ≪ 1 such
that the following holds. Let τ ′0 ≥ τ∗0 , (b′ℓ,0, τ ′0, a′0, ε′0) satisfy (3.27), (3.28), (3.22),
(3.30), (3.31). Then there exists (b˜′0, b˜
′
j,k,0) satisfying (3.36) such that the solution
to (3.1) with data at τ0 given by (3.20), (3.21) satisfies
τ∗ = +∞.
Following a now classical path, we prove Proposition 3.4 by contradiction and
assume that τ∗ < +∞ for all (b˜′0, b˜j,k,0)′ satisfying (3.36). We then study the flow
on [τ0, τ
∗) and prove that the finite dimensional exit condition (3.29) is necessar-
ily saturated at τ∗. The control of the modulation equations will ensure that this
condition corresponds to a strictly outgoing finite dimensional vector field, hence
yielding a contradiction to Brouwer’s theorem.
The application of Brouwer’s fixed point theorem requires the study of all small
enough initial perturbations along the instable modes. These latter being un-
bounded at infinity, we use a localisation and take initial data of the form (3.20).
We however now always use the decomposition (3.21) in the analysis. We claim that
passing from one decomposition to another preserves the bootstrap bounds and do
not give the technical but straightforward proof here.
From now on, we therefore consider a time interval [τ0, τ
∗) on which (3.34), (3.35),
(3.36), (3.37), (3.38) hold.
We observe that the bootstrap regime implies the following bounds.
Lemma 3.5 (Direct bootstrap estimates). There exists universal constants c =
c(ℓ) > 0 and C > 0 such that on [τ0, τ
∗]:
C−1b
α
2 ≤ |bℓ,0| ≤ Cb
α
2 and |bj,k| . b
α
2
+η for (j, k) ∈ I, (j, k) 6= (ℓ, 0), (3.39)
|ψ| . b
η
(
√
b+ r)
2
p−1
〈r〉c〈z〉c, |ψ| . b
α
2
(
√
b+ r)γ
〈r〉c〈z〉c (3.40)
|V | . (
√
b)η˜
r
2
p−1
for r ≤ 2, |V | . (
√
b)η˜ for r ≥ 2. (3.41)
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Proof. (3.39) is a direct consequence of (3.26) and (3.29). From (3.24)
ψ = bℓ,0(ψℓ,0 − ψ0,0) +
ℓ−1∑
j=1
bj,0ψj,0 −
ℓ−1∑
j=1
bj,0
ψ0,0 + ℓ−1∑
k=1
b0,kψ0,k +
ℓ−1∑
j=1
ℓ−j∑
k=1
bj,kψj,k.
For the first term from (2.3), (2.14), (2.6) and (3.39), there holds since ci,0 = 1:
|bℓ,0(ψℓ,0 − ψ0,0)| = |bℓ,0|
∣∣∣∣∣∣
ℓ∑
j=1
ci,j
√
b
2j−γ
Tj
(
r√
b
)
+ φ˜ℓ − φ˜0
∣∣∣∣∣∣
.
√
b
α
∣∣∣∣∣∣
ℓ∑
j=1
√
b
2j−γ
(
1 +
r√
b
)2j−γ
+
b
g
2
(
√
b+ r)γ
∣∣∣∣∣∣ .
√
b
α
(
√
b+ r)γ
∣∣∣∣(√b+ r)2 + b g2 ∣∣∣∣ 〈r〉c.
For the second term from (2.5) and (3.39):∣∣∣∣∣∣
ℓ−1∑
j=1
bj,0ψj,0 −
ℓ−1∑
j=1
bj,0
ψ0,0 + ℓ−1∑
k=1
b0,kψ0,k +
ℓ−1∑
j=1
ℓ−j∑
k=1
bj,kψj,k
∣∣∣∣∣∣
.
∑
I\{(ℓ,0)}
|bj,k| 1
(
√
b+ r)γ
〈r〉c〈z〉c . b
α
2
+η
(
√
b+ r)γ
〈r〉c〈z〉c
and (3.40) follows from the two above identities. Finally, (3.41) is a direct conse-
quence of (3.38) and (4.9).

3.4. Modulation equations. Injecting the decomposition (3.25) and the identity
(3.6) into (3.1) yields the ε equation:
∂τε+ Lbε = −Ψ+ L(V ) + NL(V ), V = ψ + ε (3.42)
with
Ψ = Ψ1 +Ψ2, Ψ2 = ∂τψ + Lbψ (3.43)
L(V ) = p(Φp−1a,b −Qp−1b )V (3.44)
NL(V ) = (Φa,b + V )|Φa,b + V |p−1 − Φa,b|Φa,b|p−1 − pΦp−1a V (3.45)
We start the study of the flow on [τ0, τ
∗) by deriving the modulation equations
for the geometrical parameters (a, b, bj,k) as a consequence of the orthogonality
conditions (3.22) and the non degeneracies (3.9), (3.10). We let
B =
1
2
(
−bτ
b
+ 1
)
− ℓ
α
. (3.46)
In order to prepare the outgoing flux argument, we compute the modulation equa-
tions in the variables (3.26).
Lemma 3.6 (Modulation equations). Let
Mod =
∑
(j,k)∈I
∣∣∣∂τ b˜j,k − (ℓ− (k + j))b˜j,k∣∣∣+ |aτ |+
∣∣∣∣∣∣b˜τ − ℓb˜+
ℓ−1∑
j=1
b˜j,0
∣∣∣∣∣∣
+
∑
(j,k)∈I
|∂τ bj,k + λj,kbj,k|
(
√
b)α
,
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then there holds for some small enough universal constant δ > 0:
Mod .
(a+ (
√
b)η˜)‖ε‖L2ρY
(
√
b)α
+ (
√
b)δ + |a|
|b˜|+ ℓ−1∑
j=1
|b˜j,0|
 (3.47)
Proof of Lemma 3.6. We take the L2ρY scalar product of (3.42) with ψj,k for 0 ≤
j ≤ ℓ and 0 ≤ k ≤ j − 1, and compute the resulting identity using (3.22):
(Ψ1, ψj,k)L2ρY
+ (Ψ2, ψj,k)L2ρY
= (ε, ∂τψj,k)L2ρY
+ (L(V ) +N(V ), ψj,k)L2ρY
. (3.48)
We now estimate all terms in the above identity.
step 1 Scalar products on Ψ1. We first compute from (3.7), (3.46):
Ej,k := (Ψ1, ψj,k)L2ρY
=
([
B − 1
2α
∂τν
1 + ν
]
ΛrΦa,b +
ℓ
α
ΛQb(r), ψj,k
)
L2ρY
+ (Ψ˜1, ψj,k)L2ρY
.
The lower order term. We claim the degeneracy
‖Ψ˜1‖H1ρY . (
√
b)αbδ, |(Ψ˜1, ψj,k)L2ρY | . (
√
b)αbδ (3.49)
The second estimate in the above identity is a direct consequence of the first one.
To prove the first one, recalling (3.8), we estimate using (3.11) and µ ≥ 12 :
‖ 1
(
√
b)α
1
α2
(
∂zν
1 + ν
)2 1
µ
2
p−1
(Λ2Qb + αΛQb)
(
r
µ
)
‖2H1ρY .
∑
k=0,1
∫
bδ
µC
r2γ+2k
ρY dY . b
δ,
and similarly:
1√
b
α
∥∥∥∥ 1µγΛQb
(
r
µ
)
− ΛQb(r)
∥∥∥∥
H1ρr
=
∑
k=0,1
1√
b
α
∥∥∥∥∫ µ
1
1
(µ′)γ+1
∂kr [−γΛQb − r∂r(ΛQb)]
(
r
µ′
)
dµ′
∥∥∥∥
L2ρr
(3.50)
.
∑
k=0,1
1√
b
α
∫ µ
1
1
(µ′)γ+1
∥∥∥∥∂kr (αΛQb + Λ2Qb)( rµ′
)∥∥∥∥
L2ρr
dµ′ . bδ
∫ µ
1
(µ′)C . bδµC
from which using the exponential weight in z:
1√
b
α
∥∥∥∥ 1µγΛQb
(
r
µ
)
− ΛQb(r)
∥∥∥∥2
H1ρY
. bδ
∫
µCρzdz . b
δ,
and from (3.8) and the above identities, (3.49) is proved.
The main order term. By definition:
− ∂τν
α(1 + ν)
ΛrΦa,b = aτ∂aΦa,b
and hence from (3.10):(
− 1
2α
∂τν
1 + ν
ΛrΦa,b, ψj,k
)
L2ρY
= − aτ
2α
(
√
b)α
[
Iδj0δkℓ +O(b
δ + a)
]
.
Similarly,
ΛrΦa,b = −2b∂bΦa,b
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and hence from (3.9):
(BΛrΦa,b, ψj,k)L2ρY
= B(
√
b)α
[
Iδj0δk0 +O(b
δ + a)
]
.
Finally from (3.19):
(ΛQb, ψj,k)L2ρr
= (
√
b)α
[
Iδj0δk0 +O(b
δ)
]
.
Using (3.49), this yields the values:
E0,0
(
√
b)α
= B
[
I +O(bδ + a)
]
+
ℓ
α
(
I +O(bδ)
)
+ aτO
(
bδ + a
)
, (3.51)
and
E0,ℓ
(
√
b)α
= − aτ
2α
[
I +O(bδ + a)
]
+BO(bδ + a) +O(bδ) (3.52)
and for (j ≥ 1, k ≥ 0) and (j = 0, 1 ≤ k ≤ ℓ− 1):
Ej,k
(
√
b)α
= BO(bδ + a) + aτO(b
δ + a) +O(bδ). (3.53)
step 2 Ψ2 term. We compute from (3.24), (3.43):
Ψ2 =
∑
(j,k)∈I
(∂τ bj,k + λj,kbj,k)ψj,k −
 ℓ∑
j=1
(∂τ bj,0 + λ0,0bj,0)
ψ0,0 + Ψ˜2 (3.54)
with
Ψ˜2 =
bτ
b
 ℓ∑
j=1
bj,0(b∂bψj,0 − b∂bψ0,0) +
ℓ−1∑
k=1
b0,kb∂bψ0,k +
ℓ∑
j=1
ℓ−j∑
k=0
bj,kb∂bψj,k
 .(3.55)
From (2.7), (3.39):
‖Ψ˜2‖H1ρY =
bτ
b
O
bδ∑
j,k
|bj,k|
 = bτ
b
O
(
bδ(
√
b)α
)
(3.56)
and hence using the L2ρY orthogonality of eigenfunctions:
(Ψ2, ψj,k)L2ρY
=
∣∣∣∣∣∣∣
(∂τ bj,k + λj,kbj,k) ‖ψj,k‖2L2ρY for (j, k) ∈ I
−∑ℓj=1(∂τ bj,0 + λ0,0bj,0)‖ψ0,0‖2L2ρY for (j, k) = (0, 0)
0 for (j, k) = (0, ℓ)
+
bτ
b
O
(
bδ(
√
b)α
)
. (3.57)
step 3 L(V ) terms. We now estimate the rhs of (3.48) which are lower order and
start with the L(V ) term given by (3.44). We claim:∣∣∣(L(V ), ψj,k)L2ρY ∣∣∣ . bδ(√b)α + a‖ε‖L2ρY . (3.58)
We compute:
d
dµ
Φp−1a,b = −
p− 1
µ1+
2
p−1
Φp−2a,b ΛQb
(
r
µ
√
b
)
(3.59)
We now use the global bounds
|Q(y)| . 1
1 + |y| 2p−1
, |ΛQ(y)| . 1
1 + |y|γ
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to estimate: ∣∣∣∣ ddµΦp−1a,b
∣∣∣∣ . 1µ
[
1
(r + µ
√
b)
2
p−1
]p−2
(µ
√
b)α
(r + µ
√
b)γ
.
(µ
√
b)α
(r + µ
√
b)α
1
µ(r + µ
√
b)2
(3.60)
. min
{
µα−3(
√
b)α−2
rα
,
1
µr2
,
(µ
√
b)α
µ
1
(r +
√
b)α+2
}
(3.61)
where we used µ ≥ 12 for the last estimate, and hence the pointwise bound by
integration in µ:∣∣∣Φp−1a,b −Qp−1b ∣∣∣ . min
{
(µα−2 − 1)(√b)α−2
rα
,
|logµ|
r2
,
|µα − 1|(√b)α
(r +
√
b)α+2
}
. (3.62)
This allows us to control the ψ term using the pointwise bound (3.40) and (2.5):∣∣∣(L(ψ), ψj,k)L2ρY ∣∣∣ .
∫
r≤
√
b
|logµ|
r2
bη〈z〉c
b
1
p+1
1
b
γ
2
ρY dY +
∫
r≥
√
b
µα−2
√
b
α−2
rα
√
b
α
rγ
〈r〉c〈z〉c
rγ
ρY dY
. b
d
2
−1− 1
p−1−
γ
2
+η
+ bα−1max(1, b
d
2
−γ−α
2 ) . b
α
2
+δ
since α > 2 and d − 2γ − 2 > 0. We then control the ε term using the second
estimate in (3.62), (2.5):
|
(
(Φp−1a,b −Qp−1b )ε, ψj,k
)
L2ρY
| .
∫
|ε| a
r2
〈z〉c + 〈r〉c
rγ
ρY dY
. a
(∫
ε2ρY dY
)1
2
(∫ 〈z〉c〈r〉c
r2γ+4
ρY dY
) 1
2
. a‖ε‖L2ρY
where we used in the last step (1.8) which ensures:
d− (2γ − 4) =
√
∆− 2 > 0 (3.63)
to ensure the convergence of the integrals at the origin. This concludes the proof of
(3.58).
step 4 NL(V ) terms. We claim the bound for some universal δ > 0 small enough:
|(NL(v), ψj,k)L2ρY | . (
√
b)α+δ + (
√
b)η˜‖ε‖L2ρY . (3.64)
First observe that (3.40) yields the two following bounds for C, c > 0 and 0 < δ < δ∗
universal small enough:∫
ψ2
r2+2δ
ρY dY . b
α
∫ 〈r〉C〈z〉C
r2γ+2+2δ
ρY dY . b
α (3.65)
‖r 2p−1+δψ‖
L∞(r≤1,|z|≤K
√
|logb|) . (
√
b)η+cδ |Klogb|C . (
√
b)cδ. (3.66)
and that from (3.41) and (1.19):
|Φa,b| . 1
r
2
p−1
, |V | . (
√
b)η˜
r
2
p−1
for r ≤ 2, |V | . (
√
b)η˜ for r ≥ 2. (3.67)
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Estimate for |z| > M√|logb|: We estimate from the above identity, using the
Gaussian weight and the fact that d− 2− 2/(p − 1)− γ > d− 2γ > 0:∫
|z|≥M
√
|logb|
|NL(V )||ψj,k|ρY dY .
∫
|z|≥M
√
|logb|
(|V |p +Φp−2a,b |V |2)|ψj,k|ρY dY
.
∫
|z|≥M
√
|logb|
(
1 +
1
r
2+ 2
p−1
) 〈r〉c〈z〉c
rγ
ρY dY . (
√
b)cM ≤ (
√
b)α+δ
for M universal large enough.
Estimate for |z| < M√|logb|. First one decomposes∫
|z|≤M
√
|logb|
|NL(V )|ψj,kρY dY .
∫
|z|≤M
√
|logb|
(
|V |p +Φp−2a,b |V |2
)
|ψj,k|ρY dY
.
∫
|z|≤M
√
|logb|
(
|ε|p + |ψ|p +Φp−2a,b |ε|2 +Φp−2a,b |ψ|2
)
|ψj,k|ρY dY
Near the origin, we estimate using (3.66) and (3.67)∫
r≤1,|z|≤K
√
|logb|
(|ε|p +Φp−2a,b |ε|2)|ψjk|ρY dY
.
∫
r≤1
[
‖r 2p−1V ‖L∞(r≤1) + ‖r
2
p−1ψ‖
L∞(r≤1,|z|≤K
√
|logb|)
] |εψj,k|
r2
ρY dY
. ((
√
b)η˜ + (
√
b)η)‖ε‖L2ρY . (
√
b)η˜‖ε‖L2ρY
where we used (3.63), and similarly:∫
r≤1,|z|≤K
√
|logb|
(|ψ|p +Φp−2a,b |ψ|2)|ψj,k|ρY dY
. ‖r 2p−1+δψ‖
L∞(r≤1,|z|≤K
√
|logb|)
∫
r≤1,|z|≤K
√
|logb|
|ψ|
rδ
|ψj,k|dY
r2
. ‖r 2p−1+δψ‖
L∞(r≤1,|z|≤K
√
|logb|)
(∫
ψ2
r2+2δ
ρY dY
) 1
2
(∫
ψ2j,k
r2
ρY dY
) 1
2
≤ (
√
b)α+cδ.
Away from the origin, we use the Gaussian weight in r, (3.41) and (3.40) to estimate:∫
r≥1,|z|≤K
√
|logb|
(
|V |p +Φp−2a,b |V |2
)
|ψj,k|ρY dY .
∫
r≥1,|z|≤K
√
|logb|
|V |2〈r〉c〈z〉cρY dY
.
∫
r≥1
|ε|2〈r〉c〈z〉cρY dY +
∫
r≥1
|ψ|2〈r〉c〈z〉cρY dY .
∫
r≥1
|ε|(|V |+ |ψ|)〈r〉c〈z〉cρY dY + bα
. ‖ε‖L2ρY
(
‖V ‖L∞ρY (r≥1) + ‖〈r〉
c〈z〉cψ‖L2ρY
)
+ bα . (
√
b)η˜‖ε‖L2ρY + b
α
This concludes the proof of (3.64).
step 6 Computation of the modulation equations. We estimate from (2.7), (3.46):
|(ε, ∂τψj,k)L2ρY | =
bτ
b
O(bδ‖ε‖L2ρY ) = BO(b
δ‖ε‖L2ρY ) +O(b
δ‖ε‖L2ρY ).
Injecting this together with (3.58), (3.64) and (3.37) into (3.48) yields:
(Ψ, ψj,k)L2ρY
= BO(bδ‖ε‖L2ρY ) +O
(
(a+ (
√
b)η˜)‖ε‖L2ρY
)
+O((
√
b)α+δ).
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We then combine the estimates (3.57), (3.51), (3.52), (3.53) and obtain the following:
law for bj,k, (j, k) 6= {(0, 0); (0, ℓ)}. We obtain:
(∂τ bj,k + λj,kbj,k)‖ψj,k‖2L2ρY = BO
(
a(
√
b)α + (
√
b)α+δ + bδ‖ε‖L2ρY
)
+ aτ (O(a(
√
b)α) +O(
√
b
α+δ
)) +O
(
(
√
b)α+δ
)
+O
(
(a+ (
√
b)η˜)‖ε‖L2ρY
)
.
which implies using (3.26), (3.39) and (2.9):
(
√
b)α
[
∂τ b˜j,k − (ℓ− (k + j))b˜j,k
]
= BO
(
a(
√
b)α + (
√
b)α+δ + bδ‖ε‖L2ρY
)
+ aτ (O(a(
√
b)α) +O(
√
b
α+δ
)) +O
(
(
√
b)α+δ
)
+O
(
(a+ (
√
b)η˜)‖ε‖L2ρY
)
.(3.68)
law for a. We obtain:
− aτ
2α
I(
√
b)α = BO
(
a(
√
b)α + (
√
b)α+δ + bδ‖ε‖L2ρY
)
+ aτ (O(a(
√
b)α) +O(
√
b
α+δ
))
+ O
(
(
√
b)α+δ
)
+O
(
(a+ (
√
b)η˜)‖ε‖L2ρY
)
.
which can be rewritten as, since |a|, b≪ 1 and I 6= 0:
− aτ
2α
I(
√
b)α = BO
(
a(
√
b)α + (
√
b)α+δ + bδ‖ε‖L2ρY
)
+ O
(
(
√
b)α+δ
)
+O
(
(a+ (
√
b)η˜)‖ε‖L2ρY
)
. (3.69)
law for b. Finally:
(
√
b)αBI + I
ℓ
α
(
√
b)α −
ℓ∑
j=1
(∂τ bj,0 + λ0,0bj,0)‖ψ0,0‖2L2ρY
= BO
(
a(
√
b)α + (
√
b)α+δ + bδ‖ε‖L2ρY
)
+ aτ (O(a(
√
b)α) +O(
√
b
α+δ
))
+ O
(
(
√
b)α+δ
)
+O
(
a+ (
√
b)η˜)‖ε‖L2ρY
)
.
Since from (2.3) and (3.18), ‖ψ0,0‖2L2ρY = I + O(b
δ), this last expression can be
reformulated
(
√
b)αB +
ℓ
α
(
√
b)α −
ℓ∑
j=1
(∂τ bj,0 + λ0,0bj,0)
= BO
(
a(
√
b)α + (
√
b)α+δ + bδ‖ε‖L2ρY
)
+ aτ (O(a(
√
b)α) +O(
√
b
α+δ
))
+ O
(
(
√
b)α+δ
)
+O
(
(a+ (
√
b)η˜)‖ε‖L2ρY
)
.
We now reformulate these estimates using the renormalized variables (3.26). First
recalling (3.46) and using (2.9):
B =
1
2
[
− 2
α
(
∂τ bℓ,0
bℓ,0
+
∂τ b˜
1 + b˜
)
+ 1
]
− ℓ
α
= − 1
α
∂τ b˜
1 + b˜
− 1
α
∂τ bℓ,0 + [λℓ,0 +O(b
δ)])bℓ,0
bℓ,0
(3.70)
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and hence from (3.39), (3.68):
(
√
b)α
(
B +
1
α
∂τ b˜
1 + b˜
)
= BO
(
a(
√
b)α + (
√
b)α+δ + bδ‖ε‖L2ρY
)
+ aτ (O(a(
√
b)α) +O(
√
b
α+δ
))
+ O
(
(
√
b)α+δ
)
+O
(
(a+ (
√
b)η˜)‖ε‖L2ρY
)
. (3.71)
Moreover from (3.68) again and (2.9), (3.39):
ℓ
α
(
√
b)α −
ℓ∑
j=1
(∂τ bj,0 + λ0,0bj,0) =
ℓ
α
(
√
b)α −
ℓ∑
j=1
(∂τ bj,0 + λj,0bj,0) +
ℓ∑
j=1
jbj,0 +O(b
δ(
√
b
α
))
=
ℓ
α
(
√
b)α + ℓbℓ,0 +
ℓ−1∑
j=1
jbj,0 +BO
(
a(
√
b)α + (
√
b)α+δ + bδ‖ε‖L2ρY
)
+aτ (O(a(
√
b)α) +O(
√
b
α+δ
)) +O
(
(
√
b)α+δ
)
+O
(
(a+ (
√
b)η˜)‖ε‖L2ρY
)
.
Moreover
ℓ
α
(
√
b)α + ℓbℓ,0 = ℓ
[
(
√
b)α
α
+ bℓ,0
]
= −ℓbℓ,0b˜ = ℓ
α
(
√
b)α
b˜
1 + b˜
and hence the bound:
1
α
(
√
b)α
[
−∂τ b˜+ ℓb˜
1 + b˜
]
+
ℓ−1∑
j=1
jbj,0 = ∂τ b˜O(a(
√
b)α + b
α
2
+δ + bδ‖ε‖L2ρY )
+aτ (O(a(
√
b)α) +O(
√
b
α+δ
)) +O
(
(
√
b)α+δ
)
+O
(
(a+ (
√
b)η˜)‖ε‖L2ρY
)
.
Now using (3.26):
bj,0 = b˜j,0bℓ,0 = −(
√
b)α
α
b˜j,0
1 + b˜
and hence the law:
(
√
b)α
b˜τ − ℓb˜+ ℓ−1∑
j=1
jb˜j,0
 = ∂τ b˜O(a(√b)α + bα2 +δ + bδ‖ε‖L2ρY ) + aτ (O(a(√b)α)
+ O(
√
b
α+δ
)) +O
(
(
√
b)α+δ
)
+O
(
(a+ (
√
b)η˜)‖ε‖L2ρY
)
. (3.72)
step 7 Conclusion. The estimates (3.68), (3.69), (3.72) together with (3.71) yield
the system
∑
(j,k)∈I
(
√
b)α
∣∣∣∂τ b˜j,k − (ℓ− (k + j))b˜j,k∣∣∣+ (√b)α|aτ |+ (√b)α
∣∣∣∣∣∣b˜τ − ℓb˜+
ℓ−1∑
j=1
jb˜j,0
∣∣∣∣∣∣
. O(|∂τ b˜|)O(a(
√
b)α + b
α
2
+δ + bδ‖ε‖L2ρY ) + |aτ |(O(a(
√
b)α) +O(
√
b
α+δ
))
+O
(
(
√
b)α+δ
)
+O
(
(a+ (
√
b)η˜)‖ε‖L2ρY
)
.
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which is invertible thanks to (3.35), (3.37) and implies:
∑
(j,k)∈I
∣∣∣∂τ b˜j,k − (ℓ− (k + j))b˜j,k∣∣∣+ |aτ |+
∣∣∣∣∣∣b˜τ − ℓb˜+
ℓ−1∑
j=1
jb˜j,0
∣∣∣∣∣∣
.
(a+ (
√
b)η˜)‖ε‖L2ρY
(
√
b)α
+ bδ + |a|
|b˜|+ ℓ−1∑
j=1
|b˜j,0|

this is (3.47). Injecting this into (3.68) with (3.71) yields (3.47) and concludes the
proof of Lemma 3.6. 
3.5. Local L2ρY bound. The geometrical decomposition (3.25) build on the eigen-
basis constructed in Proposition 2.3 yields an elementary setting to compute the
modulation equations of Lemma 3.6 and the underlying outgoing vector field struc-
ture. A second elementary fruit is the control of the flow in the L2ρY topology.
Lemma 3.7 (L2ρY control). There holds the pointwise bound:
‖ε‖L2ρY . η(a)(
√
b)α+η (3.73)
where η(a) = o(1) as a→ 0.
Proof of Lemma 3.7. We claim that (3.73) follows from the differential inequality
1
2
d
dτ
‖ε‖2L2ρY + λℓ,0‖ε‖
2
L2ρY
+
c∗
2
‖ε‖2H1ρY
. (
√
b)2α
(√b)δ + η(a)(b˜2 + ℓ−1∑
j=1
|b˜j,0|2)
 (3.74)
for some universal constant c∗ > 0 and η(a) = oa→0(1). Indeed, assume (3.74), it
implies from (3.39):
d
dτ
(
e2(ℓ−
α
2
+ c
∗
2
)τ‖ε‖2L2ρY
)
+ c∗e2(ℓ−
α
2
+ c
∗
2
)τ‖ε‖2H1ρY
. η(a)(
√
b)2α+2ηe2(ℓ−
α
2
+ c
∗
2
)τ . η(a)ec
∗τ (
√
b)2η
whose time integration using (3.39), (3.30) yields for η universal small enough:
‖ε(τ)‖2L2ρY . e
−2(ℓ−α
2
+ c
∗
2
)(τ−τ0)‖ε(τ0)‖2L2ρY + η(a)e
−2(ℓ−α
2
+ c
∗
2
)τ
∫ τ
τ0
ec
∗τ ′(
√
b)2ηdτ ′
.
( √
b(τ)√
b(τ0)
)2α+cδ
‖ε(τ0)‖2L2ρY + η(a)e
−2(ℓ−α
2
+ c
∗
2
)τ ec
∗τ (
√
b(τ))2η
. η(a)(
√
b(τ))2α+2η
and (3.73) is proved. We now turn to the proof of (3.74).
step 1 Energy identity. We compute from (3.42):
1
2
d
dτ
‖ε‖2L2ρY = (∂τε, ε)L2ρY = (−Lbε−Ψ+ L(V ) + NL(V ), ε)L2ρY . (3.75)
The linear term is coercive from the spectral gap estimate (2.10) and the choice of
orthogonality conditions (3.22):
(Lbε, ε)L2ρY ≥ λℓ,0‖ε‖
2
L2ρY
+ c∗‖ε‖2H1ρY (3.76)
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for some c∗ > 0. We now estimate all remaining terms in (3.75).
step 2 Ψ terms. We claim:
|(ε,Ψ)L2ρY | . ‖ε‖H1ρY (
√
b)α
bδ + η(a)(|b˜|+ ℓ−1∑
j=1
|b˜jk|)
 + [η(a) + bcη] ‖ε‖2H1ρY .
(3.77)
We observe from (3.47), (3.39) the rough bounds:
|∂τ bj,k|+ |bj,k|+ (
√
b)α|aτ |+ (
√
b)α(|b˜τ |+ |b˜|) . (
√
b)α,
∣∣∣∣bτb
∣∣∣∣ . 1. (3.78)
We now estimate the Ψ2 term. Recall (3.54), then from (3.56), (3.22), (3.78):
|(ε,Ψ2)L2ρY | = |(ε, Ψ˜2)L2ρY | . ‖ε‖H1ρY b
δ(
√
b)α.
We now estimate Ψ1 and recall (3.7), (3.8). From (3.49):
|(ε, Ψ˜1)L2ρY | . ‖ε‖H1ρY b
δ(
√
b)α
and from (3.17), (3.22):
|(ε,ΛQb)L2ρY | = |(ε, (
√
b)αφ˜0,b)L2ρY
| . bδ(
√
b)α‖ε‖H1ρY .
Finally, from (3.71), (3.47):
(
√
b)α(|B|+ |∂τa|) . (
√
b)α
bδ + |b˜|+ ℓ−1∑
j=1
|b˜j,0|
+ [a+ (√b)η˜] ‖ε‖L2ρY
and from (3.15), (3.17), (3.22):
|(ε,ΛΦa,b)L2ρY | . ‖ε‖L2ρY
[
‖ΛΦa,b − ΛQb‖L2ρY + ‖ΛQb − (
√
b)αψ0,0‖L2ρY
]
. (
√
b)α(a+ bδ)‖ε‖H1ρY .
We conclude:
|(ε,Ψ1)|L2ρY . ‖ε‖H1ρY (
√
b)α
bδ + |a|(|b˜|+ ℓ−1∑
j=1
|b˜j,0|)
+ [η(a) + bcη] ‖ε‖2H1ρY
and (3.77) is proved.
step 3 L(V ) term. We claim:
(L(V ), ε)L2ρY
. bδ(
√
b)α‖ε‖H1ρY + a‖ε‖
2
H1ρY
. (3.79)
Indeed, first compute:
(L(V ), ε)L2ρY
= p
(
(Φp−1a,b −Qp−1b )ε, ε
)
L2ρY
+ p
(
(Φp−1a,b −Qp−1b )ψ, ε
)
L2ρY
.
For the linear term, we recall (3.60) which implies for r ≤ √b using µ ≥ 12 :∣∣∣∣ ddµΦp−1a,b
∣∣∣∣ . (µ
√
b)α
(r + µ
√
b)α
1
µ(r + µ
√
b)2
.
1
b
.
Hence
|Φp−1a,b −Qp−1b | .
1 + |µ|
b
for r ≤
√
b
29
and we estimate using (2.5), (3.39), (B.1):∫
r≤
√
b
|Φp−1a,b −Qp−1b ||ψ||ε|ρY dY .
∑
|bj,k|
∫
r≤
√
b
|ε|〈z〉c
brγ
ρY dY
. (
√
b)α‖ε
r
‖L2ρY
(∫
r≤
√
b
r4
b2r2γ+2
rd−1dr
) 1
2
. bδ(
√
b)α‖ε‖H1ρY .
where we used (3.14) in the last step. For r ≥ √b, we use (3.60) again which implies:∣∣∣∣ ddµΦp−1a,b
∣∣∣∣ . (µ
√
b)α
(r + µ
√
b)α
1
µ(r + µ
√
b)2
.
(
√
b)αµα−1
rα+2
.
Hence
|Φp−1a,b −Qp−1b | .
(µ
√
b)α
rα+2
for r ≥
√
b
and we estimate using (2.5), (3.39), (B.1):∫
r≥
√
b
|Φp−1a,b −Qp−1b ||ψ||ε|ρY dY .
∑
|bj,k|
∫
r≥
√
b
(
√
b)α|ε|〈z〉c〈r〉c
r2+α+γ
ρY dY
. (
√
b)α‖ε
r
‖L2ρY
(∫
r≥
√
b
(
√
b)2α〈r〉c
r2+2α+2γ
ρrr
d−1dr
) 1
2
. (
√
b)α‖ε‖H1ρY
∫
r≥
√
b
(√
b
r
)2α−δ
(
√
b)δ〈r〉c
r2+2γ+δ
ρrr
d−1dr

1
2
. bδ(
√
b)α‖ε‖H1ρY
where we used (3.14) again in the last step. For the quadratic term, we recall (3.59),
(1.19) which imply
d
dµ
Φp−1a,b < 0
from which Φp−1a,b −Qp−1b ≤ 0 for µ ≥ 1. From (3.3), (3.35), ν(z) = 1 + aP2ℓ(z) > 1
for |z| ≥ z∗ universal large enough, and we thus conclude using the bound (3.62)
and (B.1):(
(Φp−1a,b −Qp−1b )ε, ε
)
L2ρY
≤
∫
|z|≤z∗
|Φp−1a,b −Qp−1b |ε2ρY dY .
∫
|z|≤z∗
|aP2ℓ(z)|
r2
ε2ρY dY
. a‖ε‖2H1ρY .
This concludes the proof of (3.79).
step 4 Nonlinear term. We treat the nonlinear carefully and claim for some δ
universal:
|(NL(V ), ε)L2ρY | ≤ η(a)‖ε‖
2
H1ρY
+ (
√
b)2α+δ. (3.80)
Estimate for |z| > M√|logb|: We estimate from (3.41), using the Gaussian weight
and (3.40):∫
|z|≥M
√
|logb|
|NL(V )|ερY dY .
∫
|z|≥M
√
|logb|
(|V |p +Φp−2a,b |V |2)(|V |+ |ψ|)ρY dY
.
(
√
b)cM
(
√
b)c
≤ (
√
b)2α+δ
for M universal large enough.
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Estimate for |z| < M√|logb|. By homogeneity:∫
|z|≤M
√
|logb|
|NL(V )|ερY dY .
∫
|z|≤M
√
|logb|
(
|V |p +Φp−2a,b |V |2
)
|ε|ρY dY
.
∫
|z|≤M
√
|logb|
(
|ε|p + |ψ|p +Φp−2a,b |ε|2 +Φp−2a,b |ψ|2
)
|ε|ρY dY
Near the origin, we estimate using (B.1), (3.40) and (3.41):∫
r≤1,|z|≤M
√
|logb|
(|ε|p +Φp−2a,b |ε|2)|ε|ρY dY
.
∫
r≤1
[
‖r 2p−1V ‖L∞(r≤1) + ‖r
2
p−1ψ‖
L∞(r≤1,|z|≤M
√
|logb|)
] ε2
r2
ρY dY
. ((
√
b)η˜ +
√
b
η
)‖ε‖2H1ρY
and similarly:∫
r≤1,|z|≤M
√
|logb|
(|ψ|p +Φp−2a,b |ψ|2)|ε|ρY dY
. ‖r 2p−1+δψ‖
L∞(r≤1,|z|≤M
√
|logb|)
∫
r≤1,|z|≤M
√
|logb|
|ψ||ε| dY
r2+δ
.
√
b
η+cδ
(∫
ψ2
r2+2δ
ρY dY
) 1
2
(∫
ε2
r2
ρY dY
) 1
2
.
√
b
δ‖ε‖2H1ρY + (
√
b)2α+δ .
Away from the origin, we use the Gaussian weight in r and (3.40) to estimate:∫
r≥1,|z|≤K
√
|logb|
(|ψ|p +Φp−2a,b |ψ|2)|ε|ρY dY . (
√
b)2α
∫
r≥1,|z|≤K
√
|logb|
〈r〉c〈z〉c|ε|ρY dY
.
√
b
δ‖ε‖2H1ρY + (
√
b)2α+δ
This concludes the proof of (3.80).
step 5 Conclusion. The collection of estimates (3.76), (3.77), (3.79) and (3.80),
injected in (3.75), yields (3.74).

4. L∞ bound through energy estimates
The energy estimate (3.74) easily closes the control of the modulation equations
of Lemma 3.6 provided the L∞ control of V = ψ + ε. It is a classical difficulty
in the study of singularity formation that the description of the solution near the
singularity involves growing in space profiles like ψ which are unbounded in L∞,
and exponentially localized norms which are too weak to control the nonlinear term
both at the origin and infinity in space. In the setting of the radially symmetric type
II blow up, the L∞ bound for r large is obvious and relies on a scaling argument,
section 4.6, see [26], [11] for related arguments. At the origin, the unconditional
L2ρY control provides an outer estimate on the sphere r = 1 which can easily be
propagated inside using upper and lower solutions and the maximun principle, see
for example [31, 6]. We propose a more energetic proof based on W 1,q estimates
which is well suited for the cylindrical geometry and handles both the difficulties
31
of type II and the ode type I blow up as in [2, 29]. This provides a pure energy
method for the control of the non linear flow.
4.1. Definition of N and weighted Sobolev bound. We prepare the analysis
for the L∞ bound by introducing two new decompositions of the flow. We let
0 < r∗, ν ≪ 1, A, q ≫ 1
universal constants independent of a, b to be chosen later.
New decomposition away from the origin. We extract from the decomposition V =
ε+ ψ the leading order term and consider
V = v + ζ, ζ = bℓ,0(ψℓ,0 − ψ0,0)(r). (4.1)
We estimate from (2.3), (2.14), (2.6), (3.39) for r ≤ A using the essential degeneracy
ci,0 = 1, α > 2 and g ≤ 2:
|ζ(r)| = |bℓ,0|
∣∣∣∣∣∣
ℓ∑
j=1
(
√
b)2j−γTj
(
r√
b
)
+ φ˜ℓ(r)− φ˜0(r)
∣∣∣∣∣∣
. (
√
b)α
 ℓ∑
j=1
(
√
b)2j−γ
(
1 +
r√
b
)2j−γ
+ (
√
b)g
(1 + r)2ℓ+4
(
√
b+ r)γ

. (
√
b)α
∣∣∣∣∣∣
(
√
b)g−γ for r ≤ √b
r−γ(r2 + (
√
b)g) for
√
b ≤ r ≤ 1
r2ℓ+2 for r ≥ 1
. (
√
b)g−
2
p−1 (1 + r2ℓ+2) (4.2)
which implies in particular
‖r 2p−1 ζ‖L∞(r≤1) . (
√
b)g. (4.3)
We moreover compute from (3.26)
∂τζ + Lbζ = (∂τ bℓ,0 + λℓ,0bℓ,0)ψℓ,0 − (∂τ bℓ,0 + λ0,0bℓ,0)ψ0,0 + bℓ,0 bτ
b
b∂b(ψℓ,0 − ψ0,0)
= (∂τ bℓ,0 + λℓ,0bℓ,0)(ψℓ,0 − ψ0,0) + (λℓ,0 − λ0,0)bℓ,0ψ0,0 + bℓ,0 bτ
b
b∂b(ψℓ,0 − ψ0,0)
= (∂τ bℓ,0 + λℓ,0bℓ,0)(ψℓ,0 − ψ0,0)− ℓ+ λ˜ℓ,0 − λ˜0,0
α
(
√
b)α
1 + b˜
ψ0,0 + bℓ,0
bτ
b
b∂b(ψℓ,0 − ψ0,0)
= (∂τ bℓ,0 + λℓ,0bℓ,0)(ψℓ,0 − ψ0,0) + ℓ
α
(
√
b)α
b˜
1 + b˜
ψ0,0 − ℓ
α
(
√
b)αψ0,0
+ bℓ,0
bτ
b
b∂b(ψℓ,0 − ψ0,0)− λ˜ℓ,0 − λ˜0,0
α
(
√
b)α
1 + b˜
ψ0,0
= (∂τ bℓ,0 + λℓ,0bℓ,0)(ψℓ,0 − ψ0,0)− (
√
b)α
α(1 + b˜)
[
−ℓb˜+ λ˜ℓ,0 − λ˜0,0
]
ψ0,0
+ bℓ,0
bτ
b
b∂b(ψℓ,0 − ψ0,0)− ℓ
α
(
√
b)α
[
ψ0,0 − 1
(
√
b)γ
ΛQ
(
r√
b
)]
− ℓ
α
ΛrQb(r).
This yields using Lemma 3.1 the v equation:
∂τv + Lav = F, F = −Ψ3 + L(ζ) + NL(V ), La = −∆+ 1
2
Λ− pΦp−1a,b , (4.4)
with
Ψ3 = Ψ˜1 + Ψ˜3, L(ζ) = p(Φ
p−1
a,b −Qp−1b )ζ (4.5)
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and
Ψ˜3 =
[
1
2
(
−bτ
b
+ 1
)
− ℓ
α
− 1
2α
∂τν
1 + ν
]
ΛrΦa,b (4.6)
+ (∂τ bℓ,0 + λℓ,0bℓ,0)(ψℓ,0 − ψ0,0)− (
√
b)α
α(1 + b˜)
[
−ℓb˜+ (λ˜ℓ,0 − λ˜0,0)
]
ψ0,0
− ℓ
α
(
√
b)α
[
ψ0,0 − 1
(
√
b)γ
ΛQ
(
r√
b
)]
+ bℓ,0
bτ
b
b∂b(ψℓ,0 − ψ0,0)
Change of functions at the origin. For the derivation of L∞ bounds near the origin
0 < r . r∗ ≪ 1, it is more convenient to change variables and define:
w =
v
T
, T = ΛΦa,b. (4.7)
Definition of N . We now consider the norms
‖v‖2extloc =
∑
0≤i+j≤3
∫
r≥ r∗
2
|∂ir(〈z〉∂z)jv|2
D2α(1+ν)〈z〉 ρrdY
‖V ‖2q+2extglobal,q =
∫
√
r2+D2≥A
V 2q+2
〈z〉 dY
‖w‖2q+2int,q =
∫
r≤r∗
w2q+2
〈z〉(1 +D2Kq)dY
and the quantity:
N = ‖v‖extloc + ‖V ‖extglobal,q + ‖〈z〉∂zV ‖extglobal,q (4.8)
+ (‖V ‖extglobal,q + ‖〈z〉∂zV ‖extglobal,q)1−
d
2q+2 ‖∂rV ‖
d
2q+2
extglobal,q
+ ‖w‖int,q + ‖〈z〉w‖int,q + (‖w‖int,q + ‖〈z〉w‖int,q)1−
d
2q+2 ‖∂rw‖
d
2q+2
int,q
We claim the weighted Sobolev embedding:
Lemma 4.1 ( Weighted Sobolev embedding). Recall (3.33), then:
‖φV ‖L∞+‖V ‖L∞(D≥2A)+
∥∥∥ w
Dαν
∥∥∥
L∞( r∗
2
≤r≤2A)
+‖w‖L∞(r≤2A,D≤2A) .r∗,A,q N+(
√
b)g.
(4.9)
and ∥∥∥∂ir(〈z〉∂z)j ( vDα(1+ν))
∥∥∥
L∞( r∗
2
≤r≤2A)
.r∗,A ‖v‖extloc, 0 ≤ i+ j ≤ 1. (4.10)
Proof of Lemma 4.1. Let a smooth cut off function
χ(x) =
∣∣∣∣ 1 for |x| ≥ 2,0 for |x| ≤ 1 .
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r ≥ 2A or D ≥ 2A. Note that |∂r(χ(r/A))| = A−1|∂rχ(r/A)| . 1 since A ≥ 1. We
apply (B.3) to χ(r/A)V and conclude for q large enough:
‖V ‖2q+2L∞(r≥2A) . ‖χ
( r
A
)
V ‖2q+2L∞
.q
(∫ |χ ( rA)V |2q+2 + |〈z〉∂z (χ ( rA)V ) |2q+2
〈z〉 dY
)1− d
2q+2
(∫ |∂r (χ ( rA)V ) |2q+2
〈z〉 dY
) d
2q+2
.q
(∫
r≥A
|V |2q+2 + |〈z〉∂z (V ) |2q+2
〈z〉 dY
)1− d
2q+2
(∫
r≥A
|∂rV |2q+2 + |V |2q+2
〈z〉 dY
) d
2q+2
.q
∫
r≥A
|V |2q+2 + |〈z〉∂zV |2q+2
〈z〉 dY
+
(∫
r≥A
|V |2q+2 + |〈z〉∂zv|2q+2
〈z〉 dY
)1− d
2q+2
(∫
r≥A
|∂rV |2q+2
〈z〉 dY
) d
2q+2
.q [‖V ‖extglobal,q + ‖〈z〉∂zV ‖extglobal,q]2q+2
+
[
(‖V ‖extglobal,q + ‖〈z〉∂zV ‖extglobal,q)1−
d
2q+2 ‖∂rV ‖
d
2q+2
extglobal,q
]2q+2
.q N 2q+2 (4.11)
since if r ≥ A one has √r2 +D2 ≥ A. similarly, consider χA(z) = χ
(
D
A
)
, then
D ∼ A implies z2ℓ ∼ 1
a
(
A
(
√
b)
)α
≫ 1
and hence
〈z〉
∣∣∣∣∂z (χ(DA
))∣∣∣∣ = 〈z〉|∂zD|
∣∣χ′ (DA )∣∣
A
.
|z|a|∂zP2ℓ|
1 + aP2ℓ(z)
√
b(1 + aP2ℓ(z))
1
α
A
. 1,
(4.12)
and hence applying (B.3) to χA(z)V ensures:
‖V ‖2q+2L∞(D≥2A) .q
(∫
D≥A
|V |2q+2 + |〈z〉∂zV |2q+2
〈z〉 dY
)1− d
2q+2
(∫
D≥A
|∂rV |2q+2
〈z〉 dY
) d
2q+2
.q N 2q+2 (4.13)
since
√
r2 +A2 ≥ D ≥ A.
r,D ≤ 2A. For r∗2 ≤ r ≤ 2A, first note that
〈z〉 |∂zD|
D
=
〈z〉a|∂zP2ℓ(z)|
1 + aP2ℓ(z)
. 1
we then apply (B.5) to v
Dα(1+ν)
and conclude that:∥∥∥ v
Dα(1+ν)
∥∥∥2
L∞( r∗
2
≤r≤2A)
.r∗,A
∑
0≤i+j≤2
∫
r∗
2
≤r≤2A
|∂ir(〈z〉∂z)j( vDα(1+ν) )|2
〈z〉 dY
.r∗,A
∑
0≤i+j≤2
∫
r∗
2
≤r
|∂ir(〈z〉∂z)jv|2
D2α(1+ν)
ρrdY
〈z〉 .r∗,A ‖v‖
2
extloc (4.14)
where we used the lower bound ρr ≥ e−A2 for r ≤ 2A. The above estimate (4.14)
implies from (4.2) the rough bound:
‖V ‖L∞( r∗
2
≤r≤2A,D≤2A) . N + ‖ζ‖L∞( r∗
2
≤r≤2A,D≤A) . N + (
√
b)α. (4.15)
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Near the origin 0 < r ≤ r∗, we apply (B.3) to (1−χ(2rr∗ ))(1−χ( D2A ))w, using (4.12),
and obtain:
‖w‖2q+2
L∞(r≤ r∗
2
,D≤2A) .q,r∗
∫
r≤r∗,D≤4A
|w|2q+2 + |〈z〉∂zw|2q+2
〈z〉 dY
+
(∫
r≤r∗,D≤4A
|w|2q+2 + |〈z〉∂zw|2q+2
〈z〉 dY
)1− d
2q+2
(∫
r≤r∗,D≤4A
|∂rw|2q+2
〈z〉 dY
) d
2q+2
. N 2q+2. (4.16)
Observing that the global rough bound |ΛQ(y)| . |y|−2/(p−1) implies that r2/(p−1)T =
r2/(p−1)D−2/(p−1)ΛQ(r/D) . 1, the above bound implies for r ≤ r∗2 ,D ≤ 2A:
‖r 2p−1 v(r)‖L∞(r≤ r∗
2
,D≤2A) = ‖wr
2
p−1T‖L∞(r≤ r∗
2
,D≤2A) . ‖w‖L∞(r≤ r∗
2
,D≤A) . N .
(4.17)
Finally, we observe that T & D
α
rγ for r ≥ D and hence from (4.14)
‖ w
Dαν
‖
L∞( r∗
2
≤r≤2A) .A
∥∥∥ v
Dα(1+ν)
∥∥∥
L∞( r∗
2
≤r≤2A)
.A N . (4.18)
Conclusion. We conclude from (4.11), (4.13), (4.15), (4.17) and (4.3):
‖φV ‖L∞ . ‖r
2
p−1V ‖L∞(r≤ r∗
2
,D≤2A) + ‖V ‖L∞(D≥2A) + ‖V ‖L∞(r≥ r∗
2
)
. ‖r 2p−1 v‖L∞(r≤ r∗
2
,D≤2A) + ‖r
2
p−1 ζ‖L∞(r≤ r∗
2
,D≤2A) + ‖V ‖L∞(r≥2A) + ‖V ‖L∞(D≥2A)
+ ‖V ‖L∞( r∗
2
≤r≤2A,D≤2A) . N +
√
b
α
+
√
b
g
. N +
√
b
g
as α ≥ g. We infer from (4.16) and (4.18) that:
‖w‖L∞(r≤2A,D≤2A) ≤ ‖w‖L∞(r≤ r∗
2
,D≤2A) + ‖
w
Dαν
‖
L∞( r∗
2
≤r≤2A,D≤2A) . N
The two above inequalities, with (4.13) and (4.18) give (4.9). The bound (4.14) can
be proven similarly for derivatives of v, this is (4.10).

The rest of this section is devoted to the control of the various compenents of N
in (4.8) which each require a separate analysis.
4.2. L2 bound away from the origin. We start with the outer L2 bound ‖v‖extloc.
It is a consequence of the spectral structure of the linearized operator near Φa,b in
a polynomially weighted space, and from the fact that we know from the bootstrap
assumptions that the first modes below ℓ− α/2 are not excited.
Lemma 4.2 (Weighted H1ρr bound outside the origin). There holds the bound for
all 0 < ν < ν∗ with ν∗ depending on η but independent on η˜:
ec1ντ
∫
v2
D2α(1+ν)
ρrdY
〈z〉 +
∫ τ
τ0
ec1ντ
′
∫ |∇v|2 + r−2v2
D2α(1+ν)
ρrdY
〈z〉 dτ
′ ≤ 1 (4.19)
for some universal constant c1 > 0.
Remark 4.3. The key feature of this lemma is the weighted D gain and 〈z〉 which
are both sharp for the analysis.
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Proof of Lemma 4.2. step 1 General weighted L2 energy identity. We compute
from (4.4) for any function χ(τ, r, z):
1
2
d
dτ
∫
v2χρrdY =
1
2
∫
v2∂τχρrdY +
∫
vχ∂τvρrdY
=
1
2
∫
v2∂τχρrdY +
∫
v
[
∆v + pΦp−1a,b v −
1
2
Λv + F
]
χρrdY.
We integrate by parts in r:∫
v
[
∆rv − 1
2
r∂rv
]
χρrdY =
∫
χv∂r(ρrr
d−1∂rv)drdz
= −
∫
χ(|∂rv|2ρrdY + 1
2
∫
v2
[
∆rχ− 1
2
r∂rχ
]
ρrr
d−1drdz
and in z:∫
v
[
∂2zv −
1
2
z∂zv
]
χρrdY = −
∫
χ|∂zv|2ρrdY + 1
2
∫
v2
[
∂2zχ+
1
2
∂z(zχ)
]
ρrdY
to derive the algebraic relation:
1
2
d
dτ
∫
v2χρrdY = −Qq,χ(v, v) +
∫
vFχρrdY (4.20)
where we introduced the quadratic form:
Qχ(h, h) =
∫
χ|∇h|2ρrdY (4.21)
− 1
2
∫
h2
[
2pΦp−1a,b χ+ ∂τχ+ ∂
2
zχ−
2
p− 1χ+
1
2
∂z(zχ) + ∆rχ− 1
2
r∂rχ
]
ρrdY
step 2 L2ρr identity with polynomial weight. Let
χ(z) =
1
〈z〉4ℓ(1+ν)+1 , (4.22)
then for z large:
−∂2zχ−
1
2
∂z(zχ) =
[
2ℓ(1 + ν) +O
(
1
〈z〉
)]
χ.
We apply (4.21) and conclude:
Qχ(v, v) =
∫
χ|∇v|2ρrdY +
∫ (
ℓ(1 + ν) +
1
p− 1 − pΦ
p−1
a,b
)
χv2ρrdY
+ O
(∫
|z|≤z∗
v2ρrdY + ν
2
∫
χv2ρrdY
)
. (4.23)
for some large enough z∗(ν). We recall from (1.19) and Proposition 2.1 the lower
bound in terms of quadratic form on H1ρr :
−∆r + 1
2
Λr − pΦp−1a,b ≥ −∆r +
1
2
Λr − pc
p−1∞
r2
≥ −α
2
which implies from (B.1) that for some universal constant c > 0:
Qχ(v, v) ≥
∫ (
ℓ(1 + ν)− α
2
− cν2
)
v2χρrdY + ν
2
[∫
|∇v|2ρrχdY +
∫
v2
r2
χρrdY
]
+ O
(∫
|z|≤z∗
v2ρrdY
)
.
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We estimate the well localized quadratic term using (4.22), (3.28), (3.35):∫
|z|≤z∗
v2ρrdY .ν
∫ [
ε2 + (ψ − ζ)2] ρY dY . (√b)2α+2η (4.24)
where we used (3.73) and (3.29) in the last step, and the fact that ζ is the leading
order term of ψ given by (3.24). We have therefore obtained from (4.20):
d
dτ
∫
χv2ρrdY + 2ν
2
∫
|∇v|2ρrχdY (4.25)
+
[
(2ℓ(1 + ν)− α− cν2)
∫
χv2 + 2ν2
∫
v2
r2
χdY
]
. |
∫
χFvρrdY |+ (
√
b)2α+2η .
step 4 Estimate for the forcing term. We now estimate the F term given by (4.4)
and claim: ∣∣∣∣∫ χFvρrdY ∣∣∣∣ . √b2α+2η + ν2 ∫ χv2ρrdY. (4.26)
To prove it, for the Ψ3, L(ζ) terms, we estimate from (C.1), (C.3), Hölder and
Young inequality:∣∣∣∣∫ χ(Ψ3 + L(ζ)vρrdY ∣∣∣∣ . (∫ |Ψ3|2 + |L(ζ)|2〈z〉2(2ℓ+2ν)+1 ρrdY
) 1
2
(∫
χv2ρrdY
) 1
2
≤ (
√
b)2α+2η + ν2
∫
χv2ρrdY.
For the NL(V ) term, we estimate by homogeneity with (3.41), (4.9):∫
χ|NL(V )||v|ρrdY .
∫
|v| [|V |p + |Φa,b|p−2V 2]χρrdY
.
∫
|v|
(
1 +
1
r
2
p−1
)p−2
V 2χρrdY .
∫
|v|
(
1 +
1
r2
)
φV 2χρrdY
and split the integral in two parts for M ≫ 1 large enough using the Gaussian
weight in the dz integrability provided by χ. Indeed, using (4.2) and (3.41):∫
r≤M |logb|
|v|
(
1 +
1
r2
)
φV 2χρrdY .
∫
r≤K|logb|
|v|
(
1 +
1
r2
)
φ(r)(v2 + ζ2)χρrdY
. (‖φV ‖L∞ + ‖φζ‖L∞(r≤M |logb|))
∫
v2
(
1 +
1
r2
)
χρrdY
+ ν2
∫
v2
(
1 +
1
r2
)
χρrdY + cν
∫
r≤M |logb|
ζ2(φζ)2
(
1 +
1
r2
)
χρrdY
≤ Cν2
∫
v2
(
1 +
1
r2
)
χρrdY + (
√
b)2α+2g
as α > g and for some c > 0∫
r≥M |logb|
|v|
(
1 +
1
r2
)
φV 2χρrdY .
∫
r≥M |logb|
|ζ|
(
1 +
1
r
2
p−1
)p−2
V 2χρrdY + b
cM‖φV ‖3L∞
. (
√
b)cM ≤ (
√
b)2α+1
provided M has been chosen large enough. The collection of above bounds, injected
in (4.4), gives (4.26).
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step 5 Conclusion. From (4.25) and (4.26) we infer the pointwise differential in-
equality:
d
dτ
∫
χv2ρrdY +
[
2ℓ(1 + ν)− α− Cν2] ∫ χv2ρrdY (4.27)
+
ν2
2
[∫
|∇v|2ρrχdY +
∫
v2
r2
χρrdY
]
. (
√
b)2α+2η .
We now compute from (3.46), (3.70), (3.47) and (4.27):
d
dτ
{
ecντ
∫
χv2ρrdY
(
√
b)2α(1+ν)
}
=
ecντ
(
√
b)2α(1+ν)
[
d
dτ
∫
χv2ρrdY + cν
∫
χv2ρrdY − α(1 + ν)bτ
b
∫
χv2ρrdY
]
=
ecντ
(
√
b)2α(1+ν)
[
d
dτ
∫
χv2ρrdY + [(2ℓ− α)(1 + ν) + cν +O((
√
b)η)]
∫
χv2ρrdY
}
≤ e
cντ
(
√
b)2α(1+ν)
{
(−(α− c)ν + Cν2)
∫
χv2ρrdY − ν
2
2
∫ [
|∇v|2 + v
2
r2
]
χρrdY
}
+ ecντ
(
√
b)2α+2η
(
√
b)2α(1+ν)
≤ −ν2 e
cντ
(
√
b)2α(1+ν)
[∫
|∇v|2ρrχdY +
∫
v2
r2
χρrdY
]
+O(
√
b
η
)
provided ν small enough and c < α. Integration in time ensures:
ecντ
∫
v2ρrχdY
(
√
b)2α(1+ν)
+
∫ τ
τ0
ecντ
′
(
√
b)2α(1+ν)
[∫
|∇v|2ρrχdY +
∫
v2
r2
χρrdY
]
dτ ′ . 1.
We now observe for |z| ≥ z∗:
1
〈z〉
1
µ2α(1+ν)
.
1
aC〈z〉4ℓ(1+ν)+1 =
χ
aC
which together with (4.24) and (3.35) yields (4.19) for some 0 < c = c1 ≪ 1 small
enough. 
4.3. Control of derivatives outside the origin. We now propagate the L2
bound (4.19) to higher derivatives.
Lemma 4.4 (Control of derivatives outside the origin). For c2 < c1 independent of
η˜ (c1 is defined in Lemma 4.2), there holds the bounds for 0 < r
∗ ≪ 1 for ν small
enough depending on η but independent on η˜:∫
r≥ r∗
2
(∂ir(〈z〉∂z)jv)2
[(µ
√
b)α]2(1+ν)
ρrdY
〈z〉 ≤ c(r
∗)e−c2ντ , 0 ≤ i+ j ≤ 3. (4.28)
Proof. This is a standard parabolic regularity claim. We briefly sketch the proof of
the main steps to take care of the 〈z〉 weight. We let
v1 = ∂rv, v2 = ∂zv.
We let χ be given by (4.22).
step 1 Control of v2. From (4.4):
∂τ (zv2) + La(zv2) + 2∂zv2 = z∂zF + p(z∂zΦp−1a,b )v.
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The same chain of estimates like for the proof of (4.25) leads to:
d
dτ
∫
χ(zv2)
2ρrdY + ν
2
∫ [
|∇(zv2)|2 + (zv2)
2
r2
]
ρrχdY
+ (2ℓ(1 + ν)− α− ν2)
∫
(zv2)
2ρrχdY
. |
∫ [
z∂zF + p(z∂zΦ
p−1
a,b )v
]
(zv2)χρrdY |+ (z∗)C
∫
|z|≤z∗
v22ρrdY
for some large enough z∗(ν). We now estimate all terms in the above identity. The
crossed term is estimated using the rough bound:
|(z∂zΦp−1a,b | .
z|∂zD|
D
1
D2
∣∣∣[2Qp−1 + (p− 1)yQp−2Q′]( r
D
)
∣∣∣ . 1
D2
(
D
r
)2
.
1
r2
and hence from Hölder:∫
χ|z∂zΦp−1a,b v||zv2|ρrdY ≤ ν3
∫
(zv2)
2
r2
ρrdY + c(ν)
∫
v2
r2
ρrdY.
The Ψ3 and L(ζ) terms are estimated from (C.1), (C.3):∫
χ(|z∂zΨ3|+ |z∂zL(ζ)|)|zv2|ρrdY
.
(∫ |z∂zΨ3|2 + |z∂zL(ζ)|2
〈z〉2(2ℓ+2η)+1 χρrdY
)1
2
(∫
χ(zv2)
2ρrdY
) 1
2
. (
√
b)2α+2η + ν3
∫
χ(zv2)
2ρrdY.
For the nonlinear term, we compute using ∂zζ = 0:
∂zNL(V ) = p∂zΦa,b((Φa,b + V )
p−1 − Φp−1a,b − (p − 1)Φp−2a,b V ) + ∂zv((Φa,b + V )p−1 − Φp−1a,b ).
We use
|z∂zΦa,b| . |z∂zD|
D
1
D
2
p−1
ΛQ
( r
D
)
. Φa,b
to estimate by homogeneity
|z∂zNL(V )| . Φp−2a,b V 2 +Φa,b|V |p−1 + |z∂zv|(|V |p−1 + |V |Φp−2a,b )
.
(
1 +
1
r2
)[|φV |+ |φV |p−2] |V |+ |zv2|(1 + 1
r2
)
(|φV |p−1 + |φV |)
We therefore split the integral in r ≤ M |logb|, r ≥ M |logb| for some M ≫ 1 as
before and estimate using (3.41), (4.2), (4.3):∫
r≥M |logb|
χ|z∂zNL(v)||zv2|ρrdY . ν3
∫
(zv2)
2
(
1 +
1
r2
)
ρrdY + (
√
b)2α+4
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because of the exponential weight, and as p ≥ 3∫
r≤M |logb|
χ|z∂zNL(v)||zv2|ρrdY .
∫
r≤M |logb|
χ|zv2|
(
1 +
1
r2
)[|φV |+ |φV |p−2] |V |
+
∫
r≤M |logb|
χ|zv2|2
(
1 +
1
r2
)
(|φV |p−1 + |φV |)
≤ ν3
∫
(zv2)
2
(
1 +
1
r2
)
ρrdY + cν
∫ [|φV |+ |φV |p−2]2 |V |2(1 + 1
r2
)
χρrdY
+ (
√
b)η˜
∫
r≤M |logb|
χ|zv2|2
(
1 +
1
r2
)
≤ 2ν3
∫
(zv2)
2
(
1 +
1
r2
)
ρrdY + cν
∫
φ2(ζ4 + v4)
(
1 +
1
r2
)
χρrdY
≤ 2ν3
∫
(zv2)
2
(
1 +
1
r2
)
ρrdY + cν
∫ [|φζ|2ζ2 + (|φV |2 + |φζ|2)v2](1 + 1
r2
)
χρrdY
≤ 3ν3
∫
(zv2)
2
(
1 +
1
r2
)
ρrdY +
√
b
2α+2g
+ (
√
b)2η˜
∫
v2
(
1 +
1
r2
)
χρrdY
The collection of above bounds yields the differential inequality:
d
dτ
∫
χ(zv2)
2ρrdY +
ν2
2
∫ [
|∇(zv2)|2 + (zv2)
2
r2
]
ρrχdY
+ (2ℓ(1 + η)− α− Cν2)
∫
(zv2)
2ρrχdY
.
∫
|z|≤z∗
v22ρrχdY + (
√
b)2α+2η +
∫
v2
(
1 +
1
r2
)
χρrdY.
Integrating in time using the space time bound (4.19) yields the pointwise bound
ec2ντ
∫
(zv2)
2
D2(1+ν)
ρrdY
〈z〉 +
∫ τ
τ0
ec2ντ
′
∫ |∇(zv2)|2
D2(1+ν)
ρrdY
〈z〉 dτ
′ ≤ 1
by possibly taking any smaller constant c2 < c1 for ν and b small enough. Iterating
z∂z derivatives can be done along the same lines, using the estimates (C.1) and
(C.3) for the source terms, and the nonlinearity being three times differentiable as
p ≥ 3, and is left to the reader.
step 2 Control of v1. We now let one ∂r derivative go through (4.4), and we run the
energy identity (4.25) with a mulitplier χ localized strictly away from the origin.
Since all terms without derivatives have been estimated at the previous step, the
control of ∂r derivatives and mixed derivatives follows. The elementary details are
left to the reader.

4.4. L2q+2ρr bound at the origin. We now study L
∞ bounds near the origin 0 <
r . r∗ ≪ 1. For this, it is more convenient to use the variable w given by (4.7) and
derive suitable L2q+2 monotonicity estimates in w, which equivalently correspond
to suitably weighted estimates for v near the origin. The key point here is that we
may derive such bounds for a uniform weight in z.
Lemma 4.5 (L2q+2 bound at the origin). There exists 0 < c3 < c2 such that the
following holds. Pick K large enough, then there holds for all q > q(d, p) large
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enough:
ec3νqτ
∫
r≤1
w2q+2
〈z〉(1 +D2Kq)dY +
∫ τ
τ0
∫
r≤1
ec3νqτ
′ w2q+2
r2〈z〉(1 +D2Kq)dY dτ
′ ≤ 1. (4.29)
Proof. Observe
(∆r + pΦ
p−1
a,b )T = 0 (4.30)
and hence (4.4) becomes:
∂tw = ∆w + 2
∇T · ∇w
T
+ V1w − 1
2
Y · ∇w − 1
p− 1w + F˜ , F˜ =
F
T
(4.31)
with
V1 =
1
T
[
−∂tT + ∂zzT − 1
2
Y · ∇T
]
. (4.32)
step 1 L2q+2 energy identity. We compute from (4.31) for a given χ(t, r, z):
1
2q + 2
d
dt
∫
χw2q+2dY =
1
2q + 2
∫
∂tχw
2q+2dY
+
∫
w2q+1
{
∆w + 2
∇T · ∇w
T
+ V1w − 1
2
Y · ∇w − 1
p− 1w + F˜
}
χdY
= −Qχ(wq+1, wq+1) +
∫
w2q+1F˜χdY
with
Qχ(h, h) =
2q + 1
(q + 1)2
∫
|∇h|2χdY +
∫
h2
{
2
2q + 2
∆(logT )− V1 − d+ 1
2(2q + 2)
− 1
p− 1
}
χdY
−
∫
h2
[
1
2q + 2
∆χ− 2
2q + 2
∇T · ∇χ
T
+
1
2(2q + 2)
Y · ∇χ+ ∂tχ
2q + 2
]
dY.
We choose
χ(r, z) =
φ1(r)
〈z〉(1 +D2Kq) , φ1(r) =
{
1 for r ≤ 1,
0 for r ≥ 2. . (4.33)
step 2 Lower bound on Qχ. We estimate:∣∣∣∣∂tχχ
∣∣∣∣ . D1 +D2Kq |∂tD|D . |∂tµ|µ + |bt|b . 1.
We then estimate in brute force using the definition of χ and the pointwise bounds
(A.9), (A.10):
Qχ(h, h) &
2q + 1
(q + 1)2
∫
|∇h|2χdY +
∫
h2
{
2
2q + 2
∆r(logT )
}
χdY
+ O
(∫
r≤2
h2
〈z〉(1 +D2Kq)dY
)
.
We now estimate from (A.1), (1.15), (4.30), (1.19):
∆r(logT ) = −pΦp−1a,b −
(
∂rT
T
)2
≥ −γ(d− 2− γ)− γ
2
r2
= −γ(d− 2)
r2
.
We then use the sharp Hardy inequality∫
χ|∂rh|2rd−1dr ≥
(
d− 2
2
)2 ∫ χh2
r2
rd−1dr +O
(∫ |∂rχ|2
χ
h2rd−1dr
)
(4.34)
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to lower bound:
2q + 1
(q + 1)2
∫
|∇h|2χdY +
∫
h2
{
2
2q + 2
∆r(logT )
}
χdY
≥
[
2q + 1
(q + 1)2
(
d− 2
2
)2
− 2(d− 2)γ
2q + 2
]∫
h2
r2
χdY +O
(∫
r∗≤r≤2
h2
ρr
〈z〉(1 +D2Kq)dY
)
Observe
2q + 1
(q + 1)2
(
d− 2
2
)2
− 2(d − 2)γ
2q + 2
=
d− 2
4(q + 1)2
[2q(d− 2− 2γ) + d− 2− 4γ] > 0
for q large enough from (1.16), and hence for q > q(d, p)≫ 1 and a universal c > 0:
2q + 1
(q + 1)2
∫
|∇h|2χdY +
∫
h2
{
2
2q + 2
∆r(logT )
}
χdY
≥ c
q
∫ (
|∇h|2 + h
2
r2
)
χdY +O
(∫
r∗≤r≤2
h2
ρr
〈z〉(1 +D2Kq)dY
)
.
and hence the lower bound
Qχ(h, h) ≥ c
q
∫ (
|∇h|2 + h
2
r2
)
χdY +O
(∫
r∗≤r≤2
h2
ρr
〈z〉(1 +D2Kq)dY
)
provided 0 < r∗(K, q)≪ 1 universal has been chosen small enough.
step 2 L2q+2 bound. We conclude for q large enough:
1
2q + 2
d
dt
∫
w2q+2χdY +
c
q
[∫
|∇(wq+1)|2χdY +
∫
w2q+2
r2
χdY
]
.
∫
r∗≤r≤2
w2q+2
ρr
〈z〉(1 +D2Kq)dY +
∣∣∣∣∫
r≤2
w2q+1F˜χdY
∣∣∣∣
and we now estimate the rhs.
Quadratic term. We first observe from (4.10) and (4.28) the pointwise bound:∥∥∥∂ir(〈z〉∂z)j ( vDα(1+ν))
∥∥∥
L∞( r∗
2
≤r≤2A)
. e−
c2
2
ντ , 0 ≤ i, j ≤ 1. (4.35)
We then split the integral in two parts. For rD ≥ 1, we have
ΛΦa,b &
c(r∗)Dα
rγ
and hence using (4.35), (4.19):∫
r∗≤r≤2,r≥D
w2q+2
ρr
〈z〉(1 +D2Kq)dY .
∫
r∗≤r≤2,r≥D
( v
Dα
)2q+2 dY
〈z〉(1 +D2Kq)
.
∥∥∥ v
Dα(1+ν)
∥∥∥2q
L∞(r∗≤r≤2,D≤2)
∫
v2
D2α(1+ν)
ρrdY
〈z〉 . e
−c2νqτ
with 0 < c ≪ 1 independent of q. For rD ≤ 1, we use ΛΦa,b & 1
D
2
p−1
and (4.35) to
estimate:∫
r∗≤r≤2,r≤D
w2q+2
ρr
〈z〉(1 +D2Kq)dY . e
−c2νqτ
∫
DCq
1 +D2Kq
dz
〈z〉 . e
− c2
2
νqτ
for K large enough independent of q.
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Ψ3, L(ζ) term. We estimate from Hölder, (C.16) and (C.19):∣∣∣∣∫
r≤2
w2q+1
Ψ3 + L(ζ)
T
χdY
∣∣∣∣ ≤ κ∫ w2q+2r2 χdY + cκ
∫ (
r
2 2q+1
2q+2Ψ3
T
)2q+2
χdY
≤ κ
∫
w2q+2
r2
χdY + bcηq
Nonlinear term. We claim for a universal c > 0:∫
r≤2
|NL(V )|w2q+1χdY ≤ κ
∫
w2q+2
r2
χdY + bcq. (4.36)
Indeed, we estimate by Hölder:∫
r≤2
|NL(V )|
T
w2q+1χdY ≤ κ
∫
w2q+2
r2
χdY + cκ
∫ r 2(2q+1)2q+2 NL(V )
T
2q+2 χdY.
We now estimate by homogeneity for r ≤ 2 using (4.3), (3.38):
|NL(V )|
T
.
1
T
[
|v|p + |ζ|p +Φp−2a,b (|v|2 + |ζ|2)
]
.
1
T
‖φv‖L∞(r≤2)
|v|
r2
+
1
T
‖φζ‖L∞(r≤2)|ζ|
. ‖φv‖L∞(r≤2)
|w|
r2
+ (
√
b)g
ζ
T
. (
√
b)η˜
|w|
r2
+ (
√
b)g
ζ
T
.
Moreover, we extract from (4.2) the rough bound for r ≤ 2
|ζ(r)| . (
√
b)α
rγ
which implies from (C.26) for D ≤ r ≤ 2:
|ζ|
T
.
(
√
b)α
rγ
Dγ + rγ
Dα
.
1
µα
.
On the other hand for r ≤ D from (4.2):
|ζ|
T
. (
√
b)g−
2
p−1D
2
p−1
and hence the bound for r ≤ 2
|NL(V )|
T
. (
√
b)η˜
|w|
r2
+
b
g
2
µα
1D≤r≤2 +D
2
p−1 b
g
2
− 1
p−11r≤min{2,D} (4.37)
which implies since µ ≥ 1/2, g ≥ 1 and p ≥ 3:∫ (
r
2 2q+1
2q+2NL(V )
T
)2q+2
χdY . ‖φv‖2qL∞(r≤2)
∫
w2q+2
r2
χdY + bcq
forK large enough independent of q and c universal. The collection of above bounds
concludes the proof of (4.36).
step 3 Conclusion. We conclude for r∗(q,K) small enough since 0 < ν ≪ η ≪ 1:
1
2q + 2
d
dt
∫
w2q+2χdY +
c
q
[∫
|∇(wq+1)|2χdY +
∫
w2q+2
r2
χdY
]
. e−
c2
2
νqτ
which implies provided r∗(q) has been chosen small enough:
1
2q + 2
d
dt
∫
w2q+2χdY + 2cq
∫
w2q+2χdY +
c
q
[∫
|∇(wq+1)|2χdY +
∫
w2q+2
r2
χdY
]
. e−
c2
2
νqτ
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whose time integration ensures that there exists 0 < c3 ≤ c2 for which:∫
w2q+2χdY +
∫ τ
τ0
ec3νqσ
[∫
|∇(wq+1)|2χdY +
∫
w2q+2
r2
χdY
]
dσ . e−c3νqτ .
The definition (4.33) of χ now yields (4.29). 
4.5. W 1,2q+2 bound. We now turn to the weigted control of derivatives in large
L2q+2 norms. ∂r derivatives yield singular term at the origin and we claim a lossy
bound which for q large is sufficient thanks to (4.8) and the underlying weighted
Sobolev estimate (B.3).
Lemma 4.6 (W 2q+21 estimate). There holds:∫
r≤1
(∂rw)
2q+2
〈z〉(1 +D2Kq)dY .
1
bCq
(4.38)
and: ∫
r≤1
(〈z〉∂zw)2q+2
〈z〉(1 +D2Kq)dY . e
−c4νqτ (4.39)
for some universal constants C = C(d, p) independent of q and c4 . c3.
Proof. Let
w1 = ∂rw, w2 = ∂zw.
step 1 ∂r bound. Taking ∂r of (4.31):
∂tw1 =
[
∆w1 + 2
∇T · ∇w1
T
+ V1w1 − 1
2
Y · ∇w1
]
−
[
d− 1
r2
− 2∂rrlogT
]
w1 + 2∂rz(logT )w2 + (∂rV1)w − 1
2
w1
+ ∂rF˜ .
We let χ be given by (4.33) and hence arguing as above, we have for q large enough:
1
2q + 2
d
dt
∫
w2q+21 χdY
≤ − c
q
∫ [
|∇(wq+11 )|2 +
∫
w2q+21
r2
]
χdY −
∫ [
d− 1
r2
− 2∂rrlogT
]
w2q+21 χdY
+ C(r∗)
∫
r∗≤r≤2
w2q+21
dY
〈z〉(1 +D2Kq) +
∫ [
2∂rz(logT )w2 + (∂rV1)w + ∂rF˜
]
w2q+11 χdY.
We now observe from (A.2):
d− 1
r2
− 2∂rrlogT ≥ d− 1− 2γ
r2
> 0
and hence using (A.9), (A.10):
1
2q + 2
d
dt
∫
w2q+21 χdY +
c
q
∫ [
|∇(wq+11 )|2 +
∫
w2q+21
r2
]
χdY
. C(r∗)
∫
r∗≤r≤2
w2q+21
dY
〈z〉(1 +D2Kq) +
∫ ( |w2|
r〈z〉 +
|w|
r
+ |∂rF˜ |
)
|w1|2q+1χdY.
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We split the crossed term:∫
r≤2
(|w2|+ |w|)|w1|2q+1 dY
r〈z〉(1 +D2Kq) =
∫
r≤2
r(|w2|+ |w|)|w1|2q+1 dY
r2〈z〉(1 +D2Kq)
. r∗
∫
r≤2
[w2q+22 + w
2q+2 + w2q+21 ]
dY
r2〈z〉(1 +D2Kq)
+ c(r∗)
∫
r∗≤r≤2
[
w2q+21 + w
2q+2 + w2q+22
] dY
〈z〉(1 +D2Kq)
and therefore obtain:
1
2q + 2
d
dt
∫
w2q+21 χdY +
c
q
∫ [
|∇(wq+11 )|2 +
∫
w2q+21
r2
]
χdY
. r∗
∫
r≤2
[w2q+22 +w
2q+2 + w2q+21 ]
dY
r2〈z〉(1 +D2Kq) +
∫
|∂rF˜ ||w1|2q+1χdY
+ c(r∗)
∫
r∗≤r≤2
[
w2q+21 + w
2q+2 + w2q+22
] dY
〈z〉(1 +D2Kq) .
We now estimate all terms in the above identity.
Exterior term. From (4.35), for K large enough∫
r∗≤r≤2
[
w2q+21 + w
2q+2 + w2q+22
] dY
〈z〉(1 +D2Kq) . . e
−c2νqτ
∫
r≤2
1 +DCq
〈z〉(1 +D2Kq)dY . e
− c2
2
νqτ .
Ψ3, L(ζ) term. We estimate from Hölder, (C.17), (C.20):∫
r≤2
|w1|2q+1
∣∣∣∣∂r (Ψ3T + L(ζ)T
)∣∣∣∣χdY ≤ κ∫ w2q+21r2 χdY + cκ
∫ [
r
2(2q+1)
2q+2 ∂r
(
Ψ3
T
)]2q+2
χdY
≤ κ
∫
w2q+21
r2
χdY +
1
bcq
Nonlinear term. The control of the nonlinear term demands a loss due to the
singularity at the origin which will however be manageable. We integrate by parts
to estimate using (4.35)∣∣∣∣∫ w2q+11 ∂r (NLT
)
χdY
∣∣∣∣ . 1 + ∫
r≤2
|NL|
|T |
[
|∂r(w2q+11 )|+
|w1|2q+1
r
]
χdY.
We now claim from (4.9) the rough bound:
‖v‖L∞(r≤2) .
N
(
√
b)
2
p−1
+ (
√
b)
1
2 . (4.40)
Indeed, let r ≤ 2, then for D ≥ A, since g ≥ 3/2 and p ≥ 3:
‖v‖L∞(r≤2,D≥A) . ‖V ‖L∞(r≤2,D≥A) + ‖ζ‖L∞(r≤2) . N +
√
b
g− 2
p−1 . N +
√
b
1
2 ,
(4.41)
and for D ≤ A we use |T | . 1
D
2
p−1
. 1
(
√
b)
2
p−1
to estimate from (4.9):
‖v‖L∞(r≤2,D≤A) . ‖v‖L∞(r∗≤r≤2,D≤A)+
1
(
√
b)
2
p−1
‖w‖L∞(r≤2,D≤A) .
N
(
√
b)
2
p−1
+(
√
b)
1
2 ,
and (4.41) is proved. This implies the rough bound
‖v‖L∞(r≤2) .
1
b
1
p−1
.
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We now use
T &
∣∣∣∣∣
Dα
rγ for r ≥ D,
1
D
2
p−1
for r ≤ D
to derive the rough bound for some universal C > 0:
|NL|
T
.
|v|
T
[
|v|p−1 + |v|
D
2(p−2)
p−1
]
.
1 +DC
bC
which yields the lossy bound:∫
r≤2
|NL|
|T |
[
|∂r(w2q+11 )|+ |
|w1|2q+1
r
]
χdY .
1
bC
∫ [
|∂r(w2q+11 )|+ |
|w1|2q+1
r
]
(1 +DC)χdY.
Now from Hölder:
1
bC
∫
r≤2
|w1|2q+1
r
(1 +DC)χdY .
1
bC
(∫
r≤2
w2q+21
r2
χdY
) 2q+1
2q+2 (∫
r≤2
r2q(1 +DCq)
〈z〉(1 +D2Kq)dY
)2q+2
≤ κ
∫
w2q+21
r2
χdY +
1
bCq
for some universal constant C = c(d, p) independent of q. similarly:
1
bC
∫
r≤2
|∂r(w2q+11 )|(1 +DC)χdY .
1
bC
(∫
r≤2
|∂r(wq+11 )|2χdY
) 1
2
(∫
r≤2
w2q1 (1 +D
C)2χdY
) 1
2
≤ κ
∫
(|∂r(wq+11 )|2 +w2q+21 )χdY +
1
bCq
∫
r≤2
1 +DCq
1 +DKq
dY ≤ κ
∫
(|∂r(wq+11 )|2 + w2q+21 )χdY +
1
bCq
The collection of above bounds yields the pointwise differential inequation:
1
2q + 2
d
dt
∫
w2q+21 χdY +
c
q
∫ [
|∇(wq+11 )|2 +
∫
w2q+21
r2
]
χdY (4.42)
≤ 1
bCq
+ r∗
∫
r≤2
w2q+22 + w
2q+2
r2
dY
〈z〉(1 +D2Kq) .
step 2 ∂z bound. Taking ∂z of (4.31):
∂tw2 =
[
∆w2 + 2
∇T · ∇w2
T
+ V1w2 − 1
2
Y · ∇w2
]
+ [2∂zzlogT ]w2 + 2∂rz(logT )w1 + (∂zV1)w − 1
2
w2 + ∂zF˜ .
We therefore let
χ˜ = 〈z〉2q+2χ,
and obtain arguing as above:
1
2q + 2
d
dt
∫
w2q+22 χ˜dY
≤ − c
q
∫ [
|∇(wq+12 )|2 +
∫
w2q+22
r2
]
χ˜dY +C(r∗)
∫
r∗≤r≤2
(〈z〉w2)2q+2 dY〈z〉(1 +D2Kq)
+
∫ [
2∂zz(logT )w2 + 2∂rzlogTw1 + (∂zV1)w + ∂zF˜
]
w2q+12 χ˜dY.
We estimate all terms in this identity.
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Exterior term. From (4.35):∫
r∗≤r≤2
(〈z〉w2)2q+2 dY〈z〉(1 +D2Kq) . ‖〈z〉∂zw‖
2q
L∞(r∗≤r≤2)
∫
r∗≤r≤2
(〈z〉∂zw)2
〈z〉(1 +D2Kq)dY . e
−c2qντ .
Crossed term. From (A.10), (4.35):∣∣∣∣∫ ∂zz(logT )w2χ˜w2q+12 dY ∣∣∣∣ . ∫
r≤2
w2q+22 χ˜dY ≤ r∗
∫
r≤2
w2q+22
r2
χ˜dY + e−c2νqτ .
The crossed term in integrated by parts in r using (A.11) and the L∞ bound (4.35):∣∣∣∣∫
r≤2
∂rzlogTw1w
2q+1
2 χ˜dY
∣∣∣∣ . e−c2νqτ
+
∫
|w|
[
|∂rzlogT |∂r(w2q+12 )|+
|∂rzlogT ||w2q+12 |
r
+ |∂rrzlogT ||w2q+12 |
]
χ˜dY
. e−c2νqτ +
∫
|w|
[
|wq2||∂r(wq+12 )|
r〈z〉 +
|w2|2q+1
r2〈z〉
]
χ˜dY
and then from Hölder:∫
|w| |w
q
2||∂r(wq+12 )|
r〈z〉 χ˜dY ≤ κ
∫
|∂r(wq+12 )|2χ˜dY +
1
κ
∫
w2w2q2
r2〈z〉2 χ˜dY
≤ κ
∫ [
|∂r(wq+12 )|2 +
w2q+22
r2
]
χ˜dY + cκ
∫
w2q+2
r2〈z〉2q+2 χ˜dY
≤ κ
∫ [
|∂r(wq+12 )|2 +
w2q+22
r2
]
χ˜dY + cκ
∫
w2q+2
r2
χdY.
similarly for the second term:∫
|w| |w2|
2q+1
r2〈z〉 χ˜dY ≤ κ
∫
w2q+22
r2
χ˜dY + cκ
∫
w2q+2
r2〈z〉2q+2 χ˜dY
≤ κ
∫ [
|∂r(wq+12 )|2 +
w2q+22
r2
]
χ˜dY + cκ
∫
w2q+2
r2
χdY.
Next from (A.9), (4.35):∣∣∣∣∫ (∂zV1)ww2q+12 χ˜dY ∣∣∣∣ . ∫ |w|〈z〉 |w2q+12 |χ˜dY .
∫
r≤2
|w||〈z〉w2|2q+1χdY
≤ r∗
∫
r≤2
[w2q+2 + (〈z〉w2)2q+2]χdY
r2
+ c(r∗)
∫
r∗≤r≤2
[w2q+2 + (〈z〉w2)2q+2]χdY
≤ r∗
∫
r≤2
w2q+2 + (〈z〉w2)2q+2
r2
χdY + e−c2νqτ
Ψ3, L(ζ) term. From Hölder and (C.18), (C.21):∣∣∣∣∫
r≤2
∂z
(
ψ3 + L(ζ)
T
)
w2q+11 χ˜dY
∣∣∣∣ ≤ κ∫ w2q+22r2 χ˜dY + cκ
∫ [
r
2 2q+1
2q+2∂z
(
Ψ3 + L(ζ)
T
)]2q+2
χ˜dY
≤ κ
∫
w2q+22
r2
χdY + bcηq
Nonlinear term. We estimate by homogeneity using ∂zζ = 0
|∂zNL| . |∂zΦa,b|(|V |p−1 + |V |2|Φa,b|p−3) + |∂zv|(|V |p−1 + |Φa,b|p−2|V |).
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Moreoever using (A.11):
|∂zv| . |∂zT ||w| + |T∂zw| . T
( |w|
〈z〉 + |w2|
)
and
|∂zΦa,b| . T〈z〉 , |T | . Φa,b .
1
r
2
p−1
.
D ≤ A. This implies for r ≤ 2, D ≤ A using (4.3):
|∂zNL|
T
.
1
〈z〉
[
|ζ|p−1 + ζ2Φp−3a,b
]
+
1
〈z〉
[
T p−1|w|p−1 + w2T 2Φp−3a,b
]
+
[
T p−1|w|p−1 + wTΦp−2a,b
]( |w|
〈z〉 + |w2|
)
. ‖w‖L∞(r≤2,D≤A)
( |w|
〈z〉 + |w2|
)
1
r2
+
bg
〈z〉r2
similarly ∣∣∣∣NL∂zTT 2
∣∣∣∣ . |NL|〈z〉T . ‖w‖L∞(r≤2,,D≤A) |w|r2〈z〉 + bg〈z〉r2
and hence the bound using Hölder:∣∣∣∣∫
D≤A
∂z
(
NL
T
)
w2q+12 χ˜dY
∣∣∣∣ . ∫ [‖w‖L∞(r≤2,D≤A)( |w|〈z〉 + |w2|
)
+ bg
]
w2q+12
r2
χ˜dY
≤ κ
[∫
w2q+22
r2
χ˜dY +
∫
w2q+2
r2
χdY
]
+ bgq
where we used (4.9) in the last step.
D ≥ A. Since r ≤ 2 and D ≥ A≫ r, we have
T ∼ Φa,b ∼ 1
D
2
p−1
≤ 1
and hence for r ≤ 2:
|∂zNL|
T
.
1
〈z〉
[
|V |p−1 +Φp−3a,b V 2
]
+ (|V |p−1 + |Φa,b|p−2|V |)
( |w|
〈z〉 + |w2|
)
.
1
〈z〉
‖φV ‖L∞
r2
( |w|
〈z〉 + |w2|+ (
√
b)
1
2
)
and the same chain of estimates as above yields for c universal:∣∣∣∣∫
D≥A
∂z
(
NL
T
)
w2q+12 χ˜dY
∣∣∣∣ ≤ κ
[∫
w2q+22
r2
χ˜dY +
∫
w2q+2
r2
χdY
]
+ bcq.
The collection of above bounds yields the pointwise differential inequation since
0 < ν ≪ η ≪ 1:
1
2q + 2
d
dt
∫
w2q+22 χ˜dY + cq
∫
w2q+22
r2
χ˜dY .
∫
w2q+2
r2
χdY + e−c2νqτ (4.43)
step 3 Conclusion. The time integration of (4.43) using the space time bound
(4.29) yields that there exists 0 < c4 . c3 such that
ec4ντq
∫
r≤1
(〈z〉∂zw)2q+2
〈z〉(1 +D2Kq)dY +
∫ τ
τ0
ec4ντ
′q
∫
r≤1
(〈z〉∂zw)2q+2
〈z〉(1 +D2Kq)dY dτ
′ ≤ 1
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which implies (4.39). Injecting this bound into (4.42) and integrating in time yields
the lossy bound (4.38). 
4.6. Far away scaling bound. Recall (4.4). We now claim the far away W 1,2q+2
bound which is a simple consequence of the fact that this norm is always above
scaling for q > q(d, p) large enough. We let q ≫ 1 and
(z∗)2ℓ =
1
a(
√
b)α
≫ 1. (4.44)
Given a large enough constant A, we let a cut off function
χA,b(r, z) = χ
( r
A
,
z
Az∗
)
, χ(Y ) =
∣∣∣∣ 0 for |Y | ≤ 1,1 for |Y | ≥ 2.
Note that for az2ℓ ≫ 1 :
D = µ
√
b =
[
az2ℓ
(
1 +O
(
1
z2
))] 1
α √
b =
( z
z∗
) 2ℓ
α
[
1 +O
(
1
z2
)]
and hence
Y ∈ SuppχA,b implies r & A or D & A. (4.45)
Lemma 4.7 (Far away scaling bound). There holds for a constant c5 depending on
ν, c2 and c3: ∫
χA,b
[
(〈z〉∂z)jV
]2q+2
dY . bc5q, j = 0, 1 (4.46)
and for a universal constant C independent of q:∫
χA,b [∂rV ]
2q+2 dY .
1
bCq
. (4.47)
Proof. We compute the V equation:
∂τV −∆V + 1
2
ΛV −R(V ) = 0, R(V ) = (Φa,b + V )|Φa,b + V |p−1 − Φpa,b.
step 1 L2q+2 estimate. We compute:
1
2q + 2
d
dt
∫
χA,bV
2q+2dY
=
∫ (
∆V − 1
2
ΛV +R(V )
)
χA,bV
2q+1dY +
1
2q + 2
∫
∂tχA,b|V |2q+2dY
= −(2q + 1)
∫
V 2q|∇V |2χA,bdY − 1
2
(
2
p− 1 −
d
2q + 2
)∫
|V |2q+2χA,bdY
+
∫
R(V )V 2q+1χA,bdY +
1
2q + 2
∫
V 2q+2
[
∂tχA,b −∆χA,b + 1
2
Y · ∇χA,b
]
From (4.45):
|Φa,b| . 1
A
2
p−1
on SuppχA,b
and hence using (4.9), (4.45):
|V | . N , |R(V )| . 1
Ac
|V | on Supp(χA,b).
Hence the bound:∫
|R(V )V 2q+1|χA,bdY ≤ (
√
b)η˜
∫
|V |2q+2χA,bdY.
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We then estimate by definition of χA,b and (3.47):
|∂tχA,b|+ |∆χA,b|+ |Y · ∇χA,b| . 1A≤r≤2A,D≤2A + 1r≤2A,cA≤D≤CA.
From (4.2), (4.35):∫
A≤r≤2A,D≤2A
|V |2q+2dY .
∫
A≤r≤2A,D≤2A
|ζ|2q+2dY +
∫
A≤r≤2A,D≤2A
|v|2q+2dY
. (
√
b)α(2q+2) |{z, D ≤ 2A}|+ e−c2ντ(2q+2) |{z, D ≤ 2A}|
. (
√
b)α(2q+2)(
√
b)−
α
2ℓ + (
√
b)
c2α
2ℓ−α ν(2q+2)(
√
b)−
α
2ℓ . bcq
for q large enough and c depending on ν and c2. Next from (4.2), (4.35), as g > 3/2
and p ≥ 3: ∫
r≤A
|ζ|2q+2rd−1dr . (
√
b)α(2q+2) +
∫
r≤
√
b
(
√
b)(2q+2)(g−
2
p−1 )rd−1dr
+
∫
√
b≤r≤1
(
(
√
b)α(r2 + (
√
b
g
))
rγ
)2q+2
rd−1dr . (
√
b)q.
We then use
|v| = |Tw| . |w|
D
2
p−1
to estimate using (4.29):∫
D∼A,r≤2A
|V |2q+2dY .
∫
D∼A,r≤2A
|w|2q+2
〈z〉(1 +D2qK)dY +
1
bc
∫
r≤A
|ζ|2q+2rd−1dr . bcq
with c depending on ν and c3. The collection of above bounds yields the pointwise
differential inequation:
d
dt
∫
χA,bV
2q+2dY + cq
∫
χA,bV
2q+2dY . bCq
with C depending on ν, c2 and c3, whose time integration yields∫
χA,bV
2q+2dY . bCq.
step 2 Derivative estimate. The derivative bounds follow the exact same path
using in particular ∂zζ = 0 and the inner bounds (4.38), (4.39), the details are left
to the reader.

5. Closing the bootstrap
We are now in position to close the bootstrap and conclude the proof of Theorem
1.1.
5.1. Proof of Proposition 3.4. We argue by contradiction and conclude using a
classical topological argument.
step 1 The (Exit) condition is saturated. From (3.73),
‖ε‖L2ρY ≤ η(a)(
√
b)α+η
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and hence (3.37) is improved. Moreoever, we inject the bounds (4.19), (4.29),
(4.38), (4.39), (4.46), (4.47) and conclude that there exists δ > 0 depending on
ν, c1, c2, c3, c4, c5 but independent of q and η˜, and a universal C > 0 such that:
N q . e−δqτ +
(
e−δqτ
)1− d
2q+2
(
1
eCqτ
) 2
2q+2
. e−δqτ
provided q has been chosen universal large enough since δ, C are independent of q,
and hence choosing η˜ ≪ δ, (3.38) is improved: N ≪ (√b)η˜ . We now oberve that
(3.47) implies:
|aτ |+
∣∣∣∣ ddτ (bℓ,0e(ℓ−α2 )τ)
∣∣∣∣ . (√b)η . (5.1)
whose time integration ensures:
|a− a(τ0)|+
∣∣∣bℓ,0(τ)e(ℓ−α2 )τ − bℓ,0(τ0)e(ℓ−α2 )τ0∣∣∣ ≤ bcη0
which using (3.27), (3.28) improves (3.34), (3.35). We conclude from a standard
continuity argument that the (Exit) condition is saturated, meaning that a solution
exits the trapped regime at time τ∗ if and only if the instable modes have grown
too big:
(b˜, b˜j,k) ∈ (
√
b(τ∗))η
(
√
b(τ0))η
S. (5.2)
step 2 The topological argument. We now reformulate the (Exit) condition in
diagonal form as required from (3.47). Indeed, we may diagonalize the associated
matrix which has positive eigenvalues µj,k ≥ 0 such that letting
(b˜, (b˜jk)(j,k)6=(ℓ,0),j+k≤ℓ) = PB˜jk
for some suitable universal invertible matrix, (3.47) implies:∑
j,k
∣∣∣(B˜jk)τ + µj,kB˜jk∣∣∣ . η(a)(√b)η. (5.3)
We now choose a small enough universal constant κ and consider initial values
satisfying ∑
j,k
∣∣∣∣∣ B˜j,k(τ0)(√b)η(τ0)
∣∣∣∣∣
2
≤ κ2
then from (5.2), (3.73), we may let τ∗∗ < τ∗ the first time such that∑
j,k
∣∣∣∣∣ B˜j,k(√b)η (τ∗∗)
∣∣∣∣∣
2
= κ2,
we claim that the corresponding vector field is outgoing:
d
dτ
∑
j,k
∣∣∣∣∣ B˜j,k(√b)η
∣∣∣∣∣
2
 (τ∗∗) > 0. (5.4)
Assume (5.4) and that all solutions leave the trapped regime, then from standard
argument, the map
1
κ
(
B˜j,k
(
√
b)η
(τ0)
)
7→ 1
κ
(
B˜j,k
(
√
b)η
(τ∗∗)
)
is continuous. It moreover sends by definition the unit sphere onto its boundary
and is the identity when restricted to the boundary, a contradiction to Brouwer’s
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theorem.
Proof of (5.4): We compute:
I =
d
dτ
∑
j,k
∣∣∣∣∣ B˜j,k(√b)η
∣∣∣∣∣
2
 = 1(√b)2η
∑
j,k
2B˜j,k
(
(B˜j,k)τ − η
2
bτ
b
B˜j,k
) .
We now observe from (3.46), (3.70), (3.47):
bτ
b
= 1− 2ℓ
α
+ η(a)O
(
(
√
b)η
)
and hence from (5.3):
(B˜j,k)τ − η
2
bτ
b
B˜j,k =
[
µj,k +
η
2
(
2ℓ
α
− 1
)]
B˜j,k + η(a)O
(
(
√
b)η
)
.
Recalling µj,k ≥ 0
and the pointwise differential inequation (3.74) with 0 < η ≪ c∗, we obtain:
I ≥ cη
(
√
b)2η
∑
j,k
∣∣∣∣∣ B˜j,k(√b)η (τ∗∗)
∣∣∣∣∣
2
+ (√b)η
(
√
b)2η
η(a)O
(
(
√
b)η
)
≥ cκ− η(a) > 0,
and (5.4) is proved.
5.2. Proof of Theorem 1.1. Let 0 < T ≪ 1 small enough and an initial data
as in the assumptions of Proposition 3.4, then the corresponding solution to (1.1)
generates a global in time to the self similar solution (3.1) which admits for all
t ∈ [0, T ) a decomposition
u(t, x) =
1
(T − t) 1p−1
U
(
t,
x√
T − t
)
, U(t, r, z) = Φa,b + V.
The law (1.11) follows from (5.1), (3.38) which yield the time integrability∫ +∞
τ0
|aτ |dτ < bcη0 <
a0
10
,
and similarly for (1.10). It remains to prove the asymptotic stability (1.12). Recall
(4.9) which first implies
lim
t→T
(‖V ‖L∞(D≥A) + ‖V ‖L∞(r≥1)) = 0.
We then consider D ≤ A, r ≤ 1 and estimate in brute force:
(
√
b)
2
p−1‖V ‖L∞(D≤A,r≤1) . (
√
b)
2
p−1‖ζ‖L∞(D≤A,r≤1) + ‖(
√
b)
2
p−1Tw‖L∞(D≤A,r≤1)
. bδ + ‖w‖L∞(D≤A,r≤1) → 0 as t→ T
where we used D = µ
√
b ≥ 12
√
b and (4.2), (4.9). This concludes the proof of
Theorem 1.1.
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Appendix A. Estimates on the soliton
This appendix is devoted to the derivation of sharp estimates on the soliton
profile.
Lemma A.1 (Global control of the tails). Let V = logΛQ, then ∀r > 0,
−γ
r
< ∂rV ≤ 0, (A.1)
∂rrV ≤ γ
r2
. (A.2)
Proof. The lemma follows from the Q equation in the regime p > pJL(d) and a
Sturm Liouville oscillation argument.
step 1 Proof of (A.1). Let from (1.19)
H = −∆r − pQp−1 > H0 = −∆− γ(d− 2− γ)
r2
. (A.3)
Let ψ1 = ΛQ, ψ2 =
1
rγ , then
ψ1 > 0, H0ψ1 < Hψ1 = 0, H0ψ2 = 0. (A.4)
This first implies
1
rd−1
∂r(r
d−1∂rψ1) = −pQp−1ψ1 < 0
from which with ∂rψ1(0) = 0:
rd−1∂rψ1 ≤ 0, ∂rψ1 ≤ 0 and hence ∂rV = ∂rψ1
ψ1
≤ 0.
Next from (A.4), the Wronskian W = ψ′1ψ2 − ψ1ψ′2 satisfies
1
rd−1
∂r(r
d−1W ) = (−H0ψ1)ψ2 > 0.
At the origin,
rd−1W (r) = O(rd−1−(γ+1))→ 0 as r → 0
and hence W (r) > 0, ψ1(r) > 0 implies
−ψ
′
1
ψ1
< −ψ
′
2
ψ2
=
γ
r
and (A.1) is proved.
step 2 Proof of (A.2). We first compute from (A.4):
∆V = ∇ ·
(
∂rΛQ
ΛQ
)
=
∆ΛQ
ΛQ
−
(
∂rΛQ
ΛQ
)2
= −pQp−1 − (∂rV )2. (A.5)
This implies:
∂rrV +
∂rV
r
= ∆V − d− 2
r
∂rV = −pQp−1 − ∂rV
[
d− 2
r
+ ∂rV
]
. (A.6)
Let Φ = −r∂rV , then from (A.1): 0 < Φ < γ and Φ satisfies the order one nonlinear
equation:
r∂rΦ = pQ
p−1r2 − Φ(d− 2− Φ). (A.7)
We claim
∂rΦ > 0. (A.8)
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Indeed, at the origin, ∂rV (0) = 0 and hence from (A.5):
∆V (0) = d∂rrV (0) = −pQp−1(0)
from which near the origin:
∂rΦ
r
= pQp−1 +
∂rV
r
(d− 2− Φ) = pQp−1(0) + (d− 2)∂2rV (0) + or→0(1)
= pQp−1(0)
(
1− d− 2
d
)
+ or→0(1) > 0.
By contradiction, let r0 > 0 be the first point where Φ
′(r0) = 0, then Φ′′(r0) ≤ 0
but deriving (A.7) at r = r0 yields:
r0Φ
′′(r0) = p(p− 1)rQp−2ΛQ(r0) > 0
and a contradiction follows which concludes the proof of (A.8). We have therefore
proved
0 ≤ Φ ≤ γ, ∂rΦ > 0.
Now
∂rΦ = −r∂rrV − ∂rV = −r∂rrV + Φ
r
, ∂rrV =
Φ
r2
− ∂rΦ
r
≤ γ
r2
,
this is (A.2). 
Lemma A.2 (Estimates on logT and V1). Let T, V1 be given by (4.7), (4.32), then
for all r ≤ 2:
|V1|+ |r∂rV1|+ |〈z〉∂zV1| . 1, (A.9)
|∂kz ∂jr(logT )| .
1
rj〈z〉k , k, j ≥ 0, k + j ≥ 1 (A.10)
Proof. Recall
T =
1
Dγ
ΛQ
( r
D
)
, D = µ(z)
√
b =
√
b (1 + aP2ℓ(z))
1
α .
Hence
∂zT
T
= −∂zD
D
ζ
( r
D
)
where ζ(y) = γ +
y∂yΛQ
ΛQ
satifies
∂ky ζ = O
(
1
〈y〉k
)
, k ∈ N.
Moreover,
∂zD
D
=
∂zµ
µ
= − 1
α
aP ′2ℓ
1 + aPℓ
so that
∂kz
(
∂zD
D
)
= O
(
1
〈z〉k+1
)
.
Similarly,
|∂rlogT | . 1
D
∂yΛQ
ΛQ
( r
D
)
.
1
r
,
and (A.10) follows by induction. We now compute:
∂τ logT = −∂tD
D
ζ
( r
D
)
=
[
−bτ
2b
+
1
α
aτP2ℓ
1 + aP2ℓ
]
ζ
( r
D
)
and since ∣∣∣∣bτb
∣∣∣∣+ ∣∣∣aτa ∣∣∣ . 1,
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we obtain ∣∣∣∂kz ∂jr(∂τ logT )∣∣∣ = O( 1rj〈z〉k
)
, k + j ≥ 1. (A.11)

Appendix B. Coercivity estimates
This Appendix is devoted to the proof of Hardy and Sobolev like inequalities
that are used all along the proof. The proofs are standard and recalled for the
convenience of the reader.
Lemma B.1 (Hardy inequality with Gaussian weight). There holds for ε with
cylindrical symmetry:∫ (
|Y |2 + 1
r2
)
ε2e−
|Y |2
4 dY .
∫
(|∇ε|2 + ε2)e− |Y |
2
4 dY (B.1)
Proof. The proof follows a classical integration by parts and is left to the reader. 
Lemma B.2 (Weighted Hardy inequalities). There holds for all β > −d−22 :∫
r2β|∂ru|2ρrdY ≥
(
d− 2 + 2β
2
)2 ∫ r2β
r2
u2ρrdY − d− 2 + 2β
4
∫
r2βu2ρrdY.
(B.2)
Proof. We integrate by parts and use Young inequality to compute:∫
u2
r2
χρrdY =
1
d− 2
∫
χu2∇ ·
(er
r
)
ρrdY = − 1
d− 2
∫
1
r
[
2χu∂ru+ χ
′u2 − r
2
χu2
]
ρrdY
≤ 1
d− 2
∫
u2
r2
(
−rχ′ + 2βχ+ r
2
2
χ
)
ρrdY − 2β
d− 2
∫
u2
r2
ρrdY
+
1
d− 2
[
1
A
∫
χ|∂ru|2ρrdY +A
∫
u2
r2
χρrdY
]
and hence:∫
χ|∂ru|2ρrdY ≥ (d− 2)A
∫
χ
r2
u2
(
1 +
2β −A
d− 2
)
ρrdY +A
∫
u2
r2
(
rχ′ − 2βχ− r
2
2
χ
)
ρrdY.
For β > −(d− 2), the optimal choice A = d−2+2β2 > 0 ensures:∫
χ|∂ru|2ρrdY ≥
(
d− 2 + 2β
2
)2 ∫ χ
r2
u2ρrdY +
d− 2 + 2β
2
∫
u2
r2
(
rχ′ − 2βχ− r
2
2
χ
)
ρrdY.
Letting χ = r2β yields the claim. 
Lemma B.3 (Weighted Sobolev bound). Let 2q + 2 > d + 1 and v(r, z) with
cylindrical symmetry, then:
‖v‖2q+2L∞ .q
(∫ |v|2q+2 + |〈z〉∂zv|2q+2
〈z〉 dY
)1− d
2q+2
(∫ |∂rv|2q+2
〈z〉 dY
) d
2q+2
. (B.3)
Proof. This follows from Sobolev and a scaling argument. We first claim:
‖v‖2q+2L∞ .
∫ |v|2q+2 + |∂rv|2q+2 + |〈z〉∂zv|2q+2
〈z〉 dY. (B.4)
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Indeed, we have from Sobolev for 2q + 2 > d+ 1:
‖v‖2q+2L∞(|z|≤1) .
∫
|z|≤1
(|v|2q+2 + |∂rv|2q+2 + |∂zv|2q+2) dY
.
∫ |v|2q+2 + |∂rv|2q+2 + |〈z〉∂zv|2q+2
〈z〉 dY.
Let now A ≥ 1 and the cylinder CA = {r ≥ 0, A2 ≤ |z| ≤ A} Let V (r, z) =
v(r,Az), then 2q + 2 > d+ 1 and Sobolev in the cylinder C1 ensure:
‖v‖2q+2L∞(CA) = ‖V ‖
2q+2
L∞(C1) . ‖V ‖
2q+2
L2q+2(C1) + ‖∇V ‖
2q+2
L2q+2(C1)
.
1
A
[
‖v‖2q+2
L2q+2(CA) + ‖∂rv‖
2q+2
L2q+2(CA) + ‖A∂zv‖
2q+2
L2q+2(CA)
]
.
∫ |v|2q+2 + |∂rv|2q+2 + |〈z〉∂zv|2q+2
〈z〉 dY
and since the bound is independent of A ≥ 1, (B.4) is proved. We now apply this
estimate to
vλ(r, z) = v
( r
λ
, z
)
which yields:
‖v‖2q+2L∞ = ‖vλ‖2q+2L∞ . λd
∫ [ |v|2q+2 + |〈z〉∂zv|2q+2
〈z〉 +
1
λ2q+2
|∂rv|2q+2
〈z〉
]
dY
and optimizing in λ yields (B.3). 
Lemma B.4 (Weighted outer Sobolev bound). Let v(r, z) with cylindrical symme-
try, then for all 0 < δ < R:
‖v‖2L∞(δ≤r≤R) .δ,R
∑
0≤i+j≤2
∫
δ≤r≤R
|∂ir(〈z〉∂z)jv|2
〈z〉 dY. (B.5)
Proof. Indeed, we have from the two dimensional Sobolev H2 ⊂ L∞:
‖v‖2q+2L∞(δ≤r≤R,|z|≤1) .q,δ,R
∑
0≤i+j≤2
∫
δ≤r≤R,|z|≤1
|∂ir∂jzv|2dY .
∑
0≤i+j≤2
∫
δ≤r≤R
|∂ir(〈z〉∂z)jv|2
〈z〉 dY
Let now the cube
CA = {δ ≤ r ≤ R, A
2
≤ |z| ≤ A}, A ≥ 1.
Let V (r, z) = v(r,Az), then the two dimensional Sobolev in the cylinder C1 ensures:
‖v‖2q+2L∞(CA) = ‖V ‖
2q+2
L∞(C1) .δ,R
∑
0≤i+j≤2
∫
δ≤r≤R, 1
2
≤|z|≤1
|∂ir∂jzV |2dY
.δ,R
1
A
∑
0≤i+j≤2
∫
δ≤r≤R,A
2
≤|z|≤A
|∂irAj∂jzv|2dY
.δ,R
∑
0≤i+j≤2
∫
δ≤r≤R
|∂ir(〈z〉∂z)jv|2
〈z〉 dY
and since the bound is independent of A ≥ 1, (B.5) is proved. 
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Appendix C. Nonlinear estimates on Ψ3
This appendix is devoted to the control of various norms of the leading order
driving term Ψ3 and the error term L(ζ) given by (4.5). We start with L
2
ρr bounds
with sharp weight in z.
Lemma C.1 (L2ρr bounds on Ψ3 and L(ζ)). We claim for ν > 0, |b| < b∗(ν):∫ |(〈z〉∂z)jΨ3|2
1 + z4(ℓ+ν)+1
ρrdY . (
√
b)2α+2η , j = 0, 1, 2, 3, (C.1)
and for any r0 > 0, for i ≥ 1, i+ j ≤ 3, if |b| < b∗(ν, r0):∫
r≥r0
|∂ir(〈z〉∂z)jΨ3|2
1 + z4(ℓ+ν)+1
ρrdY . (
√
b)2α+2η , i ≥ 1, i+ j ≤ 3, (C.2)
and ∫ |(〈z〉∂z)jL(ζ)|2
1 + z4(ℓ+ν)+1
ρrdY . (
√
b)2α+2g, j = 0, 1, 2, 3. (C.3)
∫
r≥r0
|∂ir(〈z〉∂z)jL(ζ)|2
1 + z4(ℓ+ν)+1
ρrdY . (
√
b)4α, i ≥ 1, i+ j ≤ 3. (C.4)
Proof. step 1 Control of Ψ˜1. Recall (3.8). Let δ < α/ℓ. As δ < g one computes
that for i ∈ N:
∂ir
[
1
µγ
ΛQb
(
r
µ
)
− ΛQb(r)
]
=
∫ µ
1
dµ˜
µ˜
1
(
√
b)
2
p−1 µ˜γ(
√
bµ˜)i
[
∂ir
(−Λ2Q− αΛQ)]( r√
bµ
)
=
∫ µ
1
dµ˜
µ˜
1
(
√
b)
2
p−1 µ˜γ(
√
bµ˜)i
O
((
1 +
r√
bµ
)−γ−δ−i)
= O
(
µδ
(
√
b)α+δ
rγ+δ+i
)
,
∂ir〈z〉∂z
[
1
µγ
ΛQb
(
r
µ
)
− ΛQb(r)
]
=
〈z〉∂zµ
µ
1
µγ(
√
b)
2
p−1 (µ
√
b)i
[
∂ir
(−Λ2Q− αΛQ)]( r√
bµ
)
= O
(
µδ
(
√
b)α+δ
(µ
√
b)γ+δ+i + rγ+δ+i
)
= O
(
µδ
(
√
b)α+δ
rγ+δ+i
)
, (C.5)
which can be easily generalized to show that for j ∈ N:∣∣∣∣∂ir(〈z〉∂z)j [ 1µγΛQb
(
r
µ
)
− ΛQb(r)
]∣∣∣∣ . µδ (
√
b)α+δ
rγ+δ+i
. µα
(
√
b)α+δ
rγ+δ+i
as g ≤ α and µ ≥ 1/2. Similarly, as for j ∈ N
(〈z〉∂z)j
(
∂zν
1 + ν
)2
= O(〈z〉−2)
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there holds the analogue estimate since µδ . 〈z〉2ℓδ/α . 〈z〉2:∣∣∣∣∣∂ir(〈z〉∂z)j
[(
∂zν
1 + ν
)2 1
µ
2
p−1
(
Λ2Qb + αΛQb
)( r
µ
)]∣∣∣∣∣
.
1
(
√
b)
2
p−1 〈z〉2µ 2p−1 (√bµ)i
O
((
1 +
r√
bµ
)−γ−g−i)
.
(
√
b)α+δµα+δ
〈z〉2
1
(
√
bµ)γ+δ+i + rγ+δ+i
.
µα+δ
〈z〉2
(
√
b)α+δ
r−γ−δ−i
. µα
(
√
b)α+δ
r−γ−δ−i
.(C.6)
From (3.8) and the above bounds one infers that for j ∈ N:∫ |(〈z〉∂z)jΨ˜1|2
1 + z4(ℓ+ν)+1
ρrdY . (
√
b)2α+2δ
∫
µ2α
1 + z4(ℓ+ν)+1
dz
∫
1
r−2γ−2δ
rd−1ρrdr
. (
√
b)2α+2δ
∫
(1 + aP2ℓ(z))
2
1 + z4(ℓ+ν)+1
dz . (
√
b)2α+2δ (C.7)
and for i ∈ N for b small enough∫
r≥r0
|∂ir(〈z〉∂z)jΨ˜1|2
1 + z4(ℓ+ν)+1
ρrdY
. (
√
b)2α+2δ
∫
µ2α
1 + z4(ℓ+ν)+1
dz
∫
1
r−2γ−2δ+2i
rd−1ρrdr . (
√
b)2α+2δ . (C.8)
step 2 Control of Ψ˜3. One first computes for the first term in (4.5) that for i ∈ N,
∂irΛrΦa,b =
1
(
√
bµ)
2
p−1+i
(
∂irΛQ
)( r√
bµ
)
=
1
(
√
bµ)
2
p−1+i
O
((
1 +
(
r√
bµ
))−γ−i)
= O
(
(
√
b)αµα
rγ+i
)
,
∂ir〈z〉∂zΛrΦa,b = −
〈z〉µz
µ
1
(
√
bµ)
2
p−1+i
(
∂irΛ
2Q
)( r√
bµ
)
=
1
(
√
bµ)
2
p−1+i
O
((
1 +
(
r√
bµ
))−γ−i)
= O
(
(
√
b)αµα
rγ+i
)
,
which can easily be generalised to produce for j ∈ N
∣∣∂ir(〈z〉∂z)jΛrΦa,b∣∣ . (√b)αµαrγ+i .
Also, from (3.47), (3.6), (3.73) and (3.39) one infers that for j ∈ N
(〈z〉∂z)j
(
∂τν
1 + ν
)
= aτ (〈z〉∂z)j
(
P2ℓ(z)
1 + aP2ℓ(z)
)
= O(|aτ |) = O((
√
b)η). (C.9)
and from (3.46), (3.4):∣∣∣∣12
(−bτ
b
+ 1
)
− ℓ
α
∣∣∣∣ = |B| . |∂τ b˜|+ |∂τ bℓ,0 + λℓ,0bℓ,0|bℓ,0 . (√b)η. (C.10)
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We therefore infer from (4.6) that for j ≥ 0:∫
1
1 + z4(ℓ+ν)+1
∣∣∣∣(〈z〉∂z)j [[12
(
−bτ
b
+ 1
)
− ℓ
α
+
1
2α
∂τν
1 + ν
]
ΛrΦa,b
]∣∣∣∣2 ρrdY
. (
√
b)2α+2η
∫
µ2α
1 + z4(ℓ+ν)+1
dz
∫
r−2γrd−1ρrdr . (
√
b)2α+2η
and for i ≥ 1:∫
r≥r0
1
1 + z4(ℓ+ν)+1
∣∣∣∣∂ir(〈z〉∂z)j [[12
(
−bτ
b
+ 1
)
− ℓ
α
+
1
2α
∂τν
1 + ν
]
ΛrΦa,b
]∣∣∣∣2 ρrdY
. (
√
b)2α+2η
∫
µ2α
1 + z4(ℓ+ν)+1
dz
∫
r≥r0
r−2γ−2ird−1ρrdr . (
√
b)2α+2η .
If j ≥ 1 as this is the only term depending on z in Ψ˜3 from (4.5) we conclude that:∫ |(〈z〉∂z)jΨ˜3|2
1 + z4(ℓ+ν)+1
ρrdY
=
∫ ∣∣∣(〈z〉∂z)j [[12 (− bτb + 1) − ℓα + 12α ∂τν1+ν ]ΛrΦa,b]∣∣∣2
1 + z4(ℓ+ν)+1
ρrdY . (
√
b)2α+2η(C.11)
and similarly for i ≥ 1:∫
r≥r0
|∂ir(〈z〉∂z)jΨ˜3|2
1 + z4(ℓ+ν)+1
ρrdY . (
√
b)2α+2η . (C.12)
We turn to the other terms in (4.5). For r ≥ r0 and b small enough, ∂irψk,0 =
O(r2k+4−γ) for i = 0, 1, 2, and since Hbψi,0 = λiψi,0 and Vb = O(1) one deduces
∂3rψi,0 = ∂r
[
−d− 1
r
∂r +
1
p− 1 +
1
2
r∂r + Vb − λi
]
ψi,0 = O(r
2i+5−γ), r ≥ r0.
(C.13)
Therefore, using (2.5) and (2.6) one obtains that for r ∈ [0,+∞):
|ψℓ,0|+ |ψ0,0| . 1 + r
2ℓ+5
rγ
,
∣∣∣∣ψ0,0 − 1(√b)γΛQ
(
r√
b
)∣∣∣∣ . (
√
b)g
rγ
(1 + r5)
and for r ∈ [r0,+∞) and i = 1, 2, 3:
|∂irψℓ,0|+ |∂irψ0,0| ≤ r2ℓ+5−γ ,
∣∣∣∣∂ir (ψ0,0 − 1(√b)γΛQ
(
r√
b
))∣∣∣∣ ≤ √bgr5−γ .
From (3.47), (3.6), (3.73), (2.2) and (3.39) there holds
|∂τ bℓ,0 + λℓ,0bℓ,0| . (
√
b)α+η, |b˜|+ |λ˜ℓ|+ |λ˜0| . (
√
b)η,
∣∣∣∣bτb
∣∣∣∣ . 1
since η ≪ g. We then conclude from the three identities above, (2.5) and (2.7) that
for
Ψ3 := (∂τ bℓ,0 + λℓ,0bℓ,0)(ψℓ,0 − ψ0,0)− (
√
b)α
α(1 + b˜)
(−ℓb˜+ λ˜ℓ − λ˜0)ψ0,0
− ℓ
α
(
√
b)α
[
ψ0,0 − 1
(
√
b)γ
ΛQ
(
r√
b
)]
+ bℓ,0
bτ
b
b∂b(ψℓ,0 − ψ0,0)
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there holds∫ |Ψ3|2
1 + z4(ℓ+ν)+1
ρrdY
.
√
b
2α
∫
1
1 + z4(ℓ+ν)+1
(
(
√
b)2η
1 + r4ℓ+10
r2γ
+ |b∂b(ψℓ,0)|2 + |b∂b(ψ0,0)|2
)
ρrdY
.
√
b
2α+2η
+
√
b
2α+2g
.
√
b
2α+2η
and similarly for i = 1, 2, 3:∫
r≥r0
|∂irΨ3|2
1 + z4(ℓ+ν)+1
ρrdY .
√
b
2α
∫
(
√
b
2η
r4ℓ+10−2γ +
√
b
2g
r4ℓ+10−2γ)
1 + z4(ℓ+ν)+1
ρrdY .
√
b
2α+2η
.
step 3 Control of Ψ3. From (4.5), the bounds (C.7), (C.8), (C.11), (C.12) and the
two bounds above imply the desired bounds (C.1) and (C.2).
step 4 Proof of (C.3). Recall that ζ = bℓ(ψℓ,0−ψ0,0) and L(ζ) = p(Φp−1a,b −Qp−1b )ζ.
We thus infer from (3.39) and (C.13):
∂zζ = 0, and |∂irζ| . (
√
b)αr2ℓ+5 for r ≥ r0 and i = 0, ..., 3.
Also, one computes for i ∈ N
∂ir(Φ
p−1
a,b −Qp−1b ) = (p − 1)
∫ µ
1
dµ˜
µ˜
1
(µ˜
√
b)2+i
[∂ir(Q
p−2ΛQ)]
(
r
µ˜
√
b
)
=
∫ µ
1
dµ˜
µ˜
O
(
µ˜α(
√
b)α
(µ
√
b)2+α+i + r2+α+i
)
= O
(
µα
√
b
α
(
√
b)2+α+i + r2+α+i
)
= O
(
µα
√
b
α
r2+α+i
)
.
and
|∂ir〈z〉∂zΦa,b| = 〈z〉
|µz |
µ
1
(
√
bµ)
2
p−1+i
(∂irΛQ)
(
r√
bµ
)
.
µα(
√
b)α
(
√
bµ)γ+i + rγ+i
which can easily be generalized to prove that for j ≥ 1:
|∂ir(〈z〉∂z)jΦa,b| .
µα(
√
b)α
(
√
bµ)γ+i + rγ+i
. min
(√
b
α
µα
rγ+i
,
1
(
√
bµ)
2
p−1+i + r
2
p−1+i
)
implying that
|∂ir(〈z〉∂z)j(Φp−1a,b −Qp−1b )| = |∂ir(〈z〉∂z)j(Φp−1a,b )| .
µα
√
b
α
(
√
b)2+α+i + r2+α+i
.
√
b
α
µα
r2+α+i
.
(C.14)
From the above estimates we infer that for i ≥ 1 and j ∈ N:∫
r≥r0
|∂ir(〈z〉∂z)jL(ζ)|2
1 + z4(ℓ+ν)+1
ρrdY .
∫
r≥r0
(
√
b)α
µα
1 + z4(ℓ+ν)+1
r2ℓ+5ρrdY . (
√
b)4α
which proves (C.4). We also infer that for j ∈ N:
|(〈z〉∂z)jL(ζ)| . (µ
√
b)α
rα+2
|ζ|. (C.15)
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Hence from (4.2), (3.14), (1.8) as g ≤ 2:∫ |(〈z〉∂z)jL(ζ)|2
(1 + z4ℓ(1+ν)+1)
dY .
∫
dz
〈z〉1+4ν
∫
(
√
b)2αζ2
r2(α+2)
rd−1ρrdr
. (
√
b)2α
∫
r≤
√
b
(
√
b)2g
r
4
p−1
1
r(2α+4)
rd−1dr
+ (
√
b)2α
∫
√
b≤r
(
√
b)2α
r4 + (
√
b)2g
r2γ+2α+4
(1 + r)2γ+4ℓ+4ρrr
d−1dr . (
√
b)2α+2g
and (C.3) is proved. 
We now turn to W 1,2q+2 near the origin.
Lemma C.2 (W 1,2q+2 bounds on Ψ3). There hold the following estimates for some
universal c, C > 0: ∫
r≤2
(
r2
2q+1
2q+2
Ψ3
T
)2q+2 dY
〈z〉(1 +D2Kq) . (
√
b)cηq (C.16)∫
r≤2
[
r2
2q+1
2q+2 ∂r
(
Ψ3
T
)]2q+2 dY
〈z〉(1 +D2Kq) .
1
(
√
b)Cq
(C.17)∫
r≤2
[
r2
2q+1
2q+2 〈z〉∂z
(
Ψ3
T
)]2q+2 dY
〈z〉(1 +D2Kq) . (
√
b)cηq (C.18)
and similarly: ∫
r≤2
(
r
2 2q+1
2q+2
L(ζ)
T
)2q+2 dY
〈z〉(1 +D2Kq) . (
√
b)cq (C.19)∫
r≤2
[
r
2 2q+1
2q+2 ∂r
(
L(ζ)
T
)]2q+2 dY
〈z〉(1 +D2Kq) .
1
(
√
b)Cq
(C.20)∫
r≤2
[
r
2 2q+1
2q+2 〈z〉∂z
(
L(ζ)
T
)]2q+2 dY
〈z〉(1 +D2Kq) . (
√
b)cq (C.21)
Proof. step 1 Pointwise bound. We claim the pointwise bound for any 0 ≤ δ ≤ η
and r ≤ 2:∣∣∣∣Ψ3Tr
∣∣∣∣+∣∣∣∣∂r (Ψ3T
)∣∣∣∣ . (
√
b)δ
r1+δ
+
1
r
∣∣∣∣∣∣
(
√
b)δ
rδµα−δ for r ≥ D
D
2
p−1 (1 +Dδ)
[
(
√
b)α+δ
rγ+(
√
b)γ
+ (
√
b)α√
b
γ+δ
+rγ+δ
]
for r ≤ D
(C.22)
Ψ˜1 term. Recall (4.5). We first prove the above bound (C.22) for Ψ˜1. We decompose
from (3.8):
Ψ˜1
T
= G1 +G2
with
G1 =
ℓ
αT
[
1
µγ
ΛQb
(
r
µ
)
− ΛQb(r)
]
, (C.23)
G2 = − 1
α2
(
∂zν
1 + ν
)2(
α+
Λ2Qb
ΛQb
)( r
D
)
. (C.24)
G2 term. We estimate in brute force using the asymptotics of Q:∣∣∣∣α+ Λ2QΛQ (y)
∣∣∣∣ . 11 + |y|g ,
∣∣∣∣∂y (Λ2QΛQ (y)
)∣∣∣∣ . 11 + |y|1+g
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from which:
|G2| . 1〈z〉2
Dδ
Dδ + rδ
. (
√
b)δ
1
rδ〈z〉
|∂rG2| . 1〈z〉2
1
D
1
1 +
(
r
D
)δ+1 . 1ac〈z〉2 Dδrδ+1 . 1r (√b)δ 1rδ〈z〉 .
G1 term. Next we estimate using µ ≥ 12 :∣∣∣∣ 1µγΛQb
(
r
µ
)
− ΛQb(r)
∣∣∣∣ . ∫ µ
1
dσ
σγ+1
|(γ + r∂r)ΛQb|
( r
σ
)
.
∫ µ
1
dσ
σγ+1
1
(
√
b)
2
p−1
1
1 +
(
r
σ
√
b
)γ+δ . (√b)α+δ ∫ µ
1
dσ
σ1−δ
1
(σ
√
b)γ+δ + rγ+δ
.
(
√
b)α+δ
√
b
γ+δ
+ rγ+δ
∫ µ
1
dσ
σ1−δ
.
(
√
b)α+δ
√
b
γ+δ
+ rγ+δ
µδ. (C.25)
Moreoever,
T = ΛΦa,b &
Dα
Dγ + rγ
. (C.26)
and hence the pointwise bound for r ≥ D:
1
T
∣∣∣∣ 1µγΛQb
(
r
µ
)
− ΛQb(r)
∣∣∣∣ . (
√
b)α+δ
rγ+δ
µδ
Dγ + rγ
Dα
.
(
√
b)α+δ
rγ+δ
µδ
rγ
Dα
.
(
√
b)δ
rδµα−δ
and for r ≤ D:
1
T
∣∣∣∣ 1µγΛQb
(
r
µ
)
− ΛQb(r)
∣∣∣∣ . (
√
b)α+δ
√
b
γ+δ
+ rγ+δ
µδD
2
p−1 .
(
√
b)α
√
b
γ+δ
+ rγ+δ
D
2
p−1+δ.
We now estimate the ∂r derivative. First:∣∣∣∣∂r [ 1µγΛQb
(
r
µ
)
− ΛQb(r)
]∣∣∣∣ = ∣∣∣∣ 1µγ+1 (∂rΛQb)
(
r
µ
)
− ∂rΛQb(r)
∣∣∣∣
.
∫ µ
1
dσ
σγ+2
|(γ + 1 + r∂r)(∂rΛQb)|
( r
σ
)
.
∫ µ
1
dσ
σγ+2
1
(
√
b)
2
p−1+1
1
1 +
(
r
σ
√
b
)γ+1+δ . (√b)α+δ ∫ µ
1
dσ
σ1−δ
1
(σ
√
b)γ+1+δ + rγ+1+δ
.
(
√
b)α+δ√
b
γ+1+δ
+ rγ+1+δ
∫ µ
1
dσ
σ1−δ
.
(
√
b)α+δ√
b
γ+1+δ
+ rγ+1+δ
µδ .
1
r
(
√
b)α+δ√
b
γ+δ
+ rγ+δ
µδ
Moreover,
∂rΛΦa,b
(ΛΦa,b)2
.
(
Dγ + rγ
Dα
)2 1
DD
2
p−1
∂r(ΛQb)
( r
D
)
.
(
Dγ + rγ
Dα
)2 1
DD
2
p−1
1
1 +
(
r
D
)γ+1
.
(
Dγ + rγ
Dα
)2 Dα
Dγ+1 + rγ+1
.
1
r
Dγ + rγ
Dα
(C.27)
and hence: ∣∣∣∣∂r ( 1T
[
1
µγ
ΛQb
(
r
µ
)
− ΛQb(r)
])∣∣∣∣ . 1r (
√
b)α+δ
√
b
γ+δ
+ rγ+δ
µδ
Dγ + rγ
Dα
+
(
√
b)α+δ
√
b
γ+δ
+ rγ+δ
µδ
Dγ + rγ
rDα
.
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For r ≥ D, this yields:∣∣∣∣∂r ( 1T
[
1
µγ
ΛQb
(
r
µ
)
− ΛQb(r)
])∣∣∣∣ . 1r (
√
b)δ
rδµα−δ
and for r ≤ D: ∣∣∣∣∂r ( 1T
[
1
µγ
ΛQb
(
r
µ
)
− ΛQb(r)
])∣∣∣∣ . 1r D
2
p−1+δ(
√
b)α
√
b
γ+δ
+ rγ+δ
Eigenvectors terms. Recall now (4.5), (4.6). We now prove the bound (C.22) for
Ψ˜3. We have from (3.47), (3.6), (3.73) and (3.39):∣∣∣∣12
(
−bτ
b
+ 1
)
− ℓ
α
− 1
2α
∂τν
1 + ν
∣∣∣∣ . (√b)η, |∂τ bℓ,0+λℓ,0bℓ,0| . (√b)α+η , |b˜|+|λ˜ℓ|+|λ˜0| . (√b)η
from what we infer using (2.5), (C.26) and (C.27):∣∣∣∣∣ 1T (∂τ bℓ,0 + λℓ,0bℓ,0)(ψℓ,0 − ψ0,0)− (
√
b)α[−ℓb˜+ λ˜ℓ − λ˜0]
α(1 + b˜)
ψ0,0
∣∣∣∣∣
+r
∣∣∣∣∣∂r
[
1
T
(
(∂τ bℓ,0 + λℓ,0bℓ,0)(ψℓ,0 − ψ0,0)− (
√
b)α[−ℓb˜+ λ˜ℓ − λ˜0]
α(1 + b˜)
ψ0,0
)]∣∣∣∣∣
.
Dγ + rγ
Dα
√
b
α+η
(
√
b)γ + rγ
.
∣∣∣∣∣∣
(
√
b)η
µα for r ≥ D
D
2
p−1 (
√
b)α+η
rγ+(
√
b)γ
for r ≤ D.
Since Using (2.6), (C.26) and (C.27) one has:
(
√
b)α
T
∣∣∣∣ψ0,0 − 1√bγΛQ
(
r√
b
)∣∣∣∣+ r
∣∣∣∣∣∂r
(
(
√
b)α
T
(
ψ0,0 − 1√
b
γΛQ
(
r√
b
)))∣∣∣∣∣
=
(
√
b)α
T
∣∣∣φ˜0∣∣∣+ r
∣∣∣∣∣∂r
(
(
√
b)α
T
(
φ˜0
))∣∣∣∣∣
.
Dγ + rγ
Dα
√
b
α+g
rγ + (
√
b)γ
.
∣∣∣∣∣∣
(
√
b)g
µα for r ≥ D,
D
2
p−1 (
√
b)α+g
rγ+(
√
b)γ
for r ≤ D.
Finally, from (2.5), (C.26) and (C.27), since (
√
b)δ . Dδ:
(
√
b)α
T
∣∣∣∣bℓ,0 bτb b∂b(ψℓ,0 − ψ0,0)
∣∣∣∣+ r ∣∣∣∣∂r ( 1T
(
bℓ,0
bτ
b
b∂b(ψℓ,0 − ψ0,0)
))∣∣∣∣
.
Dγ + rγ
Dα
√
b
α+g
rγ+g + (
√
b)γ+g
.
∣∣∣∣∣∣
(
√
b)δ
rδµα
for r ≥ D,
D
2
p−1+δ(
√
b)α
rγ+δ+(
√
b)γ+δ
for r ≤ D.
step 2 Proof of (C.16), (C.17). We use the bound (C.22) to prove (C.16), noticing
that |ψ3|/T . |ψ3|/(Tr) as r ≤ 2. Indeed, for any 0 < δ ≤ η for q large enough:∫
r≤2
(
r
2 2q+1
2q+2
(
√
b)δ
r1+δ
)2q+2
dY
〈z〉(1 +D2Kq) . b
cqδ.
For the second term, we split the integral. First:∫
D≤r≤2
(
r2
2q+1
2q+2
(
√
b)δ
µα−δr1+δ
)2q+2
dY
〈z〉(1 +D2Kq) . b
cqδ
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and then for the second term, we estimate for K universal large enough, since r ≤ 2:∫
r≤min{2,D}
(
r
2 2q+1
2q+2
D
2
p−1 (1 +Dδ)(
√
b)α+δ
r(rγ + (
√
b)γ)
)2q+2
dY
〈z〉(1 +D2Kq)
.
∫
r≤√b
(
(
√
b)
2 2q+1
2q+2
−1− 2
p−1+δ
)2q+2 dY
〈z〉(1 +DKq)
+
∫
√
b≤r≤2
(
r
2 2q+1
2q+2
−1− 2
p−1 (
√
b)δ
)2q+2 dY
〈z〉(1 +DKq)
.
∫
r≤
√
b
(
√
b)δ(2q+2)−2rd−1
dzdr
〈z〉(1 +DKq)
+
∫
√
b≤r≤2
r−2(
√
b)δ(2q+2)rd−1
dzdr
〈z〉(1 +DKq) . b
cδq,
where we used p ≥ 3 and q ≫ 1. Similarly for the last term in (C.22), for ψ3/T :∫
r≤min{2,D}
(
r
2 2q+1
2q+2
(
√
b)α
[
√
b
γ+δ
+ rγ+δ]
D
2
p−1 (1 +Dδ)
)2q+2
dY
〈z〉(1 +D2Kq)
.
∫
r≤√b
(
(
√
b)2
2q+1
2q+2
− 2
p−1−δ
)2q+2 dY
〈z〉(1 +DqK)
+
∫
√
b≤r≤2
(
r
2 2q+1
2q+2
− 2
p−1−2δ(
√
b)δ
)2q+2 dY
〈z〉(1 +DqK) . b
cδq,
and for ∂r(ψ3/T ):∫
r≤min{2,D}
(
r
2 2q+1
2q+2
(
√
b)α
r[
√
b
γ+δ
+ rγ+δ]
D
2
p−1 (1 +Dδ)
)2q+2
dY
〈z〉(1 +D2Kq)
.
∫
r≤
√
b
(
(
√
b)2
2q+1
2q+2
−1− 2
p−1−δ
)2q+2 dY
〈z〉(1 +DqK)
+
∫
√
b≤r≤2
(
r2
2q+1
2q+2
− 2
p−1−1−2δ(
√
b)δ
)2q+2 dY
〈z〉(1 +DqK) .
1
bCq
,
This concludes the proof of (C.16), (C.17).
step 3 ∂z derivative. We turn to the proof of (C.18). We first claim the pointwise
bound for any 0 ≤ δ ≤ η:
|〈z〉∂zΨ3| . (
√
b)δ
rδ
+
∣∣∣∣∣∣
(
√
b)δ
rδµα−δ for r ≥ D
D
2
p−1 (1 +Dδ)
[
(
√
b)α+δ
rγ+(
√
b)γ
+ (
√
b)α√
b
γ+δ
+rγ+δ
]
for r ≤ D
(C.28)
which implies (C.18) as above.
G1 term. We first estimate:
|〈z〉∂zT | =
∣∣∣∣ 〈z〉∂zµµ 1D 2p−1 Λ2Q
( r
D
)∣∣∣∣ . 1
D
2
p−1
1
1 +
(
r
D
)γ . 1
D
2
p−1
Dγ
Dγ + rγ
and hence using (C.26):∣∣∣∣〈z〉∂zTT 2
∣∣∣∣ . 1
D
2
p−1
Dγ
Dγ + rγ
(
Dγ + rγ
Dα
)2
.
Dγ + rγ
Dα
(C.29)
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from what we infer using (C.5) and µ ≥ 1/2
|〈z〉G1| . D
γ + rγ
Dα
(
√
b)α+δ
(µ
√
b)γ+δ + rγ+δ
µδ
.
∣∣∣∣∣∣
(
√
b)δ
rδµα−δ for r ≥ D
D
2
p−1 (
√
b)α+δ√
b
γ+δ
+rγ+δ
µδ . (
√
b)α
(
√
b)γ+δ+rγ+δ
D
2
p−1+δ for r ≤ D.
G2 term. We estimate from (C.6), (C.26) and (C.29)
|〈z〉∂zG2| . D
α + rγ
Dα
(
√
b)α+δµα+δ
〈z〉2
1
(
√
bµ)γ+δ + rγ+δ
.
(
√
b)δ
rδ
Eigenvectors term. Finally from (C.9), (C.10):∣∣∣∣∣〈z〉∂z
(
Ψ˜3
T
)∣∣∣∣∣ . (√b)η
as the other terms do not depend on z. This concludes the proof of (C.28).
step 4 Control of L(ζ) terms. From the rough bound
|Qp−1b |+ |Φa,b|p−1 . min
(
1
r2
,
1
b
)
,
the bounds (C.14), (4.2), (C.26), (C.29) we infer for j = 0, 1 and r ≤ 2:∣∣∣∣(〈z〉∂z)j (L(ζ)T
)∣∣∣∣ . Dγ + rγDα min
(
Dα
(
√
b)2+α + r2+α
,
1
r2
,
1
b
)
(
√
b)α(r2 + (
√
b)g)
(
√
b)γ + rγ
.
∣∣∣∣∣∣∣∣
D
2
p−1 (
√
b)g−2−
2
p−1 for r ≤ √b
D
2
p−1
(
(
√
b)α
rγ +
(
√
b)α+g
rγ+2
)
for
√
b ≤ r ≤ D
(
√
b)α
rα +
√
b
α+g
r2+α for r ≥ D
One then computes since p ≥ 3 and g ≥ 3/2 that∫
r≤
√
b
(
r2
2q+1
2q+2D
2
p−1 (
√
b)g−2−
2
p−1
)2q+2 dY
〈z〉(1 +D2Kq)
. (
√
b)2(2q+1)+d+(g−2−
2
p−1 )(2q+2)−1 . (
√
b)q−2,
∫
√
b≤r≤2
(
r2
2q+1
2q+2D
2
p−1
(
(
√
b)α
rγ
+
(
√
b)α+g
rγ+2
))2q+2
dY
〈z〉(1 +D2Kq)
. (
√
b)2(2q+1)−γ(2q+2)+d+α(2q+2)−1 + (
√
b)2(2q+1)−(γ+2)(2q+2)+d+(α+g)(2q+2)−1
. (
√
b)2(2q+1)−
2
p−1 (2q+2)+d−1 + (
√
b)2(2q+1)−(
2
p−1+2−g)(2q+2)+d−1 . (
√
b)q−2
and that∫
D≤r≤2
(
r
2 2q+1
2q+2
(
(
√
b)α
rα
+
√
b
α+g
r2+α
))2q+2
dY
〈z〉(1 +D2Kq)
. (
√
b)2(2q+1)−α(2q+2)+d+α(2q+2)−1 + (
√
b)2(2q+1)−(α+2)(2q+2)+d+(α+g)(2q+2)−1 . (
√
b)q
yielding (C.19), (C.21). The estimate (C.20) can be proven with the same arguments
and is left to the reader. 
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