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ABSTRACT
Robust parameter estimation and pivotal inference is crucial for credible statistical conclu-
sions. This thesis addresses these issues in three contexts: long-memory parameter estimation
robust to low frequency nonstationary contamination, long-memory properties of nancial time
series, and inference on structural changes in a joint segmented trend with heterogeneous noise.
Chapter 1 considers robust estimation of the long-memory parameter allowing for a wide
collection of contamination processes, in particular low frequency nonstationary processes such
as random level shifts. We propose a robust modied local-Whittle estimator and show it has
the usual asymptotic distribution. We also provide modications to further account for short-
memory dynamics and additive noise. The proposed estimator provides substantial e¢ ciency
gains compared to existing methods in the presence of contaminations, without sacricing
e¢ ciency when these are absent.
Chapter 2 applies the modied local-Whittle estimator to various volatilities series for stock
indices and exchange rates to robustly estimate the long-memory parameter. Our ndings
suggest that all series are a combination of long and short-memory processes and random level
shifts, with the magnitude of each component varying across series. Our results contrast with
the view that long-memory is the dominant feature.
Chapter 3 is concerned with pivotal inference about structural changes in a joint segmented
trend with heterogeneous noise. We provide tests for changes in the slope and the variance of
v
the noise valid when both may be present, each allowed to occur at di¤erent dates. We suggest
procedures for four testing problems.
vi
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1Chapter 1
Modied Local Whittle Estimator for Long Memory
Processes in the Presence of Low Frequency (and
Other) Contaminations (joint with Pierre Perron)
1.1 Introduction
Processes that are persistent in the sense that the serial correlation between distant observa-
tions decay hyperbolically are called long memory processes. They have found extensive use
in capturing the behavior of many observed series since their introduction by Hurst (1951).
A long memory process is also characterized in the frequency domain by a spectral density
function proportional to  2d as the frequency  approaches zero at a rate dictated by the
the memory parameter d. In terms of parametric modeling, Granger and Joyeux (1980) and
Hosking (1981) introduced the fractionally integrated ARFIMA(p; d; q)model, a long-memory
generalization of the short-memory ARMA(p; q) process.
The estimators of the memory parameter are divided into parametric and semi-parametric
ones. The theory of parametric estimators was developed by Fox and Taqqu (1986) and
Dahlhaus (1989), among others. Semiparametric estimators of the memory parameter have
become popular since they do not require knowing the specic form of the short memory
structure. They are based on the periodograms of the series, and can be categorized into two
types: the log-periodogram (LP) estimator rst proposed by Geweke and Porter-Hudak (1983)
and the local-Whittle (LW) estimator which is credited to Kunsch (1987). The LP estimator is
akin to OLS and the LW estimator to the MLE in the frequency domain. Robinson (1995a,b)
analyzed the asymptotic properties of these two types of estimators. He showed that they are
asymptotically normal, have the same convergence rate and that the asymptotic variance of
2the LW estimator is smaller than that of the LP estimator.
There are, however, so-called contaminations that have an e¤ect on the bias and e¢ ciency
of these semi-parametric estimators, either in nite samples or even asymptotically. Much of
the literature so far has focused on providing methods to mitigate the e¤ect of additive noise
and/or short-memory dynamics, which have only a nite sample e¤ect. In the case of additive
noise or so-called perturbed fractional processes, although both the LW and LP estimators
preserve consistency and asymptotic normality, as shown by Deo and Hurvich (2001) and
Arteche (2004), they can be severely biased. Hurvich and Ray (2003), Hurvich et al. (2005)
and Arteche (2006), among others, have proposed estimators that can reduce the e¤ect of noise
by introducing an additive constant or polynomial term in the spectral density function. These
methods are all based on local Whittle estimators, given their exibility in accommodating
more structures in the specied data-generating process. The estimators are also strongly
biased when substantial short-memory dynamics are present. Among others, Andrews and
Sun (2004) considered an adaptive local polynomial Whittle estimator. By substituting a
polynomial structure for the constant term used to approximate the behavior of the short
memory component near frequency zero in the local Whittle estimator, they showed that their
estimator has considerable e¢ ciency gains compared to classic LW and LP estimators under
the presence of short memory dynamics. Recently, Frederiksen et al. (2012) combined the two
methods and proposed estimators that can simultaneously reduce the bias and mean squared
error caused by short memory dynamics and noise perturbation.
There are other low frequency contaminations (denoted as LFC) that can have a more se-
rious e¤ect causing outright inconsistent estimates. They may be important enough to induce
researchers to mistakenly conclude that a short memory process with low frequency contamina-
tions is actually a long memory process. Such an e¤ect is often called "spurious long memory".
These low frequency contaminations include, but are not conned to, random level shifts, de-
terministic level shifts and deterministic trends. A short-memory process contaminated by
those components will exhibit hyperbolically decaying autocorrelations as well as a pole in its
spectral density function at frequency zero, which are characteristics of a long memory process.
3Among others, Diebold and Inoue (2001), Granger and Hyung (2004), Mikosch and St¼aric¼a
(2004) and Perron and Qu (2010) provide theoretical explanations for and simulation evidence
of this spurious long memory e¤ect. It has also been argued that models incorporating a short
memory process with such low frequency contaminations provide a better in-sample t and, in
particular, forecast better compared to models assuming a pure long memory process. Various
studies reported evidence that these forms of data contaminations are in fact very likely present
in the volatility of asset prices and considerably weakens the evidence of pure long-memory;
see, e.g., Granger and Hyung (2004), Mikosch and St¼aric¼a (2004), St¼aric¼a and Granger (2005),
Perron and Qu (2010), Lu and Perron (2010), Qu and Perron (2013), Varneskov and Perron
(2013) and Xu and Perron (2013).
Recent work by Dolado et al. (2005), Ohanissian et al. (2008), Perron and Qu (2010)
and Qu (2011) proposed tests in both the time and frequency domain with varying degrees of
success. Many have argued that the long-memory properties of many economic time series are
indeed spurious. These tests focus on distinguishing between a short memory process a¤ected
by low frequency contaminations from a true long memory process. So they do not o¤er
methods to estimate the memory parameter in the presence of low frequency contaminations
when the true signal may be of long or short memory.
Recently, attention focused on providing modied LP or LW estimators to account for low
frequency contaminations. McCloskey and Perron (2013) proposed trimmed LP estimators
that have desirable asymptotic and nite sample properties in the presence of low frequency
contaminations. Using a similar trimming technique, McCloskey and Hill (2013) proposed
trimmed frequency domain quasi maximum likelihood estimator estimators for short-memory
time series models (e.g., ARMA, GARCH and stochastic volatility models) that may be con-
taminated by low frequency movements. McCloskey (2013) considered a trimmed frequency
domain quasi maximum likelihood estimator that can be used to consistently estimate the
parameters of a long-memory stochastic volatility model in the presence of low frequency con-
tamination assuming the signal to be an ARFIMA(p; d; q) process. Iacone (2010) considered
trimmed LW estimators.
4We propose modied LW estimators that work under all kinds of contaminations: low
frequency, additive noise and short memory dynamics. Our emphasis is on accounting for low
frequency contaminations and we show how to further modify the estimator to account for the
other types. It adopts techniques used in Andrews and Sun (2004), Hurvich et al. (2005) and
Frederiksen et al. (2012) to introduce additive terms in the frequency domain quasi maximum
likelihood function to capture the e¤ect of the low frequency contaminations, based on results
of Perron and Qu (2010) and McCloskey and Perron (2013) showing the spectral density
function of low frequency contaminations to be of order Op(T 1 2k ) near frequency zero. To
account for additive noise, we follow Hurvich et al. (2005). Interestingly, our modication
for low frequency contaminations also reduces the nite sample bias induced by short-memory
dynamics, so that no further modication is necessary for this case.
Our modied estimators have the following advantages: being semiparametric, they do not
require knowing the structure of the short memory process; they do not require trimming so
all data is used; unlike the trimmed LP estimator, they do not require the underlying process
to be Gaussian; they have the same asymptotic variance as the standard LW estimator when
no contamination is present; without low frequency contaminations, they are asymptotically
equivalent to the standard LW estimator that does not account for low frequency contamina-
tions so that no e¢ ciency loss is incurred by incorporating our modications; they can easily be
extended to a full parametric case. When low frequency contaminations are present, it has, in
most cases, the smallest bias and mean-squared error amongst all existing estimators designed
to control for low frequency contaminations, whether or not other types of contaminations are
present. To our knowledge, our contribution is the rst to provide an estimator with good
properties under all previously considered contaminations: low frequency, additive noise and
short-memory dynamics.
The structure of the paper is as follows. Section 2 presents the model and some preliminary
results. Section 3 motivates and introduces our modied LW estimator that accounts for
possible low frequency contaminations. Section 4 presents results about the consistency and
limit distribution. Section 5 discusses how to extend the estimator to account for additive noise
5and short-memory dynamics. Section 6 presents the results of simulations to assess the nite
sample properties under a variety of possible scenarios. Section 7 provides brief concluding
remarks. All technical derivations are collected in a mathematical appendix.
The following notation is used throughout: " d!" stands for convergence in distribution,
"
p!" for convergence in probability, "!" for the limit as T ! 1 (unless otherwise stated),
"ag b" denotes the maximum of a and b, "x  y" means that x=y p! 1.
1.2 The Model and Preliminary Results
We start with some basic denitions of a long memory process. Let fytgTt=1 be a stationary
time series with spectral density function fy() at frequency  given by
fy() = G()
 2d as ! 0+ (1)
with G() a slowly varying function as ! 0+ (i.e., for any real t, G(t)=G()! 1 as ! 0+).
When d > 0, yt is a long-memory process with a spectral density function that increases for
frequencies that get close to zero. The rate of divergence to innity depends on the parameter
d. Under some general conditions, this low-frequency denition is equivalent to the following
long-lag autocorrelation denition (Beran, (1995)). Let y() be the autocorrelation function
of yt. If y() = c()
2d 1 as  ! 1, with c() a slowly varying function as  ! 1, the
process is said to have long memory. For 0 < d < 1=2, this implies that the autocorrelations
decreases to zero at a slow hyperbolic rate which depends on the parameter d, in contrast to
the fast geometric rate of decay that applies to a short-memory process. Examples of long-
memory processes include the popular class of fractionally integrated autoregressive moving
average models, though in what follows we shall remain agnostic about the nature of the short-
memory component imposing only high level assumptions. When d = 0, yt is a short-memory
process.
The Data Generating Process (DGP) considered is one where the series of interest, zt, is a
6long or short-memory process plus some low frequency contamination, viz.,
zt = c+ yt + ut (2)
where yt is a process with memory parameter d 2 [0; 1=2) and c a constant. Note that the
value d = 0 is allowed so the DGP includes a short-memory process contaminated by some low
frequency component. The process ut is the low frequency contamination which will be dened
below. We suppose that a sample of size T is available. We dene the periodograms of the
processes fzt; yt; utg to be, for some frequency ordinate k, Iz;k = Ik = Iz(k), Iy;k = Iy(k)
and Iu;k = Iu(k) where Iw() = (2T ) 1jTt=1wteitj2 for w = z; y; u, and their spectral
density functions by fz;k = fk = fz(k), fy;k = fy(k) and fu;k = fu(k). Semiparameteric
frequency domain estimators for non-contaminated fractional processes are all based on the
local approximation (1) and are robust to the nature of the short memory dynamics since they
only use information from periodogram ordinates near the origin.
The local Whittle (LW) estimation method of Kunsch (1987) and Robinson (1995a) has
become popular because of its likelihood interpretation, nice asymptotic properties (smaller
asymptotic variance compared to log-periodogram estimators), mild assumptions (e.g., no
need for a normality assumption) and most importantly in our case, the possibility to easily
modify it to accommodate the presence of contaminations. It is dened as the minimizer of
the (negative) local Whittle likelihood function in the frequency domain
Q(G0; d) =
1
m
mX
j=1
[log(G0
 2d
j ) + Iz(j)=(G0
 2d
j )]
where G0 = G(0), m = m(T ) is the bandwidth which goes to innity as T ! 1 but at
a slower rate than T , j = 2j=T are the Fourier frequencies. Concentrating with respect
to G0, the estimator of d is d^LW = argmind [log G^0(d)  2dm 1
Pm
j=1 log j ], where G^0(d) =
m 1
Pm
j=1 
2d
j Iz(j). The types of processes considered for the low frequency contamination
(LFC) component ut are laid out in the following denition.
Denition 1 The low frequency contamination component ut is generated by one of the follow-
ing processes. 1) Random level shifts (RLS): ut = Tt=1T;t where T;t = T;tt with t  i:i:d:
7N(0; 2) and T;t  i:i:d: Bernoulli(p=T; 1) for some p  0. The components T;t, t are mu-
tually independent. 2) Deterministic level shifts: ut = Bi=1ci(Ti 1 < t  Ti) where B is the
(xed) number of regimes (B   1 is the number of breaks), 0 < jcij <1, () is the indicator
function, 0 = T0 < T1 < ::: < TB 1 < TB = T and Ti=T !  i with 0 <.1 < ::: < B 1 < 1.
3) Deterministic trends: ut = h(t=T ) where h() is a deterministic non-constant function on
[0; 1] that is either Lipschitz continuous or monotone with h(1) = 0 1. 4) Fractional trends:
ut = O((t+ 1)
 1=2), u0 = 0; jut+1   utj = O(jutj=t) where  2 ( 1=2; 1=2).
Note that the probability of a level shift in the RLS model is sample size dependent. If
this were not the case, ut would have properties similar to that of a random walk. A dening
characteristic of the RLS model is that the average number of level shifts p remains constant as
the sample size grows. Note that p can be zero so that the assumption nests the no level shift
or no contamination case as well. Perron and Qu (2010) considered the asymptotic properties
of the periodogram of this type of process contaminating a short memory process and showed
that, for any k = 1; :::; [T=2], (k2=T )E(Iu;k) ! (p2)=(43) as T ! 1. Mikosch and St¼aric¼a
(2004) considered the asymptotic properties of the periodogram for a deterministic level shift
component when B = 2 (one level shift), with the addition of a short-memory component,
and showed that E(Iu;k) = O(T=k2). Kunsch (1987, Lemma 2) considered the asymptotic
properties of the periodogram of a short-memory process contaminated by a bounded monotone
trend. Qu (2011, Lemma 1) extended Kunschs results to the Lipschitz continuous case and
showed that E(Iu;k) = O(T=k2). Iacone (2010) discussed the order of the periodogram of in
the case of a fractional trend and showed that E(Iu;k) = Op(T=k2).
The common feature of these contaminating processes is that the mean of their periodogram
near frequency zero is of order O(T=k2), or equivalently of order O(T 1 2k ) since k = 2k=T
(note that the O term could be o since it is possible that E[(Iu;k)=(T=k2)]! 0, a case we shall
discuss further later). Processes with such LFC as additive components are non-stationary
so they do not have the traditionally dened spectral density function. Following common
practice in such cases, we dene their spectral density function to be the expectation of their
periodogram. Since the spectral density function of a long memory process near frequency zero
1This includes all cases for which h() is monotonic and bounded because we can simply substract h(1) from
h() and add h(1) to c in (2) to have the same DGP.
8is of order O( 2dk ), in general the spectral density function of such contaminating components
dominates that of a long memory process at low frequencies and vice-versa at high frequencies.
Note that in the representation (1), when the process is contaminated by such LFC, we have
Gu  Gu(0) = limT!1(k2=T )E(Iu;k).
Remark 1 Denition 1 could be replaced by the condition E(Iu;k) = Gu(k)(T=k2)(1 + O(1))
with Gu(k)  B where B is a xed bounded positive constant. Hence, E(Iu;k)=(T=k2) need not
converge to a constant, it only needs to be bounded as T !1. All LFC in Denition 1 satisfy
this property and all results to be presented remain valid under this general condition.
Unlike short memory dynamics or contaminating noise, which cause only nite sample
biases to the memory parameter estimator, the bias caused by LFC usually remains as-
ymptotically. To see when this applies, let Ak = (k2=T )E(Iu;k), then one can show that
2dk Ik = 
2d
k Iy;k +AkOp(T
1 2d=k2 2d). So the bias introduced by LFC is of order
Op(m
 1T 1 2d
Pm
k=1(Ak=k
2 2d)). The following denition will be useful.
Denition 2 A LFC is said to be non-degenerate if limT!1f(k2=T )E(Iu;k)g > 0 for every
k. Otherwise it is said to be degenerate.
An example of a non-degenerate LFC is a RLS model, in which case limT!1(k2=T )E(Iu;k) =
(p2)=(4
3). An example of a degenerate LFC is a monotone deterministic trend. The bias
caused by a non-degenerate LFC remains asymptotically while the bias caused by a degenerate
LFC can either remain or vanish asymptotically, with the degree of the (potentially asymptotic
or nite sample) bias depending on d and the bandwidth m.
1.3 The Modied Local Whittle Estimator
Let the Fourier transform of the process zt be hz(j) = (2T ) 1=2(
PT
t=1 zje
 itj ) so that
fz(k) = E(Iz(k)) = E(hz(k)hz(k)
), where "" denotes the complex conjugate value. One
may then dene the frequency domain pseudo Quasi Maximum Likelihood Function (QMLF)
for hz(k) as 'k = log(fz(k)) + Iz(k)=fz(k). When there is no contamination in the data,
fz(k) reduces to fy(k) and the standard LW estimator is the minimizer of the pseudo-
QMLF. With low frequency contamination given by ut, a problem is how to construct a useful
9approximation to fz(k) in such cases. Because the periodogram of ut is of order Op(T 1 2k ),
a sensible strategy is to add a term (Gu=T ) 2k to the spectral density function of yt to control
for the low frequency contamination. Accordingly, we consider the pseudo spectral density
function fk , fz(k) = G0 2dk +Gu
 2
k =T . Let  = (Gu=G0) be the signal to noise ratio, the
pseudo spectral density function of the observed process is then:
fk , fz(k) = G0 2dk +Gu
 2
k =T = G0(
 2d
k +(Gu=G0)
 2
k =T ) = G0(
 2d
k +
 2
k =T ) = G0gk
where gk = (
 2d
k + 
 2
k =T ).
Remark 2 fk is the "pseudo spectral density function" in the sense that it is not the true
spectral density function of the data, but an articial construct aimed at providing a good
approximation to the behavior of the generalized spectral density function (i.e., the expectation
of the periodogram) and an extended LW type estimator with desirable properties.
This pseudo spectral density function can then be used to approximate E(Iz;k) and the
pseudo frequency domain QMLF is '(G; d; ) = m 1
Pm
k=1 'k(G; d; ). Using the same tech-
nique as in Robinson (1995a), we can concentrate G out of the QMLF using
G^ = m 1
Pm
k=1(Ik=gk). Hence, the local Whittle (frequency domain QMLE) estimator ap-
plicable under LFC, denoted as the LWLFC estimator, is (d^m; ^m) = argmin(d;) Jm(d; ),
where
Jm(d; ) = log(m
 1
mX
k=1
(Ik=gk) +m
 1
mX
k=1
log(gk)
Remark 3 The component  is an "auxiliary variable" in the sense that it is not a parameter
of primary interest but is introduced as a tool used to control the inuence of the contaminations
at low frequencies. Intuitively,  is the appropriate signal to noise ratio to use as it measures
the average of the relative magnitude of the contaminations across all frequencies. For the case
of RLS contamination, we have an expression for  in terms of the parameters of the model,
given by  = (Gu=G0)  (22=2"); see Perron and Qu (2010).
Remark 4 The method can be extended to the case with a parametric specication for the
long-memory process. For example, if yt is assumed to follow the ARFIMA(p; d; q) process
(1   L)dyt = ~yt, where A(L)~yt = B(L)"t and "t  i:i:d: N(0; 2"), then we simply replace
G0
 2d
k by 
2
"(jB(e i)j2=jA(e i)j2)[2j1  e ij2d] 1 in the objective function Jm(d; ).
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1.4 Asymptotic Properties
We start by introducing the assumptions required to obtain the consistency result for the
LWLFC estimator. Many are the same as in Robinson (1995a), but some are added or modied
to accommodate the LFC components. Henceforth, we shall denote the true value of the long-
memory parameter by d0 and the true value of the signal-to-noise ratio by 0.
Assumption A1. As ! 0+, fy()  G0 2d0 where G0 2 (0;1) and d0 2 [0; 1=2).
Assumption A2. For  in a neighborhood of 0, fy() is di¤erentiable and d log(fy()) =d =
O( 1).
Assumption A3. yt is stationary and admits an innite MA representation: yt   E(yt) =P1
j=0 j"t j with
P1
j=0 
2
j <1 where f"tg is a martingale di¤erence sequence with
E("tjFt 1) = 0, E("2t jFt 1) = 2", E("3t jFt 1) = 3, and E("4t ) = 4 where Ft is the -eld
generated by f"s; s  tg. Also, there exists a random variable " such that E("2) <1 and for
all  > 0 and some K > 0, P (j"tj > )  KP (j"j > ).
Remark 5 We require "t to have nite fourth moment even to establish consistency to invoke
a strong law of large numbers for m 1
Pm
k=1(Ik=gk(d; )) and show that the convergence of the
memory parameter estimate does not depend on the signal to noise ratio.
Assumption A4. As T !1, T (1 (d20 3d0+9=4) 1)g(1=2)=m+m=T ! 0.
Remark 6 The requirement on the bandwidth to establish consistency departs from Robinson
(1995a) who only requires that (1=m) + (m=T ) ! 0. This is due to the need to suppress the
impact of (Ik=gk) at low frequencies, k < T [(1 2d0)=(2 d0)], in which case the periodogram of
the LFC dominates that of the long memory process. With the addition of the term (=T ) 2k
in the QMLF, we can then bound jIk=gkj. However, to control the e¤ect of fIk=gkg at high
frequencies where the periodogram of the long memory process dominates that of the LFC, we
need a larger bandwidth to suppress the cumulative impact from the low frequencies. The closer
is d0 to 0, the higher is the required bandwidth because the contamination will then dominate
at higher frequencies. The quantity (1   (d20   3d0 + 9=4) 1) g (1=2) achieves its maximum
value 5=9 when d0 = 0. Hence, in practice with an unknown memory parameter d0, we need
to choose a bandwidth of order greater than T 5=9.
Assumption A5. ut is one of the LFC as stated in Denition 1.
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It will be useful to rst establish a limit result pertaining to the estimate ^m of the signal
to noise ratio. This will be used in the proof of the consistency of d^m.
Lemma 1 Under A1-A5, if a non-degenerate LFC is present, ^m is bounded above by zero.
We now consider the consistency result and a preliminary bound on the convergence rate
that will be used to establish the limit distribution of our estimator.
Theorem 1 Under A1-A5: a) d^m
p! d0 as T !1; b) jd^m   d0j = op((log(m)) 3).
Note that this result does not require ^m to be a consistent estimate, all that is required
is that if LFC components are present the probability limit of the estimate of ^m is bounded
above by zero, which is guaranteed by Lemma 9. This implies that with probability arbitrarily
close to one, ^m will be in a the set (0;1) and we can consider analyzing the limit of d^m for
any value or sequences of m in the set (0;1).
Before proceeding further, we need to discuss a property of the estimate of the signal-to-
noise ratio ^m when there is no LFC present. This, in conjunction with Lemma 9, will allow
us to derive the limit distribution of d^m for both cases with and without LFC. The required
result is stated in the next lemma, which is of independent interest.
Lemma 2 Suppose no LFC is present and that A1-A4 hold, then, as T !1,
^m = Op(T
 (1 2d0)=(2 2d0))! 0
To prove the asymptotic normality of d^m, further assumptions are needed, some of which
are strengthened versions of Assumptions A1-A3.
Assumption A6. For some  2 (0; 2], fy()  G0 2d0(1 + O( )) as  ! 0+, where
G0 2 (0;1) and d0 2 [0; 1=2).
Assumption A7. In a neighborhood of the origin, fy() is di¤erentiable and dfy()=d =
O(fy()=) as ! 0+.
Assumption A8. As T !1, m 1 + T 2m1+2 (logm)2 ! 0.
The following theorem states the asymptotic distribution of the estimate d^m.
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Theorem 2 Under A1-A8: m1=2(d^m   d0) d! N(0; 1=4) as T !1.
Note that the asymptotic variance of our estimator is the same as that of the standard
LW estimator of Robinson (1995a) applicable with no LFC. The intuitive reason is that,
asymptotically, the additional term Gu( 2k =T ) controls the e¤ect of LFC on the spectral
density function well enough so that no e¢ ciency loss ensues.
When the magnitude of the LFC is weak, the asymptotic distribution of Theorem 2 provides
a good approximation to the nite sample distribution. However, when the magnitude of the
LFC is substantial, 2m1=2(d^m d0) does converge to a normal distribution rapidly as T increases
(even with T as small as 512) but the approach to a standard normal may be slow, i.e., the
mean and variance of 2m1=2(d^m   d0) may converge slowly to 0 and 1, respectively. Some
approximate formulas to compute the nite sample bias and variance of 2m1=2(d^m   d0) have
been found in unreported simulations and they provide good approximations. Unfortunately,
they all depend on 0, the signal to noise ratio which cannot be identied when it is greater
than zero, rendering the corrections not applicable in practice. An important avenue of further
research is to obtain a nite-sample scaling factor, say S, to replace m in order to obtain
good nite sample coverage rates for the LWLFC estimate. A conjecture is that S should
be a decreasing function of 0 to reect the impact of LFC on the variance of the memory
parameter estimate. But since ^m is not a consistent estimator of 0, it is unlikely that one
can nd a good applicable formula. This problem about the coverage rate is not unique to
our method, and applies to all existing methods to estimate the memory parameter under
some contamination. Alternative scaling factors have been proposed. For the log-periodogram
estimator, Geweke and Porter-Hudak (1983) suggested using the scaling factor S(l;m)1=2,
where S(l;m) =
Pm
j=1(log j   (m   l + 1) 1
Pm
=l log )
2 for some lower trimming l, and its
use was also discussed by Deo and Hurvich (2001). For local Whittle-type estimators, it was
used by Hurvich et al. (2005) and Iacone (2010).
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1.5 Extension to the Case of Additive Noise and Short Memory Dynamics
An advantage of LW-type estimators is that, since they use the QMLF in the frequency domain,
they can easily be modied to accommodate more types of structures in the DGP, without
the need to trim some of the low frequencies. We consider two extensions to account for
additive noise and short-memory dynamics. These elements do not cause an asymptotic bias
and, hence, the modications are aimed solely at improving the nite sample performance.
Consider rst the case where both LFC and additive noise are to be accounted for. To be
precise, instead of (2), the DGP is now zt = c + yt + ut + wt, where, following Assumption
(H2) in Hurvich et, al (2005), the additive noise wt is a zero mean white noise with variance
2w, such that for each s 6= t, E[ws"t] = 0 and for each t, E[wt"t] = ww, where "t is as
dened in A3 and w is the correlation between wt and "t, assumed to be constant. Also, wt
is independent of the LFC ut. Following Hurvich et al. (2005), we add a constant term into
the spectral density function, so that the modied pseudo spectral density function is:
fk , fz(k) = G0 2dk +Gw +Gu(
 2
k =T ) = G0(
 2d
k + (Gw=G0) + (Gu=G0)(
 2
k =T ))
= G0(
 2d
k + w + (u=T )
 2
k ) = G0gk (3)
where, with a slight abuse of notation relabeling u = Gu=G0, gk = (
 2d
k + w + (u=T )
 2
k )
and the (approximate) frequency domain QMLF is '(G; d; ) = m 1
Pm
k=1 'k(G; d; ) with
 = (w; u)
0. Concentrating G out of the QMLF, the estimate of G is G^ = m 1
Pm
k=1(Ik=gk)
and the local Whittle QMLE estimator under noise perturbations and low frequency contam-
inations, denoted as the LWPLFC estimator, is (d^m; ^m) = argmin(d;) Jm(d; ), where
Jm(d; ) = log(
1
m
mX
k=1
Ik
gk
) +
1
m
mX
k=1
log(gk)
For reasons discussed by Hurvich, et. al. (2005), the LWPLFC approach is expected to work
when d0 is not too close to zero. When d0 = 0, the process is short-memory. We then have a
combination of two additive short-memory processes which cannot be identied separately.
For the case of short memory dynamics plus LFC, we could follow the approach of An-
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drews and Sun (2004) who add a polynomial structure into G0, i.e., replace G0 in (3) by
G0 exp( pr(j ; )) where pr(j ; ) = rs=1s2sj and  = (1; :::; r). However, unreported
simulations with r = 1, showed that doing so did not o¤er any gain in performance over our
LWLFC estimator with a smaller value of the bandwidth (see the simulations in Section 6).
This feature can be explained as follows. From simulations to be reported in the next sec-
tion, under strong short memory dynamics and RLS, the LWLFC estimator constructed with
a large bandwidth has substantial bias but very small variance, so that the overall MSE is
almost entirely due to the bias. When a polynomial component is added, the upward bias is
reduced but the variance is increased considerably so that the overall MSE is almost the same
or larger than that of the LWLFC estimator. With no RLS, the increased variance is smaller
so that the MSE is indeed reduced as reported by Andrews and Sun (2004). At the root of
the issue is the fact that both RLS and short memory dynamics cause upward biases in the
estimate of the memory parameter. Hence, there is a confounding e¤ect so that the QMLF is
at with respect to the correction factors for short memory dynamics and LFC. In unreported
simulations with both RLS and short memory dynamics, it was often found that either the
coe¢ cient to correct for short memory dynamics or the coe¢ cient to account for LFC was very
close to zero, despite having the true value of both coe¢ cients greater than zero. As will be
reported in the simulations, the best way to account for short memory dynamics and RLS is
to use the LWLFC estimator with a small bandwidth.
When both additive noise and short-memory dynamics are to be accounted for, three
approaches are possible. One is to use the LWLFC estimator with a small bandwidth, another
is to use the LWPLFC with a large bandwidth, or we could follow the approach of Frederiksen
et al. (2012) who add polynomials and a constant as additive terms in the QMLF. One
drawback of the latter approach is that the increase in the number of parameters can induce
an important increase in variance resulting in increased mean-squared error.
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1.6 Finite Sample Properties
The Data Generating Process (DGP) used for the simulations is zt = yt + ut +wt, where yt is
an ARFIMA(1; d; 0) process given by (1  L)(1 L)dyt = et with et  i:i:d: N(0; 1), ut is a
RLS process as described in Denition 1 with 2 = 1, and wt  i:i:d: N(0; 2w) is the additive
noise component. The values used are: d = 0; 0:2; 0:45;  = 0:0; 0:3; 0:6 and p = 0; 5; 10; 20.
The sample sizes are T = 256, 512, 1024, 2048 and 4096 in order to use of the fast Fourier
transform algorithm with the whole data set. The estimate d^m is allowed to take values in the
set [ 0:99; 0:99] when evaluating the maximizers of the objective function. The value of the
bandwidth is set to m = T  for  = 0:6; 0:7; 0:8, the choice being dictated by the fact that
 must be larger than 5=9. Throughout, 500 replications are used. These specications were
also used by McCloskey and Perron (2013) so that we can make direct comparisons of the
relative performance of our estimators with theirs (the sample sizes they used are 1000 and
2000 but the minor di¤erences in T should not be of concern given the rather large di¤erences
in performance). The trimmed LP estimator of McCloskey and Perron (2013) depends on
a lower trimming and upper bandwidth, while ours depend on a bandwidth. We evaluate
bias and Root Mean Squared Errors (RMSE). When making comparisons, we do so using the
values of the bandwidth (and trimming for the LP estimator) that gives the best RMSE for
each of the statistics. We focus on random level shifts as the contaminating component as
this is arguably the most relevant in practice. The results are presented in Tables 1-3 for
the cases with only RLS and RLS plus short-memory dynamics, for which we focus on the
LWLFC estimator. Table 4 presents the results for the case of RLS plus additive noise, while
Table 5 presents results when all three types of contaminations are present, in which cases we
consider both the LWLFC and LWPLFC estimators. We do not make a direct comparison
with the trimmed LW estimator of Iacone (2010). McCloskey and Perron (2013) performed a
comparison between the trimmed LP and LW estimators. They concluded that the trimmed
LP has generally smaller bias and the trimmed LW generally lower variance and concluded
that the overall performance in the presence of RLS was comparable.
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1.6.1 The case with only RLS
The results for the case with only RLS are presented in the rst panels of Tables 1-3 corre-
sponding to the case  = 0. Note rst that the best results in terms of RMSE are obtained with
a large bandwidth using  = 0:8, though biases are slightly smaller with a smaller bandwidth.
Second, the results show that our estimator performs better than McCloskey and Perrons
(2013) trimmed LP estimator. When d0 = 0, there is a 30-60% reduction in RMSE, when
d0 = 0:2 the reduction is in the range 30-40% while when d0 = 0:45 it is in the range 5-20%.
Hence, overall, the LWLFC estimator with a large bandwidth  = 0:8, shows smaller bias and
RMSE than alternative estimators. When the process is uncontaminated (p = 0), the bias and
RMSE of our estimator is small and close to that of the original LW estimator, so that very
little e¢ ciency loss is incurred when no contamination is present.
1.6.2 The case with RLS and short-run dynamics
We now consider the case with both RLS and short-run dynamics (presented in Tables 1-3 for
non-zero values of ). In this case the best results for the LWLFC estimator are obtained with
a small bandwidth, using  = 0:6, and more so as the magnitude of  increases. Compared
to the trimmed LP estimator, the reduction in RMSE is very substantial especially for larger
values of . For example, with no RLS the reduction is around 65% when d = 0 and  = 0:6,
while it is around 40% when d = 0:45 and  = 0:6. The LWLFC is able to reduce bias and
variance when both RLS and short-run dynamics are present, even though it is designed to
account only for LFC contamination. As discussed in Section 5, the approach of Andrews and
Sun (2004) which adds a polynomial structure into G0 does not o¤er additional improvement.
As stated in the above discussion, the results show that the LWLFC estimator has indeed very
small variance when both RLS and short-run dynamics are present.
1.6.3 The case with RLS and additive noise
The results for the case with RLS and additive noise are presented in Table 4 for the LWLFC
(which accounts only for LFC) and LWPLFC estimators (which accounts for both). The
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variance of the noise is set to a large value 2w = 4. The results show that the LWPLFC
estimator has very small biases irrespective of the choice of the bandwidth. The biases are
indeed orders of magnitude smaller than those of the trimmed LP estimator which is severely
a¤ected by noise. The superiority of our estimator also holds when judged by the relative
RMSE. According to the RMSE, the estimator performs best with a high bandwidth ( = 0:8).
The LWLFC estimator shows higher bias (though still much smaller than that of the trimmed
LP) but its variance is smaller. In three out of the four cases analyzed (the exception being
d = 0:2 and p = 20) the reduction in variance is not big enough so that the LWPLFC estimator
has overall a smaller RMSE when using a large bandwidth. As expected, the performance of
the LWPLFC improves as d increases, for reasons explained in Section 5.
1.6.4 The case with all three types of contaminations
Table 5 presents results with all three types of contaminations. We consider strong short-
memory dynamics ( = 0:6) and a medium value for the average number of level shifts (p = 10).
For the additive noise, we use 2w = 1; 4; and we set d = 0:2; 0:45. The results show that both
the LWLFC and LWPLFC perform well. In general, the LWPLFC has better performance
when a large bandwidth is used, while the LWLFC is better with a small bandwidth. For
a large value of d0 (0:45), the LWPLFC performs slightly better than the LWLFC under
the optimal bandwidth applicable to each. When d0 is small (d0 = 0:2) the LWLFC has
slightly better performance. This accords with Hurvich, et. al. (2005) who showed that the
asymptotic variance of the LW estimator increases as d0 decreases. Overall, the results show
an advantage of using the LWPLFC with a large bandwidth. From unreported simulations, the
performance of the LWLFC and LWPLFC deteriorates as  approaches 1 or with a moving-
average parameter close to -1, with or without noise. This is a problem common to most, if
not all, versions of LW or LP estimators, trimmed or not.
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1.6.5 Overall summary and recommendations
The results showed that our estimators have good nite sample properties and o¤er improved
methods of inference compared to what is available in the literature. As with all existing semi-
parametric estimators of this type, the results can be sensitive to the choice of the bandwidth.
In our case, a large bandwidth (e.g.,  = 0:8) is preferable in most cases. One exception
is when there is a strongly positively correlated short-memory component, in which case a
smaller bandwidth ( = 0:6) is desirable. As of yet, there is no fully developed method to
choose the bandwidth. But some approaches are possible for the practitioner to assess what is
the best bandwidth to use. One is to estimate a preliminary parametric LFC model with an
AR component for the noise. Upon obtaining a large estimate of the AR coe¢ cient a smaller
bandwidth is dictated and vice versa if the coe¢ cient is small. While somewhat ad hoc, it
should provide a useful guide.
1.7 Conclusions
We proposed a local-Whittle estimator of the memory parameter of a long memory time
series process which has good properties under an almost complete collection of contamination
processes that have been discussed in the literature. The estimator has many advantages: no
assumption of Gaussianity is required unlike the trimmed log-periodogram estimator; there is
no trimming involved so that all information from the low frequency components are retained;
when there is no LFC, its performance is comparable to that of the standard LW estimator so
that no asymptotic e¢ ciency loss is incurred, with the loss of e¢ ciency in nite sample being
small as revealed by the simulations; with a proper choice of the bandwidth, the extended
estimator has good nite sample properties with short-run dynamics and/or additive noise;
it is semi-parametric so that there is no need for a full specication of the underlying short-
memory structure, though it can also be extended to cover a fully specied parametric structure
for the long-memory component such as an ARFIMA process.
It does, nevertheless, have some drawbacks. First, the performance of the estimator is
sensitive to the choice of the bandwidth. An adaptive, data-dependant method to select the
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bandwidth is an important avenue for future research. Note, however, that all current semi-
parametric estimators exhibit sensitivity to the bandwidth choice. Also, when the estimator
is extended to account for noise, as in Hurvich et. al (2005), the RMSE is proportional to
(1=d0) so that when the true parameter d0 is close to zero the reduction in bias is o¤set by an
increase in variance and a possible increase in the overall RMSE.
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Appendix
We rst introduce three lemmas which show that to some extent the pseudo spectral density
function controls the periodogram of the process well, in the sense that the ratio jIk=fkj is
bounded and the average of (Ik=fk   1) is op(1).
Lemma A.1 Let Ak = (2T ) 1=2
PT
t=1 zt cos(kt), Bk = (2T )
 1=2PT
t=1 zt sin(kt), so that
Ik = (Ak)
2+(Bk)
2, and dene the vector  = ((fk) 1=2Ak; (fk) 1=2Bk; (fj) 1=2Aj ; (fj) 1=2Bj)0.
Let (X1; X2; X3; X4) denote the joint cumulant of the random variables X1; X2; X3; X4 with
n1; n2; n3; n4 nonnegative integers that sum to n. Then under Assumptions A1-A5, for 0 > 0
and letting M0 = 0=(2)2 2d0, for any sequences of positive integers k and j such that k > j
and k=T ! 0, the following result holds for n > 2:
(n11 ; 
n2
2 ; 
n3
3 ; 
n4
4 )
= O((
Tn=2 nd
k(n1+n3)(1 d0)j(n2+n4)(1 d0)
)=(1 +M0
T 1 2d0
k2 2d0
)(n1+n3)(1 +M0
T 1 2d0
j2 2d0
)(n2+n4))1=2
which is O(1) if j  T (1 2d0)=(2 2d0) and o(1) if j > T (1 2d0)=(2 2d0). Similarly, for n > 2, the
n-th cumulant of ~ = (Ak=(fk)1=2; Bk=(fk)1=2)0 are O((Tn=2 nd0=kn(1 d0))=(1 +M0(T 1 2d0=
k2 2d0)n=2). When 0 = 0, M0 = 0 and the result reduces to
(n11 ; 
n2
2 ; 
n3
3 ; 
n4
4 ) = O(T
n=(2 nd0)=[k(n1+n3)(1 d0)j(n2+n4)(1 d0)])
Proof. This lemma is a direct consequence of Lemma A.3 in McCloskey and Perron (2013),
henceforth MP, and the denition of the pseudo spectral density function fk. The di¤erence
in the results is simply due to the fact that we use fk = 
 2d0
k + (0=T )
 2
k , while MP use
fk = 
 2d0
k . Hence, a di¤erent expression is obtained when 0 > 0.
Lemma A.2 Under A1-A5, with Ik = !k!k and M0 = 0=(2)
2 2d0, for 1  j < k  m:
(i)E(Ik=fk) = 1 + [O(k
 1 log k) +O(k=T )1+2d0 ]
=[1 +M0(T
1 2d0=k2 2d0)]
(ii)E((!k)
2=fk) = O(k
 1 log k) +O(T 1 2d0=k2 2d0)
=[1 +M0(T
1 2d0=k2 2d0)]
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(iii)E(
!k!

jp
fkfj
) = O(k 1 log j) +O(T 1 2d0=(k1 d0j1 d0))
=
q
(1 +M0(T 1 2d0=k2 2d0))(1 +M0(T 1 2d0=j2 2d0))
(iv)E(
!k!jp
fkfj
) = O(k 1 log j) +O(T 1 2d0=(k1 d0j1 d0))
=
q
(1 +M0(T 1 2d0=k2 2d0))(1 +M0(T 1 2d0=j2 2d0))
Proof. For part (i), we have E(Iu;k=(T 1 2k )) = Op(1). Hence, from Theorem 1 in MP,
E(
Ik
fk
) = E(
Ik
fy;k
fy;k
fk
)
=
fy;k
fk
E(
Ik
fy;k
) =
fy;k
fk
E(
Iy;k
fy;k
+
Iu;k
fy;k
+
2Iyu;k
fy;k
)
=
 2d0k
 2d0k + (0=T )
 2
k
(1 +O(
log k
k
+ (
k
T
)2)
+M0
T 1 2d0
k2 2d0
+O(
k3
T 2
T 1 2d0
k2 2d0
))
=
1
1 +M0(T 1 2d0=k2 2d0)
(1 +M0
T 1 2d0
k2 2d0
+O(
log k
k
+ (
k
T
)2) +O(
k
T
)1+2d0)
= 1 +
O(k 1 log k) +O(k=T )1+2d0
1 +M0(T 1 2d0=k2 2d0)
For part (ii),
E(
(!k)
2
fk
) = E(
(!k)
2
fy;k
fy;k
fk
) =
fy;k
fk
E(
(!k)
2
fy;k
)
=
1
1 +M0(T 1 2d0=k2 2d0)
O(
log k
k
+
T 1 2d0
k2 2d0
)
= O(
log k
k
) +
O(T 1 2d0=k2 2d0)
1 +M0(T 1 2d0=k2 2d0)
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For part (iii),
E(
!k!

jp
fkfj
) = E(
!k!

jp
fy;kfy;j
p
fy;kfy;jp
fkfj
) =
p
fy;kfy;jp
fkfj
E(
!k!

jp
fy;kfy;j
)
= (1 +M0(T
1 2d0=k2 2d0))
(1 +M0(T
1 2d0=k2 2d0)) 1=2O(
log j
k
+
T 1 2d0
k1 d0j1 d0
)
=
O(T 1 2d0=k1 d0j1 d0)
[(1 +M0(T 1 2d0=k2 2d0))(1 +M0(T 1 2d0=j2 2d0))]1=2
+O(
log j
k
)
and the proof is entirely analogous for part (iv).
Lemma A.3 Under A1-A5: if a)  = m is bounded away from zero or b) there is no LFC in
data, then: 1) jIk=fkj is bounded, and 2) m 1
Pm
k=1(Ik=fk   1) = op(1).
Proof. First,
1
m
mX
k=1
(
Ik
fk
  1) = 1
m
mX
k=1
(
Ik
fk
  Iy;k
fy;k
) +
1
m
mX
k=1
(
Iy;k
fy;k
  1)
For the rst term, we have:
1
m
mX
k=1
(
Ik
fk
  Iy;k
fy;k
)
=
1
m
p
T 1X
k=1
(
Ik
fk
  Iy;k
fy;k
) +
1
m
mX
k=
p
T
(
Ik
fk
  Iy;k
fy;k
)
whose rst component is such that,
1
m
p
T 1X
k=1
(
Ik
fk
  Iy;k
fy;k
)
=
1
m
p
T 1X
k=1
(
Iy;k
fz;k
  Iy;k
fy;k
+
Iu;k
fz;k
+ 2
Iyu;k
fz;k
)
=
1
m
p
T 1X
k=1
(
Iy;k
fy;k
( fu;k
fz;k
) +
Iu;k
fz;k
+ 2
Iyu;k
fz;k
)
=
1
m
p
T 1X
k=1
(
Iu;k   fu;k
fz;k
  ( Iy;k
fy;k
  1)(fu;k
fz;k
) + 2
Iyu;k
fz;k
)
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Note that
EjIu;k   fu;k
fz;k
j = Ej( Iu;k
fu;k
  1)=(fz;k
fu;k
)j = fu;k
fz;k
Ej Iu;k
fu;k
  1j
From MP (Lemma A.3) with n1 = n2 = n3 = n4 = 1 and 1 = 2 = 3 = 4 = Iu;k=fy;k:
Ej Iu;k
fu;k
  1j  Ej Iu;k
fu;k
j+ 1  [E(j Iu;k
fu;k
j2)]1=2 + 1  C1
So
Ej 1
m
p
T 1X
k=1
(
Iu;k   fu;k
fz;k
)j
 1
m
p
T 1X
k=1
jfu;k
fz;k
jEj Iu;k
fu;k
  1j 
p
T
m
C1 ! 0
if
p
T=m! 0. We also have Ejm 1PpT 1k=1 (Iy;k=fy;k 1)(fu;k=fz;k)j ! 0, since jfu;k=fz;kj < 1.
From MP, Perron and Qu (2010) and Qu (2011): Iyu(k) = Op(T 1=2
 (1+d0)
k ) and fk = fz;k =
fy;k + fu;k = G
 2d0
k +GuT
 1 2k . Hence,
jIyu;k
fz;k
j s Op(T
 1=2 (1+d0)k )
Op(
 2d0
k ) +Op(T
 1 2k )
s
1
Op(T 1=2
1 d0
k ) +Op(T
 1=2d0 1k )
< Op(1)
and
Ej 2
m
p
T 1X
k=1
Iyu;k
fz;k
j  2
m
p
T 1X
k=1
EjIyu;k
fz;k
j
<
2
m
p
TOp(1) = Op(
p
T
m
)! 0
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if
p
T=m! 0. Hence,
Ej 1
m
p
T 1X
k=1
(
Ik
fk
  Iy;k
fy;k
)j
= Ej 1
m
p
T 1X
k=1
(
Iu;k   fu;k
fz;k
  ( Iy;k
fy;k
  1)(fu;k
fz;k
) + 2
Iyu;k
fz;k
)j
 E[j 1
m
p
T 1X
k=1
(
Iu;k   fu;k
fz;k
)j] + E[j 1
m
p
T 1X
k=1
(
Iy;k
fy;k
  1)(fu;k
fz;k
)j]
+E[j 2
m
p
T 1X
k=1
Iyu;k
fz;k
j]
! 0
if
p
T=m ! 0. It is easy to show that Ejm 1Pm
k=
p
T
(Ik=fk   Iy;k=fy;k)j ! 0, and the fact
that Ejm 1Pmk=1(Iy;k=fy;k   1)j ! 0 follows from Hurvich et. al. (2005). So
Ej 1
m
mX
k=1
(
Ik
fk
  1)j
 E[j 1
m
p
T 1X
k=1
(
Ik
fk
  Iy;k
fy;k
)j] + E[j 1
m
mX
k=
p
T
(
Ik
fk
  Iy;k
fy;k
)j]
+E[j 1
m
mX
k=1
(
Iy;k
fy;k
  1)j]
! 0
if
p
T=m! 0. Note that during the proof we also showed that jIk=fkj  jIk=fk   Iy;k=fy;kj+
jIy;k=fy;k   1j+ 1 is bounded.
Proof. of Lemma 1: Let Mm = ^m=(2)2 2d^m and M0 = 0=(2)2 2d0 . We analyze the
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partial derivative of the objective function with respect to :
@
@
Jm(d^m; ^m) =
1
mT
[
mX
k=1
1
gk(d^m; ^m)
 2k
 ( 1
m
mX
k=1
Ik
gk(d^m; ^m)
) 1
mX
k=1
Ik
(gk(d^m; ^m))2
 2k ] (A.1)
=
1
mT
[
mX
k=1
(1  Ik
G0gk(d^m; ^m)
G0
m 1
Pm
j=1(Ij=gj(d^m; ^m))
)
 2k
 2d^mk + (^m=T )
 2
k
]
=
1
mT
[
mX
k=1
(1  Ik
fk
G0
m 1
Pm
j=1(Ij=gj(d^m; ^m))
gk(d0; 0)
gk(d^m; ^m)
)
 2k
 2d^mk + (^m=T )
 2
k
] (A.2)
=
1
mT
f
mX
k=1
(
 2k
 2d^mk + (^m=T )
 2
k
)[1  (mIk
fk
(
 2d0k + (0=T )
 2
k
 2d^mk + (^m=T )
 2
k
) (A.3)
n
mX
j=1
Ij
fj
(
 2d0j + (0=T )
 2
j
 2d^mj + (^m=T )
 2
j
))]g
Using summation by parts, (A.3) becomes:
f
mX
k=1
(
 2k
 2d^mk + (^m=T )
 2
k
)[1  (mIk
fk
2d^m 2d0k (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d=k2 2d)
))
n(
mX
j=1
Ij
fj
2d^m 2d0j (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
))]g
= (
 2m
 2d^mm + (^m=T )
 2
m
)
mX
k=1
[1  (mIk
fk
2d^m 2d0k (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
))
n(
mX
j=1
Ij
fj
2d^m 2d0j (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
))]
+
m 1X
j=1
[(
 2j
 2d^mj + (^m=T )
 2
j
)  ( 
 2
j+1
 2d^mj+1 + (^m=T )
 2
j+1
)]
f
jX
k=1
(1  (mIk
fk
2d^m 2d0k (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
))
n(
mX
k=1
Ik
fk
2d^m 2d0k (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
))]g
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= (
 2m
 2d^mm + (^m=T )
 2
m
)[m
 m
mX
k=1
Ik
fk
2d^m 2d0k (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
)
n(
mX
j=1
Ij
fj
2d^m 2d0j (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
))]
+
m 1X
j=1
[(
 2j
 2d^mj + (^m=T )
 2
j
)  ( 
 2
j+1
 2d^mj+1 + (^m=T )
 2
j+1
)]
[j  m
jX
k=1
(
Ik
fk
2d^m 2d0k (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
))
n(
mX
k=1
Ik
fk
2d^m 2d0k (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
))]
Now, suppose ^m ! 0 with (@=@)Jm(d^m; ^m) = 0. We dene hk  [1+M0(T 1 2d0=k2 2d0)]=[1+
Mm(T
1 2d^m=k2 2d^m)]. We consider two cases. In the rst, suppose Mm ! 0 at a slow rate
such that for some small k; we still have Mm(T 1 2d^m=k2 2d^m)!1. Let
m = inf
k
fMm(T 1 2d^m=k2 2d^m)! 0g
, then
hk 
(
M0
Mm
(Tk )
2(d^m d0) + 1
Mm(T 1 2d^m=k2 2d^m )
when k  m
1 +M0(T
1 2d0=k2 2d0) when k > m
Note that we must have either (M0=Mm)(T=k)2(d^m d0) orM0(T 1 2d0=k2 2d0) go to innity for
some small k. Also,
M0(T
1 2d0=k2 2d0) =
M0
Mm
(
T
k
)2(d^m d0)(Mm(
T
k
) 2(d^m d0)
T 1 2d0
k2 2d0
)
=
M0
Mm
(
T
k
)2(d^m d0)(Mm
T 1 2d^m
k2 2d^m
)
= op(
M0
Mm
(
T
k
)2(d^m d0))
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when k > m. Hence,
2d^ 2d0k (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
) s

(M0=Mm) when k  m
op(M0=Mm) when k > m
Let
aj =
Ik
fk
2d^m 2d0k (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
)
then we know that aj = Op(M0=Mm) when k  m and aj = op(M0=Mm) when k > m. So,
fajg is a positive sequence whose rst few terms have higher order than the rest. So we have
(j=m) Pjk=1( Ikfk2d^m 2d0k ( 1+M0(T 1 2d0=k2 2d0 )1+Mm(T 1 2d^m=k2 2d^m ))) (A.4)
n(Pmk=1 Ikfk2d^m 2d0k ( 1+M0(T 1 2d0=k2 2d0 )1+Mm(T 1 2d^m=k2 2d^m )))  Cj < 0
where Cj is some constant. Under the second case, Mm ! 0 fast enough so that, for any k,
Mm(T
1 2d^m=k2 2d^m)  Op(1). For this case, hk  1 +M0(T 1 2d0=k2 2d0) and
2d^m 2d0k (
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
)
 2d^m 2d0k (1 +M0(T 1 2d0=k2 2d0)
 (T=k)2d0 2d^m +M0(T 1 2d^m=k2 2d^m)
If d0  d^m, the last expression is decreasing in k for all k = 1; :::;m; if d0 < d^m, the rst
is increasing in k; but always smaller than 1, and the second is decreasing in k and goes to
innity when k is small. Hence, (A.4) still holds. Since for T large enough,
 2j (
 2d^m
j + (^m=T )
 2
j )
 1    2j+1( 2d^mj+1 + (^m=T ) 2j+1) 1  Dj > 0
where Dj is some constant, we have shown that (@=@)Jm(d^m; ^m) < 0 if ^m ! 0, which is a
contradiction. So ^m has to be bounded from zero when 0 > 0.
Proof. of Theorem 1: First, we consider the case when LFC indeed exists in the true
DGP. The proof for the case with no LFC will follow with trivial modications. Note that if
LFC components are present, the probability limit of the estimate ^m is bounded above zero,
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by Lemma 1. This implies that with probability arbitrarily close to one, ^m will be in the
set (0;1) and, without loss of generality, we can consider analyzing the limit of d^m for any
sequence or values of m in the set (0;1). Accordingly, we want to show that, with probability
arbitrarily close to one for large T and m, if fmg is a sequence bounded above from zero and
if fd^mg minimizes Jm(d; m) given fmg, then for d^m such that jd^m   d0j   for any  > 0,
we have Jm(d^m; m)   Jm(d0; m) > 0, which delivers a contradiction showing that in the
limit the minimizer of Jm(d; m) must converge to d0. Let G(d; m) = m 1
Pm
k=1 Ik=gk, where
gk = (
 2d
k + (m=T )
 2
k ). We rst have:
Jm(d^m; m)  Jm(d0; m)
= [logG(d^m; m) +
1
m
mX
k=1
log( 2d^mk (1 +
m
T
 2+2d^mk ))
 [logG(d0; m) + 1
m
mX
k=1
log( 2d^mk (1 +
m
T
 2+2d0k ))]
= logG(d^m; m)  logG(d0; m)
+
1
m
mX
k=1
log(
 2(d^m d0)
k (
1 + (m=T )
 2+2d^m
k
1 + (m=T )
 2+2d0
k
))
= log
G(d^m; m)
G0(m 1
P
m
k=1
2(d^m d0)
k )
  log G(d0; m)
G0
+ log(
1
m
mX
k=1

2(d^m d0)
k )
 2(d^m   d0)
m
mX
k=1
k +
1
m
mX
k=1
log(
1 + (m=T )
 2+2d^m
k
1 + (m=T )
 2+2d0
k
)
= log
G(d^m; m)
G0(m 1
Pm
k=1 
2(d^m d0)
k )
  log G(d0; m)
G0
+ log(
2(d^m d0)
k (2(d^m   d0) + 1))  log(2(d^m   d0) + 1))
 2(d^m   d0)[ 1
m
mX
k=1
(log k   logm)]
+
1
m
mX
k=1
log(
1 + (m=T )
 2+2d^m
k
1 + (m=T )
 2+2d0
k
)
29
= log
G(d^m; m)
G0(m 1
Pm
k=1 
2(d^m d0)
k )
  log G(d0; m)
G0
+ log(
2(d^m   d0) + 1
m
mX
k=1
(
k
m
)2(d^m d0)) (A.5)
 2(d^m   d0)[ 1
m
mX
k=1
log k   (logm  1)] + 1
m
mX
k=1
log(
1 + (m=T )
 2+2d^m
k
1 + (m=T )
 2+2d0
k
) (A.6)
  log(1 + 2(d^m   d0)) + 2(d^m   d0)
Note that for the last term of (A.6), we have   log(1+ 2(d^m  d0))+ 2(d^m  d0)  (1=6)(d^m 
d0)
2  (1=6)2. Hence, if we can show that the other ve terms are op(1), we can derive a
contradiction. The third and fourth are op(1) from Robinson (1995a).
Proof that the rst term of (A.6) is op(1). To show that, it is equivalent to prove that
G(d^m; m)=[G0(m
 1Pm
k=1 
2(d^m d0)
k )]  1 = op(1). To that e¤ect,
G(d^m; m)
G0(m 1
Pm
k=1 
2(d^m d0)
k )
  1
= (G0(m
 1
mX
k=1

2(d^m d0)
k ))
 1 f 1
m
mX
k=1
Ik
 2d^mk (1 + (m=T )
 2+2d^m
k )
  1
m
G0
mX
k=1

2(d^m d0)
k g
= (
mX
k=1

2(d^m d0)
k )
 1f
mX
k=1
[
Ik
G0
 2d0
k (1 + (m=T )
 2+2d^m
k )

2(d^m d0)
k
 2(d^m d0)k ]g
= (
mX
k=1

2(d^m d0)
k )
 1f
mX
k=1

2(d^m d0)
k [
Ik
fk
1 + (0=T )
 2+2d0
k
1 + (m=T )
 2+2d^m
k
  1]g
= (
1
m
mX
k=1
(
k
m
)2(d^m d0)) 1
f 1
m
mX
k=1
(
k
m
)2(d^m d0)(
Ik
fk
1 + (0=T )
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From Robinson (1995a), m 1
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2(d^m d0) = op(1) if d^m   d0 6=  1=2. When k 
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From Lemma 14, m 1
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k=1(Ik=fk   1) = op(1), hence m 1
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k=1 Ik=fk = 1 + op(1). Also,
1
m
p
TX
k=1
Ik
fk
=
1
m
p
TX
k=1
(
Ik
fk
  Iy;k
fy;k
) +
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The rst term is op(1) from Lemma A.3 and the second is op(m 1
p
T ) = op(1) from Hurvich
et. al. (2005). Combining these results, we have m 1
Pm
k=
p
T
Ik=fk = 1 + op(1). Now,
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(A.7)
=
1
m
mX
k=
p
T
(
k
m
)2(d^m d0)(
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fk
  Iy;k
fy;k
) +
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mX
k=
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T
(
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)2(d^m d0)(
Iy;k
fy;k
  1) (A.8)
+
1
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)2d^mO(
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(A.9)
We will show that all four terms of (A.8) are op(1) by showing that the expectations of their
absolute values are op(1). For the rst term, we have from Lemma A.3,
E(j 1
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p
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)2(d^m d0)(
Ik
fk
  Iy;k
fy;k
)j)  1
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mX
k=
p
T
(
k
m
)2(d^m d0)Ej( Ik
fk
  Iy;k
fy;k
)j
From Lemma A.1, we know that Ej(Ik=fk   Iy;k=fy;k)j  C(k=T )d0  C(m=T )d0 , where C is
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some constant not depending on T and m. We also have
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p
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)! 0
where the last equality is from Robinson (1995a), Equation (3.7). Hence,
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(k=m)2(d^m d0)  1
1 + 2(d^m   d0)
, which shows that the rst term is op(1). For the second term,
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  1)j
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For the third term,
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For the fourth term,
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according to Equation (3.15) in Robinson (1995a). Hence,
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)2(d^m d0)(
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1 + (0=T )
 2+2d0
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1 + (m=T )
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Proof that the second term of (A.6) is op(1). Note that
(m=T )
 2+2d^m
k = m(2)
 2+2d^m(T 1 2d^m=k2 2d^m)
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and let M0 = 0(2) 2+2d0 , Mm = m(2) 2+2d^m and ~M = infm1fmg(2) 2+2d^m . Then
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1 +Mm(T 1 2d^m=k2 2d^m)
) + op(1)
Suppose rst that d^m 2 [0; d0   ), then (1   2d0)=(2   2d0) < (1   2d^m)=(2   2d^m). When
M0 > 0 and M > 0, we have
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
8>>><>>>:
2 [(1 + ~M) 1; 1 +M0]; if k  T
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 2(M0= ~M)(k=T )2(d0 d^m); if k  T
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Hence,
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(
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m
)2(d^m d0)
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Second, suppose d^m 2 (d0 + ; 1=2), then (1  2d^m)=(2  2d^m) < (1  2d0)=(2  2d0), and
1 +M0(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d^m=k2 2d^m)
8>>><>>>:
2 [(1 + ~M) 1; 1 +M0]; if k  T
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2 2d0
= Op(k
2 2d^m=T 1 2d^m) = op(1); if k 2 (T
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2 2d0 )
 2(M0= ~M)(k=T )2(d0 d^m); if k  T
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Hence,
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1 +Mm(T 1 2d^m=k2 2d^m)
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 T (1 2d^m)=(2 2d^m)X
k=1
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(
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)2(d^m d0)(
k
T
)2(d0 d^m) (A.10)
+2

C
m
M0
 T (1 2d0)=(2 2d0)X
k=T (1 2d^m)=(2 2d^m)
(
k
m
)2(d^m d0)(T 1 2d0=k2 2d0) (A.11)
+

(1 +M0)
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m
 pTX
k=T (1 2d0)=(2 2d0)
(
k
m
)2(d^m d0) (A.12)
Note that (A.10) is of order
T (1 2d^m)=(2 2d^m)+2(d d0)=m1+2(d^m d0) = op(1)
and (A.11) is of order
T 1 2d0 (1 2d^m)
2=(2 2d^m)=m1+2(d^m d0) = op(1)
if
m=T [1 2d0 (1 2d^m)
2=(2 2d^m)]=[1+2(d^m d0)] !1
Let
1(d^m; d0) = [(1  2d^m)=(2  2d^m) + 2(d^m   d0)]=[1 + 2(d^m   d0)];
2(d^m; d0) = [1  2d0   (1  2d^m)2=(2  2d^m)]=[1 + 2(d^m   d0)]
Note that (1   2d^m)=(2   2d^m) + 2(d^m   d0) = (1   2d0)   (1   2d^m)2=(2   2d^m), so that
1(d^m; d0) = 2(d^m; d0) , (d^m; d0) = 1   (2(1   d^m)(1   2d0 + 2d^m)) 1. Tedious algebra
shows that if 0  d0 < d^m < 1=2 (which holds since we are considering the case d^m 2
(d0 + ; 1=2)), then for a given d0, the maximized value of (d^m; d0) is 1  (d20   3d0 + 9=4) 1.
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So if T 1 (d20 3d0+9=4) 1=m! 0, which holds under Assumption A4, then (A.11) is op(1). The
arguments to show that (A.12) is op(1) are similar but applied to the case d^m 2 [0; d0   ).
Proof that the fth term of (A.6) is op(1). We have:
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1 + (m=T )
 2+2d^m
k
1 + (m=T )
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k
)
=
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=
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1 + (mT=(42k2))
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) (A.14)
+
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p
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log(
1 + (mT=(4
2k2))2d^mk
1 + (mT=(42k2))
2d0
k
) (A.15)
It is easy to show that the second term of (A.14) is op(1). For the rst term,
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1 + (mT=(4
2k2))2d^mk
1 + (mT=(42k2))
2d0
k
)j
= j 1
m
p
TX
k=1
[log(1 + (mT=(4
2k2))2d^mk )  log(1 + (mT=(42k2))2d0k )]j
 1
m
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TX
k=1
log(1 + ~M(T 1 2d^m=k2 2d^m) +
1
m
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TX
k=1
log(1 +M0(T
1 2d0=k2 2d0)
 1
m
p
TX
k=1
log(1 + ~MT 1 2d^m) +
1
m
p
TX
k=1
log(1 +M0T
1 2d0)
s Op(
p
T
m
log(T 1 2d^m)) +Op(
p
T
m
log(T 1 2d0))
s Op(
p
T log T
m
) +Op(
p
T log T
m
) = op(1)
This completes the proof for part (a) of Theorem 1. For part (b), note that Jm(d^m; m)  
Jm(d0; m) = Op(m
 1T (1=2)(d20 3d0+9=4)g(1=2)). So if m  Op(T ) with  > (1=2)(d20   3d0 +
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9=4)g (1=2):
0  Op(T (1=2)(d20 3d0+9=4)g(1=2) )  (1=2) log(1 + 2(d^m   d0)) + 2(d^m   d0)
 Op(T (1 (d20 3d0+9=4) 1)g(1=2) ) + (1=6)(d^m   d0)2
Hence (1=6)(d^m   d0)2  Op(T (1=2)(d20 3d0+9=4)g(1=2) ), so that jd^m   d0j = op((logm) 3)
if T (1 (d20 3d0+9=4) 1)g(1=2) ) = op((logm) 3) which is guaranteed if  > (1   (d20   3d0 +
9=4) 1) g (1=2), by Assumption A4. This completes the proof of Theorem 1 for the case in
which LFC are present. If no LFC is present 0 = 0, in which case all proofs go through with
no requirement on m, since the ratio (1 +M0(T 1 2d0=k2 2d0))=(1 +Mm(T 1 2d^m=k2 2d^m)) =
1=(1 +Mm(T
1 2d^m=k2 2d^m)) is bounded for any choice of Mm  0.
Proof. of Lemma 2: Let  = lim sup ^m, M = (2)2d^m 2, Mm = (2)2d^m 2^m, TMm =
supkfkjk2 2d0=T 1 2d0 Mmg and T M = supkfkjk2 2d0=T 1 2d0  Mg = Op( MT (1 2d0)=(2 2d0)).
Note that from Theorem 10, d^m ! d0. Then, (A.3) becomes
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(
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)2 2d^m j Ik
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j k
2 2d^m
T 1 2d^m
 
mX
k=TMm+1
(
T
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)2 2d^m
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
TMX
k=1
(
T
k
)2 2d^m   1M
TMmX
k=1
T j Ik
fk
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mX
k=TMm+1
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)2 2d^m j Ik
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  1j
= T 2 2d0(1  T 2d0 1M ) Op(T 1+(1 2d0)=(2 2d0)) 
mX
k=T M+1
T 2 2d0 log k
k3 2d0
+ op(1)
If  > 0, then M > 0, and
T 2 2d0(1  T 2d0 1M ) Op(T 1+(1 2d0)=(2 2d0)) 
mX
k=T M+1
T 2 2d0 log k
k3 2d0
> Op(T
1+(1 2d0)) Op(T 1+(1 2d0)=(2 2d0)) Op(T 2 2d0 logm(T 2d0 2M  m2d0 2))!1
So the partial derivative with respect of  will be always greater than zero and the objective
function can not be minimized at ^m, which is a contradiction. Hence, ^m
p! 0 when there is
no LFC in the data. To complete the proof, note that:
T 2 2d0(1  T 2d0 1M ) Op(T 1+((1 2d0)=(2 2d0)) 
mX
k=T M+1
T 2 2d0 log k
k3 2d0
< 0
so that T 2d0 1M  Op(1). Hence,
T 1 2d0M = Op(
M1 2d0T (1 2d0)
2=(2 2d0))
= Op(
1 2d0T (1 2d0)
2=(2 2d0))  Op(1):
which implies that  = lim sup ^m  Op(T (1 2d0)=(2 2d0)) and proves the result.
Proof. of Theorem 2: The proof follows Robinson (1995a) with appropriate modications
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to accommodate the extra term. Note that given Theorem 1 (b), we can restrict the analysis
to values of d^m in the set Cm(d) = fd^m : jd^m   d0j < log(m) 3g and ^m in the set (0;1) by
Lemma 1 when LFC are present. We can write the objective function as
Jm(d; ) = log(
1
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mX
k=1
Ik
 2dk + (=T )
 2
k
) +
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mX
k=1
log( 2dk + (=T )
 2
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Since G^(d; ) = m 1
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k )), we have
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and the second order derivative is
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k gyk)
  4
G^(d; )
1
m
mX
k=1
(
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2
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((log(k))
2
 2d
k guk
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) (A.16)
We rst show that when evaluated at d^m and ^m both terms of (A.16) are op(1). For the rst:
  4
G^(d^m; ^m)
1
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mX
k=1
(
(log(k))
2
(gk)3
Ik
 2d^m
k guk)
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((log(k)
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Ik
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For d^m in Cm(d), we have for T and m large enough, 2d^m   d0  (1=2)d0, so that the rst
term is op(1). It is trivial to show that the second is op(1). Hence, the second derivative of the
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objective function evaluated at (d^m; ^m) is such that:
J 00m(d^m; ^m) =  
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Let G^l(d^m; ^m) = m 1
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k=1(Ik=gk)(log(k))
l(gyk=gk)
l, then
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l, we will show that G^l(d^m; ^m) = ~Gl(d^m; ^m)+
op( ~Gl(d^m; ^m)), for l = 0; 1; 2. When l = 1,
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k=1(Ik=gk) log(k)]! 0, which we now prove.
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(A.17)
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For the rst term,
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From Robinson (1995a), Equation (3.7) and a result in the proof of consistency,
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which is op(1) under Assumption A4 from the proof of consistency. For the second term in
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(A.17), using similar arguments, we have:
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If d0 > 0, then (A.19) is asymptotically equivalent to m 1
Pm
k=
p
T
(k=m)2(d^m d0)(k=T )2d^m =
(m=T )2d^mm 1
Pm
k=
p
T
(k=m)2(2d^m d0) ! 0, for d^m in Cm(d). If d0 = 0, then (A.19) is asymp-
totically equivalent to (T=m)
Pm
k=
p
T
(k=m)4(^m=k
2)  (T=m5)Pm
k=
p
T
k2  (T=m5)m3 =
(T=m2)! 0. Hence, both terms of (A.17) are op(1) and we have G^1(d^m; ^m) = ~G1(d^m; ^m) +
o( ~G1(d^m; ^m)). Similarly, G^2(d^m; ^m) = ~G2(d^m; ^m) + o( ~G2(d^m; ^m)). Accordingly,
@2
@d2
Jm(d^m; ^m)  4~G0(d^m; ^m)2
[ ~G0(d^m; ^m) ~G1(d^m; ^m)  ~G1(d^m; ^m)2]
=
4
(m 1
Pm
k=1(Ik=gk))
2
[(
1
m
mX
k=1
(
Ik
gk
))(
1
m
mX
k=1
(
Ik
gk
) log2(k))
 ( 1
m
mX
k=1
(
Ik
gk
) log(k))
2]
=
4
(m 1
Pm
k=1(Ik=gk))
2
[(
1
m
mX
k=1
(
Ik
gk
))(
1
m
mX
k=1
(
Ik
gk
) log2(k))
 ( 1
m
mX
k=1
(
Ik
gk
) log(k))2]
Let F^l(d^m; ^m) = m 1
Pm
k=1(Ik=gk) log(k))
l, hk = hk(d^m; ^m) = 1 + (^m=T )
 2+2d^m
k = 1 +
Mm(T
1 2d^m=k2 2d^m), and h0k = hk(d0; 0) = 1 +M0(T
1 2d0=k2 2d0). Then
Ik
gk
=
Ik
1 + (^m=T )
 2+2d^m
k
[k2d^m(
2
T
)2d^m ]
=
Ik
hk
[k2d^m(
2
T
)2d^m ]:
42
For  = 0; 1; 2;
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For the rst term of (A.22), we have
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Note that from results in the proof for consistency and the fact that d^m is in Cm(d), this last
term is op(1) if A4 holds. For the second term of (A.22), we have
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and the rst derivative of the second term of (A.22) is
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Note that the derivations above are valid so long as the sequence f^mg is bounded below
from zero, which holds if LFC are present. Now because G^(d0; ^m) = m 1
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Theorem 10, then using similar arguments as in Robinson (1995a), we have
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rst part converges to a N(0; 4) (note that for the part involving the 4-th
cumulant cum(!j=fj ; !k=fk; !j=fj ; !k=fk) we need to use the results of Lemmas A.1-A.2 to
get the corresponding results for the DGP with LFC). What remains to be shown is that the
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This completes the proof of Theorem 2 for the case with LFC present. To complete the proof
for the case with no LFC, we need to show that
m 1=2
mX
k=1
((
Ik
fk
  Iyk
fyk
)
gyk
gk
)k = op(1): (A.23)
Note that with no LFC, we have Ik = Iyk and ~Iuk = 0. Hence,
m 1=2
mX
k=1
((
Ik
fk
  Iyk
fyk
)
gyk
gk
)k =  m 1=2
mX
k=1
guk
gk
gyk
gk
k + op(1)
46
So we want to show that m 1=2
Pm
k=1(guk=gk)(gyk=gk)k = op(1). To that e¤ect, it su¢ ces to
show that m 1=2
Pm
k=1(guk=gk)k = op(1). To prove this, note that
m 1=2
mX
k=1
guk
gk
k = m
 1=2
mX
k=1
(^m=T )
 2
k
 2d^mk + (^m=T )
 2
k
k
= m 1=2
mX
k=1
(^m=T )
 2
k
 2d0k + (^m=T )
 2
k
k + op(1)
= m 1=2
mX
k=1
Mm(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d0=k2 2d0)
k + op(1)
since d^m = d0 +Op(m 1=2). Now, let T = supkfkjMm(k2 2d0=T 1 2d0) = Op(1)g. We have
T = Op(T
(1 2d0)=(2 2d0)^
1=(2 2d0)
m )
 Op(T (1 2d0)=(2 2d0)T [(1 2d0)=(2 2d0)]=(2 2d0))
= Op(T
((1 2d0)=(2 2d0))2)
using Lemma 1. Then,
m 1=2
mX
k=1
Mm(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d0=k2 2d0)
k
= m 1=2
TX
k=1
Mm(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d0=k2 2d0)
k
+m 1=2
mX
k=T+1
Mm(T
1 2d0=k2 2d0)
1 +Mm(T 1 2d0=k2 2d0)
k
 m 1=2T +m 1=2^mT 1 2d0T (1 2d0)
= Op(m
 1=2T ((1 2d0)=(2 2d0))
2
) = op(1)
from Assumption A4. Hence, (A.23) holds when there is no LFC, which completes the proof
of Theorem 2.
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Table 1.1: Bias and RMSE for a short memory process ARFIMA(a,d=0,0)
with RLS
p=0 p=5 p=10 p=20
TnBeta 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8
a) B ias a=0
256 -0 .087 -0 .047 -0 .021 -0 .021 -0 .038 0.004 0.004 -0 .017 -0 .002 -0 .011 -0 .059 0.023
512 -0 .052 -0 .025 -0 .008 -0 .016 -0 .007 0.005 -0 .014 -0 .028 -0 .012 -0 .086 -0 .055 0.011
1024 -0 .037 -0 .016 -0 .006 -0 .029 -0 .001 0.003 -0 .018 -0 .001 -0 .004 0.008 -0 .026 0.001
2048 -0 .013 -0 .009 -0 .006 -0 .012 0.001 0.001 0.016 -0 .006 0.005 0.013 -0 .011 -0 .005
4096 -0 .007 -0 .004 -0 .004 -0 .009 -0 .006 -0 .001 -0 .032 -0 .009 0.003 0.003 -0 .009 0.000
a=0.3
256 -0 .022 0.070 0.168 0.009 0.122 0.246 0.215 0.413 0.524 -0 .012 0.131 0.270
512 -0 .029 0.041 0.134 0.015 0.116 0.194 0.166 0.354 0.491 0.059 0.142 0.242
1024 -0 .012 0.025 0.118 -0 .009 0.048 0.137 0.123 0.267 0.436 0.023 0.053 0.160
2048 -0 .005 0.027 0.092 0.004 0.033 0.107 0.072 0.206 0.383 -0 .012 0.040 0.013
4096 -0 .007 0.014 0.073 0.018 0.015 0.085 0.044 0.145 0.329 -0 .011 0.024 0.100
a=0.6
256 0.128 0.299 0.432 0.176 0.387 0.498 0.213 0.414 0.524 0.221 0.449 0.561
512 0.093 0.223 0.392 0.135 0.307 0.459 0.178 0.344 0.492 0.174 0.388 0.517
1024 0.052 0.170 0.347 0.109 0.250 0.406 0.069 0.202 0.380 0.108 0.298 0.463
2048 0.020 0.125 0.307 0.066 0.186 0.361 0.063 0.143 0.330 0.085 0.234 0.409
4096 0.013 0.084 0.267 0.036 0.131 0.311 0.014 0.101 0.281 0.035 0.161 0.349
b) RMSE a=0
256 0.191 0.111 0.078 0.423 0.291 0.140 0.546 0.327 0.162 0.656 0.421 0.231
512 0.132 0.075 0.046 0.353 0.169 0.082 0.402 0.197 0.121 0.575 0.362 0.104
1024 0.095 0.057 0.037 0.262 0.130 0.068 0.280 0.147 0.071 0.376 0.213 0.078
2048 0.068 0.041 0.026 0.215 0.089 0.044 0.274 0.108 0.046 0.316 0.131 0.052
4096 0.062 0.029 0.019 0.147 0.069 0.031 0.218 0.075 0.031 0.264 0.101 0.041
a=0.3
256 0.172 0.118 0.180 0.371 0.201 0.265 0.467 0.269 0.277 0.524 0.337 0.311
512 0.132 0.086 0.142 0.282 0.179 0.207 0.354 0.185 0.235 0.432 0.241 0.261
1024 0.082 0.058 0.122 0.157 0.087 0.142 0.203 0.096 0.154 0.276 0.117 0.172
2048 0.068 0.049 0.096 0.128 0.060 0.111 0.140 0.066 0.120 0.221 0.083 0.137
4096 0.049 0.035 0.076 0.102 0.041 0.088 0.115 0.047 0.094 0.150 0.060 0.102
a=0.6
256 0.194 0.312 0.437 0.357 0.407 0.504 0.385 0.442 0.530 0.482 0.493 0.569
512 0.145 0.233 0.395 0.237 0.322 0.463 0.300 0.370 0.497 0.340 0.414 0.522
1024 0.099 0.177 0.349 0.190 0.260 0.409 0.229 0.278 0.438 0.279 0.313 0.466
2048 0.066 0.132 0.308 0.136 0.194 0.362 0.167 0.216 0.385 0.203 0.245 0.411
4096 0.053 0.098 0.268 0.092 0.138 0.312 0.116 0.153 0.330 0.146 0.170 0.351
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Table 1.2: Bias and RMSE for a long memory process ARFIMA(a,d=0.2,0)
with RLS
p=0 p=5 p=10 p=20
TnBeta 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8
a) B ias a=0
256 -0 .106 -0 .054 -0 .033 -0 .103 -0 .05 -0 .030 -0 .093 -0 .057 -0 .053 -0 .159 -0 .094 -0 .047
512 -0 .050 -0 .025 -0 .020 -0 .054 -0 .011 -0 .026 -0 .107 -0 .027 -0 .025 -0 .064 -0 .052 -0 .001
1024 -0 .033 -0 .019 -0 .015 -0 .025 -0 .012 -0 .036 -0 .012 -0 .014 -0 .042 -0 .054 -0 .029 -0 .039
2048 -0 .016 -0 .011 -0 .012 -0 .027 -0 .008 -0 .027 -0 .016 -0 .010 -0 .031 -0 .009 -0 .013 -0 .030
4096 -0 .015 -0 .008 -0 .006 0.004 -0 .009 0.020 -0 .011 -0 .006 -0 .022 -0 .006 -0 .009 -0 .022
a=0.3
256 -0 .047 0.063 0.149 -0 .080 0.101 0.203 0.021 0.114 0.214 -0 .030 0.118 0.237
512 -0 .017 0.034 0.126 -0 .023 0.088 0.167 0.001 0.098 0.185 -0 .019 0.102 0.220
1024 -0 .014 0.019 0.102 -0 .006 0.054 0.141 0.003 0.003 0.162 -0 .035 0.073 0.172
2048 -0 .022 0.023 0.088 -0 .018 0.035 0.117 -0 .020 0.040 0.128 -0 .011 0.048 0.140
4096 -0 .014 0.013 0.074 0.010 0.025 0.092 0.004 0.033 0.101 0.005 0.042 0.112
a=0.6
256 0.128 0.302 0.424 0.160 0.336 0.442 0.192 0.362 0.474 0.149 0.383 0.483
512 0.080 0.223 0.384 0.098 0.268 0.415 0.138 0.297 0.427 0.129 0.339 0.461
1024 0.045 0.170 0.348 0.078 0.209 0.365 0.091 0.227 0.380 0.118 0.251 0.412
2048 0.038 0.120 0.306 0.050 0.153 0.322 0.067 0.170 0.335 0.056 0.194 0.361
4096 0.015 0.086 0.267 0.031 0.114 0.277 0.039 0.125 0.292 0.026 0.137 0.309
b) RMSE a=0
256 0.229 0.126 0.082 0.409 0.213 0.139 0.508 0.298 0.191 0.635 0.398 0.191
512 0.132 0.083 0.058 0.302 0.136 0.091 0.414 0.198 0.103 0.514 0.273 0.116
1024 0.097 0.057 0.040 0.205 0.076 0.059 0.244 0.068 0.057 0.370 0.088 0.059
2048 0.065 0.041 0.028 0.163 0.051 0.044 0.194 0.043 0.039 0.265 0.057 0.039
4096 0.053 0.033 0.021 0.109 0.037 0.032 0.148 0.029 0.028 0.205 0.039 0.029
a=0.3
256 0.174 0.114 0.161 0.330 0.201 0.221 0.379 0.226 0.243 0.485 0.316 0.274
512 0.128 0.085 0.137 0.256 0.146 0.179 0.292 0.173 0.198 0.409 0.203 0.235
1024 0.085 0.056 0.107 0.200 0.099 0.147 0.256 0.115 0.169 0.329 0.140 0.180
2048 0.078 0.045 0.091 0.114 0.070 0.121 0.170 0.079 0.132 0.202 0.097 0.145
4096 0.056 0.033 0.077 0.096 0.048 0.095 0.118 0.066 0.104 0.143 0.070 0.115
a=0.6
256 0.216 0.314 0.429 0.264 0.350 0.447 0.323 0.380 0.479 0.382 0.434 0.503
512 0.137 0.233 0.387 0.218 0.279 0.418 0.231 0.311 0.430 0.265 0.352 0.465
1024 0.098 0.180 0.350 0.135 0.217 0.367 0.171 0.238 0.382 0.139 0.262 0.414
2048 0.075 0.126 0.307 0.106 0.160 0.323 0.122 0.177 0.337 0.139 0.203 0.363
4096 0.051 0.090 0.268 0.077 0.120 0.278 0.093 0.132 0.293 0.099 0.143 0.310
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Table 1.3: Bias and RMSE for a long memory process ARFIMA (a,d=0.45,0)
with RLS
p=0 p=5 p=10 p=20
TnBeta 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8
a) B ias a=0
256 -0 .148 -0 .056 -0 .065 -0 .142 -0 .082 -0 .080 -0 .144 -0 .096 -0 .062 -0 .195 -0 .090 -0 .099
512 -0 .073 -0 .0382 -0 .036 -0 .075 -0 .047 -0 .045 -0 .081 -0 .041 -0 .050 -0 .097 -0 .050 -0 .063
1024 -0 .049 -0 .025 -0 .026 -0 .041 -0 .039 -0 .033 -0 .036 -0 .027 -0 .081 -0 .036 -0 .027 -0 .081
2048 -0 .027 -0 .018 -0 .017 -0 .060 -0 .040 -0 .030 -0 .023 -0 .014 -0 .062 -0 .023 -0 .014 -0 .062
4096 -0 .016 -0 .009 -0 .010 -0 .049 -0 .035 -0 .022 0.004 -0 .013 -0 .047 0.004 -0 .013 -0 .047
a=0.3
256 -0 .071 0.069 0.142 -0 .091 0.034 0.162 -0 .060 0.079 0.170 -0 .053 0.101 0.200
512 -0 .056 0.043 0.125 -0 .061 0.048 0.143 -0 .054 0.078 0.144 -0 .046 0.074 0.074
1024 -0 .034 0.027 0.106 -0 .014 0.044 0.118 -0 .034 0.050 0.126 -0 .005 0.054 0.140
2048 -0 .001 0.015 0.091 -0 .008 0.024 0.094 -0 .014 0.033 0.105 -0 .014 0.038 0.112
4096 -0 .007 0.015 0.070 -0 .006 0.019 0.078 0.002 0.020 0.081 -0 .005 0.027 0.088
a=0.6
256 0.107 0.289 0.407 0.069 0.302 0.409 0.129 0.291 0.417 0.135 0.304 0.414
512 0.067 0.223 0.376 0.067 0.234 0.380 0.079 0.246 0.388 0.095 0.266 0.389
1024 0.042 0.169 0.341 0.049 0.169 0.342 0.048 0.185 0.344 0.061 0.201 0.355
2048 0.032 0.129 0.300 0.028 0.130 0.284 0.028 0.141 0.305 0.040 0.154 0.310
4096 0.019 0.089 0.263 0.014 0.071 0.227 0.022 0.100 0.234 0.009 0.107 0.269
b) RMSE a=0
256 0.324 0.160 0.129 0.405 0.236 0.172 0.456 0.340 0.151 0.561 0.391 0.258
512 0.238 0.105 0.069 0.288 0.169 0.090 0.327 0.167 0.107 0.404 0.253 0.143
1024 0.187 0.077 0.052 0.191 0.101 0.084 0.210 0.099 0.082 0.288 0.133 0.084
2048 0.147 0.064 0.039 0.130 0.078 0.064 0.142 0.055 0.059 0.158 0.089 0.047
4096 0.080 0.043 0.030 0.092 0.059 0.050 0.097 0.040 0.042 0.116 0.061 0.028
a=0.3
256 0.329 0.124 0.159 0.356 0.206 0.199 0.347 0.193 0.201 0.451 0.256 0.229
512 0.213 0.093 0.135 0.257 0.161 0.154 0.270 0.137 0.155 0.399 0.181 0.183
1024 0.133 0.066 0.111 0.144 0.090 0.124 0.215 0.094 0.133 0.227 0.114 0.146
2048 0.085 0.044 0.094 0.094 0.056 0.097 0.117 0.066 0.109 0.146 0.081 0.116
4096 0.060 0.033 0.072 0.063 0.042 0.081 0.082 0.048 0.083 0.097 0.055 0.091
a=0.6
256 0.244 0.307 0.413 0.324 0.320 0.414 0.250 0.325 0.422 0.289 0.385 0.421
512 0.195 0.234 0.380 0.196 0.243 0.383 0.215 0.257 0.391 0.239 0.278 0.392
1024 0.105 0.177 0.343 0.121 0.186 0.346 0.130 0.195 0.350 0.147 0.208 0.357
2048 0.073 0.135 0.301 0.088 0.135 0.284 0.091 0.148 0.310 0.101 0.160 0.311
4096 0.060 0.094 0.264 0.045 0.074 0.228 0.062 0.114 0.236 0.059 0.110 0.270
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Table 1.4: Bias and RMSE for a long memory process ARFIMA(0.6,d,0) with
RLS (p=10) and additive noise
LWLFC LWPLFC
noise var(noise)=1 var(noise)=4 var(noise)=1 var(noise)=4
TnBeta 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8
a) b ias: d=0.2
256 0.131 0.252 0.246 -0 .015 0.060 0.038 0.271 0.293 0.310 0.045 0.117 0.183
512 0.106 0.212 0.251 0.013 0.080 0.054 0.231 0.239 0.260 0.060 0.136 0.140
1024 0.061 0.178 0.242 0.004 0.061 0.076 0.179 0.185 0.250 0.061 0.106 0.121
2048 0.045 0.128 0.226 0.008 0.050 0.070 0.135 0.139 0.227 0.103 0.076 0.092
4096 0.021 0.092 0.202 -0 .011 0.029 0.069 0.113 0.107 0.204 0.127 0.044 0.071
8192 0.012 0.066 0.176 -0 .009 0.013 0.062 0.112 0.076 0.182 0.101 0.031 0.046
b) b ias: d=0.45
256 0.057 0.167 0.145 -0 .027 -0 .064 -0 .139 0.131 0.218 0.230 -0 .014 0.072 0.115
512 0.032 0.171 0.184 -0 .013 0.025 -0 .051 0.112 0.185 0.215 0.05 0.082 0.113
1024 0.030 0.139 0.193 -0 .023 0.033 -0 .004 0.094 0.142 0.195 0.046 0.064 0.096
2048 0.015 0.112 0.186 -0 .016 0.030 0.021 0.062 0.113 0.183 0.030 0.050 0.068
4096 0.010 0.083 0.174 -0 .012 0.028 0.034 0.059 0.085 0.173 0.044 0.040 0.052
8192 0.005 0.059 0.156 -0 .009 0.015 0.039 0.050 0.063 0.161 0.030 0.035 0.030
c) RMSE: d=0.2
256 0.290 0.287 0.280 0.305 0.171 0.112 0.380 0.325 0.331 0.396 0.321 0.293
512 0.202 0.231 0.258 0.236 0.119 0.087 0.345 0.263 0.268 0.322 0.197 0.190
1024 0.144 0.189 0.246 0.142 0.089 0.088 0.291 0.199 0.254 0.282 0.149 0.147
2048 0.111 0.137 0.228 0.102 0.075 0.077 0.229 0.153 0.229 0.225 0.110 0.103
4096 0.088 0.100 0.204 0.077 0.050 0.072 0.206 0.121 0.205 0.231 0.078 0.076
8192 0.067 0.072 0.177 0.063 0.033 0.067 0.205 0.086 0.183 0.212 0.061 0.056
d) RMSE: d=0.45
256 0.319 0.251 0.219 0.273 0.258 0.216 0.303 0.245 0.255 0.362 0.272 0.212
512 0.232 0.188 0.198 0.204 0.122 0.097 0.186 0.198 0.222 0.200 0.145 0.158
1024 0.142 0.150 0.196 0.160 0.075 0.058 0.145 0.157 0.199 0.162 0.100 0.121
2048 0.081 0.120 0.190 0.097 0.059 0.040 0.111 0.121 0.185 0.120 0.072 0.089
4096 0.061 0.089 0.175 0.061 0.043 0.041 0.099 0.091 0.175 0.094 0.060 0.060
8192 0.050 0.064 0.157 0.047 0.029 0.042 0.076 0.066 0.162 0.067 0.049 0.040
Table 1.5: Bias and RMSE for a long memory process with additive noise and
RLS
p=0 p=20
d=0.2 d=0.45 d=0.2 d=0.45
TnBeta 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8 0.6 0.7 0.8
a) B ias of LWLFC
256 -0.218 -0 .180 -0 .172 -0 .349 -0 .328 -0 .342 -0 .248 -0 .177 -0 .164 -0 .403 -0 .366 -0 .368
512 -0 .182 -0 .165 -0 .164 -0 .284 -0 .296 -0 .324 -0 .228 -0 .164 -0 .164 -0 .332 -0 .314 -0 .344
1024 -0 .161 -0 .146 -0 .152 -0 .224 -0 .254 -0 .299 -0 .138 -0 .141 -0 .151 -0 .257 -0 .282 -0 .322
2048 -0 .133 -0 .138 -0 .145 -0 .183 -0 .223 -0 .279 -0 .096 -0 .123 -0 .123 -0 .163 -0 .182 -0 .232
4096 -0 .124 -0 .128 -0 .137 -0 .142 -0 .197 -0 .261 -0 .102 -0 .110 -0 .121 -0 .114 -0 .152 -0 .215
b) RMSE of LWLFC
256 0.278 0.213 0.186 0.436 0.355 0.355 0.462 0.285 0.212 0.601 0.445 0.398
512 0.225 0.178 0.172 0.335 0.320 0.332 0.420 0.229 0.182 0.490 0.352 0.355
1024 0.191 0.156 0.156 0.261 0.266 0.303 0.276 0.181 0.162 0.358 0.307 0.328
2048 0.150 0.144 0.147 0.208 0.230 0.281 0.190 0.132 0.125 0.256 0.205 0.238
4096 0.135 0.131 0.139 0.158 0.202 0.263 0.157 0.109 0.119 0.157 0.163 0.218
c) B ias of LWPLFC
256 -0.420 -0 .296 -0 .158 -0 .310 -0 .241 -0 .228 0.236 0.248 0.195 0.028 -0 .007 0.060
512 -0 .450 -0 .246 -0 .171 -0 .219 -0 .144 -0 .115 0.258 0.137 0.116 0.096 0.068 0.066
1024 -0 .368 -0 .184 -0 .107 -0 .094 -0 .074 -0 .033 0.279 0.155 0.104 0.134 0.082 -0 .006
2048 -0 .232 -0 .083 -0 .038 -0 .074 -0 .050 -0 .044 0.190 0.163 0.131 0.092 0.051 -0 .006
4096 -0 .188 -0 .048 -0 .030 -0 .036 -0 .030 -0 .026 0.136 0.136 0.051 0.081 0.009 0.009
d) RMSE of LWPLFC
256 0.645 0.551 0.370 0.524 0.433 0.361 0.559 0.582 0.522 0.456 0.454 0.392
512 0.675 0.485 0.387 0.436 0.284 0.298 0.587 0.538 0.505 0.358 0.381 0.327
1024 0.613 0.431 0.258 0.288 0.184 0.163 0.563 0.564 0.496 0.338 0.272 0.252
2048 0.490 0.309 0.131 0.195 0.144 0.123 0.544 0.470 0.457 0.234 0.208 0.151
4096 0.447 0.231 0.105 0.160 0.113 0.090 0.531 0.419 0.341 0.145 0.153 0.117
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Chapter 2
Robust Memory Parameter Estimates: A
Re-examination of Daily and High-Frequency Asset
Returns Volatility
2.1 Introduction
Time series that exhibit hyperbolic decay of serial correlation are called "long-memory" processes.
(For relevant background material concerning long-memory processes, see Baillie (1996).) The
estimation and modeling of long-memory processes date from the seminal contribution of Hurst
(1951) in the context of hydrology, and have attracted a substantial amount of attention from
researchers since the discovery of a long-memory property in most nancial time series. Long-
memory processes are usually characterized in the time domain by an autocorrelation function
with a diverging summation of their absolute value, and an autocorrelation decaying hyper-
bolically at long lags. A long-memory process is charaterized in the frequency domain by
having a spectral density function proportional to  2d as the frequency  approaches to zero,
with d being known as the "memory parameter". Such a process is stationary when d < 0:5,
with the special case of d = 0 nested as a short-memory process. A process with d > 0 has
autocorrelations that hyperbolically decay and is called a genuine long-memory process. When
d 2 (0; 0:5), the process still resides in the stationary region, while it is no longer stationary
when d 2 (0:5; 1). The case of d = 1 coincides with that of a unit root process. If d 2 ( 0:5; 0)
the process is said to be anti-persistent and its inverse autocorrelations decay hyperbolically,
which is of relatively less importance in practice. As in most of the previous literature, through-
out the present paper we conne our attention to the stationary long-memory process with
d 2 [0; 0:5), although simulation evidence shows that our Local-Whittle estimators are still
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consistent when d 2 [0:5; 1).
Independently, Granger and Joyeux (1980) and Hosking (1981) introduced the fraction-
ally integrated ARFIMA(p,d,q) process, which then served as the most frequent examples of
long-memory processes in simulations because of their easy generation. The ARFIMA(p,d,q)
is a long-memory generalization of the I(0) ARMA(p; q) process. Under this ARFIMA(p,d,q)
framework, full-parametric estimates of d requiring the correct specication of the entire spec-
tral density function have been proposed by Fox and Taqqu (1986) and Dahlhaus (1989),
among others. Semiparametric estimates of the memory parameter have become popular, as
they do not require specication of the short-memory process underlying the long-memory
process. The most widely applied semi-parametric estimators are the log-periodogram (LP)
estimator of Geweke and Porter-Hudak (1983) and the local Whittle estimator proposed by
Kunsch (1987).
The seminal work by Perron (1989, 1990) shows that unit roots (d = 1) and structural
changes are easily confused in the sense that the sum of the autoregressive coe¢ cients from a
stationary process are biased toward 1 if the series is contaminated by shifts in the mean (see
Perron (2006) for a comprehensive survey), and also raises the possibility that long-memory
may be confused with a short-memory process contaminated by level shifts, now labelled as
"spurious long-memory". Similar ndings are demonstrated by Bhattacharya et al. (1983),
with regard to deterministic trends. Following this lead, Lobato and Savin (1998), Diebold and
Inoue (2001), Granger and Hyung (2004), and Perron and Qu (2007, 2010), among others, show
theoretically, empirically, and through simulations that a short-memory process contaminated
by level shifts will acquire hyperbolically decaying autocorrelations similar to those which
characterizes genuine long-memory, and hence conrm the concept of spurious long-memory.
Monte Carlo simulation studies by Haldrup and Nielsen (2007) reveals that both short- and
long-memory processes under a broad range of d values can exhibit a largely upwardly biased
memory parameter estimate when the mean of a time series undergoes random level shifts, with
both parametric and semi-parametric estimators a¤ected. The same conclusion arises from
another branch of the literature that considers testing for spurious long-memory against the
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alternative of a short-memory process contaminated by level shifts; see Ohanissian, Russell and
Tsay (2008), Qu (2011), and Perron and Qu (2010) for detailed accounts. Such contaminations,
among which random level shifts (abbreviated to RLS throughout this paper) are the most
common, are called "low frequency contaminations" (abbreviated as LFC throughout this
paper).
Whether the theoretical possibility of LFC contaminations is relevant in economic and
nancial time series has been explored. For example, the almost universal presence of LFC in
stock market volatility data has been reported by Granger and Hyung (2004), Mikosch and
Starica (2004) and Perron and Qu (2010), among others. Garcia and Perron (1996) identied
the large magnitude of level shifts in U.S. real interest rate series. Applying a test against
spurious long-memory, Qu (2011) rejects the null hypothesis that a U.S. ination rate series is
a stationary short- or long-memory process. Recently, Varneskov and Perron (2013) propose a
new forecasting approach modelling both short- and long-memory components as well as LFC
and nd improvements on the forecasting results compared to previous models.
The extensive and ever-growing evidence of the LFC naturally poses new tasks for econo-
metricians, which includes, to name a few, distinguishing true from spurious long-memory,
identifying the contaminations present in a given data series, and robustly estimating the
true memory parameter under such contaminations. In terms of the robust estimation of a
memory parameter under LFC, several semi-parametric estimators, (e.g. Smith (2005) and
McCloskey and Perron (2013)) have been proposed. Using a similar trimming technique as
in McCloskey and Perron (2013), McCloskey and Hill (2013) proposed a trimmed estimator
for ARMA, GARCH, and stochastic volatility models that may be contaminated by low fre-
quency movements, while assuming the true signal process to be short-memory. McCloskey
(2013) considered a trimmed frequency domain quasi-maximum likelihood (trimmed FDQML)
estimator that can be used to consistently estimate the parameters of a long-memory stochas-
tic volatility model in the presence of low frequency contamination, assuming the signal to
be an ARFIMA(p,d,q) process. Iacone (2010) considered trimmed LW estimators. However,
although these estimators are robust under LFC, they are silent on the possibility of other
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contaminations present in the data, which as well-known in the literature (e.g, Deo and Hur-
vich (2001), Arteche (2004, 2006), Hurvich and Ray (2003), and Hurvich et.al. (2005), among
others), can also have an signicant e¤ect on the bias and e¢ ciency of memory parameter
estimates. Among those other contaminations the most important is additive noise, which
is shown to be prevalent in most long-memory processes. The aforementioned LFC-robust
estimators, which do not consider additive noise, tend to exclude the existence of genuine
long-memory in most daily nancial series that show the high persistence of autocorrelation
(by attributing such persistence to the e¤ect of LFC), a conclusion that contrasts with those
derived from other estimators that are not robust under LFC but may be robust to other
contaminations.
Hou and Perron (2013) propose a modied semi-parametric Local-Whittle estimator (ab-
breviated to LWLFC throughout this paper) and its variants that are robust under LFC and
have the following advantages: they do not require the knowledge of the structure of the short-
memory process; they do not require trimming, so all data are used; they do not require a
Gaussian assumption on the underlying process; they have the same asymptotic variance as the
standard LW estimator when no contamination is present so that without low frequency con-
taminations, no e¢ ciency loss is incurred; and they can easily be extended to a full-parametric
case and to perturbed estimators to model the additive noise. When low frequency contami-
nations are present, the LWLFC has, in most cases, the smallest bias and mean-squared error
amongst all existing estimators designed to control for LFC, whether or not other types of
contaminations are present.
This paper extends the modied local-Whittle estimator of Hou and Perron (2013) to a
broader class of full-parametric and perturbed estimators as they suggested. Those estimators
include: an LWLFC estimator, perturbed LWPLFC (P denotes perturbed) estimator, and
full-parametric ARFIMA(0,d,0)+LFC, ARFIMA(1,d,1)+LFC, PARFIMA(0,d,0)+LFC, and
PARFIMA(1,d,1)+LFC. We perform simulations to measure the performance of these esti-
mators with DGP settings pertaining to those reported in empirical settings. Then we apply
the LWLFC and its variants to a collection of daily and high-frequency nancial time series,
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including volatilities of stock indices and exchange rates. The estimators proposed in the
aforementioned literature, such as the classical semi-parametric LW estimator, the LWP esti-
mator modelling for additive noise, and full-parametric ARFIMA estimators are also used for
comparison. A su¢ cient condition for the existence of a long-memory process in the data and
a mixed procedure to implement it are provided which, to the best of the authors knowledge,
is among the rst empirical approaches to robustly estimate memory parameters allowing for
the simultaneous coexistence of short-memory process, long-memory process, as well as low
frequency contaminations such as level shifts and additive noises in the data. Our ndings
suggest that most low frequency daily nancial time series consist of both long- and short-
memory processes as well as low frequencies contaminations such as random level shifts. The
relative magnitude of each of these components varies substantially according to the specic
type of the low frequency data. On the other hand, our results also indicate the existence of
a short-memory process in some measures of volatilities constructed from high-frequency data
(e.g. 30-year T-Bonds), in contrast with the view that long-memory is the dominant feature
for such measures.
The structure of the paper is as follows. Section 2 introduces the model of the long-
memory process under low frequency contamination, the LWLFC estimator and its variants
with preliminary results, as well as a brief description of the data, simulation, and estimation
strategy. Section 3 carries out simulation studies on those estimators extended from LWLFC
to modelling for additive noise or to full-parametric estimators; and introduces a su¢ cient
condition to conrm the existence of a long-memory process in the data with a procedure to
implement it. Section 4 considers the empirical application of our approach to nancial time
series and provides a detailed discussion of the ndings. Finally, brief concluding remarks are
a¤orded in Section 5.
The following abbreviations are adopted throughout this paper: LFC denotes Low Fre-
quency Contamination; RLS denotes Random Level Shift; LWLFC denotes Modied Local-
Whittle Memory Parameter Estimator robust under LFC; LWPLFC denotes Perturbed Modi-
ed Local-Whittle Memory Parameter Estimator robust under LFC; ARFIMA(p,d,q) denotes
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the Full-parametric Modied Local-Whittle Memory Parameter Estimator; ARFIMA(p,d,q)
+LFC denotes the Full-parametric Modied Local-Whittle Memory Parameter Estimator ro-
bust under LFC; PARFIMA(p,d,q)+LFC (or ARFIMA(p,d,q)+LFC+noise) denotes the Per-
turbed Full-parametric Modied Local-Whittle Memory Parameter Estimator robust under
LFC and additive noise; and LWP denotes Perturbed Local-Whittle Memory Parameter Esti-
mator as in Hurvich et. al. (2007).
2.2 The Model of Long-Memory under LFC: Motivation and Specication
2.2.1 The Data Generating Process with Low Frequency Contamination
Consider the data generating process (DGP):
zt = a+ yt + ut + wt
where a is a constant, yt is a long-memory process, ut is a low frequency contamination (LFC),
mostly in the form of random level shift (RLS), and wt is a noise. These components are
dened in the following:
Denition 3 1) The long-memory component yt is given by the fractionally integrated process
with memory parameter d (abbreviated to FI(d)) of the form
(1  L)dyt = ~yt
where ~yt is a short-memory process (often called the underlying short-memory process for yt),
d 2 ( 1=2; 1=2).
2) ~yt may have short-memory dynamics itself. Particularly, yt is called an ARFIMA (p,d,q)
process if ~yt an ARMA(p,q) process, i.e. if
A(L)~yt = B(L)"t, "t s i:i:d:N(0; 2")
where A(L) =
Pp
k=0 akL
k, B(L) =
Pp
k=0 bkL
k, a0 = b0 = 1, and A(L); B(L) have no common
roots. Also, the roots of A(L) and B(L) are outside the unit circle.
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Denition 4 The low frequency contamination (abbreviated to LFC) component ut is gener-
ated by one of the following processes:
1) Random level shifts (RLS): ut = Tt=1T;t where T;t = T;tt with t  i:i:d: N(0; 2)
and T;t  i:i:d: Bernoulli:(p=T; 1) for some p  0. The components T;t, t are mutually
independent.
2) Deterministic level shifts: ut = Bi=1ci(Ti 1 < t  Ti), where B is the number of
regimes (so that B   1 is the number of breaks), 0 < jcij < 1, () is the indicator func-
tion, 0 = T0 < T1 < ::: < TB 1 < TB = T , and Ti=T !  i 2 (0; 1) for i = 1; :::; B   1.
3) Deterministic trends: ut = h(t=T ) where h() is a deterministic non-constant function on
[0; 1], that is either Lipschitz continuous or monotone with h(1) = 0.
4) Fractional trends: ut = O((t + 1) 1=2), u0 = 0; jut+1   utj = O(jutj=t), where  2
( 1=2; 1=2).
The components yt; ut; and wt are assumed to be mutually independent.
Remark 7 The semi-parametric estimators can be applied to any long-memory process dened
in Denition 1-1); but Denition 1-2) has to be imposed in order to implement full-parametric
estimators. However, in the latter case, the normality of "t is not needed for consistency.
Remark 8 It is important to note that the probability of a level shift in the RLS model is
sample size dependent. If this were not the case, ut would have properties similar to that of
a random walk. A dening characteristic of the RLS model is that the average number of
level shifts p remains constant as the sample size grows. Note that p can be zero so that the
assumption nests the no level shift or no contamination case as well.
Remark 9 An important, or dening characteristic of a LFC component ut lies in its spectral
density function:
E(Iu;k)
T=k2
= OP (1)
where Iuk = Iu(k) = (2T ) 1jTt=1uteitj2 is the periodogram of ut. For RLS components,
Perron and Qu (2010) showed that
E(Iu;k)
T=k2
! p
2

43
as T ! 1. For other types of LFC components, Mikosch and St¼aric¼a (2004) considered the
asymptotic properties of the periodogram for a deterministic level shift component when B = 2
(one level shift), with the addition of a short-memory component. Of interest, they showed
that E(Iu;k) = Op(T=k
2). Kunsch (1986, Lemma 2) considered the asymptotic properties of
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the periodogram of a short-memory process contaminated by a bounded monotone trend. Qu
(2008, Lemma 1) extended Kunschs results to the Lipschitz continuous case and showed that
E(Iu;k) = Op(T=k
2). Iacone (2010) discussed the order of the periodogram of in the case of a
fractional trend and showed that E(Iu;k) = Op(T=k2).
Remark 10 Unlike short-memory dynamics or contaminating noise, which introduce only -
nite sample biases to the memory parameter estimator, the bias caused by LFC usually remains
asymptotically, as in Hou and Perron (2013). In this sense, LFC is a more potent form of
contamination than additive noise and short-memory dynamics.
Remark 11 In the aforementioned literature, wt is often referred to as an additive noise
component when the primary concern is the long-memory property of the observed time series.
fwtg comes into the data series mostly as idiosycrastic innovations of a stationary short-
memory process and, when it coexists with a long-memory process, is known to cause downward
bias to memory parameter estimates of the long-memory process if ignored by the model (note
that this is di¤erent from the short memory dynamics of the long memory process ~yt). Such
bias is higher when using a larger bandwidth. Additive noise can be captured by perturbed LW
estimators as in Hurvich. et. al. (2007), but not by LP estimators. We know from Hou and
Perron (2013) that although a downward bias on memory parameter estimates is universal
among models not capturing noise, the LWLFC estimator has a smaller bias caused by such
contamination of additive noise than both trimmed and non-trimmed LP estimators.
It is assumed throughout this Chapter that the regularity assumptions A1~A5 in Hou and
Perron (2013) hold, in order to have consistency and the usual asymptotic distribution for the
modied LW estimators.
2.2.2 The Modied Local-Whittle Estimators
We suppress the existence of noise processes in the DGP, i.e. assuming wt = 0, until the
introduction of perturbed LW estimators and start by giving the denition of these modied
LW estimators below:
Denition 5 The LWLFC estimator proposed in Hou and Perron (2013) is the minimizer
(d^; ^) of the following objective function:
Jm(d; ) = log(
1
m
mX
k=1
Ik
gk
) +
1
m
mX
k=1
log(gk)
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where gk = 
 2d
k + (=T )
 2
k , Ik = Iz(k) = (2T )
 1jTt=1zteitj2 is the periodogram of the
observed data zt, and  = Gu=G0 is the noise-signal ratio for LFC.
Remark 12 LFC is controlled because the spectral density function is of order (Gu=T ) 2k ,
where Gu is the magnitude of the LFC. LWLFC is semi-parametric in the sense that it assumes
the spectral density function of a long-memory process can be approximated by G0 2dk , when
k is small enough and the approximated spectral density function for zt is
fk = G0
 2d
k +
Gu
T
 2k
which is called the pseudo spectral density function of zt.
Denition 6 The full-parametric ARFIMA(p,d,q)+LFC LW estimator is the minimizer ^ =
(d^; ^; fa^kgpk=1; fb^kgqk=1; 2") of the following objective function:
Jm() = log(
1
m
mX
k=1
Ik
gk
) +
1
m
mX
k=1
log(gk)
where
gk = j1  e ij 2d + 
T
 2k
and
G0 =
jB(0)j2
jA(0)j2
2"
2
;  =
Gu
G0
= Gu
jA(0)j2
jB(0)j2
2
2"
It is the frequency domain MLE if we assume that the long-memory process yt follows an
ARFIMA(p,d,q) process:
(1  L)dyt = ~yt
where
A(L)~yt = B(L)"t
"t~i.i.d N(0; 2"), so the spectral density function of yt is
jB(e i)j2
jA(e i)j2
2"
2j1  e ij2d
and the pseudo-spectral density function of zt is given by
fk =
jB(e i)j2
jA(e i)j2
2"
2j1  e ij2d +
Gu
T
 2k
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We now address the additive noise process wt, a component which stimulated perturbed
estimators. An advantage of LW-type estimators is that, since they use the QMLF in the
frequency domain, they can easily be modied to accommodate more types of structures in the
DGP, without the requirement to trim some of the low frequencies. The extension to account
for additive noise, known as the perturbed modied Local-Whittle estimator or LWPLFC, is
introduced below. The reader is referred to Hou and Perron (2013) for more details.
Denition 7 The LWPLFC estimator is a perturbed LWLFC estimator, where both LFC and
additive noise are accounted for: we add a constant term into the spectral density function, so
that the modied pseudo spectral density function is:
fk , fz(k) = G0 2dk +Gw +Gu
 2k
T
= G0(
 2d
k +
Gw
G0
+
Gu
G0
 2k
T
)
= G0(
 2d
k + w +
u
T
 2k ) = G0gk
where, with a slight abuse of notation relabeling u = Gu=G0,
gk = (
 2d
k + w +
u
T
 2k )
and the (approximate) frequency domain QMLF is, with  = (w; u)0,
'(G; d; ) =
1
m
mX
k=1
'k(G; d; )
Concentrating G out of the QMLF, the estimate of G is:
G^ =
1
m
mX
k=1
Ik
gk
and the local Whittle (frequency domain QMLE) estimator under noise perturbations and low
frequency contaminations, denoted as the LWPLFC estimator, is:
(d^m; ^m) = argmin
d;
Jm(d; )
Another direction of extension is assuming a full parametric structure on the long-memory
process yt, which results in the full-parametric modied Local-Whittle estimator:
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Denition 8 The full-parametric perturbed ARFIMA(p,d,q)+LFC LW estimator is the min-
imizer ^ = (d^; ^ = (^w; ^u)0; fa^kgpk=1; fb^kgqk=1; 2") of the following objective function:
Jm() = log(
1
m
mX
k=1
Ik
gk
) +
1
m
mX
k=1
log(gk)
where
gk = j1  e ij 2d + u
T
 2k + w
with
G0 =
jB(0)j2
jA(0)j2
2"
2
; u =
Gu
G0
= Gu
jA(0)j2
jB(0)j2
2
2"
; w =
Gw
G0
It is the frequency domain MLE if we assume that the long-memory process yt follows an
ARFIMA(p,d,q) process:
(1  L)dyt = ~yt
where
A(L)~yt = B(L)"t
"t~i.i.d N(0; 2"), so the spectral density function of yt is
jB(e i)j2
jA(e i)j2
2"
2j1  e ij2d
and the pseudo-spectral density function of zt is given by
fk =
jB(e i)j2
jA(e i)j2
2"
2j1  e ij2d +
Gu
T
 2k +Gw
Remark 13 The full-parametric perturbed LW estimators are constructed as full-parametric
LW estimators with a perturbation (noise) parameter. By modeling additive noise, the variance
of those estimators are all proportional to the reciprocal of the true memory parameter in the
long-memory process (see Hurvich et.,al. (2005) for details). Hence, care should be exercised
when interpreting the numerical results from these types of estimators, and cross-checking with
results from other estimators should be performed to determine the most likely true DGP of
the data to avoid applying the perturbed estimators to DGPs with a true memory parameter
close to zero.
Remark 14 An e¤ective technique for distinguishing a process with both true long-memory
and short-memory components from a true pure short-memory process is to rst apply non-
perturbed LFC-robust LW estimators, such as LWLFC, to get a lower bound of the true memory
parameter since it is not upward-biased by LFC (and short memory dynamics with proper choice
62
of bandwidth), but may be downwardly-biased by additive noise. If the LWLFC estimate of the
memory parameter is above zero, then the true memory parameter of the long-memory process
is greater than zero, so we can apply the perturbed LW estimators legitimately. However, an
LWLFC estimate close to zero does not guarantee a pure short-memory process, since it may
be the result of a large additive noise component. An important future research objective is to
develop strategies applicable for this case.
Remark 15 For the bandwidth choice, as pointed out in Hou and Perron (2013), when there
is additive noise, the performance of LWLFC is better when using a small bandwidth, while
the performance of LWPLFC is better when using a large bandwidth. For the full-parametric
estimators, ideally, the choice of bandwidth should not be a problem, and all frequencies should
be taken into consideration; but when there is noise in the data, the QML function becomes
at at higher frequencies and hence the variance becomes large. To mitigate this, we report
the truncated full-parametric estimation using truncation m = T 0:8, a bandwidth with good
performance according to simulations.
Remark 16 Semi-parametric and full-parametric estimators have their own advantages and
drawbacks. For semi-parametric estimators, the DGP is not required to follow a specic dis-
tribution; for LW based estimators even Gaussianity of the underlying process is not required,
while LP based estimators do need Gaussianity. However, semi-parametric estimators uses an
approximation of the spectral density function of the observed data when the frequency is close
to zero, and hence cannot utilize the full range of frequencies. By using an approximation of
the true spectral density function they will be less e¤ective than full-parametric estimators if
the latter are applied to a correctly specied DGP. Full-parametric estimators generally gives
better results than semi-parametric estimators when applied to a correctly specied DGP, but
may give biased and inconsistent estimates if the model is not correctly specied.
2.2.3 The Data
The data collected in this paper consists of ten nancial time series that have been identied
by aforementioned researchers as either arising from or exhibiting properties of long-memory
processes. 1 The rst four time series we study are those examined by Lu and Perron (2010)
and McCloskey and Perron (2011): log-squared daily returns series of the 1) S&P 500, 2) Dow
Jones Industrial Average (DJIA), 3) NASDAQ, and 4) AMEX stock market indices. The S&P
500 series analyzed here starts on July 3, 1962 and ends on March 25, 2004, with T = 10504
1We are grateful to Adam McCloskey and Rasmus T. Varneskov for providing the rst four and last six
nancial time data series, respectively.
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observations; the DJIA series starts on March 4, 1957 and ends on October 30, 2002, with T =
11534 observations; the NASDAQ series starts on December 15, 1972 and ends on December
31, 2006, with T = 8592 observations; the AMEX series starts on July 3, 1962 and ends on
December 31, 2006, with T = 11201 observations. As discussed in Lu and Perron (2010),
log-squared returns are a common measure of volatility, and appear to resemble that of a long-
memory process (Mikosch and St¼aric¼a (2004)), but at the mean time can also explained as
an i.i.d. series a¤ected by occasional shift in the unconditional variance (St¼aric¼a and Granger
(2005)). When returns are zero or close to it, the log-absolute value transformation implies
extreme negative values. To avoid this problem, we bound absolute returns away from zero by
adding a small constant so-called o¤set parameter, a technique introduced to the stochastic
volatility literature by Fuller (1996). Lu and Perron (2010) show that the results of this
approach are robust to alternative specications, for example using another value for o¤set
parameter, deleting the zero observations, or replacing them by a small value.
The other six time series are those examined by Varneskov and Perron (2013): 5) realized
volatility series constructed from tick-by-tick trades sampled on the SPY from January 1997
through July 2008, with T = 2914 observations (trading days); two series of realized volatility
estimates for the period of 1982 to 2007 using ve-minute returns on 6) S&P 500 with T =
6262 observations and 7) T-bond futures during trading hours with T = 5069 observations,
respectively, after deleting missing entries; daily returns on the 7) Dollar-Aus and 8) Dollar-
Yen exchange rates from January 4, 1971 to April 10, 2009, both with T = 9600 observations;
and 10) S&P 500 daily returns dating from 1929 to 2004, with T = 20327 observations. As
pointed out in Varneskov and Perron (2013), HF estimates of volatility are unbiased and highly
e¢ cient proxies of return volatility, thus permitting greater statistical precision. The reader
is referred to Varneskov and Perron (2013) for details about construction of data series. For
similar reasons mentioned in the construction of the rst four time series, we remain concerned
with the same logarithmic transformations of these last six measures as well.
Note that all these empirical time series are much longer than those studied in simula-
tions. As a result, we expect bias and RMSE measures to be lower than those indicated by
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simulations, provided that the models adopted are consistent with true DGPs of the empirical
data.
2.2.4 Simulation and Estimation Strategy
We briey describe the simulation and estimation strategy adopted throughout this paper. In
simulation we focus on a performance analysis of estimators under misspecication. For non-
perturbed estimators, we study their performance under additive noise; for semi-parametric
estimators, we study their performance under short-memory dynamics. We are particularly
interested in the performance of estimators under DGPs with large additive noise, with close
to zero or large memory parameters, since these features are pertinent to empirical data. We
also study the general performance of full-parametric estimators, which is not covered by Hou
and Perron (2012).
In empirical analysis, we rst apply non-perturbed estimators and investigate their perfor-
mance under di¤erent bandwidths. After nding evidence that the true memory parameter is
above zero and is su¢ ciently large, we use perturbed estimators and compare the di¤erence
between results. This approach is dened as a mixed procedure, for reasons that will become
apparent in Section 2.3.
2.3 Simulation Studies of Various EstimationMethods under Di¤erent Con-
taminations Magnitudes
In this Section we use simulations to illustrate the performance and e¤ectiveness of various
LW based estimators under a variety of di¤erent DGPs for which our robust estimators were
designed. The parameter settings of simulations are adjusted to imitate those of particular
interest in the current literature. The primitive shocks "t used to generate the long-memory
process yt are i.i.d Normal, and always has its variance normalized to unity: var("t) = 1. The
long-memory process yt is generated using a Gaussian fractional ARFIMA(p,d,q) process with
innovation variance var("t) set to unity as above, and reduces to a simple Gaussian fractional
long-memory process when p = q = 0; yt is said to be contaminated by short-memory dynamics
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if p or q are not equal to zero. The LFC ut is exclusively considered as RLS for its proven
prevalence in most nancial time series in the contemporary literature. We report results for
d = 0 as yt being a short-memory process, 0.45 as a stationary long-memory process, and 0.7
as a nonstationary long-memory process. The last setting of d is motivated by the empirical
ndings, in which some perturbed estimators have a d estimate larger than 0.5 in certain data
series.
The average number of level shifts per sample is set to p = 10; 20 and the distribution of
the shifts is t~i:i:d:N(0; 
2
"), so u = 2p(
2
=
2
") is the noise-signal ratio for LFC. This setting
is adopted by most authors studying RLS. Throughout the simulations, wt is a white noise:
wt~i:i:d:N(0; 
2
w), with variance 
2
w so the noise-signal ratio of additive noise is w = 
2
w=
2
",
and the noise-signal ratio w is set to be either moderate (w = 1; 4) or large (w = 30),
simulating series either composed of long-memory process and small additive noise, or series
composed of a large noise and a moderate long-memory process.
The remaining parameter settings of the simulations are: bandwidth  = 0:8; 0:7; 0:6; 0:5;
total observation T=3000, 5000; and number of replications N=500. Although u cannot be
consistently estimated when LFC exists (see Hou and Perron, (2013)), its value will be recorded
on occasions where it may be of interest. It will be shown later that although ^u will converge
to zero when there is no LFC, having a large ^u cannot be presented as evidence supporting
the existence of LFC.
2.3.1 Performance of Semi-Parametric LW Estimators
Performance of LWLFC under additive noise, T=5000
We begin our simulations by studying the performance of LWLFC estimators with varying
bandwidth. The DGP used here is the one with long-memory and additive noise:
zt = yt + ut + wt
where zt is the observed data, yt~ARFIMA(0,d,0), ut is a RLS process with an average number
of shifts p = 10 and variance of shift 2 so u = 2p(
2
=
2
"), and wt is white noise with variance
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2w so w = 
2
w=
2
". The results are recorded in Tables 2.1-2.3.
Tables 2.1-2.3 illustrate a substantial downward bias that even a moderate additive noise
can cause in an LWLFC estimator. Even with a large number of observations (T = 5000), the
downward bias is still strong enough to induce an erroneous identication of the process of
interest as a short-memory process contaminated by LFC. Bias increases with the noise-signal
ratio w = 2w=
2
", although it still remains sizable when w is small. Bias also increases with
the bandwidth, an unwelcome feature that inhibits maximum usage of data. Nevertheless,
LWLFC is still the estimator with lowest downward bias among all LFC-robust estimators as
mentioned in Hou and Perron (2013).
Performance of LWLFC under short-memory dynamics, T=5000
Next we study LWLFC and LWPLFC under short-memory dynamics. The DGP used here is
without additive noise:
zt = yt + ut
where zt is the observed data, yt~:ARFIMA(1,d,1), with a being the AR(1) coe¢ cient and b
being the MA(1) coe¢ cient, ut is an RLS process with an average number of shifts p = 10 and
variance of shift 2 so u = 2p(
2
=
2
"). The results are listed in Tables 2.4-2.5.
Upon examination of Tables 4-5, it is clear that a positive AR(1) coe¢ cient in short-memory
dynamics can cause a high upward bias when bandwidth is large, but its impact decays rapidly
when bandwidth decreases. A positive MA(1) coe¢ cient has almost no observable e¤ect on
LWLFC; but a negative MA(1) coe¢ cient can cause a downward bias similarly to how additive
noise does, and its impact also decays with a decreasing bandwidth, although the rate of
decrease is slower than that with a positive AR(1) coe¢ cient. An ARFIMA(1,d,1) process
with both a positive AR(1) and a MA(1) coe¢ cients will show primarily AR(1) feature and
causes an upward bias. An ARFIMA(1,d,1) process with a positive AR(1) and a negative
MA(1) coe¢ cients will have the biases caused by its AR(1) and MA(1) coe¢ cients cancel
out each other to make the nal magnitude of bias smaller than any of the two biases alone.
As a special case, when AR(1)=-MA(1), these biases completely neutralize each other and
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an ARFIMA(1,d,1) process simplies to an ARFIMA(0,d,0) process, which is a trival case
that is not reported in the simulations. A DGP with a lower true memory parameter is more
strongly biased by a MA, and as a result occasionally a negative value of the memory parameter
estimates is recorded. Since applying LWLFC with a small bandwidth e¢ ciently eliminates
upward bias on the memory parameter caused by short memory dynamics as well as LFC,
LWLFC with a small bandwidth gives a credible lower bound of the memory parameter.
2.3.2 A Su¢ cient Condition to Identify Long-memory: The Mixed Procedure
As pointed out by the literature cited above, the two primary contaminations that can cause
substantial bias in memory parameter estimation in empirical studies are additive noise, which
causes negative bias; and LFC, which causes positive bias. When additive noise is of concern,
non-perturbed estimators are shown to have a large negative bias whether they are robust to
LFC or not. On the other hand, although perturbed estimators are robust to additive noise in a
genuine long-memory environment, their variance inates to innity as the memory parameter
of the long-memory process approaches zero. These complications raise the natural question
of whether there is a criterion that can robustly identify long-memory processes. In what
follows we provide the rst estimation strategy to address these two types of contaminations
simultaneously and to establish a su¢ cient (but not necessary) condition to positively identify
the existence of a long-memory process, even under large additive noise and LFC.
Recall that the DGP used here is
zt = yt + ut + wt
where zt is the observed data, yt~ARFIMA(0,d,0), ut is a RLS process at an average of shifts
p = 10 and variance of shift 2 so u = 2p(
2
=
2
"), and wt is white noise with variance 
2
w so
w = 
2
w=
2
".
To illustrate the method, we rst need a clear picture of the biases of LWLFC and LWPLFC
under di¤erent settings, which is listed in Tables 2.6-2.7.
Table 2.6 provides estimates of d and u for LWLFC and LWPLFC under large noise. As
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noted in the beginning of the simulations, here we report the non-consistent estimator ^u, which
is a random variable, to o¤er some insight. An interesting fact is that when the true DGP is the
combination of a long-memory process (usually nonstationary as well) and a additive noise, the
LWLFC estimator, without additive noise modeled, while giving a downwardly biased estimate
of the memory parameter, will mostly give an upwardly biased estimate of u. Because ^u
will converge to zero when there is no LFC, a large ^u may induce a practitioner to falsely
conclude evidence of LFC in the data. The intuitive explanation for this is that the objective
function, failing to be consistent with true DGP, will try increasing ^u to "compensate" the
bias on the memory parameter estimate. In this sense LWLFC tends to confuse a long-memory
process component and an LFC component, and when only a long-memory process but no LFC
exists, generates a memory parameter estimate value in between the long and short-memory
parameters, while suggesting the false existence of LFC. This is a feature that we suspect is
shared by all estimators that are robust under LFC but not under additive noise. On the
other hand, the perturbed LWPLFC estimator removes the negative bias of d caused by noise,
but still has large estimates of u, indicating that LWPLFC may also lead to a false-positive
existence of LFC despite its robustness under both noise and LFC. As a consequence, we
recommend that in practice the large value of ^u cannot be used as evidence conrming the
existence of LFC.
Table 2.7 reveals the degree of RMSE explosiveness when LWPLFC is applied to a DGP
without long-memory. Interestingly, the bias of d is always positive and ^u is arbitrarily large.
Such huge bias and RMSE of LWPLFC under a short-memory process casts a shadow on any
results with a large d^, since it may be either caused by a genuine long-memory contaminated
by additive noise, or by a genuine short-memory process without additive noise.
However, using a procedure that combines LWLFC and LWPLFC can establish a su¢ cient
condition for the existence of a long-memory process and give a robust estimate of the memory
parameter of the long-memory process once that condition is satised. In this procedure, the
practitioner rst applies LWLFC to the data series of interest, and as discussed above, receives
a lower bound of d. If this value is su¢ ciently greater than zero, one can condently conclude
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that the true d lies above zero, and hence validate an application of the LWPLFC estimator
that will eliminate a negative bias on d^ of LWLFC and result in a robust estimate of d. We
refer to this procedure as a "mixed procedure", and exploit it extensively in the empirical
studies.
It is also of interest to explore the order of estimates given by LW, LWP, LWLFC, LWPLFC,
and trimmed LP estimators applied on the same data. The classical LW estimator is subject
to two types of biases: the upward bias from LFC and the downward bias from additive noise.
LWP is subject to upward bias from LFC but not subject to downward bias from additive
noise. On the other hand, estimators only controlling for LFC (trimmed LP, LWLFC) are not
subject to an upward bias from LFC but to downward bias from additive noise. So in a DGP
where both LFC and additive noise exist, the value of d estimates should be in the following
order:
fd^LWLFC ; d^trimmedLP g < fd^LW ; d^LWPLFCg < d^LWP
where estimates using estimators in the same group may have any order. From this comes the
well known fact that classical LW or LP estimators that do not consider any contamination
have larger d estimates than LWLFC and trimmed LP estimates. The perturbed estimators
not robust under LFC, which are not biased downwardly by noise but biased upwardly by
LFC, should always have the largest estimate of d.
Remark 17 The mixed procedure can positively conrm the existence of long-memory. How-
ever, it cannot be employed to exclude the existence of long-memory in data. As of now, there is
no known credible strategy that can generate a su¢ cient condition for absence of long-memory.
Research on this problem may prove promising in the future.
2.3.3 Performance of Full-parametric LWLFC Estimators
We now turn our sights to the parametric LWLFC estimator ARFIMA(p,d,q)+LFC. Our
primary interest is the case in which p = q = 0 and p = q = 1, as simulations (not listed)
having too many ARMA coe¢ cients will greatly increase the time of computation, as well as
the di¢ culty of nding the true global maximum of QMLF and the RMSE of all estimates. For
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ARMA coe¢ cients, we choose the most appropriate settings that may occur in our empirical
data: when there is no short-memory dynamic (a = 0, b = 0); and when there is positive
autocorrelation and a negative moving average (a = 0:3, b =  0:7). The memory parameter
may take value of 0, 0.45, or 0.7, representing a short-memory process, and a stationary or
nonstationary long-memory process, respectively. Departing from the previous analysis, we
x a bandwidth at  = 0:8 in all full-parametric simulations because 1)  is not required to
be smaller than one since the true form of the QML function is adopted; 2) if the full range
of frequencies is used ( = 1) the QML function becomes at at higher frequencies and the
estimate loses accuracy (as conrmed by unreported simulations).
The DGP used here is
zt = yt + ut + wt
where zt is the observed data, yt~ARFIMA(0,d,0), ut is a RLS process with an average number
of shifts p = 10 and variance of shift 2 so u = 2p(
2
=
2
"), and wt is white noise with variance
2w so w = 
2
w=
2
". Simulation results are presented in Tables 2.8-2.9 without noise and in
Table 2.10 with noise.
The parameter values used in Tables 8-9 are: 1) 2=
2
" = 1, p = 10, u = 20, w = 0.
2) 2=
2
" = 1, p = 10, u = 20, w = 0. These two tables show that the ARFIMA+LFC
estimators generally have good accuracy about the memory parameter, but large RMSE on
the ARMA coe¢ cients. Note that even without additive noise, ^u is still highly volatile.
Table 2.10, with parameters set to 2=
2
" = 1, p = 10, u = 20, w = 10, explores
the performance of ARFIMA+LFC estimators under additive noise and attempts to check if
an ARFIMA(1,d,1)+LFC model can absorb additive noise e¢ ciently by adjusting its MA(1)
coe¢ cient. We can see that although an ARFIMA(1,d,1)+LFC model has lower downward bias
on memory parameter estimates than an ARFIMA(0,d,0)+LFC model, it is still downwardly
biased. So its MA(1) parameter absorbs a part, but not all, of the additive noise. The estimate
of ^u is still inated by additive noise, just as in the case of semi-parametric estimators with
inaccuracy growing with d, further indicating that ^u cannot be used to conrm the existence
of LFC using full-parametric estimators.
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2.3.4 Performance of Full-parametric Perturbed LWLFC estimators
For the reason stated earlier, throughout this subsection we retain the setting of a xed band-
width  = 0:8 and sample size T=5000.
We now study the most complicated estimator: full-parametric perturbed LW estimators
PARFIMA(0,d,0)+LFC. In such models, an important question arises: whether the benet
from the additional t between a complex model and true DGP can compensate for the in-
creased RMSE caused by the greater number of parameters introduced. The DGP used here
is the same as that for the non-perturbed ARFIMA+LFC estimators:
zt = yt + ut + wt
where zt is the observed data, yt~ARFIMA(0,d,0), ut is a RLS process at an average of shifts
p = 10 and variance of shift 2 so u = 2p(
2
=
2
"), and wt is white noise with variance 
2
w so
w = 
2
w=
2
". Results are shown in Tables 2.11-2.12 for PARFIMA(0,d,0)+LFC, and in Tables
2.13-2.19 for PARFIMA(1,d,1)+LFC.
The performance of full-parametric perturbed LW estimators PARFIMA(0,d,0)+LFC (Ta-
bles 2.11-2.12) reveals that when the true memory parameter is far from zero, even for data
with large additive noise, perturbed full-parametric LW estimators can still capture the long-
memory process with decent accuracy, but without good accuracy on parameters other than
the memory parameter. However, as predicted by the theory of perturbed estimators, when
the true memory parameter is zero, the bias and RMSE of perturbed estimates are large and
the PARFIMA(0,d,0)+LFC estimator loses accuracy.
The performance of PARFIMA(1,d,1)+LFC (Tables 2.13-2.19) indicates that the bias and
RMSE of our PARFIMA(1,d,1)+LFC estimator is comparable with the trimmed ARFIMA(1,d,0)
estimator in McCloskey (2013), with our estimator having less bias, less RMSE for d, and a
larger RMSE for the ARMA coe¢ cient. Also there is trade-o¤ e¤ect between MA(1) and
additive noise, since they both have large RMSE. Again, as predicted by the theory of per-
turbed estimators, when the true memory parameter is zero, the bias and RMSE of perturbed
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estimators inate immensely and the PARFIMA(1,d,1)+LFC estimator loses accuracy.
2.4 Empirical Analysis
In this Section, we apply our estimators to various time series that have been identied in the
literature as either arising from or exhibiting properties of long-memory processes. We examine
the extent to which RLS or other LFC components may be playing a role in inuencing the
long-memory character of the data, and biasing the memory parameter estimate toward the
conclusion that a genuine long-memory process is coexisting with them. We also investigate
the variation of estimates according to bandwidth choice and report the random variable ^u for
each time series under study, with the hope of deriving more insights about the most likely types
of DGPs underlying the data. All statistics reported as zero are accurate to absolute values
within 10 3. It must be pointed out that the true DGP of the long or short-memory process
may not follow an ARFIMA(p,d,q), so all the full-parametric estimators may be misspecied.
For each data series, two tables are provided to present results from semi-parametric and full-
parametric estimators, respectively. We also report LWLFC with more bandwidths in the last
column of the table of semi-parametric estimators, to give more insight on the sensitivity of
the d estimate to bandwidth choice, in order to investigate whether the mixed procedure is
applicable.
The rst data series we analyze is the S&P 500 daily volatility series (1962-2009), with
the results listed in Tables 2.20-2.21. The classical LW estimator gives a memory parameter
estimate from 0.261 to 0.495, increasing as bandwidth decreases, implying a long-memory
process. The signicant changes on parameter estimates with bandwidth indicates that the
true DGP is not a pure long-memory process, and can be explained both as (1) the true DGP
is a long-memory process, possibly accompanied by a noise process and contaminated by LFC;
and (2) the true DGP consists of the noise and the RLS, and possibly some short-memory
process. The LWP estimator has higher estimates of d, conrming the existence of a noise
but, as we appeal to the case discussed earlier, excludes neither possibility (1) nor (2), since
in condition (2) the LWP estimator loses its accuracy when applied to a pure short-memory
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process.
The LFC-robust estimators, such as LWLFC and trimmed LP, on the other hand, conrmed
the existence of LFC by giving much lower memory parameter estimates than those using
classical LW and LP estimators. It remains to be seen whether a true long-memory process
exists or not. The LWLFC estimates increase as bandwidth decreases, which is consistent
with the pattern of LFC-robust d estimates of a long-memory process contaminated by noise.
And a d estimate of 0.183, 0.212, 0.237 when  = 0:75; 0:73; 0:7; respectively, is large enough
to positively identify a pure long-memory process and invoke the mixed procedure. While
we admit that at the highest bandwidth our LWLFC estimates (0.095 when  = 0:8), albeit
still positive and higher than that of trimmed LP from McCloskey and Perron (2013) ( -0.017
when  = 0:8), are not far enough from zero, we argue that this is most likely caused by the
existence of noise, since the d estimate increases considerably with bandwidth.
Turning to full-parametric estimators, the ARFIMA(0,d,0)+LFC estimator produces esti-
mates reminiscent of those from LWLFC when  = 0:8. The ARFIMA(1,d,1)+LFC estimator
gives a high memory parameter estimate and strong mean reverting coe¢ cient, suggesting the
existence of a large additive noise and a long-memory process.
The perturbed models, both LWPLFC and full-parametric ones, all give similar results. As
was noted in Sections 2 and 3, because noise in the data causes the frequency-domain QMLF
to become at at higher frequencies, using a bandwidth of  = 0:8 is better than using a full
range of frequencies. These high d estimates ( d^LWPLFC = 0:655 when  = 0:8), larger than all
that derived using LWLFC and less sensitive to bandwidth, are consistent with a long-memory
process contaminated by a noise process.
We conclude that our ndings for these data, besides conrming the existence of noise
and a LFC, which is consistent with the previous literature, also suggests the evidence of a
long-memory process. Although the LWLFC estimate of d at  = 0:8 is not far enough from
zero, the fact that the LW and LWLFC d estimates increases rapidly as bandwidth decreases
and that ARFIMA(1,d,1)+LFC yields a high memory parameter estimate and strong negative
MA(1) coe¢ cient indicates that the true d is indeed large enough to employ the mixed strategy.
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At every bandwidth the trimmed LP gives a lower d estimate than the LWLFC does, reiterating
the theoretical explanation in (Hou and Perron (2013) that under contamination of additive
noise, the trimming technique aggravates negative bias by excluding low frequencies (at which
the spectral density of a long-memory process with higher memory di¤ers most from a short-
memory process,) from data.
Most of the daily data studied- i.e. daily returns series of DJIA in Tables 2.22-2.23,
NASDAQ in Tables 2.24-2.25, AMEX in Tables 2.26-2.27, another S&P 500 daily volatility
series in Tables 2.30-2.31, and daily data on the Dollar-Yen exchange rate in Tables 2.34-2.35-
show properties reminiscent to various degrees of those from the rst data of the daily S&P 500.
These properties are: (1) those d estimates that are not robust to LFC suggest a long-memory
and even a nonstationary process; (2) those d estimates that are robust to LFC but not additive
noise (such as trimmed LP) nd no evidence of long-memory memory but strong existence of
LFC; (3) those d estimates of non-perturbed Local-Whittle LFC-robust estimators are positive,
below those d estimates not robust to LFC and above those previous d estimates robust to
LFC, and although they may not be large enough at the largest bandwidth considered, increase
rapidly as bandwidth decreases; (4) perturbed LFC-robust estimators give large d estimates;
(5) the ARFIMA(1,d,1)+LFC estimator gives negative MA(1) coe¢ cient estimates. These
properties lead us to the conclusion that aside from LFC and noise previously identied in the
data, a long-memory component resides in them as well.
Unlike the other daily series, daily data on the Dollar-Aus exchange rate follows a di¤erent
pattern. Its LWLFC d estimate remains relatively steady across bandwidths above 0.7 and
the MA(1) coe¢ cient is positive and close to zero, implying the possibility of a true memory
parameter close to zero and casting doubts on the credibility of perturbed estimators. This is
a case for which the mixed procedure cannot be reliably applied. We conclude that the data
reect a short-memory process and LFC, possibly mixed with a weak long-memory process.
Presented in Tables 2.28-2.39 are the results for high-frequency data series, including HF
data on SPY in Tables 2.28-2.29, HF data on the S&P 500 in Tables 2.36-2.37 and HF data
on 30-Year T-Bonds are similar among themselves, but are quite di¤erent than those for daily
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data, with strong evidence of long-memory. All estimators have relatively stable d estimates
across all bandwidths. Classic LW and LWP estimators do have higher estimates of d due to
bias caused by LFC. For HF data on SPY and the S&P 500, perturbed estimators, validated
by large d estimates from non-perturbed estimators, give d estimates not signicantly larger
than their non-perturbed counterparts and small estimates of w, indicating that the presence
of noise is not substantial using high-frequency data. Their true DGPs are best construed as a
long-memory process with LFC. The case of HF data on 30-year T-Bonds is slightly di¤erent
from the other two high-frequency data series, in that it shows the presence of additive noise
supported by the facts the that d estimates of LWLFC increases as bandwidth decreases, that
signicant increases of d estimates are given by perturbed estimators, and that a negative
MA(1) coe¢ cient estimate is given by ARFIMA(1,d,1)+LFC. This shows that although addi-
tive noise is considered to be insubstantial in most high-frequency based series, it cannot be
completely excluded from consideration.
2.5 Conclusions
In this paper, we provide the rst empirical approach for robustly estimating the memory
parameters of data series that allows for coexistence of both short-memory process and long-
memory process, low frequency contaminations such as level shifts as well as additive noises.
We provide a su¢ cient condition for the existence of long-memory and propose a mixed proce-
dure that combines a modied Local-Whittle estimator and its perturbed and full-parametric
variants to verify that su¢ cient condition in practice. We apply our estimation methodol-
ogy to daily returns based volatilities on S&P 500, DJIA, NASDAQ, AMEX, Dollar-AUS and
Dollar-Yen exchange rates, together with high-frequency based volatility for the bond and stock
market data. These series have been the focus of research using a variety of methods, due to
the fact that they exhibit evidence of long-memory that however also appears to be spurious if
contaminations are taken into account. Our estimation results reveal that: 1) level shifts are
indeed present in all series; 2) a genuine long-memory component is present in high-frequency
based measures of volatility, where little evidence of noise is present, except for the realized
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volatility series of 30-year Treasury Bond futures; and 3) that noise is present in all daily
data. These ndings agree with the contemporary literature that studies LFC and spurious
long-memory, such as McCloskey and Perron (2013). Through our mixed procedure, we con-
tribute to the literature by nding evidence of long-memory processes in most low frequency
daily measures, suggesting a combination of a long-memory processes, a noise, as well as a
LFC in such data, with the relative magnitude of each of these components varying according
to the specic series. We also perform simulations to show the nite sample properties of
several modied LFC-robust LW estimators, including several perturbed and full-parametric
estimators.
There appear to be many promising avenues for future research. The mixed procedure,
although it can verify the su¢ cient condition for evidence of long-memory, loses its power
when the lower bound of the d estimates given by non-perturbed estimators approach zero.
Methods to identify a long-memory process in a DGP with a large noise component are desired.
Estimation strategies that can model the correlation between di¤erent components in the same
data should provide more reliable empirical results than current methods assuming the mutual
independence of di¤erent components.
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Table 2.1: LWLFC under large noise, d=0.45, T=5000
LWLFC, u = 20, d=0.45
w = 5 w = 10 w = 20
 Bias RMSE Bias RMSE Bias RMSE
0.8 -0.291 0.292 -0.345 0.346 -0.382 0.383
0.75 -0.263 0.265 -0.319 0.321 -0.368 0.370
0.7 -0.226 0.232 -0.295 0.298 -0.343 0.346
0.65 -0.188 0.200 -0.258 0.263 -0.323 0.328
0.6 -0.154 0.177 -0.245 0.258 -0.296 0.314
0.55 -0.150 0.194 -0.205 0.241 -0.277 0.301
Table 2.2: LWLFC under large noise, d=0.7, T=5000
LWLFC, u = 20, d=0.7
w = 5 w = 10 w = 20
 Bias RMSE Bias RMSE Bias RMSE
0.8 -0.467 0.469 -0.552 0.554 -0.599 0.600
0.75 -0.389 0.395 -0.479 0.483 -0.549 0.551
0.7 -0.300 0.314 -0.415 0.424 -0.496 0.501
0.65 -0.211 0.241 -0.321 0.338 -0.454 0.477
0.6 -0.167 0.236 -0.214 0.259 -0.408 0.451
0.55 -0.142 0.269 -0.183 0.255 -0.296 0.383
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Table 2.3: LWLFC on short-memory process with short-memory dynamics,
T=5000
zt = yt + ut, LWLFC, u = 20, d=0
a = 0:6; b = 0 a = 0; b =  0:6 a = 0; b = 0:6 a = 0:6; b = 0:6
 Bias RMSE Bias RMSE RMSE Bias RMSE
0.8 0.318 0.320 -0.496 0.500 0.063 0.341 0.342
0.7 0.131 0.137 -0.246 0.282 0.052 0.129 0.134
0.6 0.044 0.112 -0.186 0.459 0.178 0.032 0.091
Table 2.4: LWLFC on long-memory process with short-memory dynamics,
T=5000
zt = yt + ut, LWLFC, u = 20, d=0.45
a = 0:6; b = 0 a = 0; b =  0:6 a = 0; b = 0:6 a = 0:6; b = 0:6
 Bias RMSE Bias RMSE Bias RMSE Bias RMSE
0.8 0.256 0.257 -0.484 0.490 0.058 0.063 0.341 0.342
0.7 0.095 0.100 -0.202 0.222 0.013 0.052 0.129 0.134
0.6 0.021 0.059 -0.080 0.193 -0.016 0.178 0.032 0.091
Table 2.5: LWLFC on nonstationary long-memory process with short-memory
dynamics, T=5000
zt = yt + ut, LWLFC, u = 20, d=0.7
a = 0:6; b = 0 a = 0; b =  0:6 a = 0; b = 0:6 a = 0:6; b = 0:6
 Bias RMSE Bias RMSE Bias RMSE Bias RMSE
0.8 0.248 0.249 -0.577 0.581 0.039 0.045 0.281 0.281
0.7 0.104 0.109 -0.205 0.243 -0.006 0.055 0.109 0.114
0.6 -0.010 0.115 -0.058 0.146 -0.043 0.161 0.002 0.096
Table 2.6: LWLFC, LWPLFC on a stationary long-memory process with large
noise
zt = yt + ut + wt, d0 = 0:7, w = 30, u = 0
LWLFC LWPLFC
mean of ^u Bias of d mean of ^u Bias of d
=T 3000 5000 3000 5000 3000 5000 3000 5000
0.8 11.2 17.0 -0.624 -0.617 22.9 18.0 -0.007 -0.001
0.75 10.6 16.5 -0.604 -0.580 18.3 18.6 0.005 -0.007
0.7 9.61 14.89 -0.550 -0.53 20.6 21.0 -0.005 0.006
0.65 9.86 16.2 -0.524 -0.479 22.9 20.9 -0.008 -0.03
0.6 11.1 16.98 -0.459 -0.417 18.7 24.2 -0.017 -0.031
Table 2.7: LWLFC, LWPLFC with pure short-memory process+RLS
zt = yt + ut, d0 = 0; 2e=
2
u = 1; p = 10; u = 20
LWLFC LWPLFC
mean of ^u Bias of d mean of ^u Bias of d
=T 3000 5000 3000 5000 3000 5000 3000 5000
0.8 76.8 44.8 -0.076 -0.043 1.9E9 4.7E5 0.722 0.745
0.75 34.3 40.9 -0.097 -0.055 1.4E9 1.6E6 0.604 0.664
0.7 27.4 40.9 -0.116 -0.067 1.7E6 3.6E8 0.666 0.657
0.65 23.7 38.4 -0.081 -0.068 5.0E6 1.1E10 0.711 0.729
0.6 33.9 18.1 -0.094 -0.091 2.7E6 6.2E5 0.644 0.721
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Table 2.8: Full Parametric ARFIMA(0,d,0)+LFC
 = 0:8, 
2
"
2
= 1, p = 10, u = 20, w = 0, T=5000
zt = yt + ut, ARFIMA(0,d,0)+LFC
a = 0, b = 0 a = 0:3, b =  0:7
d=0 d=0.45 d=0 d=0.45
d u d u d u d u
Bias 0.022 3.29 0.008 56.5 -0.028 1.425 0.067 42.3
RMSE 0.144 23.0 0.094 175 0.095 21.3 0.095 416
Table 2.9: Full Parametric ARFIMA(1,d,1)+LFC
 = 0:8, 
2
"
2
= 1, p = 10, u = 20, w = 0, T=5000
zt = yt + ut, ARFIMA(1,d,1)+LFC
a = 0, b = 0 a = 0:3, b =  0:7
d=0 d=0
d u a b d u a b
Bias -0.003 4.04 -0.092 0.150 Bias -0.015 -3.64 0.057 0.217
RMSE 0.135 26.5 0.577 0.628 RMSE 0.069 15.4 0.161 0.575
d=0.45 d=0.45
d u a b d u a b
Bias 0.011 76.6 -0.144 0.016 Bias 0.057 27.9 -0.080 -0.279
RMSE 0.069 194 0.571 0.440 RMSE 0.109 233 0.247 0.390
Table 2.10: ARFIMA+LFC model with additive noise
 = 0:8, 
2
"
2
= 1, p = 10, u = 20, w = 10
zt = yt + ut + wt, d = 0:45
ARFIMA(0,d,0)+LFC ARFIMA(1,d,1)+LFC
d u d u a b
Bias -0.381 -18.1 Bias -0.303 -18.6 0.037 -0.238
RMSE 0.382 18.2 RMSE 0.315 18.7 0.508 0.482
d=0.45 d=0.45
d u d u a b
Bias -0.584 6.19 Bias -0.274 -8.87 0.036 -0.428
RMSE 0.585 12.1 RMSE 0.380 17.8 0.495 0.658
Table 2.11: PARFIMA(0,d,0)+LFC on long-memory process with LFC and
noise
PARFIMA(0,d,0)+LFC, w = 30
zt = yt + ut + wt, p = 10
u = 0 u = 20
d=0.45
d u w d u w
Bias -0.094 1.05 -0.051 Bias -0.086 -7.36 17.4
RMSE 0.221 2.30 44.5 RMSE 0.252 31.7 96.9
d=0.7
d u w d u w
Bias -0.066 33.5 0.490 Bias -0.092 21.7 -3.81
RMSE 0.195 90.2 27.3 RMSE 0.218 84.6 23.4
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Table 2.12: PARFIMA(0,d,0)+LFC on moderate or no additive noise
PARFIMA(0,d,0)+LFC, u = 0
zt = yt + ut + wt, p = 10
w = 0 w = 4
d=0.45
d u w d u w
Bias 0.014 1.74 0.122 Bias -0.038 2.09 -0.606
RMSE 0.033 3.28 0.228 RMSE 0.081 4.01 2.20
d=0.7
d u w d u w
Bias 0.026 23.9 0.109 Bias -0.010 50.7 -0.052
RMSE 0.044 74.7 0.175 RMSE 0.091 125 1.71
Table 2.13: PARFIMA(0,d,0)+LFC on pure short-memory processes with
LFC
ARFIMA(0,d,0)+LFC+noise
zt = yt + ut + wt, p = 10, d = 0
u = 0
w = 0 w = 4
d u w d u w
Bias -0.064 0.018 12.0 Bias -0.076 0.018 4.53
RMSE 0.251 0.067 68.5 RMSE 0.308 0.064 32.3
u = 20
w = 0 w = 4
d u w d u w
Bias 0.371 196 82.1 Bias -0.020 9.77 28.4
RMSE 0.687 808 147 RMSE 0.469 88.5 87.7
Table 2.14: PARFIMA(1,d,1)+LFC on long memory process
PARFIMA(1,d,1)+LFC,  = 0:8, T=5000
zt = yt + wt, w = 0
d=0.45
d u AR(1) MA(1) w
Bias 0.018 0.692 -0.033 0.043 0.334
RMSE 0.037 5.90 0.294 0.324 1.643
d=0.7
d u AR(1) MA(1) w
Bias 0.025 0.342 0.004 0.003 0.163
RMSE 0.042 2.16 0.240 0.284 0.634
Table 2.15: PARFIMA(1,d,1)+LFC on long memory process, and LFC
PARFIMA(1,d,1)+LFC,  = 0:8, T=5000
zt = yt + ut + wt, u = 20; w = 0
d=0.45
d u AR(1) MA(1) w
Bias 0.004 18.5 -0.031 0.180 0.518
RMSE 0.057 70.1 0.343 0.479 1.667
d=0.7
d u AR(1) MA(1) w
Bias -0.016 156 0.065 0.081 0.192
RMSE 0.115 509 0.262 0.408 0.562
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Table 2.16: PARFIMA(1,d,1)+LFC on long memory process and additive
noise
PARFIMA(1,d,1)+LFC
zt = yt + wt, w = 4
d=0.45
d u AR(1) MA(1) w
Bias -0.023 1.18 -0.005 0.046 5.22
RMSE 0.087 5.41 0.304 0.499 19.5
d=0.7
d u AR(1) MA(1) w
Bias 0.022 0.128 -0.056 0.143 2.94
RMSE 0.058 0.265 0.279 0.536 7.82
Table 2.17: PARFIMA(1,d,1)+LFC on long memory process, LFC and addi-
tive noise
PARFIMA(1,d,1)+LFC,  = 0:8, T=5000
zt = yt + ut + wt, u = 20; w = 4
d=0.45
d u AR(1) MA(1) w
Bias -0.050 21.3 -0.018 0.188 6.95
RMSE 0.129 78.3 0.311 0.594 17.7
d=0.7
d u AR(1) MA(1) w
Bias -0.037 158.8 -0.071 0.136 3.15
RMSE 0.120 392 0.307 0.505 11.2
Table 2.18: PARFIMA(1,d,1)+LFC on short-memory process and LFC
PARFIMA(1,d,1)+LFC,  = 0:8, T=5000
d = 0; w = 0
u = 0
d u AR(1) MA(1) w
Bias -0.137 00.008 0.011 0.001 24.6
RMSE 0.416 0.030 0.187 0.199 102
u = 20
d u AR(1) MA(1) w
Bias 0.961 -19.7 0.130 0.268 280
RMSE 0.966 19.8 0.469 0.457 932
Table 2.19: PARFIMA(1,d,1)+LFC on short-memory process with additive
noise and LFC
PARFIMA(1,d,1)+LFC,  = 0:8, T=5000
w = 4; d = 0;
u = 0
d u AR(1) MA(1) w
Bias -0.142 0.011 0.010 0.037 20.7
RMSE 0.434 0.038 0.210 0.220 95.2
u = 20
d u AR(1) MA(1) w
Bias 0.937 -19.7 -0.325 -0.254 441
RMSE 0.943 19.7 0.528 0.409 548
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Table 2.20: SP 500, Semi-Parametric Estimators
Classic LW LWP LWLFC LWPLFC LWLFC, more 
 d d w d d w  d
0.8 0.261 0.655 29.0 0.095 0.655 29.01 0.8 0.095
0.7 0.370 0.628 20.8 0.237 0.628 20.77 0.75 0.183
0.6 0.508 0.514 0 0.514 0.520 0.384 0.73 0.212
0.5 0.495 0.583 17.3 0.515 0.540 4.67 0.7 0.237
Table 2.21: SP 500, Full-Parametric Estimators
ARFIMA(0,d,0)+LFC ARFIMA(1,d,1)+LFC
 d d a b
1 0.118 0.643 0.178 -0.805
0.8 0.097 0.537 0.516 -0.821
PARFIMA(0,d,0)+LFC PARFIMA(1,d,1)+LFC
 d w d AR(1) MA(1) w
1 0.690 54.9 0.484 0.232 0.684 0.383
0.8 0.655 29.3 0.630 0.017 -0.591 3.48
Table 2.22: DJIA, Semi-Parametric Estimators
Classic LW LWP LWLFC LWPLFC LWLFC, more 
 d d w d d w  d
0.8 0.241 0.654 32.4 0.065 0.654 32.4 0.8 0.065
0.7 0.363 0.575 12.5 0.277 0.575 12.5 0.75 0.148
0.6 0.476 0.486 0 0.480 0.500 0.783 0.73 0.223
0.5 0.441 0.485 3.06 0.475 0.485 3.06 0.7 0.277
Table 2.23: DJIA, Full-Parametric Estimators
ARFIMA(0,d,0)+LFC ARFIMA(1,d,1)+LFC
 d d a b
1 0.105 0.407 0.289 -0.678
0.8 0.097 0.481 0.443 -0.780
PARFIMA(0,d,0)+LFC PARFIMA(1,d,1)+LFC
 d w d AR(1) MA(1) w
1 0.683 56.7 - - - -
0.8 0.653 32.2 0.644 0.418 -0.568 15.9
Table 2.24: NASDAQ, Semi-Parametric Estimators
Classic LW LWP LWLFC LWPLFC LWLFC, more 
 d d w d d w  d
0.8 0.269 0.631 23.9 0.110 0.606 20.9 0.8 0.110
0.7 0.379 0.588 14.0 0.259 0.444 4.27 0.75 0.208
0.6 0.451 0.668 48.7 0.294 0.572 21.9 0.73 0.212
0.5 0.538 0.667 51.8 0.407 0.407 0 0.7 0.259
Table 2.25: NASDAQ, Full-Parametric Estimators
ARFIMA(0,d,0)+LFC ARFIMA(1,d,1)+LFC
 d d a b
1 0.124 0.357 0.288 -0.604
0.8 0.113 0.332 0.317 -0.603
PARFIMA(0,d,0)+LFC PARFIMA(1,d,1)+LFC
 d w d AR(1) MA(1) w
1 0.586 24.1 - - - -
0.8 0.605 20.6 0.336 -0.310 -0.602 0.024
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Table 2.26: AMEX, Semi-Parametric Estimators
Classic LW LWP LWLFC LWPLFC LWLFC, more 
 d d w d d w  d
0.8 0.246 0.541 11.9 0.155 0.542 11.9 0.8 0.155
0.7 0.346 0.487 5.52 0.274 0.333 0.84 0.75 0.213
0.6 0.403 0.524 11.1 0.306 0.307 0 0.73 0.232
0.5 0.449 0.707 224 0.232 0.708 224 0.7 0.274
Table 2.27: AMEX, Full-Parametric Estimators
ARFIMA(0,d,0)+LFC ARFIMA(1,d,1)+LFC
 d d a b
1 0.153 0.354 0.384 -0.635
0.8 0.158 0.320 -0.322 -0.576
PARFIMA(0,d,0)+LFC PARFIMA(1,d,1)+LFC
 d w d AR(1) MA(1) w
1 0.457 7.03 - - - -
0.8 0.540 11.8 0.359 0 -0.468 0.296
Table 2.28: SPY, Semi-Parametric Estimators
Classic LW LWP LWLFC LWPLFC LWLFC
 d d w d d w  d
0.8 0.540 0.590 0.386 0.503 0.516 0.06 0.8 0.503
0.7 0.570 0.674 2.25 0.525 0.674 2.24 0.75 0.501
0.6 0.626 0.637 0 0.625 0.634 0 0.73 0.467
0.5 0.546 0.714 38.6 0.378 0.377 0 0.7 0.525
Table 2.29: SPY, Full-Parametric Estimators
ARFIMA(0,d,0)+LFC ARFIMA(1,d,1)+LFC
 d d a b
1 0.466 0.486 0.355 -0.379
0.8 0.514 0.532 -0.063 -0.019
PARFIMA(0,d,0)+LFC PARFIMA(1,d,1)+LFC
 d w d AR(1) MA(1) w
1 0.472 0.02 - - - -
0.8 0.515 0 0.533 -0.063 -0.017 0
Table 2.30: SP 500 (2), Semiparametric Estimators
Classic LW LWP LWLFC LWPLFC LWLFC, more 
 d d w d d w  d
0.8 0.206 0.608 50.4 0.095 0.604 49.2 0.8 0.095
0.7 0.308 0.566 29.1 0.187 0.503 15.5 0.75 0.148
0.6 0.403 0.578 36.3 0.282 0.283 0 0.73 0.169
0.5 0.468 0.723 398 0.250 0.723 398 0.7 0.187
Table 2.31: SP 500 (2), Full-Parametric Estimators
ARFIMA(0,d,0)+LFC ARFIMA(1,d,1)+LFC
 d d a b
1 0.090 0.288 0.396 -0.650
0.8 0.080 0.305 0.583 -0.763
PARFIMA(0,d,0)+LFC PARFIMA(1,d,1)+LFC
 d w d AR(1) MA(1) w
1 0.567 44.1 - - - -
0.8 0.604 48.9 0.568 0.472 -0.681 12.4
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Table 2.32: Dollar-AUS, Semi-Parametric Estimators
Classic LW LWP LWLFC LWPLFC LWLFC, more 
 d d w d d w  d
0.8 0.349 0.781 51.6 0.094 0.488 12.6 0.8 0.094
0.7 0.456 0.832 93.5 0.121 0.655 41.5 0.75 0.120
0.6 0.596 0.864 147 0.215 0.864 147 0.73 0.119
0.5 0.768 0.832 36.5 0.641 0.810 16.0 0.7 0.121
Table 2.33: Dollar-AUS, Full-Parametric Estimators
ARFIMA(0,d,0)+LFC ARFIMA(1,d,1)+LFC
 d d a b
1 0.124 0.357 0.288 -0.604
0.8 0.113 0.332 0.317 -0.603
PARFIMA(0,d,0)+LFC PARFIMA(1,d,1)+LFC
 d w d AR(1) MA(1) w
1 0.586 24.1 - - - -
0.8 0.605 20.6 0.336 -0.310 -0.602 0.024
Table 2.34: Dollar-Yen, Semi-Parametric Estimators
Classic LW LWP LWLFC LWPLFC LWLFC, more 
 d d w d d w  d
0.8 0.317 0.594 8.80 0.170 0.594 8.8 0.8 0.170
0.7 0.401 0.616 12.2 0.325 0.616 12.1 0.75 0.278
0.6 0.513 0.531 0.604 0.508 0.508 0 0.73 0.290
0.5 0.543 0.568 0 0.567 0.567 0 0.7 0.325
Table 2.35: Dollar-Yen, Full-Parametric Estimators
ARFIMA(0,d,0)+LFC ARFIMA(1,d,1)+LFC
 d d a b
1 0.194 0.401 0.263 -0.540
0.8 0.175 0.456 0.413 -0.673
PARFIMA(0,d,0)+LFC PARFIMA(1,d,1)+LFC
 d w d AR(1) MA(1) w
1 0.542 6.61 - - - -
0.8 0.593 8.68 0.593 -0.006 -0.059 8.68
Table 2.36: SP 500 HF, Semi-Parametric Estimators
Classic LW LWP LWLFC LWPLFC LWLFC, more 
 d d w d d w  d
0.8 0.438 0.438 0 0.438 0.439 0.03 0.8 0.438
0.7 0.384 0.420 0.598 0.369 0.378 0.10 0.75 0.404
0.6 0.411 0.481 2.85 0.412 0.485 3.01 0.73 0.386
0.5 0.435 0.463 0 0.463 0.462 0 0.7 0.369
Table 2.37: SP 500 HF, Full-Parametric Estimators
ARFIMA(0,d,0)+LFC ARFIMA(1,d,1)+LFC
 d d a b
1 0.477 0.472 0.008 -0.001
0.8 0.443 0.410 0.006 -0.002
PARFIMA(0,d,0)+LFC PARFIMA(1,d,1)+LFC
 d w d AR(1) MA(1) w
1 0.477 0 - - - -
0.8 0.440 0 0.441 -0.004 0.017 0.004
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Table 2.38: 30-Year T-Bonds, Semi-Parametric Estimators
Classic LW LWP LWLFC LWPLFC LWLFC, more 
 d d w d d w  d
0.8 0.317 0.585 5.84 0.200 0.585 5.84 0.8 0.200
0.7 0.416 0.531 2.62 0.409 0.532 2.63 0.75 0.339
0.6 0.448 0.457 0 0.457 0.457 0.013 0.73 0.373
0.5 0.408 0.437 0 0.436 0.613 38.1 0.7 0.409
Table 2.39: 30-Year T-Bonds, Full-Parametric Estimators
ARFIMA(0,d,0)+LFC ARFIMA(1,d,1)+LFC
 d d a b
1 0.183 0.427 0.215 -0.530
0.8 0.207 0.502 0.337 -0.644
PARFIMA(0,d,0)+LFC PARFIMA(1,d,1)+LFC
 d w d AR(1) MA(1) w
1 0.564 6.74 - - - -
0.8 0.584 5.71 0.583 -0.015 -0.006 5.44
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Chapter 3
Pivotal Inference on Structural Changes in Joint
Trend Break Model with Heterogeneous Innovation
(joint with Pierre Perron)
3.1 Introduction
Issues related to structural breaks have received a lot of attention in the statistics and econo-
metrics literature (see Perron, 2006, for a survey). Substantial advances have been made to
cover general models in the context of estimating and testing structural breaks in both sin-
gle and multiple equations systems. In the single equation case, Bai (1997) studies the least
squares estimation of a single change point in regressions involving stationary and/or trending
regressors. He derives the consistency, rate of convergence and the limiting distributions of
change point estimates under general conditions on the regressors and the errors. Bai and
Perron (1998) extend the testing and estimation analysis to the case of multiple structure
changes, while Bai and Perron (2003) present an e¢ cient algorithm to obtain the break date
estimates as the global minimizers of the overall sum of squared residuals. Andrews (1993),
Bai and Perron (1998), and Altissimo and Corradi (2003) discuss issues related to testing for
a single or multiple changes.
Much of the work in the literature concentrated on the case where the regressors and
errors are stationary. Nevertheless, issues related to structural changes are also important
in the context of trending regressors and non-stationary time series. Perron and Zhu (2005)
consider a linear trend function subject to a one-time change in the parameters. They analyze
the consistency, rate of convergence and limiting distributions of the parameters with errors
that can be stationary or have an autoregressive unit root. They consider three di¤erent
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models: a "joint broken trend", a "local disjoint broken trend" and a "global disjoint broken
trend". They show that each case involves di¤erent asymptotic results, in particular pertaining
to the rate of convergence and the asymptotic distribution of the estimates of the break dates.
The model we consider in this paper is the "joint broken trend" model, whereby the slope of
the trend changes and the series is joined at the time of the break.
Advances have also been made for structural change problems in the context of testing for
changes in the regression coe¢ cients and the variance of the noise component. Building on
the work of Perron and Qu (2007), Perron and Zhou (2008) provide a comprehensive treatment
of the problem of testing jointly for structural changes in both the regression coe¢ cients and
the variance of the errors in a single equation involving stationary regressors, allowing the
break dates for the two components to be di¤erent or coincide. They provide the required
tools for addressing the following testing problems, among others: a) testing for given numbers
of changes in regression coe¢ cients and variance of the errors; b) testing for some unknown
number of changes less than some pre-specied maximum; c) testing for changes in variance
(regression coe¢ cients) allowing for a given number of changes in regression coe¢ cients (vari-
ance); and d) estimating the number of changes present.
A problem with the analysis of Perron and Zhou (2008) is that trends are not permitted,
in particular those joined at the time of the break. Such breaking trends are very relevant
in practice as evidenced by many series in macroeconomics, nance and even climate change
(e.g., Estrada, Perron and Martinez-López, 2013). The latter case is indeed the motivation
behind this paper as global and hemispheric temperatures as well as radiative forcings (e.g.,
greenhouse gases) are well approximated by a linear trend with a one-time change in slope
near 1960 with the noise component being stationary. As shown in Perron and Zhu (2005), the
limit results with joined segmented trends are very di¤erent from locally or globally disjoined
trends as well as the stationary case. Hence, the need for a separate treatment.
The aim of this paper is to provide the relevant results concerning testing for changes in
the slope of the trend and the variance of the noise. We start with a single possible break
in each and address the following issues: 1) testing for a change in trend with or without a
88
change in variance; b) testing for a change in variance with or without a change in trend.
Asymptotically pivotal statistics are provided for each cases. We then generalize some results
to the case of multiple changes. Our work is related to that of Li and Perron (2013) who
analyzed the problem of testing for common breaks and forming condence intervals when the
breaks dates are locally ordered in a system of equations with joint-segmented trends.
The structure of this paper is as follows. Section 2 presents the model and the assumptions.
Section 3 presents results about the limit distribution of the estimates of the trend function,
while Section 4 does so for the estimate for the change in variance. Section 5 is devoted to the
pivotal statistic to test for a trend change allowing for a variance break. Section 6 is concerned
with pivotal statistics for the coe¢ cient of the trend when there is a trend break allowing for
a variance break. Section 7 o¤ers some extensions for cases with multiple breaks. Section 8
provides brief concluding remarks and technical derivations are contained in an appendix.
The following notation is used throughout this paper: " d!" stands for convergence in
distribution, "=)" for weak convergence in Skorokhod Topology, " p!" for convergence in
probability, and "!" for the limit as T !1 (unless otherwise stated).
3.2 The Model and Assumptions
The model considered is a joint-segmented trend of the form:
yt = + t+ Bt + ut
where Bt = t   TB when t > TB and 0 otherwise. We let B = TB=T and assume that
 < B < 1   for some  2 (0; 1=2). If there is no change in the slope of the trend,  = 0 and
TB is undened. In vector form, we have:
Y = X(TB)+ U
where Y = (y1; :::; yt)0, U = (u1; :::; uT )0,  = (; ; )0, X(TB) = (X1; X2; X(TB)3) with
X1 = (1; :::; 1)
0, X2 = (1; 2; :::; T )0 and X(TB)3 = (0; :::; 0; 1; :::T   TB)0. If there is a change
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in the structure of ut, it occurs at some date TV with V = TV =T where we assume that
 < V < 1   for some  2 (0; 1=2). The true Data Generating Process will be denoted with
a 0 superscript or subscript, so that
Y = X(T 0B)
0 + U
where 0 = (0; 0; 0)0, T 0B = [
0
B=T ] and T
0
V = [
0
V =T ] with [] denoting the integer argument.
In order to state the conditions pertaining to the noise component ut, we rst state the following
condition.
Condition 1: Dene the Lr-norm of a random matrix X as kXkr = (
P
i
P
j E jXij jr)1=r for
r  1 and Ft = -field f:::; xt 1; xt; ut 2; ut 1g. If xtut is weakly stationary within each seg-
ment, then (a) fxtut;Ftg forms a strongly mixing (-mixing) sequence with size  4r= (r   2)
for some r > 2, (b) E (xtut) = 0 and kxtutk2r+C0 < C1 < 1 for some C0; C1 > 0, (c)
Let Sk;1 (`) =
PT 0V +`+k
1+` xtU and Sk;2 (`) =
PT+`+k
T 0V +1+`
xtU , for each e 2 RT of length 1,
var (he; Sk;j (0)i)  v (k) for some function v (k) ! 1 as k ! 1 (with hi, the usual inner
product). If xtut is not weakly stationary within each segment, we assume that (a)-(c) holds,
and in addition, that there exists a positive denite matrix W such that we have, uniformly
in `;
k 1E ((Sk;j (`))i; (Sk;j (`))s)  (W )i;s  C2k C3 , for some C2; C3 > 0.
We consider two assumptions about the noise component ut.
 Assumption 1(a): Let var(ut) = 210 if t  T 0V and var(ut) = 220 if t > T 0V . We assume
that Condition 1 holds with zt replaced by ut or u2t =
2
j0   1 in each regime dened by
T 0V;j 1  t < T 0V;j (j = 1; 2), with the convention that T 0V;0 = 1 and T 0V;2 = T .
 Assumption 1(b): futg is an autoregressive process of order p given by ut =
Pp
i=0 ciut i+
et, where the roots of C(L) = 1  
Pp
i=0 ciL
i are outside the unit circle and et = j0"t,
for T 0V;j 1 < t  T 0V;j (j = 1; 2), with "t a martingale-di¤erence sequence satisfying
Condition 1 in each regime.
The conditions are mild in the sense that they allow for substantial conditional het-
eroskedasticity and autocorrelation. Also, if no autocorrelation is present, i.e., futg is mar-
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tingale di¤erence sequences with respect to the ltration Ft; then even the weak stationarity
assumption can be dropped and ut allowed to be unconditionally heteroskedastic with bounded
fourth moments. Note that Condition 1 could be replaced by other su¢ cient conditions that
can yield a strong invariance principle or Functional Central Limit Theorem (FCLT)1.
Consider rst Assumption 1(a). Here a change in the structure of the noise ut corresponds
to a change in the variance of ut. Under the stated conditions, the following FCLTs hold for
all r 2 [0; 1]. First,
T 1=2
[Tr]X
t=1
ut =
 
T 1=2
P[Tr]
t=1 ut when r  0V
T 1=2
P[T0V ]
t=1 ut + T
 1=2P[Tr]
t=[T0V ]+1
ut when r > 0V
!
)

!10W (r) when r  0V
!10W (
0
V ) + !20[W (r) W (0V )] when r > 0V

 (r)
where !10 = limT!1E((
P[T0V ]
t=1 ut)
2) and !20 = limT!1E((
PT
t=[T0V ]+1
ut)
2), are the so-
called long-run variances in each regime. Here, and throughout, ")" refers to weak conver-
gence in distribution under the Skorohod topology. Let t0 = 10 for t  T 0V and t0 = 20
for t > T 0V , then we also have,
T 1=2
[Tr]X
t=1
((
ut
t0
)2   1))  B(r) (1)
where  = limT!1E((
PT
t=1((ut=t0)
2   1))2). Note that W (r) and B(r) are independent
standard Wiener processes.
Under Assumption 1(a), what is being considered is a change in the variance of ut. This
implies that the change can be due to either the nature of the serial correlation or the underlying
variance of the primitive shocks. In some cases, it may be desirable to test for a change in
the variance of the primitive shocks assuming constant coe¢ cients for the dynamics. This
can be achieved adopting Assumption 1(b), which species an autoregressive structure for
the dynamics. The conditions are obviously less general than those in Assumption 1(a) but
this is inevitable given the need to model the dynamics. We assume for simplicity that the
1Examples of such conditions are discussed by Davidosn (1994), Dehling and Philipp (1982), Altissimo and
Corradi (2003) and Lavielle and Moulines (2000), among others.
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order of the autoregression is xed for simplicity. Our results could be extended to more
general processes having an innite AR structure, which can be approximated by a sequence of
increasing autoregressive orders, at the expense of considerable technical complexities. Under
the conditions stated in Assmption 1(b), the following FCLTs hold for all r 2 [0; 1]. First,
T 1=2
[Tr]X
t=1
et =
 
T 1=2
P[Tr]
t=1 et when r  0V
T 1=2
P[T0V ]
t=1 et + T
 1=2P[Tr]
t=[T0V ]+1
et when r > 0V
!
)

10W (r) when r  0V
10W (
0
V ) + 20[W (r) W (0V )] when r > 0V

 (r)
Also,
T 1=2
[Tr]X
t=1
((
et
t0
)2   1))  B(r) (2)
where  = limT!1E((
PT
t=1((et=t0)
2   1))2). Again, W (r) and B(r) are independent stan-
dard Wiener processes. Note that if there is no break in the variance !10 = !20 = !0 and
(r) = !0W (r) under Assumption 1(a), while 10 = 20 = 0 and (r) = 0W (r) under
Assumption 1(b).
The goal is to derive pivotal test statistics for the following testing problems:
 TP-1) H0 : no break in either trend or volatility versus H1 : one break in trend and no
break in volatility.
 TP-2) H0 : no break in either trend or volatility versus H1 : no breaks in trend and one
break in volatility.
 TP-3) H0 : one break in trend and no break in volatility versus H1 : one break in trend
and one break in volatility.
 TP-4) H0 : no break in trend and one break in volatility versus H1 : one break in trend
and one break in volatility.
We return later to some extensions involving multiple changes.
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3.3 Limit distributions of the estimates of the trend function
We start with results pertaining to the estimates of the trend function. We cover the cases with
or without a break in the slope and for each cases with or without a change in the variance.
We consider estimates of the parameters of the trend function obtained using a least-squares
method. Hence, the estimate of the break date is given by:
T^B = argmin
TB
fY (I  X(TB)(X(TB)0X(TB)) 1X(TB)0)Y g
where the minimization is taken over the set " = fj <  < 1   g with TB = [T], while
the estimates of the coe¢ cients are:
^ = (^; ^; ^)0 = (X(T^B)0X(T^B)) 1X(T^B)0Y
The estimate of the associated break fraction is ^B = T^B=T . Also, the estimated residuals are
U^ = (u^1; :::; u^T ) dened by:
U^ = Y  X(T^B)^ (3)
The results are presented in the following Theorem.
Theorem 1 Let
a()
 1 =
0BB@
+3

 3(+1)
()2
3
()2(1 )
 3(+1)
()2
3(3+1)
()3
  3(2+1)
()3(1 )
3
()2(1 )
  3(2+1)
()3(1 )
3
()3(1 )3
1CCA
() = (
Z 1
0
dW (r);
Z 1
0
rdW (r);
Z 1

(r   )dW (r))0
and
() = (
Z 1
0
d(r);
Z 1
0
rd(r);
Z 1

(r   )d(r))0: (4)
(1) When there is break in the trend at 0B,
T 3=2(^B   0B))  
4
00B(1  0B)
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where
 =
Z 0B
0
0B   (0B)2   3r + 3r0B
20B
d(r) +
Z 1
0B
0B
2 + 0B   3r
2(1  0B)
d(r)
with (r) dened in Section 2. Note that when there is no break in variance   N(0; 0B(1 
0B)=4) and T
3=2(^B   0B) ) N(0; 4(!0)2=0B(1   0B)(0)2) as in Perron and Zhu (2005).
The limit distribution of the estimates of the coe¢ cients is given by:0@ T 1=2(^  0)T 3=2(^   0)
T 3=2(^   0)
1A) N(0;B) = N(0;a(0B) 1da(0B) 1)
where d is the variance-covariance matrix of
Z 0B
0
0BBB@
 20B+3(0B)2+6r 6r0B
(0B)
2
(0B)
3 2r(0B)2 0B+3r
(0B)
2
0B(
0
B   1) + 3r (1 
0
B)
2
(0B)
2
1CCCA d(r) +
Z 1
0B
0BB@
1+0B 2r
 1+0B
30B+(
0
B)
2 4r+2 2r0B
 1+0B
 2  20B + 4r
1CCA d(r):
When there is no break in variance,
d = !
2
0
0BBB@
4 0B
0B
4 4(0B)2+0B
20B
4+(0B)
3+2(0B)
2 70B
20B
4 4(0B)2+0B
20B
3 3(0B)3 3(0B)2+40B
30B
(0B)
4+6(0B)
3 9(0B)2 40B+6
60B
4+(0B)
3+2(0B)
2 70B
20B
(0B)
4+6(0B)
3 9(0B)2 40B+6
60B
 (0B)4+6(0B)2 80B+3
30B
1CCCA
and the limit distribution reduces to that in Perron and Zhu (2005).
2) When there is no break in the trend, we have ^B ) B where
B = argmax
2"
()0a() 1() = argmax
2"
f(
R 1
0 g(; r)d(r))
2R 1
0 g
2(; r)dr
g (5)
= argmax
2"
f
[!10
R 0V
0 g(; r)dW (r) + !20
R 1
0V
g(; r)dW (r)]2R 1
0 g
2(; r)dr
g (6)
with the function g(; r) given by
g(; r) = 1(r >)(r   ) + 3   22 +   23r + 32r   r (7)
is the continuous analog of the residuals from a regression of X(TB) on X1; X2. The limit
distribution of the coe¢ cients (^; ^; ^) is given by
(T 1=2(^  0); T 3=2(^   0); T 3=2^)0 ) a(B) 1(B) (8)
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If, in addition, there is no break in variance, () = !0() and we have:
1
!0
(T 1=2(^  0); T 3=2(^   0); T 3=2^)0 ) a(B) 1(B) (9)
With !^2 as consistent estimate of !20, note that when there is no break in variance the statistic
^PIV , T 3=2^=!^ can act as a test for a change in trend since it has a pivotal limit distribution
given by (9). Tedious algebra leads to its limit distribution as
^PIV ) [ 3
(B)3(1  B)3
]1=2[
Z 1
0
g(B; r)dW (r)] (10)
This addresses the testing problem TP-1. While this approach was used in Sayginsoy and
Vogelsang (2011), the critical values have never been published. For completeness, we present
them in Table 1. See Remarks 1 below for the construction of the estimate !^2.
3) When there is a break in variance, the limit distribution of T 3=2^ is
R 1
0 g(

B; r)d(r)R 1
0 g
2(B; r)dr
=
!10
R 0V
0 g(

B; r)dW (r) + !20
R 1
0V
g(B; r)dW (r)R 1
0 g
2(B; r)dr
(11)
Allowing heterogeneous variance, 4;T = T 3=2^ can be used as a test for TP-4): H0 : 0 = 0
versus H0 : 0 6= 0 with limit distribution of (11) with B having limit distribution given by
(5).
Remark 18 When there is a break in variance, the limit distribution (15) depends on nui-
sance parameters (0V ; !
2
10; !
2
20), and is non-standard. Hence, to carry proper inference, some
modications are necessary, among them using simulations to obtain the relevant quantiles
or resorting to bootstrap. To use simulation to obtain the relevant quantiles, rst estimate
the heterogeneous trend break model to get estimates of nuisance parameters about innovation
(^V ; !^1; !^2), then invoke 11 to simulate its critical values that depends on these nuisance pa-
rameters, with the true value of nuisance parameters replaced by their estimates, respectively.
We return to this problem in Section 5 for a pivotal statistic.
Remark 19 With homogeneous variance, (11) simplies to the pivotal one given by (10).
Remark 20 The authors have simulation evidence in favor of a pivotal distribution for
^
2
= (
Z 1
0
g2(B; r)dr)
 1=2[!10
Z 0V
0
g(B; r)dW (r)
+!20
Z 1
0V
g(B; r)dW (r)]
2
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. However, a rigorous proof is not readily accessible and is left to future work.
3.4 Limit distributions of the estimates for the change in variance
The test for a change in variance will involve di¤erent quantities depending on whether we
deal with Assumption 1(a) or 1(b). In the case of Assumption 1(a), it will be based directly
on the least-squares residuals U^ = (u^1; :::; u^T ) dened by (3). The estimate of the break date
and variance in each regime are then
(~1; ~2; ~TV ) = argmin
1;2;TV
TVX
t=1
((u^t)
2   21)2 +
TX
t=TV +1
((u^t)
2   22)2
Under assumption 1(b) a second-stage OLS regression is needed, namely the following esti-
mated AR(p)
u^t =
pX
j=0
~cj u^t j + ~et:
which yields the estimates ~cj (j = 1; :::; p) and ~et (t = p+1; :::; T ). The test will then be based
on the residuals ~et and the estimate of the break date and variance in each regime are
(~1; ~2; ~TV ) = argmin
1;2;TV
TVX
t=p+1
((~et)
2   21)2 +
TX
t=TV +1
((~et)
2   22)2:
In both cases, the minimization problem is taken over the set " = fV j < V < 1   g:We
start with the following lemma, which shows that the FCLTs (1) and (2) remain valid when
the true residuals are replaced by estimates. The proof is straightforward given the rate of
convergence of the estimates and, hence, omitted.
Lemma 1 Under Assumption 1(a), with or without a break in the trend, we have for s 2 [0; 1]:
T 1=2
[Ts]X
t=1
(u^2t =
2
t0   1))  B(s):
Similarly, under Assumption 1(b), with or without a break in the trend, we have for s 2 [0; 1]:
T 1=2
[Ts]X
t=1
(~e2t =
2
t0   1) d!  B(s):
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Using this lemma, it is straightforward to prove the following results about the limit dis-
tribution of the estimates.
Theorem 2 Under Assumption A1.(a) or 1(b), under the alternative of a change in variance:
T 1=2(~21   210)) 210 1=2
B(0V )
0V
T 1=2(~22   220)) 220 1=2
B(1) B(0V )
1  0V
Under the null hypothesis of no change in varinace
T 1=2(~2   20)) 20 1=2B(1)
Remark 21 A consistent estimate of  can be constructed using Andrews (1991) kernel
method, namely
 ^ = T 1f
(T 1)X
j= (T 1)
K(j;m)
TX
t=j+1
^t^t jg
where K(j;m) is some kernel function with m the bandwidth. A common choice for the kernel
function is the Quadractic Spectral and m is selected using Andrews (1991) method with an
AR(1) approximation. Under Assumption 1(a) ^t = (u^t=^t)
2 1 where ^2t = ^21 = T^ 1V
PT^V
j=1 u^
2
j
if 1  t  T^V , ^2t = ^22 = (T   T^V ) 1
PT
j=T^V +1
u^2j if T^V < t  T . Alternatively, one could use
an estimate that imposes the null hypothesis, namely ^2t = T
 1PT
j=1 u^
2
j for all t. A method
that o¤ers better nite sample properties was suggested by Kejriwal (2009) (see also Kejriwal
and Perron, 2010). It involves using the residuals under the null to construct u^t but using the
residuals under the alternative to select the bandwidth parameter m. The same applies under
Assumption 1(b) except that one uses ~e2t instead of u^
2
t .
The result of Theorem 2 allows us to construct pivotal statistics for the testing problem
TP-2 and TP-3, which pertain to testing for a change in variance with or without a change
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in trend. Let ^2 = T 1
PT
t=1 u^
2
t under Assumption 1(a) and ^
2 = T 1
PT
t=p+1 ~e
2
t under
Assumption 1(b). Also let  ^
2
be as dened in Remark 1, then we consider the statistic
FT = T
1=2(~21   ~22)=( ^^2)
) [B(

V )
V
  B(1) B(

V )
1  V
] (12)
where
V = arg min
2"
[B()2 + (B(1) B())2]
The limit distribution stated in (12) is non-standard but pivotal. The relevant quantiles can
be obtained via simulations. The critical values are presented in Table 3.1.
3.5 Pivotal statistic to test for a trend change allowing for a variance break
We recall that from Theorem 1, when there is a variance break at 0V but no break in trend,
we have
D
1=2
T (^  0)) a(B) 1(B)
where where B, () is given by 5, 4 respectively, and g(; r) dened by 7 is the residual
function on r 2 [0; 1] from a continuous time least-squares regression of 1(r >) on [1; r]. The
limit distribution of regression coe¢ cents ^, and hence ^, is non-pivotal since (s) is no longer
a homogeneous Brownian motion. Nevertheless, because innovation ut is still stationary in
each regime [0; [0V T ]] and [[
0
V T ]+1; T ], trend break tests in each regime will stay pivotal, if a
minimum distance is imposed between 0V and 
0
B. This motivates us to consider the following
two regression and testing problems:
y1;t = + t+ Bt + u1;t
and
y2;t = + t+ Bt + u2;t
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where Bt = t  TB when t > TB and 0 otherwise. Or, in vector form:
Y1 = X(TB)+ U1
and
Y2 = X(TB)+ U2
where Y1; Y2, U1; U2, , X(TB) = (X1; X2; X(TB)3) dened similarly as the standard model,
but with U1; U2 being stationary process with long-run variance !210; !
2
20, respectively. The
true Data Generating Process will be denoted with a 0 superscript or subscript, so that
Y1 = X(T
0
B)
0 + U1
and
Y2 = X(T
0
B)
0 + U2
where 0 = (0; 0; 0)0, T 0B = [
0
B=T ]. So a test for trend break with heterogeneous innovation
is disintegrated into two tests for trend break each with stationary innovation and independent
of each other.
This lead us to the following result about the construction of a pivotal statistic for a change
in trend under heterogeneous innovation. It bears resemblance to the supLR tests considered
in Perron and Zhou (2008) in the sense that its limit distribution is the summation of several
maximized square of Brownian motions.
Theorem 3 Allowing heterogeneous variance, assuming j0V  0Bj > ", a pivotal test for TP-
4): H0 : 0 = 0 versus H0 : 0 6= 0 that only depends on the trimming parameter " can be
dened as
F4;T = (^V )
3T 3
^
2
1
!^210
+ (1  (^V )3)T 3 ^
2
2
!^220
(13)
Its limit distribution is given by
max
"<1<1 "
f 3
(1)3(1  1)3 [
Z 1
0
g(1; r)dW (r)]
2g
+ max
"<2<1 "
f 3
(2)3(1  2)3 [
Z 1
0
g(2; r)dW (r)]
2g (14)
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where (^V ; !^210; !^
2
20) are the estimates of the volatility break fraction and the long-run variance
of the innovation, and ^1; ^2 are the trend break coe¢ cients in the regime [0; [^V T ]] and [[^V T ]+
1; T ], respectively, estimated by
T^i;B = argmin
TB
fYi(I  X(TB)(X(TB)0X(TB)) 1X(TB)0)Yig
where the minimization is taken over the set " = f = TB=Tij <  < 1  g with Ti = T0V ,
T2 = T (1  0V ). The estimates of the coe¢ cients in each regime are:
^i = (^i; ^i; ^i)
0 = (X(T^i;B)0X(T^i;B)) 1X(T^i;B)0Yi
Remark 22 The limit distribution (14) is non-standard, but the relevant quantiles can be
obtained via simulations. The relavant quantile values are presented in Table 3.1.
3.6 Pivotal statistics with trend break allowing heterogeneous variance
With trend break, ^B converges to 0B at rate T
3=2 and ^ has normal distribution. Hence we
have the following result:
Theorem 4 Allowing for a break in variance, when there is trend break, i.e., 0 6= 0, 1) a
pivotal test for H0 : 0 = 1 versus H0 : 0 6= 1 that does not depend on the trimming
parameter " is:
^PIV = T
3=2dT (!^
2
1; !^
2
2; ^B; ^V )^ ) N(0; 1)
where the scalar dT (!^
2
1; !^
2
2; ^B; ^V ) is dened by
dT (!^
2
1; !^
2
2; ^B; ^V ) =
(^B)
3(1  ^B)3
3[!^21V ar[V 1(^V ; ^B)] + !^
2
2V ar[V 2(^V ; ^B)])]
1=2
) (
0
B)
3(1  0B)3
3[!210V ar(1(
0
V ; 
0
B)) + !
2
20V ar(2(
0
V ; 
0
B))]
1=2
where 1(
0
V ; 
0
B) and 2(
0
V ; 
0
B) are normal random variables which do not depend on the
long run variances !10 and !20, having variances
V ar(1(
0
V ; 
0
B))
= [0V 
0
B(1  0B)4   (0V )20B(20B + 1)(1  0B)4
+
(0V )
3
3
(20B + 1)
2(1  0B)4]  2[0V  minf0B; 0V g]20B(1  0B)2
 1
3
[0V  minf0B; 0V g]3(40B   60B + 1)g
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and
V ar(2(
0
V ; 
0
B))
= (1  0V )0B(1  0B)4   (1  (0V )2)0B(20B + 1)(1  0B)4
+
1  (0V )3
3
(20B + 1)
2(1  0B)4
 2[(1  0B)2   (maxf0B; 0V g   0Bg)2]^B(1  0B)2
 1
3
[(1  0B)3   (maxf0B; 0V g   0B)3](40B   60B + 1)
The limit distribution of ^PIV is standard normal:
^PIV )
Z 1
0
g(0B; r)dW (r)[
3!20
(0B)
3(1  0B)3
]1=2 = N(0; 1) (15)
(2) Generally, for each pair of parameters {^ whose elements is a subset of f^; ^; ^g, we have
a pivotal statistic {^PIV and a scaling matrix or scalar d{T so that {^PIV = d{T {^ is pivotal. In
particular, for the whole vector of coe¢ cient estimates ^, we have that
^PIV = d

T (!^10; !^20; ^V ; ^B)D
1=2
T (^  0)
can be used to test a joint hypothesis of the form H0 : 0 = 1. The specic form of the
normalization statistic d{T depends on the coe¢ cients involved in the hypothesis testing. The
limit distribution of {^PIV is standard normal.
Remark 23 When there is no variance break, ^PIV simplies to
^PIV = T
3=2^dT (!^
2
0; ^B)
where
dT (!^
2
0; ^B) = (
(^B)
3(1  ^B)3
3!^2
)1=2:
Remark 24 The construction of dT (!^
2
10; !^
2
20; ^B; ^V ) depends, in general, on the number of
variance breaks and only the case of a single variance break is shown here.
Remark 25 Each pivotal statistic can only be used to test an hypothesis corresponding to
estimates included. For example, ^PIV can only be used to test the joint hypothesis H0 : 0 = 1
but not hypotheses pertaining to individual coe¢ cients, e.g., H0 : 0 = 1, 0 = 1 or 0 = 1.
This is because the elements of ^PIV are linear combinations of all three parameter estimates
and, hence, they cannot be separated to test hypotheses about individual coe¢ cients.
101
3.7 Extensions to Multiple Breaks
We now consider extensions of the testing problems TP-2 and TP-3 to the case of multiple
breaks in variance. While it is feasible to similarly extend the testing problems TP-1 and
TP-4, the task is much more di¢ cult and left for subsequent work.
Under both the null and alternative hypotheses there may be no break in trend (TP-2) or
there may be a break in slope at date T 0B (TP-3). Under the null hypothesis there is no break
in variance while under the alternative there are n breaks occurring at dates fT 0V;1; :::; T 0V;ng.
Again, the break fractions are 0V;i = T
0
V;i=T (i = 1; :::; n). We use the convention that T
0
V;0 = 1,
T 0V;n+1 = T , 
0
V;0 = 0 and 
0
V;n+1 = 1. Under Assumption 1(a), the estimates are obtained as:
(~1; :::; ~n+1; ~TV;1; :::; ~TV;n) = argmin
1;:::;n+1;TV;1;:::;TV;n
n+1X
j=1
TV;jX
t=TV;j 1
(u^2t   2j )2
where u^t is dened by (3). Similarly, under assumption 1(b), we estimate the following AR(p)
u^t =
pX
j=0
~cj u^t j + ~et:
which yields the estimates ~cj (j = 1; :::; p) and ~et (t = p+1; :::; T ). The test will then be based
on the residuals ~et and the estimates of the break dates and variances in each regime given by
(~1; :::; ~n+1; ~TV;1; :::; ~TV;n) = argmin
1;:::;n+1;TV;1;:::;TV;n
n+1X
j=1
TV;jX
t=TV;j 1
(~e2t   2j )2
where T 0V;0 = 0 and T
0
V;n+1 = T . In both cases, the minimization problem is taken over the set
" = fV;1; ::::; V;nj(V;j   V;j 1) > g:
The test is dened as
FnT = (
T
 ^^2
)
naX
j=1
[(~2j   ~2j+1)2]
The limit distribution of the test is presented in the following theorem, whose proof is
standard and, hence, omitted.
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Theorem 5 Under Assumption 1(a) or 1(b), with or without a break in trend, under the null
hypothesis of no break in variance, we have:
FnT )
nX
j=1
[
B(V;j) B(V;j 1)
V;j   V;j 1
]2
where
fV;1; :::; V;ng = argminfV;1; ::::; V;ng 2 "
f
n+1X
j=1
(B(V;j) B(V;j 1))2g
3.8 Conclusions
We provide relevant results about testing for changes in the slope of the trend and the variance
of the noise for a joint segmented trend. We start with a single possible break in each and
address the following issues: 1) testing for a change in trend with or without a change in
variance; 2) testing for a change in variance with or without a change in trend. We give results
about the limit distribution of the estimates of the trend function allowing for a variance
break, and the estimate for the change in variance allowing for a trend break. We propose
asymptotically pivotal statistics for each cases. We also generalize some results to the case of
multiple changes.
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Appendix
Denition 9 In a T-dimensional linear metric space RT , we dene the following: a) the
standard inner product: 8U; V 2 RT , hU; V i = U 0V =PTt=1 UtVt; b) jjjj as the Euclidian norm
induced by the inner product jjU jj2 = hU;Ui = U 0U ; c) the standard normalized orthogonal
basis fEtgTt=1 as Et = (0; :::0; 1; 0; ::0)0 with its t-th element being 1 and the others being 0; d)
the following vectors in RT : 0 = (1; :::; 1)0, 1 = (1; :::; T )0 and t = (0; ::; 0; 1; :::; T   t+ 1)0.
Also ~0; ~t are the normalized vector of 0; t: ~0 = 0=jj0jj; ~t = t=jjtjj. Note that
~0 = T
 1=20 and ~1 =
p
3T 3=21.
Proof. of Theorem 1: The proof of Theorem 1 part 1) and 2) is a straightforward extension
of some results in Perron and Zhu (2005) and, hence, omitted. To show 3), from regression by
parts, we know that
^ =
U 0M1T^B
0
T^B
M1T^B
=
U 0M1T^B
SSR(
T^B
; 0; 1)
where 0 is the constant regressors, 1 is the trend regressor and M1 = M(0; 1) = (I  
P (0; 1)) is the matrix that projects on the orthogonal complement to the range space of
(0; 1). Also, SSR(T^B
; 0; 1) is the sum of squared residuals from a regression of T^B on
(0; 1). Denote the residuals from a regression of t = X(t) on (0; 1) by ~Xt =M(0; 1)t.
We have:
h
~Xt
jj ~Xt jj
; Ui =
Z 1
0
g(; r)d(r)
= !10[
Z 0V
0
g(B; r)dW (r) + !20
Z 1
0V
g(B; r)dW (r);
and
B = arg max
2[";1 "]
fh
~X

jj ~X

jj ; Ui
2g
= arg max
2[";1 "]
f[!10[
Z 0V
0
g(B; r)dW (r) + !20
Z 1
0V
g(B; r)dW (r)]
2g
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. We elaborate on ~Xt and its continuous analog ~X(r), which is the residual from regressing
1(r >)(r   ) continuously on [1; r]. The minimization problem is:
~X(r) = min
c0;c1
Z 1
0
[1(r >)(r   )  c0   c1r]2dr
Tedious algebra and calculus lead us to its solution:
c0 =  2(1  )2
c1 = 2
3   32 + 1

and the residual function of ~X(r) is given by (7):
~X(r) = g(; r)
= 1(r >)(r   ) + 3   22 +   23r + 32r   r
. Hence, with B the limit of estimate of the trend break date fraction,
T 3=2^ =
U 0M1T^B
SSR(
T^B
; 0; 1)
d!
R 1
0 g(

B; r)d(r)R 1
0 g
2(B; r)dr
=
!10
R 0V
0 g(

B; r)dW (r) + !20
R 1
0V
g(B; r)dW (r)R 1
0 g
2(B; r)dr
Proof. Theorem 3: Denote the minimized sum of squared residuals from a regression of U
on all regressors by SSR(U) and the minimized sum of squared residuals from a regression
of U on (0; 1) by SSR(U;0; 1). We know that SSR(U) can be generated by regressing
the residuals from a regression of U on (0; 1) on the residuals from a regression of T^B
on
(0; 1). Hence,
SSR(U) = SSR(U;0; 1)  U 0P ( ~XT^B )U
= SSR(U;0; 1)
 U 0(0; 1)T^B (
0
T^B
M(0; 1)T^B )
 10
T^B
(0; 1)U
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with a variance break prole f0V ; !10; !20g, the convergance rate for each parameter estimates
remains invariant. Hence we can consistently estimate the parameters
f^; ^; ^; ^B; ^V ; ^1; ^2; !^1; !^2g. Because futg is stationary on each regime f1; :::[0V T ]g and
f[0V T ]+ 1; :::; T   [0V T ]g, we then do two re-searches of trend break dates using model of one
trend break and no variance break in the regime [0; ^V T ] and [^V T; T ] separately, assuming
stationary innovation with variance ^i and long-run variance !^i, i = 1; 2 in each regime.
Denote the estimates of the trend break date fraction and the trend break coe¢ cient in each
regime by ^B1; ^B2 and ^1; ^2, respectively, with " < ^B1 < ^V   " < ^V + " < ^B2 < 1   ".
Note that a minimum distance between 0V and 
0
B is required for this approach to work.
Under the null hypothesis of no break in trends, we have
^B1 =) B1 = argmax
"<<0V  "
3
()3(1  )3 [
Z 0V
0
g(B1; r)dW (r)]
2
^B2 =) B2 = argmax
0V +"<<1 "
3
()3(1  )3 [
Z 1
0V
g(B2; r)dW (r)]
2
and
(0V )
3T 3
^
2
1
!^210
=) 3
(B1=
0
V )
3(1  B1=0V )3
[
Z 1
0
g(B1=
0
V ; r)dW (r)]
2
d
= max
"<1<1 "
3
(1)3(1  1)3 [
Z 1
0
g(1; r)dW (r)]
2
(1  (0V )3)T 3
^
2
2
!^220
=) 3
(B2=
0
V )
3(1  B2=0V )3
[
Z 1
0
g(B2=
0
V ; r)dW (r)]
2
d
= max
"<2<1 "
3
(2)3(1  2)3 [
Z 1
0
g(2; r)dW (r)]
2
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Because ^
2
1; ^
2
2 are constructed on di¤erent regimes, they are independent so
F4;T = (
0
V )
3T 3
^
2
1
!^210
+ (1  (0V )3)T 3
^
2
2
!^220
=) max
"<1<1 "
f 3
(1)3(1  1)3 [
Z 1
0
g(1; r)dW (r)]
2g
+ max
"<2<1 "
f 3
(2)3(1  2)3 [
Z 1
0
g(2; r)dW (r)]
2g
is a pivotal statistic for TP-4.
Proof. of Theorem 4: In what follows let fdW (r)gr2[0;1] be a realized value of all di¤erential
increments dW (r) and let 
1 be the probability space with events that determine the value
of fdW (r)gr2[0;1]. Recall from Theorem 1 that j^B   0Bj = OP (T 3=2) and
D
1=2
T (^  0)) a(0B) 1(0B)
Recall that
(r) =

!10W (r) when r  0V
!10W (
0
V ) + !20[W (r) W (0V )] when r > 0V

with
() = (
Z 1
0
d(r);
Z 1
0
rd(r);
Z 1

(r   )d(r))0
To see how dT (!
2
10; !
2
20; 

B; 
0
V ) is constructed, note that the estimate of the trend break
coe¢ cient ^, as the 3rd element of D1=2T (^  0), has the following limit distribution:
T 3=2^ = [D
1=2
T (^  0)]3 ) [a(0B) 1(0B)]3
= 3f!10
Z 0V
0
[
1
(0B)
2(1  0B)
  (2
0
B + 1)r
(0B)
3(1  0B)
+
1(r > 0B)(r   0B)
(0B)
3(1  0B)3
]dW (r)
+!20
Z 1
0V
[
1
(0B)
2(1  0B)
  (2
0
B + 1)r
(0B)
3(1  0B)
]dW (r)
+
Z 1
maxf0B ;0V g
(r   0B)
(0B)
3(1  0B)3
dW (r)g
=
3
(0B)
3(1  0B)3
f!10V 1(0V ; 0B) + !20V 2(0V ; 0B)g
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where
V 1(
0
V ; 
0
B) =
Z 0V
0
[0B(1  0B)2   (20B + 1)(1  0B)2r + 1(r > 0B)(r   0B)]dW (r)
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0
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0
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Z 1
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with the variance of V 1(
0
V ; 
0
B); V 2(
0
V ; 
0
B) given by
V ar[V 1(
0
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0
B)]
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and
V ar[V 2(
0
V ; 
0
B)]
= f(1  0V )0B(1  0B)4   (1  (0V )2)0B(20B + 1)(1  0B)4
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3
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This motivates dening the scaling statistic
dT (!
2
10; !
2
20; 
0
B; 
0
V ) =
(0B)
3(1  0B)3
3[!210V ar[V 1(
0
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2
20V ar[V 2(
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1=2
;
so that we have
^PIV = T
3=2dT (!
2
10; !
2
20; 
0
B; 
0
V )^
d! N(0; 1)
In practive, true values of parameters are replaced by their estimates. So
d^T (!^
2
1; !^
2
2; ^B; ^V ) =
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3(1  ^B)3
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1=2
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Table 3.1: Critical Values for Pivotal Tests
CV for variance break test F2;T ; F3;T
"nquantile 99% 97.5% 95% 90%
0.05 [-14.0,15.9] [-12.4,13.7] [-10.3, 10.72] [-9.24, 9.37]
0.1 [-9.89,10.6] [-9.18,8.87] [-8.26, 7.96] [-6.86, 6.82]
CV for trend break test F1;T
"nquantile 99% 97.5% 95% 90%
0.05 [-3.64,4.01] [-3.35,3.76] [-2.70,2.69] [-2.28,2.31]
0.1 [-3.18,3.39] [-2.79,3.13] [-2.43,2.42] [-2.17,2.13]
CV for trend break test F4;T
"nquantile 99% 97.5% 95% 90%
0.05 30.4 25.9 14.58 10.5
0.1 20.4 18.1 11.5 9.24
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