Abstract. Describing persons and their actions is a challenging problem due to variations in pose, scale and viewpoint in real-world images. Recently, semantic pyramids approach [1] for pose normalization has shown to provide excellent results for gender and action recognition. The performance of semantic pyramids approach relies on robust image description and is therefore limited due to the use of shallow local features. In the context of object recognition [2] and object detection [3], convolutional neural networks (CNNs) or deep features have shown to improve the performance over the conventional shallow features.
Introduction
Human attributes description such as gender, hair style, and clothing style and action category recognition such as playing music, riding bike, and taking photo are two of the most challenging problems in semantic computer vision. The two tasks are difficult since scale, viewpoint and pose varies significantly in real-world scenarios. Furthermore, images can appear in different illumination conditions, in low resolution and with back-facing people. These factors make the task of robust pose normalization and image description extremely challenging. In this paper, we focus on two problems namely: human attributes recognition and action category recognition. Most state-of-the-art approaches rely on part-based representations [4-6] to counter the problem of pose normalization for human attributes classification. These approaches either use the deformable part models [7] or poselets [8] to obtain part locations. The part locations are then used to construct posenormalized representations for classification. In the context of action recognition, conventional approaches either employ the bag-of-words framework [18, 22, 24] or focus on finding human-object interactions [15, 20, 21 ] to obtain improved performance. The bag-of-words based methods make use of local features such as shape, texture and color to represent local patches. On the other hand, approaches based on finding human-object interactions also use local features for patch description.
Recently, Khan et al. [1] have proposed an approach, semantic pyramids, for pose normalization. The method aims at fusing information from the full-body, upper-body and face regions of a person in an image. The parts of a person are automatically localized using state-of-the-art face and upper-body detectors. This ensures that no additional part annotations are required neither at training nor at test time. Spatial pyramid based image representations are then constructed for each part location. Consequently, the final image representation is obtained by combining the full-body, upper-body and face pyramids for each instance of a person. In this work, we also use pose-normalized semantic pyramids representation for human attributes and action recognition.
