Abstract: A study is undertaken of the kernels in the contour integral representations of the remainder terms for Gauss-Radau and Gauss-Lobatto quadrature rules over the interval [ -1, 1]. It is assumed that the respective end points in these rules have multiplicity two, and that integration is with respect to one of the four Chebyshev weight functions. Of particular interest is the location on the contour where the modulus of the kernel attains its maximum value. Only elliptic contours are considered having foci at the points ± 1.
Introduction
We continue here the analysis of the remainder term of quadrature rules for analytic functions, initiated in [3, 4] for Gaussian quadrature rules, to deal with Gauss-Radau and Gauss-Lobatto rules with multiple end points, in particular, end points of multiplicity two. The case of simple end points was treated in [2] . The object is to determine where precisely the kernel in the contour integral representation of the remainder attains its maximum modulus along the contour. Of special interest are elliptic contours. As in [2] , we will concentrate on the four Chebyshev weight functions.
The Gauss-Radau rule with (positive) weight function w and end point -1 of multiplicity r is given by where the remainder R~.Af) is zero whenever f is a polynomial of degree . :::;; 2n + r 1, R~,r(f) = 0, all /E IP>2n+r-]· (1.2R) This in particular implies that TvR must be the zeros of the polynomial 1Tn ( ·; w R) of degree n orthogonal on [ -1, 1] with respect to the weight function wR(t) = (t + 1)r w(t).
(1.3R) (The case where + 1 is the given end point is easily reduced to (1.1R) by a change of variables.)
Similarly, the Gauss~Lobatto rule (with end points of the same multiplicity, for simplicity) is 
It is useful to note that the normalization of the orthogonal polynomial 1Tn in (1.4) is unimportant, since any nonzero multiplicative factor will cancel out when the kernel is formed in (1.7). We shall frequently make use of this freedom later on, without special mention. From (1.6) one obtains the estimate 1 I R~:;(/) J.:::;; -2 l(T) max J Kn~~L(z; w)
'IT zEr zEr where /(T) is the length of T. Our interest will focus on the first maximum in (1.9), where it is useful to know the location on r where the maximum is attained. For the actual computation of Kn~~L( z; w ), for fixed z E r, we refer to the discussion in [4, §4] . In the following, we limit ourselves to elliptic contours, r=G"P={zEC: z=l(pei 11 +p-1 e-i 6 ),0-'(fJ-'(2'lT}, p>1, (1.10) which we consider to be more flexible than circular contours. Indeed, they can be chosen (by selecting p sufficiently close to 1) to snuggle tightly around the interval [ -1, 1], thereby avoiding possible singularities off and preventing excessive growth off along r. We shall furthermore assume throughout that r = 2 in (1.1R,d, i.e., we are dealing only with end points of multiplicity 2.
We begin in Section 2 with collecting explicit expressions for the kernels KnR2L( ·; w) in the cases where w is any one of the four Chebyshev weight functions. The study of their maxima on r is then carried out in Section 3 for Radau, and in Section 4 for Lobatto formulae. Precise theorems will be established whenever possible, numerical and asymptotic analyses given otherwise.
The remainder kernels for Chebyshev weight functions
In this section we are gathering explicit expressions for the kernels KnR2L( z; w) in (1. 7), in the case where w is any one of the four Chebyshev weight functions
The expressions will all be in terms of the variable u, which is connected with z through the familiar relation
Since the derivations are often very similar to those in [2], we will limit ourselves to brief indications. More details will be provided only when new considerations are required.
Gauss-Radau formulae
For w = w 1 , we have from (1.3R) that
so that by (1.4) and [2, Lemma 3.3] w~.2 ( z; 
In the case w = w 2 , we have w 2 R(t) = (1-t) 1 1 2 (1 + t) 512 , which requires two applications of [2, (2.6) with U, denoting the Chebyshev polynomial of the second kind. In combination with (1.5) and [2, Eq. (3.6)], this then yields
Similarly, when w = w 3 , then w 3 R(t) = (1-t)-1/ 2 (1 + t) 512 , and two applications of [2, Lemma 3.3 and Eq. (3.14)] give
Finally, for w = w 4 , we have w 4 R(t) = (1-t) 112 (1 + t) 3 
Gauss-Lobatto formulae
For w = w 1 we have from (1.3d that 
Inserted in (1.5), and using [2, Eq. (3.6)] and (1.7), this yields
Assume next w = wy Here, w 3 L(t) = (1-t) 3 
On the other hand, from [5, Eq. (4.21.7)] one finds that
n+2.
Using this in (2.15), and disposing of the constant in (2.14) appropriately, gives 
Finally, the case w = w 4 , by a change of variables, is easily reduced to the preceding case:
(2.18)
The maximum of the Radau kernels on elliptic contours
In this section we seek to determine the precise location of maxz E g I KnR 2 ( z; w) I on the p , elliptic contour gP ( cf. (1.10)). Because of (1.8), it suffices to consider the upper half of the ellipse, i.e., 0:::::; 0:::::; ' 1T in (1.10). For w = w 1 and w = w 4 (cf. (2.1)), we shall prove that, for any fixed p > 1, the maximum occurs on the negative real axis, that is, for 0 ='IT (Theorems 3.6 and 3.7). For the other two Chebyshev weights, the state of affairs is more complicated, and we limit ourselves, in Section 3.3, to stating conjectures based on numerical and asymptotic analyses. Section 3.1 contains a number of auxiliary results, some possibly of independent interest.
Preliminary lemmas
We begin with two elementary trigonometric inequalities. I cos e I : : : ; ; 2 n + 1. Proof. The first inequality is well known. The second, being true for n = 0, follows by induction: 
Proof. We first note that
Indeed, for p = 1, the left-hand side vanishes, while its derivative is
Now the left-hand side of (3.4) can be written as
(3.4) (3.5) which by (3.5) and subsequent application of the second inequality in Lemma 3.2 is seen to be larger than 
Main results
We are now ready to establish the desired results for the weight functions w 1 and w 4 • Theorem 3.6. We have, for any p > 1,
Remark. The denominator in the last expression of (3.6) is positive, since it vanishes for p = 1 and its derivative computes to
which is clearly positive for p > 1. attains its maximum at 8 ='IT. We must show, therefore, that
has minimum modulus at 8 ='IT. Since 1 u 1 = p, it suffices to study the modulus of the expression in braces, the square of which, considered as a function of 8 for fixed p > 1, we denote by/( 8).
An 
Remark. The positivity of the last denominator in (3.7) ts shown similarly as m the remark following Theorem 3.6.
Proof of Theorem 3.7 . We now must analyze the modulus of the kernel K,R 2 in (2.9) with u = peie, 0 ~{}~'IT. As in the proof of Theorem 3.6, it is elementary to show tha't u+--
takes on its maximum at {}='IT, and the same is true for I u -11. It suffices, therefore, to show
has a minimum at {}='IT. We have
Proceeding as in the proof of Theorem 3.6, we decompose this into a purely trigonometric expression, and one involving terms with 
Numerical and asymptotic results
Numerical experimentation revealed that the behavior of 1 K,~2 (z; w) 1 for z E <ff'P, in the cases w = w 2 and w = w 3 , is considerably more complicated than in the cases of the other Chebyshev weights treated in Section 3.2. The location of the maximum not only depends on n, but for some n also on the value of p.
More specifically, for w = w 2 , numerical evidence suggests that when 1 ~ n ~ 11, then (3.8)
while for n ~ 12 there exist numbers 1 < p~ < Pn such that (3.8) holds if either 1 < p ~ p~ or p:; Pn· Inbetween, the maximum point on <ff'P moves from close (and to the left of) the imaginary axis towards the negative real axis as p increases from p~ to p 11 • Numerical values of p~ and Pn for 12-< n-< 20 are given in Table 3 .1. An asymptotic analysis for p t 1 and p ~ oo yields results consistent with the findings above. Indeed, as p t 1, one obtains by a lengthy computation that
(3.9) whereas for 0 < 8 <'IT, the behavior is 0 (1) while for n = 1, the first relation holds for all p > 1. Table 3 .2 lists the quantities Pn for 2 "( n "( 20, which evidently are the roots of the equation
An asymptotic analysis for p t 1 and p --> oo again corroborates these results. In the former limit, we find
with values of 0(1) or O((p -1)-1 ) for (J E (0, 'IT), while in the latter limit we have
Kn,2 z, w3 zE~p
The maximum of the Lobatto kernels on elliptic contours
As in the previous section, it suffices to study I KnL 2 
Main result
For the Chebyshev weight function of the first kind, w = w 1 , we prove the following theorem. 
Remark. The last denominator in (4.1) is positive, which can be seen similarly as in the remark to Theorem 3.7. 
Numerical and asymptotic results
For w = w 2 , it is found numerically that I Kn~i ·; w 2 ) I attains its maximum on lffP on the real axis if 1 ~ n ~ 9. The same holds for n ? 10, if 1 < p ~ Pn for some Pn > 1, while for p ? Pn the maximum occurs on the imaginary axis. Clearly, Pn must be such that (4.
2)
The root Pn of (4.2) was determined for 10 ~ n ~ 20 by means of a bisection procedure, using X 1-21-(n+ 2 )(n+ 4 ) cos20 , which shows that the maximum is indeed attained on the real axis when 1-12(n + 3)/(n + 2)(n + 4) < 0, i.e., n < 10, and on the imaginary axis, otherwise.
Finally, for w = w 3 , numerical as well as asymptotic computations indicate that I KnL 2 ( z; w 3 ) I z E c always takes on its maximum on the positive real axis (i.e., for 8 = 0), but it ' p seems difficult to prove this rigorously.
