Abstract. Let U be a normed space compactly embedded in a space V , let {U * n } be a sequence of finite-dimensional subspaces of the dual space U * , and let
In what follows, by "superconvergence" we shall mean the following. Suppose an approximation process is given in a Banach space U , i.e., an approximating sequence {u n } is assigned to every element u ∈ U . Also, let U be equipped with a seminorm ν(u) subordinate to the norm in U : ν(u) ≤ c u . If ν(u − u n ) tends to zero faster than u − u n , we talk about superconvergence.
Starting with the paper [1] , superconvergence was studied in detail for the finite element method (see, e.g., [2] and the references therein). In the present paper we construct a certain abstract pattern of superconvergence in the case where u n = P n u, the P n being projections. Any finite-dimensional projection has the form P n u = * is called the projection system. The main idea exploited in this paper is that, in superconvergence problems, the key role is played by the projection system rather than by the coordinate system. The general pattern is applied to the study of superconvergence for projection methods of solving boundary value problems for differential equations in the case of polynomial coordinate systems.
We introduce some notation and terminology. Let U n ⊂ U be a subspace. The best approximation of an element u ∈ U by elements of U n is defined to be E Un (u) U = inf{ u − u n | u n ∈ U n }.
A sequence {U n } of subspaces of U is said to be asymptotically dense in U if for any u ∈ U we have E Un (u) U → 0. If u 576 I. K. DAUGAVET asymptotically dense in U , then we say that the system {u n k } (n = 1, 2, . . . , k = 1, . . . , n) is complete. We denote by P m n the linear space of polynomials of degree at most n in m variables, and we put P n = P 1 n . Let U and F be Banach spaces, U * the space dual to U , {U * n } a sequence of subspaces in U * , and G ∈ L(U, F ) a compact linear operator. We introduce subspaces U (n) ⊂ U by the formula U (n) = {u ∈ U | χ n u = 0, χ n ∈ U * n }, and denote by G n = G| U (n) the restriction of G to U (n) .
Theorem 1. If the sequence
Proof. For each n, we construct an element u n ∈ U (n) such that u n = 1 and Gu n ≥ 1 2 G n . For any χ ∈ U * and ε > 0, we can find N such that for all n > N we have χ − χ n < ε for some χ n ∈ U * n . Then, since χ n (u n ) = 0, for n > N we obtain
This proves that the sequence {u n } converges to zero weakly. By the compactness of G, it follows that Gu n → 0, and it remains to observe that G n ≤ 2 Gu n . Now, suppose that U is embedded in a Banach space V (U ⊂ V ), and that the operator I that embeds U in V is compact.
Corollary 1. Let
, and suppose that the sequence {U * n } is asymptotically dense in U * . Then I n → 0.
Let {P n } be a sequence of projections in the space U . Then the {P * n } are projections in U * , and
n . Thus, we arrive at the following statement.
Corollary 2. If G ∈ L(U, F ) is a compact operator and the sequence {R(P
Proof. It suffices to observe that u−P n u ∈ U (n) , so that we can put α n = G n → 0.
In the special case where the role of G is played by the compact operator that embeds U in V , we obtain the following.
Corollary 3. If the sequence {R(P
Remark. In Corollaries 2 and 3 it is not assumed that u − P n u U → 0.
In connection with Corollary 3, it should be noted that, in the obvious estimate
for the discrepancy of the approximation of u by the projection P n u, the last factor on the right depends only on the coordinate system and not on the projection system, the middle-term factor depends on both systems, and the first factor depends only on the projection system. We describe at once how Theorem 1 applies to projection methods. Suppose we apply the projection method to a linear equation Au = f , where A is a bounded linear operator acting from a Banach space U to a Banach space F (A ∈ L(U, F )). Let u * n ∈ U n be the corresponding approximate solution, i.e., the solution of the equation
Here P n is a projection of F onto a finite-dimensional subspace F n , and U n is the linear hull of the coordinate system.
Theorem 2.
Suppose that the space U is compactly embedded in a space V , and that the following conditions are fulfilled:
3) the sequence {R(P * n )} of subspaces is asymptotically dense in F * . Then the projection method is superconvergent: there is a numerical sequence α n → 0 such that, for any right-hand side f ∈ F , we have
Proof. The approximate solution is related to the exact one by the formula u *
We have proved the asymptotic density of the subspaces R(Q * n ), and, with it, Theorem 2.
We turn to estimation of the norm of I n . Since U is compactly embedded in V , the space V * dual to V is compactly embedded in U * .
Theorem 3. Let U *
n is a finite-dimensional subspace in U * , let I be the embedding operator from U to V , and let I n be the restriction of I to the subspace
Proof. By the duality criterion of the best approximation element in the dual space (see [3, p. 22 
Therefore,
Now we consider applications of the theorems just proved to the study of projection methods for solving functional equations. The Ritz method. Let H be a separable real Hilbert space, and let A be a selfadjoint and positive definite operator in H. We assume that the operator A −1 is compact. With the operator A, we associate its energy space H A , which embeds in H compactly. The scalar product and the norm in H A will be denoted by [·, ·] and · A . In order to apply Theorem 3, we must consider the embedding of the space H * dual to H in the space dual to H A ; the latter dual space is identified with H A .
Lemma. The embedding of H
* in H A is given by the formulas
Proof. The claim means that, for u ∈ H A , the functional
Suppose the Ritz method with a coordinate system {ω
. . , n, complete in H A is applied to finding an approximate solution of the equation Au = f . In accordance with the Ritz method, the approximate solution is the H Aorthogonal projection of the exact solution to the linear hull U n of the coordinate system. Therefore, Theorem 3 and the lemma imply the following statement.
Theorem 4. For the exact and the Ritz approximate solutions of the equation in question, we have
We show how this theorem can be applied to elliptic equations. In a bounded domain Ω ∈ R m with sufficiently smooth boundary ∂Ω, consider the elliptic equation
with one of the boundary conditions
Here ∂ ∂N is the derivative along the conormal. Under the first boundary condition it is assumed that r(x) ≥ 0, under the second it is assumed that r(x) ≥ r 0 > 0, and under the third it is assumed that either r ≥ r 0 > 0, σ ≥ 0, or r ≥ 0, σ ≥ σ 0 > 0. The coefficients of the equation and the function σ are assumed to be sufficiently smooth so as to ensure that for f ∈ L 2 (Ω) the exact solution u * belong to the Sobolev space W 2 2 and u * W 2 2 ≤ C f L2 . Suppose we want to solve problem (1), (2) under the second or the third boundary condition and apply the Ritz method with polynomial coordinate functions, i.e., we seek the solution u n in the form u n (x) = p n (x), where p n ∈ P m n in a polynomial of degree n with coefficients to be determined.
1 The well-known multidimensional analog of the Jackson theorem for the case of L 2 implies that the number α n occurring in Theorem 4 satisfies α n ≤ C 1 /n. The same estimate is obtained also in the case of the first boundary condition if we seek an approximate solution in the form 2 u n (x) = ω(x)p n (x), where 1 The parameter n has changed its meaning: now this is the degree of the polynomial, rather than the number of coordinate functions; the latter number is considerably larger. 2 The corresponding coordinate functions will also be called polynomial functions.
p n ∈ P m n and ω(x) is a sufficiently smooth function vanishing on the boundary of Ω and satisfying ω(x) > 0 for x ∈ Ω and grad ω(x) = 0 for x ∈ ∂Ω. Instead of an analog of the Jackson theorem, in this case we should apply an analog of Kharrik's approximation theorem (see [4] ). For the L 2 -generalization of that theorem, see [5] . So, the following statement is true.
Theorem 5.
Under the above assumptions, for the discrepancy of the approximate solution of (1), (2) obtained by the Ritz method with polynomial coordinate functions we have
Here we have used the fact that the norm in the energy space H A is equivalent to the norm in W 
This statement is not new (see [6] ). Similar results can be obtained for differential equations of order higher than two. Here we restrict ourselves to the case of the simplest boundary value problem for an ordinary differential equation. The L 2 -generalization of Kharrik's theorem that we need in this case is elementary; below we formulate it in the form to be applied in what follows, and give a proof.
So, let W consisting of all f subject to the conditions
L2 .
Lemma. Suppose l > m. There is a constant c such that for every
we can find a sequence {p n } of polynomials with the following property: for the polynomials
Proof. The set of derivatives of order m of all functions in W 2 ) m p n (x) coincides with the set of all polynomials in P n+m that are orthogonal to the polynomials of degree m − 1. Therefore, the best approximation relative to the norm inẆ by polynomials (see, e.g., [7, p. 148] ). Now, consider the boundary value problem
where the functions a k are k times continuously differentiable, a m (x) ≥ d > 0, and
; it is positive definite, its energy space coincides withẆ , and the norm in the energy space is equivalent to the norm · m . Moreover, there exist constants 0 < c 1 < c 2 such that for all u ∈ D(A) we have c 1 u
L2 . Suppose that, to find an approximate solution of problem (3), (4), we apply the Ritz method with coordinate functions ω
, where p k−1 ∈ P k−1 . The next statement follows immediately from Theorem 4 and the previous lemma.
Theorem 6. For the discrepancy of the approximate solution obtained by the Ritz method, we have the estimate
Applying the same lemma once again, we arrive at the following statement.
Corollary. If the exact solution of the problem under consideration belongs to
The Galerkin method. In a real Hilbert space H, we consider the linear equation
under the following assumptions. The operator A is selfadjoint and positive definite, and its inverse is compact. With A we associate the corresponding energy space H A . The operator B is defined on H A and is bounded as an operator from H A to H, i.e., B ∈ L(H A , H). Equation (5) is uniquely solvable. Under these assumptions, (5) is equivalent to the equation
which will be considered in the space H A . Here
it is easy to check that T is compact. For the solution of (5) we apply the Galerkin method, i.e., we seek an approximate solution in the form u n = 
which is the usual system of the Galerkin method for equation (6) viewed as an equation in the Hilbert space H A . Under our assumptions, this system is uniquely solvable for n sufficiently large, and the approximate solutions u * n converge to the exact solution u * at the rate of the best approximations:
where U n is the linear hull of the coordinate elements (see [8] ). For any u n ∈ U n we have (I + T )(u
and we see that
n A , where I n is the operator that embeds V (n) in H. By Theorem 3 and the lemma before Theorem 4, we have
The operator T * is related to A and B as follows.
* is defined by the relation
We apply the aforesaid to elliptic equations. In a bounded domain Ω ∈ R m with a sufficiently smooth boundary, consider the elliptic equation
where ∂ ∂N denotes the derivative along the conormal. All coefficients a kj , b k and c, and also the function σ > 0 are assumed to be sufficiently smooth. We want to find out what the operator T * is and, accordingly, what the norm I n is, provided that the operator L is split naturally into the sum A + B. We only consider the third boundary condition; the other cases are treated similarly. In the case of the third boundary condition, the operator A is represented by the sum in (8) involving the second order derivatives, and the product (w, Bu) reshapes as follows:
For T * w = v, identity (7) takes the form
Therefore, v = T * w solves the problem
Since z ≤ c 5 w A , and g is the trace of some function
≤ c 7 w A (see [9] ). So, for any w ∈ H A we have
and
≤ c 2 , which implies that
v A , and 
(we have used the fact that the norm in H A is equivalent to the norm in W
2 ). We also note that in the case of the second boundary condition the role of A can be played, for instance, by the operator
which is positive definite. This proves the following statement.
Theorem 7.
For the embedding operator I n arising when we solve equation (8) with the boundary conditions as indicated by the Galerkin method, we have estimate (9) .
Again, applying an analog of Jackson's or Kharrik's theorem, we obtain the following consequence of Theorem 7.
Corollary. If the boundary value problem indicated is solved by the Galerkin method with polynomial coordinate functions, then
and if the exact solution u
Like the corollary to Theorem 5, the second statement in this corollary is not new (see [6] ). 
* f , and
Now, suppose that the equation Au = f is solved by the moment method: the approximate solution U n is sought in an n-dimensional subspace 
Here u * is the exact solution. Therefore,
where I n is the operator that embeds the subspace
in H. Relation (10) means, in particular, that if the system {ϕ n j = A −1 χ n j } is complete in H 0 (this is equivalent to the completeness of the system {χ n j } in H), then the approximate solutions tend to the exact one faster than the discrepancies of the approximate solutions tend to zero.
By Theorem 3,
Thus, we have proved the following statement.
Theorem 8. For the moment method under consideration, we have the estimate
where F * n = χ n 1 , . . . , χ n n is the linear hull of the projection system. 3 The operators A and A 0 should be distinguished at least because they have different adjoints. It is easy to check that A * 0 = A −1 0 . 4 So far, we do not need to specify this subspace. The only requirement is that it must contain an approximate solution.
the discrepancy be orthogonal to all polynomials of degree n (the coordinate system may be arbitrary in this case). This leads to the estimate
However, for a polynomial coordinate system, it remains unclear how the rate of convergence of u * n to u * depends on the smoothness properties of the solution.
As a special case of the moment method for problem (11), we mention the Galerkin method: as before, we seek an approximate solution in the form of a polynomial of degree n + m satisfying the boundary conditions, but the coefficients of this polynomial must obey the requirement that the discrepancy should be L 2 -orthogonal to all such polynomials (the projection system coincides with the coordinate one). However, in general, in this case the quantity E F * n (A −1 ) * f H is the best approximation of a function satisfying some boundary conditions (these are determined by the domain of A) by polynomials satisfying some other boundary conditions. Therefore, we cannot expect that I n ≤ c/n m in this case. Nevertheless, for m = 2k and for the simplest boundary value problem (u (j) (±1) = 0, j = 0, . . . , k − 1), a result similar to Theorem 9 can be obtained also for the Galerkin method, and by the same means.
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