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Abstract 
We discuss certain types of characteristic functions with surprising and in- 
teresting properties, ettle two problems of Ushakov, relate to an observation 
by Ramachandran, and pose new questions. 
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1 In t roduct ion  
If P denotes a probability distribution on the real line R, we call the complex-valued 
function 
/2 ~(t) = exp(itx) alP(x), t C N, OO 
the characteristic function associated with P. Characteristic functions play crucial 
roles in probability theory and mathematical statistics. Some of their properties are 
of fundamental importance and give rise to key results, such as the central limit 
theorem. Other properties are rather viewed as curiosities, form highlights in the 
classical books of Feller (1966, pp. 505-507) and Lukacs (1970, p. 85), and continue 
to delight the reader. 
Feller and Lukacs construct distinct characteristic functions that coincide within 
a finite interval. Ushakov (1999, pp. 264 and 334) goes a step further. He asks for a 
characterization f the class B of all sets B C ]R for which there exist characteristic 
functions ~(t) and ¢(t) such that ~(t) = ¢(t) if and only if t • B. 
Theorem 1 For each symmetric closed subset of the real line that contains the origin 
there exist characteristic functions p(t) and ¢(t) such that ~(t) = "~(t) on this set 
and ~(t) • ¢(t) otherwise. 
Thus,/3 consists of the symmetric losed subsets of the real line that contain the 
origin. We notice the connection to the extension problem for characteristic functions 
(L~vy, 1961; Keich, 1999). For instance, the Gaussian characteristic function, T(t) = 
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e -t~/~, has a unique extension from any interval that contains the origin. Ushakov 
(1999, pp. 275-276 and 354) gives an example of a characteristic function 
)" 1. - 1 (1 - e -2 )  [t], i f  It] < 2, 
¢(t) = [ e_t2/2 ' if It[ > 2, 
which coincides with the Gaussian characteristic function on an interval, but for which 
¢(t) ~ e -t2/2. The example is a straightforward consequence of P61ya's criterion and 
can be modified in many ways. Ushakov asks whether it is true that for any a > 0 
there exists a characteristic function ¢(t) such that ¢(t) = e -t2/2 for [t[ > a but 
¢(t) ~ e -t~/2. A positive answer is immediate from the following result. 
Theorem 2 Let ~ be the characteristic function of an absolutely continuous distribu- 
tion with a continuous, strictly positive density. Then there exists, for each a > O, a 
characteristic function ¢(t) such that ¢(t) = ~(t) if t = 0 or It] >_ a and ¢(t) # ~v(t) 
otherwise. 
Section 2 provides constructive proofs of the two theorems. In Section 3, we 
discuss a related curiosity: characteristic functions that attain constant values on 
intervals. We compare Ramachandran's (1996) example to a new construction with 
similar properties, and we discuss the possible level sets of characteristic functions. 
2 Dis t inct  character ist ic  funct ions  that  coincide on 
symmetr ic  c losed sets 
The proof of Theorem 1 borrows an argument of Lukacs (1970, p. 85). It is an easy 
consequence of PSlya's criterion. 
Proof of Theorem 1. Let B denote a symmetric losed set that contains the origin. 
Its complement is a symmetric open set that does not contain the origin; that is, a 
countable, symmetric union of disjoint open intervals, none of which contains the 
origin. Let ~(t) = e -Itl. To construct ¢(t), replace the arc of e-ltl by a chord, on 
each finite open interval in the countable union. If the union contains an infinite 
interval (a, c¢) where a > 0, replace e -Itl on this interval by the positive part of the 
linear function e-a - e-~(lt[ -  a), and proceed analogously on the interval ( -~ , -a ) .  
By P61ya's criterion (Lukacs, 1970, p. 83), ~(t) = e -Itj and ¢(t) are characteristic 
functions with ~p(t) = qv(t) for t E B and ~b(t) # ~(t) otherwise. [] 
The following lemma is needed in the proof of Theorem 2. Throughout, we denote 
by 
1 
exp(ixt)p(t) dt, • e R, 
~(x) = 27r J-oo 
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the Fourier transform of an integrable function p. 
Lemma 1 There exist a continuous, real-valued function p and positive constants m 
and M such that 
(i) p(t) = 0 if t = 0 and It[ > 1, and p(t) > 0 otherwise, 
(ii) ~(x) > 0 if Ixl > M, and 
(iii) fi(x) > "m if Ix[ <_ M. 
Proof of Lemma 1. Define pl(t) = (1 + 3ltl)(1 - Itl)a+ and p2(t) = (1 + 5It I + 
8t2)(1 - Itl)~_. Then the cut-off polynomial 
satisfies (i). By the results in Section 3 of Wendland (1998), there exist positive 
constants c~1 and c~2 such that 
CnJX1-2~-2 _< ~i(x) _< c~21x1-2'-2 (i = 1,2) 
whenever JxJ is sufficiently large. Thus, we can find a constant M such that fi(x) > 0 
i f  Jx I > M. Furthermore, ~(x) is a real-valued, continuous function and we can define 
m = -minlxl<M ~(x); m is positive, because ~(x) > 0 if Ix[ > M and p(t) is not 
positive definite. Hence, (ii) and (iii) hold. [] 
Using computer algebra systems, it can be shown that the function discussed in 
the proof satisfies fi(x) > 0 if Ix[ > 20 and fi(x) > -1 /80  for x E R. 
Proof of Theorem 2. Given ~(t) and a positive number a, we construct a charac- 
teristic function ¢(t) such that ¢(t) = ~(t) if and only if t = 0 or It[ > a. Recall that 
~(t) has a continuous, strictly positive Fourier transform ~(x). Let p(t) be a function 
and let m and M be positive constants with the properties given in Lemma 1. Define 
m' = minfxi<_M/a ~3(x) > 0. Then the continuous function 
m I t ,(t) = + P(a) 
is a characteristic function, because ¢(0) = 1 and the Fourier transform of ¢ is 
positive; furthermore, ¢(t) = ~(t) if and only if t = 0 or It I _> a. [] 
If it is true for a characteristic function qo that for any a > 0 there exists a 
characteristic function ¢(t) such that ¢(t) = qo(t) for Itl > a but ¢(t) ~ qo(t), 
we say that ~ has the substitution property. Clearly, the property does not hold 
for periodic functions, and it does hold for characteristic functions With continuous, 
strictly positive densities. One might conjecture that any characteristic function with 
an absolutely continuous component has the Substitution property. 
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3 Characteristic functions taking constant values 
on intervals 
Ramachandran (1996) discussed another intriguing phenomenon: characteristic func- 
tions that attain constant, negative values on intervals. The main building block of 
his construction is the characteristic function ~(t) with period 4 and ~(t) -- 1 - I t] 
for Itl < 2. For c c ( -1,  0), Ramachandran defines 
1 1 -c  
This is clearly a characteristic function, which decreases linearly for t E [0, 2] and 
attains the constant value c on the interval [2, bc], where 
bc = rain (4, 3 + ch . 
\ 1 -c ]  
Notice that Pc is periodic if c is rational, with period the least common multiple of 4 
and 2(3 + c)/(1 - c). 
We introduce another family of characteristic functions with similar properties. 
For c E (-1,  0), define 
%(t )={1-~i t ] '  if It]_<2, 
c, if 2 < It] <_ (c -  1)/c, 
and continue with period 2 (c -1 ) /c .  This is a characteristic function by Theorem I of 
Gneiting (1998), and pc(t) = %(t) for Itl _< be. Furthermore, pc(t) and %(t) coincide 
if c = -1  or c = -1 /3 ,  but in general pc(t) ~ %(t). Figure 1 illustrates pc(t) and 
%(t) for c = -1 /2  and t E [0, 8]; Pc has period 20 and ~'c has period 6. 
The examples motivate the question for the real level sets of a characteristic 
function. For c E [-1, 1], let Bc denote the class of all sets B C_ ll~ for which there 
exists a characteristic function 9(t) such that ~o(t) = c if and only if t E B. Ii'inskii 
(1975) and Sasv~ri (1985) studied the case c = 0, that is, the zero sets of characteristic 
functions. They proved that any symmetric losed set B that does not contain the 
origin belongs to B0. In other words,/3o coincides with the class B discussed above. 
It is then evident that B~ =/3o for c C [0, 1), by looking at convex combinations 
(1 - c)~(t) + c that involve a constant characteristic function. It is also immediate 
that B1 consists of ~ and all sets of the form Zb, where b > 0 and Z denotes the 
integers. Finally, B-1 comprises all sets of the form (2Z + 1)b where b > 0. We 
leave the characterization of the classes Bc for c C ( -1,  0) as an open problem. The 
functions pc(t) and %(t) provide examples of sets B C Be, and it is obvious that 
Bc _C Be, if -1  < c < c' < 0, again by looking at convex combinations with a constant 
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Figure 1: The characteristic functions Pc (solid) and % (dashed) when c = -1/2.  
characteristic function. Note that pc(t) and %(t) correspond to discrete distributions. 
It remains open whether there exist absolutely continuous characteristic functions 
with negative level sets of positive Lebesgue measure. 
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