We discuss analogues of Newman and Rivlin's formula concerning the ratio of a partial sum of a power series to its limit function and present a new general result of this type for entire functions with a certain asymptotic character. The main tool used in the proof is a Riemann-Hilbert formulation for the partial sums introduced by Kriecherbauer et al. This new result makes some progress on verifying a part of the Saff-Varga Width Conjecture concerning the zero-free regions of these partial sums.
Introduction
Let f be an entire function and let
k! z k denote the n th partial sum of its power series. A problem of some interest is to determine the asymptotic behavior of the zeros of these partial sums as n → ∞.
An early example of a result of this type is the paper [18] by Szegő which considered the zeros of the partial sums of the function f (z) = exp(z). Among other things, Szegő showed that the zeros of the re-scaled partial sums p n (nz) approach a specific limit curve defined by |ze 1−z | = 1 with Re z ≤ 1. This curve has come to be known as the Szegő curve. A series of other results followed in this vein, including the very general contributions of Rosenbloom in his thesis [15, 16] .
At the suggestion of Varga, Iverson published a paper [6] containing tables of numerical values and a plot of the zeros of various partial sums of f (z) = exp(z). Iverson remarked that there seemed to be a large zero-free region surrounding the positive real axis which was not yet described by the available literature. This zero-free region was subsequently investigated by Newman and Rivlin in [10, 11] and in a more general setting by Saff and Varga in [17] . In the latter it was shown that no partial sum has a zero in the parabolic region {x + iy : y 2 ≤ 4(x + 1) and x > −1}.
Conversely, the first paper by Newman and Rivlin contained the following theorem.
Theorem A (Newman-Rivlin). Let
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Then lim n→∞ p n (n + w √ n) exp(n + w √ n) = 1 2 erfc w/ √ 2 uniformly on any compact set in Im w ≥ 0.
Here erfc refers to the complementary error function, which is defined in (2.9). As a consequence of this result it is possible to show that, for any positive constants K, x 0 , and , the set {x + iy : |y| ≤ Kx 1/2+ and x ≥ x 0 } contains infinitely many zeros of the partial sums of exp(z). It is after this theorem that the present paper is named. Prompted by these results and by additional numerical computations, Saff and Varga made the following conjecture (see [3, p. 5] and the references therein).
Saff-Varga Width Conjecture. Consider the "parabolic region" S 0 (τ ) = z = x + iy : |y| ≤ Kx 1−τ /2 , x ≥ x 0 , where K and x 0 are fixed positive constants, and consider also the regions S θ (τ ) obtained by rotations of S 0 (τ ):
Given any entire function f of positive finite order λ > τ , denote its n th partial sum by p n (z). There exists an infinite sequence of positive integers N such that there is no S θ (τ ) which is devoid of all zeros of all partial sums p n (z), n ∈ N .
Essentially this conjectures that any region free from zeros of the partial sums must not be too wide-this width depending on the exponential order of the function in question. In the numerical evidence and the examples which have been investigated up to this point the zeros actually cluster densely together and "fill" up most of the plane, and there are only a finite number of exceptional arguments where these zero-free regions exist. Further, these exceptional arguments only occur in the direction of maximal exponential growth of the function in question. It is these arguments which we are interested in in the present paper.
To capture these observations, Edrei, Saff, and Varga proposed a modified Width Conjecture in [3, p. 6] .
Modified Width Conjecture. Let f be an entire function of positive, finite order λ. We can find an infinite sequence of positive integers N and a finite number of exceptional arguments θ 1 , θ 2 , . . . , θ q such that (a) For any argument θ = θ j , j = 1, 2, . . . , q, it's possible to find a positive sequence ρ n , n ∈ N , with ρ n → ∞ and ρ n = O(n 2/λ ) such that, for every fixed > 0, the number of zeros of the partial sum p n (z) in the disk
tends to infinity as n → ∞, n ∈ N .
(b) For any exceptional argument θ j it's possible to find an integer m ≥ 2 and a positive sequence ρ n , n ∈ N , with ρ n → ∞ and ρ n = O(n 2/(λm) ) such that, for every fixed > 0, the number of zeros of the partial sum p n (z) in the disk
Results of the same type as Theorem A have so far been very important in verifying the Width Conjectures in these directions of maximal exponential growth. Indeed, one can check that Theorem A verifies part (b) of the modified conjecture for the case of the exponential function with λ = 1, m = 2, θ = 0, and ρ n = n. The following analogue of Theorem A is proved in [3, p. 10] also to verify part (b) of the modified conjecture at the exceptional argument θ = 0 for the Mittag-Leffler functions.
be the Mittag-Leffler function of positive, finite order λ. Let p n (z) be its n th partial sum and let r n = (n/λ)
uniformly for w in any compact set in C.
More results of this type can be found in [13, 20, 1, 7, 14] . In the spirit of these and Theorems A and B we prove the following general result. Theorem 1.1. Let f be an entire function of positive, finite order λ with asymptotic behavior as in (2.1) and which satisfies Condition 2.1. Let r n = (n/λ) 1/λ and let p n (z) denote the n th partial sum of the power series for f (z). Then
uniformly on any compact set in Re w < 0.
We'll briefly describe how this result is connected with the Modified Width Conjecture. If w is any zero of 1 2 erfc(w λ/2) then Re w < 0, and by Hurwitz's theorem (see, e.g., [9, p. 4] ) p n−1 (z) has a zero z n of the form
for n large enough. As n grows, this zero will eventually lie inside the disk
where > 0 is fixed. The function erfc has infinitely many zeros, so the number of zeros in this disk will tend to infinity as n → ∞. This verifies part (b) of the Modified Width Conjecture with ρ n = r n , θ = 0, and m = 2 for this class of functions.
It is important to note that we will not claim to have shown that θ = 0 is the only exceptional argument for the functions we consider or that part (a) of the conjecture has been resolved. These questions are still open. We also note that another variant of the Width Conjecture was proposed by Norfolk in [12, p. 531], and it is straightforward to show that this too is satisfied (for a particular argument) by the above result.
To prove Theorem 1.1 we will adapt an approach involving Riemann-Hilbert methods introduced Kriecherbauer, Kuijlaars, McLaughlin, and Miller in [8] to study the zeros of the partial sums of exp(z). In the paper the authors obtained strong asymptotics for each zero of the partial sums. A crucial element in their approach is a Cauchy integral representation for these partial sums,
We make use of a more general version of this integral in (2.6) and (2.7).
Definitions and Preliminaries
Let a, b ∈ C, 0 < λ < ∞, 0 < θ < min{π, π/λ}, and µ < 1. We suppose that f is an entire function such that
as |z| → ∞, with each estimate holding uniformly in its sector. In this case f is of exponential order λ. For this f , let
Note that for | arg z| ≤ θ we have
as n → ∞, where
Let ∆ be the circle centered at z = 1 which subtends an angle of θ from the origin. Denote by σ 1 , σ 2 the points where ∆ intersects the line of steepest descent of the function Re ϕ(z) passing through the point z = 1. Note that by symmetry σ 1 = σ 2 and Re ϕ(σ 1 ) = Re ϕ(σ 2 ). Further, Re ϕ(σ 1 ) < 0. We will impose the following growth condition on the derivative of the function f . Condition 2.1. There exists a constant 0 < ν < − Re ϕ(σ 1 ) such that, if z is restricted to any compact subset of {z ∈ C : z = 0 and | arg z| ≤ θ}, we have
uniformly in z as n → ∞.
This technical condition is used in the proof of Lemma 4.3.
Definition 2.2.
A contour γ is said to be admissible if 1. γ is a smooth Jordan curve winding counterclockwise around the origin.
2. In the sector | arg z| ≤ θ, γ is a positive distance from the curve Re ϕ(z) = 0 except for a part that lies in some neighborhood U γ of z = 1. In this set U γ the contour γ coincides with the path of steepest decent of the function Re ϕ(z) passing through the point z = 1.
3. In the sector | arg z| ≥ θ, γ coincides with the unit circle.
We will now introduce a number of Cauchy-type integrals. Various facts about this type of integral transform, including a detailed description of Sokhotski's formula, can be found in [5, ch. 1] .
Let γ be an admissible contour and suppose for now that z = 0 is inside r n γ. The function
is entire, so by Cauchy's integral formula we have
for all integers m ≥ 1, the second integral in (2.5) is zero. Making the substitution ζ = r n s yields the identity
which holds for z = 0 inside γ. (This construction is a special case of the one in [2, p. 436] for an integral representation of the error of a Padé approximation.) The above calculations motivate us to define the function
for all z / ∈ γ, z = 0. For z inside γ with z = 0 we know from above that
By Sokhotski's formula we have
where F + n (resp. F − n ) refers to the continuous extensions of F n from inside (resp. outside) γ onto γ. Though we don't need to for the present paper, we can also calculate F n (z) for z outside γ using the residue theorem. In all,
for z outside γ, f (r n z) − p n−1 (r n z) for z = 0 inside γ.
Let γ θ = γ ∩ {z ∈ C : | arg z| ≤ θ} and define
where ϕ is as in (2.4). Sokhotski's formula tells us that
where G + n and G − n refer to the continuous extensions of G n from the left and right of γ θ onto γ θ , respectively. Based on the asymptotic (2.3) and the fact that the saddle point of the function ϕ(s) is located at s = 1, we expect that F n (z) ≈ G n (z) for z ≈ 1 as n → ∞. Something to this effect is shown in Lemma 4.5.
We observe that ϕ(1) = ϕ (1) = 0 and ϕ (1) = λ, so
in a neighborhood of s = 1. We can thus invoke the inverse function theorem to find a neighborhood V of the origin, a neighborhood U ⊂ U γ of s = 1, and a biholomorphic map ψ : V → U which satisfies (ϕ • ψ)(ξ) = ξ for ξ ∈ V . Note that the set U γ here is as defined in Definition 2.2. This function ψ maps a segment of the imaginary axis onto the path of steepest descent of the function Re ϕ(z) going through z = 1. Just as in [8, p . 189] we define
and, setting z = ψ(ix/ √ n),
Here + and − indicate approaching the contour γ θ from the left and from the right, respectively. Finally define
where the contour of integration is the horizontal line starting at s = z and extending to the right to s = z + ∞. This is known as the complementary error function. For information about the zeros of this function we refer the reader to [4] .
Proof of the main result
In this section we will prove Theorem 1.1.
Choose > 0 such that B 2 (1) ⊂ U and define
The jumps for G n (z) and P n (z) cancel each other out as z moves across γ in B 2 (1), so m is analytic on B 2 (1). If we define the contours
then the function m uniquely solves the following Riemann-Hilbert problem.
Riemann-Hilbert Problem 3.1. Seek an analytic function M : C \ Γ → C such that We therefore have
by Sokhotski's formula. As n → ∞, each of these integrals tends to zero uniformly as long as z is bounded away from Γ. Indeed, by referring to Lemmas 4.1, 4.2, 4.3, and 4.4, we know that
and by the definition of m,
uniformly for z ∈ B (1) as n → ∞. Now set z = 1 + w/ √ n, where w is restricted to a compact subset of Re w < 0. By Lemma 4.5 we deduce from the above that
uniformly as n → ∞.
Following the argument in [8, p. 194], it's possible to show that
for an appropriately chosen branch of the square root we obtain an expression for P n ,
valid for z ∈ U to the left of γ θ . Since 2 − erfc(x) = erfc(−x) we can rewrite this as
It is straightforward to show that
uniformly, so
uniformly as n → ∞. By substituting this into (3.2) we see that
For n large enough we can write
by (2.7). The asymptotic assumption (2.1) grants us the uniform estimate
f (r n (1 + w/ √ n)) r a n (log r n ) b e n/λ (1 + w/ √ n) n = e λw 2 /2 + o(1), and upon substituting this into the above formula we find that
uniformly as n → ∞. Substituting this into (3.3) yields the expression
which holds uniformly as n → ∞. Theorem 1.1 follows immediately from this asymptotic.
Lemmas from the proof
Lemma 4.1.
uniformly for z ∈ B (1) as n → ∞.
Proof. For z ∈ B (1) we have
Let Γ + 1 and Γ − 1 denote the closures of the parts of Γ 1 lying to the left and to the right of γ θ , respectively. Then from the above we see that
Define s 1 , s 2 to be the points where Γ 1 intersects γ θ . Depending on whether s approaches s j from the left or the right, we have
Note that the first term here decays exponentially. We can deform the contour γ θ in a small neighborhood A of s j to be a straight line passing through s j . Choose this neighborhood small enough so that γ θ still lies entirely below the saddle point at s = 1 on the surface Re ϕ(s) except where it passes through s = 1. We then have
A straightforward application of the Laplace method to the second integral here yields
From Taylor's theorem we know that
where 0 < c < − Re ϕ(s j ). From this it follows that
and this tends to 0. Combining these facts we conclude that
as n → ∞. Now suppose s ∈ Γ + 1 \ {s 1 , s 2 }. Then e nϕ(t) /(t − s) is analytic in a neighborhood of γ θ . We can deform γ θ near s 1 and s 2 so that it stays a small positive distance away from Γ + 1 , and in such a way that γ θ is unchanged in the disk B (1). Split the integral for G n (s) into the pieces
After this deformation, the first integral is bounded by
where C > 0 and c > 0 are constants independent of s. In the second integral let t = ψ(iu) and define −iψ
An identical process will yield the same bound for s ∈ Γ − 1 \ {s 1 , s 2 }. Combining (4.2) and (4.3) in (4.1), we conclude that
Lemma 4.2.
There exists a constant c > 0 such that r −a n (log r n )
Proof. Let Γ 2 denote the part of Γ 2 for which | arg s| ≤ θ and let Γ 2 denote the part for which θ < | arg s|. We'll split the integral into the two parts
and estimate them separately. For | arg z| ≤ θ we can write
where δ(z) → 0 uniformly as |z| → ∞, so for s ∈ Γ 2 we have f (r n s) r a n (log r n ) b (e 1/λ s) n = s a e nϕ(s) 1 + log s log r n b
(1 + δ(r n s)).
If s ∈ Γ 2 then we can find a constant d > 0 such that Re ϕ(s) < −d. The quantities s a , log s/ log r n , and δ(r n s) are uniformly bounded for s ∈ Γ 2 , and the quantities r a n and (log r n ) b grow subexponentially, so if z ∈ B (1) we can find positive constants C 1 and d such that
For | arg z| > θ we can write
and, since |s − z| ≥ ,
Combining this with the above estimate yields the desired result.
Proof. Split the integral for F n into the two pieces
(e 1/λ t) −n f (r n t) dt t − s and denote by F 1 n (s) and F 2 n (s) the left and right terms, respectively. If s ∈ Γ 1 and t ∈ γ \ γ θ then |t − s| ≥ C 1 for some constant C 1 > 0 since
and U is open. We can find a constant C 2 such that
for | arg z| ≥ θ, and just as in the proof of Lemma 4.2 we get
It follows that there are positive constants C 3 and c such that
Now we consider the integral over γ θ . For | arg z| ≤ θ we can write
where δ(z) → 0 uniformly as |z| → ∞. This implies f (r n t) r a n (log r n ) b (e 1/λ t) n = t a e nϕ(t) 1 + log t log r n b
(1 + δ(r n t))
for t ∈ γ θ , so we will rewrite
The first integral in this expression can be estimated using the method in Lemma 4.1 while the second requires a little more care. Actually the proof will go through just as before except for the estimates at the points s j , which we will detail here. Let's name the inner integral
Depending on whether s approaches s j from the left or the right, we have
The first term here decays exponentially. We can deform the contour γ θ in a small neighborhood A of s j to be a straight line passing through s j . Choose this neighborhood small enough so that γ θ still lies entirely below the saddle point at s = 1 on the surface Re ϕ(s) except where it passes through s = 1. We then have P. V.
For the second integral, the Laplace method yields
The first supremum here decays exponentially. For the second we have
where 0 < c < − Re ϕ(s j ). By choosing A smaller we can show that this estimate holds for any fixed c > 0 small enough. We calculatẽ
and, from (4.5),
After substituting this into the previous expression, we may now appeal to Condition 2.1 to write sup
where C 4 > 0 is a constant independent of n. In addition to taking c as small as we like, by choosing U γ , U , and slightly larger we may make Re ϕ(s j ) as close to Re ϕ(σ j ) as we like. We can thus make arrangements so that the quantity Re ϕ(s j ) + c + ν is negative. It follows that
for some positive constants C 5 and c , and combining this with the above Laplace method estimate we find that
as n → ∞. The remainder of the proof proceeds exactly as in Lemma 4.1.
Proof. We can find a constant C 1 such that
for z ∈ B (1).
uniformly for w restricted to compact subsets of Re w < 0.
Proof. In this proof we will write z = 1+w/ √ n as a shorthand, keeping in mind the implicit dependence of z on n.
Split the integral for F n into the two pieces
As in the previous lemmas, the second integral here is uniformly exponentially decreasing, and we can write the integrand of the first as
whereδ is as defined in (4.6), to get
for some constant c > 0. We will show that both of these remaining integrals tend to 0 uniformly. The contour γ θ passes through the point s = 1 vertically, so by assumption there exists a positive constant C 2 such that |s − z| ≥ C 1 n −1/2 . For n large enough z / ∈ γ θ , and in that case we have
for some constant C 2 . We then have δ (r n , ψ(it))ψ(it) a ψ (it) , which tends to 0 as n → ∞ by our assumption on δ and, by extension,δ.
Combining the above estimates with (4.7) we find that
5 Discussion of the asymptotic assumption on f
The assumption in (2.1) that our function f has only one direction of maximal exponential growth is made in part to simplify the discussion. It should not be an issue to extend the result to entire functions which have maximal growth along a set of arguments θ 1 , . . . , θ m with θ j = θ k (mod π) for j = k. However, we know from our results in [19] that there are entire functions which grow maximally in two opposite directions whose partial sums cannot have the asymptotic behavior described in Theorem 1.1. The function
(1 − t)e zt dt = e z − e −z (1 + 2z)
is one such example. This function has maximal exponential growth along the arguments θ = 0, π. From [19, pp. 225-226] we know that in the right half-plane the zeros of its scaled partial sums p n (nz) approach the Szegő curve |ze 1−z | = 1 from the inside, and so, since the Szegő curve comes to a right angle at the point z = 1, asymptotically satisfy the inequality | arg(z − 1)| > 3π/4. However, all zeros of the complementary error function erfc(z) lie in the sector | arg z| < 3π/4, hence the zeros of the partial sums cannot be related to zeros of the complementary error function in the way guaranteed by Theorem 1.1. It is unclear whether the method can be modified to handle cases such as these.
