Characterization of naturally fractured reservoir is a recurring challenge for many oil and gas companies that manage and develop fractured reservoirs. Several techniques have been applied in the past to characterize these complex reservoirs; most of them have been proven unreliable. This paper will describe a methodology to improve the characterization of fractured reservoir using seismic attributes derived from prestack and post-stack high resolution inversion and spectral imaging. The methodology presented in this paper uses the simultaneous integration of geophysical, geologic, and engineering data to improve the reservoir description. At the root of this reservoir characterization technique is the increasingly accurate seismic data collected on most of the reservoirs world-wide. Extensive use of this seismic information is made possible through the use of pre-stack high-resolution elastic inversion, post-stack high resolution inversion, and spectral imaging. These processes allow the derivation of seismic attributes that are extremely relevant to fracturing and could also be used as input in the continuous fracture modeling approach. Based on this seismically driven reservoir characterization, the fractured reservoir properties could be accurately estimated in 3D. An application of this technology and workflow is presented on a very complex fractured reservoir.
Introduction
Naturally Fractured Reservoirs (NFR) are becoming a major issue throughout the world both for old and new fields. Old fields are reaching maturity, and something must be done to extend their life. The most common solution is to use secondary or tertiary recovery processes that create unpleasant surprises as they exaggerate the effects of fractures. Additionally, many newly discovered oil and gas fields are fractured, and their development constitutes a real challenge in these difficult times where the E&P industry must deliver high returns to its shareholders. Fortunately, most of these companies have acquired 3D seismic data that provides a wealth of information to assist in meeting these challenges.
Characterization of Fractured Reservoirs
The use of 3D seismic data in fractured reservoir modeling remains a major priority for most oil and gas companies. The major problem facing these companies is to find the right technology or tool to fully utilize their data, especially the 3D seismic surveys.
Geomechanical Approach
When facing the problem of modeling a fractured reservoir, oil and gas companies have three available approaches. The first one is the geomechanical approach, where an attempt is made to reconstruct the tectonic history of the fractured reservoir. Unfortunately, all the existing tools in this approach employ overly simplistic models where the complex geology of the reservoir is ignored and homogenous and isotropic rock properties are assumed in the calculations. Furthermore, the end result of this approach is a strain map, which is typically very similar to a simple curvature map easily derived from the current structural surfaces. Another major deficiency in this approach is the assumption that present day open fractures are only related to tectonic events, ignoring the effects of diagenesis and mineralization upon fractures. In addition to the inability of this approach to account for the complex and heterogeneous geology of all fractured reservoirs, there is no room to incorporate any 3D seismic attribute, other than structure maps derived from the seismic data, in the geomechanical modeling process.
Discrete Fracture Networks (DFN)
The second category of fracture models is the Discrete Fracture Network (DFN), which stems from the observation that fracture distribution seems random 1 . In this approach, fracture data collected at the wells from image logs and cores are used to derive a statistical distribution of various fracture properties. In this regard, one has to note the work of authors such as Lorenz et al., 2 who argue that most of the fractures are vertical, as are most of the wells. Hence, the statistics derived from the very limited well data and used in DFN modeling can be misleading, as vertical wells can easily miss, and therefore undersample, nearby vertical fractures. The DFN model is constructed by generating a large number of discrete objects in the reservoir volume that represent the fractures. The DFN model is then upscaled to create fracture input for the reservoir simulators 3 . Such models are able to reasonably reproduce the near wellbore zone but fail miserably away from the wellsthe very area in which we are interested. DFN models are not able to reproduce the fractures away from the well without additional information. In order to guide and constrain the random generation of these discrete fractures away from the wells, early efforts were made to impose a 2D map as a constraint. For example, in a sand-shale system, the 2D facies map provides the areal facies distribution, and the DFN model will only generate fractures where the sand facies is present. Despite the fact that the distribution of facies is a complex 3D geometry, such simple approaches are still used to generate DFN models. Ouenes and Hartley 4 used a 3D constraint that is the result of an integration of various drivers to constrain a DFN model. In other words, a 3D continuous fracture intensity model is built by finding the relationship that exists between a multitude of drivers and a fracture indicator available at the wells. Once this relationship is found, it can be used to generate a 3D continous fracture model. This model will guide the distribution of the fractures in the 3D DFN model. The increasing interest and efforts in using seismic data in fracture characterization provide a golden opportunity to DFN users. A new method of constraining DFN models is to use an average seismic attribute that contains some fracture indication 5 . In this case, both 2D and 3D seismic constraints have been applied to control the random distribution of the discrete fracture objects. Unfortunately, this new trend in DFN modeling is based on the assumption that there is one key seismic attribute that will provide the definitive answer for the distribution of fracture density. DFN modeling has evolved from totally random models to models relying entirely on one seismic attribute that is supposedly a direct indicator of fracture density. In both cases, all the geologic realities related to facies, tectonics, diagenesis, and all the other complex geologic factors that control fracturing have no room to be incorporated in the DFN modeling process. Nevertheless, DFN models have survived and continue to thrive for two major reasons. The first one is the visual appeal of the discrete representation that gives geoscientists the impression that they are truly modeling the fractures. The second reason is the historical background of service and oil companies investing significant resources in developing DFN software. A few large oil companies have even established a company-wide strategy for fracture modeling based on the use of DFN. Even if the derived models are barely able to match the field pressure, it is very difficult for those service and oil companies to change direction, and the E&P industry will have to live with this approach. Fortunately, DFN is not the only solution for fracture modeling and efficient alternative approaches have always been available.
Continuous Fracture Modeling (CFM)
Among these alternative methods is the Continuous Fracture Modeling (CFM) approach [6] [7] . This framework was developed with two objectives in mind. The first objective was to work on a geocellular grid at the reservoir simulation scale, using any type of fracture indicator available at the wells. The second objective was to provide a framework where any geologic or geomechanical indicator available as a 3D geocellualr grid, or any field measurement (seismic), can be incorporated quantitatively in the modeling effort. The backbone of this method is a set of artificial intelligence tools 7 that give the flexibility needed to deal with complex fractured reservoirs. The approach was successfully applied to solve a wide range of fractured reservoir problems [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , has been continuously improved by the developers 18 and other authors, [13] [14] and is currently used in many institutions. From the early stages of the CFM approach, the goal was to use seismic data in fracture modeling 15 . These early efforts have paid off and opened the door to more opportunities to include seismic data, [16] [17] which turns out to be the cornerstone of fracture modeling. The incorporation of seismic data finally turned the tide in fracture modeling, leading to meaningful fracture models. The seismically derived fracture models can be used to drill wells 17 and accurately simulate complex fractured reservoirs 10, 17 because they permit the correct modeling of the complex "plumbing". These successful applications are the result of a unique view on how to use the seismic data in fracture modeling. Before describing this unique approach, a general description of the different approaches to use seismic data in fracture modeling is given below.
Seismic Data in the Characterization of Fractured Reservoirs
Geophysicists have been pleading for the use of seismic data in fracture modeling. Their plea 19 was not always heard for several reasons. The first reason is related to economics. The primary use of seismic data is to provide structural information from the processed compressional wave reflection arrival times, along with some simple attributes such as reflection amplitude. Extracting fracture density and orientation information from seismic data required additional work, and therefore expense, in acquiring and processing shear wave or converted wave data or in acquiring and processing wide angle compressional wave data for azimuthal anisotropy information. In the case of marine data, the additional complications of shear waves not propagating in fluids (such as the water column), as well as the limited azimuths available in the typical marine streamer acquisition technique, added technical as well as financial hurdles to overcome. It took the E&P industry more than a decade to become convinced about the value of simple 3D P wave seismic, and it may take more time than that to demonstrate the added value of acquiring shear waves or converted waves. In addition to the financial and technical problems, an additional complication has been the exaggerated, and often unfulfilled, promise that seismic data will provide the "silver bullet" that reveals intricate details about the fractures. To some, seismic data was not seen as additional information that can complement geologic and geomechanical information, but rather was thought to be the ultimate answer to the problem. Because many simplistic assumptions were made when using seismic data in fracture modeling, the resulting attributes that were purported to be a direct measure of fracture density were in fact misleading.
Currently, the main trend in the use of seismic for fracture modeling is the use of azimuthal anisotropy 5, 13 . Instead of an expensive shear wave survey, efforts are now directed towards acquiring wide-azimuth surveys with the purpose of using the new azimuthal anisotropy technologies to detect fractures. The original work by Crampin et al 20 has recently mushroomed into various consortiums working in this promising area. Unfortunately, many of these efforts are not ready for field applications, as they use overly simplistic theories that do not take into account the true complexity of the fractured reservoirs. Some of the simplistic assumptions made in this area are discussed in Ouenes et al. 16 . Because of a lack of something similar to the SPE comparative solutions to evaluate the different approaches proposed by the various service companies, the entire industry runs the risk of misjudging the azimuthal anisotropy approach. Azimuthal anisotropy has been misused in many basins, and has lead to the drilling of dry holes with no fractures in locations where it was expected to find plentiful fractures.
Instead of relying upon shear waves and azimuthal anisotropy, both of which require additional spending during seismic acquisition and/or processing, the authors have focused on the use of existing P wave seismic to extract useful information for fracture modeling. This methodology views 3D seismic attributes as additional, and typically important, drivers that can be added to an integrated fracture modeling effort to provide a better modeling of the inter-well region, rather than a method of direct fracture identification in and of themselves.
Practical Use of High Resolution Inversion and Spectral Imaging in Fractured Reservoir
The primary premise in the CFM approach is the recognition that many drivers affect fracturing. Some of these drivers are critical and play a first order role; hence, it is important to have an accurate 3D reservoir model that describes the distribution of the critical drivers. For example, in a carbonate reservoir with dolomite and limestone, it is imperative to have an accurate 3D model of the distribution of each facies, as dolomite can have four to six times more fractures than limestone. In a clastic reservoir composed of sand and shale, it is important to obtain the areal distribution of these two facies, as the shales tend to have little or no fractures. Seismic inversion and spectral imaging can be used to provide an accurate distribution of many key rock properties that have a direct impact on fracturing.
Although seismic inversion has been used for more than three decades, the majority of the E&P companies still use their 3D seismic primarily for structural interpretation and identification of amplitude anomalies. Hence, the wealth of information available in the seismic data remains largely untapped and underutilized. The value of seismic data is fully realized when it is combined with log data in algorithms that merge the two datasets and create added value reservoir information.
A limiting factor in the quantitative application of seismic inversion has been the relatively poor vertical resolution of the data. Within the past decade, efforts were made to increase the resolution of the seismic inversion and reach a level of detail on the order of 1-2 meter resolution. Both stochastic [21] [22] and deterministic [16] [17] inversion approaches can be used for this purpose. Unfortunately, a recent survey by the authors of E&P companies has shown that 92% of the surveyed companies do not know about the existence of such high resolution inversion algorithms. It is interesting also to note that 36% of the surveyed geophysicists do not believe that such methods do exist, and believe that seismic attributes can only have the resolution of the seismic data, which is significantly poorer than 1-2 meters. The reality is that high resolution seismic attribute cubes with a vertical resolution on the order of 1-2 meters are routinely created to solve a multitude of reservoir problems, including those related to fractures. These seismic attributes include the acoustic impedance derived from poststack P wave inversion or rock mechanical properties derived from pre-stack elastic inversion.
These high resolution seismic attributes can be used in various ways to improve the fracture modeling. They can be used directly as input in the integrated fracture modeling approach 18 as an additional driver. For example, impedance is input directly into the fracture modeling, as this attribute contains information on both lithology, porosity, and fluid content. It is frequently found to be one of the most important drivers in modeling fractures. When pre-stack data are available, high resolution elastic inversion provides very important fracture drivers, such as the Lamé coefficients. These seismic attributes provide a direct indication of the rock mechanical properties that control fracturing.
Seismic attributes can also be used in creating geostatiscal models of reservoir properties constrained to the seismic data 21 . For example, very accurate facies models can be generated by combining high resolution seismic impedance and facies information from wells. These facies models play a major role in any fracture modeling effort, as the presence of fractures is facies dependent. Furthermore, the facies models can be used in geostatistics to create accurate porosity models, which are another major driver affecting fracturing. In numerous fractured reservoirs, the fractures are mostly present in the low porosity rock. Grain movement in response to underlying stresses is limited in these rocks because of the lack of pore space, and therefore these low porosity rocks often accomodate stresses by fracturing.
High resolution inversion using pre-stack and/or post-stack seismic data is capable of providing accurate 3D models of geologic and mechanical properties of the rock. These are key properties that control the degree of fracturing in a rock. These models can be used directly in an integrated fracture modeling approach or combined with other geologic attributes to produce additional relevant geologic attributes. In addition to these seismically derived petrophysical attributes, spectral imaging has been used to provide additional useful attributes for fracture modeling. Spectral imaging is a workflow that uses log data and spectral decomposition 23 . The result of this process is a multitude of seismic attributes that often correlate well with fracture density. The tuning and attenuation effects at specific reservoir-dependent frequencies appear to be sensitive to the presence of fractures and the fluids contained within the fractures. These additional seismic attributes complement the previously described petrophysical attributes derived from high resolution inversion. Again, the objective is not to find a single "silver bullet", but to accumulate a multitude of seismic attributes -pieces that will allow us to solve the puzzle of a fractured reservoir.
Considerations and Constraints on the use of PreStack and Post Stack Seismic Data in Fractured Reservoir Modeling
Both pre-stack and post-stack seismic data can produce meaningfull attributes for use in fractured reservoir modeling. There are, however, considerations and constraints upon the use of these data types. Prior to undertaking a fractured reservoir modeling project, or in acquiring the data for use in such a project, it is wise to keep these considerations and constraints in mind.
The use of post-stack data to perform spectral imaging and high resolution inversion poses the fewest constraints upon the geoscientist. The required input data consist of a relative amplitude migrated 3D volume, along with sonic and density logs in several (minimum of 1) wells in the field. As these data are generally available in fields with existing 3D seismic data, the time and expense required for producing these input data is neglible.
Pre-stack seismic data provides attributes that cannot be derived from the post-stack seismic data, as the information contained in the variations of the seismic data as a function of source-receiver offset and azimuth are not preserved in the post-stack data. As one might expect, this additional information comes with additional costs and considerations.
Pre-stack seismic information for use in fractured reservoir modeling can be divided into 2 types, each with its own costs and considerations. The first type is elastic inversion, which requires several (2 or 3) migrated stacks at varying incidence angles, as well as shear and compressional wave sonic logs and density logs to compute the elastic impedance logs for each of the angle stacks 24 . For older fields with existing 3D seismic datasets, this may require reprocessing to generate the necessary angle stacks. As shear wave sonics are not yet common, particularly in older fields, the geoscientist may also be required to either estimate a shear wave sonic (adding to the uncertainty in the results) or obtain a shear wave sonic in a new well prior to computing the required elastic impedance logs. Therefore, for existing datasets, reprocessing the seismic data and obtaining a shear wave sonic will increase the time and expense necessary to provide the input data. For new fields, the geoscientist can plan to obtain the necessary data as part of the seismic processing and logging programs, minimizing the effect upon the time required, although still increasing the costs.
The second type of prestack information that can be used in fractured reservoir modeling is the azimuthal anisotropy within the reservoir interval. As with elastic inversion, obtaining this information from existing seismic datasets typically requires reprocessing. Unlike elastic inversion, which has a minimal effect upon the time required for processing, obtaining azimuthal anisotropy information from the seismic data requires a significant additional effort in the processing. This process is also more sensitive to noise in the seismic data, and may therefore require conditioning of the seismic data to improve the signal/noise ratio, as well as removal of anisotropic effects due to the overburden. Clearly, the processing flow required to produce the azimuthal anisotropy information is the more complicated and time consuming than that required for post-stack impedance inversion or pre-stack elastic inversion, and is correspondingly more expensive.
A significant constraint on deriving azimuthal anisotropy information from seismic data is that the seismic survey must be designed and acquired to provide the range of azimuths and offsets necessary to reliably detect the azimuthal anisotropy. This can increase the cost and recording time of the surveysignificantly in the case of marine surveys. Existing 3D surveys, particularly marine surveys, may not have the required distribution of azimuths and offsets, requiring acquisition and processing of a new 3D survey in order to be able to obtain the azimuthal anisotropy information.
Case Study
All of the data types described above were used in studying a quartzite reservoir located in North Africa. In this case, both pre-stack and post-seismic attributes were used in the fracture modeling process. The post-stack seismic were input to the high resolution inversion and spectral imaging, while the prestack seismic data were input to elastic inversion and azimuthal anisotropy analysis. Shear wave sonic logs were generated from the existing log data using empirical relationships.
Geological Modeling Constrained by Seismic
The most important feature in the established integrated workflow (Fig. 1) is the use of seismic data to constrain the geologic models and to improve the modeling of the fractures. The first major benefit derived from seismic data in this method is the use of the seismic data as a constraint in the geostatistical modeling of the geologic drivers such as facies and porosity. In this case study, all the geologic models were constructed using sequential gaussian simulation, and most of the key geologic attributes were constrained by the seismic impedance. For example, the porosity model was constrained to the impedance, with a correlation coefficient of 0.6. The dramatic difference between a model that is constrained to the seismic (Fig. 2) and another model using only the log data (Fig. 3) is illustrated with the porosity model. Using a porosity model constrained to the seismic in fracture modeling produces better fracture models.
Similarly, the permeability model was generated by using the provided core data, the porosity and impedance as a constraint. The Vshale model was also constrained to the impedance with a correlation coefficient of 0.7. Finally, water saturation and gamma ray models were generated to complete the list of all possible geologic drivers that could help in the fracture modeling. All the generated geologic models are used as input in a commercial fracture modeling software 18 .
Continuous Fracture Modeling (CFM) using Poststack Seismic Data
In addition to the geologic drivers mentioned above, two seismic attributes were used as drivers: the acoustic impedance derived from high resolution inversion and the tuning frequency derived from spectral imaging. Structurerelated drivers were also included in this integrated approach through the use of the slope and curvature in four different directions.
The fracture indicator used in this study was derived from the interpretation of the cores, available in three wells. Once the fracture drivers were input and the fracture indicator defined, the ranking of the drivers was performed in order to obtain a better understanding of the origin of fracturing in this specific field (Fig. 4) . One can notice that the structural features play a major role in the fracturing, and that the seismic attributes are good indicators of fracturing. The tuning frequency is a good indicator of fracturing, and the acoustic impedance provides an indication of the brittleness of the rock.
Using the fifteen drivers and the limited fracture density available at the three wells with core interpretations, several fracture models were generated. This process is divided into two major components: training and testing. The training consists of taking a percentage of the available fracture information and using these data to train a neural network. Once the neural network is trained, the remaining percentage of fracture intensity data is used to test the validity of the model. Fig. 5 shows the results of the training and testing. The points drawn with a triangle are the testing points and those drawn with a square are the training points.
Once the neural network finds the relationship between the fifteen drivers and the fracture intensity, it can be used to predict this fracture intensity in every cell of the field, as all fifteen drivers exist throughout the entire 3D grid. This approach uses a stochastic framework, where many models are generated by using various sets of training and testing data. Each resulting model is checked against the known and available fracture information. If the model honors the known information, it is kept for further use. If the model fails to represent the known information, it is discarded. A 3D view of the average fracture intensity model is show on Fig. 6 . A cross section through the wells has been generated and is displayed on Fig. 7 . A Discrete Fracture Network (DFN) map has been generated from the Continuous Fracture Model and is displayed for one layer on Fig. 8 . The anisotropy map, showing the fracture distribution and the fracture orientation, is generated and displayed for one layer on Fig. 9 .
A major observation derived from the fracture models is the existence of a dense fracture network around Well-2. This result is also confirmed by the different seismic attributes. The performance of all other wells could be explained with the derived fracture models, which show a dramatic difference between the large fracture network found in the west with the localized trends found in the east. Future development strategies could be designed using these fracture models along with the seismic attributes, such as the tuning frequency.
Fracture Modeling using Pre-stack Seismic
An existing 3D seismic survey (actually the merger of 2 existing 3D surveys) was used for this project. As previously mentioned, existing 3D surveys typically have the data required for generating post-stack seismic attributes, but lack the required data for pre-stack analysis. Such was the case in this study, and reprocessing was required to generate the necessary pre-stack data. In this study, both elastic inversion and azimuthal anisotropy analysis were performed. This necessitated generating the incidence and azimuth stacks from the prestack data.
Seismic Reprocessing
For this study, the initial pre-stack seismic dataset consisted of CMP gathers with deconvolution applied, along with files containing residual statics and NMO velocities. The reprocessing began with the application of the field geometry information to the dataset. A check of the provided velocities was performed, and NMO corrections were applied to the data. Trim statics were derived and applied to the prestack data to improve the high-frequency content of the data. An analysis of the distributions of traces as a function of offset and azimuth was performed to determine the input ranges for the incidence angle and azimuth stacks, and 3 offset and 4 azimuth stacks were produced.
Prior to migration, an amplitude scaling was applied to the data. The seismic data were then migrated using the velocities provided by the client. After migration, f-xy deconvolution was applied to enhance the signal/noise ratio. The premigration scaling was then removed to recover the relative amplitudes required for subsequent analysis. An additional amplitude scaling was applied to the azimuth stacks to remove anisotropy effects of the overburden.
The final incidence angle and azimuth migrated stacks were then input to the prestack data analysis software. This analysis is divided into two components -variations as a function of offset/incidence angle and variations as a function of sourcereceiver azimuth.
Elastic inversion
The input to elastic inversion requires incidence angle stacks, corresponding elastic impedance logs, and seismic wavelets. The reprocessing described above produced three incidence angle stacks, but as no shear wave sonic logs existed in the field, pseudo-shear sonic logs were generated using empirical relationships between Vp and Vs for sands and shales. The Pwave and Pseudo S-wave sonics, along with, the density logs, were used to generate the three elastic impedance logs. Wavelet extraction was performed on the incidence angle stacks using these computed elastic impedance logs. The migrated relative amplitude incidence angle stacks, the elastic impedance logs, and the extracted wavelets, were used to perform elastic inversionand then derive five other related volumes, namely P-wave impedance, S-wave impedance, LamdaRho, MuRho, and Poisson's Ratio volumes.
Perhaps the most relevant of the derived attributes is the MuRho volume, as this depicts the rigidity (shear modulus) of the rock. This is a very valuable driver that provides an extremely relevant fracture indicator. However, when comparing the resulting MuRho ( Fig. 10) with the high resolution impedance (Fig. 11) derived from using the post stack seismic data, one can notice that the impedance is able to capture most of the key features. The trends observed on the MuRho volume appear to be similar to those observed on the post-stack P-wave inversion. If the trends are similar, and the information relevant to fracture modeling could be obtained from the post-stack inversion, then it is much more efficient, in both time and money, to obatain the information from the post-stack attributes. The post-stack impedance generates one 3D volume, and requires 2 logs at each well. The prestack attributes generated 8 3D volumes and required 6 logs at each well, 4 of which were computed, and also required reprocessing of the seismic data. Obviously, a significantly greater effort was required to generate the pre-stack attributes, which in this case provided essentially the same information as the more easily obtained post-stack attributes.
Azimuthal Anisotropy Analysis
The azimuth stacks obtained from the reprocessing were used for azimuthal analysis, which uses variations in the amplitude of the azimuth stacks to generate anisotropy ellipses. Modeling indicated that the fractures were oriented along the major axis of the ellipse. This time-consuming fracture analysis provided a fracture density and strike in each seismic bin. Surprisingly, the fracture results derived from this extensive work (Fig. 12) are similar to those found with the integrated fracture models that used only post-stack seismic attributes (Fig. 13) .
Conclusions
Experience from numerous fracture modeling projects indicates that seismic data is critical for effective modeling of fractured reservoirs. The use of high resolution inversion and spectral imaging with post-stack seismic data creates relevant seismic attributes that can be used in the continuous modeling approach (CFM) -the only available fracture modeling technique able to incorporate multiple seismic attributes.
The use of pre-stack high resolution elastic inversion could provide additional relevant fracture drivers, such as MuRho. For existing surveys, this requires additional time and expense for reprocessing the seismic data volume and generating the required logs (elastic impedance and often S-wave sonic). The derived seismic attributes often show the same trends captured in the straightforward post-stack high resolution inversion.
The lengthy process of azimuthal analysis using pre-stack seismic data appears to provide results similar to those obtained from a continuous fracture modeling approach that integrates post-stack high resolution inversion and spectral imaging attributes.
These results suggest that a continuous fracture modeling (CFM) approach that incorporates post-stack seismic attributes can provide a fracture model that is similar to results obtained using pre-stack seismic attributes, while also being significantly more efficient in terms of time, effort, and money spent. Well-5
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Well-5 Figure 13 : Fracture distribution from the CFM approach using post-stack seismic attributes and computed on a 100 m gridblock.
