Abstract. We consider an extension of the horizontal linear complementarityproblem, which we call the extended linear complementarity problem (XLCP). With the aid of a natural bilinear program, we establish various properties of this extended complementarity problem; these include the convexity of the bilinear objective function under a monotonicity assumption, the polyhedrality of the solution set of a monotone XLCP, and an error bound result for a nondegenerate XLCP. We also present a nite, sequential linear programming algorithm for solving the nonmonotone XLCP.
1. Introduction. In the past couple years, the horizontal linear complementarity problem (HLCP) has received an increasing amount of attention among researchers interested in the family of interior-point methods for solving linear programs and complementarity problems. This surge of interest originates from an article by Zhang 17] who used the HLCP as a unifying framework for the convergence analysis of a class of so-called \infeasible-interior-point algorithms". Subsequent work in this area includes 2, 7, 12, 14] . Independently, Sznajder and Gowda 13] have studied some matrix-theoretic properties and their roles in the horizontal and vertical LCPs. Inspired by this urry of activities and other applications (like the one described in 4, 15]), we became interested in undertaking a further study of the HLCP. In particular, our goal in this paper is twofold: one, to derive some basic results of the HLCP along the line of the classical LCP 3]; and two, to present an alternative solution method for the HLCP (particularly, for the \nonmonotone" problems).
The problem we shall study in this paper is de ned as follows. Let M and N be two real matrices of order m n, and let C be a polyhedral set in R m . The extended linear complementarity problem, which we shall denote XLCP (M; N; C), is to nd a pair of vectors (x; y) 2 R 2n + such that Mx ? Ny 2 C; x ? y; where the notation x ? y means that x is orthogonal to y, i.e., x T y = 0. When m = n and C consists of the single vector p 2 R n , this problem reduces to the HLCP that has motivated our work. In general, when C = fLz + q : z 2 R`g for some matrix L 2 R m `a nd vector q 2 R m , the XLCP (M; N; C) becomes the \general linear complementarity problem" studied by Ye 16] . However, Gowda 6] pointed out that the XLCP can also be obtained from Ye's general linear complementarity problem, and hence the two are equivalent. Ye proposed an interior point approach for this problem, whereas our approach is based on nite bilinear programming. One important distinction between the BLP (M; N; C) and the quadratic program (1) is that the latter is de ned by the variable x only, whereas the former involves the pair (x; y). We shall see shortly that the BLP (M; N; C) plays a similar role in the study of the XLCP (M; N; C) as (1) in the LCP (q; M).
Since the objective function of BLP (M; N; C) is clearly nonnegative on FEA(M; N; C), the XLCP (M; N; C) is equivalent to the BLP (M; N; C) in the sense that a pair of vectors (x; y) solves the former problem if and only if (x; y) is a globally optimal solution of the latter problem with a zero objective value. Moreover, by the well-known Frank-Wolfe Theorem of quadratic programming 5], the BLP (M; N; C) always has an optimal solution provided that it is feasible. Of course, it is in general not necessary for an optimal solution of the BLP (M; N; C) to have zero objective value. In what follows, we shall establish several results that pertain to the relationship between the XLCP and the associated BLP. Thus, the claimed equivalence follows easily. With the somewhat notorious reputation of the bilinear function, the above proposition is a pleasant surprise in that it exhibits an important instance in which the BLP (M; N; C) is actually a \convex program" (in the sense that it has a convex objective function on the feasible set). Indeed, when one specializes this result to the case of the standard LCP (q; M), one may conclude that if M is a positive semide nite matrix, then the bilinear form x T y is a convex function on the set f(x; y) 2 R 2n + : Mx ? y = qg. This fact, though trivial to prove, seems to have been completely overlooked in the LCP literature.
To state the next result which gives a su cient condition for every Karush-Kuhn-Tucker (KKT) vector of the (general) BLP (M; N; C) to be a solution of the XLCP (M; N; C), we recall that a matrix L 2 R m m is copositive on a cone K R m if u T Lu 0 for every u 2 K. Also, we denote the recession cone of the set C by 0 + C; nally, the dual cone of a set S R m is denoted S . The last assertion of the proposition holds because the BLP (M; N; C) must have an optimal solution if it is feasible, and such a minimum solution must also be a complementary solution by what has just been proved.
In order to combine the above two propositions, we establish a lemma which gives a su cient condition for the matrix MN T to be positive semide nite (hence copositive on any cone). Remark. We need to assume that M and N are square in order to apply the result in 13] to deduce the positive semide niteness of MN T from the column monotonicity of (M; N).
When m = n and C is a singleton, condition (3) the property that MN T is positive semide nite will be called a monotone product pair. Unlike a column monotone pair, a monotone product pair (M; N) need not contain any nonsingular column representative matrix (as de ned in 13]). Incidentally, Ye 16] showed that if (M; N) is a monotone product pair, then his potential reduction algorithm will compute a solution of the XLCP (M; N; C) in polynomial time. His results also provided a proof that in this case, the feasibility of the XLCP implies its solvability. This conclusion is a special case of Proposition 2.2.
3. Monotone Problems. We say that a pair of n n matrices (M; N) is monotone with respect to the polyhedral set C R n , or in short, (M; N; C) is a monotone triple, if the implication (3) holds. (Note that this de nition requires that M and N be square.) Summarizing the discussion in the last section, we may state the following result for a XLCP with a monotone triple (M; N; C). Proof. Only the polyhedrality of SOL(M; N; C) requires a proof. We observe that SOL(M; N; C) is a convex set by (a). Since the BLP (M; N; C) is a quadratic program and the set of optimal solutions of any quadratic program is equal to the union of a nite number of convex polyhedra 10], the convexity of SOL(M; N; C) must imply its polyhedrality.
Under the assumptions of Theorem 3.1, it is possible to give an explicit (polyhedral) representation for SOL(M; N; C). Instead of presenting such an expression in its fullest generality, we shall devote the remainder of this section to discuss the HLCP which has C = f?qg. For this case, we rst introduce a special set associated with a column monotone pair. (A remark: Although the next three results can be proved by invoking the close connection between a column monotone pair and a positive semide nite matrix, our derivation is more direct and reveals some interesting features of the HLCP.) The polyhedral representations (7) and (8) allow us to obtain some error bounds for the monotone HLCP. (The polyhedrality of (7) Since these assumptions are considerably more general than the column monotonicity property (for one thing, M and N need not be square matrices), the SLP procedure is applicable to a broader class of XLCPs than the (square) monotone class.
The algorithm described below was formulated in 1] and its nite termination was established for bilinear programs, not necessarily convex. We shall rephrase the algorithm for the BLP (M; N; C) and use the convergence results from the reference to establish its nite termination. In essence, this algorithm is a modi ed Frank-Wolfe algorithm for solving the BLP (M; N; C) as a quadratic program, whose convergence was originally proved for convex functions where \null" denotes the null space of a matrix. Finally, the pair (M; N) is said to be su cient if it is both row and column su cient. While a monotone product pair must be row su cient but not necessarily column su cient, a column monotone pair must be (both row and column) su cient. The role played by the (row/column) su cient pairs in the HLCP is similar to that by the (row/column) su cient matrices in the standard LCP. For the sake of completeness, we state the following characterization result for the HLCP. It is then easy to verify that (x + ; y + ) and (x ? ; y ? ) are solutions of the HLCP (M; N; q) but that these solutions are not \cross complementary"; i.e., either (x + ) T y ? > 0 or (x ? ) T y + > 0. The latter cross complementarity property is easily seen to be both necessary and su cient for the solution set of any HLCP to be convex.
It follows immediately from Corollary 4.2 and Theorem 4.3 that if (M; N) is a row su cient pair, then the SLP algorithm will compute a solution to the HLCP (M; N; q) for every q for which FEA(M; N; q) 6 = ;.
In 13], a pair of square matrices (M; N) was de ned to be row monotone if (M T ; N T ) is column monotone. We have previously mentioned that a column monotone pair must be (column and row) su cient. Nevertheless, a row monotone pair need not be either column or row su cient. The reason for this dichotomy is that the de nition of row monotonicity in 13] was relevant for the vertical LCP and was not shown to have any relation to the HLCP. On the other hand, the column and row su ciency de ned herein have direct implications for the HLCP. Thus, it is not surprising that these (column/row) su ciency and monotonicity concepts for matrix pairs would be quite di erent. The reader is referred to 6] for more discussion on these concepts.
