ABSTRACT Kirchhoff beam migration (KBM) is a seismic-signal-based imaging method that considers both computational efficiency and computational precision. This method requires the decomposition of the seismic records, at each center-window, to plane waves in different directions. KBM achieves this step via the conventional linear Radon transform (LRT), which has obvious drawbacks. First, many noises and spatial aliasing exist in the transform result; and second, the resolution of the result does not meet a pre-defined threshold. These drawbacks could affect the imaging ability of KBM. To solve these problems, this paper introduced a high-resolution LRT method based on compressive sensing to KBM to improve the quality of the obtained plane waves and imaging results. This paper verifies the seismic-signal imaging method via multiple numerical models.
I. INTRODUCTION
Prestack depth migration is an important imaging method of seismic signal processing, which has been widely applied in oil exploration and earthquake research [1] - [5] . It can generally be divided into two classed, ray-based methods [6] , [7] and finite-difference methods [8] - [10] . Beam migration is a kind of ray-based method, that can calculate multiarrivals and boasts a high calculation accuracy and efficiency. Gaussian beam migration (GBM), first described by Hill in 1990 , laid the theoretical foundation for beam migration [11] . The initial form of GBM is a poststack migration method. Sun et al. combined the beam implementation with Kirchhoff prestack depth migration to improve the imaging method's computational efficiency and proved it was efficient in the 3D case [12] . Hill developed Gaussian beam migration into a prestack migration method that could operate on common-offset seismic data sets [13] . In this method, the steepest descent method was adopted to improve the calculating efficiency, which was also employed by Gao et al. in 2015 [14] . Prestack Gaussian beam migration was later used for processing of common-source data sets [15] - [17] . Sherwood et al. [18] , [19] presented another kind of beam imaging method. Shi et al. [20] proposed a time-domain depth migration method by summing the delta packets. This method images the complex subsurface structures by computing a point-to-point mapping and was successfully applied to examples from around the world. In addition to being used in conventional surface conditions, Gaussian beam migration is also used for seismic data processing under complex surface conditions [21] - [23] . Based on the trueamplitude migration theory put forward by Bleistein and Gray [24] and Zhang et al. [25] , attempts were made by Gray and Bleistein [26] to obtain the amplitude information via GBM. Two versions of true-amplitude GBM were developed, which were respectively based on a crosscorrelation imaging condition and deconvolution imaging condition. Popov et al. [27] presented the GBM summation method, which strictly follows the Kirchhoff migration principles. Compared to Hill's GBM algorithm, this method has a higher accuracy but lower-computational efficiency, so it is usually used in oriented regional imaging. A multiarrival Kirchhoff beam migration method was introduced by Liu and Palacharla; it is designed to focus on obtaining kinematic accuracy and computianal efficiency [28] . Only Kinetic Radial Tracing (KRT) equations are solved using this method. Two years later, KBM was developed from a common-offset algorithm to a common-source algorithm [29] . Beam migration methods are also used for multi-wave velocity analysis [30] and for compensating for the attenuation in multicomponent seismic data [31] . Sun et al. [32] , [33] applied beam migration methods to migrate the complex deep-water model. After that, they combined the fast marching method (FMM) and wavefront construction method (WFC) to obtain a high-accuracy traveltime computing method [34] , [35] . Li et al. [36] developed the preconditioned prestack plane wave least-squares reversetime migration.
Beam migration is required to decompose seismic data into plane waves [37] - [39] . This step significantly affects the efficiency and imaging accuracy of the migration algorithm. Many scholars focus on this research. Hu and Stoffa (2009) [40] developed a slow-driven GBM for low-fold seismic data. Compared to conventional GBM, the method redefines the weighting function in the imaging formula to enhance the contribution that effective signals provide to the final imaging result. Yang et al. [41] also studied the weighting function, that further verified the validity of this method for real seismic data. Wu et al. [42] introduced a high-resolution LRT to the beam migration process to improve the accuracy of the imaging result. In the same year, Wu et al. [43] develop the 3D migration method. Wang et al. [44] , [45] studied the plane wave decompositionbased compressive sensing (CS) method and introduced the characteristic-wave imaging method. Liu et al. [46] employed the same method for anisotropic seismic data processing. Huang et al. [47] created a modeling method for heterogeneous media by summing the Gaussian beam based Green's function.
The Kirchhoff beam migration method is further studied in this paper. A high-resolution LRT method, based on CS, is employed to improve the calculation accuracy of plane wave data and the quality of the final imaging result. The imaging ability of the modified KBM based on CS (CS-KBM) is verified by several numerical models, including the deep-water model, Marmousi model and 2D SEG/EAGE salt model.
II. METHODS
The key steps of KBM include:
1) Imaging principle of KBM,
2) beam geometry, 3) traveltime calculation, 4) amplitude calculation, 5) local plane wave decomposition. The algorithm steps are described in detail in the next few sections.
A. KIRCHHOFF BEAM MIGRATION
KBM is a seismic imaging method focusing on rapid imaging of underground structures. The imaging principle is delineated by setting the common-source KBM as an example.
When the position of the source x s (x s , z s ) is determined, the imaging result the of subsurface node x(x, z) can be expressed as [29] :
where I s (x) refers to the imaging result of point x(x, z); L is the series of window centers; p s refers to the slowness of rays emitted from the source; p bc refers to the slowness of rays emitted from the window center; A is the weight function; and D s (L, p, τ ) is the plane wave data. From (1), the migration results are obtained by adding up the results from every ray pair. However, this process doesn't apply imaging to all the grid nodes. The computational area shall be selected to guarantee the migration method's calculating efficiency. As shown in Fig. 1 , the coverage area of the beam emitted from the source is labeled as Bs; the coverage area of beam emitted from the beam center is labeled as Bg; the deep shadow area A, the overlapping Bs and Bg areas, are selected to be imaged. The corresponding imaging conditions of (1) are:
where, p bc is the slowness of the ray emitted from the beam center; t s refers to the traveltime from source to the imaging node; t g refers to the traveltime from beam center to the imaging node;
B. BEAM GEOMETRY
Only kinematic ray tracing equations are solved by KBM to improve computational efficiency. We cannot obtain the dynamic parameters, which are essential for a Gaussian beam. In KBM, the beam width is calculated at every discrete point along the central ray.
FIGURE 2.
The sketch map for calculating the optimal beam width.
As is shown in Fig.2 , the distance between two adjacent rays at x is given by
where, θ 0 is the angle interval between the adjacent rays.
The beam width at x is
The constant coefficient 2 is added to ensure the overlap area of the two adjacent beams is enough. When the velocity is only related to depth, we have
where, V 0 is the velocity value at the ray launch position; σ is the integral of velocity along the ray path and can be expressed as vds. The norm of ∂x/∂θ 0 can be expressed as
A simplified formula for (5) is 
C. TRAVELTIME CALCULATION
Traveltime is important for prestack depth migration, which can affect the focusing of the migration energy. In beam migration methods, traveltime is obtained by extrapolating the information of nodes via central rays. As shown in Fig. 3 , x is the node within the beam, x 0 is the discrete point along the central ray, which is nearest to x, x is the projection of x along the central ray, r is the distance from x to x and s is the distance from x to x 0 . The traveltime of x can be expressed by:
where V is the velocity and m r is [48] m r = Re P Q
where P and Q are dynamical parameters, that cannot be obtained in KBM. If the velocity is smooth enough, then
P 0 and Q 0 (Hill, 1990 ) are
where, V avg is the average value of the velocity field, f min is the reference frequency and the initial beam width is defined as cos(θ 0 )V avg /2πf min . The term m r can be further expressed by
Dynamical parameters cannot be obtained during the implementation of KBM. The accurate amplitude information is not needed in KBM. Therefore, amplitude calculation method of KBM is different from that of GBM. The calculation method is rough estimate, which mainly based on the principle: the closer to the central ray, the larger the weight function. There are two reasons for choosing the principle. One is that the closer the central ray, the stronger the energy is. The other reason is the grid points' traveltime is calculated by Taylor expansion, which is affected by the distance. The smaller the distance is, the more accurate the traveltime is. As shown in Fig. 4 , rays and raybc are emitted from the source and beam center, respectively. The emitted angle from the source is a s ; the emitted angle from the beam center is a bc ; x is the target point; x s is the target point's projection on rays; the distance between x and x s is n s ; the beam width at x s is w s ; the corresponding distance and beam width of raybc are n bc and w bc , respectively. The weight function of the target point can be expressed by
The extra term cos [0.5 * (a s − a bc )] is added to reduce the post-critical energy of the beam migration method.
E. LOCAL PLANE WAVE DECOMPOSITION
To image the subsurface nodes, decomposing the seismic records into plane waves is required. KBM employ LRT to finish this task [28] , [29] . If the frequency seismic record is D(ω), the frequency plane wave result is P(ω). Their expressions are (19) where, nx refers to the trace number of seismic records; np refers to the number of slowness samples; x 1 (ω) ∼ x nx (ω) refers to the received seismic signals; p 1 (ω) ∼ p nx (ω) is the plane wave data; Their relationship can be expressed by
where, L(ω) is
In (20) and (21), x L is the location of the selected window. L(ω) is a matrix with an nx × np surface area. Because this formulation is not represented by a square-matrix, its inverse matrix can be expressed by
where L H (ω) is the conjugate transpose of L(ω). To guarantee the stability of the solution, it is necessary to add the damping factor I(ω) to the calculation. Thus, the expression of P(ω) is
These formulas are the calculating steps of conventional LRT. CS-LRT decomposes seismic data into plane waves from the perspective of inversion. Thus, the minimized target function can be characterized by
where, W P (ω) is a space-weighted matrix. After taking the derivative of P(ω) and setting it to 0. Then, the following solution is obtained
The L 0 norm is introduced to express the sparsity of the plane wave results. The plane wave decomposition can be expressed as
where, ε refers to the noise of the target data. Then, we can obtain high-quality plane wave data by employing CS-LRT. Fig. 5 (a) shows the synthesized data of multiple plane waves. Fig. 5 (b) shows the result of applying conventional LRT to the data in Fig. 5 (a) . And Fig. 5 (c) shows the result of applying CS-LRT to the data in Fig. 5 (a) . The results obtained with conventional LRT demonstrate space aliasing and truncation effects. In the τ − p domain, the data appears to have scissor-like divergence. CS-LRT has improved truncation effect suppression in the τ − p domain, where the divergent energies are convergent. So, CS-LRT could obtain plane wave data with higher resolution and better quality, which is essential for beam migration algorithms.
The common-source KBM flow char is shown in Fig. 6 . VOLUME 6, 2018 
III. EXPERIMENTS AND ANALYSIS
This part employs the deep water model, the Marmousi model and the 2D SEG/EAGE salt model to test the imaging ability of CS-KBM. Fig. 8 (a) shows the results of applying the KBM method; Fig. 8 (b) shows the results of applying the CS-KBM method; Fig. 8 (c) shows the partial enlarged detail of Fig. 8 (a) ; Fig. 8 (d) shows the partial enlarged detail of Fig. 8 (b) . For the first three interfaces in the deep water model, there are many migration noises near the interfaces of the imaging result using the KBM method; this effect is seen more clearly in the partial enlarged view, while in the result of CS-KBM based results, the interfaces are clearer. For the inserted high-speed body in the right part of the model, the migration result obtained by applying the CS-KBM method also has better noise suppression. In general, the structures in the deep water model could both be distinguished in the results of the two methods; however, by employing CS-LRT to decompose the seismic records, CS-KBM has a better noise suppression ability and can obtain a cleaner migration section.
B. MIGRATION IMAGING OF MARMOUSI MODEL
The Marmousi model has a 737 × 750 surface area; the horizontal grid spacing is 12.5 m; the vertical grid spacing is 4.0 m. Fig. 9 shows a sample Marmousi model. The seismic data sets of the Marmousi model contain 240 shots, with 207 traces per shot, 1500 samples per trace, with a trace interval of 12.5 m and a sample rate of 2 ms. There are many steep dip interfaces, faults and folds in the Marmousi model. Fig. 10 shows the migration results for Marmousi model using CS-KBM. In the shallow part of the model, the lowinclination interfaces on the right can be fully displayed. Though the high-inclination interfaces and faults in this step are not fully displayed, as in the low-inclination case, they are easily distinguished in the migration section. In the midsection of the model, the faults, the high inclination interfaces and the low-inclination interfaces are all revealed clearly.
In the deep section of the model, the two complex folds are easily distinguished in the migration result. CS-KBM provides a clean image of the Marmousi model in both deep and shallow structures. In summary, CS-KBM demonstrates good adaptability to the Marmousi model. Fig. 11 shows the angle gathers of the Marmousi model's migration result at the CDP 350, CDP 450, CDP 550 and CDP 650 locations. In seismic data processing, the flatter the angle gathers are, the more accurate the migration results are. Fig. 11 shows that, the angle gathers of CS-KBM for the Marmousi model are almost horizontal, which indicates the migration results of these positions coincide well with the migration model. These results also suggest that the new migration algorithm can achieve a good imaging result for the Marmousi data sets.
C. MIGRATION IMAGING OF 2D SEG/EAGE SALT MODEL
As shown in Fig. 12 , the 2D SEG/EAGE salt model has a 645 × 150 surface area; the grid spacing is 24.348 m in the vertical and horizontal directions. The seismic data sets generated by the 2D SEG/EAGE salt model contain 325 shots, with 176 traces per shot, and 626 samples per trace with a sample rate of 8 ms. In addition to many interfaces and faults, the high-speed body in the model has many gear-like structures. Fig. 13 shows the imaging results of various migration methods applied to the 2D SEG/EAGE salt model. Fig. 13 (a) shows the results for Kirchhoff migration and Fig. 13 (b) shows the result for CS-KBM. In the imaging area above the high-speed body, both migration methods can achieve a good imaging result and the interfaces and faults are displayed clearly. For imaging a high-speed body in the model, CS-KBM can clearly reveal its outline, while Kirchhoff migration could not image the steep dip interfaces and the outline in the bottom well. What's more, Kirchhoff migration produced the migration illusion for the gear-like structures on the top of the high-speed body. In the imaging area below the high-speed body, CS-KBM has a better noise suppression than Kirchhoff migration and can obtain a clearer imaging result. In general, the new method in this paper can obtain a migration section of 2D SEG/EAGE salt model with better quality.
IV. CONCLUSIONS
This paper studies the multi-arrival Kirchhoff beam migration, which focuses on obtaining high computational efficiency. To solve the low-precision and low-resolution problem of plane wave decomposition method in the prestack imaging method, CS-LRT is employed to decompose the seismic data. The improved migration algorithm was successfully applied to three complex models, including the deep water model, the Marmousi model and the 2D SEG/EAGE salt model. CS-LRT completes the task by decomposing the seismic data into plane waves from the perspective of inversion; thus, the method can achieve results of higherresolution and better-quality results. For employing CS-LRT as its plane wave decomposition tool, the processing ability of CS-KBM is also improved. FEILONG YANG received the B.S. and M.S. degrees from Xi'an Shiyou University, China, in 2010 and 2013, respectively, and the Ph.D. degree from Chang'an University, China, in 2016, all in geophysical prospecting. He is currently a Lecturer with the School of Earth Sciences and Engineering, Xi'an Shiyou University. His research interests include seismic data processing, seismic wave field numerical modeling, and migration imaging. VOLUME 6, 2018 
