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Abstract 
 
The continued prevalence and severe damaging effects of the Distributed Denial of Service (DDoS) 
attacks in today’s Internet raise growing security concerns and call for an immediate response to come 
up with better solutions to tackle DDoS attacks. The current DDoS prevention mechanisms are usually 
inflexible and determined attackers with knowledge of these mechanisms, could work around them. 
Most existing detection and response mechanisms are standalone systems which do not rely on 
adaptive updates to mitigate attacks. As different responses vary in their “leniency” in treating 
detected attack traffic, there is a need for an Adaptive Response System. 
We designed and implemented our DDoS Adaptive ResponsE (DARE) System, which is a 
distributed DDoS mitigation system capable of executing appropriate detection and mitigation 
responses automatically and adaptively according to the attacks. It supports easy integrations for both 
signature-based and anomaly-based detection modules. Additionally, the design of DARE’s individual 
components takes into consideration the strengths and weaknesses of existing defence mechanisms, 
and the characteristics and possible future mutations of DDoS attacks. These components consist of an 
Enhanced TCP SYN Attack Detector and Bloom-based Filter, a DDoS Flooding Attack Detector and 
Flow Identifier, and a Non Intrusive IP Traceback mechanism. The components work together 
interactively to adapt the detections and responses in accordance to the attack types. Experiments 
conducted on DARE show that the attack detection and mitigation are successfully completed within 
seconds, with about 60% to 86% of the attack traffic being dropped, while availability for legitimate 
and new legitimate requests is maintained. DARE is able to detect and trigger appropriate responses in 
accordance to the attacks being launched with high accuracy, effectiveness and efficiency. 
We also designed and implemented a Traffic Redirection Attack Protection System (TRAPS), a 
stand-alone DDoS attack detection and mitigation system for IPv6 networks. In TRAPS, the victim 
under attack verifies the authenticity of the source by performing virtual relocations to differentiate the 
legitimate traffic from the attack traffic. TRAPS requires minimal deployment effort and does not 
require modifications to the Internet infrastructure due to its incorporation of the Mobile IPv6 
protocol. Experiments to test the feasibility of TRAPS were carried out in a testbed environment to 
verify that it would work with the existing Mobile IPv6 implementation. It was observed that the 
operations of each module were functioning correctly and TRAPS was able to successfully mitigate an 
attack launched with spoofed source IP addresses.  
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CHAPTER 1 
 
INTRODUCTION 
 
 
In November 1988, the first major computer security incident happened on the Internet. A 
computer worm, the Morris Worm, written by a student, Robert Tappan Morris, at the Cornell 
University, was launched from the Massachusetts Institute of Technology. It was then distributed via 
the Internet. The worm was to infect computers multiple times and each additional infection slowed 
down the machines, rendering them unusable. The incident gained significant mainstream media 
attention and the Government Accountability Office estimated the cost of the damage at US$10M – 
US$100M.  
 
Figure 1.1: Attack Sophistication vs. Intruder Technical Knowledge [1] 
 
Today, the Internet has grown to become an indispensable part of our life. It is widely used to 
perform information sharing, online learning, video streaming, and communications through means 
such as emails, messaging and Internet telephony, etc. More critical applications include multi-million 
dollar financial transactions, and military and defence communications, which could result in 
significant losses and serious damages unless handled in a timely manner. However, at the same time, 
incidents of Internet attacks and sophisticated attack tools continue to proliferate [1]. The timeliness 
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requirement of critical applications would therefore be disrupted during attacks targeted at the end host 
or the network. Figure 1.1 shows that intruder tools are becoming increasingly sophisticated and easy 
to use by novice intruders [2].  
 
1.1 Motivation 
Availability is a broad subject addressing areas such as fault tolerance to protect against system and 
service failures, and access control to ensure that data is available to those authorized to access it. In 
the Internet world, availability has also taken on an expanded meaning. One of the most common 
security problems is the "Distributed Denial-of-Service" (DDoS) attack. This is a focused attempt by a 
network attacker to make a remote computer system and its service and data unavailable. This can be 
done in two ways. First, the attacker may try to damage the target system or some network component 
on which the system depends. Second, the attacker may simply send so many messages from attack 
machines to the target system or network component that it cannot possibly process them all. Other 
users attempting to use that system for legitimate purposes find that it has failed or is too busy to 
service them.  
In recent years, high-profile DDoS attacks over the Internet have targeted and impacted 
availability. The first well-publicized attack in the public press was in February 2000 [3]. On 7th 
February 2000, Yahoo was the victim of an attack during which its Internet portal was inaccessible for 
three hours. On 8th February 2000, Amazon, Buy.com, CNN, and eBay were all hit by attacks that 
caused them to either stop functioning completely or slowed them down significantly. On 9th February 
2000, E*Trade and ZDNet both suffered attacks that brought down their websites. Analysts estimated 
that during the three hours Yahoo was down, it suffered a loss of e-commerce and advertising revenue 
that amounted to about US$500,000. According to Amazon.com, its widely publicized attack resulted 
in a loss of US$600,000 during the 10 hours it was down. During their DDoS attacks, Buy.com went 
from 100% availability to 9.4%, CNN.com's users went down to below 5% of the normal volume, 
while Zdnet.com and E*Trade.com were virtually unreachable. Schwab.com, the online venue of the 
discount broker Charles Schwab, was also hit but refused to give out exact figures for losses. One can 
only assume that to a company that does $2 billion dollars weekly in online trades, the downtime loss 
was huge.  
In recent years, DDoS attacks have increasingly been exploited by extortionists, business rivals and 
rebels on websites of banking and financial companies, online gambling firms, web retailers, 
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government sectors, and even firms providing Internet security services. The following items list some 
high profile incidents. 
• In March 2005, five Dutch hackers were arrested for carrying out DDoS attacks in the Netherlands 
on the government websites in a protest against cabinet proposals [4]. The websites which are the 
central gateways to all information on the cabinet policy in the Netherlands couldn’t be reached 
for 5 days.  
• In April 2005, an entrepreneur was arrested for recruiting a 16 year old hacker to bring down the 
websites of his major competitors [5]. The attacks were launched repeatedly for 5 months by 
bombarding the sites with data requests. Many of the sites’ servers were overloaded and brought 
down for days. The attacks also brought down companies hosting the servers and at least 1000 
other unrelated business. The overall damage caused was estimated to be at least US$2.5 million.  
• In July 2005, an email worm was seen “recruiting” computers for a coordinated DDoS attack on 
Symantec’s website [6]. Email filtering vendor MessageLabs intercepted 13,717 copies of the 
worm and issued a medium-level warning. If activated, the attached file in the email connects the 
computer to a botnet1 and begins to send data to Symantec’s website, aiming to crash it.  
• In January 2006, the Million Dollar homepage (a website selling advertisement spaces) was 
attacked by blackmailers asking for a ransom of US$50,000 [7]. The attackers tried to bring down 
the website by launching a DDoS attack. Third-party analysis indicated that about 23,000 hosts 
were attacking the site. 
• In February 2007, the Internet sustained a significant DDoS attack against the 13 DNS (Domain 
Name System) root servers  [8] (a similar attack lasting an hour was carried out in October 2002 
which crippled 9 of the 13 root servers [9]). The root servers providing the translation service for 
domain names into their respective IP addresses, are the base on which the Internet’s naming 
system runs. The first attack lasted for 2.5 hours while the second attack 3.5 hours after, lasted for 
5 hours. Six of the thirteen root servers that form the foundation of the Internet were affected, 
having to handle heavy traffic of DNS requests, while two of them suffered badly from the attack.  
• In March 2007, Go Daddy Group Inc, the largest registrar of Internet domain names and one of the 
largest web hosting providers, was hit by a massive DDoS attack that took down many of its 
customers’ websites and other services for several hours [10]. It was reported that services hosted 
                                                 
1 Zombie computers, also known as bots, are computers in homes and offices which are infected with malicious 
software enabling their remote control to mount attacks or send spam emails. Zombies are assembled to form 
botnets that are controlled by one or more individuals or organizations, and used for an array of nefarious 
activities. 
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at one of their data centers suffered sluggish or zero response as a result. According to Go 
Daddy’s chief information security officer, Neil Warner, their services were seeing 70,000 DDoS 
SYN flood attack packets per second at the height of the attack. A SYN flood is a DDoS attack 
that exploits the 3-way handshake of the TCP protocol. The attacker spoofs the source IP address 
of the SYN packets so that acknowledgements are never responded to, therefore tying up the 
victim’s resources to handle the bogus sessions – explained in more details in Chapter 2).  
• In April and May 2007, Estonia experienced three weeks of massive DDoS attacks, bringing down 
the websites of the Estonian presidency and its parliaments, the country’s government ministries, 
political parties, three of the country’s six big new organizations, two of its largest banks and 
firms specializing in communications [11-13]. ICMP ping flooding attacks and botnets were used 
to launch spam distribution attacks against the routers of the ISPs hosting the websites as well as 
their DNS servers. It was considered the first known incident of such a cyber assault on a country. 
According to the director of the Estonian communication and information technology department, 
Mikhel Tammet, 20,000 networks of compromised computers were being linked and orchestrated 
at the height of the attacks. The attacks brought massive disruption and financial losses to the 
country, where network service availability is a very important security objective in the financial 
sector and military defence infrastructure.  
 
Other than the above-mentioned attacks, incidents such as router misconfiguration and flash 
crowds may also result in denial of network service, although without malicious intent. We discuss 
them further in Chapter 2. 
 
Further studies were conducted to investigate and demonstrate the prevalence of DDoS attacks in 
the Internet. Results from some recent studies were presented as follow. 
• In 2006, measurements using backscatter analysis, by capturing attack traffic using IP address 
spoofing, were collected in [14]. The paper showed the prevalence of DDoS attacks in the 
Internet, whereby 22 distinct traces collected over a period of 3 years from 2001 to 2004, revealed 
68,700 attacks against over 34,700 distinct Internet host targets.  
• In March 2007, Symantec published its Internet security threat report to provide an overview of 
the threat activity that took place in the Internet between 1st July and 31st December 2006 [15]. 
The data was collected from over 40,000 sensors monitoring network activity in over 180 
countries. Analysis was also conducted on malicious code data gathered from spyware and adware 
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reports from 120 million clients, servers and gateway systems deploying Symantec’s antivirus 
products. The report showed that Symantec was able to witness an average of 5,213 DDoS attacks 
per day. 
• In September 2007, Arbor Networks Inc., a provider of network security and operational 
performance for global business networks, released its Worldwide Infrastructure Security Report 
[16]. For this report, Arbor Networks Inc. gathered input from 70 self-classified Tier 1, Tier 2 and 
other IP network operators from North America, South America, Europe and Asia. The purpose of 
the report covering a 12-month period from July 2006 to June 2007, was to provide useful data to 
network operators so that they could make informed decisions about their use of network security 
technology to protect their mission-critical infrastructures. The ISPs involved in the survey, 
ranked the millions of zombie computers across the Internet as the single largest threat facing 
network services availability and operational security. The surveyed ISPs reported observing an 
increase in the types of activities for which the botnets are employed for, such as launching DDoS 
attacks. They also reported significant improvements in the sophistication and coordination of 
zombie army attacks in DDoS attacks, with multi-gigabit “professional” efforts involving tens of 
thousands of zombie hosts. As shown in Figure 1.2, bots/botnets and DDoS were ranked the most 
concerning threats of the surveyed ISPs when asked to rank their primary and secondary 
concerning threats. Since a majority of today’s DDoS attacks are perpetrated by botnets, concerns 
about botnets largely imply concerns about DDoS attacks as well. 
 
 
Figure 1.2: Arbor Networks Inc.’s surveyed ISPs’ most concerning threats [16] 
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• In December 2007, Cisco published its annual security report, which provided an overview of 
cybercrime trends drawn from significant amount of security information, gathered by the security 
intelligence in Cisco from January to October 2007 [17]. The Cisco security analysts identified 
numerous threat and vulnerability issues in the year 2007. The Cisco Security IntelliShield Alert 
Manager Service issued the most alerts for DoS, buffer overflow and arbitrary code execution 
threats, as shown in Figure 1.3. The Cisco Security IntelliShield Alert Manager Service’s team of 
expert analysts compiled the risk reports using a broad range of automated data-collection tools 
that continuously monitor human and electronic information sources from all regions of the world. 
 
 
                                                               Number of Incidents 
Figure 1.3: Top 20 Threats and Vulnerabilities, January through October 2007 [17] 
 
From the DDoS attacks that shut down the high-profile Web sites (for example, Yahoo, Amazon) 
in February 2000 [18] to the above-mentioned incidents and studies in recent years, DDoS attacks 
have demonstrated their prevalence, severe impact and consequences of the damages, and the 
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importance of and need for efficient defence mechanisms. Based on these motivations, I present the 
objectives of my PhD in the next section. 
 
1.2 Objectives 
In order to fully understand how DDoS attacks are mounted, we need to study the existing DDoS 
attack tools used by attackers. An in-depth understanding of such tools would enable us to know what 
types of DDoS attacks they can generate, what sort of spoofed addresses can be generated and how 
attack packets are formatted in order to formulate appropriate detection and response mechanisms. As 
such tools and their open source code are also easily available in the Internet for potential attackers, 
another objective is to foresee what potential mutations to the attacks are possible which would make 
detection and mitigation a more challenging task.  
An evaluation of existing DDoS attack prevention, detection and response mechanisms is needed to 
determine what techniques are already available to handle DDoS attacks and how well they are able to 
cope with current typical DDoS attacks as well as their potential mutations, identified from analysis of 
possible attack tool extensions.  
Finally, we aim to build a flexible Adaptive Response System, which is capable of executing 
appropriate detection and mitigation responses automatically according to the changing conditions of 
the victim and its network during an attack. The proposed system should overcome the weaknesses of 
existing mechanisms to handle current and future variants of DDoS attacks (for example, tweaking 
attack characteristics to make attack profiling difficult for defence mechanisms, spoofing of source 
addresses, overloading of servers with seemingly legitimate requests). The Adaptive Response System 
should: 
• incorporate flexibility for easy integration of future components in order to evolve to cater for 
future changes in attack objectives and characteristics 
• be distributed and scalable to handle the distributed nature of DDoS attacks 
• require no change to the Internet infrastructure which raise conformance issues 
• constitute simple and fast modules with minimal processing overhead for detecting and 
responding to attacks efficiently 
• be implemented as independent management components which can be implemented in protected 
computers to reduce the threat from attack on the Adaptive Response System itself.  
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1.3 Contributions 
The following outlines the contributions of my PhD work: 
• A DDoS Bot Survey analyses the source code of the four most popular botnet tools typically 
used for carrying out DDoS attacks. We identify and analyse their characteristics to cater for 
better understanding of current DDoS attacks. 
• A DDoS Adaptive ResponsE (DARE) System is designed and built to achieve the goal of 
establishing a tight loop of modular detection, decision making and response components. 
DARE is composed of a bandwidth monitoring module, a traceback module, a TCP SYN 
detection module, a system manager for coordination of various components, a filtering 
module and a ratelimiting module. DARE can work across multiple, distributed networking 
devices. The modular approach also allows for easy modification, tailoring and adaptation of 
the detection, decision making and response techniques. 
• A new Enhanced TCP SYN Attack Detection and Bloom-based Filtering Mechanism to cater 
for  the potential “mutation” of TCP SYN attacks, which would not be detected by current 
techniques, is designed and evaluated to determine its effectiveness. 
• An enhanced DDoS Flood Attack Detector and Attack Flow Identification Mechanism is 
presented. This mechanism is modeled from MULTOPS with enhancements to allow for 
speedier attack detection and a more efficient memory allocation for the hierarchical data 
structure it uses. 
• A novel Non Intrusive IP Traceback technique to identify actual paths taken by attack traffic 
by detecting route anomalies has been built and evaluated. It is used to facilitate tracing of 
attackers and to carry out responses (for example, filtering and ratelimiting) of attack traffic as 
close as possible to the source in order to limit attack traffic within intermediate networks.
• A Traffic Redirection Attack Protection System (TRAPS) aimed at next generation IPv6 
networks is described.  TRAPS verifies the authenticity of source addresses in order to detect 
address spoofing during a DDoS attack. It then performs adaptive reconfigurations to 
differentiate legitimate clients and attackers in order to carry out mitigation by filtering out 
attack traffic. It is particularly useful in IPv6 networks where Mobile IPv6 and its route 
optimization feature is a built-in functionality. 
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1.4 Publications and Awards 
The DDoS Bot Survey [19] was published as a full paper and presented at the 22nd IFIP 
International Information Security Conference in May 2007. 
The Enhanced TCP SYN Attack Detection [20] was published as a full paper and presented at the 
IEEE/IST Workshop on Monitoring, Attack Detection and Mitigation in November 2007.  
The preliminary research on Non Intrusive IP Traceback [21] was published as a short paper and 
presented at the ACM Symposium on Information, Computer and Communications Security in March 
2007. An extended version of the paper [22] with details on the design, experiments and analysis was 
published as a full paper at the IEEE/IFIP Network Operations and Management Symposium in April 
2008. 
TRAPS [23] was published as a full paper and presented at the 20th IFIP International Information 
Security Conference in May 2005, and was awarded the “Best Student Paper” award. Our TRAPS also 
won the Merit Award in the Open Section at the Tan Kah Kee Young Inventors’ Award held in 
Singapore in March 2006. 
 
1.5 Outline of Thesis 
The following presents an outline of the rest of this thesis. 
• Chapter 2 covers the background study and literature survey on DDoS Attack types and 
models, as well as related work on current DDoS Defences. 
• Chapter 3 presents our study and analysis on DDoS Attack Bot tools, including discussions on 
possible mutations and the effects they have on current defence mechanisms. In this chapter, 
we also explain the need to design our own attack tools, to be used in later experiments to 
evaluate DARE. 
• Chapter 4 presents the design of our DDoS Adaptive ResponsE (DARE) System and 
introduces its main components. Details on the design of the individual main components are 
covered in Chapter 5 to 7. 
• Chapter 5 describes the study on current TCP SYN detection mechanisms and analyses how 
well they can handle TCP SYN flood attacks. This chapter also presents new variants of TCP 
SYN flood attack which defeat existing detection mechanisms. We propose an enhanced 
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detector to handle both current and new variants of TCP SYN flood attacks effectively, and a 
Bloom-based filter which allows differentiating between legitimate and attack TCP traffic, 
bringing about a more accurate and targeted filtering response to the attack flows. 
Experiments to test the attack detection and filtering modules are described, with the results 
presented in this chapter. 
• Chapter 6 describes and analyses the design of a well known DDoS bandwidth flooding attack 
detector and flow identifier, MULTOPS. We propose a new model, overcoming the 
disadvantages of the former’s design. Details on the experiments to test the detection of 
flooding attacks and handling of traffic flows (for example, the expansion and contraction 
features) are presented. 
• Chapter 7 presents the design of our Non-Intrusive IP Traceback mechanism. Deployment 
issues are considered and the implementation in ns-2 [24] for simulation tests is described. 
The mechanism is also implemented in C++ as a module for integration to the DARE System. 
• Chapter 8 presents the design of our Traffic Redirection Attack Protection System (TRAPS) 
for DDoS attack detection and mitigation in the next generation networks. Simple experiments 
to prove the concept are presented in this chapter. 
• Chapter 9 describes the details of the experiments on our DARE System. We present and 
discuss the experimental results on the detection and mitigation of the DDoS attacks. 
• Chapter 10 provides a security threat analysis and discussion on DARE and its component 
modules, and TRAPS. 
• Chapter 11 concludes the thesis and provides a direction for future work. 
 11 
CHAPTER 2 
 
DDOS ATTACKS AND DEFENCES 
 
 
In this chaper, we present a background study on DDoS attack types and models, and discuss 
current DDoS defence mechanisms. A short discussion on flash crowds is also presented. 
 
2.1 DoS and DDoS Attacks 
Distributed Denial-of-Service (DDoS) [25] attacks are a virulent and relatively new type of Internet 
attack. In non-distributed DoS attacks (refer to Figure 2.1), a large number of malicious packets are 
sent from a single machine, with the aim of exhausting the target’s computational and networking 
resources, or crashing the target. The purpose of such attacks is to deprive legitimate users of access to 
the target’s services.  
 
Internet
Attacker
Target
 
Figure 2.1: DoS Attack 
 
 
In the summer of 1999, a new breed of attack, the DDoS attack (refer to Figure 2.2), was developed 
[26]. It is a much more nefarious extension (and superset) of the DoS attack. Multiple (compromised) 
machines (that is, zombies) are deployed in DDoS attacks and the attack is coordinated (at the 
attacker’s end) to bring down the services of the target. DDoS attacks are more powerful and difficult 
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to detect and mitigate compared to DoS attacks. Multiple machines can be coordinated to send small 
streams of attack traffic to the target but the aggregate traffic load arriving at the target would be too 
much for it to handle. 
 
Zombie
NZombie
3
Zombie
2
Attacker
Target
... ...
Zombie
1
 
Figure 2.2: DDoS Attack 
 
                                    
The first tools [27] developed to perpetrate the DDoS attack were Trinoo [28] and Tribe Flood 
Network (TFN) [29]. A Trinoo network of at least 227 systems was used on August 17, 1999 to flood 
a single system at the University of Minnessota, swamping the target network (consisting of two OC3 
links, with an approximate capacity of 90 Mbps, for connecting to the Internet) and rendering it 
unusable for over two days. Trinoo is a master-slave attack tool. The attacker uses telnet to connect to 
the masters. The masters provide instructions to the daemons (attacks are launched from coordinated 
daemons and consist of floods of UDP packets to the target) as to when and who to attack. The 
masters and daemons communicate using UDP packets, whereby the commands are not encrypted. 
The source addresses of the attack packets are also not spoofed, so the attack sources can be easily 
determined.  
On the other hand, TFN daemons can generate a variety of floods: ICMP, SYN, UDP and Smurf 
attacks (details of these classes of attacks are given in later sections). TFN daemons also include a 
backdoor that provides administrator access to the daemon’s host system. The masters communicate 
with the daemons using ICMP Echo Reply packets to make detection more difficult. The commands 
are in the form of numeric codes and are not encrypted. 
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Trinoo and TFN spawned the next generation of tools called Tribe Flood Network 2000 (TFN2K) 
[30] and Stacheldraht (German for Barb Wire) [31]. TFN2K was a successor to the original TFN 
Trojan. Its additional features included providing encryption to the communication link and spoofing 
IP addresses to confuse packet sniffing tools (to prevent identifying the source of the attack). If the 
network uses Egress Filtering [32], TFN2K can also forge packets that appear to come from other 
systems in the same domain. In TFN2K, the masters do not communicate directly with the daemons. 
Instead, commands are sent to the network in which the daemons are running and the daemons sniff 
the command from the network. No responses are sent back to the masters and each command to the 
daemons is sent 20 times, to make sure that the daemons receive the commands.  
Stacheldraht was based on the source code from TFN. It combined the features of Trinoo and TFN, 
and added encryption of communication between the attacker and the Stacheldraht masters (that is, 
nodes used by the attacker to communicate indirectly with the daemons). Another additional feature is 
the automated update of the daemons (masters can send a command that causes the daemons to 
download, install and execute an updated version of the attack code). It also supports ICMP, SYN and 
UDP flood, and Smurf attacks. These DDoS attack tools were designed to bring down one or more 
sites by flooding the victim with large amounts of network traffic originating at multiple locations, 
which are remotely controlled by a single client (that is, the attacker). 
 
2.1.1 DDoS Attack Models 
There are two main types of DDoS attack networks: the Agent-Handler model and the Internet 
Relay Chat (IRC-based) model [33]. In the DDoS Agent-Handler model (Figure 2.3), the attackers 
communicate with the rest of the attack network (indirectly) through the handlers. The agents are 
compromised systems that will eventually carry out the attack on the target/victim.  
The other DDoS attack model is IRC-based (Figure 2.4). IRC is a multi-user, online chatting 
system. It allows users to create multi-party interconnections and transfer messages in real time to one 
another. The IRC network architecture consists of IRC servers located throughout the Internet 
allowing the users to set up communication channels. In the IRC-based attack model, the 
communication channel is used to connect the attackers to the agents (instead of using handlers as in 
the previous model). Additional benefits over the previous model include usage of “legitimate” IRC 
ports for sending commands to the agents (thus making tracking DDoS command packets more 
difficult) and large volumes of traffic at IRC servers making it easier for the attacker to hide his 
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presence from a network administrator. This attack model also removes the need for the attacker to 
maintain a list of agents by simply allowing the attacker to log on to the IRC server to view a list of all 
Handler MHandler 3Handler 2
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Agent
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Figure 2.3: DDoS Agent-Handler Attack Model 
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Figure 2.4: DDoS IRC-Based Attack Model 
 
available agents. The file sharing functionality in the IRC also allows the ease of distribution of the 
agent code. In both attack models, the agents are often known as the secondary victims or zombies, 
whereas the target/victim is known as the primary victim. 
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2.1.2 Types of DDoS Attacks 
Due to the wide variety of DDoS attacks, we have classified them into different classes as 
shown in Figure 2.5. 
 
 
Figure 2.5: Classification of DDoS Attacks 
 
“Attacks on resources” refers to the attackers launching the DDoS attacks directly towards the 
destined target/victim, whereas “Attacks on routes to resources” refers to attackers launching indirect 
attacks on the destined target/victim by bringing down the routes to the latter. Under “Attacks on 
resources”, we have three sub-classes of attacks. In Network layer attacks, the attacks target the design 
and implementation flaws of the network layer protocols. In Network link attacks, the attacks deplete 
the bandwidth of the network link/s to the target. In End-Host System attacks, the attacks target the 
victim’s resources such as CPU, memory, time and consumable resources (for example, printer paper 
and ink), or programming flaws in the applications (for example, buffer overflow).  
 
2.1.2.1 Attacks on resources 
 
In Ping of Death attacks [34], the attacker sends a packet that is much larger than the maximum IP 
packet size of 65535 bytes to the victim. As packets that are larger than the underlying layer’s 
maximum transmission unit (MTU) are fragmented into smaller packets, the packets with the illegal 
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size (exceeding maximum) are sent out successfully. However, the receiver cannot process a packet 
until it has received all fragments of it. As a result, there is the possibility of overflow which can lead 
to system crashes and reboots. The solution comes in the form of patches to secure the kernel against 
overflow when reconstructing IP fragments. 
A well known networking protocol attack is the TCP SYN attack [35]. It is an exploitation of the 
TCP handshaking procedure (see Figure 2.6) between the server and the client.  
 
Client A Server B
SYNA
SYNB + ACKA
ACKB
 
Figure 2.6: TCP 3-Way Handshake 
 
When a server receives a SYN request, it replies with an ACK and its own SYN request to the 
sender and waits for the latter to send an ACK, after which communication between them can begin. 
Processing and memory resources are reserved at the server for each handshaking process while 
waiting for the ACK packet. In TCP SYN attack, the attacker instructs the agents to send bogus TCP 
SYN requests to the victim to tie up its resources, therefore preventing legitimate users from accessing 
the victim. Mitigation schemes for TCP SYN attacks are introduced in later sections. 
Teardrop [36] is an attack tool that sends IP fragments to a system to exploit an overlapping IP 
fragment bug present in Windows 95, Windows NT, Windows 3.1, and earlier (than 2.1.63) versions 
of Linux. These implementations of the TCP/IP IP fragmentation re-assembly code are unable to 
handle overlapping IP fragments and will cause the system to crash or reboot. There are patches 
available for the operating systems to prevent Teardrop attacks. For latest versions of the above-
mentioned operating systems, this attack is no longer effective. 
Some implementations of TCP/IP are vulnerable to packets that are crafted in a particular way. 
Land [37] is a widely available attack tool that exploits this vulnerability in Windows 95, Windows 
NT and FreeBSD systems. By sending a SYN packet in which the source address and port are the 
same as the destination address and port, it results in crashing the system. Like Ping of Death and 
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Teardrop, patches have since been available and these attacks are no longer effective on the above-
mentioned operating system. However, there have been reports [38, 39] in May 2005, that Land 
attacks are effective on Microsoft’s latest operating systems such as Windows Server 2003 and XP 
Service Pack 2. The French Security Incident Response Team issued an alert about the bug, stating 
that Microsoft’s patch release in April 2005, only resolve the IPv4 Land attack risk but not the IPv6 
Land attack risk. 
In the packet flooding attacks, large number of packets (for example, UDP [40] and ICMP [41]) 
are sent from the agents to the target/victim. This causes the saturation of the victim’s network 
bandwidth (bandwidth depletion) and prevents the victim from providing services to legitimate users. 
Email bombing [42] is another form of packet flooding attack where attackers repeatedly send an 
email message [43] to the target/victim. In most instances, these messages are large and constructed 
from meaningless data in an effort to consume the target/victim’s system and network resources. 
Another form of bandwidth depletion attack is the amplification attack (that is, Smurf attack [44] and 
Fraggle attack [45]). It uses the broadcast address feature to amplify and reflect the attack. In the 
Smurf attack, the attacker sends ICMP Echo Requests to a network amplifier with the return address 
spoofed to the victim’s IP address. The amplifier then forwards the requests to all the nodes within the 
broadcast address range, and each of them in turn sends the victim ICMP Echo Replies. In the Fraggle 
attack, UDP Echo packets are used instead of ICMP. A variation of the Fraggle attack [46] exists 
whereby the UDP Echo packets are sent to the character generation port, with the return address 
spoofed to the victim’s echo service, thereby creating an infinite loop. The Fraggle packets are sent to 
the character generator service of the nodes within the broadcast address range. These nodes each 
generate a character to send to the echo service of the victim, which will then resend an echo packet 
back to the character generator, repeating the whole process.  
DoS attacks could also be carried out targeting the end-host’s resources (for example, printing 
garbage to waste paper or full pages of black color to waste ink) or programming flaws in the 
applications (for example, to cause buffer overflow). Email spamming [42] is a variant of email 
bombing. It refers to sending email to large number of users. System resources and users’ time would 
be wasted processing these emails.  
Worms are exponential attacks which self-propagate across the Internet. They exploit common 
bugs or behaviors found in a large population of susceptible programs or users. One well-known worm 
is “Code Red” [47, 48]. The "Code Red" worm is malicious self-propagating code that exploits 
Microsoft Internet Information Server (IIS)-enabled systems susceptible to the vulnerability which 
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exists in the Indexing Services. Anyone who can reach a vulnerable web server can execute arbitrary 
code on the system. This results in the intruder gaining complete control of the system. Its activity on a 
compromised machine is time sensitive; different activity occurs based on the date (day of the month) 
of the system clock. Data reported to the CERT Coordination Center indicates that the "Code Red" 
worm infected more than 250,000 systems in just 9 hours. Figure 2.7 illustrates the worm’s 
propagation activity between 6:00 AM EDT and 8:00 PM EDT on July 19, 2001. After 8:00 PM EDT 
on July 19 (0:00 GMT July 20), the worm switched into flood mode (launching of a DoS flooding 
attack against a specific IP address embedded in the code) on most infected systems, so the number of 
infected systems remained fairly constant after that time. Infected systems may experience web site 
defacement as well as performance degradation as a result of the propagating activity of this worm. In 
severe cases, the degradation will cause some services to stop entirely, since it is possible for a 
machine to be infected with multiple copies of the worm simultaneously.  
 
 
Figure 2.7: IP Addresses compromised by “Code Red” Worm 
 
The Slammer worm [49] consists of self-propagating malicious code that exploits the vulnerability 
in the Resolution Service of Microsoft SQL Server 2000 and Microsoft Desktop Engine (MSDE) 
2000. This vulnerability allows for the execution of arbitrary code on the SQL Server system due to a 
stack buffer overflow, resulting in compromise of the systems. The high volume of traffic generated 
by the infected systems trying to find and compromise other systems (that is, propagation of this 
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malicious code to UDP port 1434 of randomly chosen IP addresses) has caused varied levels of 
network degradation across the Internet, resulting in DDoS conditions.  
 
2.1.2.2 Attacks on routes to resources 
 
The original Routing Information Protocol (RIP) [50] is not secure. It is possible to disrupt the 
routes to the target by injecting bogus RIP packets into a network, resulting in DoS. If the attacker’s 
system is closer to the target than the real source system, it will also be possible to divert traffic to the 
attackers. RIP version 2 [51] provides authentication support to increase the security of the routing 
protocol by preventing routers from accepting routing packets from unauthorized entities. 
The Border Gateway Protocol (BGP) [52] is an inter-autonomous system routing protocol. An 
autonomous system (AS) is a network under a common administration. BGP is used to exchange 
routing information for the Internet and is the protocol used between Internet service providers (ISP). 
The nature of the BGP protocol gives autonomous systems considerable latitude in determining which 
routes to modify, forward, or reject. This implies that there is a class of routing attacks that cannot be 
avoided simply because they do not necessarily constitute malicious behavior. For instance, the 
AS7007 incident [53] in April 1997 was caused by a misconfigured router that flooded the Internet 
with incorrect advertisements, announcing AS7007 as the origin of the best route to essentially the 
entire Internet. As a result, that AS quickly became a major traffic sink, and it disrupted reachability to 
many networks for several hours. Similar events occurred in Apr. 1998, when AS8584 announced 
10,000 prefixes it did not own, and in Apr. 2001, when AS15412 announced 5,000 prefixes it did not 
own [54]. Therefore, in the event that one or more BGP routers are compromised, it could result in 
DoS attacks that would have a forceful impact on the entire Internet.  
Most external BGP sessions are between adjacent routers. Therefore, to protect from attackers 
trying to hijack a BGP session, [55] proposed setting the IP header TTL field to a value that allows 
those BGP packets to reach the receiving router only if the latter is exactly one hop away from the 
sender. To protect against spoofed messages and TCP connections hijacking, BGP sessions are often 
protected using the TCP MD5 signature option [56], which is a new TCP option to carry a MD5 digest 
in the TCP segment. The digest acts as a signature for that segment, incorporating information known 
only to the connection end points. Therefore, to spoof the connection, the attacker not only needs to 
guess the TCP sequence numbers, but would also have to obtain the password (which never appears in 
the connection stream) included in the MD5 digest.  
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The Domain Name System (DNS) [57-60] is a distributed database system for mapping host names 
to IP addresses and vice versa. Hosts send UDP queries to DNS servers and get replies with either the 
answers to the queries or information about higher level servers (who might hold the answers).  
 
Type Function 
A IPv4 address of host 
AAAA IPv6 address of host 
NS Name server. Specifies a host name where DNS information can be 
found about the domain name to which the NS record is attached. 
SOA Start of authority. Denotes start of a zone; contains cache and 
configuration parameters, and gives the address of the person 
responsible for the zone. 
MX Mail exchange. Names a host that processes incoming mail for the 
designated target.  
CNAME Alias for the real name of the host 
PTR Domain name pointer. Used to map IP addresses to host names. 
HINFO Host type and operating system information 
WKS Well-known services. Information about which services are available 
at a host. 
SRV Service Location. Uses DNS to find out how to contact for access to a 
particular service. 
SIG Signature record. Cryptographic public key signature for DNS 
security. 
DNSKEY Public key used in DNS security 
NAPTR Naming authority pointer. Used mostly for Internet telephony 
infrastructure.  
Table 2.1: DNS Resource Record Types 
 
Queries made via TCP are for zone transfers. Zone transfers are used by backup servers to obtain a full 
copy of their portion of the namespace. The different types of resource records (RRs) stored by the 
DNS is shown in Table 2.1. In the DDoS attack carried out against the 13 DNS root servers in October 
2002 and February 2007 [8, 61], the attacker uses bogus ICMP Ping requests to flood the servers for 
about an hour. Several root servers were overwhelmed by the requests and were unable to provide 
normal services to the Internet users. Solutions to prevent this attack are for ISPs to provide DNS 
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service only to their own customers, mandate source address verification for DNS servers, and limit 
the amount of ICMP traffic that the root servers can accept.  
 
In systems with existing security vulnerabilities (for example, due to design or implementation 
flaws), the attacker will need knowledge of the security weaknesses of the victim and ability to come 
up with the attack tools targeting them. Such system vulnerability attacks are more difficult to launch 
compared with bandwidth depletion attacks, which can be accomplished by simply flooding the victim 
with seemingly legitimate requests. In any case, it is easier for users to detect and defend against 
system vulnerability attacks (if the vulnerabilities are known) by monitoring attack patterns and 
performing patches to fix security holes.  
 
2.1.2.3 Flash Crowds 
 
In this section, we explain how flash crowds are similar to DDoS in terms of the impact of 
congestion on a server but differ in their non-malicious intentions, as flash traffic consists of real 
legitimate requests. A Flash crowd is an unanticipated, massive and rapid increase in the popularity of 
a resource, such as a web page, that lasts for a short time. Flash crowd events such as popular webcasts 
like the Olympics, can be anticipated in advance and precautions can be taken (e.g. in the form of 
increasing resources for support). However, some flash crowds have no advance warning, such as the 
September 2001 terrorist attack in the United States, which saw popular news sites, for example the 
CNN, receiving a dramatic increase in the number of requests.   
[62] studied the differences in the characteristics of flash events and DDoS attacks. In flash 
crowds, the client distribution is expected to follow the population distribution among ISPs and 
networks, and there is a significant overlap between the clusters of IP addresses a site sees before and 
during a flash crowd event. As a server gets slower during a flash crowd event, the per-client request 
rate is lower than usual. This indicates that legitimate clients are responsive to the performance of a 
server unlike DDoS attackers who generate requests without regards to the server’s load. In DDoS 
attacks, the client distribution across ISPs and networks does not follow the population distribution. 
The cluster overlap is also very small. In some DDoS attacks, they involve a few clients emitting very 
high request rates while some involve a large number of clients generating a low request rate, but in 
both cases, the per-client request rate is stable during the attacks and significantly deviates from 
normal. 
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There are several approaches to remedy the flash crowd problem. A straightforward but costly 
approach is to provide accessibility based on the peak demand. Another approach is the use of Content 
Distribution Networks (CDNs) [63-65] which are commercial solutions to help offload the request 
volume on Web servers by serving a subset of resources on behalf of a set of origin servers via an 
overlay network. Besides being used to improve routine access to Web sites, CDNs can also serve as 
insurance protection against flash crowd events so that Web sites can continue to function normally. 
For sites such as non-profit organizations, the costly solutions stated above are not justifiable. 
These sites can then make use of publicly available and Internet-wide infrastructure supports such as 
widely distributed hierarchical Web proxies, caching networks [66], or peer caching via peer-to-peer 
overlays [67-69]. 
 
2.2 DDoS Defences 
There are three categories of DDoS defences, namely prevention, detection and 
reaction/responses. Attack prevention measures attempt to protect a network or node from damage 
caused by an attack. Attack detection mechanisms attempt to determine the existence of an ongoing 
attack with low false positive and low false negative, and provide alerting signals to the response 
mechanisms. Response mechanisms act during an attack to mitigate it or trace down the attacker 
(possibly after an attack too) so as to reduce the impact of damage and to institute accountability. In 
the following subsections, we discuss the existing defence mechanisms. In addition, we introduce 
DDoS mitigation frameworks, which both detect and automatically respond to various forms of 
attacks.  
 
2.2.1 Attack Prevention 
Egress filtering [32] is a form of attack prevention measure. It performs filtering on outbound 
traffic and only allows packets with valid source addresses out from the network and into the Internet. 
This attempts to ensure that networks implementing egress filtering could not be exploited to being a 
participant in a DDoS attack. Widespread deployment will result in reduction of DDoS attack 
incidents where spoofed IP addresses are used. However, a way to bypass egress filtering would be to 
generate attack packets with spoofed IP addresses within the source network address range. D-WARD 
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[70] detects outgoing attacks and stops them by controlling outgoing traffic to the victim. The 
installation is done at the source router that serves as the gateway between the deploying network and 
the rest of the Internet. This router is configured with the set of valid local (source) addresses to 
perform egress filtering on outgoing traffic. The network flows and connections are also monitored 
over time to detect anomalies. A non-responsive foreign host may be an indication that it is 
overwhelmed by an attack, while an aggressive sending rate indicates that local hosts are likely 
participants in the attack. In [71], detection of DDoS attacks is performed at the source routers. 
Queries are sent to the destinations of outgoing packets and the response time is used to determine if 
an attack is on-going. Outgoing packets are then preferentially dropped for high-rate outgoing flows at 
the sources. However, with the high number of distributed zombies in a botnet [72, 73], a small 
amount of traffic generated by each of them would result in a successful attack while bypassing the 
detections. The motivation to deploy the schemes described above is not very high as it does not 
protect the networks themselves from becoming a victim of DDoS attacks, but instead they have to 
bear the cost of preventing their networks from carrying out attacks. 
Ingress filtering [74], on the other hand, filters incoming traffic with invalid source IP addresses. 
These invalid source addresses include any internal IP addresses coming from external networks and 
any private or reserved IP addresses (for example, 192.168.*.*) [75]. This takes minimal effort to 
deploy and is a sensible way of blocking certain spoofed IP addresses with absolute confidence. 
However, the range of addresses that could be used by attackers for spoofing is still very wide. 
Therefore, even after removing the above-mentioned attack traffic, this scheme would still not be able 
to effectively prevent DDoS attacks. A feature module employing ingress filtering, developed by 
Cisco, works by modifying the Unicast Reverse Path Forwarding (URPF) [76]. When URPF checks 
the source address to ensure that the prefix exists in the router’s table, it also checks if the reverse 
route is on a real interface. If it’s not, the packet is dropped. The requirement is that URPF must be 
configured on the ingress interface of the perimeter router. 
In the Source Address Validity Enforcement (SAVE) protocol [77], routers are being updated with 
the valid source addresses allowed to pass through their links. While a typical forwarding table 
specifies the outgoing interface for a given destination address space, a SAVE incoming table is built 
by specifying the valid incoming interface for a given source address space. Similar to existing routing 
protocols, SAVE constantly propagates messages containing valid source address information from 
the sources to the destinations.  An incoming table is maintained for each interface on the router. This 
table associates the sets of valid incoming source addresses with each interface. SAVE shares the same 
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idea as ingress filtering. However, it outperforms ingress filtering since it allows not only the filtering 
of the set of spoofed addresses in ingress filtering, it also learns from the periodic SAVE messages 
what are the additional spoofed addresses (that is, not in the list of valid addresses). The disadvantages 
of SAVE are the requirement for wide-spread deployment to be effective, as well as the modification 
to the routing protocols, which involves standardization issues which would take a long time to 
accomplish. 
In StackPi [78], the complete Path Identifier (Pi) is encoded in each packet’s 16-bit Identification 
field while enroute to its destination. The 16-bit Identification field is divided to 8 sections. A 2-bit 
hash of each traversed router is computed and placed in the (Time-To-Live mod 8)th section of the 
Identification field. The victim stores the correct path indentifiers for particular source addresses and 
the information is used to detect and mitigate IP spoofing. However, fragmentation uses the ID field 
and it raises compatibility issues. If only non-fragmented packets are marked as suggested in [78], 
attackers could use fragmented packets to launch DDoS attacks. Due to the short length of the hash 
value, collisions would result in false negatives. 
[79, 80] are attack prevention schemes. In Port Hopping [79], the server’s port numbers are 
changed dynamically as a function of time. Time is divided into discrete slots (for example, 0.5 sec 
was used as the slot size in the paper) and during different slots, different port numbers are used for 
the same service. When a client needs to communicate with the server, it will determine the server’s 
current port number using their shared secret and time slot number. When the server receives packets 
that have invalid port numbers, the packets can be quickly and easily filtered off during an attack 
(without the need to examine the contents of the packets). However, a shared secret would need to be 
established beforehand in the server and client pairs. In [80], randomization on TCP Retransmission 
Timeout (RTO) was proposed to counter low-rate TCP-targeted DoS attacks. As most operating 
systems in use today have a common base TCP RTO of 1 sec, attackers can inject periodic bursts of 
packets to fill the queue and force TCP connections to timeout. Therefore, with the randomization 
scheme, the attackers would not be able to perform the prediction of the next TCP timeout and carry 
out the attacks. This scheme however only caters for low-rate TCP attacks. 
 
2.2.2 Attack Detection 
TCP SYN flood detection [81] is a mechanism proposed to monitor the protocol behavior of the 
TCP SYN-FIN (RST) pairs. If the difference between the number of SYN and FIN (RST) packets 
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increases abruptly and exceeds a threshold, a DDoS attack is detected to be taking place. This 
mechanism is simple and robust as it is not necessary to maintain the state of each TCP connection (as 
maintaining state would degrade end-to-end TCP performance and subject the defence mechanism to 
DDoS attack). However, a way the attacker can defeat this scheme would be to send a mixture of TCP 
SYN and FIN packets to the victim. 
MULTOPS [82] detects DDoS attacks by monitoring the packet rate on both the up and down 
links. The assumption is that the traffic in both directions should be similar during normal operations. 
Detection of a significant disproportionate difference would be a strong indication of an ongoing 
attack. However, traffic in both directions might not always be proportional. In certain applications 
such as video streaming or file downloading, one direction of the traffic is always much higher than 
the other. There is also a way the attacker could bypass the detection, and that is to launch attacks with 
spoofed addresses in one direction (towards the victim) and perform legitimate file transfer from the 
other to balance the traffic load in both directions. 
It has been observed in [83] that by monitoring the number of arriving packets and representing it 
as a signal, the power spectral density of the signal for a normal TCP flow exhibits strong periodicity 
around its round-trip time in both directions, whereas DDoS attack traffic flows are not regulated in 
such a way. Therefore, spectral analysis could be used to identify DDoS attack traffic flows. However, 
this spectral analysis is only valid for TCP flows and not for connectionless protocols such as UDP 
and ICMP. The attackers could also “generate” reverse traffic as in the former case in MULTOPS 
detection, to bypass the detection. 
DDoS attacks typically generate a large number of similar packets (for example, destination 
address, protocol type, packet’s data contents). Therefore, there is a great deal of similarity in the 
attack traffic pattern. Legitimate traffic flows, on the other hand, have many different and random 
traffic types, and are not highly correlated. Relying on these assumptions, an algorithm [84] based on 
the concept of Kolmogorov complexity, that states that the joint complexity measure of random strings 
is lower than the sum of complexities of the individual strings if the strings exhibit some correlation, 
was proposed to exploit the feature of DDoS attack traffic flows to perform detection. The strength of 
the scheme is that any type of DDoS attacks can be detected by agents using the same attack tool, 
which is typically the case. However, the attacker could bypass this scheme by breaking the 
correlation. This could be achieved for example by adding into agent code the functionality to 
randomly generate attack packets’ contents.  
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Based on the strong correlation between traffic behavior at the victim and that at the attack source, 
a scheme [85] was proposed to proactively detect DDoS attacks using time series analysis. Firstly, the 
key variables are extracted from the victim (for example, number of ICMP Echo packets for ICMP 
flooding attack). Statistical tools such as the AutoRegressive model are then used to find the variables, 
which are highly related to the key variables, from potential attackers. A normal profile is then built of 
such variables found. Any deviation from the profile is a strong indication of an attack. A 
disadvantage of the scheme is that the detection is based on the features of known attacks. For DDoS 
bandwidth depletion attacks, it is not necessary for attackers to restrict the attack traffic type or 
packets’ contents. The attackers could also devise new types of attacks which would not be able to be 
detected by the scheme. 
Based on the concept of human immunology, a Network Intrusion Detection System based on the 
architecture of an Artificial Immune System (ARTIS) was proposed [86]. The system named 
“Lightweight Intrusion Detection System” (LISYS) firstly forms an identity string from the IP packet 
(based on its contents). During the training period, all packets that occur frequently are considered as 
self (that is, normal). Detector strings are created based on self such that they do not match any self 
strings. Incoming packets are monitored and if the number of them matching the detector strings 
exceeds a threshold, it is an indication of an attack. However, as with all anomaly based detection 
schemes, it is not possible to capture all normal traffic behavior during the training phase. Legitimate 
traffic could therefore be classified as attack traffic, resulting in false positive.  
 
2.2.3 Attack Responses 
In this section, we discuss the DDoS attack response mechanisms classified into the following 
categories. 
 
- Traceback 
- Containment 
- Reconfiguration 
- Redirection 
- Filtering 
- Ratelimiting 
- Resource replication 
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- Legitimacy testing 
- Attackers’ resource consumption 
 
2.2.3.1 Traceback 
 
An IP packet contains two addresses: source and destination. The destination address is used by 
the routing architecture to deliver the packet. The IP network routing infrastructure does not verify the 
authenticity of the source address carried in IP packets. The source address is used by the destination 
host to determine the source for a message reply. In general, no entity is responsible for the 
correctness of the source address. The scenario is the same as sending a letter using the postal service; 
the postal service does not care about the correctness or authenticity of the source address, it merely 
makes sure that the letter is delivered to the correct destination. Consequently, the design of the IP 
protocol and forwarding mechanism makes it difficult to identify the real origin of a packet. This 
characteristic of the Internet is exploited by DDoS attackers to hide their source and identity, using 
spoofed source IP addresses. Traceback mechanisms have been proposed to trace the true source of the 
attackers to institute accountability. Another need for traceback is to stop the attack at the point nearest 
to its source.  
There are two main approaches to perform traceback: infrastructure schemes and end-host 
schemes. In the first approach, infrastructure scheme, the network is responsible for maintaining the 
traceback state information necessary for the victim and the network to construct the attack graph. The 
IP logging scheme belongs to this category. In the end-host scheme, the end hosts, which are the 
potential victims, maintain the traceback state information. IP marking and ICMP Traceback belong to 
this category. 
In the IP logging scheme, the network routers log the passage of all IP packets. The key challenge 
here lies in the potential huge amount of information storage requirement. For example, if a router is 
to log all the packets in its entirety, each OC-192 link at 1.25 GB/s at the router requires 75 GB of 
storage for a 1-minute query buffer. The storage requirement quickly becomes prohibitive as the 
number of router links increases. One solution, SPIE (Source Path Isolation Engine) [87], has been 
proposed for IPv4. The mechanism is designed to identify the true source of a particular IP packet 
given a copy of the packet to be traced and an approximate time of receipt. In order to take care of the 
transformation of packets as they are routed from source to destination, the mechanism identified the 
invariant portions of the 20-byte IPv4 header. The fields that are susceptible to changes include: TOS 
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(Type of Service), TTL (Time to Live), Checksum and Options field. The logging is based on the 
invariant portion of the IP header and the first 8 bytes of payload. Based on the statistics collected, the 
28-byte prefix described above results in a rate of collision of approximately 0.00092% in a WAN 
environment and 0.139% in a LAN environment. To further reduce the storage requirement, instead of 
storing the entire 28-byte prefix, hashing is performed on it, followed by Bloom filter processing [88]. 
The scheme reduces the memory storage requirement in the router to 0.5% of link bandwidth per unit 
time.  
In IP marking [89], the intermediate routers mark the IP packets with additional information so 
that the victim can use them to determine the attack path. Approaches proposed include node append, 
node sampling and edge sampling. The node append mechanism is similar to the IP Record Route 
Option [90], in that the addresses of successive routers traversed by an IP packet are appended to the 
packets. The victim can thus easily traceback the source of such attack packets. However, this method 
introduces very high overhead in terms of router processing and packet space. The node sampling 
approach reduces such overheads by the probabilistic marking of IP packets. The edge sampling 
approach, as its name implies, marks an edge of the network topology, traversed by the IP packets, 
instead of just the node. Most algorithms propose to put the marking information in the Identification 
field of the IP header. This type of mechanism has an inherent disadvantage in that it affects the 
format of IP packets, for example, the Identification field is used for fragmentation purposes. The 
standardization of the format for IP marking also becomes an issue. 
In the ICMP Traceback mechanism [91], a new ICMP message type, ICMP Traceback (ITrace), is 
designed to carry information on routes that an IP packet has taken. As the IP Marking requires 
overloading some fields in the IP header, which raises a backward protocol compatibility problem, the 
ICMP Traceback utilises out-band messaging to achieve the packet tracing purpose. As an IP packet 
passes through a router, an ICMP Traceback message (ITrace) is generated with a low probability of 
about 1/20000 for the IP packet and sent to the same destination. Assuming that the average maximum 
diameter of the Internet is 20 hops, this probability value is to set the upper bound to the net increase 
in the traffic overhead to 0.1%. This ITrace message is then sent randomly, with equal probability, to 
the destination or to the origin of the IP packet. In the event of a DDoS attack, the destination node can 
then use it to traceback the attack path. A variant of ITrace, called the intention-driven ITrace [92] 
proposed to increase the probability of receiving an ITrace message when needed. By using a special 
intention bit value that can be propagated to the routers through BGP routing protocol updates, it is 
possible for the victim to raise the probability of receiving ITrace packets from remote routers. An 
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enhancement to ITrace, known as ICMP Traceback with Cumulative Path (ITrace-CP) [93], was 
proposed, whereby the ITrace-CP messages are made to carry entire attack path information so as to 
facilitate a faster attack path construction (for example, 18.5% and 25% faster than ITrace for path 
lengths of 15 and 20 hops respectively). When a router receives an IP packet, an ITrace-CP message 
will be generated based on the probability set at the router. This message is then sent to the next hop 
router, instead of the destination address of the IP packet, as in the case of ITrace. This "next hop" 
should be as far as possible the same as the next hop for the corresponding IP packet. When the next 
hop router receives the ITrace-CP message for a corresponding IP packet forwarded to it, it will 
generate a new ITrace-CP message with the previous ITrace-CP message's contents and append its 
address to it. Therefore, the moment the furthest router from the victim (that is, nearest to the attacker) 
generates an ITrace-CP message, the full attack path can be constructed. 
All the traceback schemes require wide-spread deployment on the Internet routers. Cross-
boundary co-operation between routers in different administrative domains is also needed. Unless 
standardization is in place, it will take a long and difficult process for everyone to decide on the 
scheme to implement.  
 
2.2.3.2 Containment 
 
Honeypots [94] are systems that are set up with limited security to be an enticement for an attacker 
so that the attacker will attack the Honeypots and not the actual system, therefore resulting in the 
containment of the attack. They not only act as a “trap” for attacks but also serve to gain knowledge 
about the attackers and the attack by collecting the information regarding the attack activities and the 
attack tools being used.  
The goal of using Honeypots in DDoS attacks is to attract the DDoS attackers to install the attack 
code on them. The attack code and behavior can therefore be studied to determine how to defend 
against such DDoS attacks.  
There are three categories of Honeypots: low-involvement, mid-involvement and high-
involvement. Low-involvement Honeypots typically only provide certain fake services, for example, 
having a listener on a specific port. Such Honeypots take a passive approach and there is no real 
operating system that an attacker can interact with. Due to their simplicity, they are simple to deploy 
and maintain. The risk of an attacker finding a security hole or vulnerability is also minimal since the 
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complexity of an operating system is eliminated. However, there is only a one-way connection (that is, 
listening) and therefore it is impossible to catch communication of complex protocols. 
Mid-involvement Honeypots work by emulating specific services and operating systems. They 
provide more to interact with an attacker, but still do not provide a real underlying operating system. 
Attacker activity monitoring is limited to the level of emulation by the Honeypots. The advantage is 
that through their higher level of interaction, more complex attacks’ activities can be logged and 
analysed. However, the probability that an attacker can find a security hole or vulnerability is higher 
since the complexity of the Honeypots increases. 
High-involvement Honeypots are complex solutions as they involve all aspects of real operating 
systems, applications or a legitimate network in order to attract potential attackers. Nothing is 
emulated and the attackers are given the ‘real thing’. Such Honeypots can capture extensive 
information by giving the attackers real systems to interact with and the full extent of the attack 
behavior can be captured. Another advantage is that no assumptions are made on how an attacker will 
behave. An open environment is instead provided to capture all activities. However, such Honeypots 
are complex to implement, deploy and maintain. There is also a higher risk of an attacker discovering 
any security holes due to their complexity. They must constantly be placed under surveillance or run 
the risk of becoming a danger or a security hole themselves. 
 
2.2.3.3 Reconfiguration 
 
Reconfiguration mechanisms change the topology of the victim or the intermediate network to 
‘hide’ the legitimate paths to the victim from the attackers or to isolate the attack machines. One such 
scheme is the Secure Overlay Services (SOS) architecture as shown in Figure 2.8 [95]. It is used to 
protect designated targets from DDoS attacks.  
The overlay network’s entry points, Secure Overlay Access Point (SOAP), perform authentication 
verification and allow only legitimate traffic into the network. The SOAPs compute to find out the 
beacons to forward the traffic to. The beacons then work out which secret servlet to continue 
forwarding the traffic to. Both the beacons and servlets in the network are kept secret from the 
correspondents. The designated targets are protected by high-performance filters by dropping traffic, 
not from the secret servlets. 
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Figure 2.8: SOS Architecture [95] 
 
Randomness and anonymity is in this way introduced into the architecture, making it difficult for 
an attacker to target nodes along the path to a specific SOS-protected destination. Path redundancy is 
also present to hide the identities of the beacons and secret servlets. The disadvantage of SOS is the 
requirement to set up an overlay network and the need for complex algorithms such as the Chord 
routing algorithm and consistent hashing to allocate and discover the beacons and servlets. Beacons 
and servlets could also be subjected to attacks instead. It is however recommended to have a large 
number of beacons and servlets to provide redundancy. Nodes overwhelmed by the attacks would then 
be "removed" and their jobs will be handled by the remaining active ones. 
DynaBone [96] deploys a variety of different DDoS defences in parallel overlay networks, and 
scatters packets on these overlays based on their defence status and throughput. It uses multi-layer 
Internet overlays to apply encryption, routing, and configuration diversity. Attacks on tunnels are 
detected using statistics and performance monitoring. Protocols, services or addresses under attack 
will result in the relevant tunnels being shut down. The rest of the traffic is then transferred to other 
tunnels in operation. Redundancy is thus introduced to maintain the survivability of the network. 
However, a disadvantage of this scheme is the need for clients to be incorporated with the protocols 
for communication purposes.  
[97] attempts to sustain the availability of web services by isolating and protecting legitimate 
traffic from DDoS attack traffic. Packets containing genuine source IP addresses are distinguished 
from those that contain spoofed addresses by redirecting a client to a new IP address and port number, 
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through a standard HTTP redirect message. Part of the new IP address and port number will serve as a 
Message Authentication Code (MAC) for the client’s source IP address. Attackers using spoofed IP 
addresses will not have the correct MAC since they would not be able to receive the HTTP redirect 
message. However, this scheme is application specific and only web services can be protected. 
 
2.2.3.4 Redirection 
 
Black hole filtering [98] allows an administrator to route (redirect) the attack traffic to a null IP 
address to drop it. This method prevents the attack traffic from reaching the customer’s network if 
deployed by the Internet Service Providers (ISPs). When an attack is detected, a static route is created 
to redirect the attack traffic originally designated to the victim, to a ‘black hole’ address instead. The 
problem is that in the occurrence of false positives, legitimate as well as attack traffic will be 
discarded.  
Sink hole routing [99] is similar to black hole routing, except that the attack traffic is sent to an IP 
address where the traffic is logged for further examination. Sink holes are used to redirect and trap 
traffic in an ISP network, diverting the subsequent attack traffic away from the victim. The advantage 
is that the attack traffic can be collected and analysed to study the attack pattern. 
Shunting is a method to redirect the traffic to an analysis location within the operator network. 
Intermediate traffic analysis devices can then be used to distinguish legitimate traffic from suspicious 
one. Suspicious traffic is either dropped or rate-limited whereas the legitimate traffic is forwarded to 
the original destination instead (using Multiprotocol Label Switching (MPLS) [100] or Generic 
Routing Encapsulation (GRE) [101] tunnels). 
 
2.2.3.5 Filtering 
 
Filtering mechanisms [102, 103] filter out the attack stream completely. This is used when the data 
stream is reliably detected as malicious; else, it runs the risk of accidentally denying service to the 
legitimate traffic. Filtering mechanisms rely heavily on the third-party detection tools used. The way 
the detection tools detect an attack is very important to determine how reliable the detection result is. 
Only when the detection result is highly reliable should filtering be activated. Detections can be 
classified in two main categories, which are "Anomaly Detection" and "Misuse Detection" [104]. 
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Anomaly detection techniques assume that a "normal activity profile" can be established for a system. 
Activities not matching the profile would be considered as intrusions. However, an action which is not 
intrusive but not recorded formerly in the profile would then be treated as an attack, resulting in false 
positives. Filtering would then result in DoS by the defence system itself. In situations whereby 
intrusive activities, which are not anomalous, occur, it would result in attacks not detected and 
therefore false negatives. Such scenarios are possible if DDoS attacks are launched by flooding the 
victim with legitimate service requests. In misuse detection schemes, the attacks are represented in the 
form of a pattern or signature so that even variations of the same attack can be detected. But they can 
only detect known attacks. For new attacks where the characteristics of the attack packets and pattern 
are unknown, they would be of little use. However, misuse detection schemes would be a very suitable 
detection tool to employ filtering as a response mechanism when the traffic matches the known attack 
pattern. 
 
2.2.3.6 Ratelimiting 
 
Rate limiting can be used to decrease malicious traffic as a response technique when the 
probability of false positives is high. It prevents the victim from being totally overwhelmed by the 
attack traffic and tries to ease the impact of the damage caused by the DDoS attacks. Pushback [105] 
is a rate limiting mechanism which imposes a rate limit on data streams characterized as "malicious". 
It involves a local mechanism for detecting and controlling high bandwidth aggregate traffic at a 
single router by rate limiting the incoming traffic, and a co-operative pushback mechanism in which 
the router can ask upstream routers to control the aggregate. By pushing the defence frontier towards 
the attack sources, more legitimate traffic can be protected. However, all high bandwidth traffic, 
whether good or bad, might be subjected to this rate limiting. One assumption for this scheme to work 
effectively is that there exist only a limited number of attack paths while not all legitimate traffic 
shares the same path as the attack traffic. However, this assumption is weak when the attack traffic is 
uniformly distributed (for example, in a DDoS reflector attack, the attack traffic could be made to be 
geographically distributed). 
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2.2.3.7 Resource replication 
 
Resource replication is a technique whereby the victim or the network responds to DDoS attacks 
by producing replicas of the resources in demand. The XenoService [106] is a resource replication 
scheme to defend against DDoS attacks. It consists of a distributed network of web hosts that respond 
to an attack on a web site by replicating it rapidly and widely. In this way, it can then quickly acquire 
more network connectivity to absorb a DDoS flooding attack and continue providing services to 
legitimate users. [107] proposes a framework based on proactive server roaming to mitigate the effects 
of DoS attacks. The active “server” proactively changes its location within a pool of servers to defend 
against attacks. Only the legitimate clients can follow the active “server” as it roams and therefore, 
authentication is required. Modifications would also have to be made to the state recovery process of 
existing TCP connection-migration schemes to carry out the “server” roaming. However, resource 
replication is expensive to deploy as more resources have to be ‘poured in’ during attacks. 
 
2.2.3.8 Legitimacy testing  
 
In NetBouncer [108], a large list of clients proven to be legitimate is maintained. If packets are 
received from a source not on the legitimacy list, a variety of tests are conducted to challenge the 
source to prove its legitimacy. If a source passes the tests, it will be added to the legitimacy list and 
subsequent packets originating from this source will be accepted until a certain legitimacy window 
expires. Once accepted, the transmission of legitimate packets is controlled by a traffic management 
subsystem that applies various bandwidth allocation and rate limiting schemes to ensure that the 
legitimate clients do not abuse bandwidth consumption and that the target will not be overwhelmed 
even by what appears to be legitimate traffic. In this way, NetBouncer is able to distinguish legitimate 
traffic from illegitimate ones so as to enable the discarding of only illegitimate traffic. In particular, 
this allows a NetBouncer-enabled network to distinguish DDoS congestion from flash crowd 
congestion situations. This provides an advantage over other DDoS mitigation techniques such as 
those based on filtering and congestion control where some loss of legitimate traffic is inevitable. The 
NetBouncer approach is characterized as an end-point-based solution to DDoS protection. It provides 
localized protection at potential choke points or bottlenecks that may exist in front of hosts and 
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servers. However, legitimacy tests would slow down and cause delays in traffic processing due to 
additional resources allocated to cater for such testing.  
 
2.2.3.9 Attackers’ resource consumption 
 
Client puzzles [109] introduce a cryptographically based countermeasure against connection 
depletion attacks. Connection depletion is a DoS attack in which an attacker seeks to initiate and leave 
unresolved a large number of connection requests to a server, exhausting its resources and rendering it 
incapable of servicing legitimate requests. The basic idea is that when a server comes under attack, it 
distributes small cryptographic puzzles to clients making service requests. To complete its request, a 
client must solve its puzzle correctly. The advantage of such a scheme is that legitimate traffic can be 
differentiated from attack traffic reliably. However, as in NetBouncer, such puzzle solving 
requirements during attacks would incur processing resources and result in slowing down of the 
systems. 
 
2.2.4 Automated Attack Mitigation Frameworks 
The “Event Monitoring Enabling Responses to Anomalous Live Disturbances” (EMERALD) 
project dates back to 1997 [110, 111]. It consists of a distributed intrusion detection and response 
system. The goal of EMERALD was the surveillance of larger networks, such as enterprise networks, 
the detection and tracking of malicious and anomalous activity, and the triggering of appropriate 
countermeasures. The main component of EMERALD is a modular service monitor. Each monitor is 
responsible for the surveillance of a small part of the protected systems, networks and services. This 
approach reduces the amount of information a single monitor has to process as well as the complexity 
of the processing itself since the monitor applies only those detection methods appropriate for the 
monitored target. The collected information from the monitors is merged into a target-specific event 
stream that is analysed using both signature-based and anomaly detection methods in signature 
engines and profiler engines respectively. Signature engines and profiler engines report the analysis 
results to the resolver. The resolver decides on countermeasures according to the response policy. 
Therefore, it may correlate the local results with additional results received from other EMERALD 
monitors. Furthermore the resolver can disseminate local results to other monitors. The exchange of 
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analysis results between monitors is based on a subscription-based communication scheme: A monitor 
that wants to receive results from another monitor subscribes to the other monitor as a client to a 
server. Thereby, the client may specify the information it is interested in. EMERALD is not open-
source and not adapted for the detection and mitigation of DDoS attacks (since the first DDoS attacks 
occurred only a few years after). However, the general architecture and concept of distributed 
monitors and subscription-based result dissemination is suitable for future DDoS detection systems.  
COSSACK is a distributed intrusion detection and response system [112]. It consists of several 
subsystems, called watchdogs, which are located at the edge networks of the Internet. The watchdogs 
near the victim detect that an attack is in progress by observing a preponderance of attack traffic 
towards the target. The intrusion detection system is then instructed by the watchdogs to compile 
source address information and attack signature data. The attack notification is then multicasted to 
other watchdogs in the network indicating the attack source addresses. In order to be efficient, 
COSSACK watchdogs have to be widely deployed at many edge networks of the Internet. In addition, 
based on the detection of the preponderance of traffic to indicate an attack, only flooding attacks can 
be detected. COSSACK also disseminates the source addresses of the attack packets within the attack 
notification and rely on the fact that the source addresses are not spoofed. If the addresses are spoofed 
and filtering is used as a response to drop packets based on these source addresses, self DoS may be 
inflicted. 
DiDDeM is a distributed DoS detection and traceback system [113]. The goal of the system is to 
provide early detection and response to DDoS attacks. The system integrates a set of cooperative 
domains. Each domain comprises a single command and control (C2) server and a set of 
prefilters/traffic monitors. The C2 server manages the prefilters and responds to the attacks detected 
and reported by the prefilters. The occurrence of an attack is detected using congestion detection 
algorithms. Once the attack is detected, a sample of the attack packets (part of a large flow of traffic 
toward the same destination) is analysed to derive the attack packets’ signature. The information of the 
attack can then be propagated towards the source of the attack through communications between the 
C2 servers and further detection by prefilters in the adjacent domains detecting matches of packets with 
the attack signature, thus achieving traceback. Packets matching the attack signature can then be 
blocked nearer to the sources to stop the attack. However, DiDDeM requires wide spread deployment 
in the Internet to be effective. In addition, it assumes that the attack packets contain matching 
characteristics and are distinguishable from legitimate packets. If the attacker launches an attack with 
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attack packets having different contents or with seemingly legitimate traffic, it would be very difficult 
for an attack signature to be derived.   
SNORT is an open source network intrusion prevention and detection system [114]. It is a 
knowledge-based system which relies on previously defined rule sets. SNORT consists of five main 
base components, which are the sniffer, the packet decode engine, the pre-processor, the detection 
engine and the output engine. The sniffer is responsible for the packet capturing from the network 
interface. It makes use of the libpcap library. The packet decode engine fills in the internal data 
structures by decoding the sniffed packets. The pre-processor handles the packet data after the packets 
are classified and decoded. Packets are passed to pre-processor plugins to perform further processing 
if they match certain criteria set out by the plugins (for example, portscan plugins). These pre-
processor plugins are able to outperform simple rule or signature-based detection by running arbitrary 
complex checks on the packets to reassemble fragmented packets, detect portscans, etc. After the pre-
processor plugins have handled the packets, they are passed on to the detection engine. The detection 
engine dispatches the work to detection plugins that can inspect both the packet header and payload 
for suspicious signatures. More complex operations needed for signature-based detection, such as 
regular expression matching, are performed here. The output engine provides several output plugins 
for different logging mechanisms for writing alerts and logs. For example, there are plugins for storing 
logs in a database or alerting an administrator through a syslog entry. SNORT’s detection primarily 
relies on attack packets matching known signatures within its database. Therefore, an outdated 
signature database would affect the reliability of the entire system. However, SNORT does have an 
important plugin which supports DDOS attack detection. This is the SPADE (Statistical Packet 
Anomaly Detection Engine) module which provides anomaly detection for SNORT. For example, if 
the network is running a web server, the normal traffic will be from a large range of external IP 
addresses to a single address on TCP port 80. If an internal DNS server is running, the expected traffic 
will be to and from port 53 UDP and TCP from machines within the same network. The SPADE 
module profiles normal traffic by maintaining probability tables that contain information regarding the 
number of occurrences of different kinds of packets over time on the network (for example, 
probability of a packet to the DNS server on port 53 is 10%, whereas probability of a packet to the 
DNS server on port 80 is 0.1%). However, this method only detects attack traffic targeting ports that 
are not running particular services. For flooding attacks with seemingly legitimate packets targeting 
open ports, the detection would not work. 
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Prelude is a hybrid intrusion detection system [115-117]. It enables all available security 
applications, be they open-source or proprietary, to report to a centralized system. Prelude IDS 
consists of three functional components: sensors, managers, and countermeasure agents. Both 
network-based and host-based sensors are supported. They report security relevant information and 
intrusion detection alerts to the managers. Prelude is a centralized system with one Prelude manager at 
the top of a hierarchy of lower level managers. Managers at lower levels primarily act as relays that 
aggregate the information received from associated sensors and forward it to the top-level manager. 
Countermeasure agents are used to enforce active responses. In the architecture, countermeasure 
agents are controlled by direct communication between sensors and agents. Prelude uses the Intrusion 
Detection Message Exchange Format (IDMEF) for the exchange and storage of intrusion detection 
information [118]. A Prelude manager receives IDMEF messages from the associated sensors and 
processes them for further reporting, logging, and output purposes. However, Prelude relies on 
knowledge-based detection only, that is, it does not make use of anomaly detection methods. The 
development of active response mechanisms in Prelude only concentrates on blocking attack flows by 
dynamically updating firewall rules [119]. Another envisaged method is the rerouting of malicious 
traffic.  
 
2.3 Summary 
In this chapter, we discussed both DDoS attacks and defences. We presented the DDoS Agent-
Handler model and the IRC-based attack model. The latter model is still the preferred model and is 
widely used by DDoS attack bots. The main reason is due to the “camouflaging” of attack control 
traffic with the large volumes of IRC traffic, as well as the usage of legitimate IRC ports for sending 
commands to the attack agents. We also classified DDoS attacks into attacks on resources and routes 
to resources. To make service and data at the server unavailable, the attackers would have to target one 
of these two areas. Therefore, DDoS protection would have to exist to not only guard the end system 
resources but the routes to them as well. We discussed flash crowds briefly, explaining the similarity 
and difference between them and DDoS attacks. We also presented research work on differentiating 
flash crowds and DDoS attacks, as well as how flash crowds were handled using CDNs and peer-to-
peer overlays. 
The DDoS defences were divided into three cateories, namely prevention, detection and responses. 
Although prevention is understandably better than cure, we see that determined attackers will always 
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try to work around DDoS attack preventive measures. New attacks will also compromise preventive 
measures which have not been prepared to cope with them. This is evident in the presence and 
prevalence of DDoS attacks today. Therefore, the next important step to handle DDoS attacks is to 
detect and respond to them. Detection comes in the form of signature-based and anomaly-based. For 
different types of DDoS attacks, it requires applying different detection methods to increase true 
positives and achieve minimal false negatives. When making assumptions, especially with anomaly-
based detection methods which have inherently lower reliability than signature-based ones, true 
positives and false negatives have to be taken into important considerations when selecting the 
detection parameters, thresholds and normal profiles. 
After an attack has been detected, an appropriate response to handle the attack should be triggered. 
This could include traceback to locate the actual source of the attack traffic, especially in the case of 
address spoofing, so that further responses such as filtering or rate-limiting could be performed nearer 
to the source to reduce attack traffic propagation, as well as not to affect incoming traffic from other 
legitimate source networks. Different response types also vary in their “leniency” in treating detected 
attack traffic. This should correspond to the reliability of the detection mechanism and the confidence 
in differentiating attack traffic from the legitimate ones. 
Among the automated mitigation frameworks, EMERALD and COSSACK did not provide an 
open architecture and were also no longer maintained. DiDDeM supports congestion detection but 
relies on a signature-based response mechanism. SNORT and Prelude are the ones allowing plugins 
and sensors integration, respectively. However, SNORT and Prelude mainly support rule-based or 
signature-based detection, but not anomaly-based detection modules. 
 
Bearing in mind the lessons learnt in this chapter, we study today’s DDoS attack tools actually 
present in the bots used by attackers to launch DDoS attacks, in the next chapter. 
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CHAPTER 3 
 
DDOS ATTACK BOTS 
 
 
In recent years, professionalism in Internet crime has advanced with the aid of open source attack 
tools. These attacks are launched from a large pool of compromised computers in homes, education, 
business and government organizations. These compromised computers, referred to as bots, typically 
connect automatically to a remote Internet Relay Chat (IRC) server to enable remote control by the 
attacker to form a  botnet [120, 121]. Botnets are used for generating spam emails, viruses, worms as 
well as DDoS attacks.  
In the past,  typical botnet sizes were as large as  hundreds of  thousands [72, 122], but, a recent 
report [123] has shown botnets to have “slimmed” down to an average of 20,000 in order to be less 
visible and make detection more difficult. It also showed that blacklisted or worn-out botnets were 
being resold for DDoS attacks as these did not use email or viruses and so would not be caught by the 
blacklists or signature-based antivirus products. A relatively small botnet comprising a few thousand 
bots can seriously damage a victim’s website or server as their combined bandwidth (for example, 
10000 x each uplink bandwidth of 56kbps ≈ 546 Mbps) can be higher than the Internet connection 
bandwidth of many corporate systems. 
Developing new techniques for detecting and responding to DDoS attacks often entails using 
attack traces to determine attack signatures and to test the techniques. However, obtaining actual 
attack traces can be very difficult, particularly for the latest attacks, because the high-profile 
organizations which are typically attacked will not release monitored data as it may contain sensitive 
information.  In addition, they often do not want to publicly admit to being attacked as this can 
damage their reputation. Analysis of the way bots behave in terms of the types of attacks they can 
generate, how they generate data within an attack message, the target port addresses they attack, and 
how they generate legitimate or spoofed source addresses, can be used to formulate attack signatures 
and anomaly detection algorithms.     
We present a detailed study of the source code of the popular DDoS attack bots in this chapter. 
The availability of open source for bots and their modular design has led to thousands of variants of 
the popular ones which require very frequent updates of signature based anti-virus products to try to 
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prevent infections and can outwit signature-based attack detection techniques. Analysing the attack 
tools based on their source code enables a more in-depth understanding and presents a clearer picture 
of the attacks rather than studying the attack traces. We obtained the bot source code from hacker web 
and forum sites. We also discuss the implications of our findings on well-known DDoS mitigation 
techniques and emphasize the need to acquire an understanding of the attacks before being able to 
design and develop more effective and efficient mitigation techniques. 
 
3.1 Related Work 
The evolution of botnets has resulted in them becoming the latest most prevalent threat on the 
Internet and so has resulted in significant research in the network security community to develop 
detection and response techniques. 
A Symantec white paper [124] discusses the design, coding and structure of the source code of 
popular bots and looks at how they have evolved with enhancement in network propagation, 
communication encryption and polymorphism. Observations on botnet activities, collected using 
Honeypots and mwcollect is described in [125]. 180 botnets were tracked over 5 months to observe 
the coordinated activities within the botnets. Preventive mechanisms, by identification of the activities 
and infiltration of the botnets to stop their operations, are proposed. In [126], an overview of the 
origins and structure of botnets is presented. It used data from the Internet Motion Sensor project [127] 
and Honeypot [128] to demonstrate the dangers of botnets due to their increase in number and their 
ability to exploit common system vulnerabilities such as the DCOM RPC [129] and LSASS [130]. 
Botnet detection by correlating data to pinpoint bots and botnet communications is also discussed. In 
[131], the authors studied the source code of popular bots and classified them according to their design 
and implementation characteristics, commands and control protocol, mechanisms to manipulate bots, 
propagation mechanisms, available vulnerabilities exploits, malware delivery mechanisms, 
obfuscation and detection evasion mechanisms. However, none of the above-mentioned studies 
provide a thorough understanding of the inner working and characteristics of the DDoS attack tools 
used in bots. Therefore, we conduct an in-depth study on these tools in this chapter to provide 
information on this aspect. 
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3.2 DDoS Bots 
We study the DDoS source code of four popular bots, namely Agobot, SDBot, RBot and Spybot 
[132-134] and present the details of the attacks in this section. These botnets have a few hundred to 
thousand variants due to multiple authors working to enhance the exploitation, propagation and 
communication code. We chose the version with the most advanced DDoS attack tools. 
 
3.2.1 Agobot 
Agobot is one of the most popular bots, with the Anti-Virus vendor, Sophos listing over 600 
different versions [134]. Variants of Agobot include Gaobot, Nortonbot, Phatbot and Polybot. The 
source code that we studied is the widely available “current” version of Phatbot, written in C++, and 
provides cross platform capabilities. The bot is structured in a modular way and allows new attacks to 
be easily added. Of all the bots studied, this has the most comprehensive set of DDoS attack tools, 
with the following attack commands: 
• ddos.synflood <host> <time> <delay> <port> 
• ddos.udpflood <host> <port> <time> <delay> 
• ddos.httpflood <url> <number> <referrer> <delay> <recursive> 
• ddos.phatsyn <host> <time> <delay> <port> 
• ddos.phaticmp <host> <time> <delay> 
• ddos.phatwonk <host> <time> <delay> 
• ddos.targa3 <host> <time> 
• ddos.stop 
In all the above attacks, host is the IP address of the victim, time is the duration of the attack in 
secs, delay is the interval in msecs between sending attack packets, and port is the victim’s destination 
port. Other dynamic or attack specific parameters are presented as follows. 
In the synflood attack, if port = 0, a random port number from 1000 to 10000 will be generated for 
each attack packet, otherwise, the one provided will be used. In the IP header, the identification (ID) 
field is set to 1 and the Time-to-Live (TTL) to 128. In the TCP header, the SYN flag is set and the 
window size is set to 16384. The TCP sequence number for each attack packet is formed by 
performing a binary OR on two 32-bit randomly generated numbers (with one left shifted by 16 bits). 
For each attack packet sent, each byte of the source IP address is randomly generated from 0 to 255 
and the source port is randomly generated from 1000 to 2000.  
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In the udpflood attack, if port = 0, the destination port number will be randomly generated from 1 
to 65535 for every attack packet. The 2-byte network prefix (that is, x1.x2) of the source IP address 
(that is, x1.x2.x3.x4) is initialized to that of the attacking node (that is, local address y1.y2.y3.y4) or 
“255.255” if an error occurs while retrieving the local address. y2, y3 and y4 of the local address are 
stored in 3 counters and incremented in nested loops for each packet. The counter for y4 is 
incremented and reset to 1 after 254 and the counter for y3 is incremented. The counter for y3 is reset 
to 0 after 254 and the counter for y2 is incremented (also reset to 0 after 254 is reached). The above 
mentioned process is used to generate x2 of the source IP address. x1, which is equal to y1, remains 
the same for all the packets. x3 and x4 of the source IP address are randomly generated from 0 to 253 
and 1 to 253, respectively. The data portion of the packet is 256 bytes and is filled with the character 
‘A’. The attack packet source port is a random number from 1000 to 2000. 
In the httpflood attack, url is the web address to be accessed and number is the number of requests 
to be made to the specified address. Referrer is provided by the attacker and used in the http request. If 
the delay = 0, a random delay in the range of 1 msec to 24 hours is generated at the end of each cycle 
of a request (including recursive requests) for a URL. If recursive = 0, only the URL is accessed, 
otherwise, a recursive request on the page’s resources is performed.  
In the phatsyn attack, the destination port number is randomized from 0 to 65535 for each attack 
packet if the one provided is 0. The SYN and URG flags in the TCP header are set. For each attack 
packet, the ID and TTL fields in the IP header are randomly generated from 1024 to 65535 and 200 to 
255, respectively, while the TCP source port, ACK number, window size and URP (offset for 
computing sequence number of last byte of urgent data) field are randomly generated from 0 to 65535. 
The TCP sequence number is formed by adding 2 randomly generated numbers from 0 to 65535 with 
one number left shifted by 8 bits. The 2-byte network prefix of the source IP address is set to that of 
the victim’s, while the lower 2 bytes are randomly generated from 1 to 254 for each attack packet. 
In the phaticmp attack, the destination port is hard-coded to 0. For each attack packet, the Type-of-
Service (TOS), ID, more fragmentations, total length and TTL fields in the IP header are set to 4, 
1234, 1, 0 and 255, respectively. The type and code fields in the ICMP header are randomly generated 
from 0 to 17 and 0 to 14, respectively. The 2-byte network prefix of the source IP address is set to that 
of the victim’s, while the lower 2 bytes are randomly generated from 1 to 254. 
In the phatwonk attack, 28 victim’s ports (that is, 1025, 21, 22, 23, 25, 53, 80, 81, 88, 110, 113, 
119, 135, 137, 139, 143, 443, 445, 1024, 1433, 1500, 1720, 3306, 3389, 5000, 6667, 8000, 8080) are 
scanned to discover open ones. The port numbers of the open ports are placed in an array of size 28. 
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The destination port to be used in the entire attack is chosen from the array of open ports or randomly 
generated if any of the entries is 0. The selection process ends after 28 iterations or when the attack 
duration time has expired, whichever happens first. 1 TCP SYN packet and 1023 TCP ACK packets 
are sent to the victim per inner loop for the attack duration. The TOS, ID and TTL fields in the IP 
header are set to 8, a random number from 1024 to 65535, and 255, respectively, each time the outer 
loop is run. In each run, the most significant 2 bytes of the source IP address are randomly generated 
from 1 to hexadecimal FFFE and the least significant 2 bytes are set to that of the victim’s IP address. 
Assume that x1.x2.x3.x4 represents the IP address, then, x1.x2 remains the same as the victim’s IP 
address while x3 ranges from 1 to 254 and x4 ranges from 0 to 255. The source port, window size, 
sequence number and data offset fields in the TCP header are set to a random number from 0 to 65535, 
16384, an addition of 2 random numbers from 0 to 65535 with one being left shifted by 8 bits, and 5, 
respectively, for each run of the outer loop. In the inner loop, the IP ID field and the TCP sequence 
number are incremented for each of the 1024 attack packets. 
In the targa3 attack, the destination port number is set to 666. The IP header protocol field and 
fragmentation offset field are randomly chosen from a set of 14 (that is, 0, 1, 2, 4, 6, 8, 12, 17, 22, 41, 
58, 255, random number from 0 to 254) and 10 integers (that is, 0, 0, 0, 8192, 4, 6, 16383, 1, random 
number from 0 to 8099), respectively, for each packet sent. The last integer in each array is randomly 
generated. The source IP address has the 24-bit network prefix set to that of the attacking node. The 
last byte of the address is randomly generated from 0 to 254. The TOS, ID and TTL fields in the IP 
header are set to 4, a randomly generated number from 0 to RAND_MAX (based on the compiler) and 
255, respectively. 
Lastly, the stop command allows the synflood, udpflood and httpflood attacks to be stopped if they 
are running. 
 
3.2.2 SDBot 
SDBot is another popular bot with over 1800 variants. The widely available version is 0.5b, but 
only comes with ping and udp flooding tools, whereas the “SYN Flood Edition” includes TCP SYN 
flooding attacks. SDBot is written in C++ and targets Windows systems. The DDoS commands are as 
follow: 
• udp <host> <number> <packet size> <delay> <port> 
• ping <host> <number> <packet size> <delay> 
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• syn <host> <port> <time> 
In the above attacks, host is the victim IP address, number is the number of attack packets to send, 
packet size is the size of each attack packet in bytes, delay is the interval in msecs between every 
attack packet sent and is set to 1 if < 1, port is the victim’s destination port number and time is the 
duration of the attack in secs.  
In the udp attack, the code restricts the port number to be from 1 to 65535. The data contents in 
the packets are filled with randomly generated bytes from 0 to 254. The actual size of the packet is 
randomized by subtracting a random number ranging from 0 to 9 from the packet size parameter 
provided, for each attack packet.  
In the ping attack, the ICMP.DLL API is used. The ICMP Echo Request messages are used as the 
attack packets. The packet size is restricted to be ≤ 65535.  
In the syn attack, the bot’s registry entries and executables are removed from the system if a syn 
attack fails and the REMOVE_NONSYNNERS macro is defined. However, it is commented out of 
the code. The source IP address is initialized by adding the victim’s address (as unsigned long integer) 
to 256 and a random number from 0 to 511. The ID and TTL fields in the IP header are set to 1 and 
128, respectively. The SYN flag is set in the TCP header and the window size is set to 16384. For each 
attack packet, the source IP address is incremented by 1 and the TCP source port is randomly 
generated from 1000 to 2000. The TCP sequence number is formed by performing a binary OR on 2 
randomly generated numbers (with one being left shifted by 16 bits). 
 
3.2.3 RBot 
RBot has over 1600 variants. It is also written in C++ and targets Windows systems. The version 
we studied is the one with the LSASS exploit and master password for scanning and compromising 
Optix servers. The DDoS commands include: 
• ddos.syn/ddos.ack/ddos.random <host> <port> <time> 
• synflood/syn <host> <port> <time> 
• tcpflood/tcp <type> <host> <port> <time> [-r] 
• icmpflood/Icmp <host> <time> [-r] 
• pingflood/ping <host> <number> <size> <delay> 
• udpflood/udp <host> <number> <size> <delay> <port> 
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In the above attacks, host, port, time, number, and delay have the same meaning as for the SDBot, 
size is the size of each attack packet in bytes, and if the optional parameter ‘r’ is provided, source IP 
address spoofing is used. 
The ddos.syn, ddos.ack and ddos.random attacks exist in the same code module. For the ddos.syn 
attack, the ACK number in the TCP header is set to 0 and the SYN flag is set. For the ddos.ack attack, 
the ACK number in the TCP header is set to 0 and the ACK flag is also set. For the ddos.random 
attack, the ACK number in the TCP header is set to a random number from 0 to 2 and the SYN or 
ACK flag is set based on a probability of 0.5. In the attack packets, the ID and TTL fields in the IP 
header are set to 1 and 128, respectively. The source IP address is initialized by adding the victim’s 
address (in the unsigned long integer format) to 256 and a random number from 0 to 511. It is then 
incremented by 1 for each packet. The TCP source port is randomized from 1000 to 2000 and the 
sequence number is formed by performing a binary OR on 2 randomly generated numbers (with one 
being left shifted by 16 bits). The TCP window size is set to 16384.  
The synflood or syn attack code is based on the one in SDBot. However, the non-synners remover 
code is not implemented here.  
In the tcpflood or tcp attack, the parameter type allows the attacker to specify a “syn”, “ack” or 
“random” TCP attack. It has the same settings of flag and ACK number based on the attack type as in 
the ddos.syn/ddos.ack/ddos.random attacks. The ID and TTL fields in the IP header are set to 1 and 
128, respectively. If the parameter ‘r’ is used, source address spoofing is performed. Otherwise, the 
real source address of the attacking host will be used. The spoofed source IP address is generated by 
adding 4 randomly generated numbers with the 2nd, 3rd and 4th number left shifted by 8, 16 and 24 bits, 
respectively. Each number is in the range of 0 to RAND_MAX. The TCP source port is randomized 
from 0 to 1024 and the sequence number is set to the hexadecimal number 12345678. The TCP 
destination port is randomized from 0 to 1024 if port = 0. The TCP window size is set to 512.  
In the icmpflood or icmp attack, the source IP address is generated similarly to that in the above 
tcpflood/tcp attack. The destination port is set to 0. The ID and TTL fields in the IP header are set to 1 
and 128, respectively. For each attack packet, the ICMP type and code are random numbers from 0 to 
255. The ICMP ID number is randomly generated from 1 to 240, and the ICMP sequence number is 
set to 1. The data portion is filled with bytes randomly generated from 0 to 254. 
The pingflood or ping attack code is based on the one in the SDBot, and is similar in 
characteristics and functions used (that is, ICMP.DLL API). 
The udpflood or udp attack is similar to the one in the SDBot. 
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3.2.4 Spybot 
Spybot is written in C and also affects Windows systems. It has over 200 variants currently and 
the version we studied is 2.0. It has more spreading abilities than the original version written by the 
author known as Mich. The DDoS commands are: 
• syn <host> <port> <delay> <number> 
• spoofdsyn <host> <port> <delay> <number> 
• ping <host> <port> <delay> <number> 
In the above attacks, the parameters have the same meaning as for the SDBot. 
In the syn attack, socket connections are made to the victim and closed after the connection 
attempts and delay is forced to a minimum of 5 msecs. The source IP address is not spoofed and the 
source port is randomly generated by the system. 
In the spoofdsyn attack, delay is forced to a minimum of 5 msecs. The ID and TTL fields in the IP 
header are set to 1 and 128, respectively. For each packet, each byte of the source IP address is 
randomized from 0 to 254. The SYN flag is set in the TCP header and the window size is set to 16384. 
The TCP source port is randomly generated from 1000 to 2000. The TCP sequence number is formed 
by performing a binary OR on 2 randomly generated numbers (with one being left shifted by 16 bits). 
In the ping attack, the ICMP.DLL API is used. ICMP Echo Request messages are used as the 
attack packets. The destination port number is set to 65500 if greater and delay is forced to a minimum 
of 1 msec. Each byte of the data is set to the integer 37. 
 
3.3 Analysis and Discussions 
3.3.1 Bot Features 
Most of the tools provide source IP address spoofing (either in whole or in part) and 
randomization of the source ports, destination ports, other header fields such as the TCP sequence 
number, and the data contents of the attack packets. With a high degree of randomization, it makes 
mitigation such as dropping the traffic difficult due to the problem of accurately identifying the 
signature or pattern of the attack packets. However, if there is no restriction on the randomization of 
fields, this will result in more anomaly values appearing and so easing the detection of the presence of 
attacks. For example, performing partial source IP address spoofing reduces the randomness of the 
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attack packets. However, if the addresses produced are within the safe range of legitimate addresses, 
this will reduce the chance of triggering a defence alarm mechanism. On the other hand, 
randomization without restrictions of destination port numbers or IP protocol types would raise alarms 
due to obvious anomalies such as hitting closed ports or unassigned network services. Thus, a high 
degree of randomization eases detection of the presence of an ongoing attack (for example, through 
packet sampling). However, mitigation by means of checking the validity of each individual packet 
and dropping them is more difficult without a common identifiable signature. 
All the attack tools that perform source IP address spoofing have different ways of forming the 
address from the randomly generated numbers. However, all of them prevent setting the final byte to 
255 which will translate to a broadcast address. Source port randomization, though provided, is not 
really necessary as it will be randomly generated anyway if socket binding is not performed. Ranges 
of destination port numbers generated include 1000 to 10000, 0 to 65535, and 1 to 65535. However, 
some of these ports are still unassigned with only 0 to 1023 in the “Well-known ports” range. 
Therefore, most of these ports will most likely be closed at the victim. Randomization of the IP 
identification and fragmentation offset fields are most likely used to deter mitigation. However, it is 
not very useful since providing a value of 0 would allow the attack traffic to mix in well with the 
legitimate traffic as most Internet traffic does not require fragmentation. IP Time-to-Live field 
randomization could hide the actual hop counts traversed by the packets though it is not particularly 
useful since hop counts could not reveal the exact location of the attacking host anyway.  
Agobot, SDBot and RBot all support SYN flood attacks, but RBot’s ddos.random attack is the 
most dangerous SYN attack tool as it can randomly generate SYN and ACK packets thereby 
circumventing mitigation techniques which try to correlate TCP SYN and ACK according to the 
protocol characteristics. Next in line would be Agobot’s ddos.phatsyn as it sets the URG flag which 
allows the packet to have a high priority. When the TCP/IP stack at the server sees a packet with the 
URG flag set, it is duty bound to stop what it is doing and immediately send this packet to the server. 
RBot’s ddos.syn and SDBot/RBot’s syn simply provide standard SYN packets flooding with partially 
spoofed source IP address and randomized sequence numbers. The last five tools are Agobot’s 
ddos.synflood and Spybot’s spoofdsyn, which spoofs all 4 bytes of the source IP addresses, RBot’s 
tcpflood syn and random, which fixes the TCP sequence number for all the packets to hexadecimal 
number 12345678, and Spybot’s syn, which performs connection and disconnection attempts of 
sockets and does not provide source IP address spoofing. 
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For the UDP flood tools, we have the Agobot’s ddos.udpflood and SDBot/RBot’s udp. However, 
Agobot’s ddos.udpflood filled its data with the character ‘A’ which simplifies signature-based 
detection. SDBot/RBot’s udp tool randomized its data but only during initialization. It also randomizes 
its packet size but it has no source IP address spoofing. It is possible that future versions will combine 
the advantageous features of both tools while also randomizing the data contents for each attack 
packet which would make detection difficult.  
For the ICMP flood tools, we have the Agobot ddos.phaticmp and RBot icmpflood. Agobot’s 
ddos.phaticmp is slightly superior to RBot’s as it limits its ICMP type spoofing from 0 to 17 and code 
spoofing from 0 to 14, instead of 0 to 255 in RBot. The Type-of-Service flag is set to 4 for route 
selection to maximize throughput if supported. In ICMP, type 1, 2 and 7 are not assigned and most 
types have no code at all. Spoofing an invalid type or type/code combination would therefore trigger 
the DDoS detection alarm. However, the chance of Agobot triggering an alarm is less than for RBot 
due to its type and code spoofing restrictions, though attack signature-based detection is slightly easier  
for Agobot due to this restriction and the fact that the identification field is fixed to the value of 1234. 
SDBot/RBot and Spybot ping tools simply provide ICMP Echo Request messages flooding. It 
does not have any source IP address spoofing capability and is similar in function to a common ping, 
though Spybot’s is distinguishable from its data contents which have the value 37. Agobot is the only 
one with a HTTP server flooding tool, which emulates legitimate requests of resources from web 
servers. Source IP address spoofing is not used since information of subsequent resources to be 
retrieved has to be known to continue the recursive attacks. It also makes the attack indistinguishable 
from legitimate requests. 
Agobot’s ddos.phatwonk attack has the advantage of scanning for a list of ports to check if they 
are open before attempting to flood them with SYN and ACK packets. However, a balance of 0.5 
probability of generating either SYN or ACK packets would reduce anomalies rather than the 1 SYN 
followed by 1023 ACK packets for each round of flooding. In Agobot’s targa3 attack, the destination 
port is set to 666, which is the designated port for a popular multiplayer PC game, Doom. However, 
the list of IP protocol types to use will raise anomalies as only the TCP and UDP network services are 
typically supported for port 666. RBot’s ddos.ack and tcpflood ack attack tools simply flood the victim 
with TCP ACK packets. However, RBot’s tcpflood ack has the same disadvantage as its tcpflood syn 
and tcpflood random, whereby the TCP sequence number is set to hexadecimal number 12345678. 
The main purpose of the above analysis and discussion is not to advise on how to enhance attack 
tools to circumvent current mitigation techniques, but to raise the awareness to the network security 
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research community that making changes to improve on the attack tools is possible and easy. When 
designing and developing network security products, we have to bear in mind the need to foresee the 
future attacks that the attackers would be able to come up with to “challenge” the mitigation 
techniques and systems. 
 
3.3.2 Implications on Mitigation Techniques 
We see that source IP address spoofing remains a security issue. Although it could be postulated 
that since bots are used in current DDoS attacks, tracing the source of an attack does not lead to the 
attack controller, so source spoofing is not really needed. However, managing bots is not an easy task 
for attackers and often attackers maintain ownership of their botnets to rent out for fees. Therefore, 
they want to make sure the bots are not traced and neutralized. Thus, source address spoofing is still 
used in the DDoS attack tools to deter detection. Ingress filtering removes any traffic from a customer 
site to the Internet which has invalid source addresses that is not within the range allocated to the 
customer. Egress filtering on traffic from the Internet to a customer site discards traffic with 
“illegitimate” source addresses such as private/reserved IP addresses or addresses within the domain 
of the customer site. Although ingress and egress filtering [74, 135] is performed, it is not universally 
applied and so does not completely prevent DDoS attacks with spoofed source addresses.  In addition 
some attack tools circumvent this filtering by spoofing source addresses from within the network of 
the bot. [136] is a technique used to infer hop count information from the Time-to-Live value in the IP 
header to determine if source IP address spoofing has been performed and thus detect if the traffic is 
legitimate or not. However, in the case of internal source address spoofing, it would fail to tell the 
difference since the hop count would not differ greatly from the legitimate source. Backscatter 
analysis [14] also proves that source address spoofing is indeed still widely used in current attacks 
while [137] shows that spoofing remains a serious problem to Internet security.  
In [138], a DDoS TCP SYN flooding detection mechanism, SYN-dog, was proposed based on the 
protocol behavior of the TCP SYN–SYN&ACK2 pairs to detect source IP address spoofing, which is 
used in TCP SYN flood attacks. The non-parametric Cumulative Sum (CUSUM) method [139] was 
applied to make the scheme insensitive to site and access pattern. SYN-dog was meant to be 
implemented near the flooding sources as with a spoofed source address, a TCP SYN packet sent out 
to a server would not result in receiving a SYN&ACK packet. However, we noticed in the attack 
                                                 
2 SYN&ACK is used to represent that both the SYN and ACK flags are set. 
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source code that it is possible for attackers to send out randomized SYN or ACK packets, imitating the 
three-way handshake. Therefore, this mechanism will not work at the victim end as there is unlikely to 
be much variation in the number of SYN and ACK packets seen by the victim or within the network.   
 
3.4 Design and Implementations of DDoS Attacks 
In the Sept. 2007 Arbor Networks Inc. survey report [16], the largest observed attacks were 
classified into two categories: largest bit-per-second (bps) attacks and largest packets-per-second (pps) 
attacks. Largest bps attacks are different from largest pps attacks as in the case of TCP SYN flooding 
attacks, they are usually quite small from a packet-size perspective, but a large number of pps is 
generated instead with the typical goal of exhausting the target TCP connection state. Whereas, with 
bandwidth resources exhausting attacks, larger packets in the form of UDP or ICMP protocols are 
employed. The report showed that UDP flooding was the most prominent bps attacks with 43% of the 
surveyed ISPs reporting it as the largest bps attacks observed over the 12-month period from July 2006 
to June 2007, while 18% of them reported TCP SYN attacks to be the largest bps attacks observed. 
UDP flooding was also ranked top as the largest pps attacks among 41% of the respondents while TCP 
SYN attacks was ranked second in this category among 26% of the respondents. The conclusion 
drawn from the data, as in previous years, was that brute-force DDoS attacks (that is, UDP flooding 
and TCP SYN attacks) are still the most prominent large-scale attacks. Therefore, we chose the TCP 
SYN and UDP flooding attacks to conduct experiments on our DARE system. 
Based on our analysis of the bots, we see the need for enhancements to the TCP SYN and UDP 
flooding attack tools to remove unique characteristics which make the attack traffic easily identifiable 
and differentiable (for example, full range source address spoofing, fix packet size and data). The new 
attack tools are designed to incorporate improved features over the existing ones in the bots we studied 
and were implemented in C++. 
Improved features in the TCP SYN attack tool included partial source IP address spoofing with the 
first and second bytes of the address similar to the attack host’s address, while the 3rd byte is restricted 
to the range from 0 to 255, and the 4th byte is restricted to the range from 1 to 254. The restriction is 
due to the reservation of the value 0 and 255 for the 4th byte of the IP address being used as the 
network identifier address and network broadcast address, respectively. Other improvements over the 
“best” TCP SYN attack tool in RBot, include randomly spoofed IP header’s identification field (within 
range from 0 to 65535), randomly spoofed sequence and acknowledgement numbers, a finer 
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granularity in the delay setting (microseconds instead of milliseconds of delays) and fixing the 
checksum algorithm, which was incorrect in the RBot tool. 
Improved features in the UDP flooding attack tool included similar partial source IP address 
spoofing as in the TCP SYN attack tool. Other improvements over the “best” UDP flooding attack tool 
in SDBot/RBot, include randomized data for each attack packet, fresh and randomly generated data 
size for each attack packet, randomly spoofed IP header’s identification field and source port, a finer 
granularity in the delay setting (microseconds instead of milliseconds of delays), as well as fixing the 
incorrect checksum algorithm. 
 
3.5 Summary 
We have presented a detailed study of the functionalities of the popular DDoS attack bots, namely 
Agobot, SDBot RBot and Sybot. We found that analysing the attack tools based on their source code 
gave us an in-depth understanding of the attacks. We were able to look at the attack at their core 
source code and gain knowledge about the different features available. It also allows us to have an 
understanding of how the attack code is structured and which parts of the code can be easily modified 
to bring about possible attack mutations. We were also able to analyse why the authors wrote the code 
the way it is and the choices they made in the design and attack parameters. This is therefore better 
than studying attack traces, which are difficult to obtain in the first place.  The information presented 
on the attack tools can also be used to bring about better design of both detection and attack mitigation 
techniques by taking into consideration the attacks’ characteristics. 
We realized that one of the most important characteristics in the attacks is the degree of 
randomization of addresses, protocol fields and data contents. Greater randomization can ease 
detection as more anomalies are generated but can make mitigation more difficult as specifying packet 
signatures for filtering becomes harder. We have also given a comparison between the attack tools in 
the bots and provided a view of possible enhancements on the tools in the foreseeable future. 
We have shown that well-known DDoS mitigation techniques can be easily bypassed. For 
example, partial source IP address spoofing circumvents ingress and egress filtering and hop count 
filtering. Randomization of SYN and ACK packet generation makes some SYN flood detection 
mechanisms ineffective. Therefore, we see the need to acquire an understanding of the attacks before 
being able to design and develop more effective and efficient mitigation techniques. 
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Based on our study, we designed and implemented the attack tools for the two most prominent 
DDoS attacks, namely the TCP SYN attack and the UDP flooding attack. We take into consideration 
our analysis of the bots’ attack tools into our designs to ensure that more powerful forms of attack are 
used in our experiments. 
As the modular design and open source nature make modifications and implementation of 
additional features easy for the bot authors, there will always be a race between the attackers and 
network security providers. Therefore, it is important that network security products are able to get a 
grasp on the latest attack tools in use today and possibly in the future, and incorporate learning 
techniques and adaptive mechanisms to provide timely responses to the new variants of attack tools. 
 
In the next chapter, we present the design of our DARE system and an overview of its individual 
components. DARE’s design takes into considerations the strength and weaknesses of the existing 
defence mechanisms in Chapter 2, as well as the characteristics and possible future mutations of DDoS 
attacks presented in this chapter. 
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CHAPTER 4 
 
DDOS ADAPTIVE RESPONSE SYSTEM (DARE) 
 
 
Most existing defence mechanisms concentrate on aspects of detection and response separately. 
However, the response actions to take vary depending on the detection mechanisms and information 
received from them (for example, filter only when there is no false positive, traceback is easier if 
attack signature is detected). A response action’s effectiveness may serve as an indication as to 
whether more precise detection or information from a detection mechanism is needed.  
In this chapter, we firstly analyse responses suitable for mitigating the DDoS TCP SYN and UDP 
flooding attacks. We then present the design of a DDoS Adaptive ResponsE (DARE) System which 
enables the system administration to flexibly combine a variety of detection and response mechanisms.  
 
4.1 Analysis of Specific and Appropriate Responses 
We had earlier classified DDoS responses as Traceback, Containment, Reconfiguration, 
Redirection, Filtering, Ratelimiting, Resource replication, Legitimacy testing, and Attackers’ resource 
consumption. As the performance of the system relies on each of the individual components, special 
care and attention is needed in making the choice of the responses to design and implement. We 
analyse and discuss when a response is appropriate and why we should carry out specific actions under 
each response type in Table 4.1. 
Based on the analysis in Table 4.1, we decided that the responses of Traceback, Reconfiguration, 
Redirection, Filtering and Ratelimiting are more appropriate to handle the most prominent, easy to 
launch, and difficult to detect and mitigate DDoS TCP SYN and UDP flooding attacks. Containment 
is more useful in situations in which it is necessary to analyse the attack traffic to extract attack 
profiles and signatures. DDoS TCP SYN and UDP flooding attacks, on the other hand, do not produce 
identifiable packet sequences or contents to necessitate a containment response. Resource replication 
to provide additional resources to cope with an increase in service requests, is more suitable in the case 
of flash crowds for legitimate clients, rather than DDoS attacks. Legitimacy testing and attackers’ 
resource consumption are end host approaches to verify the authenticity of  
 
 
 
 
4. DDOS ADAPTIVE RESPONSE SYSTEM (DARE)  
 
56 
RESPONSES WHEN AND WHY? 
Traceback When spoofing is used. For locating nearest point to the attack sources. 
Containment Mainly used as a diversion away from real targets.  
Reconfiguration Configuration changes in the network, such as route changes, to isolate 
“authenticated” legitimate traffic from attack traffic. Allows dropping of attack 
traffic in the case of highly reliable isolation.  
Redirection Redirection to a blackhole will be considered as filtering here.   
Filtering When confidence level of detection is high and identifiable attack flows are 
present, filtering on traffic matching these identities should be performed. 
Ratelimiting As an initial response during a flooding attack to prevent the network from being 
overwhelmed. When the confidence level of detection is low. When it’s not 
possible to form an identifiable signature to distinguish attack traffic from 
legitimate traffic. 
Resource 
replication 
When it is actually a flash crowd and not DDoS attack, allocation of more 
resources are performed to handle the massive number of legitimate service 
requests. 
Legitimacy 
testing 
To authenticate clients by performing tests for verification; assuming that such 
tests are widely deployed on Internet hosts and that the legitimate users will 
observe the “rules of the game” if they want their service request served.  
Attackers’ 
resource 
consumption 
To have the clients sacrifice their own resources to prove that they are willing to 
do so for their requests to be fulfilled. In a way, it may allow a server to 
distinguish between legitimate traffic and DDoS attack traffic if attack hosts are 
not willing to work on the puzzles. If they are prepared to allocate resources to 
work on puzzles for each attack request, it will also slow down the attack hosts. It 
is also assumed that such puzzle algorithms are widely deployed on Internet hosts.  
Table 4.1: Usefulness of Potential Response Types 
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service requests. Although such verifications are able to differentiate legitimate requests from attack 
traffic, the approaches will require every Internet end host to be installed with legitimacy test suites 
and puzzle solving suites, which is very hard to achieve. 
 Traceback is essential in any DDoS defence system. It enables the system to locate the point 
nearest to the attack sources to perform mitigation at this location so as to prevent attack traffic from 
propagating to other networks (including intermediaries). Existing mechanisms require wide spread 
deployment on Internet routers and the provision of an attack signature to identify attack packets for 
extraction of traceback information. We proposed a new traceback mechanism, Non Intrusive IP 
Traceback (detailed in Chapter 7), which resolves the above-mentioned problems, and incorporate it in 
DARE. 
Reconfiguration techniques work within the target network to provide a resilient network in the 
event of an attack, by re-routing legitimate traffic and isolating attack traffic. However, existing 
methods such as the Secure Overlay Services architecture only works with previously authenticated 
clients, while [97] only works with HTTP traffic. Therefore, we designed a new reconfiguration 
mechanism called the Traffic Redirection Attack Protection System (TRAPS), a standalone system, 
for IPv6. We will describe the design and discuss TRAPS in greater detail in Chapter 8. 
In our system, we consider Redirection as Filtering. Filtering and Ratelimiting are implemented as 
the response modules for DARE. However, to ensure high confidence filtering, without dropping 
legitimate traffic, we devised a Bloom-based filter which relies on our Enhanced TCP SYN Attack 
detection (detailed in Chapter 5). Ratelimiting is also performed only on identified suspicious and 
attack flows, detected by our DDoS Attack Flow Detector and Identifier (detailed in Chater 6). 
In Table 4.2, we summarize the response actions included in DARE. The responses specify the 
actual actions to be undertaken in order to stop or mitigate the attack, making use of parameters 
provided by the triggering of alert notifications. 
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RESPONSE 
ACTIONS 
RESPONSE MECHANISMS 
Initiate response to 
prevent a server being 
overwhelmed by 
flooding 
If flooding is detected, identify suspicious flows and attack flows and 
trigger rate limit at the network’s entry points. 
Initiate response to 
update and maintain 
Bloom-based filter 
If a TCP SYN flood is detected, send new records of new/suspicious, 
attack and approved/legitimate request to update filter list. 
Filtering of attack traffic When differentiation of suspicious, legitimate and attack traffic is 
achieved, filter the attack traffic to mitigate the attack. An exact point of 
attack traffic flow is identified to narrow down the filtering areas so as not 
to involve filter processing in unrelated area zones. New entries of Bloom-
based filter lists are also sent at regular intervals from the detection module 
to the filtering module. 
Source address spoofing 
check and locate 
entrance points of attack 
traffic 
Triggers traceback to stop the mechanism’s learning process. Discard non-
committed learning entries. Performs tracing to identify points of entrance 
to target’s network. Trigger appropriate responses (filtering or ratelimiting) 
at these identified points to mitigate the attack. 
Adjustment and update 
of responses 
After a response action is taken, continuously monitor the current traffic 
condition for adjustment of responses (such as rate of limiting and more 
discovered locations of attack entrance points). 
Table 4.2: Response actions taken based on characterization of attacks 
 
4.2 Architecture Overview 
In this section, we present the architecture overview of DARE. However, we firstly introduce the 
Diadem Firewall project, which provides an appropriate platform on which DARE is built.  
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4.2.1 Diadem Firewall 
The Diadem Firewall project [140, 141] was an European Union funded project to develop an 
architecture that enables an Internet Service Provider (ISP) to protect its own networking environment 
as well as the connected hosts and servers of its customer against network attacks. We were involved 
in the project as one of the seven European partners – Imperial College London, France Telecom, 
University of Tuebingen, IBM Zurich Research Laboratory, Groupe des Ecoles des 
Telecommunications, Jozef Stefan Institute and Polish Telecom. We were responsible for the design 
and implementation of the System Manager (SM) and the Non Intrusive IP Traceback module. 
 
 
Figure 4.1: Architecture Overview of Diadem 
 
Figure 4.1 shows an architecture overview of the Diadem Firewall. It consists of distributed 
monitoring elements running the Versatile montoring toolkit (VERMONT), which are network 
monitors configured to capture and/or aggregate traffic packets [142]. The traffic packets or flow 
information is then exported to the Traffic Flow and Packet Analysis System (TOPAS) [143], a 
framework for the reception and real-time analysis of the network packets and flow information. 
TOPAS subscribes to flow information essential for its modules to carry out analysis to detect various 
attacks. The detection modules in Diadem consist of the Web Server attack detector and the TCP SYN 
attack detector running in parallel within TOPAS.  
The Web Server attack detector builds normal user behavior models by monitoring service 
requests to the server objects (for example, web pages). A change-point detection algorithm based on 
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the Exponentially Weighted Moving Average algorithm, checks for changes in the browsing behavior 
of the users, to detect Web server overloading attacks. The TCP SYN attack detector uses the SYN-
Dog (SYN-SYN&ACK) algorithm [138]. VERMONTs at the source networks send information on 
outgoing SYN and incoming SYN&ACK packets to the TCP SYN attack detector for analysis. In a 
TCP SYN attack, the difference between the number of the outgoing SYN and incoming SYN&ACK 
packets will be very noticeable.  
The Non-Intrusive IP Traceback module was designed and developed as a TOPAS response 
module. It is triggered after an attack is detected, to perform traceback to identify the closest locations 
from the attack sources. The module depends on flow information received from VERMONTs to 
check for route anomalies in source and destination IP address pairs. Details on the design are in 
Chapter 7. 
The external response module is a Firewall, complemented with a high-speed traffic classification 
engine implemented on a PCI FPGA board. When a TCP SYN attack is detected, the firewall is 
triggered to drop requests from sources which have not been seen recently and before the attack. When 
a Web Server overloading attack is detected, the firewall is triggered to perform ratelimiting on 
suspicious traffic not matching the normal user behavior models. 
The System Manager (SM) is the system coordinator in Diadem. Alert messages regarding attacks 
are sent to the SM, which then dispatches appropriate responses to the response modules, such as the 
Traceback module and/or distributed firewall elements. Results and status information from the 
response modules are also sent to the SM for attack status logging. 
As seen in Figure 4.1, two distinct types of inner communication paths exist. The first path type 
allows the monitoring data from VERMONTs to be sent to TOPAS (through the IPFIX collector, 
explained in the next section). The second path type allows the communications of the IDMEF (alert 
and response) event messages between the SM, detection modules and external response modules 
(residing outside TOPAS). IDMEF [118] is an IETF standard which defines an XML message format 
for intrusion alerts. In Diadem, the event distribution between the modules is based on the 
XMLBlaster system. The XMLBlaster [144] works as a publish-subscribe server, where modules 
connect to it and subscribe to the events they are interested in. When an event is generated, the 
originating module publishes the event to the XMLBlaster server which in turn forwards it to those 
modules that have subscribed to the type of events (based on event topics). The use of the XMLBlaster 
for event distribution allows Diadem to scale easily when additional detection and response modules, 
or even SMs, are added. 
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The goal of the architecture is to establish a loop of detection, decision and response actions across 
multiple distributed firewall and networking devices, so as to provide a comprehensive security 
solution. The architecture also allows development and deployment of modular network components 
to be integrated in an efficient manner. In this way, Diadem ensured functional flexibility, as well as 
scalability of the system. Additionally, it provides built-in support for traffic flow sampling, 
aggregating and exporting through VERMONT. With its open architecture, it also supports the design, 
development and integration of both signature-based and complex anomaly-based detection techniques 
for DDoS attacks mitigation, as well as automated response modules, into TOPAS.  
Due to Diadem’s architectural advantages and modular approach, as well as our knowledge of the 
system, it was chosen as the basis for the DARE implementation. However, several modifications and 
novel additions were designed and implemented within DARE to improve the detection and response 
mechanisms in terms of speed and mitigation efficiencies. We adopt the Diadem architectural 
structure, VERMONT for network traffic monitoring and TOPAS for the integration of our detection 
and response modules.  
 
4.2.2 DARE 
We designed and implemented novel detection modules for integration into TOPAS, as well as 
external response modules which cooperate better with our new detection mechanisms. We also built a 
new Adaptive System Manager (ASM) for coordinating the events from the detection modules and 
response triggering. The SM in Diadem was written in Java and it supports the alert and response 
event coordination between the existing modules in Diadem. The new ASM was implemented in C++ 
to improve the performance speed and to support the coordination between the new modules. 
Next, we present the architecture overview of DARE in Figure 4.2 to better illustrate the layout of 
the entire system. The sub-systems and modules that exist in Diadem are in grey, while the new ones 
in DARE are in black.  
Our design and development work included the Adaptive System Manager (ASM), the XML 
Subscriber and Parser module, the Non Intrusive IP Traceback module, the DDoS Flooding Attack 
Detector and Flow Identifier module, the Enhanced TCP SYN Attack Detector module, the Bloom-
based filter module and the Ratelimiter module. The ASM, the XML Subscriber and Parser module, 
the detection modules and the response modules were all developed in C++. The detection modules 
consisting of the DDoS Flooding Attack Detector and the Enhanced TCP SYN Attack Detector, the 
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ASM: Adaptive System Manager 
BB-Filter: Bloom-based Filter 
Figure 4.2: Architecture Overview of DARE 
 
internal response modules consisting of the Non Intrusive IP Traceback module and the DDoS 
Flooding Attack Flow Identifier, as well as the XML Subscriber and Parser module, are implemented 
and integrated into TOPAS. The Enhanced TCP SYN detector incorporates a Bloom-based hashing 
technique to allow the detection of both conventional and a new variant TCP SYN attacks. It also 
incorporates a more effective Bloom-based Filter to drop attack packets while protecting legitimate 
ones. The Flooding Attack detector facilitates the detection of the prominent DDoS UDP flooding 
attacks, which were not catered for in Diadem. These modules run in parallel in TOPAS and are able 
to detect and respond to different attacks simultaneously. 
The XML Subscriber and Parser module is created in DARE as TOPAS only comes with a built-in 
XML Publisher to send out IDMEF alerts. Previously in Diadem (refer to Figure 4.1), IDMEF alerts 
received by TOPAS catered only for the Non-Intrusive IP Traceback through the use of a flag in a file 
to trigger the traceback process. The traceback module had to read the file at preset intervals to check 
if it had been triggered, rather than being triggered by an event to which it subscribes. Therefore, 
without a subscriber and parser module, IDMEF messages could not be subscribed for by the detection 
and response modules within TOPAS to get loopback alert information, update messages and system 
configuration messages. We solved this problem in DARE by the inclusion of our XML Subscriber 
and Parser utility module, which is “shared” by all the modules in TOPAS. The Non-Intrusive IP 
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Traceback module was also modified to process the information (for example, configuration and 
traceback triggering) forwarded to it through this utility module. Additionally, we also built XML 
Subscriber and Publisher clients (in C++) for each of the modules external to TOPAS, such as the 
ASM, the Bloom-based Filter and the Ratelimiter. All the XML Subscriber and Publisher modules in 
DARE are connected to the XMLBlaster publish-subscribe system and subscribe to events related to 
their modules.  
The Bloom-based filter and Ratelimiter modules, which are the external response modules, are 
deployed on the edge routers of the source networks and protected (victim/target) network, 
respectively. The reason the Bloom-based filter is at the source network is due to our Enhanced TCP 
SYN attack detector being a source network based detection module. With the Bloom-based filter at 
the source, the TCP SYN attack packets can be isolated and dropped at the point nearest to the attacker 
once the Traceback module identifies the locations of the attack sources. Although the source 
networks have to deploy VERMONT for sending TCP SYN flow information, such information 
pertains to the target network. The same information will be obtained by the target after the data 
packets destined for the target, are received. Therefore, no additional information regarding the source 
network traffic or topology is disclosed. Possibilities of agreements between different ISPs could be 
reached in a way to allow them to protect one another while dropping attack packets for a partner ISP 
without compromising traffic related to other networks. This is achieved through the use of Bloom-
based filters and accepting filtering rules for the partner ISP to drop attack traffic only destined to it.  
The Ratelimiter module is at the protected target network as aggregated flooding traffic is detected 
at the target network, and therefore, the flood handling response mechanism is triggered nearer to the 
target. As flooding attack packets are usually seemingly legitimate packets, it is not feasible to 
ratelimit such flows at the source where traffic is minimal (traffic not converged yet). VERMONT is 
also deployed on the edge routers of the target network to capture and send records of flow 
information to the detection modules and internal response modules through the IPFIX Collector in 
TOPAS.  
When any of the detection modules detects an on-going attack, an IDMEF Alert with the 
appropriate topic is sent to the XMLBlaster, through the built-in XML Publisher in TOPAS. The ASM 
receives all the IDMEF Alerts via the XMLBlaster and handles all the triggering signals from the 
detection modules. These include: 
• Logging of attack information 
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• Triggering further responses such as traceback. This is performed by the ASM sending the attack 
information provided by the Flooding Attack Detector or TCP SYN Attack Detector, in the form 
of an IDMEF Alert message, to the XMLBlaster. The topic is subscribed by the XML Subscriber 
and Parser module integrated into TOPAS. Once the message is parsed and known to be 
designated for the Traceback module, it is passed on to the Traceback module. The Traceback 
module receives the message and proceeds to halt its learning process, discards its non-committed 
learnt data in the buffer and tries to pinpoint the entrance points of the attack traffic and/or 
locations of the attacking network. The results of the traceback process are then sent to the 
XMLBlaster with an IDMEF Alert. 
• Other responses such as triggering filtering of TCP SYN Attack traffic at the exact points returned 
by the traceback module and triggering the ratelimiters to probabilistically drop the identified 
suspicious/attack traffic flow. 
 
In the following, we present a brief explanation of an example scenario of attack detection and 
response of DARE. Further details of the detection and response mechanisms are provided in Chapters 
5 to 7. TRAPS is a standalone DDoS detection and mitigation system for the next generation network 
and presented in detail in Chapter 8.  
When there is no on-going attack, the Traceback module will be at a learning stage using the flow 
records. The DDoS Flooding Attack Detector and Flow Identifier module will update packet rates of 
flows in octets based on the incoming flow records, as well as perform any necessary internal flow 
data structure manipulation for the Flow Identifier, while checking for threshold exceeding indication, 
for attack detection. The Enhanced TCP SYN Attack Detector subscribes to receive the SYN and 
SYN&ACK events to perform bloom-based checking before updating the counts of the packets 
received and compute the attack indicator value using the CUSUM algorithm [145] to decide if there 
is an occurrence of a TCP SYN attack. When an attack is detected, the relevant detection module(s) 
inform about the attack by sending an IDMEF Alert to the XMLBlaster server under an appropriate 
topic. The ASM and the response modules (both internal and external) that have subscribed to 
particular message topics receive the IDMEF Alerts from the XMLBlaster server. Triggering of 
further responses and/or detections, and logging of the alert message are then performed by the ASM. 
The ASM sends out IDMEF Response Messages with topics for response modules to carry out further 
responses such as traceback, filtering or ratelimiting. Response actions to mitigate the attacks are then 
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carried out by the response modules according to the attack information received or further 
instructions from the ASM. 
In the following section, we describe the design and architecture of VERMONT and TOPAS, 
which we use in DARE.  
 
4.2.2.1 VERMONT 
 
 
Figure 4.3: Functional overview of VERMONT 
 
Figure 4.3 presents the functional overview of VERMONT [142], the network monitor we adopt 
from Diadem and use in DARE. VERMONT is implemented in C++ and released under the GPL. It 
features three subsystems, namely the concentrator, the sampler and the ipfixlolib. The concentrator 
performs collection, aggregation and export of traffic flow information in the IP Flow Information 
Export (IPFIX) format. The IPFIX protocol  [146, 147] is an IETF standard for the exchange of IP 
traffic information. It was created from the need for a universal standard for the exporting of IP flow 
information from routers, probes, and monitoring devices for accounting/billing and network 
management purposes. Its strength resides in its capability to carry any kind of data records in a 
bandwidth-efficient way. The sampler captures raw packets from the network interfaces, selects 
individual packets based on the filters and the sampling algorithms, according to the Packet Sampling 
(PSAMP) specifications [148-150]. Non-matching packets from filters or packets sorted out by the 
sampling algorithms are immediately freed and only packets that have passed the packet processing 
are exported. While in the packet processing chain, packets can also be channelled and injected into 
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the concentrator module to be processed by the aggregator. Both subsystems are independently 
configurable and executable. The ipfixlolib is a library for sending IPFIX or PSAMP encoded data. 
 
4.2.2.2 TOPAS 
 
 
Figure 4.4: TOPAS Architecture [143] 
 
Figure 4.4 presents the TOPAS architecture [143]. The collector process receives the flow data 
from the monitoring devices (for example, devices running VERMONT). The received data is stored 
in a ring buffer located in a memory block that is shared by the collector and the detection modules. A 
module manager running in a second thread is responsible for synchronization between the collector 
and the detection modules. It notifies the detection modules about newly arrived data and grants read 
access for a predefined period of time. After timeout or after all modules have signalled that they have 
read the data, the module manager frees the corresponding buffer segment and proceeds with the next 
block of data.  
The detection modules run as individual processes each with two threads. The first thread 
(container) listens for notifications from the module manager, reads new flow data from the ring 
buffer, preprocesses it according to the input requirements of the detection algorithm (for example, 
according to the packet fields subscribed by the detection algorithm), and buffers the result. The 
second thread empties the container at regular intervals and triggers the detection algorithm with the 
new input data. Additionally, TOPAS also comes with an IDMEF publishing mechanism for the 
detection algorithms to compose IDMEF format messages for alert dissemination [118]. The event 
system used is the XMLBlaster [144] publish-subscribe system. 
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4.3 Summary 
In this chapter, we have presented the architecture and design of Diadem and DARE. We firstly 
analysed DDoS response types and chose appropriate ones for their usefulness, feasibility and 
effectiveness in responding to attacks. The decisions here allowed us to have a starting point as to the 
modules we would like to design for our DDoS responses, while Chapter 3 provided us with the ideas 
for the detection modules.  
We then presented the Diadem Firewall project in which we were involved. Diadem provides a 
suitable platform upon which, we build DARE. Its distributed and modular approach supports system 
scalability, while the use of VERMONT and TOPAS allows the integration of both signature-based 
and anomaly-based detections.  
Lastly we presented the architecture overview of DARE explaining the entire system, such as 
where the internal response and detection modules fit, where the external response modules lie, where 
the Adaptive System Manager sits and what its functionalities are, as well as the addition of an XML 
Subscriber and Parser utility module for TOPAS. We also gave an overview of the workings of the 
entire DARE system using an example of an attack scenario.  
In Chapters 5 to 7, we will describe, in more detail, the design of the Enhanced TCP SYN Attack 
Detector and Bloom-based Filter, the DDoS Flooding Attack Detector and Flow Identifier, and the 
Non Intrusive IP Traceback mechanism, respectively. Chapter 8 will present TRAPS, a standalone 
DDoS detection and mitigation system for IPv6 networks. 
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CHAPTER 5 
 
ENHANCED SYN FLOOD DETECTOR AND  
BLOOM-BASED FILTER 
 
 
In this chapter, we look at SYN flood attack detection. TCP SYN flooding attacks are one of the 
two most commonly observed DDoS attacks in the Internet. Therefore, it is very important to be able 
to efficiently and reliably detect this form of attack. We firstly analyse the stateless SYN-SYN&ACK 
and SYN-FIN/RST detection mechanisms for TCP SYN attacks. We indicate the inherent 
vulnerability of the SYN-FIN/RST detection mechanism caused by the computation of the RST packet 
counts. We indicate why SYN-SYN&ACK is a more efficient and reliable detection mechanism than 
SYN-FIN/RST. We come up with ‘Bot Buddies’ for TCP SYN attacks and explain how they can 
compromise both mechanisms. We propose an enhanced detection mechanism incorporating the 
Bloom filter to handle these variations of TCP SYN attacks. We show that our enhanced mechanism 
overcomes the problems of the use of Bot Buddies and analyse its efficiency. 
 
5.1 Background 
In 2006, backscatter analysis [14] was conducted where DDoS attack traffic was captured. It 
shows that over a period of 3 years from 2001 to 2004, 22 collected distinct traces revealed 68,700 
attacks on over 34,700 distinct Internet hosts, with 95% of the attacks using TCP as their choice of 
protocol. A recent survey [16] of 70 tier 1, tier 2 and hybrid IP network operators in North America, 
Europe and Asia reported that DDoS attacks remain the most significant ISP security threat with TCP 
SYN attacks among the most prominent security threats.  
In TCP, to establish a connection, the client sends a SYN to the server (refer to Figure 5.1a). The 
server allocates a buffer for the client and replies with a SYN&ACK3 packet. At this stage, the 
connection remains in the half-open state while waiting for the ACK reply from the client to complete 
                                                 
3 SYN&ACK is used to represent that both the SYN and ACK flags are set. 
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the connection setup, after which the 3-way handshake is achieved. TCP SYN DDoS attacks exploit 
the TCP 3-way handshake (refer to Figure 5.1b). Attackers send large numbers of SYN packets, with 
spoofed source IP addresses, to the victim servers. As a result, the SYN&ACK response packets do 
not reach the attackers’ machines and the final ACK packets are not sent to the victim server to 
complete the 3-way handshake. Therefore, resources at the victim server are tied up for these half-
open state connections created by the attackers, preventing services to be granted to other legitimate 
requests. 
 
 
Figure 5.1: (a) TCP 3-way handshake (b) TCP SYN Attack 
 
Previous work on mitigating TCP SYN attacks include SYN cache [151], SYN cookie [152], 
SYNDefender [153] and Synkill [154]. These aim to mitigate the flooding effect on the victim server. 
Previous work on detecting SYN attacks include Spectral analysis based detection [83], SYN arrival 
rate based detection [155], SYN-SYN&ACK based detection [138], and SYN-FIN/RST based 
detection [81].  Details are in the following section. 
 
5.2 Related Work 
In SYN cache [151], a hash table keeps track of the half-open state connections instead of relying 
on the backlog queue provided for each application. Therefore, a higher number of half-open state 
connections are possible but, during an attack, this is still insufficient. In addition, items in the hash 
table would have to be dropped to allow for new requests and may result in even higher overhead 
which overwhelms the victim server during an attack.  
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SYN cookie [152] eliminates the need for the backlog queue to keep track of each SYN request. 
Instead, a SYN cookie, also used as the initial sequence number in the SYN&ACK sent back to the 
client, is computed based on a counter at the server, the Maximum segment size in the SYN queue 
entry and the TCP header of the request packet. The ACK returned from the client must contain a 
sequence number of the SYN cookie plus 1 to be valid. However, the drawbacks of this scheme are the 
overhead of computing the cookies during an attack. Retransmission required in the situation of a lost 
ACK packet is also not possible as the state of the connection request is not stored. In addition, TCP 
options which are not encoded in the SYN cookie are lost, denying the use of certain TCP 
performance enhancement. 
In SYNDefender [153], the firewall intercepts the SYN request from the client and sends the 
SYN&ACK packet on the behalf of the server. After the firewall receives the ACK packet, the request 
is then let through to the server. In this way, the server does not need to hold the half-open states and 
so does not deplete its resources. However, the weakness is the additional workload and processing 
within the firewall which might not cope during a high rate attack. 
In Synkill [154], source IP addresses are classified in a database as good or bad based on observed 
network traffic and administratively supplied input. Bad source addresses are sent the RST packet to 
terminate their requests while good ones are allowed to carry on with the handshaking.  
However, the above methods only deal with mitigating the flooding effect of the SYN attacks and 
most of them are stateful mechanisms, which could be subjected to DDoS attacks themselves.  
Spectral analysis based SYN attack detection [83] monitors the arrival rates of the traffic flows as 
a signal. The power spectral of the signal for a normal TCP flow is found to exhibit strong periodicity 
around its round-trip time (RTT) in both directions, whereas that of the DDoS attack traffic flows are 
not regulated in such a way. However, the scheme deals with long TCP flows. For TCP flows with 
short durations, the effect of their statistical multiplexing may outweigh their intrinsic periodicity and 
be detected as attack flows. RTTs of flows also vary from trip to trip which makes it difficult to obtain 
a reliable model to represent the normal traffic for different traffic conditions. Another limitation of 
the scheme is that it cannot identify TCP flows with very small RTTs. 
The SYN arrival rate based detection scheme [155] models the arrival rate of the normal SYN 
packets as a normal distribution. A very reliable model of the normal traffic pattern has to be 
maintained. It allows a high rate SYN attack to be detected quickly and accurately. However, 
compared to non-parametric approaches such as the SYN-FIN/RST detection [81], it was not able to 
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detect low rate attacks (for example, < 14 SYNs/sec). Therefore, a low rate attack would still be able 
to bring down the victim server without being detected. 
Non-parametric approaches such as the SYN-SYN&ACK [138] and SYN-FIN/RST [81] detection 
mechanisms allow attack detection even in the case of any variance of normal traffic making them 
insensitive to site and access patterns. The SYN-SYN&ACK detection mechanism is based on the 
inherent TCP SYN-SYN&ACK symmetry. A SYN request sent by a client to a server should be 
matched by a SYN&ACK reply. An attack host spoofing as a client would only send out massive 
amounts of SYN requests and not receive any SYN&ACK replies from the victim server due to its 
spoofed address. The SYN-SYN&ACK agent monitors the difference in the number of outgoing SYN 
and incoming SYN&ACK packets. It then uses the non-parametric Cumulative Sum (CUSUM) 
approach to detect any abrupt rise in the difference. The SYN-FIN/RST approach proposed by the 
same authors allows detection both at the attackers’ and victim’s ends. For a normal TCP connection, 
a starting SYN request will be matched with a closing FIN/RST. Therefore, correlation is performed 
between the number of SYN and FIN/RST packets instead. However, as RST can be classified as 
active (that is, initiated to abort TCP connection) and passive (that is, transmitted in response to 
packets destined to a closed port), and could not be easily differentiated at the monitoring agents, the 
scheme counts 75% of all RST packets to be active and the rest to be passive (that is, background 
noise). Non-parametric CUSUM is also used to detect the abrupt rise in the difference between the 
SYN and the FIN/RST packets. In the next section, we analyse both schemes with respect to our 
proposed new variations of TCP SYN attacks. 
 
5.3 SYN-FIN/RST and SYN-SYN&ACK Analysis 
In the SYN-FIN/RST scheme, SYN, FIN and RST packets in both directions are monitored and 
counted. To address the issue of passive RST packets, only 75% are counted as valid RST. These valid 
RST are added to the FIN packets and the difference between the number of SYN and FIN/RST 
packets for each monitoring interval is computed. Any abrupt positive fluctuation in this difference 
would signal the occurrence of an attack. 
We find that classifying 75% of RST packets as valid ones, weakens the detection mechanism. 
RST packets can be generated by a host for the following events: 
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i. arrival of data packets for which no connection has been established 
ii. arrival of TCP segments with inappropriate sequence numbers 
iii. arrival of SYN&ACK packets for which no SYN has been initiated 
iv. arrival of TCP packets for closed ports 
In the event of a SYN attack, attackers could target random ports as in [19]. In this case, the victim 
server would generate RST packets due to (iv). In addition, source address spoofing is used by the 
attackers. Therefore, the SYN&ACK packets generated by the victim server would be delivered to 
hosts located at the spoofed addresses. They would generate RST packets to the victim server due to 
the events in (iii) or (iv) as well. Whichever the case, RST packets generated by the above events 
should not be classified as valid packets. 
In [19], DDoS attack tools in Bots could send a mixture of SYN and ACK packets to the victim. 
Instead, a new variation of attack could be easily created by sending out a mixture of SYN, FIN and 
RST packets to the victim server. This would result in balancing the SYN and FIN/RST packets, and 
thus weakens or even defeats the SYN-FIN/RST detection mechanism. 
As mentioned in the previous section, the SYN-SYN&ACK approach is applicable at the source 
of the attack instead of the victim’s end due to the detection which is based on the behaviour of SYN 
and SYN&ACK pairs. Having the detection mechanism closer to the attack sources allows a speedier 
detection before the victim server is overwhelmed. As the attackers send out SYN packets and do not 
receive any SYN&ACK from the victim due to source IP address spoofing, this approach is very 
efficient in attack detection. In comparison to the SYN-FIN/RST detection scheme, the SYN-
SYN&ACK scheme also allows a higher degree of correlation and detection accuracy due to the 
shorter round trip time between the SYN-SYN&ACK pairs instead of the time difference between the 
SYN-FIN/RST pairs, which lasts for the whole duration of the TCP session. Therefore, a shorter 
monitoring interval and detection time could be achieved in the case of the SYN-SYN&ACK 
detection approach. 
As mentioned above, it would be possible to create a new variation of the attack by sending out a 
mixture of SYN and SYN&ACK packets as well. However, as only the outgoing SYN and incoming 
SYN&ACK packets are counted, even if the attackers were to make such modifications to the attack 
code, it would not have any impact on the detection mechanism. Instead, the SYN&ACK packets 
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would only weaken the attack (by reducing the SYN attack traffic sent to the victim due to resources 
used for sending out SYN&ACK packets). 
 
 
Figure 5.2: Bot Buddy Attack 
 
 
Figure 5.3: 1 to Many Bot Buddies Attack 
 
Instead, we suggest another new variation of co-ordinated attack that could defeat the SYN-
SYN&ACK detection mechanism. We call this attack the ‘Bot Buddy’ Attack (shown in Figure 5.2), 
as it requires the co-operation of bots within the botnet carrying out the SYN attack. For each SYN 
packet sent out to the victim server, a SYN&ACK packet with the source address spoofed to the 
victim server is sent to another bot within the botnet. In this case, each outgoing SYN packet has an 
incoming SYN&ACK “reply”. This attack will therefore circumvent the SYN-SYN&ACK detection. 
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Although the diagram shows a 2-buddy botnet system which is the safest case for the attacker, it is 
also feasible to have one bot responsible for sending to multiple bots (that is, 1 to Many Bot Buddies 
Attack) as shown in Figure 5.3. The reason is that only the outgoing SYN and incoming SYN&ACK 
counts are monitored. In addition, as the Bot master has a list of all the bots in the botnet, this attack 
could be easily implemented. 
 
As the SYN-FIN/RST detection mechanism has an inherent flaw and the SYN-SYN&ACK 
detection mechanism proved to be a more efficient and effective for SYN attack detection, we propose 
an enhancement to the SYN-SYN&ACK detection mechanism to resolve the above vulnerabilities.   
 
5.4 Enhanced TCP SYN Attack Detection 
As in the original SYN-SYN&ACK detection mechanism, the packet sniffing agents are located at 
the leaf routers that connect end hosts to the Internet. We consider the SYN and SYN&ACK packets 
sent by the bots. The source IP addresses of the SYN packets are randomly spoofed. Therefore, the 
following situation shown in Figure 5.4 arises. 
 
Figure 5.4: Attack Packet’s Header 
 
Since the source IP address used in the SYN packet does not match the destination IP address in 
the SYN&ACK packet received at Bot_1, we could perform SYN-SYN&ACK pair matching to 
eliminate the effect caused by the Bot Buddy Attack on the SYN-SYN&ACK detection mechanism. 
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Instead of storing the flow addresses to perform matching, we propose using Bloom filters [88] to 
achieve space and time efficiency. We describe the algorithm of our mechanism as follows. 
In our detection mechanism, we define our Bloom filter, F[0…m-1], as an m-bit array which is 
initialized to 0. We define each element to be stored in the filter as eout, which corresponds to the SYN 
packet being sent out, by concatenating the source with the destination address. 
 
)1(|| destsrceout =  
k hash functions, h1()…hk(), used to compute k key values for eout and eout, are stored into the filter 
according to,  
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As an example, we assume m to be 100 (the Bloom filter is a 100-bit array), k to be 3 (utilizing 3 
hash functions), and hashing eout with the hash functions produces the values 5, 90 and 110. Using the 
equation {hi(eout) mod m}, we derive the Bloom filter bit locations of 5, 90 and 10 which indicate the 
locations in the array to be set to 1. 
For the incoming SYN&ACK packet, the equation to compute the corresponding element, ein, to 
eout is (dest || src). In a normal TCP 3-way handshake, there will be an outgoing SYN with element 
value of eout which is equal to an incoming SYN&ACK with element value of ein. To be counted as a 
valid SYN&ACK packet for inclusion into the CUSUM detection algorithm, all the bits at positions, 
}mod)({ meh ini  in the filter array must be set to 1. In the next section, we perform evaluations and 
analysis of our detection mechanism. 
 
5.5 Evaluation and Analysis 
Using the Bloom filter to validate the SYN&ACK replies allows space and time efficiency. The 
time required to store and search for an element in the filter is a fixed constant, O(k), which is 
independent of the size of the filter and the number of stored elements. The space allocated to the 
Bloom filter is m bits. This allocation depends on the availability of storage space on the leaf router. 
The Bloom filter has zero false negative (that is, if an element has been stored, it will be found in the 
filter) but a non-zero false positive (that is, if an element has not been stored, it might still return the 
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status of “found”). Assuming that the hash functions spread the elements evenly across the filter array, 
let p0 be the probability that a bit in the array is not set (that is, 0) by any of the hash functions after 
storing n elements. Let p1 be the probability that the bit is set (that is, 1).  
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For a false positive error to occur, during a search of an element, each of the k array positions 
computed by the hash functions for the element must be set to 1. Therefore, the probability of a false 
positive error, pe, is given by: 
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We see that, as m, the array size, increases, pe will decrease. However, as n, the number of 
elements to be stored, increases, pe will increase.  
Other than the false positive error from the Bloom filter, we consider the possibility of errors 
coming from the address spoofing algorithm. That is, if the spoofed source IP address of the outgoing 
SYN packet happens to be the same as the destination of the incoming SYN&ACK reply generated by 
the Bot Buddy. This address would also be the real address of the Bot sending out the SYN attack 
packet. Although the SYN packet would not constitute an attack packet in this case as a SYN&ACK 
reply would be received from the victim thus completing the 3-way handshake and establishing the 
connection, we have to take into consideration the additional SYN&ACK reply that would come from 
the bot buddy. Assuming that all 32 bits of address are spoofed, the probability of collision (with the 
real source address) is given as: 
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However, if partial address spoofing is used, whereby network prefix of the real address is 
preserved when performing spoofed address generation, and q is the number of bits of the preserved 
network prefix, then 
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We now analyse our enhanced detection mechanism taking into consideration the false positive 
error of the Bloom filter and the collision of the spoofed address. As in the original SYN-SYN&ACK 
detection mechanism, let {∆t, t=0,1,…} be the number of outgoing SYN packets minus that of the 
incoming SYN&ACK packets collected from each sampling period:  
 
)8(& ttt ACKSYNSYN −=∆  
 
To alleviate its dependence on the time, access pattern and size of the network, {∆t} is normalized 
by the average number K  of incoming SYN&ACK packets during the sampling period. The recursive 
estimation of K  is given by: 
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where t is the discrete time index and α is a constant between 0 and 1 to represent the memory in the 
estimation. We define ttt KX /∆=  whereby the mean of Xt, denoted by c, is much less than 1. In 
general, 1)( <= cXE t . A parameter ca >  is chosen and aXX tt −=~  is defined so that a negative 
mean is achievable during normal operation. When an attack occurs, tX
~
 quickly becomes a large 
positive number. The detection of the abrupt rise is based on the observation of ch >> , whereby the 
increase in the mean of tX
~
 can be lower bounded by h .  
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yt is defined as the maximum continuous increment until time n. A large yt is a strong indication of an 
attack. Equation (11) indicates that yt is set to )
~( 1 tt Xy +−  if this value is ≥ 0 else it is set to 0. N is 
defined as the attack threshold, that is, Nyt ≥ indicates an attack is detected. 
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Taking into consideration the false positive errors in the Bloom filter search and the collision error 
of the spoofed address, during a Bot Buddy SYN attack, we get 
 
)12(& ,,,, atttatttnormtnormtt ErrSYNACKSYNSYN −+−=∆  
 
SYNt,norm is the number of SYN packets and SYN&ACKt,norm is the number of SYN&ACK packets 
from the legitimate traffic respectively, in interval t. SYNt,att is the number of SYN packets and Errt,att 
is the number of SYN&ACK packets from the Bot Buddy attack respectively, at interval t. Note that in 
the original SYN-SYN&ACK detection mechanism, Errt,att will be large (that is, ≈SYNt,att) and the 
attack will not be detectable. In our detection approach, Errt,att is given by: 
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As in the case of collision, 2pc represents one SYN&ACK returned from the victim server and the 
other from the Bot Buddy. Only when there is no collision is there a possibility of false positive error 
in the Bloom filter (that is, there is no matching SYN element stored but searching returns true). This 
is represented by (1-pc)(pe) in the equation. The n in equation (3), which is used to derive pe, refers to 
the number of stored elements already present in the bloom filter. At the beginning of the first 
sampling period, n starts with 0. Subsequently, n is incremented as SYN packets, both legitimate and 
attack, arrive.  
Using the experiment parameters in the paper describing the original SYN-SYN&ACK detection 
mechanism [138], the sampling period is set to 20 seconds. We choose the attack rate to be 60 SYN 
packets/second. In [138], the normal traffic traces dated September 2000, of the outgoing SYN and 
incoming SYN&ACK were obtained from the University of North Carolina (monitored on the high-
speed OC-12, 622Mbps link connecting its Chapel Hill campus network to the Internet). The traces 
show that the normal outgoing SYN packets fluctuated from around 1200 to 1900, while the incoming 
SYN&ACK packets fluctuated from around 1050 to 1700, in 10-second sampling intervals. The traces 
show consistent synchronization between the SYN and SYN&ACK packets. Therefore, ∆t is 
consistently around 200 during normal operations in 10 seconds, which is 400 in 20 seconds, the 
detection mechanism’s sampling period.  
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As for our mechanism, we set k=1 (that is, one hash function), m=4,194,304 (that is, Bloom filter 
size of 512KB) and assume that the bot spoofs 32 bits of the source address. We assume the SYN-
SYN&ACK round trip time to be an average of 150ms. Therefore, each SYN&ACK packet for each 
SYN sent out would take 150ms to reach the leaf router of the attack bot. The outgoing SYN packets 
would not incur much delay as the leaf router is located very close to the attack source. The attack 
arrival rates are set to 60 packets/second (that is, around 9 packets every 150ms), and the normal SYN 
traffic arrival rate is averaged at 155 packets/second (that is, (1200+1900)/(2*10)) or around 23 
packets every 150ms; no delay is assumed here as the data is obtained from traces and is the actual 
arrival rate at the leaf router). Therefore, we assume that n at each arrival of a Bot Buddy SYN&ACK 
to be 20x155=3100 (that is, legitimate SYN packets in one sampling period) plus the time slots of 
150ms that have passed multiplied by 32, as we assume starting the attack one sampling period later 
than the legitimate traffic. 
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Figure 5.5: Error Rates Computation 
 
The first computation of Errt,att will begin only after the arrival of the first SYN&ACK packet 
(that is, it occurs after SYN packets and n will be > 0). Figure 5.5 shows the Errt,att for the samples. 
We observed that after 20 minutes of attack, the number of incorrectly validated SYN&ACK packets 
is 8. Therefore, we can be assured that our enhanced detection mechanism will detect SYN attacks 
effectively even in the event of the Bot Buddy attack. 
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5.6 Bloom-based Filtering 
As TCP SYN attacks employ source IP address spoofing, it makes filtering off the attack traffic 
difficult using conventional flow filters or ratelimiters without sacrificing a high proportion of 
legitimate traffic. To allow for a more efficient and effective filtering mechanism to respond to the 
TCP SYN flooding attack, we proposed a further enhancement to be made to our detection 
mechanism. Instead of reserving just the value of 0 for the initial values in the bloom filter and 1 for 
the SYN packets “been seen before”, an additional value of 2 is assigned in the bloom filter for hashes 
of the traffic flows where a connection has been established (that is, both SYN and SYN&ACK 
packets have “been seen before”).  
Based on the settings, SYN packets can be classified as neutral (having the value of 0 in the hash 
locations where a SYN packet for the flow has not “been seen before”), attack (having the value of 1 
where a SYN packet for the flow has “been seen before” but not the corresponding SYN&ACK 
packet) and approved/legitimate (having the value of 2 where SYN packet for the flow and the 
corresponding SYN&ACK packet have “been seen before”). Filtering is then carried out according to 
the values in the bloom filter. SYN packets of traffic flows having the value of 0 are let through into 
the network and will have the value set to 1 to indicate that they have been seen by the detection 
mechanism after being allowed through. SYN packets of traffic flows having the value of 1 will be 
dropped at a probability of 0.9 to set aside tolerance for false positives and loss of the SYN&ACK 
packets due to congestion during the attack. SYN packets of traffic flows having the value of 2 will be 
let through into the network to ensure that legitimate traffic flows with established connections do not 
suffer from the filtering response mechanism. 
 
5.7 Experiment 
The enhanced TCP SYN attack detection and filtering response mechanisms were developed in 
C++. The number of hash function is chosen to be 1 as the evaluation results showed that it is 
sufficiently reliable and will have a better performance in terms of speed of detection. The chosen 
hash function must satisfy the two basic properties of being one-way (irreversible) and collision 
resistant. For our implementation, we are using the Crypto++ library [156] and the SHA1 hashing 
algorithm [157]. The benchmark of the performance of the SHA1 on an Intel Core 2 1.83 GHz 
processor (Windows XP SP2 in 32-bit mode) is shown by the CryptoPP developers to be 155MB/sec. 
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Therefore, in our mechanism it translates to a hashing speed of 40,632,320 hashes/sec or 2.46e-8 
secs/hash. One might argue that SHA1 has been "cracked" in the year 2005 by Xiaoyun Wang et al 
[158]. It has been shown that SHA1 is not collision free and it is possible to find a collision in 2^69 
operations. SHA256 or SHA512 could be used instead as there are no known possible attacks on them 
yet. However, the processing will be slightly slower. For SHA256 and SHA512, we will need 4.71e-8 
secs/hash and 3.85e-8 secs/hash, respectively. In our case of bloom filter based detection, it is 
currently sufficient to utilise SHA1 for the hashing as the detection mechanism detects the attack 
based on a large number of non-matching SYN and SYN&ACK packets instead of a simple task of the 
attacker guessing the correct hashes of a few packets to compromise the detection and filtering. 
A simple test was conducted to ensure that the implemented mechanisms were working correctly. 
A conventional TCP SYN attack was launched toward a target host with the attack packets having 
randomly spoofed source IP addresses. The detection mechanism triggered the alarm and updated 
bloom filter entries were sent to the filtering response mechanism at regular intervals. The filtering 
response mechanism performed checks on the bloom filter’s entries to decide on the dropping or 
admittance of the traffic. The attack traffic was successfully filtered off based on the probability of 
0.9. A new legitimate host subsequently attempted to establish a TCP connection with the target host 
whereby the SYN packet was allowed through due to the value at the hash location in the bloom filter 
being 0. The detection mechanism then set the value to 1, thereby refusing admittance of further SYN 
packets for this flow at a rate of 0.9. Upon receiving the SYN&ACK packet, the detection mechanism 
sets the value at the hash value to 2 since it was originally 1. The filtering response mechanism having 
received the information on the updated bloom filter entry, continued filtering off the attack traffic 
while allowing the approved/legitimate traffic through the network. 
We also performed a simple Bot Buddy attack test on the detection module. The same 
conventional TCP SYN attack was launched toward a target host with the attack packets having 
randomly spoofed source IP addresses. Another host was configured to send SYN&ACK packets to 
the attack host with randomly spoofed source IP addresses. However, as the hash values did not 
match, the SYN&ACK packets were not included into the SYN&ACK packets received counter. The 
detection mechanism triggered the alarm and updated bloom filter entries were sent to the filtering 
response mechanism. The filtering response mechanism performed checks on the bloom filter’s entries 
and the attack traffic was successfully filtered off at the probability of 0.9. 
When the bloom-based entry and checking code was removed, the detection module was 
converted to a SYN- SYN&ACK detection mechanism relying simply on the CUSUM algorithm. The 
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same Bot Buddy attack test was repeated. Without the enhanced checking before counter 
incrementing, the detection module observed similar outgoing SYN and incoming SYN&ACK traffic. 
Therefore, the Bot Buddy attack went undetected in this case, which validated our approach. 
 
5.8 Summary 
Our analysis of the stateless SYN-SYN&ACK and SYN-FIN/RST detection mechanisms 
indicated the inherent vulnerability of the SYN-FIN/RST detection mechanism caused by the RST 
packet counts. In addition, both mechanisms would not detect our new variations of TCP attacks. 
Although the SYN-SYN&ACK detection mechanism is found to be more efficient compared to the 
SYN-FIN/RST, it failed to detect our Bot Buddy attack. We proposed an enhanced detection 
mechanism incorporating the Bloom filter to handle the attack. We analysed and evaluated our 
enhanced mechanism and found it to work as effectively as the original SYN-SYN&ACK, as if the 
Bot Buddy attack is not present. In addition, we proposed an enhancement to the TCP SYN attack 
detection mechanism to allow us to build a more efficient and effective filtering response mechanism, 
the Bloom-based filtering module, which performs filtering of attack traffic while admitting legitimate 
traffic reliably even though source IP address spoofing is employed in the TCP SYN attacks.  
Both the detector and filter were implemented in C++. We conduct experiments using 
conventional TCP SYN as well as Bot Buddy attacks to test the effectiveness of the enhanced detector 
and filter. They were observed to work very well in detecting both attacks and in filtering off attack 
traffic, while letting legitimate traffic through. In comparison, the Bot Buddy attack experiment 
defeated the conventional SYN-SYN&ACK mechanism.  
In the next chapter, we present the design of our DDoS Flooding Attack Detector with its Attack 
Flow Identifier to isolate both suspicious and attack traffic, as for flooding attacks, it might not be 
possible to distinguish between these two types of traffic due to the use of seemingly legitimate traffic 
packets. 
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CHAPTER 6 
 
DDOS FLOODING ATTACK DETECTOR AND  
ATTACK FLOW IDENTIFIER 
 
 
In this chapter, we look at the detection of DDoS flooding attacks. Flooding attacks using the UDP 
protocol messages were ranked top in both categories of largest bandwidth and packet size attacks 
[16]. Therefore, to detect this prominent form of DDoS attacks, an efficient bandwidth flooding 
detector is essential. We first discussed MULTOPS [82], on which our detector is modeled, followed 
by describing the design of our detector and the improvement over MULTOPS, in terms of memory 
utilisation. 
 
6.1 Related Work 
In most bandwidth flooding detection mechanisms, the simplest and most common idea is to 
monitor the network bandwidth consumption and raise an anomaly detection alarm when a threshold 
has been exceeded. In this section, we discuss a very important and relevant related work, which our 
detector and attack flow identification module is based upon.  
MULTOPS [82] detects DDoS bandwidth attacks by observing any significant, disproportional 
differences between the packet rates on both the up and down links at a network device. The 
assumption is that the traffic in both directions should be proportional during normal operations. 
Detection of a significant disproportionate difference would be a strong indication of an ongoing 
attack. We argue that traffic in both directions might not always be proportional, as in certain 
applications such as video streaming or file downloading, one direction of the traffic is always much 
higher than the other. However, MULTOPS did present another innovative idea of attack detection 
based on its expanding and contracting data structure.  
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Figure 6.1: MULTOPS Data Structure [82] 
 
The MULTOPS data structure is organized as a 4-level 256-ary tree. This covers the entire IPv4 
address space. Each node in the tree is a table consisting of 256 records, each of which consists of 3 
fields: to rate, from rate, and a pointer to the node in the next level of the tree. Each table stores all the 
packet rates to and from IP addresses with a common 0-bit, 8-bit, 16-bit, or 24-bit prefix, depending 
on the level of the tree. The root node will contain the aggregate packet rates to and from address 
0.*.*.*, 1.*.*.*, etc. The sum of all the packet rates in a node will be equal to the packet rates in the 
parent record of that node. 
 
  
Figure 6.2: C++ code defining Record and Table [82] 
(EMWA implements an exponentially weighted moving average) 
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Figure 6.3: Expansion and Contraction of MULTOPS Data Structure [82] 
 
As a means for keeping track of finer grained packet rates, potentially down to the level of per IP 
address, MULTOPS allows creation of a new subnode on the fly when the packet rate reaches a 
certain threshold. This form of subnode creation is termed expansion in MULTOPS. When the packet 
rate drops below a certain threshold, removing nodes or the entire subtree is performed and it is termed 
contraction.  
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6.2 Design of DDoS Flooding Attack Detector and Flow Identification 
Module 
The main objective of our detector and flow identification module is to detect bandwidth 
exhaustion attacks within the target network. Instead of keeping track of the bidirectional packet rate 
information, our concern is mainly the usage of bandwidth, which is not within the control of the 
target, that is, the incoming traffic flood and requests. Therefore, in this aspect, the memory required 
for the data is reduced by half compared to that in MULTOPS. Our detector module collects 
information on TCP and UDP traffic specifically, as well as traffic using other protocols (that is, not 
TCP and UDP). In addition, our hierarchical data structure for each record is dynamically created 
eliminating the need for reserving 256 record pointers for each node’s expansion.  
The expansion and contraction mechanism in our detector works differently from MULTOPS as 
well. MULTOPS performs expansion when a threshold is exceeded, and contraction for node or 
subtree removal when the rates fall below a threshold. However, our detector provides six different 
threshold settings for the expansion and contraction mechanism (three each for the different level in 
the IP addresses’ hierarchy). Only when the record falls below the threshold of the current contraction 
level, will contraction be performed to move on to the next level. The same goes for the expansion 
when the record rises above the threshold of the current expansion level. 
 
 
Figure 6.4: Example of existing Hierarchical Data Structure 
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Figure 6.5: Adding flow 155.160.38.9 into the Hierarchical Data Structure 
 
 
Figure 6.6: Adding flow 155.160.38.22 into the Hierarchical Data Structure 
 
Figure 6.4 shows an example of an existing Hierarchical Data Structure. When an initial 
individual traffic flow such as 155.160.38.9, arrives for the monitored server (that is, protected target), 
it is recorded in the hierarchical form as shown in Figure 6.5. If another subsequent flow arrives 
bearing the source IP address of 155.160.38.22 (as shown in Figure 6.6), only an additional node will 
be created at the 4th level with a node id of 22, and with the first node at that level representing 
155.160.38.9 having its next pointer pointing to the new node (representing 155.160.38.22). Therefore, 
other than the hierarchical structure, the nodes are sorted in ascending order of their node id at the 
same level. The depth pointer is responsible for keeping track of the header child node (first node at 
the next level of the hierarchy). The node with the id 250 at level 2 in the diagram represents source IP 
addresses with network prefix 155.250.*.*. This means that two contraction steps have been 
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performed for this particular address range. New flows arriving at the target network having the same 
network prefix will have their rate information accumulated at this point in the data structure. Our 
detector module allows real time detection of ongoing attacks by performing flow monitoring and 
identification through the expansion and contraction mechanism of the hierarchical data structure 
dynamically. The following section details different scenarios of experiments carried out to test the 
feasibility of attack detection. 
 
6.3 Experiments on Flooding Attack Detection 
The attack detector and suspicious/attack flow identifier were implemented in C++. We performed 
experiments on the attack detector and flow identifier to test their functions. The experiments were 
conducted with two attack nodes generating attack traffic while randomly spoofing their IP addresses 
with network prefix 10.0.*.* (that is, performing partial address spoofing) to the victim.  
 
 
Figure 6.7: Flooding Attack Detector and Flow Identification Module Experiment 1 
 
 
 
 
 6.3 Experiments on Flooding Attack Detection 
 
 91 
In Experiment 1, attack packets with the new source IP address 10.0.49.23 were sent before the 
contraction process takes place. It was inserted into the hierarchical data by adding 2 nodes at the 3rd 
and 4th level in accordance to the ascending node ID sorting. After the insertion, the contraction of the 
nodes took place at the 4th level to consolidate the records in to the relevant 3rd level nodes’ records. 
The final contraction resulted in the records being consolidated to the 1st level, whereby the threshold 
of the bandwidth consumption was exceeded and the alarm was raised regarding the occurrence of a 
DDoS flooding attack. Although the attack was detected at the final stage after the final contraction, it 
was due to the threshold settings as well as the incoming continuous attack traffic that resulted in the 
consolidated data exceeding the threshold. As a higher level match of the IP address was matched, 
incoming traffic rate would be accumulated at these higher levels instead of having new nodes created 
for them. However, if the threshold at the 2nd level was exceeded instead, the alarm will be triggered at 
step 4 of the experiment instead of the final stage. 
 
 
Figure 6.8: Flooding Attack Detector and Flow Identification Module Experiment 2 
 
In Experiment 2, the attack packets with the new source IP address 10.0.3.114 were sent after a 
level of contraction has been performed. Two new nodes at the 3rd and 4th level were created as there 
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was no higher hierarchical node consolidated with the node ID 3 at the 3rd level. During step 4 of the 
experiment, the 3rd level nodes were consolidated to 2nd level node ID 0 while the 4th level node ID 
114 was consolidated to its next higher level node with ID 3. During step 5 of the experiment, the 2nd 
level node with ID 0 was consolidated to the 1st and highest level with node ID 10, while the node ID 
3 at the 3rd level of the hierarchy was consolidated to the 2nd level with node ID 0. The final step 
involved the node with ID 0 being consolidated to the highest level node with ID 10. The alarm was 
then sent to trigger the detection of an occurrence of an attack.  
 
6.4 Comparison with MULTOPS 
In MULTOPS, the data structure is gradually expanded to provide finer grained information in the 
event of an attack. In our module, records for individual addresses are collected and checks are made 
to see if contraction is required (based on the final and 3rd level of contraction threshold settings). It 
reverses the expansion and contraction of MULTOPS, and is therefore better suited to the event of 
bandwidth exhaustion attack detection. In the event of low traffic per flow attack (typically involving 
multiple attacker machines as in botnets), our detector module will collect the flow records and decide 
to perform contraction due to the individual traffic flow rate falling below the threshold. After 
aggregating the traffic to a lower granularity of IP network addresses, the overall attack traffic would 
have exceeded the allowable bandwidth consumption and therefore would have resulted in raising an 
attack alarm. A triggering event with the information on the offending source IP network addresses 
could also be sent for further response such as ratelimiting. Whereas in the event of high traffic per 
flow attack, no or minimal contraction steps will be required, leading to a speedier detection and 
raising of the attack alarm. However, in the case of MULTOPS, in both events of the attacks, 
aggregated data is collected and upon exceeding the threshold, expansion is performed to obtain all the 
flow information. This is not practical in the first scenario where the attack consists of low traffic per 
flow. In the event of random source IP address spoofing, resulting in multiple flows of attack traffic 
with each having low rate, there is no point in performing expansion to provide such fine grained 
information. Other than that, MULTOPS requires more memory allocation due to its creation of new 
nodes while in our detection mechanism, the memory is more dynamically allocated allowing minimal 
memory usage. 
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6.5 Summary 
In this chapter, we discussed MULTOPS which provides the basis for the design of our flood 
detector and flow identifier. We analysed its functionalities and concluded that MULTOPS could be 
improved by reversing the expansion and contraction mechanisms to better suit DDoS flooding attack 
detection, as well as increase the detection speed. MULTOPS’ fixed size memory block allocation for 
the traffic flow data structure also required too much memory especially when an attack occurs. We 
presented a dynamic memory allocation model for our hierarchical data structure to reduce memory 
usage during a DDoS flooding attack. 
We implemented the flood detector and flow identifier in C++ and ran experiments to test their 
detection, flow expansion and contraction functions. They were shown to be working correctly and the 
detection of the flooding attack was very successful. 
In the next chapter, we present the design of our Traceback mechanism to locate the true location 
of the attack source in the event of an attack utilising spoofed source IP addresses. 
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CHAPTER 7 
 
NON-INTRUSIVE IP TRACEBACK 
 
 
Traceback mechanisms [87, 89, 91-93, 159-164] aim to trace the true source of the attackers to 
stop the attack at the point nearest to its source in order to reduce waste of network resources due to 
attack propagation and to try to find the identity of the source network or ISP in order to perform 
notification. However, existing traceback schemes require that the attack packets are distinguishable 
from legitimate packets. This is due to the need for the identification of an attack signature in the 
packets to initiate and collect traceback information. IP marking and ITrace (and its variants) 
mechanisms also require changes to be made to the routers to allow for participation in the traceback 
process. 
In this chapter, we propose a method to determine entry points and paths of DDoS attack traffic 
flows into network domains. We determine valid source addresses seen by routers from sampled 
traffic under non-attack conditions. Under attack conditions, we detect route anomalies by determining 
which routers have been used for unknown source addresses to construct the attack paths. Our 
approach is non-intrusive, not requiring any changes to the Internet routers and data packets. Precise 
information regarding the attack is also not required, allowing a wide variety of DDoS attack detection 
techniques to be used to support the triggering of traceback during an occurrence of an attack. The 
attacked target is also relieved from the traceback task during an attack, therefore allowing our 
mechanism to be simple and efficient, while at the same time allowing for a fast traceback. 
 
7.1 Design Objectives and Key Assumptions 
Design Objectives 
  
• As changes to the Internet infrastructure raise conformance issues, modifications to the 
Internet infrastructure should not be required.  
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• Methods, such as IP Marking [89, 160-164], require information to be placed in the original 
data packets. However, as there is no unused field in the IP packets, fields reserved for other 
purposes, such as the identification field for fragmentation, have to be used instead. This could 
result in overwriting existing information and packet corruption, so changes to the original 
data packets should not be required.  
• During a DDoS attack, the victim would be overwhelmed due to the attack traffic being 
received. Therefore, no additional “burden” should be placed on the victim when performing 
traceback during an attack. 
• Simple and fast algorithms for tracing of routers carrying attack traffic are necessary to 
identify the furthest attack source points when an attack is ongoing so as to carry out 
mitigation. [14] showed that 60% and 80% of attacks last for less than 10 and 30 minutes, 
respectively. 
• Traceback mechanisms are triggered by attack detection mechanisms. Existing schemes 
require precise information on the attack packets, such as attack signatures, to differentiate 
between legitimate and attack packets and retrieve traceback information from the latter. As 
brute-force DDoS attacks could flood the victim with seemingly legitimate traffic, identifying 
an attack signature of the data packets may not be possible so should not be a pre-requisite for 
the traceback methods. 
 
Key Assumptions 
 
Our design makes the key assumption that end-to-end routes are relatively stable. Analysis of 
40000 end-to-end route measurements conducted using repeated “traceroutes” between 37 Internet 
sites, is reported in [165]. Two distinct views of route stability, prevalence and persistence, were 
studied. Prevalence refers to the probability that a certain route is encountered (if a route is 
observed, how probable are we to observe it again in the future). Persistence refers to routes 
remaining unchanged over a long period of time (if a route is observed at time t, how long before 
it may change). In [165], routes were reduced to three different levels of granularity, namely host 
(each route as a sequence of Internet hostnames), city (as a sequence of geographical cities), and 
AS (as a sequence of Autonomous Systems). Prevalence of a dominant route (that is, it appears 
most often) is computed as the ratio of the number of times the dominant route is observed to the 
total number of traceroutes measuring a particular path. The median value of prevalence is 82%, 
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97% and 100% at host, city and AS granularity respectively. Therefore, in general, it was 
concluded that Internet paths were strongly dominated by a single route. It was shown that the 
time periods over which routes persist demonstrate a wide variation, ranging from seconds to 
days. However, about 2/3 of the Internet paths had routes persisting for either days or weeks. 
Routing stability based on data captured from the National Internet Measurement 
Infrastructure (NIMI) and a set of 189 public traceroute servers was studied in [166]. Of the NIMI 
paths, 78% always exhibited the same route, and 86% of the routes had a prevalence of 90% or 
higher. For the public servers, the corresponding figures are 73% and 85% respectively. It was 
shown that very often, routes persist for at least a day, but in general, 1/3 of the Internet routes and 
1/6 of the NIMI routes are short-lived.  
A study in 2002 [167] investigated whether routing fluctuations caused by the instability of 
the small fraction of Internet routes affect a significant portion of the Internet traffic. It was 
concluded that the vast majority of Internet routing instability stems from only a small number of 
unpopular destinations. Popular destinations, which are responsible for the bulk of the Internet, 
were shown to have remarkably stable routes lasting days or weeks at times, probably due to the 
fact that they have reliable and well-managed connections to the Internet. 
The above studies showed that the Internet routes exhibit relatively high stability in terms of 
prevalence and persistence. This satisfies the requirement in our scheme that Internet routes would 
not change erratically and frequently such that the cached information in the white list becomes 
obsolete. Therefore, we can assume that Internet routes taken by the data packets under normal 
conditions are generally stable. 
 
7.2 Design of Non-Intrusive IP Traceback 
Standard routing protocols perform packet forwarding based on the destination IP address in the 
packets so packets belonging to a particular source-destination pair follow a relatively static path as 
routing tables are not updated very frequently under normal conditions. When an attacker spoofs a 
legitimate user’s source address, the packet may pass through routers which are not on the normal 
source-destination routing path and this anomaly can be used to determine the attack path.  
In Figure 7.1, we show that if node A spoofs node B’s address, an “incorrect” path via anomalous 
intermediate routers can be detected as B to C traffic should flow through R3 and R4, not R1 and R2. 
By performing source IP address validation checks on whether transit packets are supposed to arrive at 
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particular routers, these packets could be identified as from legitimate or illegitimate users, with a low 
false positive rate (studied in Section 7.6). Therefore, even in the event that DDoS attacks constitute 
seemingly legitimate packets, they would still be traceable. 
 
 
Figure 7.1: Route Anomaly 
 
In our scheme, the routers in the network send sampled transit traffic flow information, using 
standard flow sampling and reporting mechanisms such as Netflow [168], PSAMP [148-150], and 
IPFIX [146, 147], to their assigned White List (WL) caching device. The flow information includes 
the source address and port, destination address and port in the original data packets, and the packet’s 
next hop address. In the cache, each record will consist of the above fields, the address of the router 
that sent the export and time of receipt.  
The WL caching devices will update the white lists for the routers during the learning stage (that 
is, when there is no ongoing DDoS attack). Therefore, spoofed source addresses are prevented from 
being included in the caches. We assume a DDoS attack would be detected using mechanisms such as 
TCP SYN flood [81], or MULTOPS [82].  
During the attack, traffic sampling at the routers continues and this information is sent to the WL 
caching devices. However, the white list generation and updates are suspended upon attack detection. 
The WL caching devices search for mismatches between the sampled traffic and cache data (that is, 
flows from previously seen sources going through wrong routers which indicate spoofed addresses), 
and generate partial attack graphs which are sent to the Traceback Manager to generate the full attack 
graphs. We present two approaches of our traceback scheme, Network Segmentation Based (NSB) and 
Strategic Points Based (SPB), in the next two sections. 
 
7.3 Network Segmentation Based (NSB) Approach 
In the NSB approach, the network in an administrative domain is divided into segments. Each 
segment of routers is assigned a WL caching device. During an attack, the Traceback Manager queries 
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the WL caching devices by requesting them to check for specific source/destination address pairs. The 
WL caching devices send information to the Traceback Manager as to whether the flows with the 
specified source/destination address pairs have passed through the routers they are in charge of, and if 
these flows are expected or anomalous. This approach is useful in the case of DDoS attacks whereby 
the attack signature or attack pattern is identifiable. The detection mechanisms are signature-based and 
are able to distinguish between legitimate and attack traffic. They are then able to provide information 
regarding the suspicious source/destination address pairs. However, in the event that attack traffic 
constitutes seemingly legitimate packets, an attack signature would not be present. This shortcoming is 
similar to the existing traceback mechanisms which require distinguishing between legitimate and 
attack packets to conduct tracing. Another problem is the wide range of spoofed addresses and that the 
chosen source/destination address might not have been captured by all the routers during sampling. 
Therefore, a set of suspicious source/destination address pairs has to be determined. Nevertheless, this 
method allows for fast mismatch checking in the event that such attack information is available. 
Another solution is to rely on the continuous arrival of flow exports from the routers at the WL 
caching devices during an attack stage to perform traceback. The WL caching devices will perform 
checking to identify traffic flows which are not supposed to arrive at the routers they are in charge of 
(that is, performing router address, traffic’s source address and destination address matching checks 
against the white lists). The WL caching devices will then construct partial attack graphs based on 
these observed anomalies and send them to the Traceback Manager. The Traceback Manager will 
proceed to perform the complete attack graph generation.  
In this case, some routers may see packets from new sources that are not in their white lists which 
are legitimate requests rather than attack packets. However, such legitimate requests would constitute 
a relatively minimal percentage of mismatches in comparison to the attack traffic. In the case of attack 
traffic going through a router, an excessive high number of mismatches would be observed due to the 
wide range of spoofed addresses and high volume of attack traffic. However, if the attack traffic does 
not pass through a particular router, the observed number of unknown source addresses due to new 
legitimate requests will be comparatively small. Our solution is to set a percentage threshold on the 
number of ‘unknown’ source addresses seen by a particular router to take into consideration new 
legitimate requests. The percentage threshold affects the false positives and varies among different 
organisations. The chosen value or range should depend on the network services provided by the 
organisations and their normal traffic profile of the arrival rate of new legitimate requests. 
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We present an example scenario in Figure 7.2, where we assume the legitimate and attack traffic 
enter the network through different ingress routers so as to simplify the explanation. We will present 
simulation scenarios of mixed traffic coming in through ingress routers, in Section 7.6. As shown, the 
legitimate traffic is coming from addresses IP1 to IP120. Of these, IP1 to IP100 have visited the site 
before the attack, whereas IP101 to IP120 are new legitimate requests. Therefore, the WL Caching 
Device 1 would only have records of IP1-IP100/victim address pairs. Although, mismatches were also 
observed by WL Caching Device 1 corresponding to routers R1 and R3 “being asked” to forward 
packets belonging to flows from unknown sources, the number of these mismatches is extremely 
small.  
 
 
Figure 7.2: Network Segmentation Based Approach 
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In the example, the attackers are spoofing the source address of the packets using a wide address 
range from IP1 to IP10000. Therefore, R2, R4, R5 and R6 would see a sharp rise in the number of 
new traffic flows. WL Caching Device 1 and 2 will observe a high number of mismatches for the 
sampled traffic from these routers to the victim. They will then construct the partial attack graphs 
of R5->R6 and R2->R4 respectively, and send these graphs to the Traceback Manager for forming 
the complete attack graph. In addition, we assume that the Traceback Manager has knowledge of 
the network topology and the entry and exit points of the network. 
 
7.4 Strategic Points Based (SPB) Approach 
One of the main goals of conducting traceback is to locate the points closest to the attack sources 
so as to carry out mitigation such as effective filtering or rate-limiting. Therefore, instead of having 
coverage of all routers within a domain such as a campus network, it would suffice to identify the 
strategic points, where incoming and outgoing traffic will definitely traverse, and perform monitoring 
on them instead.  To pin-point the strategic points, we firstly classify attackers into internal (for 
example, zombies within the victim network) and external attackers. To trace external attackers, the 
strategic points to perform monitoring or traffic sampling would be at the ingress routers. However, 
for the internal attackers, we have to know the network topology. We group the internal nodes as 
intermediate routers and access routers. Monitoring is conducted on the group of access routers.  
By reducing the number of routers participating in the traffic sampling and flow exporting, the 
workload and overhead traffic is significantly reduced. This is a very important enhancement 
considering that traceback is to be performed during the occurrence of a DDoS attack whereby the 
victim’s network is under heavy load. Another advantage of this approach is that due to the small 
number of routers involved, a single Traceback Manager with built-in WL caching device’s 
functionalities could be in charge of the whole network, therefore consolidating the information 
storage and processing at a central point. This would allow faster processing and a global view of the 
traffic flows in the domain, making it easier to identify anomalous flows.  
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7.5 Deployment Considerations 
Our method allows for inter-domain support for both the NSB and SPB approaches. In the case of 
NSB, after construction of the attack graph at the Traceback Manager, it is able to identify the entry 
point/s of the attack traffic flows into the network. It would then communicate with the Traceback 
Manager/s of those networks with connecting traffic to these entry point/s, sending them information 
of the victim’s IP address. Assuming these networks can perform traceback, the same attack graph 
construction process will be carried out at these networks and the completed graph will be sent back to 
the Traceback Manager at the victim network. This facilitates tracing to the nearest possible point to 
the source of the attack. In the case of SPB, the similar function performed by the WL caching device 
is built into the Traceback Manager. Instead of the whole attack graph, the Traceback Manager of the 
co-operating networks only reports the ingress points in their networks, where attack traffic flows are 
detected. Therefore, SPB would be a more feasible solution as co-operating networks would not have 
to disclose their internal network topology. 
Our traceback method is non-intrusive, in that it does not require changes to the routers assisting 
in the traceback process. Built-in traffic sampling/monitoring and exporting tools in routers such as 
Netflow [168], PSAMP [148-150] and IPFIX [146, 147] are used to sample and report the required 
information to the WL caching devices. If such tools are not built into the routers, we can instead 
make use of monitoring devices by installing them along the network paths.  
If the learning process is not suspended in time, records of the attack traffic flow might make it 
into the white list, thereby corrupting it. The decision as to when to stop the learning process is 
dependent on the DDoS attack detection mechanism, as it triggers traceback. A solution is to create a 
separate buffer for the white list. Records of sampled traffic are first written in to the buffer. The 
interval for the buffer to confirm entries into the white list cache would then be based on the attack 
detection speed. For example, if the attack detection mechanism takes x secs to detect an attack and 
the triggering delay (that is, time to inform Traceback Manager of the attack) takes y secs, the buffer 
flushing interval would be x+y secs for the SPB scheme. For the NSB scheme, we would also need to 
take into account the time taken for the Traceback Manager to inform the WL caching devices of the 
attack.  
Another important issue is when do we reactivate the learning process, as we have to make sure 
that only legitimate traffic is present. Therefore, the detection mechanism which detects the attack and 
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triggers traceback or the response mechanism responsible for mitigating the attack has to ensure that 
the attack has stopped or successfully mitigated, to trigger the reactivation of the learning process. 
The size of the white list is an important issue to be considered during deployment. For NSB, 
although all routers are to be monitored, we distribute the work load across multiple WL caching 
devices. In SPB, the number of routers to be monitored is significantly cut down to allow the use of a 
single WL cache on the Traceback Manager. As an estimation of the white list size, we referred to 
[169] which shows that Amazon.com experienced 630,000 visitors in a single hour on its busiest day 
in 2003. By having a white list cache for a protected server in an IPv4 network, each record would 
take up 8 bytes of storage (that is, 4 bytes for the source address and another 4 bytes for the router). 
This converts to 2.4MB of storage for white list containing the past half hour of records.   
 
7.6 Simulations 
 We have carried out simulations to study the performance of our traceback method. Due to the 
advantages of SPB over NSB approach, we implemented the SPB approach in ns-2 [24] and 
investigated the performance of the SPB approach during an attack.  
 
 
Figure 7.3: Traceback using SPB approach 
 
During the learning phase, nodes generate legitimate traffic to the target/victim and the Traceback 
Manager builds the white list. When the attack traffic is started, the white list updating is suspended 
and traceback is started, but the legitimate nodes continue to generate traffic at a probability (to 
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simulate random traffic). The attackers spoof source addresses of the attack packets based on a range 
which also includes the legitimate nodes. 
The network topology is shown in Figure 7.3. We have 100 attackers (A1 to A100) and 120 
legitimate nodes (N1 to N120). The attackers send attack traffic with randomly spoofed addresses in 
the range of 1 to 10000 (which includes the addresses of the legitimate nodes). The strategic points are 
R1, R2, R3 and R4, which are the entry points to the network. The links from the legitimate nodes and 
the attackers into the network are set to 10Mbps with a propagation delay of 30ms to reflect the 
Internet delays. The internal links are set to 100Mbps with a propagation delay of 10ms.  
During the learning phase, each legitimate node N1 to N100, sent traffic to the victim V, at the rate 
of 5 pkts/sec. R1 to R4 sampled this traffic with probability 0.01 and sent sampled data to the 
Traceback Manager. The learning period was 20 secs. We ran 3 sets of simulations where the attack 
started at the 20th sec with rates of 20, 50 or 100 pkts/sec, per attack node. During the 1.5 sec long 
attack, all legitimate nodes (including N101 to N120 which were simulating new legitimate requests) 
generated traffic with a “decide to send” probability4 of 0.5 at a rate of 5 pkts/sec per node.  
 
Attack 
Rate 
pkts/sec  
t ms 0.5 sec 1 sec 1.5 sec  
(attack 
stopped) 
1.6 
sec 
20 R1(1) 
R3(1) 
R1(5) 
R3(4) 
R1(11) 
R3(13) 
R1(15) 
R3(17) 
R4(1) 
Same 
50 R1(1) 
R3(1) 
R1(15) 
R3(10) 
R4(1) 
R1(24) 
R3(26) 
R4(1) 
R1(34) 
R3(39) 
R4(2) 
R1(36) 
R3(41) 
R4(2) 
100 R1(1) 
R3(2) 
R1(23) 
R3(24) 
R1(43) 
R3(56) 
R1(69) 
R3(91) 
R2(1) 
R1(73) 
R3(95) 
R2(1) 
Table 7.1: Mismatched packets 
 
R1 and R3 were successfully detected to be carrying attack traffic. Table 4 shows the statistics of 
the number of mismatch packets traversing the routers detected by the Traceback Manager. The time 
stated is from the start of the attack and the results are displayed as RX(Y), where X refers to the 
router’s ID and Y refers to the number of mismatch packets detected. The time, t, taken to first detect 
                                                 
4 Legitimate traffic during attack is generated at 5 pkts/sec. However, a random generator is used to determine 
whether to generate each packet, with a probability of 0.5. 
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mismatch packets for both R1 and R3, was 140ms, 80ms and 70ms for attack rates of 20, 50 and 100 
pkts/sec, respectively. At t ms, a total of 3, 3 and 4 sampled packets were received by the Traceback 
Manager, of which 2, 2 and 3 were mismatch packets, for the attack rates of 20, 50 and 100 pkts/sec, 
respectively. 
The results show that there were false positives detected. R2 (for attack rate of 100 pkts/sec) and 
R4 (for both attack rates of 20 and 50 pkts/sec) were detected to be carrying attack traffic due to 
mismatch packets detected. These mismatch packets were sampled from the new legitimate traffic not 
found in the white list. We also observe that as time progresses, false positives started appearing (for 
example, 1 mismatch packet for R4 at 0.5 sec when attack rate is 50 pkts/sec). However, the difference 
between the number of mismatch packets sampled for R1,R3 and R2,R4 widens too. At 0.5 sec, the 
smallest-gap ratio (worst case) was 1/10. At 1.6 sec (measurement taken at 1.6 sec to wait for packets 
due to propagation delay even though attack was stopped at 1.5th sec), the smallest-gap ratio was 1/15, 
1/18 and 1/73 for attack rates of 20, 50 and 100 pkts/sec, respectively. Therefore, threshold values can 
be set so that these false positives are ignored. The Traceback experiments are described in Chapter 9. 
 
7.7 Related Work  
In the SPIE Traceback scheme [87], logging is performed on the invariant portion of the IP header 
and the first 8 bytes of payload. To further reduce the storage requirement, instead of storing the entire 
28-byte prefix, hashing is performed, followed by a Bloom filter processing [88]. The disadvantage is 
that using both the packet digest (instead of the full packet) and hashing to reduce storage requirement 
increase the risk of incurring high false positives.  
In IP marking [89, 160-164] schemes, the intermediate routers mark the IP packets with additional 
information so that the victim can use them to determine the attack path. As the IP marking algorithms 
put the marking information in the Identification field of the IP header, IP marking has an inherent 
disadvantage in that it “corrupts” the packets by making changes to them during transit and also 
affects the format of the IP packets (for example, the Identification field is used for fragmentation 
purpose). The standardization of the IP marking schemes also becomes an issue due to this problem. 
In the ICMP Traceback mechanism [91-93, 159], a new ICMP message type, ICMP Traceback 
(ITrace), is designed to carry information on routes that an IP packet has taken, utilising out-of-band 
messaging to achieve packet tracing and therefore overcoming IP marking’s problem. The 
disadvantage of this scheme is that additional traffic overhead will be incurred due to the traceback 
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messages propagating along the routes to the victim. During an attack, this additional load would be 
undesirable. 
In addition, all these existing traceback schemes require wide-spread changes to and deployment 
on Internet routers. Unless standardization is in place, it will be a long and difficult process for 
everyone to agree on a standard scheme to implement. These schemes also rely heavily on the 
detection mechanism not just to trigger traceback but also to provide them with the original packet for 
its route to be traced. This requires the detection mechanism to identify attack packets or an attack 
signature. The IP marking and ICMP Traceback schemes also rely on the victim to receive and 
construct the traceback path information. This might be a burden on the victim which is already under 
a DDoS attack.  
In contrast, our approach provides a means for performing traceback in a non-intrusive way. 
Changes to the Internet routers are not required. Constraints are not placed on the detection 
mechanism to provide it with precise information regarding the attack. The logging and computation 
tasks are shifted to the WL caching devices and Traceback Manager, relieving the victim from 
additional burden. Changes to the original data packets are also not required. As the learning phase is 
conducted before the attack, once the attack is detected, mismatch checking can be conducted at once 
to determine routers carrying attack traffic. Our algorithm is also simple and efficient, allowing for a 
fast generation of the attack graph and is scalable due to the distribution of processing workload.  
 
7.8 Summary 
In this chapter, we proposed a Non-Intrusive IP Traceback scheme based on the rationale that 
packets relating to a particular source-destination flow follow a relatively static path through routers. 
If an attacker spoofs a legitimate user’s address, an “incorrect” path can then be detected. Our 
traceback mechanism builds caches of valid source addresses (white list generation) for routers at 
distributed WL caching devices, performs the construction of the attack graph within an administrative 
domain, and provides an extension for inter-domain support to identify the network point nearest to 
the attack source. 
We proposed two approaches to the Non-Intrusive IP Traceback scheme, namely the Network 
Segmentation Based (NSB) and Strategic Points Based (SPB) approach. The first approach divides the 
network into different segments with a WL caching device responsible for each. The second cuts down 
the number of routers to be monitored and only focuses on the strategic points within the network. 
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Therefore, SPB is able to achieve the traceback objective while reducing the work load and overhead. 
Simulations were conducted based on SPB performing traceback to locate routers carrying attack 
traffic. The sampling rate was set to 0.01. Routers forwarding attack packets were successfully located 
by the scheme. We were able to achieve detection time of 140ms, 80ms and 70ms for attack rate of 20, 
50 and 100 pkts/sec. We also observed that as the attack rate increases, the detection is faster and the 
difference in the number of mismatch packets from attack and new legitimate traffic increases due to 
differences in generation rate. This allows a threshold to be set to ignore low rates of new legitimate 
traffic.  
Due to the differences in the way our system and the other existing traceback techniques are 
triggered, quantitative analysis and comparison are not practical. However, we presented a qualitative 
analysis comparing our scheme with other traceback techniques. Our approach is non-intrusive, not 
requiring any changes to be made to the Internet routers and precise information regarding the attack is 
not required so we can use a wide variety of DDoS attack detection techniques. The logging and 
computation tasks are shifted to the WL caching devices and Traceback Manager, and therefore 
relieve the victim from additional burden. Changes to the original data packets are also not required. 
As the learning phase is conducted before the attack, once the attack is detected, mismatch checking 
can be conducted at once to determine routers carrying attack traffic. Our algorithm is also simple and 
efficient, allowing for a fast generation of the attack graph and is scalable due to the distribution of 
processing workload. 
In the next chapter, we introduce TRAPS, our stand-alone DDoS attack detection and mitigation 
system, particularly suited to IPv6 networks.  
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CHAPTER 8 
 
TRAFFIC REDIRECTION  
ATTACK PROTECTION SYSTEM (TRAPS) 
 
 
In DoS/DDoS defence, the real difficulty lies in the detection and mitigation of DDoS attack 
traffic which constitutes seemingly legitimate traffic that performs brute force flooding to the target. In 
this chapter, we propose an adaptive DDoS attack detection and mitigation system, named the Traffic 
Redirection Attack Protection System (TRAPS) [23]. 
TRAPS is a novel and comprehensive adaptive DDoS detection and mitigation scheme. It consists 
of traffic congestion and overloading detection, DDoS alleviation by performing redirection of good 
traffic, filtering of bad traffic and adaptive rate-limiting of suspicious traffic. After detecting an 
occurrence of an attack, the attacked target performs a ‘virtual’ relocation (that is, virtually moves to a 
new address) and informs suspicious users, who are generating a lot of traffic, about the new address. 
Attackers using spoofed source IP addresses, will not have given their correct source addresses and so 
will not be informed, but legitimate users will switch their connections over to the new address. 
Attackers will continue to use the victim’s old address and so this traffic can be easily discarded. This 
scheme does not require prior traffic flow characterizations, compared to most existing DDoS defence 
systems, and allows for a quick real-time response even when attacks flood the victim with legitimate 
service requests. We use the standard Mobile IP (MIP) [170, 171] end-host address reconfiguration 
which avoids the need for a new Internet protocol. Although MIP is used, TRAPS is applicable 
regardless of whether the victim is a wired or wireless node, at home or in a foreign network, and 
operating in static or mobile mode. Although TRAPS can be deployed in both IPv4 and IPv6 
networks, it is better suited to the IPv6 networks due to the requirement of route optimization present 
as a built-in feature in the Mobile IPv6 protocol, whereas in Mobile IPv4, route optimization is an 
extension. In the following, we describe the details of the scheme.  
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8.1 Mobile IP Overview 
This section provides an overview of the MIPv4 and MIPv6 protocols for address reconfiguration. 
When a mobile node moves, it may attach to a different sub-network which requires a new IP address, 
so packets destined to its previous IP address would not be able to reach it. MIP defines the signaling 
protocol required to inform correspondents of the new address and so maintains the transport and 
higher-layer connections when a node changes location (for example, when it moves away from its 
home network where it usually “resides”). A mobile node (MN) is always identified by its home 
address (HoA). This maps to a static Home Agent (HA) which always knows the current point of 
attachment and IP address of the MN and so forwards the packet to it. 
 
8.1.1 Mobile IPv4 
In MIPv4, when a MN is away from its home network, it acquires a new temporary IP address, 
known as its care-of address (CoA), which could be a Foreign Agent (FA) CoA or a co-located CoA 
(co-CoA). When FA CoA mode is used, the MN registers with a FA in the foreign network which 
notifies the HA its own (FA) IP address as a CoA for the MN. The HA thereafter tunnels packets for 
the MN to the FA which decapsulates the received packets and delivers the inner packets to the MN. 
This mode is preferred as it allows many MNs to share the same CoA (that is, the FA’s address) and 
therefore does not place unnecessary demands on the already limited IPv4 address space. When co-
CoA mode is used, the MN obtains a new IP address in the foreign network and registers this directly 
with the HA. The HA thereafter tunnels packets directly to the MN’s co-CoA so the MN performs the 
packet decapsulation itself. Using the base MIPv4 protocol, all packets destined to a MN are routed 
through its HA, which then tunnels them to the MN's current location. Route Optimization [172]  is an 
MIPv4 extension whereby correspondent nodes (CNs) may cache the updated information of a MN, 
and then tunnel their packets for the MN directly to its CoA, bypassing the HA. 
 
8.1.2 Mobile IPv6 
In MIPv6, when a MN moves to a new point of attachment, it will obtain a new IPv6 address to be 
used as its CoA, which provides information about its current location. The HA is informed of the 
MN's new CoA and thereafter, packets addressed to a MN's HoA are transparently routed to its CoA 
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by the HA. In this way, a MN would be able to maintain transport and higher-layer connections when 
it changes location. Mobile IPv6 also enables corresponding nodes (CNs) to cache the binding of the 
MN's HoA with its CoA. This allows the CNs to subsequently send packets directly to the MN at its 
CoA. Therefore, in MIPv6, route optimization is built-in and there is no need for deployment of FAs. 
 
8.2 Design Objectives and Key Assumptions 
In this section, we present the design objectives and discuss the key assumptions on which the 
TRAPS’ design is based. 
 
Design Objectives: 
i) Require no change to the Internet infrastructure so as to be easily deployed in existing networks 
ii) Simple and fast algorithms with minimal processing and overhead requirements so as not to 
overload the host or network under attack 
iii) Achieve zero false positives for filtered packets to prevent self-inflicted DoS 
iv) Guarantee QoS for high-bandwidth legitimate users 
v) Guarantee communication of signals required for mitigation purposes to ensure that a victim’s “call 
for help” is not overwhelmed.  
 
Key Assumptions: 
i) If a packet’s contents match an attack signature, the packet can be easily detected and filtered off 
by an Intrusion Detection Systems (IDS). Co-operation of an IDS with TRAPS would allow faster 
detection of attacks with known signatures and reduce false positives. We only focus on attack 
traffic with seemingly legitimate packet contents here, and proceed to differentiate them into the 
good, bad and suspicious types. Prior knowledge of attack signatures and characterization based on 
packet contents is thus not required. We define four types of DDoS attacks as follows: 
Type A: High-bandwidth traffic with legitimate source addresses  
Type B: High-bandwidth traffic with specific spoofed source addresses 
Type C: Low-bandwidth traffic with legitimate source addresses 
Type D: Low-bandwidth traffic with randomly generated spoofed source addresses 
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TRAPS distinguishes the different types of attacks based on: i) the monitoring of traffic 
received from unique sources at the victim to determine whether it is high or low bandwidth; ii) 
verifying the authenticity of the source addresses by the TRAPS’ redirection mechanism. 
Type A attacks use legitimate user traffic flows and so will be informed of any host/network 
reconfiguration by TRAPS. TRAPS is not able to prevent such attacks. TRAPS assumes these are 
high-bandwidth users (even if they are zombies), who have negotiated a QoS agreement, and so 
aims to preserve their QoS. Therefore, this should be handled by mechanisms such as resource 
allocation at the protected network and we do not consider this form of “attack” here. However, 
Type A attackers might try to obtain a protected host/network’s latest configuration information to 
support attacks in the other three types. We discuss this further in Chapter 10 and propose a 
solution. 
We assume Type B attackers consist of comparatively few zombies with spoofed source 
addresses generating high attack traffic. They will be sent TRAPS notification of the latest 
reconfiguration information, but these will not be received as their addresses are spoofed. Thus, 
they are not able to send subsequent packets based on the latest protected host/network’s 
configuration, and so the subsequent traffic can be easily identified and filtered off. 
Type C and Type D attack traffic are not notified as they constitute a vast distributed set of 
distinct addresses, so sending individual notifications is not practical. However, the aggregation of 
low bandwidth attack traffic could be a high proportion of the overall traffic to the victim. This 
attack traffic would be treated as suspicious traffic along with any new incoming legitimate 
requests, and be subjected to lenient treatment (that is, rate limiting). 
ii) We assume that legitimate correspondents are willing to co-operate upon receiving notifications 
generated by TRAPS, as they would like to have access to the services provided by the protected 
host/network. Authentication of notifications is an important consideration and is discussed in 
Chapter 10. 
iii) We assume that the protected network is within an administrative domain (for example, enterprise 
network) and so gateways or routers can be configured (for example, for rate limiting) to support 
TRAPS. 
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8.3 Design of TRAPS 
8.3.1 Virtual Relocation Approach 
When severe traffic congestion or overloading is detected at the victim, all the gateways and guard 
routers (GRs), to which the victim is directly connected, are configured to drop packets destined for 
the victim, with a specified probability. This is to maintain resource utilisation at a “safe” level. The 
GR performs additional rate limiting if required (to take care of the possibility of internal attackers – 
the implications of this will be discussed later). The objective is to ease congestion to prevent the 
destination network and servers from being overwhelmed. This is very important during an attack to 
allow nodes within the protected network to be able to communicate for activating TRAPS mitigation 
support – satisfies Objective (v). At the same time, the victim is reconfigured by virtually relocating it 
to a new address. The victim informs recent correspondents with high on-going traffic to send future 
traffic to the new address. The notifications to attackers will fail due to spoofed addresses. When the 
acknowledgements are received from the correspondents (after allowing time for retries), all 
subsequent packets, from notified correspondents destined to the old address, are dropped. Legitimate 
on-going high bandwidth traffic will have received the redirection information and so will be passed 
through to reach the victim – satisfies Objective (iv). Bad on-going high bandwidth traffic using 
spoofed source addresses, will be dropped as it is without doubt from illegitimate users and thus zero 
false positives is achieved – satisfies Objective (iii). 
In DDoS attacks, multiple small-volume bad traffic flows may be directed at the victim with 
randomly spoofed source addresses, and traffic redirection is not feasible. This remaining (Type D) 
traffic is instead rate-limited (that is, a more lenient approach) as it might include newly initiated 
connection requests or small streams of traffic from legitimate sources. In a DDoS attack, a high 
percentage of the remaining traffic might correspond to this category of attack as compared to the 
small volume of legitimate traffic and therefore, rate-limiting improves the probability of letting the 
legitimate requests get through.  
The processing overhead is low due to the simplicity of the approach – satisfies Objective (ii). The 
most important factor here is that it requires minimal deployment effort and does not require 
modifications to the Internet infrastructure – satisfies Objective (i). We make use of MIP, and thus no 
special software is needed at the correspondents. As long as the correspondents comply with the MIP 
standards, they have the necessary mechanisms to support communications and react to relocation of 
 
 
 
 
8. TRAFFIC REDIRECTION ATTACK PROTECTION SYSTEM (TRAPS)  
 
114 
their correspondents. This approach can be used even if the victim’s correspondents are not actually 
mobile. 
 
8.3.2 High-Bandwidth Traffic Selection 
A Correspondent Database (CD), in the form of an array of k entries, is maintained by the victim 
to record information about the traffic it receives and contains the source address (Sk - unique key 
field) and the amount of traffic (for example, in bytes), Mk, received from this source. The CD is 
refreshed every Tu secs to keep the data set updated for monitoring the traffic during the last Tp secs 
(Tp > Tu). When congestion or overloading is detected, the victim selects those correspondents with 
high-bandwidth ongoing traffic (including Type A and B attacks), to be notified of the new address. 
Type D attack traffic is likely to be based on randomly selected spoofed source addresses so the CD 
will indicate very little traffic from these addresses in time interval Tp as the source keeps changing.  
Type C low-rate attack traffic from a legitimate source will appear as slightly higher values. An 
obvious criteria for selecting high bandwidth correspondents to notify is those with traffic equal or 
greater than the average traffic recorded in the CD (Mk). However, if there is a substantial amount of 
low bandwidth attack traffic and no high bandwidth traffic, this could result in a very large number of 
correspondents being notified. To avoid this, we introduce a second condition, that the selected traffic 
must also be high enough (> threshold, MT) to justify selection for notifications 
 
8.3.3 Traffic Congestion and Overloading Detection 
The traffic and resource monitoring system at the victim detects flooding and severe resource 
consumption. A simple method is to observe bandwidth and processor resource utilisation at the 
victim and activate TRAPS when a threshold is reached. An alternative would be through monitoring 
gradual depletion of resources at the victim. For example, in traffic monitoring, the aggregate 
incoming traffic will be observed for checking bandwidth utilisation. Traffic growth rate is then 
computed, so as to detect seemingly abnormal traffic behavior. As for the computing resource 
monitoring, parameters such as CPU load or memory consumption would be observed and 
consumption growth rate could then be computed to detect any signs of attack directed at the victim.  
In our adaptive approach, there is an upper threshold of resource utilisation (y), above which the 
TRAPS is activated.  There is a lower utilisation threshold (x1), above which the rate of increase is 
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monitored.  Between x1 and y, TRAPS is also activated if the rate of resource utilisation increases 
above a threshold. 
 
    
Figure 8.1: Traffic Congestion and Overloading Detection Flowchart 
 
Figure 8.1 shows a flowchart of this detection mechanism. The following describes the detection 
method in detail. 
 
1)  Let n be the number of alerting stages. 
2) Let xn (percentage bandwidth or other resource utilisation) be the alerting points whereby resource 
consumption growth rate monitoring is started, with n > 0 and  xn > xn-1 > … > x2 > x1. 
3)  Let gn (percentage consumption growth) correspond to each xn whereby an alarm is triggered and 
traffic redirection activated. Detection sensitivity is increased as the resource utilisation gets larger. 
Therefore, the allowable resource utilisation growth rate decreases for increasing monitoring stages. 
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4)  Let tn be the sampling rate of each stage, in seconds. Similar to the consumption growth, the 
detection sensitivity should be increased as the alerting point is advanced. This could be achieved by 
more frequent sampling at higher monitoring stages. 
5)  Let y be the resource utilisation threshold for generating an alarm.  
 
Figure 8.2 shows an example of the detection mechanism graph using bandwidth as the resource 
to be monitored. In a real scenario, simultaneous monitoring of other resources could be carried out, 
and an alarm triggered by a combination of monitored resources would result in traffic redirection. 
The value of the parameters used in this example are n = 2, t0 = 5 secs, x1 = 70%, x2 = 80%, g1 = 5%, 
g2 = 2.5%, t1 = 3 secs, t2 = 1 sec, and y = 90%. Figure 8.2 indicates the safe region (<70% bandwidth 
utilisation), alert region (70 to 89%) and alarm region (≥ 90%). Assume that the alert is started at 100 
sec when bandwidth utilisation reaches x1, which is 70%. At this point, TRAPS enters alert stage 1. 
The sampling rate changes to 3 secs and the allowable traffic growth is set at 5%. Therefore, if the 
bandwidth utilisation exceeds 75% at time 103 sec, the alarm will be triggered, but in our scenario, it 
is only 73% so no alarm is triggered and the next threshold is set at 78% (73% + 5%). We assume that 
the bandwidth utilised at time 106 sec is 77.5% and at 109 sec is 81%. Although the 82.5% threshold 
is not exceeded at 109 sec, the bandwidth utilised now exceeds x2 (that is, 80%). Therefore, TRAPS 
enters alert stage 2. The sampling rate is changed to 1 sec and the allowable traffic growth to 2.5%. 
The sample at 110 sec shows 82% and the next allowable traffic growth is set at 84.5%. However, at 
111 sec, the bandwidth utilisation is 85%, which has exceeded the limit (that is, 84.5%) and therefore, 
the alarm is triggered.  
 
 
Figure 8.2: Example of Traffic Congestion and Overloading Detection 
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8.3.4 Rate Limiting at Gateways and Guard Router 
After TRAPS is activated, resource consumption at the victim is constantly monitored to adjust the 
rate-limiting parameters at the gateways and the guard router, which is the router one hop away from 
the victim, in the protected network. An allowable stable resource consumption level, Rc, is configured 
at the victim. Rate-limiting is based on the probability p of dropping the incoming traffic. The initial 
value of p, p0, is derived from Rc when the alarm is triggered for TRAPS activation. For example, if Rc 
is 85% of bandwidth and aggregate incoming traffic at the victim is utilising 95% of its bandwidth, p0 
will be (95-85)/95, which is approximately 0.105. This value will be sent to the gateways to perform 
rate limiting of all packets addressed to the victim’s old address. Resource consumption, which is 
constantly monitored at the sampling rate, tn, as in Section 8.3.3, will be used for adjusting the 
probability setting. To provide a last line of defence (for example, in case of internal attackers), the 
victim’s guard router will be asked to perform further rate-limiting to maintain the victim’s resource 
consumption within a “safe” level (for example, to limit victim’s aggregate incoming traffic 
bandwidth at 100kbps).  
 
8.3.5 Deactivating TRAPS 
To prevent frequent toggling between activation and deactivation of TRAPS resulting in high 
overhead, three parameters are used to determine if the DDoS attack has subsided. Therefore, TRAPS 
will only be deactivated when resource utilisation at the victim without TRAPS is maintained within 
an acceptable level (Ra < x1, where x1 is defined in Section 8.3.3), for at least Ta seconds with a low 
probability (Pa) of packet drop rate at the gateways. Possible resource utilisation without TRAPS is 
measured by totaling resource utilisation measured at the victim, resource dropped due to filtering and 
rate limiting at the gateways and victim’s AR. The choice of the three parameters (Ra, Pa, and Ta) 
would affect the frequency of toggling as in the following equation. 
 
Frequency of toggling α (Ra x Pa)/Ta           (14) 
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8.4 Incorporation with Mobile IP 
MIP is used as the basic mechanism for the redirection signaling in the end-host approach, as it is 
well-suited for performing the necessary virtual traffic redirection required in this scheme. Another 
reason is that since MIPv4 and IPv6 are IETF standards, widespread implementations of the protocols 
are in place, and TRAPS deployment will only require minor changes to be made in the victim’s 
network for it to interoperate with MIP to provide DDoS attack mitigation. No change is required in 
the rest of the Internet infrastructure or the correspondents. In MIP,  HAs are responsible for proxying 
and intercepting the packets on behalf of MNs, therefore the tasks of filtering and forwarding of the 
packets destined to MNs are performed by HAs.  Although MIP is used and the victim under DDoS 
attacks is referred to as mobile node, this scheme is applicable regardless of whether the MN is a 
wired or wireless node, at home or in a foreign network, and operating in the static or mobile mode. 
Consideration of the different scenarios, issues such as movement detection and modifications 
required to MIP for IPv4 and IPv6 are explained in the following subsections. When proposing 
modifications, we make sure that they do not affect MIP’s normal operations. 
 
8.4.1 Redirection with Mobile IPv4 
In an IPv4 network, the Mobile IPv4 mechanism is used for signaling and performing the traffic 
redirection required for TRAPS. The MN first obtains a new address (CoA) and sends a registration 
request message to its HA. All high traffic source CNs will also be informed of the CoA through 
registration messages.  
In Mobile IPv4, the MN's CoA could be either a FA or by obtaining a new IP address (co-located 
CoA) through mechanisms such as the Dynamic Host Configuration Protocol (DHCP). Figure 8.3 and 
Figure 8.4 show both scenarios after traffic redirection is performed in the protected network. The 
packet format used in the figures is described as follows: 
 
FEDC T u n n e l e d  P a c k e t ,  w h e r e b y  o u t e r  s r c  = =  C ,  o u t e r  d e s t  = =  D ,  i n n e r  s r c  = =  E ,  a n d  i n n e r d e s t  = =  F
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In Figure 8.3, traffic redirection is performed using a co-located CoA in the protected (home) 
network. When a good CN is notified of the new location of MN, it will tunnel subsequent packets, 
destined to the MN's original address (HoA), to its new address (CoA). On receiving these packets, the 
MN will perform decapsulation itself. As the redirected traffic must be sent from the correspondents to 
the MN directly in TRAPS, route optimization must therefore be in place for this scheme to work. 
However, if an attacker uses a spoofed address, it will not be informed of the MN's CoA and therefore 
will still send to the MN's original address, HoA. In this case, the HA, which is now responsible for 
intercepting packets destined to MN's HoA, will receive these malicious packets and perform the 
appropriate filtering. 
  
 
Figure 8.3: Traffic redirection using co-located CoA in protected network 
 
CN
HA FA
MN
Filter off
 packets
CN HoA
HoACNFACN
CN HoA
 
Figure 8.4: Traffic redirection using FA in protected network 
 
In Figure 8.4, traffic redirection is performed using the FA's address as the CoA. CN will then send 
subsequent packets destined to the MN to the FA by first performing encapsulation. The FA on 
receiving the tunneled packets, will decapsulate them and forward them to the MN. Since the MN is 
still within its home network, the selected FA will be a router which is able to provide the FA's 
functionality to foreign hosts visiting this network.  
CN 
HA
MN
Filter off
 packets
CN HoA
HoA CNCoACN 
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In Mobile IPv4, the returning home procedure is activated when the MN receives agent 
advertisements from its HA. However, in this case, the MN is within the home network and so will 
constantly receive these advertisements. Therefore, a MN's code should be modified so as not to 
perform TRAPS deregistrations with this automated "Returning Home" detection. Instead, 
deregistration is only initiated by the MN when flooding has subsided.  
 
MN in a foreign network 
If a MN moves to a foreign network, the MN can prohibit the disclosure of its new location by 
optionally setting the 'P' bit to ‘1’ in the registration request to HA. In this case, the CNs will not be 
informed of the MN's CoA during the normal MIPv4 registration process. When an attack on the 
MN’s HoA5 is detected, TRAPS must set the 'P' bit to zero for subsequent registrations to be 
performed for the virtual relocation, so that the legitimate correspondents will be notified of the new 
location.  
When an attack is detected, legitimate CNs may be using the CoA (P bit was 0) or still be using 
the HoA (P bit was 1). The following considers all possible scenarios when TRAPS is activated while 
the MN is in the foreign network. It is assumed that CNs were not informed of the new location in the 
first place to present the whole procedure of TRAPS activation. Attack is detected to be targeted at the 
MN’s HoA. The definitions of the dotted lines and solid lines used in Figure 8.5 and Figure 8.6 are as 
follow: 
 
 
 
 
Figure 8.5 shows the traffic redirection when the MN’s HoA came under attack after having moved 
to a foreign network. Traffic redirection is performed using a co-located CoA which has already been 
acquired by the MN in the foreign network. When TRAPS is activated, this CoA is reused for traffic 
redirection by informing the selected CN of this “new” location of the MN. After the CN is notified, 
the HA will be informed to perform filtering for packets with source address = CN and destination 
address = MN's HoA. Packets not matching the above will be processed normally by Mobile IP and 
therefore, be tunneled through to the MN, as illustrated by Figure 8.5, by HA.   
 
                                                 
5 If the attack is on the CoA instead, the foreign network will act as if the MN is at home by carrying out TRAPS’ rate limiting, virtual 
relocation, CNs selection, traffic redirection and filtering procedures in the foreign network if TRAPS is implemented. 
Before TRAPS activation
After TRAPS activation
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Figure 8.5: Traffic redirection using co-located CoA in foreign network  
(initial binding using co-located CoA) 
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Figure 8.6: Traffic redirection using co-located CoA in foreign network  
(initial binding using FA as CoA) 
 
 
Figure 8.6 shows the traffic redirection performed using the FA's address as the MN's CoA in the 
foreign network. When TRAPS is activated, the selected CN will be notified of the CoA (that is, FA's 
address) and will tunnel subsequent packets for the MN to this new location. The HA will then be 
requested to perform filtering for packets for the set of all notified CN source addresses and 
destination address = MN's HoA. Packets not matching the above will be processed normally by 
Mobile IP and therefore, will be tunneled through to the MN, as illustrated by Figure 8.6, by HA. 
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8.4.2 Redirection with Mobile IPv6 
CN
HA
MN
Filter off
 packets
CN HoA
CoACN
(Home Address field of 
Home Address Destination 
option set to HoA)
 
Figure 8.7: Traffic redirection using Mobile IPv6 in protected network 
 
For IPv6 network, we use the Mobile IPv6 mechanism for performing the traffic redirection. When 
the alarm is triggered, the MN will obtain a new IPv6 address (that is, CoA) and send a binding update 
to its HA and the relevant CNs. Route optimization functionality is built-in for Mobile IPv6 and 
therefore no additional module is required. Figure 8.7 shows the traffic redirection in the home 
network.  
For the situation whereby a MN has moved to a foreign network, all CNs would be notified of the 
new location (MN's CoA) by default in Mobile IPv6. Therefore, MN's HoA should no longer be used 
as the destination by legitimate CNs. In this case, filtering of packets with source addresses equal to 
selected CNs by TRAPS and destination equal to MN's HoA is carried out at the HA. No additional 
task is required at the foreign network. 
In Mobile IPv6, the returning home procedure is activated when a MN learns that its home subnet 
prefix is again on-link, through the router advertisements it receives. Since the MN is still within its 
home network, its home subnet prefix will not be off-link. Therefore, the MN should take note not to 
activate the "Returning Home" procedure if the bindings are due to TRAPS activation. In addition, the 
traffic condition at the MN will be monitored to decide on appropriate refreshing of the binding at CN 
to prevent it from expiring. 
 
8.4.3 Gateways with HA Functionality 
As the HA is often a node within the network, filtering will only be done after the attack traffic 
has propagated into the network to reach the HA. Not stopping the DoS/DDoS attacks at the gateways 
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results in the protected network sacrificing some resources due to the propagation, as shown in Figure 
8.8. Therefore, if the gateways are built with HA functionality, the effect of the attacks on the network 
can be minimized by filtering off the malicious packets at the "edges" to protect the entire network. In 
addition, we would like to emphasize that defence against internal attackers is provided by TRAPS. 
This is because all traffic meant for the victim’s old address is “pulled” to the HA for checking. 
Therefore, the internal attack traffic will still reach the HA even if it’s at the border of the network. 
 
Network resources will be 
wasted on forwarding the 
attack flood to HA for filtering
HA
GW
Attacker
MN
Filter off 
malicious 
packets
INTERNET
Malicious packets can be filtered off 
here instead if HA functionality is 
built-in, to prevent attack flood from 
entering the protected network
*
 
Figure 8.8: Gateway functioning as HA 
 
8.5 Proof of Concept 
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Figure 8.9: TRAPS Testbed 
 
The main objective of this implementation and experiment was to validate the feasibility of 
supporting TRAPS with existing MIP implementations. We developed the TRAPS prototype by 
implementing the TRAPS activation on the MIPL MIPv6 code [173], while preserving the core 
functionality of MIP. Additional supporting modules for deployment in a testbed were also 
implemented. The systems were running Linux kernel 2.4.22. The supporting modules implemented 
on the Gateway are the Rate Limiting daemon, which listens for signals from the MN and provides 
rate limiting based on the received parameters, and the Router Bandwidth Monitoring application, 
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which monitors all incoming traffic and records bandwidth utilisation of the previous interval to 
support the adaptive Rate Limiting daemon. The Filtering daemon on the HA listens for signals from 
the MN and filters packets with the old correspondent-victim address pair. The MN runs the Host 
Bandwidth Monitoring and TRAPS activation application, which monitors all incoming traffic, 
computes the bandwidth utilisation, monitors the alert stages, and sends TRAPS an activation signal to 
the MIP code to trigger TRAPS. It also notifies the gateway regarding the rate limiting activation and 
parameter updates, and notifies the HA of filtering updates. A Test Server is implemented and 
deployed on the MN to listen for data transfer from the CN before, during and after TRAPS activation. 
This is to test that there’s no disruption of the transfer of messages due to the TRAPS activation. The 
Attack module on the Attacker system is a UDP packet generator with adjustable attack rate and 
configurable spoofed address. The Test Client on the CN sends continuous data to the MN before, 
during and after TRAPS activation to test the continuous flow of data transfer. 
Experiments were performed by setting 3 stages of resource monitoring. There were 2 alert stages 
at 50 and 60kbps respectively, and the alarm stage at 80kbps, at the MN. The sampling rate was set to 
5 secs initially, and 3 secs and 1 sec for alert stage 1 and 2 respectively. The Test Server module at the 
MN and the Test Client module at the CN were started to continuously carry out low bandwidth (64 
bytes/sec) data transfer. The Attacker spoofed the CN’s address.  
 
Scenario 1: 
i) The attack traffic was gradually increased till below 50kbps. No triggering was activated. When 
the attack traffic was increased to above 50kbps (but below 60kbps), the sampling rate was 
changed to 3 secs. TRAPS was not triggered due to the slow (acceptable) consumption growth. 
ii) The attack traffic was gradually increased to above 60kbps while maintaining acceptable 
consumption growth. Therefore, TRAPS was not triggered but the sampling rate was changed to 1 
sec. 
iii) When the attack traffic was gradually increased till it finally reached 80kbps, the alarm event was 
triggered immediately.  
iv) The MN then sent the rate limiting signal to the gateway and the BU to the CN regarding its new 
IP address. The gateway started rate limiting traffic destined for the MN. When the CN received 
the MN’s Binding Update (BU), it sent a Binding Acknowledgement (BAck) to the MN. After 
that, the MN sent the filtering signal to HA to activate filtering on the CN’s address, MN’s HoA 
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pair. After which, the attack traffic from the Attacker was intercepted by the HA and filtered off. 
On the other hand, the data transfer between the Test Server and Test Client was able to continue. 
 
Scenario 2: 
i) Step (i) in Scenario 1 was repeated. 
ii) The attack traffic was abruptly increased to above 60kbps and TRAPS was triggered as the 
acceptable consumption growth within the first interval was exceeded. 
iii) Step (iv) of Scenario 1 was performed. 
 
The above experiments proved the feasibility of TRAPS. As the machines were directly connected 
with Ethernet cables, the responses of TRAPS were immediate with each experiment. However, in a 
real scenario, handover for MIP, as well as message propagation across networks, take time to 
accomplish. Message propagation time varies with network conditions and distance of the routes. As 
for the MIP handover, a study was conducted to measure handover latency of the Mobile IPv6 MIPL 
implementation [174]. The goal of the handover latency test was to know the length of time the MN 
loses connectivity while performing handover. The packet loss was evaluated by ICMPv6 packets. It 
was shown that about 6 to 8 packets were lost during the handover. By default, the ping6 waits for one 
second between each packet. Therefore, this translates to 6 to 8 seconds of handover latency. 
  
8.6 Comparison with Related Work 
Reconfiguration mechanisms change the topology of the victim or the intermediate network to add 
resources or isolate attack machines. TRAPS belongs to the category of reconfiguration mechanisms 
by changing the routes to the victim under attack. In this section, we compare TRAPS with related 
reconfiguration mechanisms to mitigate DDoS attacks. 
The Secure Overlay Services (SOS) [95] architecture is constructed using a combination of secure 
overlay tunneling, routing via consistent hashing, and filtering. The overlay network’s entry points 
perform authentication verification and allow only legitimate traffic. The routes taken by the traffic are 
kept secret from the correspondents. Potential targets are protected by filtering, which only allows 
traffic forwarded along the chosen secret routes. Randomness and anonymity is in this way introduced 
into the architecture, making it difficult for an attacker to target nodes along the path to a specific 
SOS-protected destination. However, SOS requires a complex overlay network and routing 
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algorithms, for example, the Chord routing algorithm and consistent hashing, to be implemented. It 
also allows only certain destinations to be chosen for protection. In addition, the SOS network’s 
authentication verification points could be subjected to attacks instead.  
DynaBone [96] deploys a variety of different DDoS defences in parallel overlay networks, and 
scatters packets on these overlays based on their defence status and throughput. It uses multi-layer 
Internet overlays to apply encryption, routing, and configuration diversity. Attacks on tunnels are 
detected using statistics and performance monitoring. Protocols, services or addresses under attack 
will result in the relevant tunnels being shut down. The rest of the traffic is then transferred to other 
tunnels in operation. Redundancy is thus introduced to maintain the survivability of the network. 
However, DynaBone requires all its potential legitimate clients to be incorporated with the diverse 
protocols used for the communications of data, so that when one set of protocols is compromised and 
the relevant tunnel is shut down, the other sets of protocols could be used (in the form of other 
tunnels). Even though network survivability may be ensured, the availability of the protocol, service 
and address (target/victim) under attack are not. In fact, this may result in self- inflicted DoS due to the 
total shutdown of the tunnels in use. 
[97] attempts to sustain the availability of web services by isolating and protecting legitimate 
traffic from DDoS attack traffic. Packets containing genuine source IP addresses are distinguished 
from those that contain spoofed addresses by redirecting a client to a new IP address and port number, 
through a standard HTTP redirect message. Part of the new IP address and port number will serve as a 
Message Authentication Code (MAC) for the client’s source IP address. Attackers using spoofed IP 
addresses will not have the correct MAC since they would not be able to receive the HTTP redirect 
message. 
Unlike SOS, any node running the MN module would be able to protect itself in the event of 
attacks in TRAPS. TRAPS also constitutes simple algorithms and requires minimal processing 
overhead and complexity. Additionally, TRAPS makes use of MIP which is an IETF standard. 
Therefore, no pre-communication agreement (and offline setup) is required between the clients (which 
could potentially be any node in the Internet) and the server. TRAPS is also able to ensure the network 
survivability, and the availability of the protocol, service and address during an attack. 
[97]’s core idea of distinguishing between legitimate and spoofed source IP addresses is similar to 
TRAPS. However, [97] uses HTTP redirect messages for performing redirections and therefore, only 
web services are protected. TRAPS allows protection of all IP layer traffic which is more generic, as it 
disregards the higher layer protocols used. TRAPS also selects appropriate correspondents to be 
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notified based on recent history information to prevent an excessive burden on the informant, whereas 
[97] does not and could end up with sending redirect messages to an extensive range of IP addresses, 
especially in the case of DDoS attack, resulting in excessive workload and additional traffic 
propagation. 
 
8.7 Summary 
In this chapter, we presented TRAPS, an adaptive real-time DDoS mitigation scheme. In TRAPS, 
the victim under attack verifies the authenticity of the source by performing virtual relocations, and 
requesting senders of high-bandwidth traffic streams to send subsequent data based on the victim’s 
latest address. If the source is illegitimate, it would not be updated with this information. This traffic 
can be easily identified as attacks, with absolute confidence and be dropped. Suspicious traffic for the 
victim will be rate limited as most good traffic will have been redirected, leaving mainly attack 
packets with randomly generated IP addresses. 
An advantage of TRAPS is that the processing overhead is low due to the simplicity of the 
approach. It also requires minimal deployment effort and does not require modifications to the Internet 
infrastructure. By using MIP, we do not need special software at the correspondents. TRAPS eases 
congestion in the protected network to prevent it from being overwhelmed by an attack. This is very 
important during an attack to allow nodes within the protected network to be able to communicate for 
activating TRAPS mitigation support. Legitimate on-going high bandwidth traffic is protected and will 
be passed through to reach the victim while bad on-going high bandwidth traffic using spoofed source 
addresses, will be dropped as it is without doubt from illegitimate users and thus zero false positives is 
achieved. 
Implementation of TRAPS was carried out and deployed in a testbed environment to verify that it 
would work with existing MIP implementation. It was observed that the operations of each module 
were functioning correctly and TRAPS was able to successfully mitigate an attack launched with 
spoofed source IP address.  
Related work on the existing DDoS detection, tracking and mitigation techniques was presented, 
and comparison of some of their important features with TRAPS was carried out. Advantages of 
TRAPS over existing DDoS mechanisms are: it does not require prior traffic flow characterizations 
and allows for a quick real-time response even in the event whereby DDoS attacks constitute brute-
force flooding of the victim with legitimate service requests; there is no need for additional resource 
 
 
 
 
8. TRAFFIC REDIRECTION ATTACK PROTECTION SYSTEM (TRAPS)  
 
128 
allocation for providing redundancy; QoS is maintained for good high bandwidth traffic; it is very 
suitable for both high-end powerful systems and embedded systems as it is simple to implement and 
does not require sophisticated algorithms. However, due to the need for the route optimization feature 
in Mobile IPv6, TRAPS is more suited for deployment in the next generation IPv6 networks, as we 
have achieved in our implementation.  
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CHAPTER 9 
 
EXPERIMENTAL EVALUATION OF DARE 
 
 
In this chapter, we evaluate the performance of DARE through experiments. The attacks 
considered here are the two most prominent DDoS TCP SYN attacks and UDP Flooding attacks. The 
system is evaluated based on the following criteria. 
• Execution of the appropriate detections and responses in the situation of different attacks 
• Accuracy or correctness in the results (that is, alert event is triggered only when there is an 
ongoing attack, Traceback returns correct results as to the routers forwarding attack traffic and the 
Enhanced TCP SYN attack detector compiles the bloom list correctly for the Bloom-based filters 
to forward legitimate requests and filter attack traffic) 
• Speed of the attack detection and responses (and returning of the results in the case of Traceback) 
• Ability to mitigate attack traffic 
• Ability to protect legitimate traffic (ongoing and new incoming) 
We ported DARE to the Emulab machines [175] to carry out the experiments. Emulab is a large-
scale network testbed, giving researchers in the fields of networking and distributed systems a wide 
range of environments to develop, debug, and evaluate their systems. It allows researchers to specify 
an arbitrary network topology, giving a controllable environment, including PC nodes with full “root” 
access, running an operating system of choice.  
Figure 9.1 shows the experimental network topology and location of the deployed modules. The 
network topology was designed and structured in a way to consider a mixture of scenarios:  
• Two networks (10.1.11 and 10.1.4), with one having a mixture of both attack hosts and legitimate 
hosts, while the other one having just legitimate hosts, having different exit points at their source 
networks and sharing a same network entry point (Node28) into the protected network. As 
VERMONT (sending the TCP SYN attack monitoring data) and the Bloom-based filters are 
deployed at the exit points of the source networks, filtering should be triggered at the 10.1.11 exit 
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Figure 9.1: Network Topology of Experiments 
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point after attack detection and location identification by Traceback. The Bloom-based filter at 
the 10.1.11 exit point should drop TCP SYN attack traffic at a probability of 0.9 while allowing 
all the legitimate requests to go through. As the TCP SYN attack is not mounted from the 10.1.4 
network, Traceback should not return its exit point as an attack traffic forwarding router. The 
Bloom-based filter at the 10.1.4 exit point should not be triggered and all the legitimate traffic 
should go through. For the UDP flooding attack scenario, both 10.1.11 and 10.1.4 share the same 
entrance point to the target network, from which VERMONT sends flooding attack data and at 
which the Ratelimiter are deployed. However, the flooding attack detector and attack flow 
identifier should detect the attack and narrow down the contracted attack flow to having the 
10.1.11 source address prefix. Therefore, although both networks share the same ratelimiting 
point, only the 10.1.11 network traffic should be subjected to the ratelimiting. Since the legitimate 
traffic and attack traffic within 10.1.11 are not differentiated and instead contracted to a single 
flow, they should both be subjected to the same ratelimiting.  
• A network (10.1.3) having a mixture of both attack hosts and new legitimate hosts, with all traffic 
exiting from the same source network point and entering the target network through the same 
entrance point (Node30). In the TCP SYN attack scenario, the exit point at the 10.1.3 network 
should be identified by Traceback as forwarding attack traffic. The Bloom-based filter should be 
triggered to drop the attack traffic. As there are outgoing new legitimate requests during the 
attack, they should be allowed through at a probability of 0.5. When the incoming SYN&ACK 
packets arrive from the target server, they should be marked in the approved bloom list to be 
allowed through for subsequent matching traffic. In the scenario of the UDP flooding attack, as 
the identified contracted attack flow is 10.1.3, both the attack traffic and new legitimate traffic 
should be subjected to the same ratelimiting at the entrance point to the target network. 
• A network (10.1.5) having purely legitimate hosts, with all the traffic exiting from the same exit 
point at the source network and entering through the Node32 entrance point into the target 
network. In the TCP SYN attack scenario, Traceback should not identify the exit point at the 
source network as forwarding attack traffic. Therefore, the Bloom-based filter at this exit point 
should not be triggered to perform filtering. In the UDP flooding attack scenario, the traffic from 
the 10.1.5 should not be identified as attack flow and be subjected to ratelimiting. In both 
scenarios, all the legitimate traffic should be forwarded to the target server, unaffected. 
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Figure 9.2: Topology Map with IP address allocation 
 
In the topology, Node0 to Node9 were in the 10.1.11 network, Node34 to Node38 in the 10.1.4 
network, Node11 to Node20 in the 10.1.3 network and Node22 to Node26 in the 10.1.5 network. 
Node0 to Node4, and Node11 to Node15 were attack hosts, while Node5 to Node9, Node34 to 
Node38, and Node22 to Node26 were hosts sending legitimate traffic (including setting up TCP 
connections for sending data, in the scenario of TCP SYN attack experiments) to the target server. 
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Node16 to Node20 were hosts configured to send legitimate traffic to the target server after the attack 
has started so as to emulate new service requests during an ongoing attack. The 2ms delay on the 
internal links was set to emulate traffic propagation delays within internal networks. The 30ms delay 
on the external links was to emulate Internet traffic propagation delays. Internal networks were 
connected through 100Mbps Ethernet links, while external links were 1Gbps Ethernet.  
Node10, Node39, Node21 and Node27 were edge routers of the source networks. VERMONT and 
the Bloom-based Filters were deployed on them to perform flow monitoring and filtering in the event 
of TCP SYN attacks. Node28, Node30 and Node32 were edge routers of the protected target network. 
VERMONT and the Ratelimiters were deployed on these nodes to perform aggregated flow bandwidth 
usage monitoring and ratelimiting in the event of bandwidth flooding attacks. Node40 was installed 
with the XMLBlaster message publish-subscribe server, the Adaptive System Manager, TOPAS and 
all the XML subscriber/parser modules and detection modules (Enhanced TCP SYN Detector and 
DDoS Flooding Attack detector with Flow Identifier), and internal response modules (Non-Intrusive 
IP Traceback). The attack tools deployed on the attack hosts consisted of the UDP Flooding and TCP 
SYN attack described in Chapter 3. Multicast servers were also implemented and deployed on all the 
source hosts to listen for experimental control instructions, for example, when to start and stop sending 
traffic and requests, what rate to send them at and where to send them to. Figure 9.2 provides a 
topology map indicating the IP addresses allocated by Emulab for each node. 
 
Here, we provide an overview of DARE’s basic operations. When there is no on-going attack, the 
Traceback module performs Whitelist learning from received flow records. When a new flow is 
observed, it is entered into a non-committed buffer and resides in the buffer for at least 30 secs. When 
no DDoS attack is observed after this period, the flow is then committed into the Whitelist as a valid 
legitimate record. The DDoS Flooding Attack Detector and Flow Identifier module will update packet 
rates of flows in octets based on the incoming flow records, as well as perform any necessary internal 
flow data structure expansion and contraction, while checking for threshold exceeding indication, for 
attack detection. The Enhanced TCP SYN Attack Detector subscribes to the SYN and SYN&ACK 
records to perform bloom-based checking before updating the counts of the packets received and 
compute the attack indicator value using the CUSUM algorithm to decide if there is an occurrence of a 
TCP SYN attack. When an attack is detected, the relevant detection module(s) generates an IDMEF 
Alert message about the attack to the XMLBlaster server under an appropriate topic. The ASM and the 
response modules (both internal and external) that have subscribed to particular message topics 
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receive the IDMEF Alerts from the XMLBlaster server. Further triggering of response actions and 
logging are performed by the ASM after parsing and processing the message. Response actions to 
mitigate the attacks are also carried out by the internal and external response modules according to the 
attack information or further instructions received from the ASM. 
 
9.1 TCP SYN Attack Experiments 
 
Figure 9.3: TCP SYN Attack Experiment Timeline 
 
In the TCP SYN Attack experiments, the topology specification allocated PC3000 type machines 
to Node10, Node39, Node21 and Node27, which are running VERMONT and the Bloom-based 
Filters. PC3000 machines have 3GHz 64bit Xeon processor, 800MHz FSB and 2GB 400MHz DDR2 
RAM. We also specified the allocation of a PC2400c2 type machine to Node40, which is running the 
XMLBlaster server, the ASM, TOPAS with the detection and internal response modules. PC2400c2 
machines have 2.4GHz 64bit Intel Core2 Duo E6600 processsors and 2GB 800MHz DDR2 RAM. The 
rest of the nodes are automatically allocated with either the PC3000 or PC850 type machines. PC850 
machines have 850MHz PentiumIII processor and 512MB PC133 SDRAM. PC3000 and PC850 
machines are running the Fedora Core4 standard Linux Operating System and PC2400c2 is running 
the Fedora Core6 standard Linux Operating System.  
Figure 9.3 shows the timeline of the TCP SYN Attack experiments. In a real scenario, legitimate 
traffic can go on for hours, days or even months without encountering any attack. In our experiment, 
we allocated 2 mins for the legitimate traffic so that Traceback could learn legitimate traffic flows and 
update its Whitelist. As the Traceback buffer was set to a delay of 30 secs before committing new 
records, two minutes of legitimate traffic should be sufficient time for the Whitelist update process. 
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The attack was set to last for 4 mins, with 2 mins of overlap with new legitimate traffic. Research 
showed that 60% and 80% of DDoS attacks last for less than 10 and 30 minutes, respectively [14]. 
Therefore, the system should be able to complete detection and mitigation within a short time, in this 
case, within the first 2 mins. The last 2 mins of overlap with new legitimate traffic were used to 
observe how well the system was able to protect the new legitimate traffic in an ongoing attack. All 
the legitimate traffic was stopped 2 mins after the attack to emulate a real legitimate traffic scenario, 
where transmissions carry on even after an attack.  
In the TCP SYN attack experiments, the legitimate hosts started sending TCP SYN requests to the 
target server at a rate of around 4 pkts/sec per host (precise packet rate relied on the time delay 
between sending of each packet and was dependent on each individual system processing speed) and a 
probability of 0.56, at time t0. At time t0+2 mins, the attack hosts started sending TCP SYN requests 
with randomly spoofed source IP addresses to the target server at a rate of around 55 pkts/sec. At time 
t0+4 mins, the new legitimate hosts started sending new TCP SYN requests to the target server at a 
rate of around 4 pkts/sec per host and a probability of 0.5, during the attack. This traffic was therefore 
newly observed by DARE and had not been “learnt” by the Bloom-based filter and the Traceback 
module. At time t0+6 mins, the attack was stopped and at time t0+8 mins, we stopped the experiment. 
The Enhanced TCP SYN attack detector’s test interval was set to 5 secs.  
The Traceback module was configured to only commit records into the Whitelist after a buffer 
clearance period of at least 30 secs to ensure that the detection module has time to detect an incoming 
attack, to prevent attack traffic records entering the Whitelist. When an attack is detected, the detector 
module will send a notification message through the XMLBlaster, to the ASM and the Traceback 
module to stop the learning process and compute the Traceback results. At the same time, the Bloom-
based filter lists with approved and suspicious/attack entries are sent from the detection module to the 
Bloom-based filters which subscribed to receive them. The Bloom-based Filters also set up a queue for 
the TCP SYN requests designated for the target server, based on the information in the attack alert 
message. Filtering is not yet triggered at this point and packets intercepted by the Filters are allowed 
through and forwarded by the router. The ASM will perform attack logging. After the ASM receives 
the Traceback results, identifying the nodes forwarding attack traffic, the ASM triggers the filtering at 
the specific Bloom-based Filters. These filters then process the packets in the queue and start allowing 
or filtering the packets based on the filter list. If the hash entry for a TCP SYN request is 0, the request 
                                                 
6 Although legitimate traffic is generated at a configured packet rate, it takes into consideration a 0.5 probability 
by incorporating a random generator to determine whether to generate each packet. This is to introduce 
randomness into the legitimate traffic generation.  
 
 
 
 
9. EXPERIMENTAL EVALUATION   
 
136 
is new and has not been seen before. As the node on which the filter is deployed is currently 
forwarding attack traffic, such requests will be allowed through at a probability of 0.5. A higher value 
is desirable to enable new requests to reach the server but lower values are needed to protect the server 
from very high traffic rates. Thus, the probability value has to be carefully chosen taking into 
consideration the server and traffic conditions. If the hash entry for a TCP SYN request is 1, a request 
has been allowed through before but no incoming SYN&ACK has been received yet. Therefore, this 
request is highly suspicious and is dropped at a probability of 0.9. If the hash entry for a TCP SYN 
request is 2, a request has been allowed through before and a corresponding incoming SYN&ACK has 
also been received by the target server and seen by the detector. Therefore, this request is deemed to 
be legitimate and is considered an approved flow to be allowed through. 
We ran a few rounds of the experiments and the experimental results were consistently close. We 
present two sets of the results in the following section.  
 
9.1.1 TCP SYN Attack Experimental Results I 
At time t0, when the legitimate TCP SYN and data traffic arrived, the Traceback module started to 
learn the legitimate traffic. The TCP server at the target recorded the received packet count. At time 
t0+2 mins (t1), the attack hosts started sending TCP SYN flooding packets with randomly spoofed 
source IP addresses to the target server. Due to the spoofed source IP addresses, the bloom-based hash 
matching algorithm at the detector did not count the incoming SYN&ACK packets as valid.  
The attack was detected by the Enhanced TCP SYN Attack Detector, and a notification message 
was sent to the ASM and the Traceback module, at 6 secs after the start of the attack (t1+6 secs). The 
Bloom-based filter lists with approved and suspicious/attack entries were sent from the detection 
module to the Bloom-based Filters as well. The Bloom-based Filters then set up a queue for the TCP 
SYN requests designated for the target server based on the alert message. The packets intercepted at 
this point by the Filters are allowed through. The Traceback results, identifying Node21 (refer to 
Figure 9.1) as the router forwarding the attack traffic, was sent to the ASM at t1+8 secs. The ASM 
then triggered the Node21’s Bloom-based Filter to process the packets in the queue to either allow or 
drop the packets based on the bloom list. Further Traceback results, identifying Node10 as the other 
router forwarding attack traffic, was sent to the ASM at t1+12 secs. The ASM then triggered the 
Node10’s Bloom-based Filter to perform filtering as well. Table 9.1 summarizes the system reaction 
time. 
 
 
 
 
 9.1 TCP SYN Attack Experiments 
 
 137 
 
Detection Time System Manager 
Notifiied 
Traceback Time Bloom-based filtering 
triggered 
Node21: 2 secs (t1+8 secs) < 1 sec (t1+8 secs) 6 secs 
(t1+6 secs) 
< 1 sec  
(t1+6 secs) Node10: 6 secs (t1+12 secs) < 1 sec (t1+12 secs) 
Table 9.1: System reaction time for TCP SYN Attack Experiment I 
 
All the data sent and received by the target server till all the traffic has stopped, were recorded to 
be analysed. Each set of rows in Table 9.2 shows the statistics of TCP SYN packets sent and received 
from each source network. The number in the second column represents the node number and the 
number in the square brackets represents the last byte of the source IP address. For example, “[7]” in 
the third row, second column of Table 9.2 represents the IP address 10.1.11.7. The sixth row (final 
row) in each set of rows in Table 9.2 sums up the number of packets sent and received.  
Table 9.3 presents the statistics of TCP SYN packets processing at each Bloom-based Filter on 
Node10, Node39, Node21 and Node27. If the filter is triggered by the ASM to perform TCP SYN 
packets filtering based on the Bloom-based suspicious/attack and approved list, a packet may be 
dropped at a probability of 0.9 if it is a suspicious or an attack packet (Bloom entry is equal to 1); 
allowed to be forwarded if it is an approved packet (Bloom entry is equal to 2); accepted or dropped at 
a probability of 0.5 if it is a new packet (Bloom entry is equal to 0). After the packet queue has been 
set up at the filter (there is an ongoing attack), filtering is only triggered when Traceback identifies 
that node to be forwarding attack traffic. If the filter is not triggered, the packets going through that 
node are allowed through and counted as non-marked accepted packets in Table 9.3.  
We observed from Table 9.2 that all the legitimate TCP SYN packets sent during the whole 
duration of the experiment, were received by the target server. Legitimate packets from the 10.1.11.0, 
10.1.4.0 and 10.1.5.0 sent before the attack were not intercepted by the Bloom-based Filters. After the 
attack was detected and the Filters notified, they were intercepted and subjected to filtering. All the 
new legitimate packets sent during the attack from the 10.1.3.0 network, which were subjected to the 
Bloom-based filtering, were also received. Of the total of 132,982 attack packets sent, only 18,329 of 
them reached the target server. 86.22% of the attack traffic was filtered off. These packets were 
intercepted and dropped at a probability of 0.9 by the Bloom-based Filters due to their flows being 
marked as suspicious or attack entries. 
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 Legitimate Traffic Attack Traffic 
 
 
 
 
Network 
Node Number 
and  
[Last Byte of IP 
Address] 
Number 
of TCP 
SYN 
Packets 
Sent 
Number 
of TCP 
SYN 
Packets 
Received 
Node 
Number and  
[Last Byte of 
IP Address] 
Number of 
TCP SYN 
Packets 
Sent 
Number 
of TCP 
SYN 
Packets 
Received 
5 [7] 965 965 0 [2] 13301 
6 [8] 965 965 1 [3] 13298 
7 [9] 974 974 2 [4] 13293 
8 [10] 974 974 3 [5] 13296 
9 [11] 960 960 4 [6] 13301 
 
 
10.1.11.0 
 
 
Total  4838 4838  66489 
34 [2] 1003 1003 
35 [3] 1007 1007 
36 [4] 996 996 
37 [5] 1003 1003 
38 [6] 1007 1007 
 
 
10.1.4.0 
 
 
Total  5016 5016 
 
16 [7] 468 468 11 [2] 13297 
17 [8] 468 468 12 [3] 13300 
18 [9] 492 492 13 [4] 13300 
19 [10] 487 487 14 [5] 13300 
20 [11] 476 476 15 [6] 13296 
 
 
10.1.3.0 
 
 
Total  2391 2391  66493 
22 [2] 1007 1007 
23 [3] 999 999 
24 [4] 1006 1006 
25 [5] 999 999 
26 [6] 999 999 
 
 
10.1.5.0 
 
 
Total  5010 5010 
 
 
 
 
 
 
 
 
Total 
Attack 
TCP SYN 
Packets 
Received 
18329 
(86.22% 
filtered 
off) 
Table 9.2: TCP SYN Packets Sent and Received 
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Node Number  
Number of TCP SYN Packets 10 39 21 27 
Suspicious Dropped (Bloom entry = 1) 56810 0 57816 0 
Suspicious Accepted (Bloom entry = 1) 6367 0 6444 0 
Approved Accepted (Bloom entry = 2) 3379 0 2370 0 
New Accepted (Bloom entry = 0) 13 0 35 0 
New Dropped (Bloom entry = 0) 11 0 27 0 
Non-marked Accepted (Filter not triggered = 0) 1355 3608 191 3598 
Total Intercepted and Processed 67935 3608 66883 3598 
Table 9.3: Bloom based Filter Processing 
 
Table 9.3 shows the packets intercepted and processed by the Bloom-based Filters. The non-
marked accepted packets show packets allowed through from the time the attack alert is received till 
the time the specific Filter is triggered. As Node39 and Node27 were not identified by the Traceback 
module as forwarding attack traffic, all the intercepted packets were allowed through and counted as 
non-marked accepted packets. Node21 was triggered 2 secs after the attack was detected while 
Node10 was triggered 6 secs from the attack detection. Therefore, the non-marked packet count at 
Node10 was higher than the one at Node21. After the Filters were triggered to perform filtering, 
decisions to drop or allow the packets through depended on the bloom list’s approved and 
suspicious/attack flow entries. As the 10.1.11.0 network has no new legitimate traffic, all entries under 
Node10 column in Table 9.3, except for the approved accepted packet count and the non-marked 
accepted packet count, constitute the attack traffic. Of all the 63,201 attack packets intercepted by 
Node10 Bloom-based Filter, 56,821 packets or 89.91% were dropped.  
As the 10.1.3.0 network sent both attack traffic and new legitimate traffic during the attack, the 
newly accepted packet count of 35 consists of both newly seen attack and legitimate requests. As all 
the new legitimate requests were received, we can conclude that 5 of the newly accepted packets 
belonged to the TCP SYN requests from the new legitimate nodes. Therefore the total intercepted 
attack packets (ignoring the non-marked packets) amounted to 64,317. Of these, 57,843 attack packets 
or 89.93% were dropped.  
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9.1.2 TCP SYN Attack Experimental Results II 
In the second experiment, the attack was detected by the Enhanced TCP SYN Attack Detector, 
and a notification message was sent to the ASM and the Traceback module, at 5 secs after the start of 
the attack (t1+5 secs). The Traceback results, identifying Node10 (refer to Figure 9.1) as the router 
forwarding the attack traffic, was sent to the ASM at t1+7 secs. Further Traceback results, identifying 
Node21 as the other router forwarding attack traffic, was sent to the ASM at t1+11 secs. Table 9.4 
summarizes the system reaction time. 
 
Detection Time System Manager 
Notifiied 
Traceback Time Bloom-based filtering 
triggered 
Node10: 2 secs (t1+7 secs) < 1 sec (t1+7 secs) 5 secs 
(t1+5 secs) 
< 1 sec  
(t1+5 secs) Node21: 6 secs (t1+11 secs) < 1 sec (t1+11 secs) 
Table 9.4: System reaction time for TCP SYN Attack Experiment II 
 
All the data sent and received by the target server till all the traffic has stopped, were recorded to 
be analysed. The explanation of the format of the tables can be referred to in Section 9.1.1. 
Table 9.5 shows that all the legitimate TCP SYN packets sent during the whole duration of this 
experiment, were received by the target server. All the new legitimate packets sent during the attack 
from the 10.1.3.0 network, which were subjected to the Bloom-based Filter’s processing, were also 
received. Of the total of 132,992 attack packets sent, only 18,477 of them reached the target server. 
Thus, 86.11% of the attack traffic was filtered off.  
We observed in Table 9.6 that Node39 and Node27 were not identified by the Traceback module 
as forwarding attack traffic, and all the intercepted packets were allowed through and counted as non-
marked accepted packets. Node10 was triggered 2 secs after the attack was detected while Node21 
was triggered 6 secs from the attack detection. Therefore, in this case, the non-marked packet count at 
Node21 was higher than the one at Node10. After the Filters were triggered to perform filtering, 
decisions to drop or allow the packets through depended on the bloom list approved and 
suspicious/attack flow entries. As the 10.1.11.0 network has no new legitimate traffic, all entries under 
Node10 column in Table 9.6, except for the approved accepted packet count and the non-marked 
accepted packet count, constitute the attack traffic. Of all the 64,235 attack packets intercepted by 
Node10 Bloom-based Filter, 57,801 packets or 89.98% were dropped.  
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 Legitimate Traffic Attack Traffic 
 
 
 
 
Network 
Node Number 
and  
[Last Byte of IP 
Address] 
Number 
of TCP 
SYN 
Packets 
Sent 
Number 
of TCP 
SYN 
Packets 
Received 
Node 
Number and  
[Last Byte of 
IP Address] 
Number of 
TCP SYN 
Packets 
Sent 
Number 
of TCP 
SYN 
Packets 
Received 
5 [7] 982 982 0 [2] 13301 
6 [8] 986 986 1 [3] 13298 
7 [9] 986 986 2 [4] 13300 
8 [10] 986 986 3 [5] 13297 
9 [11] 970 970 4 [6] 13301 
 
 
10.1.11.0 
 
 
Total  4910 4910  66497 
34 [2] 1002 1002 
35 [3] 1007 1007 
36 [4] 996 996 
37 [5] 1002 1002 
38 [6] 1006 1006 
 
 
10.1.4.0 
 
 
Total  5013 5013 
 
16 [7] 477 477 11 [2] 13297 
17 [8] 477 477 12 [3] 13300 
18 [9] 478 478 13 [4] 13300 
19 [10] 478 478 14 [5] 13301 
20 [11] 480 480 15 [6] 13297 
 
 
10.1.3.0 
 
 
Total  2390 2390  66495 
22 [2] 1006 1006 
23 [3] 1006 1006 
24 [4] 1007 1007 
25 [5] 1003 1003 
26 [6] 1003 1003 
 
 
10.1.5.0 
 
 
Total  5025 5025 
 
 
 
 
 
 
 
 
Total 
Attack 
TCP 
SYN 
Packets 
Received 
18477 
(86.11% 
filtered 
off) 
Table 9.5: TCP SYN Packets Sent and Received 
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Node Number  
Number of TCP SYN Packets 10 39 21 27 
Suspicious Dropped (Bloom entry = 1) 57785 0 56708 0 
Suspicious Accepted (Bloom entry = 1) 6409 0 6254 0 
Approved Accepted (Bloom entry = 2) 3477 0 2376 0 
New Accepted (Bloom entry = 0) 25 0 14 0 
New Dropped (Bloom entry = 0) 16 0 11 0 
Non-marked Accepted (Filter not triggered = 0) 182 3608 1282 3617 
Total Intercepted and Processed 67898 3608 66652 3617 
Table 9.6: Bloom based Filter Processing 
 
As the 10.1.3.0 network sent both attack traffic and new legitimate traffic during the attack, the 
newly accepted packet count of 14 consists of both newly seen attack and legitimate requests. As all 
the new legitimate requests were also received in this case, we can conclude that 5 of the newly 
accepted packets belonged to the TCP SYN requests from the new legitimate nodes. Therefore the 
total intercepted attack packets (ignoring the non-marked packets) amounted to 62,982. Of these, 
56,791 attack packets or 90.06% were dropped. 
 
As shown in both experiments, the Enhanced TCP SYN Attack Detector was able to detect the 
SYN attacks within seconds. The Bloom-based Filters, working together with the detector and the 
Traceback  module, allowed the exchanges and refinement of the responses to handle the attacks so as 
to result in a highly reliable and effective means of mitigation while maintaining availability for both 
existing and new legitimate TCP service requests. 
 
9.2 UDP Flooding Attack Experiments 
In the UDP Flooding Attack experiments, we specified the allocation of PC3000 type machines to 
Node28, Node30 and Node32, which are running VERMONT and the Ratelimiters. Node40, which is 
running the XMLBlaster, the ASM, TOPAS with the detection and internal response modules is 
allocated a PC2400c2 type machine. Explanations on the PC type and Operating Systems were given 
in Section 9.1. 
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Figure 9.4: UDP Flooding Attack Experiment Timeline 
 
Figure 9.4 shows the timeline of the UDP Flooding Attack experiments. Explanations regarding 
the setting of the intervals in the timeline were given in Section 9.1. In the UDP Flooding attack 
experiments, the legitimate hosts started sending UDP data to the target server at a rate of around 45 
pkts/sec per host (precise packet rate relied on the time delay between sending of each packet and was 
dependent on individual system’s processing speed) with each packet size of 878 bytes, at time t0. The 
legitimate traffic rate translates to about 308Kbps for each host. At time t0+2 mins, the attack hosts 
started sending UDP flooding data with partially random spoofed source IP addresses (preserving 24-
bit network prefix) to the target server at a rate of around 200 pkts/sec and each packet has its data 
size, as well as data and source port, randomly generated. The data size was in the range of 1400 to 
1460 bytes, and the data consisted of ASCII printable characters. The attack traffic rate therefore 
translates to around 2.18Mbps per host. At time t0+4 mins, the new legitimate hosts started sending 
new UDP data to the target server at a rate of around 45 pkts/sec per host with each packet size of 878 
bytes, during the attack. This traffic was therefore newly observed by DARE and had not been “learnt” 
by the Traceback module. At time t0+6 mins, the attack was stopped and at time t0+8 mins, we stopped 
the experiment. Therefore, the legitimate traffic lasted for a total of 8 mins. The attack started 2 mins 
after the legitimate traffic, and lasted for 4 mins. The new legitimate traffic started 2 mins after the 
attack, and lasted for 4 mins. All the data sent and received by the target server were recorded to 
determine the effectiveness of the detection and mitigation modules. 
The Flooding detector was configured to have three alert stages. The first stage was set to a test 
interval of 10 secs and the percentage octet growth alarm threshold was set to 50%. The second stage 
had a test interval of 7 secs with percentage growth alarm threshold of 30% and the final stage had a 
test interval of 5 secs with percentage growth alarm threshold of 10%. When the percentage threshold 
in the first stage is exceeded, the second stage will be triggered. Once the system moved into the third 
stage and the percentage growth threshold is triggered at this stage, an attack alarm will be triggered to 
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notify the occurrence of an attack. The detector status is changed from one stage to another based on 
the increase or decrease of traffic volume. As new traffic will certainly cause a surge in the percentage 
growth due to the calculation based on the previous interval, a precautionary step has to be 
implemented. Incoming traffic has to exceed a limit threshold before any of their percentage growth 
was considered significant to be used for attack detection. This threshold was specified in Mbits per 
second with the server-based (target/destination-based) threshold set to 45Mbps and the flow-based 
(source-destination pair) threshold set to 0.5Mbps. The bandwidth consumption threshold for 
triggering an attack alarm for the server was 90Mbps, and 1Mbps for a non-contracted flow. For 
contracted flows, the thresholds are set to 6Mbps, 30Mbps and 50Mbps for flows at level 3, 2 and 1, 
respectively. Due to Emulab’s IP address allocation, all the hosts have the same 16-bit network prefix. 
10.1.3.0 network and 10.1.4.0 network were supposed to be two separate networks but they ended up 
having the same common network prefix in this case. Therefore, in our experiments, we set the flow 
expansion and contraction levels to 2. This is to emulate a real network scenario’s IP address 
allocation such that the source IP addresses of the incoming traffic have a widely distributed network 
prefix. The contraction threshold was set to 0.5Mbps and the expansion threshold was set to 15Mbps. 
The detector module was configured to send status reports of the bandwidth usage to the ASM at 
regular intervals of 10 secs. The Traceback module was configured to only commit records into the 
Whitelist after a buffer clearance period of at least 30 secs to prevent attack data entering the 
Whitelist. When an attack is detected, the detector module will send a notification message to the 
ASM (through the XMLBlaster). The ASM performs attack logging and triggers the Traceback 
modules to stop the learning process and compute the Traceback results. The ASM will also notify the 
Ratelimiter modules to perform ratelimiting based on the attack flow information. 
We ran a few rounds of the experiments and the experimental results were consistently close. We 
present two sets of the results as follow.  
 
9.2.1 UDP Flooding Attack Experimental Results I 
At time t0, when the legitimate traffic arrived, the status report of the bandwidth usage was sent by 
the detector to the ASM at a regular interval of 10 secs. The Traceback module also proceeded to learn 
the legitimate traffic. As the legitimate traffic per flow was minimal (~308kbps per host), the flows 
were consolidated and contracted to the next level. At time t0+2 mins (t1), the attack hosts started 
sending UDP flooding data with partially random spoofed source IP addresses (preserving 24-bit 
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network prefix) to the target server at a rate of around 2.18Mbps per host. Due to the wide range of 
spoofed source IP addresses, the rate per flow was minimal at about a few kbps to tens of kbps. The 
attack traffic was also subjected to flow contraction, after which it was detected by the DDoS Flooding 
Detector.  
The 10.1.3.0 contracted attack flow was detected and a notification message was sent to the ASM 
(through the XMLBlaster) at 12 secs after the start of the attack (t1+12 secs). The ASM triggered 
Traceback with the flow information at the same time and the Traceback results identifying Node30 
(refer to Figure 9.1) as the router forwarding this attack flow was returned to the ASM at t1+13 secs. 
The ASM also triggered the ratelimiting of the 10.1.3.0 flow at all the three edge routers at the same 
time the attack was detected. The ratelimit was set to 4Mbps for the detected flow.  
The 10.1.11.0 contracted attack flow was detected at 10 secs after the 10.1.3.0 contracted attack 
flow, at t1+22 secs. The Traceback module was sent the flow information by the ASM and the 
Traceback results identifying Node28 as the router forwarding this attack flow was returned to the 
ASM at t1+22 secs. The ASM also triggered the ratelimiting of the 10.1.11.0 flow at all the three edge 
routers at the same time the attack was detected. Table 9.7 summarizes the system reaction time. 
 
Detection Time System Manager 
Notifiied 
Ratelimiter triggered Traceback Time 
10.1.3.0 flow: 
12 secs (t1+12 secs) 
< 1 sec (t1+12 secs) < 1 sec (t1+12 secs) Node30:  
1 sec (t1+13 secs) 
10.1.11.0 flow 
22 secs (t1+22 secs) 
< 1 sec (t1+22 secs) < 1 sec (t1+22 secs) Node21:  
< 1 sec (t1+22 secs) 
Table 9.7: System reaction time for UDP Flooding Attack Experiment I 
 
All the data sent and received by the target server till all the traffic has stopped, were recorded to 
be analysed. The first set of rows in Table 9.8 and Table 9.10 presents the total attack traffic sent by 
the attack nodes, received by the target server, and filtered off by the Ratelimiters. The number in the 
second column represents the node number and the number in the square brackets represents the last 
byte of the source IP address. For example, “[2]” in the second row, second column of Table 9.8 
represents the source IP address 10.1.11.2. The second set of rows in Table 9.8 and Table 9.10 (and 
the only set of rows in Table 9.9 and Table 9.11) presents the statistics of the attack traffic with the 
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randomly spoofed source IP addresses coinciding with the legitimate hosts. The final set of rows 
presents the statistics on the legitimate traffic. 
 
 Node Number and  
[Last Byte of IP 
Address] 
Number of 
Packets Sent 
Number of 
Packets 
Received 
Percentage  
filtered off 
(%) 
0 [2] 47868 
1 [3] 47880 
2 [4] 47879 
3 [5] 47880 
4 [6] 47880 
 
ATTACK 
NODES 
(TOTAL 
ATTACK 
TRAFFIC) 
 
Total Attack 239387 
 
Total Attack 
Packets Received 
91245+1765 
= 93010 
 
 
61.15 
[7] 984 408 58.54 
[8] 837 303 63.80 
[9] 979 365 62.72 
[10] 880 348 60.45 
[11] 933 341 63.45 
 
ATTACK 
TRAFFIC WITH 
IP ADDRESSES 
COINCIDING 
WITH 
LEGITIMATE 
HOSTS 
Total Attack Packets 
with IP addresses 
coinciding with 
legitimate hosts 
 
4613 
 
1765 
 
61.74 
5 [7] 21599 13512 37.44 
6 [8] 21599 12701 41.20 
7 [9] 21599 14753 31.70 
8 [10] 21601 14501 32.87 
9 [11] 21601 14638 32.23 
 
LEGITIMATE 
NODES 
(TOTAL 
LEGITIMATE 
TRAFFIC) Total Legitimate Packets 107999 70105 35.09 
Table 9.8: Experiment Data for 10.1.11.0 Network 
 
From Table 9.9 and Table 9.11, we learn that almost all the legitimate traffic from the 10.1.4.0 and 
10.1.5.0 network was received by the UDP server, with the exception of 2 packets from the 10.1.4.0 
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network and 1 packet from the 10.1.5.0 network. These 3 packets were most likely dropped due to the 
traffic congestion in the network during the attack. As the detector and flow identifier modules 
isolated the 10.1.11.0 and 10.1.3.0 contracted flows as attacks, ratelimiting was triggered for these two 
flows.  
 
 Node Number and  
[Last Byte of IP 
Address] 
Number of 
Packets Sent 
Number of 
Packets 
Received 
Percentage  
filtered off 
(%) 
34 [2] 21601 21600 ≈0 
35 [3] 21601 21601 0 
36 [4] 21599 21598 ≈0 
37 [5] 21601 21601 0 
38 [6] 21601 21601 0 
 
LEGITIMATE 
NODES 
(TOTAL 
LEGITIMATE 
TRAFFIC) Total Legitimate Packets 108003 108001 ≈0 
Table 9.9: Experiment Data for 10.1.4.0 Network 
 
61.15% of the total 239,387 attack packets sent from the 10.1.11.0 network was dropped by the 
Ratelimiter at Node28. The legitimate packets from the 10.1.11.0 were also subjected to ratelimiting 
and 35.09% of the traffic was dropped. However, this lower percentage linked to the legitimate 
packets does not imply that a lesser proportion of legitimate packets is dropped in comparison to the 
attack packets. The lower percentage is due to the sending of the legitimate traffic before the attack as 
well as the extended period of sending after the attack has ended. Therefore, more legitimate packets 
were received. This emulates the legitimate traffic in a real scenario, which most likely does not end 
transmission at the same time as an attack. However, we can see from Table 9.8 that a proportion of 
the attack traffic spoofed source IP addresses belonging to the legitimate hosts. This traffic was 
indistinguishable from the legitimate traffic and 61.74% was dropped. This rate is very close to the 
61.15% of the total attack traffic being dropped. Therefore, we can safely postulate that the legitimate 
traffic during the attack will be subjected to this rate of packet dropping as well. 
59.26% of the total 239,352 attack packets sent from the 10.1.3.0 network was dropped by the 
Ratelimiter at Node30. The new legitimate packets from the 10.1.3.0 were also subjected to the 
ratelimiting and 36.24% of the traffic was dropped. Although this attack flow was detected 10 secs 
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before the 10.1.11.0 attack flow, the percentage of attack packets dropping was slightly lower. The 
reason more attack traffic was allowed through was because, there was no other (legitimate) traffic for  
 Node Number and  
[Last Byte of IP 
Address] 
Number of 
Packets Sent 
Number of 
Packets 
Received 
Percentage  
filtered off 
(%) 
11 [2] 47867 
12 [3] 47882 
13 [4] 47867 
14 [5] 47868 
15 [6] 47868 
 
ATTACK 
NODES 
(TOTAL 
ATTACK 
TRAFFIC) 
 
Total Attack 239352 
 
Total Attack 
Packets Received 
95611+1909 
= 97520 
 
 
59.26 
[7] 1000 404 59.60 
[8] 875 356 59.31 
[9] 884 370 58.14 
[10] 865 370 57.23 
[11] 948 409 56.86 
 
ATTACK 
TRAFFIC WITH 
IP ADDRESSES 
COINCIDING 
WITH 
LEGITIMATE 
HOSTS 
Total Attack Packets 
with IP addresses 
coinciding with 
legitimate hosts 
 
4572 
 
1909 
 
58.25 
16 [7] 10801 7048 34.75 
17 [8] 10801 6550 39.36 
18 [9] 10796 6930 35.81 
19 [10] 10801 7169 33.63 
20 [11] 10795 6729 37.67 
 
LEGITIMATE 
NODES 
(TOTAL 
LEGITIMATE 
TRAFFIC) Total Legitimate Packets 53994 34426 36.24 
Table 9.10: Experiment Data for 10.1.3.0 Network 
 
the first 4 mins of the experiment. Therefore, during the first 2 mins of the attack, the ratelimited 
bandwidth can still be totally utilised by the attack traffic. The reason for a much lower percentage of 
the new legitimate traffic being filtered off was due to the extended period of transmission after the 
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attack has stopped. We can safely postulate in this case that the new legitimate traffic during the attack 
will be subjected to the same rate of packet dropping as the attack traffic, by referring to the attack 
packets having source IP addresses spoofed to those of the new legitimate hosts, being dropped at 
58.25%, a close value to the 59.26% ratelimiting of the total attack traffic. 
 
 Node Number and  
[Last Byte of IP 
Address] 
Number of 
Packets Sent 
Number of 
Packets 
Received 
Percentage  
filtered off 
(%) 
22 [2] 21601 21600 ≈0 
23 [3] 21601 21601 0 
24 [4] 21601 21601 0 
25 [5] 21601 21601 0 
26 [6] 21601 21601 0 
 
LEGITIMATE 
NODES 
(TOTAL 
LEGITIMATE 
TRAFFIC) Total Legitimate Packets 108005 108004 ≈0 
Table 9.11: Experiment Data for 10.1.5.0 Network 
 
9.2.2 UDP Flooding Attack Experimental Results II 
In the second experiment, the 10.1.3.0 contracted attack flow was detected and a notification 
message was sent to the ASM (through the XMLBlaster) at 7 secs after the start of the attack (t1+7 
secs). The ASM triggered Traceback with the flow information at the same time and the Traceback 
results, identifying Node30 (refer to Figure 9.1) as the router forwarding this attack flow, was returned 
to the ASM at t1+9 secs. The ASM also triggered the ratelimiting of the 10.1.3.0 flow at all the three 
edge routers at the same time the attack was detected. 
 
Detection Time System Manager 
Notifiied 
Ratelimiter triggered Traceback Time 
10.1.3.0 flow: 
7 secs (t1+7 secs) 
< 1 sec (t1+7 secs) < 1 sec (t1+7 secs) Node30:  
2 secs (t1+9 secs) 
10.1.11.0 flow 
27 secs (t1+27 secs) 
< 1 sec (t1+27 secs) < 1 sec (t1+27 secs) Node21:  
1 sec (t1+28 secs) 
Table 9.12: System reaction time for UDP Flooding Attack Experiment II 
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The 10.1.11.0 contracted attack flow was detected at t1+27 secs. The Traceback module was sent 
the flow information by the ASM and the Traceback results identifying Node28 as the router 
forwarding this attack flow was returned to the ASM at t1+28 secs. The ASM also triggered the 
ratelimiting of the 10.1.11.0 flow at all the three edge routers at the same time the attack was detected. 
Table 9.12 summarizes the system reaction time. 
 
 Node Number and  
[Last Byte of IP 
Address] 
Number of 
Packets Sent 
Number of 
Packets 
Received 
Percentage  
filtered off 
(%) 
0 [2] 47868 
1 [3] 47880 
2 [4] 47879 
3 [5] 47881 
4 [6] 47879 
 
ATTACK 
NODES 
(TOTAL 
ATTACK 
TRAFFIC) 
 
Total Attack 239387 
 
Total Attack 
Packets 
Received 
99541+2030 
= 101571 
 
 
57.57 
[7] 959 379 60.48 
[8] 1028 427 58.46 
[9] 958 387 59.60 
[10] 949 434 54.27 
[11] 898 403 55.12 
 
ATTACK 
TRAFFIC WITH 
IP ADDRESSES 
COINCIDING 
WITH 
LEGITIMATE 
HOSTS 
Total Attack Packets with 
IP addresses coinciding 
with legitimate hosts 
 
4792 
 
2030 
 
57.64 
5 [7] 21598 13934 35.48 
6 [8] 21598 13357 38.16 
7 [9] 21598 15209 29.58 
8 [10] 21601 15036 30.39 
9 [11] 21601 15016 30.48 
 
LEGITIMATE 
NODES 
(TOTAL 
LEGITIMATE 
TRAFFIC) Total Legitimate Packets 107996 72552 32.82 
Table 9.13: Experiment Data for 10.1.11.0 Network 
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All the data sent and received by the target server till all the traffic has stopped, were recorded and 
analysed as follows. The explanation of the format of the tables can be referred to in Section 9.2.1. 
From Table 9.13 and Table 9.15, almost all the legitimate traffic from the 10.1.4.0 and 10.1.5.0 
network was received by the UDP server, with the exception of 1 packet from the 10.1.4.0 network 
and 1 packet from the 10.1.5.0 network. These 2 packets were most likely dropped due to the traffic 
congestion in the network during the attack. As the detector and flow identifier modules isolated the 
10.1.11.0 and 10.1.3.0 contracted flows as attack flows, ratelimiting was triggered for these two flows 
at the Ratelimiters.  
57.57% of the total 239,387 attack packets sent from the 10.1.11.0 network was dropped by the 
Ratelimiter at Node28. The legitimate packets from the 10.1.11.0 were also subjected to the 
ratelimiting and 32.82% of the traffic was dropped.  
60.02% of the total 239,351 attack packets sent from the 10.1.3.0 network was dropped by the 
Ratelimiter at Node30. The new legitimate packets from the 10.1.3.0 were also subjected to the 
ratelimiting and 34.53% of the traffic was dropped. Although more attack traffic was allowed through 
as there was no other (legitimate) traffic for the first 4 mins of the experiment, this attack flow was 
detected 20 secs before the 10.1.11.0 attack flow. In this case, the percentage of dropped attack 
packets was about 2.5% higher than the 10.1.11.0 traffic.  
 
 Node Number and  
[Last Byte of IP 
Address] 
Number of 
Packets Sent 
Number of 
Packets 
Received 
Percentage  
filtered off 
(%) 
34 [2] 21601 21601 0 
35 [3] 21601 21601 0 
36 [4] 21598 21597 ≈0 
37 [5] 21601 21601 0 
38 [6] 21601 21601 0 
 
LEGITIMATE 
NODES 
(TOTAL 
LEGITIMATE 
TRAFFIC) Total Legitimate Packets 108002 108001 ≈0 
Table 9.14: Experiment Data for 10.1.4.0 Network 
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 Node Number and  
[Last Byte of IP 
Address] 
Number of 
Packets Sent 
Number of 
Packets 
Received 
Percentage  
filtered off 
(%) 
11 [2] 47867 
12 [3] 47881 
13 [4] 47867 
14 [5] 47868 
15 [6] 47868 
 
ATTACK 
NODES 
(TOTAL 
ATTACK 
TRAFFIC) 
 
Total Attack 239351 
 
Total Attack 
Packets Received 
93738+1944 
= 95682 
 
 
60.02 
[7] 963 378 60.75 
[8] 1020 408 60.00 
[9] 878 365 58.43 
[10] 955 417 56.34 
[11] 943 376 60.13 
 
ATTACK 
TRAFFIC WITH 
IP ADDRESSES 
COINCIDING 
WITH 
LEGITIMATE 
HOSTS 
Total Attack Packets 
with IP addresses 
coinciding with 
legitimate hosts 
 
4759 
 
1944 
 
59.15 
16 [7] 10801 7435 31.16 
17 [8] 10801 6749 37.52 
18 [9] 10796 6944 35.68 
19 [10] 10801 7299 32.42 
20 [11] 10794 6922 35.87 
 
LEGITIMATE 
NODES 
(TOTAL 
LEGITIMATE 
TRAFFIC) Total Legitimate Packets 53993 35349 34.53 
Table 9.15: Experiment Data for 10.1.3.0 Network 
 
As shown in the experiments, the DDoS Flooding Attack Detector and Attack Flow Identifier 
were able to detect the attacks and reliably identify the attack flows within seconds. By incorporating 
the capability to identify and isolate the attack flows from the legitimate traffic, the mitigation effort 
such as Ratelimiting can also be targeted on the attack instead and prevent the legitimate traffic from 
suffering the effects of otherwise heavy traffic congestion and general ratelimiting.  
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 Node Number and  
[Last Byte of IP 
Address] 
Number of 
Packets Sent 
Number of 
Packets 
Received 
Percentage  
filtered off 
(%) 
22 [2] 21601 21601 0 
23 [3] 21601 21601 0 
24 [4] 21601 21601 0 
25 [5] 21601 21601 0 
26 [6] 21601 21600 ≈0 
 
LEGITIMATE 
NODES 
(TOTAL 
LEGITIMATE 
TRAFFIC) Total Legitimate Packets 108005 108004 ≈0 
Table 9.16: Experiment Data for 10.1.5.0 Network 
 
9.3 Discussion on Traceback Simulations and Experimental Results 
In Chapter 7, we discussed the ns-2 simulations we performed on the Traceback module. We knew 
which routers were forwarding the attack traffic and the first mismatch packet passing through the 
routers was detected within msecs in the simulations. The simulations were carried out to determine 
how fast the first mismatch packet was captured and how to distinguish between attack and new 
legitimate packets mismatches to return correct traceback results by the setting of thresholds.  
In the experiments, we do not assume knowledge of which routers were forwarding attack traffic 
as that defeats the purpose of tracing back in a real scenario. The correct traceback results returned in 
under 1 sec to 6 secs in the four experiments were determined based on threshold checks so that the 
router forwarding new legitimate traffic would not be detected as one with attack traffic traversing it. 
Mismatched packets at the router for the target server have to exceed a count of 50 and must also 
exceed 70% of all the mismatched packets at all the forwarding routers before being identified as 
forwarding attack traffic. The threshold count of 50 mismatched packets is to ensure that initial burst 
of new traffic (exceeding the 70% threshold due to initial count of 0 packets) would not result in 
erroneous traceback results. In the simulations, we observed that such a threshold allows 
differentiation between attack traffic and new legitimate traffic as flooding attack traffic will exceed 
new legitimate traffic by a large amount. Although lowering the percentage will allow a much faster 
and correct traceback, we decided that 70% is a much safer setting with not much compromise on the 
traceback speed. 
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9.4 Comparison with Diadem TCP SYN Attack Mitigation 
Diadem supports TCP SYN attack mitigation as well. SYN-Dog was implemented as the detection 
module and the filtering was performed to allow only previously seen IP addresses through to the 
server during an attack. The Traceback module was also implemented in Diadem to support tracing to 
the router forwarding the attack traffic to carry out filtering actions. Although the Diadem Firewall 
project involved participation from two telecom research groups, approval to run experiments on their 
networks was not given. Therefore, the experiments were conducted with machines across the sites of 
all the project partners, connected through the Virtual Private Network (VPN). As the network 
topology and experimental parameters settings were very different from the ones used in DARE, we 
could not do a fair comparison. However, we provide the experimental results of the smallest scale of 
the Diadem experiment, involving one attack host sending 1650 pkts/sec and one legitimate host 
sending 5 TCP SYN request pkts/sec to the target server. The attack was detected in 15 secs and the 
traceback result was returned in 8 secs. The SM took 3 secs to trigger the filtering response. Table 
9.17 shows the Diadem reaction time for the experiment. 
 
Detection Time Traceback Time SM triggers Filtering  
15 secs 8 secs 3 secs 
Table 9.17: System reaction time for TCP SYN Attack Experiment in Diadem 
 
DARE with a much more complicated experimental scenario was able to achieve a faster detection 
time within 6 secs with the new and more advanced TCP SYN Attack Detector. The Traceback 
module, although quite similar in Diadem and DARE, has different triggering mechanisms. DARE 
supports a new XML Subscriber/Parser module for TOPAS, which allows Traceback to be triggered 
with an IDMEF Alert message. The Traceback module in Diadem, on the other hand, has to constantly 
read a file to check for the trigger flag and attack information. Therefore, Traceback in DARE was 
completed between 2 to 6 secs, and was a few seconds faster than in Diadem. After receiving the 
Traceback results, the SM implemented in Java, took 3 secs to trigger a filtering response. In DARE, 
the ASM was implemented in C++ for speed enhancement. It had to handle more new modules 
additionally but was able to trigger the Bloom-based filtering response within a sec. 
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9.5 Summary 
In this chapter, we presented the experiments we have conducted on the DARE system. The TCP 
SYN attacks were successfully detected within 6 secs while the Traceback module returned the results 
to identify which Bloom-based Filters to trigger filtering between 2 to 6 secs. A high percentage of the 
total attack traffic (86%) was filtered off as a result. While successfully mitigating the attacks, all the 
legitimate and new legitimate traffic started during the attacks were fully protected with the server 
availability maintained. 
The UDP flooding attacks also demonstrated the effectiveness and efficiency of the DDoS 
Flooding Detector and Attack Flow Identifier. The attacks were detected with the contracted attack 
flows identified within 7 to 27 secs. The Traceback module was also successful in returning the 
correct tracing results from under 1 sec to 2 secs. The Ratelimiters deployed and triggered to perform 
the attack traffic dropping also successfully limited the total attack traffic, resulting in approximately 
60% of the attack packets being dropped.  
We also discussed the differences between the Traceback ns-2 simulations (described in Chapter 
7) and the experiments, and the lessons we learnt from the simulations that were applied to the 
experiments. Next, we discussed the TCP SYN attack experiment carried out in the Diadem Firewall 
project in comparison to DARE. Even with a much more complicated experimental scenario, DARE 
was able to achieve a faster reaction time in all aspects of detection, traceback and response triggering. 
Finally, we can conclude that DARE is able to detect and trigger appropriate responses in 
accordance to the type of attacks being launched by the attackers. It was also able to handle the 
detections and responses with high reliability, effectiveness and efficiency. 
In the next chapter, we perform a system evaluation of DARE and TRAPS, discussing about the 
limitations of the systems as well as analysing their security threats. 
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CHAPTER 10 
 
SYSTEM EVALUATION AND SECURITY THREAT ANALYSIS 
 
 
In this chapter, we perform a system evaluation of DARE and TRAPS. We consider their 
limitations and analyse the possible security threats on the systems. 
 
10.1 DDoS Adaptive Response System (DARE) 
DARE followed the common paradigm in high-speed traffic monitoring and analysis that traffic 
monitoring and analysis of monitoring data are performed by separated network components. This 
approach is necessary in order to cope with traffic in high bandwidth resource consuming DDoS 
attacks. Another advantage of separating monitoring and analysis is that the analysis can be applied to 
monitoring data observed at distributed monitoring points in the network. If the network throughput, 
number of attacks or number of attackers increases, the distributed nature of the architecture also 
makes it possible to scale by distributing any part of the system (VERMONT, TOPAS, ASM and the 
external response modules) in order to increase its capacity. In addition, DARE incorporates TOPAS, 
which was designed to be extensible and allowed multiple detection mechanisms to run in parallel. 
Therefore, different types of DDoS attacks can be detected at the same time by DARE. Next, we 
consider the limitations of DARE as a whole as well as its detecting and responding modules. 
 
10.1.1 Limitations 
In DARE, the attack detections rely heavily on the network monitoring data captured and collected 
by VERMONT. As it is not practical to reroute all transit traffic to TOPAS, only flow-based traffic 
statistics and the content of selected packets are exported. As a consequence, the attack detection 
possibilities are restricted by the nature of the available monitoring data, which causes a limitation in 
DARE such that all the detection modules have to be designed by taking into consideration such 
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restrictions. In the following sub-sections, we discuss limitations pertaining to the individual 
components in DARE. 
 
10.1.1.1 DDoS Flooding Attack Detection, Flow Identification and Ratelimiting 
 
The detector and attack flow identifier worked together to detect an on-going DDoS flooding 
attack and identify the attack flows so as to allow the Ratelimiters to perform a more precise and 
targeted dropping of attack packets. However, instead of the partial source IP address spoofing, the 
attackers could use the full range of IP address spoofing for their attack traffic. This will cause the 
flow identifier to contract to the top level (highest level to contract is to the first byte of IP address 
being preserved, therefore, the total number of differentiable flows is 256). Thus, it will result in a 
much more general ratelimiting on most source IP addresses, which would probably include the 
legitimate traffic if they fall within the range of the identified contracted flow. To prevent this, it is 
recommended that ISPs deploy ingress filtering on their edge routers. Although partial source IP 
address spoofing is still possible with ingress filtering, it reduces the range of possible addresses 
spoofed and so improves the defence against DDoS attacks. 
 
10.1.1.2 TCP SYN Attack Detection, Traceback and Bloom-based Filtering 
 
In TCP SYN attacks, the attackers must employ source IP address spoofing for the attack to be 
successful. If the real address of the attack host is used, it results in the SYN&ACK received by the 
attack host and the reply of the ACK message to the target server. However, DARE is better at 
detecting TCP SYN attacks with full range source IP address spoofing, instead of partial address 
spoofing. With partial source IP address spoofing, the SYN&ACK packets sent by the target server, 
though not received by the attack hosts, are seen and captured by VERMONT deployed on the edge 
routers of the source networks. Therefore, there will not be a mismatch between the SYN and 
SYN&ACK packets and the attack will not be detected. When we performed an experiment using this 
scenario, the attack was not detected initially. However, the target server was soon overwhelmed by 
the attack and was unable to reply to any more of the SYN requests. That was when the detector 
triggered an alert for the attack and the response mechanism kicked in. Therefore, to prevent such a 
scenario from happening, a solution is to deploy VERMONT at routers closer to the end hosts within 
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the source network and to set up filtering rules at the edge routers to drop packets for IP addresses and 
ports not in use in their network. Though the SYN&ACK packets will reach the source network, they 
would be dropped at the edge routers and will not be monitored by VERMONT. 
When an attack is detected, Traceback is notified to stop the learning process and start the tracing 
back to the entry points where the attack traffic is coming in. If this is not done quickly enough, the 
white list would be corrupted with the information from the attack traffic. Therefore, new entries are 
entered into a buffer in the Traceback mechanism before being committed into the white list. New 
entries are committed into the white list only after a time delay to ensure that no attack traffic is present 
during this time interval. As Traceback is performed in real-time (during the occurrence of an attack), it 
has to obtain the results before the attack is over. If the attack is too short, Traceback would be unable 
to complete if the speed of tracing is not fast enough. However, we observed in the experiments that 
Traceback was able to complete computation and return the correct results from under 1 sec to 6 secs. 
Therefore, we have confidence that the high speed of the Traceback module would only aid in the real-
time responses to an attack. 
 
10.1.2 Security Threat Analysis 
This section discusses the security threats related to DARE and its components. According to 
these threats, appropriate guidelines are derived in order to assure a more secure deployment. 
 
10.1.2.1 Adaptive System Manager (ASM) 
 
The ASM is responsible for the co-ordination of the attack detections (receiving notifications from 
TOPAS) and mitigations (triggering responses to the external response modules or TOPAS’ integrated 
internal response modules). It is therefore the core of DARE. 
The ASM could be attacked by inundating it with notifications from TOPAS. This could be 
achieved by an attacker maliciously carrying out multiple attacks, causing TOPAS to generate 
notifications for the ASM to the point of overloading it. The attack may have the intention to then 
carry out a more damaging undetected attack since the ASM would not receive the notification after 
being overwhelmed by the other notifications. The event notification system being used in DARE is 
the XMLBlaster event service, which according to its documentation, can send/receive approximately 
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600 messages per second. To protect the ASM from being overloaded, a solution is to incorporate an 
alert aggregation module within TOPAS. Therefore, the module can compare the alerts issued by the 
various detection modules, aggregate them according to predefined rules, and then send the compound 
alerts to the ASM, thus reducing the number of notifications.  
An attacker with knowledge of the system and its notification message format, could also forge 
notification messages to the ASM and make it respond to fake attacks. This can be prevented by a 
notification authentication mechanism between TOPAS and the ASM, which can be achieved by the 
XMLBlaster event service as it provides a Secure Sockets Layer (SSL) [176] connection from the 
clients, such as TOPAS and the ASM, to the XMLBlaster server. The process works by first 
generating a certificate, with the provided keytool program, to generate a keypair and specify the 
encryption algorithm. Following this, a client private key is created. The server and client public keys 
are then exchanged.  
The benefits of the SSL connection are:  
• Integrity Protection - SSL protects against the modification of messages by an active 
wiretapper.  
• Authentication - SSL provides peer authentication. The XMLBlaster server is authenticated, 
and clients need to authenticate themselves.  
• Confidentiality (Data Protection) - SSL encrypts the data being sent between the server and 
clients. This protects the confidentiality of data, so that passive wiretappers would not be able 
to see the data in the packets.  
 
An attacker could potentially launch a DDoS flooding attack on the XMLBlaster port being used 
by the ASM, to the effect that legitimate notifications from TOPAS are not received. To avoid this 
attack, the solution is to simply block all external access to any of the DARE’s management interfaces.  
 
10.1.2.2 TOPAS, Detectors and Internal Response Modules 
 
TOPAS includes an IPFIX collector and the integrated detection modules. The collector receives 
IPFIX packets from VERMONT and the detection modules subscribe to these monitored flow data 
and perform analysis and detection based on it.  
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An attacker might impersonate VERMONT and send fake IPFIX packets to TOPAS. Any attack 
detection module that receives these monitoring data can be affected, causing the attack detection 
processes to be misled. In the extreme case, this could lead to an arbitrarily high number of false 
positives, which would cause the ASM to trigger responses and may result in the blocking of the 
legitimate traffic, leading to Self-inflicted DoS. An attacker might also send fake IPFIX packets to 
TOPAS to inject spoofed addresses into the Traceback module’s white list. Subsequent DDoS attack 
packets, using these addresses, can traverse entry points without being identified as attack traffic by 
the Traceback module. However, the attacker would need to know the path the attack packets will be 
taking and the points they will be entering the target network. Another objective might be to corrupt 
the white list so as to let Traceback wrongly identify an entry point which is allowing in legitimate 
traffic and thus causes self-inflicted DoS. A countermeasure is to set up a secure channel between 
VERMONT and TOPAS for the authentication purpose. The IPFIX protocol does not provide its own 
mechanisms for a cryptographic secure channel. However, it supports both the IPSec protocol suite 
[177] and the Transport Layer Security (TLS) [176] as the underlying protocols. The IPsec 
Authentication Header (AH) protocol provides a cryptographic message authentication code (MAC) in 
the packet header, which guarantees message integrity and source address authentication. Therefore, if 
TOPAS would only accept the IPFIX packets from the authentic sources, the attempt to feed TOPAS 
with fake IPFIX packets would fail.  
By sending an old sequence of IPFIX packets to TOPAS, an attacker could replay an attack 
situation in order to generate false positives. However, this method to launch a replay attack is very 
hard to accomplish as the attacker will need to know which IPFIX packets correspond to an attack. 
Nevertheless, protection can be provided easily if IPFIX packets are transported via a secure channel 
as mentioned above. Both the IPSec AH and TLS provide replay-protection using message sequence 
numbers.  
An on-path attacker could also act as a Man-in-the-middle and modify, delete and insert its own 
IPFIX packets for its own advantage, for example, in order to insert spoofed addresses in the whitelist 
of the Traceback module in order to corrupt it, or to create an illusion of the existence of an attack in 
order to cause DARE to self inflict a DoS due to erroneous responses, thus blocking legitimate traffic. 
To prevent changes to be made to the IPFIX packets’ contents, a MAC such as that in IPsec AH can 
be used.  
On-path attackers can eavesdrop on the monitoring traffic, if the data is sent in clear text, and find 
out sensitive information about the current network traffic, for example, whether the target network is 
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currently under attack and which servers are being attacked. As a countermeasure, monitoring data can 
be encrypted, for example, using the IPSec Encapsulating Security Payload (ESP).  
Another security threat is the possibility of carrying out attacks by maliciously flooding TOPAS 
with IPFIX packets to deplete its processing resources. The only way for an attacker to overload 
TOPAS is to launch an attack along the paths of VERMONT such that a high number of IPFIX 
records get sent to TOPAS. To prevent this form of attack, VERMONT can be configured to activate 
aggregation and sampling, in order to reduce the amount of monitoring data. Furthermore, 
performance measurements have shown that TOPAS is able to process large amounts of records, and a 
graceful degradation occurs in a processing resource depletion situation, where parts of the data are 
dropped.  
 
10.1.2.3 VERMONT 
 
It is possible to overload VERMONT through its monitoring function. By making a massive 
amount of traffic pass through VERMONT, the attacker can consume its processing and memory 
resources. In order to avoid such attacks, the monitor implements the following mechanisms:  
• Processing efficient monitoring techniques to limit the processing cost of monitoring 
operations.  
• Memory resources used by VERMONT are bounded. When the bound is reached, memory 
used by less active monitored connections is reclaimed. Therefore, the monitoring information 
on communications generated by the attack is more likely to be preserved.  
• Packet sampling and flow aggregation can be configured to reduce the processing load and the 
maintained state information.  
 
In addition, if a single monitoring point is found to be insufficient, the distributed aspect of DARE 
also makes it possible to divide the traffic monitoring workload among several monitoring points.  
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10.1.2.4 External Response Modules: Ratelimiters and Bloom-based Filters 
 
The external response modules receive notification, triggering and update messages (for example, 
approved and suspicious/attack bloom entries updates) from the ASM and TOPAS through the 
XMLBlaster. 
An attacker might send fake notification, triggering and update messages to the external response 
modules to corrupt the bloom lists or activate the filtering and ratelimiting of legitimate traffic. 
Therefore, an authentication mechanism in the form of SSL connections, should be set up between the 
external response modules and the XMLBlaster as well (as in Section 10.1.2.1) to prevent this type of 
attack.  
In addition, Man-in-the-middle attacks, eavesdropping attacks and message replay attacks can be 
prevented by the use of IPSec AH and ESP as explained in Section 10.1.2.2. 
An attacker can carry out DDoS attacks on the external response modules instead. Although these 
modules are deployed on the edge routers in the network, it is still possible to simply block all external 
access to packets designated to the router and port listening for the TOPAS and ASM messages from 
the XMLBlaster. Alternatively, techniques such as port hopping [79] could be used to switch between 
ports numbers at predefined time intervals. Since security associations between the XMLBlaster and the 
external response modules will be set up, it makes the computation of the current port number feasible. 
Ports not in use could be closed while the one which is dynamically computed and allocated could be 
used for communications. 
 
10.2 Traffic Redirection Attack Protection System (TRAPS) 
In this section, we discuss the limitations of TRAPS and perform a security threat analysis on this 
standalone DDoS Attack Detection and Mitigation System for the next generation networks. 
 
10.2.1 Limitations 
As TRAPS focuses on the detection of flooding attacks employing the spoofed source IP 
addresses technique, it will not trigger an alarm if the attack constitutes traffic with the attack hosts 
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using their real IP addresses. We discussed in Chapter 8 that this type of attack should be handled by 
mechanisms such as resource allocation. However, it is also possible to incorporate a simple flow 
bandwidth monitor to detect such attacks and perform general ratelimiting.  
Another limitation of TRAPS is the deployment in IPv4 networks. As route optimization, which is 
a required feature in TRAPS, is not a built-in functionality in MIPv4, but exists as an extension, 
deployment in IPv4 networks will be difficult due to the need for route optimization to exist on all 
potential clients. Therefore, TRAPS is more suited for the IPv6 environment where route optimization 
is a built-in feature in MIPv6. 
 
10.2.2 Security Threat Analysis 
Traffic redirections used in TRAPS can pose a major security problem in the Internet if the 
protocol messages are not properly authenticated. In addition, we discuss other security threats related 
to TRAPS as follow. 
 
10.2.2.1 Spoofing of binding requests 
 
An attacker might try to impersonate a MN to spoof registration requests to the HAs and CNs. If 
the requests are accepted, the attacker would be able to redirect the MN’s traffic to itself and even set 
itself as a Man-in-the-Middle to inject traffic to the correspondents impersonating the MN, leading to 
integrity and availability problems. An attacker could also lure CNs into sending potentially large 
amounts of data to a DDoS victim by setting the CoA to the address of the victim.  
 
MIPv4 
In MIPv4, the MN, FA, and HA must be able to support security associations between the entities, 
to allow the verification of the authenticity and integrity of the protocol messages. This prevents a 
malicious node from impersonating a MN to redirect its traffic or a HA to intercept a MNs' packets. 
The protocol messages are authenticated with the MIPv4 standard security extensions computed using 
the HMAC-MD5 algorithm [178]. 
The MIPv4 Route Optimization Authentication extension [172] is used to authenticate the 
protocol messages in any binding update message sent by the HA or MN to the CNs, using HMAC-
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MD5 as in the base MIPv4. A security association must be present between the CN, which could be 
any node in the Internet, and the MN/HA. It is suggested in [171] that the mobility security association 
at a CN could be used for all MNs served by a particular HA. The effort of establishing such an 
association with a relevant HA is more easily justifiable than the effort of doing so with each MN 
individually.  
Therefore, authentication of requests sent to the HAs and CNs protects them from being spoofed 
by attackers. In addition, the MAC protects packets from being modified. 
 
MIPv6 
In MIPv6, binding updates are protected by the use of IPSec extension headers [177] or the 
Binding Authorization Data option, which employs a binding management key established through the 
return routability procedure [170]. It is specified that the MN and the HA must use an IPSec security 
association to protect the integrity and authenticity of the binding management messages.  The 
protection of binding updates to CNs does not require the configuration of security associations or the 
existence of an authentication infrastructure between the MN and CNs. The return routability 
procedure is used to prove the authenticity of the MN by testing whether packets addressed to the two 
claimed addresses (that is, HoA and CoA) are routed to the MN. The MN can only pass the test if it is 
able to supply proof that it received the keygen tokens which the CN sends to those addresses. After 
passing the test, binding updates are cryptographically bound to these tokens. The return routability 
procedure also protects the CN against memory exhaustion DoS attacks as the CN does not need to 
retain any state about individual MNs until a fully authentic binding update arrives. To protect the 
message integrity and confidentiality, the IPSec ESP (Encapsulating Security Payload) protocol can be 
used to encrypt data in the packet. 
 
10.2.2.2 Replay attacks 
 
An attacker might also perform a replay of old binding requests and cause the traffic to be sent to 
the old location, if these requests are accepted. This threat would result in loss of traffic to the MN at 
its current location. In MIPv4, protection against replay attacks is achieved by the use of compulsory 
timestamps in the identification field to verify that a protocol message has been freshly generated. An 
optional additional random number nonce can be placed in the protocol message to ensure that it is 
fresh. In MIPv6, sequence numbers are used in the binding request packets to guard against replay 
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attacks and in addition, IPSec could also protect against replay by the use of dynamic keying as an 
option.  
 
10.2.2.3 Eavesdropping attacks 
 
On-path attackers can eavesdrop on the traffic if the data are sent in the clear and find out 
information regarding the new configuration from the packets’ payload. Therefore, the use of 
encryptions such as IPSec ESP, would be very important to prevent this. 
 
10.2.2.4 DDoS on TRAPS components 
 
Attackers might carry out direct DDoS attacks on TRAPS components within the protected 
network, such as the HAs. If the gateways are implemented with the HA functionalities, the security 
associations between the gateways and the MN would be built-in by default. However, if that is not 
the case, then the gateways must be configured to have security associations set up between 
themselves and the MN. To prevent a direct DDoS attack on the components of TRAPS, techniques 
such as port hopping [79] could be used to switch between port numbers at predefined intervals. Since 
security associations between the nodes within the protected network have already been set up, it 
makes the computation of the current port number feasible. In this way, the ports not in use could be 
closed while the one which is dynamically computed and allocated could be used for communications 
by TRAPS. 
 
10.2.2.5 Information acquisition attacks 
 
A well planned attack to counter TRAPS might involve an attacker using some real addresses to 
obtain the protected host’s new address and then supplying these to attackers with spoofed addresses. 
However, these spoofed source addresses will not be in the approved list notified to the victim’s 
gateway and so will still be subjected to rate limiting. In any case, a solution could be in place to catch 
the “spies”. The MN could have multiple sets of configuration information (for example, multiple 
addresses in the Virtual Relocation Approach) and provide each set of correspondents with different 
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configuration information. If exploitation of a particular set of configuration information is detected, 
we would know that a “spy” is within this set of correspondents. We could then detect this specific 
correspondent by performing iterations of the above-mentioned procedure. 
10.2.2.6 Computation of new address by attackers 
 
The attackers having knowledge of the scheme could guess the new address (having network 
prefix of m bits) and matching correspondent’s address with a success rate α 1/264-m for IPv4 and 
1/2256-m for IPv6 networks.  
Although the possibility of success of attackers guessing the address correctly is not very high 
(that is 1.39e-17 and 2.43e-63 in IPv4 (assuming 8-bit network prefix) or IPv6 networks (having known 
48-bit public topology IDs respectively)), security strength could be further improved, by performing 
dynamic reconfigurations more frequently. The downside is that this would increase the signaling 
overhead. In any case, knowing the new address will not result in compromising the scheme as 
mentioned in Section 10.2.2.5. 
 
10.3 Summary 
In this chapter, we have discussed the limitations of the DARE system and TRAPS. We also 
discussed several kinds of attacks on both systems. However, the system can be secured against most 
of these attacks. For example, in DARE, the ASM, TOPAS and XMLBlaster can be located in a 
secured administrative network in order to regulate and restrict access. Access from the public Internet 
should be completely prohibited. Traffic between the management, monitoring, detection and response 
modules can also be protected from Man-in-the-middle attacks, eavesdropping attacks and message 
replay attacks by the IPSec AH and ESP. SSL connections can also be set up between the XMLBlaster 
and the other DARE’s components.  
The security threat analysis on TRAPS also indicated that it can be protected from a variety of 
attacks using standard mechanisms readily available in the IPv4/6 specifications. Although the 
prototype system did not implement these mechanisms, they would be necessary for deployment in an 
operational system. 
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CHAPTER 11 
 
CONCLUSIONS 
 
 
In the introduction, we pointed out the prevalence, as well as the severe damaging effects, of DDoS 
attacks in today’s Internet. The growing security concerns over the DDoS attacks provided the 
motivation for us to solve its problems. The introduction to this thesis identified a set of objectives 
which we consider that we have achieved, as explained below. 
 
11.1 Achievements 
 
1) Study the existing DDoS attack tools used by attackers to fully understand what types of 
DDoS attacks they can generate, what sort of spoofed addresses can be generated and 
how attack packets are formatted in order to formulate appropriate detection and response 
mechanisms. 
 
We analysed the source code of the current attack tools used to launch DDoS attacks from 
Botnets, which, to the best of our knowledge, is the first published study of the source code of 
DDoS attack tools implemented in Botnets. This provided an understanding of how the attack code 
is structured and what design decisions were made by the Botnet authors. Based on the existing 
code, we analysed what modifications might be made to strengthen the attacks to prevent detection 
by existing mechanisms. The results of our analysis enabled us to design and implement our own 
attack tools for the two most prominent DDoS attacks, namely the TCP SYN attack and the UDP 
flooding attack, to ensure that enhanced forms of the attacks could be used in our experiments. 
There is a dilemma in suggesting and publishing suggested new variations and ‘improvements’ 
of attacks. However,our intention is to inform the research community of the limitations of existing 
techniques and we have provided techniques for protection from the new types of attacks. 
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2) An evaluation of existing DDoS attack prevention, detection and response mechanisms to 
determine how well available mitigation techniques are able to cope with current typical 
DDoS attacks and their potential mutations identified from analysis of possible attack tool 
extensions.  
 
The evaluation of existing attack prevention, detection and response mechanisms indicated that 
prevention mechanisms are usually inflexible and determined attackers with knowledge of the 
mechanisms in place, could work around them to mount attacks. We proposed new variants of 
attacks which could compromise current preventive measures as they were not designed to cope 
with them. Our analysis of detection and response mechanisms showed that most of them are 
standalone systems which do not support any form of adaptive mitigation to variations in attack 
patterns. Most detection mechanisms focused on a single typical attack but have their own 
shortcomings even when faced with different variants of that attack, not to mention other attack 
types. In addition, different response types vary in their “leniency” in treating detected attack 
traffic, and should therefore adapt to the reliability of the detection mechanisms and the confidence 
in differentiating attack traffic from the legitimate one. Detection and response mechanisms should 
also work together to overcome their individual weaknesses. 
 
3) Build a flexible Adaptive Response System, which is capable of executing appropriate 
detection and mitigation responses automatically according to the changing conditions of 
the victim and its network during an attack, overcoming the weaknesses of existing 
mechanisms to handle current and future variants of DDoS attacks, incorporating flexibility 
for easy integration of future components in order to evolve to cater for future changes in 
attack objectives and characteristics, and is distributed and scalable to handle the 
distributed nature of DDoS attacks. 
 
We designed and implemented our DDoS Adaptive ResponsE (DARE) System, which is a 
distributed DDoS mitigation system capable of executing appropriate detection and mitigation 
responses automatically and adaptively to the attacks. DARE’s architecture is based on Diadem, 
which supports easy integration of both signature-based and anomaly-based detection modules. 
Diadem is also a distributed and scalable architecture, providing a very suitable platform for DARE. 
We designed the individual components of DARE taking into consideration the strength and 
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weaknesses of the existing defence mechanisms, as well as the characteristics and possible future 
mutations of DDoS attacks. These components consist of the Enhanced TCP SYN Attack Detector 
and Bloom-based Filter, the DDoS Flooding Attack Detector and Flow Identifier, and the Non 
Intrusive IP Traceback mechanism. Compared to existing mitigation framework, DARE supports 
flexibility of future mitigation module integration, is distributed and scalable, requires no change to 
the Internet infrastructure, and constitutes simple, fast and low overhead components. The 
modularity of the components also allows them to be isolated for protection against security threats. 
We devised a novel Enhanced TCP SYN Attack Detector. During its design stage, we analysed 
existing TCP SYN Attack detection mechanisms and discovered the inherent vulnerability of the 
widely cited SYN-FIN/RST detection mechanism7 caused by the RST packet counts. Both the 
existing SYN-SYN&ACK and the SYN-FIN/RST mechanisms also suffered in terms of reliability 
in view of our new Bot Buddy attack, which relies on another bot to send SYN&ACK packets to 
cancel out the difference in count of the SYN and SYN&ACK packets. We implemented our 
detector incorporating the Bloom filter to handle the Bot Buddy attack. We analysed and evaluated 
our enhanced mechanism and found it to work as effectively as the original SYN-SYN&ACK 
mechanism in detecting traditional as well as Bot Buddy based TCP SYN attacks. We also 
implemented an enhancement to the detector which allowed us to devise a novel TCP SYN attack 
traffic filtering response mechanism. In contrast to a normal filter which is unable to reliably 
differentiate between legitimate and attack TCP SYN requests, the Bloom-based mechanism 
efficiently filters attack traffic while admitting legitimate traffic even in the event of source IP 
address spoofing employed in the TCP SYN attacks. We conducted experiments using conventional 
TCP SYN as well as Bot Buddy attacks to test the effectiveness of the enhanced detector and filter. 
They were observed to be working very well in detecting both attacks and dropping attack traffic, 
while letting legitimate traffic through. In comparison, the Bot Buddy attack experiment was shown 
to defeat the conventional SYN-SYN&ACK mechanism.  
We also designed and implemented a DDoS Flooding Attack Detector with its Attack Flow 
Identifier to isolate suspicious/attack traffic. This detector for bandwidth depletion attacks is based 
on MULTOPS with improvements to its flow expansion and contraction mechanisms to better suit 
DDoS flooding attack detection, as well as increase the detection speed. Compared to MULTOPS, 
our Flow Identifier’s dynamic memory allocation for hierarchical data structure gives better 
memory utilisation during a DDoS flooding attack. We ran experiments to test the detection, flow 
                                                 
7 Google Scholar listed 254 citations, while CiteSeerX listed 252 of which 66 are self citations. 
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expansion and contraction functions. They were shown to be working correctly and the detection of 
the flooding attack was very successful. 
A novel Non-Intrusive IP Traceback scheme based on the rationale that packets relating to a 
particular source-destination flow follow a relatively static path through routers was also proposed 
and implemented. If an attacker spoofs a legitimate user’s address, an “incorrect” path can then be 
detected and this supports the tracing mechanism by allowing the identifications of “incorrect” 
routing points. Simulations were conducted to evaluate the performance of the detection of routers 
carrying attack traffic. We were able to achieve detection times of 140ms, 80ms and 70ms for 
attack rates of 20, 50 and 100 pkts/sec, respectively. In comparison to existing Traceback 
mechanisms, our approach stands out by being non-intrusive, not requiring any changes to Internet 
routers nor requiring precise information regarding the attack from an attack detector. Therefore, we 
can use a wide variety of DDoS attack detection techniques to trigger traceback. The victim is also 
relieved from the logging and computation burden during an attack. Changes to the original data 
packets are also not required. As the learning phase is conducted before the attack, once the attack 
is detected, mismatch checking can be conducted very quickly to determine routers carrying attack 
traffic. Our algorithm is simple and efficient, allowing for a fast generation of the attack graph and 
is scalable due to the distribution of processing workload. 
Traffic Redirection Attack Protection System (TRAPS) was invented and implemented as a 
stand-alone DDoS attack detection and mitigation system particularly suited to IPv6 networks. In 
TRAPS, the victim under attack verifies the authenticity of the source by performing virtual 
relocations. Attack traffic can then be easily identified and isolated, with absolute confidence and 
be dropped, while legitimate traffic is allowed through. An advantage of TRAPS has over existing 
mitigation frameworks, is that the processing overhead is low due to the simplicity of the approach. 
It also requires minimal deployment effort and does not require modification to the Internet 
infrastructure. By using Mobile IP, we do not need special software at the correspondents (Internet 
end hosts). Experiments to test the feasibility of TRAPS were carried out in a testbed environment 
to verify that it would work with the existing Mobile IP implementation. It was observed that the 
operations of each module were functioning correctly and TRAPS was able to successfully mitigate 
an attack launched with spoofed source IP addresses.  
Experiments conducted on the DARE system showed that the system was able to adaptively 
react to TCP SYN and UDP Flooding attacks by automatically executing appropriate detections and 
responses in each scenario. We showed that DARE’s TCP SYN Attack Detector successful detected 
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the TCP SYN attacks within 6 secs while the Traceback module returned the correct results to 
identify which Bloom-based Filters to trigger filtering, between 2 to 6 secs. A high percentage of 
the total sent attack traffic (86%) was also filtered off as a result. While successfully mitigating the 
attacks, all the legitimate and new legitimate traffic started during the attacks were fully protected 
with the server availability maintained. 
The UDP flooding attacks also demonstrated the effectiveness and efficiency of the DDoS 
Flooding Detector and Attack Flow Identifier. The attacks were detected with the contracted attack 
flows identified within 7 to 27 secs. The Traceback module was also successful in returning the 
correct tracing results from under 1 sec to 2 secs. The Ratelimiters deployed and triggered to 
perform the dropping of attack traffic also successfully limited the total attack traffic, resulting in 
approximately 60% of the attack packets being dropped.   
The TCP SYN attack mitigation results from Diadem were compared with DARE. It showed 
that even with a much more complicated experimental scenario, DARE was able to achieve a faster 
reaction time in all aspects of detection, traceback and response triggering. Therefore, not only was 
DARE shown to be able to detect and trigger appropriate responses in accordance to the type of 
attacks being launched by the attackers, it was also able to handle the detections and responses with 
high reliability, effectiveness and efficiency. 
 
11.2 Future Work 
Although our work focused on the mitigation of the predominant DDoS TCP SYN and UDP 
Flooding attacks, DARE is capable of mitigating flooding attacks implemented in other protocols as 
well. However, DARE is not (yet) a comprehensive package to handle all forms of DDoS attacks such 
as application layer attacks.  
The Arbor Networks Inc. Worldwide Infrastructure Security Report [16] showed that application 
layer attacks, having been given its own category for the first time in the year 2007 study, was 
catching up fast as a prominent observed attack type. This presents a need for application layer attack 
mitigation mechanisms. Fortunately, DARE supports the expansion of its detection and response tools 
through the provision of monitoring data tools and ease of module integration.  
However, as there are a wide range of existing and new upcoming network applications, it is not 
feasible to design a mitigation mechanism for each of them. A solution is to design mitigation 
mechanisms for those popular and widely deployed network applications such as web services. 
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Another solution is to study the characteristics and functionalities of these applications to try to 
identify sets of common behavioral profiles to support anomaly based detections. This sets the 
direction of future work in the area of DDoS attack mitigation research. 
 
11.3 Closing Remarks 
As with all information security problems, the DDoS attack problem presents an arms race 
between the attackers and the mitigation mechanisms researchers. To win the race, we not only have to 
catch up with the ongoing advancements in the attack tools, but we have to stay ahead by foreseeing 
and identifying possible security threats and weaknesses in our network system. It boils down to 
whether the black hats identify the weaknesses first and generate attack tools to exploit them or 
whether the white hats are able to detect the weaknesses fast enough to be the first to disseminate 
protective measures. We believe that the techniques and tools we have implemented will aid the white 
hats in their task. 
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