Introduction
For this paper we assume familiarity with the basics of the theory of modular forms as may be found, for instance, in Serre's classic introduction [12] . A weakly holomorphic modular form of weight k ∈ 2 Z for Γ = PSL 2 (Z) is a holomorphic function f on the upper half-plane that satisfies f ( 
where F is the usual fundamental domain for Γ. Write k = 12 +k with uniquely determined ∈ Z and k ∈ {0, 4, 6, 8, 10, 14}. An important consequence of (1) is that In this paper we are interested in various properties of a certain natural basis for M k defined as follows. For each integer m ≥ − , there exists a unique f k,m ∈ M k with q-expansion of the form
).
It can be constructed explicitly in terms of ∆, j and E k , where we set E 0 = 1. In fact,
where F k,D (x) is a monic polynomial in x of degree D = + m with integer coefficients. The uniqueness of f k,m is a consequence of (2). These f k,m with m ≥ − form a basis for M k ; any modular form f ∈ M k with Fourier coefficients a(m) can be written 
The functions f k,− = ∆ E k play a special role, and we will denote them by f k and their Fourier coefficients by a k (n). The f k,m are also familiar when k = 0, where they are central in the theory of singular moduli (see [14] ); the first few are given by
More generally, the f k,m have been studied extensively when k ∈ {0, 4, 6, 8, 10, 14} and when m = 0, where
). For example, in all of these cases, the zeros of f k,m in F are known to lie on the unit circle; the proofs vary depending on the case. One aim of this paper is to provide a general result on the location of the zeros that holds for all k and to give a unified method of proof. This is given as Theorem 1 below. Its proof is based on the following generating function for the f k,m (Theorem 2), to which a simple type of circle method is applied:
Another consequence of the generating function is the following duality between the coefficients in weights k and 2 − k:
This duality, well known when = 0, is illustrated by the weights k = 12
It follows from a paper of Siegel [13] that if k > 0, then the coefficient a k (0, + 1) is divisible by every prime p with (p − 1)|k. Thus, for example, when k = 12 we have
To see this, by (7) the Fourier coefficients a(n) of any f ∈ M k must satisfy
Applying this to E k from (3) for k ≥ 4 gives the formula
It follows that a k (0, + 1) is divisible by the denominator of
, hence the result is a consequence of the Staudt-Clausen theorem. Siegel argued using the dual form of (9), namely
Siegel's observation suggests that it might be interesting to examine the divisors of a k (m, n) in other cases. Consider, for example, the following factorizations when k = 14 and n = 1: In each case, the coefficient of q n is divisible by high powers of the prime factors of n. As a special case of Theorem 3, we will show that n 13 | a 14 (1, n) holds for all n ≥ 1. Since
this implies the following recursive congruence for the coefficients c(n) of the j-function:
which holds for all n ≥ 1.
Finally, we mention that Lehmer's famous conjecture that τ (n) = 0 for n ≥ 1 is equivalent to the non-vanishing of the "leading" term in the n th basis function in weight −10 since by duality
or when k ≥ 4 and k ≡ 2 (mod 4). Siegel [13, Satz 2] showed that a 2−k (0) = 0 when k > 0. It seems to be an interesting problem to find other such non-vanishing results.
Statement of results
The following result concerning the location of the zeros of the f k,m is proved in Section 5. 
where P k,m is the convergent Poincaré series . As a special case of a more general result, R. Rankin [9] showed in 1982 that for m ≥ 0 and even k ≥ 4, all of the zeros of P k,−m in F lie on the unit circle. When m = 0, so that P k, 0 = E k , this result had been obtained already in 1970 by F. Rankin and Swinnerton-Dyer [8] . They introduced the idea of approximating (a multiple of) the modular form by an elementary function having the required number of zeros on the arc {e
)}. Some variation on this idea appears in the known proofs of almost all such results. For Poincaré series, this approximation makes use of the definition (12). Asai, Kaneko, and Ninomiya [1] extended Rankin's result by proving Theorem 1 for the case k = 0. As they mention, their proof can be modified to cover all cases when = 0. In place of Poincaré series for the approximation, they use the fact that when = 0
where T m is the Hecke operator and m ≥ 1. Finally, when m = 0, Theorem 1 was proved by Getz [5] , using a generalization of the method of [8] . As can be seen from the proof, this is the most delicate case of Theorem 1. In order to prove Theorem 1 in general, we will avoid the use of Poincaré series and Hecke operators, since the relations (11) and (13) need not hold when = 0. Instead, we derive an integral formula for f k,m , for which approximation by residues leads to Theorem 1. Computing the first few terms of the approximation via a circle method-type argument is enough to prove the theorem. The integral formula, given in Lemma 2, is equivalent to the following generating function for f k,m .
Theorem 2. For any even integer k we have
where
For the case = 0, this was given in [1] . In fact, such formulas were first discovered by Faber [3, 4] as early as 1903 for quite general conformal maps, and F k,D (x) from (6) is a generalized Faber polynomial. For completeness, we will give the short proof of Theorem 2 in Section 4. A readily proved corollary is the following duality between coefficients for weights k and 2 − k. This also follows from the fact that f k,m f 2−k,n is the derivative of a polynomial in j, hence has vanishing zeroth Fourier coefficient. A variant of this idea was used in [13] to obtain (10). Similar duality theorems hold for modular forms of half integral weight (see [14] and [2] ).
The divisibility result mentioned at the end of the Introduction is a special case of the following.
This is proved next and follows from basic properties of the Hecke operators. In the case m = 1 this easily implies the following congruences for the coefficients c(n) of the j-function. 
where the value of A k is given in (8) .
Proof of Theorem 3
Theorem 3 is an immediate consequence of the following result (c.f. [7] ). (Note that a k (m, n) = 0 if m or n is not an integer.) Lemma 1. Let p be a prime and k ∈ {4, 6, 8, 10, 14}. Then
For positive integers N , the Hecke operator T N of weight k sends modular forms in M k to modular forms in M k . For k ≥ 2, we denote the coefficient of q
Standard formulas for the action of the Hecke operator (for example, in VII.5.3 of [12] ) give that for a prime p,
Suppose now that k ∈ {4, 6, 8, 10, 14} and that m ≥ 1, so that f k,m (τ ) = q −m (14) is valid for n < 0, we calculate that the q-expansion
+ O(q). Since an equation similar to
where the second term is omitted if p m. Because there are no cusp forms in M k , the non-positive powers of q completely determine the decomposition of f k,m (τ )|T p into basis elements f k,m (τ ), and we obtain the formula
where f k,α = 0 if α is not an integer. The coefficients of q n on each side give
Combining equations (14) and (15), then, we obtain
These observations are enough to prove the lemma. (17) p
, np
). We now replace n with np
, and use (17) a total of (r − 1) times to obtain
, thus proving Lemma 1.
We remark that Lemma 1 may be generalized to weights with > 0 without much difficulty, although the presence of cusp forms in these spaces adds additional terms.
Proof of Theorem 2
By Cauchy's integral formula it suffices to prove the following.
Lemma 2. We have
for C a (counterclockwise) circle centered at 0 in the q-plane with a sufficiently small radius.
First observe that by (5) and (6) ∆
Thus by Cauchy's integral formula we have, for C a (counterclockwise) circle centered at 0 in the j-plane with a sufficiently large radius, that
Changing variables j → q and using the well-known identity
we see that
Replacing ζ with j(z), multiplying by ∆(z) E k (z) and applying (6), we finish the proof of Lemma 2 and hence Theorem 2.
Proof of Theorem 1
The zeros of E k in F occur in {i, ρ} with easily determined multiplicities, and ∆ has no zeros in F. Thus, by (6) . We will show that for these θ, the following lemma holds. . This accounts for all D nontrivial zeros of f k,m .
It remains to prove Lemma 3. Changing variables q → τ in the formula of Lemma 2 and deforming the resulting contour by Cauchy's theorem gives that for A > 1,
dτ.
For brevity, we write
We now assume that z = e iθ for some θ ∈ (
), and move the contour of integration downward to a height A . As we do so, each pole τ 0 of G(τ, z) in the region defined by , and these are the only poles for √ 3/2 < A < A. The residues can be easily calculated using the alternative formula
−2πi
If √ 3/2 < A < sin θ, the result is the equation
.
We 
. Since these points have real part −1/2 and 1/2, respectively, we add a small circular arc to each of the vertical contours of integration in the usual way. The result is a contribution of Alternatively, if π/2 < θ < 1.9, we choose
, and the quantity we are bounding will equal
We deal with these cases separately.
In the first case, suppose that 1.9 ≤ θ < 2π/3. We assume that m ≥ | | − , and deal first with the case where ≥ 0. Applying absolute values, we find that 
Looking at the first term, 1 < 2 cos(θ/2) < √ 2 for θ ∈ [1.9, 2π/3), and −m(2 sin θ − tan(θ/2)) ≤ 0 for these θ. We can thus bound the first term by 1, and need only show that
To do this, we first note that the length of the contour of integration is 1, so we have
Expanding G, this becomes
To eliminate the dependence on and m, we note that for all |x| ≤ 1/2 and θ ∈ [1.9, 2π/3), 
Close examination of this quantity for all six choices of k shows that this is indeed the case. This proves Lemma 3 and hence Theorem 1 for the case m, ≥ 0.
Remark. For most choices of k , this quantity is closer to 0 than to 1. However, taking k = 0 and looking at values of x near 0 and values of θ near 2π/3 shows that replacing the integral with max |x|≤.5 does not leave much margin for error in proving this quantity to be less than 1. This sensitivity prevents us from replacing the quotient of the ∆ terms by 1, and factors into our choice of A to be .65. Now suppose that = −n, for some integer n ≥ 1, and that m ≥ 2n. The first term becomes (2 cos(θ/2))
. Because m ≥ 2n, this is again bounded by 1 for θ ∈ [1.9, 2π/3].
Working as before, we find that we need to bound
Since m ≥ 2n, this is less than or equal to
. for θ ∈ [1.9, 2π/3), and, again, for every choice of k this is less than .985. This completes the proof of the first case.
A similar calculation shows that if π/2 < θ < 1.9, then )}. In a different direction, we remark that the zeros of Hecke eigenforms of weight k are expected to become equidistributed in F with respect to hyperbolic measure as k → ∞ (see [11] for precise statements).
