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Interplay between Syntax and Semantics during Sentence
Comprehension: ERP Effects of Combining
Syntactic and Semantic Violations
Peter Hagoort
Abstract
& This study investigated the effects of combined semantic
and syntactic violations in relation to the effects of single
semantic and single syntactic violations on language-related
event-related brain potential (ERP) effects (N400 and P600/
SPS). Syntactic violations consisted of a mismatch in grammat-
ical gender or number features of the definite article and the
noun in sentence-internal or sentence-final noun phrases
(NPs). Semantic violations consisted of semantically implausible
adjective–noun combinations in the same NPs. Combined
syntactic and semantic violations were a summation of these
two respective violation types. ERPs were recorded while
subjects read the sentences with the different types of
violations and the correct control sentences. ERP effects were
computed relative to ERPs elicited by the sentence-internal or
sentence-final nouns. The size of the N400 effect to the
semantic violation was increased by an additional syntactic
violation (the syntactic boost). In contrast, the size of the P600/
SPS to the syntactic violation was not affected by an additional
semantic violation. This suggests that in the absence of syntactic
ambiguity, the assignment of syntactic structure is independent
of semantic context. However, semantic integration is influ-
enced by syntactic processing. In the sentence-final position,
additional global processing consequences were obtained as
a result of earlier violations in the sentence. The resulting
increase in the N400 amplitude to sentence-final words was
independent of the nature of the violation. A speeded anomaly
detection task revealed that it takes substantially longer to
detect semantic than syntactic anomalies. These results are
discussed in relation to the latency and processing character-
istics of the N400 and P600/SPS effects. Overall, the results
reveal an asymmetry in the interplay between syntax and
semantics during on-line sentence comprehension. &
INTRODUCTION
Recent accounts of the human language system ( Jack-
endoff, 1999, 2002; Levelt, 1999) assume a tripartite
architecture, which consists of separate processing lev-
els for conceptual/semantic information, orthographic/
phonological information, and syntactic information.
Based on this architecture, most current models of
language processing agree that in on-line sentence
processing, different types of constraints are very quickly
taken into consideration during speaking and listening/
reading. Constraints on how words can be structurally
combined operate next to qualitatively distinct con-
straints on the combination of word meanings, on
the grouping of words into phonological phrases, and
on their referential binding into a discourse model.
Together, these constraints solve the ‘‘binding problem’’
for language, or, in other words, how speakers and
writers, listeners and readers bind single-word informa-
tion into multi-word utterances and complex messages
(Hagoort, Brown, & Osterhout, 1999).
Despite fairly wide agreement on the types of con-
straints that are effective during the formulation and the
interpretation of sentences, exactly how these are imple-
mented in the overall sentence processing machinery is
still a matter of considerable debate in psycholinguistics.
One of the key issues is if, when, and how the assignment
of a syntactic structure to an incoming string of words and
the semantic integration of single word meanings interact
during reading/listening. One view is that in sentence
comprehension, the syntactic analysis is autonomous
and initially not influenced by semantic variables (Frazier,
1987). Semantic integration can be influenced by syntac-
tic analysis, but it does not contribute to the computation
of syntactic structure. Some recent empirical evidence
for this view is provided in a study of O’Seaghdha (1997),
measuring naming latencies. An alternative view main-
tains that semantic information can guide or contribute
to the syntactic analysis of the utterance. This view is
mainly supported by studies showing that the reading of
syntactically ambiguous sentences is immediately influ-
enced by lexical or more global semantic information
(e.g., Trueswell, Tanenhaus, & Garnsey, 1994; Trueswell,
Tanenhaus, & Kello, 1993; Altmann & Steedman, 1988;
Tyler & Marslen-Wilson, 1977).University of Nijmegen
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Some of the discrepancies between the different views
on this topic are due to the fact that no clear distinction
is made between cases where the syntactic constraints
are, at least temporarily, indeterminate with respect to
the structural assignment (syntactic ambiguity), and
cases where these constraints are sufficient to determine
the syntactic analysis. In the former case, there is
evidence for an immediate influence of nonsyntactic
context information on the structure that is assigned
(Tanenhaus & Trueswell, 1995). However, for the latter
case, although it has not been studied as intensely, the
available evidence seems to provide support for a certain
level of syntactic autonomy (O’Seaghdha, 1997).
The purpose of the present study is to shed light on
the interplay between syntactic and semantic informa-
tion, when the syntactic structure can be fully computed
from the lexical–syntactic (i.e., lemma) information
that is retrieved on the basis of the incoming string
of words (see Vosse & Kempen, 2000 for a computa-
tional model). The approach taken here was to exploit
the fact that different types of electrophysiological
brain activity (i.e., event-related brain potentials [ERPs])
have been shown to honor the distinction between the
processing of syntactic and semantic information (cf.
Hagoort et al., 1999).
ERPs are electrical changes generated by the brain but
usually recorded from electrodes placed on the scalp.
The changes are induced by an external stimulus or an
internal processing event. In principle, qualitatively dif-
ferent processing events can show up as latency or
amplitude modulations of qualitatively distinct ERP com-
ponents. An important example in this context is the
distinction between semantic and syntactic ERP effects in
comprehension. The processing of semantic information
is found to influence the amplitude of a negative-going
ERP component between roughly 250 and 550 msec, and
with a maximal amplitude at about 400 msec (Kutas &
Hillyard, 1980). This amplitude modulation is referred to
as the N400 effect. Usually, the N400 effect is larger over
posterior electrode sites than over frontal sites. The N400
effect can be observed to words in the context of another
word, of a sentence, or of a larger discourse (van
Berkum, Hagoort, & Brown, 1999). The easier the match
between the lexical–semantics of a particular content
word and the semantic specification of the context, the
more reduced the amplitude of the N400. The anteced-
ent conditions of the N400 effect suggest that it is
especially sensitive to semantic integration processes
(Chwilla, Brown, & Hagoort, 1995; Brown & Hagoort,
1993, 1999).
In addition to the semantic N400 effect, two syntax-
related ERP effects have been reported in recent years.
One is a negative shift in the ERP waveform within the
same latency range as the N400, but with a clearly more
frontal distribution. The frontal negative shift goes
under different names, but it is most often referred to
as the Left Anterior Negativity (LAN), although in many,
cases the distribution is bilateral (Hagoort, Wassenaar,
& Brown, 2003). The second syntax-related ERP is a
positive-polarity shift that starts at about 500 msec and
can continue for another 500 msec. This is referred to
here as the P600/SPS effect. The frontal negativities are
observed to morphosyntactic violations (Mu¨nte &
Heinze, 1994; Mu¨nte, Heinze, & Mangun, 1993) and
to violations of word category (Friederici, Hahne, &
Mecklinger, 1996). The latter violations refer to a mis-
match between the word category of a particular word
(e.g., noun) and the word category that the phrase
structure requires at this specific position in the unfold-
ing sentence. The P600/SPS effect is seen to a larger
series of syntactic violations, including phrase structure
violations, subcategorization violations, and violations in
the agreement of number and case (cf. Hagoort et al.,
1999 for a review), but also to violations of syntactic
preferences in syntactically ambiguous sentence struc-
tures (van Berkum et al., 1999; Osterhout, Holcomb,
& Swinney, 1994). For the purpose of this study, it
is important to note that a P600/SPS is also found
following a violation of agreement in grammatical gen-
der in Dutch (Hagoort & Brown, 1999; van Berkum,
Brown, & Hagoort, 1999), a result that indicates that
the processing of grammatical gender information is not
a semantic-content-driven but a syntactic-form-driven
process (Hagoort & Brown, 1999).
To study the interplay between semantic integration
and syntactic assignment in comprehension, a full fac-
torial design was used, in which subjects were not only
confronted with semantic and syntactic violations but
also with the combination of these violation types.
Figure 1 depicts the logic behind the current study.
On the basis of the observed ERP effects to semantic and
syntactic violations, the inference can be made that
semantic integration processes feed into the generators
of the N400, whereas syntactic assignment processes
feed into the generators of the P600/SPS (and possibly
other ERPs, such as the LAN). Most likely, each of these
components is generated by a distributed ensemble of
neural generators (Osterhout & Nicol, 1999). Under the
reasonable assumption that the generators of the N400
and P600/SPS are nonoverlapping, Helmholtz superpo-
sition principle holds. According to this principle, the
effects of nonoverlapping generators summate in the
scalp-recorded ERPs. However, this will only occur if also
the processes that drive the activity of these nonover-
lapping generators are fully independent. Such would be
the case if semantic integration and syntactic assignment
are totally independent processes. If, however, these
processes interact, nonadditivity will result.
Note that this logic does not assume that the N400
and the P600/SPS are language specific. As has been
argued by Osterhout and Hagoort (1999), there is no
firm evidence that the neural generators responsible for
the language-relevant ERP effects are language specific.
But crucially, although the existence of language-related
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ERP effects does not allow the inference that they are
language specific, it is the case that within the domain of
language processing, different ERP effects are triggered
by operations at different levels of human language
processing (for a more extensive discussion, see Ha-
goort et al., 1999). Thus, the finding of qualitatively
distinct ERP effects for semantic and syntactic processing
operations supports the claim that these two levels of
language processing are domain specific. However, do-
main specificity should not be confused with modularity
(Fodor, 1993), which makes the much stronger claim
that domain-specific levels of processing operate auton-
omously without interaction (informational encapsu-
lation). Although domain specificity is widely assumed
in models of language processing, there is much less
agreement about the organization of the cross-talk
between different levels of sentence processing (cf.
Boland & Cutler, 1996). This study will provide data
relevant to this latter issue.
So far, only a few ERP studies have tested the inter-
action of syntactic and semantic processing by combin-
ing syntactic and semantic violations in a fully factorial
design (Friederici, Steinhauer, & Frisch, 1999; Osterhout
& Nicol, 1999; Ainsworth-Darnell, Shulman, & Boland,
1998; Gunter, Stowe, & Mulder, 1997). Although, on the
whole, these studies suggest nonadditivity of semantic
and syntactic violation effects, for reasons to be dis-
cussed below, the nature of the nonadditivity was not
clear. Therefore, conclusions about the precise nature of
the interaction between semantic integration and syn-
tactic assignment are difficult to draw from these studies.
Osterhout and Nicol (1999) report a slightly smaller
N400 effect and a smaller P600/SPS to the combined
semantic and syntactic violation in comparison to the
summation of the single semantic and syntactic violation
effects. Friederici et al. (1999) reported an N400 effect
for the semantic violation, but they did not find an N400
effect for the combined semantic and syntactic violation.
Ainsworth-Darnell et al. (1998) found an N400 effect to
semantic anomalies, a P600/SPS to syntactic violations,
and both an N400 effect and a P600/SPS to the combined
violation. In one experiment, Gunter et al. (1997) re-
ported an approximate summation for the combined
violation of the single syntactic and semantic violations.
In a second experiment, however, the authors found the
P600/SPS to the double violation to be reduced relative
to the single syntactic violation.
With respect to determining the nature of the inter-
action between semantic and syntactic processing,
these studies suffer from two potential problems. One
problem is that, in three of the studies, the ERPs that
were compared were elicited by different words in the
relevant conditions (Ainsworth-Darnell et al., 1998;
Osterhout & Nicol, 1999; Gunter et al., 1997). This
might have introduced subtle deviations from linearity,
for instance, as a result of interactions with certain
lexical characteristics of the critical words (CWs; Osterh-
out & Nicol, 1999). In two of the studies (Friederici
et al., 1999; Gunter et al., 1997), the CWs were in
sentence-final position. It is found in a number of ERP
studies that processing problems somewhere in the
sentence tend to elicit not only a local ERP effect to
the lexical element that embodies the processing prob-
lem but also a more global effect to sentence endings
(Hagoort, Brown, & Groothusen, 1993; Osterhout &
Holcomb, 1992, 1993; Osterhout & Nicol, 1999). These
sentence-ending effects are most likely due to sentence
‘‘wrap-up,’’ response, and/or decision processes. Con-
sequently, CWs in sentence-final positions show an
overlap of local and global processing effects. This again
complicates an analysis of possible nonlinearities such
that clear conclusions about the directionality of poten-
tial interactions between semantic integration and syn-
tactic assignment are difficult to draw.
Figure 1. The logic of the
experiment: Syntactic processes
trigger the generators of the
P600/SPS, semantic processes
trigger the generators of the
N400. Nonadditivity of scalp-
recorded waveforms resulting
from semantic and syntactic
processing are indicative of
cross-talk between these two
types of processing operations.
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In the present study, these potential confounding
factors were remedied by having the identical CWs in
all conditions and by presenting the CWs in nonfinal
sentence position. However, in a separate set of con-
ditions, CWs were presented in sentence-final position to
allow for a direct comparison between sentence-internal
and sentence-final word position effects.
The syntactic violation conditions in this study ex-
ploited the characteristics of the grammatical gender
system in Dutch. Dutch nouns have either one of two
grammatical genders: common gender and neuter gen-
der (van Berkum, 1996). When produced with a definite
article, a singular noun phrase (NP) is gender marked by
the article of the noun. The definite article ‘‘de’’ is used
for nouns of common gender, whereas the definite
article ‘‘het’’ is used for nouns of neuter gender. In
addition to the violation of grammatical gender in
singular NPs, a violation of number agreement was
realized for plural NPs. In Dutch, the article ‘‘de’’ has
to be used for definite plural NPs, the article ‘‘het’’ can
only be used in combination with a singular NP. When
used in combination with a plural NP, it violates the
number agreement constraints.
The semantic violation was realized by semantically
unacceptable combinations of an adjective and its fol-
lowing noun (e.g., honest umbrella), in which, for
instance, the adjective requires an animate noun, but
is followed by an inanimate one.
ERPs were recorded while participants read sentences
containing NPs with either a correct agreement between
the definite article and the noun, or sentences in which
there was a gender/number mismatch between article
and noun, for instance, when a neuter article is com-
bined with a noun of common gender (see Table 1 for
an example of the stimulus materials). In addition, the
NPs could be semantically acceptable or anomalous.
Finally, the combined violation condition contained
sentences in which the syntactic and semantic violations
were superimposed. After reading each sentence in a
word by word presentation format, subjects indicated by
a button press whether the sentence was acceptable
or not. In a follow-up study, subjects had to give a
Table 1. Example Sentences of the Materials, with Sentence-Internal (1) and Sentence-Final Violations (2)
The critical nouns are italicized, incorrect articles and anomalous adjectives are in bold. Synt : syntactic violation; Sem :
semantic violation; Synt , Sem  : combined syntactic and semantic violation. The example sentences are in Dutch, with the
literal English translation in brackets. In the English translations, the following abbreviations are used: com = article/noun of
common gender; neut = neuter gender article. Examples (1a) and (1b) are for the singular nouns, and (2a) and (2b) are for the
plural nouns. For Dutch plural nouns, the article ‘‘de’’ is the only option.
(1a) De kapotte paraplu staat in de garage.
Het kapotte paraplu staat in de garage. (Synt )
De eerlijke paraplu staat in de garage. (Sem )
Het eerlijke paraplu staat in de garage. (Synt , Sem )
(Thecom/Theneut broken/honest umbrellacom is in the garage.)
(1b) De bekwame vaklieden zien de kwaliteit van het produkt.
Het bekwame vaklieden zien de kwaliteit van het produkt. (Synt )
De zoute vaklieden zien de kwaliteit van het produkt. (Sem )
Het zoute vaklieden zien de kwaliteit van het produkt. (Synt , Sem )
(Theplural/com/Thesingular/neut skilled/salty craftsmenplural appreciate the quality of the product.)
(2a) Cindy sliep slecht vanwege de griezelige droom.
Cindy sliep slecht vanwege het griezelige droom. (Synt )
Cindy sliep slecht vanwege de verkouden droom. (Sem )
Cindy sliep slecht vanwege het verkouden droom. (Synt , Sem )
(Cindy slept badly due to thecom/theneut scary/sniffing dreamcom.)
(2b) De uitzending is verstoord door de rumoerige jongeren.
De uitzending is verstoord door het rumoerige jongeren. (Synt )
De uitzending is verstoord door de bewolkte jongeren. (Sem )
De uitzending is verstoord door het bewolkte jongeren. (Synt , Sem )
(The broadcasting is interfered with by theplural/com/thesingular/neut noisy/cloudy youngstersplural.)
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speeded response to the same sentences, whenever they
detected an anomaly.
RESULTS
Acceptability Judgments
According to the acceptability judgements that were
given after each sentence, subjects found 95% of the
correct sentences acceptable. For the sentences contain-
ing a violation, the results were as follows: For the
sentences with a syntactic violation, 97% was rated as
unacceptable, for the sentences with a semantic viola-
tion, 90% was unacceptable, and the combined violation
was rated as unacceptable in 99% of the cases. This
clearly demonstrates the sensitivity of subjects to both
syntactic and semantic violations.
ERP Data
According to the logic of the experiment, if semantic
integration and syntactic assignment are both fully au-
tonomous processes, the ERP effect of the double
violation should be a summation of the ERP effects of
the syntactic and semantic violations. The inspection of
the subtraction waveforms (not presented here), how-
ever, indicated that the double violation could not be
modeled as a summation of the single semantic and
syntactic violations. The observed nonadditivity suggests
an interaction between semantic integration and syntac-
tic assignment at some stage of language comprehen-
sion. To determine the exact nature of this processing
interaction, sentence-internal and sentence-final ERP
effects were analyzed in more detail. The results of these
analyses are presented below.
Sentence-Internal Effects
For the sentence-internal NPs, Figure 2A and B shows
overlays of the ERP waveforms at a central midline
electrode site (Cz) for the noun in the three violation
conditions and the control condition. Different ERP
components are clearly visible in the ERP waveform for
all conditions (see Figure 2A). A N1 component at
around 120 msec is followed by a P2 component at
about 200 msec. These ERP components are followed by
the N400 with a maximal amplitude at roughly 400 msec.
The N1 amplitude shows some differences across con-
ditions. Especially the semantic violation results in a
slightly reduced N1. However, because the P2 ampli-
tudes are very similar for all conditions, the N400
amplitude seems unaffected by the N1 differences.
Moreover, at other electrode sites (i.e., LTP, Pz, RTP,
OL, OR; see Figure 3) the N1 amplitude for the semantic
violation is not different, or even slightly larger than the
N1 amplitude of the other conditions. Especially the
N400 amplitude difference between the semantic viola-
tion and the combined violation, therefore, cannot be
explained away as a consequence of differences at the
level of the N1 amplitude (see Figure 3).
The amplitude of the N400 is largest for the combined
violation. Relative to the control condition, the N400
amplitude is also increased for the semantic violation,
but to a lesser extent than for the combined violation.
Inspection of the other electrode sites (Figure 3) show
that the N400 effect of the combined violation is largest
over all electrode sites. The syntactic violation shows an
increased amplitude in the 300–500 msec latency range
over left anterior–temporal sites.
The N400 is followed by a positive deflection that is
largest for the syntactic violation. This positive deflection
starts at about 500 msec and carries over into the
processing epoch of the following word. Inspection of
the other electrode sites (see Figure 3) shows that this
positive shift is largest over centro-parietal sites, with an
equal distribution over both hemispheres. On the basis
of the polarity, the latency, and the scalp distribution of
this ERP effect, it can be unambiguously characterized as
a P600/SPS.
Sentence-Final Effects
Figure 4A and B shows overlays of the waveforms for
the sentence-final NPs. As for the sentence-internal
waveforms, a clear N400 effect is visible that is largest
for the combined violation. Figure 5 shows that the
amplitude increase of the combined violation relative to
the semantic violation is most prominent over anterior
sites, but absent over posterior sites. The N400 is
followed by a P600/SPS, with a similar distribution
across the scalp as for the sentence-internal violation.
However, in contrast to the sentence-internal syntactic
violation, the P600/SPS to the syntactic violation in
sentence-final position is preceded by a widely distrib-
uted negative shift within the 300–500 msec latency
range. Over the lateral sites, this negative shift increases
from frontal to parietal sites (see Figure 5). Over the
midline sites, the effect is largest over the central
electrode site (Cz).
As can be seen in Figure 5, the P600/SPS was most
marked over posterior sites including Cz. No hemi-
spheric asymmetries in the size of the P600/SPS were
observed.
Statistical Analyses
ERPs were quantified by mean amplitude measures in
300–500 and 500–700 msec time windows following the
onset of the CW, which is the noun in the sentence-
initial or sentence-final NP. The first window covers the
N400, the second window the P600/SPS. For the N400
window, mean amplitudes were computed relative to a
150 msec baseline preceding the CW. For the P600/SPS,
mean amplitudes were computed relative to a baseline
of 300–500 msec following the onset of the CW to
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Figure 2. ERP waveforms at
the central midline electrode
(Cz) for the correct condition
and the three types of viola-
tions at a sentence-internal po-
sition. The critical noun is
presented at Time 0. At 600
msec, the next word appeared
on the screen. Negativity is
plotted upwards in this and all
other figures. (A) This part of
the figure shows the effects in
the N400 window. The boost of
the N400 effect in the com-
bined semantic and syntactic
violation is marked
in blue. (B) This part of the
figure shows the effects in the
P600/SPS window after renor-
malization in the 300–500 msec
latency range.
888 Journal of Cognitive Neuroscience Volume 15, Number 6
compensate for the preceding N400 amplitude differ-
ences (see below). Given the limited number of trials
(20) in the conditions separated for noun number
(singular, plural), data were collapsed over number.
The resulting mean amplitude values were entered into
an omnibus ANOVA, with grammaticality (2 levels: vio-
lation, correct), semantics (2 levels: violation, correct),
position (2 levels: sentence-internal, sentence-final) and
electrode site (13 levels) as within-subjects factors. The
omnibus ANOVA was followed by three planned compar-
isons, one for each type of violation. For the repeated-
measures analyses of variance, the Greenhouse–Geisser
correction (Winer, 1971) was applied for effects with
more than one degree of freedom in the numerator.
The corrected degrees of freedom and p values are
reported. When appropriate, reliable main effects in
the presence of a significant interaction were followed
by tests of the simple effects. Because main effects of
position and electrode are not informative with respect
to the relevant issues of this study, these effects will not
be reported.
N400
The omnibus ANOVA on the mean amplitude in the
300–500 msec latency range resulted in significant main
Figure 3. ERP waveforms at all
13 electrode sites for the four
conditions in sentence-internal
position. The critical noun
is presented at Time 0. At
600 msec, the next word
appeared on the screen.
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Figure 4. ERP waveforms at
the central midline electrode
(Cz) for the correct condition
and the three types of violations
at the sentence-final position.
The critical noun is presented at
Time 0. (A) This part of the
figure shows the effects in the
N400 window. The boost of the
N400 effect in the combined
semantic and syntactic violation
is marked in blue. (B) This
part of the figure shows the
effects in the P600/SPS window
after renormalization in the
300– 500 msec latency range.
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effects of semantics, F(1,23) = 18.22, MSE = 25.5, p =
.0003, and grammaticality, F(1,23) = 8.06, MSE = 19.4,
p = .009. These main effects were qualified by a signif-
icant three-way Position  Semantics  Grammaticality
interaction, F(1,23) = 5.07, MSE = 11.6, p = .034. For
the sentence-internal position, next to significant main
effects of semantics, F(1,23) = 9.67, MSE = 18.5, p =
.0049, and grammaticality, F(1,23) = 4.78, MSE = 12.4,
p = .039, there was a marginally significant Semantics 
Grammaticality interaction, F(1,23) = 3.60, MSE = 9.1,
p = .070. In sentence-final position, only significant main
effects of semantics, F(1,23) = 16.49, MSE = 17.7, p =
.0005, and grammaticality, F(1,23) = 5.64, MSE = 17.7,
p = .026, were obtained. No significant Semantics 
Grammaticality interaction was observed, F(1,23) = 1.38,
MSE = 19.9, p = .25. For sentence-internal positions,
it thus seems that semantic and syntactic processing
factors interact at the level of the N400 amplitude. The
omnibus ANOVA was followed by separate analyses per
violation type.
For the semantic violation (Sem ), a significant N400
effect was observed, F(1,23) = 9.94, MSE = 22.4,
p = .005. In addition, the analysis resulted in a significant
Semantic Violation Position interaction, F(1,23) = 4.57,
Figure 5. ERP waveforms at all
13 electrode sites for the four
conditions in sentence-final
position. The critical noun is
presented at Time 0.
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MSE = 11.6, p = .043. The N400 effect was clearly larger
in sentence-final than in sentence-internal position. The
N400 effect showed a more posterior distribution in
the sentence-final condition compared to the sentence-
internal condition. This topographic difference resulted
in a significant three-way Position  Violation  Elec-
trode interaction, F(1,23) = 6.63, MSE = 0.9, p < .05.
For the sentence-internal position, the N400-effect had
a slightly more anterior distribution than usual. Although
over the midline sites, the N400 effect was maximal
over Pz, it became only significant in an analysis on the
medial and left anterior–temporal electrode sites Fz, F7,
LAT, LT, F(1,23) = 5.00, MSE = 10.2, p = .035. For the
sentence-final position, the effect was highly significant,
F(1,23) = 11.67, MSE = 21.1, p = .002.
For the syntactic violation (Synt ), the ANOVA sup-
ported the impression from Figures 2, 3, 4, and 5. For
the 300–500 msec latency range, the syntactic violation
resulted in a significant main effect, F(1,23) = 4.77, MSE =
15.2, p = .039. However, this effect was qualified by a
marginally significant Violation  Position interaction,
F(1, 23) = 3.33, MSE = 12.9, p = .081. Separate analyses
for the sentence-internal and sentence-final syntac-
tic violations resulted in a significant effect for the
sentence-final position, F(1,23) = 7.77, MSE = 14.6,
p = .011, but not for the sentence-internal position,
F < 1. In contrast to the semantic violation, an analysis
on the medial and left antero-temporal electrode sites
for the syntactic violation in sentence-internal position
failed to reach significance, F(1,23) = 1.38, MSE = 12.8,
p = .25.
The combined violation (Synt , Sem ) resulted in
a significant N400 effect, F(1,23) = 29.12, MSE = 19.8,
p < .0000, but the Violation  Position interaction
was not significant, F < 1. To test for the ‘‘syntactic
boost’’ of the semantic N400 effect, in a planned
comparison, the N400 effect in the semantic violation
condition was directly tested against the N400 effect
in the combined violation condition. This analysis
resulted in a marginally significant effect, F(1,23) =
4.06, MSE = 20.6, p = .056. Most critically (see
Discussion), for the sentence-internal position, the
syntactic boost was highly significant, F(1,23) = 11.27,
MSE = 8.0, p = .003. No such boost was observed in
sentence-final position, F < 1.
P600/SPS
As can be seen in the averaged waveforms (Figures 2–5),
the N400 amplitude modulations are followed by in-
creased positive shifts for the syntactic violation and for
the combined violation. In this case, the analysis of the
P600/SPS is complicated by the preceding differences in
N400 amplitudes. One way to compensate for this
baseline problem is to compute peak-to-peak ampli-
tudes for the N400 – P600/SPS (cf. Coles, Gratton,
Kramer, & Miller, 1986). However, determining the peak
values for long latency components in single subjects’
averaged waveforms is error prone, given the absence of
a sharply defined peak. Therefore, the waveforms were
renormalized with respect to the N400 latency window.
Mean amplitudes were computed relative to the mean
amplitude in the latency range of 300–500 msec after
onset of the critical noun in the sentence-internal or the
sentence-final position.
The omnibus ANOVA on the renormalized amplitude
values in the 500–700 msec latency range resulted in a
highly significant effect of grammaticality, F(1,23) =
57.10, MSE = 27.9, p = .0000. The effect of semantics
failed to reach significance, F(1,23) = 2.54, MSE = 9.2,
p = .12. Neither the Semantics  Grammaticality inter-
action, F < 1, nor the three-way Position  Semantics 
Grammaticality interaction, F < 1, were significant. Thus,
the amplitude of the P600/SPS seems affected only by the
syntactic violation. Again, the omnibus ANOVA was fol-
lowed by separate analyses for each of the violations.
For the semantic violation (Sem), the analysis on the
renormalized data in the P600/SPS latency range (500–
700 msec) showed no P600/SPS effect, F(1,23) = 2.49,
MSE = 8.3, p = .13. The absence of a P600/SPS was found
for both sentence-internal and sentence-final semantic
anomalies, as indicated by the absence of a Position 
Violation interaction, F(1,23) = 1.09, MSE = 5.9, p = .31.
As expected, a purely semantic violation does not result
in a P600/SPS effect.
For the syntactic violation (Synt ) the analysis
resulted in a highly significant main effect of Violation,
F(1,23) = 51.77, MSE = 16.6, p < .000. A marginally
significant Position  Violation interaction, F(1,23) =
3.55, MSE = 4.6, p = .07, was due to a smaller syntactic
violation effect in the sentence-internal (1.4 AV) than in
the sentence-final position (1.9 AV), but both effects
were highly significant.
Just as for the syntactic violation, a highly significant
P600/SPS effect was observed for the combined violation
[Synt , Sem : F(1, 23) = 45.62, MSE = 22.0, p < .000].
Again, the effect was slightly smaller for sentence-
internal violations (1.4 AV) than for sentence-final viola-
tions (2.2 AV), resulting in a marginally significant Posi-
tion  Violation interaction, F(1,23) = 3.48, MSE = 12.3,
p = .07. To test for the ‘‘semantic boost’’ of the syntactic
P600/SPS effect, in a planned comparison, the P600/SPS
effect in the purely syntactic violation condition was
directly tested against the P600/SPS effect in the com-
bined violation condition. This analysis substantiated the
absence of a semantic boost, F < 1, for both sentence
positions (Position  Violation interaction, F < 1).
Sentence-Final N400 Effects
As mentioned in the Introduction, often, local violations
or processing problems somewhere in the sentence
have a downstream effect on the N400 amplitude,
especially to the word in sentence-final position. To
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test for this sentence wrap-up effect, we compared the
ERPs elicited by the sentence-final words in sentences
with a sentence-internal violation. Figure 6 shows the
sentence-final N400 effects for electrode Cz. As can
be seen, all three violation types in sentence-internal
position resulted in an enlarged and long-lasting nega-
tivity to words in sentence-final position. These effects
were largest over posterior sites, without clear hemi-
spheric asymmetries.
Effects were computed based on the mean amplitudes
in the 300–500 msec latency range relative to a 150 msec
baseline preceding the sentence-final word. Averaged
over all 13 electrode sites, the N400 effects were present
for all three violation types, being largest for the com-
bined violation (2.0 AV), slightly smaller for the syntactic
violation (1.6 AV), and smallest for the semantic violation
(1.1 AV). The effects were tested in planned compar-
isons between each violation type and the baseline
condition. For the semantic condition, a significant
main effect of Violation was obtained, F(1,23) = 8.65,
MSE = 22.6, p = .007, as well as a significant Violation 
Electrode interaction, F(1,23) = 4.72, MSE = 1.2, p < .05.
The interaction was due to the posterior distribution of
the effect. For the syntactic violation, the analysis
also resulted in a significant main effect of Violation,
F(1,23) = 15.43, MSE = 26.3, p = .0007, and a significant
Violation  Electrode interaction, F(1,23) = 10.70,
MSE = 1.4, p < .01. Finally, the combined violation
analysis had a similar outcome, with a highly significant
violation effect, F(1,23) = 43.16, MSE = 13.8, p = .000,
as well as a significant Violation  Electrode interaction,
F(1,23) = 11.7, MSE = 1.3, p < .001. As for the semantic
violation, for the latter two violations, the interactions
were the result of the posterior distribution of the
effects. These results provide very clear-cut evidence
for sentence-final effects of processing problems at
earlier positions in the sentence.
Reaction Time Control Study
At least for the sentence-internal violations, on the basis
of the ERP effects, and more in particular on the basis
of the latencies of the N400 effect and the P600/SPS
effect, one cannot exclude that subjects are slower in
detecting syntactic than semantic violations. To test for
this possibility, a control study was run, in which
subjects were asked to provide speeded responses to
the violations. The materials, experimental lists, and
presentation parameters were exactly the same as in
Experiment 1. Subjects were instructed to read the
sentences carefully and to react immediately upon
detecting an anomaly. Subjects gave a pushbutton
response with the index finger of their dominant hand.
Twenty-four paid volunteers (18 women) between 20
and 29 years of age (average: 23.4 years) participated in
this control experiment.
Results
Figure 7 summarizes the results for the three violation
types in sentence-internal and sentence-final positions.
For both sentence positions, detection latencies were
longer for the semantic violations than for the syntactic
and the combined violations. The violation detection
Figure 6. Sentence-final
ERP waveforms at Cz for the
sentence-internal conditions.
The final word of the sentence
is presented at Time 0.
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latencies were tested in separate repeated-measures
ANOVAs for the sentence-internal and sentence-final
violation position, with Violation Type (semantic, syntac-
tic, combined) as the within-subject factor. These analy-
ses resulted in a highly significant effect of Violation Type
for both sentence-internal, F(1,23) = 37.0, p < .001, and
sentence-final violations, F(1,23) = 14.6, p < .001. Over-
all, the detection latencies for the semantic violation
were 200 msec longer than for the syntactic violation,
and 254 msec longer than for the combined violation.
These results clearly indicate that the latencies of the
relevant ERP effects cannot be predicted by the time it
takes to detect the anomaly.
DISCUSSION
The results of this study can be summarized as follows.
In the absence of an interaction between semantic and
syntactic analyses during on-line sentence comprehen-
sion, the effects of the syntactic and the semantic
violations should have been additive. This follows from
Helmholtz superposition rule, which says that contribu-
tions from nonoverlapping neural generators (i.e., the
N400 and the P600/SPS) show additive effects in the
scalp-recorded potentials. Because nonadditivity was
obtained, the conclusion must be that the processes
that feed into these two generator ensembles are inter-
acting at some level.
The results for the syntactic violation were very
clear-cut. A violation of the gender or number agree-
ment between the article and the noun in Dutch NPs
resulted in a classical P600/SPS (cf. Hagoort et al., 1993;
Osterhout & Holcomb, 1992; Osterhout, McLaughlin, &
Bersick, 1997). This effect was independent of the
position of the agreement violation within the sen-
tence. Although, intuitively, the semantic interpretation
of the sentences was not particularly affected by the
gender/number mismatch between the definite article
and the noun, both the acceptability judgements and
the brain responses showed a significant sensitivity of
the language processing system to violations of gender/
number agreement.
In addition to the P600/SPS, for the syntactic viola-
tions an increased negativity was observed in a latency
range preceding the P600/SPS. However, this negativity
only arose to violations in sentence-final position. Over
lateral sites the negativity had the classical distribution
of the N400, increasing in amplitude from frontal to
posterior sites, and slightly larger over right than left
posterior sites. Over the three midline sites (Fz, Cz, Pz),
the effect was largest over Cz, whereas, classically, the
visual N400 is largest over Pz. However, inspection of
the waveforms suggests that the N400 amplitude at the
Pz site is reduced due to the overlap of the following
P600/SPS, which has a posterior maximum. Thus, al-
though it cannot be completely excluded that the
observed negativity is similar to syntax-related negativ-
ities with a fronto-central distribution that have been
reported in relation to morphosyntactic incongruities
(Mu¨nte, Matzke, & Johannes, 1997), it is much more
likely that the negativity that we obtained is a classical
N400 effect.
The semantic violation resulted in a significant N400
effect. In sentence-final position, the N400 effect was
larger than in sentence-internal position. This could be
due to the fact that, usually, the strength of the semantic
constraints increases towards the end of the sentence.
Violation of these constraints, therefore, has a stronger
Figure 7. The reaction time results of an on-line (speeded) anomaly detection task version of the experiment. Bars represent mean reaction times
and standard deviations for the three violation types in sentence-internal and sentence-final position.
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effect towards the end of sentence compared to earlier
word positions. For the sentence-internal semantic vio-
lations, the topography of the effect showed the usual
posterior distribution over the midline sites, but over
left lateral sites, it had a more anterior distribution than
is usually seen.
Crucial for the purpose of this study are the effects of
the combined violation in relation to the effects of the
single syntactic and semantic violations. A detailed anal-
ysis of the obtained N400 and P600/SPS effects showed a
syntactic boost for the semantic N400 effect, but no
semantic boost of the syntactic P600/SPS effect. This
conclusion is based on the finding that the combined
violation resulted in a larger increase in the N400 ampli-
tude than a purely semantic violation, but in contrast, no
difference in P600/SPS was obtained between the purely
syntactic violation and the combined violation.
This pattern of results suggests an asymmetry between
semantic and syntactic analysis: Syntactic analysis is
unaffected by semantic integration problems. Intuitively,
this implies that assigning structure to a Jabberwocky
sentence is as easy as assigning structure to a meaningful
sentence. Semantic integration is, however, harder in the
presence of a syntactic processing problem. More will be
discussed on this issue below.
Finally, the syntactic effect is modulated by sentence
position. Whereas the syntactic violations in sentence-
internal positions elicited no N400 effect, but only a P600/
SPS, in sentence-final positions, a concomitant N400
effect was observed as well. This N400 effect in sen-
tence-final positions is often seen as result of a process-
ing problem somewhere in the sentence (cf. Hagoort
et al., 1993; Osterhout & Holcomb, 1992, 1993; Osterh-
out & Nicol, 1999). Similar findings have been reported
in the reading time literature. It is a well-established
finding in studies that measure reading times that apart
from local effects, sentence-final words are often strong
attractors of global processing factors related to sentence
wrap-up, decision, and response requirements (e.g.,
Schriefers, Friederici, & Ku¨hn, 1995; Mitchell & Green,
1978). This finding has been replicated with ERPs. For
example, in sentences that subjects judge as unaccept-
able, final words elicit an enhanced N400-like effect,
regardless of whether the unacceptability is semantic or
syntactic in nature (Hagoort et al., 1993; Osterhout and
Holcomb, 1992, 1993). This N400-like effect was also
observed in this study. The three different types of
violations in sentence-internal position all resulted in a
sizeable N400-like effect to the sentence-final word. This
additional N400-like effect in sentence-final position is
presumably related to the consequences of the earlier
violations for the overall integration of the sentential
information into one coherent message.
The methodological consequence is that a direct
comparison between sentence-internal and sentence-
final effects is often not straightforward. Furthermore,
sentence-final effects are sometimes harder to interpret
than sentence-internal effects. As we have seen, pre-
senting a violation in sentence-final position might
result in the summation of the local violation effect
and its consequences for sentence wrap-up. If one is
interested in local effects of language processing that
impact other components than the N400, it is not
always possible to disentangle these from the effects
of global processing costs that show up most clearly in
sentence-final position.
Nevertheless, the sentence-final data present an inter-
esting puzzle. This is that for the purely syntactic
violation in sentence-final position the N400 effect pre-
cedes the P600/SPS in time, which raises the following
issue: What does the latency of the P600/SPS imply about
the time course of syntactic analysis versus semantic
integration processes? The fact that the syntactic viola-
tion had its impact already on the N400 proves that the
relevant syntactic information was available before it
manifested itself in the P600/SPS. Earlier syntax-related
ERP effects in the literature (e.g., Friederici et al., 1996)
support this claim. The relative onset of N400 effects and
the P600/SPS, therefore, cannot be taken as a direct
estimate of the relative time courses of parsing oper-
ations and semantic integration processes. Two poten-
tial explanations for the onset differences between the
N400 effect and the P600/SPS are offered.
One explanation relates to the general nature of
language-relevant ERPs. Currently, there is no single
language-relevant ERP for which the claim can be made
that it is language specific. That is, we do not know
whether the different language processing events
that we are interested in are directly or only indirectly
reflected in the ERP effects. This complication has its
parallel in PET and fMRI where it is often unknown
whether an area of an increased hemodynamic response
is the source of the cognitive operation or the site where
it has its effect. With respect to ERPs, with their millisec-
ond time-course resolution, we face the problem that if
the scalp-recorded potential is only indirectly related to
the cognitive operation under investigation, the time
course of the ERP can be displaced in time relative to
the time course of the cognitive operation by an un-
known amount. This implies that the latency of an ERP
effect reflects the upper bound on the estimation of the
time course of a cognitive operation (Rugg & Coles,
1995).1 The onset of the cognitive operation might have
preceded the moment where it started to manifest itself
in its ERP index. Moreover, this delay is not necessarily
identical for the different language-relevant ERP effects.
Undoubtedly, this complicates deriving straightforward
conclusions from the relative moments in time of qual-
itatively distinct ERP effects. It could, in part, explain
the delay of the P600/SPS relative to the onset of the
N400 effect.
However, for all we know about the speed of infor-
mation transmission in the brain, most likely, the actual
onset difference between N400 effect and P600/SPS can
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only be partly explained by differences in the delay
between a cognitive process and its ERP manifestation.
Functional differences related to the cognitive architec-
ture of language comprehension might also be at stake.
One such difference is that semantic integration is a very
immediate process (Marslen-Wilson, 1989). The process-
ing costs involved in integrating word meaning into the
ongoing sentence interpretation can vary, resulting in
modulations of the N400 amplitude. The P600/SPS,
however, might be related to the outcome of parsing
operations rather than directly reflecting these opera-
tions themselves. That is, if a parsing operation fails
because unification of the syntactic building blocks
cannot take place on the basis of the available feature
specifications (cf. Vosse & Kempen, 2000), a P600/SPS is
elicited. If this functional interpretation is correct, it
implies that the P600/SPS is not directly related to the
unification process itself, but to its failure, which follows
this process in the case of feature mismatch. Under this
account, the processing consequences for a more com-
plicated unification process might already be felt in the
semantic integration operations before the unification
process comes to a halt.
Paradoxically, the behavioral data from the on-line
anomaly detection task showed that it took subjects
much longer to evaluate the semantic acceptability than
the syntactic acceptability of the sentences. However,
indirectly, these data support the proposed processing
distinction underlying the N400 and the P600/SPS effects.
Most likely, the anomaly detection for the syntactic
conditions is based on the fact that for the gender/
number features, unification takes place if the gender
and number features of the article and the noun match,
and it fails if these features do not match. This lends itself
naturally for a mapping onto the two response catego-
ries: correct versus anomalous. Semantic integration is a
much more graded process. Some word meanings are
more difficult to integrate into the context than other
word meanings. However, there does not seem to be a
clear boundary between what can be integrated and what
cannot be integrated in the semantics of the context,
between what is harder to integrate and what is impos-
sible to integrate. The semantic distinctions are less
categorical than the syntactic distinctions. Thus, the
anomaly detection for the semantic violations might be
based on a measure of processing complexity, where
more processing ‘‘evidence’’ has to accumulate before it
maps onto the category ‘‘anomalous.’’
The results of this study replicated the finding of
other studies on the combination of semantic and
syntactic anomalies, in that single semantic violations
resulted in N400 effects, and single syntactic violations in
P600/SPS effects (Friederici et al., 1999; Osterhout &
Nicol, 1999; Ainsworth-Darnell et al., 1998; Gunter et al.,
1997). However, this study differs from other studies in
the results for the combined violation. One reason for
this difference might be related to the position of the
violation in the sentence, which was sentence-final in
two studies (Friederici et al., 1999; Gunter et al., 1997).
In contrast to this study, Osterhout and Nicol (1999)
found that the combined effect was an approximate (but
not perfect) summation of the single violation effects. In
their case, the ERPs in the different conditions were to
nonidentical lexical items, which could have contributed
to the differences between their results and the findings
of this study. In addition, the type of syntactic violation
(Osterhout and Nicol used verb tense violations) and
language (English vs. Dutch) might also have contrib-
uted in unknown ways to the differences in results.
Further testing will be necessary to determine whether
the findings reported here can be generalized across
languages and syntactic violation types.
In summary, given the summation of local and
global processing effects in sentence-final ERPs, the
effects in sentence-internal positions are more straight-
forward with respect to the interplay between syntactic
and semantic processes than the results in sentence-
final position. Taking this positional difference into
consideration, the main conclusions of this study are
as follows: The consequences of a semantic violation on
the N400 amplitude are boosted by an additional syn-
tactic violation. In contrast, the consequences of a
syntactic violation on the amplitude of the P600/SPS
are unaffected by an additional semantic violation. This
suggests an asymmetry between semantic and syntactic
processing. The assignment of syntactic structure is
unaffected by semantic information. In contrast, seman-
tic integration is influenced by syntactic information.
Similar findings have been reported in a series of naming
experiments by O’Seaghdha (1997).
However, one important qualification has to be made
in relation to this interpretation of the results. The
finding that syntactic processing seems unaffected by
semantic context should be restricted to those cases in
which the incremental build-up of syntactic structure on
the basis of the incoming word input is deterministic.
This differs from the case of syntactic ambiguity, where
at specific moments in the structural assignment pro-
cess, more than one syntactic structure can be assigned.
For instance, in the sentence fragment ‘‘John kissed his
sister and his uncle . . . ,’’ ‘‘his sister and his uncle’’ can
be interpreted as a NP (as in ‘‘John kissed [his sister and
his uncle] before he left the house’’), or, alternatively, as
belonging to two different clauses (as in ‘‘[ John kissed
his sister] and [his uncle started the engine of the car]’’).
There is clear evidence from both behavioral data and
from ERP recordings that lexical context (Hagoort et al.,
1999; Osterhout et al., 1994; Trueswell et al., 1993) and
discourse context (van Berkum et al., 1999; Ni, Crain, &
Shankweiler, 1996; Altmann & Steedman, 1988) imme-
diately influence the assignment of structure when there
are different structural options. Thus, syntactic con-
straints conspire with semantic constraints if the latter
are necessary for determining structure, but semantics is
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ignored by syntax if its contribution is not needed.
Syntax is selfish, whereas semantics is altruistic.
METHODS
Materials
For the purposes of this study, the relevant materials
consisted of 320 items. These items consisted of four
versions, one for each type of violation. Each of these
sentence quartets contained one sentence with a viola-
tion of the gender and/or number agreement between
the definite article and the noun (Synt ), one sentence
with a semantic violation due to a semantically unac-
ceptable combination of the adjective and the following
noun (Sem ), a sentence with the combination of
these two violations (Synt , Sem ), and, finally, the
semantically and syntactically correct sentence (for an
example of the materials, see Table 1). In the semanti-
cally correct and the semantically anomalous conditions,
different adjectives preceded the nouns in the CW
position. These adjectives were matched in length and
frequency. Half of the critical sentences contained the
violation in the first NP of the sentence, the other half
in the sentence-final NP. Critically, for both sentence-
internal and sentence-final violations, the violation of
the gender/number agreement and the violation of the
semantic constraint became clear at the same noun.
Thus, lexical differences could not interfere with the
violation effects.
The materials were constructed so that 50% of
the sentences contained a syntactic violation, and 50%
of the sentences contained a semantic violation. For half
of the sentences, the critical noun was presented in its
plural form. To make sure that violations of gender/
number agreement could occur with equal probability
after a common gender and a neuter gender article, 160
filler sentences were added. In this way, violations of
gender/number agreement could not be predicted on
the basis of probability or sentence context. The materi-
als were distributed among four versions of the exper-
iment such that no subject saw more than one version of
a sentence quartet, but across subjects, the critical items
were distributed equally over all conditions.
In addition to experimental items and filler items,
the materials included 20 practice items and 15 start-
up items. Sentences had a mean length of 7.7 words
(SD = 1.2 words). Words were never longer than
12 letters, with nouns in the CW position having a
maximal length of 10 letters. All sentences were simple
active or passive sentences. The materials are available
from the author upon request.
Participants
Twenty-four young subjects from the subject pool of the
Max Planck Institute (20 women) participated in this
study. Subjects ranged in age from 21 to 34 years, with a
mean age of 24.6 years. All subjects had normal or
corrected-to-normal vision and were right-handed, and
they had no neurological history. Subjects were paid for
their participation.
Procedure
Subjects were asked to read the sentences carefully for
comprehension, and to indicate for each sentence
whether or not it was acceptable. Sentences were
presented word by word in the center of a high-
resolution computer screen. Each word was presented
for 300 msec, followed by a blank screen for another
300 msec, after which the next word of the sentence
appeared. The final word of the sentence was pre-
sented together with a period sign. After a variable
delay (minimally 1 sec) from sentence offset, a row of
asterisks appeared on the screen, signaling to the
subjects that they had to push one of two response
buttons indicating whether the sentence was acceptable
or not. Subjects were advised to blink their eyes during
the presence of the asterisks in order to reduce the
probability of eye movements in the critical epochs. The
row of asterisks remained on the screen for a period
of 2 sec, followed by a blank screen for a period of
1150 msec preceding the next sentence.
The test session started with a practice block of 20
practice items to familiarize the subjects with the pro-
cedure. The experimental items were presented in five
blocks of 15 min each, with a short break between each
block. The first three items of each block were start-up
items. The whole test session lasted approximately 1 hr
and 45 min.
EEG Recording and Analysis
ERPs were recorded from 13 electrode sites across the
scalp, using an Electrocap with 13 tin electrodes, each
referred to the left mastoid. ERPs were recorded from
three midline positions (Fz, Cz, Pz) and two frontal sites
(F7, F8) placed according to the International 10–20
system ( Jasper, 1958). In addition, ERPs were recorded
from left and right anterior temporal sites (LAT, RAT),
left and right temporal (LT, RT), left and right temporo-
parietal (LTP, RTP), and left and right occipital sites (OL,
OR). LAT and RAT were placed midway between T3–F7
and T4–F8, respectively. LT and RT were placed 33% of
the interaural distance lateral to Cz. LTP and RTP were
placed 30% of the interaural distance lateral to Cz and
13% of the inion–nasion distance posterior to Cz. OL
and OR were placed midway between O1–T5 and O2–
T6, respectively. Vertical eye movements and blinks
were monitored via a supra- to suborbital bipolar mon-
tage. A right to left canthal bipolar montage was used to
monitor for horizontal eye movements. Activity over the
right mastoid was recorded on an additional channel to
determine if there were differential contributions of the
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experimental variables to the two presumably neutral
mastoid sites. No such differential effects were observed.
The EEG and EOG recordings were amplified with
Nihon Kohden AB-601G bioelectric amplifiers, using a
Hi-Cut of 30 Hz and a time constant of 8 sec. Impe-
dances were kept below 5 k. The EEG and EOG were
digitized on-line with a sampling frequency of 200 Hz.
Sampling started 150 msec before the onset of the
sentence and continued until the asterisks appeared
on the screen. The experimental trials were stored
along with condition codes for off-line averaging and
data analysis.
Prior to off-line averaging, all single trial waveforms
were screened for electrode drifting, amplifier blocking,
muscle artifacts, eye movements, and blinks. Trials con-
taining artifacts were rejected. The overall rejection rate
was 16.2%, equally distributed over conditions.
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Note
1. What we do not know for language-relevant ERP effects,
we do know for the lexical decision task, naming, and other
speeded response measures. All these measures are indirect,
because they require at least transmission of information from
brain areas relevant for a cognitive operation to the motor
cortex in order to result in the actual execution of the speeded
response. This obvious fact is often ignored in on-line RT
studies of language processing.
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