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Abstract
Let two mappings f , g be given between smooth manifolds M , N of different dimensions n + m and n, respectively. We
consider the problem of the coincidence set Coin(f, g) minimization. Suppose the set Coin(f, g) is equal to a finite union of
preimages (under f ×g) of diagonal points of the target space N squared, and each preimage is a closed m-submanifold in M . The
minimizing coincidence problem may, then, be considered with respect to those preimages. How to coalesce two of them, to move
or to remove one of them via homotopies of the mappings f , g? In this paper we give constructive answers to those questions,
under additional conditions.
© 2008 Elsevier B.V. All rights reserved.
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Let f,g :Mn+m → Nn be two mappings between smooth manifolds of indicated dimensions, and m > 0, n > 2.
We consider the problem of the minimization (in a reasonable sense) of the coincidence set Coin(f, g) = {x ∈ M |
f (x) = g(x)}.
This problem has its origin in classical Nielsen theory of fixed points of a selfmap f :X → X (see [2]).The main
problem considered in the Nielsen theory is the problem of the minimization of the fixed point set Fixf = {x ∈ X |
f (x) = x} by means of homotopy of f . Nielsen equivalence between two isolated fixed points means that there is a
path α joining them, which is homotopic to its image f ◦ α relative to the endpoints. Nielsen equivalence class with
a nontrivial homological index is called essential. The number N(f ) of essential classes is called the Nielsen number
of f . N(f ) is a homotopy invariant and a low estimation for the number of fixed points of f . The classical result is
the following: for any continuous selfmap f of a compact connected polyhedron X, which is not a surface and has no
local separating points, there exists a selfmap f˜ homotopic to f such that N(f ) = (Fix(f˜ )).
The Nielsen theory was developed by many authors who obtained refinements of the classical result and relative
versions of the theory [17,23,24,27]. The next step was an equivariant version of Nielsen fixed point theory [8,25].
Then it was noticed that fixed points are just preimages (under id × f ) of the diagonal ΔX ⊂ X ×X, and the Nielsen
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point) (see [4,5,7]).
The next Nielsen theory extension was made to a more delicate case: the case of coincidences of two maps of
different spaces. In this case two mappings f,g :X → Y are considered, and the minimizing problem is investigated
with respect to the coincidence set Coin(f, g) = {x ∈ X | f (x) = g(x)}. The presence of two different spaces implies
a variety of problems concerning, in particular, the cases of equal and different dimensions of the spaces. As for the
case of the same dimension spaces, the coincidence Nielsen theory and its relative and equivariant versions can be
found in the following papers [3,6,12–16,26]. Given two mappings f,g :X → Y , dimX = dimY , two coincidence
points x1, x2 ∈ Coin(f, g) are called Nielsen equivalent if there exists a path α joining them such that the paths f ◦ α
and g ◦ α are homotopic to each other (relative to the endpoints). Quite similarly to the classical Nielsen theory,
(co)homological index of a Nielsen equivalence class of coincidences is introduced, and the coincidence Nielsen
number N(f,g) is defined as a number of essential Nielsen classes, that is, classes with nontrivial indices.
In recent years several papers appeared devoted to the case of different dimensions in this problem. In this case
the coincidence set is not a collection of isolated points but may be more complicated and have positive dimension.
How to avoid or to diminish coincidences in this situation? There are different approaches to this problem. One of
them is the finding of cohomological obstructions for the extension, step by step, of the given pair of mappings (f, g)
from the k-skeleton of the space X to its k + 1-skeleton without coincidences (see [11,22,28]). The other approach
is an attempt to introduce Nielsen type invariants using bordism theories. More exactly, Saveliev (see [21]) considers
the minimizing problem with respect to the singular bordism group of the set Coin(f, g). U. Koschorke (see [18–
20,29,30]) introduces Nielsen type invariants as elements of singular (stabilized and nonstabilized) framed bordism
groups of spaces X or E(f,g) where E(f,g) is a Gurevich type fibration over X with a fibre over x ∈ X consisting
of paths joining the points f (x), g(x). He mostly considers the set Coin(f, g) and its pathcomponents as singular
submanifolds of X or of E(f,g) for smooth mappings f , g.
In this paper, we present some particular results in this field. When solving the minimizing coincidence problem,
one needs to coalesce Nielsen-equivalent coincidence points (or subsets), to move them (especially when dealing
with relative versions of the Nielsen theory) and to remove inessential ones via homotopies of the given mappings.
Consider the following particular situation. Let f,g :Mm+n → Nn be smooth mappings of smooth compact closed
oriented manifolds of indicated dimensions, and m > 0, n > 2. Let the mapping (f ×g) be transversal to the diagonal
ΔN ⊂ N ×N , and the (nonempty) intersection (f × g)(M)∩ΔN consist of (finite number of) isolated points. In this
case the whole set C = Coin(f, g) is a closed m-submanifold in M , which is a finite union of the preimages under
(f × g) of the diagonal points, and each of those preimages is also a closed m-submanifold in M .
So under the described conditions, the minimizing coincidence problem can be considered with respect to those
preimages.
In this paper we present sufficient conditions for “the coalescing” of such m-submanifolds, for the moving and
for the removing of one of them by means of homotopies of f , g, in the case of continuous mappings f , g. The
corresponding homotopies are constructed in an explicit form. These results allow us partly to minimize the number
of the preimages under (f, g) of the diagonal points via special homotopies of the mappings f , g under certain
dimension conditions. The results of this paper were partly represented in [9,10]. Our considerations were inspired
mostly by ideas of J. Guo and P. Heath, J. Jezierski, U. Koschorke, P. Saveliev, H. Schirmer and X. Zhao.
Let f,g :Mn+m → Nn be continuous mappings, M , N smooth compact closed oriented manifolds of indicated
dimensions, and m > 0, n > 2. Now let us introduce preliminary definitions.
Let W be a bordism in M joining closed submanifolds A and B (it means ∂W = A ∪ (−B)).
Definition 1. We say a mapping F :W → N factors through a Morse function ϕ :W → [0;1], if F = h ◦ ϕ, where
h : [0;1] → N stands for an embedded path in N .
Definition 2. We say a homotopy G :W × [0;1] → N factors through a Morse function ϕ if at any moment t ,
0 t  1, G(·, t) :W → N factors through ϕ.
Let on some tubular neighbourhood t (X) of a submanifold X with the boundary ∂X in M a direct product structure
be given by
t (X) ∼= Xε × Dk, (∗)
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boundary point is considered to be a half-disc Dk+1+ = Dk × [0;1), where the small “collar” interval out of X is
identified with the interval [0;1).
Definition 3. We say a mapping V : t (X) → N is compatible with the direct product structure (∗) over a subset
A,A ⊆ X if for any points x1, x2 ∈ A \ ∂X,y ∈ Dk (or for any points x1, x2 ∈ A ∩ ∂X, y ∈ Dk+1+ ) the equality
f (x1) = f (x2) implies f (x1, y) = f (x2, y).
Now we can formulate the following statement:
Theorem 1. Let f,g :Mn+m → Nn be continuous mappings between smooth compact closed oriented manifolds of
indicated dimensions, where m > 0, n > 2. Let A ⊆ C = Coin(f, g) and B be smooth closed oriented m-submanifolds
in M , and the following conditions be fulfilled:
(1) A is bordant to B in M via bordism W , and there exists a neighbourhood U = U(W) with U ∩C = A. The normal
bundle ν(W) in M is trivial, and a direct product structure is given on some tubular neighbourhood t (W) ⊂ U .
(2) The restrictions f |W , g|W are homotopic (relA), and the homotopy Φ(x, s) factors through a Morse function
ϕ given on W (with A = ϕ−1(0), B = ϕ−1(1)), and Coin(Φ(·, s1),Φ(·, s2)) = A for any s1 = s2, 0  si  1,
i = 1,2.
(3) The restrictions f |t (W), g|t (W) are compatible with the given direct product structure on t (W) over the separatrix
family of the Morse function ϕ.
Then there exist homotopies, constant out of U , joining the pair of mappings (f, g) with a pair f˜ , g˜ :M → N , for
which Coin(f˜ , g˜) = (C \ A) ∪ B .
Proof. We shall proceed in three steps.
Step 1. First we shall construct local homotopies joining the mappings f , g with some mappings f1, g1 such that
Coin(f1, g1) = Coin(f, g) ∪ B .
According to the conditions of the theorem, the given homotopy Φ between f and g on W is defined in the
following way:
Φ(x; s) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
a, x ∈ ϕ−1(0) = A, 0 s  1,
f (x), s = 0, x ∈ W ,
γs(t), x ∈ ϕ−1(t), 0 s  1, 0 t  1,
g(x), s = 1, x ∈ W ,
b = γ0(1), s = 0, x ∈ ϕ−1(1) = B,
c = γ1(1), s = 1, x ∈ ϕ−1(1) = B.
Let us denote α(t) = γ0(t), β(t) = γ1(t). So, f (W) = α([0;1]), g(W) = β([0;1]) are embedded paths in N with
α(0) = f (A) = g(A) = β(0) = a ∈ N , and α(1) = f (B) = b ∈ N , β(1) = g(B) = c ∈ N , b = c.
To construct the required homotopies, we need to stretch small end-pieces of the paths α and β along the path
γs(1) up to its middle point γ 1
2
(1). Of course, a small neighbourhood of the submanifold B will be involved into the
process.
Because of the given direct product structure on the tubular neighbourhood t (W), any point z ∈ t (W) over W(0;1) =
ϕ−1((0;1)) is parameterized as follows: z = (x, v), where x = x(t) ∈ ϕ−1(t), 0 < t < 1, v ∈ Dn−1,Dn−1 is the
normal unit disc over x. So, f (z), g(z) depend only on t , v.
Let us denote by tˆ (B) ∼= t (B × (1 − ε,1 + ε)) ∼= B ×Dn the restriction of the neighbourhood t (W) on B × (1 − ε;
1 + ε). (Here the “collar” interval (1 − ε,1 + ε) is identified with the corresponding diameter of the disc Dn.) Points
z ∈ tˆ (B) are parameterized as z = (x, vˆ), where x ∈ B , vˆ ∈ Dn. (Surely, we suppose that f (tˆ(B)) ∩ g(tˆ(B)) = ∅.)
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fs(z) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
f (z), z /∈ tˆ (B),
f (x,
‖vˆ‖− s2
1− s2 ·
vˆ
‖vˆ‖ ), z = (x, vˆ) ∈ tˆ (B), if 12  ‖vˆ‖ 1 and
o s  1, or 0 < ‖vˆ‖ 12 and 0 s  2‖vˆ‖,
γ s
2 −‖vˆ‖(1), z = (x, vˆ) ∈ tˆ (B), 0 ‖vˆ‖ 12 , 2‖vˆ‖ s  1.
(1)
And similarly for the mapping g:
gs(z) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
g(z), z /∈ tˆ (B),
g(x,
‖vˆ‖− s2
1− s2 ·
vˆ
‖vˆ‖ ), z = (x, vˆ) ∈ tˆ (B), if 12  ‖vˆ‖ 1 and
o s  1, or 0 < ‖vˆ‖ 12 and 0 s  2‖vˆ‖,
γ1− s2 +‖vˆ‖(1), z = (x, vˆ) ∈ tˆ (B), 0 ‖vˆ‖ 12 , 2‖vˆ‖ s  1.
(2)
Then the resulting mappings f1, g1 are
f1 =
⎧⎪⎪⎨
⎪⎪⎩
f (z), z /∈ tˆ (B),
f (x,
2‖vˆ‖−1
‖vˆ‖ · vˆ), z = (x, vˆ) ∈ tˆ (B), 12  ‖vˆ‖ 1,
γ
( 12 −‖vˆ‖)(1), z = (x, vˆ) ∈ tˆ (B), 0 ‖vˆ‖
1
2 .
g1 =
⎧⎪⎪⎨
⎪⎪⎩
g(z), z /∈ tˆ (B),
g(x,
2‖vˆ‖−1
‖vˆ‖ · vˆ), z = (x, vˆ) ∈ tˆ (B), 12  ‖vˆ‖ 1,
γ
( 12 +‖vˆ‖)(1), z = (x, vˆ) ∈ tˆ (B), 0 ‖vˆ‖
1
2 .
Now, the images f1(W) = αˆ, g1(W) = βˆ are again embedded paths in N , and αˆ(0) = βˆ(0) = a = f1(A) = g1(A),
αˆ(1) = βˆ(1) = q = γ 1
2
(1) = f1(B) = g1(B). It follows from the construction of the paths that both of them are
homotopic (rel A ∪ B) to the path γ 1
2
(t) = Φ(W × { 12 }).
Indeed, there exist homotopies of the paths which are constant on A ∪ B . It is clear that such homotopies fˆs ,
gˆs can be constructed using the given homotopy Φ and the homotopies (1), (2) constructed above. Here we have
“a homotopy of a homotopy”, one needs similarly to stretch images of the small end piece of the tube t (W) at every
moment s (0 s < 12 ) of the homotopy Φ , in the same way as it was done at s = 0. We will, then, obtain the required
homotopy fˆs , constant on A∪B , joining the paths αˆ and γ 1
2
. The required homotopy gˆs is constructed quite similarly.
It is also clear from the construction that Coin(fˆs, gˆs) = A ∪ B , 0 s  1.
Homotopies (1), (2) are local, therefore, on account of the previous constructions, we now have two result-
ing mappings f1, g1 :M → N , coinciding with the original ones out of a small tubular neighbourhood tˆ (B), and
Coin(f1, g1) = Coin(f, g) ∪ B; Coin(f1, g1) ∩ U = A ∪ B . In addition, the restrictions f1 |W , g1 |W are homotopic
to each other relative A ∪ B , and both of its images f1(W) = αˆ([0;1]) and g1(W) = βˆ([0;1]) are embedded paths in
N homotopic to the path γ 1
2
. Let us notice also that all the remaining conditions of the theorem having been imposed
to the mappings f , g and to the homotopy Φ , are inherited by these new mappings and homotopies.
Step 2. Note that as the path γ 1
2
is embedded into N , it has a neighbourhood Ω homeomorphic to n-dimensional
open disc. There then exists such small closed tubular neighbourhood t ′(W) ⊆ t (W) and such δ,0 < δ < 12 that
f1
(
t ′(W[0;δ]) ∪ t ′(W[1−δ;1])
)∪ g1(t ′(W[0;δ]) ∪ t ′(W[1−δ;1]))⊂ Ω,
where W[t1;t2] stands for ϕ−1([t1; t2]) ⊆ W , and t ′(W[t1;t2]) is the corresponding restriction of the tube t ′(W)(0 
ti  1, i = 1,2).
Now, using the homotopies fˆs , gˆs , one can construct homotopies Fs,Gs : cl(t ′(W)) × [0;1] → N constant on
t ′(W[0;δ]) ∪ t ′(W[1−δ;1]) and joining the mappings f1 = F0, g1 = G0 with a pair of mappings F1,G1 : t ′(W) → N
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theorem will again be inherited by them and by the resulting mappings F1, G1.
To construct the required homotopies, we use the homotopies fˆs , gˆs and 2 auxiliary functions in order to pull
ununiformly the paths αˆ and βˆ up to the neighbourhood Ω , leaving its small end-pieces fixed. Of course, a small
tubular neighbourhood of W(δ;1−δ) will be involved into the process.
The homotopies Fs , Gs can be organized as follows. At first let us define 2 auxiliary functions. Let γ : [δ;1 − δ] →
[0; 12 ] be defined in the following way:
γ (t) =
{
t−δ
1−2δ , δ  t 
1
2 ,
t+δ−1
2δ−1 ,
1
2  t  1 − δ.
Now let λ : [0;1] → [0;1) be a continuous function, satisfying the following conditions:
(1) λ(t) = 0, if t ∈ [0; δ] ∪ [1 − δ;1];
(2) fˆλ(t)(x) ∈ Ω , x ∈ ϕ−1(t), t ∈ [0;1].
Below we denote by x = x(t) all points of W belonging to the subset ϕ−1(t). Note that for any point z ∈ t ′(W(δ;1−δ))
we have the parametrization: z = (x(t), y), where y ∈ Dn−1.
Now define the homotopy Fs on M as follows
Fs(z) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f1(z), z /∈ t ′(W(δ;1−δ)),
f1(x(t),
‖y‖−sγ (t)
1−sγ (t)
y
‖y‖ ), z = (x(t), y) ∈ t ′(W(δ;1−δ)), δ < t < 1 − δ, γ (t) ‖y‖ 1, 0 s  1,
or δ < t < 1 − δ, 0 ‖y‖ γ (t), 0 s  ‖y‖
γ (t)
,
fˆ
(s− ‖y‖
γ (t)
)λ(t)
(x(t)), z = (x(t), y) ∈ t ′(W(δ;1−δ)), δ < t < 1 − δ,
0 ‖y‖ γ (t), ‖y‖
γ (t)
 s  1.
The homotopy Gs is constructed in the same way.
One can see that the boundary of the tube t ′(W) is fixed under these homotopies, hence they are local and constant
out of t ′(W). So, we have obtained mappings Fˆ1, Gˆ1 : M → N with the following properties:
(i) (Fˆ1)|W = F1, (Gˆ1)|W = G1;
(ii) Fˆ1, Gˆ1 are homotopic to the original mappings f,g(relM \ U);
(iii) Coin(Fˆ1, Gˆ1) ∩ U = A ∪ B;
(iv) there exists a small tubular neighbourhood t˜ (W) of W , such that F1(cl(t˜(W))) ∪ G1(cl(t˜(W))) ⊂ Ω.
Step 3. Let us define now another closed neighbourhood Q = Q(W) ⊂ t˜ (W), in the following way. Extend the Morse
function ϕ :W → [0;1] considered above to a part Aˆ of a small closed collar neighbourhood of the submanifold A,
being out of W . In this way, we obtain a Morse function (and denote it by the same letter) ϕ : Wˆ = W ∪ Aˆ → [−ε;1].
Let Q′ = Q′(Wˆ ) be a set in M with the direct product structure: Q′ ∼= Wˆ × Dn−1 compatible with the original
direct product structure on t (W), such that cl(Q′) ⊂ t˜ (W). Every point z ∈ Q′ is parameterized: z = (x, s, y), where
x = x(t) ∈ ϕ−1(t) ⊂ Wˆ , s = t+ε1+ε ∈ [0;1], t ∈ [−ε;1], y ∈ Dn−1.
Now define the required neighbourhood Q in the following way:
Q =
{
z = (x, s, y) ∈ Q′ ∣∣ x ∈ ϕ−1(t),
0 ‖y‖ α(s) =
√
1
4
−
(
s − 1
2
)2
, 0 s  1, s = t + ε
1 + ε , t ∈ [−ε;1]
}
.
In order to construct the final homotopies, let us define on Q a new parametrization.
Let μ(s) be an integral trajectory in Wˆ (according to the given Morse function ϕ on Wˆ ) or a line, consisting of
separatrices pieces, going through the whole Wˆ from the set A−ε = ϕ−1(−ε) up to the set B; and let h ∈ Sn−2. The set
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or by s ∈ [0;1]) corresponding to the line μ(s) as its base, and the semicircle being defined by the function α(s) given
in the definition of Q above.
Join by a segment each point of this semicircle and the right end of the base, corresponding to the point μ(1) ∈ B ,
where s = 1. Parametrize all such segments with a parameter τ , τ ∈ [0;1], in the direction from the point of the
semicircle up to the base end-point. In such a way, each point z′ of the half-disc belongs to a unique such segment
and hence it is uniquely determined by a pair of the segment endpoints: (1) a point z′0 belonging to the semicircle,
(2) a point z′1 belonging to the base, and (3) by the parameter τ . This implies that the correspondent (to the point z′)
point z ∈ Q′|μ(s)×th ∩Q is parameterized by the similar three parameters: by the corresponding points z0 ∈ (∂Q \B),
z1 ∈ B , and by the parameter τ . Thus, we can correspond to each point z ∈ Q the triple (z0, z1, τ ) indicated above:
z → (z0, z1, τ ).
Let us notice here that in the case when the line μ(s) consists of pieces of separatrices , the points z0 and/or z1
are not uniquely defined, but the parameter τ = τ(z) itself is defined uniquely, and the levels t0, t1 = 1 of the Morse
function ϕ also are uniquely defined where π(z0) ∈ ϕ−1(t0), z1 ∈ B; π stands for the projection of the normal bundle
of Wˆ .
Let us define now the final homotopies as the linear ones joining the mappings Fˆ1, Gˆ1 constructed above, with map-
pings f˜ , g˜, given by the following formulas. (Here we identify the neighbourhood Ω with a disc Dn homeomorphic
to it, and the linear operations are made in this disc.)
f˜ (z) =
{
τ Fˆ1(z1) + (1 − τ)Fˆ1(z0), z ∈ Q, z → (z0, z1, τ ),
Fˆ1(z), z /∈ Q.
(3)
Similarly,
g˜(z) =
{
τGˆ1(z1) + (1 − τ)Gˆ1(z0), z ∈ Q, z → (z0, z1, τ ),
Gˆ1(z), z /∈ Q.
(4)
Recall that the compatibility condition (3) of the theorem holds also for the mappings Fˆ1, Gˆ1. Therefore, if for a point
z ∈ Q π(z) belongs to the separatrix family, then in the formulas (3), (4) it is immaterial if the endpoints z0, z1 are
defined uniquely or not. Notice, that for the constructed mappings f˜ , g˜ we have Coin(f˜ , g˜) = (Coin(f, g) \ A) ∪ B .
They are clearly homotopic (relM \ int(Q)) to the mappings Fˆ1, Gˆ1, and consequently homotopic (relM \ U ) to the
original mappings f , g. The theorem is proved. 
It is not difficult to see that Theorem 1 implies the following statement.
Theorem 2. Let all conditions of Theorem 1 be fulfilled. Assume, in addition, that B ⊆ Coin(f, g), and the homotopy
Φ between f |W and g|W be constant on A ∪ B . Then there exists a pair of mappings f˜ , g˜ :M → N, homotopic
(relative M \ U ) to the original pair (f, g), and having Coin(f˜ , g˜) = Coin(f, g) \ A, Coin(f˜ , g˜) ∩ U = B.
Proof. One should proceed just as in the proof of Theorem 1 starting from Step 2. 
Now consider the following result due to Saveliev [22] concerning the removing of coincidences. Its proof is based
on the standard obstruction theory.
Theorem 3 (Saveliev). Let f,g :Mn+m → Nn be continuous mappings of oriented compact smooth manifolds (possi-
bly with boundaries) of indicated dimensions (m > 0, n 2), the set C˜ ⊆ Coin(f, g) be such that f (C˜) = g(C˜) = a,
a ∈ N \ ∂N , and the following conditions hold:
(1) Hk+1(U,U \ V ; πk(Sn−1)) = 0 for any k, k  n + 1, where U , V are neighbourhoods of the set C˜ in M , such
that V¯ ⊂ U and U ∩ Coin(f, g) = C˜;
(2) homomorphism In(f,g) :Hn(N × N,N × N \ Δ) → Hn(U,U \ V ) induced by f × g is zero.
Then there exists a local homotopy (relative M \U ) of one of the given mappings (e.g., f ), joining the pair (f, g) with
a pair (f˜ , g) such that Coin(f˜ , g) = Coin(f, g) \ C˜.
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Theorem 4. Let f,g :Mn+m → Nn be continuous mappings between smooth compact closed oriented manifolds of
indicated dimensions, where m > 0, n > 2, and πm+n−1(Sn−1) = 0. Let A ⊆ C = Coin(f, g) ⊂ M be smooth closed
oriented m-submanifold. Assume A is bordant to zero via some nul-bordism W ⊂ M;B = {b} ∈ W \A. Let U = U(W)
be a neighbourhood of W with U ∩C = A; the normal bundle ν(W) in M be trivial, and a direct product structure is
given on some tubular neighbourhood t (W) ⊂ U . Suppose the conditions (2), (3) of Theorem 1 hold for the given A,
B , W and for the restrictions f |W , g|W , f |t (W), g|t (W).
Then there exist homotopies (constant out of U ) joining the pair (f, g) with some pair (f˜ , g˜) with Coin(f˜ , g˜) =
Coin(f, g) \ A.
Proof. The statement of the theorem follows from Theorems 1 and 3. At first, the point b is a critical point of the
Morse function ϕ given on W , with the critical value 1. At second, we can cut out from the film W the subset
Y = ϕ−1((1 − ε;1]) homeomorphic to a small (m + 1)-discDm+1. Now we can apply Theorem 1 to the bordism
(A, W˜ , B˜), where B˜ = ∂Y ∼= Sm, W˜ = W \ Y is the part of the film W between A and B˜ .
So, it turns out that the problem is reduced to the case when A = Sm,A is bordant to zero via a nul-bordism
W ∼= Dm+1, and there is a small neighbourhood U = U(W) ∼= Dn+m with U ∩ Coin(f, g) = A. Take a ball of a
smaller diameter as another neighbourhood V of W so that A = Sm ⊂ W ⊂ V ⊂ V¯ ⊂ U ⊂ M . Then for the pair
(U,U \ V ) we have
Hk(U,U \ V ) =
{0, k = n + m,
Z, k = n + m.
Therefore the homomorphism In(f,g) :H
n(N × N,N × N \ Δ) → Hn(U,U \ V ) = 0 is trivial for the chosen pair
(U,U \ V ). And the cohomology groups with coefficients are as follows
Hk+1
(
U,U \ V ;πk
(
Sn−1
))= {0, k = n + m − 1,
πk(S
n−1), k = n + m − 1.
So, the condition of the theorem that πn+m−1(Sn−1) is trivial provides that all the remaining conditions of Theorem 3
are fulfilled. It implies the existence of the required homotopy. Theorem 4 is proved. 
The dimension conditions of Theorem 4 are fulfilled only for selected pairs of dimensions (m + n;n) such as
(n + 4;n) for n 7, (n + 5;n) for n 8, (n + 12;n) for n 15 (see, e.g., [1, pp. 284–285]).
It should be noticed that in case of smooth mappings, Theorem 4 is a particular case of the theorem by Koshorke
(see [20, Theorem 1.10]), which states the same result under weaker conditions for the subset A ⊂ Coin(f, g) and for
any pair of dimensions (m+n,n) satisfying the condition 0 < m < n− 2. The proof presented in [20] is different and
not as explicit which is why we have placed this result with the proof.
As for our Theorem 2, it is not a particular case of the mentioned theorem by Koschorke because it does not contain
the condition m < n − 2. As for our Theorem 1, the author does not know of any similar statement for the case of
positive codimension m.
Consider the situation when f,g :Mn+m → Nn are continuous mappings, m > 0, n > 2; the intersection
(f × g)(M)∩ΔN consists of finite number of isolated points; and the preimage of each diagonal point (under f × g)
is a smooth m-submanifold in M . It should be noticed that the relation as described in Theorem 2 between two such
preimages A,B ⊂ Coin(f, g) is not in general an equivalence.
Nevertheless, let us have m + 1-bordism W in M , which is a tree of m + 1-bordisms, being well adjacent and
intersecting only along their common boundaries; let their boundaries be m-submanifolds of the coincidence set
Coin(f, g), and each mapped by f,g to the same point; let each of the bordisms satisfy the condition of Theorem 2.
Then, applying Theorem 2, step by step to those bordisms, we can remove coincidences (by means of local homo-
topies of the given mappings f , g) from all these boundary submanifolds, except the last one, which is the part of
the boundary of the “root” bordism of that tree. Note, that the whole bordism W may not satisfy the conditions of
Theorem 2.
If, besides, the “root” bordism of that tree is a nul-bordism that satisfies the conditions of Theorem 4, then we can
remove coincidences from all those boundary m-submanifolds using Theorems 2, 4.
2008 T.N. Fomenko / Topology and its Applications 155 (2008) 2001–2008Thus in the mentioned partial cases the number of the (components of) preimages under f × g of diagonal points
can be minimized via special local homotopies of the given mappings f , g.
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