Two-dimensional sum-of-sines waveforms were pursued by the eye with very small phase delays compared with visual feedback delays estimated in the same monkeys. Processing delays in making smooth corrections averaged 90 msec after infrequent right-angle perturbations from a circular trajectory. These feedback delays were much larger than component phase delays during pursuit that averaged: 10 msec for sinusoids, 3 msec for circles, 20 msec for sum-of-two-sines trajectories, and 19 msec for sum-of-three-sines trajectories. This suggests that predictive control can play a strong role during tracking for a variety of simple and complex target trajectories.
INTRODUCTION
During visual tracking of a moving object, saccadic and smooth pursuit eye movements combine to keep the target image close to the fovea to improve visual acuity. For trajectories that vary continuously in speed and direction, tracking behavior deteriorates when target velocity increases as indicated by an increase in average phase delay and a decrease in average amplitude gain (Bahill et al., 1980; Michael & Melvill-Jones, 1966; StCyr & Fender, 1969; Dallos & Jones, 1963; Yasui & Young, 1984; Collewijn & Tamminga, 1984; Barnes et al., 1987) . Theoretically, when the upcoming target motion is unknown, tracking movements must be controlled entirely by visual input: when the eye moves away from the target a visual signal is produced that is then used to correct future movements of the eye. Under these conditions, there should be a degradation in tracking performance when visual feedback is too slow to allow accurate corrections.
To determine whether pursuit is controlled directly by visual inputs, it is important to know the time required to process visual information during smooth pursuit. Several experiments provide estimates of these times: step-ramp or ramp paradigms which turn on a target to trigger pursuit from a fixed eye position suggest initiation times of 91-150 msec for humans (Rashbass, 1961; Robinson, 1965; Tychsen & Lisberger, 1986; Carl & Gellman, 1987) and 80-174 msec for monkeys (Fuchs, 1967; Lisberger & Westbrook, 1985) , paradigms using periodic smooth waveforms suggest an average of 150 msec in human subjects (Bahill & McDonald, 1983) , and paradigms that switch off the target during constant velocity pursuit observe changes in smooth pursuit 190 msec after target offset (Becker & Fuchs, 1985) . These estimates suggest that if smooth pursuit were controlled entirely by visual feedback, one would expect similar delays during pursuit performance.
In fact, tracking performance along a variety of trajectories is more accurate than would be expected from these feedback delays. For constant-velocity straight-line trajectories, the eye tracks the target with little or no lag after it has captured the target (Rashbass, 1961) . For sinusoidal (Westheimer, 1954; Stark et al., 1962; Lisberger et al., 1981; Bahill & McDonald, 1983) , square-wave (Kowler & Steinman, 1979a; Barnes & Asselman, 1991) , and triangle-wave (Bahill & McDonald, 1983 ) trajectories, the eye can sometimes even lead the target. Presumably, the eye can use regularities in a constant or periodic waveform that allow tracking with much shorter lags than would be predicted by visual feedback delays. Even during complex tracking, some studies have noted phase leads at low frequencies that suggest a role for predictive pursuit (Dallos & Jones, 1963; Collewijn & Tamminga, 1984; Yasui & Young, 1984; Barnes et al., 1987; Deno et al., 1995; Kettner et al., 1996) , or high gains and small phase lags for high frequency components (Barnes et al., 1987; Deno et al., 1995; Kettner et al., 1996) that are also indicative of prediction. Further evidence for predictive control comes from the study of anticipatory responses to a variety of predictable trajectory changes during target steps and linear ramps (Kowler & Steinman, 1979a,b; Kowler et al., 1984; Boman & Hotson, 1988 Carl & Gellman, 1987) . Even when the target motion is unpredictable, human subjects can produce slow anticipatory smooth eye movements that guess the upcoming target direction (Kowler & Steinman, 1981; Kowler, 1989) .
The intent of the present study was to determine how well complex two-dimensional trajectories are tracked by well-trained monkeys; this was accomplished by making direct comparisons between component phase delays during two-dimensional pursuit, with visual feedback delays estimated from responses to trajectory perturbations during two-dimensional pursuit in the same subjects. Phase delays during complex pursuit were based on a data set used previously to study component interactions during sum-of-sines pursuit (Kettner et al., 1996) ; these data were modified so that phase angles were re-expressed as phases in milliseconds to allow direct comparisons with response latency data.
Visual processing delays during two-dimensional pursuit were estimated from responses to right-angle perturbations from ongoing circular pursuit. This new paradigm was used because previous estimates of visual delays had been based on one-dimensional pursuit, and did not directly test feedback delays associated with rapid changes in the direction of a two-dimensional trajectory. A circular target path was used because it was a simple and highly predictable two-dimensional trajectory that allowed us to quantify ongoing pursuit performance, and at the same time to study perturbation responses at different points along the trajectory. The results demonstrate that all components of a complex two-dimensional waveform are tracked predictively, and that the smooth pursuit system is capable of rather sophisticated forms of predictive control that go beyond the tracking of simple periodic waveforms or predictable deviations from linear trajectories.
METHODS
Results are based on data from two male rhesus monkeys cared for and housed according to principles approved by the Council of the American Physiological Society. Care was taken to make the monkeys comfortable during the experiment and to enrich their home cage environment. The details of many of the experimental techniques have already been described (Kettner et al., 1996) and will only be reviewed here. Other techniques new to this study will be described in more detail. Eye movements were monitored by computer using an eyetracking system that measured induced currents from a scleral search coil. This coil, along with a head support that allowed head stabilization, was implanted after deep anesthesia under sterile surgical conditions. The visual target was a laser spot back-projected onto a tangent screen that was moved by computer controlled galvanometers. The animals were rewarded for correct performance defined as the maintenance of an error window of 2 deg for 500 msec. Data was collected after performance had reached behavioral asymptote for a minimum of 2 weeks before 5-7 days of data collection began.
During the perturbation paradigm, 5 deg counterclockwise circular rotations were interrupted by rightangle perturbations along horizontal and vertical circle meridians. The result was four perturbations in the right, left, up and down directions starting at left-, right-, down-, and up-most positions on the circle (see Fig. 1 ). Thus, perturbation cycles were half-circle trajectories created by holding either the horizontal or vertical component of target motion at zero position for one half cycle without altering the sinusoidal modulation along the other axis. For each perturbation direction, a waveform was created that consisted of three cycles of circular pursuit followed by a perturbation during the fourth cycle, and tracking behavior was studied at increasing rotation frequencies until the monkey stopped performing. The waveform was FIGURE 1. Infrequent perturbations during circular pursuit in four directions at 1.0 Hz. Notice the curved continuation of pursuit after each perturbation followed by smooth and then saccadic corrections. At the top of each panel, five eye traces (thin lines) are overlaid on the two-dimensional target trajectory (thick lines). Beneath are corresponding displays of eye and target position components in degrees: horizontal (top) and vertical (bottom). All traces show the counterclockwise cycle of circular pursuit immediately before the perturbation cycle followed by the perturbation cycle.
1348 HOI-CHUNG LEUNG and R. E. KETTNER presented for six to ten repetitions at 0.2 Hz, and for 10-15 repetitions at 0.4-1.2 Hz. Response latencies after perturbations from ongoing pursuit were determined using a custom computer program that determined the onset of both smooth pursuit and saccadic corrections. These analyses were checked visually using the computer output illustrated in Fig. 2(A) and corresponding velocity traces. Cycles associated with poor tracking or saccadic activity before perturbation onset were discarded. The program worked in the following manner. First, for each perturbation, the eye movement position trace on the cycle before perturbation was subtracted from the trace during the perturbation cycle to obtain the "difference waveform" between the perturbed and the previous nonperturbed pursuit cycles [see Fig. 2(B) ]. This eliminated variability from the perturbation record due to systematic deviations from the circular target trajectory that occurred during normal tracking. Second, a baseline estimate was obtained by fitting a regression line to the difference waveform based on activity during a 50 msec period beginning 25 msec before the perturbation [see Fig. 2(B) ]. Generally, this line had an average value and slope of zero. Third, the initiation point of smooth corrections was defined as the first deviation from baseline of size zero that was maintained for at least 100 msec. This criterion was a sensitive detector of early corrective movements, while at the same time eliminating the possibility of a chance variation that could falsely indicate a correction. The beginning of saccadic corrections was based on velocity difference waveforms using a related strategy: the saccadic correction latency was defined as the first occurrence after the perturbation of eye movement >40 deg/sec. For quantitative analysis, average latencies were obtained for four perturbation directions (up, down, right, left) at five frequencies: 0.2, 0.4, 0.6, 0.8, 1.0 Hz (although performance was occasionally observed at 1.2 Hz for some perturbation directions). Each average was based on 40 data points (20 perturbations62 monkeys) collected over a period of 5 days after performance had become consistent on consecutive days. Separate two-way ANOVA tests (direction6frequency; P < 0.05) were performed for smooth and saccadic correction latencies followed by post hoc comparisons based on the Tukey honestly significant difference (HSD).
Predictive tracking performance was studied for 11 different waveforms presented at several waveform frequencies. Six of these waveforms are illustrated in Fig. 3 ; the five other waveforms were created by 90 deg rotation of these waveforms with the exception of the circular trajectory that is unaltered with rotation. The highest waveform frequency utilized was determined by the animals' performance. Simple tracking performance was studied for three trajectories: 5 deg horizontal (H) sine waves, 5 deg vertical (V) sine waves, and 5 deg counter-clockwise circles. Circular trajectories were labeled HV to indicate that they were created by combining horizontal and vertical sinusoids of equal frequency that were 90 deg out of phase. More complex trajectories were created by combining two or three sinusoids along horizontal and vertical axes in various combinations. Four trajectories were created using two sines: H2H3, V2V3, H2V3, and V2H3, and another four trajectories were created using combinations of three sines: H4H6H7, H4H6V7, V4V6V7, and V4V6H7. Here numbers indicate the relative frequency of each component as multiples of the waveform frequency. For example, H4H6V7 was created from two horizontal and one vertical sinusoid with component frequencies four, six, and seven times the waveform frequency (the repetition rate of the complex waveform). Component amplitudes were adjusted so that each had the same peak velocity with the amplitude of the lowest frequency component set to 5 deg. For example, the H4H6V7 waveform at 0.1 Hz consisted of three components with frequencies of 0.4, 0.6, and 0.7 Hz and corresponding amplitudes of 5, 3.33, and 2.86 deg. Smooth pursuit performance along these waveforms was assessed by measuring how well the eye tracked the individual sinusoidal components used to create these trajectories. Details of these techniques are reported in Kettner et al. (1996) . Briefly, sinusoids at component frequencies were fit to horizontal and vertical velocity traces for both the eye and the stimulus waveforms using least-means-squares regression fits. A custom computer program allowed us to identify segments of data associated with saccades and the cessation of tracking using a computer mouse as a pointer. It should be emphasized that fitting a sinusoid of a specific frequency to a record estimates the discrete Fourier coefficients at that frequency. This way of estimating Fourier components has the advantage of working when missing data points are present in a record (Press et al., 1992) , as well as making very precise estimates at points in the frequency spectrum corresponding to the exact component frequencies used to create the driving stimulus. Pursuit gain was defined as the ratio of the amplitudes obtained from cosine fits of eye and stimulus velocity components. Pursuit phase in degrees was defined as the phase difference between eye and target phase estimates from these sinusoidal fits. Phases in milliseconds (t) were derived from phases in degrees (y) at a particular frequency (f) using the equation: t 1000=360f with leads and lags expressed as positive and negative values, respectively. Three ANOVAs (for gain, phase angle, and phase time) compared horizontal and vertical components of circular pursuit and corresponding horizontal and vertical sinusoids (four trajectories) at four frequencies of 0.6, 0.8, 1.0, and 1.2 Hz. Differences between individual means were evaluated using post hoc tests based on Tukey HSD analyses.
RESULTS
Right-angle perturbations from circular trajectories were used to estimate visual processing delays based on the time taken for the perturbation to produce a change in the expected ongoing target trajectory. Figure 1 shows examples of behavioral responses during perturbations from circular pursuit at 1.0 Hz for all four perturbation directions: up, down, right, and left. A consistent correction pattern was observed. First, pursuit followed the expected circular trajectory while the target was moving in a different direction along the perturbed trajectory. This period reflects the time delay required for information about the change in target trajectory to affect motor output. This maintained trajectory was curved suggesting that the pursuit system predicted details of a trajectory that was constantly changing direction in the absence of concurrent visual input. Second, there was a slow deviation from circular pursuit towards the direction of the perturbation. The start of this deviation defined the onset of smooth pursuit corrections. Third, there was a rapid decline on the perturbed channel to zero velocity, even though the position of the eye was still generally off target. Fourth, there was a saccadic correction that rapidly pulled the eye back on target. This point defined the onset of saccadic corrections. Onset latencies indicating the initiation of smooth and saccadic corrections were estimated with the computer algorithm described in Methods. Results based on a typical computer output are shown in Fig. 2(A) and Fig.  2(B) where arrows indicate the start of the perturbation (arrow 1), and the onset of smooth (arrow 2) and saccadic (arrow 3) corrections. Average latencies for the four perturbation directions at five frequencies are shown in Fig. 2 (C) and (D). Average smooth correction latencies ranged from 72 msec for upward perturbations at 1.0 Hz to 128 msec for rightward perturbations at 0.2 Hz. Averaged across all frequencies and directions, smooth corrections occurred 90 msec after perturbation onset. Saccadic corrections always followed smooth corrections. They ranged from a low of 176 msec for rightward perturbations at 0.8 Hz to a high value of 280 msec for downward perturbations at 1.0 Hz. Over all frequencies and directions, the average saccadic correction occurred 228 msec after the perturbation. Latency values showed statistically significant changes with frequency for both smooth and saccadic corrections based on ANOVA results (see Table 1 ). Significant differences in average latency were not observed for smooth corrections generated in different perturbation directions, but significant differences were obtained for saccadic corrections (see Table  1 ). Post hoc HSD analyses of saccadic direction indicated that a difference of 15.7 msec between two means was statistically significant (P < 0.05). Thus, downward saccadic corrections were statistically longer than saccadic corrections in the other three directions. Rightward saccadic latencies were the shortest: they were significantly faster than leftward and downward saccades.
There were actually two perturbations in target trajectory on each perturbation cycle. First there was a change from circular to straight-line sinusoidal pursuit, and shortly after there was a change from sinusoidal back to circular pursuit. Only the first perturbation was used to estimate processing delays. Circular pursuit on the nonperturbed cycle before this perturbation resembled circular pursuit without perturbations, and provided a stable baseline that could be used to estimate deviations from ongoing pursuit. Eye movements near the second perturbation are also interesting: they exhibit very little overshoot and therefore appear to better anticipate the second abrupt change in trajectory (Fig. 1) . Two possible factors may be influencing this pattern of behavior. First, the eye is moving more quickly when the first perturbation occurs, and is moving more slowly when the second perturbation begins. This is because the first perturbation occurs while the eye is moving at the constant velocity associated with a particular frequency of circular pursuit, while the second perturbation is associated with horizontal and vertical velocities that are both near zero. These low velocities are less likely to produce overshoot. Second, the oculomotor system has recent information about the direction of the first perturbation that can be used to better predict the second perturbation.
To allow comparisons with previous results, we first studied tracking along sinusoidal and circular trajectories (see Fig. 3 ). Average gains and phases expressed in degrees as a function of frequency are shown in Fig. 4 , while phases expressed in msec are shown in Fig. 5(A) . ANOVA analyses indicated that the average horizontal gains for the horizontal component of circular pursuit (0.97) and for horizontal sinusoidal pursuit (0.95) both exceeded the average gains for the vertical component of circular pursuit (0.85) and for vertical sinusoidal pursuit (0.78). In addition, the average gain of the vertical component during circular tracking was significantly higher than the average gain observed during vertical sinusoidal tracking at the same frequencies. The average gains for horizontal sinusoids and horizontal components during circular tracking were statistically indistinguishable. There was also a significant improvement in vertical phase during circular tracking. The average phase for vertical sinusoidal pursuit alone (ÿ4.3 deg, 
msec).
A primary reason for conducting these studies was to perform similar analyses on more complex trajectories. For this purpose, we re-analyzed phase data during sumof-two-sines and the sum-of-three-sines tracking data that were used previously to examine component interactions during complex pursuit (Kettner et al., 1996) . As for circular and sinusoidal pursuit, phases in degrees were converted to phases in msec to allow direct comparisons with estimates in visual feedback delays. Phases for sumof-two-sines pursuit are illustrated in Fig. 5(B) , and for sum-of-three-sines pursuit in Fig. 5(C) . In each instance, a phase was computed for each of the sinusoidal Values on the left-side of the table are average latencies for each direction. Each average is based on 200 latency estimates (20 perturbations62 monkeys65 frequencies). Directional effects were only significant (P < 0.05) for saccadic corrections. The honestly significantly diference (HSD) value indicates statistically significant differences for saccadic latencies in different directions corrected for repeated post hoc comparisons. Frequency effects were statistically significant for both smooth and saccadic latencies, but post hoc tests were not performed.
PERTURBATION ANALYSIS OF 2D SMOOTH PURSUITcomponents used to construct the waveform by comparing sine fits of eye and target velocity traces at each component frequency after saccades had been deleted. The gain and phase-degree data for these stimuli have already been reported in Kettner et al. (1996) and are not repeated here.
These analyses indicate that during pursuit in welltrained monkeys, the average magnitude of the time shifts associated with pursuit was < 20 msec. The average magnitude of the time shift was 10 msec for sinusoidal pursuit, 3 msec for circular pursuit, 20 msec for sum-oftwo-sines pursuit, and 19 msec for sum-of-three-sines pursuit. These average magnitudes were based on the absolute values of all component phase times. In fact, low frequency components were tracked with small, but consistent, phase leads, while high-and middle-frequency components were tracked with slight phase lags. This means that average phase differences were even smaller when the sign of component phases is taken into account. Computed in this way, the average phase lag remained 10 msec for sinusoids and 3 msec for circles, but decreased to a lag of 4 msec for sum-of-two-sines pursuit and showed a slight lead of 9 msec for sum-ofthree-sines pursuit. All of these values indicate a type of control that cannot be accounted for by feedback latencies that averaged 90 msec for smooth corrections and 228 msec for saccadic corrections.
DISCUSSION
The current studies were conducted to estimate how long the primate smooth pursuit system requires to process visual information about changes in two-dimensional target motion, and to compare these estimates with time delays during ongoing simple and complex twodimensional pursuit in the same monkeys. The results indicate that there was a delay of about 90 msec before the eye responded to an infrequent right-angle change in target trajectory with smooth corrections. This value is in approximate agreement with previous measurements of visual feedback delays (see Introduction). These smooth corrections resulted in a reduction in pursuit velocity to zero, with a slower reduction in eye position error. This observation is compatible with previous suggestions that the pursuit system is related to velocity control (e.g. Rashbass, 1961) although position variables also influence pursuit (e.g. Pola & Wyatt, 1980 ). Eye position error was then sharply reduced by a corrective saccade at an average delay of 228 msec. The timing of this saccade was compatible with past studies that have measured saccadic correction latencies (e.g. Robinson, 1965; Fuchs, 1967) . In contrast, ongoing pursuit was associated with much shorter tracking delays. Simple sinusoidal motions were tracked with an average delay of 10 msec, a value similar to those obtained in other studies of sinusoidal pursuit (Westheimer, 1954; Stark et al., 1962; Lisberger et al., 1981; Bahill & McDonald, 1983; Collewijn & Tamminga, 1984) . Surprisingly, the eye tracked targets moving along circular trajectories with even smaller lags that averaged 3 msec. Other studies (Collewijn & Tamminga, 1984; Deno et al., 1995) have also observed short tracking delays during circular pursuit. Finally, our experiments demonstrate that more complex two-dimensional trajectories created by summing two or three sinusoids on horizontal and vertical axes were also tracked with very short lags that averaged 20 and 19 msec, respectively.
These experiments have used time delays in milliseconds as a primary variable, because time delays are an important indicator of predictive performance. To the extent that smooth pursuit tracking delays are shorter than visual processing delays, the oculomotor system must rely on the prediction of future target motions to guide the eye. On the other hand, when pursuit lags are similar to visual processing delays it is more parsimonious to assume that the smooth pursuit system is directly driven by delayed visual feedback about target motion. We observed a continuum of pursuit behaviors ranging from very short-lag (more predictive) tracking for simple periodic trajectories to longer-lag (less predictive) tracking for more complex trajectories. This indicates that some complex trajectories are tracked using both predictive control, as well as control based on simple visual feedback signals, and that the predictive component of this tracking is significant.
Reports of larger phase increases at high frequencies under different experimental conditions may result from several factors. First, with the exception of this report, phase is generally reported in terms of phase angle. This practice results in an automatic increase in phase as frequency increases even if the duration of the phase difference remains constant. Second, other studies have used complex sum-of-sines stimuli created with a larger number of component frequencies, or with components of higher maximum frequency than those used in the present studies. Our monkeys could have shown similar declines in phase if they had been trained on similar stimuli. Finally, our monkeys were highly overtrained, in contrast to human studies that often rely on naïve subjects. It is possible, that well-trained human subjects would show performance more similar to the monkey results. Thus, the present findings add to past studies of complex smooth pursuit, without being incompatible with these past results.
Predictive control was observed after infrequent rightangle perturbations from circular to linear pursuit. There was a curved continuation of the expected circular trajectory before smooth corrections began, even though the target was moving in another direction. This supports the idea of a predictive system that receives delayed information. The result also demonstrates something about the nature of the predictive process. Prediction did not reflect the maintenance of a constant-velocity singledirection motion after the target was perturbed. Instead, the pursuit system generated an expected curved trajectory that was constantly changing direction. Interestingly, a slightly different result was obtained for the second right-angle trajectory change during each perturbation cycle. This perturbation corresponded to the change back to circular pursuit after linear motion along a circle meridian. Little or no overshoot was observed for these second perturbations. Although the eye was moving more slowly when these second perturbations began, the lack of overshoot could also be related to predictive control.
Others have also seen clear indicators of predictive control under a variety of conditions. Collewijn and Tamminga (1984) observed predictive control during tracking of a two-dimensional rhomboid trajectory, and van den Berg (1988) reported the continuation of sinusoidal tracking for about a half cycle after the image on the retina had been stabilized. Similar results were also observed for the monkey during foveal stabilization of the image of a target moving at constant velocity (Morris & Lisberger, 1987) . Becker and Fuchs (1985) demonstrated the continuation of a linear ramp when the target was turned off, and other studies (Eckmiller & Mackeben, 1978; Whittaker & Eaholtz, 1982; Von Noorden & Mackensen, 1962) have observed continued oscillations when a sinusoidal stimulus was turned off. Barnes and Asselman (1991) , and recently Barnes et al. (1995) have reported the continuation of sinusoidal tracking for two or more cycles after the target image had been stabilized on the retina.
Some of the predictive phenomena that we observe is similar to the anticipatory responses that have been reported in several studies (Kowler & Steinman, 1979a ,b, 1981 Kowler et al., 1984; Boman & Hotson, 1988 Kao & Morrow, 1994) . In these experiments, human subjects generate smooth eye movements in the direction of expected target locations well before the target comes on. The subject knows the direction and timing of the upcoming target and begins to move accordingly. This makes sense for highly predictable, periodic presentations. Interestingly, anticipation is also observed for nonpredictable target presentations [see Kowler & Steinman (1981) ; Kowler (1989) ; and reviews by Kowler (1990) and Pavel (1990) ]. Subjects make anticipatory movements that attempt to predict the direction of targets presented at random locations, even though this is not possible. The subjects appear to "guess" the direction of upcoming targets and anticipate accordingly even when they make mistakes. Pavel (1990) summarizes these phenomena when he states that "many organisms, including human observers, expect regularities and predictability even if there is none". The same predictive processes appear to be used during complex twodimensional pursuit in well trained monkeys.
