Abstract Let L be the Laplace operator on R d , d ≥ 3 or the Laplace Beltrami operator on the harmonic NA group (in particular on a rank one noncompact symmetric space). For the equation Lu − ϕ(·, u) = 0 we give necessary and sufficient conditions for the existence of entire bounded or large solutions under the hypothesis of radiality of ϕ with respect to the first variable. A Harnack-type inequality for positive continuous solutions is also proved.
Introduction
Let L be a second order elliptic operator with C ∞ coefficients defined in a Greenian domain Ω ⊂ R d (d ≥ 3) such that L1 ≤ 0 and let ϕ : Ω × R → R + be a measurable function. We study positive continuous solutions of the equation ( 
1.1)
Lu(x) − ϕ(x, u(x)) = 0, x ∈ Ω.
This type of problems have been studied in various contexts under various assumptions on ϕ. Further, on ϕ is required to satisfy the following hypotheses:
(H 1 ): For every t 0 ∈ [0, +∞), x → ϕ(x, t 0 ) ∈ K loc d (Ω) i.e. it is locally in the Kato class.
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(H 2 ): For every x 0 ∈ Ω, t → ϕ(x 0 , t) is continuous increasing on [0, +∞) (H 3 ): ϕ(x, t) = 0 for every x ∈ Ω and t ≤ 0.
Existence of solutions to (1.1) and some of their properties have been already discussed in [10] and [6] . In this paper, we specify more the operator and the domain.
Let L be the Laplace operator on R d or the Laplace-Beltrami operator on a harmonic NA group 3 . As a Riemannian manifold such a group is R d with an appropriate left-invariant metric so it fit into the framework described above. We are interested in global solutions to (1.1) i.e. Ω is either R d or NA and so, our problem can be written in a unified way:
(1.2) Lu(x) − ϕ(x, u(x)) = 0, x ∈ S, where S is either Euclidean R d or harmonic R d . Moreover, we assume that ϕ : S × [0, ∞) → [0, ∞) is radial with respect to the first variable and it satisfies (H 1 ) − (H 3 ). A function f on S is called radial if f (x) = f (d(0, x)) where d is the Riemannian distance on NA or the Euclidean distance on R d . Our aim is to give sufficient or possibly necessary and sufficient conditions for existence of entire solutions bounded or "large" under the hypothesis of radiality, leaving the general case for the next paper [7] . A solution u to (1.2) is called large if u(x) → ∞ when d(x, 0) → ∞. Since non compact rank one symmetric spaces are among harmonic NA groups, the results we obtain apply also to the Laplace Beltrami operator there. Such problems have been studied for the Laplace operator ∆ on R d and ϕ(x, t) = p(x)ψ(t), see [8, 9, 14, 15] for the most general results up to now.
For radial ϕ on Euclidean S we write ϕ(r, t) = ϕ(x, t), where r = d(x, 0) and Theorems 1 and 2 give a nice characterization of existence of bounded and large solutions. As an example, the equation
on rank a one non compact symmetric space does not have a bounded solution, but it has a radial large solution. Theorem 1 and 2 follow directly from Theorems 4, 7, 16. The techniques developed before in [6] , [10] allow us to go beyond nonlinearity being t γ or even concavity.
Theorems 1, 2 generalize the results obtained in [9] for ∆ and ϕ(x, t) = p(x)t γ , γ < 1 for radial locally bounded p. If p is radial and continuous then ψ may be more general [14, 15] . Namely, if ψ satisfies a so called Keller-Osserman condition then (1.2) for L = ∆ has always an entire solution [14] but there is no such complete characterization of both cases (bounded or large) as we have here.
Radiality is non assumed in [9, 14, 15] and the ultimate goal is to obtain analogues Theorems 1, 2 without it [7] , see also [11] . However, including them here would mean a much longer paper.
Both spaces Euclidean and harmonic have a common feature -global geodesic coordinates and a phenomenon of radiality with respect to the appropriate Riemannian distance d. There is also an operator π called an averaging projector that commutes with L respectively and maps continuous functions into radial continuous functions. In particular, on Euclidean R d , π is given by the action of the orthogonal group O(d) i.e.
and so clearly ∆π = π∆, where ∆ is the Laplace operator on R d . The same holds on a rank one non compact symmetric space but then O(d) has to be replaced by the maximal compact subgroup K of the corresponding semisimple Lie group of isometries. Generally, on harmonic NA groups there is no transitive action of isometries on the Riemannian sphere but π such that Lπ = πL is well defined, see [5] . This allows us to exploit the notion of radiality for (1.2) with L as it is usually done for L on R d or rank one noncompact symmetric space. In particular, the fundamental solution G for L is radial and we are able to obtain precise estimates for it. These and other properties of harmonic NA groups are discussed in Section 3.
To prove our results we need a Harnack-type inequality. It holds for general elliptic operators and it is proved in the last section. More precisely, we have the following theorem Theorem 3. Let L be a second order elliptic operator with smooth coefficients defined on a domain
is a positive function increasing with respect to the second variable satisfying
Then for every compact set R in Ω there exists a constant C R > 0 such that for every positive solution of the equation (1.1) in Ω, we have
Theorem 3 was proved in [4] for ∆ and ϕ(x, u) = p(x)u γ , 0 < γ < 1. It turns out that potential theory for L and a sublinearity of ϕ are completely sufficient to follow their approach.
At last, the authors want to express their gratitude to Krzysztof Bogdan, Konrad Kolesko, and Mohamed Selmi for their helpful and kindly suggestions. 
Bounded and large solution under radiality
This section contains our main results about bounded and large solutions. Some theorems and lemmas holds for general elliptic operators with smooth coefficients. So, as before, we will use for them notation L, while L is reserved for the Laplace Beltrami operator on S.
2.1. Elliptic operators with smooth coefficients. Let Ω be an open domain. We say that Ω is Greenian if there is a function G Ω (x, y) smooth on Ω × Ω \ {(x, x) : x ∈ Ω} such that for every y ∈ Ω (2.1)
LG Ω (·, y) = −δ y , in the sense of distributions, and
Bounded solutions to (1.1) for a second order elliptic operator L with smooth coefficients were described in [10] . Suppose that L1 ≤ 0 and ϕ satisfies (
is finite in at least on one point
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. Then positive continuous solutions of (1.1) bounded by c are in one-to-one correspondence with positive L-harmonic functions bounded by c given by
For a bounded regular domain Ω and f ∈ C(∂Ω), f ≥ 0 (2.3) becomes
where h Ω is the L-harmonic function in Ω having f as its boundary values
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. We will write u = U Moreover, if (2.5) is satisfied then there is a radial bounded solution.
Theorem 4 was proved in [9] . See also [15] for Hölder continuous p. 5 Then G Ω (ϕ(·, c)) is finite at any point because ϕ is locally in the Kato class. 6 In a bounded regular domain (H 1 ) implies that G Ω (ϕ(·, c)) vanishes on ∂Ω Remark 6. Let G be the fundamental solution to L. Notice that Iϕ(·, c 0 ) < ∞ is equivalent to G(ϕ(·, c 0 )) < ∞ both on Euclidean and harmonic space, which follows from writing the volume element in radial coordinates, see (3.3). Indeed, on NA,
and in view of Theorem 19, G(r) ≈ e −Qr as r → ∞. Therefore, the last inequality is finite iff Iϕ(·, c 0 ) < ∞. For R d we use estimates for the fundamental solution and we proceed in the same way.
Proof of Theorem 4. Sufficiency of (2.5) follows directly from (2.3) and Remark (6) . So it remains to prove its necessity. We will do it for NA. For the Euclidean space it goes in the same way: one has to use the formula for the fundamental solution there.
Suppose that (1.2) has a nontrivial nonnegative bounded solution w and let
Bn c is a nontrivial solution. Moreover, u is L-subharmonic radial in NA, hence, by the maximum principle for elliptic operators, it follows that
We fix r 0 such that u(r 0 ) > 0. Then
In addition, h u = lim n→+∞ H Dn u is a positive bounded L-harmonic function such that
In particular,
Consequently,
And by the estimate G(r) ≈ e −Qr for large r and (H 1 ), the conclusion follows with c 0 = u(r 0 ). 
Moreover, if (2.8) is satisfied then there is a radial large solution.
Remark 8. As before, Iϕ(·, c) = ∞ is equivalent to G(ϕ(·, c))(e) = +∞, which implies that Gϕ(·, c) is identically infinity.
Theorem 7 was proved in [9] . See also [15] for continuous p. As before, the results of [10] and [6] allow us, in what follows, to go beyond ϕ(x, t) = p(x)t γ .
The main ingredients of the proof of Theorem 7 are Theorem 10, below, see [6] and Lemma 12. For the latter we need a Harnack type inequality which is proved in the last section. Both Theorem 10 and Lemma 12 hold for general elliptic operators.
Theorem 10. (see [6] ) Let L be a second order elliptic operator with smooth coefficients defined on a Green domain
and that there is a bounded solution to
Then there is no large solution.
Proof of Theorem 7. Necessity of 2.8 follows from Theorem 4. In fact, by Theorem 4, if there exists c 0 > 0 such that Iϕ(·, c 0 ) < ∞ then (1.2) has a nontrivial nonnegative bounded solution in S. We conclude by the Theorem 10, that there is no large solution of (1.2). Now let us focus on sufficiency. We assume Iϕ(·, c) = ∞ for every c > 0 and we prove that for every α > 0 there exists u nonnegative radial solution of (1.2) such that u(0) = α and lim
Let z n be defined as in Lemma 12 for B n , see (2.6). So there exists ν > 0 such that z n (ν) = α. Let λ n = inf{λ > 0, z n (λ) = α} and u n = U ϕ Bn λ n . As a result, for every n ∈ N, u n (0) = α = u n+1 (0). Also u n , u n+1 are both continuous radial solutions in B n . By Corollary 14, u n = u n+1 in B n . We conclude that u = lim n→+∞ u n is also a radial solution and u(0) = α.
Now it is remains to prove that lim d(s)→∞
u(s) = +∞. According to Theorem 4, if for every c > 0, Iϕ(·, c) = ∞ then there is no "bounded nontrivial solution". Though, u is nontrivial, so u is unbounded. Also, u is radial L-subharmonic, hence by (2.7), lim
2.4. Useful Lemmas. This section contains a few lemma used already in the proof of Theorems 4 and 7. We begin with a comparison principle. For L = ∆ it was proved in [8] , the general case is similar, see [10] . L Lemma 11. Let L be an elliptic operator with smooth coefficients defined in Ω. Suppose that ϕ satisfies (
in the sense of distributions and
Lemma 12. Let L be an elliptic operator with smooth coefficients defined in a bounded regular domain D, x 0 ∈ D and suppose that ϕ satisfies (
In addition,
because ϕ is increasing with respect to the second variable and so ϕ(·, U
Also, by concavity and Lemma 11:
We need also a lemma that gives comparison between radial sub-solutions and supersolutions to (1.2) in (2.9)
We follow arguments from [9] . Then:
Proof. Let 0 < r < R. Since u and v are constant on ∂B r we may denote α =
if x ∈ ∂B r . Suppose that α > 1 and define w = αv. Using concavity and ϕ(·, 0) = 0,
In addition w = u on ∂B r . Consequently, by Lemma 11 , w ≤ u in B r . As a result,
≤ 1 which gives a contradiction. Finally, we conclude that α ≤ 1 and u ≤ v in B R .
Consequently, we can deduce the following corollary: 2.5. Large solutions without concavity. First we notice that condition (2.8) remains sufficient for existence of large solutions without assumption (H 4 ). Indeed, using a result of [6] we have Theorem 15. Let ϕ(·, t) radially symmetric with respect to the first variable satisfying (H Proof. By Theorem 4 in [6] there is ϕ 1 such that ϕ(x, t) ≤ ϕ 1 (x, t). and ϕ 1 satisfies (H 1 )-(H 4 ). Moreover, ϕ 1 can be taken radial. Consequently, by Theorem 7, there is a radial large solution v to the equation Lv − ϕ 1 (·, v) = 0. Notice that Lv − ϕ(·, v) ≥ 0. By Lemma 11,
In this case we make use of the following analogue of Theorem 10, see [6] .
Theorem 17. Let L be a second order elliptic operator with smooth coefficients defined on a domain 3. NA groups and the fundamental solution for L.
3.1.
Basic structure of S = NA. In this section, we recall briefly the structure of NA groups. For more details we refer to [1, 2, 5, 16] .
Let n be a two step nilpotent Lie algebra, equipped with an inner product ·, · . Denote by z the center of n i.e. z = {a ∈ n, ∀x ∈ n [a, x] = 0 n } and v be the orthogonal complement of z in n. Consequently, [n, z] = 0 n , [n, n] ⊂ z and n = z v.
Additionally we suppose that for every z ∈ z there is a linear map
Then n is called a Lie algebra of Heisenberg type. We denote
The corresponding Lie group N is called a Heisenberg Lie group. Via the exponential map, we shall identify n and N, hence the multiplication in N ≡ n = z v reads
We consider the semi-direct product S = NA = N ⋉ R * + defined by
NA is a solvable Lie group, with the corresponding Lie algebra s = v ⊕ z ⊕ R. Let d be the left invariant Riemannian distance on NA induced by the inner product
defined originally on T 0s (NA) = s
8
. Then the corresponding Riemannian volume is given by
where Q = p 2 + q is the homogeneous dimension on N. dm L is at the same time a left invariant Haar measure on NA.
NA has global geodesic coordinates i.e. for s ∈ NA we may write s = (r, θ), where r = d(s, 0 s ), θ belongs to the unit sphere in s ≡ R p+q+1 and the above decomposition is a diffeomorphism. The Riemannian volume in geodesic coordinates s = (r, θ) is given by
where dρ 0 (θ) is the surface measure on the unit sphere in R p+q+1 . Let L be the Laplace-Beltrami-operator in NA. It is symmetric with respect to dm L and it can be written as
∆ X , ∆ Z are the Laplace operators on v and z respectively, e 1 , . . . , e m is an orthonormal basis of v and e m+1 , . . . e m+k is an orthonormal basis of z. If a function f depends only on |X|, Z and a then L 1 f = 0 Hence, the radial part of L is given by 
Theorem 18 will be now used to prove precise estimates of the fundamental solution
Theorem 19. There are c > 0 and d > 0 such that
Proof. We have
Then by Theorem 18, there exists a constant c 1 > 0 such that
In addition, according to [17] p.97:
where g n,λ is the Green function of ∆ − λ in R n . Moreover,
As a result,
Consequently, there exists a constant c > 0 such that
Let us now focus on the upper estimate. As above, we use the estimate of Theorem 18. We divide the integral into two parts: ]1 + r, +∞[ and ]0, 1 + r[. For the first interval,
Then there exists d 1 > 0 such that
) dt, r > 0.
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Though as before:
As a result, there exists d 2 > 0 such that
Furthermore, r → 1+r r is bounded on [1, +∞[, which implies that
Secondly,
Hence, there exists
Again according to [17] p.97,
Using that r → 1+r r is bounded on [1, +∞[, we get that there is a constant d > 0 such that
Theorem 20. We have G(r) ≍ r 2−n , 0 < r ≤ 1.
Proof. We have 1 + r t ≤ 1 + 1 + r t , r ≥ 0, t > 0, then by Theorem 18 there exists a constant c 1 > 0 such that
Furthermore, 1 ≤ 1 + r, r > 0, and
So there exists a constant c 2 > 0 such that
Though, according to [17] , and using same notation as in the preceding theorem we have
So there exists a constant c > 0 such that c r 2−n ≤ G(r), 0 < r ≤ 1.
Now, let us focus on the upper estimates: As above, we use estimates of Theorem 18. We divide the integral into two parts: ]1 + r, +∞[ and ]0, 1 + r[. At first,
Though according to [17] as before:
However, for 0 < r ≤ 1,
Hence, there exists d 3 > 0 such that,
As before,
and we get the conclusion.
The Green kernel. Let
is the Green function for L on NA i.e. (2.1) and (2.2) are satisfied with respect to the measure dm L .
The proof of the above properties is standard provided all the integrals are well defined which follows, in particular, from the estimates included in Theorems 18, 19 and 20. Now we prove that the Green operator preserves radiality as it does on the Euclidean space. Let G B be the Green function for B = B R , see (2.9) Then
where for a fixed s 1 ,h(·, s 1 ) is the L-harmonic function in B with the boundary value G(·, s 1 ).
Theorem 21. If a continuous function f is radial then G B f is radial too.
Proof. It is enough to prove that
where for a continuous function u M(u)(r) = 1 σ e (r) Se(r) u(r, θ) drdρ 0 (θ).
14 Here dρ 0 is the surface measure on the unit sphere in s and σ e (r) is the measure of the sphere S e (r). In addition NA is a harmonic manifold so
see [16] . Consequently,
Moreover, G B f = 0 that on the boundary ∂B of B and so is M(G B f ) on ∂B. We conclude that
Corollary 22. Let f be a radial continuous function in NA such that Gf is well defined. Then Gf is radial too.
Proof. We have Gf = lim n→+∞ G Bn f . Hence by the preceding proposition Gf is radial on NA as well.
We finish this section by proving that if ϕ is radial then U ϕ B is radial as well. The statement holds both for the Euclidean space and NA and it follows from the fact that the Green operator preserves radiality. More precisely, we have the following lemma.
Lemma 23. We assume that ϕ satisfies (H 1 )-(H 3 ) and radial with respect to the first variable. Then for every c > 0 there exists a unique u ∈ C(B) radial on B such that
Proof. The proof is the same as in [10] . Let α = min{c − G B (ϕ(·, c))(s), s ∈ NA} and
K is nonempty, closed for the uniform norm and convex. We consider
and we prove that T (K) ⊂ K. Then Schauder theorem implies that T has a fixed point in K i.e. a radial positive solution of (3.5).
Harnack-type inequality
In this section we will prove Theorem 3 -the Harnack-type inequality 9 . The proof is based on the following three lemmas. First we need to compare the Green function for L with the one for the Laplace operator ∆ on balls B r (a) = {x ∈ R d : x − a < r} of small radii contained in Ω. More precisely, we intend to compare G L Br with G ∆ Br uniformly, provided the centers of the balls do not approach ∂Ω.
Lemma 24. Let D be a compact subset of Ω such that dist(D, ∂Ω) = 2r 0 for some r 0 > 0. There is a constant M > 0 such that for every r ≤ r 0 and for every ball B r = B(a, r), a ∈ D
The next lemma is the Harnack inequality for positive L-harmonic functions in B(a, r) with a constant independent of a and r. 
where B r = B(a, r) and c d is a constant depending only on the dimension as in Lemma 29 below.
4.1. Proof of Theorem 3. Now we are ready to prove Theorem 3. In fact we prove a stronger statement -a uniform Harnack-type inequality for a family of small balls. Then a standard compactness argument will do. We follow the ideas of [3] .
Theorem 27. Under the same hypotheses as in Theorem 3 and Lemma 24, there exist a constant C > 0 such that for every r ≤ r 0 , every ball B = B(a, r), a ∈ D and every positive solution of (1.1) in B we have
Proof. Let r 0 be such that the assumptions of Lemma 24 are satisfied. We can impose in addition that r 0 ≤ 1. Let M the constant in (4.1). We have
where p is as in (H ′ 1 ). Hence making r 0 possibly smaller we may conclude that for every
) ⊂ B = B(a, r) and u be a positive solution of (1.1) in B(a, r). Then
. Let now M 1 be the constant in (4.2). Since H B u is an L-harmonic function in B(a, r) then for every x, y ∈ B(a,
In addition, by (H
Multiplying both sides by 2, we get:
Furthermore, applying Lemma 24 and (4.4) again, we have
).
Proofs of lemmas.
To obtain a uniform comparison (4.1) for small balls we will use Theorem 28 below. Suppose we have a family F λ,α of second order strictly elliptic operators on R d having α-Hölder coefficients and λ the ellipticity constant. By the α -Hölder norm of a bounded function f we mean here
We assume that 0 < λ < 1. L ∈ F λ,α is of the form
where a ij = a ji , for every
The main ingredient in the proof of Lemma 24 is the following theorem Theorem 28. ( [13] ) Suppose λ is fixed. For every bounded C 1,1 domain D there exists a constant C > 0 such that
Proof of Lemma 24. Without loss of generality we may assume that L ∈ F λ,α . Indeed, L, defined originally on Ω, may be extended to an operatorL ∈ F λ,α in the way thatL = L in Since L r ∈ F λ,α , the estimate in (4.1) on B 1 for the whole class of operators L r is uniform, i.e. Lemma 25 follows from the classical Harnack inequality for elliptic operators, see [12] , p.189. To get the constant independent of r we use the same family of operators L r .
Due to Lemma 24 we are able to conclude a version of 3-G theorem for L adopted to our setting: and by the monotone convergence theorem we deduce the result.
