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CONTRAVARIANTLY FINITE RESOLVING SUBCATEGORIES OVER
COMMUTATIVE RINGS
RYO TAKAHASHI
Abstract. Contravariantly finite resolving subcategories of the category of finitely gen-
erated modules have been playing an important role in the representation theory of
algebras. In this paper we study contravariantly finite resolving subcategories over com-
mutative rings. The main purpose of this paper is to classify contravariantly finite
resolving subcategories over a henselian Gorenstein local ring; in fact there exist only
three ones. Our method to obtain this classification also recovers as a by-product the
theorem of Christensen, Piepmeyer, Striuli and Takahashi concerning the relationship
between the contravariant finiteness of the full subcategory of totally reflexive modules
and the Gorenstein property of the base ring.
1. Introduction
Tilting theory has been a central topic in the representation theory of algebras. This
theory was originally introduced in the study of module categories over finite-dimensional
algebras, and is now an important notion in a lot of areas of mathematics, including finite
and algebraic group theory, commutative and noncommutative algebraic geometry, and
algebraic topology; see [1] for the details. Cohen-Macaulay approximation theory due
to Auslander and Buchweitz [6] is an aspect of tilting theory for commutative algebra.
Dualizing modules, which play a critical role in Cohen-Macaulay approximation theory,
are special types of cotilting module.
The notion of a contravariantly finite subcategory (of the category of finitely gener-
ated modules), which is also called a (pre)covering class, was first introduced over artin
algebras by Auslander and Smalø [12] in connection with studying the problem of which
subcategories admit almost split sequences. The notion of a resolving subcategory was
introduced by Auslander and Bridger [5] in the study of totally reflexive modules, which
are also called modules of Gorenstein dimension zero or finitely generated Gorenstein pro-
jective modules. There is an application of contravariantly finite resolving subcategories
to the study of the finitistic dimension conjecture [7]. For other details of contravariantly
finite subcategories and resolving subcategories, see [3, 13, 8, 9, 14, 34, 32, 33, 18, 35]
in addition to the articles introduced above. On the other hand, there are a lot of arti-
cles which study contravariantly finite subcategories of the category of all modules; see
[25, 26, 2, 19] for example.
It was found out by Auslander and Reiten [7] that the notion of a contravariantly finite
resolving subcategory is closely related to tilting theory; they classified contravariantly
finite resolving subcategories over an artin algebra of finite global dimension in terms of
cotilting modules.
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Theorem 1.1 (Auslander-Reiten). Let R be an artin algebra of finite global dimension.
Then the assignment T 7→ ⊥T makes a bijection from the set of isomorphism classes
of basic cotilting R-modules to the set of contravariantly finite resolving subcategories of
modR.
Here, modR denotes the category of finitely generated R-modules, and ⊥T the full sub-
category of modR consisting of all finitely generated modules M with ExtiR(M,T ) = 0
for i > 0.
This paper deals with contravariantly finite resolving subcategories over commutative
rings. The main result of this paper is the following classification theorem.
Theorem 1.2. Let R be a commutative henselian (e.g. complete) Gorenstein local ring.
Then all the contravariantly finite resolving subcategories of modR are:
• the full subcategory of free modules,
• the full subcategory of maximal Cohen-Macaulay modules, and
• modR itself.
The assumption of finiteness of global dimension in Theorem 1.1 is essential to obtain
the bijection in the theorem. Without this assumption, in general there exist so many
contravariantly finite resolving subcategories, and it is extremely difficult to classify them;
see [33]. Theorem 1.2 should be remarkable since in it the ring R is not assumed to have
finite global dimension.
By the way, over an arbitrary commutative noetherian local ring, all the three sub-
categories in Theorem 1.2 are resolving, and the first and third subcategories are con-
travariantly finite. The second subcategory is contravariantly finite if the base ring is
a Cohen-Macaulay local ring admitting a dualizing module. This fact is known as the
Cohen-Macaulay approximation theorem due to Auslander and Buchweitz [6].
From now on, we explain our main results more minutely. Throughout the rest of this
section, let R be a commutative noetherian henselian local ring. We will give a sufficient
condition for a given resolving subcategory to be a test for injective dimension:
Theorem 1.3. Let X be a resolving subcategory of modR such that the residue field of
R has a right X -approximation. Assume that there exists an R-module G ∈ X of infinite
projective dimension with ExtiR(G,R) = 0 for i ≫ 0. Let M be an R-module such that
each X ∈ X satisfies ExtiR(X,M) = 0 for i≫ 0. Then M has finite injective dimension.
Using this result, we will prove the following theorem. Theorem 1.2 will be obtained
from this.
Theorem 1.4. Let X 6= modR be a contravariantly finite resolving subcategory of modR.
Suppose that there is an R-module G ∈ X of infinite projective dimension such that
ExtiR(G,R) = 0 for i ≫ 0. Then R is Cohen-Macaulay and X consists of all maximal
Cohen-Macaulay R-modules.
On the other hand, Theorem 1.3 also yields the following corollary as an immediate
consequence. The assertion of this corollary is a main result of [24]. (Our method to get
the corollary is quite different from the proof given in [24].)
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Corollary 1.5 (Christensen-Piepmeyer-Striuli-Takahashi). Suppose that there is a non-
free totally reflexive R-module. If the full subcategory of modR consisting of all totally
reflexive R-modules is contravariantly finite, then R is Gorenstein.
A totally reflexive module was defined by Auslander [4] as a common generalization
of a free module and a maximal Cohen-Macaulay module over a Gorenstein local ring.
Auslander and Bridger [5] proved that the full subcategory of totally reflexive modules
over a left and right noetherian ring is resolving. Many other properties of totally reflexive
modules are stated in [5] and [22].
If R is Gorenstein, then the totally reflexive R-modules are precisely the maximal
Cohen-Macaulay R-modules, and so the full subcategory of totally reflexive R-modules
is contravariantly finite by virtue of the Cohen-Macaulay approximation theorem. Thus,
Corollary 1.5 can be viewed as the converse of this fact. Corollary 1.5 implies a geometric
result: let R be a homomorphic image of a regular local ring. Suppose that there is a
nonfree totally reflexive R-module and are only finitely many nonisomorphic indecompos-
able totally reflexive R-modules. Then R is an isolated simple hypersurface singularity.
For the details, see [24].
Conventions
In the rest of this paper, we assume that all rings are commutative and noetherian, and
that all modules are finitely generated. Unless otherwise specified, let R be a henselian
local ring. The unique maximal ideal of R and the residue field of R are denoted by m and
k, respectively. We denote by modR the category of finitely generated R-modules. By a
subcategory of modR, we always mean a full subcategory of modR which is closed under
isomorphism. Namely, in this paper, a subcategory X of modR means a full subcategory
such that every R-module which is isomorphic to some R-module in X is also in X .
2. Contravariant finiteness of totally reflexive modules
In this section, we will state background materials which motivate the main results of
this paper. We start by recalling the definition of a totally reflexive module.
Definition 2.1. We denote by (−)∗ the R-dual functor HomR(−, R). An R-module M
is called totally reflexive (or of Gorenstein dimension zero) if
(1) the natural homomorphism M →M∗∗ is an isomorphism, and
(2) ExtiR(M,R) = Ext
i
R(M
∗, R) = 0 for any i > 0.
We introduce three subcategories of modR which will often appear throughout this
paper.
Notation 2.2. We denote by F(R) the subcategory of modR consisting of all free R-
modules, by G(R) the subcategory of modR consisting of all totally reflexive R-modules,
and by C(R) the subcategory of modR consisting of all maximal Cohen-Macaulay R-
modules.
Remark 2.3. The following are basic properties of the subcategories F(R), G(R) and
C(R).
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(1) Every free R-module is totally reflexive, namely, F(R) is contained in G(R).
(2) If R is Cohen-Macaulay, then all totally reflexive R-modules are maximal Cohen-
Macaulay, namely, G(R) is contained in C(R).
(3) If R is Gorenstein, then the totally reflexive R-modules are precisely the maximal
Cohen-Macaulay R-modules, namely, G(R) coincides with C(R).
The first and third assertions are immediate from the definition of a totally reflexive
module. The second assertion follows from [22, Theorem (1.4.8)].
Next, we recall the notion of a right approximation over a subcategory of modR.
Definition 2.4. Let X be a subcategory of modR.
(1) Let φ : X → M be a homomorphism of R-modules with X ∈ X . We say that
φ is a right X -approximation (of M) if the induced homomorphism HomR(X
′, φ) :
HomR(X
′, X)→ HomR(X
′,M) is surjective for any X ′ ∈ X .
(2) We say that X is contravariantly finite (in modR) if every R-module has a right
X -approximation.
By definition, contravariant finiteness can be regarded as a weaker version of the prop-
erty that the inclusion functor has a right adjoint.
Example 2.5. Let R be an arbitrary ring and n a nonnegative integer. The following
subcategories of modR are contravariantly finite, assuming in addition that R is artinian
in (7) and (8).
(1) modR.
(2) F(R).
(3) C(R), provided that R is a Cohen-Macaulay local ring admitting a dualizing module.
(4) A subcategory of modR closed under finite direct sums and direct summands in which
there are only finitely many isomorphism classes of indecomposable R-modules.
(5) The subcategory of modR consisting of all finitely generated S-modules, where S is
a fixed module-finite R-algebra.
(6) The subcategory of modR consisting of all M satisfying Ext1R(M,R) = 0.
(7) The subcategory of modR consisting of allM such that there exists an exact sequence
0→M → P 0 → · · · → P n−1 with each P i projective.
(8) The subcategory of modR consisting of allM such that there exists an exact sequence
In−1 → · · · → I0 →M → 0 with each Ii injective.
The subcategory (1) is contravariantly finite since the identity map of every R-module is
a right modR-approximation. As to the fact that (2) is contravariantly finite, for a given
R-module M , a surjective homomorphism from a module in F(R) to M (i.e. a free cover
ofM) is exactly a right F(R)-approximation ofM . As for the facts that the subcategories
(3)-(8) are contravariantly finite, see [6, Theorem 1.1], [12, Proposition 4.2] (or [38, Proof
of Theorem 1.4]), [31, Theorem 1.3.1(1)], [5, Proposition (2.21)] (or [13, Theorem 7.1] or
[40, Corollary 5.8]), [10, Theorem 1.2] and [9, Theorem 1.8] , respectively. See also [29,
Theorems 4.3 and 4.4].
The following result is immediately obtained from Example 2.5(3) and Remark 2.3(3).
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Theorem 2.6. If R is Gorenstein, then G(R) is contravariantly finite.
Recently, it has been proved that the (essential) converse of this theorem holds:
Theorem 2.7. [24] Suppose that there is a nonfree totally reflexive R-module. If G(R) is
contravariantly finite, then R is Gorenstein.
Yoshino [45, 46] and Takahashi [38, 36, 37, 39] proved the statement of Theorem 2.7 in
several special cases. Theorem 2.7 is shown in [24] by choosing a good maximal R-regular
sequence x = x1, . . . , xt and considering the smallest extension closed additive subcate-
gory of mod(R/xR) containing all R/xR-modules X/xX with X ∈ G(R). Theorem 2.7
will be recovered by Theorem 3.4 stated in the next section, and the proof of Theorem
3.4 is quite different from that of Theorem 2.7 given in [24].
By the way, the assumption in Theorem 2.7 of existence of a nonfree totally reflexive
module is necessary. Indeed, let R be a non-Gorenstein Golod local ring (e.g. a non-
Gorenstein Cohen-Macaulay local ring with minimal multiplicity). Then G(R) coincides
with F(R) by [17, Examples 3.5(2)]. In particular, G(R) is contravariantly finite by
Example 2.5(2).
Theorem 2.7 and Example 2.5(4) yield the following corollary, which improves [41,
Theorem 1.3].
Corollary 2.8. Let R be a non-Gorenstein local ring. If there is a nonfree totally reflexive
R-module, then there are infinitely many nonisomorphic indecomposable totally reflexive
R-modules.
Combining this with [44, Theorems (8.15) and (8.10)] (cf. [28, Satz 1.2] and [21,
Theorem B]), one obtains the following result.
Corollary 2.9. Let R be a homomorphic image of a regular local ring. Suppose that there
is a nonfree totally reflexive R-module but there are only finitely many nonisomorphic
indecomposable totally reflexive R-modules. Then R is a simple hypersurface singularity.
3. Contravariantly finite resolving subcategories
In this section, we will give the main theorems of this paper. The most general result
is Theorem 3.4, which implies all of the other results obtained in this paper. First of all,
we recall the definition of the syzygies of a given module. Let M be an R-module and n
a positive integer. Let
F• = (· · ·
dn+1
→ Fn
dn→ Fn−1
dn−1
→ · · ·
d2→ F1
d1→ F0 → 0)
be a minimal free resolution of M . We define the nth syzygy ΩnM of M as the image
of the homomorphism dn. We set Ω
0M = M . Note that the nth syzygy ΩnM of M is
uniquely determined up to isomorphism, since so is a minimal free resolution of M .
Now we recall the definition of a resolving subcategory.
Definition 3.1. A subcategory X of modR is called resolving if it satisfies the following
four conditions.
(1) X contains R.
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(2) X is closed under direct summands: if M is an R-module in X and N is a direct
summand of M , then N is also in X .
(3) X is closed under extensions: for an exact sequence 0 → L → M → N → 0 of
R-modules, if L and N are in X , then M is also in X .
(4) X is closed under kernels of epimorphisms: for an exact sequence 0 → L → M →
N → 0 of R-modules, if M and N are in X , then L is also in X .
A resolving subcategory is a subcategory such that any two “minimal” resolutions of a
module by modules in it have the same length; see [5, (3.12)].
Remark 3.2. Let X be a resolving subcategory of modR. Then
(1) X is closed under finite direct sums: if M1, . . . ,Mn are a finite number of R-modules
in X , then so is the direct sum M1 ⊕ · · · ⊕Mn.
(2) X is closed under syzygies: if M is an R-module in X , then so is ΩnM for every
n ≥ 0.
Indeed, as to (1), it is enough to check that if M and N are R-modules in X , then so
is M ⊕N . This follows by applying Definition 3.1(3) to the natural split exact sequence
0 → M → M ⊕ N → N → 0. As to (2), it suffices to show that if M is an R-module in
X , then so is the first syzygy ΩM . There is an exact sequence 0→ ΩM → F → M → 0
with F free, and F is in X by Definition 3.1(1) and the first assertion of this remark.
Hence ΩM is in X by Definition 3.1(4).
Example 3.3. Let I be an ideal of R, K an R-module, and n a nonnegative integer. The
following subcategories of modR are resolving.
(1) modR.
(2) F(R).
(3) G(R).
(4) {M | grade(I,M) ≥ grade(I, R) }.
(5) C(R), provided that R is Cohen-Macaulay.
(6) {M |M has bounded Betti numbers }.
(7) {M |M has finite complexity }.
(8) {M |M has lower complete intersection dimension zero }.
(9) {M | TorRi (M,K) = 0 for i > n }.
(10) {M | ExtiR(M,K) = 0 for i > n }.
(11) {M | TorRi (M,K) = 0 for i≫ 0 }.
(12) {M | ExtiR(M,K) = 0 for i≫ 0 }.
The fact that the subcategory (3) is resolving follows from [5, (3.11)] or [17, Lemma 2.3].
The resolving property of (5) follows from that of (4). The fact that (7) and (8) are
resolving follows from [15, Proposition 4.2.4] and [16, Lemma 6.3.1], respectively. The
resolving properties of the other subcategories can be checked directly. Note that the
subcategories (11) and (12) are thick. (A subcategory X of modR is called thick provided
that for any exact sequence 0→ L→M → N → 0 in modR, if two of L,M,N are in X ,
then so is the third.)
Now we state the most general result in this paper.
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Theorem 3.4. Let X be a resolving subcategory of modR such that the residue field k
has a right X -approximation. Assume that there exists an R-module G ∈ X of infinite
projective dimension such that ExtiR(G,R) = 0 for i ≫ 0. Let M be an R-module such
that each X ∈ X satisfies ExtiR(X,M) = 0 for i ≫ 0. Then M has finite injective
dimension.
Let X be as in Theorem 3.4. Let M be an R-module. Theorem 3.4 says that if
Ext≫0R (X,M) = 0 for each X ∈ X , then Ext
≫0
R (X,M) = 0 for each X ∈ modR. In this
sense, such a subcategory X of modR is “large”.
We shall prove Theorem 3.4 in the next section. In the rest of this section, we will state
and prove several results by using Theorem 3.4. We begin with two corollaries which are
immediately obtained.
Corollary 3.5. Let X be a resolving subcategory of modR which is contained in the
subcategory {M | ExtiR(M,R) = 0 for i ≫ 0 } of modR. Suppose that in X there is an
R-module of infinite projective dimension. If k has a right X -approximation, then R is
Gorenstein.
Proof. Each module X in X satisfies ExtiR(X,R) = 0 for i ≫ 0. Hence Theorem 3.4
implies that R has finite injective dimension as an R-module. 
Corollary 3.6. Let X be one of the following.
(1) G(R).
(2) The subcategory {M | ExtiR(M,R) = 0 for i > n } of modR, where n is a nonnegative
integer.
(3) The subcategory {M | ExtiR(M,R) = 0 for i≫ 0 } of modR.
Suppose that in X there is an R-module of infinite projective dimension. If k has a right
X -approximation, then R is Gorenstein.
Proof. As we observed in Example 3.3, X is a resolving subcategory of modR. Since X
is contained in the subcategory {M | ExtiR(M,R) = 0 for i ≫ 0 }, the assertion follows
from Corollary 3.5. 
Remark 3.7. Corollary 3.6 implies Theorem 2.7. Indeed, any nonfree totally reflexive
module has infinite projective dimension by [22, (1.2.10)].
For a subcategory X of modR, let X⊥ (respectively, ⊥X ) denote the subcategory
of modR consisting of all R-modules M such that ExtiR(X,M) = 0 (respectively,
ExtiR(M,X) = 0) for all X ∈ X and i > 0. Applying Wakamatsu’s lemma to a re-
solving subcategory, we obtain the following lemma. This will often be used in the rest
of this paper.
Lemma 3.8. Let X be a resolving subcategory of modR. If an R-module M has a right
X -approximation, then there is an exact sequence 0 → Y → X → M → 0 of R-modules
with X ∈ X and Y ∈ X⊥.
Proof. Since R is henselian, M has a minimal right X -approximation: there exists a right
X -approximation φ : X → M such that every endomorphism f : X → X with φ = φf
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is an automorphism; see [38, Corollary 2.5]. Take an element m ∈ M , and define a
homomorphism ρ : R→ M by ρ(1) = m. As X is a resolving subcategory, R is in X . The
homomorphism ρ factors through φ, and we see that m = φ(x) for some x ∈ X . Thus φ
is surjective. Put Y = Kerφ. Wakamatsu’s lemma (see [42] or [43, Lemma 2.1.1]) shows
that Ext1R(X
′, Y ) = 0 for any X ′ ∈ X . We have ExtiR(X
′, Y ) ∼= Ext1R(Ω
i−1X ′, Y ) = 0 for
any X ′ ∈ X and i > 0 by Remark 3.2(2). Therefore Y is in X⊥. 
By using Lemma 3.8 and the theorem which was formerly called “Bass’ conjecture”,
we obtain another corollary of Theorem 3.4.
Corollary 3.9. Let X be a resolving subcategory of modR such that k has a right X -
approximation and that k is not in X . Assume that there is an R-module G ∈ X with
pdRG =∞ and Ext
i
R(G,R) = 0 for i≫ 0. Then R is Cohen-Macaulay and dimR > 0.
Proof. According to Lemma 3.8, there is an exact sequence 0 → Y → X → k → 0
with X ∈ X and Y ∈ X⊥. It is seen from Theorem 3.4 that the R-module Y has finite
injective dimension. Since k is not in X , we have Y 6= 0. By virtue of [20, Corollary
9.6.2 and Remark 9.6.4(a)], the ring R is Cohen-Macaulay. Assume that dimR = 0.
Then Y is injective (cf. [20, Theorem 3.1.17]), and so the exact sequence splits. Hence
k is isomorphic to a direct summand of X , and k is in X as X is closed under direct
summands. This contradiction shows that R has positive Krull dimension. 
To give the next corollary of Theorem 3.4, we need the following three lemmas.
Lemma 3.10. Let X be a contravariantly finite resolving subcategory of modR. Then,
k ∈ X if and only if X = modR.
Proof. The “if” part is clear. Suppose that k is in X and let us show that X coincides
with modR. Fix an R-module M . Then Lemma 3.8 yields an exact sequence 0 → Y →
X → M → 0 of R-modules with X ∈ X and Y ∈ X⊥. We have ExtiR(k, Y ) = 0 for all
i > 0, as k ∈ X and Y ∈ X⊥. By [20, Proposition 3.1.14], Y is an injective R-module, and
so the exact sequence splits. Hence M is isomorphic to a direct summand of X . Since X
is closed under direct summands, M is in X . This completes the proof of the lemma. 
Lemma 3.11. Let X be a resolving subcategory of modR. Suppose that every R-module
in ⊥(X⊥) admits a right X -approximation. Then X = ⊥(X⊥).
Proof. It is easy to see that X is contained in ⊥(X⊥). Let M be an R-module in ⊥(X⊥).
Then there is an exact sequence 0 → Y → X → M → 0 of R-modules with X ∈ X
and Y ∈ X⊥ by Lemma 3.8. This exact sequence can be regarded as an element of
Ext1R(M,Y ), and this Ext module vanishes since M ∈
⊥(X⊥) and Y ∈ X⊥. Hence the
exact sequence splits, and M is isomorphic to a direct summand of X . Since X is closed
under direct summands, M is in X . Thus X = ⊥(X⊥). 
Lemma 3.12. Let M and N be nonzero R-modules. Assume either that M has finite
projective dimension or that N has finite injective dimension. Then one has an equality
sup{ i | ExtiR(M,N) 6= 0 } = depthR − depthRM.
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Proof. Assume that pdRM = s < ∞. Then it is easy to see that Ext
i
R(M,N) = 0 for
i > s, so that sup{ i | ExtiR(M,N) 6= 0 } ≤ s. There is an exact sequence
0→ R⊕ns
As→ R⊕ns−1
As−1
→ · · ·
A1→ R⊕n0 →M → 0
such that each Ai is a matrix over R all of whose entries are elements in the maximal ideal
m. Dualizing this by N , we obtain an exact sequence N⊕ns−1
t(As)
→ N⊕ns → ExtsR(M,N)→
0. It is seen from Nakayama’s lemma that ExtsR(M,N) 6= 0. Thus sup{ i | Ext
i
R(M,N) 6=
0 } = s = depthR − depthRM , where the last equality follows from the Auslander-
Buchsbaum formula.
As to the case where N has finite injective dimension, see [30, Satz 2.6] or [20, Exercise
3.1.24]. 
The above lemma can also be shown by using the formulas [27, Theorem 4.1] and [23,
Corollary (2.14)].
Now we can show the following corollary. There are only two contravariantly finite
resolving subcategories possessing such G as in the corollary.
Corollary 3.13. Let X be a contravariantly finite resolving subcategory of modR. As-
sume that there is an R-module G ∈ X with pdRG = ∞ and Ext
i
R(G,R) = 0 for i≫ 0.
Then either of the following holds.
(1) X = modR,
(2) R is Cohen-Macaulay and X = C(R).
Proof. Suppose that X 6= modR. Then Lemma 3.10 says that k is not in X . By Corollary
3.9, R is Cohen-Macaulay.
First, we show that C(R) is contained in X . For this, let M be a maximal Cohen-
Macaulay R-module. We have only to prove that M is in ⊥(X⊥) by Lemma 3.11. Let N
be a nonzero R-module in X⊥. Theorem 3.4 implies that N is of finite injective dimension.
Since M is maximal Cohen-Macaulay, we have sup{ i | ExtiR(M,N) 6= 0 } = 0 by Lemma
3.12. Therefore ExtiR(M,N) = 0 for all N ∈ X
⊥ and i > 0. It follows thatM is in ⊥(X⊥),
as desired.
Next, we show that X is contained in C(R). We have an exact sequence 0 → Y →
X → k → 0 with X ∈ X and Y ∈ X⊥ by Lemma 3.8. Since k is not in X , the module Y
is nonzero. By Theorem 3.4, Y has finite injective dimension. According to Lemma 3.12,
for a nonzero R-module X ′ in X , we have equalities 0 ≥ sup{ i | ExtiR(X
′, Y ) 6= 0 } =
depthR − depthRX
′ = dimR − depthRX
′. Therefore X ′ is a maximal Cohen-Macaulay
R-module, as desired. 
Next, we study contravariantly finite resolving subcategories all of whose objects X
satisfy Ext≫0R (X,R) = 0. We start by considering special ones among such subcategories.
Proposition 3.14. Let X be a contravariantly finite resolving subcategory of modR.
Suppose that every R-module in X has finite projective dimension. Then either of the
following holds.
(1) X = F(R),
(2) R is regular and X = modR.
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Proof. If X = modR, then our assumption says that all R-modules have finite projective
dimension. Hence R is regular. Assume that X 6= modR. Then there is an R-module M
which is not in X . There is an exact sequence 0 → Y → X → M → 0 with X ∈ X and
Y ∈ X⊥ by Lemma 3.8. Note that Y 6= 0 asM /∈ X . Fix a nonzero R-moduleX ′ ∈ X . We
have ExtiR(X
′, Y ) = 0 for all i > 0, and hence pdRX
′ = sup{ i | ExtiR(X
′, Y ) 6= 0 } = 0
by Lemma 3.12 and the Auslander-Buchsbaum formula. Hence X ′ is free. This means
that X is contained in F(R). On the other hand, X contains F(R) since X is resolving.
Therefore X = F(R). 
Combining Proposition 3.14 with Corollary 3.13, we can get the following.
Corollary 3.15. Let X be a contravariantly finite resolving subcategory of modR. Sup-
pose that every module X ∈ X is such that ExtiR(X,R) = 0 for i ≫ 0. Then one of the
following holds.
(1) X = F(R),
(2) R is Gorenstein and X = C(R),
(3) R is Gorenstein and X = modR.
Proof. The corollary follows from Proposition 3.14 in the case where all R-modules in
X are of finite projective dimension. So suppose that in X there exists an R-module
of infinite projective dimension. Then Corollary 3.13 shows that either of the following
holds.
(i) X = modR,
(ii) R is Cohen-Macaulay and X = C(R).
By the assumption that every X ∈ X satisfies ExtiR(X,R) = 0 for i ≫ 0, we have
ExtiR(k, R) = 0 for i ≫ 0 in the case (i). In the case (ii), since Ω
dk is in X where
d = dimR, we have Exti+dR (k, R)
∼= ExtiR(Ω
dk, R) = 0 for i≫ 0. Thus, in both cases, the
ring R is Gorenstein. 
Finally, we obtain the following result from Corollary 3.15, Example 2.5(2)(3) and Ex-
ample 3.3(2)(5). It says that the category of finitely generated modules over a Gorenstein
local ring possesses only three contravariantly finite resolving subcategories.
Corollary 3.16. Let R be a Gorenstein local ring. Then all the contravariantly finite
resolving subcategories of modR are F(R), C(R) and modR.
4. Proof of Theorem 3.4
This section is devoted to proving Theorem 3.4. First of all, let us recall the definition
and some fundamental properties of the transpose of a given module. Let M be an R-
module. Take a minimal free resolution F• = (· · ·
d2→ F1
d1→ F0 → 0) of M . We define the
transpose TrM of M as the cokernel of the R-dual homomorphism d∗1 : F
∗
0 → F
∗
1 of d1.
Remark 4.1. Let M be an R-module.
(1) The transpose TrM of M are uniquely determined up to isomorphism, since so is a
minimal free resolution of M .
(2) One has Tr(TrM) ∼= M and M∗ ∼= Ω2TrM up to free summand.
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For an R-module M , we denote by νR(M) the minimal number of generators of M , i.e.
νR(M) = dimk(M ⊗R k).
Lemma 4.2. Let M be an R-module. The transpose TrM has no nonzero free summand.
Proof. Let F• = (· · ·
d2→ F1
d1→ F0 → 0) be a minimal free resolution of M . Assume
that TrM has a nonzero free summand. Then there exists a surjective homomorphism
pi : TrM → R. We obtain a commutative diagram
0 0


y


y
F ∗0
δ
−−−→ F −−−→ N −−−→ 0
∥
∥
∥ θ


y


y
F ∗0
d∗1−−−→ F ∗1
ε
−−−→ TrM −−−→ 0
piε


y pi


y
R R


y


y
0 0
with exact rows and columns, where F is a free R-module. This diagram yields iso-
morphisms M = Coker d1 ∼= Coker(δ
∗θ∗) ∼= Coker(δ∗), as the homomorphism θ∗ is
surjective. Hence there exists a surjective homomorphism F ∗ → ΩM , and we have
rankF = rankF ∗ ≥ νR(ΩM) = rankF1 = rankF
∗
1 = rankF + 1, which is a contra-
diction. 
For an R-module M , let M∗M be the ideal of R generated by the subset
{ f(x) | f ∈ M∗, x ∈M }
of R. We verify that this ideal has the following property.
Lemma 4.3. An R-module M has a nonzero free summand if and only if M∗M = R.
Proof. If M has a nonzero free summand, then there exists a surjective homomorphism
pi : M → R. Hence there is an element x ∈ M such that pi(x) = 1. We have 1 = pi(x) ∈
M∗M , so M∗M = R.
Conversely, suppose that the equality M∗M = R holds. Then there are elements
f1, . . . , fn ∈ M
∗ and x1, . . . , xn ∈ M such that 1 = f1(x1) + · · ·+ fn(xn). Define homo-
morphisms f : M⊕n → R and g : R → M⊕n by f(y1, . . . , yn) = f1(y1) + · · · + fn(yn)
for y1, . . . , yn ∈ M and g(a) = (ax1, . . . , axn) for a ∈ R. Then the composite map fg is
the identity map of R, so g is a split monomorphism. Hence R is isomorphic to a direct
summand of M⊕n. Since R is henselian, R is isomorphic to a direct summand of M by
virtue of the Krull-Schmidt theorem, that is, M has a nonzero free summand. 
Let M and N be R-modules. We denote by PR(M,N) the R-submodule
of HomR(M,N) consisting of all homomorphisms from M to N which factors
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through some free R-module. We denote by HomR(M,N) the residue R-module
HomR(M,N)/PR(M,N).
For R-modules M and N , there is a natural homomorphism
λMN :M ⊗R N → HomR(M
∗, N)
which is given by λMN(x⊗ y)(f) = f(x)y for x ∈ M , y ∈ N and f ∈ M
∗. The following
proposition will be used to prove the essential part of the proof of Theorem 3.4.
Proposition 4.4. Let X be a subcategory of modR and 0 → Y
f
→ X → M → 0 an
exact sequence of R-modules with X ∈ X and Y ∈ X⊥. Let G ∈ X , set H = TrΩG,
and suppose that (H∗H)M = 0. Let 0 → K
g
→ F
h
→ H → 0 be an exact sequence of
R-modules with F free. Then the induced sequence
0 −−−→ K ⊗R Y
g⊗RY−−−→ F ⊗R Y
h⊗RY−−−→ H ⊗R Y −−−→ 0
is exact, and the map h⊗R Y factors through the map F ⊗R f : F ⊗R Y → F ⊗R X.
Proof. According to [5, Proposition (2.6)], there is a commutative diagram
0


y
Ext1R(TrH, Y )


y
H ⊗R Y
δ
−−−→ H ⊗R X
ε
−−−→ H ⊗RM −−−→ 0
α


y β


y γ


y
0 −−−→ HomR(H
∗, Y )
ζ
−−−→ HomR(H
∗, X)
η
−−−→ HomR(H
∗,M) −−−→ Ext1R(H
∗, Y )


y
Ext2R(TrH, Y )


y
0
with exact rows and columns, where α = λHY , β = λHX and γ = λHM . Note from Remark
4.1(2) that TrH ∼= ΩG and H∗ ∼= Ω2 TrH ∼= Ω3G up to free summand. Since G ∈ X and
Y ∈ X⊥, we have Ext1R(TrH, Y )
∼= Ext2R(G, Y ) = 0, Ext
2
R(TrH, Y )
∼= Ext3R(G, Y ) = 0
and Ext1R(H
∗, Y ) ∼= Ext4R(G, Y ) = 0. Hence α is an isomorphism and η is a surjective
homomorphism. Diagram chasing shows that δ is an injective homomorphism. From the
assumption that (H∗H)M = 0, we see that γ = λHM is the zero map. We thus obtain
the following commutative diagram with exact rows.
0 −−−→ H ⊗R Y
δ
−−−→ H ⊗R X
ε
−−−→ H ⊗RM −−−→ 0
α


y∼= β


y γ


y0
0 −−−→ HomR(H
∗, Y )
ζ
−−−→ HomR(H
∗, X)
η
−−−→ HomR(H
∗,M) −−−→ 0
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As ηβ = γε = 0, there exists a homomorphism
σ : H ⊗R X → HomR(H
∗, Y )
with ζσ = β. The commutativity ζα = βδ and the injectivity of ζ imply that σδ = α.
Put
τ = α−1σ : H ⊗R X → H ⊗R Y.
The map δ is a split monomorphism with a splitting map τ . There is a commutative
diagram
0


y
TorR1 (H, Y )


y
K ⊗R Y −−−→ K ⊗R X −−−→ K ⊗RM −−−→ 0
g⊗RY


y


y


y
0 −−−→ F ⊗R Y
F⊗Rf
−−−→ F ⊗R X −−−→ F ⊗RM −−−→ 0
h⊗RY


y ξ


y


y
0 −−−→ H ⊗R Y
δ
−−−→ H ⊗R X
ε
−−−→ H ⊗RM −−−→ 0


y


y


y
0 0 0
with exact rows and columns, and we have h⊗R Y = (τδ)(h⊗R Y ) = τξ(F ⊗R f). Thus,
the homomorphism h⊗R Y factors through the homomorphism F ⊗R f .
We have an isomorphism TorR1 (H, Y ) = Tor
R
1 (TrΩG, Y )
∼= HomR(ΩG, Y ) by [44,
Lemma (3.9)]. It remains to prove that HomR(ΩG, Y ) = 0. There is an exact se-
quence 0 → ΩG
θ
→ P → G → 0 of R-modules such that P is a free R-module. Let
ρ ∈ HomR(ΩG, Y ). We want to show that this map factors through some free R-module.
There is a pushout diagram:
0 −−−→ ΩG
θ
−−−→ P −−−→ G −−−→ 0
ρ


y φ


y
∥
∥
∥
0 −−−→ Y
ψ
−−−→ Q −−−→ G −−−→ 0
The second row is a split exact sequence since it can be regarded as an element of
Ext1R(G, Y ), which vanishes as G ∈ X and Y ∈ X
⊥. Hence there is a homomorphism
pi : Q→ Y such that piψ = 1, and we have ρ = (piψ)ρ = piφθ. Therefore ρ factors through
the free R-module P , as desired. 
The proof of our next result will require the following elementary lemma.
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Lemma 4.5. Let M be an R-module, and let
M =M0
f0
→M1
f1
→ M2
f2
→ · · ·
be a sequence of surjective homomorphisms. Then fi is an isomorphism for i≫ 0.
Proof. For a positive integer i, let Ki be the kernel of the composite map gi :=
fi−1fi−2 · · · f1f0. Then there is an ascending chain K1 ⊆ K2 ⊆ K3 ⊆ · · · of submodules
of M . Since M is a noetherian R-module, there exists an integer n such that Ki = Ki+1
for any i ≥ n. For each positive integer i, we have a commutative diagram
M/Ki
∼=
−−−→ Mi
pii


y fi


y
M/Ki+1
∼=
−−−→ Mi+1
where the horizontal isomorphisms are induced by gi and gi+1, and pi is a natural surjective
homomorphism. Since pii is an isomorphism for i ≥ n, the map fi is an isomorphism for
i ≥ n. 
Let A and B be abelian categories. A contravariant cohomological δ-functor D from
A to B is defined as a collection of additive contravariant functors Dn : A → B for each
integer n ≥ 0, together with morphisms δn(s) : Dn(X) → Dn+1(Z) for each short exact
sequence s : 0 → X
f
→ Y
g
→ Z → 0 in A. We make the convention that Dn = 0 for
n < 0. The following two conditions are imposed:
(1) For each short exact sequence as above, there is a long exact sequence
· · · → Dn−1(X)
δn−1(s)
→ Dn(Z)
Dn(g)
→ Dn(Y )
Dn(f)
→ Dn(X)
δn(s)
→ Dn+1(Z)→ · · · .
(2) For each commutative diagram
s : 0 −−−→ X
f
−−−→ Y
g
−−−→ Z −−−→ 0
α


y β


y γ


y
s′ : 0 −−−→ X ′
f ′
−−−→ Y ′
g′
−−−→ Z ′ −−−→ 0
with exact rows, the diagram
Dn(X ′)
δn(s′)
−−−→ Dn+1(Z ′)
Dn(α)


y D
n+1(γ)


y
Dn(X)
δn(s)
−−−→ Dn+1(Z)
is commutative.
Now we can prove the following, which will play a key role in the proof of Theorem 3.4.
Proposition 4.6. Let X be a subcategory of modR which is closed under syzygies. Let
0 → Y → X → M → 0 be an exact sequence of R-modules with X ∈ X and Y ∈ X⊥.
Suppose that there is an R-module G ∈ X with pdRG = ∞ and Ext
i
R(G,R) = 0 for
i ≫ 0. Put Hi = TrΩ(Ω
iG) and assume that ((Hi)
∗Hi)M = 0 for i ≫ 0. Let D =
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(Dj)j≥0 : modR → modR be a contravariant cohomological δ-functor. If D
j(X) = 0 for
j ≫ 0, then Dj(Y ) = Dj(M) = 0 for j ≫ 0.
Proof. Since X is closed under syzygies, the module ΩiG is in X for i ≥ 0. Replacing
G with ΩiG for i ≫ 0, we may assume that ExtiR(G,R) = 0 for all i > 0 and that
((Hi)
∗Hi)M = 0 for all i ≥ 0. Let
F• = (· · ·
di+1
→ Fi
di→ Fi−1
di−1
→ · · ·
d2→ F1
d1→ F0 → 0)
be a minimal free resolution of G. Dualizing this by R yields an exact sequence
0→ G∗ → (F0)
∗ (d1)
∗
→ (F1)
∗ (d2)
∗
→ · · ·
(di)∗
→ (Fi)
∗ (di+1)
∗
→ (Fi+1)
∗ (di+2)
∗
→ (Fi+2)
∗ (di+3)
∗
→ · · · ,
and it is easily seen that Hi ∼= (Ω
i+3G)∗ and ΩHi ∼= (Ω
i+2G)∗ for i ≥ 0. By Proposition
4.4, for each integer i ≥ 0 we have an exact sequence
0→ (Ωi+2G)∗ ⊗R Y → (Fi+2)
∗ ⊗R Y
fi
→ (Ωi+3G)∗ ⊗R Y → 0
such that fi factors through (Fi+2)
∗ ⊗R X .
There is an integer a ≥ 0 such that Dj(X) = 0 for all j ≥ a. From the above short
exact sequence, we get a long exact sequence
· · ·
Dj(fi)
→ Dj((Fi+2)
∗ ⊗R Y )→ D
j((Ωi+2G)∗ ⊗R Y )→ D
j+1((Ωi+3G)∗ ⊗R Y )
Dj+1(fi)
→ · · · .
The homomorphism Dj(fi) factors through D
j((Fi+2)
∗ ⊗R X), which vanishes for j ≥ a
as (Fi+2)
∗⊗RX is isomorphic to a direct sum of copies of X . Hence D
j(fi) = 0 for j ≥ a,
and we obtain an exact sequence
0→ Dj((Fi+2)
∗ ⊗R Y )→ D
j((Ωi+2G)∗ ⊗R Y )
εi,j
→ Dj+1((Ωi+3G)∗ ⊗R Y )→ 0
for i ≥ 0 and j ≥ a. Thus, there is a sequence
Da((Ω2G)∗ ⊗R Y )
ε0,a
→ Da+1((Ω3G)∗ ⊗R Y )
ε1,a+1
→ Da+2((Ω4G)∗ ⊗R Y )
ε2,a+2
→ · · ·
of surjective homomorphisms of R-modules. Lemma 4.5 says that there exists an integer
b ≥ 0 such that
εl,a+l : D
a+l((Ωl+2G)∗ ⊗R Y )→ D
a+l+1((Ωl+3G)∗ ⊗R Y )
is an isomorphism for every l ≥ b. It follows from the above short exact sequence that
Da+l((Fl+2)
∗⊗R Y ) = 0 for every l ≥ b. Since G has infinite projective dimension, each Fi
is a nonzero free R-module, and the module (Fl+2)
∗⊗RY is isomorphic to a nonzero direct
sum of copies of Y . Thus we have Dj(Y ) = 0 for j ≥ a + b. From the exact sequence
0→ Y → X → M → 0 we see that Dj(M) = 0 for j ≥ a+ b+ 1. 
Now we are in the position to achieve the purpose of this section.
Proof of Theorem 3.4. Since k admits a right X -approximation, there exists an exact
sequence 0 → Y → X → k → 0 of R-modules with X ∈ X and Y ∈ X⊥ by Lemma 3.8.
For an integer i ≥ 0, put Hi = TrΩ(Ω
iG). Lemma 4.2 says that Hi has no nonzero free
summand. We have (Hi)
∗Hi 6= R by Lemma 4.3. Hence ((Hi)
∗Hi)k = 0 for i ≥ 0. Apply-
ing Proposition 4.6 to the contravariant cohomological δ-functor D = (ExtjR( ,M))j≥0,
we obtain Dj(k) = 0 for j ≫ 0. Namely, we have ExtjR(k,M) = 0 for j ≫ 0, which
implies that M has finite injective dimension. 
16 RYO TAKAHASHI
Acknowledgments
The author would like to give his deep gratitude to Shiro Goto and Osamu Iyama for
a lot of valuable discussions and helpful suggestions. The author also thanks Mitsuyasu
Hashimoto, Yuji Yoshino and an anonymous referee for important and useful comments.
References
[1] Handbook of tilting theory. Edited by Lidia Angeleri Hu¨gel, Dieter Happel, and Henning Krause.
London Mathematical Society Lecture Note Series, 332. Cambridge University Press, Cambridge,
2007.
[2] L. Angeleri Hu¨gel; A. Tonolo; J. Trlifaj, Tilting preenvelopes and cotilting precovers.Algebr.
Represent. Theory 4 (2001), no. 2, 155–170.
[3] M. Auslander, Coherent functors. 1966 Proc. Conf. Categorical Algebra (La Jolla, Calif., 1965)
pp. 189–231 Springer, New York.
[4] M. Auslander, Anneaux de Gorenstein, et torsion en alge`bre commutative. Se´minaire d’Alge`bre
Commutative dirige´ par Pierre Samuel, 1966/67, Texte re´dige´, d’apre`s des expose´s de Maurice Aus-
lander, Marquerite Mangeney, Christian Peskine et Lucien Szpiro. E´cole Normale Supe´rieure de
Jeunes Filles, Secre´tariat mathe´matique, Paris, 1967.
[5] M. Auslander; M. Bridger, Stable module theory. Memoirs of the American Mathematical
Society, No. 94, American Mathematical Society, Providence, R.I., 1969.
[6] M. Auslander; R.-O. Buchweitz, The homological theory of maximal Cohen-Macaulay approxi-
mations. Colloque en l’honneur de Pierre Samuel (Orsay, 1987), Me´m. Soc. Math. France (N.S.) No.
38, (1989), 5–37.
[7] M. Auslander; I. Reiten, Applications of contravariantly finite subcategories. Adv. Math. 86
(1991), no. 1, 111–152.
[8] M. Auslander; I. Reiten, Cohen-Macaulay and Gorenstein Artin algebras. Representation the-
ory of finite groups and finite-dimensional algebras (Bielefeld, 1991), 221–245, Progr. Math., 95,
Birkha¨user, Basel, 1991.
[9] M. Auslander; I. Reiten, Homologically finite subcategories. Representations of algebras and
related topics (Kyoto, 1990), 1–42, London Math. Soc. Lecture Note Ser., 168, Cambridge Univ.
Press, Cambridge, 1992.
[10] M. Auslander; I. Reiten, k-Gorenstein algebras and syzygy modules. J. Pure Appl. Algebra 92
(1994), no. 1, 1–27.
[11] M. Auslander; I. Reiten, Syzygy modules for Noetherian rings. J. Algebra 183 (1996), no. 1,
167–185.
[12] M. Auslander; S. O. Smalø, Preprojective modules over Artin algebras. J. Algebra 66 (1980),
no. 1, 61–122.
[13] M. Auslander; S. O. Smalø, Almost split sequences in subcategories. J. Algebra 69 (1981), no.
2, 426–454.
[14] M. Auslander; Ø. Solberg, Relative homology and representation theory. I. Relative homology
and homologically finite subcategories. Comm. Algebra 21 (1993), no. 9, 2995–3031.
[15] L. L. Avramov, Homological dimensions and related invariants of modules over local rings. Repre-
sentations of algebra. Vol. I, II, 1–39, Beijing Norm. Univ. Press, Beijing, 2002.
[16] L. L. Avramov, Infinite free resolutions. Six lectures on commutative algebra (Bellaterra, 1996),
1–118, Progr. Math., 166, Birkha¨user, Basel, 1998.
[17] L. L. Avramov; A. Martsinkovsky, Absolute, relative, and Tate cohomology of modules of finite
Gorenstein dimension. Proc. London Math. Soc. (3) 85 (2002), no. 2, 393–440.
[18] A. Beligiannis, Cohen-Macaulay modules, (co)torsion pairs and virtually Gorenstein algebras. J.
Algebra 288 (2005), no. 1, 137–211.
[19] L. Bican; R. El Bashir; E. Enochs, All modules have flat covers. Bull. London Math. Soc. 33
(2001), no. 4, 385–390.
[20] W. Bruns; J. Herzog, Cohen-Macaulay rings. revised edition. Cambridge Studies in Advanced
Mathematics, 39, Cambridge University Press, Cambridge, 1998.
CONTRAVARIANTLY FINITE RESOLVING SUBCATEGORIES 17
[21] R.-O. Buchweitz; G.-M. Greuel; F.-O. Schreyer, Cohen-Macaulay modules on hypersurface
singularities. II. Invent. Math. 88 (1987), no. 1, 165–182.
[22] L. W. Christensen, Gorenstein dimensions. Lecture Notes in Mathematics, 1747. Springer-Verlag,
Berlin, 2000.
[23] L. W. Christensen, Semi-dualizing complexes and their Auslander categories. Trans. Amer. Math.
Soc. 353 (2001), no. 5, 1839–1883.
[24] L. W. Christensen; G. Piepmeyer; J. Striuli; R. Takahashi, Finite Gorenstein representation
type implies simple singularity. Adv. Math. 218 (2008), no. 4, 1012–1026.
[25] E. E. Enochs, Injective and flat covers, envelopes and resolvents. Israel J. Math. 39 (1981), no. 3,
189–209.
[26] E. E. Enochs; O. M. G. Jenda, Relative homological algebra. de Gruyter Expositions in Mathe-
matics, 30. Walter de Gruyter & Co., Berlin, 2000.
[27] H.-B. Foxby, Isomorphisms between complexes with applications to the homological theory of
modules. Math. Scand. 40 (1977), no. 1, 5–19.
[28] J. Herzog, Ringe mit nur endlich vielen Isomorphieklassen von maximalen, unzerlegbaren Cohen-
Macaulay-Moduln. (German) Math. Ann. 233 (1978), no. 1, 21–34.
[29] Z. Huang; O. Iyama, Auslander-type conditions and cotorsion theory. J. Algebra 318 (2007), no.
1, 93–110.
[30] F. Ischebeck, Eine Dualita¨t zwischen den Funktoren Ext und Tor. (German) J. Algebra 11 (1969),
510–531.
[31] O. Iyama, Rejective subcategories of artin algebras and orders. Preprint (2003),
http://arxiv.org/abs/math/0311281.
[32] H. Krause; Ø. Solberg, Applications of cotorsion pairs. J. London Math. Soc. (2) 68 (2003), no.
3, 631–650.
[33] F. Mantese; I. Reiten, Wakamatsu tilting modules. J. Algebra 278 (2004), no. 2, 532–552.
[34] R. Mart´ınez-Villa, Contravariantly finite subcategories and torsion theories. Appl. Categ. Struc-
tures 5 (1997), no. 4, 321–337.
[35] I. Reiten, Tilting theory and homologically finite subcategories with applications to quasihereditary
algebras. Handbook of tilting theory, 179–214, London Math. Soc. Lecture Note Ser., 332, Cambridge
Univ. Press, Cambridge, 2007.
[36] R. Takahashi, On the category of modules of Gorenstein dimension zero. II. J. Algebra 278 (2004),
no. 1, 402–410.
[37] R. Takahashi, Modules of G-dimension zero over local rings of depth two. Illinois J. Math. 48
(2004), no. 3, 945–952.
[38] R. Takahashi, On the category of modules of Gorenstein dimension zero. Math. Z. 251 (2005), no.
2, 249–256.
[39] R. Takahashi, Remarks on modules approximated by G-projective modules. J. Algebra 301 (2006),
no. 2, 748–780.
[40] R. Takahashi, A new approximation theory which unifies spherical and Cohen-Macaulay approxi-
mations. J. Pure Appl. Algebra 208 (2007), no. 2, 617–634.
[41] R. Takahashi, On the number of indecomposable totally reflexive modules. Bull. London Math.
Soc. 39 (2007), no. 3, 487–492.
[42] T. Wakamatsu, Stable equivalence for self-injective algebras and a generalization of tilting modules.
J. Algebra 134 (1990), no. 2, 298–325.
[43] J. Xu, Flat covers of modules. Lecture Notes in Mathematics, 1634, Springer-Verlag, Berlin, 1996.
[44] Y. Yoshino, Cohen-Macaulay modules over Cohen-Macaulay rings. London Mathematical Society
Lecture Note Series, 146, Cambridge University Press, Cambridge, 1990.
[45] Y. Yoshino, Modules of G-dimension zero over local rings with the cube of maximal ideal being
zero. Commutative algebra, singularities and computer algebra (Sinaia, 2002), 255–273, NATO Sci.
Ser. II Math. Phys. Chem., 115, Kluwer Acad. Publ., Dordrecht, 2003.
[46] Y. Yoshino, Approximations by modules of G-dimension zero. Algebraic structures and their rep-
resentations, 119–125, Contemp. Math., 376, Amer. Math. Soc., Providence, RI, 2005.
18 RYO TAKAHASHI
Department of Mathematical Sciences, Faculty of Science, Shinshu University, 3-1-1
Asahi, Matsumoto, Nagano 390-8621, Japan
E-mail address : takahasi@math.shinshu-u.ac.jp
