The parametric Wiener filter is often used to deblur images that are relatively noisefree.
Introduction
The application of small computers to image processing has made the development of local processing techniques important. When memory is limited, techniques are preferred that process small portions of images at a time so that an entire image might be processed in a serial manner.
However, one of the most important tools in image restoration, that of spatial filtering, is generally global in nature --Fourier transforms of entire images must be taken before filtering can be performed by multiplication in the frequency domain. If images are divided into smaller subimages in an attempt to approach serial processing, the influence of the edges of the segments becomes important.
High-pass filtered images exhibit ripples extending away from the edges if high -frequency boosting is mild; if it is severe, the entire filtered subimage may be obliterated by artifacts.
When larger images are processed, artifacts are less severe, but time consuming writes to disk are necessary to interchange rows and columns.
Computations are performed in the Fourier domain, because the convolution matrix is diagonal there.
In the direct domain, the solution of the equation that describes convolution is often thought to require the inversion of a matrix with an extremely large number of elements, sometimes as large as the square of the number of pixels in the image. We will show that images can be deconvolved in the direct domain with the inversion of a small enough matrix so that computations can be performed easily.
The value of each pixel in the object is estimated separately, and only a few pixels in its neighborhood are used in the estimation.
Results appear the same as global restorations produced in the Fourier domain. Besides facilitating computations, local filtering offers a flexibility that is not attainable with global techniques. Filter parameters can be varied from pixel to pixel so that spatially variant point spread functions or signal -to -noise ratios can be accommodated in restoration algorithms.
We will show by example how parameters can be varied to adjust for a spatially variant signal -to -noise ratio.
Our example uses a binary filter in which one of only two sets of filter parameters are used in the restoration of each pixel. The technique can be extended to permit choices from much larger sets of parameters.
Examination of Global Techniques
We will compare local and global restoration techniques by blurring a particular image, adding Gaussian random noise to it when it is appropriate to add noise, and applying the restoration algorithm.
For this purpose we will use an image that has been high -pass filtered.
The effects of the restoration procedure are easier to evaluate when the image has been enhanced in this way, because it acts primarily on fine detail. The low spatial frequency region often dominates the appearance of imagery, and only by reducing its relative importance to the image can improvements in high -frequency detail be examined closely. Also, local filtering techniques should, in theory, work better on images with small correlation distances.
Local techniques ignore information that is far from the area that is restored; to disregard this in information is surely justified when distant regions are uncorrelated.
Excluding distant regions may be justifiable more generally. We have compared the results of locally restoring the original image with those obtained by restoring the high -frequency portion and recombining it with the low -frequency portion and found no discernible differences.
Further investigation of this possible equivalence is necessary to reach reliable conclusions. 
Abstract
The parametric Wiener filter is often used to deblur images that are relatively noisefree.
If noise is more severe, the restored image may be obscured by a granular pattern that results when the noise is subjected to the deblurring filter. This effect may be reduced by using a larger noise parameter, but this leads to a restoration that is less sharp. We describe how the noise parameter may be varied from pixel to pixel, so that it is larger only where noise is greater.
Pixels with low signal-to-noise ratios are identified by a thresholding process and by comparison with nearest neighbors. The effects of the estimated Wiener spectra on the restored image are discussed.
In t r oduction
The application of small computers to image processing has made the development of local processing techniques important. When memory is limited, techniques are preferred that process small portions of images at a time so that an entire image might be processed in a serial manner. However, one of the most important tools in image restoration, that of spatial filtering, is generally global in nature--Fourier transforms of entire images must be taken before filtering can be performed by multiplication in the frequency domain.
If images are divided into smaller subimages in an attempt to approach serial processing, the influence of the edges of the segments becomes important. High-pass filtered images exhibit ripples extending away from the edges if high-frequency boosting is mild; if it is severe, the entire filtered subimage may be obliterated by artifacts. When larger images are processed, artifacts are less severe, but time consuming writes to disk are necessary to interchange rows and columns.
Results appear the same as global restorations produced in the Fourier domain. Besides facilitating computations, local filtering offers a flexibility that is not attainable with global techniques.
Filter parameters can be varied from pixel to pixel so that spatially variant point spread functions or signal-to-noise ratios can be accommodated in restoration algorithms.
We will show by example how parameters can be varied to adjust for a spatially variant signal-to-noise ratio. Our example uses a binary filter in which one of only two sets of filter parameters are used in the restoration of each pixel. The technique can be extended to permit choices from much larger sets of parameters.
Examination of Global Techniques
For this purpose we will use an image that has been high-pass filtered. The effects of the restoration procedure are easier to evaluate when the image has been enhanced in this way, because it acts primarily on fine detail.
The low spatial frequency region often dominates the appearance of imagery, and only by reducing its relative importance to the image can improvements in high-frequency detail be examined closely. Also, local filtering techniques should, in theory, work better on images with small correlation distances.
Local techniques ignore information that is far from the area that is restored; to disregard this in information is surely justified when distant regions are uncorrelated. Excluding distant regions may be justifiable more generally. We have compared the results of locally restoring the original image with those obtained by restoring the high-frequency portion and recombining it with the low-frequency portion and found no discernible differences.
Further investigation of this possible equivalence is necessary to reach reliable conclusions. Image that will be blurred and restored.
This has been highfrequency boosted. Version of Fig. 1 that was blurred with a 3 by 3 point spread function. Figure 1 is a 128 by 128 image that has been subjected to a high -frequency boosting, and Fig. 2 is a version of it that was blurred by a point spread function that approximated a circle with a diameter of 3 pixels. We will compute both a global Wiener filter restoration with a local restoration of this blurred image.
The Wiener filter is represented by
( 1) where s(f) is the Fourier transform of the point spread function, Â(f) is an estimate of the Wiener spectrum of the object, and <n2> is the noise parameter. Equation (1) is the filter that, on the average, minimizes the squares of the differences between the estimated and actual objects.
In the usual derivation of Eq. (1), the noise parameter is an assumed noise variance in the image, but better restorations can be computed in practice by treating <n2> as a free parameter.
Usually a value of <n2> that is smaller than the noise variance results in restorations with sharper edges and enhanced detail, but with more prominent noise patterns.
These are often preferred when the noise pattern can be recognized as such.
When <n2> is a free parameter, Eq. (1) has been called the "parametric Wiener filter."
No noise was added to Fig. 2 after it was blurred. If the noise parameter is zero, the filter F(f) has singular points, and we must set <n2> equal to a small value to make it possible to compute F(f).
The result of filtering by this F(f) is It extends 15 to 20 pixels from its center, and pixels this far away from the point being restored influence its estimated value.
Local Filtering
The least squares restoration of an object is a weighted sum of a finite number of nearby image points â(i) = A=.4 iji(Xj) (2) where the cij are chosen to minimize the expectation of the square of the difference between the estimated and actual object. The quantity that is minimized is sit, given by Image that will be blurred and restored. This has been highfrequency boosted. . 2 is a version of it that was blurred by a point spread function that approximated a circle with a diameter of 3 pixels. We will compute both a global Wiener filter restoration with a local restoration of this blurred linage.
where s(f) Is the Fourier transform of the point spread function, A(f) is an estimate of the Wiener spectrum of the object, and <n^> is the noise parameter. Equation (1) is the filter that, on the average, minimizes the squares of the differences between the estimated and actual objects.
In the usual derivation of Eq, (1), the noise parameter is an assumed noise variance In the Image, but better restorations can be computed in practice by treating <n 2 > as a free parameter. Usually a value of <n 2 > that is smaller than the noise variance results In restorations with sharper edges and enhanced detail, but with more prominent noise patterns. These are often preferred when the noise pattern can be recognized as such. When <n^> is a free parameter, Eq. (1) has been called the "parametric Wiener filter.." 1
No noise was added to Fig. 2 after it was blurred. If the noise parameter Is zero, the filter F(f) has singular points, and we must set <n 2 > equal to a small value to make it possible to compute F(f). The result of filtering by this F(f) is Fig. 3 . The Fourier transform of F(f), the point spread function of the restoration process, is Fig. 4 . It extends 15 to 20 pixels from its center, and pixels this far away from the point being restored influence its estimated value.
The least squares restoration of an object is a weighted sum of a finite number of nearby image points where the c.. are chosen to minimize the expectation of the square of the difference be-
tween the estimated and actual object.. The quantity that is minimized is e",-given by The derivative of eit with respect to each cij is found and the cij that minimize e.2 are computed by setting this derivative equal to zero. These are functions of the correlation coefficients <o(x1)i(x.)> between the object and image at different points and <i(xi)i(xj)> between spatially separated values of the image. They are computed by solving the equation
The correlation coefficients can be expressed in terms of the autocorrelation function AO) of the object, the point spread function s(x) of the imaging system, and the variance <n4> of the noise. The relations are and
We note that the correlation coefficients of widely separated points are small if A(x) and s(z) are narrow. We will estimate objects in cases for which they are narrow enough that pixels separated by more than 8 pixels have small correlation coefficients. This should mean that pixels this far away from a point being restored need not be included in the computations.
We will solve Eq. (4) for one particular value of the index "i," and use this to estimate o(xi) from the image values i(x) in a 17 by 17 region that has o(x1) at its center.
This region contains 289 pixels. The solution of Eq. (4) for a region containing 289 image points in general requires the inversion of a 289 by 289 matrix.
The size of this matrix can be reduced when the point spread function is symmetric about its horizontal and vertical axes. When this is so, the 17 by 17 pixel region can be divided into zones such that the horizontal and vertical distance of each point in a zone from the center of the region is the same. The correlation coefficients can be expressed in terms of the autocorrelation function of the object, the point spread function s(x) of the imaging system, and the variance of the noise. The relations are
and
We note that the correlation coefficients of widely separated points are small if A(x) and s(x) are narrow. We will estimate objects in cases for which they are narrow enough that pixels separated by more than 8 pixels have small correlation coefficients. This should mean that pixels this far away from a point being restored need not be included in the computations. We will solve Eq. (4) for one^particular value of the index "i,"_^and use this to estimate o(x-) from the image values i(x) in a 17 by 17 region that has ofxâ t its center. This region contains 289 pixels.
The solution of Eq. (4) for a region containing 289 image points in general requires the inversion of a 289 by 289 matrix.
The size of this matrix can be reduced when the point spread function is symmetric about its horizontal and vertical axes. When this is so, the 17 by 17 pixel region can be divided into zones such that the horizontal and vertical distance of each point in a zone from the center of the region is the same. LAHART such that pixels with the same number comprise a single zone. We estimate the value of the center pixel labeled "i."
As a consequence of the horizontal and vertical symmetry of the point spread function, the correlation coefficients between zones can be computed as a sum of correlation coefficients between individual pixels.
For example, the sum of the correlation coefficients between a pixel in zone 5 and all pixels in zone 3 is the same for all pixels in zone 5. This means that members of Eq. (4) can be grouped to form a set of equations that describe the relationships among zones. We use the coefficients to compute the estimated value of zone 1, which consists only of the point that we estimate.
There are 45 zones in our 17 by 17 region.
The inversion of a 45 by 45 matrix can be performed quickly on many computers.
Figure 5 is a local restoration of Fig. 2 that was performed in the direct domain as described above.
It is slightly smaller than Fig. 3 , because we made no attempt to restore the 8 points that are closest to the edges.
That it is practically indistinguishable from Fig. 3 indicates that this local processing technique is a satisfactory alternative for the global Fourier domain method.
It is of interest to compare the weights c.. that are used in Eq. (1) with the point spread function that was used to produce Fig. 3 . Figure 6 is a plot of the average weight (weight per pixel) of each zone as a function of the distance of each zone from zone 1. The plot has many of the same features as the point spread function, i.e., it has lobes at roughly the same distances apart and the same size as the point spread. However, a number of points are displaced from what might be a smooth curve. These differences are important. If the weights of each zone are replaced by the values of the point spread function that are appropriate for their distances from the center, the restoration that results is very poor.
Correlation Function Selection
An estimate of the autocorrelation function A(x) of the object is used in the computations of the correlation coefficients of Eqs. (5) and (6). The direct -domain equation for the object estimate is similar to Eq. (1) in the sense that this function is multiplied by something that is nearly the same as its inverse when the noise estimate is small. Also, A(x) appears in Eqs. (5) 
and (6) under integrals whose values do not depend significantly on small fluctuations in A(x).
For these reasons, good restorations can be computed for a wide range of A(x). When significant detail is present in the image, we have used the autocorrelation function estimate LAHART such that pixels with the same number comprise a single zone. We estimate the value of the center pixel labeled "i." As a consequence of the horizontal and vertical symmetry of the point spread function, the correlation coefficients between zones can be computed as a sum of correlation coefficients between individual pixels. For example, the sum of the correlation coefficients between a pixel in zone 5 and all pixels in zone 3 is the same for all pixels in zone 5. This means that members of Eq. (4) can be grouped to form a set of equations that describe the relationships among zones. We use the coefficients to compute the estimated value of zone 1, which consists only of the point that we estimate.
The inversion of a 45 by 45 matrix can be performed quickly on many computers. Figure 5 is a local restoration of Fig. 2 that was performed in the direct domain as described above.
Correlation Function Selection
An e s t i ma t e of t he aut o co r r e1at ion fun c t i on A(x) of the object is used in the c omp u tations of the correlation coefficients of Eqs. (5) and (6).
The direct-domain equation for the object estimate is similar to Eq. (1) in the sense that this function is multiplied by something that is nearly the same as its inverse when the noise estimate is small. Also, A(x) appears in Eqs. (5) and (6) The half -width of this autocorrelation function corresponds to the expected frequency content of the objects whose images have been high -pass filtered as described above.
Where there is relatively little detail, a broader autocorrelation is more appropriate.
When the autocorrelation function is too broad (or a constant) the matrix that must be inverted to solve Eq. (4) is ill-conditioned, and noise in the image is severely ampli- 8) is broader than the exponential function of Eq. (7), yet has not led to the problems associated with ill -conditioning.
We have found it useful for images with relatively little detail.
When significant detail is present, it does not lead to restorations that are as sharp as those produced using Eq. (7).
Besides the restriction that the assumed autocorrelation function not be broad, there are some other limitations on its choice that we should note.
If the function is not circularly symmetric, horizontal and vertical artifacts may appear.
This also occurs if the function of Eq. (7) is not set equal to zero for > 6, even though it is small for larger values of 1x1. Also, if the autocorrelation function is very narrow, e.g., a delta function, the restoration has a granular appearance.
Some empirical investigation may be necessary to determine the best A(5) for a particular type of imagery.
Variable Imaging Parameters
Besides offering computational simplicity, local filtering makes it possible to adjust filter parameters to fit local variations in the characteristics of an image. These variations may arise from a spatially variant point spread function, from signal -dependent noise, or from a nonhomogeneous object. We will demonstrate how the last of these may be treated with an object autocorrelation function and a noise parameter that varies from pixel to pixel.
We will restore with a binary filter. We will use the correlation function of Eq. (7) and a noise parameter of 0.006 when the signal -to -noise ratio is above a given threshold, and we will use the autocorrelation function of Eq. (8) and a noise parameter of 0.024 when it is below the threshold. Restoration with a binary filter could be done globally, by computing two restorations and choosing pixels from one or the other according to the same threshold criterion.
However, the local technique is not only easier, but it could be extended so that many more than two choices may be made.
On a global scale, such an extension is very difficult, if not completely unfeasible. Figure 7 is an image blurred with a circular point spread function with a diameter of 5 pixels.
Gaussian noise is added to the picture that has a variance equal to 0.2 times the variance of the unblurred image. Figure 8 is a restoration which uses the high -signal filter that is described above, and Fig. 9 is a restoration that uses the low-signal filter. Figure 8 shows a granular effect that is typical of Wiener-filter restorations; it occurs because noise is amplified in the restoration process.
This effect is not present in Fig. 9 , but the restoration is not as sharp. Figure 10 is the result of a use of a binary filter. The square of each pixel of Fig. 7 was computed and those whose values were less than 0.75 of the variance of the entire image were recomputed with the low-signal parameters. Figure 11 shows in white those pixels that were restored using the high-signal filter.
We note that many of the pixels that do not look like the imagery in their surrounding region were restored as high -signal points while points nearby were restored as low -signal points.
Isolated points such as this have been identified as noise with good results. -) Figure 12 was produced from Fig. 10 by locating all points restored with the high-signal parameters with not more than one neighbor that was restored in this way and recomputing these pixels with the low -signal parameters. Figure 13 shows in white the pixels that were processed with high -signal parameters. The image of Fig. 12 is practically as sharp as the restoration of Fig. 8 but lacks its granularity. 
where x| is a number of pixels. This exponential autocorrelation function is typical of images that consist of pulses of random height and length, as might occur when many edges are present.
The half-width of this autocorrelation function corresponds to the expected frequency content of the objects whose images have been high-pass filtered as described above. Where there is relatively little detail, a broader autocorrelation is more appropriate. When the autocorrelation function is too broad (or a constant) the matrix that must be inverted to solve Eq. (4) is ill-conditioned, and noise in the image is severely amplified. An autocorrelation function of the form
is broader than the exponential function of Eq. (7), yet has not led to the problems associated with ill-conditioning. We have found it useful for images with relatively little detail. When significant detail is present, it does not lead to restorations that are as sharp as those produced using Eq. (7). Besides the restriction that the assumed autocorrelation function not be broad, there are some other limitations on its choice that we should note.
If the function is not circularly symmetric, horizontal and vertical artifacts may appear. This also occurs if the function of Eq. (7) is not set equal to zero for |x| > 6, even though it is small for larger values of |x|. Also, if the autocorrelation function is very narrow, e.g., a delta function, the restoration has a granular appearance.
Some empirical investigation may be necessary to determine the best A(x) for a particular type of imagery.
Variable Imaging Parameters_
Besides offering computational simplicity, local filtering makes it possible to adjust filter parameters to fit local variations in the characteristics of an image. These variations may arise from a spatially variant point spread function, from signal-dependent noise, or from a nonhomogeneous object. We will demonstrate how the last of these may be treated with an object autocorrelation function and a noise parameter that varies from pixel to pixel. We will restore with a binary filter. We will use the correlation function of Eq. (7) and a noise parameter of 0.006 when the signal-to-noise ratio is above a given threshold, and we will use the autocorrelation function of Eq. (8) and a noise parameter of 0.024 when it is below the threshold.
Restoration with a binary filter could be done globally, by computing two restorations and choosing pixels from one or the other according to the same threshold criterion. However, the local technique is not only easier, but it could be extended so that many more than two choices may be made.
Gaussian noise is added to the picture that has a variance equal to 0.2 times the variance of the unblurred image. Figure 8 is a restoration which uses the high-signal filter that is described above, and Fig. 9 is a restoration that uses the low-signal filter. Figure 8 shows a granular effect that is typical of Wiener-filter restorations; it occurs because noise is amplified in the restoration process.
We note that many of the pixels that do not look like the imagery in their surrounding region were restored as high-signal points while points nearby were restored as low-signal points.
Isolated points such as this have been identified as noise with good results.^ Figure 12 was produced from Fig. 10 by locating all points restored with the high-signal parameters with not more than one neighbor that was restored in this way and recomputing these pixels with the low-signal parameters. Figure 13 shows in white the pixels that were processed with high-signal parameters.
The image of Fig. 12 is practically as sharp as the restoration of Fig. 8 but lacks its granularity. Version of Fig. 1 that was blurred with a 5 by 5 point spread function to which noise was added. 
Conclusions
If an estimate of the object autocorrelation function is chosen properly, least squares restoration can be performed in the direct domain with the same results as in the Fourier domain. Such restoration is local in the sense that the restoration of each point depends on the values of a few nearby points and not on distant ones. If the point spread function is circularly symmetric, the autocorrelation function must be too. The autocorrelation function must approach zero smoothly, and it must be a few pixels wide. The local nature of this restoration proves to be advantageous because it permits adjustments to be made to fit spatially variant image conditions such as variant signal -to -noise ratios. Fig. 7 . Version of Fig. 1 that was blurred with a 5 by 5 point spread function to which noise was added. Fig. 8 . Figure 7 restored with a filter that is intended for images with high signal-to-noise ratios. 
If an estimate of the object autocorrelation function is chosen properly, least squares restoration can be performed in the direct domain with the same results as in the Fourier domain.
Such restoration is local in the sense that the restoration of each point depends on the values of a few nearby points and not on distant ones.
If the point spread function is circularly symmetric, the autocorrelation function must be too.
The autocorrelation function must approach zero smoothly, and it must be a few pixels wide. The local nature of this restoration proves to be advantageous because it permits adjustments to be made to fit spatially variant image conditions such as variant signal-to-noise ratios. Those pixels of Fig. 10 that were restored with the high signal -tonoise filter are white, and those restored with the low signal -tonoise filter are black. Figure 7 restored with a combination of the high and low signalto -noise filters.
In this restoration, isolated pixels with high values were identified as noise. Figure 7 restored with a combination of the high and low signal-. to-noise filters.
In this restoration, isolated pixels with high values were identified as noise. 
