We study a variational problem arising in the approach of Mumford and Shah to the image segmentation problem of computer vision. Given f 2 L 1 (D) for a domain D in R 2 the simpli ed Mumford{Shah energy associated to a decomposition D = 1
Introduction
The segmentation problem in Computer Vision is the problem of subdividing an image into regions in such a way that in each region, the image is relatively uniform. Mumford and Shah (1989) (2) where c i is the average of f(x) over i . It is this simpli ed Mumford{Shah energy functional that is the subject of this paper. Mumford and Shah (1989) Shah (1992) obtained some results on a 1{dimensional simpli cation of the problem, and Richardson (1992) obtains asymptotic information on solutions as !1. All these authors use a geometric measure theory approach relying heavily on existence theorems. The elementary constructive approach of this paper o ers a potentially promising approach to some of the questions.
This paper is part of the author's dissertation under Professor David Mumford at Harvard University. The author is extremely indebted to Professor Mumford, without whose supervision as well as his kindness and inspiration this work will never be completed. The author is also greatly indebted to Taka Shiota for his immense help. Finally, the author would like to thank the anonymous referees for their very constructive comments. Applying the Lebesgue Dominated Theorem again we obtain where e is the number of edges, r is the number of regions, and n is the number of nodes.
Notice that in our case, the de nition of junctions is slightly di erent from the de nition of nodes in The Theorem of Euler . In our de nition, whenever an edge forms a closed loop, we do not consider there is a junction on the edge. In The Theorem of Euler, however, such an edge is considered to contain one node. Thus, if c(?) = where e i j is an edge-element and e i j \ e i k for any j 6 = k is either empty or a node in ? i .
Because n i are bounded for all i, we may without loss of generality assume that n i = n for all i, or we may replace the sequence ? i by a subsequence. The for any j n either e j is a linear segment with je j j " or a single point. Now let ? be the limit of f? i g. Proof: Suppose that e 1 and e 2 intersect at the node P. Let 1 and 2 be the regions separated by the edge containing e 1 and e 2 , as illustrated in Figure 1 .
Consider a new ? h 2 SL(D; m; ") which is obtained from ? 0 by slightly perturbing e 1 and e 2 , also shown in Figure 1 . 
Approximation
In this section we shall be looking at more general segmentations of D, namely those formed by piecewise C 1 ?'s. The key idea in this section is to show that for any locally minimizing piecewise linear ?, the restriction on the angle between any two adjacent linear segments of ? stated in Proposition 3.12 implies that each edge of ? can be approximated well by a C 1;1 curve. Using this fact we prove our existence result (Proposition 4.6).
We call a curve a simple C k curve if there exists a C k map c : 0; 1]?!R 2 with c 0 (t) 6 = 0 for all t 2 0; 1] such that c(t 1 ) 6 = c(t 2 ) for any t 1 Lemma 4.5 Let f(t) : a; b) ?! R 2 be a piecewise constant map such that f(t) = X i for t 2 t i ; t i+1 ), where a = t 0 < t 1 < < t n = b. Suppose jt i+1 ? t i j " for any 0 i < n and there exists a constant M such that jX i+1 ? X i j M(jt i+2 ? t i j) for any 0 i < n ? 1. Then there is a F(t) : a; b) ?! R 2 which has the following properties:
1. F(t) is C 1 .
2. jF 0 (t)j 6M. 3 . jF(t) ? f(t)j 8M". 4 . Proof: Consider a = t 0 < t 1 < < t n = b; where for any 0 < i < n, t i = (t i + t i+1 )=2. Let F 1 (t) be a cubic spline approximation of f(t) on a; b] de ned as follows: for t 2 t i ; t i+1 ) where 0 i < n ? 1 for any N 0 > 0 and " > 0. This is a contradiction. Hence any x 2 n \ m must be an endpoint of either n or m . The same argument shows that any x 2 n \ @D must be an endpoint of n , and that if n has a self-intersection at x then x must be an endpoint of n .
So we may now re ne each n into n = n;k such that each endpoint of n;k is and endpoint of some m , and that every x 2 n;k \ m;l must be an endpoint of both n;k and m;l . Each n;k is simple. Furthermore, since the total number of endpoints of all n is bounded by K 0 , the number of n;k is bounded by 2K 0 . So ( n;k ) is a piecewise C 1 representation of ? .
It is clear that ? = n;k satis es properties 1, 3 of the proposition. Because each n;k is simple, property 2 follows immediately from Lemma 4.5. We now prove property 4. Since lim i!1 ? i = ? , we have lim inf
The proof of (1) Consider a perturbation of (s) with a su ciently small h > 0: 
Similarly, Next we prove that property 4 must be satis ed by ? . Let P be any junction in ? such that P 6 2 @D; assume that two edges 1 and 2 meet at P at angle 0 < < . Consider P 0 2 D such that jPP 0 j = h and PP 0 bisect angle , as illustrated in Figure 3 . Let A 2 1 and B 2 2 be su ciently close to P and jAPj = jBPj = a. We rst assume that both 1 and 2 are locally linear around P. Denote In general 1 and 2 are not locally linear. Let the length of 1 between A and P be s 1 and let the length of 2 between B and P be s 2 . Because both 1 Therefore at any junction P 2 D, the angle at which every two edges meet should be no less than 2 =3. Consequently, the junction must connect exactly 3 edges and the angle at which every two edges meet must be 2 =3.
Suppose P 2 @D is a junction. Let 0 < =2 be the angle at which an edge meets @D. Same 
