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Abstract
Despite the recursive non-computability of Hilbert’s tenth problem, we outline and argue for
a quantum algorithm that is based on the Quantum Adiabatic Theorem. It is explained how this
algorithm can solve Hilbert’s tenth problem. The algorithm is then considered in the context
of several “no-go” arguments against such hypercomputation. Logical arguments are usually
based on Cantor’s diagonal technique used for proving non-computability of the Turing halting
problem, which is related to Hilbert’s tenth problem. Physical arguments are related to the
limited computability of a class of quantum computation based on qubits and dimensionally
8nite quantum logical gates.
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1. Introduction
Speculations on the capability of computing power beyond that of Turing machines
[15] have been entertained for some time, and indeed can be traced back to Turing
himself. We refer the readers to the many recent discussions elsewhere on general hy-
percomputation, its logical foundation and its possible implementations in mathematics
and physics (for example, see other contributions to this issue or the two special is-
sues in Volume 12 of Minds and Machines, edited by Jack Copeland). In this paper
we present an algorithm using the principles of quantum mechanics [6–11] to tackle
a problem known to be outside the capability of Turing machines, that of Hilbert’s
tenth [13].
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Apparently diFerent as they are, Hilbert’s tenth problem and Turing’s halting problem
are intimately connected. They are in fact equivalent. It is this link which proves that
Hilbert’s tenth is as much noncomputable as the Turing halting problem is. We will
review in the following sections, respectively, the Cantor’s diagonal arguments for the
noncomputability of Turing halting problem and the proof of equivalence between the
two problems.
We then brieGy mention the “standard” quantum computation which has been claimed
to do no better than Turing computation in terms of computability, even though it def-
initely can yield much more eHcient algorithms in some important cases. However,
this standard approach to quantum computation is not the only one that can exploit the
principles of quantum mechanics for computation, and is in contrast to our approach
for quantum hypercomputation. We 8rst start with an observation which leads us to
a quantum oracle which can solve Hilbert’s tenth problem in the positive, and then
turn this oracle to a quantum algorithm with the help of a key theorem for quantum
adiabatic processes.
In order to show that our proposal is indeed a quantum algorithm (in every sense of
the word “algorithm”: one which requires only 8nite resources and terminates in 8nite
time), we discuss in the last few sections of this paper some 8ner details regarding the
conditions of the quantum adiabatic theorem which are to be satis8ed and the criteria
to identify the quantum (ground) states on which the whole computability result is
based. Finally, the paper concludes with some remarks.
But 8rstly in Section 2 we give some indications of the importance, not only in
Number Theory but also in Theoretical Computer Science, of so-called Diophantine
equations as a motivation for Hilbert’s tenth problem.
2. Hilbert’s tenth problem
One of the most well-known problems of Number Theory which has only been
settled recently after hundreds of years is Fermat’s last theorem—which states that
there is no integer solution in (x; y; z) for the equation xn + yn − zn=0, for n〉2. The
polynomials with integer coeHcients involved here is termed Diophantine equations
and they occupy an important and central position not just in Number Theory but also
in Theoretical Computer Science.
Existence or lack of solutions of some Diophantine equations are also equivalent
to the halting or no halting of corresponding computer programs (see below). For
instance, existence of solutions for certain Diophantine equations is equivalent to, and
is thus as diHcult to assert as, the famous Riemann hypothesis, which speculates that
all non-trivial zeros of the Riemann function lies on the vertical line x= 12 in the
complex plane. (This hypothesis may be less well-known in the semi-popular literature
but certainly it is of no less importance than Fermat’s last theorem.)
Also in similar vein (but yet at a higher level on the computability hierarchy),
the values of the digits of the halting probability  introduced by Chaitin for a
self-delimiting program whose bits are one by one randomly generated are ultimately
connected to the properties of solutions of particular Diophantine equations, be those
properties being the 8nitude [2] or the parity of the number of solutions [16,17].
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Given such central a role of Diophantine equations, David Hilbert in 1900 listed as
number tenth in his list of the most important problems in mathematics of the 20th
century and beyond the following problem:
Given any Diophantine equation, to devise a universal procedure according to which
it can be determined by a 3nite number of operations whether the equation has non-
negative integer solutions.
Not until more than 70 years later was the problem settled in a (disappointingly)
negative way: there exists no such recursive procedure for Hilbert’s tenth [13]. To
appreciate the proof of this we will need to review the Turing halting problem 8rst
and its negative proof based on Cantor’s diagonal arguments in Section 3.
3. The turing halting problem
The question of the Turing halting problem can be rephrased as whether there exists
a universal process according to which it can be determined by a 3nite number of
operations if any given Turing machine would eventually halt (in 3nite time) starting
with some speci3c input. Turing raised this problem in parallel similarity to the GQodel’s
Incompleteness Theorem and settled it with the result that there exists no such recursive
universal procedure. The proof is based on Cantor’s diagonal arguments, also similar
to that of the Incompleteness Theorem.
The proof is by contradiction starting with the assumption that there exists a recursive
(and hence Turing computable) single-valued halting function h(p; i) which accepts two
integer inputs: p, the GQodel encoded integer for the Turing machine in consideration
and i, the GQodel encoded integer for the input for p:
h(p; i) = 0 if the machine corresponding to p halts on input corresponding to i;
h(p; i) = 1 otherwise:
One can then construct a program T (n) having one integer argument n in such a way
that it calls the function h(n; n) as a subroutine and then halts if and only if h(n; n)= 1.
In some made-up language:
Program T
input n
10 call h(n; n)
if h(n; n) = 0 goto 10
stop
end
Let t be the GQodel encoded integer for T ; we now apply the assumed halting function
h to t and n, then clearly:
h(t; n) = 0 if and only if T halts on n if and only if h(n; n) = 1;
from which a contradiction is clearly manifest once we choose n= t.
96 T.D. Kieu / Theoretical Computer Science 317 (2004) 93–104
The elegant proof above was only intended by Turing for the non-existence of a
recursive halting function. Unfortunately, some has used this kind of arguments to
argue that there cannot exist any halting function, in general, and that thus there cannot
be any hypercomputation! We have pointed out elsewhere [18] the fallacies in such
use and analysed carefully the implicit assumptions of Cantor’s diagonal arguments to
show how hypercomputation is logically possible still.
We will later re-examine this kind of no-go arguments in the light of our speci8c
quantum algorithm.
4. The noncomputability of Hilbert’s tenth problem
When proposed the tenth problem, Hilbert had never anticipated the link it would
have with what is the halting problem of the yet-to-be-born 8eld of Theoretical Com-
puter Science. Such ultimate connection between the two problems has only emerged
much later in the form of the so-called Davis–Putnam–Robinson–Matiyasevich (DPRM)
Theorem [13]:
Every recursively enumerable (r.e.) set of n-tuple of non-negative integers has a
Diophantine representation. That is, for every such r.e. set there is a unique family of
Diophantine equations D(a1; : : : ; an; x1; : : : ; xm)= 0, each of which has n non-negative
integral parameters (a1; : : : ; an) and some m variables (x1; : : : ; xm), in such a way that
a particular n-tuple (a1; : : : ; an) belongs to the set if and only if the Diophantine
equation corresponding to the same n parameters has some integer solutions.
When the elements of a set is not r.e. the DPRM Theorem above is not directly
applicable. But in some special cases the Theorem can still be very useful. One such
interesting example is the set whose elements are the positions nth of all the bits of
Chaitin’s  which have value 0 (in a 8xed programming language). We refer the
readers to [16,17] for further exploitation of this DPRM Theorem in representing the
bits of  by some properties (be it the parity or the 8nitude) of the number of solutions
of some Diophantine equations.
Now, coming back to the problems at hand, it is easy to see that if one can solve
the Turing halting problem one can then solve Hilbert’s tenth problem. This is ac-
complished by constructing a simple program that systematically searches for the zeros
of a given Diophantine equation by going through the non-negative integers one by
one and stops as soon as a solution is found. The Turing halting function (existed by
assumption) can then be applied to that program to see if it ever halts or not. It halts
if and only if the Diophantine equation has a non-negative integer solution.
Proving the relationship in the opposite direction, namely that if Hilbert’s tenth
problem can be solved then will be Turing halting problem, is much harder and requires
the DPRM Theorem above. Let us number all Turing machines (that is, programs in
some 8xed programming language) uniquely in some lexicographical order, say. The
set of all non-negative integer numbers corresponding to all Turing machines that will
halt when started from the blank tape is clearly a r.e. set. Let us call this set the halting
set, and thanks to the DPRM Theorem above we know that corresponding to this set
there is a family of one-parameter Diophantine equations. If Hilbert’s tenth problem
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were recursively soluble—that is, were there a recursive method to decide if any given
Diophantine equation has any solution—then we could have recursively decided if any
Turing machine would halt when started from the blank tape. We just need to 8nd the
number representing that Turing machine and then decide if the relevant Diophantine
equation having the parameter corresponding to this number has any solution or not.
It has a solution if and only if the Turing machine halts.
But that would have contradicted the Cantor’s diagonal arguments for the Turing
halting problem! Thus, one comes to the conclusion that there is no single recursive
method for deciding Hilbert’s tenth problem. For the existence or lack of solutions of
diFerent Diophantine equations one may need diFerent (recursive) methods anew each
time.
But having reached this conclusion, we wish to emphasise that logically there is
nothing wrong if there exist non-recursive or non-deterministic or probabilistic methods
for deciding Hilbert’s tenth. As a matter of fact, we will construct below one such
method based on the principles of quantum mechanics!
5. The standard quantum computation
Computation is ultimately physical, be it mechanical or electrical or any other means,
as long as computation need to be realised in the very matter which in turn has to sub-
ject to physical laws and principles. Present-day computers are realisation of the logical
computational steps through mostly the laws of classical physics. We say “mostly” be-
cause strictly speaking quantum physics have been involved in the construction and
operation of transistors and integrated circuits. However, all these electronic implemen-
tations of data representation and logical gates can also be carried out in principle by
other mechanisms which are entirely classical.
Not until about 20 years ago that quantum physics was 8rst considered for computa-
tion, see [15] for example. Nevertheless, such ideas of quantum computation have since
been developed very quickly and led to many surprising and pleasant new algorithms,
such as those of Shor’s factoring and Grover’s unstructured search, that far surpass
corresponding classical algorithms in operation time.
Among the ideas for quantum computation is what we will call the standard quantum
computation. In a way, it is a direct generalisation of classical digital computation in
which the counterpart of a classical bit (or cbit) is a quantum bit (or qubit). A qubit
also has two states corresponding to two binary values, but unlike a cbit these two
states can be linearly superimposed as allowed by the principles of quantum physics.
It is this linear superposition and its consequence of entanglement that give quantum
computation its magical power.
To carry out a quantum algorithm which has a 8xed number of steps after which
the computation halts one can implement a quantum network [4]. A quantum network
is what we may call a hard-wired computer which is not in general programmable. A
quantum network has a 8xed arrangement of quantum gates acting on the set of qubits
to accomplish a given task. The quantum gates realise various logical operations in
a reversible (and unitary) way. In similarity to the classical computation which only
98 T.D. Kieu / Theoretical Computer Science 317 (2004) 93–104
needs two gates—NOT and AND, say—to build up all the required Boolean logic, we
also only need two types of quantum gates, one acting on single qubit (rotating the
qubit into any linear superposition of the two binary states) and the other acting on
two qubits like the so-called CNOT gate (or any other gate as long as it can generate
entanglement between the two qubits it acts on).
Quantum networks, though useful, have many severe limitations. In order to imple-
ment quantum algorithms which do not have a 8xed number of operating steps or to
build in general a programmable quantum computer we need the concept of a quan-
tum universal Turing machine [3] in similarity to that of classical universal Turing
machine. Even though all present experimental eForts in building quantum computers
are in realising quantum networks and their quantum gates and not much attention has
been paid to quantum universal Turing machine, such universal machine is absolutely
central in the consideration of quantum computability.
We have to notify the readers about an unresolved problem for such quantum uni-
versal Turing machines. Unlike classical universal Turing machines which can easily
halt when a computation is done, the halting of a quantum universal Turing machine is
highly problematic. A single and unique halting state as in the classical situation will
not work here, as unitarity and reversibility will be violated when diFerent quantum
states at the end of diFerent quantum programs are mapped into a single and unique
halt state. We have argued in [12] that unitarity imposes severe restrictions on the
halting of such quantum machines and all proposed mechanisms in the literature are
not satisfactory.
Thus putting unresolved problem aside, let us turn our attention to a result concerning
the computability of the standard quantum computation. The question of computability,
that is, the identi8cation of the class of functions computable, in the standard quantum
computation is an obvious but important issue to be addressed. It has already been
investigated some time ago by Bernstein and Vazirani [1]. It has been claimed that
quantum Turing machines compute exactly the same class of functions as do classical
Turing machines, albeit perhaps more eHciently.
Notwithstanding this discouraging claim, all may not be lost since the standard quan-
tum computation is certainly not the only kind of computation capable of exploiting
the quantum principles.
6. Other kind of quantum computation?
6.1. The Fock space in quantum mechanics
The simplest and yet most fundamentally important problem in quantum physics is
the quantum simple harmonic oscillator. It is associated with an in8nite Fock space,
which is a kind of Hilbert space and which has as a basis the set of occupation-number
states |n〉 that are related by the creation operator a† and the annihilation operator a:
a†|n〉 = √(n+ 1)|n+ 1〉;
a˙|n〉 = √(n)|n− 1〉;
(a†a)|n〉 = n|n〉
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for n=0; 1; 2; : : : The vacuum state |0〉 is specially constructed such that a|0〉=0. The
operators satisfy the commutation relation aa† − a†a= I .
We will exploit fully the fact that these states |n〉 have only non-negative integers
n as occupation numbers.
6.2. An observation
Let us consider as an example the Diophantine equation x3 +y3− z3 +5xyz=0. We
now make an observation that if we can construct the Hamiltonian operator
HP = ((a†xax)
3 + (a†yay)
3 − (a†z az)3 + 5(a†xax)(a†yay)(a†z az))2
and if we can obtain the corresponding ground state (which is of least energy) then
we can tell whether this arbitrary Diophantine equation has any solution or not and, in
doing so, solve the tenth problem!
In fact, the ground state |g〉 of the Hamiltonian so constructed has the properties,
for some (nx; ny; nz),
(a†j aj)|g〉 = nj|g〉;
HP|g〉 = ((nx)3 + (ny)3 − (nz)3 + 5nxnynz)2|g〉;
where ((nx)3 + (ny)3 − (nz)3 + 5nxnynz)2¿ 0 is the energy of the ground state and is
thus by de8nition the lowest energy available. Consequently, a projective measurement
of the energy of the ground state |g〉 will yield the answer for the decision problem:
The corresponding Diophantine equation has at least one integer solution if and
only if the energy of the ground state is zero, and has not otherwise.
That is, instead of looking for a zero, which may or may not exist, of a Diophantine
equation, we search for the absolute minimum of the square of the Diophantine poly-
nomial in the non-negative integer domain. The equation has a solution in this domain
if and only if this absolute minimum is zero. It is not hard to see that this minimum
always exists at some 8nite integer; simply, the minimum is strictly positive if the
equation has no zero in that domain.
Recursively, the search for that minimum is as hard as (and as noncomputable as) the
search for zero of a general Diophantine equation. However, in rephrasing the absolute
minimum as the ground-state energy of some appropriate quantum Hamiltonian we
have arrived at a quantum oracle.
6.3. A quantum oracle for Hilbert’s tenth problem
From the above observation, our quantum ground-state oracle can be summarised as
follows:
• given a Diophantine equation with K unknowns D(x1; : : : ; xK)= 0,
• we need to construct/8nd on some appropriate Fock space the quantum Hamiltonian
HP = (D(a
†
1a1; : : : ; a
†
KaK))
2,
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• if the ground state of this Hamiltonian can somehow be obtained/given, the measure-
ment results of appropriate observables in the ground state will provide the answer
about the existence of solutions of the Diophantine equation under consideration.
One way, which is by no mean the only way, to obtain the ground state is guaranteed
by the quantum adiabatic theorem, see [14] for example. We will exploit this theorem
in Section 7 to turn this quantum ground-state oracle into an algorithm.
7. Quantum adiabatic computation (QAC)—turning an oracle into an algorithm
7.1. Quantum adiabatic theorem
In quantum theory, the time evolution of the state of a system is governed by
the Hamiltonian operator. For adiabatic processes, in which the Hamiltonian varies
suHciently slowly in time, we have the quantum adiabatic theorem [14]. In essence:
If the spectrum of a time-dependent Hamiltonian H (t) is discrete in the interval
t ∈ [ti; tf] and if the system starts out at the initial time ti in an eigenstate of
H (ti) then, as the Hamiltonian approaches the 3nal time tf with an in3nitesimally
small rate of change, the system’s state approaches the eigenstate of H (tf) which is
smoothly (and uniquely) connected to the initial eigenstate.
In particular, if a system starts out in the ground state of H (ti) initially, the proba-
bility that it can 8nally be found also in the ground state of H (tf) increases towards
unity (but not necessarily monotonically) as the rate of change of the Hamiltonian
decreases “suHciently”. How slow is suHciently slow depends on how small is the
energy gap between the ground state and the 8rst excited state: the smaller the size of
the smallest gap in [ti; tf] the slower the rate of change in the Hamiltonian needs to be.
In this form we will exploit the theorem for our algorithm, even though we may not
know a priori the required rate of change for the Hamiltonian below which the process
in consideration enters the adiabatic regime. As it turns out, without the input of this
rate of change we still have another criterion (that of 8nal probability distribution, see
below) for recognising the regime of adiabaticity.
In Fig. 1 we present a typical spectral Gow which shows the temporal behaviour of
the eigenvalues of some time-dependent Hamiltonian.
7.2. QAC for Hilbert’s tenth problem
In the adiabatic approach [5], as it is easier to construct Hamiltonians than to prepare
arbitrary quantum states, one starts with a Hamiltonian HI whose ground state |gI〉 is
readily achievable. Then one forms a “slowly” varying time-dependent Hamiltonian
which interpolates HI and HP in the time interval t ∈ [0; T ] :
H (t) = (1− t=T )HI + (t=T )HP:
Note that in this linear extrapolation, T is the end point and 1=T is the tempo-
ral rate of change for the total time-dependent Hamiltonian. We will adopt this ap-
proach to construct an algorithm for Hilbert’s tenth problem with the (universal) initial
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Fig. 1. (Courtesy of Andrew Rawlinson). A typical (spectral) Gow of the eigenvalues of a Hamiltonian that
continuously depends on the time parameter. According to the quantum adiabatic theorem, the smaller the
gap between adjacent levels is, the slower the rate of change in time should be for the system to remain
mostly (and probabilistically) in the same branch of the Gow.
Hamiltonian
HI = (a
†
i − ∗i )(ai − i);
which admits as its ground state the so-called coherence state.
Provided the conditions of the quantum adiabatic theorem are satis8ed, the initial
ground state |gI〉 will evolve towards our desirable ground state |g〉 with high proba-
bility.
In general, we can analytically prove the two crucial results below [11]:
(1) The ground state of H (t) is non-degenerate (no crossing with the 8rst excited
state) for all t ∈ (0; T ). Consequently, the minimum energy gap between the
ground state and the 8rst excited state is non-zero, and it thus takes only a 8nite
time duration T for the adiabatic process, as asserted by the quantum adiabatic
theorem, to generate a 8nal state which has a high probability of being the ground
state of HP.
(2) The probability to obtain some particular state at 8nal time T is greater than 12 if
and only if that particular state is indeed the ground state of HP.
8. A physical operation
We here consider the issue of computability in principle, not that of computational
complexity. In a physical process, assuming the physical world is in8nite:
• Implement the time-dependent Hamiltonian corresponding to the Diophantine equa-
tion in consideration for some time interval T .
• Repeat the process at this time interval T to obtain the statistics through repeated
measurements.
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Fig. 2. Simulation results for the quantum dynamical process corresponding to the equation X − 20= 0. For
fast rate of change (at small T ), the adiabaticity condition is not yet achieved. The ground state is clearly
identi8ed as the one whose probability approaches unity for large T . Here, the identi8ed ground state has
an occupation quantum number of 20, con8rming that our simple equation possesses a solution. (Note that
the rise of various probabilities above 12 for small T is only due to the numerical errors associated with our
un-optimised step sizes in solving the SchrQodinger diFerential equation.)
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Fig. 3. As with Fig. 2 but here the equation is X + 20= 0. The ground state identi8ed at suHciently large
T has an occupation quantum number of 0, con8rming that the equation does not have any solution in the
domain of non-negative integers.
• If none of the measurement outcome indicates a probability of more than 12 for ob-
taining any particular quantum state, ram up the time T and go back to the step
above.
• Eventually as guaranteed by the quantum adiabatic theorem, at some (suHciently
large) T , the state obtained with more-than-even probability can thus be identi8ed
as the ground state, terminating our physical execution.
• The energy of this now identi8ed ground state supplies us the answer to whether
the Diophantine equation has any solution or not.
Even without the assumption of an in8nite physical world (in the sense of an in8nite
Fock space), we may be able to deal with any given Diophantine equation by some
appropriate modi8cations of the quantum algorithm for suitably truncated Fock space.
In fact, the numerical simulations whose results are presented herein in Figs. 2 and 3
are necessarily done in suitably truncated Fock spaces.
For further details and results of these simulations, see [10,11].
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9. In the place of a conclusions
Having outlined a quantum algorithm for Hilbert’s tenth problem, we now re-examine
the various “no-go” theorems in the light of this algorithm.
Firstly, with the no-go claim that quantum Turing machines’ computable class of
functions is exactly the same as that of ordinary Turing machines as claimed by
Bernstein and Vazirani [1], we stress again that our quantum computation is not in
this category of quantum Turing machines. Thus it is not subjected to the claimed
restriction. (However, there is some doubt whether such claim is correct, given that
the troubling problem of a halting mechanism for such quantum universal Turing ma-
chines is yet to be satisfactorily resolved, and also given that probabilistic computation
in general can be more powerful than Turing computation, see [19].) From the outset,
our approach to quantum computation is based on Hamiltonians acting on some dimen-
sionally in8nite Fock spaces and also based on the special properties and unique status
of their ground states. This is why in a 8nite number of steps our quantum algorithm
can achieve more than what the standard quantum computation with dimensionally
8nite unitary operators (acting on some 8nite set of qubits) can.
Neither is our algorithm subjected to Cantor’s (no-go) diagonal arguments. For one
thing, our algorithm is probabilistic. In a physical implementation, our estimate of the
quantum probability distribution through the measured frequencies can only be achieved
with a probability in itself. (This should be clear from the use of the weak law of large
number to approximate the probabilities by measured frequencies.) In a simulation on
classical computers, the probability we have to have is that associated the degree
of truncation of the relevant Fock space. Even though in either cases (physical or
simulated) the probability to obtain the correct result can be made arbitrarily closed to
one, it is the uncertainty associated with that probability which allows an escape from
Cantor’s diagonal arguments. See [18] for a more detailed consideration of Cantor’s
arguments in the context of hypercomputation.
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