In this paper we consider high-order centered finite difference approximations of hyperbolic conservation laws. We propose different ways of adding artificial viscosity to obtain sharp shock resolution.
Abstract
In this paper we consider high-order centered finite difference approximations of hyperbolic conservation laws. We propose different ways of adding artificial viscosity to obtain sharp shock resolution.
For the Riemann problem we give simple explicit formulas for obtaining stationary one-and two-point shocks.
This can be done for any order of accuracy. It is shown that the addition of artificial viscosity is equivalent to ensuring the Lax k-shock condition.
We also show numerical experiments that verify the theoretical results. 
where it is assumed that the states UL, uR E _d can be connected via a k-shock moving with speed s; f = f(u) E _d is assumed to be differentiable. By means of the coordinate 2
Second-Order Difference Methods
When analyzing second-order difference methods we follow the principles set forth in [1, 5] .
Hence, eq. (3) is discretized as
subject to the boundary conditions lim uj = UL, lim uj = uR.
(5) j--,-oo j--.oo
The right-hand side of eq. (4) corresponds to choosing L_ = e0_, e --_ 0 + in eq. (3). The difference operators are defined as
where h = xj+ 1 --Xj is the uniform mesh size. The central difference Do(fj -suj) can be rewritten in conservative form as
Thus, eq. (4) can be expressed as
where the last equality follows from the boundary conditions (5). Consequently,
The difference approximation (4), (5) can then be written as F(u,+I) = a(ii,).
fR-A = 4ilR-ILL).
This is the familiar Rankine-Hugoniot condition, which is fulfilled since ui and uR are the states on either side of the stationary k-shock problem (2) . We can thus define F (u) and G(u) as
where up = UL or up = uR. The second choice corresponds to letting j ---+ c¢ in eq. (6).
The Rankine-Hugoniot condition would then follow by taking the limit j ---* -cx_ in eq. (7).
2.1

Nonlinear
Analysis of One-and Two-Point Shocks
Given that there exists a solution, eq. (7) can be interpreted in the following way: The 
The definition of F and G and the Rankine-Hugoniot condition (8) together imply that
Adding these two equation 
For a one-point shock, however, UL --UM, um --uR are eigenvectors of A(UL, UM) and
A(UM, UR) (cf. eq. (13)), respectively, whence
Using eq. (12) yields 
The next proposition shows that the smallness assumption of proposition 2.2 is not needed for strictly convex scalar functions f(u).
convex scalar function, and let e be given by eq. (15). Then
Remark:
The latter condition is the well-known entropy condition for scalar conservation
for some v and w. Using eq. (12) then gives
But f" > 0 because of strict convexity.
Hence, 
Adding these three equations yields 1 -uM1=
As before we rewrite the first and third equations of (17) as
which can be solved iff
where rk(uL, UMI), rk(UM2, UR) denote the kth eigenvectors of A(UL, UM_), A(UM:, uR). 
The intermediate states are
and by the Rankine-Hugoniot conditions (8). As opposed to the case of a one-point shock, the explicit eigenvector structure of A(UL, UM,) and A(uM_, un) must be known in order to compute the intermediate states.
Example:
In the scalar case eq. (20) becomes redundant (rk = 1). We are thus left with 
Linear Perturbation Analysis
In general we cannot expect the methods based on nonlinear analysis to be insensitive to
perturbations.
A different approach could be based upon linearization of eq. (7) [1, 5] : 
where u i is assumed to be to the right of the shock. Note that one could not reverse the recursion above, since one would ultimately cross the discontinuity, across which the linearization has no meaning. 
where it now is assumed that uj+1 is to the leftof the shock. Again, requiring 
C_ v --4v_l.20_v_l , V= 1,2,...,r-1.
We can also use compact implicit difference approximations of Pad6 type. Some of these operators can be written in the form (27), but with a different operator R2,. For example, the compact 4th-order approximation is (27) with
We will always assume that the implicit operators have the form R (i) = p-l, where P is a nonsingular explicit operator of finite bandwidth.
Factorization of High-Order Dissipation
The idea to use to construct the viscosity, is to use high-order dissipation heD, where D can be factored as D = R2_D+D-.
The approximation for the transformed equation (2) is
where e is a parameter. 
where al is determined by the condition at xj = oc, i. e., crl = uR.
High-Order Dissipation Based on Perturbation Analysis
We shall now consider a different form of artificial viscosity for the explicit approximation.
For the nonlinear equation we use 
The general form of the solution is still given by (37). Instead of forcing the coefficients a3, a4,. •., a2_ to vanish, we now choose e_ such that In the analysiswe haveassumedthat all roots _ are simple. Shouldthere be multiple roots, {x,}32r can always be partitioned into onegroup with exactly r -1 members inside the unit circle and another group with r -1 members outside the unit circle. Hence, our principle still applies. All the _ inside the unit circle vanish by our choice of e_.
We illustrate our principle by considering a 4th-order approximation Q4. After diag- Numerical results for this approximation will be presented in section 5.
[]
Averaging Operators
Yet a different kind of viscosity, based on simple 2nd-order averaging, was used in [2] . We Now suppose that O_ is approximated using the high-order operator Q2r = R2rDo. We can then use the idea from section 3.1 to obtain the following implicit scheme
Assuming that there exists a periodic solution of eq. (55), it follows that R_ exists. In the class of periodic solutions eq. (55) is thus equivalent to eq. (52). Hence, the conclusions above also pertain to eq. (55).
In regions
where the flow is smooth it should not be necessary to resort to the method of characteristics in order to compute solutions of high accuracy.
Consider an explicit 4th-order method for convenience. The viscosity term is then modified according to 
)_L4u_
R4u_
where R4 is defined by (56); the spatial operator L4 is given by
(59) and the integration parameters are given by
Now, in smooth regions where rj = 0 the discretization (58) reduces to (R4 = I, L4 = Q4)
which is a 3rd-order TVD Runge-Kutta method. Note in particular that the value of e is irrelevant whenever rj = 0. When rj = 1, on the other hand, we recover where v n, v (1) and v (2) are the solutions of the tridiagonal systems r_
The tridiagonal structure of R4 is given by
In the next section we will present numerical results obtained from (61).
Numerical Results
We begin by studying the factorized artificial viscosity described in section 3. Below is the result when the viscous terms are turned on only in a neighborhood of the shock. The viscosity is turned on and off by the switch defined by eq. (57). We also verify the theoretical results for the two-point shock.
The coefficient e is then given by eq. (22), that is, _ = 3/8. We now proceed to case where the shock is non-stationary. Again we compute in a We concludethis sectionby showingtwo 4th-order computationswherewehavesolved the linear advectionequation ut + ux = 0 by means of the hybrid scheme (61). In the first example we have used e = 1/2 and k = h. The switch rj has been set to one at every grid point. The hybrid scheme is thus equivalent to the method of characteristics. In the second example ¢ = 1/2 and k = 0.9h; the switch rj is now turned on adaptively. This implies that the numerical method should behave as an approximate upwind scheme near the discontinuity. The solutions have been plotted at t = 1/2. 
