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Abstract
Neutrino oscillation with three active neutrinos has been well established by
experiments. However, θ13 was the least known mixing angle before the Daya
Bay reactor neutrino experiment. The Daya Bay experiment uses relative
measurement with eight identically-designed antineutrino detectors (ADs)
located in two near sites, each with two ADs, and one far site with four
ADs. In 2012, Daya Bay first observed the non-zero value of sin2 2θ13 at a
> 5σ significance with the initial six ADs. In the summer of 2012, the last
two ADs were installed to complete the full configuration. In this thesis,
the data set of 217 days of 6-AD data and 404 days of 8-AD data were an-
alyzed. The reactor electron antineutrinos ν¯e were observed via the inverse
beta decay reaction, ν¯e + p → e+ + n. The ν¯e events were selected by the
delayed coincidence between the e+ signal and the neutron capture occurring
on average 30 µs later. The data quality was carefully checked. A χ2 analysis
was constructed with nuisance parameters to consider the detector-related
and the background uncertainties and a covariance matrix to encapsulate
the reactor uncertainties. This analysis found sin2 2θ13= 0.083± 0.0047 and
∆m232= (2.43± 0.10)× 10−3 eV2, assuming normal mass hierarchy. Further-
more, a search for the sterile neutrinos, neutrinos that do not interact weakly
with matter, was conducted. A combined analysis with the Bugey and MI-
NOS experiments was performed, and the result was directly compared with
the allowed regions set by the LSND and MiniBooNE experiments.
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Chapter 1
Neutrino Oscillation
Neutrinos were once claimed to be an undetectable particle by its own in-
ventor, Pauli. Now, with millions of neutrinos detected at Daya Bay, the
study of neutrino oscillation has entered an era of precision measurement. In
this chapter, I will first present a brief history of neutrino experiments that
shaped our current understanding about neutrino properties, and then the
experiments of neutrino oscillation. Lastly, I will focus on the measurement
of θ13.
1.1 Brief History of Neutrino Physics
The Birth of Neutrino
The birth of the neutrino started with the discovery of the continuous energy
spectra from β decays. The α and γ decays were found earlier to emit mono-
energetic particles. Surprisingly, the observed energy spectra from the β
decays known at that time,
M(A,Z)→ D(A,Z + 1) + e−, (1.1)
were found to be continuous[1]. Some believed it was due to the loss of elec-
tron energy in the target, but Ellis and Wooster carried out a calorimetric
β-decay experiment that showed the continuous β spectrum could not be ex-
plained by the energy loss in the target [2]. The results were hard to interpret,
since in a two-body decay, the emitted electron should be mono-energetic.
Either energy conservation, suggested by Niels Bohr, might be violated for
individual decays but conserved statistically, or there might be an undetected
particle involved in the β decay. Furthermore, the mother nucleus and the
2
daughter nucleus were found to share the same spin properties; either both
carrying integer spins or both carrying half-integer spins. Angular momen-
tum is not conserved if only a single spin-1
2
electron was emitted. Pauli, in
a famous letter to scientists in a nuclear conference in December 1930, sug-
gested that a new weakly interacting, neutral, spin-1
2
particle, which we now
call neutrino, is emitted together with e− without being detected. After the
neutron was discovered in 1932 [3], the β decay can be better understood.
In 1934, Fermi proposed his successful β-decay theory, which considers the
β decay as a process involving four fermions. In the same year, Bethe and
Peierls [4] estimated the cross section of neutrino interacting with a nucleus
and concluded that “there is no practically possible way of observing the
neutrino.”
The First Observation of Neutrinos
The (anti)neutrino was first observed in 1956 by the Reines and Cowen ex-
periment [5] via the inverse beta decay (IBD) reaction:
ν¯ + p→ e+ + n, (1.2)
and the antineutrino source was a nuclear reactor core. The experiment used
a CdCl2 loaded water tank surrounded by liquid scintillators to observe the
delayed coincidence between the two 0.511 MeV photons from positron anni-
hilation and the photons from the reaction 113Cd(n,γ)114Cd that happened a
few µs later. Today, Daya Bay is using a similar detection method to observe
reactor neutrinos, albeit with much higher statistics.
ν 6= ν¯
The difference between antineutrinos and neutrinos was established when
Davis attempted to observe the reactor neutrino via
ν¯ + 37Cl→ e− + 37Ar. (1.3)
If neutrinos and antineutrinos were the same particles, then the reaction
above should be able to occur. However, Davis observed no production of
3
37Ar, and it indicated that neutrino and antineutrino are different particles.
The same detection method was used by Davis for a successful observation of
solar neutrinos, which will be discussed in the next section. Briefly after the
discovery of the difference between neutrinos and antineutrinos, Pontecorvo,
inspired by the K0 ↔ K¯0 oscillation, suggested that the oscillation between
neutrino and antineutrino was possible [6]. This was the beginning of the
study of neutrino oscillation, which led to an industry of neutrino oscillation
research, including this thesis.
The Helicity of Neutrino
The helicity of neutrinos were measured by the Goldhaber, Grodzins and
Sunyar experiment [7]. The experiment observed the helicity of the emitted
gamma from a chain of reactions
e− + 152Eu(0−)→ ν+152Sm∗(1−), and
152Sm∗(1−)→ 152Sm(0+) + γ.
(1.4)
The initial angular momentum in this reaction is determined by the electron
spin Jz = ±12 , considering that J(152Eu) = 0. The final angular momentum is
a combination of the spin of ν the spin of the photon, and the spin directions
of the neutrino and the photon needs to be opposite to each other in order to
have a combined Jz = ±12 , the same as the initial one. Furthermore, if 152Sm∗
de-excites at rest, then the emitted gamma cannot excite another Sm nucleus
since part of the de-excitation energy is turned into the Sm recoil energy.
However, for 152Eu decaying at rest, the 152Sm∗ has momentum opposite
to the ν momentum. For gammas that stop the recoil of the 152Sm∗, the
gammas, having the same momentum of the 152Sm∗, can excite a Sm nucleus
in resonance. Therefore, the observed gammas have both momentum and
spin opposite to the momentum and spin of the emitted neutrinos, so the
helicity of the gamma is the same as the helicity of the neutrino. This
experiment showed that neutrinos have a helicity of -1, and therefore, are
left-handed.
4
νe 6= νµ
In 1962, the Brookhaven neutrino experiment, the first accelerator experi-
ment, found that neutrinos have at least two flavors [8]. If there were just
one type of neutrino, then the reactions
ν + n→ p+ e−,
ν¯ + p→ n+ e+
(1.5)
and the reactions
ν + n→ p+ µ−,
ν¯ + p→ n+ µ+
(1.6)
should generate electrons and muons with similar same rates. However, if
muon neutrinos νµ are different from electron neutrinos νe, then Equation
(1.5) should not be observed with a muon neutrino beam. The muon neutri-
nos νµ are neutrinos that couple weakly via charge-current (CC) to muons,
while the electron neutrinos νe couple to electrons. The Brookhaven neu-
trino experiment observed 29 muon-like and 6 electron-like events, where the
electron-like events were from the contamination of K+ decay. The results
proved that muon neutrinos and electron neutrinos are different particles.
Neutral Current Interaction
The weak neutral current (NC) was first predicted by Glashow, Weinberg
and Salam in the unified electroweak theory, and the neutral current was
observed at CERN in 1973 [9]. Therefore, besides the CC interactions
νµ +N → µ− +X
ν¯µ +N → µ+ +X,
(1.7)
the NC interactions
νµ +N → νµ +X
ν¯µ +N → ν¯µ +X
(1.8)
were also observed.
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1.2 Observation of Neutrino Oscillation
“Neutrino physics is largely an art of learning a great deal by observing
nothing,” once claimed by Haim Harari, and this was very true for Ray Davis.
After Davis observed no neutrinos from a nuclear reactor with chlorine and
confirmed that neutrinos and antineutrinos are different, he used the same
detection method
νe +
37Cl→ e− + 37Ar (1.9)
to observe solar neutrinos in the 4100-m.w.e. (meters of water equiva-
lent) deep Homestake gold mine in South Dakota [10]. The detector con-
sisted of 615 tons of C2Cl4 as neutrino target. The reaction has a 0.81
MeV energy threshold, so only the high-energy solar neutrinos, mainly from
8B→8Be+e+ + νe, were observed. The radioactive 37Ar was periodically
purged out of the solution with helium gas flushing through the tank. The
number of 37Ar atoms were counted via the decay
37Ar→ 37Cl + e− + ν¯e, (1.10)
which has a half-time of 35 days. In 1968, Davis reported that the measured
rate of the high-energy solar neutrinos were two to three times smaller than
the rate predicted by the Standard Solar Model (SSM) [11, 12]. This was
called the solar neutrino problem. The solar neutrino problem remained a
puzzle for many years while the Davis experiment was scrutinized. There
were two major explanations: either the SSM is deficient or neutrinos oscil-
late.
In 1989, twenty years after Davis first reported the solar neutrino measure-
ment, Kamiokande, a 2140-ton water Cerenkov detector, reported a real-time
measurement of the high-energy solar neutrinos from 8B. The measured rate
is 46% of the rate predicted by the SSM, consistent with the Homestake
measurement.
The low-energy solar neutrinos were later measured by the Gallium ex-
periments, including GALLEX [13], its successor GNO [14], and SAGE [15].
These experiments used the reaction
νe +
71Ga→ e− + 71Ge (1.11)
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with an energy threshold of 0.233 MeV. With the low energy threshold, the
pp-chain neutrinos, the dominant contribution of solar neutrinos and there-
fore directly related to the solar luminosity, can be observed. The measured
neutrino rates of the three experiments were all about two times smaller than
the SSM prediction, further confirming the rate deficit observed in the 8B
flux.
The SNO experiment first provided a model-independent proof of νe neu-
trinos converting into νµ and ντ . The SNO experiment used 1000 tons of
pure heavy water D2O to observe both the charged-current (CC) and neu-
tral current (NC) processes. The CC process uses the reaction of
νe + d→ e− + p+ p, (1.12)
while the NC process is
νx + d→ νx + p+ n (x = e, µ, τ). (1.13)
Furthermore, the elastic scattering (ES) of neutrino off electron is also ob-
served via
νx + e→ νx + e. (1.14)
The CC process is only sensitive to the electron neutrino, while the NC and
ES processes are sensitive to all flavors of neutrinos. The ratio of the rates
measured by CC to the rates measured by NC was 0.301± 0.033 for the 8B
flux, and the measured 8B rate is consistent with the prediction of SSM. This
result solved the decades-long solar neutrino problem. The solar neutrino flux
predicted by the SSM is correct but only about 1/3 of the neutrinos arrive
at earth as electron neutrino. The establishment of neutrino oscillation also
indicates that neutrinos are not massless particles but massive particles.
1.3 Oscillation Formalism
The observation of neutrino oscillation indicates that the neutrino flavor
eigenstates are not equal to the neutrino mass eigenstates. In this section,
the mixing between the flavor and mass eigenstates is discussed first, followed
by a discussion on the parametrization. An example of two-neutrino mixing
7
is given before the discussion of the full three-neutrino oscillation.
1.3.1 Neutrino Oscillation in Vacuum
In a charged-current weak interaction, a neutrino να with flavor α generated
from a charged lepton l−α has the flavor eigenstate, |να〉, as
|να〉 =
n∑
k=1
U∗αk|νk〉, (1.15)
where α = e, µ, τ . The Uαk is the unitary mixing matrix for the neutrino
mixing between flavor and mass eigenstates with unitary relation
U †U = 1 ↔
∑
k
UαkU
∗
βk = δαβ, (1.16)
while the mass eigenstate, |νk〉, and the flavor eigenstate, |να〉, has the or-
thonormal relations as
〈νk|νj〉 = δkj and 〈να|νβ〉 = δαβ, (1.17)
respectively. Note that Equation (1.15) only limits the number of active fla-
vors to three. As a result, the number of mass eigenstates should be equal or
larger than three. If the number of mass eigenstates is larger than three, then
the additional neutrino(s) in the corresponding flavor state(s) is (are) called
the sterile neutrino(s). Sterile neutrinos are sterile since they do not interact
with normal matter via weak interaction but only via gravitational force or
interaction(s) beyond the Standard Model. The possible indications of sterile
neutrinos are discussed in Chapter 2, and the search of sterile neutrino at
Daya Bay is discussed in Chapter 6 and Chapter 7.
The mass eigenstates, |νj〉, are the eigenstates of the Hamiltonian in vac-
uum:
H|νj〉 = Ej|νj〉, (1.18)
with E2j = |~pν |2 + m2j and ~pν is the momentum of the neutrino. Therefore,
the Schro¨dinger equation is
i
d
dt
|νj(t)〉 = H|νj(t)〉. (1.19)
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The mass eigenstate evolves with time as
|νj(t)〉 = e−iEjt|νj〉. (1.20)
Substituting Equation (1.20) into Equation (1.15), one can write down the
Schro¨dinger equation for the flavor state in the evolution of time:
|να(t)〉 =
∑
k
U∗αk|νk(t)〉
=
∑
k
U∗αke
−iEkt|νk〉
(1.21)
With the conversion between flavor and mass eigenstate:
|νk〉 =
∑
β
Uβk|νβ〉 (1.22)
Equation (1.21) can be re-written as
|να(t)〉 =
∑
k
U∗αke
−iEkt|νk〉
=
∑
k
U∗αke
−iEkt
∑
β
Uβk|νβ〉
=
∑
β
(∑
k
U∗αke
−iEktUβk
)
|νβ〉
(1.23)
The time-dependent transition amplitude for να → νβ is given as
〈νβ|να(t)〉 ≡ Aνα→νβ(t)
=
∑
k
U∗αke
−iEktUβk
(1.24)
The probability, Pνα→νβ(t), of observing να → νβ transition is
Pνα→νβ(t) = |Aνα→νβ(t)|2
=
∑
k,j
U∗αke
−iEktUβkUαjeiEjtU∗βj
=
∑
k,j
U∗αkUβkUαjU
∗
βje
−i(Ek−Ej)t
(1.25)
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For relativistic neutrinos, the neutrino energy can be approximated as
Ek =
√
p2k +m
2
k = p
√
1 +m2k/p
2
k
≈ pk(1 + m
2
k
2p2k
) ≈ Ek + m
2
k
2Ek
,
(1.26)
where c = 1 and the last step assumes that Ek ≈ pk when pk  mk. With
the approximation of energy, Equation (1.25) can be written as
Pνα→νβ(t) ≈
∑
k,j
U∗αkUβkUαjU
∗
βje
−i
(
m2k−m
2
j
2E
)
t
. (1.27)
Setting ct = t = L, the probability becomes
Pνα→νβ(L,E) =
∑
k,j
U∗αkUβkUαjU
∗
βje
−i
(
∆m2jkL
2E
)
, (1.28)
where ∆m2jk is defined as
∆m2jk = m
2
j −m2k. (1.29)
Equation (1.28) can be further simplified to
Pνα→νβ(L,E) =
∑
k
|Uαk|2|Uβk|2
+ 2
∑
k>j
< [U∗αkUβkUαjU∗βj] cos(∆m2jkL2E
)
+ 2
∑
k>j
= [U∗αkUβkUαjU∗βj] sin(∆m2jkL2E
) (1.30)
The first line can be related to Kronecker delta via the unitary relation in
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Equation (1.16) as
δαβ =
∣∣∣∣∣∑
k
U∗αkUβk
∣∣∣∣∣
2
=
∑
kj
U∗αkUβkUαjU
∗
βj
=
∑
k
|Uαk|2|Uβk|2 + 2
∑
k>j
< [U∗αkUβkUαjU∗βj]
(1.31)
Then the oscillation equation becomes
Pνα→νβ(L,E) =δαβ − 2
∑
k>j
< [U∗αkUβkUαjU∗βj] [1− cos(∆m2jkL2E
)]
+ 2
∑
k>j
= [U∗αkUβkUαjU∗βj] sin(∆m2jkL2E
) (1.32)
The equation above can also be written as
Pνα→νβ(L,E) =δαβ − 4
∑
k>j
< [U∗αkUβkUαjU∗βj] sin2(∆m2jkL4E
)
+ 2
∑
k>j
= [U∗αkUβkUαjU∗βj] sin(∆m2jkL2E
)
.
(1.33)
For survival probability, the contribution from the imaginary part of the
matrix elements vanishes, and the survival probability is
Pνα→να(L,E) = 1− 4
∑
k>j
|Uαk|2|Uαj|2 sin2
(
∆m2jkL
4E
)
. (1.34)
Note that the oscillation probabilities in Equation (1.33) and (1.34) are valid
regardless of the number of active neutrinos. Therefore, the equations can
be used in a 2-ν approximation, a standard 3-ν model, or a 4-ν extension for
sterile neutrino.
1.3.2 Parametrization Degrees of Freedom
For an N×N unitary matrix U , it can be represented as U = eiH , where H is
an N×N Hermitian matrix. Since H† = H, there are N free real parameters
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for the diagonal elements, while there are 2N(N−1)
2
free parameters for the
off-diagonal elements. In sum, H has N + 2N(N−1)
2
= N2 free parameters, so
does U . In practice, those free parameters are further divided into angle(s)
and phase(s). The number of angles is set to be the same as the number
of free parameters for an N ×N real rotational matrix, R. For a rotational
matrix, it satisfies the condition
R†R = RTR = 1. (1.35)
R can be written as R = eA, where A is an asymmetric matrix that satisfies
the relation AT = −A. The free parameters that A has are the N(N − 1)/2
real off-diagonal terms. Therefore, R can be parametrized with N(N − 1)/2
angles. Similarly, the neutrino mixing matrix U has N(N − 1)/2 angles and
N(N + 1)/2 phases.
The number of phases can be lowered if the leptonic charged current jCCα
is considered:
jCC†α = 2
∑
l
l¯L(x)γανlL(x) = 2
∑
l,i
l¯L(x)γαUliνiL(x) (1.36)
Assuming neutrinos are Dirac particles, then we can redefine the lepton and
neutrino fields as
l(x)→ eiβll(x), νi(x)→ eiαiνi(x). (1.37)
The charged current becomes
jCC†α = 2
∑
l,i
l¯L(x)γαe
−iβlUlieiαiνiL(x) (1.38)
= 2ei(αj−βk)
∑
l,i
l¯L(x)γαe
−i(βl−βk)Uliei(αi−αj)νiL(x). (1.39)
As a result, the term ei(αj−βk) provides 1 arbitrary phase, while the terms
e−i(βl−βk) and ei(αi−αj) each provide (N−1) arbitrary phases. A total (2N−1)
arbitrary phases can be used to reduce the N(N + 1)/2 phases needed for
the mixing matrix U . Therefore, for Dirac neutrinos, there are
N(N + 1)
2
− (2N − 1) = (N − 1)(N − 2)
2
physical phases, (1.40)
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and
N(N − 1)
2
mixing angles. (1.41)
For Majorana neutrinos, the relation
νCi (x) = νi (1.42)
holds. Therefore, the arbitrary phases coming from the neutrino fields in the
Dirac case are fixed. The the mixing matrix U for Majorana neutrinos has
(N − 1)(N − 2)
2
+ (N − 1) = N(N − 1)
2
physical phases. (1.43)
Since the oscillation equations do not involve the Majorana phases, the mix-
ing matrix presented hereafter will ignore the Majorana phases.
1.3.3 An Example of Two-Neutrino Oscillation
A two-neutrino framework provides an intuitive understanding of the neu-
trino oscillation, and it is used by many experiments where only two neutrino
oscillation matters. In the two-neutrino framework, the mixing matrix only
contains one mixing angle and no phases. The mixing matrix U takes a
simple form
U =
(
cos θ sin θ
− sin θ cos θ
)
. (1.44)
Substituting the matrix elements into Equation (1.34), the survival proba-
bility is
Pνα→να = 1− 4 sin2 θ cos2 θ sin2
(
∆m2L
4E
)
= 1− sin2 2θ
(
∆m2L
4E
)
.
(1.45)
Restoring the ~ and c, we have
Pνα→να = 1− sin2 2θ
(
∆m2L
4E
)
= 1− sin2 2θ
(
∆m2c4
4~cE
L
)
,
(1.46)
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where ~c = 0.19733 eV2µm. If ∆m2 is written in eV2, L in meters, and E in
MeV, then the equation above can be re-written as
Pνα→να = 1− sin2 2θ
(
1.267
∆m2L
E
)
. (1.47)
Neutrinos that disappear from the να flavor turns into νβ with probability
Pνα→νβ = sin
2 2θ
(
1.267
∆m2L
E
)
. (1.48)
1.4 Oscillation with Three Neutrinos
According to Equations (1.40) and (1.41), there are 3 mixing angles and 1
phase in the three neutrino case. The mixing matrix is called the Pontecorvo-
Maki-Nakagawa-Sakata (PMNS) matrix, defined as
U =
1 0 00 c23 s23
0 −s23 c23

︸ ︷︷ ︸
atmospheric
 c13 0 e
−iδCP s13
0 1 0
−eiδCP s13 0 c13

︸ ︷︷ ︸
reactor
 c12 s12 0−s12 c12 0
0 0 1

︸ ︷︷ ︸
solar
(1.49)
=
 c12c13 s12c13 s13e
−iδCP
−s12c23 − c12s23s13eiδCP c12c23 − s12s23s13eiδCP s23c13
s12s23 − c12c23s13eiδCP −c12s23 − s12c23s13eiδCP c23c13

(1.50)
=
Ue1 Ue2 Ue3Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3
 , (1.51)
where cij(sij) denotes cos θij(sin θij), and δCP is the Dirac CP phase. If
neutrinos are Majorana particles, two more Majorana phases in a diagonal
matrix would be added to the PMNS matrix. The choice of θi and δ depends
on the parameterization and is not unique. The factorization in Equation
(1.49) separates the parameters according to the type of experiments that
are most sensitive to them. The solar neutrino experiments first observed the
values of θ12 and the mass-squared splitting ∆m
2
21. The atmospheric neu-
trino experiments are sensitive to θ23 and |∆m232|, while the reactor neutrino
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experiments with baseline around 1.5 km are most sensitive to θ13 and and
|∆m232|. The mass-squared splitting terms hold the relation that
∆m221 + ∆m
2
32 = ∆m
2
31. (1.52)
However, the ordering/hierarchy of the neutrino mass has not yet been
decided. Figure 1.1 shows the two possible mass hierarchies (MH). The mass
of |ν3〉, that is, m3, is the heaviest in the case of normal mass hierarchy, while
m3 is the lowest one in the inverted case.
The current state of knowledge of neutrino oscillation [16] is summarized
as below:
sin2 2θ12 = 0.846± 0.021 (1.53)
∆m221 = (7.53± 0.18)× 10−5 eV2 (1.54)
sin2 2θ23 =
0.999+0.001−0.018 (normal MH)1.000+0.000−0.017 (inverted MH) (1.55)
|∆m232| =
(2.44± 0.06)× 10−3 eV2 (normal MH)(2.49± 0.06)× 10−3 eV2 (inverted MH) . (1.56)
The CP-phase, δCP , has not yet been determined. The value of sin
2 2θ13 is
best measured by Daya Bay, and it is one of the main topics of this thesis.
The measurements of each sector are briefly summarized in the following
sections.
1.4.1 Measurements of the (θ12, ∆m
2
21) sector
The oscillation in this sector was first observed in the solar neutrino experi-
ments. Therefore, θ12 and ∆m
2
21 are often denoted as θ and ∆m
2
. The solar
neutrino experiments have been discussed in Section 1.2. SNO and other so-
lar neutrino experiments are consistent with the LMA (large mixing angle)
solution with ∆m2≈ 7.5× 10−5 eV2 and tan2 θ ≈ 0.45, combined with the
matter effect. The matter effect makes the electron neutrinos generated in
the sun emerge as ν2 mass eigenstate as they propagate toward the surface
of the sun. Therefore, the ratio of the fluxes measured by CC to NC is equal
to the fraction of νe composition in the ν2 state as shown in Figure 1.1, or in
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Figure 1.1: Neutrino mass hierarchy. For normal mass hierarchy, m3 is the
heaviest one, while for the inverted case, m3 becomes the lightest one. The
flavor compositions in each mass eigenstate are drawn in different colors,
while the CP-phase would influence the fractions, represented by a slope.
matrix elements, U2e2/
∑
α U
2
α2.
The LMA solution became the unique solution with a > 5σ CL [16] in
a combined analysis of KamLAND [17] and the solar neutrino experiments.
KamLAND experiment, located in the Kamioka mine in Japan with a depth
of 1 km, contains 1 kton of pure liquid scintillator. The IBD reaction is used
to observe reactor neutrinos from 55 reactors in Japan with an average base-
line of ∼ 180 km. KamLAND experiment also presented the first oscillation
results in the solar sector with an L/E dependence, as shown in Figure 1.2.
1.4.2 Measurements of the (θ23, ∆m
2
31) sector
For the (θ23, ∆m
2
31) sector, the oscillation was first observed from the atmo-
spheric neutrinos at the Super-Kamiokande experiment (SK-I) [18]. There-
fore, θ23 and ∆m
2
31 are often referred as θA and ∆m
2
A. The interaction be-
tween high-energy cosmic rays and the nuclei in the atmosphere generates
pions and kaons. The decay of pions and kaons generates atmospheric neu-
trinos via
pi+ → µ+ + νµ, µ+ → e+ + νe + ν¯µ (1.57)
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Figure 1.2: The ratio of the observed ν¯e energy spectrum to the
no-oscillation prediction at KamLAND. The energy-dependent oscillation is
plotted against L0/E with L0 = 180 km, the flux-weighted average reactor
baseline. The figure is taken from [17].
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and
pi− → µ− + ν¯µ, µ− → e− + ν¯e + νµ. (1.58)
Therefore, the ratio of the (νe+ν¯e) flux to the (νµ+ν¯µ) flux should be about
1 to 2. Electrons and positrons are generated when νe and νµ interacts with
the nuclei in the detector via
νl(ν¯l) +N → l−(l+) +X (l = e, µ). (1.59)
The Super-Kamiokande [19], a water Cerenkov detector with 50 tons of ultra-
pure water, observes the Cerenkov lights from those electrons and muons.
Electrons and muons can be distinguished from the shape of the Cerenkov
rings; the Cerenkov rings from electrons are fuzzier than the ones from muons.
The neutrinos entering the detector from different angles experience different
oscillation length. The ones that enters from the bottom of the detector are
generated on the opposite side of the earth, while the ones entering from
the top are generated from the atmosphere above the detector. Figure 1.3
shows clear evidence of neutrino oscillation with different incoming angles,
or equivalently, different baselines.
The current most-precise measurements of θ23 and ∆m
2
31 are provided by
the MINOS [20] and T2K [21] experiments. The MINOS experiment is an
on-axis accelerator neutrino experiment with a baseline of 735 km to the Far
Detector. The MINOS experiment observed clear νµ disappearance. Details
of MINOS experiment is further described in Section 7.3.1.
The T2K experiment uses the Super-Kamiokande water Cerenkov detector
to observe the neutrinos generated at the JPARC facility. The beam is
2.5◦ off-axis to the detector to narrow down the νµ energy spectrum with
peak energy at ∼ 0.6 GeV, for which the oscillation of νµ is maximum with
a baseline of 295 km. The Super-Kamiokande detector is located 280 km
downstream of neutrino beam.
Figure 1.4 shows the measurements of θ23 and ∆m
2
31 from Super-Kamiokande,
MINOS, and the T2K experiments in the cases of both normal and inverted
mass hierarchy.
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Figure 1.3: The number of observed events versus the zenith angle at
Super-Kamiokande. The points, solid lines, and the box histogram
represent the data, best-fit expectations, and the no-oscillation
expectations, respectively. PC is the partially contained events, of which
most are muon neutrinos. The upward-going (cos θ = −1) muons have clear
deficit. The figure is taken from [19].
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Figure 1.4: Measurements of sin2 2θ23 and ∆m
2
32 at T2K [22], MINOS [20],
and Super-Kamiokande [23] experiments at 68% (dashed) and 90% (solid)
CL levels. The dots are the best-fit points. The normal mass hierarchy is
on the top, while the inverted case is at the bottom. The figure is taken
from [22].
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1.5 Measurements of θ13
The value of sin2 2θ13 was only constrained by the CHOOZ experiment [24]
before the Daya Bay experiment. The CHOOZ experiment observed ν¯e from
the two reactors of the CHOOZ nuclear power plant in France with a com-
bined maximum thermal power of 8.5 GW. The CHOOZ detector was about
1 km away from the reactor cores with 300 m.w.e. overburden. The detector
contained three concentric regions. The central region is the ν¯e target filled
with 5 tons of Gadolinium doped liquid scintillator (LS). The intermediate
region contained 17 tons of LS to shield the target from PMT radioactivity
and to capture the gamma rays escaping the target region. The outer region,
optically separated from the other two regions, was filled with 90 tons of LS
to tag cosmic muons.
CHOOZ used the IBD reaction to observe a coincidence event of a prompt
signal from positron and a delayed signal from neutron capture. The expected
neutrino event rate is calculated from known reactor power, fission yield of
νe and fuel burn-up. The final result of CHOOZ was consistent with no
oscillation prediction, while the CHOOZ experiment constrained sin2 2θ13 <
0.17 at 90% CL for |∆m232| at 2.5× 10−3 eV2.
The sensitivity of the CHOOZ experiment is limited by the uncertainties
of reactor flux and detector efficiencies. These uncertainties can be greatly
reduced by a “relative” measurement using several identically-designed de-
tectors placed at different distances. Daya Bay [25] was proposed with such
a relative measurement aiming at a sensitivity of 0.01 for sin2 2θ13. For the
relative measurement at Daya Bay, eight antineutrino detectors (AD) with
identical functions were positioned at three experimental halls (EH). Other
experiments with similar approach, like Double Chooz [26] and RENO [27]
in South Korea, were also proposed.
Daya Bay, as well as Double Chooz and RENO, measures the sin2 2θ13
via measuring the disappearance of reactor ν¯e. From Equation (1.34), the
survival probability of electron antineutrino can be expressed in terms of
mixing angles as
Pν¯e→ν¯e(L) = 1− cos4 θ13 sin2 2θ12 sin2 ∆21
− sin2 2θ13
(
cos2 θ12 sin
2 ∆31 + sin
2 θ12 sin
2 ∆32
)
,
(1.60)
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where ∆ij ≡ 1.267∆m2ij(eV2)[L(m)/E(MeV].
∆m2ee
Daya Bay is not sensitive to the difference between |∆m232| and |∆m231|, so
the survival probability is often approximated as
Pν¯e→ν¯e(L) ≈ 1− cos4 θ13 sin2 2θ12 sin2 ∆21 − sin2 2θ13 sin2 ∆ee, (1.61)
where the terms related to ∆31 and ∆32 in Equation (1.60) are replaced by
a term with an effective mass-squared splitting ∆m2ee.
All the analyses in this thesis used the full oscillation expression in Equa-
tion (1.60), and then the measured ∆m232 is converted into ∆m
2
ee with some
approximations. The full expression of Equation (1.60) can also be written
as [28, 29]
Pν¯e→ν¯e(L) = 1− 2s213c213 + 2s213c213
√
1− 4s212c212 sin2 ∆21 cos(2∆32 ± φ)
− 4c413s213c212 sin2 ∆21,
(1.62)
where
tanφ =
sin 2∆21
cos 2∆21 + tan
2 θ12
. (1.63)
For Daya Bay at a baseline of ∼ 1.6 km, the term 4s212c212 sin2 ∆21 is much
less than 1. As a result, Equation (1.62) can be approximated as
Pν¯e→ν¯e(L) ≈ 1− 4s213c213
[
1− cos(2∆32 ± φ)
2
]
− 4c413s213c212 sin2 ∆21
= 1− sin2 2θ13 sin2(∆32 ± φ/2)− 4c413s213c212 sin2 ∆21.
(1.64)
From the equation above and Equation (1.61), the relation between ∆m232
and ∆m2ee can be written as
|∆m2ee| = |∆m232| ±∆m2φ/2, (1.65)
where ∆m2φ=φ · 4EL . The ∆m2φ is found to be practically constant over
the L/E range of Daya Bay, and the numerical value is almost identical
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to cos2 θ12∆m
2
21 = 5.24× 10−5 eV2 [29]. Therefore, ∆m2ee is related to ∆m232
in Daya Bay as
∆m2ee ≈ |∆m232| ± 5.24× 10−5 eV2 (1.66)
for normal (+) and inverted (-) mass hierarchy.
In 2012, Daya Bay first observed the non-zero sin2 2θ13 [30] with the ν¯e
rates measured by the 6 initial ADs. Later, with the same 6 ADs, the results
considering both the ν¯e rates and energy spectra were published [31]. This
thesis focuses on the measurement of sin2 2θ13 and |∆m232| with data obtained
by the complete configuration of 8 ADs, and the number of observed IBD
candidates increased by a factor of 3.6 from the 6-AD data set. Details about
the Daya Bay experiment is described in Chapter 3. The selection of IBD
candidates is in Chapter 4, and the analysis of the oscillation parameters is
presented in Chapter 5.
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Chapter 2
Sterile Neutrino
The standard three-neutrino oscillation has been well-established from the
experiments discussed in Chapter 1. However, there were experimental hints
and anomalies, pointing to the existence of addition neutrino flavors. The
additional neutrino flavors are also called sterile neutrino, since they do not
take part in the weak interaction. The constraints on additional flavors of
neutrinos are discussed in Section 2.1, followed by the experimental hints in
Section 2.2. Lastly, I will discuss the sterile neutrino search at Daya Bay in
Section 2.3.
2.1 Constraints
Before discussing the indications of sterile neutrino, there are strong evi-
dences that there are only three light (mν < mZ/2) active neutrinos. The
measurement of the invisible decay width of the Z boson at LEP determines
the number of active neutrinos that couple to the Z boson. The best-fit
number of active neutrino species was determined to be 2.9840±0.0082, con-
sistent with the three active neutrino model. Figure 2.1 shows the result of
the measurement of the invisible decay width of Z. Therefore, any additional
neutrino species must be sterile, e.g. singlets of the Standard Model gauge
symmetries, or very massive (mν > mZ/2).
The number of active neutrino generations can be constrained by the ob-
servation of the cosmic microwave background (CMB). At the early universe,
neutrinos were at thermal equilibrium with other particles in the Standard
Model. As the universe expands and the temperature decreases, the neutri-
nos “decouples” from the interaction with other particles at a temperature
about 1 MeV. At temperature around 0.2 MeV, the electron and positron
annihilates and reheats the photons, but the “reheat” process does not in-
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Figure 2.1: The measured the cross section of hadron production around
the Z resonance. The red curves correspond to the Standard Model
prediction for the 2-ν and 4-ν case. The figure is taken from [32].
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fluence the neutrinos. Therefore, the temperature of the neutrinos and the
temperature of the photons are different and can be related as
Tν =
(
4
11
)1/3
Tγ, (2.1)
using entropy conservation. And the neutrino energy density ρν is related to
the photon energy density ργ:
ρν = Neff
7
8
(
pi2
15
T 4ν
)
=
7
8
(
4
11
)3
ργ, (2.2)
where 7
8
is to account for the degree of freedom of fermions. The Neff is
the effective number of active neutrino species. For the standard model of
three neutrino generation, The Neff is a little bit larger than three at 3.046,
reflecting that neutrino does not decouple instantaneously. Cosmology is
sensitive to Neff , since in the radiation-dominant era, the expansion rate is
directly related to ργ+ρν . The latest results from Planck [33] constrains that
Neff < 3.7
meffsterile < 0.52 eV
}
95%, P lanck TT+lowP+lensing+BAO, (2.3)
with the central value Neff = 3.15±0.23, consistent with the standard model
of three neutrino generations.
2.2 Indications of the Existence of Sterile Neutrino
The anomalies can be categorized into three different types: the accelera-
tor neutrino anomalies, including the LSND and MiniBooNE experiments,
the reactor neutrino anomalies, and the Gallium anomalies from the Gal-
lium experiments, GALLEX and SAGE. Different anomalies are sensitive to
different parameter spaces.
2.2.1 Accelerator Neutrino Anomalies
The Liquid Scintillator Neutrino Detector (LSND) experiment [34] was a
short baseline accelerator experiment designed to study the ν¯µ → ν¯e tran-
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sition at ∆m2 ≈ 1 eV2. The LSND detector, containing 167 tons of liquid
scintillator, observed ν¯e via IBD reaction and its correlated 2.2 MeV neutron
capture on hydrogen. The ν¯µ beam was generated by µ
+ decay at rest via
µ+ → ν¯µ + νe + e+. The µ+ was generated by the pion decay pi+ → µ+ + νµ,
where the pions were produced by the interaction of a 798 MeV proton beam
with a target. Roughly a 3.8 σ excess of ν¯e was observed by LSND [34], and
the allowed region is shown in Figure 2.2.
The MiniBooNE experiment [35], designed to test the results of LSND,
is a 806-ton liquid scintillator detector. The MiniBooNE experiment is also
sensitive to the range at ∆m2∼ 1 eV2, albeit with a longer baseline of 541
meters and a beam of neutrinos with higher energy than LSND. Transitions
in both the neutrino mode (νµ → νe) and the antineutrino mode (ν¯µ → ν¯e)
were observed in the neutrino energy between 200 MeV and 1250 MeV. For
the antineutrino mode, an excess of 78.4 ± 28.5 νe events was observed,
corresponding to a 2.8 σ effect. For the neutrino mode, an excess of 162.0 ±
47.8 was observed, corresponding to a 3.4 σ effect. Therefore, the MiniBooNE
results supported the anomalies found by the LSND experiment. The allowed
regions for the MiniBooNE neutrino and antineutrino modes are shown in
Figure 2.2. Noticeably, most of the anomalies come from the 200 MeV to 475
MeV range, where the uncertainties of the gamma background was large.
However, some accelerator neutrino experiments, including KARMEN[36],
ICARUS [37], and NOMAD [38], did not observe the “LSND anomalies.”
The excluded regions for each experiments are also shown in Figure 2.2.
The KARMEN experiment, similar to LSND, was looking for ν¯µ → ν¯e
transition for muon neutrinos coming from µ+ decay at rest. Compared with
LSND, KARMEN has a shorter baseline of 17.7 meters, so KARMEN is most
sensitive to the mass-squared difference range at ∆m2∼ 2.8 eV2. Therefore,
the excluded region for KARMEN is at larger ∆m2 region. Likewise, the
NOMAD experiment has a baseline of 625 meters and the average νµ (ν¯µ)
neutrino energy at about 24 (17) GeV. As a result, the L/E value is about
0.025 km/GeV, and the NOMAD experiment can exclude the LSND anoma-
lies at ∆m2 > 10 eV2. The ICARUS experiment has a baseline of 730 km and
average neutrino energy at 20 GeV. With the large L/E value of ICARUS,
the oscillation due to sterile neutrino might appear as an overall rate deficit.
Therefore, the excluded region for ICARUS is roughly a constant value for
the mixing angle, independent of the ∆m2.
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Figure 2.2: The allowed regions for the anomalies observed by LSND [34]
and MiniBooNE [35]. The excluded regions are also plotted for the
KARMEN [36], NOMAD [38], and ICARUS [37] experiments. The x-axis is
in sin2 2θµe, the mixing angle in a 2-ν approximation, and sin
2 2θµe is a
product of sin2 2θ14 and sin
2 θ24 in a 4-ν analysis with the mixing matrix
defined as Equation (2.6). The y-axis is the mass-squared difference in the
2-ν approximation; at this ∆m2 range, ∆m2 is roughly equal to the ∆m241
in a 4-ν analysis.
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2.2.2 Gallium and Reactor Neutrino Anomalies
The Gallium and reactor neutrino anomalies are both in the electron (anti)neutrino
channel. Furthermore, the accelerator anomalies are for the appearance ex-
periments, while the Gallium and reactor anomalies are for the disappearance
experiments. SAGE [39, 40] and GALLEX [41] were the Gallium experi-
ments looking for neutrino oscillation in the solar section, as discussed in
Section 1.2. In their calibration campaign, these Gallium experiments found
a clear deficit in the expected rates. The calibration sources are 51Cr and
37Ar; both emit νe via electron capture. The calculation of the cross section
νe +
71Ga → 71Ge + e− contains theoretical uncertainties, especially those
into excited states of 71Ge. The statistical significance of the rate deficit is
at about 3-σ [42]. Neutrino oscillation with a 4-ν model could explain the
observed rate deficit.
The measured rate deficit for electron antineutrino was also observed in the
short-baseline (SBL) reactor neutrino experiments with recent re-evaluation
of reactor antineutrino spectra [43]. For the SBL reactor experiments with
baselines shorter than 100 meters, the oscillation due to θ13 is still insignifi-
cant, so it is not sensitive to the standard 3-ν oscillation. In [44], the ratios of
the measured neutrino rates to the predicted neutrino rates were calculated
for the SBL reactor experiments. The updated average ratio is 0.943±0.023,
around 2.5 σ from unity. Noticeably, the statistical significance is related
to the treatment of systematic uncertainties [42, 45]. The deficit can be ex-
plained as the fast oscillation due to the existence of a 4-th flavor of neutrinos.
The fast oscillation smears out at very short baseline and the SBL reactor
experiments therefore observe a constant rate deficit. Figure 2.3 shows a
compilation of the ratios of measured rates to predicted rates for the SBL
reactor experiments versus the their baselines. Most ratios are lower than
unity. Figure 2.4 further shows the allowed region for a combined analysis of
the reactor neutrino experiments and the Gallium experiments.
2.3 Sterile Neutrino Search at Daya Bay
At Daya Bay, similar to other reactor neutrino experiments suggesting pos-
sible anomalies, we can search for sterile neutrino from the disappearance
of antineutrinos. With one additional flavor to the standard three-neutrino
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Figure 2.3: The observed neutrino rates to the predicted rates for short
baseline reactor neutrino experiments. The three colored lines correspond
to three illustrative curves with different sets of oscillation parameters. For
each data point, the shorter error bars are the uncorrelated errors, while
the longer error bars are the total errors. The error bars do not contain flux
uncertainties. The figure is taken from [42].
Figure 2.4: The allowed region for a combined analysis of the Gallium
experiment and the short baseline reactor neutrino experiments in a 3+1
model. The figure is taken from [46].
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model, the survival probability of electron antineutrino
Pν¯e→ν¯e(L/E) = 1−
∑
i<j
4|Uei|2|Uej|2 sin2
(
∆m2ijL
E
)
(2.4)
becomes
Pν¯e→ν¯e(L/E) = 1−4|Ue1|2|Ue2|2 sin2
(
∆m221L
E
)
− 4|Ue1|2|Ue3|2 sin2
(
∆m231L
E
)
−4|Ue2|2|Ue3|2 sin2
(
∆m232L
E
)
−4|Ue1|2|Ue4|2 sin2
(
∆m241L
E
)
− 4|Ue2|2|Ue4|2 sin2
(
∆m242L
E
)
−4|Ue3|2|Ue4|2 sin2
(
∆m243L
E
)
.
(2.5)
The first two lines in Equation (2.5) correspond to the normal 3-ν oscilla-
tion, while the last two lines correspond to the oscillation due to the sterile
neutrino.
In Equation 2.5, only Uei’s were involved. Therefore, we adopted the con-
vention in [47] to define the mixing matrix U as
U = R23R24R34R14R13R12, (2.6)
where Rij is the 4×4 rotational matrix in the i-j plane. As a result, the Uei
terms are
Ue1 = cos θ14 cos θ13 cos θ12,
Ue2 = cos θ14 cos θ13 sin θ12,
Ue3 = cos θ14 sin θ13,
Ue4 = sin θ14.
(2.7)
Note that the Uei’s are only related to the mixing angle θ14, not the other θi4
angles. Substituting the Uei terms into Equation 2.5, the survival probability
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of electron antineutrino becomes
Pν¯e→ν¯e(L/E) = 1−c414c413 sin2 2θ12 sin2 ∆21
−c414 sin2 2θ13
(
c212 sin
2 ∆31 + s
2
12 sin
2 ∆32
)
− sin2 2θ14
(
c213c
2
12 sin
2 ∆41 + c
2
13s
2
12 sin
2 ∆42 + s
2
13 sin
2 ∆43
)
,
(2.8)
where sij = sin θij and cij = cos θij. With Equation 2.8, Daya Bay can
search for sterile neutrino in the parameter space of sin2 2θ14 and ∆m
2
41 via
the distortion of the energy spectra at different baselines, to be discussed in
Chapter 6.
2.3.1 Direct Comparison with the Accelerator Anomalies
The LSND and MiniBooNE accelerator neutrino experiments observed the
anomalies in the appearance of electron (anti)neutrino from muon (anti)neutrino
beam. Furthermore, the mass-squared range of interest is at ∆m241≈ 1 eV2,
much larger than |∆m232|. Therefore, with the approximation
∆m241 ≈ ∆m24i  |∆m232|  ∆m221, (2.9)
the oscillation probability in Equation (1.33) can be simplified as
Pνµ→νe(L,E) ≈ 0− 4
∑
j<4
< [U∗µ4Ue4UµjU∗ej] sin2(∆m241L4E
)
+ 2
∑
j<4
= [U∗µ4Ue4UµjU∗ej] sin(∆m241L2E
)
.
(2.10)
The sum of the matrix elements becomes
∑
4>j
U∗µ4Ue4UµjU
∗
ej = U
∗
µ4Ue4
(∑
j
UµjU
∗
ej − Uµ4U∗e4
)
= U∗µ4Ue4(−Uµ4U∗e4)
= −|Uµ4|2|Ue4|2
(2.11)
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Therefore, the appearance probability for LSND and MiniBooNE can be
written as
Pνµ→νe(L,E) ≈ 4|Uµ4|2|Ue4|2 sin2
(
∆m214L
4E
)
(2.12)
With the definition in Equation (2.6), the Uµi terms are
Uµ1 = −c12(s13s23c24 + c13s14s24)− s12c23c24
Uµ2 = −s12(s13s23c24 + c13s14s24) + c12c23c24
Uµ3 = −s13s14s24 + c13s23c24
Uµ4 = s24c14.
(2.13)
Therefore, with the Uei terms defined in Equation (2.7) and the Uµi terms
defined above, the appearance probability in Equation (2.12) can be written
as
Pνµ→νe(L,E) ≈ 4 sin2 θ14 cos2 θ14 sin2 θ24 sin2
(
∆m214L
4E
)
= sin2 2θ14 sin
2 θ24 sin
2
(
∆m214L
4E
)
≡ sin2 2θµe sin2
(
∆m214L
4E
)
,
(2.14)
in which sin2 2θ14 sin
2 θ24 ≡ sin2 2θµe. Therefore, the LSND and MiniBooNE
reported their finding in the parameter space of sin2 2θµe and ∆m
2 (≈∆m241).
Daya Bay is only sensitive to sin2 2θ14. For Daya Bay to be directly com-
pared with LSND and MiniBooNE, the results of Daya Bay need to be com-
bined with another experiment that is sensitive to sin2 θ24, or Uµ4.
The MINOS experiment observed the disappearance of muon neutrinos
with the survival probability
Pνµ→νµ(L/E) = 1−
∑
i<j
4|Uµi|2|Uµj|2 sin2
(
∆m2jiL
E
)
, (2.15)
which is sensitive to Uµ4. The combined result of Daya Bay and MINOS can
then be directly compared with the results from LSND and MiniBooNE. In
this thesis, a combined analysis with the MINOS experiment are presented
in Chapter 7.
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Chapter 3
Daya Bay Reactor Neutrino Experiment
The design goal of Daya Bay was to measure sin2 2θ13 to a precision of
0.01 [25]. To achieve this goal, the far site needs to observe at least 50,000
neutrino events. Furthermore, systematic uncertainties, including uncertain-
ties from reactor flux, detectors, and backgrounds, need to be controlled
within 0.5%. As a result, the design of the Daya Bay experiment has the
following characteristics:
• Identical near-far detectors: The reactor-related uncertainties can be
largely removed by a near-far arrangement, which was first proposed
in the Kr2Det experiment [48]. While the near detectors monitor the
reactor rate and flux, the identically-designed far detectors observe the
change due to neutrino oscillation.
• Multiple modules: The detector-related uncertainties can be greatly
reduced via using identical detectors; only uncorrelated uncertainties
between different detectors influence the oscillation analysis. Multiple
modules at each baseline also provide a consistency check for the detec-
tor performance. Furthermore, multiple smaller detectors, instead of
one big detector at each site, have smaller dead time due to the cosmic
muons.
• Adequate overburden and shielding: Overburden attenuates the muon
rates while shielding lessens the impact of natural radiation and spal-
lation neutrons generated by the cosmic muons; both can lower the
background contributions.
• Large statistics: Large overall target mass at the far site provides
enough statistics to achieve the desired precision.
Furthermore, with known |∆m232|≈ 2.5× 10−3 eV2, the first oscillation min-
imum happens at the baseline around 1.5 km for Eν ≈ 3 MeV. Figure 3.1
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shows the ν¯e survival probability with sin
2 2θ13 equal to the CHOOZ limit at
90% C.L. and the design goal of Daya Bay. The Daya Bay experiment has
two near sites where ν¯e just starts to oscillate while one far site close to the
first oscillation minimum. This chapter first discusses the overall configura-
tion of Daya Bay (Section 3.1), then the design of the Daya Bay Antineutrino
Detector (AD) in Section 3.2, and then the PMT system in Section 3.3. After
the descriptions of the hardware, the energy reconstruction method (Section
3.4) and the energy scale (Section 3.5) are discussed.
3.1 Daya Bay Configuration
The Daya Bay experiment observes ν¯e emitted from six pressured water reac-
tors of the Daya Bay Reactor Power Plant, 55 km northeast of Hong Kong.
Figure 3.2 shows the locations of the Daya Bay detectors and the reactor
cores. The six reactors, each with 2.9 GW thermal power, are grouped into
three pairs: the Daya Bay cores, the Ling Ao cores, and the Ling Ao II cores.
The distance between the two cores of each pair is 88 m. There are three
experimental halls (EH), or three sites, for the Daya Bay experiment. EH1,
containing two ADs, is close to the Daya Bay cores. EH2, currently having
two ADs, is close to the Ling Ao and Ling Ao II cores. EH3, currently having
four ADs, is the far site with a weighted baseline around 1.6 km from the
reactor cores. EH1, EH2, and EH3 have a rock overburden of 93 m, 100
m, and 324 m, respectively. Table 3.1 lists the overburden in meters water
equivalent (m.w.e.) and the corresponding muon rates and average muon
energy at each EH. Table 3.2 shows the baseline between each reactor-AD
pair.
All the ADs within one EH are inside one water pool (WP) [49] filled with
ultra pure water. The WP shields the ADs against natural radiation and
tags cosmic muons. The three WPs at the three EHs are all 10 m deep. The
WPs at the near sites are 10 m wide and 16 m long, while the WP at EH3
is 16 m by 16 m. There is at least 2.5 m of water from the ADs to any
direction. Each WP is segmented into two optically-separated regions, the
inner water shield (IWS) and the outer water (OWS), as shown in Figure 3.3.
PMTs were mounted within both IWS and OWS to observe the Cerenkov
light generated by the passage of the cosmic muons. If muons are tagged by
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Overburden (m.w.e.) Rµ (Hz/m
2) < Eµ > (GeV)
EH1 250 1.27 57
EH2 265 0.95 58
EH3 860 0.056 137
Table 3.1: The overburden and corresponding cosmic muon rates and the
average muon energy at each experimental hall (EH).
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Figure 3.1: Survival probabilities of ν¯e with Chooz limit and the designed
goal of Daya Bay for Eν¯e = 3 MeV. The weighted baselines of the Daya Bay
near sites and the far site are marked.
either IWS or OWS, all the ADs at that EH are vetoed for a period of time
(see Section 4.1.1 for more details). The Resistive Plate Chambers (RPC)
cover the top of each WP for additional muon tagging. Figure 3.3 shows a
schematic plot and a photograph of the WP at the near sites and the ADs
inside the WP.
There were two phases in the AD installation. The first six ADs, two at
EH1, one at EH2, and three at EH3, were installed for a 217-day data taking
period. Two more ADs, one at EH2 and one at EH3, were added in the
summer of 2012 to complete the full configuration.
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500m
Figure 3.2: An overview of the Daya Bay configuration. The Daya Bay
Power Plant has six reactor cores, grouped in pairs of two. They are called
the Daya Bay, Ling Ao, and Ling Ao II Nuclear Power Plant (NPP),
respectively. There are three experimental halls (EHs) in the Daya Bay
experiment. EH1 and EH2, the near sites, each has two antineutrino
detectors (ADs), while EH3, the far site, has four ADs. Additional utility
halls are the liquid scintillator (LS) hall to fill the AD and the water hall to
process the water. The Surface Assembly Building (SAB) was used to
assemble the ADs.
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Figure 3.3: An overview of the water pool (WP) and the ADs inside the
near sites. Top: A schematic plot. Bottom: A picture with WP filled at
EH1 without the Resistive Plate Chambers (RPCs). For the far site, EH3,
a similar but larger WP contains four ADs. For each WP, it is separated
into the inner water shield and the outer water shield. The figure is taken
from [49] and [50].
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D1 D2 L1 L2 L3 L4
EH1-AD1 362.38 371.763 903.466 817.158 1353.618 1265.315
EH1-AD2 357.94 368.414 903.347 816.896 1354.229 1265.886
EH2-AD1 1332.479 1358.148 467.574 489.577 557.579 499.207
EH2-AD2 1337.429 1362.876 472.971 495.346 558.707 501.071
EH3-AD1 1919.632 1894.337 1533.18 1533.628 1551.384 1524.94
EH3-AD2 1917.519 1891.977 1534.919 1535.032 1554.767 1528.079
EH3-AD3 1925.255 1899.861 1538.93 1539.468 1556.344 1530.078
EH3-AD4 1923.149 1897.507 1540.667 1540.872 1559.721 1533.179
Table 3.2: The baselines between each AD-reactor pair in meters. D1 and
D2 are the Daya Bay cores (see Figure 3.2). L1 and L2 are the Ling Ao
cores, while L3 and L4 are the Ling Ao II cores.
3.2 Antineutrino Detector
The Daya Bay Antineutrino Detector, the AD, is designed to observe neu-
trinos with both low systematic uncertainties and high statistics. Like the
Reines and Cowan’s neutrino experiment [5], the Daya Bay experiment is
also using the IBD reaction,
ν¯e + p→ e+ + n, (3.1)
to detect the ν¯e from reactor cores. The generated positron promptly anni-
hilates with an electron to generate a prompt signal with energy Ep. The
energy released from e+ kinetic energy and the e+ − e− annihilation can be
approximated as Ep≈ Eν¯e+ mp −mn + me≈ Eν¯e − 0.78 MeV. The neutron
is thermalized and then captured by either the doped Gadolinium (Gd) or
a proton (H). The delayed energy, Ed, generated for neutron captured on
Gd (H) is about 8 MeV (2.2 MeV). The prompt-delayed coincidence pair
provides a distinctive signature for IBD. In this thesis, the IBD events with
neutron captured on Gd were analyzed. A detailed description of the Daya
Bay detector system can be found in [51]. A brief description is given below.
To achieve the designed goal, each AD consists of three nested concentric
cylinders, as shown in Figure 3.4. The cylindrical shape was chosen for its
easiness for construction, and hence better control of systematic errors. The
cylindrical shape is also convenient for the movement of the AD, since AD
swapping was part of the original plan and re-arrangement of the AD position
is still possible after the end of 2017.
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The innermost cylinder, defined by the transparent inner acrylic vessel
(IAV) with a diameter of 3.1 m and height of 3.1 m, is filled with Gadolinium-
doped liquid scintillator (Gd-LS) with Gd concentration at 0.5% by mass.
The Gd-LS region is the main ν¯e target, and neutrons are captured by Gd
in this region. Gd has a much larger neutron capture cross section com-
pared with hydrogen, and the energy released after neutron capture on Gd
is around 8 MeV, well above the radioactive backgrounds. Therefore, the
background due to accidental pairs of prompt-delayed signal can be reduced.
The average time, τH , needed for neutron capture on hydrogen in normal LS
is around 200 µs, while the mean neutron capture time, τH+Gd, in Gd-LS is
about 30 µs. Therefore, the overall capture rate, Γ = 1/τH+Gd, is equal to
Γ = ΓH + ΓGd, or 1/τH+Gd = 1/τH + 1/τGd. The Gd-only capture time, τGd,
can be calculated, and more importantly, the fraction of neutron capture on
Gd is PGd = τH/(τH + τGd). The fraction PGd is an important source of
systematic uncertainties for the ADs, and it can be checked via the measure-
ment of neutron capture time. Moreover, the target mass, around 20 ton,
was carefully determined since the target mass is proportional to the number
of neutrinos detected. It was measured from the weight difference in the
storage container before and after the Gd-LS filling process. Table 3.3 shows
the measured target mass for each AD.
The LS region is between the IAV and the outer acrylic vessel (OAV),
which has a diameter of 4 m and a height of 4 m. The weight of the filled
LS is also around 20 ton. The LS region serves as the gamma catcher, so
that the gammas from the IBD events at the edge of the IAV or the gammas
from the high energy event of neutrons captured on Gd do not escape. For
a two-zone design without the LS region, the target mass might be bigger
and the cost is lower to build. However, the three-zone design has a higher
neutron detection efficiency and better determination of the fiducial volume,
and therefore, lower systematic uncertainties. [52].
The OAV is inside a stainless steel vessel (SSV) which is 5 m high and 5 m
in diameter. About 36 ton of mineral oil is filled between the space of OAV
and SSV to shield against radiation from the surrounding material and from
the PMTs. Optical reflectors are placed above and below the OAV to increase
the total light collection for better energy resolution and detector uniformity.
All the materials used are low in radioactivity and chemically compatible with
the liquid in contact. For each AD, 192 8-inch PMTs, arranged in 8 rows
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EH1 EH1 EH2 EH2 EH3 EH3 EH3 EH3
AD1 AD1 AD1 AD2 AD1 AD2 AD3 AD4
target 19941 19967 19891 19944 19917 19989 19892 19931
mass (kg) ±3 ±3 ±4 ±5 ±4 ±3 ±3 ±3
Table 3.3: Measured target mass for the Gd-LS region. The target mass is
the weight difference in the storage container before and after the Gd-LS
filling process, corrected by the liquid weight in the overflow and tube area
and the gas weight in the container.
and 24 columns, are mounted on the vertical wall of the SSV. Details about
the Daya Bay PMTs are discussed in Section 3.3.
3.2.1 AD Calibration
Three automated calibration units (ACUs) [53] were positioned on top of each
AD at different radius from the center, as shown in Figure 3.4. Each ACU
lowers calibration sources into the AD at a fixed position on the x-y plane but
has the freedom in the vertical direction. ACU-A puts calibration sources
on the central axis in the Gd-LS region, while ACU-B puts the sources just
within the edge of the IAV (r=1350 mm). ACU-C calibrates the LS region
at r=1772.5 mm.
Three calibration sources are used: low-intensity LED, 58Ge, and 241Am-
13C combined with 60Co. The low-intensity LED is used to calibrate the
PMT gains via the single photoelectrons (PEs) observed by the PMTs in
the LED calibration runs. The 68Ge calibration source serves as a 10 Hz
gamma emitter. 68Ge decays via electron capture into 68Ga with τ1/2 = 271
days, and 68Ga β+-decays into 68Zn with τ1/2 = 68 minutes [54]. The positron
annihilates in the acrylic enclosure with two 0.511 MeV gammas escaping into
the AD. The combined calibration source of 241Am-13C and 60Co emits both
gammas and neutrons. For the 60Co source, 60Co beta decays into an excited
state of 60Ni, and a two-stage de-excitation of 60Ni releases two gammas,
one at 1.173 MeV and the other at 1.332 MeV [55]. The 60Co source has a
rate at about 100 Hz. For the 241Am-13C source, the 13C interacts with the
alpha particle emitted by 241Am decay and generates a neutron. The 241Am-
13C neutron source is at about 0.7 Hz. The emitted gammas and neutrons
from the combined 241Am-13C and 60Co source, though uncorrelated, mimic
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Figure 3.4: An illustration of the Daya Bay AD. Daya Bay has eight
identically-designed ADs. Each AD is separated into three concentric
regions separated by the 3-m and 4-m acrylic vessels. The central region is
filled with Gd-doped LS surrounded by a LS region with outermost region
filled with mineral oil. Three automated calibration units (ACUs) sit on
top of each AD to deploy calibration sources into both the Gd-LS and LS
region.
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Figure 3.5: An overview of the automated calibration unit (ACU). The
calibration sources are on a turntable for source selection. The figure is
taken from [53].
the signals of IBD events that contain pairs of a positron (gammas) and a
neutron. Figure 3.5 shows an overview of the ACU. Calibration runs are often
conducted on every Friday morning with the ACUs. The ACUs can operate
simultaneously for all the ADs. However, since Daya Bay is in the Supernova
Early Warning System [56], calibrations are conducted sequentially for each
EH in order not to miss a supernova explosion.
In the summer of 2012 when the two new ADs were added to EH2 and
EH3, a manual calibration system (MCS) was installed on EH1-AD1. The
MCS was designed to put a radioactive calibration source at almost every
position within the IAV except for places very close to the IAV wall. The
MCS used a rotational rod to lower a hollow arm made of acrylic, so that the
calibration sources can move along within the arm. The rod could determine
the vertical position and the azimuthal angle of the arm. A combined source
of 60Co and 238Pu-13C was used for the gammas and neutrons. The 238Pu-13C
also provided a wide range of energy lines for calibration: 2.2 MeV for the
neutron captured on hydrogen, 4.43 MeV for the 12C(n, n)12C∗ reaction, 4.95
MeV for neutron captured on 12C, 6.13 MeV for the de-excitation of 16O∗ in
the reaction of 13C(α,n)16O∗, and 8 MeV for neutron captured on Gd. The
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results of the MCS calibration runs were summarized in [57].
Besides the ACU and the MCS, there are three pairs of 2-inch PMTs in
each AD to monitor the attenuation length of the LS and the Gd-LS. For
each pair, one is mounted on top of the AD facing down and another one is
at the bottom of the AD facing up. The three pairs are mounted at a radius
of 370.5 mm, 1790 mm, and 2150 mm to monitor the Gd-LS, LS, and MO
region, respectively.
3.3 Daya Bay Photomultiplier Tubes
Photomultiplier tubes, or PMTs, are the fundamental observation device for
the Daya Bay experiment. The passage of energetic charged particles within
the LS excites electrons in the scintillating medium, and the de-excitation
of the electrons emits light that is to be observed by the PMTs. When an
incoming scintillation photon interacts with the photo-cathode of the PMT,
one PE is released via the photoelectric effect. The PE is then accelerated
toward a dynode, a positively charged metal plate. The increase in kinetic
energy due to the acceleration allows the PE to release more electrons when
the PE strikes the dynode. The produced electrons are then accelerated to
the next dynode, generating more electrons. After a sequence of dynodes, the
original PE is amplified by an order of 107 to an observable current, which
is registered at the anode of the PMT.
3.3.1 PMT Characteristics
For the Daya Bay experiment, a total of 960 water-proof 8-inch PMTs are
needed (288 for each of EH1 and EH2, and 384 for EH3) for the water pools,
and 1536 oil-proof 8-inch PMTs are needed for the AD (192 for each AD). The
majority of the PMTs Daya Bay is using are the 8-inch Hamamatsu R5912
PMTs [154], while Daya Bay re-furbished around 400 8-inch PMTs donated
by the MACRO experiment [58] in Italy. The PMTs from the MACRO
experiment are the EMI models 9350 KA and D642 KB. These PMTs were re-
potted for waterproof and were tested under water pressure [59]. Each PMT,
including both the Hamamatsu and EMI PMTs, went through a “burn-in”
process with high voltage applied to the PMT to stabilize the PMT gain
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Figure 3.6: A schematic illustration of the FINEMET foil to shield PMTs
against earth magnetic field. The figure is taken from [62].
before testing for performance. The PMTs being used for the experiment
passed the testing for the gain response with respect to the high voltage
applied, the single PE response, the energy linearity, and the rise time and
fall time for signals [60, 61].
Furthermore, the PMTs are sensitive to the earth magnetic field. As a
result, the bases of the PMTs are shielded by FINEMET R© foils, as shown in
Figure 3.6. The shielding increases the collection efficiency and improves the
uniformity of PMT responses [62].
3.3.2 PMT Gain
The signal from a PMT is digitized by a pair of 12-bit analog-to-digital
converters (ADCs). The first ADC is set to observe a small signal (up to
400 PEs) with fine-grain energy resolution. The other ADC, to prevent
saturation, is set to observe a signal up to 4000 PEs with coarse resolution.
The time information is also registered by a time-to-digital converter (TDC).
The TDC has two high speed counters; one registers on the rising edge of
a 320 MHz clock, and the other registers on the falling edge. Therefore,
each TDC unit has a timing resolution of ∼1.5625 ns. Figure 3.7 shows an
example of the TDC distribution of a PMT. Note that the TDC value is in
reverse order in time. The actual physical event happens at TDC channel
around 980, but the actual readout starts at channel 1190 to ensure that all
hits are contained. Therefore, the window before the actual trigger (1070 to
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1190 TDC channels) is called the noise window.
The PMT gain is therefore the observed values in ADC units for each
PE. The PMT gain can be calibrated with the low-intensity LED sources in
the ACUs via observing the single PE from a short pulse of the LED light.
However, for the LED calibration, the gain can only be calibrated weekly in
the calibration runs. Furthermore, physics runs also need to be stopped for
the calibration runs. It is suggested in [63–65] that the rolling gain, another
gain calibration method utilizing the single PE in the dark noise window, can
be used in place of LED gain calibration. Figure 3.7 shows the noise window
from TDC channel 1070 to 1190, in which the dark noise recorded is mostly
single PE. Following [63], the dark noise can be understood as the following
three parts: (1) number of PE detected (2) the amplification via a sequence
of dynodes (3) backgrounds. First, the number of PE observed is a Poisson
distribution:
P (n;µ) =
µne−µ
n!
, (3.2)
where P (n;µ) is the probability of observing n PEs while expecting µ PEs
for an PMT. Secondly, the amplification for n PEs can be approximated by
a Gaussian, Gn(x), defined as
Gn(x) =
1
σ1
√
2npi
exp
(
−(x− nQ1)
2
2nσ21
)
, (3.3)
where Q1 is the average ADC output for one PE, x is the observed ADC
output, and σ1 is the standard deviation for the charge distribution when one
PE is observed. Without noise, the combined signal, Sideal, is a convolution
of P (n;µ) and Gn(x):
Sideal(x) = P (n;µ)⊗Gn(x)
=
∞∑
n=0
µne−µ
n!
1
σ1
√
2npi
exp
(
−(x− nQ1)
2
2nσ21
)
.
(3.4)
Lastly, the background can be divided into two categories. One is a constant
background when there is no PE. This background is also called the pedestal,
and it can be parameterized as a Gaussian. The other background depends
on the measured signal, and it can be described by an exponential function.
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Overall, the background contribution is
B(x) =
1− w
σ0
√
2pi
exp
(
− x
2
2σ20
)
+ wθ(x)α exp(−αx), (3.5)
where σ0 is the standard deviation of the constant background, w is the ratio
between these two backgrounds, α is the exponential decay constant, and
θ(x) is a step function.
Assuming the expected pedestal is Q0, the realistic PMT response, Sreal,
is the convolution of Sideal(x−Q0) and B(x):
Sreal =
∫ ∞
−∞
dySideal(y)B(x− y)dy
=
∞∑
n=0
µne−µ
n!
[(1− w)Gn(x−Q0) + wIGn⊗E(x−Q0)] ,
(3.6)
and
IGn⊗E(x−Q0)
=
∫
Gn(y −Q0)αθ(x− y) exp [−α(x− y)] dy
=
∫ x
Q0
Gn(y −Q0)α exp [−α(x− y)] dy
=
α
2
exp
[
−α(x−Qn − ασ
2
n
2
)
]
×[
Erf
( |Q0 −Qn − ασ2n|√
2σn
)
+ Sign (x−Qn − ασ2n) Erf
( |x−Qn − ασ2n|√
2σn
)]
.
(3.7)
Figure 3.8 shows an example of the fitting results of the ADC values for
a PMT with the above equation. The gain, defined as the ADC value for
single PE, is Q1. This rolling gain is updated roughly once every six hours, in
comparison with the LED gain about once every week. Figure 3.9 shows that
the trends of the rolling gain and the trends of the LED gain are consistent
for all the ADs. The constant shift between the rolling gain and the LED gain
will diminish when the reconstructed energy is anchored to known calibration
sources. Automatic rolling gain, rolling gain that is generated automatically
with the data, is the official gain calibration now. Figure 3.10 shows the
average ADC values for each AD versus time. The temperature change is
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Figure 3.7: An example of PMT TDC distribution. The time advances in
reverse TDC units. The actual events happen at about channel 980, while
the readout records from channel 1190. The window between channels 1190
and 1070 is before the actual trigger, and it is called the noise window.
Rolling gain is obtained via analyzing the single PE in the noise window.
partially correlated to the PMT gain but cannot fully explain the change.
3.4 Event Reconstruction
The rolling gain converts the ADC readouts to the number of PE observed. It
is still necessary to determine the light yield, that is, the total number of PE
observed per MeV. Furthermore, the event positions need to be reconstructed
via the light distribution of the PMTs.
There are two independently-developed reconstruction methods, the “Ad-
Simple” [67] and the “AdScaled” [68] reconstruction. Note that the names
are only for identification purpose, since the names have gradually lost its
meaning in the development of the reconstruction methods. The AdSimple
reconstruction is no longer a simple estimation.
Section 3.4.1 first introduces the measurements of light yield for each recon-
struction method. Section 3.4.2 then discusses the reconstruction methods
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Figure 3.8: An example of the fitting result in rolling gain. The best-fit
value Q1 is the ADC value per single PE. The figure is taken from [65].
Figure 3.9: A comparison between the LED gain and the rolling gain. The
trends are consistent, while the absolute difference will diminish when the
energy is anchored by calibration sources. The figure is taken from [66].
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Figure 3.10: Average ADCs per PE measured by rolling gain at each AD.
The shutdown for AD installation happened in the summer of 2012, where
EH2 and EH3 had disjointed gain values. The EH1 was under a series of
testing during the same period and had wide-spread gain values.
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for the event vertex, and Section 3.4.3 explains the energy reconstruction of
observed events.
3.4.1 Light Yield
For AdScaled, the light yield is based on 60Co calibration source deployed
weekly at the detector center. The 1.173 MeV + 1.332 MeV gamma peaks
are fitted with a Gaussian function plus a crystal-ball function (see Equation
(4.8) for the definition of the crystal-ball function).
The light yield of the AdSimple reconstruction is based on the spallation
neutrons (SPNs). The SPNs, generated by the cosmic muons either within
or outside the AD, get captured by Gd or hydrogen uniformly within the
AD. The energy of neutrons captured on Gd is fitted with a double crystal-
ball function to obtain the light yield for the AdSimple reconstruction. The
energy of neutrons captured on hydrogen was fitted with a Gaussian function.
The fitting function is recently updated with a more complex function that
includes the low energy tail [69].
Figure 3.11 shows the measured light yield with 60Co and spallation neu-
trons for each AD. The measurements with the two methods are consistent.
The constant shift between the two methods are due to the nonlinear energy
response of the ADs. The decrease in the light yield might be related to
the degradation of GdLS/LS. This results in a decrease in the attenuation
length, but it is not conclusive [70].
With light yield, a primitive reconstructed energy, Eraw, can be obtained:
Eraw =
Total number of PEs
Light yield
(3.8)
For consistency, the Eraw in AdScaled is multiplied by the ratio of the PEs
observed from the peak of neutrons captured on Gd in the AmC calibration
to the PEs observed in the 60Co peak. Furthermore, the center-of-charge
(COC) of each event can be calculated as the charge-weighted mean of all
the PMT positions. However, neither Eraw or ~XCOC is close enough to the
true values.
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Figure 3.11: Light yield measured by 60Co (top) and spallation neutrons
(bottom) versus time.
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3.4.2 Vertex Reconstruction
Figure 3.12 shows the COC positions in comparison with true vertices for
MC events. A correction for the reconstructed vertex is needed.
For AdScaled, an equation for vertex reconstruction is obtained via the
60Co calibration data from all three ACUs scanning through a series of z
positions. The reconstructed radius, Rrec, and the vertical position, Zrec, is
defined in the functional form of
Rrec = c1 ·RCOC − c2 ·R2COC (3.9)
Zrec = (ZCOC − c3 · Z3COC)× (c4 − c5 ·RCOC). (3.10)
For AdSimple, the vertex is reconstructed via comparing the charge pat-
tern with pattern templates obtained by MC simulation [71]. For the MC
templates, within the OAV, there are 20 bins in the r direction, 20 bins in
the z direction, and 24 bins in the φ direction; Overall, 9600 templates are
generated. To improve the statistics, the 24 φ bins are added by shifting
the correct column number of PMTs. For each event, 9600 χ2 values are
determined with respect to each of the 9600 templates by
χ2 =
NPMTs∑
i
[
−2 ln P (N
obs
i , N
temp
i (r, z, φ))
P (N obsi , N
obs
i )
]
, (3.11)
where P (n, µ) is the Poisson, and N obsi is the number of observed PEs at
PMT i, and N tempi (r, z, φ) is the predicted number of PEs at PMT i for
the template at (r, z, φ). To calculate N tempi for each template, the charge
fraction, fi, of PMT i is calculated in advance, and N
temp
i is equal to N
obs×fi.
The minimum χ2 among the 9600 χ2’s is easily found, and let’s call it χ2min′ .
To correctly reconstruct the vertex, the true χ2 minimum, χ2min, should be
calculated. With the assumption that the χ2 value is a parabolic function
of the coordinate (the coordinate can be r, z, or φ) around the χ2min. Three
smallest χ2, including the χ2min′ , can fully determine the parabolic function,
and therefore determine the reconstructed vertex, as illustrated in Figure
3.13.
With the 60Co calibration sources deployed from the three ACUs at var-
ious vertical positions and the calibrations conducted with the MCS, both
reconstruction methods show that the vertex can be reconstructed with a
53
Figure 3.12: An illustration of the center-of-charge vertex distribution with
MC data. Left: reconstructed vertex positions with charge-weighted mean.
Mean: True position in MC. The figure is taken from [67].
bias less than 10 cm [71] and a resolution of 40 cm [72].
3.4.3 Energy Reconstruction
The Eraw needs to be corrected for its vertex dependence. For AdScale, a
correction factor, f(Rrec, Zrec), is obtained, again, by fitting the
60Co peak
in the calibration data at various vertical positions along the three ACU
deployment lines. The correction factor is defined in the form of
f(Rrec, Zrec) = (1+CR ·R2rec)×(CZ0 +CZ1 ·Zrec+CZ2 ·Z2rec+CZ3 ·Z3rec). (3.12)
The shape of the function is shown in Figure 3.14 together with the posi-
tions of the three ACUs. The reconstructed energy, Erec, is then equal to
Eraw/f(Rrec, Zrec).
For AdSimple reconstruction, the ADs are divided into several pixels in the
reconstructed R−Z plane. The average peak energies for spallation neutrons
captured on Gd and hydrogen within the Gd-LS region are calculated. For
each pixel, a correction ratio of the measured peak to the average value is
applied. For pixels within the Gd-LS region, the peak for neutron captured
on Gd is used; for pixels in the LS region, the hydrogen peak is used. The
Eraw in each pixel is then corrected with the obtained ratio.
54
Figure 3.13: An illustration of reconstructing the event vertex from the χ2
map. For the x-axis, the S could mean r, z, or φ. In AdSimple method,
with three χ2 values around the χ2min, the true χ
2
min can be found and the
reconstructed vertex is obtained. The χ2 definition is in Equation (3.11).
The figure is taken from [71].
Figure 3.14: The vertex dependence of the energy correction in AdScaled,
that is, the f(Rrec, Zrec defined in Equation 3.12. The dots are the deployed
locations of 60Co calibration sources from the three ACUs. The figure is
taken from [73].
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3.5 Energy Response
In the last section of this chapter, the energy response of the Daya Bay AD
is discussed. This includes the energy resolution (Section 3.5.1), the relative
energy scale across ADs (Section 3.5.2), and the absolute energy scale, or,
the energy nonlinearity (Section 3.5.3).
3.5.1 Energy Resolution
The energy resolution can be parametrized [74] as
σErec
Erec
=
√
a2 +
b2
Erec
+
c2
E2rec
, (3.13)
where a, b, and c are constants to be determined. In general, a, which makes
σErec proportional to the Erec, is related to the space and time resolution
since particles deposit energy over a certain space. The larger the Erec is,
the longer the path is for Erec to be fully deposited into the AD. Therefore,
the σErec becomes larger. The term with constant b is related to the photon
statistics, that is, how many total photons all PMTs observe. Therefore,
the term b makes the ratio σErec/Erec scale as one over the square root of
the overall statistics, which is proportional to Erec. The last term related
to c has constant contribution to σErec regardless of the Erec; therefore, this
term represents the contribution from the dark noise. A derivation of the
energy resolution function can be found in [75]. Figure 3.15 shows the best-
fit resolution function with data from various calibration sources, including
gamma sources from the ACU, the spallation neutrons, and the IBD neutrons
captured on Gd [76]. The best-fit values are: a = 0.0148, b = 0.0869
√
MeV,
and c = 0.0217 MeV.
3.5.2 Relative Energy Scale
The relative energy scale is the energy difference between ADs. To minimize
and precisely determine the relative energy scale is critical to the measure-
ment of |∆m232|, since |∆m232| is mostly measured by the shape difference of
the energy spectra between the near and far sites. The relative energy scale
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Figure 3.15: The best-fit energy resolution function at Daya Bay. The data
used in the fitting can be categorized into three types: the gamma sources
deployed at the center of the detector (black), the capture of SPNs (blue),
and the IBD neutron captured by Gd (magenta). The latter two are not
limited to the center of the AD. The figure is reproduced from [76].
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was determined by measuring gamma ray energy peaks from neutrons, gam-
mas, and alpha sources. For peaks of neutrons captured on Gd, the events
from IBD, SPN, and AmC calibration sources were used, and the events of
SPN and AmC neutrons captured on hydrogen were also used. The gamma
sources include the 68Ge and 60Co from the ACUs and the natural radioac-
tive nuclei, including 40K (1.46 MeV) and 208Tl at about 2.6 MeV. The alpha
sources include the 212Po, 214Po, 215Po, and 219Po from internal radioactive
nuclei. For AdScaled reconstruction, the relative energy scale of Daya Bay
is determined to be less 0.2%, as shown in Figure 3.16. For AdSimple recon-
struction, the same relative energy scale at 0.2% was also determined with
the same sources [72].
3.5.3 Absolute Energy Scale
The absolute energy scale is to take into account the nonlinear energy re-
sponse of the AD, and it is defined as the reconstructed energy, Erec, over
the true energy deposited in the AD, Etrue. The nonlinearity are resulted
from the scintillator, which depends on the particles, and the electronics,
which depends on the overall charge [77, 78]. Therefore, the absolute energy
scale can be written as
Erec
Etrue
=
Erec
Evis
· Evis
Etrue
= felectronics(Evis) · fscintillator(Etrue),
(3.14)
where the Evis is the overall visible energy.
For the scintillator part, fscintillator, it can be further divided into the
quenching effect, fq, and the Cerenkov contribution, fC :
fscintillator = fq(Etrue, kB) + kC · fC(Etrue), (3.15)
where kB is the Birk’s constant, and kC is the Cerenkov contribution at 1
MeV.
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Figure 3.16: The relative energy scale at Daya Bay. The < E > is the
average energy of all ADs, and EAD is the measured energy at the
corresponding AD. Energy peaks from natural radioactive nuclei,
calibration sources, the capture of SPN, and the capture of IBD neutrons
are used. The variation of the relative energy scale at Daya Bay is found to
be less than 0.2%. The figure is taken from [29].
59
Quenching Effect
When a charged particle with energy Etrue is generated in an AD, the inter-
action between the charged particle and the scintillator medium suppresses
the total light yield. As a result, part of the deposited energy does not ap-
pear in the form of scintillation light. This is called the quenching effect.
The quenching effect can be empirically described by the Birk’s law [79]:
dL
dx
∝ dE/dx
1 + kB(dE/dx)
, (3.16)
where L is the light output, and kB is the Birk’s constant. Note that kB
depends on the medium and the charged particle type.
For electrons, the information of the energy loss per unit length, dE/dx,
can be accessed from [155]. Therefore, the quenching term fq is
fq(Etrue, kB) =
1
Etrue
∫ Etrue
0
dE
1 + kB · dEdx
. (3.17)
Gamma particles lose energy by converting into charged particles via Comp-
ton scattering, photoelectric effect, or pair production. The probability den-
sity function of the energy of the primary e−/e+ generated from gammas are
studied with MC [80], as shown in Figure 3.17. Therefore, the quenching
effect of a gamma can be estimated by its primary e−/e+. The quenching
effect for positrons is assumed the same as the electrons plus two gammas
each at 0.511 MeV.
Cerenkov Contribution
The Cerenkov radiation is an electromagnetic shock wave generated when a
charged particle travels faster than the speed of light in the medium. The
function of the Cerenkov contribution, fC(Etrue), is generated from a full
AD MC simulation. The Cerenkov radiation contributes less than 10% of
the light output [77].
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Figure 3.17: The kinetic energy distribution of the primary e−/e+ versus
the initial gamma energy. From the distribution, one can derive the
nonlinearity curve for gammas with the known e−/e+ curve. The figure is
taken from [80].
Electronic Effect
The nonlinearity of the electronic system resulted from the timing profile of
the scintillation light and the PMT electronic readouts. Therefore, felectronics
should only be related to the total visible energy, Evis. Instead of calibrating
the electronic system channel by channel, the effect has been studied at a
full AD level via MC. An exponential function, defined as
felectronics = 1 + α× exp(−Evis/τ), (3.18)
is found to be a good estimation [81].
Nominal Model
In total, there are five free parameters to describe the energy nonlinearity:
the Birk’s constant kB, the Cerenkov contribution kC , the α and τ from the
electronics contribution, and the overall normalization. An unconstrained-χ2
is constructed to fit gamma lines and the continuous gamma spectra from the
electron decay of the cosmogenic 12B. The fitted gamma lines include events
with a single gamma and events with multiple gammas, like the neutron
captured on Gd. Figures 3.18 and 3.19 show the best-fit results for the gamma
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Figure 3.18: An unconstrained-χ2 fit on the gamma lines to determine the
absolute energy scale. Note that for some events, there are multiple
gammas. The figure is taken from [82].
peaks and the continuous energy spectra of 12B, respectively. Figure 3.20
shows the nominal model. The uncertainty of the shape of the nonlinearity
above 2 MeV is at sub-percent level.
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Figure 3.19: An unconstrained-χ2 fit on the continuous energy spectra of
the 12B β-decay. The figure is taken from [82].
Figure 3.20: The nominal nonlinearity curve with the error band. The other
lines are the curves to parametrize the uncertainties of the absolute energy
scale. Further discussion is in Section 5.1.3. The figure is taken from [82].
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Part II
Analysis
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Chapter 4
Event Selection and Backgrounds
There are three major data sets, or data productions, that will be referred
to often hereafter. The three data sets corrspond to different periods of data
collection. The P12E data set, that is, the 5th data production in the year
2012, includes the data obtained in the initial 217-day 6-AD period. The
first spectral measurement [31] of Daya Bay was published with this data
set, while the first discovery of non-zero θ13 [30] at Daya Bay was using a
data set with even shorter period. The P14A data set contains data taken
in the 6-AD period plus 404 days of the 8-AD period. In this thesis, all
the analyses, including the sin2 2θ13 and |∆m232| measurement and the sterile
neutrino analysis in Chapter 6 and 7, are based on the P14A data set. The
measurement of sin2 2θ13 and |∆m232| with P14A data set is also published in
[29]. The P15A data set extends the 8-AD period to 1019 days. The analysis
of the P15A data set is still progressing, while the preliminary results on the
event selection are presented in the Appendix A. For each new data produc-
tion, the energy and vertex reconstruction method might be improved, and
all previous data are reproduced again and are included in the new produc-
tion. Table 4.1 shows a brief summary of each data production mentioned in
this thesis. Figure 4.1 shows the data-taking history for all three EHs in the
P14A period.
The data are taken on a run-by-run basis. Each run only contains data of
one EH. The runs are separated into calibration runs and physics runs. The
calibration runs normally last a few seconds to a few minutes, depending
on the types of the calibrations. The physics runs might be as long as 3
days, but it also depends on the data-taking situation. Runs are saved into
files every 15 minutes to ensure that the collected data would not be lost by
accidents. The runs that went through the data production included both
calibration runs and physics runs. Within the physics runs, the files that
passed the data quality checks were marked as good. Only the files in the
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Production number of ADs Start End Live days (6+8 AD)
P12E 6 12/24/11 07/28/12 217+0
P14A 6+8 12/24/11 05/31/13 217+404
P15A 6+8 12/24/11 08/09/15 217+1019
Table 4.1: Summary of data sets used in the analyses in this thesis. P12E
contains only data set obtained in the 6-AD period that is for analysis,
while P14A and P15A contains both 6-AD and 8-AD periods.
good run list were analyzed.
The IBD event selection is described in Section 4.1. The measured IBD
rates, livetime, cut efficiencies, and consistency checks are presented in Sec-
tion 4.2. Section 4.3 introduces each of the identified background sources
and the determination of their rates and energy spectra. A summary of IBD
rates, efficiencies, and background rates is given in Section 4.4.
Furthermore, in this chapter, events were selected from the AdSimple re-
construction, and the selected events and the analysis are often marked as
the results of the “BCW” group. The abbreviation of BCW lost its meaning
when new researchers join the group. On the other hand, the event selection
on the AdScaled data set is discussed in Section 4.5. The AdScaled data
set and the analysis is often marked as the “IHEP” result, since it is mainly
developed by the Insititute of High Energy Physics (IHEP) at Beijing.
4.1 IBD Selection
In this section, the details of the various veto cuts and the IBD selection
criteria are discussed. A muon veto cut (Section 4.1.1) and a flasher cut
(Section 4.1.2) are first applied to the data to remove possible muon-induced
events and the flasher contamination. After the muon and flasher cuts, IBD
events were selected and a multiplicity cut was applied (Section 4.1.3) to
ensure there is only one possible pair of the prompt and delayed candidates.
The development of the IBD selection can be found in [84].
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Figure 4.1: The data taking at Daya Bay. The top, central, and bottom are
the figures for EH1, EH2, and EH3, respectively. The 6-AD period started
on Dec. 24, 2011, while the final two ADs were installed in the summer of
2012. P12E data set contains the 6-AD period, while the P14A data set
contains all data in green. The figure is taken from [83].
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4.1.1 Muon Veto
The spallation products of cosmic muons might mimic the IBD prompt and
delayed signature. For example, the spallation products of 9Li/8He can pro-
duce prompt and delayed pairs, which is described in the background con-
tributions in Section 4.3.2. The spallation neutron might deposit most of
its kinetic energy via elastic scattering with protons and then get captured
by Gd. The pair of proton recoil signal and neutron capture signal could
mimic an IBD event. In order to minimize backgrounds caused by the cos-
mic muons, data close to cosmic muons are first rejected via the WP or AD
muon tagging. Muon veto cuts are defined as:
• If the number of hit PMTs (NHits) is > 12 in either IWS or OWS, all
ADs in that EH are vetoed for 600 µs afterwards.
• If the total light yield in an AD is > 3000 photoelectrons (PE), AD
muons are tagged. That AD is vetoed for 1400 µs afterwards.
• If the total light yield in an AD is > 3× 105 PEs, AD muon shower is
tagged. That AD is vetoed for 0.4 s afterwards.
The trigger time between the WP and ADs might not be perfectly aligned,
so ADs are also vetoed 2 µs before any of the muon taggings.
4.1.2 Flasher Cut
Flashers, self-induced lights from individual PMT base circuit as shown in
Figure 4.2, result in false signals. In a flasher event, the flashing PMT has the
largest charge portion among all the PMTs in that AD. The PMTs located
on the opposite side of the wall also observe a large portion of the total
photoelectrons. Figure 4.3 shows a map of charge distribution of the 192
PMTs in an AD of a flasher event. Two hot clusters of PMTs are clearly
observed. Therefore, this distinct feature can be used to tag and reject flasher
events.
To reject the flasher events, 24 columns of PMTs are divided into four
quadrants. At the center of Quadrant 1 is the “hottest” PMT, the PMT has
the largest charge fraction. Quadrants 2 and 4 are next to Quadrant 1, while
68
Figure 4.2: A picture of flasher events at the base circuit of a flashing
PMT. The figure is taken from [85].
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Figure 4.3: The charge map of one flasher event. Each square box
represents one PMT for given ring number and column number. The
number in the box represents the percentage of the total light each PMT
observed. Two hot clusters opposite to each other were observed. Columns
are further divided into four quadrants with the “hottest” PMT at the
center of Quadrant 1.
Quadrant 3 is facing Quadrant 1. A new variable, Quadrant, is defined as
Quadrant =
Q3
Q2 +Q4
, (4.1)
where Qi is the sum of the charge in the Quadrant i. Furthermore, the charge
fraction of the hottest PMT is defined as MaxQ. A flasher identification
variable (FID) [86, 87] is defined and required as
FID ≡ log
(
Quadrant2 +
(
MaxQ
0.45
)2)
< 0. (4.2)
This is also called an elliptical cut for the flasher events, as shown in Figure
4.4. Figure 4.5 shows the event distribution with respect to the FID. A clear
cut between flasher events and normal events are obtained via this elliptical
cut.
Flasher events also exhibit different distributions of PMT hit time, as
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Figure 4.4: The elliptical cut of flasher events for all the 8AD in the P14A
period. The x-axis is MaxQ, and the y-axis is Quadrant. The elliptical cut
is the red curve. The events inside the red curves are good events, while the
events outside the curve are rejected as flasher events.
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Figure 4.5: Event distribution with respect to the flasher identification
variable (FID). A clear separation between normal and flasher events are
obtained with normal signals having smaller-than-zero FID and flasher
events having larger-than-zero FID.
shown in Figure 4.6. From this figure, two pulse shape discriminators, PSD
and PSD1 are defined. PSD is defined as the fraction of the hits between
−1650 ns and −1450 ns to the hits between −1650 ns and −1250 ns. PSD1,
on the other hand, is the fraction of the hits between −1650 ns and −1500
ns. Another FIDPSD is defined as
FIDPSD ≡ log
(
4 · (1− PSD)2 + 1.8 · (1− PSD1)2) (4.3)
with a cut requiring that FIDPSD < 0. Figure 4.7 shows the elliptical flasher
cut and the PSD flasher cut on the P14A data set. Normal events (the lower
left quarter) has consistent distribution for both cuts across all ADs, while
the flasher events all present different features across different ADs.
Lastly, there are three pairs of 2-inch PMT mounted within the AD to
monitor the LS quality. Those 2-inch PMT might have flasher events. Those
flasher events are rejected by requiring the max charge for any of the 2-inch
PMTs not to exceed 100 photoelectrons. The inefficiency for the flasher cut
is calculated with MC simulations and found to be ∼ 10−5 [87].
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Figure 4.6: Distribution of hit time for normal (left) and flasher (right)
events. The x-axis is the calibrated hit time in nanoseconds. PSD is the
fraction between -1650 and -1450 ns, while PSD1 is the fraction between
-1650 and -1500 ns. The larger 1− PSD, or 1− PSD1, the broader the
distribution. The figure is taken from [88].
4.1.3 IBD Selection Criteria
After muon veto and flasher cut, IBD events are selected through the coinci-
dence of prompt Ep and delayed Ed events. The capture time, ∆t, is defined
as
∆t = td − tp (4.4)
with td and tp being the time for the delayed event and prompt event, respec-
tively. On average, the capture time is about 30µs; therefore, the capture
time is set between 1 µs and 200µs, and the prompt versus delayed energy
distribution is shown in Figure 4.8. The delayed energy is the energy for
neutron capture on Gadolinium, which is around 8 MeV. In the figure, the
IBD candidates are clearly separated from the low energy accidental events,
events with two signals accidentally falling into the capture time window.
Therefore, the IBD selection criteria are
0.7 MeV < Ep < 12 MeV (4.5)
6 MeV < Ed < 12 MeV (4.6)
1µs < ∆t < 200µs (4.7)
A multiplicity cut is applied to assure that the selected pair of events is
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Figure 4.7: Event distribution with respect to the two flasher cuts. The
x-axis is the FID value defined in Equation (4.2), and the y-axis is the
FIDPSD value defined in Equation (4.3). Normal events in the lower left
quarter show consistent features across all ADs, but flasher events scatter
in different regions.
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Figure 4.8: The prompt energy versus the delayed energy for coincident
pairs. A clear signature of IBD events appear at delayed energy around 8
MeV. The IBD selection criteria for prompt and delayed energies are
marked with dashed line. The peak for neutrino capture on hydrogen is
also visible at delayed energy around 2 MeV. The cluster at the lower left
corner with low prompt and delayed energies are the accidental
backgrounds. The figure is taken from [73].
the only possible choice for prompt and delayed events. The multiplicity
cuts require that before a delayed candidate there only exists one prompt
candidate within 200 µs and no other prompt candidate appears within 400
µs. No other delayed candidate should appear after a delayed candidate
within 200 µs outside the muon veto window.
4.1.4 Summary of Cuts
In sum, the IBD events are selected with the following requirements:
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• Muon Veto Cut:
– AD is vetoed 2 µs before any muons tagged by the WP or the AD
itself
– AD is vetoed 600 µs after any muons tagged by WP
(NHit>12).
– AD is vetoed 1400 µs after any muons tagged within the AD
(light yield > 3000 PEs)
– AD is vetoed 0.4 s after any muon showers tagged within the AD
(light yield > 3× 105 PEs)
• Flasher Cut: events are accepted if
– log
(
Quadrant2 +
(
MaxQ
0.45
)2)
< 0
– log (4 · (1− PSD)2 + 1.8 · (1− PSD1)2) < 0
– MaxQ2−inchPMT < 100
• IBD Selection
– 0.7 MeV < Ep < 12 MeV
– 6 MeV < Ed < 12 MeV
– 1 µs < td − tp < 200 µs
• Multiplicity Cut: IBD events are accepted if
– only one prompt candidate within 200 µs before the delayed can-
didate
– no other prompt candidate within 400 µs before the delayed can-
didate
– no other delayed candidate within 200 µs after the delayed candi-
date outside the muon veto window
Figure 4.9 shows a visual representation of all the events within a±10 seconds
window of the first IBD event at AD1 in the 6AD period.
Table 4.2 shows the relative and absolute efficiencies of the cuts applied
above. Table 4.2 also includes the following uncertainties/efficiencies: the
uncertainties of measuring the number of protons in the GdLS region across
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Figure 4.9: A visual representation of all the events within a 20-second
window of the first observed IBD event at AD1 for P14A. The x-axis is in
milliseconds, while the y-axis is in seconds. The earliest time happens at
the point where x=0 and y=0. Time increases first in the x direction for
200 ms and then in the y direction. Muon veto windows are drawn in
stripes, while flashers, prompt-like and delayed-like events are drawn as
points. The only IBD candidate tagged is marked with a star at the center.
The prompt and delayed candidates for the IBD event are too close to tell.
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Description Efficiency
Uncertainty
Correlated Uncorrelated
Target Proton 0.47% 0.03%
Flasher cut 99.98% 0.01% 0.01%
Multiplicity cut 0.02% < 0.01%
Capture-time cut 98.70 % 0.12% 0.01%
Prompt-energy cut 99.81% 0.10% 0.01%
Delayed-Energy cut 92.7 % 0.97% 0.12%
Gd capture ratio 84.2 % 0.95% < 0.1%
Livetime 100.0% 0.002% < 0.1%
Spill in 104.9% 1.5 % 0.02%
Detector combined 80.6% 2.08% 0.2%
Table 4.2: Summary of absolute efficiencies, correlated and uncorrelated
uncertainties. In a relative measurement, efficiencies and correlated
uncertainties are canceled. Only uncorrelated uncertainties account for the
final errors.
ADs, the efficiencies of spill-in events in which IBD reaction happens in the
LS region and then the neutron drifts into the GdLS region and gets cap-
tured, and the efficiency (ratio) of neutrons that get captured on Gd. The
efficiencies are studied via MC and data obtained with the Manual Calibra-
tion System (MCS)[57]. The MCS was installed on EH1 AD1 during the
AD installation in EH2 and EH3 in the summer of 2012. The MCS was able
to put radioactive calibration sources in arbitrary positions within a fiducial
volume of the GdLS region. The comparison between the MC results and the
data obtained in the MCS runs lowers the uncertainties of the relative effi-
ciencies. Since the Daya Bay experiment uses identical ADs to have a relative
measurement, the correlated uncertainties would influence all the ADs in the
same way. Only the uncorrelated uncertainties influence the measurement of
sin2 2θ13 and ∆m
2
23.
4.2 Selected Events
After the discussion of the criteria for IBD event selection, in this section,
many figures of the properties of the selected events, like the energy spectra,
time and position separation of the prompt and delayed events, are presented.
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isotope abundance σ(nth,γ) Eγ (total)
155Gd 14.80% 60,700 b 8.5364
157Gd 15.65% 254,000 b 7.9374
Table 4.3: Neutron capture information for 155Gd and 157Gd [90, 91].
4.2.1 Energy Spectra
Figure 4.10 shows the prompt energy spectra of each AD, while Figure 4.12
shows the delayed energy spectra of each AD. The differences of the spectra
within the same EH are shown as ratios of two histograms. The numerator
of the ratio is the energy spectra of an AD adjusted by live time, while the
denominator is the average energy spectra of all the ADs in the same EH also
adjusted by live time. The ratios of the prompt (delayed) spectra of each
AD to the EH averaged spectrum are presented in Figure 4.11 (Figure 4.13).
Furthermore, the delayed energy peaks of each AD were fitted with a double
crystal-ball function [89, 90] since there are two major isotopes of Gadolin-
ium, that is,155Gd and 157Gd. A crystal-ball function, fCB(E;µ, σ, n, α), with
the delayed energy as E is an asymmetric function defined as
fCB(E;µ, σ, n, α) =
exp
(
− (E−µ)2
2σ2
)
, E−µ
σ
> −α
A · (B − E−µ
σ
)−n
, E−µ
σ
≤ −α
A =
(
n
|α|
)n
· e−α
2
2
B =
n
|α| − |α|.
(4.8)
For 155Gd and 157Gd, the abundances, peak energies, and neutron capture
cross-sections are listed in Table 4.3.
Therefore, the parameters of the crystal-ball functions for 155Gd and 157Gd
are set to have the relation as follows:
α(155Gd) = α(157Gd)
n(155Gd) = n(157Gd)
N(155Gd) = (14.80/15.60) · (60.7/254) ·N(157Gd)
σ(155Gd) =
√
8.5364/7.9374 · σ(157Gd)
(4.9)
for the robustness of the fitting results. Figure 4.14 shows the fitting results
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for each AD, and Figure 4.15 shows the 157Gd peak energies of each AD.
4.2.2 Spatial and Timing Distributions
The spatial distribution of the selected events can show whether there is any
region in the AD that has extra or fewer event rates; if flasher events were
missed by the flasher cut, they would appear in the spatial distribution of
the selected events. Figure 4.16 and 4.17 show the vertex distribution of the
delayed signals from the top view and the side view. A clear boundary of
the Gd-doped LS region can be observed. Furthermore, Figure 4.18 shows
the distance distribution between the prompt and the delayed signals. Most
prompt and delayed pairs happened within 50 cm. The events with larger
separation are mostly from the accidental events. Figure 4.19 shows the dis-
tribution of azimuthal direction from the prompt to delayed signal. Though
IBD reaction is not very sensitive to the directionality of the incoming neu-
trinos due to the neutron thermalization process, a general trend can still be
observed with a large number of events. The directional features for all the
ADs in the same EH are consistent.
Figure 4.20 shows the capture time, ∆t, between the prompt and delayed
signals. The number of events rises to maximum within a few µs due to the
neutron thermalization. The distributions of capture time after the maxi-
mum are fitted with a simple exponential function. The best-fit results of
the capture time are shown in Figure 4.21.
4.2.3 Singles Energy Spectra
Unlike the correlated prompt-delayed IBD pairs, singles events are the un-
correlated events. The selection of the singles events are crucial in the de-
termination of the accidental background, in which two uncorrelated events
happen to pass the IBD selection criteria. The requirements of selecting the
singles’ spectra are that 1) they are out of the muon veto region and 2) there
is no prompt-like (0.7 MeV < E < 12 MeV) event within the previous 400
µs, and there is no delayed-like (6 MeV < E < 12 MeV) event within the fol-
lowing 200 µs so that they are purely singles. Figure 4.22 shows the energy
spectra of the prompt-like singles. The energy spectra of the prompt-like
80
singles are understood as internal or external radioactive nuclei, like U, Th,
K, Pb and Rn [92].
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Figure 4.10: Prompt energy spectra for the P14A data set. Top figure is for
the near sites, and bottom figure is for the far site.
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Figure 4.11: Asymmetry of the prompt energy spectra within the same EH
for the P14A data set. Asymmetry is defined as the ratio of the AD spectra
divided by the EH average spectrum. Each energy spectra was adjusted by
live time before the calculation of asymmetry. Prompt spectra of the ADs
in the same EH are consistent.
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Figure 4.12: Delayed energy spectra for the P14A data set. Top figure is for
the near sites, and bottom figure is for the far site.
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Figure 4.13: Asymmetry of the delayed energy spectra within the same EH
for the P14A data set. Asymmetry is defined as the ratio of the AD spectra
divided by the EH average spectrum. Each energy spectra was adjusted by
live time before the calculation of asymmetry. Prompt spectra of the ADs
in the same EH are consistent.
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Figure 4.14: Fitting of the delayed energy spectra with double crystal ball
function.
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Figure 4.16: The top-view event distribution. No signs of “bright” or
“dark” regions show that flashers are mostly rejected and every AD
functioned uniformly.
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Figure 4.17: The side-view event distribution. The x-axis is drawn in R2.
No signs of “bright” or “dark” regions show that flashers are mostly
rejected and every AD functioned uniformly. Clear boundary of the
Gd-doped region is seen.
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Figure 4.18: The distribution of the distance between prompt and delayed
signals. Prompt and delayed signals of most pairs are close to each other.
The flat region at larger separation distances are the accidental events.
1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
3.4
3.5
3.6
3.7
3.8
3.9
4
4.1
4.2
310×
IBD Azimuthal angleEH1AD1
1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
3.4
3.6
3.8
4
4.2
310×
IBD Azimuthal angleEH1AD2
1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
3.2
3.4
3.6
3.8
4
310×
IBD Azimuthal angleEH2AD1
1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
2
2.1
2.2
2.3
2.4
2.5
2.6
2.7
310×
IBD Azimuthal angleEH2AD2
1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
400
450
500
550
600
IBD Azimuthal angleEH3AD1
]piangle[1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
400
450
500
550
600
IBD Azimuthal angleEH3AD2
]piangle[1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
420
440
460
480
500
520
540
560
580
600
620
640
IBD Azimuthal angleEH3AD3
]piangle[1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
260
280
300
320
340
360
380
400
420
IBD Azimuthal angleEH3AD4
Figure 4.19: The azimuthal angular distribution between the prompt and
delayed signals. ADs in the same EH have consistent results.
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Figure 4.20: The distribution of the capture time between the prompt and
delayed signals. An exponential fit was applied between 20 µs and 100 µs.
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Figure 4.21: The best-fit capture time of each AD for P13A and P14A.
P13A is an intermediate data production that contains part of the data
after P12E. The best-fit capture time is consistent between different
productions.
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Figure 4.22: The energy spectra of accidental background. These spectra
are used as the energy spectra of the prompt-like singles after rates are
adjusted with the accidental calculation.
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4.2.4 Rates and Efficiencies
The time dependencies of the rates and efficiencies are presented in this
section. Muon efficiency is the ratio of integrated time outside the muon
veto region to the total time with DAQ dead time removed. Figure 4.23
shows the rates of muon efficiencies during the P14A period.
Figure 4.25 shows the prompt-like and delayed-like singles rates. The de-
crease in the prompt-like singles rates were suggested to come from the ra-
dioactive 222Rn in the WP [93]. Furthermore, the AmC calibration sources
at EH3 were removed in the 8-AD period. Therefore, the delayed-like singles
rate at EH3 decreased in the 8-AD period.
The efficiency of multiplicity cut is estimated by the Poisson probability
P (k, λ), defined as
P (k, λ) = λke−λ/k!, (4.10)
in which k events are observed when λ events are expected. The efficiency
of the multiplicity cut is the probability of no prompt-like singles within 400
µs before the delayed candidate and no delayed-like singles within 200 µs
after the delayed candidate. Therefore, the efficiency of the multiplicity cut,
Effmult, is
Effmult = P (0, 400µs ·Rp) · P (0, 200µs ·Rd)
= e−400µs·Rp · e−200µs·Rd ,
(4.11)
where Rp and Rd refer to the rates of prompt-like and delayed-like singles
events. The time dependencies of the multiplicity efficiencies are due to the
change in the prompt-like and delayed-like singles rates. Figure 4.24 shows
the efficiencies of multiplicity cut on a run-by-run basis.
Lastly, the IBD rates, corrected by muon and multiplicity efficiencies, are
shown in Figure 4.26.
4.3 Backgrounds
There are five recognized backgrounds at Daya Bay. The accidental back-
ground is from the uncorrelated events that accidentally form a coincidence
pair. The 9Li/8He and fast neutron background are from the cosmic muons.
The AmC background is from the calibration source, while the 13C(α, n)O
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Figure 4.23: Muon efficiency in P14A data set. The outliers are due to
short physics runs.
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Figure 4.24: Multiplicity cut efficiency in P14A data set. The multiplicity
efficiencies increase in the early 6-AD period when radioactive activities
decrease with time.
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Figure 4.25: The rates of prompt-like and delayed-like singles events. The
decrease of the prompt-like singles rates is probably due to the decrease of
222Rn in the WP. The drop of the delayed-like singles at EH3 is due to the
removal of the AmC calibration sources.
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Figure 4.27: The rates of accidental background. The drop of the accidental
rates at EH3 are due to the removal of the AmC calibration sources at EH3.
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background is from the internal radioactivity. The following sections discuss
how the spectra and rates of each background were determined. The rates
and uncertainties of those backgrounds are summarized in Table 4.6.
4.3.1 Accidentals
When two uncorrelated events happened to pass the IBD selection criteria,
the two events formed an “accidental” IBD pair. The rate of the accidental
background can be calculated with the Poisson probability defined in Equa-
tion (4.10). To form an accidental pair for a given delayed-like candidate,
there must be a prompt-like singles candidate within the 199 µs IBD cut
window and no other prompt-like singles candidate in a 400− 199 = 201 µs
window. Furthermore, there should be no other delayed-like singles candi-
date within 200 µs after the delayed-like candidate. Therefore, the accidental
probability can be written as
Racc = P (0, 201 ·Rp)P (1, 199 ·Rp) ·RdP (0, 200 ·Rd)
= e−201·Rpe−199·Rp(199 ·Rp) ·Rd · e−200·Rd
= e−400·Rp199 ·Rp ·Rd · e−200·Rd ,
(4.12)
where Rp and Rd are the prompt-like and delayed-like singles rates, respec-
tively. The prompt-like singles energy spectra, scaled to the Racc rates, are
used for the energy spectra of the accidental background, as shown in Figure
4.22. The rates of the accidental background at each AD are shown in Figure
4.27. The change of the rates at EH3 between the 6AD and 8AD periods is
due to the removal of AmC calibration source.
4.3.2 9Li/8He
When cosmic muons pass through the AD, muons interact with carbon nu-
clei and generate many unstable cosmogenic nuclei. Among the cosmogenic
nuclei, 9Li and 8He both have a β-neutron cascade decay mode [94]. 9Li has
a branching ratio of 49.5% to β decay (Q=13.6 MeV, τ1/2 = 178 ms) into
excited states of 9Be. The 9Be excited states later break up into 8Be and a
neutron. Figure 4.28 shows the decay diagram of 9Li. Similarly, 8He has a
branching ratio of 16% to β decay (Q=10.7 MeV, τ1/2 = 119 ms) into excited
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states of 8Li. The 8Li nuclei then de-excite into 7Li and a neutron. In both
cases, the pair of the β particle and the neutron from the nuclei breakup can
mimic the IBD signal.
Since 9Li and 8He are generated after muons passing the AD, the AD
muon shower veto was utilized to select prompt-delayed pairs as possible 9Li
and 8He candidates. The time distribution between the last muon shower
and the selected prompt-delayed pairs are plotted to estimate the 9Li/8He
background rates.
To understand the time distribution, three scenarios are considered [95]:
(1) The selected events are the product of the last muon shower, then the
probability density dP/dt of observing the selected event after a time t is
dP1
dt
= λe−λtP (0, Rµt) = λe−(Rµ+λ)t (4.13)
where the muon rate i Rµ and λ is the inverse of the decay time. The
P (0, Rµt) gives the possibility of observing no other muon event within the
time t.
(2) The selected events are not the product of the last muon shower, but
the product of previous muon showers. Then the probability density becomes
dP2 = P (0, Rµt)P (1, Rµdt)
∫ ∞
t
λe−λxdx
= e−Rµt ·Rµdt · e−Rµdte−λt
dP2
dt
= Rµe
−(Rµ+λ)t.
(4.14)
(3) The selected events are not related to muons, but random events. The
probability density is
dP3 = P (0, Rµt)P (1, Rµdt)
dP3
dt
= Rµe
−Rµt.
(4.15)
Therefore, the time distribution can be fitted with the three probability
densities above with a function f(t) as
f(t) =
∑
i=9Li,8He
Ni(Rµ + λi)e
−(R+λi)t +NrRµe−Rµt, (4.16)
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Figure 4.28: The decay diagram of 9Li. The figure is taken from [153]
where Ni is the number of spallation products of isotope i and Nr is the
number of random events. The measurements of the 9Li/8He background [96,
97] can be found in the summary tables in next section. Figure 4.30 shows
the fitting results for the P14A data set.
The β energy spectra of 9Li and 8He are predicted with MC studies in
[98]. Figure 4.29 shows the predicted β-decay energy spectra of 9Li and 8He.
4.3.3 Fast Neutrons
Even for muons that do not enter an AD, the energetic neutrons they produce
could enter an AD and give a false IBD coincidence event with proton recoil
energy as the prompt signal. The parent muons may result from inefficiency
of muon veto cut or from muon production outside of the veto system. The
fast neutron is studied by tagging IBD events with prompt energy larger
than 8.5 MeV where the rates of reactor neutrinos are negligible. It can
also be studied by looking for IBD-like events with relaxed prompt energy
as 0.7 MeV < Ep < 100 MeV after water pool muons are tagged. Assuming
a flat prompt-like spectrum for fast neutron, one can extrapolate the energy
spectrum to the 0.7-12 MeV region. A 30% uncertainty is assigned [96].
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Figure 4.29: The predicted energy spectra of 9Li/8He background. The
figure is taken from [98].
  
EH1 (E>1750 MeV) EH2 (E>1750 MeV) EH3 (E>1750 MeV)
μs μs μs
Figure 4.30: Distribution of the time separation between the selected
9Li/8He and the previous muon shower. Muon showers with energy deposit
larger than 1750 MeV are selected. The figure is taken from [99].
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4.3.4 AmC
On top of each AD, the calibration sources 241Am13C (neutron rate at 0.5 Hz)
housed by the ACUs generate correlated/uncorrelated events. The correlated
signal comes from the neutron inelastic scattering on stainless steel generating
gamma rays as the prompt signal, while the delayed signal is from neutron
captured by stainless steel. The uncorrelated (singles) AmC background
is estimated by the difference of delayed-like singles rate in upper half of
the AD and the lower half part, as shown in Figure 4.31. A strong AmC
source was used in a 10-day special calibration run. The reconstructed event
positions show clear signal of the position of the AmC calibration source, as
shown in Figure 4.31. The observed data in the special calibration run was
further compared with the MC simulation results. The yield is defined as
the number of correlated (prompt-delayed) AmC events over the number of
uncorrelated (singles) AmC events. The yield is consistent between MC and
the measured value in the special calibration period. The estimated AmC
background is then the product of the yield and the measured uncorrelated
AmC background rates, that is, the up-minus-down delayed-like singles rates.
The prompt energy spectrum of AmC background was also measured in the
special calibration runs via measuring the difference of the prompt spectrum
in the upper half AD and the lower half AD. Figure 4.32 shows the measured
spectra and the best-fit with an exponential decay function.
4.3.5 13C(α, n)16O
Some of the radioactive impurities in the GdLS and the acrylic vessel decay
via emitting an α particle, including isotopes in the U/Th decay chain and
210Po, a daughter isotope of 222Rn that contributes over 90% of the α activi-
ties [101]. Though the visible energies of the α particles are greatly quenched
to lower than 1 MeV, the interaction of 13C(α, n)16O (Q=2.22 MeV) might
generate events with prompt-delayed signature. For the 5.3 MeV α particles
from 210Po decay, the 16O product in the 13C(α, n)16O interaction might end
up in the ground, first, or second excited state[84]. If the 16O is produced in
the ground state, a fast neutron is produced. The prompt signal of elastic
scattering on hydrogen atom and the delayed signal of neutron capture on Gd
mimic an IBD signal. For 16O in the first (second) excited states, the prompt
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Figure 4.31: Vertex distribution of AmC background. Left: The
reconstructed vertical position of neutron-like singles events with AD center
at 0. AmC background comes from the top of the AD so there are more
events in the upper half of the AD. Right: The reconstructed neutron-like
singles distribution in the x-y plane in the special calibration run with
strong AmC source. The background is clearly from the calibration source.
The figure is taken from [100]
energy becomes the de-excitation energy released by the emitted e+e− (γ).
The α rate is measured via selecting the α decay events at the low prompt
energy range. With known α rate and the cross section of 13C(α, n)16O,
the background rate can be determined. The 13C(α, n)16O background is
the smallest background in Daya Bay. The energy spectrum of 13C(α, n)16O
background is predicted via MC [102], as shown in Figure 4.33.
100
Figure 4.32: The measured prompt spectrum of AmC background in the
special calibration run with strong AmC source. The spectrum was
obtained via subtracting the observed prompted spectrum at the upper-half
of the AD by the spectrum from the lower half. The spectrum was fitted
with an exponential decay function. The figure is taken from [100]
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Figure 4.33: The energy spectra of the 13C(α, n)16O background. The
energy spectra are almost identical in each AD. The low energy peak
mostly comes from the elastic scattering of fast neutron when the 16O ends
in ground state. The high energy peak mostly comes from the γ ray
emitted when 16O decays from second excited state into ground state.
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4.4 Summary
Table 4.6 shows the summary of the number of selected IBD events, muon and
multiplicity efficiencies, and all the background rates for the P14A period.
Table 4.4 and Table 4.5 summarize the 6-AD period and the 8-AD period,
respectively.
Site EH1 EH2 EH3
AD AD1 AD2 AD1 AD1 AD2 AD3
IBD candidates 101175 102500 92823 13934 13862 13694
DAQ livetime(/day) 190.987 190.987 189.622 189.760 189.760 189.760
µ 0.8153 0.8130 0.8473 0.9808 0.9802 0.9802
m 0.9762 0.9766 0.9776 0.9767 0.9765 0.9763
Accidental rate(/day)
9.25 8.98 7.29 2.85 2.81 2.77
±0.03 ±0.03 ±0.02 ±0.01 ±0.01 ±0.01
Fast Neutron(/day)
0.92 0.92 0.62 0.04 0.04 0.04
±0.28 ±0.28 ±0.19 ±0.01 ±0.01 ±0.01
Li9(/day)
2.40 2.40 1.20 0.22 0.22 0.22
±0.86 ±0.86 ±0.63 ±0.06 ±0.06 ±0.06
AmC(/day)
0.27 0.25 0.27 0.22 0.21 0.21
±0.12 ±0.11 ±0.12 ±0.10 ±0.10 ±0.09
13C(α, n)16O (/day) 0.08 0.07 0.05 0.05 0.05 0.05
±0.04 ±0.04 ±0.03 ±0.03 ±0.03 ±0.03
IBD rate(day)
652.63 663.34 581.53 73.28 72.99 72.12
±2.28 ±2.30 ±2.05 ±0.66 ±0.66 ±0.65
Table 4.4: A summary of the P14A 6AD period.
Site EH1 EH2 EH3
AD AD1 AD2 AD1 AD2 AD1 AD2 AD3 AD4
IBD candidates 201491 205183 191691 188192 27111 27442 27081 27530
DAQ livetime(/day) 374.438 374.445 378.404 378.404 372.671 372.671 372.671 372.671
µ 0.8199 0.8168 0.8490 0.8482 0.9810 0.9808 0.9806 0.9809
m 0.9767 0.9771 0.9779 0.9777 0.9783 0.9782 0.9779 0.9780
Accidental rate(/day)
8.37 8.43 6.32 6.66 1.05 0.92 0.93 1.22
±0.02 ±0.02 ±0.02 ±0.02 ±0.01 ±0.01 ±0.01 ±0.01
Fast Neutron(/day)
0.92 0.92 0.62 0.62 0.04 0.04 0.04 0.04
±0.28 ±0.28 ±0.19 ±0.19 ±0.01 ±0.01 ±0.01 ±0.01
Li9(/day)
2.40 2.40 1.20 1.20 0.22 0.22 0.22 0.22
±0.86 ±0.86 ±0.63 ±0.63 ±0.06 ±0.06 ±0.06 ±0.06
AmC(/day)
0.20 0.21 0.18 0.22 0.06 0.04 0.04 0.07
±0.09 ±0.10 ±0.08 ±0.10 ±0.03 ±0.02 ±0.02 ±0.03
13C(α, n)16O (/day) 0.08 0.07 0.05 0.07 0.05 0.05 0.05 0.05
±0.04 ±0.04 ±0.03 ±0.04 ±0.03 ±0.03 ±0.03 ±0.03
IBD rate(day)
660.02 674.59 601.76 590.91 74.38 75.48 74.50 75.40
±1.75 ±1.77 ±1.54 ±1.53 ±0.47 ±0.47 ±0.47 ±0.47
Table 4.5: A summary of the P14A 8AD period.
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Site EH1 EH2 EH3
AD AD1 AD2 AD1 AD2 AD1 AD2 AD3 AD4
IBD candidates 302666 307683 284514 188192 41045 41304 40775 27530
DAQ livetime(/day) 565.425 565.432 568.026 378.404 562.431 562.431 562.430 372.671
µ 0.8183 0.8155 0.8485 0.8482 0.9809 0.9806 0.9805 0.9809
m 0.9766 0.9769 0.9778 0.9777 0.9777 0.9776 0.9774 0.9780
Accidental rate(/day)
8.66 8.62 6.65 6.66 1.66 1.56 1.55 1.22
±0.02 ±0.02 ±0.01 ±0.02 ±0.01 ±0.01 ±0.01 ±0.01
Fast Neutron(/day)
0.92 0.92 0.62 0.62 0.04 0.04 0.04 0.04
±0.28 ±0.28 ±0.19 ±0.19 ±0.01 ±0.01 ±0.01 ±0.01
Li9(/day)
2.40 2.40 1.20 1.20 0.22 0.22 0.22 0.22
±0.86 ±0.86 ±0.63 ±0.63 ±0.06 ±0.06 ±0.06 ±0.06
AmC(/day)
0.22 0.22 0.21 0.22 0.11 0.10 0.10 0.07
±0.10 ±0.10 ±0.09 ±0.10 ±0.05 ±0.04 ±0.04 ±0.03
13C(α, n)16O (/day) 0.08 0.07 0.05 0.07 0.05 0.05 0.05 0.05
±0.04 ±0.04 ±0.03 ±0.04 ±0.03 ±0.03 ±0.03 ±0.03
IBD rate(day)
657.54 670.81 595.02 590.91 74.01 74.64 73.69 75.40
±1.52 ±1.53 ±1.31 ±1.53 ±0.38 ±0.39 ±0.38 ±0.47
Table 4.6: A summary of the P14A period.
4.5 Event Selection in AdScaled
In this thesis (the BCW analysis), the IBD selection criteria was applied on
the data with AdSimple reconstruction. The IHEP group used a similar but
not identical IBD selection criteria on the data with AdScaled reconstruc-
tion. The difference between AdSimple and AdScaled reconstructions were
discussed in Section 3.4. Therefore, the IBD candidates selected by the BCW
criteria with the AdSimple reconstruction is often referred to as the AdSim-
ple data set. IBD candidates selected by the IHEP criteria with the AdScaled
reconstruction is often referred to as the AdScaled data set. The selection
criteria for the AdSimple and AdScaled data sets are summarized in Table
4.7. Table 4.8 summarizes the P14A data set in AdScaled reconstruction.
The number of events in the AdSimple and AdScaled data sets for P14A
are the same within 1%. However, 5% of the events exist in only one of the
data set at the near sites, and 2% for the far site. The sources of difference
were carefully studied in [103, 104]. For the near sites, since the muon rates
are higher, the major differences are due to the muon veto windows and the
energies for the muon veto cuts. For the far site with lower muon rates,
the major differences come from the energy range and time window for the
multiplicity cut.
In the sterile neutrino analysis, we are mainly using the P14A data set in
AdScaled reconstruction to allow cross checks between groups. The difference
due to the different data sets were found small (Figure 6.18).
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Cut AdScaled AdSimple
Flasher
Ellipse Cut Ellipse + PSD Cut
Equation (4.2) Equation (4.3)
2-inch PMT Flasher maxCharge < 100 maxCharge < 100
Prompt Energy (0.7, 12.0) MeV (0.7, 12.0) MeV
Delayed Energy (6.0, 12.0) MeV (6.0, 12.0) MeV
Capture time (1, 200) µs (1, 200) µs
Multiplicity cut No extra event > 0.7 MeV No extra event in (0.7, 12)
(before prompt) 200 µs before prompt MeV 400 µs before delayed
Multiplicity cut no extra event > 0.7 MeV No event in (6, 12) MeV
(after delayed) 200 µs after delayed 200 µs after delayed
Muon energy: WP Nhit > 12 Nhit > 12
Muon veto: WP (-2, 600) µs (-2, 600) µ
Muon energy: AD 20 MeV 3000 p.e. ( 18 MeV)
Muon veto: WP (-2, 1000) µs (-2, 1400) µs
Muon nergy: shower 2.5 GeV 3× 105 p.e. ( 1.8 GeV)
Muon veto: shower (-2 µs, 1s) (-2 µs, 0.4s)
reconstruction ACU based SPN based
Table 4.7: Comparison of IBD selection criteria for AdSimple and AdScaled
data sets. The choice of cuts is slightly different by each group.
Site EH1 EH2 EH3
AD AD1 AD2 AD1 AD2 AD1 AD2 AD3 AD4
IBD candidates 304459 309354 287098 190046 40956 41203 40677 27419
DAQ livetime(/day) 565.436 565.436 568.030 378.407 562.451 562.451 562.451 372.685
µ 0.8248 0.8218 0.8575 0.8577 0.9811 0.9811 0.9808 0.9811
m 0.9744 0.9748 0.9758 0.9756 0.9756 0.9754 0.9751 0.9758
Accidental rate(/day)
8.92 8.94 6.76 6.86 1.70 1.59 1.57 1.26
±0.09 ±0.09 ±0.07 ±0.07 ±0.02 ±0.02 ±0.02 ±0.01
Fast Neutron(/day)
0.78 0.78 0.54 0.54 0.05 0.05 0.05 0.05
±0.12 ±0.12 ±0.19 ±0.19 ±0.01 ±0.01 ±0.01 ±0.01
Li9(/day)
2.80 2.80 1.70 1.70 0.27 0.27 0.27 0.27
±1.50 ±1.50 ±0.90 ±0.90 ±0.14 ±0.14 ±0.14 ±0.14
AmC(/day)
0.22 0.22 0.21 0.22 0.11 0.10 0.10 0.07
±0.10 ±0.10 ±0.09 ±0.10 ±0.05 ±0.04 ±0.04 ±0.03
13C(α, n)16O (/day) 0.08 0.07 0.05 0.07 0.05 0.05 0.05 0.05
±0.04 ±0.04 ±0.03 ±0.04 ±0.03 ±0.03 ±0.03 ±0.03
IBD rate(day)
657.18 670.14 594.78 590.80 73.90 74.49 73.58 75.15
±1.94 ±1.95 ±1.46 ±1.66 ±0.41 ±0.41 ±0.40 ±0.49
Table 4.8: A summary of the P14A AdScaled data selection.
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Chapter 5
Precise Measurement of sin2 2θ13 and |∆m232|
Using procedures described in Chapter 4, the IBD candidates were selected,
the efficiencies were calculated, and the backgrounds were estimated. In this
chapter, the procedure of predicting the energy spectra is discussed. The
observed energy spectra are compared with the predicted energy spectra via
the construction of a χ2, and the values of sin2 2θ13 and |∆m232| are extracted.
For fitting histograms with each bin following Poisson distribution with large
statistics, the technique of using a χ2 constructed from the log maximum
likelihood is well established [16]. With predicted number of events, Nprei,j at
AD i and bin j, and observed events, N obsi,j , the χ
2 is
χ2(θ) = −2 ln (L(x|θ))
= 2
ADs∑
i
bins∑
j
(
Nprei,j (θ)−N obsi,j +N obsi,j ln
N obsi,j
Nprei,j (θ)
)
,
(5.1)
where θ contains the oscillation parameters, including sin2 2θ13, ∆m
2
32, and
overall normalization, and x is the data set used. Furthermore, to account for
the model uncertainties, nuisance parameters, δν , are included in the event
prediction, and penalty terms, δν constrained by their uncertainties σν , are
added to the χ2. The χ2 becomes
χ2(θ|δ) =2
ADs∑
i
bins∑
j
(
Nprei,j (θ, δ)−N obsi,j +N obsi,j ln
N obsi,j
Nprei,j (θ, δ)
)
+
penalties∑
ν
(
δν
σν
)2
.
(5.2)
The nuisance parameters include the reactor uncertainties, detector response
measured in calibration, and the estimations of backgrounds. A more de-
tailed summary of all the penalty terms is discussed in Section 5.2. Only
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uncertainties that are uncorrelated across ADs are considered for the na-
ture of the relative measurement at Daya Bay. The correlated uncertainties
influence all the AD in the same way and their effects canceled out.
The measurement of sin2 2θ13 and |∆m232| is in Section 5.3, and the error
contribution, or the error budget, is discussed in Section 5.4. The BCW
rate-only and the spectral measurement with the 6-AD data set were also
documented in [84] and [77].
5.1 Event prediction
Figure 5.1 illustrates the steps in the event prediction: 1) predict reactor
neutrino flux, 2) apply neutrino oscillation, 3) convert neutrino energy into
prompt energy, 4) include the uncertainties of the reactor neutrino flux, 5)
apply detector effects, and 6) add the background contributions.
The first four steps are related to the number of observed IBD events per ν¯e
energy per second, dN(Eν , t)/dEνdt, at a given AD. Since Daya Bay nuclear
power plant has six reactor cores, the dN(Eν , t)/dEνdt can be written as
dN(Eν , t)
dEνdt
=
6∑
i=1
NpIBD
4piL2i
Pν¯e→ν¯e(Eν , Li)σIBD(Eν)
dφi(Eν , t)
dEνdt
, (5.3)
where Np is the number of protons at the AD, IBD is the efficiency of IBD
detection, Li is the center-to-center distance between the AD and reactor
core i, Pν¯e→ν¯e is the ν¯e oscillation survival probability, σIBD is the IBD cross
section, and dφi(Eν , t)/dEνdt is the reactor neutrino energy spectra from the
reactor core i.
The number of proton Np within each AD is measured in the LS filling pro-
cess, as listed in Table 3.3. The distance between each reactor core and AD
pair is in Table 3.2. In this section, the reactor neutrino energy spectra will
first be discussed, then the cross section σIBD and the oscillation probability
Pν¯e→ν¯e will be discussed in Section 5.1.2.
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Figure 5.1: An illustration of the event prediction process.
5.1.1 Reactor Neutrino Flux dφi(Eν ,t)dEνdt
In a reactor core, each fission generates about six β-decay, and therefore,
six electron anti-neutrinos. There are about 2 × 1020 ν¯e generated per sec-
ond per GW of thermal power. However, only neutrinos from the unstable
fission products of four major isotopes exceeds the energy threshold for the
IBD reaction, and the four isotopes are: 235U, 238U, 239Pu, and 241Pu. The
ν¯e energy spectra from each isotope are predicted with the Huber+Mueller
model. The Huber+Mueller model includes a recent re-evaluation on the
ILL measurements [105–107] of the β decay spectra of 235U, 239Pu, and 241Pu
from Huber [108]. For 238U, the β fission process is induced by fast neutron,
and there is no experimental measurement. An ab initio estimation, estima-
tion that starts from first principle, was studied by Mueller [43]. However,
due to incomplete knowledge of all the fission products, the uncertainties are
larger for the ab initio estimation. In the papers, the spectra were provided
in 0.25 MeV bin size up from 2 to 8 MeV. However, in our prediction of
reactor neutrino flux, the energy spectra were extrapolated and interpolated
to 0.01 MeV bin size from 1.8 to 13 MeV in neutrino energy, so that the
neutrino oscillation effects can be applied to a finer energy bin and all the
events observed can in Daya Bay be analyzed. Nevertheless, the final bin
ranges are consistent with those Huber and Mueller used. Figure 5.6 shows
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235U 238U 239Pu 241Pu
235U 1.00 -0.22 -0.53 -0.18
238U -0.22 1.00 0.18 0.26
239Pu -0.53 0.18 1.00 0.49
241Pu -0.18 0.26 0.49 1.00
Table 5.1: The correlation between the four fission isotopes [110].
the ν¯e energy spectrum of each of the four isotopes.
With the knowledge of the predicted energy spectra of each isotope per
fission, Si, the energy spectra of electron antineutrino coming from a reactor
core, dφ(Eν , t)/dEνdt, is
dφ(Eν , t)
dEνdt
=
isotopes∑
i
Wth(t)∑
j fj(t)ej
fi(t)Si(Eν)c
ne
i (Eν , t) + SSNF (Eν , t), (5.4)
where i sums over the four major isotopes, and W (t) is the reactor power
history, fi is the isotope fraction, ei is the fission energy, c
ne
i is the non-
equilibrium correction, and SSNF is the spent-fuel correction which accounts
for the contributions from spent fuel stored on-site. The energy spectra are
calculated with a 0.01 MeV bin size.
Fission Fraction and Fission Energy
The fission fraction of each isotope changes as a function of time with the
burning of reactor cores, and the periodic refueling results in new fission frac-
tions. The history of fission fraction is simulated with the DRAGON[109]
program, and the simulation code passed the Takahama-3 benchmark [110].
The benchmark compared the simulation results with fission fraction data
taken from three fuel rods at the Takahama-3 reactor in Japan. The correla-
tion of the fission fractions was also studied in [110], as shown in Table 5.1.
Figure 5.2 shows the history of the fission fractions of the four major isotopes
at Daya Bay core 1. Table 5.2 shows the fission energy of each isotope and
its uncertainties from [111].
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Isotope energy per fission (MeV) Nominal fraction
235U 202.36±0.26 0.64
238U 205.99±0.52 0.08
239Pu 211.12±0.34 0.25
241Pu 214.26±0.33 0.03
Table 5.2: A list of fission energies [111]. The nominal fission fractions for
blind analysis are listed as well.
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Figure 5.2: History of fission fractions at Daya Bay core 1.
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Reactor Power History
The average fission energy is
∑
i fi(t)ei, so the number of ν¯e generated per
second is Wth(t)/(
∑
i fi(t)ei). Therefore, the number of neutrinos generated
by isotope i is
isotopes∑
i
Wth(t)∑
j fj(t)ej
fi(t). (5.5)
With the thermal power history Wth(t), the energy spectra of each isotope
can be predicted.
The hourly history of the thermal power of the reactor cores is provided by
the power plant to the reactor working group within the collaboration. The
weekly history, corrected by the effective livetime, is later made available
to the collaboration together with the fission fractions. Figure 5.3 shows
the power history of each reactor. Figure 5.7 shows the predicted IBD rates
changing with reactor power without oscillation compared with the measured
ν¯e rates at each site. The uncertainties of the reactor power is estimated to be
0.5%, and they are treated as uncorrelated uncertainties to be conservative.
The power history and the fission fractions of a new period of data were often
blinded to the collaboration until the blinded results from each analyzer were
consistent.
Off-equilibrium Correction
In the ILL measurement, the neutron source only stayed on a target for 1-2
days, so the β decay rates of some long-lived fission isotopes might not reach
equilibrium. However, in a reactor core, the long-lived isotope could reach
an equilibrium state, and the cnei terms, studied in [43], were used to correct
this “off-equilibrium” effect. The off-equilibrium contribution is on the order
of a few percent for energy < 4.5 MeV.
Spent Fuel Contribution
For the spent fuel part, besides the ν¯e directly coming from the reactor core,
the spent fuel stored in the same water pool with the reactor core keeps
emitting ν¯e. The spent fuel contribution contains both fast decay isotope
with halftime in the order of a few days and slow decay isotopes with halftime
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Figure 5.3: History of reactor power at each reactor core. The top, central,
and bottom panels correspond to the Daya Bay, Ling Ao I, and Ling Ao II
cores.
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Figure 5.4: Left: the evolution of the spent fuel contribution over time. The
figure is taken from [112]. Right: the 5-year average of spent fuel energy
spectrum. The figure is taken from [113].
over a hundred days. Therefore, the energy spectrum of spent fuel changes
with time, but the spectrum becomes stable and flat after ∼1 year [112], as
shown in Figure 5.4. For our analysis, the 5-year average of the spent fuel
energy spectrum [113, 114] is used, also shown in Figure 5.4.
Inclusion of the Uncertainties of Reactor Neutrino Flux
The uncertainties of the reactor flux model can be included in the penalty
terms of the χ2 in Equation (5.2). There are 26 energy bins (25 provided in
Huber and Mueller’s paper and one more bin extending the range to prompt
energy at 12 MeV) for each of the four isotopes; 104 nuisance parameters for
the isotope spectra. There is one parameter for the correlation between these
spectra. There are 24 parameters to consider the fission fraction of the four
isotopes in six reactor cores. There are 6 parameters to include the thermal
power uncertainties of the six reactors, 4 parameters for the 4 fission energies,
6 for the spent fuel correct for six cores, and another 6 for the off-equilibrium
corrections for the six cores. In total, there are 151 nuisance parameters in
the penalty terms.
These nuisance parameters become a computational burden in the fitting
process due to the issues of stability and the time needed. The increase in the
number of parameters that need to be minimized undermines the stability
of fitter, especially when the fitter is not sensitive to many of the variables.
The time needed for minimization may be a more important issue, since 2-
D scans are needed in determining the confidence region for sin2 2θ13 and
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∆m232, and also in the sterile neutrino analysis. change in one reactor-related
nuisance parameter mies the whole energy spectra in neutrino energy, and
all the reactor and detector effects need to be re-calculated.
To accelerate and stabilize the minimization process, we adopted a different
approach with a covariance matrix [16], V , to govern the reactor-related
uncertainties. The new χ2 becomes
χ2(θ|δ, δflux) =2
ADs∑
i
bins∑
j
(
Nprei,j (θ, δ)−N obsi,j +N obsi,j ln
N obsi,j
Nprei,j (θ, δ)
)
+
penalties∑
ν
(
δν
σν
)2
+
∑
k,k′
δfluxk (V
−1)kk′δ
flux
k′ ,
(5.6)
where δν ’s are all the non-flux penalty terms and δ
k
flux’s are the flux-related
penalty terms.
In the 6-AD period, since the ν¯e energy spectra of the ADs at the same
site were virtually identical, ADs at the same site shared the same 26 δkflux
terms, one for each of the final energy bins. Therefore, to analyze the data
in the 6-AD only period, there are 78 (26 × 3) δkflux terms. However, in the
6+8 AD period, the new ADs in EH2 and EH3 do not share the same overall
ν¯e spectra with the other AD(s) in the same site. As a result, the two new
ADs were treated as two virtual sites. Therefore, for the 6+8 AD period,
there are 130 (26× 5) δkflux terms, so the covariance matrix has a dimension
of 130× 130.
The covariance matrix was calculated from 4 million MC events with
Vkk′ =
1
N
N∑
n=1
(xk,n − xk) (xk′,n − xk′) . (5.7)
Figure 5.5 shows the generated covariance matrix. Note that the calculation
of the χ2 contribution by the covariance matrix happens after the conversion
of neutrino energy to prompt energy, which is discussed in Section 5.1.2, so
that changes in any of the flux-related nuisance parameters do not require a
recalculation of the energy conversion.
In the actual calculation of χ2 contribution, the nuisance parameters used
for reactor flux have been modified to have similar order of magnitudes for
each variable and also to have easier summation. The nuisance parameters
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Figure 5.5: Covariance matrix for the reactor-related uncertainties.
used are ηfluxk , which has a relation with the δ
flux
k in Equation 5.6 as
δfluxk =
∑
j
Ukj · ηfluxj /
√
σj, (5.8)
where the U diagonalizes V −1 and σ’s are the corresponding eigenvalues.
Therefore, the χ2 contribution of the reactor flux in Equation 5.6 can be
written as
∑
k,k′
δfluxk (V
−1)kk′δ
flux
k′ =
∑
i,j
ηfluxi√
σi
·
(∑
k,k′
U †ik(V
−1)kk′Uk′j
)
ηfluxi√
σj
=
∑
i,j
ηfluxi√
σi
σiδi,j
ηfluxi√
σj
=
∑
i
(
ηfluxi
)2
.
(5.9)
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Figure 5.6: Neutrino energy spectra (reds) and IBD cross section (green).
The predicted energy spectrum (blue) was drawn with the default fission
fractions.
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5.1.2 Oscillation Probability and Cross Section
For each AD, neutrino oscillation was applied to the ν¯e energy spectra from
each core with full 3-ν survival probability shown in Equation (1.60). How-
ever, for some analysis groups in Daya Bay, the approximated equation with
∆ee = cos
2 θ12 sin
2 ∆31 +sin
2 θ12 sin
2 ∆32 is used, as shown in Equation (1.61).
The oscillation parameters sin2 2θ13, ∆m
2
32, and overall normalization are
free parameters, while sin2 2θ12 and ∆m
2
21 are constrained with the PDG
values [16].
The calculation in [115] was used for the calculation of IBD cross section
and the resulting prompt energy. Figure 5.6 shows the cross section of the
IBD reaction together with the predicted energy spectra in neutrino energy.
With the cross section considered, Figure 4.26 shows the predicted IBD rates
versus the observed IBD rates. A clear deficit in IBD rates at EH3 could be
observed.
The predicted ν¯e energy spectra without oscillation in 0.01 MeV bin were
then converted into the prompt energy. The prompt energy, Ep, of an IBD
reaction, ν¯e + p→ e+ + n, can be calculated at the zeroth order from
Ke+ = Eν¯e +mp −mn −me ≈ Eν¯e − 1.8 MeV (5.10)
where Ke+ is the kinetic energy of the positron and mp, mn, and me are the
mass for proton, neutron, and electron, respectively. The Ke+ combined with
the annihilation energy of positron is the prompt energy:
Ep = Ke+ + 2me ≈ Eν¯e − 0.78MeV. (5.11)
We adopted the calculation in [115] that considers the dependence on scat-
tering angles. The prompt energy then is calculated to the order of Eν¯e/mp.
The prompt energy spectra were binned into 0.05 MeV bin size for the cal-
culation of the detector effects.
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Figure 5.7: The measured IBD rates versus the predicted IBD rates
without oscillation. A rate deficit is already clear for EH3.
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Figure 5.8: IAV effect: MC event positions with the difference between
total and liquid-deposited energy larger than 0.05 MeV. Left: All events in
R2 versus Z. Right: Events in R2 with |Z| < 0.5 m, away from top and
bottom IAV regions. The energy loss came from the IAV region. The figure
is taken from [117].
5.1.3 Detector Effects
IAV Effect
The first detector effect is the energy distortion due to the Inner Acrylic
Vessel (IAV). If a positron annihilates in the non-scintillating IAV or the
gammas from positron annihilation deposits part of the energy in the IAV,
some of the energy would be lost. The IAV effects were studied with 15
million MC IBD events with flat energy spectra [116–118]. The total energy
deposited and the energy deposited in the liquid region, including both the
LS and Gd-LS region, were recorded. Events with large difference (>0.05
MeV) between the total and liquid-deposited energy were clearly from the
IAV region, as shown in Figure 5.8. Figure 5.9 shows the total energy versus
the energy deposited in liquid. Most of the events deposited all their energy
in the liquid, while still some lost a big portion of their total energy. For
example, the horizontal strip at y ≈ 1 MeV corresponds to positrons that
lost all their kinetic energy in the IAV but the annihilation gammas escaped
the IAV. Therefore, to apply the correction for the IAV effect, for events in
the predicted prompt spectra without IAV effect, some of the events were
redistributed to lower energy bins according to the ratios calculated from
Figure 5.9.
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Figure 5.9: Correction matrix for IAV effect [118]. The x-axis is the total
energy deposited in the AD for a positron, and the y-axis is the energy that
is deposited in the liquid region. For events with given true prompt energy
on the x-axis, the events were redistributed to energies in y-axis in
proportion to the contribution in energy.
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Energy Response
After the IAV effect, the AD energy response is applied to the predicted
prompt spectra. The energy response includes the energy resolution, energy
nonlinearity, and the relative energy scale. The determination of energy re-
sponse has been discussed in Section 3.5. In this section, the implementation
of the energy response to the energy spectra prediction is discussed. The en-
ergy resolution, as shown in Figure 3.15, is applied with Equation 3.13. The
relative energy scale, as shown in Figure 3.16, is 0.2% with the measurement
in the P14A data set.
There are two ways to implement the energy nonlinearity with proper
uncertainties as shown in Figure 3.20. The first method is to constrain the
variables of the nonlinearity function as nuisance parameters. However, this
method might be computationally intense. The second method is to use
curves other than the nominal curve to span the shape uncertainties. A
total 250 curves within the 1-σ band of the positron nonlinearity curve were
generated randomly [82]. The goal was to find four base curves, so that
the linear combination of the base curves can well describe the nonlinearity
uncertainties. The linear combination should be able to easily reproduce the
other 250-4 curves. Every combination of four base curves out of the 250
curves was used to fit the other 246 curves, and the combination with the
minimum χ2 was used. The χ2 considered both the deviation from the fitted
curve and the penalty terms for the weights to use each base model. Figure
3.20 shows the four base curves that were chosen.
To apply the energy nonlinearity, the difference between the nominal model,
Mnominal(E), and the base models for each energy bin were first calculated,
denoted as δMi(E), where i is the number for the base model. The new
energy model, Mnew(E), is
Mnew(E) = Mnominal(E) +
4∑
i
wi · δMi(E), (5.12)
where wi is the weighting coefficient and
∑
w2i becomes the penalty terms
that contribute to the overall χ2. Figure 5.10 shows the comparison between
the nominal model with 1-σ uncertainty band and 100 nonlinearity curves
generated with random wi within 1 σ, that is, wi ∈ (−1, 1). The 100 gener-
ated nonlinearity curves can represent the 1-σ uncertainty band well.
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models and random weighting coefficients. The red curve The weighting
coefficients were generated with 1σ. The use of four base models can
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The implementation of the energy response, like the IAV effect, is via
a conversion matrix. The conversion matrix, updated each time when the
nuisance parameters related to energy response changes, applies the energy
response of the AD to the predicted IBD energy spectra. Figure 5.11 shows
the conversion matrix. In the figure, for each energy bin, Etrue, before the
application of the energy response on x-axis, the probability of Etrue ending
up in an energy, Erec, on the y-axis is calculated. Events in the Etrue energy
bin is redistributed into Erec according to the calculated fraction.
5.1.4 Backgrounds
The five recognized backgrounds at Daya Bay were discussed in Section 4.3.
For each background, the measured rates and uncertainties are listed in Ta-
ble 4.6. In this section, only the implementation of those backgrounds is
discussed.
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Figure 5.11: The matrix used to implement the AD energy response. The
x-axis is the predicted IBD energy, and the y-axis is the energy after
applying the energy response, effects which include energy resolution,
relative energy scale, and the energy nonlinearity. The black line
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For accidental background, the rate uncertainties are dealt with one nui-
sance parameter for each AD. The shapes of the spectra are the prompt-like
singles spectra, as shown in Figure 4.22.
For the 9Li/8He background, three nuisance parameters, one for each EH,
is assigned to include the rate uncertainties. The shape of the energy spec-
tra were measured in [98], also shown in Figure 4.29. There is one nuisance
parameter to account for the shape uncertainty of the measurement [77] and
one nuisance parameter to account for the ratio between 8He and 9Li. Fur-
thermore, the prompt signal of 9Li/8He is from energetic electrons. There-
fore, the nonlinearity curve for electrons needs to be used. In the fitter, the
nonlinearity curve of electrons are independent of the positron curve. The
nonlinearity of electrons were implemented via a covariance matrix with four
parameters [77, 119].
For the background of fast neutron, one nuisance parameter for each EH
is used to include the uncertainties. The background shape is assumed flat
over energy spectra of interest.
For the background of AmC calibration source, one nuisance parameter
is assigned for the rates for all ADs and another is assigned for the spectra
shape. The predicted energy spectra in the form of exponential is shown in
Figure 4.32.
Lastly, for the 13C(α, n)16O background, one nuisance parameter for each
AD is assigned to the rate uncertainties. The energy spectra used are shown
in Figure 4.33.
5.1.5 Re-binning
The predicted IBD spectra and the predicted backgrounds are summed to-
gether. The overall predicted spectra at each AD are then re-binned into 26
bins: one bin for 0.7 MeV to 1.3 MeV, then 0.25 MeV per bin until 7.3 MeV,
and lastly one bin for 7.3 MeV to 12 MeV. The bin arrangement is consistent
with the binning in the prediction of the reactor neutrino flux [43, 108]. The
χ2 is calculated for these 26 bins.
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Category Description Correlation Counts Value (%)
Detector Rel. efficiency uncorr. 8 0.15
Rel. E. scale uncorr. 8 0.2
E. nonlinearity corr. 4 100
Background Accidental rate uncorr. 8 0.2-0.5
8He/9Li rate corr. w/i site 3 30
8He/9Li ratio corr. 1 5
8He/9Li shape corr. 1 100
8He/9Li β nonlinearity corr. 4 mtrx.
fast n rate corr. w/i site 3 30
AmC rate corr. 1 40
AmC shape corr. 1 15
13C(α, n)16O rate uncorr. 8 50
Reactor reactor corr. w/i site 130 mtrx.
Oscillation solar sector parameters corr. 2 PDG
Table 5.3: A summary of all the penalty terms. For the correlation column,
“uncorr.” means they are fully-uncorrelated between ADs, “corr.” means
they are fully correlated between ADs, and “corr. w/i site” means they are
correlated for ADs within the same site. The corresponding values are
listed in percentage, while the “mtrx.” means this value is determined via a
covariance matrix.
5.2 Summary of the χ2 Construction
With all the nuisance parameters discussed above, the χ2 definition in Equa-
tion (5.2) and Equation (5.6) can be updated as
χ2(θ|δflux, δAD, δbg, δosc) =
2
8ADs∑
i
26 bins∑
j
(
Nprei,j (θ, δ)−N obsi,j +N obsi,j ln
N obsi,j
Nprei,j (θ, δ)
)
+ (δflux)T (V −1)δflux +
∑
k
(
δADk
σADk
)2
+
∑
k
(
δbgk
σbgk
)2
+
∑
k
(
δosck
σosck
)2
,
(5.13)
where the last line corresponds to all the penalty terms, and AD, bg, and osc
are the detector-related, background-related and oscillation-related penalty
terms. Table 5.3 shows a list of all the penalty terms used for the analysis.
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5.3 Results
The mass hierarchy in this thesis is always assumed as normal mass hierar-
chy. Nevertheless, Daya Bay is not sensitive to the mass hierarchy, so the
results were often reported in ∆m2ee, as discussed in Section 1.5. For nor-
mal mass hierarchy at a baseline of 1.6 km, ∆m2ee can be approximated as
∆m2ee=∆m
2
32+5.24× 10−5 eV2.
With the χ2 defined in the previous section, the measured oscillation pa-
rameters in the 6-AD period for the P14A data set are
χ2/ndf = 174.5/153
sin2 2θ13 = 0.0909
+0.0085
−0.0086
∆m232 = 2.611
+0.165
−0.175 × 10−3eV2
Norm = −0.046+0.020−0.019,
(5.14)
assuming normal mass hierarchy. The number of degrees of freedom (ndf) is
153=26×6-3, since there are 26 bins each at 6AD with three free parameters
(sin2 2θ13, ∆m
2
32, and overall normalization). It is consistent with the Daya
Bay 6-AD published results [31]: sin2 2θ13=0.090
+0.008
−0.009 and ∆m
2
32=2.54
+0.19
−0.20×
10−3 eV2. The difference is due to the updated reconstruction method and
better determination in systematic uncertainties, including the energy non-
linearity and relative energy scale.
For the P14A period, the measured oscillation parameters with AdSimple
data is
χ2/ndf = 177.6/205
sin2 2θ13 = 0.0834
+0.0047
−0.0047
∆m232 = 2.433
+0.102
−0.105 × 10−3eV2
Norm = −0.052+0.021−0.020.
(5.15)
For a rate-only measurement that treats all events at one AD as one bin, the
measured sin2 2θ13 is virtually the same with the one in the rate plus shape
analysis. The ndf is 205 (26×8-3=205) since now there are 8 ADs, each with
26 bins. Figure 5.12 shows the allowed regions for the oscillation parameters
of sin2 2θ13 and ∆m
2
32 together with the ∆χ
2 dependence on sin2 2θ13 and
∆m232, respectively. In the figure, for each point in the parameter space
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of sin2 2θ13 and ∆m
2
32, the χ
2 is minimized with sin2 2θ13 and ∆m
2
32 fixed
to the point. The best-fit point has the minimum χ2, while the 1, 2, 3-σ
C.L. corresponds to the contours with ∆χ2 equal to 2.3, 6.18, and 11.83,
respectively.
The fitting results can be first checked with the best-fit curves. Figure
5.13 shows that the best-fit curves at each AD are consistent with the data
within statistical fluctuations. This again shows that all the ADs performed
as expected. Figure 5.14 shows the comparison of the best-fit results at each
EH and the no-oscillation prediction, which is generated via setting sin2 2θ13
equal to 0 while keeping all the other best-fit variables unchanged. For EH3,
a clear rate deficit is observed by comparing the data and the prediction
without oscillation. A clear energy-dependent oscillation feature can be ob-
served at all the three sites. Figure 5.13 also shows that the backgrounds
at Daya Bay are much smaller than the IBD signals. Figure 5.15 shows the
number of measured events over the number of expected events of each AD
as a function of the effective baseline of each AD.
The χ2 per degree of freedom was less than one, showing that the predic-
tion method is consistent with the data observed. The overall χ2 was 177.6,
and 164.1 was from the statistical contribution, that is, the first term in the
χ2 definition in Equation (5.13). The systematic penalty terms contributed
the rest 13.5 to the overall χ2. Figure 5.16 shows the χ2 contribution of each
systematic uncertainty. The best-fit values of almost all penalty terms are
within their 1-σ ranges. For the uncertainties of reactor flux, since the vari-
ables are not directly related to the individual energy bins due to a matrix
transformation in Equation 5.8, the χ2 contributions may not always corre-
spond to a clear physical meaning. Nevertheless, the last 26 reactor-related
penalty terms are roughly corresponding to the correlation of the same en-
ergy bin for all the ADs, and therefore, those terms contributed the most to
the χ2 among the reactor-related penalty terms. Notably, the absolute en-
ergy scale and the relative energy scale all had moderate contributions to the
overall χ2; therefore, the measured energy nonlinearity and relative energy
scale were in agreement with the IBD data. The e− nonlinearity was only
related to the 9Li background, so it had trivial impact on the prediction. No
backgrounds were at tension with the measured rates either.
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1-σ error bar. The ∆χ2 dependence on sin2 2θ13 and ∆m
2
32 are shown with
the dashed lines corresponding to the 1, 2, 3, and 4-σ C.L.
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Figure 5.13: Data versus best-fit curve at each AD. The best-fit curve is
consistent with the data within statistical fluctuations.
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5.4 Uncertainties of sin2 2θ13 and ∆m
2
32
The uncertainties of the measured sin2 2θ13 and ∆m
2
32 were studied in two
ways: the change of the size of the uncertainties versus time, and the un-
certainty contributions from the statistical uncertainties and each systematic
uncertainties.
The projection of future error was studied with toy MC samples predicted
with sin2 2θ13=0.084 and ∆m
2
32 at the PDG values without statistical fluctu-
ations, also called the Asimov data set (see section 6.3.3 for more discussion
about the Asimov data set). For the toy MC samples, the total number of
events at each AD was scaled according to the expected time of data col-
lection at Daya Bay. The uncertainties, or errors, were obtained via fitting
the toy MC samples. Figure 5.17 shows the error projection of sin2 2θ13 and
∆m232 until the end of 2017. From P12E to P14A, the total number of events
at EH3 was quadrupled, so the errors were roughly halved. From P14A to
the end of 2017, the total number of events at EH3 would be quadrupled
again, and the errors for both sin2 2θ13 and ∆m
2
32 are expected to be 50%
smaller than the ones with P14A data set.
The contributions of each systematic terms to the overall uncertainties were
studied with two methods, illustrated in Figure 5.18. The first method is the
subtraction method. The overall uncertainty, ∆tall, was first obtained via
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Figure 5.16: Contributions of penalty terms to χ2. For details please see
the context.
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fitting the toy MC samples with all penalty terms included. The uncertainty
without the sys group of penalty terms, ∆tall−sys, was obtained via fitting
the toy MC samples with the systematic terms of group sys fixed at their
default values, that is, the contribution of penalty terms from the sys group
was fixed at 0. As a result, for the subtraction method, the error contribution
of the systematic group sys is equal to (∆t2all −∆tall−sys)/∆t2all.
The other method is the add-on method. The statistics-only uncertainty,
∆tstat, was first calculated via fitting the toy MC samples with all the penalty
terms fixed at 0. The sys group of the penalty terms were included in the
fit to calculate another uncertainties, ∆tstat+sys. For the add-on method,
the error contribution of the systematic group sys is equal to (∆t2stat+sys −
∆tstat)/∆t
2
all.
Figure 5.19 shows the error contribution of each systematic group, while
the “stat” group includes only the statistical uncertainties (all systematic
penalty terms are set to 0). For both sin2 2θ13 and ∆m
2
32 with P14A data
set, the largest error contribution is the relative energy scale and the relative
AD efficiency. At the end of 2017, the systematic error contribution will
overtake the statistical error contribution.
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Figure 5.17: Error projection of sin2 2θ13 and ∆m
2
32. The uncertainties with
P14A data set were about half of the error with P12E data set, since the
total number of events increased fourfold. Another 50% decrease of
uncertainties is expected at the end of 2017.
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Figure 5.18: An illustration on how to determine the error contribution of a
specific systematic uncertainty, sys. The t0 is the best value of either
sin2 2θ13 and ∆m
2
32, and the curves show the ∆χ
2 as function of t− t0. The
measured uncertainties are ∆t with the subscript representing the penalty
terms included; all and stat mean that all and statistics-only uncertainties
are included, respectively. The ∆tall−sys (∆tstat+sys) means the
uncertainties with all (none) but sys penalty terms are included.
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Figure 5.19: Error contribution from each group of systematic
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2
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the relative energy scale and the relative AD efficiency.
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Chapter 6
Sterile Neutrino Search
If light sterile neutrino exists and mixes with ordinary neutrinos, it could
distort the energy spectra beyond the expected shape from three neutrino
mixing. With multiple baselines at Daya Bay, we can search for sterile neu-
trino over a range of masses via measuring the relative energy spectra from
two different EHs, as illustrated in Figure 6.1.
With a minimal extension of the standard 3-ν oscillation, the oscillation
probabilities can be was modified in the 3+1 model to include a 4th type of
neutrino. Though some global analyses have considered neutrino oscillation
within the 3+2 model [42, 46], Daya Bay is not sensitive to the difference
between 3+1 and 3+2 models. Modified equations and other fitter modifica-
tions for the sterile neutrino analysis are discussed in 6.1.
We begin by considering two issues in the search for sterile neutrino at Daya
Bay. First, when the oscillation length is of the same order as the size of the
reactors and the detectors, point-source approximation is no longer valid.
The effects of the finite-size of the reactors and the detectors are discussed
in 6.2. The second issue is is to select the optimal statistical treatment
for the search. When sin2 2θ14 approaches 0, the value of ∆m
2
41 becomes
unimportant. Therefore, the χ2 obtained from the minimization process of
the sterile neutrino analysis is not sensitive to the value of ∆m241 and does
not follow the conventional Chi-square distribution. The traditional method
of setting exclusion region by Chi-square distribution is no longer adequate.
Therefore, we use a CLs method, discussed in 6.3, to set the confidence levels.
In 6.4, the sensitivities and systematic uncertainties are discussed. The
results of sterile neutrino search at Daya Bay will be presented in 6.5.
137
(M
ea
su
red
) / 
(E
xp
ec
ted
 fro
m 
EH
1)
Prompt energy (MeV)
1 2 3 4 5 6 7 8
0.8
0.9
1
1.1
1.2 Data  predictionνUnc. of 3
2
 eV-3 = 4x10
41
2
m∆ 2 eV-2 = 4x10
41
2
m∆
EH2
 = 0.10 assumed
14
θ22sin
Prompt energy (MeV)
1 2 3 4 5 6 7 8
0.8
0.9
1
1.1
1.2 EH3
Figure 6.1: An illustration of how the existence of sterile neutrino might
distort the energy spectra of Daya Bay, taken from Figure 1 in [120]. Data
points are the prompt energy spectra observed at EH2 (top) and EH3
(bottom) divided by the 3-ν oscillation prediction from the EH1 measured
spectrum with the oscillation parameters measured in [31]. Dashed red and
blue lines correspond to the predictions of two possible ∆m241 values with
sin2 2θ14 = 0.1. With the configuration of multiple baselines, Daya Bay can
search for sterile neutrino at a wide range of ∆m241.
6.1 Modification in Event Prediction
6.1.1 4-ν Oscillation
The 3-ν oscillation expression in the event prediction has been modified to
include one additional flavor of neutrinos, or the sterile neutrino. The os-
cillation equation for 4 neutrinos has been discussed in Section 2.3. The
survival probability of electron antineutrino is shown in Equation (2.8), and
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is reprinted here:
Pν¯e→ν¯e(L/E) = 1−c414c413 sin2 2θ12 sin2 ∆21
−c414 sin2 2θ13
(
c212 sin
2 ∆31 + s
2
12 sin
2 ∆32
)
− sin2 2θ14
(
c213c
2
12 sin
2 ∆41 + c
2
13s
2
12 sin
2 ∆42 + s
2
13 sin
2 ∆43
)
,
(6.1)
where cij = cos θij, sij = sin θij. Note that if sin
2 2θ14 is set to 0, the equation
above becomes the original 3-ν survival probability.
In the event prediction of the 3-ν model, the survival probabilities within
each of the 240 energy bins each with bin width equal to 0.05 MeV remain
virtually identical since the energy dependence of the oscillation is slow at
the Daya Bay baselines. Therefore, for each energy bin in the event pre-
diction, the 3-ν survival probability is calculated using the energy at each
bin center. However, the event prediction of the 4-ν model for large the
mass-splitting ∆m24i has strong E dependence. The survival probabilities
would vary considerably within one energy bin. Therefore, in calculating the
survival probability, the energy-related term, sin2
(
∆m24iL
E
)
, needs to be inte-
grated from Elow to Ehigh, where Elow (Ehigh) is the lower (upper) boundary
of the energy bin. The average of the energy-related terms becomes
sin2
(
∆m24iL
E
)
=
1
∆m24iL
Ehigh
− ∆m24iL
Elow
∫ E=Ehigh
E=Elow
sin2
(
∆m24iL
E
)
d
(
∆m24iL
E
)
=
1
2
+
1
4
1
∆m24iL
Elow
− ∆m24iL
Ehigh
(
sin
(
2∆m24iL
Ehigh
)
− sin
(
2∆m24iL
Elow
))
.
(6.2)
We then use Equation (6.2) to calculate the last line in Equation (6.1).
6.1.2 Constraints on Normalization and ∆m232
In the 3-ν analysis, the overall normalization is free so that the analysis is
independent of the reactor absolute flux. In the 4-ν scenario, the oscillation
due to large-mass sterile neutrino would manifest in the deficit of the overall
measured rate. Therefore, the overall normalization in the sterile neutrino
analysis is constrained to be 5% according to the uncertainty of reactor neu-
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Table 6.1: Comparison of the constraints of oscillation parameters in 3-ν
and 4-ν analyses.
Analysis sin2 2θ13 |∆m232| sin2 2θ14 |∆m241| normalization
4ν free PDG value free free 5%
3ν free free N/A N/A free
trino flux [121]. The value of ∆m232 in the 3-ν analysis was not constrained
by the measurements of other experiments. As a result, we can have an
independent measurement of ∆m232 in the electron anti-neutrino channel.
However, in the 4-ν analysis, the value of ∆m232 is constrained by the 2014
PDG value [16] in order to isolate effect due to the presence of sterile neu-
trino. The constraints of oscillation parameters in 3-ν and 4-ν analyses are
listed in Table 6.1.
6.1.3 AdScaled Data
For the P14A data set, the Daya Bay collaboration decided to use IHEP’s
AdScaled selection described in Section 4.5 as the standard data set in all
publications. Therefore, the analysis was modified to use the AdScaled IBD
spectra and accidental background spectra provided by IHEP rather than
the AdSimple ones I generated. Instead of calculating muon and multiplic-
ity efficiencies, live time and accidental background rates on a run-by-run
basis like what we did for AdSimple data set, only the final average values
from AdScaled for the whole data set were used. Reactor power was still
calculated using the live time information from each run in AdSimple. Since
AdSimple and AdScaled have the same good run list, the effective reactor
power calculated should be very close to the AdScaled results. The difference
between AdSimple and AdScaled data set for the sterile neutrino search is
shown later in Figure 6.18.
6.2 Geometric Effect due to Finite-sized Reactors and
Detectors
In the θ13 analysis, the oscillation length is of the order of 1 km, since |∆m232|
is around 2.44× 10−3 eV2. The finite size of the reactors and detectors was
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found to have negligible effects [122, 123]; as a result, detectors and reactors
were treated as points in the standard three-neutrino analysis. However,
in the sterile neutrino analysis, we are covering the mass-squared splitting
range, ∆m241, up to 1 eV
2, and even higher in the combined analysis dis-
cussed in Chapter 7. Figure 6.2 shows the survival probability at EH1 when
the oscillation of sterile neutrino is considered. A toy MC was constructed
to determine the geometric effects due to the size of the reactors and detec-
tors (Section 6.2.1), and an approximation method was adopted to minimize
the effects (Section 6.2.2). Furthermore, the effects due to inhomogeneous
burning in the reactors are discussed in Section 6.2.3.
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Figure 6.2: Illustration of geometric effect at EH1 to the nearest reactor
core. The survival probability remains virtually identical for the 3ν
oscillation. However, for large ∆m241, the geometric effects need to be
considered.
6.2.1 Simulation of the Geometric Effects
The geometric effect was studied with a toy MC program simulating one
million neutrinos generated in one reactor core and detected in one Daya
Bay detector. The radius (height) of Daya Bay detectors is 1.5 m (3 m),
while the radius (height) of Daya Bay reactors is 1.5 m (3.6 m). The baseline
used in the simulation is 362.4 meters, the distance between the center of AD1
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to the center of reactor D1 of the Daya Bay cores. This is also the shortest
baseline at Daya Bay, so that the relative effect, ∆L/L, is the largest. For
each event simulated, the original and final positions of the neutrino were
randomly assigned within the reactor and the detector, as shown in Figures
6.3 and 6.4. The difference in the event rates due to 1/R2 was also considered,
but was found to be negligible. Figure 6.5 shows the baseline distribution of
one million neutrino events.
Figure 6.3: Illustration of the toy MC simulation to study the geometric
effects. N pairs of events are randomly generated for one AD and one
reactor core. Figure is taken from [124]
To study the geometric effect, the difference in the prediction of ν¯e survival
probability is calculated as follows: The true survival probability, Ptrue, is
calculated with simulated baseline distribution, as shown in Figure 6.5, on
a bin-by-bin basis. The survival probability obtained by a single baseline,
Psingle, is calculated with only the center-to-center distance. The differences,
defined as |(Ptrue − Psingle) /Ptrue|, with Eν = 3 MeV and Eν = 5 MeV
are shown in Figure 6.6. From the upper panel in Figure 6.6, the difference
between Psingle and Ptrue, in the sensitivity region of Daya Bay between ∆m
2
41
= 2×10−4 eV2 and 0.5 eV2, is at or below 10−3 level, except for sin2 2θ14 close
to 1. Therefore, the geometric effects should impose no significant influence
on our sterile neutrino search. However, to reduce the difference to the 10−6
level or lower, an approximation is used, as described next.
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Figure 6.4: The distribution of neutrino event positions within the detector
and the reactor assuming neutrinos are evenly generated within the reactor
and evenly observed within the detector. The left (right) column shows the
distribution within the detector (reactor). The upper panels show the x vs.
y distribution, while the lower panels show the R2 vs. z distribution.
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Figure 6.5: The distribution of the distance between the points of
generation and detection for antineutrino events. The mean is equal to the
center-to-center distance, 362.4 m, between AD1 and reactor R1.
6.2.2 Implementation Method in the Fitter
To fully implement geometric effect in the fitter requires a lengthy calculation
on expected IBD spectrum, especially the summation in
Pee =
N∑
i
Pee(ri)W (ri), (6.3)
where W (r) is the distance distribution in Figure 6.5 properly normalized and
the N is the total number of bins in distance, for just one detector and one
reactor pair. The repetition of calculating Pee greatly increases the time of
fitting. Nevertheless, for a smooth function like W (r), one can approximate
the integral by Gaussian quadrature described in the Numerical Recipes [125]
as
N∑
i
Pee(ri)W (ri) ≈
jmax∑
j=0
Pee(rj)wj, (6.4)
where jmax  N . The Gaussian quadrature method determines not only the
weighting coefficients, w′js, but also the abscissas, r
′
js, thus giving extra de-
144
Difference for Single Baseline at 3.0MeV
)14θ22log(sin
3− 2.5− 2− 1.5− 1− 0.5− 0
)
412
 
m
∆
lo
g(
4−
3.5−
3−
2.5−
2−
1.5−
1−
0.5−
0
0.5
1
6−10
5−10
4−10
3−10
2−10
1−10
Difference for Single Baseline at 5.0MeV
)14θ22log(sin
3− 2.5− 2− 1.5− 1− 0.5− 0
)
412
 
m
∆
lo
g(
4−
3.5−
3−
2.5−
2−
1.5−
1−
0.5−
0
0.5
1
6−10
5−10
4−10
3−10
2−10
1−10
Difference for Appromixation at 3.0MeV
)14θ22log(sin
3− 2.5− 2− 1.5− 1− 0.5− 0
)
412
 
m
∆
lo
g(
4−
3.5−
3−
2.5−
2−
1.5−
1−
0.5−
0
0.5
1
6−10
5−10
4−10
3−10
2−10
1−10
Difference for Appromixation at 5.0MeV
)14θ22log(sin
3− 2.5− 2− 1.5− 1− 0.5− 0
)
412
 
m
∆
lo
g(
4−
3.5−
3−
2.5−
2−
1.5−
1−
0.5−
0
0.5
1
6−10
5−10
4−10
3−10
2−10
1−10
Figure 6.6: The error in estimating oscillation probabilities with (bottom)
and without (top) geometric effects considered for Eν = 3 MeV and 5 MeV.
The difference, or the error, is defined as |(Ptrue − Psingle) /Papprox|, while
Ptrue is the true survival probability and Papprox is the survival probability
calculated with single baseline (top) or six effective baselines (bottom)
described in 6.2.2.
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grees of freedom to minimize the estimation error compared to equal-spaced
methods. An approximation with six effective baselines is used, and the
abscissas and weighting coefficients calculated with the W (r) in Figure 6.5
are:
∆r0 = −2.56741, w0 = 0.012142
∆r1 = −1.64851, w1 = 0.135955
∆r2 = −0.55923, w2 = 0.351905
∆r3 = +0.55923, w3 = 0.351905
∆r4 = +1.64852, w4 = 0.135955
∆r5 = +2.56742, w5 = 0.012148
(6.5)
where ∆ri = ri − L0 in meters and L0 is the center-to-center distance.
The difference between the true survival probability, Ptrue, and the es-
timated survival probability of this approximation, Pest., is shown in the
bottom panel of Figure 6.6. It is clear that the error of predicting survival
probability, in the ∆m241 of interest, with the approximation of Gaussian
quadrature, can be lower than 10−6. At the same time, this approxima-
tion saves us a huge amount of computational time compared with the full
summation method.
6.2.3 Inhomogeneous Burning in the Reactor Cores
The thermal radial profile of a reactor might change at different burning
stages. In other words, neutrinos might not be always generated evenly
within the reactor. The effect was studied in [122] for the standard 3-ν
analysis and was found negligible. Figure 6.7, taken from [126], shows a
possible scenario of the change in the thermal radial profile in the 4 years of
running. The radial profiles at year 0 and year 4 deviate from the flat profile,
in which neutrinos are generated evenly, the most. The effects due to the
inhomogeneous burning in the reactor core at year 0 and year 4 were studied
with toy MC simulations. Figure 6.8 shows the distributions of the initial
(final) position of neutrinos in the reactor (detector) in the toy MC for the
year 0 radial profile. The difference in the estimated survival probability with
respect to the flat profile is shown in Figure 6.9. The largest difference in
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the ∆m241 range of interest is at the sub-percent level. We ignored this effect
for the following reasons. First, sub-percent level is one order of magnitude
smaller than the uncertainty for the rate of neutrino flux. Secondly, nuclear
power industry generally prefers uniform burning, and they re-fuel the reactor
cores accordingly. Furthermore, in the period of the data collected for this
analysis, each reactor core has several re-fueling processes, as shown in Figure
5.3. The effect due to inhomogeneous burning would have already smeared
out.
Figure 6.7: Thermal power profile of commercial reactors at different
burning stage [126]. The profiles at year 0 and year 4 are used since they
are the ones most different from a flat profile.
6.3 CLs Method
6.3.1 Motivation of Using CLs Method
Confidence interval (CI) is one of the most used statistical approach to
present the compatible or rejected region in a continuous parameter space.
For example, in the measurement of sin2 2θ13 and |∆m232|, I used CI to set
the compatible region within 1 and 2 σ as shown in Figure 5.12. For the
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Figure 6.8: The event distribution within the detector and the reactor for
thermal power profile at year 0.
CI method, a ∆χ2, defined as ∆χ2 = χ2(sin2 2θ13, |∆m232|) − χ2min, is calcu-
lated for each point in the parameter space of (sin2 2θ13, |∆m232|). The ∆χ2
distribution follows the chi-square distribution with two degrees of freedom
according to Wilks’s theorem, which is well described in [16]. Therefore, the
confidence interval of 1(2) σ is set in the region where ∆χ2 is smaller than
2.30 (6.18).
However, for the search of sterile neutrino in the parameter space of (sin2 2θ14,
∆m241), when sin
2 2θ14 is close to 0, the difference in χ
2 due to various ∆m241
values vanishes from Equation (6.1). When sin2 2θ14 = 0, the predicted
spectra remain the same regardless of the ∆m241 values. Therefore, the effec-
tive parameter space, as the difference in χ2 is concerned, diminishes when
sin2 2θ14 becomes closer to 0, as illustrated in Figure 6.10. Furthermore, the
Wilks’s theorem requires that “the parameter space contains open neighbor-
hood around the true value” [127]. This regularity condition does not stand
when sin2 2θ14 = 0. Therefore, the CI method might not be applicable in the
search of sterile neutrino since the Wilks’s theorem might fail.
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Figure 6.9: Absolute difference in oscillation probabilities due to different
thermal power profile of reactors. The difference is defined as
|Pflat − Pyeari |/Pflat, while Pflat (Pyeari) is the survival probability assuming
a flat (year-i) radial profile.
Feldman and Cousins [128] proposed to use MC to generate the parent
∆χ2 distribution and set the confidence level. The major disadvantage of
the Feldman-Cousins method is the large computational time needed. For
each test point on the parameter space of (sin2 2θ14, ∆m
2
41), a large number
(≥ 1000) of MC tests need to be fitted to obtain the parent ∆χ2 distribution.
When individual fitting process is slow due to detailed event prediction, the
Feldman-Cousins method becomes computationally impossible.
6.3.2 CLs Method
CLs method, with Gaussian approximation described in the next section, only
takes three times longer with less stringent regularity conditions than the CI
method. CLs method is a two-hypothesis test between H1(sin
2 2θ14, ∆m
2
41),
assuming 4-ν model with given oscillation parameters (sin2 2θ14, ∆m
2
41), and
H0, assuming the standard 3-ν model (sin
2 2θ14= 0). A ∆χ
2 is defined to
measure the difference between the two hypotheses:
∆χ2(x) = χ2H1(x)− χ2H0(x), (6.6)
where the χ2Hi is the minimum χ
2 assuming Hi is correct for data set x. When
∆χ2 < 0, H1 is preferred; when ∆χ
2 > 0, H0 is preferred. Furthermore,
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Figure 6.10: The change of phase space of sin2 2θ14 and ∆m
2
41. (a): The
parameter space shown in the Cartesian coordinate. (b): An illustration of
the change of the effective parameter space when the difference in ∆χ2 from
spectral difference is considered. When sin2 2θ14 is 0, the difference in ∆χ
2
vanishes for different ∆χ2 values. The figure is taken from [127].
let ∆χ2Hi represent the ∆χ
2 obtained by fitting MC spectra assuming Hi is
correct, and ∆χ2data is the ∆χ
2 obtained by fitting the true data. The p-value,
p1 (p0), of a given experiment with ∆χ
2 = ∆χ20, is defined as the probability
of a potential repeat experiment assuming H1 (H0), having a ∆χ
2 larger than
∆χ20. In other words, p-value of a measurement with ∆χ
2 = ∆χ20 is defined
as
pi(∆χ
2
0) = Probability
(
∆χ2(x|Hi) > ∆χ20
)
, (6.7)
where ∆χ2(x|Hi) is the ∆χ2 for a potential data set x when Hi is correct.
CLs value is then defined as
CLs =
p1
p0
. (6.8)
Left panel of Figure 6.11 illustrates how the CLs value is obtained. With
given probability density function of ∆χ2H1 and ∆χ
2
H0
, the CLs value of a
data set x is the ratio of the integrated area with ∆χ2 > ∆χ2(x) for the
probability density function of H1 over the one of H0.
CLs method is suitable for setting exclusion limits. When CLs value is
close to 0, H1 is clearly disfavored over H0. On the other hand, when CLs
value is close to 1, neither of H1 or H0 is rejected since both of them have
similar p-values. Furthermore, when extreme cases happen, that is, both p0
and p1 are close to 0, the traditional CI method, which uses only one p-value,
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might reject one hypothesis while in favor the other. In the CLs method, it
would be clear that H1 and H0 are indistinguishable.
6.3.3 Gaussian Approximation of ∆χ2 Distribution
It is crucial to get the ∆χ2 density function in a time-efficient manner with-
out actually generating and fitting a large number of MC data sets for each
pair of (sin2 2θ14, ∆m
2
41). As shown below, the ∆χ
2 density function can be
approximated by using a single data set, called the Asimov data set. This
would completely avoid the need to generate a large number of MC data sets
to obtain the ∆χ2 density function. The Asimov data set is the most typical
data set [129], or as defined in [130], Asimov data set is the data set that an
estimator recovers the true value of all the parameters. In practice, the Asi-
mov data set is the predicted spectra with all the nuisance parameters equal
to their best estimations without any statistical or systematic fluctuation.
We now show how the Asimov data set can be used to obtain the ∆χ2
density function. Let µi(β0, η) be the number of predicted events at i
th
energy bin with β0 ∈ H0 and given nuisance parameters η, while νi(β1, η)
is the number of predicted events with β1 ∈ H1. For convenience, β0 and
β1 will be dropped; µi will represent the event prediction for H0, while νi
will represent the one for H1. Assuming that H0 is correct, the number of
predicted events, Ni, at energy bin i with statistic fluctuation for MC test is
Ni = µi +
√
µigi, (6.9)
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where gi’s are independent Gaussian functions. The ∆χ
2 becomes
∆χ2 = χ2H1 − χ2H0 (6.10)
=
∑
i
2
(
νi −Ni +Ni log
(
Ni
νi
))
−
∑
i
2
(
µi −Ni +Ni log
(
Ni
µi
))
(6.11)
=
∑
i
(
2(νi − µi) + 2Ni log
(
1− νi − µi
νi
))
(6.12)
≈
∑
i
(
2(νi − µi)− 2Niνi − µi
νi
− 2Ni · 1
2
(
νi − µi
νi
)2)
(6.13)
≈
∑
i
(
2(νi − µi)
(
νi −Ni
νi
)
−Ni
(
νi − µi
νi
)2)
(6.14)
The second last line assumes that (νi − µi) ∼ √νi when the sample is large.
Substitute Equation (6.9) into the last line, then ∆χ2stat becomes
∆χ2 ≈
∑
i
νi − µi
νi
[
2(νi − µi)− 2√µigi − (µi +√µigi)
(
νi − µi
νi
)]
(6.15)
=
∑
i
νi − µi
νi
[
(νi − µi)
(
1 +
νi − µi
νi
)
−√µigi
(
2 +
νi − µi
νi
)]
(6.16)
=
∑
i
νi − µi
νi
[
(νi − µi)− 2√µigi + νi − µi
νi
(νi − µi − 2√µigi)
]
(6.17)
≈
∑
i
[
(νi − µi)2
νi
− 2√µiνi − µi
νi
gi +O(ν
−1/2
i )
]
(6.18)
When the sample is large, the terms with O(ν
−1/2
i ) can be ignored. Therefore,
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the probability function of ∆χ2 is a Gaussian with
∆χ2 =
∑
i
(νi − µi)2
νi
(6.19)
σ∆χ2 = 2
√∑
i
(νi − µi)2
ν2i
µi (6.20)
= 2
√∑
i
(νi − µi)2
νi
(
1− νi − µi
νi
)
(6.21)
≈ 2
√∑
i
(νi − µi)2
νi
−O(ν−1/2i ) (6.22)
≈ 2
√∑
i
(νi − µi)2
νi
(6.23)
≈ 2
√∣∣∣∆χ2∣∣∣ (6.24)
Note that ∆χ2 is equal to the ∆χ2(xAsimovH0 ) in Equation (6.19). Therefore,
the ∆χ2 distribution, assumingH0 is correct, can be approximated by a single
∆χ2(xAsimovH0 ) value. The nuisance parameters are dropped in the proof for
simplicity, since all nuisance parameters were also from measurements and
could be replaced by simple χ2stat terms. The same approximation can be
done for the ∆χ2 distribution assuming H1 is correct.
In summary, the ∆χ2 distribution forHi can be approximated by ∆χ
2(xAsimovHi )
with
∆χ2(xHi) ≡ ∆χ2Hi ≈ ∆χ2(xAsimovHi ) (6.25)
σ∆χ2Hi
≈ 2
√
|∆χ2Hi | (6.26)
Figure 6.12 shows the ∆χ2 distribution, assuming H1 is correct, via MC data
sets. The Gaussian approximation using ∆χ2(xAsimovH1 ) can represent the ∆χ
2
distribution well.
As a result, the CLs value, in practice, can be obtained by fitting three
data sets: the Asimov data set assuming H1, the Asimov data set assuming
H0, and the data. The process is shown in the right panel of Figure 6.11.
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Figure 6.11: Illustration of the CLs method. Left: The CLs value is defined
as p1/p0, which is equal to the red shaded area over the black one, and the
pi is the p-value of the data with respect to the Hi hypothesis. Right: The
∆χ2Hi ≡ ∆χ2(xHi) distribution is a Gaussian distribution with its mean
value equal to ∆χ2(xAsimovHi ), where the x
Asimov
Hi
is the Asimov data set
assuming Hi is correct. Therefore, instead of fitting a group of toy MC data
to generate the ∆χ2 distribution, the CLs value can be calculated by fitting
only three data sets.
6.3.4 Procedure
This section summarizes the procedure of the CLs method. For each pair of
(sin2 2θ14, ∆m
2
41), H1 is the hypothesis that sin
2 2θ14 and ∆m
2
41 are the true
values, while H0 is the standard 3-ν model. Three ∆χ
2’s are obtained by
fitting three different data sets. (1) ∆χ2data, defined as
∆χ2data = χ
2
H1
(xdata)− χ2H0(xdata), (6.27)
is calculated by fitting the data, xdata. The best-fit value of sin
2 2θ13 for H1
(H0) is denoted as sin
2 2θH113 (sin
2 2θH013 ). (2) ∆χ
2
H0
is calculated as
∆χ2H0 ≈ ∆χ2(xAsimovH0 ) (6.28)
= χ2H1(x
Asimov
H0
)− χ2H0(xAsimovH0 ) (6.29)
= χ2H1(x
Asimov
H0
)− 0 (6.30)
= χ2H1(x
Asimov
H0
), (6.31)
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Figure 6.12: An example of the ∆χ2 distribution of 10,000 MC tests for the
prompt energy spectra when H1 assumes sin
2 2θ14 = 0.02 and
∆m241 = 0.024 eV
2. The ∆χ2 is defined as χ2H1 − χ2H0 . Note that the ∆χ2
distribution is a Gaussian distribution as claimed in 6.3.3. The mean is
consistent with the ∆χ2(xAsimovH1 ) = −18.93 obtained via fitting the Asimov
data set. The σ of the Gaussian distribution is also consistent with the
prediction of σ = 2
√|∆χ2Asimov| = 8.70.
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where xAsimovH0 is the Asimov data set generated from H0 model with sin
2 2θ13
= sin2 2θH013 . (3) Similiarly, ∆χ
2
H1
is calculated as
∆χ2H1 ≈ ∆χ2(xAsimovH1 ) (6.32)
= −χ2H0(xAsimovH1 ), (6.33)
Furthermore, the CLs value is the probability of ∆χ
2
H1
larger than ∆χ2data
over the probability of ∆χ2H0 larger than ∆χ
2
data, and the distribution of ∆χ
2
Hi
is approximated by a Gaussian distribution. For a Gaussian distribution with
mean value µ and standard deviation σ, the area where x > x0 is
Areax>x0 =
1
2
(
1− 2
∫ x0
0
1
σ
√
2pi
e−
x2
2σ2 dx
)
(6.34)
=
1
2
(
1−
∫ x0/√2σ
0
2√
pi
e−t
2
dt
)
(6.35)
=
1
2
(
1 + Erf
(−x0√
2σ
))
, (6.36)
where Erf is the error function. With the Gaussian approximation in Equa-
tion (6.25) and (6.26) The CLs value is
CLs =
1 + Erf
(
∆χ2H1
−∆χ2data√
8∆χ2H1
)
1 + Erf
(
∆χ2H0
−∆χ2data√
8∆χ2H0
) . (6.37)
6.4 Sensitivities
The sensitivities of the sterile neutrino search at Daya Bay is studied via
taking the Asimov data set assuming H0 as data [130]. Therefore, the CLs
value for sensitivities is calculated by replacing ∆χ2data with ∆χ
2
H0
. Equation
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(6.37) becomes
CLs =
1 + Erf
(
∆χ2H1
−∆χ2H0√
8∆χ2H1
)
1 + Erf
(
∆χ2H0
−∆χ2H0√
8∆χ2H0
) (6.38)
= 1 + Erf
∆χ2H1 −∆χ2H0√
8∆χ2H1
 . (6.39)
Figure 6.13 shows the resulting sensitivities of Daya Bay 6-AD and 6+8-AD
data sets. Roughly a factor of two improvement in sin2 2θ14 is consistent
with the increase of statistics from 6 to 6+8AD. Figure 6.13 also shows the
sensitivity contribution from different EH combinations. The combination of
two near sites, EH1 and EH2, contribute to the larger ∆m241 region, while
the combination of EH1 and the far site, EH3, contribute to the lower ∆m241
region since it corresponds to larger L/E range. At ∆m241≈∆m232, the sen-
sitivity is weaker since the oscillation due to sin2 2θ13 and sin
2 2θ14 becomes
indistinguishable.
Figure 6.14 shows how various systematic uncertainties (systematics) in-
fluence the sensitivity of sterile neutrino search. For the black curve in Fig-
ure 6.14, only the statistical and reactor flux uncertainties were included in
the minimization process, while all the other systematics were fixed at their
best-estimated values. The reactor flux uncertainties were included to let
the shape of reactor spectra change so that the analysis was actually a rel-
ative measurement between near and far sites. Each group of systematics
was turned on, that is, was included in the fitting process, respectively. The
sensitivity with all the systematics turned on is also shown for reference.
Most systematic terms have negligible effects on the sensitivity curve. At
∆m241 < 2 × 10−3 eV2, the uncertainties of relative energy scale, detector
efficiencies and |∆m232| are important. At ∆m241 > 0.2 eV2, the uncertainties
of the overall normalization become important, since for large ∆m241 region,
the existence of sterile neutrino manifests itself in the deficit of the measured
neutrino rate.
Figure 6.15 shows the final sensitivity for Daya Bay sterile neutrino search.
A factor ∼ 2 improvement on the constraint of sin2 2θ14 from P14A (6+8 AD)
data set is expected. By the end of 2017, another factor of two improvement
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Figure 6.13: Sensitivities of different EH combinations in 6 and 6+8 AD
period. The configuration of multiple baselines enables Daya Bay to cover a
large ∆m241 region; EH1 + EH2 is sensitive to larger ∆m
2
41 region, while
EH1 + EH3 is sensitive to lower ∆m241 region.
is expected. A comparison with EH1-AD1 being removed in July, 2016 for
possible LS replacement is also shown.
6.5 Results
The results of the sterile neutrino analysis are presented in two ways. First,
a p-value for the best-fit 4-ν analysis is presented. Secondly, the excluded
region on the parameter space of sin2 2θ14 and ∆m
2
41 is shown.
For the 4-ν (3-ν) analysis, the minimum χ2 is 179.74 (183.87). The free
parameters are sin2 2θ14, ∆m
2
41, and sin
2 2θ13 for the 4-ν analysis, while in
the 3-ν analysis, only sin2 2θ13 is free. Therefore, the number of degree of
freedom in the 4-ν (3-ν) analysis is 26 × 8 − 3(1) = 205 (207). The best-fit
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Figure 6.14: Studies of systematic uncertainties for sterile neutrino search.
The black line corresponds to the sensitivity if only statistical and reactor
flux uncertainties were included. Groups of different uncertainties are
respectively included to show the effects. At low ∆m241, the uncertainties of
oscillation parameters, especially ∆m232, becomes important. At high ∆m
2
41,
the constraint on overall normalization becomes significant. The “LBNL
Stats” curve is the statistical only contour obtained by the LBNL group. It
is consistent with my results.
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Figure 6.15: Projection of sensitivity for Daya Bay sterile neutrino search
by the end 2017. A factor of ∼2 improvement from 6 AD to P14A(6+8
AD) period is observed. Another factor of 2 is expected at the end of 2017.
The green curve shows that a possible removal of EH1AD1 (in discussion)
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Table 6.2: Summary of the best-fit results with AdScaled data. |∆m232| is
constrained by the 2014 PDG value, and normalization is constrained to
5%.
Model sin2 2θ13 sin
2 2θ14 |∆m241|[eV2] χ2/NDF
4ν 0.0849 9.53× 10−3 3.85× 10−2 179.74/205
3ν 0.0845 N/A N/A 183.87/207
Table 6.3: Constraints on ∆m232 by different references.
Experiments Normal(×10−3) Inverted(×10−3)
MINOS [20] 2.37± 0.09 2.425± 0.105
T2K [22] 2.51± 0.10 2.555± 0.10
PDG [16] 2.44± 0.06 2.52± 0.07
values are summarized in Table 6.2.
To get the p-value of the 4−ν result, 1000 toy MC tests, assuming 3-ν
model is correct with both systematic and statistical uncertainties fluctuated,
were generated. The distribution of the ∆χ2, defined as χ23ν−χ24ν , is shown in
Figure 6.16. With the ∆χ2 for data equal to 4.13, the corresponding p-value
is 0.43. No significant signal of sterile neutrino was found. Note that the
∆χ2 distribution in Figure 6.16, as claimed in the beginning of this chapter,
does not follow the Chi-Square distribution. Therefore, traditional way of
setting the excluded contour by the ∆χ2 assuming Chi-Square distribution
is not applicable. The CLs method was used to set the excluded region.
The excluded region using the CLs method is shown in Figure 6.17. The
effect of different reconstruction method between AdSimple and AdScaled
is shown in Figure 6.18 and is found negligible. The effects of different
∆m232 constraints, as listed in Table 6.3, are shown in Figure 6.19. Different
choices of ∆m232 influences the exclusion region below ∆m
2
41<|∆m232|, since
the effect of the existence of sterile neutrino at this region is similar to the
one of sin2 2θ13.
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Figure 6.16: ∆χ2 distribution of 1000 toy MC tests to determine the
p-value for sterile neutrino search. The ∆χ2 is defined as χ23ν − χ24ν . The
∆χ2 for data is 4.134, corresponding to a p-value of 0.43.
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Figure 6.17: CLs contours for the sterile neutrino search at Daya Bay.
Current result (P14A) and our previous result (6AD) are both shown. The
exclusion region for Bugey experiment, another reactor neutrino
experiment, is also shown for reference.
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Figure 6.18: Comparison of AdSimple and AdScaled data sets. The
difference is negligible.
Figure 6.19: Comparison of sterile neutrino exclusion contours for different
|∆m232| constraints as listed in Table 6.3. The biggest difference occurs at
∆m241<|∆m232|.
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Chapter 7
Combined Analysis of Daya Bay, Bugey and
MINOS Experiments
One of the most intriguing hints of the existence of sterile neutrino is from the
LSND [34] experiment, and its successor, the MiniBooNE [35] experiment.
Both LSND and MiniBooNE measured the oscillation of ν¯µ → ν¯e at the range
of ∆m2 ≈ 1 eV2 with an effective mixing angle sin2 2θµe ≡ sin2 2θ14 sin2 θ24.
Daya Bay, while capable of searching for sterile neutrino in the ν¯e → ν¯e
channel and therefore sensitive to sin2 2θ14, cannot be directly compared with
LSND or MiniBooNE. On the other hand, MINOS, measuring the survival
probability of muon neutrinos and sensitive to sin2 θ24, cannot be directly
compared with LSND or MiniBooNE either. However, the results of a com-
bined analysis of Daya Bay and MINOS could be compared with LSND and
MiniBooNE in the same parameter space. With the inclusion of the Bugey-3,
another reactor neutrino experiment with shorter baseline than Daya Bay,
the result of the combined analysis can cover a wide ∆m2 range.
The oscillation formalism was already discussed in Section 2.3.1. There-
fore, this chapter starts with the reproduction of the Bugey-3 analysis shown
in Section 7.1. An update on the neutrino flux prediction for the Bugey-3
experiment and the method for combining the Daya Bay and Bugey-3 exper-
iment is shown in Section 7.2. The combined results for Daya Bay, Bugey-3,
and MINOS experiments are shown in Section 7.3.
7.1 Reproduction of the Bugey-3 Experiment
Bugey Nuclear Power Plant at France contains four Pressurized Water Re-
actors, each with 2800 thermal megawatts, and one obsolete gas-cooled re-
actor of smaller power. The three identical detector modules of the Bugey-
3 [131, 132] experiment were placed at two positions: Module 1 was placed
at position 1 in the reactor 5 building, 15 meters from the reactor core; mod-
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ules 2 and 3 were located at position 2 in a concrete bunker 40 meters from
reactor 5. When reactor 5 was off, module 1 at position 1 records observed
reactor neutrinos coming from reactor 4, which is 95 meters away from mod-
ule 1. Therefore, reactor neutrinos were observed at three different baselines:
15, 40, and 95 meters. Figure 7.1 shows the schematic configuration of the
Bugey reactors and detector modules.
At position 1 (2), layers of lead (iron), water, and B4C neutron absorber
shielded the module(s) against cosmic muons. Muons passing the shielding
were tagged via another 8-cm liquid scintillator (LS) layer. Each of the three
modules was a 122× 62× 85 cm3 tank containing 600 liters of 6Li-doped LS.
Each module, as shown in Figure 7.2, was further divided into 8 cm × 8 cm
× 85 cm optically-separated cells, with 3-inch PMTs installed on both ends
of each cell. About 150 photoelectrons are detected per MeV. The position
of each event along the cell direction (z-axis) was determined by the ratio of
the collected photoelectrons on each side of the cell.
Reactor anti-neutrinos were observed via the same IBD interaction, ν¯e +
p→ e+ +n, as in Daya Bay. The prompt signal came from positron-electron
annihilation. However, Bugey-3 represented their results in the kinetic energy
of the positrons, Ke+ . In their original paper, Ke+ is represented as Epositron,
and I will follow this convention for all the Bugey-3 analysis. The relation
between the neutrino energy Eν¯e and the positron kinetic energy can be
approximated as
Eν¯e ≈ Epositron + 1.8 MeV. (7.1)
Note again that Epositron is the kinetic energy, instead of the total energy, of
the positron. In my reproduction of the Bugey-3 results, Epositron is approx-
imated to the first order, as discussed in the Daya Bay event prediction in
Section 5.1.2. The delayed signal was from the capture of the thermalized
neutron on 6Li:
n+ 6Li→ 4He + 3H + 4.8 MeV. (7.2)
The delayed signal was tagged with both an energy cut and a pulse shape
discrimination due to the strong quenching effects of the ion products. In
total, Bugey-3 observed around 150,000 IBD events.
To reproduce Bugey-3’s result, the ratios of the observed prompt spectra
over predicted ones at three baselines are analyzed, as shown in Fig. 17 in
[131] and reprinted in Figure 7.3. Details of the reproduction method are
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discussed in the following sections, including the simplification of the oscil-
lation equation (7.1.1), reactor information (7.1.2), energy scale and energy
resolution(7.1.3), and the test statistics methods (7.1.4). The reproduction
of Bugey-3’s result is also documented in [133].
7.1.1 Oscillation Equation
Bugey-3 experiment has rather short baselines. Therefore, in the ∆m241 region
of interest for Bugey-3, |∆m241| is much larger than |∆m231| or |∆m221|. Oscil-
lation due to the standard 3-ν model is also negligible, that is, ∆m232(L/E)
1. Therefore, the 2-ν approximation in (1.47) is used:
Pν¯e→ν¯e(L/E) = 1− sin2 2θ14 sin2
(
1.267∆m241
L
E
)
. (7.3)
In the reproduction of Bugey-3’s result, this 2-ν approximation is used; in the
combined analysis of Daya Bay and Bugey-3 discussed in 7.2.2, the full 4-ν
oscillation equation (Equation (2.8)) is used. The change of the oscillation
probability due to the energy bin width is considered with Equation (6.2),
the same as the sterile neutrino analysis for Daya Bay.
The finite-size effect of the reactor and detector modules is larger than
Daya Bay due to the short baselines of Bugey-3. A toy MC study similar to
the Daya Bay one in Section 6.2 was conducted with the radius (height) of
the Bugey reactor equal to 1.61 (3.66) m [134]. A 10-point Gaussian function
with standard deviation equal to 1.26 (1.0) meters was used to approximate
this finite-size effect for module(s) at position 1 (2).
7.1.2 Reactor Information
For the reactor neutrino spectra from 235U, 239Pu, and 241Pu, the Bugey-
3 experiment used the ILL measurement [106, 107]. For 238U, the Bugey-3
obtained the neutrino spectrum from private communication with H.V. Klap-
dor and J. Metzinger (reference 17 in [131]). Therefore, Vogel’s spectra [135]
for 238U and ILL’s measurement were used for my reactor neutrino flux. A
modification of neutrino flux with updated prediction from Huber[108] and
Mueller[43] is discussed in 7.2.1.
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Figure 7.1: The schematic illustration of the configuration of the Bugey-3
experiment, taken from Fig. 4 in [132]. Top: Relative locations of position
1 and 2 to reactor 5. Bottom: Relative locations of position 1 and 2 to all
four PWR reactors. Module 1 was located in position 1, while module 2 and
3 were at position 2. Reactor 5 is 15 (40) meters from position 1 (2). When
reactor 5 is off, module 1 has a 95-m baseline to reactor 4. Reactor 2, 3,
and 1 (to the left of the figure) were too far to be included in the analysis.
168
Figure 7.2: The schematic illustration of a Bugey-3 detector module, taken
from Fig. 2 in [131]. Each module was divided into 7×14 cells.
Figure 7.3: The ratio of the observed positron kinetic energy over predicted
one at Bugey-3, taken from Fig. 17 in [131].
169
The reactor history, including both reactor power and isotope composition,
is not given in Bugey-3’s papers. For the reactor power, since it is the ratios
of the observed over predicted spectra in Figure 7.3 that are being analyzed,
the reactor power information is canceled. However, the isotope composi-
tion might influence the shape of the predicted neutrino spectra. While the
isotope composition is not provided in Bugey-3’s paper, the average isotope
fission fraction of Bugey-4 experiment [136] is used. For 235U, 238U, 239Pu,
and 241Pu, the fraction is 53.8%, 7.8%, 32.8%, and 5.6%, respectively. Dif-
ferent fission fractions have been tested and found to have negligible effects.
7.1.3 Energy Scale and Energy Smearing
In the Bugey-3 paper, the energy resolution is 6% at 4.2 MeV. Nevertheless,
the energy resolution for the whole energy range was not provided. Energy
resolution with the equation as the Daya Bay one is used:
δE
E
=
√
a2 +
b2
E
+
c2
E2
(7.4)
with a, b, and c equal to 1.508× 10−2, 1.155, 5.916× 10−2, respectively. The
numbers are modified from the Daya Bay resolution so that the resolution is
fixed at 6% at 4.2 MeV. The energy scale in Bugey-3 experiment was assumed
linear as shown in Figure 7.4, while the value of the absolute energy scale
was not explicitly given. Different values of absolute energy scale have been
tested, and an absolute energy scale of 0.93 was applied to all three modules
for its closeness of the no-oscillation prediction to the data, as shown in
Figure 7.5. The predictions, including both energy resolution and energy
scale, at each baseline without oscillation are shown in Figure 7.6.
7.1.4 The Definition of χ2 and the Test Statistical Methods
The original χ2 definition, eq. 9 in [131], fitted the observed positron spectra
in Figure 7.6. However, the reactor history, the absolute efficiency, and even
the precision of the digitized values and errors were not accessible in the
paper. Therefore, a similar χ2 developed by P. Huber [137] in his global
analysis was used. The χ2 definition is similar to the one of Bugey-3’s, but it
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Figure 7.4: Energy scale at Bugey-3, taken from Fig. 4 in [131]. The
absolute energy scale is assumed linear in Bugey-3.
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Figure 7.5: Comparison of energy scale inputs of Bugey-3 prediction. The
absolute energy scale for our analysis is set at 0.93 for all three modules in
my analysis.
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Figure 7.6: Bugey-3 data vs. prediction without oscillation at each baseline.
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uses the ratio of observed over predicted no-oscillation MC spectra as data.
The χ2 is defined as
χ2 =
3∑
j=1
 Nj∑
i=1
(
((1 + A)(1 + aj) + b(Ej,i − 1.0))Rprej,i −Robsj,i
)2
σ2j,i
+
a2j
σ2aj

+
A2
σ2A
+
b2
σ2b
,
(7.5)
with A being the overall normalization for all three baselines, and aj being
the individual normalization. The systematic uncertainty for energy scale is
considered by b, which is directly taken from Bugey-3 MC study [131]. Nj’s
are the numbers of bins at each baseline with N1, N2, and N3 equal to 25, 25,
and 10, respectively. The σaj ’s are the error of relative normalization, which
is equal to 1.414%. The σA is the squared difference between the error of the
absolute normalization, σan = 5%, and the σaj ; that is, σA =
√
σ2an − σ2aj =
4.796%. The uncertainty in the energy scale, σb, is 2%.
The Bugey-3 experiment showed the excluded region via raster scan. In
the raster scan, for each given ∆m241, a minimum χ
2 is found with sin2 2θ14
= sin2 2θ14,min. A ∆χ
2 for each sin2 2θ14 values at the given ∆m
2
41 is defined
as
∆χ2(sin2 2θ14) = χ
2(sin2 2θ14)− χ2(sin2 2θ14,min). (7.6)
Since the ∆m241 region for Bugey-3 is larger than the one for Daya Bay,
∆χ2(sin2 2θ14) follows a chi-square distribution with one degree of freedom.
Therefore, an exclusion region can be drawn for the 90% confidence level.
Figure 7.7 shows the original Bugey-3 exclusion contour and the reproduced
one.
7.2 Combined Analysis of Daya Bay and Bugey-3
Before combining the analysis of Daya Bay and MINOS, the analysis for the
reactor neutrino part is first combined for Daya Bay and Bugey-3 in order to
cover the largest ∆m241 region for sin
2 2θ14. In the combined analysis of Daya
Bay and Bugey-3, the reactor flux used by Bugey-3 needs to be first updated
to the latest result which is used by Daya Bay. Then a modified fitter that
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Figure 7.7: Comparison of Bugey-3’s, Huber’s [137], and my reproduced
contours.
simultaneously minimize the χ2 from Daya Bay and Bugey-3 is constructed
in 7.2.2.
7.2.1 Neutrino Flux Modification
As mentioned in Section 7.1, by fitting the ratios of the observed spectra over
the predicted spectra generated by MC, the complexity of the reactor power
history and absolute efficiency of each modules can be avoided. Furthermore,
digitizing the observed spectra introduces additional uncertainties due to
poor image quality, while the figure of the ratios is clearer. However, in the
combined analysis with Daya Bay, the prediction of the reactor neutrino flux
needs to be updated. In the original Bugey-3 analysis, the ILL+Vogel model
was used [106, 107, 135], while in the Daya Bay analysis the more recent
Huber+Mueller model was used [43, 108]. Therefore, the ratios need to be
updated with the newer model. The updated ratio, R′i, of an energy bin Ei
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from the original ratio R0i should be
R′i =
S(Ei)
PHM(Ei)
=
S(Ei)
PIV (Ei)
PIV (Ei)
PHM(Ei)
= R0i ×
PIV (Ei)
PHM(Ei)
,
(7.7)
where S(Ei) is the observed spectra and PIV (PHM) represents the predicted
spectra with ILL+Vogel (Huber+Mueller) reactor flux. Figure 7.8 shows the
difference between the two prediction models. Figure 7.9 shows the updated
ratio R′i, and Figure 7.10 shows the change in the exclusion contour. The
change in the contour happens in the high ∆m241 region which is sensitive
to the overall normalization, since there is a ∼ 5% difference in the rate of
neutrino flux between the predictions from these two models.
7.2.2 Combined Analysis of Daya Bay and Bugey
Experiments
In the combined analysis of Daya Bay and Bugey-3, all the oscillation-related
parameters, including sin2 2θ14, sin
2 2θ13, sin
2 2θ12, ∆m
2
41, ∆m
2
32, ∆m
2
21, and
the overall normalization are fully-correlated between Daya Bay and Bugey-3.
All the other parameters, including both detector-related and background-
related terms, are fully uncorrelated between Daya Bay and Bugey-3. There-
fore, a combined χ2DY B+BGY is constructed with the original χ
2
DY B from Daya
Bay and χ2BGY from Bugey-3:
χ2DY B+BGY = χ
2
DY B + χ
2
BGY −
∑
j
(
ηj − η¯j
σηj
)2
(7.8)
where j sums over the oscillation-related penalty terms, that is, sin2 2θ12,
∆m232, ∆m
2
21, and the overall normalization to avoid double counting of these
penalty terms. The ηj is the value of those oscillation parameters used for
event prediction, while η¯j and σηj are the best-estimated value and error
for those oscillation parameters. Therefore, the CLs contour can be drawn
with CLs procedures identical to those used in our previous sterile neutrino
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Figure 7.8: Comparison of reactor neutrino predictions with ILL+Vogel
and Huber+Mueller model at 15 m baseline. The lines are predicted with
3-ν model, while sin2 2θ14 is set to 0. The red lines corresponds to the
ILL+Vogel model without spent-fuel or off-equilibrium corrections, while
the blue lines correspond to the ILL+Vogel model with these corrections.
The ratios used is the ILL+Vogel model without spent-fuel or
off-equilibrium over the Huber+Mueller model, that is, the red line over the
black line. For modules at 40 m and 95 m, similar corrections for the flux
were applied.
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Figure 7.9: Adjusted ratios of observed over predicted MC spectra for each
baseline at Bugey-3. Note that the adjusted ratios are generally lower than
the original, since the flux of the updated prediction from Huber+Mueller
is higher.
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Figure 7.10: Reproduced Bugey contour with updated flux. Red (blue) line
corresponds to the reproduced Bugey-3 contour with ILL+Vogel
(Huber+Mueller) model. Note that the biggest change is at the high ∆m214
region, where the existence of sterile neutrino manifests itself in the deficit
of the overall rate of the neutrino flux. The consistency between Daya Bay
and updated Bugey-3 results at high ∆m214 shows that both observed a
deficit in the rate of the reactor neutrino flux.
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analysis. Figure 7.11 shows the result of the combined analysis of Daya Bay
and Bugey-3.
7.3 Combined Analysis of the Daya Bay, Bugey-3, and
MINOS Experiments
The combined analysis of the Daya Bay, Bugey, and MINOS experiments is
intended to be compared with the results from LSND and MiniBooNE in the
parameter space of (sin2 2θ14 sin
2 θ24, ∆m
2
41). The analysis of Daya Bay and
Bugey-3 is conducted in the parameter space of (sin2 2θ14, ∆m
2
41), while the
analysis of MINOS is in the parameter space of (sin2 θ24, ∆m
2
41).
7.3.1 MINOS Experiment
The MINOS experiment, the Main Injector Neutrino Oscillation Search [138,
139], is a long-baseline neutrino experiment that observes the neutrinos gener-
ated by Neutrinos at the Main Injector (NuMI) facility at the Fermi National
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Accelerator Laboratory. The MINOS experiment consists of a 1-kton Near
Detector (ND) located 1 km downstream from the NuMI beam target and a
5.4-kton Far Detector (FD) located 735 km away in the Soudan Underground
Laboratory in Minnesota. The MINOS detectors are calorimeters that utilize
alternating layers of 2.54 cm thick of steel, 1 cm thick of plastic scintillator,
and 2 cm wide of air gap. The steel layers are magnetized to distinguish µ+
from µ− generated from the charged current interactions of ν¯µ and νµ. The
scintillator layers are composed of 4.1 cm wide stripes, and the direction of
the stripes in one layer is perpendicular to the direction of the stripes in the
previous scintillator layer to allow 3-dimensional tracking ability.
The NuMI beam [139, 140] extracts the 120 GeV protons beam from the
Main Injector and bends it toward the MINOS FD. The proton beam is
focused on a graphite target and the produced secondary particles are selected
by two magnetic horns to a 675 m long decay pipe. Neutrinos are produced
by the decay of the secondaries, e.g., pi+ → µ+νµ. In the neutrino dominant-
mode, νµ takes 92.9% of the total neutrino beam with small contribution of
ν¯µ (5.8%). Electron neutrino contributes to 1.2%, while ν¯e contribution is
only 0.1%. The data set being analyzed by the MINOS collaboration for the
combined analysis is the full samples obtained in the low energy neutrino-
dominant mode with
〈
Eν
〉 ∼ 4 GeV and 10.56×1020 protons-on-target [141].
Energy spectra from both charged current (CC) and neutral current (NC)
interactions were used in the analysis. If ∆m241 is between 0.01 to 0.1 eV
2,
the observed CC energy spectra at the Far Detector would be distorted. For
∆m241 between 0.1 to 1 eV
2, the ND is still insensitive to the oscillation
due to sterile neutrino, while the oscillation effect has been smeared out
before the FD. The existence of sterile neutrino at this ∆m241 range would
cause a rate difference between ND and FD. For ∆m241 larger than 1 eV
2,
the energy spectra at the ND would be distorted. Figure 7.12 shows the
effects of neutrino oscillation due to sterile neutrino at different mass-squared
splitting range. The cross sections of NC interactions are the same for all
three active neutrinos, so are their signature in the detectors. Therefore, the
oscillation between three active neutrino is indistinguishable for NC events,
while sterile neutrino does not contribute to the NC interactions. Therefore,
the oscillation from active to sterile neutrino can be observed in an energy-
dependent ratio between the FD and ND energy spectra using both the CC
and NC interactions.
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The MINOS experiment, measuring the survival probability of νµ, is sensi-
tive to sin2 θ24, according to Equation (2.15). Figure 7.13 shows the MINOS-
only sterile neutrino search on the parameter space of sin2 θ24 and ∆m
2
43.
7.3.2 Combined Analysis
For the combined analysis, the MINOS analysis converts ∆m243 into ∆m
2
41.
We divided the mass-squared splitting range of ∆m241 from 10
−4 eV2 to 100
eV2 into 100 equal-sized bins in log scale. In the combined analysis of Daya
Bay and Bugey-3, the sin2 2θ14 axis range is divided into 50 equal-sized bins.
For MINOS, the sin2 θ24 axis is also divided into 50 bins. Therefore, there
are 50 × 50 different combination of (sin2 2θ14,sin2 θ24). The products of
sin2 2θ14 and sin
2 θ24 are binned into 50 equal-sized bins in log scale. For
a bin with given ∆m241 and sin
2 2θ14 sin
2 θ24≡sin2 2θµe, it might have several
possible combinations of sin2 2θ14 and sin
2 θ24. The CLs value of each possible
combination is calculated; the largest CLs value among all the combinations
in a given bin is the final CLs value, according to a Frequentist’s approach.
For each combination of sin2 2θ14 and sin
2 θ24, the individual CLs value is
determined via following steps:
1. N values of ∆χ2Hi
∣∣
DY B+BGY
are randomly generated for the combined
analysis of Daya Bay and Bugey-3. The ∆χ2Hi distribution is generated
by the Gaussian approximation with ∆χ2(xAsimovHi ) discussed in Section
6.3.3.
2. N values of ∆χ2Hi
∣∣
MNS
are randomly generated from the ∆χ2Hi distri-
bution that MINOS obtained via MC tests.
3. Each value of the ∆χ2Hi
∣∣
DY B+BGY
is randomly added with one value of
the ∆χ2Hi
∣∣
MINOS
to form a new distribution of ∆χ2Hi
∣∣
DY B+BGY+MNS
.
4. The ∆χ2 of data is calculated as ∆χ2data|DY B+BGY+MNS = ∆χ2data|DY B+BGY
+ ∆χ2data|MNS.
5. The CLs value for this combination of sin
2 2θ14 and sin
2 θ24 can be calcu-
lated with ∆χ2data|DY B+BGY+MNS and the newly generated distribution
of ∆χ2H0
∣∣
DY B+BGY+MNS
and ∆χ2H1
∣∣
DY B+BGY+MNS
.
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Figure 7.12: Active neutrino oscillation probabilities at MINOS with
different ∆m243 values. For small ∆m
2
43 (upper panel), the oscillation can be
observed by the distortion of energy spectra at the FD. For ∆m241= 0.5 eV
2
(center panel), a rate deficit between the FD and the ND would be
observed. For large ∆m243 (bottom panel), the energy spectra at the ND is
distorted. For neutral current interactions, the oscillation between active
and sterile neutrinos can be recognized in the energy-dependent oscillation
probability at the FD. The figure is taken from [141].
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Figure 7.13: The exclusion contour of the MINOS sterile neutrino search on
the parameter space of ∆m243 and sin
2 2θ24. The MINOS experiment covers
a wide range of ∆m243 from 10
−3 eV2 to 100 eV2. The figure is taken from
[141].
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Figure 7.14: Cross checks for the combined analysis of Daya Bay (6-AD),
Bugey-3, and MINOS experiments. The combined analysis was conducted
by En-Chuan (EC), Yury, and Adam from the MINOS collaboration.
It is found that the number of MC tests, N, has little impact on the final
contour, and N is set at 10,000. Figure 7.14 shows a crosscheck between
three independently-developed algorithms with Daya Bay 6-AD data set.
A consistent result is obtained. Figure 7.15 shows the final result of the
combined analysis with Daya Bay 8-AD data set together with the results
from other experiments, which were discussed in Section 2.2.1. A large region
at the low ∆m241 region is excluded by the combined analysis of Daya Bay,
Bugey, and MINOS.
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Figure 7.15: The excluded region on the parameter space of ∆m241 and
sin2 2θµe for the combined analysis of Daya Bay, Bugey, and MINOS. The
allowed regions for the LSND and MiniBooNE experiments as well as the
excluded regions from other accelerator experiments are plotted. See
Section 2.2.1 for more discussion about the sterile neutrino search with
accelerator neutrinos.
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Chapter 8
Conclusions and Future Prospects
8.1 Conclusions
In this thesis, I have first briefly reviewed some of the neutrino experiments
that shaped our understanding of neutrino properties and built the standard
3-ν oscillation model. The experimental hints and constraints of the exis-
tence of additional neutrino flavor(s), or the sterile neutrino, were discussed.
The Daya Bay reactor neutrino experiment was designed to measure sin2 2θ13
with eight identical ADs. Two ADs are located in each of the two near sites,
while four ADs are located at the far site with a baseline around the first
∆m231 oscillation minimum. In this thesis, the results with 217 days of 6-AD
data and 404 days of 8-AD data were reported. The neutrino events were
selected via the prompt-delay signature of IBD reaction with multiple quality
checks. A chi-square analysis was constructed with event prediction properly
considering both the reactor-related and detector-related uncertainties. The
analysis found sin2 2θ13= 0.083 ± 0.0047 and ∆m232= (2.43 ± 0.10) × 10−3
eV2 with the AdSimple data set, assuming normal mass hierarchy. This re-
sult from Daya Bay is currently the most precise measurement of sin2 2θ13,
as shown in a global comparison of the measurement of sin2 2θ13 in Figure
8.1. A sterile neutrino search was also conducted in the parameter space of
sin2 2θ14 and ∆m
2
41 via observing the distortion of the measured energy spec-
tra. A direct comparison with the LSND and MiniBooNE results was made
possible via a combined analysis of Daya Bay, Bugey, and the MINOS exper-
iments. The allowed regions from the LSND and MiniBooNE experiments
were excluded for ∆m241< 1.5 eV
2 at 90% C.L.
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Figure 8.1: The global comparison of sin2 2θ13 measurements. The Daya
Bay 563 (live)days results is obtained by analyzing the P14A data set. This
result still remains the most precise measurement of sin2 2θ13 until now.
The figure is made by S. Jetter [142].
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8.2 Future Prospects
8.2.1 Impact of the Precise Measurement of sin2 2θ13
The surprisingly large value of the sin2 2θ13 found by Daya Bay, RENO, and
Double Chooz experiments opened a door for the measurements of the CP
phase in long-baseline accelerator experiments and mass hierarchy in reactor
and accelerator experiments.
For accelerator experiments, including the T2K [143], NOνA [144], and
MINOS [20], the measured global sin2 2θ13 has been used to constrain the
CP phase. The accelerator experiments observe the appearance of electron
(anti)neutrino from a muon (anti)neutrino beam with the oscillation proba-
bility to the first order of α ≡∆m221/∆m231:
Pνµ→νe ≈ sin2 2θ13 sin2 θ23
sin2 ∆31(A− 1)
(1− A)2
+ α cos θ13 sin 2θ13 sin 2θ12 sin 2θ23 cos(∆31 + δCP )
sin ∆31A
A
sin ∆31(1− A)
(1− A) ,
(8.1)
where A = 2
√
2GFneE/∆m
2
31 for the mass effect. From the equation above,
it is clear that the second term, which is sensitive to δCP , is proportional to
the value of sin 2θ13. Therefore, with a well-constrained and large sin
2 2θ13
from the reactor neutrino experiments, the accelerator experiments can bet-
ter measure the CP phase, as illustrated in Figure 8.2. Furthermore, in Equa-
tion (8.1), the terms α, ∆31, and A are all sensitive to the mass hierarchy.
Therefore, the accelerator neutrino experiments also have some sensitivities
to the mass hierarchy. The DUNE experiment [145], the next-generation ac-
celerator experiment with liquid argon time-projection chamber (LArTPC)
as the far detector at a baseline about 1300 km, has also proposed to measure
the CP-phase and unambiguously determine the mass hierarchy.
For reactor neutrino experiments, The JUNO (the original Daya Bay II)
experiment [146–148] has proposed to determine the neutrino mass hierarchy
with reactor neutrinos at a baseline about 50 km near the first minimum of
the ∆m221 oscillation. The survival probability of ν¯e is shown in Equation
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Figure 8.2: Final sensitivity of T2K on CP phase assuming δCP = 0 with
and without reactor neutrino constraint on sin2 2θ13. The upper row shows
the results without constraints on sin2 2θ13 from reactor experiments, and
the lower row shows results with sin2 2θ13 constrained by reactor
experiments. The well measured sin2 2θ13 help T2K to constrain the CP
phase better. The NH(IH) is the normal (inverted) mass hierarchy. The
figure is taken from [143].
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Figure 8.3: Oscillation probability around the first ∆m221 oscillation
minimum. At the minimum of 1− P21, the oscillation from P31 and P32 has
the largest signal to noise ratio. The difference between NH and IH can be
observed via the small difference in the oscillation frequencies for P31 + P32.
(1.60), and it can be separated into three parts:
Pν¯e→ν¯e = 1− P21 − P31 − P32
P21 = cos
4 θ13 sin
2 2θ12 sin
2 ∆21
P31 = cos
2 θ12 sin
2 2θ13 sin
2 ∆31
P32 = sin
2 θ12 sin
2 2θ13 sin
2 ∆32,
(8.2)
also illustrated in Figure 8.3. The relative amplitude for P21, P31, and P32
are about 40:2:1. P31 and P32 have slightly different oscillation frequencies,
while P31 has a larger amplitude than P32. For normal hierarchy (NH), since
∆m231>∆m
2
32, P31 oscillates faster than P32. For inverted hierarchy (IH), P32
oscillates faster than P31. For baseline at ∆m
2
21 oscillation minimum, the
Pν¯e→ν¯e has maximum suppression so that the oscillation due to P31 and P32
has the largest signal to noise ratio [149]. As a result, the Fourier transform
of the energy spectra can tell the interference effect between ∆m232 and ∆m
2
31
and determine the mass hierarchy.
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8.2.2 Future Search for Sterile Neutrino
As shown in Figure 6.15, Daya Bay will lower the current limit on sin2 2θ14
by roughly half for 2 × 10−4 eV2 <∆m241< 0.2 eV2 in the end of 2017. The
PROSPECT experiment [150, 151] is designed to search for sterile neutrino
from a highly-enriched reactor core with >99% of neutrinos from 235U decays.
The phase I of the PROSPECT experiment will have a movable detector of 3
tons 6Li-doped LS at baseline between 7-12 meters, and in phase II, a second
detector at a baseline between 15-19 meters will be installed. With much
shorter baseline than Daya Bay, the PROSPECT experiment can search the
entire allowed regions for ∆m241<10 eV
2, as shown in Figure 8.4.
For the search of sterile neutrino in the parameter space of sin2 2θµe,
the Short-Baseline Neutrino (SBN) program [152] at Fermilab is proposed.
The SBN program consists of three LArTPC detectors, including the Short-
Baseline Near Detector, the currently-running MicroBooNE (the successor of
MiniBooNE), and the refurbished ICARUS detector, at baselines equal to 110
m, 470 m, and 600 m, respectively. The LArTPC detectors can clearly dis-
criminate the electron candidates from the photon candidates, which repre-
sent a major systematic uncertainty for the low energy excess of MiniBooNE.
The combination of different short baselines empowers the SBN program to
cover the entire allowed region of LSND and the global fit, as shown in Figure
8.5.
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Figure 8.4: The sensitivity of the PROSPECT experiment. The Daya Bay
exclusion region is obtained with the 6-AD data set. The figure is taken
from [151].
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Figure 8.5: The sensitivity of the SBN program. The combination of
T600(ICARUS), MicroBooNE, and the Near Detector covers the whole
LSND and the global fit allowed regions. The figure is taken from [152].
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Appendix A
IBD Event Selection for P15A
The IBD selection criteria, muon veto, and flasher rejection have been dis-
cussed in Chapter 4. In this appendix, the event selection results of P15A
data set, the latest data production, are presented.
For P15A reproduction, there are two minor changes for the AdSimple
reproduction. First, the fitting function for the peak of neutron capture
on hydrogen was updated to better account for the photon leakage at the
detector edge. Secondly, the time-dependence of detector non-uniformity
has been studied and corrected for the P15A data set as well[69].
A.1 Selected Events
The prompt energy spectra are shown in Figure A.1 and the asymmetries
between ADs within the same EH is shown in Figure A.2. Figure A.3 shows
the delayed energy spectra while Figure A.4 shows the asymmetries for the
delayed energy. ADs within the same EH show consistent energy spectra.
The best-fit values of the 157Gd peak for delayed energy of each AD is shown
in Figure A.5. Figure A.6 shows consistent best-fit values of the prompt-
delayed capture time between P14A and P15A. Lastly, the IBD rates and
accidental rates are presented in Figure A.7 and A.8.
Table 4.4 shows the 6-AD only period in the P14A data set, while Table
4.5 shows the 8-AD only period. Note that the drop of the AmC background
rates at EH3 between the 6-AD and 8-AD periods is due to the removal of
the AmC calibration sources at EH3. The summary of all the events in P14A
is in Table 4.6.
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Figure A.1: Prompt energy spectra for the P15A data set. Top figure is for
the near sites, and bottom figure is for the far site.
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Figure A.2: Asymmetry of the prompt energy spectra within the same EH
for the P15A data set. Asymmetry is defined as the ratio of the AD spectra
divided by the EH average spectrum. Each energy spectra was adjusted by
live time before the calculation of asymmetry. Prompt spectra of the ADs
in the same EH are consistent.
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Figure A.3: Delayed energy spectra for the P15A data set. Top figure is for
the near sites, and bottom figure is for the far site.
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Figure A.4: Asymmetry of the delayed energy spectra within the same EH
for the P15A data set. Asymmetry is defined as the ratio of the AD spectra
divided by the EH average spectrum. Each energy spectra was adjusted by
live time before the calculation of asymmetry. Prompt spectra of the ADs
in the same EH are consistent.
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Figure A.5: Best-fit values of the 157Gd peak. Note that the x-axis is in the
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Figure A.6: The best-fit capture time of each AD for P14A, P14B, and
P15A. P14B is an intermediate data production that contains part of the
data after P14A. The best-fit capture time is consistent between different
productions.
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Figure A.7: The IBD rates in P15A. The vertical line corresponds to the
end of P14A period.
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Figure A.8: The rates of accidental background. The vertical line
corresponds to the end of P14A period.
Site EH1 EH2 EH3
AD AD1 AD2 AD1 AD2 AD1 AD2 AD3 AD4
IBD candidates 594685 603055 562539 462316 80556 80823 80155 67070
DAQ livetime(/day) 1118.173 1118.181 1115.284 925.681 1107.706 1107.707 1107.706 918.082
µ 0.8203 0.8171 0.8497 0.8490 0.9824 0.9821 0.9820 0.9825
m 0.9765 0.9769 0.9778 0.9777 0.9783 0.9783 0.9781 0.9784
Accidental rate(/day)
7.98 7.88 5.93 5.80 1.20 1.13 1.14 0.92
±0.01 ±0.01 ±0.01 ±0.01 ±0.00 ±0.00 ±0.00 ±0.00
Fast Neutron(/day)
0.84 0.84 0.58 0.58 0.05 0.05 0.05 0.05
±0.11 ±0.11 ±0.08 ±0.08 ±0.01 ±0.01 ±0.01 ±0.01
Li9(/day)
2.00 2.00 1.55 1.55 0.17 0.17 0.17 0.17
±0.62 ±0.62 ±0.81 ±0.81 ±0.05 ±0.05 ±0.05 ±0.05
AmC(/day)
0.21 0.22 0.20 0.22 0.09 0.07 0.07 0.07
±0.10 ±0.10 ±0.09 ±0.10 ±0.04 ±0.03 ±0.03 ±0.03
13C(α, n)16O (/day) 0.08 0.07 0.05 0.07 0.05 0.05 0.05 0.05
±0.04 ±0.04 ±0.03 ±0.04 ±0.03 ±0.03 ±0.03 ±0.03
IBD rate(day)
652.61 664.36 598.57 593.23 74.10 74.47 73.86 74.73
±1.07 ±1.08 ±1.15 ±1.21 ±0.28 ±0.28 ±0.27 ±0.30
Table A.1: A summary of the P15A period.
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Appendix B
Cross-check for the Sterile Neutrino Search
The results for the sterile neutrino search discussed in Chapter 6 was cross
checked with the results obtained by the researchers at LBNL, another anal-
ysis group in the Daya Bay collaboration. LBNL group (LBNL thereafter)
used the observed spectra at near sites, combined with the knowledge of re-
actor power, to determine the flux contribution of each reactor. The energy
spectra at far site were predicted via extrapolating reactor flux from individ-
ual reactor core for a pure relative measurement. The χ2 is obtained via a
covariance matrix encompassing all statistical and systematic uncertainties.
My results are often referred as the results of the “BCW” group, an abbre-
viation that lost its meaning when researchers changed their institutes and
new researchers, like me, joined the group.
LBNL also found no evidence of the existence of sterile neutrino; a p-value
of 0.413, consistent with BCW’s p-value at 0.43, was obtained by LBNL via
a similar method discussed in Section 6.5.
Instead of using the CLs method, LBNL uses the Feldman-Cousin method [128]
to set the confidence level (C.L.). For each pair of (sin2 2θ14, ∆m
2
14), a large
number of MC samples were fitted to determine the ∆χ2 distribution. For
a t C.L., a critical ∆χ2C is set that the probability of ∆χ
2 equal or smaller
than ∆χ2C is t. If the ∆χ
2 calculated with the data is larger than ∆χ2C , the
point is excluded.
Figure B.1 shows the comparison between the LBNL and the BCW results,
in which LBNL is setting the contour in C.L. while BCW is in CLs. We ob-
tained consistent results across most of the ∆m241 region. The only slight
discrepancy we have is from the low ∆m241 region where ∆m
2
41≤ 2 × 10−3
eV2. We carefully cross checked our fitters to have consistent predicted spec-
tra (B.1) and have the ability to recover true value via cross-fitting Asimov
samples generated by each other (B.2). We also showed that we have consis-
tent sensitivities (B.3), and in the end, we showed the possibility of getting
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the difference we observed from a toy MC study (B.4).
14θ2
2sin
-310 -210 -110 1
]2
| [e
V
412
m∆|
-410
-310
-210
-110
Daya Bay 95% C.L.
Daya Bay 95% CLs
)σ1±Daya Bay 95% expected (
Bugey 90% C.L. (40m/15m)
Figure B.1: Comparison of exclusion contour obtained by the LBNL group
and the BCW (my) group.
B.1 Comparison of the Predicted Spectra
Consistency between the predicted spectra is the first step to achieve con-
sistency between analysis results. Predicted spectra are the final product of
how a fitter deals with various information, including the reactor neutrino
flux, oscillation effects, Eν to Eprompt conversion, detector responses, and
background predictions. For my analysis, predicted spectra are also the final
spectra with which the observed spectra is compared. For LBNL’s analysis,
how the spectra are predicted determines how the systematic and statistical
fluctuations are handled. As a result, the predicted spectra also determines
the covariance matrix generated by MC for LBNL’s fitter.
Figure B.2 shows the ratio of the BCW (my) predicted spectra over the
LBNL predicted spectra. The differences are mainly from the spent-fuel and
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off-equilibrium calculations, which LBNL group does not include in their
prediction of energy spectra. After the removal of the spent-fuel and off-
equilibrium contributions, the predicted spectra are in good agreement. Fig-
ure B.3 shows that the spent-fuel and off-equilibrium contributions have little
effect on the final exclusion contour.
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Figure B.2: Comparison of predicted spectra without oscillation for each
detector between BCW and LBNL. The major differences are from the
spent-fuel (SF) and off-equilibrium (OffEq) effects. The predicted spectra
without those two effects are consistent across most of the energy range.
B.2 Cross-fitting Results
With consistent predicted spectra, LBNL and BCW cross-fit Asimov samples
generated by the other group. BCW and LBNL each generated three Asimov
data sets with different ∆m241 and sin
2 2θ14 inputs. For self-consistency, both
groups can retrieve the exact inputs via fitting their own Asimov data sets.
Both groups can also obtain the true values via fitting the other groups’
Asimov samples. Table B.1 shows that the difference between the true values
and the best-fit values are within 2% for all the oscillation parameters.
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Figure B.3: Effects of spent-fuel (SNF) and off-equilibrium (Off Eq) on the
exclusion contour. The black line corresponds to the P14A data set with
these two effects. These two effects have only slight influence on the final
exclusion contour at ∆m241≈ 0.01 eV2.
B.3 Comparison of Sensitivities
Before comparing the exclusion contour, the sensitivity contours are com-
pared first. The method of generating sensitivity contours are discussed in
6.4. Figure B.4 shows the sensitivity contours generated by BCW and LBNL.
Each group generated one contour with full systematic uncertainties and an-
other one with statistical uncertainties only. For the BCW’s analysis, the
contour marked as statistical-only uncertainties also contains the uncertain-
ties of reactor neutrino flux. The uncertainties of reactor neutrino flux is
included to allow the shape of the spectra to change so that the analysis
is a relative measurement instead of a direct comparison with the reactor
neutrino flux. LBNL doesn’t need this step since they uses a pure relative
measurement, that is, predicting the energy spectra at far site with the ob-
served spectra at near sites. LBNL and BCW are consistent in sensitivity
contours with statistical-only uncertainties and the ones with full uncertain-
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Table B.1: Summary of cross-fitting Asimov samples between BCW and
LBNL. BCW and LBNL both generated three Asimov data sets with given
values of oscillation parameters, marked as ToyMC Truth in the table. The
two groups cross-fitted the Asimov data sets to obtain the best value. The
label “LBNL on BCW” means that it’s the LBNL fitter on the Asimov
data set generated by BCW, and vice versa. The differences are found to be
within 2%.
sin2 2θ13 ∆m
2
32[10
−3 eV2] sin2 2θ14 ∆m241[10
−3 eV2] χ2
ToyMC Truth 0.0840 2.440 0.7943 1.005 N/A
LBNL on BCW 0.0854 (+1.7%) Fixed to truth 0.7936 (−0.1%) 1.005 (+0.0%) 0.16
BCW on LBNL 0.0841 (+0.1%) 2.440 (+0.0%) 0.8032 (+1.1%) 0.998 (−0.7%) 0.13
ToyMC Truth 0.0840 2.428 0.1000 0.1000 N/A
LBNL on BCW 0.0840 (+0.0%) Fixed to truth 0.1002 (+0.2%) 0.1000 (+0.0%) 0.22
BCW on LBNL 0.0836 (−0.5%) 2.427 (−0.1%) 0.1005 (+1.5%) 0.1000 (+0.0%) 0.12
ToyMC Truth 0.0840 2.428 0.1000 0.0100 N/A
LBNL on BCW 0.0836 (−0.5%) Fixed to truth 0.0993 (−0.7%) 0.0098 (−2.0%) 0.22
BCW on LBNL 0.0838 (−0.2%) 2.427 (−0.1%) 0.1004 (+0.4%) 0.0100 (+0.0%) 0.12
ties. This consistency gives us confidence that, though we developed the
algorithm independently, we have the same response for the systematic un-
certainties.
B.4 Difference at Low ∆m241
The difference in the final contour, as shown in Figure B.1, at the low ∆m241
region needs to be understood. We tried three different sets of toy MC sam-
ples. The first two sets are toy MC samples with fluctuated ∆m2ee values
and fluctuated relative energy scale, respectively, since these two are the
dominant uncertainties. The third set contains 10 toy MC samples with
statistical fluctuations. To quantify the difference, the ratio of the sin2 2θ14
obtained by LBNL over the one by BCW at CLs = 0.05 will be plotted.
For the first two sets of toy MC samples with fluctuated systematic uncer-
tainties, LBNL and BCW shows consistent results between each other, as
shown in Figure B.5. This clearly indicates that the difference is not from
the different treatment of systematic uncertainties. For the last set of of toy
MC samples with statistical fluctuations, LBNL fitted those 10 samples with
statistical-only uncertainties, while BCW also included the reactor uncer-
tainties to allow relative measurement, as discussed in the previous section.
Figure B.6 shows the ratio of the sin2 2θ14 obtained by LBNL over the one
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Figure B.4: Comparison of sensitivities between BCW and LBNL. The
solid lines show the sensitivities considering all uncertainties, while the
dashed lines represent the sensitivities including only the statistical-only
uncertainties (for BCW, it also includes the reactor uncertainties, as
discussed in the context). The sensitivities are consistent between BCW
and LBNL.
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by BCW for CLs = 0.05 at low ∆m
2
41 range. In the figure, the ratio for
data is consistent with the ratios observed from the 10 toy MC samples with
statistical-only fluctuation. Therefore, the difference should come from the
statistical fluctuation due to the difference in event prediction for the two
fitters.
To quantify the possibility of observing this difference from our fitters, we
tried to calculate the p-value for the ratio we observed for data. Therefore, we
generated 1000 toy MC samples with statistical-only fluctuations and another
1000 toy MC samples with both statistical and systematic uncertainties. At
∆m241 = 0.001 eV
2 for CLs = 0.05, both groups obtained the sin
2 2θ14 val-
ues, denoted as sin2 2θ14,BCW and sin
2 2θ14,LBNL, respectively. The absolute
asymmetry between the two sin2 2θ14 are defined as
Asymmetry =
| sin2 2θ14,LBNL − sin2 2θ14,BCW |
sin2 2θ14,LBNL + sin
2 2θ14,BCW
(B.1)
The p-value is defined as the fraction of toy MC samples with asymme-
try larger than the asymmetry for data. The p-value is found to be 0.28
and 0.33 for the 1000 toy MC with statistical-only fluctuations and statisti-
cal+systematic uncertainties, respectively. Therefore, the difference between
the LBNL and BCW contours at the low ∆m241 region is consistent with the
difference expected due to different fitter response toward statistical fluctu-
ations.
The different responses include the different method in event prediction
as well as the binning size. LBNL uses the observed spectra at near sites to
predict the energy spectra at the far site, while the BCW fitter minimizes the
χ2 while simultaneously fitting the energy spectra of all 8 ADs. Therefore, the
statistical fluctuations in the spectra might reflect differently for each fitter.
Furthermore, the final bin ranges are different for BCW and LBNL. This can
be shown via calculating the statistical only ∆χ2 for the 1000 toy MC samples
generated with statistical-only fluctuations, and ∆χ2 is defined in Equation
(6.10) as ∆χ2 = χ2H1 − χ2H0. For simplicity, no minimization process is used.
The χ2H0 is calculated against the prediction with true oscillation input values
for those toy MC samples. The χ2H1 is calculated against the prediction with
sin2 2θ14= 0.05 and ∆m
2
41= 0.001 eV
2. The difference in ∆χ2 calculated in
BCW binning and LBNL binning, that is, ∆χ2|BCW binning - ∆χ2|LBNL binning,
reflects the effects of different binning methods. This difference in ∆χ2 is
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found correlated with the ratio of sin2 2θ14 observed in fitting the toy MC
samples, as shown in Figure B.7.
In sum, the results of sterile neutrino search obtained by the two analysis
groups showed consistent outcomes for predicted spectra, recovering truth
value from Asimov data set, sensitivities, and the final exclusion contours.
The slight difference observed in the exclusion contours at low ∆m241 region
is due to the fitter response toward statistical fluctuations.
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Figure B.5: The ratio of sin2 2θ14 between LBNL and BCW at low ∆m
2
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region for toy MCs with fluctuated ∆m2ee (left) and relative energy scale
(right), respectively. LBNL and BCW shows consistent results for the
whole ∆m241 range. Therefore, the difference at the low ∆m
2
41 region does
not come from the systematic uncertainties.
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Figure B.6: The ratio of sin2 2θ14 between LBNL and BCW at low ∆m
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region for 10 toy MC samples generated with statistical-only fluctuations.
Both fitters only include the statistical-only uncertainties as well. For
identical results, the ratio should be a vertical line at 1. The difference
observed for data should come from the different responses of the fitters to
the statistical fluctuations.
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Figure B.7: The correlation between bin size and the difference observed at
low ∆m214 region. ∆χ
2
stat is calculated in both BCW binning and LBNL
binning with H1 model set at sin
2 2θ14= 0.05 and ∆m
2
41=0.001 eV
2. The
ratios of sin2 2θ14 obtained by LBNL fitter over the ones by BCW are
calculated for the 1000 toy MC samples with statistical-only fluctuations.
The differences in ∆χ2stat are correlated with the ratios of sin
2 2θ14.
Therefore, different binning ranges partially contribute to the difference
observed at the low ∆m241 region in the exclusion contour.
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Figure B.8: Determination of the p-value of data at low ∆m241 via toy MC
tests. The top panel shows the asymmetry obtained from the 1000 toy MC
samples with statistical-only fluctuations. The bottom panel shows the
asymmetry obtained from the toy MC samples with both statistical and
systematic fluctuations. The p-value for data is found to be 0.28 and 0.33,
respectively. Therefore, the difference observed for data should be expected.
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