Abstract. The purpose of this work is to resume investigation of Galactic thin disk dating using nucleocosmochronology with Th/Eu stellar abundance ratios, a theme absent from the literature since 1990. A stellar sample of 20 disk dwarfs/subgiants of F5 to G8 spectral types with −0.8 ≤ [Fe/H] ≤ +0.3 was selected. In stars with such spectral types and luminosity classes, spectral synthesis techniques must be employed if we wish to achieve acceptably accurate results. An homogeneous, self-consistent set of atmospheric parameters was determined. Effective temperatures were determined from photometric calibrations and Hα profile fitting; surface gravities were obtained from T eff , stellar masses and luminosities; microturbulence velocities and metallicities were obtained from detailed, differential spectroscopic analysis, relative to the Sun, using equivalent widths of Fe  and Fe  lines. Chemical abundances of the elements that contaminate the Th and Eu spectral regions (Ti, V, Cr, Mn, Co, Ni, Ce, Nd, and Sm) were determined through spectroscopic analysis. Abundance uncertainties were thoroughly scrutinised, their average value -(0.10 ± 0.02) dex -being found to be satisfactorily low. Eu and Th abundances were determined by spectral synthesis of one Eu  line (4129.72 Å) and one Th  line (4019.13 Å), taking into account the detailed hyperfine structures of contaminating Co lines, as well as the hyperfine structure and isotope shift of the Eu line. Comparison of our abundances with literature data shows that our results exhibit a similar behaviour, but a considerably lower scatter (36% lower for Eu, and 61% lower for Th). The [Th/Eu] abundance ratios thus obtained were used, in the second paper of this series, to determine the age of the Galactic disk.
Introduction
Modern methods of estimating the age of the Galactic thin disk 1 , like dating the oldest open clusters by isochrone fitting and whites dwarfs by cooling sequences, rely heavily on stellar evolution calculations. Nucleocosmochronology is a dating method that makes use of only a few results of main sequence stellar evolution models, therefore allowing a quasiindependent verification of the afore-mentioned techniques.
Nucleocosmochronology employs the abundances of radioactive nuclides to determine timescales for astrophysical obSend offprint requests to: E.F. del Peloso ⋆ Based on observations collected at the European Southern Observatory, La Silla, Chile, under the ESO programs and the ESOObservatório Nacional, Brazil, agreement, and at the Observatório do Pico dos Dias, operated by the Laboratório Nacional de Astrofísica/MCT, Brazil.
1 All references to the Galactic disk must be regarded, in this work, as references to the thin disk, unless otherwise specified. jects and events. The Th/Eu chronometer was first proposed by Pagel (1989) as a way of assessing the age of the Galactic disk. Its main advantages are that 232 Th has a 14.05 Gyr half-life, i.e., of the order of magnitude of the age being assessed, and that Eu provides a satisfactory element for comparison, being produced almost exclusively (97%, according to Burris et al. 2000) by the same nucleosynthetic process that produces all Th, the rapid neutron-capture process (r-process). Its main disadvantage lies in the difficulty one encounters when trying to determine stellar Th abundances. This difficulty arises from the very low equivalent width (EW) of the Th  line used, and from the fact that it is severely blended with other much stronger lines.
The first to suggest the presence of a Th  line in the solar spectrum, located at 4019.137 Å, were Sitterly & King (1943) . Severny (1958) was the first to measure the EW of this line, deriving an upper limit for the solar thorium abundance. The first confirmed Th detection and abundance determination in a star
Selection criteria
Multiple criteria were applied to the Hipparcos catalogue, composed of 118 218 objects. Initially, we eliminated objects with parallaxes lower than 0.010 ′′ , in order to ensure the minimum uncertainty in the derived bolometric magnitudes (22 982 ob-2 In this paper we obey the following customary spectroscopic notations: absolute abundance log ε(A) ≡ log 10 (N A jects left). Only stars with declination δ ≤ + 20
• were kept, to allow the observations to be carried out in the southern hemisphere (15 898 objects left). Stars fainter than visual magnitude V = 7.0 were removed, so that high resolution, high S/N ratio spectra could be obtained with relatively short total exposures (i.e., less than 3 hours in total) on small and medium sized telescopes (3272 objects left).
The subsequent criteria aimed at constructing the most suitable sample for Galactic disk nucleocosmochronology. Spectral types were restricted to the F5-K2 range because these stars have life-times comparable to the age of the Galaxy (1744 objects left). Only luminosity classes IV and V were allowed, to avoid stars whose photospheric abundances had been altered by dredge-up episodes, and to minimise non-LTE effects (925 objects left). Since spectral analysis would be differential, we limited the sample to stars with atmospheric parameters similar to the Sun by selecting objects with a (B−V) color index in the interval [+0. 45, +0.82] , so that their effective temperatures fell in the range T eff⊙ ± 400 (744 objects left). As the ultimate objective of this work is the determination of the age of the Galactic disk, we eliminated stars with [Fe/H]< −1.00 (252 objects left); for this purpose, we employed average metallicities from the catalogue of Cayrel de Strobel et al. (2001) .
Stars listed as double in the Bright Star (Warren & Hoffleit 1987) or Hipparcos catalogues were rejected. As a last criterium, we only kept stars whose masses could be determined with the Geneva sets of evolutionary tracks (Schaller et al. 1992 , Charbonnel et al. 1993 , Schaerer et al. 1993a ,b, and Charbonnel et al. 1996 , hereafter collectively referred to as Gen92/96). For this purpose, stars were required to be located between tracks in at least two of the HR diagrams constructed for different metallicities. This left 157 objects in the sample.
To reach a suitably sized sample, we kept only the brightest stars to end up with 2 to 4 objects per 0.25 dex metallicity bin in the interval −1.00 ≤ [Fe/H] ≤ +0.50, and a total of 20 dwarfs and subgiants of F5 to G8 spectral type (Table 1) .
Checks of sample contamination
Our sample is restricted to objects closer than 40 pc. It is a very localised sample, considering that the Galactic thin disk has a 290 pc scale height (Buser et al. 1998 ). This greatly reduces the probability of halo stars contaminating our sample, because the local density of halo stars is less than 0.05% (Buser et al. 1998) . In order to reduce even further the probability of contamination, we restricted our sample to relatively high metallicities ([Fe/H] ≥ −1.00). However, these criteria are not perfect, because there exists an intersection between the metallicity distributions of disk and halo stars, i.e., there exists a non-negligible, albeit small, number of halo stars with [Fe/H] ≥ −1.00. As an additional check of contamination, we performed a kinematic analysis of the objects.
We developed a code to calculate the U, V, and W spatial velocity components. This code is based on the Johnson & Soderblom (1987) formulation and makes use of the Perryman et al. (1998) coordinate transformation matrix. (Perryman & ESA 1997) ; visual magnitudes: Bright Star Catalogue (Warren & Hoffleit 1987) for stars with an HR number and SIMBAD for those without; spectral types and luminosity classes: Michigan Catalogue of HD Stars (Houk & Cowley 1975; Houk 1978 Houk , 1982 Houk & Smith-Moore 1988; Houk & Swift 1999) for all stars, with the exception of HD 182 572 and HD 196 755 (Bright Star Catalogue) , and HD 43 047 (Fehrenbach 1961). It calculates the velocity components relative to the Sun, and then converts them to the local standard of rest (LSR) using the velocity of the Sun taken from Dehnen & Binney (1998) . We adopted a right-handed coordinate system, in which U, V, and W are positive towards the Galactic center, the Galactic rotation and the Galactic north pole, respectively. The code input parameters were taken from the Hipparcos catalogue, with the exception of the radial velocities, which were determined by us when Doppler velocity corrections were applied to the FEROS spectra. Four of our objects (HD 22 484, HD 22 879, HD 76 932, and HD 182 572) have radial velocities determined with the CORAVEL spectrometers (Udry et al. 1999) , which have high precision and accuracy, and there is excellent agreement between these and our results (linear correlation with dispersion σ = 0.05 km s −1 ). Mark that HD 182 572, although initially selected, was not included in the final sample, because we could not obtain Th spectra for this object; nonetheless, we used it for comparison with Udry et al. (1999) because we had its FEROS spectrum and its derived radial velocity (−100.8 km s −1 ). Distances were calculated directly from the trigonometric parallaxes; extinction was not corrected for, as it can be considered negligible due to the proximity of our objects (less than 40 pc). Our results are contained in Table 2 , along with the radial velocities used in the calculations.
It is not possible to discriminate the disk from the halo population based on kinematic or metallicity criteria, independently. Nonetheless, this discrimination can be achieved using these criteria simultaneously. Schuster et al. (1993) demonstrated that halo stars whose metallicities are higher than (Table 4) ; small filled circles represent metallicities derived in this work.
agram. Analyzing such diagram constructed for our sample stars ( Fig. 1) , we can see that all of them are located far above the cut off line, indicating a highly remote probability of one of them belonging to the halo. Note that the metallicities used for the graph were taken from papers individually chosen among the spectroscopic determinations that compose the Cayrel de Strobel et al. (2001) catalogue, i.e., they were not determined by us. Even though they could have been wrong, these determinations would have to have been overestimated by at least 0.52 dex for a star to cross the line, which is very unlikely. After having determined our own metallicities (Table 7) , we confirmed that results from the literature are overestimated by 0.08 dex at most, when compared to our results. According to Buser et al. (1998) , the local density of thin disk, thick disk, and halo stars in the Galaxy conforms to the proportion 2000:108:1, respectively. If we take a completely random sample of 20 stars, there is a 34.9 % probability that it will be totally free of thick disk stars. The probability that it will contain 3 or more thick disk stars is low (8.0 %). Consequently, if there are thick disk stars in our sample, they can be regarded as a contamination without significant bearing on our results.
ESO 1.52 m telescope spectra
Observations with the ESO 1.52 m telescope were performed by the authors in two runs, in March and August, 2001 . All obtained FEROS spectra have high nominal resolving power (R = 48 000), signal-to-noise ratio (S/N ≥ 300 in the visible) and coverage (3500 Å to 9200 Å spread over 39échelle orders). Spectra were acquired for all sample stars and for the Sun (Ganymede), and were used for atmospheric parameter and chemical abundance determination. Order #9 of the FEROS spectra, which extends from 4039 Å to 4192 Å, was used for the determination of Eu abundances by synthesis of the Eu  line at 4129.72 Å. FEROS spectra are reduced automatically by a MIDAS script during observation, immediately after the CCD read out. Reduction is carried out in the conventional way, applying the following steps: bias, scattered light, and flat field corrections, extraction, wavelength calibration (using ThAr calibration spectra), and baricentric radial velocity correction. As a last step, the reduction script merges alléchelle orders to form one continuous spectrum with a 5200 Å coverage. However, the merge process is sometimes faulty, and strong curvatures and discontinuities are introduced in the final spectrum as result. It becomes difficult to distinguish between the "natural" curvature of the spectrum and that introduced by the merge, and the continuum normalization procedure is rendered very insecure. We chose to re-reduce all spectra, employing the same script used for the automatic reduction, but eliminating the merge, so that we could work with each order independently. Unfortunately, after the re-reduction we found out that each individual order is plagued by a strong discontinuity itself, which demonstrates that some reduction steps prior to the merge are also faulty. We corrected this by simply trimming each order and retaining only the section beyond the discontinuity. As there are intersections in wavelength coverage between adjacent orders, total loss of coverage caused by the trimmings was only ∼ 500 Å. After trimming the orders, we corrected them for the stellar radial velocity. Stars that were observed more than once had their spectra averaged, using their S/N ratio as weight. Finally, the spectra were normalised by fitting selected continuum windows with order 2 to 5 Legendre polynomials. Figure 2 is an example of a solar (Ganymede) normalised ESO spectrum.
OPD spectra
Observations at OPD were performed by the authors in five runs, in May and October, 2000, and in May, August and October, 2002 . The instrumental set-up was the following: 1800 lines mm −1 grating, 250 µm slit, 1024 24µm-pixel backilluminated CCD (#101 or #106). All obtained spectra have moderate nominal resolving power (R ∼ 22 000) and high signal-to-noise ratio (S/N ≥ 200). The spectra are centered at the Hα line (6562.8 Å) and cover ∼150 Å. Spectra were obtained for all sample objects, with the exception of HD 9562, and for the Sun (Ganymede), and were used for T eff determination through profile fitting (Sect. 3.2.2). FEROS spectra cannot be used for this purpose because the echelle order #29, which contains Hα, has a useful range of 6430 Å to 6579 Å, leaving only 16 Å at the red wing of the line. Since Hα is very broad, it does not reach continuum levels this close to its center, precluding normalisation. On the hand, OPD spectra reach 75 Å at each side of Hα, allowing the selection of reliable continuum windows.
Reduction was performed using the Image Reduction and Analysis Facility (IRAF 3 ), following the usual steps of bias, scattered light and flat field corrections, and extraction. Wavelength calibration was performed individually for each star by comparing the central wavelength of selected absorption lines with their laboratory values. This way, Doppler corrections were not necessary, since the wavelength calibration corrects the spectra to the rest frame. Finally, spectra were averaged and normalised in the same way the ESO spectra were. Figure 3 is an example of a solar (Ganymede) normalised OPD spectrum.
ESO 3.60 m telescope and CAT spectra
Observational spectra for the Th abundance determinations were obtained with the CES fed by the ESO 3.60 m telescope, for 16 of the 20 sample stars and for the Sun. Observations were carried out by the authors in January, 2002. Spectra were obtained with the blue optical path and the high resolution im- age slicer (nominal resolving power R ∼ 235 000). However, unknown problems during the observations degraded the effective resolving power down to R ∼ 130 000. The spectra were centered at the Th  line (4019.13 Å) and have a 27 Å coverage. Due to the low efficiency of the spectrograph at 4000 Å, we limited the signal-to-noise ratio to S/N ∼ 200 for stars with visual magnitude V ≥ 6 and S/N ∼ 300 for brighter objects. CES spectra were also obtained with the ESO's CAT, with the aim of determining the abundances of both Eu and Th. Observations were carried out by the authors in August, 1998. Not all sample objects have been observed: we obtained Eu spectra for 8 stars and the Sun, and Th spectra for 9 stars and the Sun. All spectra have high resolving power (R = 100 000 for Th, and R = 50 000 for Eu), and high signal-to-noise ratio (S/N ∼ 300); coverage is 18 Å. Table 3 details which objects were observed with which instruments and telescopes.
Reduction followed the usual steps of bias and flat field corrections, extraction and wavelength calibration (using ThAr calibration spectra). Correction for the stellar radial velocities was implemented by comparing the wavelengths of a number of absorption lines with their rest frame wavelengths. Finally, the spectra were normalised by fitting selected continuum windows with order 2 to 5 Legendre polynomials. Stars that were observed in more than one night did not have spectra from different nights averaged. Figure 4 shows as an example a solar (sky) normalised CES spectrum, observed with the 3.60 m. Examples of solar (sky) normalised CES spectra, observed with the CAT, are presented in Fig. 5 (for the Eu region), and in Fig. 6 (for the Th region).
Atmospheric parameters
Atmospheric parameters (effective temperatures, surface gravities, microturbulence velocities (ξ), and metallicities) have Table 7 .
Model atmospheres and partition functions
The determination of effective temperatures through Hα profile fitting, and of microturbulence velocities and chemical abundances through detailed spectroscopic analysis, demands the use of model atmospheres. Those employed by us were the plane parallel, flux constant, LTE model atmospheres described and discussed in detail by Edvardsson et al. (1993 We determined effective temperatures using the photometric calibrations from Porto de Mello et al. (2005) . These metallicity-dependent calibrations were constructed using highly accurate effective temperatures obtained with the infrared flux method (Blackwell et al. 1980 (Blackwell et al. , 1991 , and make use of the (B − V) and (V − K) Johnson, (b − y) and β Strömgren, and (B T −V T ) Hipparcos colour indices:
A complete description of the derivation of these calibrations is given in Porto de Mello et al. (2005) . Table 4 contains photometric data from the literature. The only sample star absent on the table is HD 128 620 (α Cen A), whose photometric data is unreliable due to its high apparent magnitude. The metallicities presented in the table were taken from papers individually chosen from the Cayrel de Strobel et al. (2001) catalogue, with the exception of HD 160 691 (Porto de Mello et al. 2005) , and were only used on step 1 of the atmospheric parameter determination for each star. The (b − y) colour indices taken from Grønbech & Olsen (1976 , 1977 and Crawford et al. (1970) were originally in the Olsen (1983) photometric system. Since the calibration used by us was based on the Olsen (1993) photometric system, we converted the afore-mentioned data to this system through the relation (b−y) Olsen 1993 = 0.8858 (b−y) Olsen 1983 +0.0532, which is Equation (1) from Olsen (1993) .
Photometric temperatures have been averaged using the maximum likelihood method, assuming that each value follows a Gaussian probability distribution, which results in
where N is the number of calibrations effectively used. We took the standard deviation of the averages as their uncertainties. These vary from 27 K to 37 K, and such a short range prompted us to adopt a single value σ = 32 K for the average photometric T eff of each sample star. Take heed that these are internal uncertainties only; for a detailed discussion, see Porto de Mello et al. (2005) . Final photometric effective temperatures are presented in Table 7 .
Hα profile fitting
The Hα profiles have been studied in detail (by da Silva 1975 , Gehren 1981 , Fuhrmann et al. 1993 , Gratton et al. 1996 , and Cowley & Castelli 2002 , and have been shown, in the case of cool stars, to be rather insensitive to surface gravity, microturbulence velocity, metallicity, and mixing length parameter variations. They are, notwithstanding, very sensitive to the effective temperature of the atmosphere. By comparing the observations with theoretical profiles calculated for various effective temperatures, we can estimate this atmospheric parameter.
Theoretical profiles were calculated with a code developed by us from the original routines of Praderie (1967) . This code takes into account the convolution of radiative, Stark (Vidal et al. 1971 ), Doppler and self-resonance (Cayrel & Traving 1960) broadenings. In order to check the accuracy of the determinations, we analysed the solar spectrum (Fig. 7) . The adopted solar parameters were T eff = 5777 K (Neckel 1986 ), log g = 4.44, [Fe/H] = 0.00, microturbulence velocity ξ = 1.15 km s −1 (Edvardsson et al. 1993) , and n(He)/n(H) = 0.10. The obtained temperature was 5767 K, 10 K lower than the solar value adopted by us. This small discrepancy was corrected by adding +10 K to all stellar effective temperatures determined by Hα profile fitting.
Uncertainties in the determinations were estimated using the Sun as a standard (Table 5 ). The influence of atmospheric parameter uncertainties were evaluated changing these parameters (one at a time) by an amount deemed representative of their uncertainties, and then redetermining the effective temperature. We tested the influence of the continuum placement uncertainty, which is ∼0.2%, by multiplying the flux by 1.002, and redetermining the temperature. Since the fitting of theoretical profile to the observation is done via a fit-by-eye technique, the personal judgement of who is making the analysis introduces uncertainty to the obtained temperature; we estimated this uncertainty to be ∼20 K. Finally, some uncertainty comes from the difference between blue and red wings, which are best fit by profiles of effective temperatures differing by ∼20 K. The total uncertainty was estimated at 43 K by the root-meansquare (RMS) of the individual sources cited above. Final Hα effective temperatures are presented in Table 7 .
Adopted effective temperatures
The adopted affective temperature for each star was the arithmetic mean of the photometric and Hα determinations, after convergence was achieved in the iterative procedure. The uncertainty of the adopted T eff was taken as the standard deviation of the mean, resulting in 27 K.
Surface gravity
Surface gravities were estimated from effective temperatures, stellar masses and luminosities, employing the known equation
in which we adopted M bol⊙ = 4.75 (Neckel 1986 ). Table 4 . Photometric indices and metallicities for all sample stars. Metallicities were taken from the literature for use in the kinematic characterization of the sample (Sect. 2.2) and as input for the first step in the iterative determination of atmospheric parameters (Sect. 3.2). Grønbech & Olsen (1976 , 1977 ; 6 -Olsen ( Luminosities were calculated by us from the visual magnitudes of Table 1 and bolometric corrections from Habets & Heintze (1981) . Stellar masses were estimated using HR diagrams with the Gen92/96 sets of evolutionary tracks. (Table 7) .
ties above. Then, we interpolated among metallicities to obtain the correct mass for the star. Figure 8 presents one such diagram, calculated for Z = 0.0200, in which we used the final, adopted effective temperatures and metallicities (Table 7) .
In order to check the accuracy of the determinations, we estimated the solar mass itself in the Gen92/96 diagrams. The obtained value was 0.97 m ⊙ . This discrepancy was corrected by adding +0.03 m ⊙ to surface gravities obtained for the sample stars.
The uncertainty of the surface gravities was obtained by error propagation from Equation (1), resulting in the expression
analysis showed that the influence of the bolometric magnitude uncertainty is negligible, and as such it was not taken into consideration. Stellar mass uncertainty is a function of the position of the star in the HR diagram. Stars located in regions where the evolutionary tracks are closer together will have larger errors than those located between tracks further apart. Nevertheless, we have chosen to adopt a single average uncertainty of 0.03 m ⊙ , so as to simplify the calculations. Taking stellar masses and effective temperatures typical of our sample (1.00 m ⊙ and 6000 K, respectively), we have σ log T eff = 1.9 10 −3 and σ log(m/m ⊙ ) = 1.3 10 −2 , and consequently σ log g = 0.02 dex. This value does not take into consideration the uncertainties intrinsic to the calculation of evolutionary tracks, which are very difficult to assess.
Microturbulence velocity and metallicity
Microturbulence velocities and metallicities have been determined through detailed, differential spectroscopic analysis, relative to the Sun, using EWs of Fe  and Fe  lines. In such differential analysis, the Sun is treated like any other sample star: its spectra are obtained under the same conditions, with the same resolving power, signal-to-noise ratio, and equipment, and are reduced by the same procedures; the same model atmospheres and analysis codes are utilised. This way, systematic errors and eventual non-LTE effects are reduced, because they are partially cancelled out.
Equivalent width measurements
We were not interested solely in Fe lines, but also in the lines of other elements that contaminate the spectral regions of the Th  line in 4019.13 Å (V, Cr, Mn, Co, Ni, Ce, and Nd), and of the Eu  line in 4129.72 Å (Ti, V, Cr, Co, Ce, Nd, and Sm), whose EWs were then used for the abundance determinations of Sect. 4.
An initial list of lines was constructed from Moore et al. (1966) , Steffen (1985) , Cayrel de Strobel & Bentolila (1989) , Brown & Wallerstein (1992) , Furenlid & Meylan (1990) , and Meylan et al. (1993) . Then, a series of selection criteria were applied: lines with wavelengths lower than 4000 Å were removed, since the line density in this region is very high, lowering the continuum and rendering its normalization insecure, besides making it too difficult to find acceptably isolated lines; lines with wavelengths greater than 7000 Å were discarded, due to excessive telluric line contamination in this region; lines with EW > 110 mÅ in the Sun, which are more sensitive to uncertainties in microturbulence velocity due to saturation, were eliminated; only isolated lines were kept, eliminating those with known contaminations; lines whose EWs could not have been, for any reason, accurately measured in the solar spectra, were rejected.
EWs have been measured by Gaussian profile fitting. In order to check the measurement accuracy, we compared our solar EWs with those from Meylan et al. (1993) . The EWs from Meylan et al. were measured by Voigt profile fitting, using the Kurucz et al. (1984) solar atlas, which has very high resolving power and signal-to-noise ratio (R = 522 000 and S /N = 3000, between 4500 Å and 6450 Å). A linear fit between the two data sets, EW Meylan et al. 1993 = (1.03463 ± 0.00649) EW this work , shown in panel (a) of Fig. 9 , presents low dispersion (σ = 2.9 mÅ) and high correlation coefficient (R = 0.994). This relation is used to correct all our EWs. The mean percent difference between the measurements is −2.5%, presenting no dependence on the EW (Fig. 9, panel (b) ). The larger percent differences exhibited by the weakest lines are expected, since these are more prone to uncertainties. More than 86% of the lines agree at a 10% level.
A last selection criterium was applied to the line list: given the 2.9 mÅ dispersion of the linear relation between our EWs and those from Meylan et al., we rejected all Fe lines with EW < 6 mÅ (i.e., ∼ 2 σ). This criterium was not implemented for the lines of the other elements because they have fewer interesting lines available, and a cut off at 6 mÅ would be too restrictive. The final list of lines is composed of 65 Fe , 10 Fe , 31 Ti, 6 V, 21 Cr, 6 Mn, 8 Co, 13 Ni, 5 Ce, 2 Nd, and 1 Sm lines, in the Sun. Not all these lines have been used for all sample stars, since random events, like excessive profile deformation by noise, prevented sometimes an accurate measurement. Table 6 presents a sample of the EW data. Its complete content, composed of the EWs of all measured lines, for the Sun and all sample stars, is only available in electronic form at the CDS.
4 Column 1 lists the central wavelength (in angstroms), Column 2 gives the element symbol and degree of ionization, Column 3 gives the excitation potential of the lower level of the electronic transition (in eV), Column 4 presents the solar log g f derived by us, and the subsequent Columns present the EWs, in mÅ, for the Sun and the other stars, from HD 2151 to HD 203 608 (in order of increasing HD number).
Spectroscopic analysis
The first step of the spectroscopic analysis consisted of determining solar log g f values for all measured lines. For such determination, we employed a code written by us, based on routines originally developed by Monique Spite. This code calculates the log g f that an absorption line must have for its abundance to be equal to the standard solar value from EW Meylan et al. 1993 ) EW Meylan et al. 1993 (mÅ)
Sun EW Meylan et al. 1993 (mÅ Percent differences between the same EWs. Solid lines correspond to mean differences, and the dotted ones represent the mean differences modified by their standard deviations (±1 σ). Grevesse & Sauval (1998) , given the solar EW and lower excitation potential of the line. For all stars, chemical abundances were determined using these solar log g f values.
Microturbulence velocity and metallicity have been determined through a procedure which is iterative, and which can be summarised by the following sequence of steps: If no, modify ξ and go back to step 3. 7. END.
In steps 1 and 3, iron abundances are calculated line-byline using a code very similar to the one used for the determination of the solar log g f values. The only difference is that, in this case, the log g f are fixed at their solar values, and an abundance is calculated for each line. In step 6, the angular coefficient is considered negligible when it is less than 25% of its own uncertainty (obtained by the fitting calculation). It is important to note that effective temperature and surface gravity remain constant at all times. In practice, the procedure is executed automatically by a code, developed by da . This code iterates the parameters, calculating abundances and linear fits, and making the appropriate comparisons, without human interference.
Iron abundances obtained using Fe  and Fe  lines agree very well, their differences being always lower than dispersion among the lines (as can be seen in Table 8 ). The differences show no dependence on any atmospheric parameter. Ionization equilibrium was not enforced by the analysis procedure, but it was, nonetheless, achieved.
Microturbulence velocity uncertainties have been estimated by varying this parameter until the uncertainty of the angular coefficient of the linear fit to the [Fe/H] vs. EW graph became equal to the coefficient itself. We found out that the uncertainties are metallicity-dependent, and can be divided into three ranges:
This behaviour is expected, as the dispersion between Fe lines increases for metal-poor stars. Metallicity uncertainties were estimated in the same way that uncertainties for the other elements were (Sect. 4.2), and are presented in Table 7 , along with the final, adopted values of all atmospheric parameters.
Abundances of contaminating elements

Abundance determination
The abundance of the elements other than iron have been determined using the same code as in Sect. 3.4.2, with the adopted atmospheric parameters and the solar log g f values.
Adopted abundances have been obtained taking the arithmetic mean of the abundances from all lines of each element, irrespective of ionization state. When dispersion between lines was less than 0.10 dex, we eliminated those that deviated by more than 2 σ from the mean, and when it was more than 0.10 dex, we eliminated those that deviated by more than 1 σ. The number of lines kept is presented in Tables 8 and 9 , along with adopted abundances, dispersions between the lines, and uncertainties, calculated according to the procedure described in Sect. 4.2. The lines of V, Mn, and Co exhibit hyperfine structures (HFSs) strong enough that they must be taken into account, or else severe inaccuracies would be introduced. At the resolving power achieved by FEROS, line profiles remain Gaussian even for elements with important HFSs, so that we can still use the EWs we measured by Gaussian profile fitting. For V and Mn lines, we took the wavelengths of the HFS components from the line lists of Kurucz (2003) , whereas for the Co lines, we calculated the wavelengths ourselves (del Peloso et al. 2005b ). These calculations were realized using Casimir's equation (Casimir 1963) , and HFS laboratory data from Guthöhrlein & Keller (1990) , Pickering (1996) , and Pickering & Thorne (1996) . The relative intensities of the components were obtained from the calculations of White & Eliason, tabulated in Condon & Shortley (1967) . A modified version of the code, which takes HFS into consideration, was used for the determination of the log g f values and abundances.
Uncertainty assessment
Chemical abundances determined using EWs are subject to three sources of uncertainty: atmospheric parameters, EWs, and model atmospheres. If these sources were independent from one another, the total uncertainty could be estimated by their RMS. However, there is no such independency, as can be clearly perceived when the iterative character of the analysis is called to mind. In this circumstance, RMS yields an estimate of the maximum uncertainty. Given the extreme complexity of the interdependency between the sources of uncertainty, we did not attempt to disentangle them, and used the RMS instead. We chose four stars as standards for the assessment, with extreme effective temperatures and metallicities: HD 160 691 (cool and metal-rich), HD 22 484 (hot and metal-rich), HD 63 077 (cool and metal-poor), and HD 59 984 (hot and metal-poor). HD 203 608 is as metal-poor as, but hotter than HD 59 984, and would apparently be better suited as a standard star; yet we did not use it, because it lacks measured V and Nd lines, and thus could not be used to estimate the uncertainties for these elements (Fig. 10) .
Initially, we determined the iron abundance uncertainty. For this purpose, we evaluated the influence of all uncertainty sources, independently. The influence of effective temperature, surface gravity and microturbulence velocity was obtained by recalculating the Fe abundances using the adopted atmospheric parameters modified, one at a time, by their own uncertainties: +27 K, +0.02 dex, and +0.05 km s −1 (metal-rich stars) and +0.23 km s −1 (metal-poor stars), respectively. The difference between the adopted Fe abundance and the one obtained with the modified parameter is our estimate of the influence of the parameter on the total uncertainty.
The influence of EWs was determined by recalculating the abundances using EWs modified by percentages obtained when comparing our measurements with those from Meylan et al. (1993) (Fig. 9) . This comparison allows us to estimate the influence of the EW measurement per se, as well as the influence of continuum placement. The percent difference between the two sets of measurements presents a 15% dispersion for lines with EW < 20 mÅ, and 5% for those with EW > 20 mÅ. The Fe EWs were, then, modified by these amounts. However, this was only done for the two metal-rich standard stars. For the metal- )/2 (mÅ) Fig. 11 . Percent differences between the EWs of HD 22 879 and HD 76 932. Solid lines correspond to mean differences, and the dotted ones represent the mean differences modified by their standard deviations (±1 σ).
poor stars, the influence of the continuum placement is stronger than that estimated by comparing solar EWs, because EWs are considerably lower. On the other hand, it is easier to find good continuum windows, because they are wider and more numerous. So, we compared the EWs of HD 22 879 and HD 76 932, which are metal-poor stars with very similar atmospheric parameters (specially their effective temperatures, which are virtually identical). The high similarity of atmospheric parameters mean that differences in EWs are caused almost exclusively by the uncertainties in the EW measurements and continuum placement. Only Fe  lines were compared, in order to minimize the effect of the stars having slightly different surface gravities. The EW percent difference between the two stars present 19% dispersion for lines with EW < 15 mÅ, and 5% for those with EW > 15 mÅ (Fig. 11) ; the Fe EWs of the metal-poor standard stars were modified by these values. Log g f are also a source of uncertainty. But, since they are derived from solar EWs, their contribution is the same as that from the EWs themselves. That is to say, in practice we take into account the influence of EWs twice, so as to account for the solar EWs per se, and for the log g f values.
The influence of metallicity in the Fe abundance uncertainty is the uncertainty itself. This means that the Fe abundance uncertainty determination is, rigorously speaking, an iterative process. As a first step, Fe abundances were modified by the average dispersion between lines of all stars (0.07 dex). As can be seen in Table 10 , the influence of metallicity is very weak. The contribution of this source would have to be 0.04 dex higher for the total uncertainty to be raised just 0.01 dex. As a second step, we should have modified the Fe abundances by the total Fe uncertainty just obtained, on the first step, by the RMS of all sources (including the metallicity itself). But, given the low contribution of this source, we stopped at the first step.
The total Fe uncertainties for the standard stars were obtained by the RMS of the six contributions: effective temperatures, surface gravities, microturbulence velocities, EWs, log g f , and metallicities. Total uncertainties for the other stars were obtained by weighted average of the standard stars values, using as weight the reciprocal of the distance of the star to each standard star, in the T eff vs. [Fe/H] plane. In Fig. 10 we see an example, in which the star at the center uses the reciprocal of the lengths of the dotted lines as weights.
Uncertainties for the abundances of the other elements were determined the same way as for Fe. Although we determined individual [Fe/H] uncertainties for each star, we used a sole value of 0.10 dex when estimating the metallicity contribution to the uncertainties of the other elements. This can be justified by the low dispersion between [Fe/H] uncertainties, and by the very low sensitivity of the abundances to the metallicity of the model atmosphere. Figure 12 presents the abundance patterns for all contaminating elements. Error bars were taken as the dispersion between the lines or the estimated [element/Fe] uncertainty, whichever is the largest (see Tables 8 and 9 ). The presence of a few (∼ 4%) outliers can be noticed. For these stars, these abundances will not be used for the Eu and Th spectral syntheses. In these cases, the discrepant abundances will be substituted by the value they would have if they agreed with an exponential fit to the well behaved data points. One might wonder if the discrepant abundances would be a hint of chemical peculiarity. If this was true, one such star would exhibit peculiar abundances for all elements produced by one specific nucleosynthesis process, and this behaviour is not observed. Mark that the three stars which present discrepant abundances (HD 63 077, HD 76 932, and HD 203 608) are all metal-poor, with [Fe/H] < −0.67, and therefore more sensitive to noise and continuum placement errors. The Nd and V abundances of HD 196 378 and HD 203 608, which have no measured lines, were established this same way.
Adopted abundances
Eu and Th abundance determination
The Eu and Th abundance determination was carried out, for our sample stars, using a single absorption line for each element. The only acceptably strong Th line, which allows an accurate abundance determination, is the Th  line located at 4019.13 Å. This line is, nevertheless, blended with many others, rendering imperative the use of spectral synthesis. One other line is often cited in the literature: a Th  line located at 4086.52 Å. Unfortunately, although less contaminated than the line at 4019.13 Å, it is too weak to be used.
Eu has only one adequately strong and uncontaminated line, located at 4129.72 Å, available for abundance determinations. However, this line has a significantly non-Gaussian profile by virtue of its HFS and isotope shift. Therefore, spectral synthesis is also required for this element. In stars of other spectral types and other luminosity classes (e.g. giants), it is possible to use other Th and Eu lines. This is, nonetheless, not true for our sample stars (late-F and G dwarfs/subgiants). Note: Contributions from EW and log g f are equal. The values which are presented correspond to each contribution, and not to the total of these two sources. Therefore, they are taken in consideration twice when calculating the total uncertainties.
The code used to calculate the synthetic spectra was kindly made available to us by its developer, Monique Spite. This code calculates a synthetic spectrum based on a list of lines with their respective atomic parameters (log g f , and excitation potential of the lower level of the transition χ, in eV). We employed the same model atmospheres and partition functions used in the determination of atmospheric parameters and abundances of contaminating elements (Section 3.1). The only exception was for Th, whose partition functions were calculated by us, based on data from H. Holweger that was published as a private communication in MKB92. Irwin's data are too inaccurate, because for the singly and doubly ionised states of Th, he scales the partition functions along iso-electronic sequences from a lower mass element, due to lack of specific Th data. This resulted in values much lower than those of Holweger, which were calculated by summing a large number of Th atomic levels.
Europium
Spectral synthesis
The list of lines used for calculation of the synthetic spectrum of the Eu region was based on the line lists of the Vienna Atomic Line Database -VALD (Kupka et al. 1999) . Initially, we took all lines found between 4128.4 Å and 4130.4 Å. The first cut eliminated all lines of elements ionised two or more times, and all lines with lower-level excitation potential greater than 10 eV, since these lines are unobservable in the photospheres of stars with effective temperatures as low as those in our sample. As a next step, we calculated synthetic spectra for the four stars with the most extreme effective temperatures and metallicities in our sample (HD 22 484, HD 59 984, HD 63 077, and HD 203 608) using laboratory log g f values, and the atmospheric parameters and abundances previously obtained. Lines with EWs lower than 0.01 mÅ in these four stars were removed. The Sc  line located at 4129.750 Å, cited as important by Mashonkina & Gehren (2000) , presents negligible EW in all four standard stars. 23 Ti, V, Cr, Fe, Co, Nb, Ce, Pr, Nd, Sm, and Dy lines were kept, besides the Eu line itself. Adopted wavelengths were taken from the VALD list (Bard & Kock 1994; Kurucz 1993 Kurucz , 1994 Whaling 1983; Wickliffe et al. 1994) . To improve the fits further, three artificial Fe  lines were added as substitutes for unknown blends (Lawler et al. 2001; Mashonkina & Gehren 2000) ; the influence of these artificial lines in the obtained Eu abundances is nevertheless small, as they are located relatively far from the center of the Eu  line. The final list is presented in Table 11 .
In the spectral synthesis calculations, the Eu  line was substituted by its HFS components, calculated by us using Casimir's equation (Casimir 1963) , and HFS laboratory data from Becker et al. (1993) , Broström et al. (1995) , Villemoes & Wang (1994) , and Möller et al. (1993) . Isotope shift was taken into account, using data from Broström et al. (1995) and the solar abundance isotopic ratio ε( 151 Eu)/ε( 153 Eu) = 1.00±0.29 (Lawler et al. 2001 ). The solar value was used for all stars because there are strong indications that it is not metallicity-dependent, since several works dealing with r-process nucleosynthesis in very-metal-poor halo stars find similar results (Pfeiffer et al. 1997; Cowan et al. 1999; Sneden et al. 2002; Aoki et al. 2003) .
We adopted a projected rotation velocity for the integrated solar disk v sin i = 1.8 km s −1 (Mashonkina 2000; Mashonkina & Gehren 2000) . The width of the Gaussian profile convolved to the synthetic spectrum to take macroturbulence and instrumental broadenings into account was obtained by fitting the Fe  located at 4128.742 Å, which is sufficiently isolated for this purpose (Woolf et al. 1995; Koch & Edvardsson 2002) . Solar log g f were obtained by keeping abundances fixed at their solar values (Grevesse & Sauval 1998) , and fitting the observed solar spectrum. Only the stronger Ti, Cr, and Fe lines had their log g f adjusted. For the Eu  line, we adopted a fixed log g f from Komarovskii (1991) ; this value was distributed among the HFS components according to relative intensities calculated by White & Eliason, tabulated in Condon & Shortley (1967) . The other, weaker lines had their log g f kept at their laboratory values adopted from the VALD list (Kurucz 1993 (Kurucz , 1994 Wickliffe et al. 1994 ). As we kept the Eu log g f fixed, we allowed its abundance to vary. The complete solar spectrum fit procedure was carried out iteratively because it requires alternate Gaussian profile adjustments (which modify the shape of the lines) and log g f adjustments (which modify the EWs of the lines). The solar log g f and Gaussian profile determination was accomplished independently for the two sources of Eu spectra used, leading to different Eu solar abundances (log ε(Eu) ⊙ = +0.37 and +0.47 for the CES and FEROS, respectively). The stellar [Eu/H] abundance ratios, used in this work in lieu of the absolute abundances, were obtained by subtracting the appropriate solar value from the stellar absolute abundances ([Eu/H] = log ε(Eu) star − log ε(Eu) ⊙ ). Figure 13 presents the observed and synthetic solar spectrum in the Eu region. The strongest lines that compose the total synthetic spectrum are presented independently. For the Eu synthesis in the sample stars, we kept the abundances of all elements other than Eu fixed at the values determined using EWs, in Sect. 4. Small adjustments were allowed only to the abundances of Ti, Cr, and Fe, in order to improve the fit. The adjustments were kept within the uncertainties of the abundances of these elements -see Sect. 4. The abundances of elements for which we did not measure any EW were determined scaling the solar abundances, following elements produced by the same nucleosynthetic processes. We chose to scale the Sm abundances as well, even though they were determined by us, because our results for this element exhibit high scatter and absence of well-defined behaviour (see Fig. 12 ). Sm and Dy abundances were obtained following Eu (produced mainly by r-process, according to Burris et al. 2000) ; Nb, Rb, and Pr were obtained following Nd (produced by both r-process and s-process, also according to Burris et al. 2000) . Mark that the influence of these lines is marginal, since they are weak and are not close to the Eu line. Projected rotation velocities v sin i and macroturbulence and instrumental broadening Gaussian profiles were determined by fitting the Fe  line at 4128.742 Å, as done with the solar spectrum.
Stars observed more than once had their spectra analysed independently, and the results were averaged. Abundances obtained with the different spectra of one object presented a maximum variation of 0.02 dex. Examples of spectral syntheses can be seen in Fig. 14 for the two stars with extreme Eu abundances that were observed with both FEROS and CES (HD 63 077 and HD 160 691). Note the effect of CES spectra higher sampling, which better puts the asymmetric profile of the Eu  line in evidence.
Eu abundances obtained using CES and FEROS spectra are compared in Fig. 15 . A linear fit was calculated, and the resulting relation was used to convert FEROS results into the CES system. This way, we ended up with two sets of Eu abundances: one totally homogeneous, obtained with FEROS spectra, and one obtained partially with CES spectra and partially with corrected-into-CES-system FEROS spectra. We plotted a [Eu/Fe] vs. [Fe/H] diagram for both sets of abundances, presented in Fig. 16 . Linear fits calculated for each set show that the CES abundances present a lower scatter σ, and for this reason the CES results were adopted for all subsequent analyses.
Uncertainty assessment
[Eu/H] abundance uncertainties were estimated with a procedure identical to the one used for the abundances of contaminating elements determined with EWs, thoroughly described in Sect. 4.2. It consists basically of varying the atmospheric parameters and continuum position independently, by an amount equal to their uncertainties, and recalculating the synthetic spectra. Continuum placement is the preponderant source of Eu abundance uncertainty. The placement uncertainty itself is higher for metal-rich stars, as these present stronger absorption lines, lowering the apparent continuum which restricts the choice of good normalisation windows. To estimate the influence of continuum placement uncertainties, we multiplied the spectral flux of the metal-rich standard stars by 0.98, and that of the metal-poor standard stars by 0.99, and recalculated the synthetic spectra. Woolf et al. (1995, WTL95) , Lawler et al. (2001) and Koch & Edvardsson (2002, KE02 Mashonkina & Gehren (2000) . In the line formation layers, the ground state was found to be slightly underpopulated, and the excited level overpopulated. As a consequence, our results would show a small difference if our method employed absolute abundances. But since we employ a differential analysis, these differences cancel each other partially, becoming negligible (WTL95 and KE02).
Comparison with literature results
We conducted a painstaking search of the literature for works with Eu abundances, and selected WTL95 and KE02 as the ones with the most careful determinations of disk stars, as well as a sizable sample of high statistical significance. Their sample is composed of a subset from Edvardsson et al. (1993) , and they use the same atmospheric parameters (obtained from Strömgren photometric calibrations). The Eu abundances were determined by spectral synthesis using the same line we used, with a procedure fundamentally identical to ours. KE02 merged their database with that from WTL95 by means of a simple linear conversion, obtained by intercomparison. We used this merged set of abundances to compare to our results. [Fe/H] diagram with our results and those from WTL95 and KE02. Both data sets exhibit the same behaviour, but our results present scatter 36% lower than those of WTL95 and KE02, even though our sample is 6 times smaller than theirs (linear fits result in σ our work = 0.050 and σ WTL95/KE02 = 0.078). The lower scatter of our results is a consequence of improvements introduced in our analysis, like the use of atmospheric parameters obtained by us through the detailed and totally self-consistent spectroscopic analysis carried out in Sect. 3. WTL95 and KE02 demonstrated, using Monte Carlo simulations of observational errors, that the observed scatter is not real, but mainly a result of observational, analytical, and systematic errors. Note that the behaviour of both data sets is similar, but that our abundances present considerably lower scatter.
Thorium
Spectral synthesis
The list of lines used for calculation of the synthetic spectrum of the Th region was constructed following the same procedure used for the Eu analysis. 14 V, Mn, Fe, Co, Ni, W, Ce, and U lines were kept, besides the Th line itself. Adopted wavelengths were taken from the VALD list (Bard & Kock 1994; Kurucz 1993 Kurucz , 1994 Whaling 1983) , with the exception of the Fe  line at 4019.043 Å, Ni  at 4019.067 Å, and Th  at 4019.130 Å, determined in laboratory by Learner et al. (1991) with a precision higher than 0.0005 Å. The Co  lines were substituted by their HFSs components, calculated by us using Casimir's equation, and HFS laboratory data from Childs & Goodman (1968) , Guthöhrlein & Keller (1990) , Pickering & Thorne (1996), and Pickering (1996) . To improve the fits further, one artificial Fe  line was added as substitute for unknown blends (MKB92; François et al. 1993) ; the influence of this artificial line in the obtained Th abundances is nevertheless small, as it is located relatively far from the center of the Th  line. The final list is presented in Table 12 .
The width of the Gaussian profile used to take macroturbulence and instrumental broadenings into account was obtained by fitting the Co  lines located at 4019.293 Å and 4019.297 Å. Solar log g f were obtained by keeping abundances fixed at their solar values (Grevesse & Sauval 1998) , and fitting the observed solar spectrum. Only the stronger Mn, Fe, Ce, and Ni lines had their log g f adjusted. For the Th  line, we adopted a fixed log g f from Nilsson et al. (2002) ; for the Co  lines we adopted fixed log g f from Lawler et al. 1990 (4019.132 Å) and VALD (4019.293 Å and 4019.297 Å, Kurucz 1994) . The other, weaker lines had their log g f kept at their laboratory values adopted from the VALD list (Kurucz 1993 (Kurucz , 1994 . As we kept the Th log g f fixed, we allowed its abundance to vary. The solar log g f and Gaussian profile determination was accomplished independently for each telescope used, leading to slightly different Th solar abundances (log ε(Th) ⊙ = +0.03 and +0.04 for the 3.60 m and CAT, respectively). As with Eu, the stellar [Th/H] abundance ratios were obtained by subtracting the appropriate solar value from the stellar absolute abundances ([Th/H] = log ε(Th) star − log ε(Th) ⊙ ). Figure 18 presents the observed and synthetic solar spectrum in the Th region. The strongest lines that compose the total synthetic spectrum are presented independently. For the Th synthesis in the sample stars, we kept the abundances of all elements other than Th fixed at the values determined using EWs, in Sect. 4. Small adjustments were allowed only to the abundances of Mn, Fe, Ce, and Ni, in order to improve the fit. The adjustments were kept within the uncertainties of the abundances of these elements -see Sect. 4. The W abundances, for which we did not measure any EW, were determined scaling the solar abundances, following the Fe abundances. The U abundances were estimated from a simplifying hypothesis that the [U/H] stellar abundance at the time of formation is independent of metallicity. We allied this hypothesis to a simple linear age-metallicity relation, in which a star with [Fe/H] = −1.00 is 10 Gyr old, and one with [Fe/H] = +0.00 is 4.57 Gyr old, i.e., age(Gyr) = 4.57 − 5.43 [Fe/H] . Given the known 238 U half-life t 1/2 = 4.46 Gyr, we reach a relation [U/H] = −0.50 + 0.37 [Fe/H] . Mind that the W and U lines have only a small influence on the final Th derived by the analysis, since they are weak (with EW < 0.2 mÅ for the metalrichest stars) and are not close to the Th line. We employed the projected rotation velocities v sin i determined in the Eu analysis, and the macroturbulence and instrumental broadening Gaussian profiles were obtained by fitting the Co  lines at 4019.293 Å and 4019.297 Å, like done with the solar spectrum.
Stars observed more than once had their spectra analysed individually, and the results were averaged. Different spec- tra for each star presented a 0.02 dex maximum variation. Examples of spectral syntheses can be seen in Fig. 19 for the two stars with extreme Th abundances that were observed with both 3.60 m and CAT (HD 20 766 and HD 128 620) . Mark that, due to problems that degraded the resolving power of spectra obtained with the 3.60 m telescope, these are almost identical to the ones obtained with the CAT.
Th abundances determined using spectra obtained with the 3.60 m and CAT are compared in Fig. 20 . A linear fit was calculated, and the resulting relation was used to convert 3.60 m results into the CAT system, and vice versa. This way, we ended up with two sets of Th abundances: one obtained partially with 3.60 m spectra and partially with corrected-into-3.60-m-system CAT spectra, and one that is just the opposite, obtained partially with CAT spectra and partially with corrected-into-CATsystem 3.60 m spectra. We plotted a [Th/Fe] vs. [Fe/H] diagram for both sets of abundances, presented in Fig. 21 . Linear fits calculated for each set show that the CAT abundances present a lower scatter σ, and for this reason the CAT results were adopted for all subsequent analyses. Thus, our adopted Eu and Th were obtained in one and the same system, related to one single instrument (CES) and telescope (CAT), reinforcing the homogeneity of the analysis.
Uncertainty assessment
[Th/H] abundance uncertainties were obtained with a procedure identical to the one used for Eu. Table 13 contains the results of the Th uncertainty analysis for the four standard stars, and Table 14 contains the abundances for all sample stars, with their respective uncertainties. Dependence of Th abundances on atmospheric parameters is similar to Eu, but exhibit 3 to 5 times higher sensitivity to continuum placement variations. This results from the much lower EW of the Th line, which ranges from 1 mÅ to 8 mÅ for our sample stars, whereas Eu ranges from 20 mÅ to 90 mÅ. Furthermore, the Eu line is practically isolated from contaminations, while the Th line is located in the red wing of a feature composed of strong Mn, Fe, Ce, and Ni lines, and is blended with one V  and one Co  line that, depending on the metallicity of the star, has an EW comparable to Th itself.
Comparison with literature results
There are only two works available in the literature in which Th abundances have been determined for Galactic disk stars: da Silva et al. (1990) and MKB92. In the classic work of Butcher (1987) , which was the first to propose the use of stellar Th abundances as chronometers, the ratio between the EWs of Th and Nd is adopted as an estimate of [Th/Nd], but no independent Th abundances are derived. We did not compare our results to those from da Silva et al. because only preliminary data is presented for a small sample of four stars. MKB92 is a re-analysis of the Butcher (1987) data, with the same stellar sample and spectra, but making use of more upto-date model atmospheres and more detailed spectral syntheses. Unfortunately, MKB92 do not present a detailed Th abun- results present scatter 61% lower than those of MKB92 (from linear fits we get σ our work = 0.064 and σ MKB92 = 0.165). The lower scatter of our results is a consequence of many enhancements introduced in our analysis, like the use of homogeneous and precise atmospheric parameters obtained by us, while MKB92 used multiple literature sources, and refinements in the spectral synthesis. Abundances determined using CES spectra obtained with the CAT and the 3.60 m are presented. The Sun is not included in the comparison, since its abundance is always equal to zero by definition. Solid and dotted lines are linear fits to these two data sets, whose scatters are shown in the figure. Mark that data from the CAT are better than those from 3.60 m. 
Conclusions
Homogenous, fully self-consistent atmospheric parameters, and their respective uncertainties, have been obtained for all sample stars. The use of two different and internally homogeneous criteria for effective temperature determination allowed us to achieve a very low uncertainty (27 K) for this important parameter. Uncertainties of the other parameters were also found to be adequate for our needs. Abundances of the elements that contaminate the Th  and Eu  spectral regions -Ti, V, Cr, Mn, Co, Ni, Ce, Nd and Smhave been determined by detailed spectroscopic analysis, relative to the Sun, using EWs. For the elements with meaningful HFSs (V, Mn, and Co), this has been taken into account. A thorough estimation of the uncertainties has been carried out. The average [element/H] uncertainty -(0.10 ± 0.02) dex -was found to be satisfactorily low.
Eu and Th abundances have been determined for all sample stars using spectral synthesis of the Eu  line at 4129.72 Å and the Th  line at 4019.13 Å. Comparison of our results with the literature shows that our analysis yielded a similar behaviour, but with considerably lower scatters (36% lower for Eu, and 61% lower for Th). The [Th/Eu] abundance ratios thus obtained were used to determine the age of the Galactic disk in Paper II. The shown abundances are the ones that best fit the presented spectra, and not the average values that are presented in Table 14 . The shown abundances are the ones that best fit the presented spectra, and not the average values that are presented in Table 14 .
