Abstract-In this paper we consider the problem of reinforcement learning in a dynamically changing environment. In this context, we study the problem of adaptive control of finite-state Markov chains with a finite number of controls. The transition and payoff structures are unknown. The objective is to find an optimal policy which maximizes the expected total discounted payoff over the infinite horizon. A stochastic neural network model is suggested for the controller. The parameters of the neural net, which determine a random control strategy, are updated at each instant using a simple learning scheme. This learning scheme involves estimation of some relevant parameters using an adaptive critic. It is proved that the controller asymptotically chooses an optimal action in each state of the Markov chain with a high probability.
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I. INTRODUCTION
T HE THEORY of reinforcement learning has been successfully applied in the past for solving problems involving decision making under uncertainty [1] , [2] . In this paper we consider the problem of associative reinforcement learning in a dynamically changing environment. The dynamic environment will be a Markov chain, and the learning problem is to identify an optimal control policy. The criterion of optimality is expected discounted payoff over an infinite horizon [3] . The transition and payoff structure of the Markov chain is unknown.
A. Reinforcement Learning Systems
Reinforcement learning was originally discussed in the context of learning behavior in biological systems [1] . A simple model is the stochastic Learning Automaton (LA) [1] which interacts with a random environment. There are two assumptions in all models employing a simple LA. The model is not sensitive to any "context" in the environment depending on which, different actions may be optimal at different times. The second assumption is about immediate reinforcement, that is, a complete (random) evaluation of an action becomes available before the automaton needs to perform the next action.
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1 [5] . For such problems (referred to as associative reinforcement learning problems [6] , [7] ) the Automaton has to be modified so that the choice of action depends also on the context vector input from the environment [5] , [7] . Such a context-sensitive Automaton is called the Generalized Learning Automaton (GLA) [1] , [8] .
In a simple GLA model, the environment generates immediate reinforcement and the environment is stationary. In some situations, the context may change according to the action taken by the GLA. Further, the reinforcement obtained may be delayed. A different learning approach is required in such dynamic environments [2] , [6] as shown in Fig. 1 . The figure shows a GLA along with an adaptive critic interacting with the environment. The function of the adaptive critic is to internally estimate a meaningful reinforcement signal for the GLA, given the context vector , the action taken by the GLA and the payoff from the environment. Learning scheme for the model given in Fig. 1 will have to specify the procedure to update the parameters of the GLA and also to update the parameters of the adaptive critic. Such learning systems employing an adaptive critic have been explored in the past [2] , [9] , [10] . However, there are no general convergence results available for learning systems employing an adaptive critic and performing online learning. In this paper, we provide a complete analysis of the reinforcement learning system employing an adaptive critic.
B. Learning Control of a Markov Chain
The problem of control of a Markov chain (also known as Markov decision problem) arises when state transitions are associated with some cost depending on the action taken in various states. Markov decision problems with various performance criteria have been studied in the past. When the transition probabilities and the reward structure are known, the optimal policy could be obtained through Dynamic Programming techniques [3] , [11] .
In many situations, the system model (i.e., the transition and reward structure) is not known a priori and this leads to the problem of adaptive control of Markov chains. There are two schemes of adaptive control: direct and indirect. Conventional adaptive control schemes (for a survey, see [12] ) are indirect in that an explicit model of the unknown system is constructed and an optimal policy, determined by solving a dynamic programming problem with the current estimated model in lieu of the true model, is used in generating the next action [13] , [14] . The complexity of these procedures increase rapidly with the dimension of the problem.
Wheeler and Narendra [15] proposed a direct decentralized learning scheme using a team of Learning Automata for the adaptive control of a finite state Markov chain with the criterion being the expected average cost over the infinite horizon. Recently Barto et al. [16] suggested a direct method for this problem with discounted payoff. At each step, the best possible action is identified by the estimation of so called Qvalues or state-action values, originally introduced by Watkins [17] , [18] . The action generation is based on some strategy which ensures that each action is generated infinitely often so that the estimates can converge to the true values [18] . The knowledge of the true state action values amounts to the knowledge of the optimal strategy. Through simulation studies the utility of the direct method over the complex indirect method was demonstrated by Barto and Singh [16] .
The proposed adaptive control scheme in this paper is a direct method for solving the learning control problem. A stochastic neural net model (a GLA) is used to decide the control strategy. A deterministic neural network is used for the adaptive critic. The function of the adaptive critic is to estimate the state-action values (as used in [16] ) and generate a suitable reinforcement signal for the GLA (the controller). This method can be considered as a policy iteration method as opposed to the value iteration suggested in [16] , [17] . The main result of the paper is a convergence proof for the GLA learning algorithm which ensures that asymptotically an optimal action is chosen in each state.
The rest of the paper is organized as follows. The problem of adaptive control of finite state Markov chain is described in Section II. The controller and the adaptive critic along with the learning algorithms are described in detail in Section III. In Section IV, we present the analysis for the learning algorithm. Section V provides discussion on the algorithm and simulation results are presented in Section VI. 
Proof: Follows immediately from (2) and (1).
III. NEURAL NET MODEL AND LEARNING ALGORITHM
The block diagram of the learning system is shown in Fig. 1 . The learning system has two major parts: the controller and the adaptive critic. The controller consists of Generalized Learning Automata (GLA) and it makes a stochastic choice of action in each state (supplied as its context input) based on its internal parameter vector. This parameter vector is updated at each instant using a scalar reinforcement signal supplied by the adaptive critic network. The adaptive critic network maintains estimates of state-action values and supplies a reinforcement signal for the controller.
A. Controller Network
The structure of the controller (a GLA) is as follows. It has one unit corresponding to each action in the action set . The th unit of the controller has a weight vector where is the finite action set and denotes the complete set of weights in the controller network. The context vector input to the GLA will be a representation of the state of the chain at that instant. We represent the th state with the th unit vector (i.e., a vector in the th component of which is unity and all others are zero) which will be denoted by . The controller generates an action in state stochastically according to the law with probability (4) where for (5) where is the activation function given by . From (4) it follows that each value of the parameter vector, , determines a specific stationary random policy.
B. Adaptive Critic Network
The function of the adaptive critic network is to update the estimates of the state-action values after observing the state and payoff. Network structure is shown in Fig. 2(a) for the simple case when there are only two states (i.e., and two admissible actions in each state (i.e., . The network has two layers and all the units have deterministic input-output function. First layer of the network has one unit, , corresponding to each state-action value , and its output is the current estimate, . The inputs into the unit consist of a) the immediate payoff , b) its own output as a feedback, and c) a feedback from the second layer [which, to avoid complexity, is not shown in Fig. 2(a) ]. Each unit of the first layer is of sample-and-hold type activated by an input from a decoder that activates only one unit at any instant depending on the state and action . Only the unit that is activated will update the estimate. Let denote a cluster in the first layer consisting of all units corresponding to the same state . The second layer has one comparator network corresponding to each cluster in the first layer. The function of the comparator network is to choose the maximum out of all the inputs. Fig. 2(b) shows the comparator network form for the two input case. It can be suitably extended for larger number of inputs [19] .
Output from the second layer of the adaptive critic net is given as a feedback to the first layer units. If the next state after transition is (i.e., then is the feedback from the second layer to the first layer unit that is activated.
C. Learning Algorithm
At instant , let and represent the weight vector, state-action value estimates and the current state respectively. At and can be arbitrary.
(i) Controller generates an action with the law described in (4).
(ii) Let be the next state of the Markov chain. This transition occurs with probability and generates a random payoff . (iii) Reinforcement to the controller from the adaptive critic will be if otherwise.
(iv) Controller weights are updated as follows. At instant , only the weight vector (which corresponds to the action is modified. We use a penalizing term in the weight update to ensure that the weights are kept inside a compact set (see Remarks 2 and 3). For this purpose we define, if if if (7) for some constant and let denote the derivative of . Then (8) where with given by (9) and is the learning parameter. (v) The updating procedure for the state-action value estimates is (10) where is the learning parameter and with Thus, only the component is updated. Here is the discount factor.
The above steps (i)-(v) are repeated at each time instant. Note that the constant in the definition of the function is a parameter of our learning algorithm. Remark 1: Updating (8) is a reinforcement learning algorithm of the reward penalty type (similar to the algorithm [5] ), if the term in (9) is not considered. Motivation for (10) for the estimates is obvious from (2) . This equation is same as that used by Watkins for estimating the state-action values [18] except for the change that the step size parameter used is constant instead of decreasing as . It is shown in [18] that the algorithm converges, under the standard stochastic approximation assumptions on the step size parameter, if the controller samples each action infinitely often. In the next section we show the convergence of the coupled dynamics of and evolving according to the learning algorithm presented above.
Remark 2: From the algorithm it follows that the weights remain bounded inside the compact set . In fact, if then, in (9) the term dominates the others the absolute value of which is bounded by unity and the algorithm brings the weight inside the box . Also, , if
. Define a set (11) for any arbitrary constant . It is now easy to see that, if then . The boundedness of the q-estimates also could be established as below. Assume that . We will show that the algorithm ensures that 
A. Qualitative Overview of the Analysis
Here we summarize at a qualitative level the analysis of the learning algorithm. The next two subsections present detailed proofs of the various theorems. The Learning Algorithm presented in the previous section can be represented as where and We are interested in the asymptotic behavior of the sequence of estimates . is the set of observations at time step , which is used to update . In general, is a random variable with some distribution which is not known to the learning system and it could be a function of the previous estimates. The function represents the updating specified in the learning algorithm and it is a deterministic nonlinear function satisfying certain regularity conditions (some of which are evident from the learning algorithm and others are due to assumptions on the payoff values, etc.).
is a sequence of positive scalars, called the "gain sequence," which specifies the step size for each .
In stochastic approximation type algorithms [20] , the gain sequence as . In tracking problems, usually . In our algorithm, we maintain at a small positive value. We first derive an associated ordinary differential equation (ODE) for a gain sequence decreasing to zero and then extend the results to derive conclusions on the long term behavior of the algorithm in which is fixed at a small positive value.
For the gain sequence decreasing to zero, becomes small as increases and hence for large we have , , for some finite integer . Due to the small step size assumption, for large , the process could now be studied assuming that remains constant at the value , for . For our algorithm, this sequence is Markov chain for (fixed for all ) and also it is irreducible with a stationary distribution dependent on (see Lemma 5) . We can now further extend our arguments and write (for where , averaged with respect to the stationary distribution of and is some zero mean random variable which could be dependent on . (See Lemma 6 and Lemma 7 for the averaged function in our algorithm.)
Now, using the recursive updating algorithm we can approximate as
The above approximation suggests [20] that by a suitable continuous time interpolation of the iterates of the algorithm, the evolution of the algorithm can be approximated by the solution of the ODE with the same initial conditions as the algorithm. This associated ODE is easier to handle since it is deterministic. The heuristic argument presented above can be made precise [21] . Theorem 8 formally proves this result and derives the ODE for our algorithm [given by (23) - (24)].
The following two results from [20] formally summarize the relationship between the iterates of the learning algorithm and the solutions of the associated ODE. Let denote the iterate at step and let denote the solution of the associated ODE. [22] . We first make the assumption that the Markov decision problem has a unique optimal action in each state of the Markov chain [cf. Assumption (A3)]. We can then show that the associated ODE has a unique asymptotically stable equilibrium point , where is the true state action value vector (see Lemma 9) . We will show that, if the weight vector of the controller network is and state action value vector is then it will correspond to choosing an optimal action in each state of the Markov chain with a high probability.
Next, a similar result is derived by relaxing the Assumption (A3). We define a surface as in (31) (see Remark 6) such that every point on this surface corresponds to choosing an optimal action with a high probability. We construct a Lyapunov function and show that the trajectories of the ODE will asymptotically approach the surface . (8) and (9), we have, for ,
B. Derivation of the ODE

where, the expectation is with respect to the unique invariant distribution of the Markov chain for the fixed weight vector is as defined in (5) and
Proof: The proof is through simple algebraic manipulations and is provided in [23] .
Note that in (17) is independent of because, given the state , estimate and action is independent of the weight vector . where is as defined in (12) and the expectation is with respect to the unique invariant measure of the process , when where is given by (15) and is given by (18) . Proof: See Appendix.
C. Analysis of the ODE
Using Lemma 6 and Lemma 7 we explicitly write the equivalent ODE as (23) (24) From Lemma 7 (ii) it follows that (24) has a unique zero (the true state action value vector). In the analysis to follow we first make an extra assumption (A3) given below. Later on we see how assumption (A3) can be relaxed.
Assumption (A3):
For each state of the Markov chain the optimal action is unique, i.e., for each , there exists an unique such that, . Now define for each and
By assumption (A3), and for any such that , we have [using (17) ], for any (26) (Here , the norm).
Lemma 9 Under the assumptions (A1)-(A3), there exists a unique such that is the unique zero (stationary point) of the ODE (23-24).
Proof: It follows from Lemma 7 (ii) that is the unique stationary point of (24), for any . By Lemma 5,  . By (C1), we require the following equations to be satisfied if is to be a zero of (23) (23)- (24) .
Remark 3: The existence of the equilibrium point for the ODE, proved in the above Lemma 9, is crucially dependent on the penalizing term in the learning algorithm (which ensures that weights are bounded inside a compact set) and the fact that the function , is strictly increasing . Remark 4: In the remaining part of the proof we need the notion of Dini derivatives (see [22] ), which are briefly explained in this remark. Any continuous real valued function defined over the real line has four Dini derivatives at each point of the real line.
, (23) and (24) for any initial condition.
Proof: See Appendix. Now define (28) where is the unique zero of (23 (29) with where is the discount factor, is defined in (14) , is the total number of actions, is defined in (25) , is a constant used in the penalty function in (7) , for any and for large , with a high probability depending on the gain parameter . By the continuity of the function it follows that , for sufficiently large with a high probability. It follows from the proof of Lemma 9 that is greater than or less than based on the value of . Thus, by choosing large, the probability of choosing the optimal action could be made as large as desired with a high probability.
D. Relaxing Assumption (A3)
When (A3) is not satisfied, more than one action could be optimal in some states. Let and any weight vector of the controller is optimal. Suppose (A3) is satisfied by . Then will give the optimal policy function. These two are the extreme cases. Now consider a Markov control problem with two states and three actions , where the transition and reward structure are such that and . In this case, , since actions 1 and 2 are both optimal in state 1 and only action 1 is optimal in state 2. In such problems, we desire that the probabilities of non-optimal actions in any state be close to zero. The relative distribution of probability among the optimal actions in a state is of no interest. Since the algorithm ensures that the all the weights remain bounded, we need to analyze the convergence of weight components alone. This motivates the following definition of the surface and ensuing analysis.
Since, by (C1), , the probability of choosing an action in state is determined only by the components . For each , let be the unique solution of the equation (cf. Lemma 9). Let (31)
We consider the solutions of the ODE (23)- (24) 
V. DISCUSSION
In this paper we considered the problem of reinforcement learning in a dynamic environment. Viewed as a learning problem, there are two major difficulties here. The reinforcement available from the environment at any instant is not directly evaluative of the action at that instant because our objective is to optimize total expected discounted payoff. Further, the state changes of the environment are affected by the actions of the learning system complicating the credit assignment problem.
The approach we used is based on the notion of an adaptive critic. Adaptive critics are discussed in the context of temporal credit assignment by Barto and his colleagues [2] , [9] . A recent review of adaptive critic method for control is [17] .
The main idea in this approach is that the critic should be able to supply the learning element with a reinforcement signal that is more meaningful than the immediate payoff from the environment. In the Markov control problem, estimating the state-action values is the natural choice for designing the critic. Using such an estimation scheme for the critic and a simple associative learning algorithm for the learning element, we were able to prove global convergence of the overall system. Given that the estimates converge to true values in the case when there is no learning and all actions are chosen infinitely often, we can get such convergence for the overall system with the learning algorithm, by keeping enough exploratory behavior in the learning element. This basic idea of the proof is the same as that of estimator algorithms for LA [4] .
The learning algorithm used to update the parameters of the controller is very similar to the algorithm used in [5] for a pattern classification problem with linearly independent patterns. An associative reward-inaction type algorithm was suggested in [7] and it was proved that the algorithm has a stochastic hill climbing property. The environment was assumed to be stationary and the reinforcement is immediate in all these works. Sutton has recently proposed a class of algorithms called Temporal Difference algorithms [24] which can handle delayed reinforcement. The TD algorithms have much in common with ideas in dynamic programming [17] and can be used for the Markov decision problems considered here (e.g., for estimating the Q-values under a fixed policy).
Barto et al. [16] suggested an adaptive control scheme using the estimates of state-action values. The use of state-action values was first suggested by Watkins [18] . The action generation was based on the method proposed by Sato et al. [14] which ensures that all actions are generated infinitely often. This method requires the estimation of state-transition probabilities. Later, in [17] , they suggested a different algorithm for action generation, which is similar to our rule in (4)-(5). It is proved by Watkins and Dayan that the estimates for the state-action values will converge to their true values, under the standard stochastic approximation conditions, if all actions are chosen infinitely often [18] .
The analysis presented here makes use of the special features of the Markov control problem only in getting the right estimates for the adaptive critic. Hence we hope to extend this approach into tackling a general class of reinforcement learning systems using adaptive critics in our future work. A shortcoming of the algorithm presented here is that it can handle only finite Markov chains because it has to maintain explicit estimates of the state-action values. A challenging open problem is to design such reinforcement learning systems to tackle more general Markov decision problems.
VI. SIMULATION RESULTS
We give below simulation results for a Markov chain control problem (taken from [15] ) with two states and two actions in each state. The following are the parameters used in the simulation . The transition and reward matrices are It can be easily shown [3] , [11] that it is optimal to take action 1 in both the states.
Simulation-1: In the first simulation the initial weights as well as the initial values of the estimates of the state-action values are set to zero. Reward for the state transitions were generated with uniform probability over an interval of width 0.5 and mean , which is the th entry of the reward matrix . Fig. 3 shows how the probability of action 1 in each state, , varies with the number of control actions performed in a typical run. The typical values of the action probabilities and the state-action values, after 32 500 controls were performed, are Simulation-2: In this simulation the initial weight values of the controller are zero, but the initial values of the estimates are (given in the same order as above): 1, 4; 0, 1. (These values of make action 2 optimal in both states). Fig. 4 shows the plot of the action probabilities against the number of control actions. It could be observed that value decreases initially and then increases to 0.9. After 30 000 iterations the action probabilities are and estimates are (in the same order as above) 6.013, 5.729; 6.508, 6.257. This corroborates well with the analytical results that the learning algorithm converges globally.
Simulation-3: This example also has two states and two actions. The probabilities are . The reward matrix is such that excepting . All the other parameters have the same value as in Simulation-1. The true state-action values are (analytically) found to be, and Both actions are optimal in state-1 and only action 2 is optimal in state-2. The plot in Fig. 5 shows that converges to zero but, value oscillates between 0 and 1 (this is because of the finite nonzero step size value and the fact that . This agrees well with the conclusions of Theorem 14.
We performed simulations of a Markov chain control problem with five states and three actions (this example is in [16] ). After 20 000 iterations the probabilities of the optimal actions were . The simulation was continued up to 80 000 iterations and the probabilities of the optimal actions were .
VII. CONCLUSIONS
In this paper the problem of learning in dynamic environments has been considered. The problem of control of Markov chains is analyzed in this perspective. A Generalized Learning Automaton model is used as the controller and a deterministic neural net is used as the critic to estimate some relevant parameters for finding the optimal policy. An associative reward-penalty algorithm is used to update the controller parameters and it is shown that the controller asymptotically approximates the optimal policy with as high a probability as desired.
APPENDIX
Proof of Lemma 5:
Part (i) follows from Assumption (A2).
To Prove Part (ii)
If is any stationary pure policy and the corresponding invariant distribution, then, , by (A2). Since we have only a finite number of pure policies, we get . Now, using the result in [25, ch. 5 Since , by uniqueness of the invariant distribution, we get . As the cluster point in the above is arbitrary, the continuity of follows.
Proof of Theorem 8:
This is the particular case of a general result in Kushner [21, Theorem 3.2] . We observe the following with regard to the learning algorithm.
(i) is a Markov process. Values taken by the process are inside a compact subset of a metric space.
(ii) The function [in (12) ] is independent of the learning parameter . is measurable and bounded over every compact set. (Note that is measurable and bounded, while is continuous). (iii) If (i.e., and fixed) then has a unique invariant distribution (say, ). This follows from Lemma 5 and the learning algorithm.
(iv) The ODE in (21) [also given explicitly in (23) and (24)] has a unique solution for every initial condition. Let and be any two points. We will show that where if if if and is a constant identified as below. in (21) [which is also given in (15) ] has all the components bounded. Denote this bound by a constant . From (18) in Lemma 7 we have . is a diagonal matrix with nonzero and bounded entries (note that ). is a vector, given by (20) , which is a function of alone. Also for any where is some constant. Now choose in defining the function above. is measurable and satisfies the conditions of the result in [26, Theorem 10] and hence the uniqueness of the solution follows.
By the observations (i)-(iv) above and the result in [21, ch. 5, Theorem 3.2] it follows that the sequence converges weakly to the solution of the ODE (21) as
Proof of Lemma 10:
We require the following result in the proof of Lemma 10. Since it follows is a contraction operator. follows from Lemma 7 (ii).
To Complete the Proof of Lemma 10:
(where By substituting from (24) and (34) 
Proof of Lemma 11:
Using (23) we get
Since assumption (A3) holds and from (26) we get By Lemma 5,  for each . From the proof of Lemma 9 it follows that is a strictly decreasing function of and is a strictly increasing function, while both have a zero at . Hence each term in the above sum is strictly less than zero for any . This proves the Lemma.
Proof of Lemma 12:
By properties of Dini derivatives [22] we get, since is differentiable In the worst case, we require From (37)-(39), we need Thus is satisfied if the constant is chosen as above.
Proof of Theorem 13:
Existence of a unique stationary point follows from Lemma 9. From Lemmas 10-12 we infer that along the trajectories of the ODE (23)- (24) 
