of all bounded linear operators on a Banach space X with each A(z) g-Drazin invertible, we study the conditions under which the <7-Drazin inverse AP{Z) is holomorphic and finitemeromorphic. From our results we recover a theorem of Steinberg on meromorphic families of compact operators.
Introduction and preliminaries
The p-Drazin inverse for operators [12] arises naturally in the context of isolated spectral points, and generalizes the conventional Drazin inverse introduced by Drazin [8] . This inverse is an important tool in theory of rings, and forms an extensive chapter in matrix analysis, where it features in many applications such as solutions to systems of linear equations, difference equations, optimal control, and even multibody system dynamics. In functional analysis it was applied to systems of singular linear differential equations between Banach spaces (see [15] ).
When considering systems of singular linear differential equations, we often need to consider perturbations of the differential operators, which requires the differentiation of the g-Drazin inverses involved in the description of the solutions. If the changes involved in perturbations are of a higher degree of smoothness, we need to consider holomorphic and meromorphic properties of the Drazin inverse.
In this section we sketch the necessary background of the Drazin inverse needed in the paper. Section 2 is concerned with holomorphic properties of the Drazin inverse, which are then extended in Section 3 to the study of meromorphic properties. Applications to the case of bounded Drazin index, and to compact operators are obtained as natural consequences of our results.
If A belongs to the class B(X) of all bounded linear operators on a complex Banach space X and 0 is not an accumulation point of the spectrum of A, then the spectral projection of A at 0 is the unique idempotent Ρ 6 B{X) such that
(see [12, Theorem 3.1] ). Then there exists r > 0 such that zI-(A + P) and ζ I -AP are invertible if 0 < \z\ <r. From
zl -A = (zl -AP)P + (zl -(A + P))(I -Ρ)
it follows that for any ζ satisfying 0 < \z\ <r,
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where
is the g-Drazin inverse of A. We define the Drazin index i(A) of A to be 0 if A is invertible, k if AP is nilpotent of index k > 1, and oo if AP is quasinilpotent but not nilpotent. We observe that AA° = A°A = (A + P)~l{A + P)(I -P) = I -P, that is
An operator A E B(X) for which 0 is not an accumulation spectral point will be called g-Drazin invertible. The ^-Drazin inverse was introduced and investigated in [12] , its continuity properties were studied in [13] , and the basic results on its differentiability were presented in [14] . A ^-Drazin invertible A 6 B(X) has a unique decomposition A -C + Q, where C € B(X) is g-Drazin invertible of Drazin index 1 or 0, Q € B(X) is quasinilpotent, and CQ = 0 = CQ. The operator C is called the core part of A We denote the nullspace and range of Τ G B(X) by N(T) and R(T), respectively, and define the reduced minimum modulus 7(T) of Τ by 7 (T) = 00 if Τ = 0 and 
where Γ is α cycle in C\{0} surrounding the nonzero part of the spectrum, of A(z 0 ).
We give a brief sketch of the proof whose full details appear in [14] . Assume that A°(z) is continuous at ZQ. First we express the g-Drazin inverse of A(z) as the integral with a cycle Γ surrounding the nonzero part of the spectra of all the A(z) with \z -zo\ < δ for a suitable δ > 0 (the existence of such δ is guaranteed by the continuity of AP(Z) -see condition (1.7) below). Using the second resolvent equation for the integrand, we calculate the limit of
as z -> ZQ. This gives (1.5).
[13, Theorem 4.1] gives several conditions equivalent to the continuity of A D (z) at ZQ. We state some of them which will be needed in the following sections. Here C(z) is the core of A{z) and P(z) the spectral projection oîA(z).
We say that Β E B(X) is an inner inverse of A 6 B(X) if ABA = A. The following result originally due to Greville for matrices will be often used in the paper. A proof is given for the reader's convenience.
LEMMA 1.2. Suppose that A G B(X) is g-Drazin invertible, i(A) is finite and I > i(A) is an integer. If A 2l+1 has an inner inverse G, then
A D = A l GA l .
Proof. For any positive integer k, A l+k (A°
which proves the result.
•
In some situations, while a g-Drazin invertible function A(z) will depend analytically on z, so will the spectral projection P{z). We can sometimes reduce the general case to the situation when P(z) is locally constant. This is done using the so-called stabilizing transformation: Suppose that projections Q(z) are analytic in an open connected set U. Select ZQ € U, and define
Since E(ZQ) = I, there exists ε > 0 such that E(z) is invertible for |z -zo| < e. Then
which means that Q(z) is analytically similar to a single projection Q(zo).
A standard analytic continuation argument shows that the analytic similarity holds in all of U.
Holomorphic properties of AP{Z)
Throughout this section Ω is an open set in the complex plane, and A(z) a continuous function on Ω whose values are bounded linear operators on X. If the operators A(z) are assumed g-Drazin invertible, we shall use A D (Z) for the Drazin inverse of A(z), C(z) for the core of A(z) and P(z) for the spectral projection of A(z). This notation will be used throughout this section. Theorem 1.1 gives necessary and sufficient conditions for the complex differentiability of A(Z) at ZQ.
Recall [1, 16, 18 ] that a family A(z) of operators with closed ranges is uniformly regular at zo G Ω if the function ~F(A(Z)) is continuous at ZQ. This is equivalent to 7(A(z)) being bounded away from zero on some neighbourhood of ZQ.
From Theorem 1.1 we obtain the following main result on holomorphic behavior of A D (z). [1, 16] ). .
In the special case when the spectral projections are of finite rank we have the following theorem. 
Proof. To prove that (i) implies (ii), suppose that A°(z) is a holomorphic function in Ω. Then so is P(z) = I -A{z)A ù (z). Using a stabilizing transformation (1.11), it is not difficult to deduce that dim R(P(z)) is constant on every connected component of Ω.
To prove that (ii) implies ( (2)) is constant on each connected component ofii.
Proof. To prove that (i) implies (ii), suppose that AP{Z) is a holomorphic function in Ω. Then dim R(C(z)) < oo for all ζ e Ω, and by Theorem 2.1 (v) it is easy to see that dim R(C(z)) is constant on each connected component of Ω. 
Now let us prove that (ii) implies (i). Suppose that dimÄ(C(2)) is constant on each connected component of Ω. Let Ωο be a connected component of Ω and let ZQ € Ωο· Then dim R(C(z)) is constant (say Co) on Ωο· Since

A(z) is holomorphic in Ω and dim R(A(z)) < oo for all
A°(z) = A m {z)G{z)A m (z).
Thus Α Ό {ζ) is a holomorphic function at ZQ. •
When the family A(z) is commuting, we have the following specialization.
THEOREM 2.4. Let Ω be open, bounded and connected, and let A{z) be holomorphic and g-Drazin invertible for all ζ G Ω. Suppose further that the family A(z) is commuting, that is, Α(ζ)Α(μ) = Α(μ)Α(ζ) for all ζ,μ G Ω.
Then the following conditions are equivalent: First we recall some notation (see [2, 3, 4, 5, 18] We can now present the main theorem of this section. Let ZQ € Cid, and let I be an integer such that I > max{i(A(zo)), fco}. We observe that there exists (zo,6 ) and the stability number k(A 2l+1 ;z) is finite for each ζ G £>(ζο,<5); more precisely k(A 2l+1 ;z) = 0 for each ζ G D{zo,ô) \ {zo}, and k{A 2l+l -,z0) > 0 (see [2, 3, 4, 5, 18] 
Hence by Lemma 1.2, where we write A z for A(z), P z for P(z) and Po for P(zo). It is clear that the formula (3.5) could be of practical use when investigating the continuity and differentiability of the g-Drazin inverse.
