The possible mutual influence and synergistic effect between defect production and the presence of hydrogen isotopes in the crystal lattice of tungsten is studied. For this purpose, we perform modelling of experimental data where polycrystalline tungsten samples were in one case sequentially irradiated by 10.8 MeV tungsten ions followed by low energy deuterium exposure and in the other case simultaneously irradiated by tungsten ions while exposed to deuterium atoms. Modeling of the measured deuterium depth profiles and thermal-desorption spectra for different irradiation temperatures is performed by the MHIMS (migration of hydrogen isotopes in materials) code. A model of trap creation due to tungsten ion irradiation during the deuterium atom exposures is implemented. In both experimental series, the deuterium desorption peaks corresponding to defects induced by tungsten irradiation are described by the same two de-trapping energies of 1.83 eV and 2.10 eV. The experiments give and unambiguous proof that the presence of deuterium increases the overall trap density. The modelling reveals that the two trap concentrations are affected differently by the temperature and the presence of deuterium: The concentration of the low energy trap is significantly higher in the case of simultaneous exposure as compared to sequential exposure especially at high temperature (2.2 times higher at 1000 K). The concentration of the high energy trap is only weakly affected by the presence of hydrogen.
Introduction
Hydrogen interaction with materials plays a crucial role in fusion research as the tritium inventory needs to be controlled inside a future reactor and maintained below specific limits for safe and fuelefficient operation. Current fusion development concepts aim to produce energy in a closed tritium fuel cycle [1] . The plasma facing components of a fusion reactor like DEMO need to operate at elevated temperatures (< 1500 K) and withstand intense heat loads up to 20 MW/m 2 and large particle fluxes up to 10 24 part/m 2 s [2, 3] . Within the expected operational duty cycles the displacement damage from irradiation by energetic 14.1 MeV neutrons produced by the deuterium-tritium fusion reaction (D + T → He (3.5 MeV) + neutron (14.1 MeV)) is anticipated to be few displacements per atom per year [4] , adding additional challenges to material choices. Based on these considerations, tungsten (W) and tungsten-based alloys have been proposed as materials to be used as plasma facing components. The hydrogen isotope (HI) inventory in tungsten needs to be predicted for the harsh conditions that will take place in a future fusion reactor, necessarily taking into account also the effect of neutrons. One consequence of neutron irradiation will be the creation of lattice defects by displacing lattice atoms.
This displacement damage acts as trapping sites for HIs because of high de-trapping energies compared to the energy barrier attributed to diffusion of solute HIs between interstitial sites. These traps have a strong impact on the overall tritium retention as predicted by rate equation simulations of tritium retention in W during realistic tokamak cycles [5] . During fusion reactor plasma operation both implantation of energetic hydrogen isotope ions and neutrals as well as damage creation by neutron irradiation will take place at the same time. The influence of the presence of HIs during damage creation on defect structure and on fuel retention is still not well understood. Dedicated experiments as well as theory are needed to address these extreme conditions [6, 7] . However, there is currently no facility capable of replicating the extreme operating environments of high particle and heat fluxes, large time-varying stresses, and large fluence of 14.1 MeV fusion neutrons [6] .
To study the influence of material displacement damage on fuel retention, high energy ions are used [8] as a surrogate for the displacement damage that neutron irradiation will cause. It has been
shown that fuel retention both in fission neutron-damaged [9] and in W-ion-damaged tungsten (socalled self-damaged W) is strongly increased as compared to undamaged tungsten (e.g. [10, 11] ).
In this paper we model the deuterium depth profiles presented in [12] together with thermaldesorption spectra derived from these samples after exposure using the MHIMS code [13] . Namely, simultaneous W-ion irradiation and D-atom exposure were performed at different elevated temperatures and the results are compared to the sequential procedure of W-ion irradiation at elevated temperatures followed by D-atom exposure. From the deuterium depth profile absolute trap densities and trap profiles were deduced. From the thermal desorption spectroscopy (TDS) de-trapping energies and trap densities of the individual traps are derived. Modeling the TDS spectra and D depth profiles of the simultaneous and the sequential procedures gives us the possibility to study the influence of the presence of deuterium during damage creation on the evolution of individual traps with sample temperature.
Experiment
The details of sample exposures and deuterium depth profiling were already given in [12] . Here only a short overview of the experimental procedure and conditions will be given together with the necessary information not yet provided in [12] . Polycrystalline hot-rolled tungsten samples (PW) manufactured by Plansee with a purity of 99.997 wt. % were used in the present experiment. Samples were recrystallized before the experiment to enlarge grain size to about 50 µm and to reduce the density of natural defects present in the samples.
In order to study the effect of the presence of HI in the material on damaging two experimental procedures were performed in the INSIBA chamber at the 2 MV Tandem accelerator at Jožef Stefan [14] . Exposure of tungsten to low-energy D atoms is one of the most gentle ways of decorating existing defects with hydrogen isotopes without producing any additional damage as in the case of plasma loading or annealing significant amounts of defects that takes place during high temperature gas loading. Hence, the exposure to D atoms is used here as a tool to populate the traps created beforehand in the sample and from D retention and desorption it is then possible to deduce the trap concentrations and de-trapping energies.
Deuterium depth profiles were measured by nuclear reaction analysis (NRA) utilizing a 3 He beam.
The analyzing beam was 2 mm in diameter which was smaller compared to the size of the W ion beam being 4 mm in diameter. The D depth profile analysis was performed at the central position of the W irradiation beam and D fluxes are also quoted for this position.
For the sequential W/D exposure the sample temperatures were 300 K, 600 K, 800 K and 1000 K.
After damaging, all the samples were exposed at 600 K sample temperature for 24 h to D atoms corresponding to a fluence of 4. at.% was obtained for 900 K and 1000 K [12] .
After the NRA analysis at JSI the samples were analyzed at Max-Planck-Institut für Plasmaphysik (IPP), Garching, Germany with NRA using a 3 He beam with 1 mm beam size to measure the lateral homogeneity of deuterium along both axes of the sample. As deuterium retention is small outside the self-damaged area the size of the W beam diameter could also be deduced by that.
Finally thermal-desorption spectroscopy (TDS) was performed on the samples in the quartz tube of the TESS set-up at IPP. A basic description of TESS is given in [15] . All TDS spectra show a dominating peak with a high temperature shoulder of different height. Desorption starts only above the exposure temperature of 600 K with maximum desorption taking place around 800 K. More details will be discussed together with the simulation results in section 3.
Simulations
To simulate both experimental procedures, we employed the MHIMS code [13] , using the surface model [17] developed to handle low energy hydrogen atom exposures. This code is based on a 1D macroscopic rate equation (MRE) model widely used to tackle implantation and desorption of hydrogen isotopes in W like in the TMAP7 code [18] or the TESSIM code [19, 20] . The model implemented in MHIMS as well as its parameters are reported in table 1 of [17] . We used here the classical version of the model in which each trap is characterized by a single de-trapping energy and can only be occupied by one hydrogen atom. It is different from DFT results showing that a defect (for instance a vacancy) can trap several hydrogen atoms with different de-trapping energies depending on the number of trapped atoms [21, 22, 23, 24] . However, Schmid et al. [25] found out that, if one considers only one hydrogen isotope, the results from a fill-level-dependent model are not discernable from the one given by a classical model. As no isotopic exchange experiment is simulated here, the classical model is used. First the free parameters of this model are adjusted. They are then discussed and compared to literature data of DFT and previous MRE simulation results.
The MHIMS free parameters are the relevant energies for D at the surface (desorption energy E D , migration barrier E A from the surface to the bulk and E R from the bulk to the surface energy), and the de-trapping energies E t,i from the traps created by W damaging and their concentrations n i (m -3 ).
In the following text they are called in the 'self-damaged traps'. In the case of sequential W/D exposure, these traps exist before D exposure and they are considered as static. In the case of simultaneous W/D exposure, these traps are initially absent in the material and are only created during W irradiation. To simulate this dynamical creation of traps, a creation model has been implemented in MHIMS for the self-damaged traps. This model has a similar formalism as the one proposed by Ogorodnikova et al. [26] to simulate ion-induced traps: if one calls n i ( , ) the concentration of a selfdamaged trap type i (in m -3 ), at time t and depth x, characterized by a trapping energy E t,i , its evolution with time is given by equation (1) .
where
is the depth (x) distribution of the created traps.
 n i,max (m -3 ) is the maximum concentration of self-damaged trap of type i can reach,
is the creation probability of traps. It is assumed to be same for all traps η i = η
The steady state of this equation gives a depth distribution of the self-damaged traps as n i (x, t → ∞) = n i,max f(x). No damage is induced deeper than about 1.5 µm which is the calculated range of the damaging zone for 10.8 MeV W ions [12] . We choose for f(x) a functional behavior as shown in figure 1 . This model does not reproduce the peaked distribution of dpa given by SRIM but reproduces the typical final depth distribution of D concentration in the damaged layer [10, 27] . In addition, at higher W fluence deuterium retention reaches saturation and the profile is hence expected to flatten.
The maximum value of f(x) is 1 meaning that n i converges to n i,max being the maximum of the concentration of self-damage trap i. A saturation limit of created defects is used since it was observed experimentally in several publications that there is a saturation of D retention for damage levels above 0.1 dpa [11, 28, 29] .
'tHoen et al. [28] observed saturation for a W fluence above 3×10 17 Wm -2 for 12.3 MeV self-damaging at room temperature. In the experiments simulated in this paper, the W fluence is much higher (1.4×10 18 Wm -2 ). Thus, it is most likely that the concentrations of self-damaged traps are saturated in the damaged zone in the course of the experiment. In the current creation model, this saturation is expressed by n i,max . In the simple current model, for a constant flux φ W , the concentration of created traps evolves with the W fluence Φ W as follows:
(Wm -2 ) being the characteristic W fluence governing the growth of n i . The conversion probability η is chosen such that for a W fluence of 3×10 17 Wm -2 the total trap density reaches 95 % of the maximum density, meaning that it can be considered as saturated. One obtains η ≈
for all self-damaged traps, meaning that each W ion creates 5 × 10 2 traps in the damaged zone. Two papers [28, 29] report this saturation effect for damaging at room temperature. It is assumed that such saturation also occurs at higher temperature. However, the saturation fluence might be different for simultaneous W/D exposure and might depend on the concentration of hydrogen inserted in the materials. Answering these different statements would require additional experiment which is not the scope of the current work.
The surface model is similar to the one presented in [17, 20] . In order to reproduce accurately the experimental data during the simultaneous exposure, a dependence of (desorption) and (from surface to bulk) on the surface concentration of deuterium has been added to the surface model motivated by both experimental [30, 31, 32] and theoretical (DFT) results [33, 34] . With the help of the surface model and the experimental data the migration barrier for D to move from the surface to the bulk is determined as a function of exposure temperature. It is shown that there is a temperature dependence of the migration barrier which at high temperatures and low hydrogen atom surface coverages stabilizes at 2 eV being in good agreement with first-principle DFT calculations [22, 35, 36, 37] and the Fraunfelder experiment [38] . The detail description of this new feature to the model can be found in [39] .
Each simulated simultaneous W/D experiment can be divided into three main steps: 
Simulation results

Simulation of simultaneous W/D exposure experiments a. Determination of trap concentrations and energies This section is devoted to the determination of the free trapping parameters for the simultaneous exposure experiments i.e. the de-trapping energies E t,i and the trap concentrations n i .
Similarly to what has been done in [17] , the undamaged part of the material is simulated by two intrinsic traps with de-trapping energies of 0.85 eV and 1.00 eV with a trap concentrations of 0.01 at.% each. As already discussed in [17] , due to their low de-trapping energy, these two traps do not affect the TDS spectra obtained after a D atom exposure at 600 K.
Based on the shape of the TDS spectra which show only one main peak with a high temperature shoulder, the damaged layer is simulated with only two additional traps. Figure 2 shows the comparison between the experimental and simulated deuterium depth profiles (a) and TDS spectra (b). Due to the ambiguity of the size of the W irradiation beam (being elongated and not circular) we did not attempt to convert absolute deuterium desorption flux during TDS to a deuterium desorption per surface area. For this reason, we will only determine the de-trapping energy and the relative concentration of traps by reproducing the shape and position of the peaks in the TDS spectra and normalized the spectra shown in figure 2 . The absolute amount of created traps in the first seven micrometers of the sample is determined by reproducing the NRA depth profiles after the D re-exposure at 600 K.
From the NRA depth profiles a constant D concentration level in the whole damaged zone is observed. The highest D concentration is obtained for the sample simultaneously damaged and exposed to D at 450 K decreasing for higher temperatures but stabilizing for temperatures > 800 K.
The TDS spectra show a single broad peak with a maximum at around 800 K, decreasing for simultaneous W/D exposures at higher temperatures. There is a distinct shoulder on the right side of the peak for the 450 K, 600 K and 800 K cases (above 1000 K) which disappears for the 900 K and 1000 K experiment (the desorption flux drops to zero before 1000 K). In general a similar single TDS peak was obtained in the case of sequential damaging at room temperature and exposed to D atoms at 600 K [20] . As can be seen in figure 2 , the maximal concentration of deuterium in the damaged zone is reproduced within the experimental error bars by the simulation as well as the thickness of the damaged zone. Concerning the reproduction of the TDS spectra, we quantify the difference between simulations and experiments with the relative deviation between the experimental desorption rate (R exp ) and the simulated one (R sim ) defined as: ϵ = ∫ |R exp −R sim | ∫ R exp . For this set of simulations, with only two traps in the damaged zone, the deviation is ϵ 7-12 % when considering only the main part of the TDS spectra (between 600 K and 1100 K). Considering the signal also above 1100 K would add another 2-3 % contribution to the relative deviation. The energy barriers at the surface control the concentration of mobile deuterium. Thus, they also control the total concentration of trapped deuterium and the depth reached by deuterium [17] . The energy barrier has already been determined in our previous work [17] for temperatures of 500 K and 600 K which guarantees the good agreement between the experimental and the simulated depth profiles for exposures at 450 K and 600 K. Especially, the depth profile at 450 K, in which the deuterium atoms do not migrate deeper than 0.1 µm, is well reproduced by the simulation. For the 600 K case, the agreement between simulation and experiment is good with respect to D concentration and migration depth. In both cases, and particularly for the 450 K exposure, the damaged layer is not fully filled with deuterium after 4 h of D exposure. Low temperature decreases not only the diffusivity but as will be shown later also the concentration of mobile particles in these experiments with low energy atoms which in turn also decreases the migration speed of deuterium into the bulk [12, 17] .
In the case of the highest three temperatures of 800 K, 900 K and 1000 K the simulation shows that D atoms migrate throughout the whole damaging area in agreement with the experiment. The D bulk concentration as obtained by simulation is overestimated in the case of 800 K and underestimated in the case of 1000 K, but is in good agreement for the 900 K case. The disagreement for the two cases is due to the chosen monotonous evolution of E A (θ) in the surface model [39] where it increases with θ.
In order to have the same D concentration at 1 µm in the simulations and in the experiment it would require higher ( ) at 800 K and lower ( ) at 1000 K. However, such peaking affects the simulated TDS spectra which in turn would then not reproduce correctly the experimental ones. In addition, from our understanding, there is no obvious physical justification for such peaking.
Finally, for the highest three sample temperatures (800 K, 900 K and 1000 K), the simulations reproduce well the increase of the concentration of deuterium in the first 0.1 µm which is observed experimentally. In the simulations, this increase of the concentration is explained by the 3-minutes delay between the beginning of the cooling phase and the end of the D exposure. During these 3 minutes the exposure is still running while the temperature decreases. It leads to an extra D uptake up to 100 nm below the surface as the de-trapping/trapping balance changes with the temperature in favor of trapping. spectra between 600 K and 1100 K, the relative deviation is between 7 % and 15 %. In these deviation, the experimental tail at 1000 K accounts for 5 % (exposure at 300K, 600K and 1000 K) and 9%
(exposure at 800 K where there is a small peak at 1050 K). De-trapping energy E t = 1.83 ± 0.05 eV E t = 2.10 ± 0.06 eV Table 1 . Temperatures during W irradiation, trap densities and de-trapping energies for the two self-damaged traps used in the simulations of simultaneous and sequential W /D exposure. The de-trapping energies E t from the different simulations are averaged and their scattering around the average val ue is denoted by the accuracy in this table.
Discussion
In both sets of simulations -simultaneous and sequential W/D -two self-damaged traps have been used. The energies of these traps are in the range of those already published for various W damaging studies (with W ions [17, 20, 40, 41] and fission neutrons [42] ).
The purpose of the simultaneous exposure study is to investigate the effects of the stabilization of self- exposure looks similar to the Sievert's law behavior that would drive the concentration of the interstitial hydrogen for gas/H 2 exposure. Indeed, the Sievert's constant is given by the enthalpy difference ( ) between hydrogen in H 2 and hydrogen in the metal which can also be calculated from the energy barrier as = − − (when the dissociation energy is 0 eV) [45, 46] . Thus, the kinetically limiting process to reach the thermodynamic equilibrium are the ones occurring at the surface. The increase of interstitial D particles at higher temperatures can explain the large effect of the trap stabilization at high temperature (1000 K) which affects the evolution of the total concentration of self-damaged traps observed in figure 5 .
With the help of the simulations, we can also go further and address the effect of deuterium on trap stabilization, trap by trap. To do that, the evolution of the trap concentration obtained from the simulation is plotted as function of the temperature of the experiment in figure 6 for the self-damaged trap 1 (a) and trap 2 (b). Indeed, between 800 K and 1000 K, if no D atoms are present to stabilize the traps, they are progressively annealed as the temperature rises up. This shows that the insertion of D atoms during the W irradiation reduces the annealing of this trap. In earlier simulation work [17] , by comparing selfdamaged trap 1 de-trapping energies to DFT calculations with various defects [21, 22, 35, 36, 37, 23, 24, 47, 48, 49] , self-damaged trap 1 has been attributed to dislocation loop. On another hand, Gorodetsky [50] suggests that one can determine the de-trapping energy of H from big vacancy clusters by considering H on a free surface. Following DFT data [22, 35, 36, 37] , it ranges from 1.65 eV to 2.36 eV. Gorodetsky also suggests that the binding energy of hydrogen with a vacancy cluster increases as the vacancy cluster increases: self-damaged trap 1 could also be attributed to small vacancy clusters. The stabilization of both types of defects could be done via the 'jog-punching' mechanism described in [49, 51, 52] which can eventually lead to bubbles formation [52] or loop punching [53] . Another possible explanation for the stabilization of the small vacancy clusters is given in the next paragraph based on the increase of the migration barrier of vacancies containing H [21, 54] .
The stabilization of self-damaged trap 2 (E t = 2.10 eV) is less obvious than for the selfdamaged trap 1 except maybe for exposure at 800 K (figure 6b). Following the Gorodetsky model [50] , one can attribute self-damaged trap 2 to vacancy clusters [17] . In the sequential case, the concentration of this trap increases between 800 K and 1000 K. Such increase has already been reported in previous simulations [17] when the exposed damaged samples were pre-annealed at various temperatures. It has been related to growth of the vacancy clusters during the annealing process. Such growth is not observed in simultaneous exposure which can be explained by the increased migration barrier of vacancies containing H [21, 54] . The presence of high concentration of solute D that can feed mono-vacancies and small vacancy clusters at 900 K and 1000 K might spoil the growth of large vacancy clusters. The higher concentration of self-damaged trap 2 at 800 K is then the result of a balance between an increased source of vacancy (from the stabilization by D) and growth of vacancy clusters. One can also suggest again the 'jog-punching' mechanism [49, 51, 52] that can lead to the growth of bubbles along dislocations.
The stabilization of traps induced by the presence of hydrogen evidenced here might have an important effect on the total amount of tritium that a W divertor target can accommodate during ITER operation. Recent simulations predict that the tritium retention in the W divertor target is higher in neutron-damaged material than in material not damaged by neutrons [5] . The ratio damaged/undamaged can reach 30 in the hotter area where the temperature can reach 1000 K or more.
Thus, the stabilization of the traps presented in this paper, that was not taken into account in the tokamak cycle simulations presented in [5] , will enhance the retention in damaged W especially at the strike point position where the temperature is the highest (and so, where the stabilization is the most efficient according to the present data). Here we got a factor of 1.3-1.5 increase in D atom concentration when comparing the D retention for simultaneous and sequential experiment over the whole studied temperature range. This means that even at the ITER or DEMO relevant temperatures of around 1000 K -1300 K near the strike points there will be this difference in HI retention due to the presence of hydrogen. However, the HI fluxes of ions and neutrals to the walls of a reactor will be few orders of magnitude higher (10 21 -10 24 particles/cm 2 s) as compared to the present study (5.4×10 18 D/m 2 s). This will increase the concentration of mobile HI atoms in the bulk of the material.
How the increase in concentration of the mobile particles influences the stabilization of traps needs further studies. To have a complete picture of the effect of neutron irradiation on tritium retention during nuclear operation of ITER and DEMO, one also needs to take into account nuclear transmutation that will lead to formation of various impurities in the bulk (He, Re, Os …) [55] . Each of these transmutation products could also impact fuel retention as HI can bind to them [23, 56] (even though their binding energy with hydrogen is weak). In addition, they can also impact the formation and motion of defect such as dislocations [56, 57] .
Conclusion
The effect of the presence of hydrogen isotope on defect evolution was studied by modeling by the dislocation loops or small vacancy cluster is higher for simultaneous experiment at all temperatures whereas the 2.10 eV trap is less affected by the experimental procedure and presence of HI. We believe that this effect is not specific on the hydrogen isotope used and can be used for extrapolation to tritium.
