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Abstract
The diffusion coefficient, D, is an important physico-chemical property of the proteins.
While it can be measured using various analytical techniques, capillary electrophoresis
(CE) is widely used for this purpose. CE is particularly effective in combination with
whole column imaging detection (WCID) technology has enabled the CE approach to
measure the diffusion coefficient in shorter time. Thus far, however, WCID has rarely been
used for monitoring diffusion processes. The purpose of this study was to optimize the
application of capillary electrophoresis, coupled with imaging detection, to the problem of
protein diffusion coefficient measurement. This optimization addressed both experimental
and data analysis aspects of the method.
For data analysis, we explored the use of Fourier transformation (FT), which offers a
non-parametric, shape-independent evaluation of the raw data. FT was compared with
two other common methods, both of which operate in the time domain and, unlike FT,
operate in the time domain and make assumptions about the fundamental shape of the
signal.
As part of exploring FT data analysis, we performed simulations, in which parameters
such as resolution and measurement time were systematically varied in order to find the
optimal experimental conditions. Moreover, a new experimental approach is introduced
for fast and simple measurement of diffusion coefficients, and which we refer to as imaging
plug flow (iPF). This technique combines capillary electrophoresis, in which proteins are
pre-concentrated under the membrane by electrokinetic injection, with a dynamic imaging
detection.
The concentration gradient detection method based on Schlieren optics is a univer-
sal, inexpensive, and efficient dynamic imaging technology for high-throughput moving
boundary electrophoresis. A prototype multi-channel chip has been implemented for such
measurements, and the effect of channel dimensions was investigated. The simultaneous
measurement of the diffusion coefficients in the channels of this microfluidic device has im-
proved the throughput of the experiment. The proposed approach addresses the limitation
of single channel detection associated with UV whole column imaging detection.
The implementation of a multi-channel CE chip, coupled with Schlieren imaging detec-
tion and an improved scheme for data analysis based on FT, provides a simple, fast, and
high-throughput approach to the analysis of proteins diffusion coefficients.
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Chapter 1
Introduction
One of the most powerful methods available for analyzing charged species is capillary
electrophoresis, CE, which separates analytes based on their different migration speeds
within an electric field. This chapter provides an overview of the technique as a general
introduction to the following chapters. The principles of CE are described along with its
different operational modes. Fundamentals of detection techniques are discussed, with an
emphasis on determining the diffusion coefficient, D, using these technologies. Finally, the
advantages of the chip-based electrophoresis are summarized.
1.1 Capillary Electrophoresis
During the mid to late 1980s, extensive research was conducted on electrophoresis inside
capillary tubes, and commercial CE instruments emerged that have led to high perfor-
mance separation of exceptionally small sample volumes [1]. Narrow-bore, 20–200 µm
internal diameter capillaries are commonly employed to perform high efficiency separation,
facilitated by the use of high voltage. The method has been successfully applied in the
analysis of a wide variety of samples, which proves its capability and versatility. As an auto-
mated approach, it contributes significantly to all fields of biomedical and biotechnological
research [2].
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Figure 1.1: Capillary electrophoresis instrument basic configuration
1.1.1 Fundamentals
The basic instrumental configuration for CE is relatively simple, as illustrated in Figure1.1.
It consists of a fused-silica capillary with a detection window at the outlet (cathodic ter-
minal), a high voltage power supply, two electrodes, two reservoirs, a detector, and a data
acquisition section. The capillary ends are immersed in the buffer reservoirs and filled with
buffer solution. Then the sample is introduced by substituting the sample vial for the
buffer reservoir at the inlet (anodic terminal). The analytes migrate under the influence
of an electric field, and the detector records their corresponding signals upon their arrival
at the detection window. The data collected by the data acquisition system are displayed
as an electropherogram (e-gram), which shows detector response as a function of time.
In most common capillary electrophoresis modes, analytes separate as they migrate
due to their electrophoretic mobility and are dragged toward the cathodic end by electro-
osmotic flow, as discussed next.
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(a) Hydro-dynamic Flow Profile (b) Electro-osmotic Flow Profile
Figure 1.2: Flow profiles of liquid inside a capillary under hydrodynamic and electro-
osmotic force, which produce plug-like vs. parabolic profiles, respectively.
Electrophoretic Mobility
The ions travel towards the opposite-charge electrode within the electric field. The velocity
of the analyte, ν, in centimetres per second, primarily depends on its mass-to-charge ratio
in combination with the electric field strength. The electrophoretic mobility µep (measured
in cm2 V −1s−1) is proportional to the ionic charge on the analyte and inversely proportional
to frictional retarding factors, which are determined by the size and shape of the ions and
viscosity of the medium.
ν = µep × E = µep × V
L
(1.1)
An ion’s migration velocity depends upon the electric field strength, E (V cm−1), which
is determined by the magnitude of the applied potential (V in volts) and the length, L,
over which it is applied. Thus, high applied potentials are desirable to achieve rapid ionic
migration and rapid separation.
Electroosmotic Flow (EOF)
The electroosmotic flow, EOF, phenomenon happens as a result of the surface charge on
the inner wall of the fused silica capillary. Glass surfaces become negatively charged due
to the ionization of the exposed silanol groups, which become deprotonated above pH 3.
The degree of ionization is controlled mainly by the buffer pH.
The resulting negative surface charge attracts positively charged counter-ions dispersed
in the buffer solution, such that a thin diffusive layer near the channel walls is formed.
When an electric field is applied, this diffusive layer moves toward the cathode, dragging
the bulk of the fluid along with it. This results in the cross-sectional flow profile shown in
3
Figure 1.3: Fundamental physical processes governing CE: electrophoretic mobility and
electroosmotic flow
Figure 1.3. It is plug-like and almost uniform across most of capillary cross section except
very close to the wall, where the velocity slows down to zero.
EOF works as a driving force on all solutes, including neutral and negatively charged
species, and pumps the bulk liquid towards the negative electrode (cathode), where the
detector is located. EOF is dominant; while negatively charged species will move relative
to the fluid toward the anode, this movement is slower than the bulk flow, so that they,
too, will undergo a net movement toward the cathode. Thus, EOF makes the simultaneous
analysis of cations, anions, and neutral species possible. On the other hand, as discussed
below, electroosmotic flow must be controlled or even suppressed for certain modes of CE.
Debye-Hu¨ckel-Henry theory describes the electrophoretic mobility as follows:
µep =
Q
6piηR
(1.2)
where Q is the net charge, R is the Stokes radius, and η is the viscosity of the medium.
Efficiency and Resolution
Capillary electrophoresis separation is typically more efficient than other separation tech-
niques such as HPLC. In CE, there is no mass transfer between phases [1]. In addition,
the flow profile in EOF-driven systems is uniform and does not significantly contribute to
band broadening as it does in pressure-driven chromatography. Separation by capillary
electrophoresis can have several hundred thousand theoretical plates. The efficiency of a
system can be derived from fundamental principles. The migration time, t, is determined
as follows:
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t =
L
νep
=
L2
µepV
(1.3)
During migration through the capillary, molecular diffusion along with other dispersion
phenomena lead to peak dispersion, σ2, calculated as
σ2 = 2Dt =
2DL2
µepV
(1.4)
where D is the solute’s diffusion coefficient in cm
2
s
. The number of theoretical plates is
given by
N =
L2
σ2
(1.5)
Substituting the dispersion equation into the plate count equation yields
N =
µV
2D
(1.6)
where N is the number of theoretical plates, µ is the apparent mobility in the separation
medium, and D is the diffusion coefficient of the analyte. According to this equation, the
efficiency of separation is only limited by diffusion and is proportional to the strength of
the electric field. The practical voltage limit with today’s technology is about 30 kV.
The resolution improves with increasing field strength, as long as the Joule heating
remains insignificant. Narrow-bore capillaries facilitate heat dissipation, which makes the
use of higher field strengths possible, but decreases the detection sensitivity due to shorter
transverse path length. It also makes the sample/buffer introduction more difficult. The
resolution (Rs) of capillary electrophoresis separation can be written as [3]:
Rs =
1
4
(
4µep
√
N
µep + µEOF
)
(1.7)
As shown by equation 1.7, resolution increases with the difference in electrophoretic mo-
bility between the two analytes. Moreover, when the analytes’ electrophoretic and elec-
troosmotic mobilities are of similar magnitude and opposite sign, this will also contribute
to high resolution. In addition, lower velocity separation gives higher resolution [1].
Resolution decreases due to band broadening effects such as diffusion, Joule heating
consequences, the finite widths of the injection plug and detection window, interactions
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between the analyte and the capillary wall, instrumental errors such as siphoning, de-
pletion of buffering capacity in the reservoirs, and so on. It is important to identify and
minimize the effects that cause broadening in order to achieve minimal, diffusion-controlled
dispersion.
1.1.2 Principal Modes of Capillary Electrophoresis
Capillary electrophoresis can be divided into four major categories; moving boundary,
isotachophoresis, zone electrophoresis, and isoelectric focusing. Each mode is briefly intro-
duced here, and separation of two substances by any of these four modes is illustrated in
Figure 1.4. All modes except isotachophoresis were employed in the course of this study.
Moving Boundary Electrophoresis
Tiselius, who won the Nobel prize in chemistry for his research on electrophoresis, originally
described moving boundary electrophoresis (MBE), in which a long band of sample is placed
between buffer solutions in a tube [5].
Under the influence of an electric field, sample components migrate toward the anode
or cathode depending on their charges, at a rate determined by each component’s elec-
trophoretic mobility. In this mode, component separation is never accomplished inside the
sample zone. However, due to different velocities, the components become partially puri-
fied at either end, while the rest of the components remain overlapped. This mode lacks
the required resolution for the separation; hence, it is generally employed for measurement
of electrophoretic mobilities only. This technique is commonly combined with Schlieren
detection, which is based on the change in refractive index that occurs at the boundaries
between separated compounds.
Isotachophoresis
Isotachophoresis (ITP) was the most widely used instrumental capillary electrophoretic
technique prior to 1981. By today’s standards, the capillaries used in this application were
rather wide (250–500 µm) [4]. The unique feature of this mode is the heterogeneous buffer
system: the leading and the terminating electrolytes have a higher and lower mobility,
respectively, than any of the sample components. The sample is sandwiched between these
two buffers, where the separation occurs based on the individual mobilities of the analytes.
As shown in Figure 1.4, individual components form stable zone boundaries [6].
6
Figure 1.4: Four principal modes of electrophoresis. The cross-hatched bands represent the
analytes. The black areas represent the leading buffer (Ref. [4], Copyright (1981) American
Chemical Society).
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Figure 1.5: Elution order in CZE; Cations elute in order of their charge-to-size ratios, with
small, highly charged cations eluting first. Neutral molecules, which move through the
capillary under the influence of only the electroosmotic flow and are not separated from
each other, elute after the cations. Anions elute in reverse order to their charge-to-size
ratios, with small, highly charged anions eluting last (Ref. [8]).
As the name indicates, the velocity of each band is identical. Bands that contain
highly mobile species have high conductivity, which means that a lower voltage drop occurs
across such a band. Since the mobility is the product of the conductivity and the voltage
drop, and the conductivity and voltage drop are inversely proportional, the individual
band velocities are self-normalizing. Similarly, isoelectric focusing is also a consequence of
velocity normalization. For example, if a given molecule diffuses away from the zone of its
isoelectric point into a neighbouring zone, it will either speed up or slow down based on
the field strength encountered and thus be driven back in the direction of its isoelectric
point.
In applying the ITP technique inside capillary, the electroosmotic flow should be sup-
pressed. In the case of uncharged tubes, e.g. Teflon, there is no need for any special
measures. With glass capillaries, the inner surface can be coated with suitable additives
such as methyl-cellulose to effectively suppress the EOF.
Capillary Zone Electrophoresis
Capillary zone electrophoresis (CZE), also known as free solution capillary electrophoresis,
is the simplest form of CE. In 1981, Jorgenson ran CZE in a arrow bore capillary in contrary
to tubes used previously [7] for the first time.
Zone electrophoresis has a mechanism similar to moving boundary mode, except that
here a narrow sample band is introduced, using either electrokinetic or hydrodynamic in-
jection techniques, and the components become fully separated into discrete zones, as in
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Figure 1.6: Capillary isoelectric focusing mode performs based on pH gradient (Ref. [8]).
Figure 1.4, as they migrate along the capillary. In a homogeneous buffer system and under
a constant electric field, the analytes separate based on their charge-to-mass ratio differ-
ences. Zone electrophoresis in long separation capillaries is very useful for the separation of
proteins and peptides. However, CZE in microfluidic chip format is arguably not efficient
due to miniaturized channels, which are not appropriate for high-resolution separation.
Isoelectric Focusing
Capillary isoelectric focusing (CIEF) is a CE separation technique for proteins and peptides
based on differences in their isoelectric points (pIs) and is characterized by high resolution
and spontaneous stationary focusing of analytes [9].
The principle of isoelectric focusing (IEF) is that molecules migrate in pH gradient
established in an electric field until they become neutral (Figure 1.6). Through a pH
gradient established by carrier ampholytes in the electric field, amphoteric molecules such
as proteins are separated on the basis of their individual isoelectric points. The carrier
ampholytes are made up of a series of zwitterionic compounds. Within the electric field,
positively charged ampholytes migrate towards the cathode, and those bearing a negative
charge migrate towards the anode. When the solute encounters a pH where its net charge
becomes zero, the isoelectric point (pI), migration stops. While most applications include
them, CIEF without carrier ampholytes has been also been reported [10].
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Resolving power. CIEF is generally used for high resolution separation of proteins
and polypeptides, as well as for determining the isoelectric points of individual proteins.
This requires a smooth pH gradient, which can be obtained by increasing the number of
ampholytes in solution. The resolving power, ∆pI, of IEF is described by the equation
∆pI = 3
√
D(dpH/dx)
E(dµ/dpH)
(1.8)
where D is the diffusion coefficient, E is the electric field strength, and µ is the elec-
trophoretic mobility of the protein. Any convective forces and EOF must be suppressed if
CIEF experiments are to be effective. The dynamic coating of the capillary walls suppresses
the EOF as well as the protein adsorption.
CIEF has been employed for a wide variety of compounds of pharmaceutical interest
such as antibodies, peptides and proteins [11]. It has been developed in many aspects i.e.
detection techniques, multidimensional systems, miniaturization and other applications
[12].
1.2 Detection Techniques
Different types of detection methods such as those based on the absorption of UV radiation,
fluorescence, conductivity, amperometry, and mass spectrometry are available for CE. UV
absorption and florescence are widely used in CE detectors. They are commonly applied
“on-column” by removing a small portion of the capillary’s protective coating and making
a transparent window in the capillary tubing. Most proteins have tryptophan and tyrosine
residues that absorb UV280 radiation and also emit fluorescence. In other cases, fluorescence
detection can be applied in conjunction with fluorescent tagging of the analytes. Where
possible, fluorescence provides greater sensitivity, especially when a laser source is used for
excitation.
1.2.1 Concentration Gradient vs. Average Detection
The analytical signals can be proportional to the average of the analyte concentration that
reflects the true concentration value (C), for example in absorbance detection. The signal
amplitude can also depend on the non-uniform distribution of analytes in the detection
volume as in gradient-based detectors, which results in the derivative form of concentration
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(dC
dx
). The latter type of method ignores the drifts associated with the slow variations in
the concentration by emphasizing the changes in the concentration.
Schlieren imaging detection is a powerful technique used to visualize non-uniformities in
the refractive index of transparent media. It was established in the early 1800s to visualize
fluctuations in optical density [13]. A universal detection method for all compounds consists
in concentration gradient detection. Table 1.1 provides a list of capillary electrophoresis
studies where a concentration gradient detector based on Schlieren optics was employed
for detection, along with some important characteristics of the methods.
CE mode Characteristic of the method Ref.
CIEF isoelectric point differences, focusing effects [14–16]
CITP self-concentration and focusing effects [17,18]
MBE boundaries instead of sample zones, no full separation [19,20]
CZE differences in their mobilities, dilution effect [21]
Table 1.1: Studies on capillary electrophoresis modes coupled with Schlieren detection
Some references to selected papers that introduce Schlieren detection for different CE
modes are listed in Table 1.1. However, there are many additional studies that report
applications of this technique for analytical applications [22]. The concentration gradient
detection based on Schlieren optics is discussed in detail in Chapter 4.
A previously described multi-purpose capillary electrophoresis system [21] demonstrates
that all four separation modes can be coupled with concentration gradient detection using
Schlieren as a universal detector. This detection method was found to be particularly
sensitive with those CE modes that show self-concentration and focusing effects. The
concentration gradient detection method based on Schlieren optics offers advantages such
as sensitivity and enhanced resolution in addition to drift reduction [23]. Two imaging
detection techniques were employed in this research; UV absorbance whole column imaging
detection and concentration gradient Schlieren imaging microscope, as a selective and a
universal detection method, respectively.
1.2.2 Single Point vs. Partial/Whole Column Imaging Detection
In commercial CE instruments, external coating of the capillary is removed at a fixed point
at the cathodic end, which creates a transparent detection window for the attachment of
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an on-line single point imaging system (Figure 1.1). Thus, all separated analyte zones
have to move past this detection point. CIEF experiment with single point detection is
therefore conducted as a two-step procedure that includes separation and mobilization.
After separation has occurred, the sample zones are mobilized to pass through the column
to the detection point by chemical, hydraulic and electro-osmotic mobilization techniques
[24]. This mobilization process imposes some limitations such as longer analysis time, extra
peak broadening and sample adsorption that reduce the resolution. In order to address
these drawbacks, a new method, called whole column imaging detection (WCID), has been
developed in our research group. This method uses a charge-coupled photodiode array for
a universal concentration gradient imaging system [25,26].
In addition to WCID, partial column imaging detection (PCID), which uses only par-
tial illumination of the column, has also been widely used in CE experiments [27]. The
dynamics conveniently obtained by PCID are more useful than those of conventional single-
point detection; however, this partial approach is not capable of monitoring the separation
dynamics in the whole column. Various analytical applications of the WCID in CE have
shown that the CE-separation process can be directly observed, and that the analysis is
greatly accelerated with this method. In conventional single-point detection and PCID, the
separation columns used are up to one meter long; however, in WCID, a shorter capillary
is employed (5 cm in a commercial CIEF-WCID cartridge).
The dynamic monitoring of phospholipid-protein [29], protein-DNA [30], and protein-
drug [31,32] interactions is facilitated by capturing images at different times. The total time
for optimization of the experimental conditions such as focusing time is greatly reduced
using the real time monitoring by WCID.
As a unique separation technique and a powerful tool for the study of reactions of
proteins [33], the CIEF-WCID is drawing growing interest in separation science [34, 35].
The use of WCID is not limited to CIEF, however, and its application for effective analysis is
possible in different modes of CE such as capillary-zone electrophoresis in agarose gels [36].
1.2.3 High-throughput Analysis Imaging Detection
Electrophoresis can be performed in either slab gel or capillary format. Slab gel elec-
trophoresis (GE) has the advantage of high-throughput analysis in which the samples are
loaded at several wells and separation performed and detected simultaneously. Increasing
the throughput of analysis in capillary electrophoresis has been attempted using different
methods, such as an absorption-detection approach for multiplexed capillary electrophore-
sis via a linear photo-diode array [37] and concentration gradient detection using a CCD
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Figure 1.7: Schematic of whole column imaging detection for capillary isoelectric focusing
(Ref [28]).
camera with multiple-capillary array [38, 39]. The multi-capillary imaging detection of
protein samples was applied to isoelectric focusing in a capillary array using an absorp-
tion imaging detector [40]. There are 8-, 96-, and 384-capillary instruments used in DNA
sequencing, utilizing single-point detection [41].
In addition to the capillary array configuration, multiple capillaries can be put to-
gether in a bundle form. The idea of a capillary bundle was inspired by photonic crystal
fibres (PCFs) and successfully incorporated into commercial capillary electrophoresis equip-
ment in conjunction with fluorescence detection [42]. These micro-structured fibres were
also used in with other analytical techniques such as LC-MS as an electro-spray emitter
that enhanced operational throughput and improved robustness, due to increased sample
throughput, low back-pressure, large flow rate range, and good sensitivity [43].
Increasing measurement throughput was also of interest in chip-based electrophoresis.
Developments in the lab-on-a-chip technology are making multi-channel microfluidic de-
vices more common and popular. Integration of different elements on a chip makes it a
comfortable choice compared to capillary based cartridges. For example, a six-channel
microfluidic device with a scanning fluorescence detection system was proposed for affinity
capillary electrophoresis analysis for immunoassay [44].
The simultaneous detection of multiple capillaries or channels can be performed in any
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type of single-point, partial column, or whole column detection.
1.3 Determination of Diffusion Coefficients
The accurate measurement of a protein’s diffusion coefficient is significant from different
viewpoints; it determines an important physicochemical property that is vital in dynamic
processes like chemical and biochemical reactions. Thus, protein diffusion coefficients have
been extensively studied theoretically and experimentally, providing fundamental informa-
tion and various practical applications such as determination of the molecular weight [45],
and stability investigations in pharmaceutical and clinical fields [46]. This long-standing
interest has led to progressive improvement of methods. It has been investigated both
theoretically and experimentally. In the present study, modifications to both instrumental
and analytical approaches are taken into consideration.
During any experimental measurement, it is important to compare the experimental
results obtained with a known standard to those that have been reported in the literature,
for confirmation of the method’s accuracy. In the case of diffusion coefficients, however,
doing so is more complicated, because different tables listing the same compound often
report different values, depending on the way the measurement was made.
1.3.1 Taylor-Aris Analysis
Taylor was the pioneer in the dispersing approaches wherein a solute “plug” flows through
an open tube, and Dis calculated as a function of the solute diffusivity [47–50]. These
studies laid the foundation for developing Taylor’s dispersion analysis (TDA) into a robust
method for rapid and accurate measurement of diffusion coefficients.
In the method proposed by Taylor, the concentration profile of solute pulses and fronts
was monitored as they flowed through a uniform, cylindrical tube under laminar (Poiseuille)
flow to measure the diffusion coefficient. The solutes undergo radial diffusion due to con-
centration gradient between the center of the capillary and the walls, which results from the
fluid parabolic velocity profile (Figure 1.2). The observed overall dispersion is a combina-
tion of axial convection and radial diffusion effects. In the initial studies, solute diffusivity
was determined by measuring dispersion, while neglecting the axial diffusion. Aris ad-
dressed this shortcoming by extending Taylor’s analysis.
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1.3.2 Current Analytical Methods
There are various experimental techniques available for measuring diffusion coefficients,
each of which has its inherent strengths and weaknesses. The techniques include sedi-
mentation [51], dynamic light scattering (DLS) [52], and pulsed NMR techniques [53], in
addition to polyacrylamide gradient gel electrophoresis [54], electrophoretic light scattering
(ELS) [55], and chromatographic broadening done on the basis of laminar flow analysis.
Optical methods such as classical refractive index detection and the more sensitive
fluorescence detection remain useful tools. However, the refractive index of a sample is af-
fected by all solutes contained in it, and this non-selective universal response can limit the
usefulness of the measurement. Fluorescence allows for more specific detection, but it re-
quires either intrinsic fluorophores, or else the fluorescent tagging of the analyte molecules;
the fluorescent labeling may alter the diffusion behaviour relative to that of the original
untagged molecule of interest.
Electrochemical methods are often applied successfully, but their application is limited
to electro-active analytes. In the NMR approach, the diffusional relaxation of stimulated
nuclei is measured, with mechanical and magnetic stability requirements that are rarely
met consistently; it also involves complicated and expensive instrumentation. On the other
hand, chromatographic analysis is capable of measuring the diffusion coefficient for a wide
variety of analytes, particularly with a general detection system such as a UV detector.
Several standard chromatographic techniques have been employed to measure diffusion
coefficients, including gas chromatography [56], micellar electrokinetic chromatography
[57], anion exchange chromatography, and supercritical fluid chromatography [58].
As discussed, there are different methods for measuring diffusion coefficients, and the
coefficients determined for one and the same compound may vary significantly between
these methods. The Wilke-Chang equation [59] develops a correlation of diffusion coef-
ficients in dilute solutions to estimate the solute’s D, considering the solvent association
parameter. This estimate can be helpful when there is no report of the diffusion coefficient
in the literature for a certain compound. However, this provides only a general estimate
that may not be valid for a specific combination of compound and conditions a researcher
may choose to investigate.
1.3.3 Capillary Electrophoresis Method
In GC and LC, diffusion plays a role in many band-spreading processes, which are de-
scribed by complicated equations due to involvement of more than one phase [1]. However,
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in capillary electrophoresis, the situation is much simpler, and the observed peak variance,
σ2, can be defined as the sum of the variances of several zone-broadening effects (Equa-
tion 1.10). The broadening due to longitudinal diffusion, σ2dif , is related to the diffusion
coefficient, D, by the Einstein equation;
σ2 = 2Dt (1.9)
where t is the migration time of the solute. Contribution of other broadening effects are
accounted for by adding the variances from the finite lengths of the injection plug and the
detector cell (σ2inj and σ
2
det), electro-migration dispersion (σ
2
emg), Joule heating (σ
2
temp), and
interactions of the solute with the capillary wall (σ2wi):
σ2 = σ2dif + σ
2
inj + σ
2
det + σ
2
emg + σ
2
temp + σ
2
wi ⇒ σ2 = 2Dt+ σ2inj + σ2det (1.10)
In ideal conditions, Joule heating is negligible, and σ2emg is minimized by a suitable
choice of buffer concentration. Wall interactions can be eliminated by proper coating of the
capillary inner surface. Minimizing the broadening effects arising from these three sources,
the diffusion coefficient can be estimated by knowing Linj, the length of the injection
plug [60], and Ldet, the length of the optical window on the capillary; from these, σ
2
inj
and σ2det can be calculated according to Sternberg [61]. Thus, using calculated values
for injection and detection variances, D can be evaluated from the measurement of a
single band width and the corresponding migration time [62]. In the following section, the
capillary electrophoresis approaches for determination of diffusion coefficient are discussed
in depth.
1.4 Determination of Diffusion Coefficient with CE
Technique
Measurements of diffusion coefficient by CE can either be conducted while the species
are moving under the influence of an electric field, which is referred to as dynamic mode,
or it can be performed when the voltage is off, that is, in static mode [63]. The only
significant source of band broadening under ideal conditions is longitudinal (molecular)
diffusion; however, these ideal conditions are not often met in the dynamic mode. Other
factors that contribute to broadening, including initial analyte injection width, analyte-
wall interactions, Joule heating and electro-migration dispersion, would be removed or
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minimized in static mode in the absence of an electric field. The peak variance due to wall
interaction σ2wi can be neglected based on the assumption that the equilibration time for
any adsorption-desorption process is much smaller than the measurement time.
1.4.1 Dynamic Mode
As mentioned above, dynamic measurements are performed when the analyte is moving
under the influence of an electric field. Three dynamic methods that have been reported
for measuring diffusion coefficients by capillary electrophoresis include the “stopped-flow”,
“on-the-fly”, and “E-field” approaches [64,65]. The measurements can be performed either
in a single run where all the analyte band dispersion is assumed to be from diffusion, or
multiple runs under different conditions. Recording the concentration profile of the same
sample plug before and after the dispersion will result in precise measurements of D.
The primary methods did not fulfil this fundamental requirement, and they measured the
concentration profile in separate experiments. However further developments suggest single
experiment design for dynamic methods.
Stopped-flow method
This method usually requires two separate experiments. The first run is made under ordi-
nary conditions, that is, the sample run straight through under constant voltage. During
the second run, the electric field is removed for a defined period of halt time, t(halt), when
the solute zone is midway through the capillary. The voltage is than reapplied in order
to electro-migrate the sample toward the detector [64, 65]. The diffusion coefficient is
evaluated from the difference in the spatial peak variances between both runs:
D =
σ22 − σ21
2t(halt)
(1.11)
where σ21 and σ
2
2 refer to the variances without and with the voltage halt, respectively.
The stopped-flow times are then used to calculate the diffusion coefficient using Einsteins
equation (Eq. 1.9).
The stopped-migration approach has been also reported in a single run fashion [66].
This was achieved by double passage through a single point detector by reversing polarity
with a no-flow period between them (Figure 1.8). Hence, in the same experiment, the
concentration profile of the compound was measured twice: before dispersion and after
dispersion.
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Figure 1.8: Precise determination of diffusion coefficient in a capillary, through three major
steps; (1) moving a short plug of the sample by EOF to obtain the initial concentration
profile (2) the electeric field is lifted to allow the protein diffusion under no-flow conditions
(3) reversed EOF pulls the diffused sample plug toward the detector to record the final
concentration profile [66].
The proposed approach by Krylov et al. [66] involves data processing, which addresses
the disadvantages of earlier time-domain methods with the peak shape assumption issue.
The initial concentration profile is used as a function that will be widening with diffusion as
a function of time. Two functions, associated with the profiles before and after dispersion,
are linked through a coefficient of diffusion. Mathematically, this idea is easier implemented
in the case of whole-column imaging than in the case of a single-point detector. Because in
the single point detection, one need to move the sample through the detector to record the
profiles as a function of time, and then convert them into space domain using the velocity.
WCID obviously do not need to do this conversion, in addition to the fact that more time
points can be collected via a WCID system using static mode and all of them can be used
in the calculations to easily assess experimental error of D.
On-the-fly or length method
In the on-the-fly approach, as the its name suggests, the measurements is performed when
the sample plug is moving under the influence of an electric field. A single run is conducted
and all the dispersion in the analyte band is assumed to be from diffusion [64,65]. In this
method, the peak width is measured as the temporal peak variance, which is converted
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Figure 1.9: Schematic of microchip used for diffusion coefficient measurements via length
method [63].
to a spatial peak variance (σ2). Using this parameter and the run time (t), the diffusion
coefficient is calculated using the Einstein equation (Eq. 1.9). In case of large peak variance
due to the injection, the σ2inj can be calculated and subtracted from the total peak variance.
In systems with a single point detector, diffusion coefficient can be measured with length
method that has a similar approach to the on-the-fly technique. In the length method,
several consecutive runs were made with specific detection lengths [63]. An example of this
approach with different detection points on a microchip is shown in the schematic (Figure
1.9). The peak variances at each point was plotted against their associated peak migration
time and the diffusion coefficient was extracted from the slope of the curve.
E-field method
In this method, the field strength is varied, and associated peak variances are measured;
however, for minimizing the Joule heating effect, the maximal field strength employed
electric field strengths is kept low [65]. With all of the above dynamic methods, peak
variance is assumed to arise exclusively from longitudinal diffusion. While this may not
always be strictly true, the effect of other causes of broadening can be minimized by imaging
in static mode (see below).
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1.4.2 Static Mode
In static mode, the PCID or WCID detection modes are needed, and single point detection
cannot be used. Uniform illumination and inclusion of a large enough section of capillary
in the image are required for performing the static measurement. Channels on micro-
fabricated devices are more favourable for this application due to shorter injection plug
length, and smaller imaged area on the chip. In addition, simpler imaging optics are
involved because of the planar surfaces on the chip compared to the capillary. A static
method for diffusion coefficient measurement in a capillary by capillary zone electrophoresis
and capillary isoelectric focusing has been developed previously [45, 67]. In the current
study, both static and dynamic measurement of the diffusion coefficient are applied to a
multi-channel chip format.
Figure 1.10: Fluorescence images of R6G diffusing over time in a microchip obtained for
use with the static imaging method. (B) Profiles obtained from part A by summing across
the width of the channel. Each profile was fitted by a Gaussian equation (gray dotted
lines) to extract the peak variance [63].
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1.5 Microfluidic Devices
Capillary electrophoresis has many advantages over gel electrophoresis, but a disadvantage
is its limited sample throughput. Moreover, the use of capillaries with round cross sec-
tion produces lens effects during detection. These drawbacks have inspired researchers to
develop microfluidic chips as an alternative device. Lab-on-a-chip is a promising branch
of technology, offering numerous advantages such as easy integration of different elements,
and chaining of different separation methods [68, 69]. Due to the small fluid volume of
the channels or narrow bore capillaries, small amounts are consumed, which is especially
significant for expensive analytes.
CE has been successfully performed in chip format in a number of studies [70]. Most
of these studies rely on single point detection; however, whole column imaging detection is
also feasible with a short capillary [71]. Miniaturized CIEF-WCID has been conducted in a
1.2 cm capillary as a separation column for protein analysis, which showed good resolution.
The whole-column imaging set-up was miniaturized by the use of a light-emitting diode
(LED) as the light source [72]. Other promising combinations of detection techniques have
been also reported for electrophoresis in capillaries and channels on chips [73].
The material of the chip is also a crucial parameter in the CE application. Plastic mi-
crofluidic devices [74] and other polymeric slides have been reported for this purpose [75].
Various materials that were employed in microchip electrophoresis need specific surface
modification [76]. Chemical modification of the polymeric microchip devices is very com-
mon as well. Various strategies for wall coating for capillary electrophoresis on microchips
that control the electroosmotic flow and wall interactions have been suggested in the liter-
ature [77, 78]. Different applications of electrophoresis in protein analysis are reviewed in
reference [79]. Some outstanding examples of the chip-based electrophoresis include inte-
gration of CE steps and components such as pre-concentration, automated derivatization,
immobilization of proteases and other proteins in micro-reactors, and so on.
The ability to measure diffusion coefficient fast is controlled by the value of diffusion
coefficient with respect to ability to detect minor changes in signal. This has been used for
the molecular size determination on-chip using dual-beam refractive index gradient detec-
tion in a micro-fluidic analyzer [80]. The growing interest in high-throughput screening in
the pharmaceutical industry influences method development in the analytical sciences [68].
An example is micro-chip capillary zone electrophoresis (CZE), which was developed as a
method for high-throughput analysis of charge heterogeneity in antibodies. This high-speed
microchip electrophoresis separation was utilized for high-throughput charge profiling of
antibodies during process and formulation development [81].
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The use of microfluidic devices has a number of significant advantages for biomedical
research and clinical technologies. The microfluidic devices are fabricated with relatively
inexpensive techniques and amenable to mass production. Microfluidic technologies enable
the fabrication of highly integrated devices for performing several different functions on the
same substrate chip. One of the long term goals of lab-on-a-chip field is to eliminate time
consuming laboratory analysis procedures by introducing integrated, portable devices.
1.6 Research Objectives and Overview
The objective of the current study is to improve the estimation of the diffusion coefficients of
proteins. It was accomplished through taking advantage of whole column imaging detection
combined with data processing in the frequency domain, and developing a multi-channel
chip for high-throughput capillary electrophoresis. This interdisciplinary approach, which
involves both instrumentation and data processing aspects, provided a fast, accurate and
more generically applicable method to make accurate diffusion coefficient measurements.
The thesis consists of five chapters, which are categorized into two major sections, namely,
capillary electrophoresis hardware and software development.
The first section incorporates chapters 2 and 3, which develop the FT approach data
processing programs, including the simulation and optimization of the experimental pa-
rameters. First, various peak shapes are simulated in order to further corroborate that
this technique works well regardless of peak shape. Next, optimization of the method and
investigation of its robustness in the presence of noise are discussed. Lastly, the proposed
FT approach is validated by analyzing and comparing whole-column imaging detection
CIEF and iPF results in the determination of diffusion coefficients.
The second section presents the improvements gained in the throughput of the method
by introducing a multi-channel chip coupled with concentration gradient detection on the
basis of Schlieren optics. In chapter 4, the proposed approach is validated through data
analysis of experimental diffusion patterns of proteins. This chapter also describes experi-
ments on the static and dynamic modes of diffusion coefficient measurement.
The analytical approaches are explored for determination of D from experimental and
data treatment points of view. Chapter 5 presents concluding remarks and proposes po-
tential modifications, as well as future directions for the capillary electrophoresis technique
with respect to determination of diffusion coefficients.
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Chapter 2
Diffusion Process Simulation;
Employing Fourier Analysis to
Measure Diffusion Coefficients
2.1 Introduction
Time-dependent signals can be analyzed directly, that is, in the time domain, or after
transformation into a frequency spectrum using Fourier transformation (FT). Time-domain
analysis is conceptually simpler, but it requires assumptions about peak shapes that may
not be applicable. This constraint is removed by carrying the signal to the frequency
domain. The FT approach reduces the effect of non-ideal characteristic signal shapes on
the estimation of D, a typical error associated with analysis conducted in the time domain.
The assumption of Gaussian peak shape for the diffusing signals restricts the calculations,
while Fourier analysis offers a non-parametric measurement of diffusion coefficients, which
is not dependent on peak shape.
In the literature, the Fourier transform technique has been widely used in the evaluation
of overlapping signals, mostly for noise filtering of chromatograms and for deconvolution
by peak sharpening [82]. It has been also applied successfully in the determination of diffu-
sion coefficients with fluorescence recovery after photo-bleaching [83], light-scattering [84],
The results presented in this chapter have been published in: “Accurate Determination of the Diffusion
Coefficient of Proteins by Fourier Analysis with Whole Column Imaging Detection” by Zarabadi, A. S.;
Pawliszyn, J. Anal. Chem. 2015, 87, 21002106.
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and chip-based electrophoresis [85]. The frequency domain analysis was especially adopted
for biological signal processing applications. In fact, many clinical and physiological phe-
nomena are quantified through analysis in the frequency domain as a well standardized
tool. Bianchi et al. discussed different time-frequency approaches including the wavelet
transform, and evaluated their performance with respect to signal characteristic improve-
ment [86].
In the present study, three different mathematical functions have been employed to
simulate the diffusion process. The simulation is also utilized to characterize the spatial
and temporal parameters that affect the overall performance of the system [87].
This chapter provides an overview of the Fourier transformation approach in comparison
with time domain analysis for the determination of diffusion coefficients. First, definitions
of the mathematical approaches in both domains are provided. Next, various peak shapes
are simulated in order to further explore the shape-independent feature of this technique.
Lastly, optimization of the method and investigation of method robustness in the presence
of noise are discussed.
2.2 Mathematical Model
In order to extract the diffusion coefficient, the spatial decay of signals can be either
studied in the time/space domain or carried to the frequency domain. The principles of
both conventional time domain calculations and of Fourier analysis are summarized in this
section.
Diffusion is a time-dependent process, and it appears natural to analyze it as a function
of time, that is, in the time domain. Most of the common approaches to time domain
calculations are based on the Gaussian shape assumption. Peak width at half maximum
(FWHM) or W1/2 is an effective simple method that is used in conjunction with Gaussian
shape signals. Curve fitting is another common method in the time domain. While it
is not necessarily limited to the use of the Gaussian distribution, it nevertheless makes
assumptions about the shapes of the peaks being fitted. However there are also reports [66]
on measuring the diffusion coefficient without peak shape assumption. The FT method
is a more general, shape-independent approach; it extracts the diffusion coefficient after
carrying the temporal data into the frequency domain.
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2.2.1 Time Domain Calculations
Time-domain approach has been primarily employed for determination of the diffusion
coefficient from the originally time-based electrophoresis data. The dispersion of a sam-
ple plug is simulated for a single run, and the variances are calculated at different time
intervals contentiously. While advanced software and electronic integrators are available
to measure variances (σ2), the full width at half maximum is a common approach to ap-
proximate the variance. This approach assumes that the peak shape is Gaussian. The
curve-fitting method is a more general technique, and is suitable for both Gaussian and
more-complicated models. According to the Einstein equation, the diffusion coefficient is
related to the signal variance at its corresponding time:
σ2 = 2Dt (2.1)
The concentration profile is fitted to a Gaussian function and the variance is approximated
from W1/2. To extract the diffusion coefficient, the variance is plotted against the time.
Dividing the slope of the curve by two produces the diffusion coefficient.
Full Width At Half Maximum
The full width at the half-maximum is a useful approximation for systems that do not
electronically integrate peaks from a baseline. This parameter for a Gaussian function is
denoted by W1/2, and is approximated by:
W1/2 = 2
√
2 ln 2 σ ≈ 2.355 σ. (2.2)
The simplest method to obtain W1/2 is to take the average of the two widths that
surround the half height point. The flow chart (Figure 2.1) is self-explanatory and describes
the implemented approach, which is the relationship between the variation of the signal
width at peak half height and time. The FWHM approach is applied using a peak-finding
algorithm that locates the peak maximum (Ymax), then locates the first positions on either
side where the y-value falls to 1
2
Ymax, and thereby gives the W1/2 value. The variance
is then calculated from the relationship between W1/2 and the peak variance stated in
Equation 2.2. Finally, the peak variance is plotted against the diffusion time and D is
simply calculated from the slope of this linear curve. In sum, FWHM is an indicator of
peak broadening and variations during the diffusion process. However, the variance can be
directly extracted by curve fitting, too.
25
! Start!
Initial!Values!
Generate!Signal!Y(x,!t)!
Full!Width!at!Half!Maximum!(W1/2)!!
W1/2=X2B!X1!
AAA!
!! = !! + !!Δ!!
LOOP!
End!
!
Yes!
No!
!
Peak!Half!Height!Ymax/2!!
A(x,t)=1!
A(x,t)=0! Diff!(A)!=±1!
Find!σ!value!!W1/2≅!2.35σ!!Plot!σ2!Bt!!&!Fit!the!best!line!!Einstein!eq.!!σ2!=2Dt!!Diffusion!Coefficient!D=Slope/2!
Y!≤!Ymax/2!!
Figure 2.1: Algorithm for time domain calculation by full width at half maximum method.
Curve Fitting
Quantitative analysis by curve fitting is very popular in chromatographic methods, because
it directly provides parameters such as variance, and the peak shape parameters. Beside its
advantages, curve fitting intrinsically imposes an uncertainty to the results. Uncertainty
sources of this approach include the baseline subtraction, the selected fitting boundaries,
and the dependence of the fitted parameter values on initial ones. In this study, single
and multiple term Gaussian models were fitted to the data, demonstrating the graphical
results.
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Figure 2.2: Gaussian fitted model to the diffusion pattern of myoglobin. Experimental
conditions: 0.35 mg/ml sample solution containing 2% pH gradient 3-10 under voltage
gradient 0.5kV for 3min and 3kV for 7min. Sample plug dispersion was scanned with 2
min/scan rate for 30 min.
Gaussian Model. In an experimental example, the concentration profile of myo-
globin was measured at different times. At each time point, the concentration profile was
fitted with a Gaussian function and the variances were plotted as a function of time (Figure
2.2). The estimation of myoglobin’s diffusion coefficient showed a fairly similar accuracy
with both FWHM and Gaussian curve-fitting approaches (Table 3.1). This agreement was
expected as in both techniques the Gaussian assumption has been met, which leads to a
good estimation of myoglobin diffusion coefficient in the time domain. However, the single
Gaussian function does not perfectly fit with all experimental data.
Multiple-term Gaussian Model. The use of curve fitting to obtain reliable quan-
titative information about electrophoresis data requires an accurate representation of the
band-shape by the fitted model. As will be shown in Chapter 3, electrophoresis peaks
do not necessarily have a Gaussian shape. In such cases, multiple-term Gaussian (MTG)
model can be employed, which takes deviations from normal distribution into account by
convolving multiple Gaussian terms. The diffusion coefficient is estimated more accurately
with those proteins whose peaks conform to Gaussian shapes than with proteins whose
profiles deviate from Gaussian shape. Examples of non-Gaussian profiles are carbonic an-
hydrase (Figure 2.3) and bovine serum albumin, BSA, (Figure 2.4), and both produce large
errors when fitted to a Gaussian model. These experimental data did not properly fit to
a single Gaussian model; however, fitting a multiple term Gaussian function to the data
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significantly reduced the error and improved in the diffusion coefficient estimation for these
two proteins (Table 3.2).
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Figure 2.3: Multiple-term Gaussian model curve fitting to initial profile of carbonic anhy-
drase I. Goodness of fit for MTG (4-term): R-square: 0.995, RMSE: 179.
After fitting data with each model, the goodness of fit should be evaluated by visual
and numerical examination; graphical display aids visual interpretation, while computing
goodness-of-fit statistics yields numerical measures that allow statistical reasoning. A
simple model that is easy to interpret is also important in achieving a good fit.
Root mean squared error, also known as the fit standard error, is a frequently used
measure of the difference between values predicted by a model and the values actually
observed from the experiment. These individual differences are also called residuals, and
the RMSE comprises all residuals into a single measure of goodness of fit. It is defined as:
RMSE =
√∑n
i=1(XObs.,i −XMod.,i)2
n
. (2.3)
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Figure 2.4: Multiple-term Gaussian model curve fitting to initial profile of bovine serum
albumin (BSA). Goodness of fit for MTG (4-term): R-square: 0.986, RMSE: 1205.
where XObs. is observed values and XMod. is modelled values at place i.
In order to find a simple and efficient model that fits the data appropriately, one needs
to compromise between simplicity of the proposed model (lower number of parameters)
and improvement in the goodness-of-fit (smaller RMSE). In both examples, the RSME
decreased dramatically with the introduction of a second Gaussian term, whereas addition
of further terms produced rapidly diminishing improvements in RMSE. The optimum point
was determined by reaching a plateau, where the changes in the RMSE was negligible by
making the model more complicated.
The diffusion pattern of an analyte is recorded by plotting its concentration profiles at
given intervals for a certain period of time; hence, the signal shapes become smoother at
longer measurement times and can be fit to simpler MTG models. In the case of carbonic
anhydrase and albumin (Figures 3.5 and 3.4), this change was not significant, therefore
the same MTG model was fitted to all the curves in time series. The experimental results
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of the multiple-term Gaussian model are provided in Section 3.4.3, in addition to the
corresponding calculations for estimation of parameters in the time domain.
2.2.2 Frequency Domain Calculations
The Fourier transformation converts the time function into a sum of sine waves of different
frequencies, each of which represents a frequency component. Each component is described
by a complex number, such that the real part represents its amplitude, and the imaginary
part represents its phase angle [88]. In the context of the current study, the phase angle is
not meaningful and is therefore discarded.
C(x, t) =
1√
2pi
∫ ∞
−∞
C˜(ω, t) e−iωx dω (2.4)
Where C(x,t) is the concentration profile and C˜(ω, t) is its counterpart in the frequency
domain, and ω denotes the frequency. The experimental electrophoresis signal, e-gram, is a
digitized signal with a finite amount of data-points, which can be implemented in computers
by numerical algorithms. The efficient fast Fourier transform (FFT) algorithms [89] was
employed for these implementations. The visual abstract of the procedure is presented in
a flowchart (Figure 2.5).
The diffusion coefficient value can be estimated from the spatial frequency component
decay as diffusion proceeds. In the absence of any dispersive contributions, Fick’s sec-
ond law, Equation 2.5, predicts how diffusion causes concentration to change over time,
and shows the rate at which concentrations are changing at any given point in space.
The dispersion of the stationary concentration profile C(x,t) obeys the partial differential
equation:
∂C(x, t)
∂t
= D
∂2C(x, t)
∂x2
(2.5)
In pressure-driven flow in capillary tubing, diffusion should be considered in both radial
and longitudinal directions; however, in narrow-bore capillaries and with electro-osmotic
flow or under stationary conditions, in the absence of the hydrodynamic flow, there is
no substantial concentration gradient in the radial direction, and it suffices to consider
diffusion in the longitudinal (x) dimension only. The Fourier transform was applied to the
diffusion equation, for a stationary sample plug statically diffusing in a 5-cm-long capillary,
which is modeled by the following initial and boundary conditions:
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Figure 2.5: Frequency domain calculation flowchart.
C0 = C(x, t0);C0 =
1
2
√
piDt0
e
− x2
4Dt0 , t0 = 30s
Cends = C(2.5, t) = C(−2.5, t) = 0; x = ±(5
2
)cm
And the concentration profiles at given times, Ci, have a Gaussian distribution over the
range −2.5 < x < 2.5, with a maximum at the capillary center (x = 0). Using assumption
of signal periodicity, the time signals are converted to the Fourier domain by discrete fast
Fourier transform. Equation 2.5 in the frequency domain can be stated as [90]:
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C˜(x, t) = exp[−Dω2t]C˜(x, t0) (2.6)
where C˜(x, t0) and C˜(x, t) denote the Fourier transforms of the concentration profiles at the
initial and given times respectively. According to this equation, the diffusion process can
be described as the exponential term, exp[−Dω2t], which filters out the high-frequency
components. The diffusion coefficient is extracted by rearranging Equation 2.6, which
results in a new term, Q, with a linear dependence on time.
Q =
−ln ˜(Ci)˜(C0)
ω2
= Dt (2.7)
where C˜0 and C˜i represent C˜(x, t0) and C˜(x, t) in Equation 2.6, and ω stands for the
discrete spatial frequency, corresponding to the signal size along x, in pixels. To evaluate
ω in Equation 2.7, a scalar vector with same size of signal is built:
ω = n(
2pi
Ts × n) (2.8)
where n is the number of data points in the signal, and the constant 2pi
Ts×n is used to convert
the discrete Fourier transform to a real continuous Fourier transform.
In theory, vector Q is expected to be constant for all ω values. However, in practice,
the working region is limited within a finite interval e.g. ±2.5cm in this study. This causes
the vector Q to vary at the end-points. However, in the mid-points it is constant. Thus,
the value of Q is determined in the exact mid-point, Qm, to have the best approximation
possible. In Figure 2.6, the curve is plotted with an example of four time profiles. The
value of D is equal to the slope of the linear curve.
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Figure 2.6: The log (frequency ratio) of the peaks are demonstrated vs. ω2 after division
by ω2. The linear curve is the final output and its slope gives “D”.
The Fourier transformed profiles of decaying signals at all given times are divided by
the initial time profile. The Q-versus-time plot provides a linear curve with a slope that
corresponds to the diffusion coefficient from the frequency domain.
2.3 Simulation Results and Discussion
The shape independent characteristic of the FT approach was studied through simula-
tions in MatLab (R2013a) software. The effect of spatial and temporal parameters on
determination of the diffusion coefficient and the noise tolerance of the technique were
investigated.
2.3.1 Signals with Different Peak Shapes
In many analytical techniques, it is common to assume Gaussian signal shape. For instance,
in chromatography the dispersion of sample bands is expected to be close to Gaussian in
theory. However, in practice, as with CE, experimental conditions distort peak shapes,
usually causing them to become asymmetric; hence, Gaussian (G) models must be modified
to take these effects into account. Examples of such modified models are exponentially
Modified Gaussian (EMG) [91], and Exponential-Gaussian Hybrid (EGH) functions [92] in
which Gaussian peak models are modified. Further examples of proposed chromatographic
models can be found in [93] and references cited therein. Moreover, references [94,95], have
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reviewed the application of various peak shape models in signal processing techniques for
capillary electrophoresis, including signal de-noising and baseline correction, both of which
are common in electrophoretic separations [96].
The frequency domain approach is able to extract the diffusion coefficient from any
shape of the initial concentration profiles, while their direct analysis in the time domain
is difficult in the case of non-regular peak shapes. However, the FT method is not totally
shape-independent, as it is affected by varying the frequency responses of different peak
shapes. To investigate this characteristic of the FT model, three mathematical functions;
G, EMG, and BC were subjected to analysis through Fourier transformation. Gaussian is
the routine assumption of the electrophoretic and chromatographic peak shapes, while BC
and EMG resemble distorted signals. In particular, EMG resembles fronting and tailing
peaks, whereas BC resembles rectangular, plug-like signals.
Gaussian (G) Model
The concentration profile C is defined as a function of space and time, with the Gaussian
distribution:
C(x, t) =
1
σ
√
2pi
e−(x−µ)
2/2σ2 (2.9)
The Fourier transformation of a Gaussian gives another Gaussian, with an inverse
relationship of the variable σ in the two domains [97]. Figure 2.7 demonstrates the diffusion
pattern of Gaussian function in the time domain and its counterpart in the frequency
domain. As the width of Gaussian in the space increases, the width in the frequency
domain decreases; for example, the narrow distribution (blue curve) in x space corresponds
to the broad distribution in ω space.
The Gaussian function is frequently used to describe the ideal shape of chromatographic
peaks, however most of the real chromatographic peaks are not symmetrical, so in the next
section an asymmetry factor (skewness) is introduced to characterize the peak shape.
Exponentially Modified Gaussian (EMG) Model
Deviation from the expected symmetrical Gaussian shape in the electrophoretic peaks can
be predicted and avoided by changing the experimental conditions for the electrophoresis
run [98, 99]. The peak asymmetry can affect the estimation of diffusion coefficient signifi-
cantly. For example, peak tailing causes underestimation of the diffusion coefficient, while
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Figure 2.7: Diffusion process illustrated by Gaussian function in time and frequency do-
mains; D=1 × 10−6 (cm2/s), t=60, 600, and 3600 sec, p=0.002 (cm/pix), x = ±0.35cm
(curves are normalized and scaled to appropriate display range).
sample overload and slow migration in highly concentrated samples lead to overestima-
tion [100].
Among numerous functions that have been used for modelling asymmetric peaks in the
literature, the exponentially modified Gaussian is the most popular by far. This function
is derived via convolution of two functions, namely, the normal Gaussian (Equation 2.9)
and an exponential probability density, which yields the following distribution:
C(x, t)λ =
λ
2
e
λ
2
(2µ+λσ2−2x) erfc(
µ+ λσ2 − x√
2σ
) (2.10)
where µ and σ2 are the mean and variance of the unmodified Gaussian respectively. And
λ is the exponential decay rate, which is equal to 1
τ
. The complementary error function,
erfc(x), is a special function of sigmoid shape that occurs in partial differential equations
describing diffusion. It is defined as [101]:
erfc(x) = 1− erf(x) = 2√
pi
∫ x
0
e−t
2
dt (2.11)
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The EMG distribution parameters can be estimated by its mean (µ + τ), variance
(σ2 + τ 2), and the asymmetry factor ( τ
σ
), which is used to describe the overall shape of
an EMG peak. The EMG function in the time domain and the real part of its Fourier
counterpart are demonstrated in Figure 2.8; the width of a signal in the Fourier domain is
inversely proportional to its width in the time domain.
Simplified approximations have generally been used, due to the complexity of the EMG
function. The peak parameters can be approximated graphically or by calculation based
on measuring the peak height, half-width and full-width in the time domain [102, 103].
However, Felinger et al. proved that many problems associated with the EMG model in
the time domain can be addressed in the frequency domain. They generated asymmetrical
peaks according to the EMG function (Equation 2.10). Then, the Fourier transforms of the
signals were calculated. The peak parameters were determined by the extended Kalman
filter by using both the real and the imaginary parts of the Fourier transformed signal [104].
Robustness of the Fourier transformation approach was examined in Felinger’s study by
choosing particularly high peak asymmetry for this calculation. The peak shape parameters
were correctly determined when the long tail of an asymmetric peak was buried in high
noise, which reinforced an important feature of the parameter estimation in the frequency
domain. Unlike the FT technique, data processing in the time domain overestimates σ, and
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underestimates τ , when estimating the peak shape parameters at high noise levels [104].
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Figure 2.9: EMG signals with different levels of asymmetry and truncation; τ=0.3, 0.4,
and 0.5, D=1× 10−5(cm2/s), t=600, 1200, and 1800 sec, p=0.002(cm/pix), x = ±2.5cm.
Overall, it is evident that the EMG function lends itself quite well to the modeling
of asymmetric signals. Depending on the values of the exponential parameter, τ , the
distribution will vary from almost normal to almost exponential.
τ value 0.3 0.4 0.5 0.7
% EFreq. 0.2 1.0 2.4 6.3
Table 2.1: Estimation of diffusion coefficient from EMG signals by frequency analysis;
D=1× 10−6(cm2/s),t0=30 sec, ti= 1 min , t=30 min , p=0.002(cm/pix), x = ±2.5cm.
Keeping all parameters constant, except the exponential decay value produces variation
in the levels of asymmetry and truncation. In the FT method, the signal is assumed to
be periodic, which means it starts from zero, rises to a maximum, and falls to zero again
within a time period. In a finite sampling region, i.e. x = ±2.5 cm in Figure 2.9, at higher
τ values the signal is truncated, which smears out the spectrum in the frequency domain.
This smearing is spectral leakage, where a truncated periodic function in the time domain
results in additional frequency components that do not exist in the original function, due
to the change from end to end. Leakage can be reduced by taking more samples (wider
windows of data), i.e. increasing x range (Section 2.3.3, Table 2.2).
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The results in Table 2.1 show the effect of truncation error. The diffusion process is
simulated for a set of different truncated asymmetric signals, and the diffusion coefficient
has been estimated for the signals varying from slightly deviated from Gaussian to more
exponential-like peak shape.
Boxcar (BC) Model
The Boxcar function is introduced to model non-Gaussian peak shapes such as those pro-
duced by the application of a large sample in the pre-concentration injection. Such a
signal will be largely rectangular, but the boundaries will assume a sigmoidal shape due
to diffusion. The Boxcar function is described by the following equation [105]:
C(x, t) =
C0
2
∣∣∣∣erf (h+ xσ√2
)
+ erf
(
h− x
σ
√
2
)∣∣∣∣ (2.12)
In this equation, C(x, t) denotes the concentration profile as a function of space and
time with standard deviation of σ, and h as an experimentally determined constant. As
demonstrated in Figure 2.10, the concentration profile is zero over the entire real line except
for a single interval where it is equal to a constant (C0).
The counterpart of the boxcar function in the frequency domain is defined by “sine
cardinal” or sinc(x) function. In digital signal processing, the normalized sinc function is
commonly defined by sinc(x) = sin(pix)
pix
. The value at x = 0 is defined to be the limiting value
sinc(0) = 1. As time passes the rectangular shape of the signal become more Gaussian-
like, and larger plug lengths lead to a delay in the transition from a Boxcar to a Gaussian
profile of smearing peaks. Therefore, the signal has high frequencies even at longer times.
The larger the injection volume, the more deviation is expected from the Gaussian peak
shape, whereas smaller injection volumes lead to poorer repeatability [106]. As expected,
optimizing parameters such as sampling length, resolution, and initial time makes estima-
tion more accurate. For example, narrower rectangular signals (h = 0.01− 0.25cm) within
the x-range=±10σ provided good estimations, while for broader h values; an increase in
the sampling region was needed to avoid truncation error.
Effect of Different Concentration Distributions
Diffusion acts as a filter that cuts high frequencies. In the beginning, the steepest gra-
dient between sample and surrounding buffer exists; thus, distinct borders create higher
38
−2 −1 0 1 20
0.2
0.4
0.6
0.8
1
x
re
ct
(t)
−200 −100 0 100 2000
0.2
0.4
0.6
0.8
1
ω
si
nc
(pi 
ω
)
Figure 2.10: Boxcar function and its frequency domain conjugate pair; D=1×10−6(cm2/s),
h=0.25, t=300 sec, p=0.002(cm/pix), x = ±2.5cm (scaled to appropriate display range).
frequencies. As time passes, the peak shapes become broader and lose high their frequency
components.
The effect of signal shapes on the frequency domain results proves that this method is
not totally independent from the shape, although it is not restricted to any peak shape
assumption as it is in the time domain. Depending on the frequency content of each
function, the results are varying.
2.3.2 Optimization of Spatial and Temporal Parameters
The spatial decay of the sample plug over time is considered diffusion process. Hence, the
Gaussian function is used to optimize both spatial and temporal aspects of the analysis.
The assigned initial values are adopted from experimental conditions (instrument iCE280):
• Diffusion coefficient, moderate molecular weight proteins D=1× 10−6( cm2
s
).
• Resolution, the camera pixels over the column length, p = 0.002( cm
pix
).
• Imaging starts at t0 > 0, with an acquisition rate limited by the duration of a single
scan (30 s).
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2.3.3 Spatial Perspective
In addition to choosing an appropriate spatial resolution, it is crucial to select the working
region properly. In terms of resolution, the number of pixels, which is determined by the
camera, and the sampling length are studied.
Selected Region Monitoring
Selected region monitoring (SRM) or choosing an effective range, which brackets the desired
peak, is of high importance and affects the results significantly. The whole signal is not
taken into account for the analysis; instead, the effective range is limited to the main peak
surrounded by a number of adjacent pixels. There are several advantages resulting from
this confinement, provided it has been determined insightfully. By limiting signal detection
to the desired section, much irrelevant information including noise, spikes, and the peaks
caused by other components that may be present in the sample are ignored. At the same
time, the baseline corrections, the noise filtering, or any other kind of signal processing can
be focused on this selected region.
As Table 2.2 shows, the error percent in the frequency domain, Error%(Freq.), is huge
due to truncation of the signal in small detection interval such as ±σ. Therefore, one
needs to take the band width of the signal into account to specify the monitoring region,
especially for broad peaks. The SRM is significantly important when there are spikes in
the electropherogram. It can be corrected by choosing the proper compromise between
signal preservation and spike removal. The effectiveness of this correction will depend on
the distance between the main peak and the spike.
Selected Region ±σ ±2σ ±5σ ±10σ Whole channel
X-limits (cm) ±0.035 ±0.07 ±0.175 ±0.35 ±2.5
%Error(Freq.) 65 27 0.6 0.6 1
Table 2.2: Effect of SRM on determination of D, (D=1× 10−6 (cm2/s), t0 = 30 s, ti = 30
s, tt = 30min, p=0.002 (cm/pix), SNR=3, n=1000).
Different D values are associated with different multiples of σ. Using Einstien equation
(Eq. 2.1), the σ is calculated at the final time where the peak is in its broadest shape. The
error associated with ±(5 − 10)σ is lower than 0.6%, as shown in Table 2.2. An effective
40
sampling length that only brackets the desired peak will improve results by removing irrel-
evant information such as noisy baseline and spikes. The proper selection of the sampling
interval can be studied by convolving the Gaussian function with a boxcar window; if the
peak is not fairly preserved, the truncated signal creates false high frequencies that affect
the estimation severely. Working within the ±10σ range is determined as the optimum
peak region in order to eliminate artifacts while preserving the peak.
Resolution
Image resolution of the camera is determined by the number of pixels in the camera, which
is 2048 in the iCE280 instrument, and by the length of the column cartridge, which is 5
cm. Thus, if the whole column is imaged, a resolution of approximately 0.002 ( cm
pix
) will
be obtained. The pixel positions map the spatial data series into the time domain, and a
time-to-frequency converter transforms the temporal signal to the corresponding frequency-
domain data. To find the limiting resolution, the narrowest variance of the diffusing plugs
(σ0)
2 can be calculated at the initial time. In practice, the sample plug is not an infinitely
sharp zone, and in experiments, t0 = 0 denotes the immediate scan after electric field
removal. In the simulation, the initial time is set to the first scan interval t0=30 s because
the delta Dirac function generates a line which is smaller than the digitized pixel size.
Division (cm/pix) 0.01 0.007 0.0035 0.002 0.001 0.0002 0.0001
No. Data Points 85 120 240 420 840 4200 8400
%Error(Freq.) 1.7 1.3 0.8 0.6 0.4 0.2 0.1
Table 2.3: Effect of resolution on determination of D, (D=1 × 10−6 (cm2/s), t0 = 30 s,
ti = 30 s, tt = 30 min, Selected Region=±10σ, SNR=3, n=1000).
High frequency details can be enhanced by sharpening the edges through an increase
in camera resolution, but random noise also has a high spatial frequency characteristic
that can cause artifacts. As shown in Table 2.3, the frequency domain analysis worked
efficiently even at low resolutions. Hence, simulation results suggested that the resolution
of the instrument was sufficient for this purpose, and the small potential improvement in
the results did not justify the expense of a higher resolution camera.
When only a selected segment of the column is monitored, for example, the ±10σ region
discussed above, the imaging window will increase, which will in principle result in a more
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precise signal and a more accurate estimation of diffusion coefficient. When the FWHM
approach is employed in the time domain, the results will not be significantly affected by
the image resolution, because only four points are taken into account for the determination
of W1/2. Other techniques used in time domain, such as curve fitting, are more significantly
influenced by alteration of resolution, because all data points are evaluated.
2.3.4 Temporal Perspective
It is important to investigate how long and at what frequency the diffusing signals should
be recorded. Short analysis time is desirable for the sake of high sample throughput, while
a longer period would allow for reducing the error by the averaging of multiple data points
and provide increased precision and accuracy [107]. The nature of the diffusing analytes
needs to be taken into account for optimization of diffusion coefficient calculations. For
instance, amino acids and smaller peptides with fast diffusive behavior will have shorter
optimum total times, while the diffusion process of big proteins with small diffusion coef-
ficients needs to be monitored for a longer period.
Total Measurement Time
It has been always of great importance to save time to increase the analysis throughput,
while at the same time preserving the precision and accuracy of the measurement. At a
given noise level, the slope of the linear curve varies at different lengths of analysis time.
Three time windows of 10, 30, and 60 min were studied, representing short, medium, and
long periods, respectively.
As it is demonstrated in Figure 2.11 along with the results in Table 2.4, a slight differ-
ence in the slope of the curves affects the results significantly, revealing the sensitivity of
the measurement toward total time. The effective diffusion time depends on the sample’s
diffusive behaviour, as well as the variation of the SNR with time. For example, small
solutes with large diffusion coefficients need to be recorded with consecutive scans at short
intervals that convey the most useful information on their diffusion. The weaker signal-
to-noise ratio at longer time periods makes the collected data less reliable; therefore, the
non-linearity increased by taking them into account. At higher noise levels this effect is
more significant.
The linearity and goodness of the fit are two important factors which can be charac-
terized using the R2 and RMSE. Both in the simulation and the real data analysis, the
lowest RMSE and best correlation are observed at short and medium measurement times.
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Figure 2.11: Determination of diffusion coefficient at 10, 30, and 60 min total time, (D=1×
10−6 cm2/s, t0 = 30 s, ti = 30 s, p=0.001 (cm/pix), SNR=15, n=1000).
However, the scattered data points collected at longer times do not affect the slope of the
curve significantly because the data clusters are bouncing on either side of the linear curve
(Figure 2.11).
The effect of total measurement time is further explored with an emphasis on the
variation of the signal-to-noise-ratio and the diffusion rate of the analyte.
Noise level. In the diffusion process, the amplitude of the decaying signals are at-
tenuating with time, while the noise energy remains constant. Thus, the SNR value is
changing toward lower signal-to-noise ratios with time (Section 2.4.1). As more time goes
by, the signal-to-noise ratio will decrease and the data points obtained at later time points
are less reliable than those recorded at earlier time points. It should be considered though
that the signal-to-noise ratio is expected to be high with CIEF and iPF, since both methods
focus the sample and concentrate it in a narrow zone.
There is a trade-off in the determination of the total time. When choosing a longer
analysis time, one can take advantage of the averaging of more scans; however, this comes
at the cost of counting less reliable collected data from broader peaks with poorer SNRs.
The one-hour measurements at fast scans showed greater error due to a larger number
of unreliable data sets, which were collected at poor SNR values, while shorter period
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Total Time 10min 30min 60min
Dest (×106) 0.97 1.02 1.11
CI95 (×106) 0.01 0.01 0.02
%Error 2.6 2.6 11.4
R2 0.992 0.990 0.956
Table 2.4: Effect of total analysis time on determination of D, at 10, 30, and 60 min total
time, (D=1× 10−6cm2/s, t0 = 30 s, ti = 30 s, p=0.001 (cm/pix), SNR=15, n=1000.
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Figure 2.12: Effect of total measurement time on estimation of “D” due to attenuation of
SNR at longer times; (D = 10−6 cm2/s, t0 = 30 s, p=0.001 cm/pix, SNR=15, n = 1000).
Dashed line determines the D true value.
measurements revealed better estimation at fast successive scans.
According to the estimation of diffusion coefficient within a wide range of 3 min to 2
hours; the graphical results in Figure 2.12 shows that the estimated values at 30-minute
and 45-minute total time have the best accuracy. The 30-minute period was determined to
be the best length of recording the diffusion process for the employed simulation condition,
because of slightly better precision (lower confidence interval), and also saving in the run
time of the programs.
Furthermore, it is worth mentioning that, between the two experimental approaches
used in this study, the plug flow method can be performed within a shorter time span,
since it skips the focusing step, and the sample is instead introduced into the capillary
with stacking and plug flow. A short period for the defocusing process is desirable, but
the time period should be chosen with circumspection in order to gain reliable diffusion
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coefficient measurement.
The nature of the analyte. As discussed before, there is a direct relationship be-
tween the variance and the diffusing time, which is determined by the diffusion coefficient.
The steeper the slope of σ2 vs. t plot, the larger the D value is that determines how fast
the variances change within a short period of time. Hence, the nature of diffusing analyte
is an important factor in optimization of diffusion total time.
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Figure 2.13: Effect of diffusive behaviour on measurement time; D=10−5, 10−6, and
10−7(cm2/s), t0 = 30 s, ti = 30 s, p=0.001 (cm/pix), SNR=15, n=1000.
In the case of fast diffusive species such as amino acids and small peptides, which have
large diffusion coefficients, e.g. 10−5 cm
2
s
, the diffusion rates are high and therefore shorter
total measurement time is favourable. In contrast, with larger molecules like proteins that
have small diffusion coefficients, longer periods is needed for effective monitoring of the
diffusion pattern. It can be also concluded from the results in Figure 2.13, by comparing
three diffusion coefficient values varying one order of magnitude, as it was expected the
faster species with larger diffusion coefficient exhibits better results in shorter time.
Considering the influential factors on the total measurement time, one can conclude
that for example the light proteins with large D values that have fast decay rates and
the signal will buried in noise soon. Hence, sampling in short time with fast scan rate is
favourable.
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Data Acquisition Rate
The sampling rate was investigated from two viewpoints by averaging different number
of data points at a given total time and by considering the reliability of the collected
data. The simulation results in the scatter plot, Figure 2.14, demonstrate that the scan
intervals did not significantly affect the estimation, and the error percent remained below
one percent even at low temporal resolution of 5 minutes. The slow scanning rate at short
measurement time can not provide sufficient number of data points and lack the averaging
advantage. On the other hand, short scanning interval at longer total measurement time
will enhance the weight of more noisy signals and result in more error.
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Figure 2.14: Effect of data acquisition rate on determination of diffusion coefficient (D=1×
10−6cm2/s, t0=30s, p=0.001 (cm/pix), SNR=3, n=1000) at variable intervals; Total time
15, and 60 min.
The iCE280 instrument is capable of scanning at a 30 sec
scan
rate, which fulfils the sam-
pling rate needed for estimation of the diffusion coefficient under the employed conditions.
2.4 Technique Robustness; Noise tolerance
Amongst the parameters that would affect the determination of the diffusion coefficient,
noise is an inherent feature of any instrumental technique; hence, much effort has gone
into increasing the signal-to-noise ratio. The noise tolerance of the models is investigated
both in the time and the frequency domain. The Gaussian function is chosen to examine
the robustness of the technique, because it resembles the impulse response of many natural
systems. Additionally, the employed FWHM approach is specified for Gaussian shape in
the time domain.
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2.4.1 Random Noise Generation
The random noise generator adds white Gaussian noise to the signal, which has a uniform
probability density function in the frequency domain. In the diffusion pattern, the am-
plitude of the decaying signals is attenuating with time, while the noise energy remains
constant. Thus, the SNR value becomes poorer as time passes. The SNR is calculated
from the amplitudes of the signal, Asignal, and the noise, Anoise, and is expressed in the
logarithmic decibel scale:
SNRdB = 10 log10
(
Asignal
Anoise
)2
(2.13)
In the present study, the Asignal is the undistorted average power of the signal at the
initial time, which determines constant noise level according to the given SNR. By knowing
the desired SNR and the signal power, appropriate noise energy can be calculated from
rearranging the Equation 2.13, and produced with a random number generator. Keeping
the noise level constant, shorter and broader peaks at longer diffusion times are subject to
lower signal-to-noise ratios.
2.4.2 Noise Sensitivity
The results of diffusion coefficient calculations can be significantly affected by noise. In
fact noise does not convey any useful information so it should be reduced by filtering the
distorted signal.
SNR 1 3 5 15 50
%E(T ime) 37 24 18 6 5
%E(Freq.) 0.7 0.6 0.4 0.1 0.0
Table 2.5: Technique robustness toward noise, error percent in estimation of D by FWHM
and FT methods, D= 1× 10−6(cm2/s), t0=30 s, ti=30 s, tt=30 min, x=±2.5 cm, n=1000.
As can be concluded from Table 2.5, the use of the FWHM approach for the deter-
mination of diffusion coefficients can be significantly affected by noise in comparison to
the frequency domain, which is highly tolerant against noise. Estimation of the diffusion
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coefficient from the fairly noise-free signals (SNR=50) shows relative standard deviation
(RSD) equal to 2 and 0.1 for time and frequency approaches respectively. However, noisy
signals in the time domain, FWHM method, more significantly lowers precision (RSD=20)
compared to the frequency domain (RSD=1.9).
2.5 Summary and Conclusion
The diffusion process of proteins was simulated and different techniques were employed to
estimate the diffusion coefficient in both time and frequency domains. The time domain
approaches including full-width at half-height-maximum and curve-fitting are compared to
the proposed frequency domain calculation. The principles of each method are explained
by taking the signal shapes into account. The FT approach does not require specific as-
sumptions about the peak shape, which contrasts with the assumption of Gaussian peak
shape in the time domain. However, the frequency domain technique is not totally in-
dependent from the signal shape, as it is affected by varying the frequency responses of
different peak shapes such as Boxcar and EMG functions.
The most effective conditions for estimation of the diffusion coefficient are investigated
from temporal and spatial points of view. The sampling region needs to be carefully selected
to avoid the truncation error, whereas the camera resolution does not significantly affect the
results. The optimal length of the observation interval depends on the broadening sample
plug characteristic, for example the small solutes with large diffusion coefficient need to
be recorded from the very early moments and the excessive scans with short intervals
that convey the most useful information on its diffusion, while the slow-diffusing analytes
require longer time to reach equilibrium.
An important feature of the calculation in frequency domain was demonstrated by pro-
cessing noisy signals. Noise with a wide range of signal-to-noise ratio (1-50) was added
to computer generated chromatograms. In presence of high noise values, the signal infor-
mation that is buried in noise can be still retrieved form the noisy signal because of their
different frequencies. However, the signal and the noise still share frequencies, and the
major limitation of this method is determination of the truncation point in the Fourier
domain, to cut off the noise of high frequency.
In the next chapter, the proposed method is validated by CIEF-WCID experiments.
Achieving more accurate diffusion coefficients by FT approach proves the effectiveness of
the method. Moreover, the shape-independent characteristic of FT method is examined
by retrieving the diffusion coefficient from irregular peaks that the traditional methods
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cannot cope with. In addition, imaging plug flow analysis (iPF) is introduced as another
fast and simple method, the results of which are also evaluated by the FT method.
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Chapter 3
Application of Whole Column
Imaging Detection in Diffusion
Coefficient Measurement
3.1 Introduction
Capillary zone electrophoresis was employed by Bello et al. for the fast measurement of the
diffusion coefficients of both small and large molecules [108]. The determination of diffusion
coefficients using capillary electrophoresis is generally affected by experimental variation in
injection and detection. In order to reduce the influence of such variances on the calculation
of D, the “stopped migration” technique can be used [64]; however, such a technique has
a lengthy run-time. In order to address this issue, Jin and Chen developed a peak-height
method that succeeded in shortening the measurement time while reducing the effect of
experimental variation [109]. They have classified the factors influencing the detected CE
signal into two categories, namely, the constant or time-independent factors, and the time-
dependent ones. Injection, detection, and voltage on-and-off switching fall into the first
category, whereas molecular diffusion, Joule heating, adsorption of species, local electric
field and flow profile (Fig 1.2) are categorized as time-dependent factors. A numerical
correction for the unsteady-state flow caused due to the injection and pumping of solutes
in capillary electrophoresis instrument has been devised by Sharma et al. via modification
The results presented in this chapter have been published in: “Accurate Determination of the Diffusion
Coefficient of Proteins by Fourier Analysis with Whole Column Imaging Detection” by Zarabadi, A. S.;
Pawliszyn, J. Anal. Chem. 2015, 87, 21002106.
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to the Taylor analysis [110]. From an instrumental viewpoint, Cottet et al. modified a
commercial capillary electrophoresis instrument based on the differential measurement of
the peak dispersion using the double detection of the sample zone by superposition of two
capillary windows in the same interface [111].
Amongst the employed capillary electrophoresis methods, capillary isoelectric focusing,
equipped with whole column imaging detection, is a relatively new, fast, automated, and
simple technique. Direct monitoring of the diffusion process in real time, which is enabled
by the application of whole-column imaging detection, greatly accelerates analysis. This
simple method improves the temporal resolution of diffusion coefficient measurements [45].
Although this approach is known as an effective way of providing diffusion measurements,
isoelectric focusing has inherent limitations such as the risk of protein precipitation at
the isoelectric point (especially in higher concentrations of the sample and in the low
ionic strength media), carrier ampholyte background absorption, and interaction issues
[112]. In the present research, a novel technique termed “imaging plug flow” (iPF) is
introduced to take advantage of whole-column imaging detection while addressing the
drawbacks associated with CIEF method.
In this chapter, two analytical approaches are investigated for determination of D and
its application to study protein stability. The two methods are examined from both ex-
perimental and data analysis viewpoints. Capillary isoelectric focusing with whole column
imaging detection WCID is employed as a method which often provides sharp sample zones
and produces peaks of Gaussian shape. The second technique is a simple and fast exper-
imental method for determination of diffusion coefficients. The Fourier transformation
technique is employed to determine the diffusion coefficient of a number of proteins in the
frequency domain, and the results are compared to the ones obtained from time domain
methods.
3.2 Method and Materials
A set of protein diffusion coefficients were measured in real-time fashion by whole column
imaging detection method.
3.2.1 Chemicals and Sample Preparation
Pharmalytes (pH 3-10), polyvinylpyrrolidone (PVP) and other proteins were purchased
from Sigma. The electrolytes were phosphoric acid and sodium hydroxide 100 mM for the
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CIEF experiment, and phosphate buffer (pH 2.4, and concentration: 25 mM, 100 mM) for
the iPF experiments. The protein samples were 0.25-0.5 mg
mL
, containing 2% pharmalytes
and 0.5% PVP. Ultrapure water (18 M Ω) from a Barnstead/Thermolyne system (Dubuque,
IA, USA) degassed by sonication for 30 minuets and used for the preparation of all samples.
The samples were filtered with 0.2 µm pore-size membranes. The cartridge was conditioned
with a 0.5% w
v
PVP solution.
3.2.2 Instrumentation
All experiments were conducted in a commercial iCE280 analyser (Convergent Bioscience
[now Protein Simple], Toronto, Canada). The instrument was equipped with a UV whole
column imaging detector that was set to 280 nm. The cartridge (Convergent Bioscience,
Toronto, Canada) contains a fused silica capillary with internal fluorocarbon coating, (100
µm i.d.× 5 cm). Experiments for both methods were conducted on the same system. For
the plug flow analysis, a high voltage power supply (Stanford Research Systems, INC.
Model PS350) was employed.
3.2.3 Scanning Procedure
The following scanning procedure was employed to record the diffusion process. First, the
sample is injected into the cartridge, and a reference image (I0) of the filled column is
scanned prior to the focusing or pre-concentration. Then, the absorption is acquired after
applying the electric field. The camera automatically takes images approximately every 30
s. The voltage is switched off when focusing is complete (CIEF) or after the sample plug
reaches the middle of the channel (iPF). The protein band then relaxes, resulting in band
broadening. The CCD camera then manually scans the dynamic diffusion process. Each
image (Ii) is scanned individually at desired intervals, which are timed by a stopwatch.
The diffusion images are primarily in the form of light intensity. Therefore, absorption is
calculated using these images by dividing all the images to the I0, and taking a logarithm
of the divided images.
3.3 Experimental Techniques
Two different experimental approaches are employed for sample stacking under an electric
field. CIEF is based on isoelectric focusing, whereas in iPF, the sample is concentrated due
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to field-amplified stacking principals. The signal-to-noise ratio is high for both methods
since the sample is concentrated in a narrow zone.
The shape of the sample concentration profile is determined by the employed experi-
mental technique, in addition to the analyte nature. For example, in CIEF, the desired
analyte was focused in a narrow band, which was well represented by a Gaussian function,
while in iPF, a sample plug was accumulated under the membrane by an electrokinetic
injection, which typically results in a boxcar-like profile.
3.3.1 Capillary Isoelectric Focusing (CIEF) Method
The protein sample was hydrodynamically injected to fill the separation column. The
initial applied voltage was set at 0.5 kV for 3 min, increased to 3 kV until the focused
sample became stable, and then the voltage was turned off; this usually took 10 min
overall. The diffusion process commenced as soon as the electric field was disconnected,
and the diffusing protein concentration profiles were recorded at the desired time intervals.
3.3.2 Imaging Plug Flow (iPF) Method
As demonstrated in the schematic (3.1), after the stacking step, the generated sample plug
is pushed to the channel by applying the electric field between two reservoirs. The sample
position is monitored by the whole-column imaging detector; when it has traveled midway
through the channel, the voltage is turned off and the diffusing plug is scanned frequently.
In the iPF experiment, a commercial cartridge was employed, while the procedure was
similar to the on-line pre-concentration method used by Yang et al. [113]. The stacking
step can be preceded by an extra buffer wash to sweep sample residuals, which results in
a narrower sample zone and prevents tailing.
Sample Stacking. Field-amplified sample stacking is a simple pre-concentration
technique that has been developed to address the sensitivity issue in capillary electrophore-
sis [114, 115]. A sample in a low-conductivity matrix is slightly concentrated under the
membrane prior to plug flow and diffusion. An injection voltage of 3 kV generated a cur-
rent of ≈ 200 µA, and pre-concentration took 1 min to stack the sample efficiently at this
voltage.
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Sample Plug Moving. After the sample plug formed under the membrane, it was
moved toward the cathode by a voltage of 0.5 kV, which was disconnected after the plug
reached the middle of the channel. Despite the low voltage of 0.5 kV, the plug was driven to
the middle of the channel within two minutes. High electrophoretic mobility of the species
and the electro-osmotic flow, positively contribute in the velocity of the plug. Capillary
conditioning slows down the plug movement by reducing the EOF effect.
Figure 3.1: Stages of the iPF experiment. (I) Injection: protein is eletrokinetically loaded
and accumulated under the membrane, and then the residuals are swept to make a narrow
zone. (II) Plug Flow: conventional CE operation under electric field. (III) Imaging Diffu-
sion Process: CCD camera captures the images of the diffusing sample plug in absence of
the electric field.
Concentrated buffers will generate high currents and Joule heating and should there-
fore be avoided. Appropriate choice of buffer pH can reduce the wall-adsorption, which
influences the determination of diffusion coefficient. For example, choosing a buffer with
pH above the pI of the species, leads to a negative net charge on both the molecule and
capillary wall [109]. The protein samples were dissolved in 25 mM buffer with pH=2.5,
while the run buffer concentration was 100 mM. The stacking time and voltage were de-
termined according to the generated current in order to acquire the sample plug within a
short time and without precipitation.
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3.4 Results and Discussion
As capillary electrophoresis peaks are not perfectly Gaussian, this creates an error in the
time domain calculations. As proven by the simulations, Fourier analysis is an alternative
approach that can be applied to address this drawback. This technique facilitates em-
ployment of various instrumental methods such as iPF regardless of the peak shape. In
this section, a set of experiments is conducted in CIEF and iPF, followed by efficient data
analysis in the Frequency domain. The shape independent feature of the frequency domain
analysis is demonstrated by the analysis of proteins with different peak shapes.
3.4.1 Accurate Determination of Diffusion Coefficient
The diffusion coefficients of several proteins have been determined by CIEF, and analysed
in both the time and frequency domains. The results are summarized in Table 3.1, and
accuracy was investigated by comparing with literature values. However, D values are pri-
marily dependent on the empirical measurement technique used for their determination;
for example, in CIEF, they are collected at zero net charge (pI), whereas in iPF, the inter-
molecular electrostatic forces are present. As it is evident from the experimental results,
diffusion coefficients determined using FT agree much better with literature values than
those obtained with time domain methods. The precision of the collected data was also
improved when using the Fourier analysis for estimation of diffusion coefficient. Repro-
ducibility is improved by the FT approach, with the RSD below 8% for three replicates;
whereas, it is up to 17% in the time domain calculations.
Protein ∗DFreq.
∗DT ime ∗DLit.
∗|DLit. −DEst.| Ref.
FWHM Fitting Freq. FWHM Fitting
Angiotensin 25.4(±0.8) 29.6 [45] 23.7(±2.5) 25.25 0.2 4.4 1.6 [116]
β-lactoglobulin A 6.9 (±0.5) 9.3(±1.6) 9.3(±1.1) 7.38 0.5 1.9 1.9 [117]
β-lactoglobulin B 3.1 (±0.2) 4.0(±0.6) 2.6(±0.3) 3.14 0.0 0.9 0.5 [118]
Albumin (BSA) 5.1(±0.2) 7.75 [45] 2.9(±0.2) 5.90 0.8 1.85 3.0 [119]
Carbonic Anhydrase I 10.6(±0.5) 9.36 [45] 7.7 (±0.5) 10.66 0.1 1.30 3.0 [119]
Myoglobin (Horse Heart) 11.2(±0.7) 12.5(±1.1) 12.4 (±0.9) 11.30 0.1 1.2 1.1 [119]
Table 3.1: Determination of diffusion coefficient (DEst.) by CIEF method followed by
frequency (DFreq.) and time (DT ime) domain analysis,
∗(×107s/cm2). Data are modelled
by a single Gaussian function, in the curve fitting method.
The advantage of FT becomes more pronounced with increasing deviation of observed
peak shape from the assumed Gaussian shape. In the following sections the diffusion
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pattern of the concentration profiles are graphically demonstrated, in addition to discussion
on how well different estimation techniques will perform in measurement of the diffusion
coefficient, according to the peak shapes.
3.4.2 Gaussian and Distorted Gaussian Peaks
Due to the self-focusing mechanism of the CIEF mode, the samples are focused in a nar-
row zone at their iso-electric point. Hence, concentration profiles in CIEF are mostly
well described by the Gaussian function. However, in practice, experimental conditions
such as wall adsorption, precipitation, nature of the analyte (i.e. charge heterogeneity in
antibodies) cause the peak shapes to deviate from the basic Gaussian assumption.
The concentration profiles of myoglobin (Figure 3.2a) and β-lactoglubolin A/B (Figure
3.6) conform fairly well to Gaussian shape. The diffusion path of myoglobin’s second
isoform was recorded for 30 min and it nearly follows the Gaussian shape assumption at
all times. As this meets the assumptions made in the time domain analysis, the diffusion
coefficient of myoglobin has been determined with a good agreement to the literature
value; nevertheless, a further improvement is obtained through evaluation in the frequency
domain. On the other hand, estimation of the diffusion coefficient of β-lactoglubolin is
not as accurate as for myoglobin, due to the convolution of the peaks after a short time
(Section 3.4.4).
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Figure 3.2: Myoglobin’s diffusion profile (Gaussian) by CIEF-WCID technique. (a) dynam-
ically monitoring the diffusion of the protein band; (b) measuring the diffusion coefficient
by plotting Frequency function, Q, against the diffusion time.
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Theoretically, peak broadening should proceed at equal pace in both directions from
the center, but experimentally, there are slight influences from the hydrodynamic flow
(open capillaries), and sample wall adsorption to be considered. However, this shift in
peak positions does not affect the calculations in either the time or the frequency domains.
In the frequency domain calculations, only the real part is taken into consideration; hence,
the phase variation of the frequency component is ignored.
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Figure 3.3: Angiotensin’s diffusion profile (distorted Gaussian peak shape) by CIEF-WCID
technique. The monitored selected region is zoomed in the inset.
Angiotensin’s concentration profile resembles a distorted Gaussian shape. As demon-
strated in Figure 3.3, the diffusion pattern of angiotensin deviates slightly from the normal
distribution, which induces an error in time domain calculations based on the Gaussian
shape parameters. The estimated D value with curve fitting method provides more accu-
rate results than the FWHM approach. One of the reasons is the multiplex advantage of
the curve fitting method that compensates effect of noise on the estimation, in contrast
with the FWHM approach. Employing the FT analysis improves the results considerably
even for the signals with Gaussian-like shapes.
3.4.3 Non-Gaussian and Irregular Peaks
The imaging CIEF is capable of characterization and quantitative analysis of recombinant
protein charge heterogeneity [120], in which a jagged concentration profile is generated that
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makes the estimation of D more challenging via the conventional time domain approaches.
In cases such as albumin, the peak shape cannot be defined by a simple mathematical
function, therefore the calculations from single Gaussian curve fitting or the full width at
half maximum are not applicable any more. As graphically demonstrated in Figure 2.4,
CIEF of albumin produces multiple jagged peaks, and fitting a single Gaussian term causes
a large error in the calculation of D.
Carbonic anhydrase I (Figure 2.3) is another example of asymmetric irregular distribu-
tion in which the Gaussian fit or the full width at half maximum method did not succeed in
estimation of the diffusion coefficient, however, the multiple-term Gaussian fit provided a
relatively good estimation of D in the time domain calculations. An even better agreement
with literature values was again obtained with the FT method.
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Figure 3.4: Albumin’s diffusion profile (non-Gaussian / irregular) by CIEF-WCID tech-
nique. (a) dynamically monitoring the diffusion of the protein band; (b) measuring the
diffusion coefficient by plotting Frequency function, Q, against the diffusion time.
When using multiple Gaussian terms, the three major coefficients of each term, namely,
amplitude, center, and variance, are varied to get the best fit according to the RMSE
(Equation 2.3) for peaks that deviate from normal distribution. For a MTG model with a
total Gaussian terms of n, the total variance (σ2) is calculated by:
σ2 =
n∑
i=1
(µi − µ¯2) + σ2i (3.1)
where µi and σ
2
i are the mean and variance of the i
th term respectively.
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Protein Gaussian Model GMT Model DLit. [119]
DG(cm
2/s) %Error DMTG(cm
2/s) %Error
Carbonic Anhydrase I 7.7 ×10−7 28 11.6 ×10−7 9 10.7 ×10−7
Bovine Serum Albumin (BSA) 2.9 ×10−7 51 7.1×10−7 20 5.90 ×10−7
Table 3.2: Comparison of the curve fitting results for carbonic anhydrase and BSA irregular
peak shapes by Gaussian and multiple-term Gaussian (MTG) Models
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Figure 3.5: Carbonic anhydrase’s diffusion profile (irregular peak shape) by CIEF-WCID
technique. (a) dynamically monitoring the diffusion of the protein band; (b) measuring
the diffusion coefficient by plotting Frequency function, Q, against the diffusion time.
As already discussed (Section 2.2.1), the diffusion coefficient of carbonic anhydrase and
bovine serum albumin (Figures 2.3 and 2.4), were estimated by MTG model as examples
of signals with irregular peak shapes. They both produced large errors when fitted to a
single Gaussian model (Table 3.2). The curve fitting technique, with appropriate model,
estimates the diffusion coefficient more precisely compared to the FWHM approach; how-
ever, one needs to do additional calculations to obtain the final variance from the Gaussian
convoluted model.
In sum, multiple-term model significantly improves the acquired results for non-Gaussian
peaks in the time domain. However, the estimated diffusion coefficients from FT method
are still providing more accurate results.
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3.4.4 Protein Mixture Analysis in Short Time
The use of a modified CE system for the simultaneous measurement of protein diffusion
coefficients in mixed samples has previously been demonstrated [121]. However, the current
research takes advantage of the iCE280 instrument (equipped with UV-WCID) as a fast,
automated, and commercially available tool, which can also provide high resolution of 0.03
pH unit for this purpose [34].
In the capillary isoelectric focusing experiments, components of a mixture are separated
and focused on the basis of their pI and form individual sample zones. This high resolving
power is an advantage of the CIEF method, that can be exploited for the simultaneous
measurement of the components’ diffusion coefficients. Experiments on β-lactoglubolin A
and B and also myoglobin isoforms (Figures 3.6 and 3.7) illustrate the capability of CIEF
coupled with whole column imaging detection for protein mixture analysis.
In the case of β-lactoglubolin mixture, two adjacent peaks are resolved by a very small
pI difference (∆pI=0.2) and combine shortly after diffusion commenced, providing only a
short period to record the diffusion process for each individual isoform. The two peaks
were so close that they became convoluted after 10 min; therefore, recording the combined
peaks for longer periods of time underestimated the D values.
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Figure 3.6: Determination of diffusion coefficients of β-lactoglobulin A/B variants from
bovine milk, in the frequency domain by CIEF-WCID.
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The diffusion coefficients of β-lactoglobulin A and B were determined in triplicates
by the FT method in three measurement time periods and the effect of total analysis
time is investigated (Table 3.3). The collected raw data became more scattered as the
measurement time was increased. The drawback of analysing the closely adjacent peaks
is shorter measurement time that deprives from averaging. In general, D will be more
accurate as long as the peaks are evaluated separately; as they merged, the analysis became
less accurate.
Df (×107s/cm2) 5 min 10 min 25 min Dlit(×107s/cm2) Ref.
β-lactoglubolin A 6.9 7.2 6.2 7.38 [117]
β-lactoglubolin B 4.8 3.5 2.1 3.14 [118]
Table 3.3: Diffusion coefficients of β-lactoglubolin A/B at different diffusion time periods.
The Diffusion path was monitored for 25 min, and the total analysis time required
for estimation of β-lactoglubolin A and B variants’ D values was determined to be 10
min. Measurements were reproducible with relative standard deviations of 5% and 12%,
respectively, and the mean values were accurate within of 3% and 12% of literature values.
3.4.5 Whole Column Imaging Detection of Plug Flow vs. CIEF
The sample concentration profile is influenced by both the experimental technique em-
ployed, and the nature of the analyte itself. For instance, in CIEF, the desired analyte was
focused in a narrow band, which was defined by a Gaussian function, whereas in iPF, a
sample plug was accumulated under the membrane by an electrokinetic injection, produc-
ing a boxcar-like profile. In the literature, the diffusion coefficient of the same compound
is often reported with different values in accordance with the measuring procedure used.
Table 3.4 provides results from iPF and CIEF methods on myoglobin and BSA samples.
Since imaging plug flow has the same mechanism as capillary zone electrophoresis, interac-
tions between sample ions will be taken into account for the estimation of D, unlike with
CIEF, where the measurements are conducted at a zero net charge.
The change in the sample plug molecular weight reflects in the dispersion rate, and
can be monitored by iPF method. In the iPF inset in Figure 3.7, the myoglobin plug
contains both isoforms, and the diffusion coefficient is an overall estimation of minor and
major isoforms’ presence. The diffusion coefficient of the minor isoform of myoglobin was
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Figure 3.7: Examples of myoglobin iPF and CIEF diffusion profiles. The samples were
stacked (3 mg/ml in 25mM buffer) with run buffer 100mM, pH=2.4 at 3kV for 1min, then
moved the sample plug by o.5 kV, CIEF: the protein 0.35 mg/ml containing 2% pH gradient
3-10 under voltage gradient 0.5kV for 3min and 3kV for 7min. After moving/focusing step,
the electric field is removed and the diffusion pattern is recorded. With passing time, the
concentration profiles attenuate and slightly shift toward left.
determined to be 1.6 × 10−6(cm2/s) by CIEF. The diffusion coefficients associated with
the major isoform and overall are presented in Table 3.4. The results from iPF and CIEF
show comparable accuracy; however, CIEF shows better precision. The plug flow method
was devised for simple and fast measurement of diffusion coefficients at desired pH values.
The reproducibility of the iPF results can be improved by modification of the cartridge,
e.g. the T-shape injection configuration. It can also and prevent tailing problem.
From a methodological perspective, the plug flow technique has several intrinsic ad-
vantages over the CIEF method; for example, iPF eliminates problems associated with
CIEF such as precipitation at the isoelectric point (pI) and carrier ampholyte background
absorption. In addition, iPF is not limited by the isoelectric point of the species for the
applied pH range, which facilitates the selection of a desired pH, e.g. simulating in vivo
conditions. It is also considered a relatively faster analysis technique that skips the focusing
period, and replaces it with shorter sample stacking and moving times.
In addition, the technique has great potential for miniaturization due to the absence
of separation and focusing steps. The commercial cartridge uses a relatively long capillary
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Mehod DBSA(cm
2/s) DMb(cm
2/s)
%RSD %Error
BSA (n=3) Mb. (n=6) BSA Mb.
CIEF 5.1× 10−7 1.1× 10−6 4 6 13 1
iPF 6.5× 10−7 9.1× 10−7 13 14 10 –
Table 3.4: Determination of bovine serum albumin (BSA) and myoglobin (Mb.) diffusion
coefficients by CIEF and iPF methods, analysed with the FT approach. Experimental
conditions were the same as Figure 3.7. The literature values for BSA and myoglobin are
5.90× 10−7 and 1.13× 10−6 cm2
s
respectively [119].
window of 5 cm (necessary for the separation and not the diffusion) for whole column
imaging detection. However, this range is far more than what is occupied by the diffusing
sample during the diffusion process. Modifications to the current cartridge design can make
it more suitable for iPF experiments. For instance, further improvement can be obtained
to avoid tailing issue by using T-shape valve or cross-injection.
Estimation of The Impurity Level
The imaging plug flow technique can be applied for estimation of the impurity level by
resolving the diffusion profile of oligomer mixture into its constituents. In the original pure
sample solution we have all the protein in the monomeric form and if it partially aggregates
to dimer, trimer, and higher oligomeric states, due to the increase of the molecular weight
there would be a change in the diffusion behaviour of the particulates. The final diffusion
coefficient profile of such mixture is the overlapped profiles of corresponding oligomers that
can be estimated and determined as the impurity level.
There is a general formula that allows acceptable estimation of diffusion coefficient from
molecular weight,
D = A(T, η)M−1/3 (3.2)
where A is a function of temperature, T, and the viscosity of the medium, η, and M is the
molecular mass. Different parameters such as viscosity of the media, temperature, and the
shape of the aggregated protein will affect the diffusion profile, however for simplicity of
the model we consider all protein forms the same aggregate shape and the other parameters
are kept constant. When T and η are kept constant, the linear relationship between M−1/3
and D can be used to correlate the diffusion coefficient with the number of subunits. In
this study, the polymerization is assumed to be limited to dimerization and therefore the
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diffusion profile of one given protein is investigated at two oligomeric states of monomer,
Dmon, and dimer, Ddim. Hence M is the same value and can be represented by number of
subunits. The relationship is simplified to
D =
K ′
n
1
3
(3.3)
where K ′ is a constant and n is the number of subunits. According to Equation 3.3,
the relationship between diffusion coefficients of respective oligomers can be calculated,
for example Dmon = 2
1
3 × Ddim. The initial value for Dmon sets to 10−6 cm2s , and the
diffusion coefficient of dimer is calculated as Ddim =
10−6
1.26
cm2
s
, which are correlated by
the number of their constructing subunits. The diffusion coefficient of the sample plug,
Dmix, is acquired from convolution of its constituents’ diffusion values, in addition to the
contribution coefficient of each oligomer that indicates the level of polymerization:
Dmix = α.Dmon + β.Ddim
where α and β are the distribution coefficients of monomer and dimer respectively. As-
suming all polymerized species form dimer and higher oligomeric states are negligible; the
sample plug contains only monomer and dimer, hence; α+β=1.
Aggregation Level 0% 10% 20% 30% 40% 50% 60% 80% 100%
%Error(Dmon) 0.0 1.4 4.1 5.9 6.9 7.5 7.9 10.2 10.9
%Error(Ddim) 0.0 0.9 3.1 4.9 7.1 9.5 12.3 18.9 26.0
Table 3.5: Error percent in estimation of the impurity level in oligomeric solutions with
different monomer to dimer ratios. Initial conditions: Dmon=1e
−6 cm2
s
; h=0.02 cm; t0 = 30
s, ti = 30 s, tt = 600 s, p=0.001
cm
pix
, SNR=15.
Protein sample plugs with different ratios of monomer to dimer are simulated and the
Dmix is estimated by the FT method. Then the estimated D is used to calculate the
constituents diffusion coefficients at determined contribution coefficients. Results in the
Table 3.5 illustrates that estimation of the diffusion coefficients is more accurate at lower
level of dimerization compared to those sample plugs with higher dimeric components.
And an increase in the aggregation level of the solution results in more error in estimation
of the diffusion coefficient. However, the solution with upto 50% aggregation can be still
estimated with error below 10%.
The simulation results reveal that the aggregation of the proteins at the level above one
percent dimerization can be detected within 95% of confidence by introducing a sample in
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the form of plug (Boxcar function) and less than 1% RSD noise, when the ideal condition
is met and there is no truncation error. This application of iPF can be effectively used in
quality control where the aggregation needs to be monitored closely.
3.4.6 Stability Study Based on Diffusion Coefficient
The proteins used in this research were mostly supplied in powder form, and they had a
long lifespan as long as they were kept in the fridge under recommended storage conditions.
However, they need to be prepared fresh as dissolved in the solvent. Proteins tend to
aggregate under various conditions, such as high temperatures or unfavourable pH. In the
CIEF mode of electrophoresis, the proteins are theoretically prone to undergo ’isoelectric
precipitation’ when the net protein charge is near zero. However, Majhi et al. proved that
measurement at isoelectric point does not necessarily lead to precipitation [122]. They have
studied the effect of pH on the aggregation of β-lactoglobulin and observed the maximum
aggregation rates in the pH range 4.3-4.8, which is near but below the pI value. Hence
the capillary isoelectric focusing can be an appropriate method for the purpose of stability
assessment.
In the present research the stability or shelf-life of β-lactoglobulin A and B variants
were successfully investigated by monitoring the changes in the diffusion rates in addition
to the charge heterogeneities and shift in pI values. The high resolution of CIEF enables it
to detect even small alterations of pI. The CIEF data evidenced the aggregate formation
in the protein (dissolved in Ultra-pure water) with remaining at room temperature for a
period of one month.
Fresh β-lactoglobulin Old β-lactoglobulin Ref.
A B A B A [117] B [118]
7.2 (±0.3) 3.5 (±0.4) 0.3 (±0.1) 1.2 (±0.1) 7.38 3.14
Table 3.6: Comparison of the diffusion coefficient (×107cm2/s) of the fresh and one month
old β-lactoglobulin variants (n=3) with literature values.
The changes to the electropherogram of β-lactoglobulin are graphically shown in Figure
3.8, and the diffusion coefficients of fresh and one-month old samples were measured and
compared to the literature values, presented in Table 3.6. There is a shift in the pI values of
both variants, and extra peaks show up in the electropherogram. The protein is fairly stable
at room temperature within the first four days, however, it deforms to gel after three weeks.
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The observed charge heterogeneity and shift in the peak position can provide information
on the aggregate mechanism, in addition to estimation of degradation or aggregation from
changes in diffusion coefficient values.
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Figure 3.8: Stability assessment of β-lactoglobulin variants by CIEF-WCID during one
month. β-lactoglobulin mixture was kept at room temperature
The fresh samples diffusion coefficients measured by the Fourier domain approach are
in good agreement with reference values in comparison to the old samples D values, re-
vealing that both variants has changed during time, and isomer A is more significantly
altered. Further study of the aggregation can provide valuable information on the asso-
ciation/dissociation mechanisms. Generally due to D alteration one can decide on either
aggregation or dissociation. For example the increase in D value can be interpreted as a
result of the dissociation that caused the protein falls apart. In this study the old sample
D value decreased that proves formation of the aggregate or particulate.
Estimation of the impurity level by resolving the diffusion profile of oligomer mixture
can be a useful tool from pharmaceutical viewpoint. However, the diffusive behaviour of
the mixture components needs to differ significantly, typically by factor two, in order to
be discriminated efficiently. For example, study of monomer-dimer or higher oligomeric
states is feasible; the original pure sample solution protein found in the monomeric form,
and if it partially aggregates to dimer, trimer, and higher oligomeric states, then a change
66
in the diffusion coefficient value of the particulates happens due to the molecular weight
increase. The diffusion coefficient profile of the mixture is overlapped by profiles of the
oligomers. The impurity level can be estimated from deconvolution of the diffusion profile
of a mixture of different oligomeric states of the same protein, and the contribution coeffi-
cient can be determined accordingly. Thus, the relationship between molecular weight and
diffusion coefficient suggests interesting applications for determination of diffusion coeffi-
cients by CIEF-WCID in recognition of proteins aggregation, which has great potential to
be employed in rapid quality control procedures.
3.5 Summary and Conclusion
Taking advantage of the dynamic imaging detection system, diffusion processes can be
monitored in real time fashion and the spatial data carried to the frequency domain for
determination of diffusion coefficients. The capillary electrophoresis method in general does
not perfectly meet the Gaussian assumption. The concept of shape independent feature
of the FT approach has been explored, and the experimental results prove that, unlike
analysis that is carried out in the time domain, the FT approach is not restricted by any
peak shape assumption. However, the efficiency varies according to the frequency content
of each function. Analysis in the frequency domain is realised to empower the CIEF, for
measuring the diffusion coefficient.
Although CIEF is known as an effective way to get the most out of the diffusion data,
there are still a few obstacles, such as the risk of protein precipitation at the isoelectric
point where the proteins net charge is zero and there is no electrostatic repulsion. The
iPF method is introduced as an alternative method for measuring the diffusion coefficient.
It is a fast simple method, which results in non-Gaussian shape signals. The fast Fourier
transformation as a more general approach assists data processing of signals that deviate
from Gaussian shape. Irregular peak shapes were processed by Fourier analysis where the
traditional methods failed. Analysis of the CIEF and iPF results in the frequency domain
compared to the time domain provides more precise and accurate determination of diffusion
coefficients, which reinforced the FT method’s efficiency.
Capillary isoelectric focusing with whole column imaging detection can be used in
food and pharmaceutical industries as a cost-effective and fast tool for studies on protein
aggregation as part of quality control. It is an automated way for recording the diffusion
process and rapid recognition of protein degradation or association by monitoring the
changes in their diffusion rate. The diffusion coefficient measurement can be used for
molecular weight determination and stability assessment.
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Chapter 4
High Throughput Chip-Based
Electrophoresis with Schlieren
Imaging Detection
4.1 Introduction
Schlieren optics provides a powerful technique for visualizing changes or non-uniformities in
the refractive index of transparent media. It has been used for over two centuries, since the
early 1800s. Schlieren systems have been typically implemented for a wide variety of real-
time fluid dynamics studies [123]. Widespread availability of digital imaging systems allows
Schlieren optics to be applied to the study of transparent media in novel ways. Application
of Schlieren detection in analytical chemistry has been reviewed in Reference [23], and
previous papers on all modes of capillary electrophoresis coupled with Schlieren detection
are summarized in Table 1.1.
The whole channel imaging detection technique empowers the capillary electrophoresis
in many aspects. However, a remaining limitation is that only one sample can be processed
at a time. The sample throughput is improved by extending the technology to a multi-
channel system, using a prototype linear multi-channel chip. The properties of the chip,
such as good optical transparency, chemical resistance, and high temperature stability,
make it a suitable choice for robust, sensitive, and reproducible electrophoresis analysis
with both UV-absorbance and universal concentration gradient detection.
To the best of our knowledge, all previous studies on capillary electrophoresis with
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Schlieren detection have been performed inside round or square capillaries [39]. This re-
search provides analysis in a chip-based device containing multiple-channels with different
dimensions, including a discussion on the effects of geometry and the dimension of the
channel as the detection cell on the measurements. Two principal modes of capillary
electrophoresis, CIEF and MBE, were employed to evaluate the chip performance and
demonstrate the use of the Schlieren detection in high-throughput analysis.
This chapter presents background of the technique, describes the methodology behind
the system, offers a mathematical exposition of the principles of Schlieren optics along
with the design of a basic Schlieren system, and its application to the diffusion coefficient
measurement. The application of concentration gradient detection to the determination
of diffusion coefficients has been already performed; however, its quantitative analysis is
not that robust, and depends on conventional peak height measurements [26]. The present
study explores the data analysis of Schlieren images, by calculating the diffusion coefficient
in the frequency domain. The Fourier transformation approach is the same as what has
been employed for analysis of the diffusion data from capillary isoelectric focusing with
whole column imaging detection [87].
4.2 Theory
Snell’s law can describe the physical basis for Schlieren imaging, in which light rays undergo
refraction and deflection from their continuous path, when disturbed by inhomogeneous
media, such as the concentration gradient in the fluid. The law states that light slows down
as a result of interaction with matter. In homogeneous media, such as vacuum, light travels
uniformly at a constant velocity. Schlieren flow visualization is based on the deflection of
light due to a refractive index gradient. As shown in Figure 4.1, the un-deflected light
is focused at the focal point of the lens where a black spot, Stop, blocks the incoming
rays. The index gradient causes the light deflection toward higher refractive index, which
produces an image depending upon the deflection angle. This approach is called dark-field
technique, when all non-deflected light is blocked by the Stop and only deflected light
reaches the image plane. The light intensity recorded by the camera is proportional to the
non-uniformity of the medium, that is, to the gradient of the refractive index.
The design of a Schlieren system requires a compromise between sensitivity, image res-
olution, and the size of the field-of-view. The required sensitivity should thus be estimated
at the outset by considering the possible range of refractions of the Schlieren objects to be
examined [124]. With larger capillaries, detection by absorbance tends to be more sensi-
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Figure 4.1: Principle of the Schlieren technique through ray-tracing diagram.
tive than Schlieren detection. However, with narrow capillaries, Schlieren detection can be
more sensitive, particularly when combined with a laser light source [125].
4.2.1 Light Propagation
The light-material interaction within transparent media is governed by the refractive in-
dex. The non-uniform distribution of analytes for a concentration gradient provides a
corresponding refractive index gradient. Figure 4.2 illustrates the physical principle of
light propagation. The light propagates along z-direction. Assuming a negative vertical
refractive-index gradient solely in the y-direction (∂n
∂y
< 0); after propagating through a
Schlieren object, the vertical planar light wave-front becomes displaced, and each section
experiences different refractive indexes.
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Figure 4.2: Diagram of light propagation due to the refractive-index gradient [126].
If a ray of light covers a distance ∆z in a time interval ∆t, it is refracted by an angle
∆ε. ∆t is governed by the refractive index n, defined by n = c
v
, where c is the speed of
light in a vacuum, and v is the local speed of light. The differential time can be expressed
by ∆t = ∆z n
c
; then one can write:
∆ε =
( c
n2
− c
n1
)
∂y
∂t =
n
n1n2
(n1 − n2)
∂y
∂z (4.1)
This can be simplified by letting all finite differences approaching zero and simplifying
n
n1n2
, which gives
dε
dz
=
1
n
dn
dy
(4.2)
If we use small angle approximation to postulate dε is equal to dy
dz
, we obtain
∂2y
∂2z
=
1
n
∂n
∂y
(4.3)
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The refractive index n does not cause ray deflection, but the gradient of this refractive
index ∂n
∂y
, as declared by Equation 4.3. Schlieren images can be found by integrating the
ray curvature of light rays in optical inhomogeneities in the appropriate directions, and
relating the curvature of a refracted ray to the magnitude of the refractive-index gradient:
∆εy =
1
n
∫
∂n
∂y
∂z. (4.4)
Equations 4.3 and 4.4 show the direction of the light ray deflections, which bend towards
regions of higher refractive indexes.
Deflection Angle and Column Dimension Relationship
Fermat’s principle states that light takes the path by which it traverses the medium in the
shortest possible time. A quantitative relationship between the total deflection angle (ε)
and the separation column dimension (L), can be derived on the basis of this principle. In
most practical analytical cases, where L and ε are small; ε can be approximated by:
∆ε =
∆l
n
dn
dx
=
∆l
n
dn
dC
× dC
dx
(4.5)
hence,
ε =
∫ L
0
1
n
dn
dC
∂C(l, x)
∂x
dl. (4.6)
The exact relationship between the concentration of the analyte in the medium and
the refractive index ( dn
dC
) can be experimentally measured. The integral along L should be
calculated, if the concentration gradient along the path is not constant.
4.2.2 Sensitivity of Detection Method
As discussed in Section 1.2.1, the analytical signals can represent either the average or the
gradient of the analytes’ concentration in the detection volume.
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Sensitivity of Concentration Average vs. Gradient
The signals of moving boundary electrophoresis and isoelectric focusing resemble sigmoid
and Gaussian functions, respectively, when the average concentration (C) detection method
is used; however, Schlieren detector produces a signal that corresponds to the derivative of
the signal (dC
dx
) produced by e.g. an absorbance detector. Calculating the maximum value
of the signal for either method, the ratio of the Cmax to (
dC
dx
)max provides a constant B0,
which is inversely proportional to the standard deviation [23].
(
dC
dx
)max =
e−1/2
σ2(2pi)1/2Fv
M =
e−1/2
σv
Cmax = B0Cmax (4.7)
where v is the linear flow rate, M is the total mass injected, F is the flow rate, and σ is the
standard deviation of the distribution. Consequently, a detector with a linear response to
the concentration will yield a signal proportional to the mass of all sample constituents.
An improvement in sensitivity is anticipated with an efficiency improvement. Gradient
detection becomes more efficient with decrease σ, that is, with smaller dispersion of the
sample plug.
The sensitivity is also affected by the employed optical system; it is proportional to the
focal length of the collecting lens and inversely proportional to the Stop size. Thus, high
sensitivity needs a small blocking Stop and lens with large focal length [127].
4.2.3 Lens Effect in Capillaries
As its name reveals, capillary electrophoresis is primarily performed inside capillary tubes.
In detection methods that depend on light path-length, e.g. UV absorbance and Schlieren
imaging detection, the lens effect is an important issue associated with round capillaries.
The curvature of the round capillaries acts as a thick cylindrical lens with a short focal
length, which bends the collimated incoming beams. Thus, the outgoing beam becomes
strongly uncollimated, which can ruin light collection, unless extra light focusing elements
are employed. This drawback can be addressed by using microchips with a rectangular
channel. Liu et al. experimentally confirmed a higher intensity of the light beam after
passing a micro-chip channel compared to a round capillary [128].
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4.3 Experimental Implementation
A laser Schlieren system was constructed (Figure 4.3) for monitoring the protein moving
boundary electrophoresis experiments in the multi-channel chip.
4.3.1 Schlieren Set-up
The system was mounted on a vibration isolation table. All optical elements and posts
were bought from ThorLabs, USA. The components were arranged as outlined in Figure
4.3, and fine adjustments were precisely performed. The light was accurately focused so
as to avoid aberrations (Section 4.5.3) and misalignment of the optical components, and
each of the components was carefully aligned to pass the light without interferences or
distortion. After optimization of the positions and appropriate alignment, the system was
rotated to the vertical configuration (Figure 4.3).
The system implemented a beam-expander lens to expand the green laser (532 nm,
power ≤5 mW) beam to a 5cm-diameter light spot, and was equipped with filters and a
pinhole to adjust to a desired spot diameter and lower the power. The collimated light
traversed another lens (L1) to reach the test area, where the chip was located. Depending
on the experiment, the light was deflected by or straightly passed through the Schlieren
lens (L2); those rays that were not deflected would focus at the Stop and were blocked
there, while the rays that were deflected by the sample inside the channel changed their
path and reached the camera. The deflected beams were focused and hit the sensor via
the image transfer lens (L3).
Light Source and Optical Elements
Images were captured by a CCD camera. Lenses 1 and 2 were 5-cm-diameter, with 7.5-cm
and 2.5-cm focal lengths, respectively. The third lens was a 2.5-cm-diameter planoconvex
lens that converged the beams passing through the Stop plate on the CCD sensor. The
specific characteristics of laser, such as its monochromaticity, intensity, and coherence,
make it a proper choice for this study. However, the light intensity of the laser beam is at
its maximum in the middle, and decreasing as it gets further from the center, which results
in a Gaussian distribution. This inhomogeneity in the beam spot profile was corrected
by putting a mechanical aperture in front of the light source, in order to selectively pick
from the center of the beam spot. Additionally, a graded neutral density filter was used to
minimize inhomogeneity, and the intensity was attenuated by using filters to avoid camera
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(a) Schlieren Set-up
	  
CCD	  
(b) Ray Path
Figure 4.3: The Schlieren set-up, and the ray traverse path: The laser beams were expanded
and illuminated on the multi-channel chip in the test area, then blocked by the Stop
from reaching the camera. As the light deflected from its focal point by changes in the
concentration, the beams hit the CCD sensor.
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Figure 4.4: Laser source and the modifying elements: beam expander, aperture, and filter
saturation (Figure 4.4). The laser beam was first expanded to a 5-cm-diameter spot; this
allowed covering the view field of the camera, which is illumination of the laser to five
channels at the time. As shown in Figure 4.5, the channels experienced different light
intensities, according to their position in the laser beam spot.
(a) Full vertical binned (FVB) readout of the channels (b) Laser beam spot
Figure 4.5: Field of view for the current Schlieren set-up
For example, in channel B, despite having largest width and depth compared to the
other 4 channels (Figure 4.8), lower peak heights and widths were observed. In order to
minimize the inconsistencies caused by this situation, the experimental region was limited
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to the center of the light spot. The mechanical aperture provides illumination to the desired
channel/channels by adjusting the pin hole size.
Test Area
The test region was delimited by the space between L1 and L2, where the multi-channel
chip was loaded on a 2D-stage (Figure 4.6). The chip was held firmly in place after putting
the desired channels in the center of the light beam by tilting the slide in xy-direction.
Figure 4.6: Multi-channel chip in Schlieren test area: (1) the chip with electrode comb (2)
x,y-axis 2D adjustment (3) connectors to the high power supply (4) plastic tube to remove
the electrolyte by vacuum (5) micro-syringes for sample introduction.
After adjusting the chip into the right position, the electrode comb was mounted on
its top, and the electrodes were connected to the high power supply through alligator
connectors. Plastic tubing was inserted into the sample reservoir to remove electrolyte by
a vacuum generated inside the vial, which was accomplished by withdrawing the syringe
plunger. The micro-syringe for sample introduction was already filled with a known volume
of the sample (15-20µL), and were used to refill the reservoir after the electrolyte was
evacuated.
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4.3.2 Chip Specifications and Configurations
In the current study, a prototype multi-channel chip in a miniaturized cyclic olefin copoly-
mer (COC) microfluidic device (thinXXS Micro-technology, Germany) was employed for
protein analysis. The short channels, 18 mm, of the introduced chip were embedded in a
slide with a footprint of 7.5 × 2.5 (cm2). The cyclo-olefin copolymer combines excellent
optical properties with bio-compatibility and good chemical resistance to most acids and
bases. The linear channel slide features 5 straight channels of different cross sectional areas
(Figure 4.8). Basically the chip comprises three layers, and an additional photo-mask layer
was attached at the bottom:
• Top layer: a rigid polymer containing electrolyte reservoir and through holes between
the electrolyte reservoirs and separation channel, with slide standard ports
• Middle & bottom layers: parallel separation channels, and a rigid polymer foundation
• Photo-mask layer: black glass sheet with slits aligned with the channels
Figure 4.7: The prototype COC slide layout, and modifications for CE experiments
In contrast to the conventional metal slit that is used in commercial capillary cartridges
to avoid stray light, which is expensive and tedious to align in the case of multiple cap-
illaries, the photo-mask layer boasts the inherent advantage of aligning the slit layer to
parallel channels in one step. The pattern of the slide is plotted by AutoCAD software and
printed as a photo-mask by the Front Range Photo Mask Company in USA. This layer
was aligned with channels and attached to the bottom of the slide, using epoxy glue, under
the microscope. The ease of this one-step multiple alignment, together with the lower cost
of purchase in comparison to the metal slit for UV-detection method, are worthy of note.
As shown in the general schematic of the slide in Figure 4.7, two different configurations
were used for the MBE and CIEF experiments. The standard ports with a capacity of 25
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Figure 4.8: Technical specifications and configuration of the linear channel slide provided
by the manufacturer (thinXXS Micro-technology, Germany)
µL were used as reservoirs in the MBE experiment, while micro-pipette tips were cut and
mounted on top of the standard port by means of an interface and adaptor, functioning
as 200µL-capacity reservoirs in the CIEF experiment. The different configurations of the
chip for each mode of electrophoresis are explained in detail in the following sections.
Single Channel Setup for CIEF Experiments
The single channel experiments ran in channel C, which has comparable dimensions and
surface-to-volume ratio to the capillary in the commercial cartridge (Table 4.2). To per-
form the CIEF experiment, larger reservoirs, injection capillaries, and membranes were
incorporated into the prototyped chip. The slide was coupled with UV-WCID in the com-
mercial iCE280 instrument, and cut in a way that allowed the channel to align to the
center of the detector, with the position becoming fixed by screwing the two drilled holes
on the slide. The metal slit surrounded the channel to adapt the chip for UV detection.
The Pt electrodes of the instrument were also replaced with longer ones to reach the newly
designed reservoirs.
A membrane was needed to facilitate the electrolyte ion passage. The membrane was
provided in the form of a nitrocellulose hollow fiber, which was inserted between two pieces
of fused silica capillary. The shorter capillary piece, in contact with the channel port, was 6
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mm long that comprised the connector fused silica capillaries on either side of the channel
to the 18 mm long channel, making a separation column 3 cm long in total, with a 1.8 cm
effective length of channel as the detection window. Using a standard thinXXS Adaptor
that was drilled by the machine shop at University of Waterloo to accommodate a fused
silica capillary, this adapter was mechanically joined with the COC slide. As shown in
Figure 4.9, a micropipette tip of 100µL capacity was glued on top of the standard port. A
metal slit of 100µm-wide was aligned to channel C to stop stray light.
Figure 4.9: The chip configuration used for CIEF experiment
The capillary-to-chip interface was important from the viewpoint of the dead volume,
which affected the reproducibility and proper formation of the pH gradient. Using the
connector directly to the inlet result in an empty space, which was modified in order to avoid
dead-volume- associated issues. The interface was a connector, which was manipulated
utilizing an attached micro-pipette tapered tip, providing a modified sealed connection to
minimize dead volume issues.
Multi-channel Set-up for MBE High Throughput Analysis
The COC-chip design, with its short channels and integrated reservoirs, suggests a sim-
ple configuration for robust analysis, with moving boundary electrophoresis, replacing the
photo-mask sheet with the metal slit to avoid individual alignment of the slit to the chan-
nels. The COC-slide was made of transparent plastic, with holes drilled on top to make the
fluidic connection, and a standard port with a capacity of 25 µL to accommodate the reser-
voirs. This configuration of the slide was appropriate for moving boundary electrophoresis
and did not need further modifications. However, additional components were needed for
the multi-channel set-up.
For the multi-channel to function, an electric field needs to be generated through each
channel. This was achieved using an electrode comb, which distributes the voltage to
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(a) Electrode comb (b) Multi-channel Set-up
Figure 4.10: The multi-channel set-up for CIEF experiment
each channel through a separate electrode pair. The electrodes were connected to the
high power supply through terminal pins (Figure 4.10a). The electrode holder resembled
a frame around the slide and did not cover the detection region. There were two pins at
the end of each electrode row to connect to the power supply. The photo-mask sheet was
aligned to the channels and faced the laser source.
4.4 Methods And Materials
The microfluidic chip was employed for quantitative analysis of the proteins by capillary
isoelectric focusing and moving boundary electrophoresis, coupled with UV and Schlieren
imaging detection, respectively. In addition, corrections to the Schlieren image improved
the quantitative analysis.
All chemicals were of analytical-reagent grade, and purchased from Sigma Aldrich,
except where other suppliers are mentioned. The solutions were prepared using sonicated
Utrapure water (18MΩ) from a Barnstead/Thermolyne system. The samples were filtered
with a 0.2µm pore-size membrane.
4.4.1 CE Techniques
The multi-channel chip was primarily tested with capillary isoelectric focusing for sepa-
ration of myoglobin isoforms with UV-WCID detection inside a single channel. Further
experiments were performed by moving boundary electrophoresis mode, and the signal was
detected by Schlieren optics inside multiple channels. With both separation techniques,
diffusion coefficients were estimated in two modes that can be described as static and dy-
namic, respectively, depending on the fluid motion at the time of diffusion measurement.
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Capillary Isoelectric Focusing; Static Mode
Imaged capillary isoelectric focusing was performed on an iCE280 Analyzer (Convergent
Bioscience [now Protein Simple], Toronto, Canada), inside a commercial separation car-
tridge. The effective separation path length was 5 cm in the capillary, and 3 cm in the
channel. The capillary dimension was 100 µm ID, and 200 µm OD with fluorocarbon
internal coating. Channel C was a square duct with a 100 µm width.
Sodium hydroxide (100 mM ) and phosphoric acid (100 mM ) were used as the catholyte
and anolyte, respectively. The sample mixture contains a 0.5 mg
ml
myoglobin, 0.35% w
v
methyl-cellulose, 2% v
v
Pharmalyte 3-10 and 6-8. The focusing was performed at 1.5 kV
for 2 min , followed by 3 kV until it reached a stable focusing, which often took less than
10 min in total.
In this mode, the sample components are separated based on their isoelectric points
and the diffusion process is recorded statically, that is, in the absence of an electric field
or any other driving force.
Moving Boundary Electrophoresis; Dynamic Mode
The sample was introduced by emptying and then filling the reservoir at the anodic end
with a sample solution. This step was accomplished using injection syringes and a small-
diameter plastic tube to evacuate the anodic reservoir. The sample boundary was driven
by applying a 500 V potential difference from a high-voltage d.c. power supply (Stanford
Research Systems, INC. Model PS350). The empty/fill mechanism is depicted in Figure
4.6. The whole system was mounted in the testing region of the Schlieren set-up. All
samples were dissolved in buffers before use. Tryptophan 1 mg
ml
in borate buffer (50 mM ,
pH 10), and BSA 1 mg
ml
in phosphate buffer (40 mM , pH 2.5), were used as samples.
Basically, no separation happens in this mode and the dispersion of the moving front is
dynamically recorded to estimate the molecular diffusion coefficient. First, each reservoir
and the desired channels were filled with buffer. The channels were inspected under the
microscope to ensure they were completely filled with the buffer and that no air bubbles
were present prior to mounting the chip onto the testing region of the Schlieren system. It
is important to note that this is an essential step; if an air bubble exists in the system, the
electric field will disconnect, and a shiny fixed point will be observed during the run time.
Internal Coating Techniques. The capillary cartridge was conditioned with 0.5% w
v
methyl-cellulose solution to minimize the EOF, whereas the polymeric channels on the chip
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were merely flushed with water between runs. Protein adsorption to the channel walls was
investigated with this chip, showing negligible wall interaction. Due to their hydrophobic
nature, plastic microchips, especially COC chips, have very low EOF rates. Since the COC
linear channel is resistant to a wide range of polar solvents and molecules, it is almost inert,
avoiding electroosmotic flow. However, the EOF is not necessarily zero. Having negligible
wall interaction, the polymeric chip is suitable for performing IEF without conditioning
the column. In addition, the methyl-cellulose in the sample solution also acts as a dynamic
coating.
4.4.2 Analysis of The Schlieren Images
The employed CCD camera (Model: DR32400-FI, Andor, USA) is a silicon-based semi-
conductor chip bearing a two-dimensional matrix of photo-sensors, or pixels. This matrix
has a pixel array of 1650 × 200, for an imaging area of 26.4 mm × 3.2 mm, and a pixel size
of 16 × 16 µm2. The pixels are arranged in perpendicular rows and columns. Fast-scan
CCDs are used in video cameras to capture moving images. Solis proprietary software was
used to control the camera and analyze the time-resolved imaging efficient data acquisition
and processing. AndorBasic, as a built-in programming language, was used to manipulate
data.
Full resolution image readout mode provided a 3D-image of 1650 × 200 pixels, and the
z-direction showed the amplitude of the signal, which was determined by the intensity of
the deflected light that reached the camera sensor. With the selected optical elements, the
CCD could monitor the effective length of 3.5 cm that covered 5 channels (Figure 4.5).
According to the sensor’s dimensions, the view field of the camera can cover the whole 18
mm of channel length. However to minimize the effect of uneven distribution of the laser
light, it was restricted to partial channel imaging detection by the width of the sensor at
the center of the beam spot for simultaneous monitoring of two channels.
Data Acquisition
The chip was introduced to the system, and the camera was moved in the z-direction (up
and down) to focus its lens on the chip. Test photos were taken to ensure proper exposure
of the channels prior to introducing the Stop. The next step involved putting the collecting
lens in focus, where all outgoing rays from the testing area focused at the camera. Then,
the Stop was adjusted in order to block the whole background light. The Stop was mounted
onto a 3D-translation block that allowed fine adjustments along three axes so as to align
it precisely with the focal point of the Schlieren lens.
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The CCD camera can acquire a complete scan in microseconds, which allows for rapid
kinetic measurements. The kinetic cycle time determines the frame rate at which the
camera is operating. Depending on the acquisition parameters, such as vertical shift speed,
binning or sub-image patterns, cycle time, and trigger mode, the frequency of the acquired
data is determined. In the present study, full resolution image readout mode was used with
an internal trigger. The kinetics acquisition mode was employed to record the dynamic
process; this mode is particularly well suited to recording the temporal evolution of a
process such as diffusion.
Exposure Time. The contrast between the background light and the empty chan-
nels is enhanced as the exposure time is increased; on the other hand, exposure must be
limited to ensure that none of the pixels in the CCD camera become saturated. Under our
conditions, this was achieved using sub-second exposure times (Figure 4.11). However, one
should ensure that saturation is avoided in the intensity profiles by varying the exposure
time. Short exposure time, in the case of high power light sources with appropriate filters,
can decrease the scanning probe problem, which is discussed in the data treatment section.
The amplitude of the photons detected in an image was obtained by subtracting the total
photon count of the background image from each image frame in the kinetic series, and
displayed as background corrected count unit.
Figure 4.11: The intensity profile; laser source power ≤ 5mW , exposure time: 0.1 sec.
Movies were obtained by sequential display of the frames recorded at specific intervals.
The minimum time required for an acquisition depends on a number of factors, including
the exposure time, number of accumulations, kinetic series length, and the kinetic cycle
time. These parameters were defined and set to the following values for all MBE/Schlieren
experiments in this section:
• Exposure time: the time interval during which the camera collects light for a single
scan (Set to 0.1 sec).
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• Number of accumulation: the number of scans that are added (or averaged) to pro-
duce a single frame of the processed data series (Set to 3).
• Kinetic series length: the number of frames in the entire data series (Set to 100-150).
• Kinetic cycle time: the time interval between the frames (Equal to 1 sec.).
Several scans were involved in a complete data acquisition. The data was collected in a
kinetic series with 100 scans; each scan consisted of three accumulations with 0.3 sec cycle,
hence the frequency of 0.98 Hz was obtained, which equals to 1 frame per second.
Data Treatment
To enhance the quality of the images, signals were processed through background correc-
tion, normalization, and noise reduction. Without these corrections, the images included
additional noise and baseline fluctuations, which would have made the quantitative analysis
difficult.
Ambient Light and Beam Intensity Fluctuations. Ideally, measurements should
be performed in a dark room, where no other source of light except the laser source is
present; however this condition cannot often be met, and ambient light leakage needs
to be corrected. On the other hand, fluctuations in the illumination source can lead to
fluctuations in signal levels. Thus, it is necessary to normalize the data so that its value
remains stable from frame to frame.
Manipulation of the data was performed using the Andor BASIC programming language
included with SOLIS. The default data type is Counts. Background is a data acquisition
made in darkness. It is made up of fixed pattern noise, and any signal due to dark current.
Correction for the background Count, also improves the signal-to-noise ratio of the image.
The calculations for the various data types assume the following definitions:
• Signal: uncorrected raw data in Counts.
• Background: data in uncorrected Counts, acquired in darkness.
• Reference: background-corrected data for a buffer sample.
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These modifications must follow a particular set of steps. First, the background image is
recorded when the room is dark and the laser source is off. To ensure that the background
is acquired in darkness, the input slit of the camera needs to be covered. Second, the
laser source is turned on and the reference image is captured. Once these two steps are
completed, the experiment can proceed. Finally, at the data processing stage, these images
are subtracted from each frame to make modifications. Provided that the acquisition
parameters remain unchanged, the background and reference scans are automatically used
for subsequent data acquisitions whenever capturing Signals.
Binning. After correction of the images for background and normalization to adjust
for spatial non-uniformities, peak width and relative positions were characterized by bin-
ning all CCD images in a direction perpendicular to the separation axis. The two main
variants of the binning process are vertical binning and horizontal binning. The binning
factor represents the number of adjacent pixels whose charge will be summed and digitized
as a single pixel in either direction. In full vertical binning (FVB) mode, on a 1650 by
200 chip, the resulting image would be 1650×1. Binning increases the charge and light
intensity of the resulting pixel at the expense of spatial resolution.
Progress Scanning Problem. The difference in light intensity between rows is due
to the fact that the camera uses a full frame CCD sensor, which utilises a “progress scan”
readout. The progress scan readout used in the CCD sensor means that the CCD is
photosensitive during the readout phase. Therefore any photons impacting on the CCD
during the readout period will result in charge accumulating in the pixels. As the back row
pixels are the last to be processed by the readout register, they will be exposed to light for
a longer period of time than the rows at the front of the CCD sensor. Therefore the rows
at the back of the CCD chip will accumulate more charge and thus display a higher light
intensity (Figure 4.12). Further information on full frame CCDs and progress scanning
can be found in Reference [129].
Eliminating this effect requires the use of a shutter or pulsed light source, so as to
prevent light from impinging on the camera during the readout period. In the current
study, an internal trigger mode was employed with a pixel readout time of 0.67 µs and
vertical shift speed of 13 µs, and exposure time of 0.1 s. On the other hand, all the
frames in a kinetic series experience similar progress scanning, and it is normalized for the
applications wherein frames are used relatively, e.g. those measuring diffusion coefficients
at different time periods.
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Figure 4.12: Scan probe problem increased at higher exposure time and slow readout speed.
Noise reduction. Noise cannot be avoided in Schlieren imaging, especially from
digital camera sensors. In Schlieren applications for which high sensitivity is needed,
visual and quantitative analysis can be affected by the poor quality of the image as a
result of noise [130]. In order to address this issue, the signal-to-noise ratio was improved
by increasing the number of accumulations, in which data from several scans of the same
image were recorded and averaged by the fast scanning CCD sensor to reduce noise. This
results in improved SNR, at the cost of temporal resolution loss. However, the required
temporal resolution is obtained after accumulation by the fast scanning rate offered by the
camera.
The derivative nature of the concentration gradient allows effective removal of the re-
fractive index drifts produced by temperature fluctuation. Pawliszyn [131, 132] proposed
a simple differential refractive index gradient detector based on Schlieren optics which
is rather insensitive to thermal fluctuations inside the capillary. This method eliminates
low-frequency noise associated with refractive Index drifts produced by temperature insta-
bilities. Regardless of the drift removal feature of this method, according to the low current
during the experiment, the generated heat does not produce considerable temperature gra-
dient inside channels or capillary. The camera temperature was set to zero centigrade and
maintained at this temperature during the experiment to minimize the shot noise.
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4.5 Results and discussion
In this section, the results from the set of CIEF and MBE experiments are discussed to
illustrate the COC-chip performance in conjunction with two detection approaches, namely,
UV absorbance and concentration gradient detectors. The primary tests ran in a single
channel by adjusting the chip to the commercial UV-WCID instrument. Results from these
experiments were validated through a comparison with the capillary cartridge.
The effects of channel’s geometry and dimension were investigated by conducting the
experiments in channels with different dimensions. The round cross-section of the capil-
lary versus the rectangular or square form of the channels’ cross-section was also taken into
account to investigate the influence of the separation column’s geometry on detection sensi-
tivity. Studies with multiple channels were performed to demonstrate the improved sample
throughput, along with intra-channel experiments to show run-to-run reproducibility.
As mentioned before, fast kinetic data acquisition of the CCD camera facilitated record-
ing of a time sequence of optical images, demonstrating the potential of the CCD camera
as a powerful tool for studying dynamic processes such as diffusion. Furthermore, the
explained data treatments (Section 4.4.2) were employed to improve the Schlieren images
for quantitative analysis of the diffusion coefficient measurement.
4.5.1 CIEF with UV-WCID
The COC multi-channel chip was examined by CIEF-UV-WCID; different parameters such
as reproducibility, resolution, and wall-interaction were compared to those of the commer-
cial capillary cartridge (Table 4.1). And properties of the multi-channel slide for chip-based
electrophoresis analysis have been investigated by UV whole column imaging detection.
Short channels or capillaries are required in order to image the whole separation column.
In conventional single point detection, long capillaries are used, and shallow pH gradients
are generated as a result. The concern about decrease in resolution due to using short
capillary was theoretically addressed by Mao and Pawliszyn [133]. They have considered
concentration of a sample zone focused in a capillary by the isoelectric focusing process as
a Gaussian distribution with a variance of σ, and relate it to the resolution, using the cri-
terion of three times the variance for resolved adjacent peaks. Hence, the resolving power
(∆pI) can be expressed as [134]:
∆pI = 3
√
D
E
d(pH)
−dµ
d(pH)
dx
(4.8)
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Equation 4.8 shows that good resolution (small ∆pI ) is obtained by a high field
strength, a low diffusion coefficient, a high mobility slope, dµ
d(pH)
, and a narrow pH gra-
dient. Improving the resolution is possible through variation of the field strength and pH
gradient, because the diffusion coefficient and the mobility slope are intrinsic properties of
the analytes. Efficient heat dissipation is necessary for applying high filed strengths, which
is acquired by employing narrow-bore fused silica capillaries. Therefore, the resolution is
independent of the length of the separation column, however considering the Joule heating
issue, it is related to the surface-to-volume-ratio of the separation column.
Evaluation of the Multi-channel Chip
As discussed in Section 4.3.2, the chip was cut into a short piece holding channel C (Figure
4.9), and aligned with the UV detector. The commercial cartridge has a capillary with
100 µm diameter and a corresponding surface to volume ratio of 0.04 µM−1. The most
similar channel was C, which was used for the comparison. The channel and two small
capillary segments (6 mm each) made a total separation column of 3 cm. Selection of a
proper model protein and carrier ampholyte is important, since the obtained peaks need
to appear in the detection window (18 mm). Ensuring equal volumes in both reservoirs is
beneficial in preventing hydrodynamic flow that alters the results.
In order to investigate the resolving capability of the chip, a mixture of two myoglobin
pI markers (pI 6.8 and 7.2, 0.5 mg
ml
) with a carrier ampholyte at pH gradient range from 6 to
8 was introduced into the separation channel that generates the pH gradient of d(pH)
dx
' 0.7
(pHunit
cm
). In the capillary cartridge, a longer column (5 cm) and a wider pH range (3-10)
create a pH gradient of 1.4 (pHunit
cm
), which is two-fold greater than that of the COC-chip
gradient. The choice of carrier ampholyte range influences the generated pH gradient and
the resolution. For example, a high resolution of ' 0.03 pH units can be achieved in a
5-cm-long capillary performed with imaged CIEF, when a narrow pH gradient of 6 to 8
with a high voltage of 3 kV is used [35]. In this experiment, focusing was performed at
1.5 kV for 2 min, followed by 3 kV for 7 more minutes. Under the employed conditions,
shallower pH gradient was formed in the multi-channel chip that has positively contributed
in the resolving power of the separation experiment.
A comparison of the separation experiments in the COC-chip and the commercial chip,
as demonstrated in Figure 4.13, showed that the two myoglobin isoforms were fairly well-
resolved in both devices. However, the corresponding peaks were broader for the COC chip,
thus suggesting analyte wall adsorption. Due to the inert surface of the plastic chip, its
channel-preconditioning for EOF suppression was not as important, compared to the fused
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Figure 4.13: Evaluation of the multi-channel chip (DH=100µm, Length=3 cm (1.8
cm detection window)) in comparison with commercial capillary cartridge (ID=100µm,
Length=5 cm), through CIEF experiment of myoglobin isoforms with UV-WCID. Myo-
globin pI markers (pI 6.8 and 7.2, 0.5 mg
ml
) with a carrier ampholyte at pH gradient 3-10
and 6-8 for the chip and capillary respectively. Applied voltage; 1.5 kV for 2 min, and 3
kV for 7 min.
silica in the commercial cartridge. Hence, flushing with water between runs was adequate
to get reproducible data. A relative standard deviation of 1.8% for determination of the
peak positions in three trials showed lower but comparable reproducibility to the similar
experiment in the commercial channel (Table 4.1).
Lens Effect; Geometry of the Column
One of the apparent limitations of using round capillaries for path-length-dependent de-
tection techniques such as UV absorbance is called lens effect, where the curvature of the
capillary acts as a thick cylindrical lens with a short focal length and bends the incoming
beam. Hence, the lens effect causes the collimated incoming light beam to become strongly
uncollimated, and as a result, the stray light makes the light collection inefficient. This
drawback can be addressed by using microchips with a rectangular channel. The reduction
of beam scattering and distortion by means of the flat channel walls is very important for
path-length-dependent optical detection schemes. Tsuda et al. reported increase in the
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sensitivity of UV-vis absorbance detection method by running capillary zone electrophore-
sis inside a rectangular silica capillary, although at the expense of peak broadening [135].
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Figure 4.14: Comparison of the intensity of the incident light after passing through a round
and square separation column: (A) 100 µm × 100 µm × 1.8 cm; (B) 100 µm ID × 5 cm.
The separation columns were filled with water. Exposure time, 250 µs.
As shown in Figure 4.14, the light intensity profiles of a water-filled round capillary and
a rectangular channel with identical diameters (100 µm), experimentally confirmed that
the light beam passing a microchip have higher intensity than a capillary. The intensity
of an incident light passing through a capillary of 100 µm ID was decreased to nearly one
third of that passing through micro-channel of 100 µm × 100 µm. Moreover, in the case of
narrow-bore circular capillaries, the available path length limits the detection sensitivity,
especially when using the very common technique of UV-vis absorbance.
The Capillary Cartridge vs. The Multi-channel Chip
The capillary isoelectric focusing experiments were performed by UV-vis whole column
imaging detection in channel C of the microchip as an identical separation column to
the capillary. The results provide insight about the chip performance compared to the
capillary cartridge. The specifications of the COC-chip have been reviewed in Section 4.3.2.
Here, some of the key features of the multi-channel chip are summarized and compared
to the commercial capillary cartridge (Table 4.1). A straightforward advantage of using
91
microchip in CIEF-WCID is the absence of lens effect, which contributes to better detection
sensitivity.
The COC-chips are provided by their manufacturer as disposable products, however,
according to the non-destructive nature of the employed chemicals, each chip can be used
for 15 runs on average within three days, with narrower channels being subjected to block-
ing faster. The photo-mask layer’s cost ($80 per sheet) has to be added up to the price of
the multi-channel chip setup. This layer can be reused by detaching from the ruined chip.
Hence, it is not included in the price comparison.
Feature Multi-channel Chip Capillary Cartridge
Material Plastic (COC) Fused Silica
EOF Negligible Need Suppression a
Lens Effect b NA Present
Durability 15 runs c 100 runs [128]
Cost $ 60 d $ 250
RSD (n=3) < 2% < 0.5%
Throughput 8 Channels Single Capillary
Table 4.1: Comparison of the multi-channel chip with the commercial capillary cartridge.
a) Especially at pH values greater than three.
b) Created by the round shape of the separation column.
c) Within three consecutive days.
d) The photo mask layer price is not included.
One major source of band broadening is Joule heating, which arises from the electric
current passing through the capillary, causing many undesired effects in CE. Taking the
plastic slide material into account, the heat dissipation in the capillary is more efficient than
in the chip. However, the use of narrow-bore capillaries and channels with larger surface-
to-volume ratios increases the heat dissipation rate and helps decreasing the Joule heating
effect. In the set of experiments run by MBE, the effect of Joule heating is negligible due
to the low electric field strength. Additionally, the measurements by Schlieren detection
have a derivative nature and inherently eliminate the drifts in temperature.
The channels on the chip are 18 mm long, while the commercial cartridge holds a
capillary that is 50 mm long. The resolution does not have direct relation to the length
of separation column (Equation 4.8). Therefore, miniaturizing the column can happen
without sacrificing resolution in capillary isoelectric focusing. A number of advantages
is associated with using a short column; for example, the capillary isoelectric focusing
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experiment will perform faster in a short column. The whole separation column can be
imaged by a charge-coupled device camera detector, which facilitates the study of dynamic
processes. Sample consumption will be reduced in a short column, because the mixture of
sample and carrier ampholytes usually fills the whole column, and requires a lager amount
of the sample in a long column.
4.5.2 MBE with Schlieren Detection
Concentration gradient detection method is based on the refractive index gradient, which
can be a function of changes in temperature and/or species concentration. Here, the inho-
mogeneity of the sample concentration causes a refractive index gradient that is recorded
with the Schlieren detector. In moving boundary electrophoresis as a principal mode of CE,
the samples are introduced through the frontal injection method into the capillary without
discrimination. It provides higher sensitivity compared to the zone technique because no
further dilution happen during the separation process. This approach, in combination with
the Schlieren system has been already utilized for separation and detection of amino acids
and carbohydrates [20]. However, the aim of this research is determination of the diffusion
coefficient of proteins, and as such, the separation is not of main concern. Effect of channel
dimension, as the detection cell, on detection sensitivity were examined by passing green
laser light through different channels of the COC-chip and detecting by Schlieren imaging
system.
Individual Channels: Effect of Dimension
Specification of the separation column is particularly important in optical detection tech-
nologies, as it does not only affect the separation efficiency but also influences the sensitivity
of the method, as a detection cell. The employed COC chip consists of multiple channels
with different cross-sections in square and rectangular forms. Pressure-driven flows in the
channels can lead to large dispersion, which is because of lower convective velocity of the
solute near the walls than it is in the center. Accordingly, among the eight channels (Fig-
ure 4.8) on the chip, four are too wide for the purpose of the experiment, and have very
fast hydrodynamic flow rates. Thus, to investigate the effect of channel geometry and
dimension, the experiments were conducted in the other four channels, with specifications
shown in Table 4.2. Two of the channels, labelled D, have exactly the same dimensions,
hence they are employed in simultaneous measurements and verifying reproducibility of the
experiments. The diameter of the non-circular channels are defined as hydraulic diameter,
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DH , which is reciprocal to the diameter of a round tube or capillary, making for an easier
comparison.
Channel C D E Capillary
width × depth (µm2) 100× 100 50× 50 100× 50 round
SVR (µM−1) 0.04 0.08 0.06 0.04
Hydraulic diameter,DH(µm) 100 50 67 100
Duct Geometry Square Square Rectangular Circular
Table 4.2: Employed channels’ specifications. SVR: Surface Area to Volume Ratio
Channel D and C have a square form, while Channel E is rectangularly shaped. Channel
C is the deepest, hence providing the longest light path. The width of channel D is half of
others hence considered the narrowest channel. Channel E is rather planar, with a shallow
depth and wide breadth. Different dimensions make different surface-area-to-volume ratios
(SVR) for each channel. The higher the SVR, the more efficient the heat dissipation.
Detection cell: The channels were examined individually, by measuring the light
intensity that passed through these channels with different dimensions. Each water-filled
channel was placed on the platform in the testing region, so that the center of the laser
beam spot was illuminated on one specific channel at a time. This particular location was
chosen to compensate for the uneven distribution of the laser source. The light intensity
profiles of the three channels were obtained in the same way and overlaid in a graph in
Figure 4.15 for comparison. As expected, the wider channels, C and E, provided broader
profiles, exhibiting broader pixel distributions. However, the sensitivity of the detection
in Schlieren method is not influenced by the depth of the channel considerably, and the
shallower channel shows only a little higher light intensity.
An essential problem associated with conventional circular capillaries is the optical
distortion caused by the arc of the capillary walls, which can negatively affect refractive
index or photon deflection measurements. It may also provide undesirable scatter light.
Furthermore, when direct counting mode is used, the curvature of the capillary walls can
cause mistaken counts [135].
As demonstrated in Figure 4.15, the Gaussian distribution of the light intensity shows
maximum Counts in the middle of the channels, while attenuating as it got closer to the
channel walls. There are two ways to plot the sample profile obtained from a channel;
namely, mid-row and binning approaches. In the binning method, the diffusion in both
axial and radial directions was taken into account by averaging the region of interest
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Figure 4.15: Effect of the channel dimension on the light intensity profile.
through binning the pixels of the channel rows. In the mid-row method, on the other
hand, the sample profile was approximated by considering the sole middle row in the
channel, which has the highest intensity. The middle row displayed the highest intensity
profile, with the signal attenuating as it moved away from the channel center. Despite the
fact that the binning method reflected a more realistic measurement of the fluid flow, it
might impose extra error in the case of analytes with low concentration (poor SNR). The
lowest signal-to-noise ratio can be found in the vicinity of the channel walls. In general,
binning method had better accuracy, whereas the mid-row approximation can be adapted
for simplicity, in the analysis of the signals with high SNR values.
Electrophoresis column: Dispersion of tryptophan was monitored at a specific
point of the separation column (close to the sample reservoir) to investigate the effects of C,
D, and E channel dimensions on the peak broadening in moving boundary electrophoresis
measurement. The amplitude of the tryptophan (1 mg
ml
) signal in the background corrected
Count unit was recorded in each channel for three replicates. Besides the solutes, the mi-
gration of the buffer components in the bulk flow was also visualized; this effect was more
drastic at lower concentrations of analytes, yielding poor signal-to-noise ratios.
The fluid flow under the given electric field and with regard to the channel dimension
was determined, and the signal amplitude was calculated through vertical binning method.
The length of the channel is determined by the columns (200 pixels), while the width of
the channel is depicted by the rows. For example, channel C was 100 µm wide and each
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pixel was 16 µm2, covering almost 6 pixel-rows.
Figure 4.16: Diffusion coefficient measurement of tryptophan (1 mg
ml
) by moving boundary
electrophoresis coupled with Schlieren imaging detection within different channels.
The results in Table 4.3, are graphically demonstrated in the scattered plot, Figure 4.16.
The line in the graph represents the diffusion coefficient value reported in the literature
for tryptophan. The experiments conducted in each channel at least for three trials and
the error in determined diffusion coefficients shows reproducibility of the measurements.
Channel C D E
Dtryp. × 106 scm2 6.9(±0.6) 6.8(±0.3) 7.0(±0.5)
%Error 5.3 3.8 6.8
RSD (n=3) 8.6 4.4 7.1
Table 4.3: Diffusion coefficient measurement of tryptophan (1 mg
ml
) by moving boundary
electrophoresis coupled with Schlieren imaging detection within different channels.
Channel C showed the least precision in measurements due to the higher influence
of the hydrodynamic flow in the presence of a subtle differences in the electrolyte levels.
The experiment in channels C and E showed a higher error margin compared to channel
D. The diffusion coefficient estimation in channel E with binning method deviated the
most from the true value, as the number of rows with poor SNR are doubled compared to
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channel D. In general, all channels have acceptable results and the effect of dimension is
not very considerable. The dimension factors that slightly influenced the measurement are
the shallower depth of the channels that resulted in higher sensitivity due to lower stray
light, and the breadth of the channels, which inversely affected the precision and accuracy
of the measurements because of increasing the dispersion and lowering the SNR.
Channel D with square cross-section, DH = 50 µm, and highest surface-to-volume-
ratio (0.08 µM−1) proved to have the most suitable dimensions for this experiment. In the
following section, the high-throughput experiments for determination of diffusion coefficient
were performed simultaneously in two D channels.
Multiple Channels: High-throughput Analysis
Of date, the high-throughput CE analysis has been drawing more attention from the sci-
entific community. The multiplexed devices are mostly in the format of chip-based multi-
capillary electrophoresis with a signal detection system based on using charge coupled
device cameras for the fluorescent detection [136, 137], or UV absorption imaging detec-
tion [38], where two-dimensional CCD sensor records the light beam passes through a
capillary array.
In the present study, the multi-channel chip is employed, which eliminates the lens effect
drawback associated with round capillaries. The effective compatibility of the Schlieren
imaging system with chip-based electrophoresis makes it an appropriate choice for high-
throughput analysis. Using a multiple channels for MBE experiment can greatly increase
the sample throughput, making it comparable with gel slab electrophoresis, with much
faster analysis speed in a channel. In order to perform multi-channel detection, two prob-
lems were solved; the illumination system for multiple channels, and the simultaneous mea-
surement of light intensity passing through the channels. A photo-mask layer holding slits
fixed above the channels, and cut-off all stray light rays from incoming collimated light.
Each channel on the chip is independent, the distance between channels eliminates any
signal cross-talking problem. And finally, using a two-dimensional CCD camera enabled
measuring the intensity of a light beam passing through all the channels concurrently.
Throughput: The employed Schlieren optics provide a view field of maximum 5
channels (Figure 4.5). However, the experiments were conducted in two channel Ds simul-
taneously for two reasons. Firstly, this allowed minimizing the effect of uneven distribution
of the light source intensity. In addition to normalizing images by light intensity, recorded
simultaneously with the images, that compensate for intensity fluctuation of the light
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source. Secondly, the identical channel runs allowed for reproducibility considerations with
regards to the run-to-run inter-channel measurements. Moving boundary electrophoresis
and detection of two samples can be completed in about 3 min, and the sample front flow
and diffusion in both channels can be observed simultaneously by the real-time, on-line
imaging detector.
Reproducibility: The relative standard deviation from run to run for three trials
in channels D 4.4%, indicating acceptable reproducibility. However, the COC chip preci-
sion in the CIEF experiment (1.8%) was much better than that of MBE, due to different
sample introduction and experimental procedures. Reproducibility in CE methodologies
can be compromised by different factors including buffers, capillary, modes of injections,
and applied voltage [138]. The major source of experimental variation in moving bound-
ary electrophoresis was the non-automated injection system; the empty/fill step was the
most vulnerable stage of the experiment, in which there might be inconsistencies due to
incomplete withdrawal of the electrolyte. The reproducibility of the experiment can be
improved by replacing the manual sample introduction with an automated one. Although
the samples were injected parallel into the channels, the image ( Figure 4.17a) shows that
they are not moving together, this might be due to same reasons arise irreproducibility.
(a) Multi-channel Run (b) Diffusion Coefficient Estimation
Figure 4.17: Estimation of the tryptophan diffusion coefficient by MBE experiment simul-
taneously in two D channels; (a) the Schlieren 3D-image of tryptophan inside two channels,
(b) The concentration profile (binned) of tryptophan diffusion at three diffusion times.
Figure 4.17a illustrates the MBE of tryptophan in two D channels, and the subset 4.17b
demonstrates the corresponding binned profile at three time frames. Measurement of the
tryptophan diffusion coefficient at the same time can be expanded to a higher number of
channels with improvements in the optical elements.
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Determination of Diffusion Coefficient
Microfluidic devices can be used in a variety of interesting applications including molecular
diffusion coefficient measurement [139, 140]. In this section, diffusion coefficient measure-
ments by dynamic method of MBE with imaging Schlieren detection is compared with
static imaging method of CIEF with UV-WCID inside channel C of the micro-fabricated
multi-channel device. These comparisons were made using tryptophan and BSA samples.
The evaluation of the precision and accuracy of the measurements (Table 4.4) proved bet-
ter performance of static mode. However, either of the methods had its own advantages
and shortcomings; the static (CIEF) diffusion coefficient measurement method was more
accurate, and robust, whereas the on-the-fly (MBE) method was simpler and faster with
acceptable results within experimental error range.
In the literature, estimation of diffusion coefficients has been suggested based on signal
peak height for the CIEF with a concentration gradient Schlieren imaging detector [26].
As shown by experimental results (Chapter 3), the calculation in the time domain, espe-
cially based on peak height and width, is not as effective as the frequency domain. An
average concentration detector would visualize the moving boundary signal as a sigmoid
peak, which is not easy to deal with in the FT approach, however, using the concentra-
tion gradient detection (Schlieren); the output signal would have a derivative form that
looks like a Gaussian-wise shape. Hence, in the current research, the diffusion coefficient
measurements were calculated by Fourier transformation method.
Amino Acid / Protein
DStc.
(cm2/s)
DDyn.
(cm2/s)
DLit.
(cm2/s)
%ErStc. %ErDyn.
Tryptophan 6.2× 10−6 6.9× 10−6 6.55× 10−6 [106] 5.3 7.0
Bovine Serum Albumin 5.3× 10−7 6.7× 10−7 5.90× 10−7 [45] 10.1 14.1
Table 4.4: Diffusion coefficient measurement by two approaches; Dynamic method,DDyn.,
through MBE with Schlieren imaging detection, and Static method, DStc., through CIEF
experiment followed by UV-WCID in channel C.
After binning the channel rows in the image at different dispersion time intervals, the
obtained profiles were used for determination of diffusion coefficient through FT approach.
The Fourier analysis was applied directly to the signal, as discussed before (Chapter 3).
Tryptophan and BSA diffusion coefficients were determined in channel C with error percent
14.1% and 7.0% respectively. The diffusion coefficient was measured in a static fashion in
the CIEF experiment, where the focused protein band started to diffuse after the voltage
was disconnected and the sample plug moves due to the concentration gradient with its
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vicinity media. However, in the MBE with Schlieren detection, the measurements were
performed in dynamic mode, in which the diffusion of the sample front was monitored in
presence of the electric field, an on-the-fly-electrophoresis. The former mode is inherently
more appropriate for measuring the diffusion coefficient. Thus, the comparison of the
obtained values (Table 4.4) by either of these two methods reinforced the higher efficiency
of the static mode for this purpose.
4.5.3 Limitations of The Technique
Beside advantages offered by concentration gradient Schlieren imaging detection, there
are some drawbacks associated with both the concentration gradient technique and the
operational Schlieren optics, which affect the efficiency of the method.
Methodological Drawbacks
Refractive index gradient measurement is a universal technique . The main advantage
of this inherent feature of the refractive index gradient detector is that a wide variety of
compounds can be detected by this method. However, this universal feature, results in the
contribution of other existing compounds, such as carrier ampholytes in CIEF experiments,
to the signal and make it noisy and inappropriate for quantitative analysis. On the other
hand, increasing the solute concentration to enhance the difference between the refractive
index of the analyte and that of the solvent is not suitable for determination of diffusion
coefficient, which is more accurately estimated in dilute solutions.
The output of this method is in derivative form. This can be considered a disadvantage
in CIEF mode, in which the signal appears in the Gaussian first-derivative shape and need
to be integrated to go back to the Gaussian-like peak shape. However, it is an apparent
advantage in the MBE mode, in which the sigmoid shape signal (due to frontal injection)
is converted to the more convenient Gaussian shape signal.
Operational Drawbacks
The most obvious instrumental limitation of the studied Schlieren system is the size and
portability. The size of the system depends on the size and focal-length of the employed
lenses. All the systems elements are fixed on a vibration isolation table in a dark room
to avoid any additional ambient noise. Hence, the system itself is neither flexible nor
portable. Automation is another critical issue in CE experiments since manual injection
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and optimization of the optical elements and Stop for each trial are tedious tasks, which also
affect the repeatability of the operation that is necessary for precise quantitative analysis.
Spherical Aberration. The quality of the employed optical elements plays an im-
portant role in the sensitivity and resolution of the method. There is a problem associated
with using spherical lenses, in that the curvature of the lens surface, especially at the
edges, makes the image of the channels bend at the far ends. This effect is also known
as spherical aberration, and the exterior part of the image is not flat in the presence of
this effect. This can be eliminated by either using the center of the spherical lens, or by
replacing the spherical lens with a cylindrical one where the image is transferred through
the lens axis to produce a sharp image of all observed channels.
Disposable Multi-channel Chip. Despite outstanding characteristics of the pro-
totyped COC-slide for the purpose of the experiment, due to high cost of the material
it is not financially justified. Each slide costs $60, with an average durability of 15 runs
compared with the commercial capillary chip that costs $250 with 100 runs performance.
4.6 Summary and Conclusion
The miniaturized multi-channel chip was successfully coupled with concentration gradient
detection based on Schlieren optics and demonstrated a great potential for universal, sen-
sitive, and high-throughput measurements of diffusion coefficients of proteins. The effect
of channel geometry and dimension on the separation and detection was explored with
respect to the light path as well as wall-interaction and dispersion of the solute.
Preliminary characterizations of the micro-fluidic device were examined in a conven-
tional iCE280 instrument with UV-WCID, through a side-by-side comparison with com-
mercial capillary-based chip. This evaluation proves that the proposed multi-channel chip
is a viable choice for electrophoresis experiments. The square or rectangular micro-channel
reduces the lens effects associated with the capillary format.
The analysis throughput was improved by taking advantage of the Schlieren microscopy
with a two-dimensional CCD. The speed and high resolution of the CCD camera make it
an attractive choice for exploring dynamic and kinetic processes. Further enhancement of
the imaging system is still possible, by improving the optical elements.
In summary, the proposed experimental method can be employed for simple, fast,
and high-throughput analysis of proteins to determine their diffusion coefficient value. In
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spite of the great advantages of the employed micro-fluidic device in compatibility for
electerophoresis analysis, it is not economic due to its low durability.
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Chapter 5
Contributions and Conclusions
The main objective obtained by the research detailed here is improvements in determination
of diffusion coefficient of proteins, which fall into two broad categories: data analysis, called
the software aspect, and instrumental developments, called the hardware aspect. This
dissertation makes the following major contributions to the literature.
5.1 Major Contributions
A real time monitoring system was designed and implemented to monitor the diffusion
process and the spatial data carried to the frequency domain for fast and accurate de-
termination of diffusion coefficients. A miniaturized multi-channel chip was successfully
employed as a high-throughput micro-fluidic device for capillary electrophoresis analysis of
proteins with concentration gradient detection based on Schlieren optics.
Software Aspects A computer program was generated to model the diffusion pro-
cess, on the basis of the Fourier transformation solution to the Ficks law equation to
estimate the diffusion coefficient. The employed FT model was validated experimentally
through CIEF, iPF, and MBE techniques, by applying the model to a electropherograms
of the diffusion path of a set of proteins. It is shown that FT enables the capillary elec-
trophoresis technique equipped with dynamic imaging detection as a unique and powerful
method, among different methodologies proposed in the literature, for measuring diffusion
coefficients. Experimental results have confirmed that the FT procedure enhances the
accuracy of the determined values compared to those obtained in the time domain.
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One of the most restrictive limitations, for time domain analysis, is the required as-
sumption of Gaussian distribution for the signal. In contrast, the FT method renders the
calculations largely independent of peak shape, and it thus retrieves more accurate results
from complex or convoluted signals. The robustness of the FT method toward variations
of peak shape has been explored, and the results prove that this method is not restricted
by any peak shape assumption as it is in the time domain. The frequency domain analysis
facilitated the processing of irregular shape experimental data.
Hardware Aspects A comprehensive introduction of protein diffusion coefficient es-
timation by capillary electrophoresis method has been provided along with demonstration
of various mechanisms and detection modes. The diffusion coefficients of a number of
proteins were measured by different detection techniques; UV and concentration gradi-
ent Schlieren detectors illustrated the whole column static mode and the partial column
dynamic detection modes, respectively. The prototyped plastic multi-channel chip cou-
pled with concentration gradient imaging detection based on Schlieren optics has been
successfully examined by simultaneous analysis of the proteins in parallel channels.
5.2 Conclusions
This dissertation is a paper-based one. Therefore, conclusions with additional details are
presented at the end of each chapter.
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APPENDICES
Time Domain Algorithm
1 clc;clear all;close all;
2 %−−−−−−−−−−−−−−−−−−−−−−−−−−Initial value−−−−−−−−−−−−−−−−−−−−−
3 D=1e−6;Ts=0.0002;x=−0.35:Ts:0.35;
4
5 t vector=[30:30:630];
6
7 Desired SNR dB=[1 3 5 15 50];
8
9 gs0=(1/(sqrt(2*pi*2*D*t vector(1))))*exp(−x.ˆ2/(2*2*D*t vector(1)));
10 maximm0=max(gs0);
11 gs0=gs0./maximm0;
12
13 for i=1:length(Desired SNR dB)
14 for j=1:1000
15
16 N=length(gs0);
17 sigp = 10*log10(norm(gs0,2)ˆ2/size(gs0,2));
18 snr = sigp−Desired SNR dB(i);
19 noisep = 10ˆ(snr/10);
20 noise = sqrt(noisep)*randn(size(gs0));
21
22 D estimated vector gs=[];
23 w1 2 gs=[];
24
25 for t =1:length(t vector)
26
27 sigma= 2*D*t vector(t);
28 gs=(1/(sqrt(2*pi*sigma)))*exp(−x.ˆ2/(2*sigma));
29
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30 maximm=max(gs);
31
32 gs=gs./maximm;
33 gs noise=gs+noise;
34
35 peak height= max(gs noise);
36 w1 2 height= (peak height)/2;
37 ind v=(gs noise≤w1 2 height);
38 a= diff(ind v);
39 L1= find(a==−1);L1= L1(1);
40 L2= find(a==1); L2= L2(end);
41 w1 2 gs(t,1)= x(L2)−x(L1);
42 end
43
44 %−−−−−−−−−−−Estimated D from Guassian signal−−−−−−−−−−−−−−−−−
45
46 sigma vector= (w1 2 gs)./2.3;
47 sigma vector=sigma vector.ˆ2;
48 dt vector= t vector(1:end)−t vector(1);
49 coeff = polyfit(t vector,sigma vector',1);
50 D estimated gsn1(1,j)=[D estimated vector gs coeff(1)/2];
51 D std1(1,j)=std(D estimated gsn1);
52 error gsn1(1,j)=abs((abs(D−(D estimated gsn1(1,j)))/D)*100);
53 end
54
55 D estimated gsn(1,i)=mean(abs(D estimated gsn1));
56 D std(1,i)= mean(abs(D std1));
57
58 RSD(1,i)=100*((D std(1,i))./D estimated gsn(1,i));
59
60 error gsn(1,i)=mean(error gsn1);
61
62 end
63
64 results=zeros(4,length(Desired SNR dB));
65 results(1,:)=Desired SNR dB;
66 results(2,:)=D estimated gsn;
67 results(3,:)=D std;
68 results(4,:)=error gsn;
69 results
70 RSD
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Frequency Domain Algorithm
1 clc;clear all;close all;format('shortg');
2
3 %% Initial value
4 D=1e−6;Ts=0.002;v=0.35;x=−v:Ts:v;
5 t vector=[30:30:630];
6
7 Desired SNR dB=[1 3 5 15 50];
8
9 %% Generate Initial Signal
10
11 G0=(1/(sqrt(2*pi*(2*D*t vector(1)))))*exp(−x.ˆ2/(2*(2*D*t vector(1))));
12
13 %% Noise Loop
14
15 for i=1:length(Desired SNR dB)
16
17 for j=1:1000
18
19 N=length(G0);
20 sigp = 10*log10(norm(G0,2)ˆ2/size(G0,2));
21 nosp = sigp−Desired SNR dB(i);
22 nosa = 10ˆ(nosp/10);
23 noise = sqrt(nosa)*randn(size(G0));
24
25 G0=G0+noise;
26 maximm0=max(G0);
27 G0=G0./maximm0;
28
29 nf0= length(G0);f0= fft(G0,nf0);f abs0 ...
=abs(f0);f abs0=fftshift(f abs0);
30
31 output=[];
32 for t =1:length( t vector)
33
34 sigma= 2*D*t vector(t);
35 gs=(1/(sqrt(2*pi*sigma)))*exp(−x.ˆ2/(2*sigma));
36
37 gs noise=gs+noise;
38
39 if t==1
40 maximm=max(gs noise);
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41 end
42 gs noise=gs noise./maximm;
43
44 nf= length( gs noise);
45 f = fft( gs noise,nf);
46 f abs = abs(f);
47 f abs = fftshift(f abs);
48 w=f abs./f abs0;
49 logratio = −log(f abs./f abs0);
50 m=(length( gs noise)−1)/2;
51 Omega = (−m:m)* 2*pi/(Ts*nf);
52 Omega2= Omega.ˆ2;
53 c =logratio./Omega2;
54 output=[output c(m)];
55 end
56
57 %% Estimated D from Guassian signal in the frequency domain
58
59 slope at each point= diff(output)./diff(t vector);
60 D estimated gsn1(1,j)=(mean(slope at each point));
61 D std1(1,j)=std(D estimated gsn1);
62 error gsn1(1,j)=((abs(D−(D estimated gsn1(1,j)))/D)*100);
63
64 end
65
66 D estimated gsn(1,i)=mean(abs(D estimated gsn1));
67 D std(1,i)= mean(abs(D std1));
68
69 RSD(1,i)=100*((D std(1,i))./D estimated gsn(1,i));
70
71 error gsn(1,i)=mean(error gsn1);
72
73 end
74
75 results=zeros(4,length(Desired SNR dB));
76 results(1,:)=Desired SNR dB;
77 results(2,:)=D estimated gsn;
78 results(3,:)=D std;
79 results(4,:)=error gsn;
80
81 results
82 RSD
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