Abstract: Digital computing devices have a finite precision. Hence when digital filters or controllers are implemented, there is rounding on the variables and coefficients resulting in the various finite-word-length effects on the stability and performance of the system. The problem of minimizing the deleterious effect of the rounding on the coefficients to the input-output transfer function for single-input single-output systems is considered, and an LMI formulation is proposed for both digital filters and feedback controllers. This approach can be simply combined with other FWL LMI formulations in a general multiobjective formulation. The method is illustrated with an example of a filter and of controller for a fluid power system.
INTRODUCTION
The consideration of the effects of quantization and rounding in digital filtering and control comes under the class of problems known as Finite-Word-Length (FWL) problems. The set of real numbers that can be stored in a digital computer is a subset of the real space. To store all real numbers would require an infinite number of bits which is not physically possible; hence the moniker, 'FiniteWord-Length'. As a consequence, constants and variables in a digital computer are subject to rounding and the subsequent computational errors well-known in numerical analysis. In addition, the range of possible numbers is also finite. Subsequently, consideration of the effects of the finite-precision and range (the FWL effects) is important in the implementation of a filter or controller by a digital computer.
There are three main FWL effects; (i) errors resulting from finite precision in the filter/controller coefficients (the coefficient sensitivity problem), (ii) errors resulting from rounding of variables after each arithmetic computation (the round-off noise problem) and (iii) limitations imposed by the finite range of variables and constants (the overflow/underflow problem or the scaling problem). All these problems have been widely studied for linear time invariant filters and controllers (see, for example, Gevers and Li (1993) and Istepanian and Whidborne (2001) ). However, the resulting optimization problems frequently require non-linear programming (e.g. Whidborne et al., 2000) or global optimization techniques (e.g. Chen et al., 1999) . A more efficient formulation can use gradient flow methods (e.g. Helmke and Moore, 1994; Gevers and Li, 1993; Whidborne et al., 2001 ), but gradient flows are solved ⋆ This work was supported by PEP-ReSyst. by simulation of a dynamic system and can suffer from stiffness and slow convergence. Linear Matrix Inequality (LMI) methods, however, have a number of well-known advantages, including efficient solvers, multi-objective formulations and extensions to LPV systems. This motivates us to seek LMI formulations of filter/controller realization problems.
There are several problems that have been considered with an LMI approach. A combined scaling/rounding noise problem for filters is proposed by Boyd et al. (1994) . Maximal stability for controller realizations are posed as LMIs by Georgiou (1999, 2001 ) and also by Chen et al. (2002) with an improved result by Wu et al. (2008) . However, in considering the coefficient sensitivity, the input-output sensitivity is also important. This has been considered by Tavşanoglu and Thiele (1984) ; Gevers and Li (1993) and Hilaire et al. (2007) for example, but a convex formulation has not previously been proposed. Recently, Yang and Guo (2010) have proposed an LMI approach to the problem of simultaneous design and coefficient sensitivity reduction for continuous time filters.
In this paper, we pose the minimal input-output sensitivity realization problem in an LMI framework for both filters (open-loop) and controllers (closed-loop). The methods are applied to a filter design example and to a fluid power system controller that have been previously studied for FWL problems (Williamson, 1986; Gevers and Li, 1993; Whidborne et al., 2000; Whidborne, 2000) .
FILTER INPUT-OUTPUT FWL COEFFICIENT SENSITIVITY
Consider the stable, n-state, SISO, linear time invariant system
where θ is a generalized operator -it could be the z, δ or γ operator for discrete time systems (Gevers and Li, 1993, for example) or even the Laplace operator, s, for continuous time systems. Now it is well-known that the realization of F (θ) is not unique. In fact, if (A, B, C) is a realization of F (θ), then so is (T −1 AT, T −1 B, CT ) for any non-singular similarity transformation matrix, T ∈ R n×n . When implemented on a digital computer, due to the finite-word length, the coefficients of (A, B, C) are perturbed. The resulting input-output transfer functions, in finite precision arithmetic, are no longer equivalent. The question then arises of what is the best realization so as to minimize the effects of the finite precision on the inputoutput transfer function.
Let us define the following sensitivity functions (Gevers and Li, 1993) :
where
In state space form this gives
The sensitivity functions for the realization (T −1 AT, T −1 B, CT ) are then given by
and in state space form by
The problem is thus to determine the state transformation matrix, T , that minimizes, in some sense, the sensitivity function triple, (S (T −1 AT ) , S (T −1 B) , S (CT ) ). We need to decide how to measure (S (T −1 AT ) , S (T −1 B) , S (CT ) ). In Gevers and Li (1993) , the sum of the squares of the L 2 -norms of the functions is proposed and which can be solved using gradient flow techniques (Helmke and Moore, 1994; Gevers and Li, 1993) . The following, however, shows that that the L 2 -norm is not convex in T and not likely to lend itself to formulation as an LMI. Consider the Frobenius norm of the transformed matrix T −1 M T :
where tr(·) denotes the trace operation and (·) H denotes complex conjugation. Since tr(XY ) = tr(Y X)
where P = T T H . Let Q = P −1 and we get the bilinear matrix expression
subject to
which is not convex and much more difficult to handle computationally than an LMI.
Consider, instead, the spectral norm (maximum singular value) inequality
where Q is defined as before. This is convex in Q and is an LMI which can be easily solved.
The above shows that taking the L 2 -norm (which uses the Frobenius norm) of S (T −1 AT ) does not provide a convex problem in T . However taking the H ∞ -norm (which uses the spectral norm) does. The following problem is thus proposed, which is convex and results in a set of LMIs that can be easily solved using standard methods. Problem 1. min
To express the H ∞ -norm constraint as an LMI, we introduce the following lemma extracted from Zhou et al. (1996, Theorem 21.16 ) noting that since Z is a real matrix,
Then M ∞ < 1 if and only if there exists an X > 0 such that A B C 0
We now propose the following lemma. A fairly similar result can be found in Fialho and Georgiou (2001) . Lemma 3. Let M (θ) be defined as in (26), and let T be a real, non-singular matrix of appropriate dimension. Then T −1 M T ∞ < γ if and only if there exists an X > 0 and Q > 0 such that
Proof. Now
From Lemma 2, M ∞ < 1 if and only if
A B C 0
where W o and W c are the observability and controllability Gramian matrices respectively (Zhou et al., 1996, Remark 21.6 ). From (10), this gives us that
The following LMI problem is thus proposed to solve Problem 1:
subject to (39)
and W o and W c are the solutions to the following Lyapunov equations:
From the optimal P opt , a corresponding optimal transformation matrix T opt where P opt = T opt T T opt can be constructed as (Li et al., 1992 ) The problem is now extended to the feedback case, where the closed-loop sensitivities must be considered. Consider the SISO plant G together with the n-state, SISO controller K in the standard form shown in Figure 1 , where w is the exogenous input, and y the output. The plant is defined as G = C g (θI − A g ) −1 B g and the controller as
In general, for statespace descriptions, the direct feed through matrix, D k , is independent of the realization, so it can be assumed that D k = 0. The closed-loop system is then given by
The closed loop transfer function sensitivities to variations in the controller coefficients can be determined from the formulae of Hilaire et al. (2010) or from Gevers and Li (1993) and arē
=:
and
The state space realizations for the sensitivities are given by
Extending the sensitivities for the realization (
gives the state space realizations for the closed-loop sensitivities as
(63) It can be seen that the above sensitivities have a similar structure to the open loop case, (13)- (15), and again the problem of minimizing the L 2 -norm ofS (T −1 A k T ) (θ) is not convex. Hence we propose the following problem for lowsensitivity FWL controller realizations. Problem 4.
This can be solved in a similar manner as Problem 1. The following LMI is thus proposed for its solution:
min tr P 0 0Q
subject to (67)
andW o andW c are the solutions to the following Lyapunov equations:
4. EXAMPLES
Filter design
The filter is the example from Williamson (1986) given by The filter is initially put into the modal canonical form to improve the numerical conditioning of the resulting LMI computations. The balanced realization, which is known to minimize S (T −1 B) 2 and S (CT ) 2 (Gevers and Li, 1993) , is also calculated. The sensitivities for these realizations are presented in Table 1 . The value of γ, which is the upper bound on S (T −1 B) ∞ , is varied and the resulting tradeoff curve between S (T −1 B) 2 + S (CT ) 2 and S (T −1 AT ) ∞ is plotted in Figure 2 along with the trade-off between S (T −1 B) 2 + S (CT ) 2 and S (T −1 AT ) 2 . Note that there is a gap between γ and S (T −1 AT ) ∞ , the reason for this is 
Fig. 2. Trade-off plots for the filter example unclear at present. The sensitivities for the realization that gives the minimal value of S (T −1 AT ) ∞ are also presented in Table 1 . We see from the results, which are given in Table 1 that the balanced realization gives a very good realization in terms of the transfer function sensitivity.
Fluid power speed controller
Fluid power systems have traditionally been the preferred choice in applications where high power is required to be smoothly delivered in a compact form. This is mainly due to the high power to weight ratio as well as high inherent stiffness of the transmission fluid. Despite their success, it has become difficult to satisfy increasing demands for high accuracy in low cost high power applications where huge pressure variations and nonlinearities are invariably present. Inability to meet these demands efficiently in open loop has led to the consideration of feedback control. Unfortunately, model uncertainties caused by supply pressure variations and the heavy nonlinearities caused by both fluid and component characteristics make the application of traditional linear feedback control challenging, especially where precise control is required over a range of operating conditions.
A robust controller has been designed by Njabeleke et al. (1997) for a fluid power speed control system consisting of a Moog-Donzelli servovalve controlled axial piston motor driving a load simulated by a hydraulic pump. The pump is used to simulate both load disturbances at high speeds and reciprocating loads (when the motor drives a mechanism with linear movement) at low to medium speeds. These are typical applications in manufacturing. The controller has been designed using the H ∞ loop shaping design procedure of McFarlane and Glover (1992) .
The plant model is given by 
The continuous time 
The controller is discretized using a Tustin transformation. A sampling frequency of 500Hz was selected to reflect the system bandwidth at high speed. The controller was implemented in a transfer function form as a difference equation. Unfortunately, the bandwidth falls by over a factor of 10 as the operating speed is reduced and this sampling rate leads to poor numerical conditioning as the closed loop poles are pushed close to the unit circle, causing instability (both in simulation and on an experimental rig) because the controller coefficients are truncated. The controller in the modal canonical realization is given by 
Problem 4 was solved and the resulting optimal state transformation matrix, T opt , is given by (to 4 decimal places)
0.5267 0.0000 0.0000 0.0000 0.0000 762.6252 0.0357 0.0697 0.0000 0.0357 1.5962 0.0000 0.0000 0.0697 0.0000 9.6613
The minimal S (T −1 A k T ) ∞ realization is found also to be the minimal S (T −1 B) 2 + S (CT ) 2 realization -it is not clear why this should be so, but it does not happen for all systems. Furthermore the balanced realization has a minimal value of S (T −1 A k T ) ∞ , which is also surprising but again this does not happen for all systems. The sensitivities for this optimal realization are presented in Table 2 along with the results for the controller in modal canonical realization and the a balanced realization. 
CONCLUSIONS
The paper proposes an LMI formulation for minimizing the FWL input-output coefficient sensitivity for digital filters and controllers. Only the SISO problem is considered, the MIMO problem remains for future work. In addition, only one controller configuration is considered. The general configuration as a linear fractional transformation remains for future work. The results show that the approach gives good realizations that generally improve the balanced realization. The sensitivity measures proposed by Yang and Guo (2010) should also be considered in future work.
As discussed in the introduction, there are several FWL effects that need to be simultaneously considered. In Section 3, the input-output coefficient sensitivity for closed-loop controllers is considered and posed as an LMI problem. The advantage of convex formulations is that several, possibly competing, objectives can be included in the formulation, either as part of the cost function or as constraints, and the formulation will remain convex (Boyd and Barratt, 1991) . Maximizing the stability of the closed loop system subject to FWL effects can be posed as an LMI (Fialho and Georgiou, 2001; Chen et al., 2002) . In addition, the scaling problem and the rounding noise problems can also be posed as LMI's (Boyd et al., 1994) . These problems can all be combined to give a multiobjective approach.
The other advantage of LMI formulations is that they usually extend to Linear Parameter Varying (LPV) systems, as shown for the stability maximization problem by Whidborne and Chevrel (2008) . This will be considered in future work. As will be the problem of extending the LMI formulations to for state-space realizations to general realizations that are expressed in a specialized implicit form (Hilaire et al., 2005 (Hilaire et al., , 2007 .
