Abstract The purpose of this paper is to put into a noncommutative context basic notions related to vector fields from classical differential geometry. The manner of exposition is an attempt to make the material as accessible as possible to classical geometers. The definition of vector field used is a specialisation of the Cartan pair definition, and the paper relies on the idea of generalised braidings of 1-forms. The paper considers Kroneker deltas, interior products, Lie derivatives, Lie brackets, exponentiation of vector fields and parallel transport.
Introduction
Classical differential geometry is heavily reliant on the use of vector fields, and they also provide an intuitive way to think about the geometry, linking with ideas of flow or motion from physics. However noncommutative differential geometry has been largely concerned with forms.
In this paper I have used a specialisation of the Cartan pair definition [3] of a noncommutative vector field. My intention was to try to formulate noncommutative analogues of certain classical constructions requiring vector fields, especially the interior product. Note that the Cartan pair definition of vector fields on Hopf algebras was considered in [7] .
The feature which allows us to make any sense of many classical constructions in the noncommutative world is the generalised 'braiding' (in some cases this word is interpreted rather loosely) between bimodules and 1-forms, which is described in [8] . If we consider the braiding in the commutative case, it is just order reversal of forms or vector fields. The fact that this is an honest braiding (i.e. satisfies the braid relation), and that it precisely determines all the differential forms given just the 1-forms by antisymmetry, becomes the dominant feature of the commutative case. Also of great geometrical importance is the interior product, a pairing between the vector fields and forms which reduces the degree of the form by one. A noncommutative differential calculus with these features (such as the calculus for the noncommutative torus given in [4] ) behaves more or less the same as a commutative differential calculus.
One seemingly strange feature is the number of conditions needed on the differential calculus for some of the results to hold. A little while spent constructing differential calculi on algebras given in terms of generators and relations will reveal a reason for this. There are often a very large number of possible differential calculi once the constraints of commutativity are removed, and some calculi, and some covariant derivatives, are nicer than others. In particular we arrive at an idea of a compatibility between the differential calculus and covaraint derivatives and their associated braidings.
The paper begins with standard material [6] on differential calculi and connections. Then it considers paired connections and braidings on vector fields. The central idea introduced in the paper is a noncommutative analogue of interior product of a vector field with an n-form.
From here it is not difficult to introduce the Lie derivative of an n-form. Antisymmetric tensor products of fields are introduced, and are used to define vector field versions of curvature and torsion, as well as an idea of Lie bracket. From a noncommutative Kroneker delta we can define a differential dimension of the algebra, which depends on the differential calculus and the associated braiding. The example of the noncommutative torus [4] is considered, and proves to be very like the classical case. The noncommutative sphere [5] illustrates some rather less classical behaviour.
The paper ends by considering noncommutative analogues of exponentiation of vector fields, parallel transport and geodesics. The problem here is that the result of an exponentiation is not in general an algebra map. However it retains the structure of a cochain map, and is shown to be well behaved under the coaction of a Hopf algebra on the algebra. In the process of doing this we must consider exponentials of 'Lie algebra' elements for the Hopf algebra. An example of exponentiation is given on the noncommutative torus.
In the notation, I have made use of overloading certain symbols, with distinction being made by considering the domains, rather than have a multiplicity of symbols or indices. I use id n to be id ⊗ id ⊗ . . . ⊗ id n times. All algebras are assumed to be unital and associative.
I would like to thank T. Brzeziński (Swansea) and S. Majid (QMW London) for their help in the preparation of this paper.
Noncommutative differential calculi
Definition 2.1 A differential structure on an algebra B is a graded algebra Ω n B for n ≥ 0
with Ω 0 B = B. In particular the graded algebra structure makes every Ω n B into an Ω 0 B = B-bimodule, and we use a dot for this operation, rather than ∧. To every differential form ω ∈ Ω n B we assign a grade |ω| = n.
There is a differential
In addition we assume that B.dΩ n B and dΩ n B.B are dense in Ω n+1 B.
Definition 2.2 Given differential structures on algebras B and C, an algebra map
Here 'well defined' means that if a sum of elements of the form b db ′ vanishes in
Then f * is a B-B bimodule map, where the left and right action by b ∈ B on Ω 1 C is respectively left and right multiplication by
Definition 2.3 Given differentiable structures on algebras B and C, the tensor product differ-
We use this splitting to define projections
These splittings obey the functorial conditions that if f : B → M and g : C → A are differentiable algebra maps, then
Covariant derivatives and braidings with 1-forms
We shall take M to be an algebra with a specified differential calculus. If M were the algebra of functions on a topological space, then given a bundle over the space, the sections of the bundle form a module. In the noncommutative setting, we consider modules in place of bundles. [8] .) A bimodule covariant derivative on an M -bimodule E is a pair (∇, σ),
is a bimodule map called the 'braiding' (even when it isn't) obeying
∇(e.m) = ∇(e).m + σ(e ⊗ dm) . 
Proof Applying the formula to e ⊗ m.f we get ∇e ⊗ m.f
Aplying the formula to e.m ⊗ f we get ∇(e.m) ⊗ f + (σ E ⊗ id F )(e.m ⊗ ∇f ), and these are the same by definition of σ E . This shows that the given formula is well defined on E ⊗ M F . The left multiplication property is true because σ E is a left M -module map.
For the second part, we use the formula from 3.4,
Definition 3.7 A left module map θ : E → F is said to be preserved by the covariant derivatives
Proposition 3.8 Given bimodules E and F with left covariant derivatives (∇, σ), the bimodule
Proof The left module map property of ∇θ − (id ⊗ θ)∇ is fairly simple. The right module map property is given by subtracting the following equations:
Example 3.9 The simplest M -bimodule is M itself. Unless otherwise stated, we take the co-
The corresponding σ is the identity. 
Finitely generated projective modules
General modules over algebras can be quite badly behaved, so here we offer a definition and some results about a well known nice class of modules, the finitely generated projective modules.
See [1] for more details. 
Proof The inverse map is ϑ −1 (T ) = T (e i ) ⊗ α i .
Proposition 4.5 If an M -bimodule E is finitely generated projective, and F is a left M -module,
there is an isomorphism ϕ :
Proof The inverse map is ϕ −1 (T ) = e i ⊗ T (α i ).
Corollary 4.6 Suppose that we have a map T : F → H between left M -modules, with kernel
Proof If we use the isomorphism in 4.5, we get the map
and this has kernel M Hom(E * , K).
Evaluations and coevaluations
From now on, we take all right modules considered in the paper to be finitely generated projective.
Also suppose that the bimodules have a bimodule covariant derivative (∇, σ), and that σ is invertible. 
Proof First we check that the formulae give a left covariant derivative:
Given that the braiding on M is trivial, the condition that ev :
We check this by
The σ E * with this property (2) is unique by 4.4. To see that ∇ preserves the evaluation:
The ∇ with this property (3) is unique by 4.4. Finally we check the compatibility condition in 3.3, using (3):
In terms of tensor categories, δ E is a coevaluation. For E finitely generated projective (see 4.2), we have δ E = e i ⊗ α i .
Proof δ E corresponds to the identity map under the isomorphism in 4.4, proving (a). By 4.4 again, to prove (b) we only have to show that
But the right hand side of (4) is
for all e ∈ E as required. By 4.4 again and using the fact that σ E is invertible, to prove (c) we only have to show that, for all ξ ∈ Ω 1 M and e ∈ E,
From (1), the right hand side of (5) is
as required. By 4.4 again, to prove (d) we only have to show that (id 2 ⊗ ev)(∇δ E ⊗ e) = 0 for all e ∈ E. Then, using (3),
Vector fields
In this section we assume that the M -bimodule Ω 1 M is finitely generated projective as a right module. We use the dual basis ξ i ∈ Ω 1 M and
Definition 6.1 Define the vector fields on an algebra
M by Vec M = (Ω 1 M ) * , the right M - module maps from Ω 1 M to M . Then evaluation gives a bimodule map ev : Vec M ⊗ M Ω 1 M → M . If f : B → M is a differentiable algebra map, we define f * : Vec M → Vec B by (f * X)(ξ) = X(f * ξ) for ξ ∈ Ω 1 B. Definition 6.2 An X ∈ Vec M gives a 'directional derivative' map D X : M → M defined by Vec M ⊗ M id ⊗ d −→ Vec M ⊗ Ω 1 M eval −→ M .
This map is a derivation on M if and only if
If the left M -module E has a left M -covariant derivative ∇, then given X ∈ Vec M we define the covariant directional derivative by ∇ X e = (ev ⊗ id)(X ⊗ ∇e). The reason for defining vector fields as right M -module maps was so that this would be well defined. 
Definition 6.3 The vector fields are braided by
Proof Uniqueness follows from 4.
Definition 6.5 Using the fact that Ω 1 M is finitely generated projective, we have a unique Kro- 
Interior products
In this section we would like to define the interior product of a vector field with an n-form.
However we must remember that the n-forms are not realised as a subspace of the n-fold tensor product of the 1-forms, but rather as a quotient of them by Θ n M = ker ∧ :
This leads us to a compatibility condition between the braiding and the differential calculus which is necessary to define interior products with Ω n M .
Definition 7.1 Recursively define the
with σ 1 = id and σ 2 = σ, and continuing with
, where
Proof All its component maps are bimodule maps.
Definition 7.4 The interior product operation is said to be compatible with the differential
In this case, we get an interior
Proposition 7.5 If is compatible with the differential calculus, then
Proof To prove (a), given z ∈ Θ n M and ξ ∈ Ω 1 M , we know that z ⊗ ξ ∈ Θ n+1 M , so
and, also by our assumption,
To prove (b), note that Θ 1 M = 0, so we have T 2 Θ 2 M = 0 by our assumption.
Lie derivatives of forms
Having defined interior products of vector fields with Ω n M in section 7, we are in the happy position of being able to define the Lie derivative of an n-form with respect to a vector field.
We assume that we have covariant derivatives and braidings satisfying 7.4.
Definition 8.1
We define the Lie derivative of ω ∈ Ω n M with respect to X ∈ Vec M to be
Proof More or less immediate from the definition.
9 Covariant derivatives of higher forms Proof Reasonably direct from the previous statements.
10 Antisymmetry and Lie brackets of vector fields
holds, it follows that all eigenspaces of σ −1 except the +1 eigenspace are contained in πA 2 M . 
Proof To see that φ(X ⊗ Y ) is a right module map use the following, where ∧z = dξ,
It is quite easy to see that φ(m.X ⊗ Y )(ξ) = m.φ(X ⊗ Y )(ξ). For the right action,
Finally we calculate 
Commutative differential geometry
In this case σ : 
The non-commutative torus
Take the algebra T 2 q generated by invertible elements u and v, subject to uv = qvu, where q is a unit norm complex number. The simplest differential calculus (there are many to choose from)
is generated by {u, v, du, dv}, subject to the relations
Then Vec T 2 q is generated as a left T 2 q module by the elements ∂ u and ∂ v , where
Now we find the right actions
A covariant derivative ∇ on Ω 1 T 2 q is specified by
We calculate the corresponding braiding from 3.3 by
To have a compatible interior product (see 7.4), from 7.5 we must have Θ 2 T 2 q = ker ∧ :
q contained in the +1 eigenspace of σ. As du ⊗ du, dv ⊗ dv and du ⊗ dv + q dv ⊗ du are in Θ 2 T 2 q , we deduce that
The general solution to this is, where the coefficients r * * and s * * are numbers,
Putting this back into the equations for the braiding, we find
From (2) and 6.4 we have
The paired left covariant derivative on Vec T 2 q can be calculated using 5.1 as
From 10.1 we see that
The given covariant derivatives restrict to Θ 2 T 2 q , and the covariant derivative on Ω 2 T 2 q is
The Kroneker delta (see 5.2) is δ = du ⊗ ∂ u + dv ⊗ ∂ v , and from (12) dim T 2 q = 2. 
A noncommutative sphere
Following [5] , we describe a differential calculus on a deformed sphere S 2 q using a stereographic projection. The algebra on the coordinate chart of the projection is generated by z andz with commutation relation zz = q −2z z + q −2 − 1. This can be made into a C * algebra with the involution z * =z. There is a left covariant (with respect to the action of q-deformed SU 2 ) differential calculus given by
It will be convenient to set R =z z, and as R is a positive element in S 2 q , R + 1 is invertible.
The commutation relation can then be written z(R + 1) = q −2 (R + 1)z. For a function f (R + 1)
we have z f (R + 1) = f (q −2 (R + 1)) z. Also we write z 1 = z and z 2 =z.
Proposition 13.1 The kernel of
∧ : Ω 1 S 2 q ⊗ S 2 q Ω 1 S 2 q → Ω 2 S 2 q
is contained in the +1 eigenspace of σ if the covariant derivative is of the form
where h ij0 , h ij1 and g ij0 (for 1 ≤ i, j ≤ 2) are constants. The braiding is
Proof Begin with
If we set ∇(dz) = c ij dz i ∧ dz j , we have the equations z c ij = q 2 c ij z for (i, j) = (1, 1), and 1 − q 2 = q 2 (z c 11 − q 2 c 11 z). The equation z c ij = q 2 c ij z has solution c ij = (R + 1) −1 g ij (z) for any non-singular function g ij . Now the equation for c 11 has solution
Unfortunately z is not invertible, but we can write (1 − (R + 1) −1 ) z −1 = (R + 1) −1z , and then
where g 11 (z) is non-singular. Next,
We set ∇(dz) = e ij dz i ∧ dz j , and get the equationsz e ij = q −2 e ijz for (i, j) = (2, 2) and
Now we use the resultz (R + 1) −1 = q −2 (R + 1) −1z to find that e ij = (R + 1) −1 h ij (z) for (i, j) = (2, 2) and
Now we use the fact that dz ⊗ dz + q −2 dz ⊗ dz is in the kernel of ∧:
Then, using z(R + 1)
and we find that
A solution to this is given by constants h ij0 , h ij1 and g ij0 (for 1 ≤ i, j ≤ 2), when
The braiding is calculated from (20).
Proposition 13.2 Assume that q is nonzero and q 4 = 1. The cases for which the braiding (16) gives an interior product which is compatible with the differential calculus (7.4) are
Proof The only case left to check is that
, and explicit calculation gives the answer. 
Proposition 13.4 Assume that q is nonzero and q 4 = 1. The condition for the braiding (16) to be invertible is that (q 2 − 1)(h 121 − h 211 q 2 ) = 1, and the cases for which σ 2 is the identity are
Proposition 13.5 The vector fields are generated by ∂ z and ∂z, where ∂ z (dz) = ∂z(dz) = 1
and ∂ z (dz) = ∂z(dz) = 0. Then the 'Lie bracket' is φ(∂z ⊗ ∂ z − q 2 ∂ z ⊗ ∂z) = 0, and the braiding
where 1) 2 (h 121 h 211 − h 111 h 221 ) . 
Curvature and Torsion
Using vector fields, we can define the curvature and torsion by some remarkably familiar classical formulae, rather than the usual noncommutative formulae using forms. Remember that φ defined in 10.3 is the analogue of the Lie bracket.
Proposition 14.2 The curvature descends to a well defined left M -module map
Proof The left module property is quite simple. Next, for X ⊗ Y ∈ A 2 M :
Next, using 10.4,
Definition 14.3 Given a bimodule connection on Ω 1 M , we define the torsion T :
Proposition 14. 4 The torsion descends to a well defined left module map T :
Proof Using 10.4,
For the left module map condition,
Classical exponentiation and parallel transport
We consider the usual point based definition of differential geometry on a manifold M , and translate it into a form more amenable to non-commutative geometry. The directional derivative notation is used, where f ′ (x; v) is the derivative of the function at x along the vector v. We begin with a result about exponentiating a known time dependent vector field into a diffeomorphism:
is the solution to the differential equatioṅ
Proof By differentiating the definition of K(t) with respect to t,
Now we consider parallel transport in a bundle E with connection ∇, along a curve which is given by exponentiation of a time dependent vector field. The connection is specified in our coordinate system by Christoffel symbols Γ.
Proposition 15.2 Take a curve p(x, t) starting at x given by exponentiating the time dependent vector field w(t). Along the curve take s(x, t) ∈ E p(x,t) which is a solution to the parallel transport equationṡ(x, t) + Γ(p(x, t);ṗ(x, t), s(x, t)) = 0. Define a time dependent section c(t) of E by
t). Then c(t) obeys the first order differential equationċ(t) = − ∇ w(t) c(t).
Proof Differentiating the definition of c with respect to t we finḋ
We can rerarrange this to givė c(t)(p(x, t)) = − ∇ṗ (x,t) c(t)(p(x, t)) .
Now we can use a connection on the tangent bundle T M to define geodesics on M .
Corollary 15.3 Suppose that the vector field c(t) ∈ Vec M is parallel transported along curves which are given by exponentiating c(t) itself. Then c(t) obeys the first order non-linear differential equationċ(t) = − ∇ c(t) c(t).
The reader will notice that the geodesic equation is, unlike the parallel transport equation, non-linear. First order linear equations tend (sweeping much under the carpet) to have solutions which can be extended for all time, wheras non-linear equations can easily have solutions which blow up at finite time. This phenomenon is well known in classical geometry, in fact a manifold is called complete just when its geodesics can be extended for all time.
16 Non-commutative vector fields and parallel transport
Now we translate the ideas of the last section into the non-commutative regime. There is a problem with exponentiation, if X(t) is not a derivation then its exponentiation is not an algebra map. A partial answer is given in this section. We denote by L(A, B) the linear maps from A to B.
For n = 0 in the classical case, this gives the same result as 15.1.
Proposition 16.2 The sequence of maps
Proof This is given by the uniqueness of solutions to first order equations. Using 8.2,
Proposition 16.3 The mapsK n X (t) are cochain homotopic to 0 via the cochain homotopy
Proof We use the definition of the Lie derivative 8.1 and 16.2 to writė
Definition 16.4 Let E be a left M -module with connection ∇, and take a time dependent vector field X(t) ∈ Vec (M ). Then c(t) ∈ E is parallel transported along the exponentiation of X(t) if it obeys the first order differential equationċ(t) = − ∇ X(t) c(t).
Definition 16.5 Given a connection ∇ on Vec M , c(t) ∈ Vec M is parallel transported along the exponentiation of c(t) if it obeys the first order differential equationċ(t) = − ∇ c(t) c(t).
We will compare the exponentials of the time independent vector fields u.∂ u (which is a bimodule map) and ∂ u (which is only a right module map) on T 2 q .
Lemma 17.1 We have d(v r u s ) = r dv.v r−1 u s + s q −r du.v r u s−1 . This then gives
Proof For the difficult case, first iterate the Lie derivative to get
and then use the binomial expansion
Proof From the following equations:
Exponentiation and Hopf algebra coactions
It would be somewhat premature for me to claim that these exponentials of Lie derivatives really were significant in the non-commutative context, just because they reduce to the correct construction in the commutative case. Thus I would like to present some non-commutative supporting evidence.
Given a differentiable action of a Lie group on a manifold, an element of the Lie algebra gives a vector field on the manifold. Exponentiation of this vector field gives a diffeomorphism which is just action by the exponential of the Lie algebra element as an element of the Lie group. In this section I show an analagous result for Hopf algebra coactions on algebras. I shall use the Proof For a vector field X, ǫ(X(ξ.h)) = ǫ(X(ξ).h) = ǫ(X(ξ)) ǫ(h), so ǫ • X ∈ h. Also (id ⊗ α)Π 2 ∆ * (dh.a) = h (1) a (1) α(dh (2) .a (2) ) = h (1) a (1) ǫ(a (2) ) α(dh (2) ) = h (1) α(dh (2) ) a , so L α is a right module map, i.e. a vector field on H. To check that L α is left invariant, (id ⊗ L α )µ(dh.a) = h (1) a (1) ⊗ L α (dh (2) .a (2) ) = h (1) a (1) ⊗ h (2)(1) a (2) α(dh (2)(2) ) , ∆ • L α (dh.a) = α(dh (2) ) ∆(h (1) a) = α(dh (2) ) h (1)(1) a (1) ⊗ h (1)(2) a (2) , and these are the same by coassociativity. To check the 1-1 correspondence, ǫ(L α (dh)) = ǫ(h (1) ) α(dh (2) ) = α(dh) ,
and finally the more difficult bit. From the discussion above L ǫ•X (dh) = h (1) ǫ(X(dh (2) ) , and if X is left invariant then ∆(X(dh)) = h (1) ⊗ X(dh (2) ), so L ǫ•X (dh) = (id ⊗ ǫ)∆(X(dh)) = X(dh) .
Proposition 18.5 The exponentiation of the time independent vector field L α on H is exp(tL Lα )(h) = r≥0 t r r! h (1) α(dh (2) ) . . . α(dh (r+1) ) .
Proof First calculate the Lie derivative L Lα (h) = L α (dh) = h (1) α(dh (2) ). Iterating this and using coassociativity we find (L Lα ) 2 (h) = h (1) α(dh (2) ) α(dh (3) ) etc.
Definition 18. 6 We define the exponential of α ∈ h to be an element exp(α) of the dual H * .
For h ∈ H, exp(α)(h) is defined to be the counit ǫ applied to exp(L Lα )(h), i.e. from 18.5
exp(α)(h) = r≥0 1 r! α(dh (1) ) . . . α(dh (r) ) .
As a brief check that this corresponds to the classical construction, the Lie algebra g of a Lie
group G in our setting corresponds to the Hopf algebra k(G) of functions on G. The exponential of an element of g is in the dual algebra, the group algebra kG.
Now we turn to a differentiable left coaction λ of a Hopf algebra H on an algebra M . We suppose that M is a left H-comodule algebra, i.e. λ : M → H ⊗ M is an algebra map (with the tensor product algebra structure) and (if M is unital) λ(1 M ) = 1 H ⊗ 1 M .
Proposition 18.7 Given a left H-comodule algebra M with differentiable left H-coaction λ : 
