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1.1 Introduction
Convolutional codes were introduced by Peter Elias [6] in 1955. They can
be seen as a generalization of block codes. In order to motivate this generaliza-
tion consider a k × n generator matrix G whose row space generates an [n, k]
block code C. Denote by Fq the finite field with q elements. In case a sequence
of message words mi ∈ Fkq , i = 1, . . . , N has to be encoded one would transmit
the sequence of codewords ci = miG ∈ Fnq , i = 1, . . . , N . Using polynomial
notation and defining
m(z) :=
N∑
i=1
miz
i ∈ Fq[z]k, c(z) :=
N∑
i=1
ciz
i ∈ Fq[z]n
3
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the whole encoding process using the block code C would be compactly de-
scribed as
m(z) 7−→ c(z) = m(z)G.
Instead of using the constant matrix G as an encoding map Elias sug-
gested using more general polynomial matrices of the form G(z) whose entries
consists of elements of the polynomial ring Fq[z].
There are natural connections to automata theory and systems theory and
this was first recognized by Massey and Sain in 1967 [26]. These connections
have always been fruitful in the development of the theory on convolutional
codes and the reader might also consult the survey [33].
Forney developed in the seventies [9, 10, 11] a mathematical theory which
allowed the processing of an infinite set of message blocks having the form
m(z) :=
∑∞
i=1miz
i ∈ Fq[[z]]k. Note that the quotient field of the ring of
formal power series Fq[[z]] is the field of formal Laurent series Fq((z)) and in
the theory of Forney convolutional codes were defined as k-dimensional linear
subspaces of the n-dimensional vector space Fq((z))n which also possess a
k × n polynomial generator matrix G(z) ∈ Fq[z]k×n.
The theory of convolutional codes as first developed by Forney can also be
found in the monograph by Piret [31] and in the textbook by Johanesson and
Zigangirov [17] and McEliece provides also a survey [27].
In this survey article our starting point is message words of finite length,
i.e. polynomial vectors of the formm(z) :=
∑N
i=0miz
i ∈ Fq[z]k which get pro-
cessed by a polynomial matrix G(z) ∈ Fq[z]k×n. The resulting code becomes
then in a natural way a rank k module over the polynomial ring Fq[z]. The
connection to discrete time linear systems by duality is then also natural as
first shown by Rosenthal, Schumacher and York [34].
1.2 Foundational Aspects of Convolutional Codes
1.2.1 Definition of Convolutional Codes via Generator and
Parity-check Matrices
Let R = Fq[z] be the ring of polynomials with coefficients in the field Fq,
and denote by Fq(z) the field of rational functions with coefficients in Fq. R
is a Principal Ideal Domain (PID). Modules over a PID admit a basis and
two different bases have the same number of elements, called the rank of the
module.
Throughout this chapter, three notations will be used for vectors of poly-
nomials in Rn. The usual n-tuple notation for c(z) ∈ Rn will be used: c(z) =
(c1(z), c2(z), . . . , cn(z)) where ci(z) ∈ R for 1 ≤ i ≤ n. Related, c(z) will be
written as the 1 × n matrix c(z) = [c1(z) c2(z) · · · cn(z)]. The degree of
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c(z) is defined as deg(c(z)) = max1≤i≤n deg(ci(z)). The third more compact
notation will be c(z) =
∑deg(c(z))
i=0 ciz
i where ci ∈ Fnq .
A convolutional code C of rate k/n is an R-submodule of Rn of rank
k. A k × n matrix G(z) with entries in R whose rows constitute a basis of C
is called a generator matrix for C.
Recall that a k× k matrix U(z) with entries in R is called a unimodular
matrix if there is a k × k matrix V (z) with entries in R such that
U(z)V (z) = V (z)U(z) = Ik.
By Cramer’s rule and elementary properties of determinants it follows that
U(z) is unimodular if and only if det(U(z)) ∈ F∗q := Fq \ {0}.
Assume that G(z) and G˜(z) are both generator matrices of the same code
C = rowspaceR(G(z)) = rowspaceR(G˜(z)). Then we immediately show that
there is a unimodular matrix U such that
G˜(z) = U(z)G(z).
Note that this induces an equivalence relation on the set of the k × k gener-
ator matrices: G(z) and G˜(z) are equivalent if G˜(z) = U(z)G(z) for some
unimodular matrix U(z). A canonical form for such an equivalence relation is
the column Hermite form.
Definition 1.2.1 [12, 19] Let G(z) ∈ Matk,n(R), with k ≤ n. Then there
exists a unimodular matrix U(z) ∈Matk,k(R) such that
H(z) = U(z)G(z)
=

h11(z) h12(z) · · · h1k(z) h1,k+1(z) · · · h1n(z)
h22(z) · · · h2k(z) h2,k+1(z) · · · h2n(z)
. . .
...
...
...
hkk(z) hk,k+1(z) · · · hkn(z)

where hii(z), i = 1, 2, . . . , k, are monic polynomials such that deg hii > deg hji,
j < i. H(z) is the (unique) column Hermite form of G(z).
Other equivalence relations are induced by right multiplication with a uni-
modular matrix or by right and left multiplication with unimodular matrices.
Canonical forms of such equivalence relations are the row Hermite form and
the Smith form, respectively.
Definition 1.2.2 [12, 19] Let G(z) ∈ Matk,n(R), with k ≤ n. Then there
exists a unimodular matrix U(z) ∈Matn,n(R) such that
H(z) = G(z)U(z)
=

h11(z) 0 0
h21(z) h22(z)
...
...
...
...
. . .
...
...
hk1(z) hk2(z) · · · hkk(z) 0 · · · 0

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where hii(z), i = 1, 2, . . . , k, are monic polynomials such that deg hii > deg hij ,
j < i. H(z) is the (unique) row Hermite form of G(z).
Definition 1.2.3 [12, 19] Let G(z) ∈ Matk,n(R), with k ≤ n. Then there
exist unimodular matrices U(z) ∈ Matk,k(R) and V (z) ∈ Matn,n(R) such
that
S(z) = U(z)G(z)V (z)
=

γ1(z) 0 · · · 0
γ2(z)
...
...
. . .
...
...
γk(z) 0 0

where γi(z), i = 1, 2, . . . , k, are monic polynomials such that γi+1(z)|γi(z),
i = 1, 2, . . . , k − 1. These polynomials are uniquely determined by G(z) and
are called invariant polynomials of G(z). S(z) is the Smith form of G(z).
Since two equivalent generator matrices differ by left multiplication with a
unimodular matrix, they have equal k× k (full size) minors, up to multiplica-
tion by a constant. The maximal degree of the full size minors of a generator
matrix (called its internal degree) of a convolutional code C is called the
degree (or complexity) of C, and it is usually denoted by δ. A convolutional
code of rate k/n and degree δ is also called an (n, k, δ) convolutional code.
Throughout this chapter L := ⌊ δk⌋+ ⌊
δ
n−k⌋.
For i = 1, . . . , k, the largest degree of any entry in row i of a matrix
G(z) ∈ Matk,n(R) is called the i-th row degree νi. It is obvious that if
G(z) is a generator matrix and ν1, ν2, . . . , νk are the row degrees of G(z), then
δ ≤ ν1+ν2+ · · ·+νk. The sum of the row degrees of G(z) is called its external
degree. If the internal degree and the external degree coincide, G(z) is said
to be row reduced and it is called a minimal generator matrix. Thus, the
degree of the code can be equivalently defined as the external degree of a
minimal generator matrix of C.
Lemma 1.2.4 [8, 19] Let G(z) = [gij(z)] ∈ Matk,n(R) with row degrees
ν1, ν2, . . . , νk and [G]hr be the highest row degree coefficient matrix defined
as the matrix with the i-th row consisting of the coefficients of zνi in the i-th
row of G(z). Then δ = ν1 + ν2 + · · ·+ νk if and only if [G]hr is full row rank.
Let G(z) be a row reduced generator matrix with row degrees ν1, ν2, . . . , νk
and c(z) = u(z)G(z) where u(z) =
[
u1(z) u2(z) · · · uk(z)
]
∈ Rk. Ob-
viously, deg c(z) ≤ max
i:ui(z) 6=0
{νi + deg ui(z)}. Let Λ = max
i:ui(z) 6=0
{νi + deg ui(z)}
and write ui(z) = αiz
Λ−νi + ri(z) with deg ri(z) < Λ − νi, i = 1, 2, . . . , k.
Then
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c(z) =([
α1z
Λ−ν1 α2z
Λ−ν2 · · · αkzΛ−νk
]
+
[
r1(z) r2(z) · · · rk(z)
])
×


zν1
zν2
. . .
zνk
 [G]hr +Grem(z)
 ,
where Grem(z) ∈ Matk,n(R) has the i-th row degree smaller than νi,
i = 1, 2, . . . , k. The coefficient of c(z) of degree Λ is given by cΛ =[
α1 α2 · · · αk
]
[G]hr which is different from zero since αi 6= 0 for some
i ∈ {1, 2, . . . , k} and [G]hr is full row rank, i.e.,
deg c(z) = max
i:ui(z) 6=0
{νi + deg ui(z)}. (1.1)
Equality (1.1) is called the predictable degree property and it is an equiv-
alent characterization of the row reduced matrices [8, 19].
Given a generator matrixG(z), there always exists a row reduced generator
matrix equivalent to G(z) [19]. That is, all convolutional codes admit minimal
generator matrices. If G1(z) and G2(z) are two equivalent generator matrices,
each row of G1(z) belongs to the image of G2(z) and vice-versa. Then, if G1(z)
and G2(z) are row reduced matrices, the predictable degree property implies
that G1(z) and G2(z) have the same row degrees, up to row permutation.
Another important property of polynomial matrices is left (or right) prime-
ness.
Definition 1.2.5 A polynomial matrix G(z) ∈Matk,n(R), with k ≤ n is left
prime if in all factorizations
G(z) = ∆(z)G(z), with ∆(z) ∈Matk,k(R), and G(z) ∈Matk,n(R),
the left factor ∆(z) is unimodular.
Left prime matrices admit several very useful characterizations. Some of
these characterizations are presented in the next theorem.
Theorem 1.2.6 [19] Let G(z) ∈ Matk,n(R), with k ≤ n. The following are
equivalent:
1. G(z) is left prime;
2. the Smith form of G(z) is [Ik 0];
3. the row Hermite form of G(z) is [Ik 0];
4. G(z) admits a right n× k polynomial inverse;
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5. G(z) can be completed to a unimodular matrix, i.e., there exists L(z) ∈
Matn−k,n(R) such that
[
G(z)
L(z)
]
is unimodular.
6. the ideal generated by all the k-th order minors of G(z) is R.
7. for all u(z) ∈ Fq(z)k, u(z)G(z) ∈ Rn implies that u(z) ∈ Rk.
8. rank G(λ) = k for all λ ∈ Fq, where Fq denotes the algebraic closure of
Fq.
Since generator matrices of a convolutional code C differ by left multiplica-
tion with a unimodular matrix, it follows that if a convolutional code admits a
left prime generator matrix then all its generator matrices are also left prime.
We call such codes noncatastrophic convolutional codes.
Example 1.2.7 Let us consider the binary field, i.e., q = 2. The convolutional
code C of rate 2/3 with generator matrix
G(z) =
[
1 1 z
z2 1 z + 1
]
is noncatastrophic, since G(z) is left prime. In fact, G(z) admits the right poly-
nomial inverse
 0 0z + 1 z
1 1
. The highest coefficient matrix of G(z), [G]hr,
is full row rank and, consequently, G(z) is row reduced. The degree of C is
then equal to the sum of the row degrees of G(z), which is 3. Therefore C is a
(3, 2, 3) binary convolutional code.
On the other hand, the convolutional code C˜ with generator matrix
G˜(z) =
[
1 + z 1
0 1
]
G(z) =
[
1 + z + z2 z 1 + z2
z2 1 z + 1
]
is a catastrophic convolutional code contained in C as the first equality of
the preceding equation implies rowspaceRG˜(z) ⊂ rowspaceRG(z). The matrix
[G˜]hr =
[
1 0 1
1 0 0
]
has full row rank 2, making G˜(z) row reduced, and
implying that the degree of C˜ is 2 + 2 = 4. Hence C˜ is (3, 2, 4) convolutional
subcode of C.
Let C be a noncatastrophic convolutional code and G(z) ∈ Matk,n(R)
be a generator matrix of C. By Theorem 1.2.6, there exists a polynomial
matrix N(z) ∈ Matn−k,n(R) such that
[
G(z)
N(z)
]
is unimodular. Let L(z) ∈
Matk,n(R) and H(z) ∈Matn−k,n(R) such that[
G(z)
N(z)
] [
L(z)T H(z)T
]
= In. (1.2)
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One immediately sees that
c(z) ∈ C ⇔ H(z)c(z)T = 0.
H(z) is called a parity-check matrix of C, analogous to the block code case.
It was shown that if a convolutional code is noncatastrophic, then it admits
a parity-check matrix. But the converse is also true.
Theorem 1.2.8 [44] Let C be a convolutional code of rate k/n. Then there
exists a full row rank polynomial matrix H(z) ∈Matn−k,n(R) such that
C = kerH(z)
= {c(z) ∈ Rn : H(z)c(z)T = 0},
i.e. a parity-check matrix of C, if and only if C is noncatastrophic.
Proof: Let us assume that C admits a parity-check matrix H(z) ∈
Matn−k,n(R) and let us write H(z) = X(z)H˜(z), where X(z) ∈
Matn−k,n−k(R) is full rank and H˜(z) ∈ Matn−k,n(R) is left prime. Then
there exists a matrix L(z) ∈ Matk,n(R) such that
[
L(z)T H˜(z)T
]
is uni-
modular and therefore[
G(z)
N(z)
] [
L(z)T H˜(z)T
]
= In,
for some left prime matrices N(z) ∈ Matn−k,n(R) and G(z) ∈ Matk,n(R).
Then H˜(z)G(z)T = 0 and consequently also H(z)G(z)T = 0. It is clear that
C = rowspaceRG(z) and therefore C is noncatastrophic. 
Remark 1.2.9 If C˜ is catastrophic (i.e., its generator matrices are not left
prime), we can still obtain a right prime matrix H(z) ∈ Matn−k,n(R) such
that C˜ $ kerRH(z). If G˜(z) is a generator matrix of C˜, we can write G˜(z) =
[∆(z) 0]U(z) with ∆(z) ∈Matk,k(R) and where [∆(z) 0], is the row Hermite
form of G˜(z) and U(z) is a unimodular matrix. Then G˜(z) = ∆(z)U1(z), where
U1(z) is the submatrix of U(z) constituted by its first k rows. This means,
by Theorem 1.2.6, that U1(z) is left prime. The matrix H(z) is a parity-check
matrix of the convolutional code C˜ = rowspaceRU1(z) and C˜ $ C.
Example 1.2.10 Consider the convolutional codes C and C˜ considered in
Example 1.2.7. The matrix H(z) =
[
1 1 + z + z3 1 + z2
]
is a parity-
check matrix of C.
Since C˜ is catastrophic, it does not admit a parity-check matrix. However,
since C˜ ( C, it follows that C˜ ( kerH(z).
Given a noncatastrophic code C, we define the dual of C as
C⊥ = {y(z) ∈ Rn : y(z)c(z)T = 0 for all c(z) ∈ C}.
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The dual of a noncatastrophic convolutional code is also noncatastrophic.
The left prime parity-check matrices of C are the generator matrices of C⊥ and
vice-versa. The degree of a noncatastrophic code and its dual are the same.
This result is a consequence of the following lemma and Theorem 1.2.6, part
6.
Lemma 1.2.11 [8] Let H(z) ∈ Matn−k,k(R) and G(z) ∈ Matk,n(R) be a
left prime parity-check matrix and a generator matrix of a noncatastrophic
convolutional code, respectively. Given a full size minor of G(z) constituted
by the columns i1, i2, . . . , ik, let us define the complementary full size minor
of H(z) as the minor constituted by the complementary columns i.e., by the
columns {1, 2, . . . , n}\{i1, i2, . . . , ik}.
Then the full size minors of G(z) are equal to the complementary full size
minors of H(z), up to multiplication by a nonzero constant.
Proof: For simplicity, let us consider i1 = 1, i2 = 2, . . . , ik = k. i.e., the
full size minor of G(z), M1(G), constituted by the first k columns:
M1(G) = det
[
G(z)
0n−k,k In−k
]
.
Then, considering L(z) as in (1.2), we have that[
G(z)
0n−k,k In−k
] [
LT (z) HT (z)
]
=
[
Ik 0k,n−k
Q(z) H˜(z)
]
(1.3)
where Q(z) ∈ Matn−k,k(R) and H˜(z) is the submatrix of H(z) constituted
by its last n − k columns, i.e., M1(H) = det H˜(z) is the complementary mi-
nor to M1(G) and from (1.3) we conclude that M1(G) = αM1(H), where
α = det
[
LT (z) HT (z)
]
belongs to F∗q . Applying the same reasoning we
conclude that all the full size minors of G(z) are equal to α times the comple-
mentary full size minors of H(z). 
Therefore if G(z) is a generator matrix and H(z) is a parity-check matrix
of a noncatastrophic convolutional code C, they have the same maximal degree
of the full size minors, which means that C and C⊥ have the same degree.
1.2.2 Distances of Convolutional Codes
The distance of a code is an important measure of robustness of the code
since it provides a means to assess its capability to protect data from errors.
Several types of distance can be defined for convolutional codes. We will con-
sider the free distance and the column distances. To define these notions, one
first has to define the distance between polynomial vectors.
Definition 1.2.12 The (Hamming) weight wt(c) of c ∈ Fnq is defined as
the number of nonzero components of c and the weight of a polynomial
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vector c(z) =
∑deg(c(z))
t=0 ctz
t ∈ Rn is defined as wt(c(z)) =
∑deg(c(z))
t=0 wt(ct).
The (Hamming) distance between c1, c2 ∈ Fnq is defined as d(c1, c2) =
wt(c1−c2); correspondingly the distance between c1(z), c2(z) ∈ R
n is defined
as d(c1(z), c2(z)) = wt(c1(z)− c2(z)),
Definition 1.2.13 The free distance of a convolutional code C is given by
dfree(C) := min
c1(z),c2(z)∈C
{d(c1(z), c2(z)) | c1(z) 6= c2(z)}
.
During transmission of information over a q-ary symmetric channel, errors
may occur, i.e. information symbols can be exchanged by other symbols in Fq
in a symmetric way.
After channel transmission, a convolutional code C can detect up to s errors
in any received word w(z) if dfree(C) ≥ s + 1 and can correct up to t errors
in w(z) if dfree(C) ≥ 2t+ 1, which gives the following theorem.
Theorem 1.2.14 Let C be a convolutional code with free distance d. Then
C can always detect d− 1 errors and correct ⌊d−12 ⌋ errors.
As convolutional codes are linear, the difference between two codewords is
also a codeword which gives the following equivalent definition of free distance.
Lemma 1.2.15 The free distance of a convolutional code C is given by
dfree(C) := min
c(z)∈C

deg(c(z))∑
t=0
wt(ct) | c(z) 6= 0
 .
Example 1.2.16 Consider the convolutional code C defined in Example
1.2.7. Since
[
1 1 z
]
is a codeword of C with weight 3, it follows that
dfree(C) ≤ 3. On the other hand any nonzero codeword of C, w(z) =
ℓ1∑
i=ℓ0
wiz
i,
with ℓ0, ℓ1 ∈ N0 such that wℓ0 6= 0 and wℓ1 6= 0, is such that wℓ0 ∈
rowspaceRG(0) and consequently it has weight 2 or 3. Moreover, the pre-
dictable degree property of G(z) implies that ℓ1 > ℓ0 and therefore w(z)
must have weight greater or equal than 3. Hence, we conclude that C has free
distance 3.
Besides the free distance, convolutional codes also possess another notion
of distance, the so-called column distances. These distances have an important
role for transmission of information over an erasure channel, which is a suit-
able model for many communication channels, in particular packet switched
networks such as the internet. In this kind of channel, each symbol either ar-
rives correctly or does not arrive at all, and it is called an erasure. In Section
1.5.1 the decoding over these type of channels will be analyzed in detail.
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Column distances have important characterizations in terms of the gen-
erator matrices of the code, but also in terms of its parity-check matrices if
the code is noncatastrophic. For this reason, we will consider throughout this
section noncatastrophic convolutional codes.
Definition 1.2.17 For c(z) ∈ Rn with deg(c(z)) = γ, write c(z) = c0 + · · ·+
cγz
γ with ct ∈ Fnq for t = 0, . . . , γ and set ct = 0 ∈ F
n
q for t ≥ γ+1. We define
the j-th truncation of c(z) as c[0,j](z) = c0 + c1z + · · ·+ cjz
j.
Definition 1.2.18 [14] For j ∈ N0, the j-th column distance of a convo-
lutional code C is defined as
dcj(C) := min
c(z)∈C
{
wt(c[0,j](z)) | c0 6= 0
}
.
Let G(z) =
∑µ
i=0Giz
i ∈ Matk,n(R) and H(z) =
∑ν
i=0Hiz
i ∈
Matn−k,n(R) be a generator matrix and a parity-check matrix, respectively, of
the convolutional code C. Note that Gi ∈Matk,n(Fq) andHi ∈Matn−k,n(Fq).
For j ∈ N0, define the truncated sliding generator matrices Gcj ∈
Mat(j+1)k,(j+1)n(Fq) and the truncated sliding parity-check matrices
Hcj ∈Mat(j+1)(n−k),(j+1)n(Fq) as
Gcj :=

G0 G1 · · · Gj
G0 · · · Gj−1
. . .
...
G0
 and Hcj :=

H0
H1 H0
...
...
. . .
Hj Hj−1 · · · H0
 .
Then if c(z) =
∑
i∈N0
ciz
i is a codeword of C, it follows that
[c0 c1 · · · cj ] = [u0 u1 · · · uj]G
c
j for some u0, u1, . . . , uj ∈ F
k
q (1.4)
and Hcj [c0 . . . cj ]
⊤ = 0.
Note that since G(z) is left prime, G0 has full row rank and therefore, c0 6= 0
in (1.4) if and only if u0 6= 0. Consequently,
dcj(C) = min
u0 6=0
{
wt([u0 · · · uj ]G
c
j)
}
= min
c0 6=0
{
wt(c[0,j](z)) | H
c
j [c0 . . . cj ]
⊤ = 0
}
and one has the following theorem.
Theorem 1.2.19 [14] For d ∈ N the following statements are equivalent:
(a) dcj(C) = d
(b) None of the first n columns of Hcj is contained in the span of any other
d− 2 columns and one of the first n columns is contained in the span of
some other d− 1 columns of that matrix.
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Example 1.2.20 The convolutional code C defined in Example 1.2.7 has col-
umn distances dc0(C) = minu0 6=0 {wt(u0G
c
0)} = 2 and, for j ≥ 1,
dcj(C) = min
u0 6=0
{
wt([u0 · · · uj ]G
c
j)
}
= wt([u0 · · · uj]G
c
j) = 3, for u0 =
[
1 0
]
, u1 = u2 = · · · = uj = 0.
As for block codes, there exist upper bounds for the distances of convolu-
tional codes.
Theorem 1.2.21 [35][14] Let C be an (n, k, δ) convolutional code. Then,
(i) dfree(C) ≤ (n− k)
(⌊
δ
k
⌋
+ 1
)
+ δ + 1
(ii) dcj(C) ≤ (n− k)(j + 1) + 1 for all j ∈ N0
The bound in (i) of the preceding theorem is called the generalized Sin-
gleton bound since for δ = 0 one gets the Singleton bound for block codes.
An (n, k, δ) convolutional code C such that
dfree(C) = (n− k)
(⌊
δ
k
⌋
+ 1
)
+ δ + 1
is called a maximum distance separable (MDS) code [35]. In [35] it was
proved that an (n, k, δ) convolutional code always exist over a sufficiently large
field. In Section 1.3.1, constructions of such codes are presented.
The generalized Singleton bound has implications on the values that the
column distances can achieve. Note that 0 ≤ d0 ≤ d1 ≤ · · · ≤ dfree and
dfree(C) = limj→∞dcj(C), which implies d
c
j(C) ≤ (n − k)
(⌊
δ
k
⌋
+ 1
)
+ δ + 1
for all j ∈ N0. Hence j = L :=
⌊
δ
k
⌋
+
⌊
δ
n−k
⌋
is the largest possible value of
j for which dcj(C) can attain the upper bound in (ii) of the preceding theo-
rem. Moreover, the following lemma shows that maximal j-th column distance
implies maximal column distance of all previous ones.
Lemma 1.2.22 [14] Let C be an (n, k, δ) convolutional code. If dcj(C) = (n−
k)(j + 1) + 1 for some j ∈ {1, . . . , L}, then dci (C) = (n− k)(i + 1) + 1 for all
i ≤ j.
Definition 1.2.23 [14] An (n, k, δ) convolutional code C is said to be max-
imum distance profile (MDP) if
dcj(C) = (n− k)(j + 1) + 1 for j = 0, . . . , L =
⌊
δ
k
⌋
+
⌊
δ
n− k
⌋
.
Lemma 1.2.22 shows that it is sufficient to have equality for j = L in part
(ii) of Theorem 1.2.21 to get an MDP convolutional code.
A convolutional code C where dcj(C) meets the generalized Singleton bound
14 Convolutional Codes
for the smallest possible value of j is called strongly maximum distance
separable (sMDS). Note that either j = L or j = L+ 1. More precisely, an
(n, k, δ) convolutional code is sMDS if
dcM (C) = (n− k)
(⌊
δ
k
⌋
+ 1
)
+ δ + 1 where M :=
⌊
δ
k
⌋
+
⌈
δ
n− k
⌉
.
The next remark points out the relationship between MDP, MDS and
strongly MDS convolutional codes.
Remark 1.2.24 [16] (i) Each sMDS code is an MDS code.
(ii) If n− k divides δ, an (n, k, δ) convolutional code C is MDP if and only if
it is sMDS.
In the following, we will provide criteria to check whether a convolutional
code is MDP.
Theorem 1.2.25 [14] Let C be a convolutional code with generator matrix
G(z) =
∑µ
i=0Giz
i ∈ Matk,n(R) and with left prime parity-check matrix
H(z) =
∑ν
i=0Hiz
i ∈Matn−k,n(R). The following statements are equivalent:
(a) C is MDP.
(b) GL :=
 G0 . . . GL. . . ...
0 G0
 where Gi = 0 for i > µ has the property that
every full size minor that is formed by rows with indices 1 ≤ j1 < · · · <
j(L+1)k ≤ (L+ 1)n which fulfill jsk ≤ sn for s = 1, . . . , L is nonzero.
(c) HL :=
 H0 0... . . .
HL . . . H0
 where Hi = 0 for i > ν has the property that
every full size minor that is formed by columns with indices 1 ≤ j1 <
· · · < j(L+1)(n−k) ≤ (L + 1)n which fulfill js(n−k) ≤ sn for s = 1, . . . , L
is nonzero.
The property of being an MDP convolutional code is invariant under du-
ality as shown in the following theorem.
Theorem 1.2.26 [14] An (n, k, δ) convolutional code is MDP if and only if
its dual code, which is an (n, n− k, δ) convolutional code, is MDP.
MDP convolutional codes are very efficient for decoding over the erasure
channel. Next we introduce two special classes of MDP convolutional codes,
the reverse MDP convolutional codes and the complete MDP convolutional
codes, which are specially suited to deal with particular patterns of erasures.
Section 1.5.1 is devoted to decoding over this channel, and the decoding ca-
pabilities of these codes will be analyzed in more detail.
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Definition 1.2.27 [15] Let C be an (n, k, δ) convolutional code with left
prime row reduced generator matrix G(z), which has entries gij(z). Set
gij(z) := z
νigij(z
−1) where νi is the i-th row degree of G(z). Then, the code
C with generator matrix G(z), which has gij(z) as entries, is also an (n, k, δ)
convolutional code, which is called the reverse code to C.
It holds: v0 + · · ·+ vdzd ∈ C ⇔ vd + · · ·+ v0zd ∈ C.
Definition 1.2.28 [39] Let C be an MDP convolutional code. If C is also
MDP, C is called a reverse MDP convolutional code.
Remark 1.2.29 [39] Let C be an (n, k, δ) MDP convolutional code such that
(n−k) | δ and H(z) = H0+ · · ·+Hνzν, with Hν 6= 0, be a left prime and row
reduced parity-check matrix of C. Then the reverse code C has parity-check
matrix H(z) = Hν + · · · + H0z
ν . Moreover, C is reverse MDP if and only if
every full size minor of the matrix
HL :=
 Hν · · · Hν−L. . . ...
0 Hν

formed from the columns with indices j1, . . . , j(L+1)(n−k) with js(n−k)+1 > sn,
for s = 1, . . . , L is nonzero.
Theorem 1.2.30 [39] An (n, k, δ) reverse MDP convolutional code exists
over a sufficiently large base field.
Definition 1.2.31 [39] Let H(z) = H0 + H1z + · · ·Hνzν ∈ Matn−k,n(R),
with Hν 6= 0, be a left prime and row reduced parity-check matrix of the
(n, k, δ) convolutional code C. Set L = ⌊ δn−k ⌋+ ⌊
δ
k ⌋. Then
H :=
 Hν · · · H0 0. . . . . .
0 Hν · · · H0
 ∈Mat(L+1)(n−k),(ν+L+1)n(Fq) (1.5)
is called a partial parity check matrix of the code. Moreover, C is called a
complete MDP convolutional code if every full size minor of H that is formed
by columns j1, . . . , j(L+1)(n−k) with j(n−k)s+1 > sn and j(n−k)s ≤ sn+ νn for
s = 1, . . . , L is nonzero.
Remark 1.2.32 (i) Every complete MDP convolutional code is a reverse
MDP convolutional code. [39]
(ii) A complete (n, k, δ) MDP convolutional code exists over a sufficiently large
base field if and only if (n− k) | δ. [22]
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1.3 Constructions of Codes with Optimal Distance
1.3.1 Constructions of MDS convolutional codes
In this section, we will present the most important known constructions
for MDS convolutional codes. They differ in the constraints on the parameters
and the necessary field size. The first two constructions that will be considered
are for convolutional codes with rate 1/n. The following theorem gives the first
construction of MDS convolutional codes.
Theorem 1.3.1 [18] For n ≥ 2 and |Fq| ≥ n+1, set sj := ⌈(j−1)(|Fq|−1)/n⌉
for j = 2, . . . , n and δ :=

⌊ 29 |Fq|⌋, n = 2
⌊ 13 |Fq|⌋, 3 ≤ n ≤ 5
⌊ 12 |Fq|⌋, n ≥ 6
. Moreover, let α be a primitive
element of Fq and set g1(x) :=
∏δ
k=1(x−α
k), gj(x) := g1(xα
−sj ). ThenG(z) =
[g1(z) · · · gn(z)] is the generator matrix of an (n, 1, δ) MDS convolutional code
with free distance equal to n(δ + 1).
The second construction works for the same field size as the first one but
contains a restriction on the degree of the code, which is different from the
restriction on the degree in the first construction.
Theorem 1.3.2 [13] Let |Fq| ≥ n+ 1, 0 ≤ δ ≤ n− 1 and α be an element of
Fq with order at least n. Then G(z) :=
∑δ
i=0 z
i[1 α α2 · · ·α(n−1)i] generates
an (n, 1, δ) MDS convolutional code.
Finally, we present a construction that works for arbitrary parameters but
has a stronger restriction on the field size.
Theorem 1.3.3 [37] Let a, r be integers such that a ≥ ⌊ δk ⌋ + 1 +
δ
n−k and
an = pr − 1. Let α be a primitive element of Fpr . Set N = an, K = N −
(n − k)(⌊ δk ⌋ + 1) − δ, g(z) = (z − α
0)(z − α1) · · · (z − αN−K−1) and write
g(z) = g0(z
n) + g1(z
n)z + · · ·+ gn−1(zn)zn−1. Then
G(z) =

g0(z) g1(z) · · · gn−1(z)
zgn−1(z) g0(z) · · · gn−2(z)
...
. . .
...
zgn−k(z) · · · · · · gn−k(z)

is the generator matrix of an (n, k, δ) MDS convolutional code.
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1.3.2 Constructions of MDP convolutional codes
MDP convolutional codes can be constructed by selecting appropriate
columns and rows of so-called superregular matrices, which we define in the
following.
Definition 1.3.4 (i) Let l ∈ N and A = [aij ] be a matrix in Matl,l(Fq).
Define a = [aij ] where aij = 0 if aij = 0 and aij = xij if aij 6= 0 and consider
the determinant of A as an element of the ring of polynomials in the variables
xij , i, j ∈ {1, . . . , l} and with coefficients in Fq. One calls the determinant of
A trivially zero if the determinant of A is equal to the zero polynomial.
A is called superregular if all its not trivially zero minors are nonzero.
(ii) A Toeplitz matrix of the form
 a1 0... . . .
al . . . a1
 with ai ∈ Fq for
i = 1, . . . , l that is superregular is called a lower triangular superregu-
lar matrix.
In the following, we present two constructions for (n, k, δ) MDP convolu-
tional codes using superregular matrices of different shapes.
For the first construction, which is presented in the following theorem, it
is required to have (n− k) | δ and k > δ, i.e. L = δn−k .
Theorem 1.3.5 [39] Let (n−k) | δ, k > δ and T be an r×r lower triangular
superregular matrix with r = (L+ 1)(2n− k − 1).
For j = 0, . . . , L, let Ij and Jj be the following sets:
Ij = {(j + 1)n+ j(n− k − 1), . . . , (j + 1)(2n− k − 1)},
Jj = {jn+ j(n− k − 1) + 1, . . . , (j + 1)n+ j(n− k − 1)},
and let I =
⋃L
j=0 Ij and J =
⋃L
j=0 Jj . Form HL =
 H0 0... . . .
HL . . . H0
 taking
the rows and columns of T with indices in I and J , respectively. Then H(z) =∑L
i=0Hiz
i is the parity check matrix of an MDP convolutional code.
The construction of the preceding theorem could be explained in the fol-
lowing way:
Step 1: Construct the lower triangular superregular matrix T .
Step 2: Partition T in L + 1 blocks with 2n − k − 1 rows each and delete
the first n − 1 rows in each block. Define T̂ as the matrix consisting of the
remaining rows.
Step 3: Partition T̂ in L+ 1 blocks with 2n− k − 1 columns each and delete
the first n− k − 1 columns in each block. Define HL as the matrix consisting
of the remaining columns.
The following theorem provides a general construction for such a super-
regular matrix if the characteristic of the underlying field is sufficiently large.
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Theorem 1.3.6 [14] For every b ∈ N the not trivially zero minors of the
Toeplitz matrix

1 0 · · · · · · 0(
b
1
) . . . . . . ...
...
. . .
. . .
. . .
...(
b
b−1
) . . . . . . 0
1
(
b
b−1
)
· · ·
(
b
1
)
1

∈Matb,b(Z) are all positive.
Hence for each b ∈ N there exists a smallest prime number pb such that this
matrix is superregular over the prime field Fpb .
The second construction for MDP convolutional code also requires large
field sizes but has the advantage that it works for arbitrary characteristic of
the underlying field as well as for arbitrary code parameters.
Theorem 1.3.7 [1] Let n, k, δ be given integers and m := max{n − k, k}.
Let α be a primitive element of a finite field FpN , where p is prime and N is
an integer, and define Ti :=

α2
im
α2
im+1
· · · α2
(i+1)m−1
α2
im+1
α2
im+2
α2
(i+1)m
...
. . .
...
α2
(i+1)m−1
α2
(i+1)m
· · · α2
(i+2)m−2
 for
i = 1, . . . , L = ⌊ δk ⌋+ ⌊
δ
n−k ⌋. Define
T (T0, . . . , TL) :=
 T0 0... . . .
TL · · · T0
 ∈Mat(L+1)m,(L+1)m(FpN ).
If N ≥ 2m(L+2)−1 then the matrix T (T0, T1, . . . , TL) is superregular (over
FpN ).
The following theorem provides a construction for (n, k, δ) MDP convolu-
tional codes with (n−k) | δ using the superregular matrices from the preceding
theorem.
Theorem 1.3.8 [1] Let n, k, δ be given integers such that (n − k) | δ and
let Tl = [t
l
ij ], i, j = 1, 2, . . . ,m and l = 0, 1, 2, . . . , L be the entries of the
matrix Tl as in the preceding theorem. Define H l = [t
l
ij ] for i = 1, 2, . . . , n−k,
j = 1, 2, . . . , k and l = 0, 1, 2, . . . , L.
If q = pN for N ∈ N and |Fq| ≥ p2m(L+1)+n−2, then the convolu-
tional code C = kerR[A(z)B(z)] where A(z) =
∑ν
i=0Aiz
i ∈ Matn−k,n−k(R)
and B(z) =
∑ν
i=0 Biz
i ∈ Matn−k,k(R), with ν =
δ
n−k , A0 = In−k,
Ai ∈ Matn−k,n−k(Fq), i = 1, . . . , ν obtained by solving the equations
[Aν · · ·A1]
 H l−ν · · · H1... ...
HL−1 · · · Hν
 = −[HL · · ·Hν+1], and Bi = A0Hi +
A1Hi−1 + · · ·+AiH0, i = 0, . . . , ν, is an (n, k, δ) MDP convolutional code.
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In [30] this construction was generalized to arbitrary code parameters,
where not necessarily (n − k) | δ. In this way, the authors of [30] obtained
constructions of (n, k, δ) convolutional codes that are both MDP and sMDS
convolutional codes. Other constructions for convolutional codes can be found
in [14]. There are two general constructions of complete MDP convolutional
codes, similar to the constructions for MDP convolutional codes given in The-
orem 1.3.5 and Theorem 1.3.8, presented in the following two theorems.
Theorem 1.3.9 [22] Let n, k, δ ∈ N with k < n and (n−k) | δ and ν = δn−k .
Then H(z) =
∑ν
i=0Hiz
i with
H0 =

(
νn+k
k
)
. . . 1 0
...
. . .(
νn+k
n−1
)
. . . 1

Hi =

(
νn+k
in+k
)
. . .
(
νn+k
(i−1)n+k+1
)
...
...(
νn+k
(i+1)n−1
)
. . .
(
νn+k
in
)
 for i = 1, . . . , ν − 1
Hν =
 1 . . .
(
νn+k
n−1
)
. . .
...
0 1 . . .
(
νn+k
k
)

is the parity-check matrix of an (n, k, δ) complete MDP convolutional code if
the characteristic of the base field is greater than
(
νn+k
⌊(νn+k)/2⌋
)(n−k)(L+1)
·((n−
k)(L+ 1))(n−k)(L+1)/2 where L = ⌊ δk⌋+ ⌊
δ
n−k ⌋.
Theorem 1.3.10 [22] Let n, k, δ ∈ N with k < n and (n − k) | δ and L =
⌊ δk⌋ + ⌊
δ
n−k ⌋ and let α be a primitive element of a finite field FpN where
p is a prime and N > (L + 1) · 2(ν+2)n−k−1. Then H(z) =
∑ν
i=0Hiz
i with
Hi =

α2
in
. . . α2
(i+1)n−1
...
...
α2
(i+1)n−k−1
. . . α2
(i+2)n−k−2
 for i = 0, . . . , ν = δn−k is the parity-
check matrix of an (n, k, δ) complete MDP convolutional code.
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1.4 Connection to Systems Theory
The aim of this section is to explain the correspondence between convolu-
tional codes and discrete-time linear systems [36] of the form
xt+1 = xtA+ utB
yt = xtC + utD
ct = [yt ut] (1.6)
with (A,B,C,D) ∈Mats,s(Fq)×Matk,s(Fq)×Mats,n−k(Fq)×Matk,n−k(Fq),
t ∈ N0 and s, k, n ∈ N with n > k. The system (1.6) will be represented by
Σ = (A,B,C,D), and the integer s is called its dimension. We call xt ∈ Fsq
the state vector, ut ∈ Fkq the information vector, yt ∈ F
n−k
q the parity
vector and ct ∈ Fnq the code vector. We consider that the initial state is the
zero vector, i.e., x0 = 0.
The input, state and output sequences (trajectories), {ut}t∈N0 , {xt}t∈N0 ,
{yt}t∈N0 , respectively, can be represented as formal power series:
u(z) =
∑
t∈N0
utz
t ∈ Fq[[z]]k
x(z) =
∑
t∈N0
xtz
t ∈ Fq[[z]]s
y(z) =
∑
t∈N0
ytz
t ∈ Fq[[z]]n−k
A trajectory {x(t), u(t), y(t)}t∈N0 satisfies the first two equations of (1.6)
if and only if [
x(z) u(z) y(z)
]
E(z) = 0, (1.7)
where
E(z) :=
 I −Az −C−Bz −D
0(n−k)×s In−k
 . (1.8)
In order to obtain the codewords of a convolutional code by means of the
system (1.6) we must only consider the polynomial input-output trajectories
c(z) =
[
u(z) y(z)
]
of the system. Moreover, we discard the input-output tra-
jectories c(z) with corresponding state trajectory x(z) having infinite weight,
since this would make the system remain indefinitely excited. Thus, we re-
strict to polynomial input-output trajectories with corresponding state tra-
jectory also polynomial. We will call these input-output trajectories, finite-
weight input-output trajectories. The set of finite-weight input-output
trajectories of the system (1.6) forms a submodule of Rn of rank k and thus,
it is a convolutional code of rate kn , denoted by C(A,B,C,D). The system
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Σ = (A,B,C,D) is said to be an input-state-output (ISO) representa-
tion of the code.
Since C(A,B,C,D) is a submodule of rank k, there exists a matrix
G(z) ∈ Matk,n(R) such that C(A,B,C,D) = rowspaceRG(z). In fact, if
X(z) ∈Matk,s(R) and G(z) ∈Matk,n(R) are such that [X(z) G(z)]E(z) = 0
and [X(z) G(z)] is left prime, then G(z) is a generator matrix for C.
Conversely, for each convolutional code C of rate kn , there exists
(A,B,C,D) ∈Mats,s(Fq)×Matk,s(Fq)×Mats,n−k(Fq)×Matk,n−k(Fq) such
that C = C(A,B,C,D), if one allows permutation of the coordinates of the
codewords.
If S is an invertible s × s constant matrix, the change of basis on the
state vector, x′(t) = x(t)S, produces the algebraic equivalent system Σ˜ =
(S−1AS,BS, S−1C,D) with the same input-output trajectories as the system
Σ. Σ˜ = (S−1AS,BS, S−1C,D) is another ISO representation of C(A,B,C,D)
of the same dimension.
However there are other ISO representations of the code with different
dimension. We are interested in characterizing the ISO representations of the
code with minimal dimension. These ISO representations will be called min-
imal ISO representations. The following properties of the system (1.6)
have an important role not only on the characterization of the minimal ISO
representations of the code, but also reflect on the properties of the code.
Given A ∈Mats,s(Fq), B ∈Matk,s(Fq) and C ∈Mats,n−k(Fq), define the
matrices
Φ(A,B) =

B
BA
...
BAs−1
 and Ω(A,C) = [C AC · · · As−1C]
Definition 1.4.1 [19] Let A ∈ Mats,s(Fq), B ∈ Matk,s(Fq) and C ∈
Mats,n−k(Fq).
1. the pair (A,B) is called reachable if rank Φ(A,B) = s;
2. the pair (A,C) is called observable if rank Ω(A,C) = s.
The following lemma gives equivalent conditions for reachability and ob-
servablity and it is called the Popov, Belevitch and Hautus (PBH) cri-
terium.
Lemma 1.4.2 [19] Let A ∈ Mats,s(Fq), B ∈ Matk,s(Fq) and C ∈
Mats,n−k(Fq).
1. (A,B) is reachable if and only if
[
z−1Is −A
B
]
is right prime in the in-
determinate z−1;
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2. (A,C) is observable if and only if
[
z−1Is −A C
]
is left prime in the
indeterminate z−1.
If Σ = (A,B,C,D) is not reachable, then rankΦ(A,B) = δ < s and there
exists an invertible matrix S ∈ Mats,s(Fq) such that Φ(A,B)S =
[
Φ˜
0
]
where
Φ˜ ∈Matsk,δ(Fq) is a full row rank matrix. Then
S−1AS =
[
A1 0
A2 A3
]
, BS =
[
B1 0
]
, S−1C =
[
C1
C2
]
(1.9)
where A1 ∈ Matδ,δ(Fq), B1 ∈ Matk,δ(Fq) and C1 ∈ Matδ,n−k(Fq) and
Φ(A1, B1) has rank δ, i.e., the system Σ1 = (A1, B1, C1, D) is reachable. The
partitioning (1.9) is called theKalman (controllable) canonical form [19].
The system Σ˜ = (S−1AS,BS, S−1C,D) has updating equations
x
(1)
t+1 = x
(1)
t A1 + x
(2)
t A2 + utB1
x
(2)
t+1 = x
(2)
t A3
yt = x
(1)
t C1 + x
(2)
t C2 + utD (1.10)
where xt = [x
(1)
t x
(2)
t ], with x
(1)
t ∈ F
δ
q and x
(2)
t ∈ F
s−δ
q . Since x0 = 0 then
x
(2)
t = 0 for all t ∈ N0. Therefore the system
x
(1)
t+1 = x
(1)
t A1 + utB1 (1.11)
yt = x
(1)
t C1 + utD (1.12)
has the same finite-weight input-output trajectories and therefore C(A,B,C,D) =
C(A1, B1, C1, D). i.e, Σ1 = (A1, B1, C1, D) is another ISO representation of the
code with smaller dimension. This means that a minimal ISO representation
of a convolutional code must be necessarily reachable. But the converse is also
true as it is stated in the next theorem.
Theorem 1.4.3 [36] Let Σ = (A,B,C,D) be an ISO representation of a
convolutional code C of degree δ. Then Σ is a minimal ISO representation of
C if and only if it is reachable.
Moreover, if Σ is a minimal ISO representation of C, then it has di-
mension δ and all the minimal ISO representation of C are of the form
Σ˜ = (S˜−1AS˜,BS˜, S˜−1C,D), where S˜ ∈ Fδ×δq is invertible.
The reachability together with the observability of the system influence
the properties of the corresponding code as the next theorem shows.
Theorem 1.4.4 [36] Let Σ = (A,B,C,D) be a reachable system. The convo-
lutional code C(A,B,C,D) is noncatastrophic if and only if Σ = (A,B,C,D)
is observable.
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If Σ = (A,B,C,D) is an ISO representation of a code C which is reachable
and observable, then the polynomial input-output trajectories of the system
coincide with the finite-weight input-output trajectories, which means that C
is the set of the polynomial input-output trajectories of Σ = (A,B,C,D).
The correspondence between linear systems and convolutional codes al-
lows one to obtain further constructions of convolutional codes with good
distance properties. The following theorem presents a construction for MDS
convolutional codes with rate 1/n and arbitrary degree.
Theorem 1.4.5 [38] Let |Fq| ≥ nδ + 1 and α be a primitive element of
Fq. Set A=

α 0
α2
. . .
0 αδ
 ∈ Matδ,δ(Fq), B = [1 · · · 1] ∈ Fδq, D =
[1 · · · 1] ∈ Fn−1q and C ∈ Matδ,n−1(Fq) where the columns c1, c2, . . . , cn−1
of the matrix C are chosen such that det(sI − (A − ciB)) =
∏δ
k=1(s −
αri+k) and ri, i = 1, . . . , δ, are chosen such that {αri+1, αri+2, . . . , αri+δ} ∩
{αrj+1, αrj+2, . . . , αrj+δ} = ∅ for i 6= j. Then C(A,B,C,D) is an MDS con-
volutional code.
ISO-representations could also be helpful for the construction of MDP
convolutional codes, using the following criterion for being MDP.
Theorem 1.4.6 [16, Corollary 1.1] The matrices (A,B,C,D) gener-
ate an MDP convolutional code if and only if the matrix FL :=
D BC . . . BAL−1C
0
. . .
. . .
...
...
. . .
. . . BC
0 . . . 0 D
 with L = ⌊ δk ⌋ + ⌊ δn−k ⌋ has the property that
every minor which is not trivially zero is nonzero.
1.5 Decoding of Convolutional Codes
In this section, we will present decoding techniques for convolutional codes.
The first part of this section describes the decoding of convolutional codes over
the erasure channel (see Section 1.2.2), where simple linear algebra techniques
are applied. The second part presents the most famous decoding algorithm for
convolutional codes over the q-ary symmetric channel, the Viterbi algorithm.
Other decoding principles for this kind of channel such as sequential decoding,
list decoding, iterative decoding and majority-logic decoding are explained in
e.g. [17] or [23].
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1.5.1 Decoding over the erasure channel
To make it easier to follow, the decoding over an erasure channel will be
explained first for δ = 0 and afterwards the general case.
1.5.1.1 The case δ = 0
Convolutional codes of degree zero are block codes. The only column dis-
tance that is defined for a block code C of rate k/n is the 0-th column distance,
which coincides with its minimal distance d(C) = minc∈C{wt(c) | c 6= 0}.
The minimal distance of a block code can be characterized by its parity-
check matrices.
Lemma 1.5.1 Let C be a block code of rate k/n and let H0 ∈Matn−k,n(Fq)
be a parity-check matrix of C. Then C has minimal distance d if and only if
all the sets of d− 1 columns of H0 are linearly independent and there exist d
linearly dependent columns of H0.
The next theorem establishes the number of erasures that can be corrected
by a block code.
Theorem 1.5.2 Let C be a block code with minimal distance d. Then C can
correct at most d− 1 erasures.
Let C be a block code of rate k/n and minimal distance d and H0 ∈
Matn−k,n(Fq) be a parity-checkmatrix of C. Let c ∈ Fnq be a received codeword
of C after transmission over an erasure channel with at most d − 1 erasures.
Then, H0c
⊤ = 0. Denote by c(e) the vector consisting of the components of
c that are erased during transmission and by c(r) the vectors consisting of
the components of c that are received (correctly). Moreover, denote by H
(e)
0
the matrix consisting of the columns of H0 whose indices correspond to the
indices of the erased components of c and by H
(r)
0 the matrix consisting of
the other columns of H0. Then, the equation H0c
⊤ = 0 is equivalent to the
system of linear equations H
(e)
0 c
(e) = −H
(r)
0 c
(r) with the erased components
as unknowns. Since H
(e)
0 is full column rank, the system H
(e)
0 c
(e) = −H
(r)
0 c
(r)
has an unique solution and the erasures are recovered.
Clearly, the decoding is optimal if as many of these linear equations as
possible are linearly independent for as many as possible erasure patterns.
This is the case if all full size minors of H0 are nonzero, which is true if and
only if C is MDS, and the maximal number of erasures that a block code of
rate k/n can correct is n− k.
1.5.1.2 The general case
In this subsection, the considerations of the preceding subsection are gener-
alized to noncatastrophic convolutional codes of rate k/n and arbitrary degree
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δ [39]. Moreover, it will be seen that convolutional codes have a better perfor-
mance than block codes in the decoding over the erasure channel. This is due
to the capability of considering particular parts (windows) of the sequence,
of different sizes, through the decoding process and slide along this sequence
to choose the window to start decoding. Such capability is called the sliding
window property and it allows the decoder to adapt the process to the erasure
pattern.
Let C be an (n, k, δ) noncatastrophic convolutional code and assume that
for a codeword c(z) =
∑
i∈N0
ciz
i of C, the coefficients c0, . . . , ct−1 are known
for some t ∈ N0 and that there exists at least one erasure in ct. Let H(z) =∑ν
i=0Hiz
i with Hi ∈Matn−k,n(Fq) be a left prime parity-check matrix of C.
Then, for each j ∈ N0 and
Hj :=
 Hν · · · H0 0. . . . . .
0 Hν · · · H0
 ∈Mat(j+1)(n−k),(ν+j+1)n(Fq),
one has Hj [ct−ν , . . . , ct+j ]
⊤ = 0, where ci = 0 for i /∈ {0, . . . , deg(c)}. Denote
by H
(1)
j the matrix consisting of the first νn columns of Hj . Then, Hj =
[H
(1)
j H
c
j ] and consequently, to recover the erasures in ct, . . . , ct+j, one has to
consider the window [ct−ν , . . . , ct+j ] and solve the linear system
H
(e)
j [c
(e)
t , . . . , c
(e)
t+j ]
⊤ = −H
(r)
j [c
(r)
t , . . . , c
(r)
t+j ]
⊤ − H
(1)
j [ct−ν , . . . , ct−1],
where c
(e)
i and c
(r)
i denote the erased and received components of ci, respec-
tively, and H
(e)
j and H
(r)
j denote the corresponding columns of H
c
j . The era-
sures are recovered if and only if the system has a unique solution, i.e. if and
only if H
(e)
j has full column rank.
Hence, bearing in mind Theorem 1.2.19, one obtains the following theorem,
which relates the capability to correct erasures by forward decoding (i.e.,
decoding from left to right) with the column distances of the convolutional
code.
Theorem 1.5.3 [39] If for an (n, k, δ) convolutional code C, in any sliding
window of length (j + 1)n at most dcj(C) − 1 erasures occur, then full error
correction from left to right is possible.
Clearly, the best situation is if one has an MDP convolutional code, i.e.
dcj(C)− 1 = (j + 1)(n− k) for j = 0, . . . , L. Define the recovery rate as the
ratio of the number of erasures and the total number of symbols in a window.
In [39], it has been shown that the recovery rate n−kn of an MDP convolutional
code is the maximal recovery rate one could get over an erasure channel.
Reverse MDP convolutional codes have the MDP property forward and
backward and hence also the erasure correcting capability described in The-
orem 1.5.3 from left to right and from right to left, and therefore they can
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recover even more situations than MDP convolutional codes [39]. There are
bursts of erasures that cannot be forward decoded but could be skipped and
afterwards be decoded from right to left (backward); see [39] for examples.
If patterns of erasures occur that do not fulfill the conditions of Theorem
1.5.3, neither forward nor backward, one has a block that could not be recov-
ered and gets lost in the recovering process. In order to continue recovering,
one needs to find a block of νn correct symbols, a so-called guard space, pre-
ceding a block that fulfills the conditions of Theorem 1.5.3. Complete MDP
convolutional codes have the additional advantage that to compute a guard
space, it is not necessary to have a large sequence of correct symbols [39]. In-
stead it suffices to have a window with a certain percentage of correct symbols
as the following theorem states.
Theorem 1.5.4 [39] Let C be an (n, k, δ) complete MDP convolutional code
and L =
⌊
δ
k
⌋
+
⌊
δ
n−k
⌋
. If in a window of size (L + ν + 1)n there are not
more than (L + 1)(n − k) erasures, and if they are distributed in such a
way that between position 1 and sn and between positions (L+ ν + 1)n and
(L+ ν + 1)n− sn+ 1, for s = 1, . . . , L+ 1, there are not more than s(n− k)
erasures, then full correction of all symbols in this interval will be possible. In
particular a new guard space can be computed.
The way of decoding over the erasure channel described here could be used
for any convolutional code. However, to correct as many erasures as possible
it is optimal to use MDP or even complete MDP convolutional codes. For
algorithms to do that we refer to [39].
Remark 1.5.5 If C˜ is a catastrophic convolutional code, it is possible to find
a noncatastrophic convolutional code C with C˜ ⊂ C (see Remark 1.2.9). Let
H(z) be a left prime parity-check matrix for C. Then, H(z)c(z)⊤ = 0 for all
c(z) ∈ C˜. Hence, the decoding procedure described in this subsection could be
applied to C˜ by using H(z).
MDP convolutional codes are able to recover patterns of erasures that MDS
block codes, with the same recovering rate, cannot recover, as illustrated in
the next example.
Example 1.5.6 [39] Let us consider the received sequence
w = (w0, w1, . . . , w100)
with wi ∈ F2q and with 120 erasures in wi, i ∈ {0, 1, . . . , 29}∪ {70, 71, . . . , 99}.
Let us assume that w is a received word of an MDS block code of rate
101/202. Such a code can correct up to 101 symbols in a sequence of 202
symbols, i.e., it has a recovering rate of 50%. Thus, since w has 120 erasures
it cannot be recovered.
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Let us assume now that w(z) =
100∑
i=0
wiz
i is a received word of a (2, 1, 50)
MDP convolutional code C. C has the same recovering rate, but it is able
to correct the erasures in w(z). Note that dcj(C) = j + 1, for j = 0, 1, . . . , L
with L = 100. To recover the whole sequence one can consider a window
with the first 120 symbols (i.e., the sequence constituted by w0, w1, . . . , w59).
Since dc59(C) = 60, then the first 60 symbols can be recovered by applying the
decoding algorithm described in this section. Afterwards, take another window
with the symbols w41, w42, . . . , w100. Similarly, this window has 120 symbols
and 60 erasures, which means that also these erasures can be recovered and
the whole corrected sequence is obtained.
1.5.2 The Viterbi decoding algorithm
The most commonly used error-correction decoding algorithm for convolu-
tional codes is the Viterbi decoding algorithm, which was proposed by Viterbi
in 1967 [41]. It is a minimum-distance decoder, i.e. it computes all codewords
of a certain length and compares the received word to each of them. Then,
the codeword closest to the received word is selected (maximum-likelihood
decoding). It could be understood as applying techniques from dynamic pro-
gramming to the linear systems representation of the convolutional code, as
explained next.
A state-transition diagram for the convolutional code can be defined from
a minimal ISO representation of the code, Σ = (A,B,C,D) of dimension δ,
as a labeled directed graph with set of nodes X = Fδq and such that (x1, x2),
with x1, x2 ∈ X , is an arc (transition) of the graph if there exists u ∈ Fkq such
that x2 = x1A+uB. In this case we assign the label (u, y) to the arc (x1, x2),
where y = x1C + uD. The codewords of the code are obtained considering all
closed walks on the state-transition diagram that start at the node x = 0 and
end at the same node, and a codeword corresponding to such a walk is the
sequence of the labels of the arcs that constitute this walk.
When we introduce the dimension of time, this state-transition diagram,
can be represented as a trellis diagram by considering a different copy of the
set of nodes (states) of the state-transition diagram at each time instant (also
called depth). For every t ∈ N0, we consider an arc e from a state x1 in time
instant t to another state x2 at time instant t+1, if there exists the arc (x1, x2)
in the state-transition diagram. The label of the arc e is taken to be the same
as the label of (x1, x2) in the state-transition diagram. The codewords of the
code correspond to the paths on the trellis diagram that start and end at the
zero state [5].
If cr(z) ∈ Fq[z]n is a received word, the Viterbi algorithm searches the
paths of the trellis diagram starting at the state x = 0 and ending at the same
state, x = 0, such that the corresponding codeword has minimal distance to
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cr(z). The decoding progress is simplified by breaking it down into a sequence
of steps using the recursive relation given by the equations defining the linear
system. In each step, the distance between the received word and the estimated
word is minimized.
In the following, this process should be explained in detail.
Algorithm:
Assume that a convolutional code C and a received word cr(z) =∑
i∈N0
cri z
i, which should be decoded, are given. Take a minimal ISO rep-
resentation Σ = (A,B,C,D) of dimension δ of C and set x0 = 0.
Step 1: set t = 0, dmin =∞ and spmin = ∅, and assign to the initial node
the label (d = 0, sp = ∅). Go to Step 2.
Step 2: for each node x2 at time instant t + 1 do: for each of the pre-
decessors x1 at time instant t with label (d, sp) and d < dmin, compute the
sum d+ d((u, y), ct), where (u, y) is the label of the arc (x1, x2) in the state-
transition diagram, determine the minimum of these sums, d and assign to x2
the label (d, sp), where sp is the shortest path from x = 0, at time instant
zero, to x2 (if there are several sums with the minimal value, then there are
several paths from x = 0, at time instant zero, to x2 with distance d: in this
case select randomly one of these paths). If x2 = 0 and d < dmin then set
dmin = d and spmin = sp. Go to Step 3.
Step 3: if at time instant t+ 1, all the nodes x with label (d, sp) are such
that d ≥ dmin, then STOP and the result of the decoding is the codeword
corresponding to the path spmin. Otherwise set t = t+ 1 and go to Step 2.
The complexity of this algorithm grows with the number of states, at each
time instant, in the trellis diagram. The set of states is X = Fδq and therefore
it has qδ elements. This algorithm is practical only for codes with small degree
and defined in fields of very small size.
Instead of using the linear systems representation, the Viterbi algorithm
could also be operated using the trellis of the convolutional code; see e.g. [5].
1.6 Two-dimensional Convolutional Codes
In this section we consider convolutional codes of higher dimension, namely
the two-dimensional (2D) convolutional codes. Let R = Fq[z1, z2] be the ring
of polynomials in the indeterminates z1 and z2, Fq(z1, z2) the field of rational
functions in z1 and z2 with coefficients in Fq and Fq[[z1, z2]] the ring of formal
power series in z1 and z2 with coefficients in Fq.
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1.6.1 Definition of 2D Convolutional Codes via Generator
and Parity-check Matrices
A two-dimensional (2D) convolutional code C of rate k/n is a free
R-submodule of Rn of rank k. A generator matrix of C is a full row rank
matrix G(z1, z2) whose rows constitute a basis of C, and it induces an injective
map between Rk and Rn. This is the main reason of the restriction of the
definition of 2D convolutional codes to free submodules of Rn.
Analogously as defined in the 1D case, a matrix U(z1, z2) ∈ Matk,k(R) is
unimodular if there exists a k × k matrix over R such that
U(z1, z2)V (z1, z2) = V (z1, z2)U(z1, z2) = Ik,
or equivalently, if det(U(z1, z2)) ∈ F∗q . Using the same reasoning as in section
1.2.1 for one-dimensional (1D) convolutional codes, the matrices G(z1, z2) and
G˜(z1, z2) inMatk,n(R) are said to be equivalent if they are generator matrices
of the same code, which happens if and only if
G˜(z1, z2) = U(z1, z2)G(z1, z2),
for some unimodular matrix U(z1, z2) ∈Matk,k(R).
Complexity and degree are equivalent and important notions of 1D con-
volutional codes. They are one of the parameters of the generalized Singleton
bound on the distance of these codes and they also provide a lower bound
on the dimension of their ISO representations. To define similar notions for
2D convolutional codes, we consider the usual notion of (total) degree of a
polynomial in two indeterminates p(z1, z2) =
∑
(i,j)∈N0
pijz
i
1z
j
2 with pij ∈ Fq as
deg(p(z1, z2)) = max{i + j : pij 6= 0}. We also define the internal degree
of a polynomial matrix G(z1, z2), denoted by δi(G), as the maximal degree of
the full size minors of G(z1, z2) and its external degree, denoted by δe(G),
as
k∑
i=1
νi, where νi is the maximum degree of the entries of the i-th row of
G(z1, z2). Obviously δi(G) ≤ δe(G).
Since two generator matrices of a 2D convolutional code C differ by a
unimodular matrix, their full size minors are equal, up to multiplication by a
nonzero constant. The complexity of C is defined as the internal degree of
any generator matrix of C and it is represented by δc. The degree of C is the
minimum external degree of all generator matrices of C and it is represented
by δd. Clearly the internal degree of any generator matrix is less than or equal
to the corresponding external degree, and therefore δc ≤ δd [29, 3].
The row reduced generator matrices of 1D convolutional codes are the ones
for which the corresponding notions of internal degree and external degree
coincide, and this is why the complexity and degree of a 1D convolutional
code are the same. However, 2D convolutional codes do not always admit such
generator matrices and there are 2D convolutional codes such that δc < δd,
as is illustrated in the following simple example.
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Example 1.6.1 For any finite field, the 2D convolutional code with generator
matrix
G(z1, z2) =
[
1 z1 0
1 z2 1
]
has complexity 1 and degree 2.
Another important property of a 1D convolutional code is the existence
(or not) of prime generator matrices. When we consider polynomial matrices
in two indeterminates, there are two different notions of primeness, factor-
primeness and zero-primeness [28, 21, 45, 32].
Definition 1.6.2 A matrix G(z1, z2) ∈Matk,n(R), with n ≥ k is
(a) left factor-prime (ℓFP ) if for every factorization
G(z1, z2) = T (z1, z2)G(z1, z2),
with G(z1, z2) ∈ Matk,n(R) and T (z1, z2) ∈ Matk,k(R), T (z1, z2) is
unimodular;
(b) left zero-prime (ℓZP ) if the ideal generated by the k × k minors of
G(z1, z2) is Fq[z1, z2].
A matrix G(z) ∈Matk,n(R), with k ≥ n, is right factor-prime (rFP ) /
right zero-prime (rZP ) if its transpose is ℓFP / ℓZP , respectively. The no-
tions (a) and (b) of the above definition are equivalent for polynomial matrices
in one indeterminate (see Theorem 1.2.6). However, for polynomial matrices in
two indeterminates, zero-primeness implies factor-primeness, but the contrary
does not happen, as is illustrated in the following example.
Example 1.6.3 The matrix
[
z1 z2
]
is left factor-prime but it is not left
zero-prime.
The following lemmas give characterizations of left factor-primeness and
left zero-primeness.
Lemma 1.6.4 Let G(z1, z2) ∈ Matk,n(R), with n ≥ k. Then the following
are equivalent:
(a) G(z1, z2) is ℓFP ;
(b) there exist polynomial matrices Xi(z1, z2) such that
Xi(z1, z2)G(z1, z2) = di(zi)Ik,
with di(zi) ∈ Fq[zi]\{0}, for i = 1, 2;
(c) for all u(z1, z2) ∈ Fq(z1, z2)k, u(z1, z2)G(z1, z2) ∈ Rn implies that
u(z1, z2) ∈ Rk.
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(d) the k × k minors of G(z1, z2) have no common factor.
Lemma 1.6.5 Let G(z1, z2) ∈ Matk,n(R), with n ≥ k. Then the following
are equivalent:
(a) G(z1, z2) is ℓZP ;
(b) G(z1, z2) admits a polynomial right inverse;
(c) G(λ1, λ2) is full column rank, for all λ1, λ2 ∈ Fq, where Fq denotes the
algebraic closure of Fq.
From the above lemmas, it immediately follows that if a 2D convolutional
code admits a left factor-prime (left zero-prime) generator matrix then all its
generator matrices are also left factor-prime (left zero-prime). 2D convolu-
tional codes with left factor-prime generator matrices are called noncatas-
trophic and if they admit left zero-prime generator matrices, they are called
basic.
A parity-check matrix of a 2D convolutional code C is a full row rank
matrix H(z1, z2) ∈Matn−k,n(R) such that
c(z1, z2) ∈ C ⇔ H(z1, z2)c(z1, z2)
T = 0.
As for 1D convolutional codes, the existence of parity-check matrices for a
2D convolutional code is connected with primeness properties of its generator
matrices as stated in the following theorem.
Theorem 1.6.6 [40] A 2D convolutional code C admits a parity-check matrix
H(z1, z2) if and only if it is noncatastrophic.
The free distance of a 2D convolutional code was first defined in [42], and
it is a generalization of the free distance defined in the 1D case. The weight
of a polynomial vector c(z1, z2) =
∑
(i,j)∈N20
cijz
i
1z
j
2 is given by wt(c(z1, z2)) =∑
(i,j)∈N20
wt(cij) and the free distance of C is defined as
dfree(C) = min{wt(c1(z1, z2)− c2(z1, z2)) : c1(z1, z2), c2(z1, z2) ∈ C, c1(z1, z2) 6= c2(z1, z2)}
= min{wt(c(z1, z2)) : c(z1, z2) ∈ C\{0}}.
The degree of a 2D convolutional code C is an important parameter for
establishing an upper bound on the distance of C.
Theorem 1.6.7 [3] Let C be a 2D convolutional code of rate k/n and degree
δ. Then
dfree(C) ≤ n
(⌊
δ
k
⌋
+ 1
) (⌊
δ
k
⌋
+ 2
)
2
− k
(⌊
δ
k
⌋
+ 1
)
+ δ + 1.
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This upper bound is the extension to 2D convolutional codes of the gener-
alized Singleton bound for 1D convolutional codes [35] and it is called the 2D
generalized Singleton bound. Moreover, a 2D convolutional code of rate
k/n and degree δ is said to be a maximum distance deparable (MDS) 2D
convolutional code if its distance equals the 2D generalized Singleton bound.
Constructions of MDS 2D convolutional codes can be found in [2, 3].
1.6.2 ISO representations
Two-dimensional convolutional codes can also be represented by a linear
system. Unlike the 1D case, there exist several state-space models of a 2D
linear system, namely the Roesser model, the Attasi model and the Fornasini-
Marchesini model. The ISO representations of 2D convolutional codes inves-
tigated in the literature consider the Fornasini-Marchesini model [7]. In this
model a first quarter plane 2D linear system is given by the updating equations
xi+1,j+1 = xi,j+1A1 + xi+1,jA2 + ui,j+1B1 + ui+1,jB2
yij = xijC + uijD
cij =
[
yij uij
]
(1.13)
with (A1, A2, B1, B2, C,D) ∈ Mats,s(Fq) × Mats,s(Fq) × Matk,s(Fq) ×
Matk,s(Fq) ×Mats,n−k(Fq) ×Matk,n−k(Fq), i, j ∈ N0 and s, k, n ∈ N with
n > k. The system (1.13) will be represented by Σ = (A1, A2, B1, B2, C,D),
and the integer s is called its dimension. We call xij ∈ Fsq the local state
vector, uij ∈ Fkq the information vector, yij ∈ F
n−k
q the parity vector
and cij ∈ Fnq the code vector. Moreover, the input and the local state have
past finite support, i.e., uij = 0 and xij = 0, for i < 0 or j < 0 and we consider
zero initial conditions, i.e., x00 = 0.
The input, local state and output 2D sequences (trajectories) of the system,
{uij}(i,j)∈N20 , {xij}(i,j)∈N20 , {yij}(i,j)∈N20 , respectively, can be represented as
formal power series in the indeterminates z1, z2:
u(z1, z2) =
∑
(i,j)∈N20
uijz
i
1z
j
2 ∈ Fq[[z1, z2]]
k
x(z1, z2) =
∑
(i,j)∈N20
xijz
i
1z
j
2 ∈ Fq[[z1, z2]]
s
y(z1, z2) =
∑
(i,j)∈N20
yijz
i
1z
j
2 ∈ Fq[[z1, z2]]
n−k.
The Fq[[z1, z2]]-kernel of the matrix
E(z1, z2) =
 Is −A1z1 −A2z2 −C−B1z1 −B2z2 −D
0 In−k
 (1.14)
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consists of the (x(z1, z2), u(z1, z2), y(z1, z2)) trajectories of the system, and
we say that an input-output trajectory has corresponding state trajectory
x(z1, z2) if [x(z1, z2)u(z1, z2) y(z1, z2)]E(z1, z2) = 0.
For the same reasons stated for 1D convolutional codes in Section 1.4,
we only consider the finite-weight input-output trajectories of the system
(1.13) to obtain a 2D convolutional code, i.e, the polynomial trajectories
(u(z1, z2), y(z1, z2)) with corresponding state trajectory x(z1, z2) also poly-
nomial.
Theorem 1.6.8 [29] The set of finite-weight input-output trajectories of the
system (1.13) is a 2D convolutional code of rate k/n.
The 2D convolutional code whose codewords are the finite-weight input-
output trajectories of the system (1.13) is denoted by C(A1, A2, B1, B2, C,D).
The system Σ = (A1, A2, B1, B2, C,D) is called an input-state-output
(ISO) representation of the code C(A1, A2, B1, B2, C,D).
If L(z1, z2) ∈Matk,s(R) and G(z1, z2) ∈Matk,n(R) are such that[
L(z1, z2) G(z1, z2)
]
E(z1, z2) = 0
where
[
L(z1, z2) G(z1, z2)
]
is left factor-prime, then G(z1, z2) is a genera-
tor matrix of C(A1, A2, B1, B2, C,D).
Reachability and observability are properties of a linear system that also
reflect on the corresponding convolutional code. However, 2D linear systems
as in (1.13) admit different types of reachability and observability notions.
Definition 1.6.9 [7] Let Σ = (A1, A2, B1, B2, C,D) be a 2D linear system
with dimension s and define the following matrices
A1
r∆tA2 = A1(A1
r−1∆tA2) +A2(A1
r∆t−1A2), for r, t ≥ 1,
A1
r∆0A2 = A
r
1, A1
0∆tA2 = A
t
2, for r, t ≥ 0,
A1
r∆tA2 = 0, when either r or t is negative.
1. Σ is locally reachable if the reachability matrix
R =

R1
R2
R3
...

is full row rank, where Rk is the block matrix constituted by all
B1(A1
i−1∆jA2) +B2(A1
i∆j−1A2),
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with i+ j = k, for i, j ≥ 0, i.e.,
Rk =

B1A
k−1
1
B1(A1
k−2∆1A2) +B2(A1
k−1∆0A2)
B1(A1
k−3∆2A2) +B2(A1
k−2∆1A2)
...
B1(A1
0∆k−1A2) +B2(A1
1∆k−2A2)
B2A
k−1
2

.
2. Σ is modally reachable if the matrix[
Is −A1z1 −A2z2
B1z1 +B2z2
]
is right factor-prime.
3. Σ is modally observable if the matrix[
Is −A1z1 −A2z2 C
]
is left factor-prime.
There also exists a notion of local observability that will not be considered
here. There are 2D systems that are locally reachable (observable) but not
modally reachable (observable) and vice-versa [7]. The next lemma shows the
influence of these properties on the corresponding convolutional code.
Lemma 1.6.10 [29, 4] Let Σ = (A1, A2, B1, B2, C,D) be a modally reach-
able 2D linear system. Then Σ is modally observable if and only if
C(A1, A2, B1, B2, C,D) is noncatastrophic.
If Σ = (A1, A2, B1, B2, C,D) is an ISO representation of a 2D convolu-
tional code of dimension s, and S is an invertible s × s constant matrix, the
algebraically equivalent system Σ˜ = (S−1A1S, S
−1A2S,B1S,B2S, S
−1C,D)
is also an ISO representation of the code, i.e., C(A1, A2, B1, B2, C,D) =
C(S−1A1S, S−1A2S,B1S,B2S, S−1C,D) [29]. Among the algebraically equiv-
alent ISO representation of a code there exists the Kalman canonical form
considered in the next definition.
Definition 1.6.11 [7] A 2D linear system Σ = (A1, A2, B1, B2, C,D) with
dimension s, k inputs and n− k outputs is in Kalman canonical form if
A1 =
[
A
(1)
11 0
A
(1)
21 A
(1)
22
]
, A2 =
[
A
(2)
11 0
A
(2)
21 A
(2)
22
]
,
B1 =
[
B
(1)
1 0
]
, B2 =
[
B
(2)
1 0
]
, C =
[
C1
C2
]
,
Convolutional Codes 35
where A
(1)
11 , A
(2)
11 ∈ Matδ,δ(Fq), B
(1)
1 , B
(2)
1 ∈ Matk,δ(Fq), C1 ∈ Matδ,n−k(Fq),
with s ≥ δ and the remaining matrices of suitable dimensions, and Σ1 =
(A
(1)
11 , A
(2)
11 , B
(1)
1 , B
(2)
1 , C1, D) a locally reachable system. Σ1 is called the
largest locally reachable subsystem of Σ.
Theorem 1.6.12 [29] Let Σ = (A1, A2, B1, B2, C,D) be an ISO representa-
tion of a 2D convolutional code C. Let S be an invertible constant matrix such
that
Σ˜ = (S−1A1S, S
−1A2S,B1S,B2S, S
−1C,D)
is in Kalman reachability canonical form and let
Σ1 = (A
(1)
11 , A
(2)
11 , B
(1)
1 , B
(2)
1 , C1, D)
be the largest locally reachable subsystem of Σ˜. Then we have that C =
C(A
(1)
11 , A
(2)
11 , B
(1)
1 , B
(2)
1 , C1, D).
Unlike 1D convolutional codes, there are no characterizations of minimal
ISO representations of a 2D convolutional code. However, Theorem 1.6.12
allows one to obtain a necessary condition for minimality; i.e., a minimal ISO
representation of a 2D convolutional code must be locally reachable.
1.7 Connections of convolutional codes to symbolic dy-
namics
We already explained in detail a close connection between convolutional
codes and linear systems. Concepts closely connected to convolutional codes
appear also in automata theory and in the theory of symbolic dynamics. The
survey article of Marcus [25] provides details. In this section we describe the
connection to symbolic dynamics. The reader will find more details on this
topic in [20, 24, 33]. In the sequel we closely follow [33].
In symbolic dynamics one often works with a finite alphabet A := Fnq and
then considers sequence spaces such as AZ, AN, or AN0 . In the order to be
consistent with the rest of the chapter we will work in the sequel with AN0 ,
i.e., with the ’non-negative time axis’ N0.
Let k be a natural number. A block over the alphabet A is defined as a
finite string β = x1x2 . . . xk consisting of the k elements xi ∈ A, i = 1, . . . , k.
If w(z) =
∑
iwiz
i ∈ A[[z]] is a sequence, one says that the block β occurs in
w if there is some integer j such that β = wjwj+1 . . . wk+j−1. If X ⊂ A[[z]] is
any subset, we denote by B(X) the set of blocks which occur in some element
of X .
As we will explain in this section one can view observable convolutional
codes as the dual of linear, compact, irreducible and shift-invariant subsets
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of Fnq [[z]]. In order to establish this result we will have to explain the basic
definitions from symbolic dynamics.
For this consider a set F of blocks. It is possible that this set is infinite.
Definition 1.7.1 The subset X ⊂ A[[z]] consisting of all sequences w(z)
which do not contain any of the (forbidden) blocks of F is called a shift
space.
The left-shift operator is the Fq-linear map
σ : Fq[[z]] −→ Fq[[z]], w(z) 7−→ z−1(w(z)− w(0)). (1.15)
Let In be the n×n identity matrix acting on A = Fnq . The shift map σ extends
to the shift map
σIn : A[[z]] −→ A[[z]].
One says that X ⊂ A[[z]] is a shift-invariant set if (σIn)(X) ⊂ X .
Shift spaces can be characterized in a topological manner:
Definition 1.7.2 Let v(z) =
∑
i viz
i and w(z) =
∑
iwiz
i be elements of
A[[z]]. Let dH(x, y) be the Hamming distance between elements in A. One
defines the distance between the sequences v(z) and w(z) through:
d(v(z), w(z)) :=
∑
i∈N0
2−idH(vi, wi). (1.16)
Note that in this metric two elements v(z), w(z) are ‘close’ if they coincide
in a large number of elements in the beginning of the sequence. The function
d( , ) defines a metric on the sequence space AN0 . The metric introduced in
Definition 1.7.2 is equivalent to the metric described in [24, Example 6.1.10].
The following result can be found in [24, Theorem 6.1.21].
Theorem 1.7.3 A subset of A[[z]] is a shift space if and only if it is shift-
invariant and compact.
Next we need the notion of irreducibility:
Definition 1.7.4 A shift space X ⊂ A[[z]] is called irreducible if for every
ordered pair of blocks β, γ of B(X) there is a block µ such that the concate-
nated block βµγ is in B(X).
Of particular interest are shift spaces which have a ’kernel representation’.
For this let P (z) be an r × n matrix having entries in the polynomial ring
Fq[z]. Define the set
B = { w(z) ∈ A[[z]] | P (σ)w(z) = 0 } . (1.17)
Subsets B ⊆ A[[z]] having the particular form (1.17) can be characterized
in a purely topological manner.
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Theorem 1.7.5 A subset B ⊆ A[[z]] has a kernel representation of the
form (1.17) if and only B is a linear, irreducible, compact and shift invari-
ant subset of A[[z]].
Subsets of the form (1.17) appear also prominently in the behavioral the-
ory of linear system championed by Jan Willems. The following theorem was
proven byWillems [43, Theorem 5]. Note that a metric space is called complete
if every Cauchy sequence converges in this space.
Theorem 1.7.6 A subset B ⊂ Fnq [[z]] is linear, time-invariant and complete
if and only if B has a representation of the form (1.17).
There is a small difference in above notions as a subset B ⊂ A[[z]] which
is linear, irreducible, compact and shift invariant is automatically also a ’con-
trollable behavior’ in the sense of Willems.
We are now in a position to connect to convolutional codes (polynomial
modules) using Pontryagin duality. For this consider the bilinear form:
( , ) : Fnq [[z]]× F
n
q [z] −→ Fq
(w, v) 7→
∞∑
i=0
〈wi, vi〉,
(1.18)
where 〈 , 〉 represents the standard dot product on A = Fnq . As the sum has
only finite many nonzero terms the bilinear form ( , ) is well defined and
nondegenerate. Using this bilinear form one defines for a subset C of Fnq [z] the
annihilator
C⊥ = {w ∈ Fnq [[z]] | (w, v) = 0, ∀v ∈ C} (1.19)
and the annihilator of a subset B of Fn[[z]] is
B⊥ = {v ∈ Fnq [z] | (w, v) = 0, ∀w ∈ B}. (1.20)
The relation between these two annihilator operations is given by the fol-
lowing theorem which was derived and proven in [34].
Theorem 1.7.7 If C ⊆ Fnq [z] is a convolutional code with generator matrix
G(z), then C⊥ is a linear, left-shift-invariant and complete behavior with kernel
representation P (z) = Gt(z). Conversely, if B ⊆ Fnq [[z]] is a linear, left-shift-
invariant and complete behavior with kernel representation P (z), then B⊥ is a
convolutional code with generator matrix G(z) = P t(z). Moreover C ⊆ Fnq [z]
is noncatastrophic if and only if C⊥ is a controllable behavior.
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