The EGARCH is a popular model for discrete time volatility since it allows for asymmetric effects and naturally ensures positivity even when including exogenous variables. Estimation and inference is usually done via maximum likelihood. Although some progress has been made recently, a complete distribution theory of MLE for EGARCH models is still missing. Furthermore, the estimation procedure itself may be highly sensitive to starting values, the choice of numerical optimation algorithm, etc. We present an alter-native estimator that is available in a simple closed form and which could be used, for example, as starting values for MLE. The estimator of the dynamic parameter is inde-pendent of the innovation distribution. For the other parameters we assume that the innovation distribution belongs to the class of Generalized Error Distributions (GED), profiling out its parameter in the estimation procedure. We discuss the properties of the proposed estimator and illustrate its performance in a simulation study.
Introduction
The exponential GARCH (EGARCH) model introduced by Nelson (1991) remains one of the most popular GARCH type models for modelling the volatility of financial time series. Its advantages over the classical ARCH model of Engle (1982) and GARCH model of Bollerslev (1986) are manyfold. For example, the EGARCH model allows for asymmetric effects of positive and negative innovations. Furthermore, the conditional variance is positive by construction, which allows one to include exogenous variables in the volatility equation. And finally, stochastic properties of the model such as stationarity are naturally comparable to linear models of the conditional mean, while for classical GARCH models this is not the case. The popular software package Eviews offers EGARCH as one of its main volatility models.
Despite these methodological advantages, there are some technical issues with EGARCH due to the inherent difficulty of deriving a concise theory for estimation and inference. In particular, the maximum likelihood estimator proposed by Nelson (1991) is particularly difficult to analyze, due to the invertibility issue. Some recent progress has been made by Straumann and Mikosch (2006) but only for a special case and even then the regularity conditions are hard to interpret. Wintenberger (2012) proves consistency using continuous invertibility, and provides sufficient conditions for this to hold, which however seem to be restrictive. Similarly, Demos and Kyriakopoulou (2013) give sufficient conditions for asymptotic normality, which also restrict the admissible parameter space.
As an alternative to MLE, Zaffaroni (2009) proposes a Whittle estimator and shows consistency and asymptotic normality. Both MLE and Whittle require multiparameter numerical optimization, and the convergence of optimization algorithms often depends on a judicious choice of starting values.
Instead of using estimators that require numerical optimization, one may want to consider estimators that are available in closed form, for example based on some moment conditions of the model. Such closed form estimators are likely to be less efficient, but have the advantage of being immediately available and as such could be used, for example, as starting value for estimators that do require numerical optimization. As they are √ n-consistent, they can also be used as such in very large samples, considering that estimators involving numerical optimization often require substantial computational effort to achieve convergence in those situations, which are not rare in financial applications.
In the classical GARCH(1,1) model, Kristensen and Linton (2006) have introduced a closed form estimator. The classical GARCH model is, in many respects, simpler than the EGARCH model. For example, unconditional moments such as the unconditional variance do not depend on the innovation distribution in the GARCH model, whereas they do in the EGARCH model.
In this paper, we propose an estimator of the EGARCH model which is in closed form for a given innovation distribution in the class of generalized error distributions (GED). For the parameter that describes the persistence of shocks to volatility, we propose an estimator that is independent of the innovation distribution and also of form of the news impact function used in the specification of the volatility process. If the particular GED distribution is unknown, we provide two ways of estimating the parameter of this distribution, using a profiled likelihood estimator and a moment estimator, respectively. As the estimator of the model parameters, apart from the persistence parameter, depends on the parameter of the innovation distribution, we say that our estimator is in almost closed form. We derive the asymptotic properties of our moment-based estimator and illustrate its small sample performance via a simulation study. We then
The EGARCH model
Consider the following exponential GARCH (EGARCH) model for the observed zero mean process y t y t = e ht/2 ξ t (1)
where the following conditions are satisfied Assumption 1. ξ t is i.i.d. with density f, where E(ξ t ) = 0 and var(ξ t ) = 1, while g(·) is a measurable function such that E[g(ξ t )] = 0 and E[|g(ξ t )| 2 ] < ∞. The parameter |β| < 1.
Under these conditions the linear process h t is strongly and weakly stationary, as well as geometrically ergodic (mixing), Nelson (1991) .
This defines a semiparametric model with regard to the error density f and the news impact curve g. We will later specialize according to very popular choices for f and g, but without further assumptions we record below the second order properties of the series z t = log y 2 t . In the sequel, we need the following moments of ξ t :
Following Lütkepohl (1993, p.233) it is easy to show that z t has an ARMA(1,1) representation which implies the following result. Proposition 1. The first two moments of z t are given by
It follows that
for all k ≥ 1, which identifies the parameter β. Here, ρ(.) denotes the autocorrelation function. The remaining quantities ω, g, and f are not separately identifiable from this information without further structure. This second order structure was used in Zaffaroni (2009) to form the Whittle likelihood to estimate a subset of the parameters of Nelson's model. As he remarked, it contains insufficient information to identify all parameters of Nelson's model, which is a special case of (1) and (2) that we turn to next.
Nelson's Model
We now specialize to the model considered by Nelson (1991) . He assumed that ξ t followed a standardized generalized error distribution, ξ t ∼ GED(ν), with mean zero, variance one, and with density function given by
where
The GED includes the normal as a special case (ν = 2), but allows for fat tails (ν < 2) while maintaining finiteness of unconditional moments such as the unconditional variance. This density is also called the EPD (Exponential power distribution) and the Subbotin distribution, Subbotin (1923) . For ν > 1, it is a log concave density, although not strictly log-concave, see Wellner (2012) . We shall restrict attention to ν ∈ V , where V ⊂ (1, ∞) is a compact set. We now denote
These quantities can be computed numerically for any ν and in some cases have "almost closed form" expressions, such as Nelson (1991) . They are smooth functions of ν over V for some choice of V. One can see that ∂C j /∂ν = 0. Nelson (1991) also proposed a specific parametric news impact function g
where θ and α are unknown parameters. For this specification we have var(g(ξ t )) = θ 2 + α 2 C 4 (ν). 1 It is then straightforward to show that
1 Actually, the GED specification is not needed for this result, only the symmetry of f .
Furthermore, under the GED distribution (actually under any symmetric distribution)
We introduce one further expression. Nelson (1991, Theorem A1.2) shows that provided ν > 1,
This is obviously a very complicated nonlinear expression and it depends on all the parameters. It is also a smooth function over the range of parameter values for which the moment exists.
We next discuss estimation of φ = (ν, ω, α, β, γ, θ) based on the expressions (3), (4), (5), (8), (9), and (10).
The closed form estimator
Suppose we have a sample y 1 , . . . , y n and the parameters are such that the process is stationary and ergodic. Define the sample mean and autocovariance function (for k = 0, 1, 2, . . .)
and define the autocorrelation function ρ(k) =γ(k)/γ(0).
Equation (5) implies that γ(j + 1) = βγ(j) and ρ(j + 1) = βρ(j), j = 1, 2, . . . . Then, motivated by Proposition 1, we propose the following moment estimators for β
where p ≥ 1 and w j some known weights such that p j=1 w j = 1. This is just like Kristensen and Linton (2006) . Note thatβ is independent of the specification of g(·) and of the innovation distribution. In practice, the median of the ratios or a trimmed mean may provide superior performance. Another method is based on regression. Let y = (γ(2), . . . ,γ(p + 1)) , z = (γ(1), . . . ,γ(p)) , and x = (i p , γ), where i p is the p−vector of ones. Then let β = (z z) −1 z y or even the slope coefficient from the intercept regression (x x) −1 x y.
The remaining parameters depend on the error distribution parameter ν and we shall therefore profile this. Using (3)- (8), we obtain
for q ≥ 1 and ω j some known weights such that q j=1 ω j = 1. If ν were known, e.g., when ν = 2, this would be a complete estimation procedure.
Estimation of ν
We next consider how to estimate ν from the data as in Nelson (1991) . There are two approaches. First, the profiled likelihood method. We can obtain recursivelŷ
The profiled log likelihood is then given by
which is maximized w.r.t. ν using a grid search over the compact set V. Let ν L denote the maximizer. Unfortunately, it is difficult to prove rigorously the consistency even of this estimator of ν. The issue is due to the nonlinear recursive equations (11)- (13), which are very difficult to analyze away from the true value, exactly the same problem as for the original EGARCH MLE.
Instead, we consider an alternative method based on the method of moments using the expression (10) . Specifically, find ν m ∈ V to solve the nonlinear equation
where C 8 (ν; ω, β, γ, θ) = C 5 (v)C 7 (ν; ω, β, γ, θ) and C 7 (ν; ω, β, γ, θ) is defined in (10) . This can also be done by a univariate grid search. In practice, one may prefer to take logarithms of both sides to obtain expressions only involving summations, which may then be suitably truncated to achieve whatever degree of accuracy is required. The advantage of this method is that it is purely based on sample moments of observables and so there is no need to define a recursive dynamic equation based on estimated parameters. The theoretical properties are much easier to handle. Specifically, one can obtain consistency and asymptotic normality of all the parameter estimates. 
Asymptotic Properties
We first discuss some properties of the estimators defined in section 3. Under Assumption 1, z t = log y 2 t is a linear process that satisfies the conditions of Theorem 7.2.2. of Brockwell and Davies (2006) and so the sample autocorrelations are asymptotically normal at rate √ n. The estimatorβ is a smooth function of the first p + 1 autocorrelations and so (provided β ∈ (0, 1)) the asymptotic distribution ofβ follows without the additional structure provided by Nelson's model. To repeat, the estimatorβ is robust to both f and g, in the sense that it is consistent for a large class of these functions, unlike the GED MLE proposed by Nelson (1991) , which certainly requires correct specification of the news impact curve and may also require at least symmetry of the true density for the GED based MLE to be consistent.
Stengthening the moment conditions of Assumption 1 to
we may apply Theorem 7.2.1 of Brockwell and Davies (2006) to obtain the root-n consistency and asymptotic normality of the sample autocovariances used in section 3.
3 This in turn implies the root-n asymptotic normality of ω(ν) and α(ν) around some limiting value (the argument for θ(ν) is similar as it only depends additionally on the sign of ξ t ). This is true without the GED assumption, although the probability limit would obviously depend on the underlying distribution f. Define η(ν) = ( ω(ν), β, θ(ν), α(ν)) for each v ∈ V, and let η(ν) = (ω(ν), β o , θ(ν), α(ν)) be defined as the probability limit of η(ν). Then it is straightforward to 2 Nelson (1991, Theorem A1.2) shows that provided ν > 1, all moments of y exist and so the asymptotic normality of n −1/2 n t=1 |y t | − E|y t | follows under the stationarity and geometric ergodicity of y. 3 The moment conditions on the innovation are quite mild and there is no restriction on the implied moments for y t so far, unlike in Kristensen and Linton (2006).
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show (see the appendix) that for some positive definite covariance matrix Σ(ν)
Furthermore, the process δ n (ν) is tight in ν (it is continuously differentiable in ν). We now assume that Nelson's model holds in its entirety. In this case ξ t and g(ξ t ) have all moments existing. Furthermore,
where subscript o denotes true value. In this case, if ν 0 is known, the result can be used to provide standard errors and conduct inference about the remaining parameters. We next show that one can carry out a test of leverage in the model (7) without knowledge of ν or even f (so long as it is symmetric about zero). Our estimatorθ(ν), for any ν, can be used to test for a leverage effect within the Nelson model. The reason is that in constructing the t-ratio the constant term C 5 (ν) is cancelled out. That is, we may compute
, where u t = z t sgn(y t−1 ) and lrvar(x t ) denotes the long run variance of a series x t . In fact, the series z t sgn(y t−1 ) = z t sgn(ξ t−1 ) is serially uncorrelated, so that lrvar(u t ) = var(u t ). By direct calculation we have var(z t sgn(y t−1 )) = Ez
This can be estimated by the plug in method or from the sample variance of u t itself, which in practice is easier. Let
Then under the null hypothesis of no leverage, t is asymptotically standard normal. This test is robust to the value of v and indeed is valid for any symmetric error distribution. Finally, we turn to the properties of the estimator of all parameters proposed in section 4.
Theorem 1. Suppose that Assumption 1 holds, that Nelson's model (6) and (7) holds, and that β > 0. Then there exists a positive definite matrix Ω φφ such that
In fact one can calculate the variance matrix Ω φφ exactly in terms of the parameters φ o (along the lines of Francq, Horvath, and Zakoian (2011)).
Approximating the MLE
The closed form estimators we have proposed are not fully efficient. We give a brief discussion on how one may improve on the efficiency of the closed form estimator. The basic idea is to perform a number of Newton-Raphson (NR) iterations using the full EGARCH likelihood function. One may wish to proceed to the MLE, using the initial estimates as a starting point in the numerical optimization; this may help reduce numerical problems since our preliminary estimates are consistent, i.e., are likely to be close to the true values. Alternatively, one can perform a number of NR-iterations which do not necessitate the use of any numerical optimization procedure. We define the following sequence of NR-estimators,
with initial value being the closed form estimator, φ
and L (φ) is the EGARCH likelihood function:
Note that L (φ) is twice continuously differentiable in φ for a compact subset of R 5 .
In general, the NR-estimator will satisfy
where φ OP = arg max Q n (φ) is the actual M-estimator, c.f. Robinson (1988, Theorem 2). We expect that a two step estimator should be fully efficient, i.e.,
under some regularity conditions.
Numerical Results

A simulation study
We explore the finite sample properties of the proposed estimators through a Monte Carlo simulation study. We generate EGARCH processes with Gaussian (i.e., ν = 2) and GED (ν = 1.5) innovations, and the following parameters: ω = −0.3, α = 0.5, β = 0.9, and θ = −0.1, which represent typical values for financial time series. We consider various sample sizes n and use 1000 replications. We first analyse the properties of alternative estimators of β: a simple mean of ratios, a weighted mean with linearly declining weights, the median, and the OLS without intercept regression estimator. All four estimators depend on the number of terms p included, which we increase in steps of five from 5 to 50. For higher values of p, the estimates of the ACF of z t become too noisy and all estimates of β suffer from high variability. Results are reported in Table 1 .
It is remarkable that both the weighted and unweighted means underperform for higher p, simply because the variance becomes too high due to some outliers in estimated ACF. Median and OLS estimates are robust to these, and mean square errors are reasonably small. The median has a smaller bias for small values of p, while the OLS estimate has generally a smaller standard deviation. A globally good choice of p appears to be 10 or 15 for this type of persistence.
In Table 2 , we report the performance of the closed form estimator of the remaining model parameters. For the estimator of β we use a fixed order p = 10 and equal weights, while for the estimator of α we use q = 1. Experiments with higher q did not improve the results with q = 1 in terms of mean squared error, so we only report the latter results. For the estimation of ν we use both estimators proposed in Section 4, the profiled likelihood and the profiled moment estimator. Both estimators are found by a grid search on the interval [1, 3] . Recall that the estimator of β is independent of the estimator of ν, while estimation of the remaining parameters, i.e. ω, θ and α depends on the method to estimate ν.
The results corroborate the theoretical finding that both estimators are consistent. Estimation of ω, the scale parameter, and θ, the sign effect, seems rather unaffected by the estimation of ν. That is, bias and variance ofω andθ are almost identical under the likelihood and the moment estimation. The precision of bothω andθ is only slightly higher under Gaussian compared to GED(ν = 1.5) innovations.
Quite different results are obtained for the estimation of the size effect, α, and the GED parameter ν. The moment estimator of α has a negative bias and higher variance than the likelihood estimator. Moreover, the moment estimator deteriorates under fat tails of the innovation distribution in the sense that the bias aggravates and the variance increases. For the likelihood estimator, on the other hand, exploiting the information of the innovation distribution turns out to be beneficial: both bias and variance decrease under GED compared to Gaussian innovations.
For the estimation of ν, the moment estimator has a positive, the likelihood estimator a negative bias, while the latter has a smaller variance than the former. Again, the likelihood estimator is more precise under GED innovations than under Gaussianity, and now this also holds for the moment estimator.
Application
We investigated the performance of our different estimators of β on a large dataset, the demeaned daily (close to close) return on the S&P500 index from 1950-2012, a total of 15757 observations. This data is quite heavy tailed, with a tail thickness parameter around three, which implies that the second moments of returns may exist but the fourth ones do not. Eviews computed the following parameter estimates using the default numerical optimization algorithm. It took 26 iterations to achieve convergence and the results are shown below. The process is quite persistent, which agrees with much earlier work. The tail thickness parameter is lower than that in Nelson. The parametric test of the leverage effect yields a t-statistic of nearly -19, indicating strong evidence. However, the nonparametric test based on (16) yields a smaller t-statistic of -4.666, which is still significant but less so. This test however, is robust to the choice of error distribution so long as it is symmetric.
We then investigate three estimators of β with regard to the choice of p : the mean of the ratio, the median of the ratio, and the no intercept regression estimator. In Figure 1 , we show the value of the estimated β against the number of lags p used for p = 4, . . . , 100. The straight mean of the ratio estimator is generally above one in value. The median estimator is generally below the MLE, while the no intercept regression estimator is much closer to the MLE value than the others. We also looked at using p up to a thousand, and more or less the same outcome is observed, except as may be expected, the mean of the ratio estimator becomes very volatile due to the appearance of occasional small and negative values at the long lags; this affects the median and the regression estimators much less. Table 2 : Simulation results for estimated EGARCH(1,1) processes. Number of replications is 1000. Figure 1 : Estimated β for the S&P500 returns using the mean of ratios as in (??) with flat weights and p = 4, . . . , 100 (horizontal axis), the median of ratios, and the no-intercept regression estimator. The straight line is the MLE.
We next show a scatter plot of the empirical autocorrelations along with the fitted regression line, see Figure 2 . We show the first 1001 values, where the estimator is determined from the first p = 100 of them. The scatter plot shows fairly good agreement with a linear fit. The lines corresponding to the mean or median estimator of β are very close to the regression line. We have β = 1.002, β ols = 0.986, and β rob = 0.976, all of which are quite close although the straight average of the ratio violates the stationarity constraint, which could pose problems if it were plugged into a numerical optimization algorithm.
Conclusions
We have shown that a simple closed form estimator of the EGARCH is consistent, asymptotically normally distributed, and has reasonable finite sample properties. We recommend this 13 Figure 2 : Scatterplot of empirical autocorrelations of z t = log y 2 t , γ(k + 1) (vertical axis) vs γ(k) (horizontal axis), k = 1, . . . , 1000. The straight line is the no intercept regression line with slope 0.986 obtained using the first 100 observations of (γ(k), γ(k+ 1)).
estimator in large samples, or as starting values for estimators requiring numerical optimization.
Several directions for future work are possible. For example, one may find out the best way to choose the lag order p and the weighting scheme used in the estimation of β. The explicit expression of the asymptotic variance covariance matrix can be derived. And finally, empirical applications will show the utility of the estimator. Furthermore, by similar arguments Under our conditions √ n(W n − EW n ) =⇒ N(0, Ψ), where Ψ = lrvar(w t ) < ∞. Therefore, √ n( ν m − ν o ) is asymptotically normal. It follows that √ n( φ m − φ o ) by further application of the delta method.
