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Abstract
We assess the performance of widely-used dynamic panel data estimators based on
Monte Carlo simulations of a dynamic economic process. Knowing the true underlying
coefficient of the autoregressive term, we show that most estimators exhibit a severe
bias even in the absence of measurement errors, omitted variables, and endogeneity
issues. We analyze how the bias changes with the sample size, the autoregressive coef-
ficient, and the estimation options. Based on our insights, we recommend i) carefully
choosing appropriate estimators given the underlying structure of the data and ii)
scrutinizing the estimation results based on the insights of simulation studies.
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1 Introduction
Given that dynamic panel data estimators are extensively used in a wide range of economic
applications (cf. Johnson and Papageorgiou, 2020; Madsen et al., 2010; Gnangnon, 2019;
Crépon and Duguet, 1997), it might be surprising that even modern and sophisticated
methods are prone to a substantial bias. We use theory-based Monte Carlo simulations to
assess the direction of the bias and its magnitude. To this end, we construct artificial
data sets by simulating 1000 replications of a dynamic model with different (known)
autoregressive coefficients as the underlying data-generating processes. Based on these
artificial data sets we analyze the performance of the most popular dynamic panel data
estimators in uncovering the true underlying autoregressive coefficient that we impose on
our artificial data sets. Using this approach allows us to abstract from measurement errors,
omitted variables, and endogeneity and focus purely on the estimator’s performance. In
other words, we run a controlled experiment to isolate the differences across different
dynamic panel data estimation techniques.
We include the following state-of-the-art methods that are frequently applied in eco-
nomics: the population-averaged (PA) estimator, the random effects (RE) estimator, the
between estimator (BE), the fixed effects (FE) estimator, the difference generalized method
of moments (DGMM) estimator, the system generalized method of moments (SGMM) es-
timator with both the full matrix of instruments and the collapsed matrix of instruments,
the corrected least squares dummy variable (LSDVC) estimator, the generalized method of
moments estimator with nonlinear moment conditions (NLGMM) and a quasi-maximum
likelihood estimator (QMLE).1 While SGMM has become one of the leading dynamic
panel data estimators in the literature, older estimators such as PA and FE are still used
for different research questions ranging from modeling income growth to explaining the
dynamics of crop yields (for examples, see Ferreira and Rossi, 2003; Litschig and Lom-
bardi, 2019; Jerzmanowski, 2017; McArthur and McCord, 2017) and newer estimators
such as the LSDVC estimator have been suggested as alternatives (Bun and Kiviet, 2003;
1For the conceptual details of the different estimators and discussions regarding their advantages and
disadvantages see Hurwicz (1950), Nickell (1981), Arellano and Bond (1991), Blundell and Bond (1998),
Judson and Owen (1999), Wooldridge (2002), Bun and Kiviet (2003), Bruno (2005a), Durlauf et al. (2005),
Hauk and Wacziarg (2009), Baltagi (2013), Hsiao (2014), Pesaran (2015), Ditzen and Gundlach (2016),
and Hauk (2017).
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Bruno, 2005a). We also assess the NLGMM estimator, which exploits quadratic moment
conditions (Ahn and Schmidt, 1995, p. 22) that – in theory – offer additional efficiency
improvements, and the QMLE estimator (Kripfganz, 2016a) to explore the performance
of maximum likelihood methods for dynamic estimation. Thus, in our study, we cover
different implementations of ordinary least squares, generalized least squares, generalized
method of moments, and maximum likelihood estimation methods.
We show that for large samples in terms of the time and cross section dimensions
and for standard magnitudes of the autoregressive coefficient, the SGMM and the LSDVC
estimators perform better than other methods. Collapsing the matrix of instruments leads
to a lower performance of the SGMM estimator. Since even some of the allegedly unbiased
estimators do not always perform well in practice, we argue that researchers should be
careful in interpreting the results of dynamic panel data regressions, assess the robustness
of the results with respect to choosing different estimators, and scrutinize the performance
of the estimators in light of the results of Monte Carlo studies.
The remainder of the paper is organized as follows. In Section 2 we provide a detailed
explanation of the theoretical model used as the data-generating process for our artificial
data sets. In Section 3, we estimate the autoregressive coefficient that is imposed on
the underlying data sets with the different dynamic panel data methods. Based on their
performance, we rank the estimators and provide recommendations on their use. Finally,
in Section 4 we summarize our findings and conclude.
2 The data-generating process
We design the data-generating process based on a dynamic economic model of the output
trajectory of different economies based on Solow (1956). This model exhibits an autore-
gressive structure of convergence to a long-run balanced growth path.2 Thus, we are able
to impose a true underlying autoregressive coefficient on our artificially generated data.
The knowledge of this coefficient allows us to assess the bias of the different state-of-the-
art estimators by comparing the estimates they deliver with our true underlying value.
2For empirical analyses of convergence and the issues that arise with real-world data, see, for example,
Islam (1995), Caselli et al. (1996), Durlauf et al. (2005), Abreu et al. (2005), de la Fuente (1997), Hauk
and Wacziarg (2009), Roodman (2009), and Eberhardt and Teal (2011).
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This strategy is akin to a controlled experiment for assessing the different estimators.
We introduce unobserved heterogeneity between different economies, µi, by assigning
model-driven fixed effects though a random parametrization for each country based on the
theoretical model equations. After initialization for the desired number of countries (the
cross-country dimension, N), we generate the time series of the trajectories of per capita
output (the time dimension, T ). Finally, we introduce idiosyncratic distortions by means
of stochastic shocks to simulate an error term.
The mathematical implementation of the data-generating process is as follows. Sup-
pose that time t = 1, 2 . . . , T evolves discretely and that we are observing i = 1, 2, . . . N
different economies. Aggregate output of each economy i at each point in time t is pro-





where Yi,t is aggregate output (which, by the national accounts identity, is equal to ag-
gregate income), At refers to the stock of labor-augmenting technology that grows at the
constant long-run rate g that is common to all economies, Ki,t is the physical capital stock
(machines, factories, etc.), Li,t is labor input, and α is the elasticity of aggregate output
with respect to physical capital input.
Households save a constant fraction si of their income Yi,t. This implies that physical
capital accumulation is given by the dynamic equation
Ki,t+1 = siYi,t + (1− δ)Ki,t,
where δ is the rate of depreciation of physical capital that is the same for all economies.
We denote per worker variables with lowercase letters such that per worker capital is given
by ki,t = Ki,t/Li,t and per worker output pins down to





Altogether, we can derive the following accumulation equation of capital per unit of effec-
4
tive labor k̂i,t = Ki,t/(Ai,tLi,t):
(2) k̂i,t+1 ≈ sik̂αi,t + (1− δ − g − ni)k̂i,t,
where ni is the growth rate of the workforce. Note that, in continuous time, the differential
equation counterpart to Equation (2) holds with equality (cf. Acemoglu, 2009, Chapter
2).
The steady-state capital stock per unit of effective labor along the path to which the









Steady-state output per unit of effective labor is then given by ŷ = k̂α. Thus, output per
capita evolves along the long-run balanced growth path according to
(4) y∗i = At · (k̂∗i )α = At
(
si




The “true” speed of convergence to the long-run growth path in the vicinity of the steady
state, λtrue,i has a one-to-one relationship with the autoregressive coefficient of the corre-
sponding dynamic panel data regression on output per capita (see the detailed discussion
below) and can be derived for each country as (see Romer, 2006, pp. 25-26):
(5) λtrue,i = (1− α)(ni + δ + g).
The variable that is crucial for determining convergence in our theoretical framework is
the initial level of capital per unit of effective labor, k̂i,0. If we set k̂i,0 to a small value, we
simulate a poor country i that has a strong catch-up potential and will grow fast initially.
By contrast, if we set k̂i,0 close to the steady-state value, we simulate a rich country with
a low catch-up potential that will grow rather sluggishly. Thus, the growth rate of output
per capita declines as economies grow, which is captured by the autoregressive process in
a dynamic estimation. To rule out the situation of convergence to the steady state from
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above (i.e., with negative growth rates), we initialize the simulation by setting k̂i,0 to a
level that is sufficiently below the steady-state according to
(6) k̂i,0 = Dik̂
∗
i ,
where Di ∈ (0, 0.3] is the distance to the steady state as drawn from a truncated normal
distribution3 (see Table 1 for an overview of the parameter values used in our simulations).
Equation (6) introduces model-driven heterogeneity in the growth rates between different
countries and this is exactly the source of variation that we need to identify with the
autoregressive term. It is important to note that we must not control for the differences
in the capital stock between different countries because this would eliminate the source of
convergence.
Instead of generating the data sets for different countries by relying on estimated
fixed effects from empirical specifications as in Hauk and Wacziarg (2009, p. 116), we
create theory-driven fixed effects by generating different artificial countries for which the
unobserved heterogeneity in the data set, µi, follows from the different values of the deep
parameters used in the simulations of each single country. Although it is not required to
use plausible parameter values for our purposes, we think it is more digestible to use values
that are familiar from economic applications and/or that are empirically plausible. To this
end, we observe that the parameters of the Solow model are bounded in some way, for
example, si ∈ (0, 1), k0 > 0, α ∈ (0, 1), and δ > 0 cannot attain negative values and some
cannot exceed 1. This provides theoretical restrictions that we impose on the parameter
space by truncating the corresponding simulated distributions (see Robert, 1995; Robert
and Casella, 2005). Second, we use mean values of the parameters that are reasonably
close to the data observed in reality.
In doing so, we assume that α and δ are fixed and equal across countries with α
attaining the value 0.35, which is broadly in line with the literature (cf. Acemoglu, 2009;
Jones, 1995), and δ attaining the value 0.06, which is in line with the findings of Fraumeni
(1997). In addition to differences in the initial capital stock, we introduce further country-
specific heterogeneity via the saving rate si and the population growth rate ni (see Table
3Drawing from the truncated normal distribution is based on the functions of Trautmann et al. (2014).
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1). In determining the values of si and ni we rely on World Bank (2016) data for 214
countries over the years 1966 to 2014, which suggests a mean gross saving rate of 27.97%
and a mean population growth rate of 1.83%.4 While we could easily introduce additional
country-specific heterogeneity in the parameters g, α, and δ, this would merely complicate
the analysis without leading to additional insights.5 It is important to note that the
cross-country heterogeneity that we generate is taken into account in the empirical part
by those estimators that include country-specific fixed effects or that are estimated in first
differences. The reason is that si and ni are time-invariant. Hence, even though we do not
control for ni and si directly, our estimations are not susceptible to the omitted variable
bias because the fixed effects (or the differencing) wipe out the country-specific terms.
To simulate an error term, we add additional shocks, denoted by εy. These shocks
are drawn from a normal distribution such that they can be considered as stochastic
perturbations. We leave out the first five time steps from the resulting series because
the convergence effects are strong for countries with a low value of Di. Since a country
would be much closer to its steady state after five time steps, the nonlinearity of the
process is less of a concern in the estimation. Thus, we refrain from creating further
obstacles for the estimators and deem the comparison between the estimators fairer when
the data generating process is already closer to the steady state. Out of the resulting time
series variables, we generate five-year averages to mimic the estimation strategy that is
usually employed to get rid of business-cycle effects in real-world data (cf. Islam, 1995;
Crespo-Cuaresma et al., 2014).
To resemble data sets that researchers usually encounter in real-world problems, we
simulate two stochastic scenarios for 30 and for 150 countries, respectively. The first
scenario with N = 30 could resemble data sets containing a small subset of countries
(a group of developing countries such as Sub-Saharan Africa or the OECD countries),
whereas the second scenario with N = 150 could resemble larger data sets available from
the World Bank or from the Penn World Tables for most countries in the world. We also
set two scenarios with respect to T with T = 5 referring to a shorter time series of 25 years
4Countries with negative average values for s and n over this time period were left out of the consider-
ation.
5Altogether, the distributions from which we draw the underlying parameters for the simulation are
independent from each other.
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and T = 10 to a longer one of 50 years. Thus, our study comprises four combinations
of T and N that cover the typical data availability in cross-country studies: T = 10 and
N = 30; T = 10 and N = 150; T = 5 and N = 30; and T = 10 and N = 30.
In addition to different scenarios with respect to combinations of T and N , we also
introduce different scenarios with respect to the parameters α, δ, and g. Variations in
these parameters allow us to govern the true values of the autoregressive coefficients (γtrue)
across our data sets, i.e., the true speeds of convergence (λtrue). Our generated λtrue values
range from 1% to close to 8.5%, which implies that the true autoregressive coefficient
(γtrue) ranges from 0.95 to 0.655. This range of values covers most of the 619 estimates
reported in the meta-study on convergence by Abreu et al. (2005). We then repeat the
model-based simulations 1000 times to create 1000 unique data sets in which we calculate
the true underlying speed of convergence and the associated autoregressive coefficient.
The outputs of the simulations are displayed in Figure 1 for the scenario with T = 10 and
N = 150. We observe that convergence is slow (the autoregressive coefficient is high) in
the scenarios with low values of δ and g but a high value of α and that convergence is fast
(the autoregressive coefficient is low) in the scenarios with high values of δ and g but a
low value of α. The distribution of the true values of the speed of convergence (λtrue) are
depicted in the histograms in Figure 2.
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Table (1) Parameter values and distributions used in the different scenarios
Scenario / Parameter α δ g λtrue AR (γtrue)
1 0.5 0.001 0.0001 0.0105 0.9491
2 0.475 0.005 0.0005 0.0133 0.9357
3 0.45 0.01 0.001 0.0169 0.9188
4 0.425 0.02 0.00325 0.0248 0.8836
5 0.4 0.03 0.0055 0.0332 0.8471
6 0.375 0.04 0.00775 0.0422 0.8097
7 0.35 0.05 0.01 0.0519 0.7715
8 0.325 0.06 0.01225 0.0621 0.7329
9 0.3 0.07 0.0145 0.0730 0.6941
10 0.275 0.08 0.01675 0.0845 0.6554
Global parameters for all scenarios
Distance to the D ∼ N(0.1, 0.152)
steady state D ∈ [0.001, 0.3]
s s ∼ N(0.2797, 0.09192)
s ∈ [0.0266, 0.6109]
n n ∼ N(0.0183, 0.01172)
n ∈ [0, 0.0837]
εy εy ∼ N(0, 0.032)
9















































































































































































































































































































Figure (2) Distribution of the true λ coefficients for all scenarios
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3 Estimation and comparison of the results across scenarios
In this section, we estimate the speed of convergence that is implied by the different
parameter estimates of the autoregressive term in the following growth regression
yi,t̄ = γyi,t̄−1 + φt̄ + µi + υi,t̄,(7)





where yi,t̄ is average per capita output of country i between time t and t− 4 (because we
take the average over five years), yi,t̄−1 refers to the corresponding lagged variable, φt̄ is a
vector of time-specific fixed effects, µi is a vector of country-specific fixed effects, υi,t̄ is an
idiosyncratic error term, γ refers to the auto-regressive coefficient, λimplied is the implied
speed of convergence obtained via the estimate for γ, and τ is the number of periods
captured by each time step, which is 5 in our case [for details of the estimation equations
see Bond et al. (2001, p. 15) and Islam (1995, p. 1136)].
Note that, in general, we control for country-specific fixed effects. Doing so implies that
the corresponding estimators fully capture the differences between countries that are due
to the time-independent construction of the unobserved heterogeneity via ni, si, and Di.
Thus, there is no omitted variable bias: in case of estimators that control for unobserved
heterogeneity, we are indeed estimating a model of conditional convergence and not one
of absolute convergence. Furthermore, note that we control for time-specific fixed effects
in all specifications by including dummy variables for the 5-year periods. This captures
the common influence of the long-run technological growth rate g on income convergence
among all countries.
We apply the FE and BE estimators without implementing additional corrections/options.
As for PA and RE, we apply generalized least squares (GLS) estimation. In case of LSDVC,
DGMM, and SGMM, we need to make further decisions. For both, DGMM and SGMM,
standard errors are estimated with the small-sample correction proposed by Windmeijer
(2005), which does not have any impact on the magnitude of the coefficients. In case of
DGMM and SGMM, the 5-year period dummies are used as variables and as instruments.
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In addition, for SGMM, we implement two versions, one with the full matrix of instru-
ments and one with the collapsed matrix of instruments, which reduces the instrument
count from 64 to 20. In this context, instrument proliferation (or “too many instruments”)
can lead to various problems as described in detail by Roodman (2009). Both versions of
the estimates are presented here. The ones obtained with the collapsed matrix of instru-
ments are marked by ‘col’. In the initialization of the LSDVC estimator we use the SGMM
estimator with the full matrix of instruments. Furthermore, we implement bias correction
up to the third order as proposed by Bruno (2005a). The implementation of these estima-
tion methods involves functions from the well-established Stata packages including Bruno
(2005b), Roodman (2003), Kripfganz (2017), and Kripfganz (2016b).
We compare the resulting estimated speed of convergence (λimplied) to the true value
(λtrue) that we have imposed in each scenario. Based on these values, we measure the error
of each estimation as the relative distance of the implied estimated speed of convergence
from the corresponding true speed of convergence. This allows us to assess the extent of
the bias of the different estimators. We focus on two criteria, which are the bias and the

















The bias of the estimators is particularly important for our analysis: Figure 3 allows
us to infer which estimators under- and overestimate the true speed of convergence, λtrue,
for the different scenarios. The tables (1, 2, 3, and 4) with the estimates are presented in
the online appendix. The striking finding is that almost all of the estimators are rather far
off target. In addition, their bias depends on the sample size captured by T and N and on
the magnitude of the true autoregressive coefficient. For some estimators the bias appears
to be nonlinear in the magnitude of the autoregressive coefficient, e.g., for RE and SGMM
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with the collapsed matrix of instruments. For relatively moderate convergence values
between 2 and 4%, the LSDVC and SGMM estimators perform comparatively well, at
least for larger values of T and N . In case of a smaller sample, the performance of the
LSDVC estimator deteriorates.
Note that collapsing the matrix of instruments takes a toll on the performance of the
SGMM estimator: it will overestimate the speed of convergence for lower true values and
underestimate it for higher ones, whereas the use of the full matrix of instruments leads
to overestimation only for very small true values of λtrue. For larger values, the SGMM
estimator with the full matrix of instruments underestimates the speed of convergence.
The bias of the BE estimator appears to be persistent: it underestimates the speed of
convergence in almost all cases. However, DGMM, FE, PA, and QMLE appear to yield
similar estimates, overshooting the true value of convergence to a large degree. This finding
holds for all scenarios and T andN values in consideration. Another important observation
relates to the performance of the LSDVC estimator in case of a small sample: the estimator
may yield an autoregressive coefficient above unity, which is implausible empirically and
ruled out by our simulation model. Thus, this estimator should be used with caution in
smaller samples, whereas it can be recommended for larger samples. Another method that
is strongly exposed to changes in the sample size is the NLGMM estimator: the GMM
estimator with nonlinear moment conditions tends to perform better in samples with a
large N , whereas for a small N its performance is similar to the one of DGMM, FE, PA,
and QMLE.
Our assessment of the performance of the estimators involves the bias (Figure 3) and
the MAPE (Table 2). For presentation purposes the results in Table 2 represent the
summary of our findings with respect to the average MAPE values of the estimators in
question and the bias. Here the MAPE values are averaged across the scenarios for ten
values of the true speed of convergence, λtrue. This allows us to focus on the impact of
the sample dimensions on the performance of the estimators. In that case, the SGMM
estimator with the full matrix of instruments yields consistently the best results across
all scenarios and samples with longer time dimension T . Once T becomes shorter, the
performance of the SGMM estimator deteriorates: it appears to be less sensitive to changes
in N , but is exposed to changes in T . Collapsing the matrix of the SGMM estimator only
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worsens its performance. The LSDVC estimator initialized by the SGMM estimator with
the full matrix of instruments performs better in larger samples, making it second best in
cases with larger T values. However, its performance also deteriorates if T decreases. The
BE estimator appears to perform better in samples with a lower T . However, this estimator
always yields high autoregressive coefficients and lower convergence speeds irrespective of
the λtrue values, making it a questionable choice. The performance of the PA, FE, RE,
DGMM, and QMLE estimators does not change substantially with the sample dimensions.
Surprisingly, the performance of the DGMM and QMLE estimators is comparable with
the ones of the PA and FE estimators and thus makes it an inferior tool to assess the
speed of convergence. These estimators tend to underestimate the true autoregressive
coefficient. The RE estimator performs substantially better than the latter ones, yet it
still yields high MAPE values.
The central conclusion of our paper is immediate. Researchers should not rely on a
single dynamic panel data estimator, even if the given estimator is deemed to be suitable
for the different sources of the bias involved in the empirical specification and in the cor-
responding data set. A better strategy is to compare the outcomes of different estimators
and to keep the direction of the bias from Monte Carlo studies in mind when drawing
conclusions.
Table (2) Overview of average results regarding the MAPE across all simulations
MAPE across all scenarios Overall bias
Estimator T10N150 T10N30 T5N150 T5N30 AR Lambda
PA 261.346 251.985 317.270 295.442 - +
FE 272.833 265.949 342.482 331.231 - +
RE 114.199 119.511 159.031 150.702 +/- +/-
BE 75.503 74.755 50.199 48.938 + -
LSDVC 57.156 53.322 144.865 141.616 +/- +/-
DGMM 259.026 252.212 283.147 294.954 - +
SGMM, coll 66.382 57.898 85.062 75.271 +/- +/-
SGMM, full 24.612 45.152 75.865 43.349 +/- +/-
NLGMM 187.340 246.343 384.839 430.112 - +
















































































































(d) Bias for T=5 and N=30
Figure (3) Bias of the different estimators across the different scenarios. The dashed red




To assess the bias of different panel data estimation techniques that are frequently applied
in economics, we generated artificial data sets from the simulated trajectories of a dynamic
macroeconomic model for long-run economic development. The resulting trajectories ex-
hibit an autoregressive structure based on which we calculate the true underlying rate of
convergence. Then we estimate the rate of convergence by means of different state-of-the-
art panel data estimation techniques. This essentially represents a controlled experiment
to assess the bias of the different dynamic panel data methods. Our design allows us to as-
sess how the bias changes for different values of the time dimension (T ), the cross-country
dimension (N), and different magnitudes of the autoregressive coefficient.
With the true underlying speed of convergence varying throughout the scenarios be-
tween 0.1 and 8.5% (from 0.95 to 0.655 in terms of the autoregressive coefficient), the
estimates range from close to 0 to almost 25%. We show that the estimated speed of
convergence depends strongly on the estimator choice. For large T and N values and
moderate convergence rates between 2 and 4%, the SGMM and the LSDVC estimators
perform better than other methods. In smaller samples, the performance of the LSDVC
estimator deteriorates. A similar exposure to changes in the sample size is observed for
NLGMM, which, in general, performs worse. Collapsing the matrix of instruments affects
the performance of the SGMM estimator negatively: it overestimates the speed of con-
vergence for smaller values and underestimates it for higher ones. This bias increases in
smaller samples. By contrast, using the full matrix of instruments leads to an underesti-
mation for higher true values of the speed of convergence and an overestimation for lower
true values. DGMM, FE, NLGMM, PA, and QMLE estimators persistently overestimate
convergence, whereas the BE estimator underestimates it. The bias of the random effects
estimator is nonlinear in the rate of convergence. For smaller values, this estimator tends
to overestimate the speed of convergence.
Based on our results, we recommend i) to be very careful in choosing appropriate
estimators for dynamic panel datasets according to the dimensions of the data set and
potential prior knowledge on the size of the true underlying autoregressive effect and ii)
to combine several estimators and interpret the findings in light of Monte Carlo based
17
assessments of the corresponding estimation techniques. Although our findings suggest
that no estimator is ideal for all scenarios, we can recommend the SGMM estimator with
the full matrix of instruments and the LSDVC estimators for larger samples and a weaker
autoregressive effect (moderate to high speeds of convergence).
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Figure (1) T10N150, True and implied λ values for different scenarios of the true rate of
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Figure (3) T10N30, True and implied λ values for different scenarios of the true rate of
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Figure (5) T5N150, True and implied λ values for different scenarios of the true rate of
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Figure (7) T5N30, True and implied λ values for different scenarios of the true rate of
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Figure (8) T5N30, MAPE values for different scenarios of the true rate of convergence.
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Table (1) Estimation results for T10N150
AR coefficients (γ)
Scenario True PA FE RE BE LSDVC DGMM SGMM, coll SGMM, full NLGMM QMLE
1 0.949 0.774 0.770 0.851 0.969 1.047 0.782 0.922 0.939 0.797 0.772
2 0.936 0.734 0.728 0.807 0.963 1.006 0.739 0.884 0.915 0.765 0.731
3 0.919 0.690 0.684 0.767 0.962 0.960 0.694 0.840 0.890 0.734 0.687
4 0.884 0.623 0.616 0.719 0.966 0.887 0.626 0.771 0.861 0.689 0.621
5 0.847 0.562 0.554 0.687 0.970 0.821 0.565 0.719 0.845 0.649 0.560
6 0.810 0.505 0.495 0.669 0.974 0.761 0.506 0.683 0.835 0.612 0.503
7 0.772 0.453 0.441 0.666 0.978 0.704 0.452 0.665 0.824 0.575 0.450
8 0.733 0.401 0.387 0.674 0.981 0.645 0.397 0.665 0.806 0.523 0.399
9 0.694 0.354 0.336 0.700 0.984 0.589 0.346 0.700 0.785 0.459 0.351
10 0.655 0.308 0.286 0.728 0.986 0.529 0.293 0.753 0.740 0.366 0.305
Lambdas (λ)
1 0.010 0.051 0.052 0.032 0.006 -0.009 0.049 0.016 0.012 0.045 0.052
2 0.013 0.062 0.063 0.043 0.007 -0.001 0.060 0.025 0.018 0.053 0.063
3 0.017 0.074 0.076 0.053 0.008 0.008 0.073 0.035 0.023 0.062 0.075
4 0.025 0.095 0.097 0.066 0.007 0.024 0.094 0.052 0.030 0.075 0.095
5 0.033 0.115 0.118 0.075 0.006 0.039 0.114 0.066 0.034 0.086 0.116
6 0.042 0.136 0.140 0.080 0.005 0.055 0.136 0.076 0.036 0.098 0.137
7 0.052 0.159 0.164 0.081 0.004 0.070 0.159 0.082 0.039 0.111 0.160
8 0.062 0.183 0.190 0.079 0.004 0.088 0.185 0.082 0.043 0.130 0.184
9 0.073 0.208 0.218 0.071 0.003 0.106 0.212 0.071 0.048 0.156 0.209
10 0.085 0.235 0.250 0.064 0.003 0.128 0.245 0.057 0.060 0.201 0.237
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Table (2) Estimation results for T10N30
AR coefficients (γ)
Scenario True PA FE RE BE LSDVC DGMM SGMM, coll SGMM, full NLGMM QMLE
1 0.949 0.781 0.777 0.854 0.968 1.044 0.786 0.923 0.949 0.787 0.778
2 0.936 0.739 0.734 0.808 0.962 1.003 0.743 0.885 0.934 0.746 0.739
3 0.919 0.695 0.689 0.772 0.961 0.957 0.698 0.842 0.923 0.702 0.695
4 0.884 0.631 0.623 0.728 0.965 0.890 0.633 0.782 0.919 0.636 0.627
5 0.847 0.570 0.561 0.697 0.967 0.826 0.573 0.759 0.920 0.575 0.566
6 0.810 0.512 0.500 0.678 0.973 0.764 0.515 0.747 0.924 0.516 0.508
7 0.772 0.461 0.446 0.671 0.977 0.710 0.462 0.755 0.926 0.466 0.456
8 0.733 0.407 0.390 0.675 0.980 0.656 0.404 0.783 0.922 0.414 0.404
9 0.694 0.364 0.337 0.699 0.984 0.601 0.351 0.812 0.921 0.365 0.353
10 0.655 0.326 0.287 0.724 0.985 0.549 0.295 0.849 0.905 0.316 0.308
Lambdas (λ)
1 0.010 0.049 0.050 0.032 0.006 -0.009 0.048 0.016 0.010 0.048 0.050
2 0.013 0.060 0.062 0.043 0.008 -0.001 0.060 0.024 0.014 0.059 0.060
3 0.017 0.073 0.075 0.052 0.008 0.009 0.072 0.034 0.016 0.071 0.073
4 0.025 0.092 0.095 0.063 0.007 0.023 0.091 0.049 0.017 0.091 0.093
5 0.033 0.112 0.116 0.072 0.007 0.038 0.111 0.055 0.017 0.111 0.114
6 0.042 0.134 0.139 0.078 0.005 0.054 0.133 0.058 0.016 0.132 0.135
7 0.052 0.155 0.161 0.080 0.005 0.068 0.154 0.056 0.015 0.153 0.157
8 0.062 0.180 0.188 0.079 0.004 0.084 0.181 0.049 0.016 0.177 0.181
9 0.073 0.202 0.217 0.072 0.003 0.102 0.210 0.042 0.017 0.202 0.208
10 0.085 0.224 0.250 0.065 0.003 0.120 0.244 0.033 0.020 0.230 0.236
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Table (3) Estimation results for T5N150
AR coefficients (γ)
Scenario True PA FE RE BE LSDVC DGMM SGMM, coll SGMM, full NLGMM QMLE
1 0.949 0.737 0.724 0.849 0.953 1.224 0.767 0.927 0.924 0.626 0.728
2 0.936 0.691 0.677 0.794 0.939 1.181 0.720 0.887 0.889 0.621 0.683
3 0.919 0.642 0.628 0.740 0.929 1.131 0.670 0.832 0.846 0.618 0.634
4 0.884 0.571 0.555 0.670 0.924 1.050 0.599 0.740 0.771 0.560 0.563
5 0.847 0.509 0.493 0.620 0.924 0.974 0.537 0.679 0.711 0.500 0.502
6 0.810 0.456 0.437 0.585 0.928 0.906 0.482 0.635 0.663 0.441 0.448
7 0.772 0.408 0.387 0.563 0.932 0.845 0.432 0.609 0.629 0.385 0.400
8 0.733 0.364 0.340 0.551 0.938 0.789 0.383 0.591 0.603 0.333 0.356
9 0.694 0.326 0.296 0.560 0.944 0.740 0.340 0.600 0.591 0.287 0.316
10 0.655 0.289 0.254 0.572 0.948 0.689 0.294 0.620 0.564 0.255 0.279
Lambdas (λ)
1 0.010 0.061 0.065 0.033 0.010 -0.040 0.053 0.015 0.016 0.094 0.063
2 0.013 0.074 0.078 0.046 0.013 -0.033 0.066 0.024 0.024 0.095 0.076
3 0.017 0.089 0.093 0.060 0.015 -0.025 0.080 0.037 0.034 0.096 0.091
4 0.025 0.112 0.118 0.080 0.016 -0.010 0.102 0.060 0.052 0.116 0.115
5 0.033 0.135 0.142 0.096 0.016 0.005 0.124 0.077 0.068 0.139 0.138
6 0.042 0.157 0.165 0.107 0.015 0.020 0.146 0.091 0.082 0.164 0.161
7 0.052 0.179 0.190 0.115 0.014 0.034 0.168 0.099 0.093 0.191 0.183
8 0.062 0.202 0.216 0.119 0.013 0.047 0.192 0.105 0.101 0.220 0.207
9 0.073 0.224 0.243 0.116 0.012 0.060 0.216 0.102 0.105 0.249 0.230
10 0.085 0.248 0.274 0.112 0.011 0.074 0.245 0.096 0.114 0.273 0.256
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Table (4) Estimation results for T5N30
AR coefficients (γ)
Scenario True PA FE RE BE LSDVC DGMM SGMM, coll SGMM, full NLGMM QMLE
1 0.949 0.763 0.736 0.851 0.952 1.217 0.759 0.916 0.926 0.599 0.740
2 0.936 0.706 0.687 0.795 0.937 1.170 0.710 0.871 0.894 0.581 0.739
3 0.919 0.653 0.636 0.746 0.928 1.119 0.661 0.824 0.863 0.587 0.645
4 0.884 0.583 0.565 0.684 0.924 1.044 0.591 0.751 0.821 0.529 0.573
5 0.847 0.520 0.501 0.635 0.920 0.976 0.530 0.709 0.805 0.473 0.510
6 0.810 0.465 0.443 0.599 0.925 0.909 0.473 0.670 0.795 0.414 0.454
7 0.772 0.420 0.393 0.575 0.929 0.854 0.424 0.665 0.795 0.361 0.407
8 0.733 0.373 0.344 0.563 0.934 0.801 0.373 0.676 0.798 0.310 0.362
9 0.694 0.345 0.298 0.569 0.942 0.737 0.329 0.699 0.827 0.263 0.319
10 0.655 0.319 0.256 0.581 0.946 0.684 0.286 0.748 0.830 0.228 0.283
Lambdas (λ)
1 0.010 0.054 0.061 0.032 0.010 -0.039 0.055 0.018 0.015 0.102 0.060
2 0.013 0.070 0.075 0.046 0.013 -0.031 0.069 0.028 0.022 0.109 0.060
3 0.017 0.085 0.091 0.059 0.015 -0.023 0.083 0.039 0.029 0.107 0.088
4 0.025 0.108 0.114 0.076 0.016 -0.009 0.105 0.057 0.040 0.127 0.111
5 0.033 0.131 0.138 0.091 0.017 0.005 0.127 0.069 0.043 0.150 0.135
6 0.042 0.153 0.163 0.102 0.016 0.019 0.150 0.080 0.046 0.176 0.158
7 0.052 0.173 0.187 0.111 0.015 0.032 0.171 0.082 0.046 0.204 0.180
8 0.062 0.197 0.213 0.115 0.014 0.044 0.197 0.078 0.045 0.234 0.203
9 0.073 0.213 0.242 0.113 0.012 0.061 0.222 0.072 0.038 0.267 0.229
10 0.085 0.228 0.273 0.109 0.011 0.076 0.250 0.058 0.037 0.295 0.253
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Table (5) Mean bias for T10N150
Bias
Scenario λtrue PA FE RE BE LSDVC DGMM SGMM, coll SGMM, full NLGMM QMLE
1 0.010 0.041 0.042 0.022 -0.004 -0.020 0.039 0.006 0.002 0.035 0.041
2 0.013 0.049 0.050 0.030 -0.006 -0.014 0.047 0.011 0.004 0.040 0.049
3 0.017 0.057 0.059 0.036 -0.009 -0.009 0.056 0.018 0.006 0.045 0.058
4 0.025 0.070 0.072 0.041 -0.018 -0.001 0.069 0.027 0.005 0.050 0.071
5 0.033 0.082 0.085 0.042 -0.027 0.006 0.081 0.033 0.001 0.053 0.083
6 0.042 0.094 0.098 0.038 -0.037 0.012 0.094 0.034 -0.006 0.056 0.095
7 0.052 0.107 0.112 0.030 -0.047 0.019 0.107 0.030 -0.013 0.059 0.108
8 0.062 0.121 0.128 0.017 -0.058 0.025 0.123 0.020 -0.019 0.067 0.122
9 0.073 0.135 0.145 -0.002 -0.070 0.033 0.139 -0.002 -0.025 0.083 0.136
10 0.085 0.151 0.166 -0.021 -0.082 0.043 0.161 -0.028 -0.024 0.117 0.153
Table (6) Mean bias for T10N30
Bias
Scenario λtrue PA FE RE BE LSDVC DGMM SGMM, coll SGMM, full NLGMM QMLE
1 0.010 0.039 0.040 0.021 -0.004 -0.019 0.038 0.005 0.000 0.038 0.040
2 0.013 0.047 0.049 0.029 -0.006 -0.014 0.046 0.011 0.001 0.045 0.047
3 0.017 0.056 0.058 0.035 -0.009 -0.008 0.055 0.017 -0.001 0.054 0.056
4 0.025 0.068 0.070 0.039 -0.018 -0.001 0.067 0.024 -0.008 0.066 0.069
5 0.033 0.079 0.083 0.039 -0.027 0.005 0.078 0.022 -0.017 0.077 0.080
6 0.042 0.092 0.096 0.036 -0.037 0.012 0.091 0.016 -0.026 0.090 0.093
7 0.052 0.103 0.110 0.028 -0.047 0.017 0.103 0.004 -0.036 0.101 0.105
8 0.062 0.118 0.126 0.016 -0.058 0.022 0.119 -0.013 -0.046 0.114 0.119
9 0.073 0.129 0.144 -0.002 -0.070 0.029 0.137 -0.031 -0.057 0.129 0.135
10 0.085 0.139 0.165 -0.020 -0.082 0.035 0.159 -0.052 -0.065 0.146 0.151
Table (7) Mean bias for T5N150
Bias
Scenario λtrue PA FE RE BE LSDVC DGMM SGMM, coll SGMM, full NLGMM QMLE
1 0.010 0.051 0.054 0.022 -0.001 -0.051 0.043 0.005 0.005 0.083 0.053
2 0.013 0.061 0.065 0.033 -0.001 -0.046 0.053 0.011 0.010 0.082 0.063
3 0.017 0.072 0.076 0.043 -0.002 -0.042 0.063 0.020 0.017 0.079 0.074
4 0.025 0.088 0.093 0.055 -0.009 -0.034 0.078 0.036 0.027 0.091 0.090
5 0.033 0.102 0.108 0.063 -0.017 -0.028 0.091 0.044 0.035 0.105 0.105
6 0.042 0.115 0.123 0.065 -0.027 -0.022 0.104 0.049 0.040 0.121 0.118
7 0.052 0.128 0.138 0.063 -0.038 -0.018 0.116 0.047 0.041 0.139 0.131
8 0.062 0.140 0.154 0.057 -0.049 -0.015 0.130 0.043 0.039 0.158 0.145
9 0.073 0.151 0.170 0.043 -0.062 -0.013 0.143 0.029 0.032 0.176 0.157
10 0.085 0.163 0.189 0.027 -0.074 -0.010 0.160 0.011 0.030 0.189 0.171
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Table (8) Mean bias for T5N30
Bias
Scenario λtrue PA FE RE BE LSDVC DGMM SGMM, coll SGMM, full NLGMM QMLE
1 0.010 0.044 0.051 0.022 -0.001 -0.050 0.045 0.007 0.005 0.092 0.050
2 0.013 0.056 0.062 0.033 0.000 -0.045 0.055 0.014 0.009 0.095 0.047
3 0.017 0.068 0.074 0.042 -0.002 -0.039 0.066 0.022 0.013 0.090 0.071
4 0.025 0.083 0.090 0.051 -0.009 -0.033 0.080 0.033 0.015 0.103 0.087
5 0.033 0.097 0.105 0.058 -0.017 -0.028 0.094 0.036 0.010 0.116 0.101
6 0.042 0.111 0.121 0.060 -0.027 -0.023 0.108 0.038 0.004 0.134 0.116
7 0.052 0.122 0.135 0.059 -0.037 -0.020 0.120 0.030 -0.006 0.152 0.128
8 0.062 0.135 0.151 0.053 -0.049 -0.018 0.135 0.016 -0.017 0.172 0.141
9 0.073 0.140 0.169 0.040 -0.061 -0.012 0.149 -0.002 -0.035 0.194 0.155
10 0.085 0.144 0.188 0.024 -0.073 -0.009 0.166 -0.026 -0.047 0.211 0.168
Table (9) MAPE for T10N150
MAPE, %
Scenario λtrue PA FE RE BE LSDVC DGMM SGMM, coll SGMM, full NLGMM QMLE
1 0.010 388 400 207 39 188 369 55 19 334 394
2 0.013 368 379 225 43 110 357 86 34 304 373
3 0.017 340 350 214 54 51 332 107 38 266 344
4 0.025 284 293 168 72 3 280 111 21 202 287
5 0.033 247 256 126 81 19 244 99 2 160 249
6 0.042 224 233 91 88 30 223 81 14 133 226
7 0.052 206 217 57 91 36 207 58 25 114 208
8 0.062 194 206 27 94 41 198 32 31 109 196
9 0.073 184 198 2 96 45 191 2 34 113 187
10 0.085 178 196 25 97 51 190 33 29 138 181
Table (10) MAPE for T10N30
MAPE, %
Scenario λtrue PA FE RE BE LSDVC DGMM SGMM, coll SGMM, full NLGMM QMLE
1 0.010 372 382 302 38 183 360 52 0.33 359 379
2 0.013 356 367 222 42 105 350 85 4 344 357
3 0.017 331 342 207 53 48 326 103 5 319 331
4 0.025 274 284 157 71 5 271 99 32 267 278
5 0.033 239 249 118 80 15 235 66 50 233 242
6 0.042 218 229 84 87 28 215 39 62 214 221
7 0.052 199 212 54 91 32 198 9 70 195 203
8 0.062 190 203 26 93 36 192 21 74 184 192
9 0.073 177 197 2 95 39 187 43 77 176 185
10 0.085 165 195 24 96 42 188 61 76 172 179
Table (11) MAPE for T5N150
MAPE, %
Scenario λtrue PA FE RE BE LSDVC DGMM SGMM, coll SGMM, full NLGMM QMLE
1 0.010 483 517 212 7 487 407 45 50 795 506
2 0.013 459 489 249 5 351 398 82 78 621 478
3 0.017 424 451 257 13 246 374 117 99 469 440
4 0.025 355 377 224 36 139 315 144 110 370 366
5 0.033 306 326 188 52 84 274 133 105 317 315
6 0.042 273 293 155 64 53 246 115 95 288 281
7 0.052 247 267 122 73 35 224 91 79 269 254
8 0.062 225 247 92 79 24 209 69 63 254 233
9 0.073 207 233 59 84 18 195 40 44 241 215
10 0.085 193 224 32 87 12 189 13 35 223 202
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Table (12) MAPE for T5N30
MAPE, %
Scenario λtrue PA FE RE BE LSDVC DGMM SGMM, coll SGMM, full NLGMM QMLE
1 0.010 417 485 208 7 475 427 68 47 878 476
2 0.013 426 467 247 2 338 419 108 69 721 357
3 0.017 404 436 247 12 234 391 129 74 531 419
4 0.025 337 363 208 35 135 326 132 60 416 352
5 0.033 293 316 173 50 86 282 107 31 350 306
6 0.042 263 286 143 63 55 255 90 9 319 275
7 0.052 235 261 114 72 39 231 58 11 294 247
8 0.062 217 243 85 78 29 217 26 27 277 228
9 0.073 191 231 54 84 16 205 2 48 266 213
10 0.085 170 222 29 87 10 196 31 56 249 198
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