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Abstract
We examine both the group von Neumann algebras of the Baumslag-Solitar
groups and the crossed product von Neumann algebras of some of their actions.
In the case of the group von Neumann algebras, we show that the rational number
|n/m| is an invariant of L(BS(n,m)). Concretely, if L(BS(n,m)) and L(BS(p, q))
are isomorphic and nonamenable, then |n/m| = |p/q|±1. In the case of the
crossed products, we show that BS(n,m) is an invariant of L∞(X)o BS(n,m)
whenever the canonical almost normal abelian subgroup acts aperiodically. More
precisely, let BS(n,m) y X and BS(p, q) y Y be two ergodic essentially free
probability measure preserving actions of nonamenable Baumslag-Solitar groups
whose canonical almost normal abelian subgroups act aperiodically, then an
isomorphism between the crossed products of the actions forces BS(n,m) ∼=




We onderzoeken zowel de groeps-von Neumannalgebra’s van de Baumslag-Solitar
groepen als de gekruiste product von Neumannalgebra’s van enkele van hun
acties. In het geval van de groeps-von Neumannalgebra’s tonen we aan dat
het rationaal getal |n/m| een invariant is van L(BS(n,m)). Concreter, als
L(BS(n,m)) en L(BS(p, q)) isomorf en niet-amenabel zijn, dan is |n/m| =
|p/q|±1. In het geval van de gekruiste producten tonen we aan dat BS(n,m) een
invariant is van L∞(X)oBS(n,m) wanneer de kanonieke bijna-normale, abelse
deelgroep aperiodisch werkt. Preciezer, stel dat BS(n,m) y X en BS(p, q) y Y
twee ergodische, essentieel vrije, kansmaat bewarende acties van niet-amenabele
Baumslag-Solitar groepen zijn wier kanonieke bijna-normale, abelse deelgroepen
aperiodisch werken, dan impliceert het bestaan van een isomorfisme tussen de
gekruiste producten van de acties dat BS(n,m) ∼= BS(p, q) als |n| 6= |m| en
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A von Neumann algebra is an algebra of bounded linear operators on a Hilbert
space H that is self-adjoint, weak operator closed and contains the identity
operator 1H. For a subset M of B(H), we denote by M ′ its commutant in
B(H):
M ′ = {S ∈ B(H) | ST = TS, T ∈M}.
The commutant M ′′ of M ′ is then called the bicommutant of M . By the famous
bicommutant theorem of von Neumann ([vN29]) one can equivalently define a
von Neumann algebra as a self-adjoint subalgebra of B(H) that is equal to its
bicommutant.
It is clear from the definition that both B(H) and C1H are von Neumann
algebras. Of course, these examples are not very interesting. Instead, one
can for instance look at the class of group von Neumann algebras and crossed
product von Neumann algebras.
A group von Neumann algebra L(Γ) is a von Neumann algebra that we associate
to a countable discrete group Γ. It is nothing else than the von Neumann
algebra generated by the image of the left regular representation. Although the
definition of a group von Neumann algebra is fairly simple, their classification is
most definitely not. Some of the deepest open problems in functional analysis
center around the classification of group von Neumann algebras L(Γ) associated
with certain natural families of countable groups Γ. In the case of the free
groups, this becomes the famous free group factor problem asking whether
L(Fn) ∼= L(Fm) when n,m ≥ 2 and n 6= m. By the work of Dykema [Dy94]
and Rădulescu [Ra94] it is known that either they are all pairwise isomorphic
or all pairwise nonisomorphic.
We say that a group Γ is icc if the conjugacy class of every nontrivial element
is infinite. It turns out that Γ is icc if and only if L(Γ) is a factor, i.e. its center
is trivial. A group Γ has property (T) if every unitary representation of Γ on a
Hilbert space having almost invariant vectors has a nonzero invariant vector. For
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icc property (T) groups we have Connes’s rigidity conjecture ([Co80]) asserting
that an isomorphism L(Γ) ∼= L(Λ) between the von Neumann algebras entails
an isomorphism Γ ∼= Λ between the icc property (T) groups.
As a consequence of Connes’s uniqueness theorem of injective II1 factors ([Co75]),
the group von Neumann algebras of all amenable (i.e. groups admitting a left-
invariant mean) icc groups are isomorphic to each other. In the nonamenable
case, many nonisomorphic groups Γ are known to have nonisomorphic group von
Neumann algebras L(Γ). Nevertheless, concerning the classification of group
von Neumann algebras of natural families of groups, e.g. lattices in simple Lie
groups, little is known. A notable exception however is [CH88] where it is shown
that for n 6= m, lattices in Sp(n, 1), respectively Sp(m, 1), have nonisomorphic
group von Neumann algebras.
Since 2001, Popa has been developing a new arsenal of techniques, called
deformation/rigidity theory. This theory has provided several classes G of
groups such that an isomorphism L(Γ) ∼= L(Λ) with both Γ,Λ ∈ G entails the
isomorphism Γ ∼= Λ. By [Po04], this holds in particular when G is the class
of wreath product groups of the form (Z/2Z) oG with G an icc property (T)
group.
In [IPV10], the first W∗-superrigidity theorems for group von Neumann algebras
were discovered, yielding icc groups Γ such that an isomorphism L(Γ) ∼= L(Λ)
with Λ an arbitrary countable group, implies that Γ ∼= Λ. The groups Γ
discovered in [IPV10] are generalized wreath products of a special form. In
[BV12], it was then shown that one can actually take Γ = (Z/2Z)(G) o (G×G)
with G ranging over a large family of nonamenable groups including the free
groups Fn, n ≥ 2.
A crossed product von Neumann algebra L∞(X)o Γ is a von Neumann algebra
that we associate to a group action Γ y X of a countable discrete group Γ
on a standard probability space X. It is defined as the von Neumann algebra
generated by L∞(X) and the unitaries (ug)g∈Γ satisfying u∗gfug = f(g ·) and
uguh = ugh, for every f ∈ L∞(X) and g, h ∈ Γ.
We say that a group action Γ y X is essentially free if the Borel set {x | g·x = x}
has measure zero whenever g 6= e. A group action is called ergodic if every
Γ-invariant Borel subset has measure 0 or 1. It turns out that the crossed
product L∞(X)oΓ of an essentially free ergodic probability measure preserving
(pmp) action Γ y X is a factor. In that case, we have that L∞(X) is a Cartan
subalgebra of L∞(X)oΓ, meaning that L∞(X) is maximal abelian and the set
of all unitaries in L∞(X)o Γ normalizing L∞(X) generates the whole crossed
product as a von Neumann algebra.
Cartan subalgebras play a crucial role in the classification of crossed product
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von Neumann algebras. Indeed, by Singer’s theorem ([Si55]), if L∞(X) o Γ
has a unique Cartan subalgebra up to unitary conjugacy, then L∞(X) o Γ
completely ‘remembers’ the orbit equivalence relation on X given by x ∼ y if
and only if x ∈ Γ · y.
In [PV11], Popa and Vaes showed that the nonabelian free groups Fn are so-
called C-rigid, meaning that whenever Fn y X is an essentially free ergodic
pmp action, the crossed product L∞(X)o Fn has a unique Cartan subalgebra
up to unitary conjugacy. So an isomorphism L∞(X) o Fn ∼= L∞(Y ) o Fm,
arising from arbitrary essentially free ergodic pmp actions Fn y X, Fm y Y
of free groups forces the actions to be orbit equivalent. From earlier work of
Gaboriau ([Ga99],[Ga01]), this in turn forces n = m.
It should be pointed out that we can not always expect the crossed product
L∞(X) o Γ to ‘remember’ much from the action Γ y X. Indeed, Connes’s
uniqueness theorem of injective II1 factors implies that the crossed products
of all essentially free ergodic pmp actions of all infinite amenable groups are
isomorphic to each other.
In this thesis we examine both the group von Neumann algebras of the Baumslag-
Solitar groups and the crossed product von Neumann algebras of some of their
actions. Recall that for every pair (n,m) of nonzero integers, the Baumslag-
Solitar group BS(n,m) is defined as the group generated by a and b subject to
the relation banb−1 = am. So,
BS(n,m) := 〈a, b | banb−1 = am〉.
The Baumslag-Solitar groups were introduced in [BS62] as the first examples of
two generator non-Hopfian groups with a single defining relation. Ever since
they have been used as examples and counterexamples for numerous group
theoretic phenomena. It is therefore a natural problem to classify the group
von Neumann algebras and crossed product von Neumann algebras arising from
these groups.
Whenever 2 ≤ |n|, |m|, BS(n,m) contains a copy of the free group F2 and
hence is nonamenable. In every other case, the group is solvable and therefore
amenable. From [Mo91], we know that BS(n,m) ∼= BS(p, q) if and only if
{n,m} = {εp, εq} for some ε ∈ {1,−1}. By the work of Farb and Mosher in
[FM98] and Whyte in [Wh01], the Baumslag-Solitar groups are also classified
up to quasi-isometry. Recall that two metric spaces (M1, d1) and (M2, d2) are
quasi-isometric if there exists a map f : M1 →M2 and constants A ≥ 1, B ≥ 0
and C ≥ 0 such that the C-neighbourhood of f(M1) is the whole of M2 and
A−1d1(x, y) − B ≤ d2(f(x), f(y)) ≤ Ad1(x, y) + B for all x, y ∈ M1. Two
finitely generated groups Γ1 and Γ2 are then called quasi-isometric, if they
are quasi-isometric when equipped with the word-metric. Farb and Mosher
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showed that given integers n,m > 0, the groups BS(1, n) and BS(1,m) are
quasi-isometric if and only if there exist integers r, j, k > 0 such that n = rj
and m = rk. On the other hand, Whyte showed that all groups BS(n,m) with
1 < n < m are quasi-isometric to each other.
As was mentioned above, we examine in this thesis the group von Neumann
algebras of the Baumslag-Solitar groups as well as the crossed product von
Neumann algebras of some of their actions. Let us explain the structure of the
thesis and give an overview of our main results.
In Chapter 1 we provide all preliminaries needed to understand the main results
and their proofs.
In Chapter 2 we prove our first main result. It is a partial classification of
the Baumslag-Solitar group von Neumann algebras which was published in
[MV13]. We show that the rational number |n/m| is an invariant of the von
Neumann algebra. Concretely, if L(BS(n,m)) and L(BS(p, q)) are isomorphic
and nonamenable, then |n/m| = |p/q|±1. On the other hand, by Connes’s
uniqueness theorem of injective II1 factors, we know that L(BS(1, n)) and
L(BS(1,m)) are isomorphic, whenever |n|, |m| > 1. It is interesting to note that
these classification results are in sheer contrast with the classification up to
quasi-isometry discussed above. Indeed, we have seen that in the nonamenable
case there is no distinction possible up to quasi-isometry between the groups,
while in the amenable case there is. We are not aware of another family of
groups admitting this contrasting behaviour.
Chapter 3 deals with the second main result. It is a rigidity result for crossed
products arising from certain actions of Baumslag-Solitar groups which goes
as follows. For i ∈ {1, 2}, let BS(ni,mi) y (Xi, µi) be an essentially free
ergodic pmp action of a nonamenable Baumslag-Solitar group such that 〈aki 〉y
Xi is ergodic for every nonzero positive integer k. If the crossed products
L∞(X1)o BS(n1,m1) and L∞(X2)o BS(n2,m2) are isomorphic, then
• BS(n1,m1) ∼= BS(n2,m2), if |n1| 6= |m1|;
• BS(n1,m1) ∼= BS(n2,±m2), if |n1| = |m1|.
We want to point out to the reader that we do not show a uniqueness result
for Cartan subalgebras to prove this, but instead use a purely von Neumann
algebraic approach.




1.1 Von Neumann algebras
Let H be a complex Hilbert space with inner-product 〈·, ·〉, and let B(H) be
the algebra of all bounded linear operators on H. We can consider the two
following topologies on B(H):
• the strong operator topology, that is, the topology on B(H) generated by
the seminorms
pξ(x) = ||xξ||, ξ ∈ H;
• the weak operator topology, that is, the topology on B(H) generated by
the seminorms
pξ,η(x) = |〈xξ, η〉|, ξ, η ∈ H.
In 1936, Murray and von Neumann introduced the notion of what is now called
a von Neumann algebra ([MvN36]). They defined it as being an algebra of
bounded linear operators on a Hilbert space H that is
• self-adjoint, i.e. closed under taking adjoints;
• weak operator closed (equivalently, strong operator closed);
• containing the identity operator 1H.
Next to this analytic definition of a von Neumann algebra, there also exists an
algebraic definition. This is exactly the content of Theorem 1.1.1 below.
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For a subset M of B(H), we denote by M ′ its commutant in B(H):
M ′ := {S ∈ B(H) | ST = TS, T ∈M}.
The commutant M ′′ of M ′ is then called the bicommutant of M .
Theorem 1.1.1 (Bicommutant theorem, [vN29]). Let M ⊂ B(H) be a self-
adjoint subalgebra such that 1H ∈ M . Then the following conditions are
equivalent:
1. M is weak operator closed;
2. M is strong operator closed;
3. M = M ′′.
So we see that a von Neumann algebra is equivalently also a self-adjoint algebra of
bounded linear operators on a Hilbert space that is equal to its own bicommutant.
Definition 1.1.2. Two von Neumann algebras M and N are called isomorphic
if there exists a ∗-isomorphism α : M → N .
It is clear that both B(H) and C1H are von Neumann algebras. Of course, these
examples are not very interesting. More interesting examples are for instance
the group von Neumann algebras and the crossed product von Neumann algebras.
The next two sections are devoted to these specific classes of von Neumann
algebras.
Another possibility for constructing a von Neumann algebra is through the
use of tensor products. For that let M ⊂ B(H) and N ⊂ B(K) be two von
Neumann algebras. The algebraic tensor product M N of M and N acts on
the Hilbert tensor product H⊗K as follows:
(x⊗ y)(ξ ⊗ η) = (xξ)⊗ (yη), x ∈M,y ∈ N, ξ ∈ H, η ∈ K.
The strong operator closure M⊗N of M N is a von Neumann algebra called
the tensor product of M and N .
Other methods for constructing von Neumann algebras will be introduced
throughout the thesis whenever necessary.
1.2 Group von Neumann algebras
Throughout this thesis we always denote by Γ a countable discrete group.
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So let Γ be a countable discrete group. The left regular representation λ : Γ→
B(l2(Γ)) is defined as
λ(g)δh = δgh, g, h ∈ Γ,
where (δh)h∈Γ denotes the canonical orthonormal basis of l2(Γ).
Definition 1.2.1 ([MvN36]). The von Neumann algebra generated by λ(Γ) is
called the group von Neumann algebra of Γ and is denoted by L(Γ). Equivalently,
the von Neumann algebra L(Γ) is the weak operator closure of the linear span
of {λ(g) | g ∈ Γ}.
Inside L(Γ) we denote the unitary λ(g) by ug, for every g ∈ Γ.
The center of a von Neumann algebra M is denoted by Z(M) and is defined
as Z(M) = M ∩M ′. We call M a factor if its center is trivial, i.e. when
Z(M) = C1. In that case M is indecomposable in the sense that it cannot
be written as the direct sum of two von Neumann algebras. In the case of
group von Neumann algebras, it turns out that L(Γ) is a factor if and only
if Γ is icc, i.e. the conjugacy class of every nontrivial element of Γ is infinite
([MvN43, Lemma 5.3.4]). Some easy examples of icc groups are for instance the
nonabelian free groups Fn≥2 and the group S∞ of all finite permutations on N.
On another note, consider the map τ : L(Γ) → C defined by τ(x) = 〈xδe, δe〉.
Then τ is a linear functional satisfying τ(1) = 1 and is
• positive, i.e. τ(x∗x) ≥ 0 for all x ∈ L(Γ);
• faithful, i.e. τ(x∗x) = 0 if and only if x = 0;
• tracial, i.e. τ(xy) = τ(yx) for all x, y ∈ L(Γ);
• normal, i.e. τ is continuous with respect to the weak operator topology
when restricted to the unit ball.
A positive linear functional on a von Neumann algebra mapping the identity
operator to 1 is called a state. A von Neumann algebra (M, τ) is called tracial
if it comes equipped with a normal faithful tracial state τ . Hence (L(Γ), τ) is a
tracial von Neumann algebra for every countable discrete group Γ.
Definition 1.2.2. A II1 factor is an infinite dimensional factor admitting a
normal faithful tracial state.
Following the previous definition, we have that L(Γ) is a II1 factor if and only
if Γ is icc. In particular, L(Fn≥2) and L(S∞) are examples of II1 factors.
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1.3 Group actions and crossed product von Neu-
mann algebras
Another method of constructing von Neumann algebras is the so called crossed
product construction where we start with a group action and build a von
Neumann algebra out of it. Let us first give some basics on group actions before
we introduce the construction itself.
1.3.1 Group actions
The group actions that we consider are defined on what we call a standard
probability space. Let us introduce these spaces and explain their connection
with abelian von Neumann algebras.
Definition 1.3.1.
• A Borel space is a set endowed with a σ-algebra.
• A standard Borel space is a Borel space that is isomorphic to some
separable complete metric space with the Borel σ-algebra.
• A standard measure space (X,µ) is a standard Borel space X equipped
with a measure µ.
• A standard probability space (X,µ) is a standard measure space satisfying
µ(X) = 1.
A Borel isomorphism ∆ : X → Y between two standard probability spaces is
called nonsingular whenever it is null-set preserving.
Definition 1.3.2. Let (X,µ) and (Y, η) be standard probability spaces.
• An isomorphism between X and Y is a nonsingular Borel isomorphism
∆ : X ′ → Y ′, where X ′ ⊂ X and Y ′ ⊂ Y are conegligible subsets;
• A measure preserving isomorphism between X and Y is a measure
preserving Borel isomorphism ∆ : X ′ → Y ′, where X ′ ⊂ X and Y ′ ⊂ Y
are conegligible subsets.
Two (measure preserving) isomorphisms that coincide on a conegligible subset
of X will be identified.
As it turns out, the standard probability spaces can easily be classified.
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Theorem 1.3.3 (Theorem 17.41, [Ke95]). Let (X,µ) be a standard probability
space, then there exists a measure preserving isomorphism from (X,µ) onto
[0, 1], where [0, 1] is equipped with its natural Borel structure and a convex
combination of the Lebesgue measure and a discrete probability measure.
Now that we have introduced the basics of standard probability spaces, it is
important to understand why we only consider this specific kind of probability
spaces. It turns out that the class of standard probability spaces has some big
advantages over the class of all probability spaces. Two of these advantages are
given in Theorem 1.3.5 and Theorem 1.3.6. We start however with the following
result.
Proposition 1.3.4 ([Di81, Theorem 2, page 132]). Let (X,µ) be a standard
probability space. Set A = L∞(X,µ).
1. For f ∈ L∞(X,µ), consider Mf to be the multiplication operator by f on
L2(X,µ). Then Mf is a bounded operator.
2. When considering A inside B(L2(X,µ)), we have that A = A′. In
particular A is a von Neumann algebra acting on a separable Hilbert
space and A is abelian.
The converse of the previous proposition also holds, meaning that every abelian
von Neumann algebra acting on a separable Hilbert space is of the form
L∞(X,µ), although it need not be represented on L2(X,µ).
Theorem 1.3.5 ([Di81, Theorem 1, page 132]). Any abelian von Neumann
algebra A on a separable Hilbert space is isomorphic to L∞(X,µ) for some
standard probability space (X,µ). Furthermore, if A comes equipped with a
normal faithful tracial state τ , then the identification with L∞(X,µ) can be
chosen to preserve the traces (where L∞(X,µ) comes equipped with the trace
τµ : L∞(X,µ)→ C : f 7→
∫
fdµ).
This shows that there is a one-to-one correspondence between standard
probability spaces and abelian von Neumann algebras acting on a separable
Hilbert space. The next theorem says that also their isomorphisms are in a
one-to-one correspondence.
Theorem 1.3.6 ([Bo07, Theorem 9.5.1]). Let (X,µ) and (Y, η) be standard
probability spaces. The set Iso(X,Y ) of isomorphisms from X onto Y can be
identified with the set Iso(L∞(X), L∞(Y )) of isomorphisms from L∞(X,µ) onto
L∞(Y, η) through the map
α : Iso(X,Y )→ Iso(L∞(X), L∞(Y )) : ∆ 7→ ∆∗,
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where ∆∗(f) = f ◦ ∆−1 for all f ∈ L∞(X,µ). Furthermore, the map α
also maps the measure preserving isomorphisms in Iso(X,Y ) onto the trace-
preserving isomorphisms in Iso(L∞(X), L∞(Y )) (w.r.t. τµ, resp. τη).
Now that we know the basics of standard probability spaces and understand
their importance, we can finally turn our attention towards group actions. We
begin with the definition.
Definition 1.3.7. A (nonsingular) group action Γ yα (X,µ) of a countable
discrete group Γ on a standard probability space (X,µ) is a group homomorphism
α : Γ → Aut(X,µ), where Aut(X) is the group of automorphisms of X. We
call the action Γ yα (X,µ) probability measure preserving, or pmp, if α(g) is
measure preserving for every g ∈ Γ.
When Γ yα (X,µ) is a group action, we denote α(g)(x) by g · x for every g ∈ Γ
and x ∈ X.
An easy example of a group action can be constructed from the rotation of
the circle over an angle θ ∈ [0, 2pi[. Concretely, we have that Z y T with
z · x = eizθx defines a group action of Z on the circle T.
It is also important to be able to express when two group actions are ‘equivalent’.
There are many different ways of doing this. Here we introduce three of them.
Definition 1.3.8. Two group actions Γ y (X,µ) and Λ y (Y, η) are called
• conjugated, if there exists an isomorphism δ : Γ→ Λ and an isomorphism
∆ : X → Y such that ∆(g · x) = δ(g) ·∆(x) for every g ∈ Γ and almost
every x ∈ X;
• orbit equivalent, if there exists an isomorphism ∆ : X → Y such that
∆(Γ · x) = Λ ·∆(x) for almost every x ∈ X;
• stably orbit equivalent, if there exist nonnegligible Borel subsets X ′ ⊂ X
and Y ′ ⊂ Y that meet the orbit of almost every element and if there exists
an isomorphism ∆ : X ′ → Y ′ such that ∆(Γ · x ∩X ′) = Λ ·∆(x) ∩ Y ′ for
almost every x ∈ X ′.
Most of the time, we will assume our group actions to have the following two
properties . We will see in the next subsection that they will play an important
role when we look at the crossed product associated to the group action.
Definition 1.3.9. A group action Γ y (X,µ) is called
• ergodic, if every Γ-invariant Borel subset of X has measure 0 or 1;
GROUP ACTIONS AND CROSSED PRODUCT VON NEUMANN ALGEBRAS 11
• essentially free, if for every g ∈ Γ \ {e} the Borel set {x ∈ X | g · x = x}
has measure 0.
When looking back at the action Z yα T given by the rotation of the circle
over an angle θ ∈ [0, 2pi[, we get that θ /∈ piQ is equivalent with both α being
ergodic and α being essentially free.
Finally, note that every action Γ y (X,µ) induces an action Γ y L∞(X,µ),
i.e. a group homomorphism from Γ to Aut(L∞(X,µ)), by
(g · f)(x) = f(g−1 · x).
In fact, Theorem 1.3.6 states that every action Γ y L∞(X,µ) is of this specific
form.
1.3.2 Crossed product von Neumann algebras
As was mentioned at the end of the previous subsection, a group action on a
standard probability space (X,µ) can be identified with a group action on the
von Neumann algebra L∞(X,µ). Let us therefore introduce the crossed product
construction for this more general setting of group actions on von Neumann
algebras.
Definition 1.3.10 ([MvN36]). Let Γ yα M be an action of a countable group
Γ on a von Neumann algebra M ⊂ B(H). We define the crossed product von
Neumann algebra M o Γ ⊂ B(H⊗ l2(Γ)) as
M o Γ = {aug | a ∈M, g ∈ Γ}′′,
where for ξ⊗ δh ∈ H⊗ l2(Γ) we have a(ξ⊗ δh) = αh(a)ξ⊗ δh and ug(ξ⊗ δh) =
ξ ⊗ δhg−1 .
Note that ugau∗g = αg(a) in M o Γ for every a ∈M and g ∈ Γ.
The following properties of group actions on von Neumann algebras play an
important role for the corresponding crossed product von Neumann algebra.
Definition 1.3.11. A group action Γ yα M is called
• ergodic, if every Γ-invariant element of M is inside C1;
• properly outer, if whenever a ∈M and g ∈ Γ \ {e}, ax = αg(x)a for every
x ∈M forces a to be zero.
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Note that Γ y L∞(X) is ergodic if and only if Γ y X is ergodic, see e.g.
Theorem 1.6 of [Wa82]. Also Γ y L∞(X) is properly outer if and only if
Γ y X is essentially free, see e.g. the proof of [Ho13, Proposition 10].
Usually when considering a group action Γ y M we assume that M comes
equipped with a normal faithful tracial state and the action itself is trace
preserving. In that case we can define a trace τ ′ on M o Γ given by τ ′(aug) =
τ(a)δe,g. When Γ y M is trace preserving, we have that Γ y M is properly
outer if and only if M ′∩ (M oΓ) = Z(M), see e.g. [Tak03, Proposition XI.2.25].
So whenever Γ yM is trace preserving, M oΓ is a factor if Γ yM is properly
outer and Γ y Z(M) is ergodic. Altogether, we see that M o Γ is a II1 factor
if Γ y (M, τ) is an ergodic properly outer trace preserving action of an infinite
group. In particular L∞(X) o Γ is a II1 factor whenever Γ y (X,µ) is an
essentially free ergodic pmp action of an infinite group Γ.
For any inclusion A ⊂ M of von Neumann algebras, the normalizer ([Di54])
NM (A) is defined as
NM (A) = {u ∈ U(M) | uAu∗ = A}.
A von Neumann subalgebra A of M is called regular if NM (A) generates the
whole of M as a von Neumann algebra.
Definition 1.3.12 ([FM77b]). Let M be a II1 factor. A subalgebra A ⊂ M
is called a Cartan subalgebra if A is maximal abelian (i.e. A = A′ ∩M) and
regular.
Let Γ y (X,µ) be an essentially free ergodic pmp action of an infinite group Γ.
We already mentioned that M = L∞(X)o Γ is a II1 factor. Set A = L∞(X)
and view A as a subalgebra of M . Then A is maximal abelian inside M , since
the action is essentially free and pmp. Furthermore, for every g ∈ Γ, the element
ug belongs to NM (A). Since M is generated by A and {ug | g ∈ Γ}, we find
that A is also regular. Altogether, we see that A is a Cartan subalgebra of M .
In particular, we call this a Cartan subalgebra of group measure space type.
The importance of Cartan subalgebras of group measure space type is illustrated
by the following famous theorem of Singer.
Theorem 1.3.13 (Singer, [Si55]). Let Γ y (X,µ) and Λ y (Y, η) be essentially
free ergodic pmp actions of countable groups. Assume that ∆ : X → Y is
a measure preserving isomorphism. Denote by ∆∗ the corresponding trace
preserving isomorphism ∆∗ : L∞(X)→ L∞(Y ) given by ∆∗(f) = f ◦∆−1. The
following two statements are equivalent.
1. ∆ is an orbit equivalence;
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2. ∆∗ extends to a ∗-isomorphism L∞(X)o Γ→ L∞(Y )o Λ.
From Singer’s theorem, we can deduce the following important fact. Let
Γ y (X,µ) and Λ y (Y, η) be essentially free ergodic pmp actions of infinite
countable groups. If the crossed products L∞(X) o Γ and L∞(Y ) o Λ are
isomorphic and have a unique Cartan subalgebra up to unitary conjugacy, then
the actions Γ y X and Λ y Y are orbit equivalent.
1.4 Nonsingular countable equivalence relations
Let us start with the definition of a nonsingular countable equivalence relation.
Definition 1.4.1. Let (X,µ) be a standard probability space. A nonsingular
countable equivalence relation R on (X,µ) is an equivalence relation such that
• R ⊂ X ×X is a Borel subset;
• the R-equivalence class of x is countable, for almost every x ∈ X;
• every Borel automorphism ϕ : X → X such that graph(ϕ) ⊂ R is
nonsingular.
Let U ⊂ X be a measurable subset, then we write R|U for the nonsingular
countable equivalence relation given by R∩(U×U). We call R|U the restriction
of R to U . We identify two nonsingular countable equivalence relations R and
R′ on (X,µ) whenever R|U = R′|U for some conegligible subset U ⊂ X.
Every group action Γ y (X,µ) gives rise to a nonsingular countable equivalence
relation in the following way:
R(Γ y X) := {(x, g · x) | g ∈ Γ, x ∈ X}.
This equivalence relation is called the orbit equivalence relation of Γ y (X,µ).
The following theorem shows us that all nonsingular countable equivalence
relations are of this form.
Theorem 1.4.2 ([FM77, Theorem 1]). Let R be a nonsingular countable
equivalence relation on a standard probability space (X,µ). Then there exists
a countable discrete group Γ and a group action Γ y (X,µ) satisfying R =
R(Γ y X), up to conegligible restriction.
Let R be a nonsingular countable equivalence relation on a standard probability
space (X,µ). We denote by [x] or [x]R the equivalence class of x ∈ X. Let
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U ⊂ X be a measurable subset, we define the R-saturation [U ]R of U by
{x ∈ X | (x, y) ∈ R for some y ∈ U}. Furthermore we denote by [R] the full
group of R, i.e. the group of all nonsingular automorphisms ϕ of X such that
the graph of ϕ is contained in R. From Theorem 1.4.2, we see that there always
exists a sequence (ϕn)n ∈ [R] satisfying R =
⋃
n∈N graph(ϕn).
Next to the full group of R, we also have the full pseudogroup of R. Let us
recall what this is. We denote by PAut(X) the set of all partial nonsingular
automorphisms ϕ of X, i.e. isomorphisms ϕ : Y → Z, where Y,Z ⊂ X are
Borel subsets. The composition of two partial automorphisms is defined as
follows: if α, β ∈ PAut(X) are given by α : Y → Z and β : V → W for Borel
subsets Y, Z, V,W ⊂ X, then the composition α ◦ β ∈ PAut(X) is defined by
x 7→ α(β(x)) for all x ∈ β−1(W ∩ Y ). Finally, the full pseudogroup [[R]] of R is
the set of all ϕ ∈ PAut(X) such that the graph of ϕ is contained in R.
As with group actions, one has different ways of expressing when two equivalence
relations are ‘equivalent’.
Definition 1.4.3. Let R be a nonsingular countable equivalence relation on
(X,µ) and let R′ be a nonsingular countable equivalence relation on (X ′, µ′).
The equivalence relations R and R′ are called
• isomorphic, if there exist a nonsingular isomorphism ∆ : X → X ′ such
that ∆([x]) = [∆(x)] for almost every x ∈ X;
• stably isomorphic, if there exist nonnegligible Borel subsets Z ⊂ X and
Z ′ ⊂ X ′ that meet the class of almost every point and there exists a
nonsingular isomorphism ∆ : Z → Z ′ such that ∆([x] ∩ Z) = [∆(x)] ∩ Z ′
for almost every x ∈ Z.
Note that these two notions are compatible with the notions of orbit equivalence
and stable orbit equivalence for group actions in the sense that R(Γ y X) and
R(Λ y Y ) are (stably) isomorphic if and only if Γ y X and Λ y Y are (stably)
orbit equivalent.
As with group actions, we also have the notion of ergodicity for equivalence
relations.
Definition 1.4.4. Let R be a nonsingular countable equivalence relation on a
standard probability space (X,µ). We call R ergodic if every R-invariant Borel
subset of X has measure 0 or 1.
Clearly R(Γ y X) is ergodic if and only if Γ y X is ergodic. So by Theorem
1.4.2 we have that nonsingular countable equivalence relations are ergodic if and
only if every R-invariant element of L∞(X,µ) is constant almost everywhere.
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An important class of nonsingular countable equivalence relations are the
probability measure preserving (pmp) countable equivalence relations. To
introduce them, we need the left and right counting measures.
Definition 1.4.5 ([FM77]). Let R be a nonsingular countable equivalence









#{x ∈ X | (x, y) ∈ A}dµ(y).
The equivalence relation R is said to preserve the measure µ if µl = µr. In that
case, we denote µl by µ(1).
For every n one can ‘extend’ a pmp countable equivalence relation R to R(n)
in the following way:
R(n) := {(x1, . . . , xn+1) | (x1, x2) ∈ R, . . . , (xn, xn+1) ∈ R}.






#{(x1, . . . , xi−1, xi+1, . . . , xn+1)|(x1, . . . , xn+1) ∈ A}dµ(xi).
Since R is pmp, we have that the measures µ(n)i do not depend on the choice of
i ∈ {1, . . . , n+ 1}.
Lemma 1.4.6 below gives another characterisation for being pmp. With this
characterisation, we see that R(Γ y X) is pmp if and only if Γ y X is pmp.
Lemma 1.4.6 ([FM77, Corollary 1]). Let R be a nonsingular countable
equivalence relation on (X,µ). The equivalence relation R is pmp if and only if
every element ϕ ∈ [[R]] is probability measure preserving.
Let us now introduce hyperfiniteness for nonsingular countable equivalence
relations.
Definition 1.4.7. Let R be a nonsingular countable equivalence relation on a
standard probability space (X,µ). Then R is called hyperfinite if it is, up to
conegligible restriction, the union of an increasing sequence of finite (i.e. every
class is finite) nonsingular equivalence relations.
The following theorem gives us many examples of hyperfinite equivalence
relations.
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Theorem 1.4.8 ([OW80, Theorem 6]). If Γ y (X,µ) is an action of an
amenable group Γ, then R(Γ y X) is hyperfinite.
We end this section by explaining the notion of index for inclusions of nonsingular
countable equivalence relations. To that end, let S be a subequivalence relation
of a nonsingular countable equivalence relation R. Define the map I : X →
N ∪ {+∞} where I(x) is equal to the number of S-classes in [x]R. From the
beginning of the proof of [FSZ89, Lemma 1.1], we get that I is a Borel map.
We call I the index function of the inclusion S ⊂ R and say that the inclusion
S ⊂ R has finite index, if I(x) < +∞ for almost every x ∈ X.
If I ≡ n for some n ∈ N ∪ {+∞}, we say that S ⊂ R has index n and we
write [R : S] = n. Note that, whenever R is ergodic, the index function is
always essentially constant and hence the index [R : S] is defined for every
subequivalence relation S.
The following result can be found in between the lines of [FSZ89, Lemma 1.1
and Lemma 1.3]. For the convenience of the reader, we include a proof for it.
Lemma 1.4.9. Let R be a nonsingular countable Borel equivalence relation on
a standard probability space (X,µ). Let S be a subequivalence relation of R and
let n be a nonzero positive integer satisfying n ≤ I(x) for almost every x. Then
there exist ϕi ∈ [[R]] for 1 ≤ i ≤ n and a nonnegligible Borel subset U ⊂ X
such that
• dom(ϕi) = U for every 1 ≤ i ≤ n;
• [ϕ1(x)]S , . . . , [ϕn(x)]S are disjoint for almost every x ∈ U .
Proof. By Theorem 1.4.2, we may choose an action of a countable group
G = {g0 := e, g1, . . .} on X such that R = R(G y X). Define for 1 ≤ i ≤ n
and m ∈ N inductively φi and Ui,m ⊂ X as follows:
• φ1 := id, U1,0 := X and U1,m := ∅ when m > 0;
• for i > 1, Ui,m := {x | m = inf{k | gk · x /∈
⋃i−1
j=1[φj(x)]S}};
• for i > 1, φi(x) := gm · x, whenever x ∈ Ui,m.
By construction, we have that graph(φi) ⊂ R for every 1 ≤ i ≤ n. Also by
construction, we have that the classes [φ1(x)]S , . . . , [φn(x)]S are disjoint for
almost every x ∈ X. However, it need not be true that the maps φi are injective.
Let us now restrict the maps φi to some nonnegligible U ⊂ X such that φi|U is
injective for every i. In order to do this, note that φi is injective on Ui,m for
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every m ∈ N. Since {Ui,m}m partitions X for every i, we can find mi such that
U :=
⋂n
i=1 Ui,mi is nonnegligible. Write ϕi := φi|U for 1 ≤ i ≤ n. Then the ϕi
have the required properties.
1.5 The type of an ergodic equivalence relation
In this section, we introduce the type of an ergodic equivalence relation, see
e.g. [DS09, Proposition 18]. To that end, let R be an ergodic nonsingular
countable equivalence relation on a standard probability space (X,µ). The
Radon-Nikodym 1-cocycle of R (see [FM77, Proposition 2.2]) is the µ(1)-a.e.
uniquely defined Borel map ω : R → R such that





for all ϕ ∈ [[R]] and almost every x ∈ domϕ .
Note that ω satisfies the 1-cocycle relation ω(x, z) = ω(x, y)+ω(y, z) for µ(2)-a.e.
(x, y, z) ∈ R(2). One then defines the Maharam extension ([Ma63]) R˜ of R as
the equivalence relation on (X × R, µ× exp(−t)dt) defined by
(x, t) ∼ (y, s) if and only if (x, y) ∈ R and t− s = ω(x, y).
Note that µ× exp(−t)dt is an infinite invariant measure for R˜. Denote the von
Neumann algebra of all R˜-invariant functions in L∞(X × R) by L∞(X × R)R˜.
Since R was assumed to be ergodic, the action of R on L∞(X × R)R˜ given by
translation of the second variable, is also ergodic. Depending on how this action
of R looks like, we define as follows the type of R.
• I or II, if the action is conjugate with R y R ;
• IIIλ (0 < λ < 1), if the action is conjugate with R y R/Z log(λ) ;
• III1, if the action is on one point ;
• III0, if the action is properly ergodic, i.e. is ergodic and has orbits of
measure zero.
Remark. Let R be a nonsingular countable equivalence relation on a standard
probability space (X,µ). Denote by L(R) the von Neumann algebra associated
with R ([FM77b]). It turns out that the von Neumann algebra L(R) is a factor
if and only if R is ergodic ([FM77b, Proposition 2.9]). All von Neumann
algebra factors can be classified into types I, II and III ([MvN36]). Using the
modular theory of Connes and Takesaki, all factors of type III can furthermore
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be classified into types IIIλ with 0 ≤ λ ≤ 1 ([Tak03]). It turns out that the type
of an ergodic nonsingular equivalence relation R is the same as the type of the
factor L(R). To see this, denote by ϕ the normal semifinite faithful state on L(R)
that is induced by µ. Furthermore denote by (σϕt )t∈R its modular automorphism
group ([Tak03, Definition VIII.1.3]). There is a canonical identification L(R˜) ∼=
L(R) oσϕ R. Under this identification, the dual action of R on L(R) oσϕ R
corresponds to the action of R on L(R˜) that we defined above. Also, the center
of L(R) oσϕ R corresponds to L∞(X × R)R˜. Altogether, following [Tak03,
Definition XII.1.5], we have that the type of the equivalence relation R indeed
coincides with the type of the factor L(R).
Note that any pmp equivalence relation is not of type III. We refer to [DS09]
for examples of ergodic countable equivalence relations that are of type III (see
Example 17(i), 17(ii) and 19).
The following is a well known result for which we could not find a reference.
We provide a proof for the convenience of the reader.
Lemma 1.5.1. The type of an ergodic nonsingular countable equivalence
relation is preserved under taking stable isomorphisms.
Proof. Clearly, the type of an ergodic nonsingular countable equivalence relation
is preserved under taking isomorphisms. It rests to show that it is also preserved
under taking restrictions. So let R be an ergodic nonsingular countable
equivalence relation on a standard probability space (X,µ) and let U ⊂ X be a
nonnegligible Borel subset. Using the ergodicity of R we have that
α : L∞(X × R)R˜ → L∞(U × R)R˜|U×R : F → F |U×R
is an R-equivariant isomorphism. Furthermore R˜|U×R = R˜|U . Hence R and
R|U indeed have the same type.
The following lemma gives a sufficient condition for an ergodic equivalence
relation to be of type IIIλ. The result is known to experts, but we could not
find a reference for it. Again a proof is provided for the convenience of the
reader.
Lemma 1.5.2. Let R be an ergodic nonsingular countable equivalence relation
on a standard probability space (X,µ). Denote by ω its Radon-Nikodym 1-
cocycle. If the essential image Im(ω) of ω equals log(λ)Z for some 0 < λ < 1
and if the kernel Ker(ω) of ω is an ergodic equivalence relation, then R is of
type IIIλ.
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Proof. Since Ker(ω) is an ergodic equivalence relation on (X,µ), we have
L∞(X × R)R˜ ⊂ L∞(X × R)Ker(ω) = 1⊗ L∞(R) .
For a given F ∈ L∞(R), we have that 1⊗ F is R˜-invariant if and only if F is
invariant under translation by the essential image of ω. So,
L∞(X × R)R˜ = 1⊗ L∞(R/ log(λ)Z) .
1.6 Hilbert bimodules
We start by giving the definition of a Hilbert bimodule.
Definition 1.6.1 (see e.g. [Co94]). Let (M, τM ) and (N, τN ) be tracial von
Neumann algebras.
1. A left M -module MH is a Hilbert space H equipped with a normal unital
homomorphism pil : M → B(H);
2. A right N -module HN is a Hilbert space H equipped with a normal unital
anti-homomorphism pir : N → B(H) (i.e. a normal unital representation
of the opposite algebra Nop);
3. An M -N -bimodule MHN is a Hilbert space which is both a left M -module
as a right N -module, such that the representations pil and pir commute.
Let H be an M -N -bimodule, for x ∈M,y ∈ N and ξ ∈ H, we write xξy instead
of pil(x)pir(y)(ξ).
If MHN is an M -N -bimodule, the contragredient bimodule NHM is defined on
the conjugate Hilbert space H = H∗ with bimodule actions given by
x · ξ = ξx∗ and ξ · y = y∗ξ.
Let us give an easy example of an M -M -bimodule, called the identity bimodule
(see e.g. [Co94]). Denote by L2(M) the completion of M equipped with the
inner product 〈x, y〉 = τ(xy∗) and denote the associated norm by || · ||2, so
||x||22 = τ(xx∗). An element x of M can be viewed as a vector of L2(M) in
which case it will be denoted by xˆ. For x, y ∈M we set
pil(x)yˆ = x̂y and pir(x)yˆ = ŷx.
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Since ||x̂y||22 = τ(xyy∗x∗) = τ(y∗x∗xy) ≤ τ(y∗||x∗x||y) = ||x||2||y||22, we have
that pil(x) extends to an element of B(L2(M)). Similarly pir(x) extends to an
element of B(L2(M)). We also have that the representations pil and pir commute.
Actually, we even have that pil(M)′ = pir(M), see e.g. [JS97, Lemma 1.2.4.(1)].
In this way, we can view L2(M) as an M -M -bimodule.
From L2(M), one can build many examples of right M -modules. Let p be a
projection (i.e. p2 = p = p∗) in B(l2(N))⊗M . Then p(l2(N)⊗ L2(M)) is a right
M -module in the obvious way. In a similar way, one can build many examples
of left M -modules.
The following lemma is a well known result saying that all right M -modules
are of this special form. Recall that two projections p and q in a von Neumann
algebra are equivalent ([MvN36]), if there exists an element v in that von
Neumann algebra satisfying p = v∗v and q = vv∗.
Proposition 1.6.2 ([JS97, Theorem 2.2.2]). Let (M, τ) be a tracial von
Neumann algebra and let H be a countably generated rightM -module. Then there
exists a projection p ∈M∞ := B(l2(N))⊗M , which can be taken diagonal, such
that H and p(l2(N)⊗ L2(M)) are isomorphic as right M-modules. Moreover,
this correspondence defines a bijection between the class of countably generated
right M-modules, up to isomorphism, and the set of equivalence classes of
projections in B(l2(N))⊗M .
Denote by B(l2(N))+ = {x ∈ B(l2(N)) | 〈xξ, ξ〉 ≥ 0 for every ξ ∈ l2(N)} the set
of all positive operators in B(l2(N)). Now define the (infinite) trace




where (en)n denotes the canonical orthonormal basis of l2(N). Following the
notation of the previous proposition, since (Tr⊗τM )(p) is an invariant for the
equivalence class of p, it is also an invariant for the isomorphism class of the right
M -module H. This invariant is called the right dimension of H and is denoted
by dim−M (H). All this was already known to Murray and von Neumann
([MvN36]). By considering a left M -module as a right Mop-module, we can
also define the left dimension dimM−(H) of a left M -module H. Moreover, a
bimodule MHN is said to have finite index when the dimension of MH and HN
are both finite. Also, we call an M -N -bimodule bifinite if it is finitely generated
both as a left Hilbert M -module and a right Hilbert N -module. Finally, if
(M, τ) is a tracial von Neumann algebra and N is a von Neumann subalgebra
of M , then we define the Jones index [M : N ] of the inclusion as dim-N L2(M),
see [Jo83].
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We conclude this section by introducing the notion of stable isomorphism
between II1 factors and explaining its connection with finite index bimodules,
see e.g. [Po86]. Whenever M is a II1 factor and t > 0, we denote by M t the
amplification of M . Up to unitary conjugacy, M t is defined as p(Mn(C)⊗M)p
where p is a projection satisfying (Tr⊗τ)(p) = t. Two II1 factors M and N
are called stably isomorphic if there exists a t > 0 such that M ∼= N t. The
existence of a finite index bimodule MHN introduces a link between the von
Neumann algebrasM and N that generalizes the notion of a stable isomorphism.
Indeed, let M and N be II1 factors and let α : M → pNnp be an isomorphism.
Then MH(α)N given by H(α) = p(Cn ⊗ L2(N)) and xξy = α(x)ξy is an M -N -
bimodule with dim−N (H) = (Tr⊗τN )(p) and dimM−(H) = 1/(Tr⊗τN )(p).
1.7 Connes tensor products and weak containment
Let (N, τN ) be a tracial von Neumann algebra. Let H be a right N -module
and let K be a left N -module. We call a vector ξ ∈ H right bounded, if there
exists c > 0 such that ||ξx|| ≤ c||x||2, for all x ∈ N . In that case we define the
bounded linear operator Lξ : L2(N)→ K as
Lξ(xˆ) = ξx for every x ∈ N.
We also denote by H0 the vector space of all right bounded vectors of H. We
have that H0 is dense in H, see [Co94, Proposition 6a]. We also have the
following lemma, see e.g. [Fa09, Lemma 3.5].
Lemma 1.7.1. We have that L2(N)0 = Nˆ .
On the algebraic tensor product H0 K, we define the inner product
〈ξ ⊗ η, ξ′ ⊗ η′〉 = 〈(L∗ξ′Lξ)η, η′〉.
Note that this makes sense, since L∗ξ′Lξ is a bounded linear operator on L2(N)
that commutes with the right N -action, and hence must be an element of N .
The Connes tensor product H⊗NK (see Appendix B.δ of [Co94]) is then defined
as the completion of (H0 K)/N〈·,·〉, where N〈·,·〉 := {ζ ∈ H0 K | 〈ζ, ζ〉 = 0}.
The Connes tensor product H ⊗N K can also be obtained by looking at left
bounded vectors of K. We call a vector η ∈ K left bounded, if there exists c > 0
such that ||xη|| ≤ c||x||2, for all x ∈ N . In that case we can define a bounded
linear operator Rη : L2(N)→ K by
Rη(xˆ) = xη for every x ∈ N.
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We denote by 0K the vector space of all left bounded vectors of K. Also here
0K is dense in K and 0L2(N) = Nˆ . On the algebraic tensor product H 0K,
we define the inner product
〈ξ ⊗ η, ξ′ ⊗ η′〉 = 〈ξ(JR∗ηRη′J), ξ′〉,
where J : xˆ 7→ x̂∗ is the canonical anti-unitary on L2(N). The Connes tensor
product H⊗N K is equivalently defined as the completion of (H 0K)/N〈·,·〉,
where N〈·,·〉 := {ζ ∈ H  0K | 〈ζ, ζ〉 = 0} (see [Po86]).
The following is an important property of the Connes tensor product. It is
easily verified.
Proposition 1.7.2. Let (N, τN ) be a tracial von Neumann algebra. Let H be
a right N -module and let K be a left N -module. Inside H⊗N K, we have that
• ξx⊗ η = ξ ⊗ xη for every ξ ∈ H0, η ∈ K and x ∈ N ;
• ξx⊗ η = ξ ⊗ xη for every ξ ∈ H, η ∈ 0K and x ∈ N .
Proof. Let ξ, ξ′ ∈ H0, η, η′ ∈ K and x ∈ N . We can make the following
calculation
〈ξx⊗ η, ξ′ ⊗ η′〉 = 〈(L∗ξ′Lξx)η, η′〉 = 〈(L∗ξ′Lξx)η, η′〉
= 〈(L∗ξ′Lξ)xη, η′〉 = 〈ξ ⊗ xη, ξ′ ⊗ η′〉.
This shows that ξx⊗ η = ξ ⊗ xη for every ξ ∈ H0, η ∈ K and x ∈ N . A similar
argument can be used to prove the second statement.
Let (M, τM ), (N, τN ) and (P, τP ) be tracial von Neumann algebras. Let H be
anM -N -bimodule and let K be an N -P -bimodule. The Hilbert space H⊗NK is
then an M -P -bimodule, where x(ξ ⊗ η)y = xξ ⊗ ηy (see Theorem 13 of [Co94]).
Whenever N is a II1 factor, the left and right dimension of this bimodule can
easily be computed from the left and right dimensions of H and K. This is the
content of the following proposition which can be found in [JS97] without proof.
For the convenience of the reader, we provide a proof for this result.
Proposition 1.7.3. Let (M, τM ) and (P, τP ) be tracial von Neumann algebras.
Let (N, τN ) be a II1 factor. If H is a finite index M-N-bimodule and K is a
finite index N -P -bimodule, then
• dim−P (H⊗N K) = dim−N (H) dim−P (K);
• dimM−(H⊗N K) = dimM−(H) dimN−(K).
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Proof. We restrict ourselves to proving the first equality, since the second
equality can be proven analogously.
So let (P, τP ) be tracial von Neumann algebra and let (N, τN ) be a II1 factor.
Furthermore, let H be a right N -module with dim−N H <∞ and let K be an







where pi ∈ N are projections satisfying dim−N (H) =
∑
i τN (pi). In this way,
we have that




On the other hand, using Proposition 1.6.2 again, we may assume that
KP = p(l2(N)⊗ L2(P ))P ,
where p ∈ B(l2(N))⊗P is a projection satisfying dim−P (K) = (Tr⊗τP )(p) <∞.
But since K is also a left N -module, there exists a normal ∗-homomorphism
ψ : N → pP∞p such that the left N -action on p(l2(N) ⊗ L2(P )) is given by
x · ξ = ψ(x)ξ for every x ∈ N . In this way, we see that
dim−P (piK) = (Tr⊗τP )(ψ(pi)).
Since N is a factor, we have that ψ is faithful (see [Tak79, Proposition II.3.12]).
Hence (Tr⊗τP )(ψ(·))/(Tr⊗τP )(p) is a normal faithful tracial state on N . Since
N is a II1 factor, we have that τN is the unique normal faithful tracial state
(see [Tak79, Theorem V.2.6]). Therefore
(Tr⊗τP )(ψ(x)) = τN (x)(Tr⊗τP )(p) for every x ∈ N.
Putting everything together, we see that














= dim−N (H) dim−P (K).
Let us now introduce the notion of weak containment for bimodules.
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Definition 1.7.4 ([Po86]). Let (M, τM ) and (N, τN ) be tracial von Neumann
algebras and let H and K be two M -N -bimodules. We say that H is weakly
contained in K, if for every ξ ∈ H, every finite subset E of M , every finite




〈xηiy, ηi〉| ≤ 
for every x ∈ E and y ∈ F . If H is weakly contained in K, we write MHN ≺
MKN.
We have the following result saying that weak containment is stable under
taking Connes tensor products, see e.g. [An95, Lemma 1.7].
Lemma 1.7.5. Let (M, τM ), (N, τN ) and (P, τP ) be tracial von Neumann
algebras and let H and K be two M-N-bimodules. If MHN ≺ MKN, then
H⊗N L is weakly contained in K ⊗N L for every N -P -bimodule L. The same
holds for weak containment in the second variable.
1.8 Semi-finite von Neumann algebras and the
basic construction
In this section we introduce the basic construction of an inclusion of tracial von
Neumann algebras. These von Neumann algebras will turn out to be semi-finite.
Let us first explain what this means.
1.8.1 Semi-finite von Neumann algebras
We already came across the functional




where (en)n denotes the canonical orthonormal basis of l2(N). It is called the
trace of B(l2(N)) and is the prime example of a normal faithful semi-finite trace.
In general we have the following definition.
Definition 1.8.1. Let M be a von Neumann algebra. We call a map
Tr : M+ → [0,+∞]
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a trace if it is a positive-linear functional satisfying Tr(uxu∗) = Tr(x) for all
x ∈M+ and all unitaries u ∈ U(M).
It is called semi-finite if p = {x ∈M+ | Tr(x) <∞} generates the whole of M
as a von Neumann algebra.
It is called normal if Tr(supi xi) = supi Tr(xi) for every bounded increasing net
(xi)i in M+.
Finally, it is called faithful if Tr(x) = 0 if and only if x = 0, for x ≥ 0.
If M comes equipped with a normal faithful semi-finite trace Tr, then we say
that (M,Tr) is a semi-finite von Neumann algebra.
Let n = {x ∈ M | x∗x ∈ p} and m = {∑ni=1 y∗i xi | xi, yi ∈ n}. Lemma VII.1.2
of [Tak03] says that Tr can be extended to a linear functional on m. This will
be useful in the proof of the following proposition.
Proposition 1.8.2. Let (M,Tr) be a semi-finite von Neumann algebra. Assume
that Tr(1) <∞. Then Tr can be extended to the whole of M in such a way that
Tr(·)/Tr(1) is a normal faithful tracial state on M .
Proof. First of all, if Tr(1) < ∞, then Tr(x) < ∞ for every x ∈ M+. This
follows immediately from the following calculation:
Tr(x) ≤ Tr(||x||1) = ||x||Tr(1) <∞, for every x ∈M+.
From this, one finds that n = M and hence that m = M . Since Tr can be
extended to m, we are done.
Let (M, τ) be a tracial von Neumann algebra and let HM be a right M -module.
Denote by B(HM ) the algebra of bounded operators onH that commute with the
right action of M . By Proposition 1.6.2 we know that there exists a projection
p ∈M∞ such that H and p(l2(N)⊗L2(M)) are isomorphic as right M -modules.
Furthermore, by Lemma 2.1.5 of [JS97], we have that B(p(l2(N)⊗L2(M))M ) is
equal to p(B(l2(N))⊗M)p. Now note that (Tr⊗τ) is a normal faithful semi-finite
trace on p(B(l2(N))⊗M)p mapping the unit to dim−M (H). Hence there exists
a normal faithful semi-finite trace Tr on B(HM ) satisfying Tr(1) = dim−M (H).
Definition 1.8.3. The normal faithful semi-finite trace Tr on B(HM ) that is
constructed above is called the canonical trace on B(HM ).
We have the following nice formula for the canonical trace on B(HM ). This
result is well known to experts, but we could not find a reference for it.
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Proposition 1.8.4. Let (M, τ) be a tracial von Neumann algebra and let HM
be a right M -module. The canonical trace on B(HM ) satisfies the equality
Tr(TS∗) = τM (T ∗S)
for all right M -modular bounded linear operators T, S : L2(M)→ H.
Proof. By Proposition 1.6.2, we may assume that
H = p(l2(N)⊗ L2(M)),
where p is a projection in B(l2(N))⊗M . Let T ∈ B(L2(M)M ,HM ) and write
T 1ˆ =
∑




||ξkx||22 ≤ ||T ||2||x||22.
In particular ||ξnx||2 ≤ ||T || ||x||2. Therefore ξn ∈ L2(M)0 and hence ξn =
x̂n ∈ M̂ by Lemma 1.7.1.




































x∗nxn ∈M and TT ∗ = [xix∗j ]i,j ∈ B(l2(N))⊗M.
But then (TrB(l2(N))⊗τM )(TT ∗) = τM (T ∗T ). Since TrB(l2(N))⊗τM is precisely
the canonical trace Tr on B(HM ), we have that Tr(TT ∗) = τM (T ∗T ) for every
T ∈ B(L2(M)M ,HM ).
By polarization, we also have that Tr(TS∗) = τ(T ∗S) for every S, T ∈
B(L2(M)M ,HM ).
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To end this subsection, we introduce the L2-space of a semi-finite von Neumann
algebra (M,Tr) (see e.g. [Tak03]). Define
〈x, y〉 := Tr(y∗x) for all x, y ∈ n.
Since Tr is faithful, we have that this sesquilinear functional turns n into a
pre-Hilbert space. The completion of this pre-Hilbert space is exactly the
L2-space L2(M,Tr) of (M,Tr). Moreover, since (ax)∗(ax) ≤ ||a||2x∗x for every
a ∈ M and x ∈ n, we have that the left and right M -action on n extend to
L2(M,Tr) turning it into an M -M -bimodule.
1.8.2 The basic construction
Let (M, τ) be a tracial von Neumann algebra and let N ⊂M be a von Neumann
subalgebra. A conditional expectation from M onto N is a linear map E : M →
N satisfying
1. E(M+) ⊂ N+;
2. E(y) = y for y ∈ N ;
3. E(y1xy1) = y1E(x)y2 for y1, y2 ∈ N and x ∈M .
Now denote by eN the orthogonal projection of L2(M) onto L2(N). The
following lemma says that eN induces a conditional expectation from M onto
N . This result is stated in Subsection 3.1 of [JS97] without proof. For the
convenience of the reader, we provide a proof of this well known result.
Lemma 1.8.5. Let (M, τ) be a tracial von Neumann algebra and let N ⊂M
be a von Neumann subalgebra. The projection eN maps the dense subspace M
of L2(M) into the subspace N . Let EN : M → N denote the restriction eN |M ,
then EN is a conditional expectation from M onto N . In fact, it is the unique
conditional expectation from M onto N such that τ ◦ EN = τ .
Proof. We first show that eN (M) ⊂ N . Let x ∈M and y1, y2 ∈ N , then
〈eN (xˆ)y1, ŷ2〉 = 〈eN (xˆ), ŷ2y∗1〉 = 〈xˆ, ŷ2y∗1〉 = 〈xŷ1, ŷ2〉. (1.1)
From this, we get that eN (xˆ) ∈ L2(N)0. Using Lemma 1.7.1, we get that
eN (xˆ) ∈ N̂ . Therefore the restriction EN = eN |M is a linear map from M
to N . Clearly EN (y) = y for every y ∈ N . Furthermore since L2(N) is an
N -N -subbimodule of L2(M), we also have that EN (y1xy1) = y1EN (x)y2 for
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every y1, y2 ∈ N and x ∈M . Let us now show that EN (M+) ⊂ N+. For that,
let x ∈M+ and y ∈ N . By Equation 1.1 we have that
〈EN (x)yˆ, yˆ〉 = 〈xyˆ, yˆ〉 ≥ 0.
So indeed EN (M+) ⊂ N+. Now we show that EN is trace preserving. For
every x ∈M , we have that
τ(EN (x)) = 〈EN (x)1ˆ, 1ˆ〉 = 〈x1ˆ, 1ˆ〉 = τ(x).
Hence EN is trace preserving. It remains to prove that EN is the unique trace
preserving conditional expectation from M onto N . To that end, let E be any
trace preserving conditional expectation from M onto N . Then for x ∈M and
y ∈ N , we have that
τ((x− E(x))y) = τ(E(x− E(x))y) = 0,
i.e. xˆ − Ê(x) is orthogonal to L2(N). Hence, E has to be the orthogonal
projection from M ⊂ L2(M) onto N ⊂ L2(N). In other words E and EN must
coincide. This ends the proof of the lemma.
Definition 1.8.6 (Jones, [Jo83]). Let (M, τ) be a tracial von Neumann algebra
and N ⊂M a von Neumann subalgebra. Jones’ basic construction 〈M, eN 〉 is
the von Neumann algebra on L2(M) generated by M and eN .
The following are some elementary properties of the basic construction, see e.g.
page 484 of [BO08].
Proposition 1.8.7. Let (M, τ) be a tracial von Neumann algebra and let
N ⊂M be a von Neumann subalgebra. Then
1. eNxeN = EN (x)eN for every x ∈M ;
2. 〈M, eN 〉 = B(L2(M)N );
3. 〈M, eN 〉 = spanw.o.{xeNy | x, y ∈M}.
Since 〈M, eN 〉 = B(L2(M)N ) we have, following Definition 1.8.3, that 〈M, eN 〉
has a canonical normal faithful semi-finite trace Tr. Furthermore Tr satisfies
Tr(1) = [M : N ]. The following proposition gives a nice formula for Tr. It can
be found in [BO08] as Exercise F.6.
Proposition 1.8.8. The canonical trace Tr on 〈M, eN 〉 satisfies Tr(xeNy) =
τM (xy) for every x, y ∈M .
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Proof. For every x ∈M , define
Lx : L2(N)→ L2(M) : ξ 7→ xξ.
Then Lx is an element of B(L2(N)N , L2(M)N ). Let ξ ∈ L2(N) and η ∈ L2(M),
then
〈ξ, L∗x(η)〉 = 〈Lxξ, η〉 = 〈xξ, η〉
= 〈ξ, x∗η〉 = 〈ξ, eN (x∗η)〉.
Therefore, we have that L∗x : L2(M)→ L2(N) satisfies L∗x(η) = eN (x∗η). From
this we find for every x, y ∈M that
LxL
∗
y = xeNy∗ ∈ 〈M, eN 〉 and L∗yLx = EN (y∗x) ∈ N.
Using Lemma 1.8.4 yields Tr(xeNy) = τN (EN (xy)) for every x, y ∈M . Since
the conditional expectation EN is trace preserving, we have found the desired
formula.
In the previous subsection, we introduced the notion of L2-space of a semi-finite
von Neumann algebra. In particular, we can define L2(〈M, eN 〉,Tr). It turns
out that L2(M)⊗N L2(M) and L2(〈M, eN 〉) are isomorphic asM -M -bimodules.
To see this, defineM := span{xeNy ∈ 〈M, eN 〉 | x, y ∈M}. The map
T :M→ L2(M)⊗N L2(M) : xeNy 7→ x⊗ y
can be extended to a unitary from L2(〈M, eN 〉) onto L2(M)⊗N L2(M). Indeed,
we have that
〈xeNy, zeNw〉 = Tr((xeNy)(zeNw)∗) = Tr(xEN (yw∗)eNz∗)
= τM (xEN (yw∗)z∗) = 〈xEN (yw∗), z〉
= 〈x⊗ y, z ⊗ w〉,
for every x, y, z, w ∈ M . This unitary is clearly M -M -bimodular. Hence
L2(M)⊗N L2(M) and L2(〈M, eN 〉) are indeed isomorphic as M -M -bimodules.
1.9 Amenability and relative amenability
Recall from before that a countable group Γ is called amenable if it admits a left
invariant mean. It is a classical result that amenability of Γ can equivalently
be expressed as a purely von Neumann algebraic property of L(Γ). This is the
content of the following proposition. Although a proof can be found in [Ho13,
Theorem 7], we give a more direct proof for the convenience of the reader.
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Proposition 1.9.1. Let Γ be a countable group and let M := L(Γ). Then Γ is
amenable if and only if there exists a conditional expectation from B(L2(M))
onto M .
Proof. Assume first that E is a conditional expectation from B(l2(Γ)) on L(Γ).
For every f ∈ l∞(Γ), we denote by Mf the multiplication operator by f on
l2(Γ). Set m(f) := τM (E(Mf )). Since ugMfu∗g = Mg·f for every g ∈ Γ, we see
that
m(g · f) = τM (E(Mg·f )) = τM (E(ugMfu∗g))
= τM (ugE(Mf )u∗g) = τM (E(Mf )) = m(f).
Therefore m is a left invariant state on l∞(Γ), and hence Γ is amenable.
Conversely, let Γ be amenable and let m be a left invariant mean on l∞(Γ).
Given ξ, η ∈ l2(Γ) and T ∈ B(l2(Γ)), we set
fTξ,η(g) = 〈ξ, ρ(g)Tρ(g−1)η〉,
where ρ is the right regular representation of Γ. We have that
|fTξ,η(g)| ≤ ||T || ||ξ|| ||η||.
Hence fTξ,η is a bounded function on Γ. Now define on l2(Γ) the following
continuous sesquilinear functional:
(ξ, η) = m(fTξ,η).
It follows that there exists a unique operator E(T ) ∈ B(l2(Γ)) with
〈ξ, E(T )η〉 = m(fTξ,η),
for every ξ, η ∈ l2(Γ). Furthermore, we see that
〈ξ, ρ(g)E(T )ρ(g−1)η〉 = 〈ρ(g−1)ξ, E(T )ρ(g−1)η〉
= m(fTρ(g−1)ξ,ρ(g−1)η)
= m(g · fTξ,η),
for every ξ, η ∈ l2(Γ) and g ∈ Γ. Since m is left invariant, we have that
m(g · fTξ,η) = m(fTξ,η). Hence
〈ξ, ρ(g)E(T )ρ(g−1)η〉 = m(g · fTξ,η) = m(fTξ,η) = 〈ξ, E(T )η〉.
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This shows that E(T ) is a bounded linear operator on l2(Γ) that commutes
with the right L(Γ)-action. Hence E(T ) ∈ L(Γ). Thus so far we have found a
linear map E : B(l2(Γ))→ L(Γ). We claim that E is a conditional expectation.
Let us show that E is positive. To that end, let T ∈ B(l2(Γ)) be a positive
operator. Then
fTξ,ξ(g) = 〈ξ, ρ(g)Tρ(g−1)ξ〉 = 〈ρ(g−1)ξ, Tρ(g−1)ξ〉 ≥ 0,
for every g ∈ Γ and ξ ∈ l2(Γ). So fTξ,ξ is a positive function and therefore
m(fTξ,ξ) ≥ 0. But then
〈ξ, E(T )ξ〉 = m(fTξ,ξ) ≥ 0,
for every ξ ∈ l2(Γ). In other words, E(T ) is indeed positive.
Now fix x ∈ L(Γ). We show that E(x) = x. For every ξ, η ∈ l2(Γ), we have that
fxξ,η ≡ 〈ξ, xη〉.
Therefore m(fxξ,η) = 〈ξ, xη〉 and so
〈ξ, E(x)η〉 = m(fxξ,η) = 〈ξ, xη〉.
This shows that indeed E(x) = x for every x ∈ L(Γ).
Finally, fix x, y ∈ L(Γ) and T ∈ B(l2(Γ)). It rests to show that E(xTy) =
xE(T )y. However this follows immediately from the the fact that
〈ξ, E(xTy)η〉 = m(fxTyξ,η ) = m(fTx∗ξ,yη)
= 〈x∗ξ, E(T )yη〉
= 〈ξ, xE(T )yη〉,
for every ξ, η ∈ l2(Γ).
This motivates the following definition.
Definition 1.9.2. We say that a tracial von Neumann algebra M is amenable,
or injective, if there exists a conditional expectation from B(L2(M)) onto M .
As with amenability for groups, we also have many different characterisations
for amenability in the von Neumann algebra case.
Theorem 1.9.3 ([Co75, Theorem 5.1] and [Po86, Theorem 3.1.2]). Let (M, τ)
be a tracial von Neumann algebra. The following conditions are equivalent
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1. M is amenable;
2. There exists a hypertrace on B(L2(M)), i.e. a state ψ on B(L2(M)) such
that ψ(Tx) = ψ(xT ) for every x ∈M and T ∈ B(L2(M)) and ψ|M = τ .
3. There exists a sequence ξn ∈ L2(M)⊗ L2(M) such that 〈xξn, ξn〉 → τ(x)
and ||xξn − ξnx||2 → 0, for every x ∈M .
4. ML2(M)M is weakly contained in M(L2(M)⊗ L2(M))M.
The next lemma will be useful for the proofs of both main results. It can
be proven by slightly adapting the proof that Γ is amenable whenever L(Γ)
is amenable (see Proposition 1.9.1). For completeness, we give the argument
completely.
Lemma 1.9.4. Let Γ be a nonamenable countable group. Then L(Γ) has no
amenable direct summand.
Proof. Assume, by way of reaching a contradiction, that p ∈ L(Γ) is a nonzero
central projection such that pL(Γ) is amenable. Then there exists a pL(Γ)-central
state ψ on B(pl2(Γ)). Now view l∞(Γ) ⊂ B(l2(Γ)) as diagonal multiplication
operators, i.e. (Mfξ)(g) = f(g)ξ(g). We construct a state ϕ on l∞(Γ) by
ϕ(f) = ψ(pMfp). Then
ϕ(g · f) = ψ(pMg·fp) = ψ(pugpMfpu∗gp) = ψ(pMfp) = ϕ(f).
Hence ϕ is an invariant mean for Γ, and so Γ is amenable. We have arrived at
a contradiction.
Next to amenability, one also has the notion of relative amenability.
Definition 1.9.5 ([OP07, Theorem 2.1]). Let (M, τ) be a tracial von Neumann
algebra and let Q ⊂M be a von Neumann subalgebra. Let P ⊂ pMp be a von
Neumann subalgebra, where p ∈M is a projection. We say that P is amenable
relative to Q inside M if one of the following equivalent statements holds.
1. There exists a conditional expectation E : p〈M, eQ〉p→ P such that the
restriction E|pMp is equal to EP : pMp→ P .
2. There exists a P -central state ϕ on p〈M, eQ〉p such that ϕ|pMp = τpMp.
3. There exists a sequence ξn ∈ L2(p〈M, eQ〉p) such that 〈xξn, ξn〉 → τ(x),
for every x ∈ pMp, and ||yξn − ξny||2 → 0, for every y ∈ P .
4. pMpL2(pMp)P is weakly contained in pMp(pL2(M)⊗Q L2(M)p)P .
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Whenever M is amenable relative to Q inside M , we say that Q is co-amenable
in M .
We have the following lemma showing that relative amenability is really a
relative-version of amenability. It is a well known result for which we could not
find a reference.
Lemma 1.9.6. Let (M, τ) be a tracial von Neumann algebra and let Q ⊂M
be a von Neumann subalgebra. Let P ⊂ pMp be a von Neumann subalgebra,
where p ∈M is a nonzero projection.
1. If P is amenable, then P is amenable relative to Q inside M .
2. If Q is amenable and P is amenable relative to Q inside M , then P is
also amenable.
Proof. To prove the first statement, we assume that P is amenable. By definition
there exists a conditional expectation E from B(L2(P )) onto P . Denote by eP
the orthogonal projection of L2(M) onto L2(P ). Under the identification of
eP B(L2(M))eP with B(L2(P )), we define the state
ϕ : p〈M, eQ〉p→ C1 : x 7→ τpMp(E(ePxeP )).
Let T ∈ p〈M, eQ〉p and x ∈ P . Then,
ϕ(xT ) = τpMp(E(ePxTeP )) = τpMp(E(xePTeP ))
= τpMp(xE(ePTeP )) = τpMp(E(ePTeP )x)
= τpMp(E(ePTePx)) = τpMp(E(ePTxeP ))
= ϕ(Tx).
So ϕ is a P -central state on p〈M, eQ〉p. Now let x ∈ pMp. Then we also have
that
ϕ(x) = τpMp(E(ePxeP )) = τpMp(E(ePEP (x)eP ))
= τpMp(E(EP (x))) = τpMp(EP (x))
= τpMp(x).
So ϕ|pMp = τpMp. Altogether, this shows that P is amenable relative to Q
inside M .
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To prove the second statement, assume that P is amenable relative to Q inside
M and Q is amenable. Since Q is amenable, we have that
QL
2(Q)Q ≺ QL2(Q)⊗ L2(Q)Q.
Taking the Connes tensor product on the left with pMppL2(M)Q and on the
right with QL2(M)ppMp, we find using Lemma 1.7.5 that
pMppL
2(M)⊗Q L2(M)ppMp ≺ pMppL2(M)⊗ L2(M)ppMp.
On the other hand, since P is amenable relative to Q inside M , we have that
pMpL
2(pMp)P ≺ pMppL2(M)⊗Q L2(M)pP .
Together, we find that
pMpL
2(pMp)P ≺ pMppL2(M)⊗ L2(M)pP .
In other words P is amenable relative to C1 inside M . But then we have,
by definition, a P -central state ϕ on pB(L2(M))p such that ϕ|pMp = τpMp.
The restriction ϕ|B(L2(P )) is then a hypertrace on B(L2(P )), proving that P is
amenable.
1.10 Popa’s intertwining-by-bimodules
An inclusion of von Neumann algebras A ⊂M is called nonunital whenever the
unit of A does not coincide with the unit of M . In that case, we also call A a
nonunital von Neumann subalgebra of M . In the next theorem we allow such
nonunital inclusions. The result itself is called Popa’s intertwining-by-bimodules
theorem.
Theorem 1.10.1 ([Po03, Theorem 2.1 and Corollary 2.3]). Let (M, τ) be
a tracial von Neumann algebra and let A,B ⊂ M be possibly nonunital von
Neumann subalgebras. Denote their respective units by 1A and 1B. The following
five conditions are equivalent:
1. 1AL2(M)1B admits a nonzero A-B-subbimodule that is finitely generated
as a right B-module.
2. 1AL2(M)1B admits a nonzero A-B-subbimodule that has a finite right
B-dimension.
3. There exist nonzero projections p ∈ A, q ∈ B, a normal unital ∗-
homomorphism ψ : pAp→ qBq and a nonzero partial isometry v ∈ pMq
such that av = vψ(a) for all a ∈ pAp.
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4. There exists a nonzero projection q ∈ Mn(C) ⊗ B, a normal unital ∗-
homomorphism ψ : A→ q(Mn(C)⊗B)q and a nonzero partial isometry
v ∈ (M1,n(C)⊗ 1AM)q such that av = vψ(a) for all a ∈ A.
5. There is no sequence of unitaries un ∈ U(A) satisfying ||EB(xuny∗)||2 → 0
for all x, y ∈ 1BM1A.
If one of these equivalent conditions holds, we write A ≺M B and say that A
intertwines into B inside M .
The following lemma can be found in [Va08, Lemma 3.4] where the proof is left
as an exercise. For the convenience of the reader we provide a proof here.
Lemma 1.10.2. Let A,B ⊂ (M, τ) be, possibly nonunital, embeddings. Let
q0 ∈ A, q1 ∈ A′∩1AM1A, p0 ∈ B and p1 ∈ B′∩1BM1B be nonzero projections.
• If q0Aq0 ≺M B or if q1A ≺M B, then A ≺M B;
• If A ≺M p0Bp0 or if A ≺M p1B, then A ≺M B;
Proof. The fact that q0Aq0 ≺M B and A ≺M p0Bp0 both imply that A ≺M B,
follows immediately from the third characterisation in Theorem 1.10.1.
On the other hand, using the first characterisation in Theorem 1.10.1, we also
see that q1A ≺M B and A ≺M p1B both imply that A ≺M B.
The following lemma can be found in [Va08, Lemma 3.9].
Lemma 1.10.3. Let A,B ⊂ (M, τ) be, possibly nonunital, embeddings.
• If A ≺M B and if D ⊂ B is a unital finite index inclusion, then A ≺M D;
• If A ≺M B and if A ⊂ D is a unital finite index inclusion, then D ≺M B.
Using the previous two lemmas we can prove the following well known result
for which we could not find a reference.
Lemma 1.10.4. Let A,B ⊂ (M, τ) be, possibly nonunital, embeddings. Let
n ∈ Z be a nonzero positive integer and let p ∈ An and q ∈ Bn be nonzero
projections. If pAnp ≺Mn qBnq, then A ≺M B.
Proof. Assume that pAnp ≺Mn qBnq. By Lemma 1.10.2, this implies that
An ≺Mn Bn. Then, using Lemma 1.10.3, we have that 1⊗ A ≺Mn 1⊗B. In
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other words, there exists a nonzero A-B-subbimodule K of (Cn2 ⊗ 1AL2(M)1B)
that is finitely generated as a right B-module. By projecting K onto an
appropriate copy of 1AL2(M)1B, we find a nonzero A-B-subbimodule H of
1AL2(M)1B that is finitely generated as a right B-module. This ends the
proof.
We also need a stronger notion than intertwining-by-bimodules called full
embedding.
Definition 1.10.5. Let (M, τ) be a tracial von Neumann algebra and let
A,B ⊂M be possibly nonunital von Neumann subalgebras. Denote the unit of
A by 1A. We say that A embeds fully into B inside M , and we write A ≺fM B,
if Ap ≺M B for every nonzero projection p ∈ 1AM1A ∩A′.
One of the advantages that full embedding has over intertwining is that the
relation ’≺fM ’ is transitive, while the relation ’≺M ’ need not be. Let us go into
this a bit deeper.
A von Neumann algebra M is called diffuse if it has no minimal projections.
Using the third characterisation of 1.10.1, we have that M ≺M C if and only if
M is not diffuse. With this in mind, we can see that the relation ’≺M ’ need not
be transitive. Indeed, let p be a nontrivial projection in a diffuse tracial von
Neumann algebra (M, τ), thenM ≺M pMp+C(1−p) and pMp+C(1−p) ≺M C,
but M 6≺M C. On the other hand, Lemma 1.10.6 below shows that the relation
’≺fM ’ is always transitive. A proof of it can be found in [Va08, Lemma 3.7].
Lemma 1.10.6. Let (M, τ) be a tracial von Neumann algebra and let A,B,D ⊂
(M, τ) be possibly nonunital embeddings. If A ≺M B and B ≺fM D, then
A ≺M D.
A way to obtain full embedding is by quasi-regularity. We first recall the
definition of quasi-regularity.
Definition 1.10.7. Let (M, τ) be a tracial von Neumann algebra and N ⊂M
a von Neumann subalgebra. We denote by QNM (N) the quasi-normalizer of
N inside M , i.e. the unital ∗-algebra defined by{
a ∈M








We call N ⊂M quasi-regular if QNM (N)′′ = M .
In the following subsection we introduce the notion of almost normal subgroups.
It will turn out that L(Λ) ⊂ L(Γ) is quasi-regular whenever Λ ≤ Γ is an almost
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normal subgroup, see Lemma 1.11.4. Most of the quasi-regular inclusions we
encounter will be of this form.
We say that N ⊂M is an irreducible inclusion of von Neumann algebras if the
relative commutant is trivial, i.e. when N ′∩M = C1. When M comes equipped
with a normal faithful tracial state τ , this is equivalent with saying that L2(M)
is an irreducible N -M -bimodule. Let us explain this. So assume that (M, τ)
is a tracial von Neumann algebra and N ⊂ M is a von Neumann subalgebra.
Whenever H is a Hilbert subspace of L2(M), we write pH for the orthogonal
projection of L2(M) onto H. Now note that the map H → pH is a bijection
between the N -M -subbimodules of L2(M) and the projections of N ′ ∩M . In
this way, we indeed see that N ⊂ (M, τ) is an irreducible inclusion if and only
if L2(M) is an irreducible N -M -bimodule.
The following three results are well known to experts. Again we could not find
any reference, but give a proof ourselves.
Lemma 1.10.8. Let (M, τ) be a tracial von Neumann algebra and let A,B ⊂M
be possibly nonunital von Neumann subalgebras. If A ≺M B and QN1AM1A(A)′′
is an irreducible von Neumann subalgebra of 1AM1A, then A ≺fM B.
Proof. Let p ∈ A′∩1AM1A be a nonzero projection. We prove that there exists
a nonzero Ap-B-subbimodule K of pL2(M)1B with finite B-dimension.
Since A ≺M B, there exists a nonzero A-B-subbimodule H of 1AL2(M)1B with
dim-B(H) <∞. Since QN1AM1A(A)′′ is an irreducible von Neumann subalgebra
of 1AM1A, we have that 1AL2(M)1B is an irreducible QN1AM1A(A)′′-(1BM1B)-




or equivalently pQN1AM1A(A)′′H 6= {0}. Hence, there exists an element v ∈
QN1AM1A(A) such that pvH is nonzero. Write K := span(pAvH), then K is a
nonzero Ap-B-subbimodule of pL2(M)1B with finite B-dimension.
Let (M, τ) be a tracial von Neumann algebra and let A,B ⊂ (M, τ) be von
Neumann subalgebras. If A ≺M B and B ≺M A, then L2(M) does admit both
a nonzero A-B-subbimodule with a finite B-dimension and one with a finite
A-dimension. However this does not immediately imply that L2(M) admits a
nonzero finite index A-B-subbimodule, but we do have the following proposition.
Proposition 1.10.9. Let (M, τ) be a tracial von Neumann algebra and let
A,B ⊂ (M, τ) be possibly nonunital von Neumann subalgebras. If A ≺fM B,
B ≺M A and B is quasi-regular inside 1BM1B, then there exists a nonzero
finite index A-B-subbimodule of 1AL2(M)1B.
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Proof. Since B ≺M A, there exists a nonzero subbimodule AHB of
A(1AL2(M)1B)B with finite A-dimension. Consider the A-1BM1B-subbimodule
span(HM1B) of L2(M)1B. There exists a projection p ∈ A′ ∩ 1AM1A such
that span(HM1B) = pL2(M)1B. Since B is quasi-regular inside 1BM1B, we
therefore get that pL2(M)1B is densely spanned by the A-B-subbimodules
Aspan(HvB)B with v ∈ QN1BM1B (B).
Now since A ≺fM B, there also exists a nonzero A-B-subbimodule K of
pL2(M)1B with finite B-dimension. Take an element v ∈ QN1BM1B (B) such
that the orthogonal projection pv of pL2(M)1B onto span(HvB) satisfies
pv(K) 6= {0}. Then A(pv(K))B is a nonzero subbimodule of Aspan(HvB)B
with dim−B(pv(K)) ≤ dim−B(K) < ∞. Since dimA−(span(HvB)) < ∞, also
dimA−(pv(K)) <∞. This ends the proof.
We end this section with the following lemma.
Lemma 1.10.10. Let (M, τ) be a tracial von Neumann algebra, let A ⊂M be
a possibly nonunital von Neumann subalgebra and let B ⊂M be a unital von
Neumann subalgebra. Denote the unit of A by 1A.
• If p ∈ A′ ∩ 1AM1A is a nonzero projection and Ap ≺M B, then there
exists a nonzero projection p0 ∈ A′ ∩ 1AM1A such that p0 ≤ p and Ap0 is
amenable relative to B inside M .
• If A ≺fM B, then A is amenable relative to B inside M .
Proof. To prove the first statement, we assume that Ap ≺M B for some nonzero
projection p ∈ A′ ∩ 1AM1A. By definition, we have that there exists a nonzero
projection q ∈ Bn, a normal unital ∗-homomorphism ψ : Ap → qBnq and a
nonzero partial isometry v ∈ (M1,n(C) ⊗ pM)q such that av = vψ(a) for all
a ∈ Ap. Put p0 = vv∗ ∈ (Ap)′ ∩ pMp and




where Tr denotes the canonical semi-finite trace on 〈qMnq, eqBnq〉. Then ϕ is a
positive linear functional on p0〈M, eB〉p0.
Now let T ∈ p0〈M, eB〉p0 and x ∈ Ap0. Then,
Tr(eqBnqv∗xTveqBnq) = Tr(eqBnqψ(x)v∗TveqBnq) = Tr(ψ(x)eqBnqv∗TveqBnq)
= Tr(eqBnqv∗TveqBnqψ(x)) = Tr(eqBnqv∗Tvψ(x)eqBnq)
= Tr(eqBnqv∗TxveqBnq).
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= (TrMn(C)⊗τM )(v∗xv)/τM (p0)
= τM (vv∗x)/τM (p0)
= τp0Mp0(x).
This ends the proof of the first statement.
To prove the second statement, we assume that A ≺fM B. Using what we
just found together with a standard maximality argument, we have that there
exist nonzero projections pi ∈ A′ ∩ 1AM1A such that
∑
i∈N pi = 1A and Api is
amenable relative to B inside M . Thus, for every i ∈ N, we have an Api-central
state ϕi on pi〈M, eB〉pi such that ϕi|piMpi = τpiMpi . Define




Then ϕ is an A-central state on 1A〈M, eB〉1A such that ϕ|1AM1A = τ1AM1A . In
other words, A is amenable relative to B inside M .
1.11 Baumslag-Solitar groups and HNN extensions
For all n,m ∈ Z \ {0}, the Baumslag-Solitar group BS(n,m) is defined as the
group generated by a and b subject to the relation banb−1 = am. So,
BS(n,m) := 〈a, b | banb−1 = am〉 .
The Baumslag-Solitar groups were introduced in [BS62] as the first examples of
two generator non-Hopfian groups with a single defining relation. Ever since,
they have been playing an important role in many different areas of mathematics.
The following are two examples of this.
• In theoretical informatics they were the first groups that were known to
be asynchronous automatic but not automatic (see e.g. [ECH+92]);
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• In geometric group theory they provide easy examples of groups that are
not isomorphic to a subgroup of a hyperbolic group (see e.g. [GS91]).
Since they play such important roles in mathematics, It is a natural problem
to classify von Neumann algebras arising in some way from Baumslag-Solitar
groups.
The following facts will be useful later on. Whenever |n| = 1 or |m| = 1, the
normal closure of 〈a〉 is an abelian normal subgroup of BS(n,m) such that the
quotient is infinite cyclic. So in that case, the group BS(n,m) is solvable, hence
amenable. Whenever |n| ≥ 2 and |m| ≥ 2, the subgroup 〈b, aba−1〉 ≤ BS(n,m)
is, by Lemma 1.11.1 below, isomorphic with the free group F2. So in that case,
BS(n,m) is nonamenable. In [Mo91], the Baumslag-Solitar groups were classified
up to isomorphism: BS(n,m) ∼= BS(p, q) if and only if {n,m} = {εp, εq} for
some ε ∈ {−1, 1}. So the BS(n,m) with 2 ≤ n ≤ |m| form a complete list of
all nonamenable Baumslag-Solitar groups up to isomorphism. Finally by [St05,
Exemple 2.4], the group BS(n,m) is icc if and only if |n| 6= |m|.
Now, let us introduce the notion of HNN extension of groups ([HNN49]). Let G
be a group, H < G a subgroup and θ : H → G an injective group homomorphism.
The HNN extension HNN(G,H, θ) is defined by the presentation
HNN(G,H, θ) = 〈G, b | θ(h) = bhb−1 for all h ∈ H〉 .
Elements of HNN(G,H, θ) can be expressed in a ‘reduced’ way using as letters
the elements of G and the letters b±1. More precisely, we have the following
lemma.
Lemma 1.11.1 (Britton’s lemma, [Br63]). Consider the expression g =
g0b
n1g1b
n2 · · · bnkgk with k ≥ 0, g0, gk ∈ G, g1, . . . , gk−1 ∈ G \ {e} and
n1, . . . , nk ∈ Z \ {0}. We call this expression reduced if the following two
conditions hold:
• for every i ∈ {1, . . . , k − 1} with ni > 0 and ni+1 < 0, we have gi 6∈ H,
• for every i ∈ {1, . . . , k − 1} with ni < 0 and ni+1 > 0, we have gi 6∈ θ(H).
If the above expression for g is reduced, then g 6= e in the group HNN(G,H, θ),
unless k = 0 and g0 = e. In particular, the natural homomorphism of G to
HNN(G,H, θ) is injective.
The number
∑k
i=1 |ni| appearing in a reduced expression of g is called the
b-length of g. Observe that it does not depend on the choice of the reduced
expression.
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Note that the Baumslag-Solitar groups are one of the easiest examples of HNN
extensions. Indeed, BS(n,m) = HNN(Z, nZ, θ), where θ(n) = m. In this way,
we can use Lemma 1.11.1 whenever we are dealing with Baumslag-Solitar groups.
More precisely, consider the expression g = al0bn1al1bn2 · · · bnkalk with k ≥ 0,
l0, lk ∈ Z, l1, . . . , lk−1 ∈ Z \ {0} and n1, . . . , nk ∈ Z \ {0}. Then this expression
is reduced if the following two conditions hold:
• for every i ∈ {1, . . . , k − 1} with ni > 0 and ni+1 < 0, we have n 6 | li;
• for every i ∈ {1, . . . , k − 1} with ni < 0 and ni+1 > 0, we have m 6 | li.
Lemma 1.11.2. Let n,m ∈ Z satisfy 2 ≤ n ≤ |m|. The centralizer C of 〈an〉
inside BS(n,m) is nonamenable.
Proof. We have the following three cases to consider.
Case 1. (|m| 6= 2). Define G := 〈aZ, b−1aZb〉 ≤ BS(n,m). We first show
that G is an amalgamated free product of two copies of Z over a copy of Z
embedded as nZ and mZ respectively. Write H := {c, d | cn = dm} and define
the homomorphism α : H → G by α(c) = a and α(d) = b−1ab. Note that
α is well defined and surjective. We show that α is also injective. To that
end we fix g ∈ Ker(α). Write g = cn0dm1cn1 . . . dmkcnk with k ≥ 0, n0 ∈ Z,
n1, . . . , nk ∈ Z \ nZ and m1, . . . ,mk ∈ Z \mZ. Then,
e = α(g) = α(cn0dm1cn1 . . . dmkcnk)
= α(c)n0α(d)m1α(c)n1 . . . α(d)mkα(c)nk
= an0b−1am1ban1 . . . b−1amkbank .
Note that this last expression is reduced inside BS(n,m). So, by Lemma 1.11.1,
we have that k = 0 and n0 = 0. But then g = e and hence Ker(α) = {e}.
Altogether, we see that G is indeed an amalgamated free product of two copies
of Z over a copy of Z embedded as nZ and mZ respectively. In particular G is
nonamenable by the remark following Proposition 23 of [dlHP11]. Since G is a
subgroup of C, we have that C is also nonamenable.
Case 2. (m = 2). So n = m = 2. In this case C and BS(n,m) coincide. In
particular, C is nonamenable.
Case 3. (m = −2). So n = 2 and m = −2. Let g ∈ BS(n,m) \ C. Then a2g =
ga−2, and hence a2gb = ga−2b = gba2. This shows that BS(n,m) = C unionsq Cb−1.
In other words, C is an index 2 normal subgroup of BS(n,m). In particular, C
is nonamenable.
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Since BS(n,m) is an HNN extension, we have that it acts on its Bass-Serre tree.
Recall from [Se80] that the Bass-Serre tree T is defined as follows:
V (T ) = BS(n,m)/〈a〉 and E+(T ) = BS(n,m)/〈an〉,
where V (T ) denotes the set of vertices of T and E+(T ) denotes the set of
positive oriented edges of T . The source map s : E+(T )→ V (T ) and the range
map r : E+(T )→ V (T ) are defined by
s(g〈an〉) = g〈a〉 and r(g〈an〉) = gb−1〈a〉 for every g ∈ BS(n,m).
The group BS(m,n) acts on T by left multiplication.
In general, when Γ is a group acting on a tree T , we call a group element elliptic
if it admits a fixed point, otherwise we call it hyperbolic. The following lemma is
well known and follows immediately from [Se80, Proposition 25 and Proposition
26].
Lemma 1.11.3. Let Γ be a group acting on a tree T .
1. If g ∈ Γ is a hyperbolic element, then gz is hyperbolic for every nonzero
integer z.
2. If g, h ∈ Γ are elliptic elements such that gh is elliptic, then g and h have
a common fixed point.
Now we introduce the notion of almost normal subgroup. Let Γ be group and
Λ < Γ a subgroup. Define the following functions on Γ having values in N∪{∞}:
1. r(g) = [Λ : Λ∩ gΛg−1] = the number of right Λ-cosets in the double coset
ΛgΛ;
2. l(g) = r(g−1) = [Λ : Λ ∩ g−1Λg] = the number of left Λ-cosets in the
double coset ΛgΛ.
If l(g) is finite for every g ∈ Γ, we say that Λ is an almost normal subgroup of
Γ. In that case, we also call (Γ,Λ) a Hecke pair.
Remark. In the literature, e.g. [Tz03], the function r is usually denoted by
L and the function l is usually denoted by R. Let us justify our choice of
notation. Let (P, τ) be a tracial von Neumann algebra and let BS(n,m) y P
be a trace preserving action. Set N := P o 〈a〉 and define the N-N-bimodule
Kg := span NugN for every g ∈ BS(n,m). Then the left dimension dimN−(Kg)
equals l(g) and the right dimension dim−N (Kg) equals r(g).
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In the previous subsection, we came across the notion of quasi-regularity. The
following well known result provides many examples of quasi-regular inclusions
of von Neumann algebras. The result is for instance mentioned in Subsection
2.1 of [Fa09].
Lemma 1.11.4. Let Γ be a countable discrete group. If Λ is an almost normal
subgroup of Γ, then L(Λ) is a quasi-regular von Neumann subalgebra of L(Γ).
Proof. Let Γ be a countable discrete group and assume that Λ ≤ Γ is an almost
normal subgroup. Write M := L(Γ) and N := L(Λ). Fix g ∈ Γ. We show that
ug ∈ QNM (N).
Since Λ is an almost normal subgroup of Γ, we have that gΛ is contained in a
finite union of right cosets. Say gΛ ⊂ ⊔ni=1 Λhi where h1, . . . , hn ∈ Γ. Then we
have that ugN ⊂
∑n
i=1Nuhi . Completely analogous, Nug ⊂
∑m
j=1 ukjN for
some k1, . . . , km ∈ Γ. Altogether this shows that ug ∈ QNM (N).
So far we have found that {ug | g ∈ Γ} is a subset of QNM (N). Since
{ug | g ∈ Γ} generates the whole of M as a von Neumann algebra, this ends
the proof.
Note that (BS(n,m), 〈a〉) is a Hecke pair. When considering this pair, l(g)
is the smallest nonzero positive integer such that gal(g) ∈ 〈a〉g. Similarly,
r(g) is the smallest nonzero positive integer such that ar(g)g ∈ g〈a〉. Writing
k = gcd(|n|, |m|), n0 = n/k, m0 = m/k and
F := {k|n0|s|m0|t | s, t ∈ N with s+ t > 0},
we have that F ∪ {1} = {l(g) | g ∈ BS(n,m)}.
We end this section with the notion of quasi-centralizer. The quasi-centralizer






where CΓ(Λ1) denotes the centralizer of Λ1 ≤ Γ. Note that QCΓ(Λ) is a normal
subgroup of Γ.
Lemma 1.11.5. Let n,m ∈ Z be nonzero integers. Then,
QCBS(n,m)(〈a〉) = {g ∈ BS(n,m) | gal(g)g−1 = al(g)}.
Proof. It suffices to show that
QCBS(n,m)(〈a〉) ⊂ {g ∈ BS(n,m) | gal(g)g−1 = al(g)},
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since the converse inclusion is obvious. So fix an element g of the quasi-centralizer
of 〈a〉 ⊂ BS(n,m). Then there exists a nonzero positive integer l such that
galg−1 = al. This implies that al ∈ 〈a〉 ∩ g−1〈a〉g = 〈al(g)〉 or in other words
that l(g) divides l. Writing, l = l0l(g) we have that
al = galg−1 = (gal(g)g−1)l0 .
Now gal(g)g−1 = ar, for some r ∈ {r(g),−r(g)}. So altogether al = arl0 and
therefore r = l/l0 = l(g). We conclude that gal(g)g−1 = ar = al(g).
1.12 HNN extensions of von Neumann algebras
In [Ue04], HNN extensions of general von Neumann algebras were first
introduced. For the case of tracial von Neumann algebras, an easier approach
to the construction was given by Fima and Vaes in [FV12]. In this section, we
recall this approach.
Let Γ be a countable discrete group, Λ < Γ a subgroup and θ : Λ→ Γ an injective
group homomorphism. Then M := L(Γ) is a tracial von Neumann algebra,
N := L(Λ) is a von Neumann subalgebra of M and θ : N →M : uλ 7→ uθ(λ) is
a trace preserving embedding of N into M . In [FV12], a tracial von Neumann
algebra HNN(M,N, θ) is associated to every triplet (M,N, θ) where M is a
tracial von Neumann algebra, N is a von Neumann subalgebra of M and
θ is a trace preserving embedding of N into M . The construction satisfies
L(HNN(Γ,Λ, θ)) = HNN(L(Γ), L(Λ), θ).
So fix a triplet (M,N, θ) where M is a tracial von Neumann algebra, N is a
von Neumann subalgebra of M and θ is a trace preserving embedding of N into
M . For ε ∈ {−1, 1} define
Nε =
{
N if ε = 1,
θ(N) if ε = −1.
Define θε : Nε → N−ε in the obvious way.
For n ≥ 1 and ε1, . . . , εn ∈ {−1, 1} define the M -M -bimodule
Hε1,...,εn = K0 ⊗N . . .⊗N Kn,
where K0 = Kn = L2(M) and, for 1 ≤ i ≤ n− 1,
Ki =
{
L2(M) if εi = εi+1,
L2(M)	 L2(Nεi) if εi 6= εi+1.
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We view K0 = L2(M) as an M -N -bimodule, where the left M -action is the
usual one and the right N -action is given by ξ ·x = ξx if ε1 = −1 and ξ ·x = ξθ(x)
if ε1 = 1. Similarly, we view Kn = L2(M) as an N -M -bimodule, where the
right M -action is the usual one and the left N action is given by x · ξ = xξ if
εn = 1 and x · ξ = θ(x)ξ if εn = −1. Finally, for 1 ≤ i ≤ n− 1, we view Ki as
an N -N -bimodule in the following way.
• The left N -action is given by x · ξ =
{
xξ if εi = 1,
θ(x)ξ if εi = −1.
• The right N -action is given by ξ · x =
{
ξθ(x) if εi+1 = 1,
ξx if εi+1 = −1.





Every element x ∈M can be viewed as a vector in L2(M) that we denote by xˆ.
Now let ε ∈ {−1, 1}. We define a unitary uε ∈ B(H) in the following way.
• If ξ ∈ L2(M) we define uεξ = 1ˆ⊗ ξ ∈ Hε.
• If ξ ∈ Hε1,...,εn with n ≥ 1 and ε1 = ε we define uεξ = 1ˆ⊗ ξ ∈ Hε,ε1,...,εn .




1ˆ⊗ xˆ⊗ ξ0 ∈ Hε,ε1,...,εn if x ∈M 	Nε,
θε(x)ξ0 ∈ Hε2,...,εn if x ∈ Nε.
In order to see that uε indeed extends to a unitary on H, we first show that uε
extends to an isometry on H. For that, fix





We need to prove that 〈ξ, η〉 = 〈uεξ, uεη〉. There are many cases to be checked,
but only the following three (up to symmetry) are nontrivial.
• Case 1. ξ ∈ L2(M) and η = xˆ⊗ η0 ∈ H−ε,ε with x ∈ Nε and η0 ∈ Hε;
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• Case 2. ξ ∈ Hε1,...,εn and η = xˆ⊗ η0 ∈ H−ε,ε,ε1,...,εn with n ≥ 1, ε1 = ε
and x ∈ Nε, η0 ∈ Hε,ε1,...,εn ;
• Case 3. ξ = xˆ ⊗ ξ0 ∈ Hε1,...,εn and η = yˆ ⊗ η0 ∈ Hε1,...,εn with n ≥ 1,
ε1 6= ε and x, y ∈ Nε, ξ0, η0 ∈ Hε2,...,εn .
In the first case we have that
〈uεξ, uεη〉 = 〈uεξ, uε(xˆ⊗ η0)〉 = 〈1⊗ ξ, θε(x)η0〉.
Since η0 is an element of (L2(M) 	 L2(N−ε)) ⊗N L2(M) inside Hε, we have
that θε(x)η0 is also an element of (L2(M) 	 L2(N−ε)) ⊗N L2(M) inside Hε.
Now (L2(M)	L2(N−ε))⊗N L2(M) is orthogonal to L2(N−ε)⊗N L2(M) inside
Hε. Therefore 〈1⊗ ξ, θε(x)η0〉 = 0 and hence 〈uεξ, uεη〉 = 0 = 〈ξ, η〉.
The second case follows by exactly the same arguments as the first case.
Finally, the third case follows immediately from the following calculation:
〈uεξ, uεη〉 = 〈uε(xˆ⊗ ξ0), uε(yˆ ⊗ η0)〉 = 〈θε(x)ξ0, θε(y)η0〉
= 〈1ˆ⊗ θε(x)ξ0, 1ˆ⊗ θε(y)η0〉 = 〈1ˆ⊗ (x · ξ0), 1ˆ⊗ (y · η0)〉
= 〈(1ˆ · x)⊗ ξ0, (1ˆ · y)⊗ η0〉 = 〈xˆ⊗ ξ0, yˆ ⊗ η0〉
= 〈ξ, η〉.
Altogether, we have showed that uε extends to an isometry on H. Let us now
show that uεxu−ε = θε(x) for every x ∈ Nε. For that, fix x ∈ Nε and





We need to prove that (uεxu−ε)(ξ) = θε(x)ξ. Again there are many cases to be
checked, but only the following three are nontrivial.
• Case 1. ξ = yˆ ⊗ ξ0 ∈ Hε with y ∈ N−ε and ξ0 ∈ L2(M);
• Case 2. ξ = yˆ ⊗ ξ0 ∈ Hε,ε,ε3,...,εn with n ≥ 2, y ∈ N−ε, ξ0 ∈ Hε,ε3,...,εn ;
• Case 3. ξ = yˆ⊗ξ0 ∈ Hε,−ε,ε3,...,εn with n ≥ 2, y ∈ N−ε, ξ0 ∈ H−ε,ε3,...,εn .
In the first case we have that (uεxu−ε)(ξ) = uε(xθ−ε(y)ξ0). Since xθ−ε(y)ξ0 ∈
L2(M), we find that (uεxu−ε)ξ = 1ˆ ⊗ (xθ−ε(y)ξ0) ∈ Hε. The desired result
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now follows from the following calculation:
(uεxu−ε)ξ = 1ˆ⊗ (xθ−ε(y)ξ0) = 1ˆ⊗ ((θε(x)y) · ξ0)
= (1ˆ · (θε(x)y))⊗ ξ0 = θ̂ε(x)y ⊗ ξ0
= θε(x)(yˆ ⊗ ξ0) = θε(x)ξ.
The second case follows by exactly the same arguments as the first case.
Finally, in the third case, we also have that (uεxu−ε)(ξ) = uε(xθ−ε(y)ξ0).
Since ξ0 is an element of (L2(M) 	 L2(Nε)) ⊗N Hε3,...,εn ⊂ H−ε,ε3,...,εn also
xθ−ε(y)ξ0 ∈ (L2(M)	L2(Nε))⊗N Hε3,...,εn . Therefore (uεxu−ε)(ξ) is equal to
1ˆ⊗xθ−ε(y)ξ0 ∈ Hε,−ε,ε3,...,εn . The desired result now follows from the following
calculation:
(uεxu−ε)ξ = 1ˆ⊗ (xθ−ε(y)ξ0) = 1ˆ⊗ ((θε(x)y) · ξ0)
= (1ˆ · (θε(x)y))⊗ ξ0 = θ̂ε(x)y ⊗ ξ0
= θε(x)(yˆ ⊗ ξ0) = θε(x)ξ.
Altogether, we have showed that uεxu−ε = θε(x) for every x ∈ Nε. In particular,
uεu−ε = 1. This implies that uε is also surjective and hence is a unitary
satisfying (uε)∗ = u−ε. This justifies the superscript notation. Usually we write
u instead of u1 and call it the stable unitary. With this notation we have that
uxu∗ = θ(x) for all x ∈ N.
This brings us to the definition of HNN(M,N, θ).
Definition 1.12.1. The HNN extension HNN(M,N, θ) is defined as the von
Neumann subalgebra of B(H) generated by M and u:
HNN(M,N, θ) := 〈M,u〉 ⊂ B(H).
Let Ω = 1ˆ ∈ L2(M) ⊂ H. Define the normal state on P = HNN(M,N, θ) given
by τ(x) = 〈Ω, xΩ〉. It turns out that τ is a faithful normal tracial state for P ,
see Section 3.3 from [FV12].
Let P = HNN(M,N, θ). An element x ∈ P of the form x = x0uε1x1 . . . uεnxn
with xi ∈ M and εi ∈ {−1, 1} is called reduced if xi ∈ M 	 Nεi whenever
εi 6= εi+1. By convention, when n = 0, the reduced elements are the elements
x = x0 where x0 ∈M 	 C1.
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Observe that, whenever x = x0uε1x1 . . . uεnxn is reduced, we have
xΩ = x̂0 ⊗ . . .⊗ x̂n.
From this we get that τ(x) = 0 whenever x is reduced.
We have the following universal property for HNN extensions.
Theorem 1.12.2 (Proposition 3.2, [FV12]). Let P := HNN(M,N, θ) be an
HNN extension. Assume that (Q, τQ) is any tracial von Neumann algebra,
that pi : M → Q is a trace preserving embedding and that w ∈ Q is a unitary
satisfying
• pi(θ(x)) = wpi(x)w∗ for all x ∈ N ;
• for every reduced element x = x0uε1x1 . . . uεnxn ∈ P , we have that
τQ(pi(x0)wε1 . . . wεnpi(xn)) = 0.
Then there exists a unique trace preserving ∗-homomorphism p˜i : P → Q
extending pi and satisfying p˜i(u) = w.
The following lemma follows directly from the universal property.
Lemma 1.12.3. The HNN construction behaves well with respect to taking
crossed products and tensor products. Concretely,
• Let P be a tracial von Neumann algebra. If HNN(Γ,Λ, θ) y P is a trace
preserving action, then P oHNN(Γ,Λ, θ) = HNN(P o Γ, P o Λ,Ad(ub));
• If P is a tracial von Neumann algebra, then P⊗HNN(M,N, θ) =
HNN(P⊗M,P⊗N, id⊗ θ).
The following proposition states that in the von Neumann algebra case, HNN
extensions and amalgamated free products are the same up to amplification.
We refer to [Po93] and [VDN92] for all details concerning amalgamated free
product von Neumann algebras.
Proposition 1.12.4 ([Ue07, Proposition 3.1]). LetM be a tracial von Neumann
algebra, N ⊂M a von Neumann subalgebra and θ : N →M a trace preserving
embedding. Consider the trace preserving embeddings
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Let u ∈ HNN(M,N, θ) be the stable unitary and denote by (eij), resp. (fij), the
canonical matrix units in M2(C)⊗M , resp. M2(C)⊗N . There is a canonical
trace preserving ∗-isomorphism
ψ : HNN(M,N, θ)→ e11((M2(C)⊗M) ∗N⊕N (M2(C)⊗N))e11
where ψ(x) = e11x for all x ∈M and ψ(u) = e12f21.
Note that in the amalgamated free product, e11 = f11 and e22 = f22. Therefore
e12f21 is really a unitary.
The following proposition follows from combining [CH08, Theorem 1.1] (as is
presented in [Io12, Theorem 6.4]) with Proposition 1.12.4.
Proposition 1.12.5. Let (M0, τ) be a tracial von Neumann algebra, B ⊂M0
a von Neumann subalgebra and θ a trace preserving embedding of B into M0.
Let M := HNN(M0, B, θ) and Q ⊂ pMp be a von Neumann subalgebra for some
nonzero projection p ∈M . Then one of the following conditions holds.
1. Q′ ∩ pMp ≺M B;
2. NpMp(Q)′′ ≺M M0;
3. Qp′ is amenable relative to B inside M , for some nonzero projection
p′ ∈ Z(Q′ ∩ pMp).
Proof. Put M1 = M2(C)⊗M0 and M2 = M2(C)⊗B. Consider B0 = B⊕B as
a subalgebra of both M1 and M2, where B0 ↪→M2 is diagonal and B0 ↪→M1
is given by b ⊕ d 7→ b ⊕ θ(d). Denote by eij the matrix units in M1 and by
fij the matrix units in M2. By Proposition 1.12.4 there is a trace preserving
∗-isomorphism
ψ : HNN(M0, B, θ)→ e11(M1 ∗B0 M2)e11
where ψ(x) = e11x for all x ∈M0 and ψ(u) = e12f21. DenoteM := M1 ∗B0 M2.
Whenever P ⊂M is a possibly nonunital inclusion of von Neumann algebras,
we have that
(a) P ≺M B iff ψ(P ) ≺M B0 iff ψ(P ) ≺M M2;
(b) P ≺M M0 iff ψ(P ) ≺M M1;
(c) P is amenable relative to B inside M iff ψ(P ) is amenable relative to B0
insideM.
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Let us check this.
We begin with statement (a). Since B0 ⊂M2 is finite index, we have by Lemma
1.10.3 that ψ(P ) ≺M B0 iff ψ(P ) ≺M M2. On the other hand, P ≺M B iff
ψ(P ) ≺ψ(M) ψ(B) iff ψ(P ) ≺M e11B0. So by Lemma 1.10.2, we have that
P ≺M B implies ψ(B) ≺M B0. For statement (a) to hold, it remains to prove
that ψ(P ) ≺M B0 implies ψ(P ) ≺M e11B0. So assume that ψ(P ) ≺M B0.
Then
ψ(P ) ≺M e11B0 or ψ(P ) ≺M e22B0.
If ψ(P ) ≺M e11B0 holds, then we are done. If ψ(P ) ≺M e22B0 holds, then
there exists a nonzero ψ(P ) − e22B0-subbimodule H of 1ψ(P )L2(M)e22 with
finite e22B0-dimension. Take v ∈ M2(C) satisfying vv∗ = e22 and v∗v = e11.
Then Hv is a nonzero ψ(P )− e11B0-subbimodule of 1ψ(P )L2(M)e11 with finite
e11B0-dimension. In other words, ψ(P ) ≺M e11B0. This ends the argument for
statement (a).
For statement (b) we have that P ≺M M0 iff ψ(P ) ≺ψ(M) ψ(M0) iff ψ(P ) ≺M
e11M1. Analogous to the previous paragraph, ψ(P ) ≺M e11M1 is equivalent
with ψ(P ) ≺M M1. Altogether P ≺M M0 if and only if ψ(P ) ≺M M1.
Finally for statement (c), we have that P is amenable relative to B inside
M if and only if ψ(P ) is amenable relative to ψ(B) inside ψ(M). This is
then equivalent with ψ(P ) being amenable relative to e11B0 inside e11Me11.
Since 〈e11Me11, ee11B0〉 is equal to e11〈M, eB0〉e11, we see using the second
characterisation in Definition 1.9.5 that ψ(P ) is amenable relative to e11B0
inside e11Me11 if and only if ψ(P ) is amenable relative to B0 insideM. This
ends the argument for statement (c).
The proposition now follows immediately from Theorem 6.4 of [Io12].
Chapter 2
Partial classification of the
Baumslag-Solitar group von
Neumann algebras
This chapter will be dedicated to proving the following theorem which partially
classifies the Baumslag-Solitar group von Neumann algebras.
Theorem A. Let M = L(BS(n1,m1) × . . . × BS(nk,mk)) and N =
L(BS(p1, q1) × . . . × BS(pl, ql)), where ni,mi, pj , qj ∈ Z satisfy 2 ≤ ni < |mi|
and 2 ≤ pj < |qj | for every i ∈ {1, . . . , k} and j ∈ {1, . . . , l}.
If there exists a finite index M-N-bimodule H, then k = l and there exists a
permutation σ ∈ Sym(k) such that for every i ∈ {1, . . . , k},
(ni/|mi|)ri = (pσ(i)/|qσ(i)|)si
for some ri, si ∈ Z with 1 ≤ ri, si ≤ dimM−(H) dim−N (H).
The following corollary is in fact the main result of [MV13]. It follows
immediately from Theorem A using the fact that a stable isomorphism
α : M → N t yields a finite index M -N -bimodule MH(α)N satisfying
dimM−(H(α)) dim−N (H(α)) = 1.
Corollary B ([MV13, Theorem A]). Let n,m, p, q ∈ Z such that 2 ≤ n < |m|
and 2 ≤ p < |q|. If L(BS(n,m)) is stably isomorphic with L(BS(p, q)), then
n/|m| = p/|q|.
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Remark. The proof of Theorem A follows closely the proof of Corollary B as is
presented in [MV13]. Apart from some small technicalities, the only real novelty
is the notion of finite index correspondence between equivalence relations (see
Section 2.2). This notion is needed to deal with finite index bimodules MHN
instead of stable isomorphisms α : M → N t.
We prove our Theorem A by associating a canonical equivalence relation to
L(BS(n,m)) and show that it is of type IIIn/|m|. More precisely, assume that
(M, τ) is a von Neumann algebra equipped with a faithful normal tracial state
such that L2(M, τ) is separable. Whenever A ⊂M is an abelian von Neumann
subalgebra, the normalizer
NM (A) := {u ∈ U(M) | uAu∗ = A}
induces a group of trace preserving automorphisms of A. Writing A = L∞(X,µ)
with µ being induced by τ |A, the corresponding orbit equivalence relation is a
pmp countable equivalence relation on (X,µ).
More generally, we can consider the set of partial isometries
{u ∈M | u∗u and uu∗ are projections in A′ ∩M and uAu∗ = Auu∗ } .
(2.1)
Every such partial isometry induces a partial automorphism of A and hence
a partial automorphism of (X,µ). We denote by R(A ⊂ M) the equivalence
relation generated by all these partial automorphisms. When A ⊂M is maximal
abelian, i.e. A = A′ ∩M , then R(A ⊂M) coincides with the orbit equivalence
relation induced by the normalizer NM (A). In particular, in that case the
equivalence relation R(A ⊂M) preserves the probability measure µ.
If however A ⊂ M is not maximal abelian, the partial automorphisms of A
induced by the partial isometries in the set (2.1) need not be trace preserving.
So in general, R(A ⊂M) can be an equivalence relation of type III.
In Section 2.2 we introduce the notion of finite index correspondence between
equivalence relations. Roughly speaking, a finite index correspondence is a
stable isomorphism up to finite index between equivalence relations. As was
mentioned above, we need this in order to deal with finite index bimodules
MHN instead of stable isomorphisms α : M → N t as is the case in [MV13].
Our key technical result is then Theorem 2.2.6 below, roughly saying the
following. Let MHN be a nonzero finite index bimodule between II1 factors M
and N . If A ⊂M and B ⊂ N are abelian subalgebras such that Z(A′∩M) = A
and Z(B′ ∩N) = B, and if there exists a nonzero finite index A-B-subbimodule
of AHB, then there must exist a finite index correspondence between the relations
R(A ⊂ M) and R(B ⊂ N) (see Section 2.2 for the exact statement). This
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implies, as we will see, that if R(A ⊂M) is of type IIIλ and R(B ⊂ N) is of type
IIIη, then λr = ηs for some integers r, s with 1 ≤ r, s ≤ dimM−(H) dim−N (H).
In Subsection 2.3.2, we take M = L(BS(n,m)) and A equal to the abelian von
Neumann subalgebra generated by the unitary ua. We prove that R(A ⊂M)
is the unique hyperfinite ergodic equivalence relation of type IIIn/|m|.
The proof of the main theorem now follows the same lines as the proof in [MV13]
and can be outlined as follows. We make use of the following notation.
• For all 1 ≤ i ≤ k, put BS(ni,mi) := 〈ai, bi | bianii b−1i = amii 〉.
• For all 1 ≤ j ≤ l, put BS(pj , qj) := 〈cj , dj | djcpjj d−1j = cqjj 〉.
Let M and N be as in the description of Theorem A. Also define
Mi = L(BS(n1,m1)×. . .×BS(ni−1,mi−1)×〈ai〉×BS(ni+1,mi+1)×. . .×BS(nk,mk))
and
Nj = L(BS(p1, q1)× . . .× BS(pj−1, qj−1)× 〈cj〉 × BS(pj+1, qj+1)× . . .× BS(pl, ql)).
Denote by Ci the centralizer of 〈anii 〉 inside BS(ni,mi). We first note that
L(Ci) ⊂ M has no amenable direct summand and that Mi has a finite index
subalgebra inside L(Ci)′ ∩M . Then we show using [Io12, Theorem 6.4] that if
Q ⊂M has no amenable direct summand, then there exists an i ∈ {1, . . . , k}
such that Q′ ∩M ≺M Mi. This shows that, up to intertwining, the positions
of the Mi inside M are canonical. Similarly, the positions of the Nj inside N
are canonical. From that one gets that a nonzero finite index M -N -bimodule
H yields both k = l and a permutation σ ∈ Sym(k) such that H contains a
nonzero finite index Mi-Nσ(i)-subbimodule. It then follows that H also contains
a nonzero finite index Z(Mi)-Z(Nσ(i))-subbimodule for every i. Using our key
technical result, we find that there exists a finite index correspondence between
R(Z(Mi) ⊂M) and R(Z(Nσ(i)) ⊂ N). On the other hand, these equivalence
relations are respectively isomorphic with R(L(〈a〉) ⊂ L(BS(ni,mi))) and
R(L(〈a〉) ⊂ L(BS(pσ(i), qσ(i)))). Considering the types of both equivalence
relations, one gets the equality (ni/|mi|)ri = (pσ(i)/|qσ(i)|)si for some ri, si ∈ Z
with 1 ≤ ri, si ≤ dimM−(H) dim−N (H).
2.1 Equivalence relations associated to nonmaxi-
mal abelian subalgebras
Let (M, τ) be a tracial von Neumann algebra with L2(M, τ) separable. Let
A ⊂M be an abelian von Neumann subalgebra satisfying Z(A′ ∩M) = A. In
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order to define the equivalence relation R(A ⊂M) that we mentioned before,
we need a particular subalgebra of M , that we denote by QM (A). This algebra
is closely related to the quasi-normaliser QNM (A) of A inside M .
2.1.1 Quasi-regularity and the algebra QM(A)
Let (M, τ) be a tracial von Neumann algebra and N ⊂ M a von Neumann
subalgebra. Recall from Section 1.10 that we denote by QNM (N) the quasi-
normalizer of N inside M , i.e. the unital ∗-algebra defined by
{
a ∈M








From the same section we also recall that N ⊂ M is called quasi-regular if
QNM (N)′′ = M .
If A,B ⊂M are abelian von Neumann subalgebras, we define QM (A,B) as
QM (A,B) := {v ∈M | vv∗ ∈ A′ ∩M , v∗v ∈ B′ ∩M and Av = vB}
and we denote QM (A,A) by QM (A).
Whenever x ∈M is a normal element (i.e. xx∗ = x∗x), we denote by supp(x) its
support, i.e. the smallest projection p ∈M that satisfies px = x or equivalently,
xp = x. We have the following well known result that we will implicitly use
from this point onward.
Lemma 2.1.1. Let (M, τ) be a tracial von Neumann algebra and A ⊂M an
abelian von Neumann subalgebra. Whenever x ∈M , we have that the projection
supp(EA(xx∗)) is the smallest projection p ∈ A satisfying px = x. Similarly,
the projection supp(EA(x∗x)) is the smallest projection p ∈ A satisfying xp = x.
Proof. Fix x ∈ M and denote by px the smallest projection p ∈ A satisfying
px = x. Then
px supp(EA(xx∗)) = supp(pxEA(xx∗))
= supp(EA(pxxx∗))
= supp(EA(xx∗))
and hence, supp(EA(xx∗)) ≤ px. Let us now show that px ≤ supp(EA(xx∗)).
To that end, note that (1− supp(EA(xx∗)))EA(xx∗) = 0. Applying τ to this
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equality we get that




Hence (1 − supp(EA(xx∗)))x = 0. This shows that supp(EA(xx∗))x = x,
or equivalently that px ≤ supp(EA(xx∗)). Since we already showed that
supp(EA(xx∗)) ≤ px, we proved that supp(EA(xx∗)) = px.
By replacing x with x∗, we also have that supp(EA(x∗x)) is the smallest
projection p ∈ A satisfying xp = x.
Whenever v ∈ QM (A,B), we define qv = supp(EA(vv∗)) and pv =
supp(EB(v∗v)). Let v ∈ QM (A,B) and a ∈ Aqv. By definition, there exists an
element b ∈ B such that av = vb. Since v = vpv, we may even assume that
b ∈ Bpv. Assume now that b1, b2 ∈ Bpv satisfy av = vb1 and av = vb2. Then
v∗vb1 = v∗vb2, and therefore EB(v∗v)b1 equals EB(v∗v)b2. This then implies
that supp(EB(v∗v))b1 = supp(EB(v∗v))b2, or equivalently that pvb1 = pvb2.
Since b1 = pvb1 and b2 = pvb2, we have found that b1 = b2. Altogether, we
see that for every a ∈ Aqv there exists a unique b ∈ Bpv such that av = vb.
Completely analogous, we have that for every b ∈ Bpv there exists a unique
a ∈ Aqv such that av = vb. We denote by αv : Aqv → Bpv the unique
∗-isomorphism satisfying av = vαv(a) for all a ∈ Aqv.
Note that the set QM (A,B) can be {0}. In Lemma 2.1.3, we will see that
QM (A,B) 6= {0} if and only if there exists a bifinite A-B-subbimodule AHB of
AL
2(M)B.
We denote by PIso(A,B) the set of all partial isomorphisms from A to B,
i.e. isomorphisms α : Aq → Bp, where q ∈ A and p ∈ B are projections.
We write PAut(A) instead of PIso(A,A). Note that to every α ∈ PIso(A,B)
we can associate an A-B-bimodule AH(α)B given by H(α) = L2(Bp) and
aξb = α(aq) ξ bp. The composition of two partial isomorphisms is defined as
follows: if α ∈ PIso(B,C) and β ∈ PIso(A,B) are given by α : Bp→ Cr and
β : Aq → Bp′ for projections q ∈ A, p, p′ ∈ B and r ∈ C, then the composition
α ◦ β ∈ PIso(A,C) is defined by x 7→ α(β(x)) for all x ∈ Aqβ−1(pp′).
Lemma 2.1.2. Let A and B be abelian von Neumann algebras. Then every
bifinite A-B-bimodule AHB is isomorphic to a direct sum of bimodules of the
form AH(α)B with α ∈ PIso(A,B).
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Proof. By a standard maximality argument, it suffices to show that AHB
contains, up to isomorphism, a nonzero A-B-subbimodule of the form AH(α)B.
By Proposition F.10 of [BO08], we have that there exists a nonzero projection
q ∈ A, a nonzero projection p ∈ B and a nonzero Aq-B-subbimodule K of qH
such that K is isomorphic, as a right B-module, with L2(Bp). Since K is also a
left Aq-module with finite Aq-dimension, there exists a normal ∗-homomorphism
ψ : Aq → Bp such that ψ(Aq) ⊂ Bp is finite index and
AqKB ∼= AqH(ψ)B,
where H(ψ) = L2(Bp) and aξb = ψ(aq) ξ bp. Since ψ(Aq) ⊂ Bp is a finite index
inclusion of abelian von Neumann algebras, there exists a nonzero projection
z ∈ Bp such that ψ(Aq)z = Bz. Write ψ˜ : Aq → Bz : x 7→ ψ(x)z. Then ψ˜ is
surjective. Put I := ker(ψ˜). Then I is a two-sided ideal of Aq that is weakly
closed. By [Tak79, Proposition II.3.12], there exists a projection r ∈ Aq such
that I = Ar. Simply putting α : A(q − r) → Bz : x 7→ ψ˜(x), we see that
α ∈ PIso(A,B) and AH(α)B is isomorphic with a subbimodule of AHB. This
ends the proof.
With this lemma, we are able to prove the following.
Lemma 2.1.3. Let (M, τ) be a tracial von Neumann algebra and let A,B ⊂M
abelian von Neumann subalgebras. Then the following statements hold.
1. If α ∈ PIso(A,B) and if θ : AH(α)B → AL2(M)B is an A-B-bimodular
isometry, then there exists a partial isometry v ∈ QM (A,B) such that
α = αv and such that
θ(H(α)) ⊂ v(B′ ∩M)||·||2 ⊂ span||·||2 QM (A,B) .
2. Every bifinite A-B-subbimodule AHB of AL2(M)B is contained in
span||·||2 QM (A,B).
3. QM (A)′′ = QNM (A)′′.
4. We have QM (A,B) 6= {0} if and only if AL2(M)B admits a nonzero
bifinite A-B-subbimodule.
Proof. 1. Let α : Aq → Bp be an element of PIso(A,B). Define ξ := θ(p) ∈
L2(M) and let ξ = v|ξ| be its polar decomposition, i.e. the unique partial
isometry v ∈ M and the unique element |ξ| of the || · ||2-closure of M+ such
that ξ = v|ξ| and v∗v is the smallest projection p ∈ M such that p|ξ| = |ξ|.
For all a ∈ A, we have aξ = ξα(a) and hence, av = vα(a). Furthermore
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p = supp(EB(v∗v)) and q = α−1(p) = supp(EA(vv∗)). So we find that v ∈
QM (A,B) and α = αv. Because |ξ| ∈ L2(B′ ∩M), we have that ξ = v|ξ| is
an element of the || · ||2-closure of v(B′ ∩M). Since p generates AH(α)B as
a right Hilbert B-module, we have proven the first inclusion in statement 1.
Since v ∈ QM (A,B), also v(B′ ∩M) ⊂ QM (A,B) and the second inclusion in
statement 1 is proven as well.
2. Let AHB be a bifinite A-B-subbimodule of AL2(M)B. By Lemma 2.1.2,
AHB is isomorphic to a direct sum of bimodules of the form AH(αi)B with
αi ∈ PIso(A,B). Using statement 1 of the lemma, we find that H is generated
by subspaces of span||·||2 QM (A,B). This proves statement 2.
3. By definition, we have QM (A)′′ ⊂ QNM (A)′′. On the other hand, by
considering the bifinite A-A-bimodules A(span||·||2AvA)A for v ∈ QNM (A), we
have that AL2(QNM (A)′′)A is a direct sum of bifinite A-A-subbimodules of
AL
2(M)A. So by statement 2, we have that L2(QNM (A)′′) ⊂ span||·||2(QM (A)).
Since the || · ||2-norm topology and the strong operator topology are the same
on bounded sets, we find using the Kaplansky density theorem (see e.g. [Tak79,
Theorem II.4.8]), that QNM (A)′′ = QM (A)′′.
Finally, 4 is an immediate consequence of 2.
We end this subsection with the following two lemmas, clarifying why later,
we will consider abelian subalgebras A ⊂M satisfying Z(A′ ∩M) = A. Note
that since A is abelian, the condition Z(A′ ∩M) = A is equivalent with the
‘bicommutant’ property (A′ ∩M)′ ∩M = A.
Lemma 2.1.4. Let (M, τ) be a tracial von Neumann algebra and A ⊂M an
abelian von Neumann subalgebra satisfying Z(A′ ∩M) = A. Whenever x ∈M ,
the projection supp(EA(xx∗)) is equal to the projection of L2(M) onto the closed
linear span of (A′ ∩M)xM ⊂ L2(M).
Proof. Fix x ∈ M and denote by px the projection of L2(M) onto the closed
linear span of (A′∩M)xM ⊂ L2(M). Then px ∈ B(L2(M)) commutes with the
left (A′∩M)-action and with the rightM -action. Hence px ∈ (A′∩M)′∩M = A.
Also pxx = x, since xL2(M) lies inside the closed linear span of (A′ ∩M)xM ⊂
L2(M). Altogether px is a projection in A satisfying pxx = x. Equivalently,
supp(EA(xx∗)) ≤ px by Lemma 2.1.1.
On the other hand, whenever a ∈ A′ ∩M and y ∈M , we have that
supp(EA(xx∗))axy = a supp(EA(xx∗))xy = axy.
So supp(EA(xx∗))px = px, or equivalently px ≤ supp(EA(xx∗)). Since we
already showed that supp(EA(xx∗)) ≤ px, we are done.
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Lemma 2.1.5. Let (M, τ) be a tracial von Neumann algebra and A,B,C ⊂M
abelian von Neumann subalgebras. If v ∈ QM (A,B), w ∈ QM (B,C) and
if Z(B′ ∩ M) = B, then there exists an element u ∈ QM (A,C) such that
αw ◦ αv = αu.
Proof. Choose v ∈ QM (A,B) and w ∈ QM (B,C). We first show that vbw ∈
QM (A,C) for every b ∈ B′ ∩M .
Let b ∈ B′∩M and define qvbw = supp(EA((vbw)(vbw)∗)). Since α−1v (pvqw) ∈ A
satisfies α−1v (pvqw)vbw = vpvqwbw = vqwbw = vbqww = vbw, we have that
qvbw ≤ α−1v (pvqw). Or equivalently, Aqvbw ⊂ dom(αw ◦αv). On the other hand,
for every a ∈ Aqvbw we have that
avbw = vαv(a)bw = vbαv(a)w = vbwαw(αv(a)).
This shows that vbw is indeed an element of QM (A,C) and that αvbw =
αw ◦ αv|Aqvbw . We claim that
∨
b∈B′∩M qvbw = α−1v (qwpv).
Denote α−1v (qwpv)−
∨
b∈B′∩M qvbw by r. We need to prove that r is zero. Since
(B′∩M)′∩M = B, we have by Lemma 2.1.4 that for every x ∈M , the projection
supp(EB(xx∗)) equals the projection of L2(M) onto the closed linear span of
(B′ ∩M)xM ⊂ L2(M). Since w∗bv∗r = 0 for every b ∈ B′ ∩M , it follows
that w∗qv∗r = 0. Therefore qw is orthogonal to qv∗r. Because qv∗r = αv(r)
and αv(r) ≤ qw, it follows that αv(r) = 0. Hence r = 0 and our claim that∨
b∈B′∩M qvbw = α−1v (qwpv) is proven.
Observe that if b is an element of B′ ∩M and q ∈ Aqvbw is a projection, then
αv(q)b is an element of B′ ∩M and q = qqvbw = qqvbw = qvαv(q)bw. So, by
cutting down with appropriate projections, we find bn ∈ B′ ∩M such that
the projections qvbnw are orthogonal and sum up to α−1v (qwpv). In particular,
the left supports, resp. right supports, of the elements vbnw are orthogonal.
Finally replacing bn by bn/||vbnw||, we can define u =
∑
n vbnw. It follows that
u ∈ QM (A,C) and αw ◦ αv = αu.
2.1.2 Equivalence relations associated to nonmaximal abelian
subalgebras
Throughout this subsection, we fix a tracial von Neumann algebra (M, τ) with
L2(M, τ) separable. We also fix an abelian von Neumann subalgebra A ⊂M
satisfying Z(A′ ∩ M) = A. Since A is abelian, we can choose a standard
probability space (X,µ) such that A = L∞(X,µ). For every nonsingular
partial automorphism ϕ of (X,µ), we denote by αϕ the corresponding partial
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automorphism of A. Similarly, for every partial automorphism α of A, we
denote by ϕα the corresponding nonsingular automorphism of (X,µ).
The next proposition shows that QM (A) induces a nonsingular countable
equivalence relation R(A ⊂ M) on (X,µ). For it, we need to introduce the
notation
G(A ⊂M) := {αv | v ∈ QM (A)} . (2.2)
Proposition 2.1.6. There exists a nonsingular countable equivalence relation
R on (X,µ) with the following property: a nonsingular partial automorphism ϕ
of X satisfies αϕ ∈ G(A ⊂M) if and only if (x, ϕ(x)) ∈ R for a.e. x ∈ dom(ϕ).
Moreover, R is essentially unique: if a nonsingular countable equivalence relation
R′ on (X,µ) satisfies the same property, then there exists a subset X0 ⊂ X
with µ(X \X0) = 0 and R|X0 = R′|X0 .
We denote R(A ⊂M) := R. The equivalence relation R(A ⊂M) is ergodic if
and only if QNM (A)′′ is a factor.
Before proving Proposition 2.1.6, we introduce some terminology and a lemma.
To every α ∈ PAut(A) are associated the support projections qα, pα ∈ A such
that α : Aqα → Apα is a ∗-isomorphism. Assume that α ∈ PAut(A) and
F ⊂ PAut(A). We say that α is a gluing of elements in F , if there exists a
sequence of elements αn ∈ F and projections qn ∈ A such that qα =
∑
n qn and
such that qn ≤ qαn and α|Aqn = αn|Aqn for all n.
Lemma 2.1.7. Let J ⊂ QM (A) and v ∈ QM (A) such that v ∈ span||·||2J .
Then αv is a gluing of elements in {αw | w ∈ J }.
Proof. By a standard maximality argument, it suffices to prove that for every
nonzero projection q ∈ Aqv, there exists a nonzero subprojection q0 ∈ Aq and a
w ∈ J such that q0 ≤ qw and αv|Aq0 = αw|Aq0 .
So fix a nonzero projection q ∈ Aqv. It follows that qEA(vv∗) 6= 0. Since
v ∈ span||·||2J , we can pick a w ∈ J such that qEA(vw∗) 6= 0. Define
q1 := supp(EA(vw∗)) and note that q1 ∈ qvAqw = Aqvqw. Also note that
qq1 6= 0. For all a ∈ A, we have
α−1v (apv) vw∗ = v aw∗ = vw∗ α−1w (apw) .
Applying the conditional expectation onto A and using that A is abelian, we
find that
α−1v (apv) q1 = α−1w (apw) q1 for all a ∈ A .
This means that αv|Aq1 = αw|Aq1 . We put q0 := qq1. We already showed that
q0 6= 0. Since q0 ≤ q1, we have that αv|Aq0 = αw|Aq0 .
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Proof of Proposition 2.1.6. We say that a subpseudogroup G ⊂ PAut(A) is of
countable type if there exists a countable subset J ⊂ G such that every α ∈ G
is a gluing of elements in J . To prove the first part of the proposition, we
first show that G(A ⊂M) is a subpseudogroup of countable type of PAut(A).
From Lemma 2.1.5, it follows that G(A ⊂ M) is indeed a subpseudogroup.
Since M is separable for the ||.||2-norm topology, we can choose a countable
‖ · ‖2-dense subset J ⊂ QM (A). By Lemma 2.1.7, every α ∈ G(A ⊂ M) is a
gluing of elements in {αw | w ∈ J }. Hence G(A ⊂ M) is of countable type.
Now define R0 :=
⋃
v∈J graph(ϕαv). Since J is a countable set, there exists
a conegligible subset U ⊂ X such that R := R0 ∩ (U × U) is an equivalence
relation. By construction R is a nonsingular countable equivalence relation
on (X,µ) with the property that a nonsingular partial automorphism ϕ of X
satisfies αϕ ∈ G(A ⊂M) if and only if (x, ϕ(x)) ∈ R for a.e. x ∈ dom(ϕ).
LetR′ be another nonsingular countable equivalence relation on (X,µ) satisfying
the same property. For n ∈ N, we fix ϕn ∈ [R] such that R =
⋃
n∈N graph(ϕn).
Since graphϕn ⊂ R, we have that αϕn ∈ G(A ⊂M). But then (x, ϕn(x)) ∈ R′
for a.e. x ∈ X. So, up to a conegligible restriction, we have that R ⊂ R′. By
symmetry, we also have that R′ ⊂ R up to a conegligible restriction. Hence we
can conclude that R and R′ essentially coincide.
It remains to prove that R is ergodic if and only if QNM (A)′′ is a factor.
Since A′ ∩M ⊂ QNM (A)′′ and since we assumed that (A′ ∩M)′ ∩M = A,
the center of QNM (A)′′ is a subalgebra of A. By Lemma 2.1.3.(3), we have
QNM (A)′′ = QM (A)′′. Therefore,
Z(QNM (A)′′) = {a ∈ A | av = va for all v ∈ QM (A)} .
The right hand side equals AR, the subalgebra of R-invariant functions in A.
So R is ergodic if and only if QNM (A)′′ is a factor.
The following lemma will allow us to easily compute R(A ⊂ M) in concrete
examples.
Lemma 2.1.8. Let (M, τ) be a tracial von Neumann algebra and A ⊂M an
abelian von Neumann subalgebra satisfying Z(A′ ∩M) = A. Let F ⊂M be a
subset such that
• M = (F ∪ F∗ ∪ (A′ ∩M))′′,
• as an A-A-bimodule, span||·||2AFA is isomorphic to a direct sum of
bimodules of the form AH(αn)A with αn ∈ PAut(A).
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Choose nonsingular partial automorphisms ϕn of (X,µ) such that αn = αϕn for
all n. Up to conegligible restriction, R(A ⊂M) is generated by the graphs of
the partial automorphisms ϕn.
Proof. We again use the notation (2.2). By Lemma 2.1.3.(1), we find vn ∈
QM (A) such that αn = αvn and
span||·||2AFA ⊂ span||·||2{vn(A′ ∩M) | n ∈ N} . (2.3)
In particular, we have αn ∈ G(A ⊂ M). Choose nonsingular partial
automorphisms ϕn of (X,µ) such that αn = αϕn for all n.
Denote by R the smallest (up to conegligible restriction) equivalence relation
on (X,µ) that contains the graphs of all the partial automorphisms ϕn. By the
previous paragraph, we know that R is a subequivalence relation of R(A ⊂M).
Denote by J the set of all products of elements in
{vn | n ∈ N} ∪ {v∗n | n ∈ N} ∪ (A′ ∩M) .
By construction, the graph of every αw, w ∈ J , belongs to R. Combining our
assumption that M = (F ∪ F∗ ∪ (A′ ∩M))′′ with (2.3), it follows that spanJ
is ‖ · ‖2-dense in L2(M). By Lemma 2.1.7, every α ∈ G(A ⊂M) is a gluing of
elements in {αw | w ∈ J }. So the graph of every α ∈ G(A ⊂M) belongs to R
a.e. Hence R equals R(A ⊂M) almost everywhere.
We finally note in the following proposition that every nonsingular countable
equivalence relation R arises as R(A ⊂M).
Proposition 2.1.9. Let R be a nonsingular countable equivalence relation.
Then there exists a quasi-regular inclusion of an abelian von Neumann algebra
A in a tracial von Neumann algebra (M, τ) satisfying Z(A′ ∩M) = A and such
that R ∼= R(A ⊂M).
Proof. Let R be a nonsingular countable equivalence relation on a standard
probability space (X,µ). Denote by (P,Tr) the unique hyperfinite II∞ factor,
i.e. the unique amenable semifinite factor (P,Tr) such that Tr(1) = ∞ and
P contains no minimal projections. Choose a trace-scaling action (αt)t∈R of
R on P , meaning that Tr ◦αt = e−t Tr (see e.g. [Dy95, Theorem 4.2]). The
corresponding action of R on L2(P ) will also be denoted by (αt). We denote by
ω : R → R the Radon-Nikodym 1-cocycle of R (see Section 1.5).
In the same way as with the Maharam extension of a nonsingular group action,
the group [R] admits a natural trace preserving action on L∞(X) ⊗ P =
L∞(X,P ). Concretely, this action is given by
(ϕ · F )(x) := αω(x,ϕ−1(x))(F (ϕ−1(x))),
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where ϕ ∈ [R] and F ∈ L∞(X,P ). We denote by (M,Tr) the crossed product
of this action. For completeness, we recall the construction of (M,Tr).
To every ϕ ∈ [[R]], we associate the operator Wϕ on L2(R, L2(P )) given by
(Wϕξ)(x, y) =
{
αω(x,ϕ−1(x))(ξ(ϕ−1(x), y)) if x ∈ dom(ϕ−1) ,
0 otherwise,
for every ξ ∈ L2(R, L2(P )). One checks that WϕWψ = Wϕ◦ψ and W ∗ϕ = Wϕ−1 .
Furthermore, we represent L∞(X)⊗ P = L∞(X,P ) on L2(R, L2(P )) by
(Fξ)(x, y) = F (x)ξ(x, y) for all ξ ∈ L2(R, L2(P )) and F ∈ L∞(X,P ) .
Note that the partial isometries Wϕ, ϕ ∈ [[R]], normalize L∞(X,P ) and that
(W ∗ϕFWϕ)(x) =
{
αω(x,ϕ(x))(F (ϕ(x))) if x ∈ domϕ
0 otherwise.
DefineM as the von Neumann algebra generated by L∞(X,P ) and the partial
isometries Wϕ, ϕ ∈ [[R]]. Denote by ∆ ⊂ R the diagonal subset. Fix T ∈ M
and define on L2(∆, L2(P )) the bounded sesquilinear form
(ξ, η)T := 〈Tξ, η〉.
Then there exists a unique element E(T ) ∈ B(L2(∆, L2(P ))) such that
〈Tξ, η〉 = 〈E(T )ξ, η〉,
for every ξ, η ∈ L2(∆, L2(P )). We show that E is a normal faithful conditional
expectation fromM onto L∞(X,P ).
In order to do that, we associate to every ϕ ∈ [[R]] the operator Vϕ on
L2(R, L2(P )) given by
(Vϕξ)(x, y) =
{
ξ(x, ϕ−1(y)) if y ∈ dom(ϕ−1) ,
0 otherwise,
for every ξ ∈ L2(R, L2(P )). Furthermore, we denote by ρ the representation of
L∞(X,P ) on L2(R, L2(P )) given by
(ρ(F )ξ)(x, y) = ξ(x, y)αω(x,y)(F (y)) for all ξ ∈ L2(R, L2(P )), F ∈ L∞(X,P ).
Note that ρ(F ) and Vϕ commute withM for every F ∈ L∞(X,P ) and ϕ ∈ [[R]].
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We have for every T ∈M, F ∈ L∞(X,P ) and ξ, η ∈ L2(∆, L2(P )) that
〈E(T )ρ(F )ξ, η〉 = 〈Tρ(F )ξ, η〉 = 〈ρ(F )Tξ, η〉 = 〈Tξ, ρ(F )∗η〉
= 〈E(T )ξ, ρ(F )∗η〉 = 〈ρ(F )E(T )ξ, η〉
Therefore E(T ) commutes with ρ(L∞(X,P )), and hence is an element of
L∞(X,P ). So E is a linear map fromM to L∞(X,P ).
We also have that
• E is positive;
• E(F ) = F for every F ∈ L∞(X,P );
• E is L∞(X,P )-L∞(X,P )-bimodular.
To show that E is faithful, let T ∈ M satisfy E(T ∗T ) = 0. Then for every
ξ ∈ L2(∆, L2(P )):
0 = 〈E(T ∗T )ξ, ξ〉 = 〈T ∗Tξ, ξ〉 = ||Tξ||2.
Hence Tξ = 0 for every ξ ∈ L2(∆, L2(P )). But then TVϕξ = 0 for every
ϕ ∈ [[R]] and every ξ ∈ L2(∆, L2(P )). Since Vϕ(L2(∆, L2(P ))) is equal to
L2(graph(ϕ), L2(P )), we see that T must be zero on the whole of L2(R, L2(P )).
This shows that E is indeed faithful.
To check that E is normal, let Ti be an increasing bounded net of positive
elements ofM. Then E(supi Ti) ≥ supiE(Ti) and we have that
〈E(sup
i
Ti)ξ, ξ〉 = 〈(sup
i





〈E(Ti)ξ, ξ〉 = 〈(sup
i
E(Ti))ξ, ξ〉.
Hence E(supi Ti) = supiE(Ti), showing that E is normal.
Altogether, we conclude that E is indeed a normal faithful conditional
expectation from M onto L∞(X,P ). The formula Tr := (µ ⊗ Tr) ◦ E now
defines a normal faithful semi-finite trace onM.
Let us now show that the relative commutant L∞(X)′ ∩M equals L∞(X)⊗ P .
To that end, let T ∈ L∞(X)′ ∩M. Fix ξ ∈ L2(∆, L2(P )) and set f = Tξ ∈
L2(R, L2(P )). Then, for every F ∈ L∞(X),
Ff = FTξ = TFξ = Tρ(F )ξ = ρ(F )Tξ = ρ(F )f.
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Therefore f ∈ L2(R, L2(P )) is supported on the diagonal ∆. Write S :=
T |L2(∆,L2(P )), then we just showed that S is an element of B(L2(∆, L2(P ))).
Since T commutes with ρ(L∞(X,P )), we moreover have that S ∈ L∞(X)⊗ P .
Now T also commutes with Vϕ for every ϕ ∈ [[R]], and hence
SVϕξ = VϕSξ = VϕTξ = TVϕξ,
for every ϕ ∈ [[R]] and ξ ∈ L2(∆, L2(P )). Since Vϕ(L2(∆, L2(P ))) is equal to
L2(graph(ϕ), L2(P )), we see that T and S coincide on the whole of L2(R, L2(P )).
Therefore T ∈ L∞(X)⊗ P and we conclude that L∞(X)′ ∩M is indeed equal
to L∞(X)⊗ P .
Fix a nonzero projection q ∈ P with Tr(q) = 1. Define the projection p ∈
L∞(X)⊗ P given by p = 1⊗ q and write M := pMp. Then the restriction of
Tr to M gives a normal faithful tracial state τ on M . Let A := L∞(X)p. For
every F ∈ L∞(X,P ) and ϕ ∈ [[R]], we have that
(pFWϕp)A = pFWϕL∞(X)p = pFL∞(X)Wϕp
= pL∞(X)FWϕp = A(pFWϕp).
Hence A is a quasi-regular abelian von Neumann subalgebra of M . Since P is a
factor and L∞(X)′ ∩M = L∞(X)⊗ P , it also follows that
Z(A′ ∩M) = Z(L∞(X)⊗ qPq) = L∞(X)⊗ Cq = A.
We finally prove that R ∼= R(A ⊂M). Write R = ⋃k graph(ϕk), with ϕk ∈ [R].
Then ϕk induces an automorphism of L∞(X) and hence of A = L∞(X)p that
we denote by βk ∈ Aut(A). Since P is a II∞ factor and q ∈ P is a finite





and wnw∗n = q for all n. Define the elements
vn,k := (1⊗ wn)Wϕkp .
All vn,k belong to QM (A) and αvn,k equals the restriction of βk to Apn,k for
projections pn,k ∈ A. Since the sum of all w∗nwn equals 1, we also have that∨
n pn,k = p. Therefore the graphs of the partial automorphisms αvn,k generate
an equivalence relation that is isomorphic with R. To conclude the proof, we put
F := {vn,k | n, k ∈ N} and observe that M = (F ∪F∗∪ (A′∩M))′′. By Lemma
2.1.8, the equivalence relation R(A ⊂M) is also generated by the graphs of the
partial automorphisms αvn,k . Altogether we have found that R(A ⊂M) and R
are indeed isomorphic.
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2.2 Finite index correspondences
In this section, we introduce the notion of finite index correspondence between
two equivalence relations. Roughly speaking, a finite index correspondence is a
stable isomorphism up to finite index. Afterwards we state and prove the key
technical result needed for the main theorem.
2.2.1 Finite index correspondences between equivalence rela-
tions
We start with the definition of a finite index correspondence between two
equivalence relations.
Definition 2.2.1. Let R, resp. R′, be a nonsingular countable equivalence
relation on a standard probability space (X,µ), resp. (X ′, µ′). Let Z ⊂ X
and Z ′ ⊂ X ′ be nonnegligible Borel sets that meet almost every orbit and let
∆ : Z → Z ′ be a nonsingular isomorphism. Define
S∆ := (R|Z) ∩ (∆−1 ×∆−1)(R′|Z′).
We say that ∆ is a finite index correspondence between R and R′ if both
S∆ ⊂ R|Z and (∆×∆)(S∆) ⊂ R′|Z′ have finite index. Moreover, if the index
of S∆ inside R|Z is well defined in the sense of Section 1.4, we call [R|Z : S∆]
the left index of ∆. Similarly, if the index of (∆×∆)(S∆) inside R′|Z′ is well
defined, we call [R′|Z′ : (∆×∆)(S∆)] the right index of ∆.
Note that a finite index correspondence with left and right index equal to one,
is a stable isomorphism.
The following proposition can be obtained from a more general result of Hamachi
and Kosaki ([HK88]). For the convenience of the reader, we include a more
direct proof.
Proposition 2.2.2. Let S ⊂ R be a finite index inclusion of ergodic nonsingular
countable equivalence relations on a standard probability space (X,µ). Assume
that R is of type IIIλ, where 0 < λ < 1. Then S is of type IIIλn for some n ∈ N
with 1 ≤ n ≤ [R : S].
Proof. Denote the Maharam extension (see Section 1.5) of R by R˜ and the
Maharam extension of S by S˜. Since S is a subequivalence relation of R,
the Radon-Nikodym 1-cocycle of S is the restriction of the Radon-Nikodym
1-cocycle of R. This implies that S˜ is a subequivalence relation of R˜. Also note
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that for almost every (x, t) ∈ X×R the R˜-class of (x, t) consists of [R : S] many
S˜-classes. So we can define the index of the inclusion S˜ ⊂ R˜ and moreover
[R˜ : S˜] = [R : S].
Denote by Y R˜ the space of ergodic components of R˜, i.e. Y R˜ satisfies L∞(Y R˜) ∼=
L∞(X × R)R˜. Similarly denote by Y S˜ the space of ergodic components of S˜.
We have an ergodic action of R on Y R˜ induced by the ergodic action of R on
L∞(X × R)R˜. In the same way, we have an ergodic action of R on Y S˜ . From
the inclusion L∞(X × R)R˜ ⊂ L∞(X × R)S˜ we get an R-equivariant quotient
map f : Y S˜  Y R˜ satisfying f−1(Z) has measure zero if and only if Z has
measure zero.
We show that f is at most [R : S]-to-one. For that, assume there exists a nonzero
integer m and a nonnegligible subset Z ⊂ Y R˜ such that |f−1(z)| ≥ m for every
z ∈ Z. Then, by Lemma 2.2.3, there exist m nonzero pairwise orthogonal
projections inside L∞(X × R)S˜ such that their supports in L∞(X × R)R˜ all
coincide. Equivalently, there exist m nonnegligible disjoint S˜-invariant Borel
subsets of X × R all having the same R˜-saturation. This then implies that
m ≤ [R˜ : S˜] = [R : S], and hence that f is at most [R : S]-to-one.
Since R is of type IIIλ, we have that R y Y R˜ is conjugate with R y R/Z log(λ).
Hence we have an R-equivariant quotient map f ′ : Y S˜  R/Z log(λ) that is
at most [R : S]-to-one. We also have that R y Y S˜ satisfies exactly one of the
following conditions:
1. the action is conjugate with R y R ;
2. the action is conjugate with R y R/Z log(κ) for some 0 < κ < 1;
3. the action is on one point ;
4. the action is properly ergodic.
Since f ′ is finite-to-one, we see that (1) cannot hold. Furthermore, (3) cannot
hold since f ′ is surjective. That only leaves case (2) and case (4) to be checked.
In case (2), f ′(x) = f ′(log(κ)x) = log(κ)f ′(x) for almost every x ∈ Y S˜ . From
this we get that log(κ) ∈ Z log(λ). Say κ = λn. In this way f ′ can be seen as
an R-equivariant map from R/Zn log(λ) to R/Z log(λ). Necessarily, it is of the
form
f ′ : R/Zn log(λ)→ R/Z log(λ) : t Zn log(λ) 7→ (t+ s) Z log(λ),
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for some s ∈ R. Using that f ′ is at most [R : S]-to-one, we find that n ≤ [R : S].
So case (2) can only hold when κ = λn for some n ≤ [R : S].
It remains to prove that (4) cannot hold. Assume by way of reaching a
contradiction that the action R y Y S˜ is properly ergodic. We have for almost
every y ∈ Y R˜ that R · y = Y R˜, in which case
Y S˜ = f ′−1(Y R˜) = f ′−1(R · y) = R · f ′−1(y).
On the other hand, |f ′−1(y)| < +∞ for almost every y ∈ Y R˜. So, for almost
every y ∈ Y R˜, we have that R · f ′−1(y) is a finite union of R-orbits. Altogether,
we see that Y S˜ is a finite union of R-orbits. Since R y Y S˜ is properly ergodic,
this implies that Y S˜ has measure zero. This is a contradiction.
We used the following lemma in the proof of Proposition 2.2.2.
Lemma 2.2.3. Let X and Y be standard measure spaces. Let ∆ : L∞(X) ↪→
L∞(Y ) be a normal unital inclusion of von Neumann algebras. Denote by
∆∗ : Y  X the corresponding quotient map, i.e. ∆(F ) = F ◦ ∆∗ for every
F ∈ L∞(X). Then the following two statements are equivalent:
• There exists a nonnegligible subset Z ⊂ X such that |∆−1∗ (z)| ≥ n for
every z ∈ Z;
• There exist nonzero pairwise orthogonal projections p1, . . . , pn ∈ L∞(Y ) all
having the same support in L∞(X), i.e. the projections supp(EL∞(X)(pi))
all coincide.
We are now able to prove the following result.
Proposition 2.2.4. Let R and R′ be two ergodic nonsingular countable
equivalence relations. Assume that R is of type IIIλ and R′ is of type IIIν , where
0 < λ, ν < 1. Furthermore assume that there exists a finite index correspondence
∆ between R and R′ with left index n1 and right index n2. Then λn′1 = νn′2 for
some n′1, n′2 ∈ Z>0 with n′1 ≤ n1 and n′2 ≤ n2.
Proof. By Lemma 1.5.1, the type of an equivalence relation is preserved under
taking stable isomorphisms. Therefore we may assume that both R and R′
are equivalence relations on the same space (X,µ) such that [R : R∩R′] = n1
and [R′ : R ∩ R′] = n2. Write S for R ∩ R′ and note that S might not be
ergodic. This means that we cannot immediately apply Proposition 2.2.2 to
these inclusions. Let us work around this.
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Consider the nonsingular quotient map f : XS  XR = {∗} coming from
the inclusion L∞(X)R ⊂ L∞(X)S . As before, we have that f is finite-to-one.
Hence there exists a point in XS having nonzero measure. On the other hand,
every point in XS corresponds with an S-invariant Borel set on which S is
ergodic. Therefore we get that there exists at least one nonnegligible S-invariant
Borel set X ′ on which S is ergodic.
Now note that R|X′ is of type IIIλ, R′|X′ is of type IIIν , [R|X′ : S|X′ ] ≤ n1
and [R′|X′ : S|X′ ] ≤ n2. Applying Proposition 2.2.2, we get that S|X′ is of
type III
λ




2 ∈ Z>0 with n′1 ≤ n1 and n′2 ≤ n2.
This concludes the proof.
We end this subsection with an example of a finite index correspondence for
which the bounds in Proposition 2.2.4 are attained.
Example 2.2.5. Let n,m ∈ Z be nonzero integers satisfying |n| < |m|. Denote
by k the greatest common divisor of |n| and |m|. Put n = kn0 and m = km0.
Furthermore let Hn,m denote the Z-linear span of { 1kns0mt0 | s, t ∈ N, s+ t > 0}
and define the action Z yαn,m Hn,m as




x for every z ∈ Z and x ∈ Hn,m.
We write Gn,m := Hn,moαn,mZ. Then Gn,m acts on R by affine transformations















for every x ∈ R.
Define R := R(Gn,m y R). With ϕ : R→ T : x 7→ e2piix, we have that Rn,m :=
(ϕ×ϕ)(R) = (ϕ×ϕ)(R|[0,1]) is a nonsingular countable Borel equivalence relation
on the circle T.
Now define the set R0 := {(y, z) ∈ T× T | ym = zn}. Let us show that Rn,m
is the smallest equivalence relation on T containing R0. For that, fix numbers
s, t ∈ N such that s+ t > 0. Since n0 and m0 are coprime, there exist p, q ∈ Z
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we have that Gn,m is generated as a group by the set G0 := {( zkm0 , 1) | z ∈ Z}.
Together with the fact that R0 = (ϕ × ϕ)({(g · x, x) | g ∈ G0}), we see that
Rn,m is indeed the smallest equivalence relation containing R0.
As in Section 1.5, denote by ω : Rn,m → R the Radon-Nikodym 1-cocycle.






) ∣∣∣ s ∈ Z, t ∈ N} .
For every z ∈ Λ, we denote by αz : T → T the rotation αz(y) = zy. We
have graphαz ⊂ Rn,m for all z ∈ Λ. Since all αz are measure preserving, we
actually have graphαz ⊂ Ker(ω). Since Λ ⊂ T is a dense subgroup, it follows
that Ker(ω) is an ergodic equivalence relation. In particular, Rn,m is ergodic.
A direct computation shows that ω(y, z) = log(|n|/|m|) for all (y, z) ∈ R0.
Since R0 generates the equivalence relation Rn,m, it follows that the essential
image of ω equals log(|n|/|m|)Z. Using Lemma 1.5.2, we conclude that Rn,m
is of type III|n|/|m|. In fact Rn,m is the unique hyperfinite ergodic countable
equivalence relation of type III|n|/|m|. Indeed, by Theorem 1.4.8, we have that
R is hyperfinite. Therefore the restriction R|[0,1] is hyperfinite. Since Rn,m is
isomorphic with this equivalence relation, we have that Rn,m is also hyperfinite.
Altogether, Rn,m is indeed the unique hyperfinite ergodic countable equivalence
relation of type III|n|/|m|.
We can now begin with the actual example. Let n,m, p, q ∈ Z satisfy the
following three conditions:
• 1 ≤ n < m and 1 ≤ p < q;
• gcd(n,m) = 1 and gcd(p, q) = 1;
• there exists a nonzero positive integer l with (n/m)l ∈ (p/q)Z.
Let s be the smallest nonzero positive integer such that (n/m)s ∈ (p/q)Z and
let t ∈ Z>0 satisfy (n/m)s = (p/q)t. We claim that Rn,m ∩Rp,q has index s in
Rn,m and index t in Rp,q. In other words, we claim that the identity function
on T is a finite index correspondence between Rn,m and Rp,q with left index s
and right index t.
Let us first prove that Rn,m ∩ Rp,q = Rns,ms = Rpt,qt . Since gcd(n,m) = 1
and gcd(p, q) = 1, we have that ns = pt and ms = qt. This already shows that
Rns,ms = Rpt,qt . Since Rns,ms is a subequivalence relation of Rn,m and Rpt,qt
is a subequivalence relation of Rp,q, we moreover have that Rns,ms = Rpt,qt ⊂
Rn,m ∩ Rp,q. It remains to prove the converse inclusion. For that, let ψ be
an element of the full pseudogroup of Rn,m ∩Rp,q. We need to prove that ψ
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belongs to the full pseudogroup of Rns,ms . To that end let ϕ0 be the restriction
of ϕ to the unit interval [0, 1]. Every element of the full pseudogroup of Rn,m
is a glueing of elements of the form ϕ0 ◦ αn,m(g) ◦ ϕ−10 |U , where g ∈ Gn,m and
U ⊂ T is a Borel subset satisfying (αn,m(g) ◦ ϕ−10 )(U) ⊂ [0, 1]. So to show that
ψ belongs to the full pseudogroup of Rns,ms , it suffices to assume that ψ is of
the form ψ = ϕ0 ◦ αn,m(g) ◦ ϕ−10 |U . Since ψ belongs to the full pseudogroup of
Rn,m ∩Rp,q, we have that
ω(x, ψ(x)) ∈ Z log(n/m) ∩ Z log(p/q) = Z log((n/m)s),
for almost every x ∈ U . Hence ω(x, αn,m(g)(x)) ∈ Z log((n/m)s) for almost
every x ∈ ϕ−10 (U). This means that g is an element of Hn,moαn,m sZ = Gns,ms .
Altogether we see that the full pseudogroup of Rn,m ∩Rp,q is indeed contained
in the full pseudogroup of Rns,ms .
To end this example we still need to show that Rns,ms has index s in Rn,m
and that Rpt,qt has index t in Rp,q. Let us only show the first statement,
since the second statement can be shown in completely the same way. First
of all, we have that s ≤ [Rn,m : Rns,ms ] by Proposition 2.2.2. On the other
hand, [Gn,m : Gns,ms ] = s. So R(Gns,ms y R) is at most index s inside
R(Gn,m y R). Restricting both relations to [0, 1] can only reduce the index
even more. Therefore Rns,ms is at most index s inside Rn,m. Altogether
[Rn,m : Rns,ms ] = s, as we wanted to show.
2.2.2 From finite index bimodules to finite index correspon-
dences
Let (X,µ) be a standard probability space. Throughout this subsection, we
use the following notation. For every nonsingular partial automorphism ϕ of
(X,µ), we denote by αϕ the corresponding partial automorphism of L∞(X,µ).
Similarly, for every partial automorphism α of L∞(X,µ), we denote by ϕα the
corresponding nonsingular partial automorphism of (X,µ).
The following theorem is a generalization of Theorem 3.3 from [MV13] and is
the key technical result needed for Theorem A.
Theorem 2.2.6. Let (M, τM ) and (N, τN ) be II1 factors having separable
L2-spaces. Let A ⊂ M and B ⊂ N be abelian quasi-regular von Neumann
subalgebras satisfying Z(A′∩M) = A and Z(B′∩N) = B. Let MHN be a finite
index M -N -bimodule. Write x := dimM-(H) and y := dim-N (H). Assume that
H contains a nonzero bifinite A-B-subbimodule AKB. Then there exists a finite
index correspondence between R(A ⊂ M) and R(B ⊂ N) with both left and
right index smaller than xy.
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Proof. By Lemma 2.1.2, we may assume that AKB ∼=α AH(β)B where β : Aq →
Bp is a partial isomorphism. Denote the vector α−1(p) ∈ K by ξ, then
• aξ = aqξ = ξβ(aq) for every a ∈ A;
• ξ generates K as a left A-module and as a right B-module;
• ξ is separating for the left Aq-action and the right Bp-action.
Choose standard probability spaces (X,µ) and (Y, ν) such that A = L∞(X,µ)
and B = L∞(Y, ν). Write q = χX′ and p = χY ′ . Let ∆ be the partial
isomorphism from X ′ onto Y ′, corresponding with β. We prove that ∆ is a
finite index correspondence between R(A ⊂M) and R(B ⊂ N) with left and
right index smaller than xy. To that end, define
S = R(A ⊂M)|X′ ∩ (∆−1×∆−1)(R(B ⊂ N)|Y ′).
We must show that
[R(A ⊂M)|X′ : S] ≤ xy (2.4)
and
[R(B ⊂ N)|Y ′ : (∆×∆)(S)] ≤ xy. (2.5)
It is clear that, by symmetry, we only need to prove inequality (2.4). To prove
this we argue by contradiction. So assume that inequality (2.4) does not hold.
Using Lemma 1.4.9 there exists an integer number n > xy, a nonzero projection
q0 = χX0 in Aq and elements v1, . . . , vn ∈ QM (A) satisfying
• supp(EA(viv∗i )) = q0, supp(EA(v∗i vi)) ≤ q for every i ∈ {1, . . . , n};
• [ϕαv1 (x)]S , . . . , [ϕαvn (x)]S are disjoint for almost every x ∈ X0.
Denote by H(i) the (A′ ∩M)-N -subbimodule span(A′ ∩M)vi(A′ ∩M)ξN of
H. We shall arrive at the contradiction that n ≤ xy by examining the right
dimensions of these bimodules. We start with the following claim.
Claim 1. The bimodules H(i) and H(j) are orthogonal whenever i 6= j.
Let i, j ∈ {1, . . . , n} such that i 6= j. By Lemma 2.1.3, QN (B)′′ = QNN (B)′′ =
N . We must therefore show that every element of
(A′ ∩M)v∗j (A′ ∩M)vi(A′ ∩M)ξQN (B)
is orthogonal to K. So let a1, a2, a3 ∈ A′ ∩ M and w ∈ QN (B). Write
v := a1v∗j a2via3. We need to prove that vξw is orthogonal to K. First note that
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v ∈ QM (A) and that αv is a restriction of αvi ◦ α−1vj . Hence no nonnegligible
restriction of ϕαv is an element of [[S]] or equivalently no nonnegligible restriction
of ϕαv is an element of [[(∆−1×∆−1)(R(B ⊂ N)|Y ′)]].
Define P : H → K to be the orthogonal projection of H onto K. We must show
that P (vξw) = 0. Assume, by way of reaching a contradiction, that P (vξw) 6= 0.
Let q1 ∈ Aq be the smallest projection q′ in A such that q′P (vξw) = P (vξw).
Since dom(αw ◦ β ◦ αv) = Aα−1v (pvβ−1(pqw)) and α−1v (pvβ−1(pqw))P (vξw) =
P (vξw), we see that Aq1 ⊂ dom(αw ◦ β ◦ αv). Furthermore, since P (vξw) ∈ K,
we have that aP (vξw) = P (vξw)β(aq1), for every a ∈ A. Lastly, we also have
that
aP (vξw) = P (vαv(aq1)ξw)
= P (vξβ(αv(aq1))w)
= P (vξw)αw(β(αv(aq1))),
for every a ∈ A. Therefore P (vξw)β(aq1) = P (vξw)αw(β(αv(aq1))) for every
a ∈ A. But then αw ◦ β ◦ αv|Aq1 = β|Aq1 and hence αv|Aq1 = β−1 ◦ α−1w ◦ β|Aq1 .
So we have found that there does exist some nonnegligible restriction of ϕαv
that is inside [[(∆−1×∆−1)(R(B ⊂ N)|Y ′)]]. This is a contradiction and hence
we have that P (vξw) = 0. This ends the proof of the claim.
Let us continue with the proof of the theorem. Since MHN is a finite index
M -N -bimodule with dimM-(H) = x and dim-N (H) = y, we find
• a projection r ∈ N∞ with Tr⊗τN (r) = y,
• a normal ∗-homomorphism ψ : M → rN∞r with [rN∞r : ψ(M)] = xy,
such that MHN ∼= ψ(M)r(l2(N)⊗ L2(N))N. We have the following claim.
Claim 2. The N-dimension of H(i) is at least (Tr⊗τN )(ψ(q0))/(xy).
We have that H(i) is an (A′ ∩M)-N -subbimodule of H. Therefore
(A′ ∩M)H(i)N ∼= ψ(A′ ∩M)s(l2(N)⊗ L2(N))N,
for some projection s ∈ ψ(A′ ∩M)′ ∩ rN∞r. By definition we have that
dim-N (H(i)) = (Tr⊗τN )(s).
Applying Lemma 2.2.7 below to the inclusion ψ(M) ⊂ rN∞r and the projection
s ∈ rN∞r, we find that (Tr⊗τN )(s) ≥ (Tr⊗τN )(supp(Eψ(M)(s)))/(xy). Since
the projection s is an element of ψ(A′ ∩ M)′ ∩ rN∞r, we also have that
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Eψ(M)(s) ∈ ψ(A′ ∩M)′ ∩ ψ(M) = ψ(A). Therefore Eψ(M)(s) = Eψ(A)(s), and
hence
(Tr⊗τN )(s) ≥ (Tr⊗τN )(supp(Eψ(A)(s)))/(xy).
To prove our claim it therefore suffices to show that supp(Eψ(A)(s)) = ψ(q0).
In order to do this, we start with the following observation. Let x be an arbitrary
element ofM . Note that the join of the left supports of all elements in (A′∩M)x
is equal to the orthogonal projection of L2(M) onto span(A′ ∩M)xM . Indeed,
the join of the left supports of all elements in (A′∩M)x is the smallest projection
px satisfying pxη = η for every η ∈ (A′ ∩M)xL2(M). This then immediately
yields the equality of the two projections. On the other hand, by Lemma 2.1.4,
we have that the orthogonal projection of L2(M) onto span(A′ ∩M)xM is
equal to supp(EA(xx∗)). Hence the join of the left supports of all elements
in (A′ ∩M)x is equal to supp(EA(xx∗)). Or equivalently, the join of the right
supports of all elements in x(A′ ∩M) is equal to supp(EA(x∗x)).
Let us go back to showing that supp(Eψ(A)(s)) = ψ(q0). Note that q0H(i) = H(i).
Let q2 be the smallest projection q′ in A such that q′H(i) = H(i) and define
q3 = q0 − q2. Then q3 ≤ q0 and q3vi(A′ ∩M)ξ = 0. By our observation, we find
that supp(EA(v∗i q3vi))ξ = 0. Since q3 ≤ q0, we have that supp(EA(v∗i q3vi)) =
αvi(q3). So αvi(q3)ξ = 0. Since ξ is separating for the left Aq-action, we
find that αvi(q3) = 0 or equivalently that q3 = 0. In other words, we have
found that q0 is the smallest projection q′ in A such that q′H(i) = H(i). Since
AH(i) ∼= ψ(A)s(l2(N) ⊗ L2(N)), we see that this implies that ψ(q0) is the
smallest projection q′ in ψ(A) such that q′s = s. Hence ψ(q0) must be equal to
supp(Eψ(A)(s)) by Lemma 2.1.1. This ends the proof of Claim 2.
We can now finish the proof of the theorem. Using Claim 1 and Claim 2, we
have that
(Tr ⊗ τN )(ψ(q0)) = dim-N q0H ≥
n∑
i=1
dim-N (H(i)) ≥ n (Tr ⊗ τN )(ψ(p0))
xy
.
Therefore n ≤ xy and we have arrived at the desired contradiction. This ends
the proof of the theorem.
In the proof of Theorem 2.2.6, we used the following lemma.
Lemma 2.2.7. Let (M, τ) be a II1 factor with a finite index von Neumann
subalgebra N . Let p ∈M be a projection and write pN = supp(EN (p)). Then
τ(p) ≥ τ(pN )[M :N ] .
Proof. Let M1 = 〈M, eN 〉 be the basic construction of N ⊂ M . Define x =
eNp ∈ M1. Then xx∗ = EN (p)eN and so supp(xx∗) = pNeN . But then
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τ(pN ) = Tr(pNeN ) = Tr(supp(xx∗)) = Tr(supp(x∗x)). Since x∗x = peNp, we
have that supp(x∗x) ≤ p, so τ(pN ) ≤ Tr(p). Finally since M is a II1 factor and
N ⊂ M is a finite index inclusion, we have that Tr |M (·) = [M : N ]τ(·). This
yields the desired inequality τ(pN ) ≤ [M : N ]τ(p).
2.3 Proof of the main theorem
We are ready to prove Theorem A. So let k and l be nonzero positive integers.
For every i ∈ {1, . . . , k} and every j ∈ {1, . . . , l}, let ni,mi, pj , qj ∈ Z satisfy
2 ≤ ni < |mi| and 2 ≤ pj < |qj |. We make use the following notation.
• For all 1 ≤ i ≤ k, put Γi := BS(ni,mi) = 〈ai, bi | bianii b−1i = amii 〉.
• For all 1 ≤ j ≤ l, put Λj := BS(pj , qj) = 〈cj , dj | djcpjj d−1j = cqjj 〉.
• Put Γ :=
∏k
i=1 Γi and Λ :=
∏l
j=1 Λj .
Assume that H is a nonzero finite index L(Γ)-L(Λ)-bimodule. We need to prove
that k = l and that there exists a permutation σ ∈ Sym(k) such that for every
i ∈ {1, . . . , k},
(ni/|mi|)ri = (pσ(i)/|qσ(i)|)si
for some ri, si ∈ Z with 1 ≤ ri, si ≤ dimM−(H) dim−N (H). We split the proof
of Theorem A into two steps.
In the first step we examine the positions of the subalgebras L(Γˆi) in L(Γ) and
the positions of the subalgebras L(Λˆj) in L(Λ), where
• for all 1 ≤ i ≤ k, Γˆi := Γ1 × . . .× Γi−1 × 〈ai〉 × Γi+1 × . . .× Γk;
• for all 1 ≤ j ≤ l, Λˆj := Λ1 × . . .× Λj−1 × 〈cj〉 × Λj+1 × . . .× Λl.
We show that the subalgebras L(Γˆi), respectively L(Λˆj), have up to intertwining,
canonical positions in L(Γ), respectively L(Λ). This will allow us to deduce that
k = l and that there exists a permutation σ ∈ Sym(k) such that the bimodule
H contains a nonzero finite index Z(L(Γˆi))-Z(L(Λˆσ(i)))-subbimodule for every
1 ≤ i ≤ k.
In the second step, we use our key technical result to find that there exists
a finite index correspondence between the relations R(Z(L(Γˆi)) ⊂ L(Γ)) and
R(Z(L(Λˆσ(i))) ⊂ L(Λ)). By looking at the types of both relations we will be able
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to deduce that for every i ∈ {1, . . . , k}, we have (ni/|mi|)ri = (pσ(i)/|qσ(i)|)si
for some ri, si ∈ Z with 1 ≤ ri, si ≤ dimL(Γ)−(H) dim−L(Λ)(H), thus ending
the proof.
2.3.1 First step of the proof
We start off with a technical result on relative amenability. For it, we need
the notion of commuting square. Two von Neumann subalgebras Q1 and
Q2 of a tracial von Neumann algebra (M, τ) form a commuting square if
EQ1 ◦ EQ2 = EQ2 ◦ EQ1 (see e.g. [JS97, Definition 5.1.7]). Note that this
property is equivalent to the following two conditions:
• EQ1(x) ∈ Q1 ∩Q2 for every x ∈ Q2;
• EQ2(x) ∈ Q1 ∩Q2 for every x ∈ Q1.
An easy example of a commuting square is the following. Let H1, H2 ≤ G
be countable discrete groups and let n be a nonzero positive integer. Then
L(H1)n and L(H2)n form a commuting square inside L(G)n. Indeed, this follows
immediately from the fact that el2(H1) ◦ el2(H2) = el2(H1∩H2) = el2(H2) ◦ el2(H1).
The following result generalizes Proposition 2.7 from [PV11].
Proposition 2.3.1. Let (M, τ) be a tracial von Neumann algebra with von
Neumann subalgebras Q1, Q2 ⊂ M . Assume that there exists a countable
subgroup G ⊂ U(M) satisfying the following three conditions.
1. G′′ = M .
2. For every u ∈ G, uQ1u∗ and Q2 form a commuting square inside M .
3. For every u ∈ G, Q1 ∩ uQ1u∗ ∩Q2 is co-amenable in uQ1u∗ ∩Q2.
Let p be a nonzero projection of M . If a von Neumann algebra P ⊂ pMp is
amenable relative to both Q1 and Q2, then P is amenable relative to Q1 ∩Q2.
Proof. Define H := L2(M)⊗Q1 L2(M)⊗Q2 L2(M). The first part of the proof
of Proposition 2.7 from [PV11] gives us that pMpL2(pMp)P is weakly contained
in pMp(pHp)P .
Whenever u ∈ G, denote by Hu ⊂ H the closed linear span of the vectors
{x ⊗Q1 u ⊗Q2 y | x, y ∈ M}. Note that Hu is an M -M -subbimodule of
H. Furthermore, since span||·||2G = L2(M), we have that the bimodules Hu
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together span a dense subspace of H. Denote for every u ∈ G the orthogonal









Taking the polar decomposition T = V |T |, we get an M -M -bimodular partial
isometry V from H to ⊕u∈G Hu. Since T is injective, also V is injective
and hence is an isometry. Altogether, we have found that there exists an
M -M -bimodular isometry from H to ⊕u∈G Hu.
Whenever u ∈ G, write Qu for u∗Q1u ∩Q2. The commuting square condition
guarantees that the formula
x⊗Q1 u⊗Q2 y 7→ xu⊗Qu y
defines an M -M -bimodular unitary from Hu onto L2(M) ⊗Qu L2(M). It
follows that there exists an M -M -bimodular isometry from H to the direct
sum
⊕
u∈G(L2(M) ⊗Qu L2(M)). Since pMpL2(pMp)P is weakly contained in





pL2(M)⊗Qu L2(M)p)P . (2.6)
Since by assumption Q1 ∩Qu is a co-amenable subalgebra of Qu, we have that
QuL
2(Qu)Qu ≺ QuL2(Qu)⊗Q1∩Qu L2(Qu)Qu.
Taking the Connes tensor product with pMppL2(M)Qu on the left and with
QuL
2(M)ppMp on the right yields
pMp(pL2(M)⊗Qu L2(M)p)pMp ≺ pMp(pL2(M)⊗Q1∩Qu L2(M)p)pMp,






This allows us then to take a net of unit vectors (ξn) in an infinite multiple
of
⊕
u∈G(pL2(M) ⊗Q1∩Qu L2(M)p) satisfying 〈xξn, ξn〉 → τpMp(x) for every
x ∈ pMp and ||yξn − ξny|| → 0 for every y ∈ P .
Since 〈M, eQ1∩Q2〉 is a subalgebra of 〈M, eQ1∩Qu〉, the formula
S(ξ ⊗Q1∩Qu η) = Sξ ⊗Q1∩Qu η
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provides a normal representation of p〈M, eQ1∩Q2〉p on the direct sum⊕
u∈G(pL2(M)⊗Q1∩Qu L2(M)p) that commutes with the right P -action. Then
choosing a weak* limit point of the net of states S 7→ 〈Sξn, ξn〉, we have found
a P -central state on p〈M, eQ1∩Q2〉p whose restriction to pMp is τpMp. So
P ⊂ pMp is amenable relative to Q1 ∩Q2.
We have the following corollary of Proposition 2.3.1.
Corollary 2.3.2. Let (M, τ) be a tracial von Neumann algebra with von
Neumann subalgebras Q1, Q2 ⊂ M . Assume that there exists a countable
subgroup G ⊂ U(M) satisfying the following three conditions.
1. G′′ = M .
2. For every u ∈ G, uQ1u∗ and Q2 form a commuting square inside M .
3. For every u ∈ G, Q1 ∩ uQ1u∗ is a finite index subalgebra of Q1.
Let p be a nonzero projection of M . If a von Neumann algebra P ⊂ pMp is
amenable relative to both Q1 and Q2, then P is amenable relative to Q1 ∩Q2.
Proof. Using that Q1 ∩ uQ1u∗ is a finite index subalgebra of Q1 and combining
this with the fact that uQ1u∗ and Q2 form a commuting square inside M , we
show that Q1 ∩ uQ1u∗ ∩ Q2 is a co-amenable subalgebra of uQ1u∗ ∩ Q2. By
Proposition 2.3.1, this will end the proof.
We begin with the following observation. Fix u ∈ G and let x ∈ Q1 ∩ uQ1u∗.
Then EQ2(x) ∈ Q1 ∩Q2 since Q1 and Q2 form a commuting square. On the
other hand, EQ2(x) ∈ uQ1u∗ ∩ Q2 since uQ1u∗ and Q2 form a commuting
square. Altogether, EQ2(x) ∈ Q1 ∩ uQ1u∗ ∩ Q2 for every x ∈ Q1 ∩ uQ1u∗.
Hence Q1 ∩ uQ1u∗ and Q2 form a commuting square inside M for every u ∈ G.
Now let y ∈ uQ1u∗ ∩ Q2. Then EQ1∩uQ1u∗(y) ∈ Q1 ∩ uQ1u∗ ∩ Q2, since
Q1 ∩ uQ1u∗ and Q2 form a commuting square inside M . So Q1 ∩ uQ1u∗ and
uQ1u
∗ ∩ Q2 also form a commuting square inside M for every u ∈ G. In
particular, Q1 ∩uQ1u∗ and uQ1u∗ ∩Q2 form a commuting square inside uQ1u∗
for every u ∈ G.
Put A := Q1 ∩ uQ1u∗, B := uQ1u∗ and Q := Q2. Using Lemma 2.2.3, we get
that Q1 ∩ uQ1u∗ ∩Q2 is a finite index subalgebra of uQ1u∗ ∩Q2. Therefore
uQ1u
∗ ∩Q2 ≺fuQ1u∗∩Q2 Q1 ∩ uQ1u∗ ∩Q2.
By Lemma 1.10.10, this implies thatQ1∩uQ1u∗∩Q2 is a co-amenable subalgebra
of uQ1u∗ ∩Q2, thus ending the proof.
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We used the following lemma in the proof of Corollary 2.3.2.
Lemma 2.3.3. Let (B, τ) ⊂ B(H) be a tracial von Neumann algebra. Let
A ⊂ B be a von Neumann subalgebra. Assume that Q ⊂ B(H) is a von
Neumann algebra such that A and B ∩Q form a commuting square in B. Then
[B ∩Q : A ∩Q] ≤ [B : A].
Proof. Since A and B ∩ Q form a commuting square in B, we have that
EA(x) = EA∩Q(x) whenever x ∈ B ∩ Q. So, the map ψ(xeA∩Qy) = xeAy
for x, y ∈ B ∩ Q extends to a Tr-preserving, possibly nonunital, embedding
ψ : 〈B ∩Q, eA∩Q〉 → 〈B, eA〉. Therefore
[B ∩Q : A ∩Q] = Tr〈B∩Q,eA∩Q〉(1) = Tr〈B,eA〉(ψ(1)) ≤ Tr〈B,eA〉(1) = [B : A].
We are now able to prove the following proposition.
Proposition 2.3.4. Define M = L(Γ) and Mi = L(Γˆi). Let n be a nonzero
positive integer and let p be a nonzero projection of Mn. If Q ⊂ pMnp is a von
Neumann subalgebra without an amenable direct summand, then there exists an
i ∈ {1, . . . , k} such that Q′ ∩ pMnp ≺Mn Mi.
Proof. Define Bi = L(Γ1 × . . .× Γi−1 × 〈anii 〉 × Γi+1 × . . .× Γk). Let z ∈Mn
be a nonzero projection and let P ⊂ zMnz be a von Neumann subalgebra. We
have the following claim.
Claim. If P ⊂ zMnz is amenable relative to every Bni , then P is
amenable.
Let us prove this by repeatedly using Corollary 2.3.2. To that end, let G0 be a
countable subgroup of Un(C) such that G′′0 = Mn(C). Put G = {v ⊗ ug | v ∈
G0 and g ∈ Γ}. Then G ≤ U(Mn) is a countable subgroup satisfying G′′ = Mn.
Fix u = v ⊗ ug ∈ G, with v ∈ G0 and g = g1 × . . .× gk ∈ Γ. Then we have for
every s ∈ {1, . . . , k} that
• uBns u∗ = L(Γ1 × . . .× Γs−1 × gs〈anss 〉g−1s × Γs+1 × . . .× Γk)n;
• Bns ∩uBns u∗ = L(Γ1× . . .×Γs−1×(〈anss 〉∩gs〈anss 〉g−1s )×Γs+1× . . .×Γk)n.




〈anii 〉 if i ∈ J,
Γi if i /∈ J.







t∈J Bt)n = L(Γ
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form a commuting square inside Mn, as is described before Proposition 2.3.1.




t of Mn together with
G satisfy all three conditions in Corollary 2.3.2. An induction argument now









i = L(〈an1〉 × . . .× 〈ank〉)n
is amenable. From the second statement of Lemma 1.9.6, we therefore find that
Qz is amenable. This ends the proof of the claim.
Let us now prove that for every nonzero projection z ∈ Z(Q′ ∩ pMnp) there
exists an i ∈ {1, . . . , k} such that Qz ⊂ zMnz is not amenable relative to Bni . So
let z ∈ Z(Q′∩pMnp) be a nonzero projection and assume, by way of reaching a
contradiction, that Qz ⊂ zMnz is amenable relative to every Bni . By our claim,
we have that Qz is amenable. Since Qz ∼= Q supp(EQ(z)) = Q supp(EZ(Q)(z)),
this contradicts the fact that Q has no amenable direct summand. We conclude
that indeed for every nonzero projection z ∈ Z(Q′ ∩ pMnp) there exist an
i ∈ {1, . . . , k} such that Qz ⊂ zMnz is not amenable relative to Bni .
Now define for every nonzero projection z ∈ Z(Q′ ∩ pMnp) the set
F(z) := {i ∈ {1, . . . , k} | Qz ⊂ zMnz is not amenable relative to Bni }.
We already showed that F(z) 6= ∅ for every z. Furthermore we have that
F(z′) ⊂ F(z) whenever z′ ≤ z. Now fix a nonzero projection q ∈ Z(Q′ ∩ pMnp)
such that F(q) is minimal. Then we can fix an i ∈ {1, . . . , k} such that
Qz ⊂ zMnz is not amenable relative to Bni for every nonzero projection
z ∈ Z((Qq)′ ∩ qMnq).
Let us finish the proof of the proposition. By Lemma 1.12.3, we have that
Mn = HNN(Mni , Bni , θ). Apply Proposition 1.12.5 to Qq ⊂ qMnq. Since we
already excluded the third possibility, we have that
(Qq)′ ∩ qMnq ≺Mn Bni or NqMnq(Qq)′′ ≺Mn Mni .
Now since Bni ⊂ Mni and (Qq)′ ∩ qMnq ⊂ NqMnq(Qq)′′, both intertwinings
imply that (Qq)′ ∩ qMnq ≺Mn Mni . By Lemma 1.10.3 we can conclude that
Q′ ∩ pMnp ≺Mn Mi.
Theorem 2.3.7 below concludes the first part of the proof of Theorem A. Before
we go into that, we recall some notation from [Va08] and prove a small lemma.
Notation 2.3.5 ([Va08, Notation 3.10]). Let (M, τM ) and (N, τN ) be tracial
von Neumann algebras and A ⊂ M , B ⊂ N von Neumann subalgebras. Let
MHN be an M -N -bimodule.
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• We set A ≺H B if H contains a non-zero A-B-subbimodule K with
dim−B(K) <∞.
• We set A ≺fH B if every nonzero A-N -subbimodule K ⊂ H satisfies
A ≺K B.
Lemma 2.3.6. Let (M, τM ) and (N, τN ) be tracial von Neumann algebras and
A ⊂M , B ⊂ N von Neumann subalgebras. Let MHN be an M -N -bimodule. If
MHN ∼= ψ(M)p(Cn ⊗ L2(N))N for some ∗-homomorphism ψ : M → pNnp and
a projection p ∈ Nn, then
• A ≺H B if and only if ψ(A) ≺Nn B,
• A ≺fH B if and only if ψ(A) ≺fNn B.
Proof. Assume that MHN ∼= ψ(M)p(Cn ⊗ L2(N))N for some ∗-homomorphism
ψ : M → pNnp and a projection p ∈ Nn.









Now assume that A ≺H B. Then there exists a nonzero A-B-subbimodule K of
H with finite B-dimension. By viewing H as an A-B-subbimodule of ⊕ni=1H,
we see that from (2.7) that there exists a nonzero ψ(A)-B-subbimodule of
pL2(Nn) with finite B-dimension. So ψ(A) ≺Nn B, showing one implication.
Now assume that ψ(A) ≺Nn B. Then there exists a nonzero ψ(A)-B-
subbimodule K of pL2(Nn) with finite B-dimension. By (2.7) we can view K
as an A-B-subbimodule of
⊕n
i=1H. If we then project it onto an appropriate
copy of H we find a nonzero A-B-subbimodule of H with finite B-dimension.
So A ≺H B, showing also the converse implication.
To prove the second statement we first make the following observation. Every
A-N -subbimodule K of H is isomorphic with
ψq(A)q(Cn ⊗ L2(N))B,
where q ∈ ψ(A)′ ∩ pNnp is a projection and ψq(·) = ψ(·)q. Combining this
observation with the first statement we get that A ≺K B for every A-N -
subbimodule K ⊂ H if and only if ψ(A)q ≺Nn B for every projection q ∈
ψ(A)′ ∩ pNnp. This then immediately implies that A ≺fH B if and only if
ψ(A) ≺fNn B.
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Theorem 2.3.7. Let M = L(Γ), Mi = L(Γˆi), N = L(Λ) and Nj = L(Λˆj).
Assume that there exists a nonzero finite index M -N -bimodule H. Then k = l
and there exists a permutation σ ∈ Sym(k) such that for every i ∈ {1, . . . , k}
there exists a nonzero finite index Z(Mi)-Z(Nσ(i))-subbimodule of H.
Proof. By interchanging if necessary the roles of M and N , we may assume
that k ≥ l. Now let MHN be a nonzero finite index M -N -bimodule. Since M
and N are factors, we may assume that H is irreducible, i.e. H has no nontrivial
M -N -subbimodules. As usual there exists
• a nonzero positive integer n;
• a nonzero projection p ∈ Nn;
• a normal ∗-homomorphism ψ : M → pNnp,
such that ψ(M) ⊂ pNnp is irreducible and MHN ∼= ψ(M)p(Cn ⊗ L2(N))N. For
every i ∈ {1, . . . , k} denote by Ci ≤ Γi the centralizer of 〈anii 〉 inside Γi. By
Lemma 1.11.2 and Lemma 1.9.4, we have that L(Ci) has no amenable direct
summand. Applying Proposition 2.3.4 to the inclusion ψ(L(Ci)) ⊂ pNnp, we
find that there exists some j ∈ {1, . . . , l} such that ψ(L(Ci))′ ∩ pNnp ≺Nn Nj .
Now write Bi = L(Γ1 × . . . × Γi−1 × 〈anii 〉 × Γi+1 × . . . × Γk). Since ψ(Bi) is
a von Neumann subalgebra of ψ(L(Ci))′ ∩ pNnp we have that ψ(Bi) ≺Nn Nj .
And since Bi ⊂Mi is a finite index inclusion, Lemma 1.10.3 implies that there
exists some j ∈ {1, . . . , l} such that ψ(Mi) ≺Nn Nj . Altogether, for every
i ∈ {1, . . . , k} there exists some j ∈ {1, . . . , l} such that ψ(Mi) ≺Nn Nj .
On the other hand, there also exists
• a nonzero positive integer m;
• a nonzero projection q ∈Mm;
• a normal ∗-homomorphism ϕ : N → qMmq,
such that ϕ(N) ⊂ qMmq is irreducible and MHN ∼= M(L2(M)⊗ Cm)qϕ(N). By
symmetry, also for every j ∈ {1, . . . , l} there exists some i ∈ {1, . . . , k} such
that ϕ(Nj) ≺Mm Mi.
Claim. If ψ(Mi1) ≺Nn Nj and ϕ(Nj) ≺Mm Mi2 , then i1 = i2.
So assume that ψ(Mi1) ≺Nn Nj and ϕ(Nj) ≺Mm Mi2 . We have that Γˆi1 ≤ Γ
and Λˆj ≤ Λ are almost normal subgroups. So by Lemma 1.11.4, Mi1 ⊂M and
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Nj ⊂ N are quasi-regular. Since also ψ(M) ⊂ pNnp and ϕ(N) ⊂ qMmq are
irreducible, Lemma 1.10.8 implies that ψ(Mi1) ≺fNn Nj and ϕ(Nj) ≺fMm Mi2 .
Since ψ(Mi1) ≺Nn Nj , we find that (id⊗ϕ)(ψ(Mi1)) ≺Nmn ϕ(Nj). We already
found that ϕ(Nj) ≺fMm Mi2 . Combining the two intertwinings using Lemma
1.10.6 yields
(id⊗ ϕ)(ψ(Mi1)) ≺fMmn Mi2 . (2.8)
On the other hand, we have that
M(H⊗N H)M ∼= (id⊗ ϕ)(ψ(M))p0(Cmn ⊗ L2(M))M, (2.9)
where p0 := (id⊗ ϕ)(p). Combining (2.8), (2.9) and Lemma 2.3.6, we get that
Mi1 ≺f(H⊗NH) Mi2 . (2.10)
Let us now show that H⊗N H contains an M -M -subbimodule isomorphic with
L2(M). To that end, note that M(H⊗N H)M ∼= ψ(M)L2(pNnp)ψ(M). Since
M is a factor we also have that ML2(M)M ∼= ψ(M)L2(ψ(M))ψ(M). Finally we
have that L2(ψ(M)) is a ψ(M)-ψ(M)-subbimodule of L2(pNnp). Altogether
we see that H ⊗N H indeed contains an M -M -subbimodule isomorphic with
L2(M). Combining this with (2.10), we get that L2(M) must contain a nonzero
Mi1-Mi2-subbimodule that is finitely generated as an Mi2-module. In other
words, we have found that Mi1 ≺M Mi2 .
We now show that Mi1 ≺M Mi2 implies that L(Γi2) ≺L(Γi2 ) L(〈ai2〉), whenever
i1 6= i2. To that end, assume by way of reaching a contradiction that
L(Γi2) ⊀L(Γi2 ) L(〈ai2〉) and i1 6= i2. By Theorem 1.10.1, there exist a
sequence of unitaries un ∈ U(L(Γi2)) satisfying ||EL(〈ai2 〉)(xuny∗)||2 → 0 for all
x, y ∈ L(Γi2). Since i1 6= i2, we have that L(Γi2) is a von Neumann subalgebra
of Mi1 . So (un)n can be viewed as a sequence of unitaries in U(Mi1). Moreover
||EMi2 (xuny∗)||2 → 0 for all x, y ∈M . Using Theorem 1.10.1 again, this means
that Mi1 ⊀M Mi2 . This is a contradiction and so L(Γi2) ≺L(Γi2 ) L(〈ai2〉) if
i1 6= i2.
Finally note that L(Γi2) is a nonamenable factor and that L(〈ai2〉) is amenable.
This implies that L(Γi2) ≺L(Γi2 ) L(〈ai2〉) cannot hold. Therefore i1 = i2, ending
the proof of the claim.
Let us continue with the proof of the theorem. Using the claim together with
Lemma 2.3.6, we have so far found that for every i ∈ {1, . . . , k} there exists some
j ∈ {1, . . . , l} such that H contains a nonzeroMi-Nj-subbimodule that is finitely
generated as an Nj-module and also contains a nonzeroMi-Nj-subbimodule that
is finitely generated as an Mi-module. Similar to Proposition 1.10.9, the quasi-
regularity of Mi and Nj now implies that for every i ∈ {1, . . . , k} there exists
some j ∈ {1, . . . , l} such that H contains a nonzero bifinite Mi-Nj-subbimodule.
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To end the proof we choose a map σ : {1, . . . , k} → {1, . . . , l} in such a way that
H contains a nonzero bifinite Mi-Nσ(i)-subbimodule for every i ∈ {1, . . . , k}.
Using the claim and Lemma 2.3.6 again, we see that σ must be injective. Since
we assumed that k ≥ l, we actually have that k = l and that σ ∈ Sym(k).
Lemma 2.3.8 now finishes the proof.
We made use of the following lemma in the proof of Theorem 2.3.7.
Lemma 2.3.8. Let (M, τM ) and (N, τN ) be tracial von Neumann algebras and
let MHN be a nonzero bifinite M-N-bimodule. Then there exists a nonzero
bifinite Z(M)-Z(N)-subbimodule Z(M)KZ(N) of Z(M)HZ(N).
Proof. Let (M, τM ) and (N, τN ) be tracial von Neumann algebras and let MHN
be a nonzero bifinite M -N -bimodule. Then there exists
• a projection p ∈ N∞ with Tr(p) <∞
• a normal ∗-homomorphism ψ : M → pN∞p with [pN∞p : ψ(M)] <∞
such that MHN ∼= ψ(M)p(l2(N)⊗ L2(N))N.
Using [Va08, Lemma A.3], we get that ψ(Z(M)) ⊂ ψ(M)′∩pN∞p is also a finite
index inclusion. Therefore we can take a nonzero projection q ∈ ψ(M)′ ∩ pN∞p
such that q(ψ(M)′ ∩ pN∞p)q = ψ(Z(M))q. This in turn gives us a nonzero M -
N -subbimodule H1 of H where B(MH1N) coincides with the left Z(M)-action.
Analogously, but replacing H with H1, we can find a nonzeroM -N -subbimodule
H2 of H1 where B(MH2N) coincides with the right Z(N)-action. Since MH2N ⊂
MH1N, we also still have that B(MH2N) coincides with the left Z(M)-action.
Now take ξ ∈ H2 \ {0}. We have just showed that Z(M)ξ = ξZ(N). Hence
Z(M)Z(M)ξZ(N) is a nonzero bifinite Z(M)-Z(N)-subbimodule. This ends the
proof.
2.3.2 Second step of the proof
We start with the following observation.
Proposition 2.3.9. Let n,m ∈ Z satisfy 2 ≤ n < |m|. Define M :=
L(BS(n,m)) and A := L(〈a〉). We have that A ⊂M is a quasi-regular abelian
von Neumann subalgebra satisfying Z(A′ ∩M) = A.
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Proof. Since 〈a〉 is an almost normal subgroup of BS(n,m), we get from Lemma
1.11.4 that A is a quasi-regular von Neumann subalgebra of M . On the other
hand, since 〈a〉 is an abelian group, we have that A is an abelian von Neumann
algebra.
To prove that Z(A′∩M) = A, we define the finite index subalgebraA0 := L(〈an〉)
of A. We first prove that Z(A′0 ∩M) = A0. Afterwards we will show that this
implies that Z(A′ ∩M) = A.
Define G := 〈aZ, b−1aZb〉 ⊂ BS(n,m). Then L(G) is a subalgebra of A′0 ∩M .
So Z(A′0 ∩M) ⊂ L(G)′ ∩M . Using Lemma 1.11.1, one can easily see that
{gγg−1 | g ∈ G} is an infinite set for every γ ∈ BS(n,m) \ 〈an〉. From this we
now show that L(G)′∩M ⊂ A0 by using Murray and von Neumann’s conjugacy
class technique (see [MvN43, Lemma 5.3.4]).
Let x ∈ L(G)′ ∩M . Write x = ∑γ∈BS(n,m) cγuγ , where the sum converges in
|| · ||2-norm. By assumption, we have that x = ugxu∗g for every g ∈ G. Therefore
x =
∑
cγugγg−1 for every g ∈ G. By comparing the two decompositions, we
find that cγ = cgγg−1 for every γ ∈ BS(n,m) and g ∈ G. If {gγg−1 | g ∈ G} is
an infinite set for some γ ∈ BS(n,m), we have that cγ is zero, since otherwise
the sum
∑
cγuγ cannot converge in || · ||2-norm. From this we get that cγ can
only be nonzero when γ is an element of 〈an〉. In other words, we indeed have
that L(G)′ ∩M ⊂ A0.
Since we already showed that Z(A′0 ∩ M) ⊂ L(G)′ ∩ M , we have proved
that Z(A′0 ∩M) ⊂ A0. Since the converse inclusion is obvious, we find that
A0 = Z(A′0 ∩M).
Since A0 ⊂ A has finite index, there exist orthogonal projections pj ∈ A such
that Apj = A0pj and
∑
j pj = 1. But then
Z(A′ ∩M)pj = Z((A′ ∩M)pj) = Z((Apj)′ ∩ pjMpj)
= Z((A0pj)′ ∩ pjMpj) = Z(pj(A′0 ∩M)pj)
= Z(A′0 ∩M)pj = A0pj ⊂ A
Therefore Z(A′ ∩M) ⊂ A. The converse inclusion being obvious, we have
proven that A = Z(A′ ∩M).
We now identify the countable equivalence relation R(A ⊂ M), when M =
L(BS(n,m)) and A = L(〈a〉).
Proposition 2.3.10. Let n,m ∈ Z satisfy 2 ≤ n < |m|. Define M =
L(BS(n,m)) and A = L(〈a〉). The equivalence relation R(A ⊂M) is isomorphic
with the unique hyperfinite ergodic countable equivalence relation of type IIIn/|m|.
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Proof. Let R0 = {(y, z) ∈ T× T | ym = zn}. Denote by Rn,m the equivalence
relation on T generated by R0. Recall from Example 2.2.5 that Rn,m is the
unique hyperfinite ergodic countable equivalence relation of type IIIn/|m|. Define
pi : R0 → T : pi(y, z) = ym. Note that pi is n|m|-to-1. Define the probability







U ∩ pi−1({x})) dλ(x) .
For all k, l ∈ Z, we define the function Pk,l : R0 → T : Pk,l(y, z) = ykzl. We
have the following claim.
Claim. 〈Pk,l, Ps,t〉 = 〈ukaubula, usaubuta〉 for all k, l, s, t ∈ Z.


































































n if n | (l − t)
0 otherwise.






n ) dx =
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Altogether we get that
〈Pk,l, Ps,t〉 =
{
1 if n | (l − t) and (k−s)m + (l−t)n = 0
0 otherwise.
On the other hand, we have that
〈ukaubula, usaubuta〉 = τ(ukaubul−ta u−1b u−sa ).
By Lemma 1.11.1, τ(ukaubul−ta u−1b u−sa ) = 0 whenever n6 | (l−t). Now if n | (l−t),
then
〈ukaubula, usaubuta〉 = τ(u(k−s)+m(l−t)/na )
=
{




Altogether, we also get that
〈ukaubula, usaubuta〉 =
{
1 if n | (l − t) and (k−s)m + (l−t)n = 0
0 otherwise.
This proves the claim.
Let us continue with the proof of the proposition. Using the claim, we can
define a unitary T by
T : L2(R0, µ)→ span||·||2AubA : Pk,l 7→ ukaubula .
We turn L2(R0, µ) into an L∞(T)-L∞(T)-bimodule by the formula
(F · ξ · F ′)(y, z) = F (y) ξ(y, z)F ′(z) .
Under the natural identification of L∞(T) and A, the unitary T is A-A-
bimodular.
By construction AL2(R0, µ)A is isomorphic with a direct sum of bimodules of
the form AH(αj)A where the union of the graphs of the partial automorphisms
αj equals R0 and hence generates the equivalence relation Rn,m. Applying
Lemma 2.1.8 to F = {ub}, we conclude that R(A ⊂M) ∼= Rn,m up to measure
zero.
Finally we can give the actual proof of the main theorem.
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Proof of Theorem A. Let k and l be nonzero positive integers. For every i ∈
{1, . . . , k} and every j ∈ {1, . . . , l}, let ni,mi, pj , qj ∈ Z satisfy 2 ≤ ni < |mi|
and 2 ≤ pj < |qj |. Define M := L(Γ) and N := L(Λ) and assume that MHN is
a finite index M -N -bimodule. Write x := dimM−(H) and y := dim−N (H). We
need to prove that k = l and that there exists a permutation σ ∈ Sym(k) such
that for every i ∈ {1, . . . , k}, we have
(ni/|mi|)ri = (pσ(i)/|qσ(i)|)si for some ri, si ∈ Z with 1 ≤ ri, si ≤ xy. (2.11)
First of all, write Mi := L(Γi) and Nj := L(Λj). By Theorem 2.3.7, we have
that k = l and that there exists a permutation σ ∈ Sym(k) such that for every
i ∈ {1, . . . , k} there exists a nonzero finite index Z(Mi)-Z(Nσ(i))-subbimodule
of H. Theorem 2.2.6 then implies that there exists a finite index correspondence
betweenR(Z(Mi) ⊂M) andR(Z(Nσ(i)) ⊂ N) with left and right index smaller
than xy.
Let us now show that
R(Z(Mi) ⊂M) ∼= R(L(〈ai〉) ⊂ L(BS(ni,mi)))
and
R(Z(Nσ(i)) ⊂ N) ∼= R(L(〈cσ(i)〉) ⊂ L(BS(pσ(i), qσ(i)))).
To that end, let J ⊂ QL(BS(ni,mi))(L(〈ai〉)) be a countable || · ||2-dense subset.
Recall that




Set J˜ = {ug1 ⊗ . . .⊗ugi−1 ⊗ v⊗ugi+1 ⊗ . . .⊗ugk | v ∈ J and gj ∈ BS(nj ,mj)}.





Let w = ug1 ⊗ . . .⊗ugi−1 ⊗ v⊗ugi+1 ⊗ . . .⊗ugk be an element of J˜ . Under the
natural identification of Z(Mi) and L(〈ai〉), we have that αw = αv. Altogether,
we see that
R(Z(Mi) ⊂M) ∼= R(L(〈ai〉) ⊂ L(BS(ni,mi))).
Completely analogous, we have that
R(Z(Nσ(i)) ⊂ N) ∼= R(L(〈cσ(i)〉) ⊂ L(BS(pσ(i), qσ(i)))).
Let us now finish the proof of the theorem. So far we have found that there
exists a finite index correspondence between R(L(〈ai〉) ⊂ L(BS(ni,mi))) and
R(L(〈cσ(i)〉) ⊂ L(BS(pσ(i), qσ(i)))) with left and right index smaller than xy.
Using Proposition 2.2.4 and Proposition 2.3.10 we find (2.11).

Chapter 3
A rigidity result for crossed
products of actions of
Baumslag-Solitar groups
This chapter will be dedicated to proving our second main result which is
Theorem C below. Let us first give some more background involving the setting.
Measure equivalence was introduced by Gromov in [Gr93]. Two countable
discrete groups Γ and Λ are called measure equivalent if there exist ergodic
essentially free pmp actions Γ y (X,µ) and Λ y (Y, η) that are stably orbit
equivalent. By the work of Ornstein and Weiss in [OW80], we know that all
infinite amenable groups are measure equivalent to each other. On the other
hand, it is well known (c.f. [Zi84, Proposition 4.3.3]) that nonamenable groups
are not measure equivalent to amenable ones. Therefore the measure equivalence
class of Z is exactly the class of all infinite amenable groups. In the nonamenable
case, it is in general very hard to determine whether two nonisomorphic groups
are measure equivalent.
Although the question asking whether two nonisomorphic nonamenable
Baumslag-Solitar groups are measure equivalent is still open, Kida obtained a
measure equivalence rigidity result for nonamenable Baumslag-Solitar groups
in [Ki11]. Recently, that result was generalized by Houdayer and Raum in
[HR13]. It goes as follows. Let n1,m1, n2,m2 ∈ Z such that 2 ≤ n1 ≤ |m1| and
2 ≤ n2 ≤ |m2|. They proved that if BS(n1,m1) and BS(n2,m2) have stably
orbit equivalent ergodic essentially free pmp actions such that the canonical
abelian almost normal subgroups 〈a1〉 and 〈a2〉 act aperiodically (i.e. every
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finite index subgroup acts ergodically), then
• n1 = n2 and m1 = m2, if n1 6= |m1|;
• n1 = n2 and |m1| = |m2|, if n1 = |m1|.
This brings us to our second main result.
Theorem C. Let n1,m1, n2,m2 ∈ Z such that 2 ≤ n1 ≤ |m1| and 2 ≤
n2 ≤ |m2|. For i ∈ {1, 2}, let (Pi, τi) be a diffuse amenable tracial von
Neumann algebra and let BS(ni,mi) y Pi be a trace preserving action such
that the subalgebra Pi o 〈al(g)i 〉 ⊂ Pi o BS(ni,mi) is irreducible for every
g ∈ BS(ni,mi). If the crossed products P1 o BS(n1,m1) and P2 o BS(n2,m2)
are stably isomorphic, then
• n1 = n2 and m1 = m2, if n1 6= |m1|;
• n1 = n2 and |m1| = |m2|, if n1 = |m1|.
We have the following corollary that generalizes the result of Houdayer and
Raum mentioned above.
Corollary D. Let n1,m1, n2,m2 ∈ Z such that 2 ≤ n1 ≤ |m1| and 2 ≤
n2 ≤ |m2|. For i ∈ {1, 2}, let BS(ni,mi) y (Xi, µi) be an ergodic essentially
free pmp action such that 〈ai〉 y Xi is aperiodic. If the crossed products
L∞(X1)o BS(n1,m1) and L∞(X2)o BS(n2,m2) are stably isomorphic, then
• n1 = n2 and m1 = m2, if n1 6= |m1|;
• n1 = n2 and |m1| = |m2|, if n1 = |m1|.
Proof. Define Mi := L∞(Xi)oBS(ni,mi) and Ni,z := L∞(Xi)o 〈azi 〉 for every
nonzero integer z. Since the action BS(ni,mi) y (Xi, µi) is essentially free, we
have that L∞(Xi)′ ∩Mi = L∞(Xi). Therefore,
N ′i,z ∩Mi ⊂ L∞(Xi).
Hence, for every nonzero integer z, the relative commutant of Ni,z inside Mi is
equal to the algebra of 〈aki 〉-invariant functions in L∞(Xi). By the aperiodicity
of the action 〈ai〉y Xi, we get that Ni,z is an irreducible subalgebra of Mi for
every z. Using Theorem C yields the desired result.
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Remark. It is important to note that whenever the crossed products arising in
Corollary D would have a unique Cartan subalgebra up to unitary conjugacy,
then Corollary D would immediately follow from the result of Houdayer and
Raum using Singer’s theorem (Theorem 1.3.13). To the best of our knowledge,
there exist no such uniqueness results for these specific crossed products as of
this writing. However, in Subsection 3.5, we present examples of essentially
free ergodic pmp actions of Baumslag-Solitar groups where the corresponding
crossed product has more than one Cartan subalgebra up to unitary conjugacy,
but where 〈a〉 does not act ergodically. These examples were communicated to
us by Anna Krogager.
Let us give a short outline of the proof of Theorem C. For i ∈ {1, 2}, set
Γi := BS(ni,mi), Mi := Pi o Γi and Ni := Pi o 〈ai〉. Let p be a nonzero
projection of N1 and let α : pM1p→M2 be an isomorphism. The key to proving
the main theorem is to show that α(pN1p) and N2 are unitarily conjugate.
Theorem 3.1.1 below will be playing a crucial role in proving this. It is our main
technical result and is heavily inspired by Lemma 8.4 of [IPP08]. It roughly
says that the relative commutant in P o BS(n,m) of every irreducible finite
index subalgebra of P o 〈a〉 can be controlled in a good way. Concretely, set
M := P o BS(n,m) and N := P o 〈a〉. If p is a nonzero projection of N and
Q ⊂ pNp is an irreducible finite index inclusion, then there exists a unitary
u ∈ U(pMp) such that uQu∗ ⊂ pNp and u(Q′ ∩ pMp)u∗ ⊂ pNp.
To obtain the unitary conjugacy of α(pN1p) and N2 we then start by showing
that N2 ≺M2 α(pN1p) and α(pN1p) ≺M2 N2. Let us only explain how to obtain
the first intertwining, since the second intertwining can be obtained in a similar
way. Using a slight adaptation of [BV12, Lemma 2.3], it actually suffices to
show that
P2 ≺M2 α(pN1p) (3.1)
and
L(〈a2〉) ≺M2 α(pN1p). (3.2)
Intertwining (3.1) is an immediate corollary of Theorem 4.1 from [Va13] on
normalizers in HNN extensions of von Neumann algebras. For intertwining
(3.2), we do the following. Let C be the centralizer of 〈an22 〉 < Γ2. By Lemma
1.11.2 and lemma 1.9.4 we have that L(C) has no amenable direct summand.
Then using Proposition 1.12.5, we see that α−1(L(C)′ ∩ M2) ≺ pN1p. It
follows that α−1(L(〈an22 〉)) ≺ pN1p and since 〈an22 〉 < 〈a2〉 has finite index, also
α−1(L(〈a2〉)) ≺ pN1p. Applying α to both sides, we find intertwining (3.2).
After that, we use our main technical result to control relative commutants and
show that the two-sided intertwining of the algebras α(pN1p) and N2 actually
implies unitary conjugacy.
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The rest of the proof of Theorem C can then be outlined as follows. By
combining all of the above, we may assume that α(pN1p) = N2. From this, we
get that N2L2(M2)N2 is spanned by the irreducible bimodules span N2ugN2,
but also by the irreducible bimodules span α(pN1ugN1p). By examining the
left and right dimensions of these bimodules, we get that {(l(g), r(g)) | g ∈ Γ1}
and {(l(g), r(g)) | g ∈ Γ2} coincide. This forces both n1 = n2 and |m1| = |m2|.
When n1 6= |m1|, a further careful study of the bimodules span N2ugN2 and
span α(pN1ugN1p) moreover yields m1 = m2.
3.1 Controlling relative commutants
Fix integers n,m ∈ Z such that 2 ≤ n ≤ |m|. Let (P, τ) be a diffuse tracial
von Neumann algebra and let BS(n,m) y P be a trace preserving action such
that P o 〈al(g)〉 ⊂ P oBS(n,m) is irreducible for every g ∈ BS(n,m). We write
Γ := BS(n,m), M := P oΓ, N := P o 〈a〉 and Nz := P o 〈az〉 for every nonzero
integer z.
The following theorem is our main technical result and is, as we mentioned
before, heavily inspired by Lemma 8.4 from [IPP08]. Roughly speaking, it lets
us control relative commutants in M of irreducible finite index von Neumann
subalgebras of N , allowing us later to deduce unitary conjugacy from a two-sided
intertwining.
Theorem 3.1.1. Let p be a nonzero projection of N . Let Q ⊂ pNp be an
irreducible finite index inclusion. Then there exists a unitary u ∈ U(pMp) such
that uQu∗ ⊂ pNp and u(Q′ ∩ pMp)u∗ ⊂ pNp.
Proof. Since N is a II1 factor and P is a diffuse von Neumann subalgebra, we
may actually assume that the projection p from the description of the theorem
is an element of P . So let p be a nonzero projection of P and let Q ⊂ pNp be
an irreducible finite index inclusion.
For every g ∈ Γ, we denote by Kg the N -N -subbimodule spanNugN of L2(M).
Note that Kg is the closed linear span of {buh | b ∈ P, h ∈ 〈a〉g〈a〉}. So Kg and
Kh coincide if and only if 〈a〉g〈a〉 = 〈a〉h〈a〉. Define Γˆ = 〈a〉\Γ/〈a〉, i.e. the set






For every g ∈ Γ, we denote by pg the orthogonal projection of L2(M) onto Kg.
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In particular, if x ∈ Q′∩pMp, then pg(x) is aQ-central vector of Kg∩pMp. From
this we get that Q′∩pMp is ||·||2-norm densely spanned by the Q-central vectors
of Kg ∩ pMp, where g runs over all elements of Γ. So investigating Q′ ∩ pMp
comes down to investigating the Q-central vectors of Kg ∩ pMp for every g ∈ Γ.
To that end, define ∆ = {g ∈ Γ | Kg ∩ pMp has a nonzero Q-central vector}
and ∆ˆ = {〈a〉g〈a〉 ∈ Γˆ | g ∈ ∆}.
Since Q ⊂ pNp has finite index and pNp ⊂ pMp is irreducible, we have that
Q′∩pMp is finite dimensional (see e.g. [Va08, Lemma A.3]). On the other hand,
different elements of ∆ˆ give rise to orthogonal nonzero elements of Q′ ∩ pMp.
Altogether ∆ˆ is a finite set, say ∆ˆ = {〈a〉g1〈a〉, . . . , 〈a〉gκ〈a〉}. We also have the
following claim.
Claim 1. If g ∈ ∆, then l(g) = r(g).
Let g ∈ ∆ \ 〈a〉 and let x be a nonzero Q-central vector of Kg ∩ pMp. For every
integer z > 0, we define
K⊗zg := Kg ⊗N . . .⊗N Kg︸ ︷︷ ︸
z times
.
We first show that x⊗z ∈ (Kg)⊗z is a nonzero element. Note that EN (x∗x)
is an element of Q′ ∩ pNp = Cp. Hence EN (x∗x) = (||x||2L2(M)/τ(p))p =
||x||2L2(pMp)p. Therefore, for every integer z > 0, the element x⊗z ∈ (Kg)⊗z
satisfies ||x⊗z|| = ||x||L2(M)||x||z−1L2(pMp). In particular, x⊗z is indeed a nonzero
element of (Kg)⊗z.
Now, for every integer z > 0, we define the nonzero pNp-pNp-subbimodule
Hz := span pN(x⊗z)Np ⊂ p(K⊗zg )p.
By Lemma 3.1.2, we have for every integer z > 0 that Hz is isomorphic with
a pNp-pNp-subbimodule of L2(pNp)⊗Q L2(pNp). By Proposition 1.7.3, this
bimodule L2(pNp)⊗Q L2(pNp) is finite index. Since pNp is also a factor, we
find using Lemma 3.1.3 that L2(pNp)⊗Q L2(pNp) only has a finite number of
nonisomorphic pNp-pNp-subbimodules. Hence, there exist two nonzero positive
integers z1 and z2 such that z1 6= z2 and pNp(Hz1)pNp ∼= pNp(Hz2)pNp.
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Let us conclude the proof of Claim 1 by showing that for every integer z > 0
and every nonzero pNp-pNp-subbimodule H of p(K⊗zg )p, we have
dimpNp−(H)/dim−pNp(H) = (l(g)/r(g))z.
So let z > 0 be an integer. We define l = k(ns0mt0)z, where s and t satisfy
l(g) = kns0mt0. We define r analogously. For 0 ≤ i1, . . . , iz < l(g), we introduce
the pNp-pNlp-subbimodule H(i1,...,iz) of p(K⊗zg )p as
pNp(H(i1,...,iz))pNlp = pNp(pN(ugai1 ⊗ . . .⊗ ugaiz )p)pNlp.
Since, for every projection q ∈ P and every 0 ≤ i, j < l(g),




gai if i = j
0 otherwise,
we have that the bimodules H(i1,...,iz) are pairwise orthogonal. Furthermore,
since Kg is spanned by L2(N)ug, . . . , L2(N)uga(l(g)−1) we have that p(K⊗zg )p is





Fix 0 ≤ i1, . . . , iz < l(g) and write β for Ad(ugai1 ...gaiz ) on pNlp, then
pNp(H(i1,...,iz))pNlp ∼= pNpH(β)pNlp,
whereH(β) is given byH(β) = pL2(N)β(p) and xξy = xξβ(y). Since β(pNlp) =
β(p)Nrβ(p) ⊂ β(p)Nβ(p) is an irreducible inclusion, we have that the bimodule
H(β) is irreducible. Also, its left dimension is 1 and its right dimension is r. We
find from all of this that p(K⊗zg )p is orthogonally spanned by irreducible pNp-
pNlp-subbimodules having left dimension 1 and right dimension r. Since every
nonzero pNp-pNlp-subbimodule K of p(K⊗zg )p is a direct sum of irreducible
pNp-pNlp-subbimodules of p(K⊗zg )p, we have that every nonzero pNp-pNlp-
subbimodule K of p(K⊗zg )p satisfies
dimpNp−(K)/dim−pNlp(K) = 1/r.
Now let H be a nonzero pNp-pNp-subbimodule of p(K⊗zg )p. By Proposition
2.3.5 of [JS97], we have that dim−pNlp(H) = [pNp : pNlp] dim−pNp(H) and
therefore
dimpNp−(H)/ dim−pNp(H) = [pNp : pNlp](dimpNp−(H)/dim−pNlp(H))
= l/r = (l(g)/r(g))z
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This concludes the proof of Claim 1.
We continue with the proof of the theorem. Take n˜ = lcm({l(g) | g ∈ ∆}). Note
that n˜ ∈ {l(g) | g ∈ Γ}. By Claim 1, we have that ugNn˜u∗g = Nn˜ for every
g ∈ ∆. Let us now view Q inside an amplification of Nn˜ in the following sense.
Since Q ⊂ pNp and Nn˜ ⊂ N are finite index inclusions, there exists an integer
d > 0, a projection q ∈ Ndn˜, a normal ∗-homomorphism ψ : Q → qNdn˜q and a
nonzero partial isometry v ∈ (M1,d(C)⊗ pN)q such that
• ψ(Q) ⊂ qNdn˜q is finite index;
• vψ(x) = xv for every x ∈ Q.
Since ψ(Q) ⊂ qNdn˜q is finite index and qNdn˜q is a factor, we have by [Va08,
Lemma A.3] that ψ(Q)′ ∩ qNdn˜q is finite dimensional. Cutting qNdn˜q with a
minimal projection of ψ(Q)′∩qNdn˜q, we may actually assume that ψ(Q) ⊂ qNdn˜q
is irreducible.
Since vv∗ ∈ Q′ ∩ pNp = Cp, we have that vv∗ = p. Let us take a closer look
at v∗(Q′ ∩ pMp)v ⊂ qMdq. Recall that ∆ˆ = {〈a〉g1〈a〉, . . . , 〈a〉gκ〈a〉}. For
1 ≤ α ≤ κ, let xα be a nonzero Q-central vector of Kgα ∩pMp. Note that v∗xαv







as qNdn˜q-qNdn˜q-bimodules. Since Q′ ∩ pMp is spanned by the Q-central vectors
of
⋃κ
i=1(Kgi ∩ pMp), we find from all this that
v∗(Q′ ∩ pMp)v ⊂ span{q(Ndn˜(1⊗ uh))q | h ∈ L} (3.3)
for some finite set L ⊂ Γ. Moreover we see that L can be chosen to lie in Ω,
where Ω equals
{g ∈ Γ | ugNn˜u∗g = Nn˜ and q(Ndn˜(1⊗ug))q has a nonzero ψ(Q)-central vector}.
Note that Ω is a group. Indeed, by the irreducibility of ψ(Q) ⊂ qNdn˜q we have
that Ω coincides with the group
{g ∈ Ω | q(Ndn˜(1⊗ ug))q has a ψ(Q)-central vector x with xx∗ = q = x∗x}.
We also have the following claim.
Claim 2. For every finite subset L ⊂ Ω, there exists an element g0 ∈ Γ
such that r(g0) | n˜ and L ⊂ g0〈a〉g−10 .
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We first show that every element of Ω is elliptic with respect to the action of
Γ on its Bass-Serre tree T (see Section 1.11). So let g be an element of Ω. By
definition of Ω, there exists a ψ(Q)-central vector x of q(Ndn˜(1⊗ug))q satisfying
ugNn˜u
∗
g = Nn˜ and xx∗ = q = x∗x. Note that Ad(x) ∈ Aut(qNdn˜q) satisfies
Ad(x)|ψ(Q) = id|ψ(Q). Since ψ(Q) ⊂ qNdn˜q is finite index and irreducible, the
group of automorphisms of qNdn˜q that restrict to the identity on ψ(Q) is finite
(see e.g. [Fa09, Lemma 8.12]). Therefore, there exists an integer z > 0 such that
Ad(x)z = id on qNdn˜q. Equivalently xz ∈ (qNdn˜q)′ ∩ qMdq = Cq. On the other
hand, xz is a nonzero element of q(Ndn˜(1 ⊗ ugz))q. Therefore, gz must be an
element of 〈an˜〉 and hence gz must be an elliptic element. Lemma 1.11.3.(1)
implies that g must also be elliptic.
Now let L = {g1, . . . , gt} be a finite subset of Ω. Let g, h ∈ Ω be arbitrary
elements. As we just showed, g and h are elliptic. Since Ω is a group, we have
that gh ∈ Ω and hence also gh is elliptic. Using Lemma 1.11.3.(2), we get
that the fixed point sets of g and h intersect nontrivially whenever g, h ∈ Ω.
Write Ti = {x ∈ V (T ) | gi · x = x} for 1 ≤ i ≤ t. Then Ti is a subtree of T .
Furthermore we already know that Ti ∩ Tj 6= ∅ for every 1 ≤ i, j ≤ t. It is an
easy exercise to verify that finitely many subtrees of a given tree with pairwise
nontrivial intersections have a nontrivial intersection. Hence there exists a vertex
x ∈ V (T ) such that gi ·x = x for every i. In other words, there exists an element
g ∈ Γ such that gi ∈ g〈a〉g−1 for every i. Define J = {g ∈ Γ | L ⊂ g〈a〉g−1}.
We already showed that J is nonempty. Choose an element g0 ∈ J having
minimal b-length (see Section 1.11). Using Lemma 1.11.1 and the fact that
r(g) | n˜ for every g ∈ Ω, it follows that r(g0) | n˜. This concludes the proof of
Claim 2.
Let us now finish the proof of the theorem. Combining inclusion (3.3) with
Claim 2, we find that there exists an element g0 ∈ Γ such that r(g0) | n˜ and
v∗(Q′ ∩ pMp)v ⊂ span{q(Ndn˜(1⊗ uh))q | h ∈ g0〈a〉g−10 }.
Set v˜ = v(1⊗ ug0). Then
v˜∗(Q′ ∩ pMp)v˜ = (1⊗ u∗g0)v∗(Q′ ∩ pMp)v(1⊗ ug0)
⊂ span{(1⊗ u∗g0)(Ndn˜(1⊗ uh))(1⊗ ug0) | h ∈ g0〈a〉g−10 }




In particular v˜∗v˜ ∈ Nd.
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Furthermore we have that
v˜∗Qv˜ = v˜∗v˜(1⊗ u∗g0)ψ(Q)(1⊗ ug0)
⊂ Nd(1⊗ u∗g0)Ndn˜(1⊗ ug0)
= Nd.
Let w be an element of Md,1(C)⊗N such that ww∗ = v˜∗v˜ and w∗w = v˜v˜∗ = p.
Define u = (v˜w)∗ ∈ pMp. Then uu∗ = w∗v˜∗v˜w = w∗ww∗w = w∗w = p and





u(Q′ ∩ pMp)u∗ = w∗v˜∗(Q′ ∩ pMp)v˜w
⊂ w∗Ndw
⊂ N.
This ends the proof.
In the proof of Theorem 3.1.1, we used the following two well known results.
Lemma 3.1.2. Let (M, τ) be a II1 factor and let N ⊂ M be an irreducible,
finite index subfactor. Let MHM be an M-M-bimodule and let ξ ∈ H be a
nonzero N-central vector such that spanMξM is dense in H. Then H is
isomorphic with an M -M -subbimodule of L2(M)⊗N L2(M).
Proof. By replacing ξ with ξ/||ξ||, we may assume that ξ ∈ H is a unit vector.
Let us begin by showing that L2(M) and ξM are isomorphic as N -M -bimodules.
For that define ϕ : M → C : x 7→ 〈ξx, ξ〉. Then ϕ is a normal N -central state
on M . Since N ⊂M is irreducible, this implies that ϕ and τ coincide, see e.g.
[Tak03, Lemma 2.12.(iii)]. Hence
||ξx||2 = 〈ξx, ξx〉 = ϕ(xx∗) = τ(xx∗) = ||x||22.
From this we find that we can extend the map α : M → ξM : x 7→ ξx to a
unitary from L2(M) onto ξM . This unitary is N -M -bimodular by construction.
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Let us continue with the proof of the lemma. Use Lemma 2.8 from [FR12] where
MKN := ML2(M)N and NLM = NξMM ⊂ NL2(M)M. Then we get that H is
an M -M -bimodule isomorphic with a subbimodule of L2(M)⊗N ξM . Since we
already showed that L2(M) and ξM are isomorphic as N -M -bimodules, we are
done.
Lemma 3.1.3. Let (M, τ) be a II1 factor and let MHM be a nonzero finite
index bimodule. Then H only contains a finite number of nonisomorphic M-
M -subbimodules.
Proof. Let (M, τ) be a II1 factor and let MHM be a finite index bimodule. As
before, there exists a nonzero positive integer n, a nonzero projection p ∈Mn
and a normal ∗-homomorphism ψ : M → pMnp such that [pMnp : ψ(M)] <∞
and
MHM ∼= MH(ψ)M,
where MH(ψ)M is given by H(ψ) = p(Cn ⊗ L2(M)) and xξy = ψ(x)ξy. In
this way, we see that the isomorphism classes of the M -M -subbimodules of H
correspond with the equivalence classes of the projections in ψ(M)′ ∩ pMnp.
On the other hand, ψ(M)′ ∩ pMnp is finite dimensional by [Va08, Lemma A.3].
Hence
{(TrMn(C)⊗τ)(q) | q ∈ ψ(M)′ ∩ pMnp is a projection}
is a finite set. To end the proof, Proposition 1.1.2 of [JS97] states that
TrMn(C)⊗τ is a complete invariant for the equivalence classes of projections in
Mn, since Mn is a factor.
3.2 Unitary conjugacy of the canonical subalgebras
α(pN1p) and N2
Fix integers n1,m1, n2,m2 ∈ Z satisfying 2 ≤ n1 ≤ |m1| and 2 ≤ n2 ≤ |m2|.
For i ∈ {1, 2}, let (Pi, τi) be a diffuse amenable tracial von Neumann algebra
and let BS(ni,mi) y Pi be a trace preserving action such that Pi o 〈al(g)i 〉 ⊂
Pi o BS(ni,mi) is irreducible for every g ∈ BS(ni,mi). We still denote by τi
the canonical trace of Pi o BS(ni,mi).
We make use of the following notation: Γi = BS(ni,mi), Mi = Pi o Γi,
Ni = Pi o 〈ai〉 and Ni,z = Pi o 〈azi 〉.
Proposition 3.2.1. Let p be a nonzero projection of N1. If α : pM1p → M2
is an isomorphism, then there exists a nonzero irreducible finite index α(pN1p)-
N2-subbimodule of L2(M2).
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Proof. Since P1 is diffuse and N1 is a II1 factor, we may actually assume that
p is a nonzero projection of P1. So let p be a nonzero projection of P1 and let
α : pM1p→M2 be an isomorphism.
We first prove that N2 ≺ α(pN1p). Denote by C the centralizer of 〈an22 〉 inside
Γ2. Recall that by Lemma 1.11.2 and Lemma 1.9.4 the group von Neumann
algebra L(C) has no amenable direct summand. Also recall that, by Lemma
1.12.3, we have M1 = HNN(N1, N1,n1 ,Ad(ub1)). Using Proposition 1.12.5 on
α−1(L(C)) ⊂ pM1p we get that
α−1(L(C))′ ∩ pM1p ≺ N1.
Since α−1(L(〈an22 〉)) is a subalgebra of α−1(L(C))′ ∩ pM1p this implies that
α−1(L(〈an22 〉)) ≺ N1. Combining that with Lemma 1.10.3 and the fact
that α−1(L(〈an22 〉)) ⊂ α−1(L(〈a2〉)) is a finite index inclusion, we get that
α−1(L(〈a2〉)) ≺ N1. On the other hand, using Theorem 4.1 from [Va13],
we find that α−1(P2) ≺ N1. In fact, by Lemma 1.10.8, we even have that
α−1(P2) ≺f N1, since P2 ⊂M2 is a regular inclusion. Applying Lemma 3.2.2
to α−1(L(〈a2〉)) ≺ N1 and α−1(P2) ≺f N1, we obtain that α−1(N2) ≺M1 N1.
Since N1 is a factor, this implies that α−1(N2) ≺M1 pN1p or equivalently
N2 ≺M2 α(pN1p).
We also show that α(pN1p) ≺M2 N2. Fix n ∈ N such that n ≥ 1/τ1(p)
and choose a projection q ∈ P1 such that q ≤ p and τ1(q) = 1/n. Define
the isomorphism β : (α(q)M2α(q))n → (qM1q)n given by 1 ⊗ α−1. Let v ∈
M1,n(C) ⊗ P1 satisfy vv∗ = 1 and v∗v = 1 ⊗ q. Then Ad(v) : (qM1q)n → M1
is an isomorphism. Now define the isomorphism γ : (α(q)M2α(q))n → M1
given by Ad(v) ◦ β. Using the exact same arguments as before, we get that
γ−1(N1) ≺Mn2 Nn2 or equivalently that (α(qN1q))n ≺Mn2 Nn2 . By Lemma 1.10.4,
this shows that α(pN1p) ≺M2 N2.
So far, we have found that N2 ≺M2 α(pN1p) and α(pN1p) ≺M2 N2. Since
pN1p ⊂ pM1p and N2 ⊂ M2 are quasi-regular inclusions, a combination of
Proposition 1.10.9 and Lemma 1.10.8 yields the desired result.
In the proof of Proposition 3.2.1 we used the following lemma which is a slight
adaptation of Lemma 2.3 from [BV12].
Lemma 3.2.2. Let Γ be a countable group and Γ y (P, τ) a trace preserving
action of Γ on a tracial von Neumann algebra (P, τ). Put M = P o Γ and let
p ∈ M be a projection. Assume that Q ⊂ pMp is a von Neumann subalgebra
that is normalized by a group of unitaries G ⊂ U(pMp). Let Λ ≤ Γ be an almost
normal subgroup. If Q ≺fM P oΛ and G′′ ≺M P oΛ, then (Q∪G)′′ ≺M P oΛ.
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Proof. For every subset F ⊂ Γ, we denote by PF the orthogonal projection
of L2(M) onto the closed linear span of {aug | a ∈ P, g ∈ F}. We say that a
subset F ⊂ Γ is small relative to Λ if F is contained in a finite union of subsets
of the form gΛh with g, h ∈ Γ.
Assume, by way of reaching a contradiction, that (Q ∪ G)′′ ⊀ P o Λ. Since
U(Q)G is a group of unitaries generating (Q ∪ G)′′, we get from [Va10, Lemma
2.4] sequences of unitaries bn ∈ U(Q) and wn ∈ G such that ||PF (bnwn)||2 → 0
for every subset F ⊂ Γ that is small relative to Λ.
Since G′′ ≺ P o Λ, there exists a nonzero projection q ∈ (P o Λ)n, a nonzero
partial isometry v ∈M1,n(C)⊗ pM and a normal ∗-homomorphism ψ : G′′ →
q(P o Λ)nq such that xv = vψ(x) for all x ∈ G′′. Denote p1 = vv∗ and fix
0 < ε < ||p1||2/3. By the Kaplansky density theorem, we can take a finite subset
F1 ⊂ Γ and an element v1 in the linear span of {aug | a ∈M1,n(C)⊗P, g ∈ F1}
such that ||v1|| ≤ 1 and ||v − v1||2 < ε.
Denote F2 = F1ΛF−11 . Observe that F2 is small relative to Λ. Write xn =
v1ψ(wn)v∗1 . By construction, every xn lies in the image of PF2 . We also have
for all n that ||xn|| ≤ 1 and
||wnp1 − xn||2 = ||vψ(wn)v∗ − v1ψ(wn)v∗1 ||2
≤ ||vψ(wn)v∗ − vψ(wn)v∗1 ||2 + ||vψ(wn)v∗1 − v1ψ(wn)v∗1 ||2
≤ ||vψ(wn)|| ||v∗ − v∗1 ||2 + ||ψ(wn)v∗1 || ||v − v1||2
= ||v|| ||v∗ − v∗1 ||2 + ||v1|| ||v − v1||2
< 2ε
Since Q ≺f P o Λ, we obtain from [Va10, Lemma 2.5] a subset F3 ⊂ Γ that
is small relative to Λ such that ||bn − PF3(bn)||2 < ε for all n. In combination
with the previous paragraph, we get that
||bnwnp1 − PF3(bn)xn||2 ≤ ||bnwnp1 − bnxn||2 + ||bnxn − PF3(bn)xn||2
≤ ||wnp1 − xn||2 + ||xn|| ||bn − PF3(bn)||2
< 3ε,
for all n. Denote F4 = F3F2. Since Λ is an almost normal subgroup of Γ, we
have that F4 is still small relative to Λ. By construction, PF3(bn)xn lies in the
image of PF4 and thus we have shown that ||bnwnp1 − PF4(bnwnp1)||2 < 3ε for
all n.
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Since ||PF (bnwn)||2 → 0 for every subset F ⊂ Γ that is small relative to
Λ, it follows from [Va10, Lemma 2.3] that ||PF4(bnwnp1)||2 → 0. Hence
lim supn ||bnwnp1||2 ≤ 3ε. Since bn and wn are unitaries, we arrive at the
contradiction that ||p1||2 ≤ 3ε < ||p1||2.
The next theorem states that the intertwining bimodule from Proposition 3.2.1
can actually be chosen to realize a unitary conjugacy.
Theorem 3.2.3. Let p be a nonzero projection of N1. If α : pM1p→M2 is an
isomorphism, then α(pN1p) and N2 are unitarily conjugate in M2.
Proof. Let p be a nonzero projection of N1 and let α : pM1p → M2 be an
isomorphism. Then by Proposition 3.2.1, there exists an integer d > 0, a
projection q ∈ Nd2 , a normal ∗-homomorphism ψ : α(pN1p) → qNd2 q and a
nonzero partial isometry v ∈ (M1,d(C)⊗M2)q such that
• ψ(α(pN1p)) ⊂ qNd2 q is irreducible and finite index;
• vψ(x) = xv for every x ∈ α(pN1p).
Identifying Nd2 with P d2 o 〈a2〉 and identifying Md2 with P d2 o Γ2, we can
apply Theorem 3.1.1 to ψ(α(pN1p)) ⊂ qNd2 q ⊂ qMd2 q. This yields a unitary
u ∈ U(qMd2 q) such that
uψ(α(pN1p))u∗ ⊂ qNd2 q and u(ψ(α(pN1p))′ ∩ qMd2 q)u∗ ⊂ qNd2 q.
Now define ψ˜ = Ad(u) ◦ ψ and v˜ = vu∗. Then
• ψ˜ : α(pN1p)→ qNd2 q is a normal ∗-homomorphism;
• v˜ψ˜(x) = xv˜ for every x ∈ α(pN1p).
Note that v˜v˜∗ is a nonzero projection of α(pN1p)′ ∩M2 = C1. Hence v˜v˜∗ must
be equal to 1. On the other hand, v˜∗v˜ = uv∗vu∗ ∈ u(ψ(α(pN1p))′∩ qMd2 q)u∗ ⊂
qNd2 q. Let w be an element of Md,1(C)⊗N2 such that ww∗ = v˜∗v˜ and w∗w =
v˜v˜∗ = 1. Then u1 = (v˜w)∗ ∈M2. Furthermore u1u∗1 = w∗v˜∗v˜w = w∗ww∗w = 1
and u∗1u1 = v˜ww∗v˜∗ = v˜v˜∗v˜v˜∗ = 1. So u1 ∈ U(M2). Also
u1α(pN1p)u∗1 = w∗v˜∗α(pN1p)v˜w = w∗v˜∗v˜ψ˜(α(pN1p))w
= w∗ψ˜(α(pN1p))w ⊂ w∗Nd2w
⊂ N2.
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By exactly the same arguments, there also exists a unitary u2 of pM1p such
that u2α−1(N2)u∗2 ⊂ pN1p. Applying α to both sides, there exists a unitary u3
of M2 satisfying u3N2u∗3 ⊂ α(pN1p).
Combining both inclusions, we get that u1u3N2u∗3u∗1 ⊂ u1α(pN1p)u∗1 ⊂ N2.
To finish the proof, it suffices to show that u1u3 ∈ N2. To that end, denote
the unitary u1u3 ∈ M2 by u4 and write β for Ad(u4) on N2. As before,




〈a〉g〈a〉 N2(Kg)N2. For every g ∈ Γ2, we define pg to be the





where the convergence is in || · ||2-norm. Note that pg(u4) =
∑l(g)−1
i=0 xg,iugai ,







xg,iugai)x for every g ∈ Γ2 and every x ∈ N2.
But then, for every g ∈ Γ2 and every x ∈ N2,l(g), we have that β(x)(xg,iugai) =
(xg,iugai)x. Therefore (xg,iugai)∗(xg,iugai) ∈ N ′2,l(g) ∩M2. By the irreducibility
of N2,l(g) ⊂M2, we get that x∗g,ixg,i = xg,ix∗g,i ∈ C1. So xg,i is a multiple of a
unitary for every g ∈ Γ2 and every 0 ≤ i < l(g).
Now assume that xg,i and xh,j are both nonzero. Note that (xh,juhaj )∗(xg,iugai)
is an element of N ′2,l ∩M2, where l = lcm(l(g), l(h)). Since N2,l is irreducible
in M2 and x∗h,jxg,i is nonzero, we get that uhaj ∈ N2ugai and hence that
haj ∈ 〈a〉gai. Therefore, in the decomposition of u4, there is only one nonzero
component xg,iugai . Hence u4 = xug for some g ∈ Γ2 and x ∈ U(N2). But
since u4N2u∗4 ⊂ N2, we must have that g ∈ 〈a〉 and hence that u4 ∈ N2. This
ends the proof.
3.3 Proof of the main theorem
We begin with the following result.
Lemma 3.3.1. Let n,m ∈ Z such that 2 ≤ n ≤ |m|. Let (P, τ) be a tracial
von Neumann algebra and let BS(n,m) y P be a trace preserving action such
that P o 〈al(g)〉 ⊂ P o BS(n,m) is irreducible for every g ∈ BS(n,m). Write
M := P o BS(n,m), N := P o 〈a〉 and N(Kg)N := N(span||·||2NugN)N. Then
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• N(Kg)N is irreducible for every g ∈ BS(n,m);
• N(Kg)N ∼= N(Kh)N if and only if 〈a〉g〈a〉 = 〈a〉h〈a〉.
Proof. As before, we define Nz := P o 〈az〉 for every nonzero integer z. For






Let g, h ∈ BS(n,m) such that r(g) = r(h). Under the identification (3.4) we
have that the set of Nr(g)-N -bimodular elements of B(Kg,Kh) coincides with
Bg,h := {[xi,j ]0≤i,j<r(g) | xi,j ∈ N ′r(g) ∩ uaihNu∗ajg}.
Note that N ′r(g) ∩ uaihNu∗ajg is a subset of N ′r(g) ∩M = C1. Therefore we have
that
N ′r(g) ∩ uaihNu∗ajg = C1 ∩ uaihNu∗ajg for every 0 ≤ i, j < r(g).
Hence,
Bg,h = {[xi,j ]0≤i,j<r(g) | xi,j ∈ C1 ∩ uaihNu∗ajg}.
From this, it follows that Bg,g = {[xi,j ]0≤i,j<r(g) | xi,j ∈ Cδi,j} and that
Bg,h = {0} whenever 〈a〉g〈a〉 6= 〈a〉h〈a〉.
Let us now prove the first statement. Assume that H is a nonzero N -N -
subbimodule of Kg. Denote by pH the orthogonal projection of Kg onto H.
Then pH is a nonzero element of Bg,g = {[xi,j ]0≤i,j<r(g) | xi,j ∈ Cδi,j}. This
implies that H contains uaigL2(N) for some 0 ≤ i < r(g). Since H is also a left
N -module, we see that H coincides with the whole of Kg. This proves the first
statement.
To prove the second statement, assume that N(Kg)N ∼= N(Kh)N. Then, by
comparing the right dimensions of both bimodules, we have that r(g) = r(h).
Furthermore, the unitary between Kg and Kh is an element of Bg,h. This implies
that Bg,h 6= {0}, and hence that 〈a〉g〈a〉 = 〈a〉h〈a〉. This ends also the proof of
the second statement.
For the following lemma, we need to introduce some extra notation. Let ω ∈ C
satisfy |ω| = 1. Let (P, τ) be a tracial von Neumann algebra and let Z y P be a
trace preserving action. Write N := P oZ. Then we define the ∗-automorphism
αω : N → N by
αω(buz) = ωzbuz,
for every b ∈ P and z ∈ Z. Furthermore, we define N(Kω)N by Kω = L2(N)
and xξy = αω(x)ξy.
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Lemma 3.3.2. Let n,m ∈ Z such that 2 ≤ n ≤ |m|. Let (P, τ) be a tracial
von Neumann algebra and let BS(n,m) y P be a trace preserving action
such that P o 〈al(g)〉 ⊂ P o BS(n,m) is irreducible for every g ∈ BS(n,m).
Write M := P o BS(n,m), N := P o 〈a〉, ωg := e2pii/r(g) and N(Kg)N :=
N(span||·||2NugN)N. Then









Moreover, the bimodules in the decomposition are irreducible and pairwise
nonisomorphic.
Proof. To prove (3.5) we first show that




After that we show that Nspan(Nugai ⊗ ug−1N)N ∼= N(Kgaig−1)N when i 6= 0
and span(Nug ⊗ ug−1N) ∼=
⊕r(g)−1
i=0 N(Kωig )N.
Let us begin. First of all, we have that Kg ⊗N Kg−1 is linearly spanned by the
N -N -subbimodules span(Nugai ⊗ ug−1N), where 0 ≤ i < l(g). Furthermore,
we have for x, y, z, w ∈ N and 0 ≤ i, j < l(g) that
〈xugai ⊗ ug−1y, zugaj ⊗ ug−1w〉 = 〈xugaiEN (ug−1yw∗ug), zugaj 〉
= 〈xugaiug−1ENr(g)(yw∗)ug, zugaj 〉
= 〈xugaig−1ENr(g)(yw∗), zugajg−1〉. (3.6)
If i 6= j, then (3.6) implies that span(Nugai⊗ug−1N) and span(Nugaj⊗ug−1N)
are orthogonal. Hence,




If i = j 6= 0, then we can continue with (3.6) in the following way:
〈xugaig−1ENr(g)(yw∗), zugaig−1〉 = 〈xEN (ugaig−1yw∗u∗gaig−1), z〉
= 〈xugaig−1yw∗u∗gaig−1 , z〉
= 〈xugaig−1y, zugaig−1w〉.
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This shows that Nspan(Nugai ⊗ ug−1N)N ∼= N(Kgaig−1)N when i 6= 0. Hence,





Let us now show that span(Nug⊗ug−1N) contains an N -N -subbimodule that is
isomorphic with
⊕r(g)−1







(ω−ig )j(uajg ⊗ u∗ajg).
Note that xξg,i = ξg,iαωig (x) for every x ∈ N . Let x, y ∈ N and 0 ≤ i, j < r(g).





























If i 6= j, then we get from (3.7) that ξg,iN is orthogonal to ξg,jN . If i = j, then
(3.7) implies that
N(Kωig )N ∼= N(ξg,iN)N.
Hence, we indeed have that span(Nug ⊗ ug−1N) contains an N -N -subbimodule
isomorphic with
⊕r(g)−1
i=0 N(Kωig )N. Putting everything together, we have found








Since the right N -dimension of this subbimodule is the same as the right
dimension of N(Kg ⊗N Kg−1)N, namely l(g)r(g), the two actually coincide.
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We are left to prove that the bimodules in the decomposition are irreducible and
pairwise nonisomorphic. The irreducibility follows immediately from Lemma
3.3.1. Let us now show that the subbimodules are all pairwise nonisomorphic.
By Lemma 3.3.1 and the fact that the N -N -bimodules Kωig are the only 1-
dimensional bimodules in the decomposition, it suffices to show that Kωig andKωjg are nonisomorphic whenever i 6= j. For that, assume the existence of an
N -N -bimodular isomorphism between Kωig and Kωjg . Then we see that there
exists a unitary u ∈ N such that uxu∗ = αωi−jg (x) for every x ∈ N . Note then
that u ∈ N ′r(g) ∩N = C1, and so i = j. This ends the proof.
We need one final result before we can start with the proof of the main
theorem. For every g ∈ BS(n,m) we define L(g) as the nonzero integer satisfying
gaL(g)g−1 = ar(g). Note that L(g) ∈ {l(g),−l(g)}.
Lemma 3.3.3. Let n,m ∈ Z such that 2 ≤ n ≤ |m|. Let (P, τ) be a tracial
von Neumann algebra and let BS(n,m) y P be a trace preserving action such
that P o 〈al(g)〉 ⊂ P o BS(n,m) is irreducible for every g ∈ BS(n,m). Write
M := P o BS(n,m), N := P o 〈a〉, Ω := {e2piis/r(g) | s ∈ Z, g ∈ BS(n,m)} and
N(Kg)N := N(span||·||2NugN)N. Then for every ω, µ ∈ Ω, we have that
N(Kω ⊗N Kg)N ∼= N(Kg ⊗N Kµ)N if and only if ωr(g) = µL(g).
Proof. Fix g ∈ BS(n,m) and ω, µ ∈ Ω. As before, we define Nz := P o 〈az〉 for
every nonzero integer z.
We first prove the ‘only if’ part of the equivalence. So assume that
N(Kω ⊗N Kg)N ∼= N(Kg ⊗N Kµ)N. For 0 ≤ i < r(g), we denote by αi,ω
the map Ad(u∗aig) ◦ αω on Nr(g) and by αµ,i the map αµ ◦ Ad(u∗aig) on Nr(g).
We also define Nr(g)H(αi,ω)N by H(αi,ω) = L2(N) and xξy = αi,ω(x)ξy. In a
similar way, we define Nr(g)H(αµ,i)N. Note that









Under these identifications, we find that set of all Nr(g)-N -bimodular elements
of B(Kω ⊗N Kg,Kg ⊗N Kµ) corresponds with
B := {[xi,j ]i,j | xi,j ∈ N and xi,jαj,ω(x) = αµ,i(x)xi,j for all x ∈ Nr(g)}.
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Take r ∈ {r(h) | h ∈ BS(n,m)} large enough such that Nr ⊂ Nr(g), αi,ω(x) =
Ad(u∗aig)(x) and αµ,i(x) = Ad(u∗aig)(x) for every x ∈ Nr. Then we see that
uaigxi,ju
∗
ajg ∈ N ′r ∩M = C1, whenever [xi,j ]i,j ∈ B. Hence,
B = {[xi,j ]i,j | xi,j ∈ Cδi,j and xi,iαi,ω(x) = αµ,i(x)xi,i for all x ∈ Nr(g)}.
Since N(Kω ⊗N Kg)N ∼= N(Kg ⊗N Kµ)N, there exists a unitary element [xi,j ]i,j
inside B. For this unitary element, we have that x0,0 ∈ T1 and x0,0α0,ω(x) =
αµ,0(x)x0,0 for every x ∈ Nr(g). From this we get that
α0,ω(x) = αµ,0(x), for all x ∈ Nr(g).
In particular, we have that α0,ω(uar(g)) = αµ,0(uar(g)). Now α0,ω(uar(g)) =
ωr(g)uaL(g) , while αµ,0(uar(g)) = µL(g)uaL(g) . Hence we have that ωr(g) = µL(g).
Let us now show the ‘if’ part of the equivalence. So assume that ωr(g) =
µL(g). Using [FR12, Lemma 2.8], we can view Kg as an N -N -subbimodule of
L2(N)⊗Nr(g) ugL2(N). Since both bimodules have the same right N -dimension,
we see that Kg and L2(N)⊗Nr(g) ugL2(N) are actually isomorphic. Now define
for every normal ∗-homomorphism α : Nr(g) → N the bimodule Nr(g)H(α)N by
H(α) = L2(N) and xξy = α(x)ξy. Then
Nr(g)H(Ad(u∗g))N ∼= Nr(g)ugL2(N)N.
Hence, Kg is isomorphic with L2(N) ⊗Nr(g) H(Ad(u∗g)) as an N -N -bimodule.
But then,
N(Kω ⊗N Kg)N ∼= N(L2(N)⊗Nr(g) H(Ad(u∗g) ◦ αω))N
and
N(Kg ⊗N Kµ)N ∼= N(L2(N)⊗Nr(g) H(αµ ◦Ad(u∗g)))N.
Since we assumed that ωr(g) = µL(g), we have that Ad(u∗g)◦αω and αµ ◦Ad(u∗g)
coincide on Nr(g). Therefore Nr(g)H(Ad(u∗g) ◦ αω)N ∼= Nr(g)H(αµ ◦Ad(u∗g))N.
So N(Kω ⊗N Kg)N is isomorphic with N(Kg ⊗N Kµ)N.
We finally present the proof of the main theorem.
Proof of Theorem C. For i = 1, 2, write Γi := BS(ni,mi), Mi := Pi o Γi,
Ni := Pio 〈ai〉 and Ni,z := Pio 〈azi 〉 for every nonzero integer z. Interchanging
if necessary the roles of M1 and M2, there exists a projection p ∈ N1 and
a ∗-isomorphism α : pM1p → M2. By Theorem 3.2.3, we may assume that
α(pN1p) = N2.
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For i ∈ {1, 2} and g ∈ Γi, we define the Ni-Ni-bimodule Kig := span||·||2NiugNi.
By Lemma 3.3.1, we have that the sets {K2g | g ∈ Γ2} and {α(pK1gp) | g ∈ Γ1}
are the same. Looking at the left and right dimensions of the bimodules in both
sets, we get that {(l(g), r(g)) | g ∈ Γ1} = {(l(g), r(g)) | g ∈ Γ2}.
Note that ni = min({l(g) | g ∈ Γi}\{1}) and so n1 = n2. On the other hand,
{l(g)/r(g) | g ∈ Γi} = (ni/|mi|)Z. Therefore, also n1|m1| = n2|m2| . Together, this
shows that n1 = n2 and |m1| = |m2|. It remains to prove that m1 = m2
whenever n1 6= |m1|.
Whenever Q is a II1 factor, we write Bimodf (Q) for the C∗-tensor category
of all finite index Q-Q-bimodules (see e.g. [NT13] for the basics on C∗-tensor
categories). If H is a nonzero Q-Q-bimodule, then we write BimodH(Q) for
the C∗-tensor subcategory of Bimodf (Q) generated by all finite index Q-Q-
subbimodules of H.
Since α : pM1p → M2 satisfies α(pN1p) = N2, we have that α gives rise to
an equivalence between the C∗-tensor categories BimodL2(pM1p)(pN1p) and
BimodL2(M2)(N2). On the other hand, the map H → pHp also gives an
equivalence between BimodL2(M1)(N1) and BimodL2(pM1p)(pN1p). Altogether
we have an equivalence β between the C∗-tensor categories BimodL2(M1)(N1)
and BimodL2(M2)(N2).
We already know that β is a bijection between {K1g | g ∈ Γ1} and {K2g | g ∈ Γ2}.
Hence, we can choose a map σ : Γ1 → Γ2 satisfying β(K1g) = K2σ(g) for every
g ∈ Γ1. Note that since β preserves contragredients, we have for every g ∈ Γ1
that K2σ(g−1) = K2σ(g)−1 . Also note that r(g) = r(σ(g)) and l(g) = l(σ(g)) for
every g ∈ Γ1, since β preserves left and right dimensions.
Write F := {r(g) | g ∈ Γ1} \ {1} = {r(g) | g ∈ Γ2} \ {1} and define the group Ω
by
Ω := {ω ∈ C | ωf = 1 for some f ∈ F}.
By Lemma 3.3.2, we have that the group of 1-dimensional subbimodules of
{K1g ⊗N1 K1g−1 | g ∈ Γ1} is exactly {K1ω | ω ∈ Ω}. Similarly, the group of all
1-dimensional subbimodules of {K2g ⊗N2 K2g−1 | g ∈ Γ2} is {K2ω | ω ∈ Ω}. Since
β({K1g⊗N1K1g−1 | g ∈ Γ1}) coincides with {K2g⊗N2K2g−1 | g ∈ Γ2}, we have that
β({K1ω | ω ∈ Ω}) = {K2ω | ω ∈ Ω}. In this way, β gives rise to an automorphism
∆ : Ω→ Ω.
Now define for g ∈ Γ1 and h ∈ Γ2 the sets
W 1g := {(ω, µ) ∈ Ω× Ω | K1ω ⊗N1 K1g ∼= K1g ⊗N1 K1µ}
and
W 2h := {(ω, µ) ∈ Ω× Ω | K2ω ⊗N2 K2h ∼= K2h ⊗N2 K2µ}.
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We have that (∆×∆)(W 1g ) = W 2σ(g) for every g ∈ Γ1. Using Lemma 3.3.3 this
implies that
(∆×∆)({(ω, µ) ∈ Ω× Ω | ωr(g) = µL(g)})
= {(ω, µ) ∈ Ω× Ω | ωr(σ(g)) = µL(σ(g))}. (3.8)
Now assume, by way of reaching a contradiction, that n1 = n2 and m1 = −m2
with n1 6= m1. Put n := n1, m := m1, k := gcd(n, |m|), n0 := n/k and
m0 := m/k. By taking g ∈ Γ1 equal to b−1 in equation (3.8), we see that
∆×∆({(ω, µ) ∈ Ω× Ω | ωn = µm})
= {(ω, µ) ∈ Ω× Ω | ωr(σ(b−1)) = µL(σ(b−1))}.
We already know that r(σ(g)) = r(g) and l(σ(g)) = l(g) for every g ∈ Γ1.
Therefore r(σ(b−1)) = n and L(σ(b−1)) ∈ {m,−m}. Since r(h)/L(h) ∈
(−n/m)Z for every h ∈ Γ2, we get that L(σ(b−1)) must be equal to −m.




0) and µ := e2pii/(knt0mt+10 ).
Then ωn = µm and hence
∆(µ)−m = ∆(ω)n = ∆(ωn) = ∆(µm) = ∆(µ)m.
Therefore ∆(µ)2m = 1, or equivalently µ2m = 1. This is a contradiction, since
|nt0mt0| > 2. We conclude that also m1 = m2 whenever n1 6= m1.
3.4 Two comments on the assumptions of the main
theorem
In this section, we examine the assumptions on BS(n,m) y P found in the
main theorem. We show that whenever P is abelian, these are equivalent to
some seemingly weaker/stronger assumptions.
Throughout this section, let n and m be integers such that 2 ≤ n ≤ |m|. Let k
be the greatest common divisor of n and |m|. Write n0 = n/k, m0 = m/k and
F = {kns0|m0|t | s, t ∈ N, s+ t > 0} = {l(g) | g ∈ BS(n,m)} \ {1}.
Recall from Lemma 1.11.5 that the quasi-centralizer of 〈a〉 in BS(n,m) is given
by QCBS(n,m)(〈a〉) = {g ∈ Γ | gal(g)g−1 = al(g)}. We have the following result.
Lemma 3.4.1. Let BS(n,m) y (X,µ) be a pmp action of BS(n,m) on a
standard probability space X. Write Γ := BS(n,m), Λ := QCΓ(〈a〉), M :=
L∞(X) o Γ and Nz := L∞(X) o 〈az〉 for every z ∈ Z \ {0}. The following
statements are equivalent.
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1. N ′z ∩M = C1 for every z ∈ F .
2. Λ y X is essentially free and 〈az〉y X is ergodic for every z ∈ F .
3. Γ y X is essentially free and 〈az〉y X is ergodic for every z ∈ F .
Proof. 1⇒ 2. Note that every 〈az〉-invariant element of L∞(X) is an element
of N ′z ∩M = C1. Therefore 〈az〉 y X is ergodic for every z ∈ F . It remains
to prove that Λ y X is essentially free. For every g ∈ BS(n,m), we write
Fix(g) for the fixed point set of g, i.e. Fix(g) := {x ∈ X | x = g · x}. Assume,
by way of reaching a contradiction, that Λ y X is not essentially free. Then
there exists an element g ∈ Λ \ {e} such that µ(Fix(g)) > 0. Since Fix(g) is
an 〈al(g)〉-invariant Borel subset of X, we get that µ(Fix(g)) = 1. To reach a
contradiction, observe that ug is a nontrivial element of N ′l(g) ∩M .
2⇒ 3. If Γ = Λ, there is clearly nothing to prove. So assume that Γ 6= Λ. Let
g ∈ Γ \ Λ and assume, by way of reaching a contradiction, that µ(Fix(g)) > 0.
Take a nonzero integer z such that µ(az · Fix(g) ∩ Fix(g)) > 0. Note that
az · Fix(g) ∩ Fix(g) ⊂ Fix(gazg−1a−z). Therefore µ(Fix(gazg−1a−z)) > 0.
On the other hand gazg−1a−z belongs to Λ, since Λ is a normal subgroup of
Γ. Furthermore gazg−1a−z is nontrivial, since g would otherwise belong to
CΓ(〈az〉) ⊂ Λ. Altogether we have reached a contradiction.
3⇒ 1. Since Γ y X is essentially free, we have that L∞(X)′ ∩M = L∞(X).
Therefore N ′z ∩M ⊂ L∞(X) for every z ∈ F . But then, for every z ∈ F , we
have that N ′z ∩M is the von Neumann algebra of 〈az〉-invariant functions of
L∞(X). The ergodicity of 〈az〉y X now finishes the proof.
We also have the following result.
Lemma 3.4.2. Let BS(n,m) y (X,µ) be a pmp action of BS(n,m) on a
standard probability space X. If 〈ak〉y X is ergodic, then 〈az〉y X is ergodic
for every z ∈ F .
Proof. Assume that 〈ak〉 y X is ergodic. For every z ∈ Z \ {0}, we denote
by P (z) the 〈az〉-invariant elements of L∞(X). By assumption we have that
P (k) = C1. To prove the lemma, we need to show that P (kns0mt0) = C1 for
every s, t ∈ N with s+ t > 0. So fix s, t ∈ N with s+ t > 0 and note that
P (kns0mt0) = u∗bsP (kmt+s0 )ubs and P (kns0mt0) = ubtP (kns+t0 )u∗bt .
In particular, we have that
dim(P (kmt+s0 )) = dim(P (kns0mt0)) = dim(P (kns+t0 )).
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Since n0 and m0 are coprime, it suffices to show that dim(P (kz)) divides
z whenever z ∈ Z \ {0}. To that end, fix z ∈ Z \ {0} and note that the
action (〈ak〉/〈akz〉) y P (kz) is ergodic since P (k) = C1. Write L∞(Y, µ)
for P (kz) and let (〈ak〉/〈akz〉) y Y be the ergodic action corresponding to
(〈ak〉/〈akz〉) y P (kz). Then Y is purely atomic. Indeed, if not, then Y would
contain a Borel subset Z with 0 < µ(Z) < |z|. This in turn would mean that
1 = µ(Y ) = µ((〈ak〉/〈akz〉) · Z)
≤ z µ(Z) < 1.
Let y ∈ Y be an atom. Then by the orbit-stabilizer theorem, we have that the
number of elements in the orbit of y is a divisor of |〈ak〉/〈akz〉| = z. Since the
action is ergodic, the orbit of y is the whole of Y . Hence we find that Y consists
of exactly j atoms, where j is some divisor of z. In other words, P (kz) must be
finite dimensional and its dimension should divide z. This ends the proof.
3.5 Crossed products with at least two Cartan
subalgebras
As promised we give some examples of essentially free ergodic pmp actions of
Baumslag-Solitar groups where 〈a〉y X does not act ergodically and such that
the corresponding crossed product has at least two Cartan subalgebras up to
unitary conjugacy.
Let Γ be a countable discrete group with an infinite abelian almost normal
subgroup Λ such that
⋂
g∈Γ gΛg−1 is trivial, e.g. Γ = BS(n,m) and Λ = 〈a〉
when |n| 6= |m|. The following result was communicated to us by Anna Krogager.
Theorem 3.5.1. Let Γ be a countable discrete group with an infinite abelian
almost normal subgroup Λ such that
⋂
g∈Γ gΛg−1 is trivial. Then there exists
an essentially free ergodic pmp action of Γ on some standard probability space
X such that the crossed product L∞(X)oΓ has at least two Cartan subalgebras
that are not unitarily conjugate.
Let us give the construction of Γ y X. We start by recalling the concept of a
co-induced action. Assume that Λ acts on a probability space (X,µ). Choose
a section θ : Λ\Γ → Γ such that θ(Λ) = e and let r : Γ → Λ be the unique
map satisfying g = r(g)θ(Λg). We define a cocycle Ω : Λ\Γ × Γ → Λ by
Ω(Λt, g) = r(t)−1r(tg). The formula
(g · x)Λt = Ω(Λt, g) · xΛtg, x ∈ XΛ\Γ
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then gives a well-defined action of Γ on XΛ\Γ called the co-induced action of
Λ y X to Γ.
Next, we recall the construction of the relative profinite completion of Γ with
respect to Λ introduced in [Sc80]. Denote by Sym(Λ\Γ) the group of all
permutations of the countable set Λ\Γ endowed with the topology of pointwise
convergence. We have a homomorphism pi : Γ → Sym(Λ\Γ) induced by the
right multiplication. Note that ker(pi) =
⋂
g∈Γ gΛg−1 is trivial and so pi is
injective. Let G denote the closure of pi(Γ) inside Sym(Λ\Γ) and let K denote
the closure of pi(Λ). Then G is a locally compact group called the relative
profinite completion of Γ with respect to Λ. Furthermore, K an abelian compact
open almost normal subgroup of G. Since pi was assumed to be injective, we
may regard Γ as a dense subgroup of G and Λ as a dense subgroup of K.
We consider the action of Γ on X := KΛ\Γ co-induced from the translation
action Λ y K. This is an essentially free ergodic pmp action such that Λ y X
is not ergodic. Put M := L∞(X)o Γ. In forthcoming work of Anna Krogager,
it is shown that the subalgebra generated by L(Λ) and the Λ-invariant functions




In this thesis we examined both the group von Neumann algebras of the
Baumslag-Solitar groups and the crossed product von Neumann algebras of
some of their actions. In Chapter 2, we showed that the rational number |n/m|
is an invariant of L(BS(n,m)). Concretely, if L(BS(n,m)) and L(BS(p, q)) are
isomorphic and nonamenable, then |n/m| = |p/q|±1. In Chapter 3, we gave a
rigidity result for crossed products arising from certain actions of Baumslag-
Solitar groups. For i ∈ {1, 2}, let 2 ≤ ni ≤ |mi| and let BS(ni,mi) y (Xi, µi)
be an essentially free ergodic pmp action such that 〈ai〉 y Xi is aperiodic.
If the crossed products L∞(X1) o BS(n1,m1) and L∞(X2) o BS(n2,m2) are
isomorphic, then
• n1 = n2 and m1 = m2, if n1 6= |m1|;
• n1 = |m1| = n2 = |m2|, if n1 = |m1|.
There is however more that can be done. It turns out that the Baumslag-Solitar
groups are part of a larger class of groups called the generalized Baumslag-Solitar
groups. A generalized Baumslag-Solitar group (or GBS group) is a group that
acts on a tree with infinite cyclic edge and vertex stabilizers. The action of the
GBS group on the tree can entirely be described by a labelled graph. This in
turn corresponds with a presentation of the group, that in some sense looks like
a combination of HNN extensions and amalgamated free products of infinite
cyclic groups. We refer to the preliminary section of [CF08] for the most basic
facts on GBS groups.
As we did with the Baumslag-Solitar groups, one could also try to classify
both the group von Neumann algebras of the GBS groups and the crossed
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product von Neumann algebras of some of their actions. The difficulty here will
lie in the fact that it is hard to determine whether two given labelled graphs
define isomorphic groups. So even on the group level it is not easy to give a
classification. However one might hope to retrieve certain group invariants from
the von Neumann algebras.
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