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Rado showed that a rational matrix is partition regular over N if
and only if it satisﬁes the columns condition. We investigate linear
algebraic properties of the columns condition, especially for ori-
ented (vertex-arc) incidence matrices of directed graphs and for
sign pattern matrices. It is established that the oriented incidence
matrix of a directed graph Γ has the columns condition if and only
ifΓ is strongly connected, and in this case an algorithm is presented
to ﬁnd a partition of the columns of the oriented incidence matrix
with the maximum number of cells. It is shown that a sign pattern
matrix allows the columns condition if and only if each row is either
all zeros or the row has both a + and −.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Partition regular matrices are the coefﬁcient matrices associated with those systems of linear
homogeneous equations for which, given any ﬁnite coloring of N, there is always a monochromatic
solution to the system. In his 1933 thesis [10], Richard Rado characterized all ﬁnite partition regular
matrices as matrices that satisfy the columns condition (deﬁned below). Since then, most of the
study of partition regular matrices has taken place in the ﬁeld of Ramsey theory, with a focus on the
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combinatorial understandingof partition regularity (see [7,8] for surveys of partition regularmatrices).
In that context, the columns condition serves primarily as a mechanism for checking whether or not
a given matrix is partition regular.
This preliminary study suggests that the columns condition is mathematically rich and interesting
in its own right, beyond the context in which it originally emerged. Here we apply linear algebraic
techniques and combinatorial matrix theory tomatrices satisfying the columns condition. In doing so,
we investigate theminimum andmaximum number of cells possible for a partition used to satisfy the
columns condition (Section 2). We consider which matrices associated with a given graph or directed
graph satisfy the columns condition (Section 3), as well as which sign patterns allow the columns
condition (Section 4). Thus we establish new correspondences between partition regularity and some
of the linear algebraic properties of matrices satisfying the columns condition. We hope these results
will prove useful to the broader study of partition regularity.
Let A = [aij] ∈ Qv×u and let aj denote the jth column of A. The matrix A has the columns condition
if there exists a partition {I1, . . . , Im} of {1, . . . , u} of A, such that for all t = 1, . . . , m, It /= ∅ and
∑
i∈It
ai ∈ Span
⎛
⎝
⎧⎨
⎩aj : j ∈
t−1⋃
k=1
Ik
⎫⎬
⎭
⎞
⎠ ,
where the span of the empty set is 0; in this case we also say A has the columns condition with I. We
refer to A as having CC(m) if A satisﬁes the columns condition with a partition consisting ofm classes.
The columns condition numbers of A are the positive integersm such that A has CC(m).
Rado’s theorem [10] states that A has CC(m) for somem ∈ N if and only if for any ﬁnite coloring of
N, there is a monochromatic solution to Ax = 0. That is, A satisﬁes the columns condition if and only
if A is partition regular.
2. Linear algebraic properties of CC(m) matrices
In this section, we investigate linear algebraic properties ofmatrices having the columns condition,
including an examination of the nullspace (kernel) and rank,minimumandmaximum columns condi-
tion numbers, and for square matrices, matrix powers and spectral properties. The following notation
will be used. The nullspace of a matrix A ∈ Qv×u is
NS(A) = {x ∈ Qu : Ax = 0},
and the left nullspace of A is LNS(A) = {x ∈ Qv : xTA = 0}. The nullity of A, denoted by null A, is the
dimension of the nullspace of A.
Observation 2.1. Let A ∈ Qv×u. Then A has CC(1) if and only if A1 = 0,where 1 = [1, . . . , 1]T .
Observation 2.2. Let A ∈ Qv×u have CC(m) with some partition I = {I1. . . . , Im} of {1, . . . , u}. Then
for each row i = 1, . . . , v, either row i consists entirely of zeros, or there exist s, t with 1 s, t  u such
that ais > 0 and ait < 0. The same property is true of I1: for each row i = 1, . . . , v, either aij = 0 for
all j ∈ I1, or there exist s, t ∈ I1 such that ais > 0 and ait < 0.
Theorem 2.3. Let A ∈ Qv×u and let I = {I1, . . . , Im} be a partition of {1, . . . , u}. The matrix A has the
columns conditionwith I if and only if there are vectors v(t) = [v(t)i ] ∈ NS(A), t = 1, . . . , mwith v(t)i = 1
if i ∈ It and v(t)i = 0 if i ∈ Is and s > t. If A has CC(m), then rank A u − m.
Proof. Suppose A ∈ Qv×u has CC(m) with some partition I = {I1, . . . , Im} of {1, . . . , u}. From the
deﬁnition of the columns condition, there exist αj ∈ Q such that∑
i∈It
ai =
∑
j∈∪t−1s=1Is
αjaj
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so deﬁne the vector v(t) = [v(t)i ] ∈ NS(A) by
v
(t)
i =
⎧⎨
⎩
1 if i ∈ It ,−αi if i ∈ Is for s < t,
0 if i ∈ Is for s > t.
(1)
Given vectors v(t) = [v(t)i ] ∈ NS(A), i = 1, . . . , t with v(t)i = 1 if i ∈ It , and v(t)i = 0 if i ∈ Is with
s > t,we reverse theprocess above toestablish thatwithI thematrixA satisﬁes thecolumnscondition.
Since v
(t)
i = 0 for all i ∈
⋃m
j=t+1Ij and v
(t)
i = 1 for i ∈ It , the vectors v(t), t = 1, . . . , m are linearly
independent, and dimNS(A)m. The statement about the rank is then clear. 
In thecaseI is a consecutivepartition (i.e., I1 = {1, . . . , k1}, I2 = {k1 + 1, . . . , k2}, . . . , Im = {km−1 +
1, . . . , u}), the null vectors v(t) in Theorem 2.3 take the block form
v(1) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
...
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, v(2) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x
(2)
1
1
0
...
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, . . . , v(t) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x
(t)
1
...
x
(t)
t−1
1
0
...
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, . . . , v(m−1)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x
(m−1)
1
...
x
(m−1)
m−2
1
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
v(m) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x
(m)
1
...
x
(m)
m−1
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
An index k is a null index of the matrix A ∈ Qv×u if for every vector x = [xi] ∈ NS(A), xk = 0. It is
well known that a rational matrix A does not have a null index if and only if there is a vector in NS(A)
having every entry nonzero.
Proposition 2.4. If a matrix A ∈ Qv×u has the columns condition, then A does not have a null index.
Proof. Assume A has CC(m)with some partition {I1, . . . , Im}. For any k such that 1 k u, there exists
t such that k ∈ It . Since for v(t), deﬁned as in (1), v(t) ∈ NS(A) and v(t)k = 1, k is not a null index. 
Observation 2.5. Let A ∈ Qv×u such that A does not have a null index. Choose x = [xi] ∈ NS(A) such
that xi /= 0 for all i = 1, . . . , u and deﬁne D = diag(x1, . . . , xu). Then the matrix AD is CC(1). If v = u,
then D−1AD is also CC(1).
Corollary 2.6. If the matrix A ∈ Qv×u has the columns condition, then there is a diagonal matrix D such
that AD is CC(1).
From a linear algebraic point of view it is natural to ask not just whether A ∈ Qv×u has the columns
condition, but to determine the columns condition numbers of A, and more generally conditions for a
set of positive integers to be the columns condition numbers of a matrix.
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Remark 2.7. If S = {,  + 1, . . . , m − 1, m} is a consecutive set of positive integers, then there exists
an integer matrix A that does not have a zero column for which S is the set of columns condition
numbers of A. Speciﬁcally, for  = m = 1, let A be the 1 × 2 matrix [−1 1]. For  = 1, m = 2, let
A be the 2 × 4 matrix
[−1 1 0 0
0 0 −1 1
]
. For  = 1 and m > 2, let A be the 1 × (m + 1) matrix[−1, 1, 1, . . . , 1,−m + 2 ]. For 1 <  let A = [aij] be the  − 1 × (m +  − 1) matrix deﬁned as
follows:
• For j = 1, . . . ,  − 1,
◦ aj,2(j−1)+1 = −1.◦ For i < j, ai,2(j−1)+1 = 1.◦ For i > j, ai,2(j−1)+1 = 0.◦ For i j, ai,2(j−1)+2 = 1.◦ For i > j, ai,2(j−1)+2 = 0.
• For j = 2 − 1, . . . , m +  − 1, for i = 1, . . . , , aij = 1.
For example, with S = {3, 4, 5, 6, 7},
A =
[−1 1 1 1 1 1 1 1 1
0 0 −1 1 1 1 1 1 1
]
.
Question 2.8. If A has CC() and CC(m) with  < m, does A necessarily have CC(k) for  < k < m?
The following result provides a partial answer to this question.
Theorem 2.9. If A ∈ Qv×u has CC(1) and CC(m) with 1 < m, then A has CC(k) for 1 km.
Proof. Let aj denote the jth column of A and assume A has CC(1) and CC(m). Since A has CC(m), A
satisﬁes the columns condition with a partition {I1, . . . , Im} of {1, . . . , u}. For each k, deﬁne a new
partition {I′1, . . . , I′k} by I′j = Ij for j = 1, . . . , k − 1 and I′k = ∪mt=kIt . Since A has CC(m), for all t =
1, . . . , k − 1
∑
i∈It
ai ∈ Span
⎛
⎝
⎧⎨
⎩aj : j ∈
t−1⋃
s=1
Is
⎫⎬
⎭
⎞
⎠ .
Since A has CC(1),
∑u
j=1 ai = 0. Thus,
∑
i∈I′k
ai =
∑
i∈⋃ms=k Is
ai = −
∑
i∈⋃k−1s=1 Is
ai ∈ Span
⎛
⎝
⎧⎨
⎩aj : j ∈
k−1⋃
s=1
Is
⎫⎬
⎭
⎞
⎠ . 
Partition regularmatrices need not be square, but for a square partition regularmatrixwe can study
powers of thematrix and the spectrum (multiset of eigenvalues) of thematrix. The next result follows
immediately from Theorem 2.3.
Corollary 2.10. If A is a square matrix that has the columns condition with partition I = {I1. . . . , Im},
then Ak has the columns condition with partition I.
Proposition 2.11. A multiset Λ of v complex numbers is the spectrum of a complex v × v matrix that has
the columns condition if and only if 0 ∈ Λ.
Proof. If A ∈ Cv×v has the columns condition, then A has CC(m) for some m. So by Theorem 2.3,
rank A v − m < v, so 0 is an eigenvalue of A.
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Let Λ be a multiset of v complex numbers such that 0 ∈ Λ. Denote the elements of Λ by λ1 =
0, λ2, . . . , λv, and let D be the diagonal matrix having diagonal entries λ1, . . . , λv. Extend the linearly
independent set {1} to a basis {s1 = 1, s2, . . . , sv} for Cv, and let S = [s1 s2 . . . sv] ∈ Cv×v.
Then A = SDS−1 has CC(1). 
A similar argument can be used to construct a matrix that has CC(1) and has any given Jordan
canonical form that includes zero as an eigenvalue.
3. CC(m) matrices associated with graphs
A (simple, undirected, ﬁnite) graph G = (V, E) has a nonempty ﬁnite set V of vertices and a set E
of edges, where an edge is a two-element subset of vertices. We examine matrices associated with a
graphG in the context of the columns condition. If {i, j} is an edge ofG, wewrite i ∼ j, and deg i denotes
the degree of vertex i, i.e., the number of edges incident with i. The following matrices are naturally
associated with a graph G [5]:
• The adjacency matrix AG = [aij], where aij = 1 if i ∼ j and aij = 0 otherwise.• The Laplacian matrix LG = [ij], where ii = deg i and for i /= j, ij = −1 if i ∼ j and ij = 0
otherwise.
• The signless Laplacianmatrix LG = [ij], whereii = deg i and for i /= j,ij = 1 if i ∼ j andij = 0
otherwise.
• The Seidel matrix SG = J − I − 2AG , where J is the matrix having all entries equal to 1 and I is
the identity matrix.
• The (vertex-edge) incidence matrix NG = [nie], where nie = 1 if vertex i is an endpoint of edge e,
and 0 otherwise.
• The oriented (vertex-edge) incidence matrix, deﬁned below.
Adjacencymatrices, signless Laplacianmatrices, and incidencematrices do not satisfy the columns
condition since they are nonnegative and nonzero matrices (see Observation 2.2).
We need some additional graph theoretic deﬁnitions. Let G = (V, E) be a graph. The order of G,
denoted |G|, is the number of vertices of G, and the size of G is the number of edges of G. A graph
G′ = (V ′, E′) is a subgraph of graph G if V ′ ⊆ V, E′ ⊆ E. The subgraph G[R] of G induced by R ⊆ V is
the subgraph with vertex set R and edge set {{i, j} ∈ E|i, j ∈ R}. G is r-regular if for every vertex v of G,
deg v = r. A walk in G is an alternating sequence (v0, e1, v1, e2, . . . , e, v) of vertices and edges (not
necessarily distinct), such that vi−1 and vi are endpoints of ei for i = 1, . . . , . G is connected if there
exists a walk between any two distinct vertices of G; otherwise it is disconnected (a graph of order one
is connected). A (connected) component of a graph is amaximal connected subgraph. A cycle is awalk in
which the initial vertex is equal to the ﬁnal vertex and the vertices are otherwise distinct; a Hamilton
cycle is a cycle that contains all the vertices of Γ . An edge of a connected graph G is a bridge if G − e is
disconnected (where G − e denotes the graph obtained from G by deleting edge e).
Observation 3.1. For any graph G, the Laplacian matrix LG of G has CC(1) since LG1 = 0. For any
connected graph G, there is no proper subset of the columns of LG that sums to zero, so LG does not
have CC(m) form > 1.
Theorem 3.2. Let G be a graph. The Seidel matrix SG has CC(1) if and only if |G| ≡ 1 mod 4 and G is|G|−1
2
-regular. For any m > 1, SG does not have CC(m).
Proof. Every row of SG contains one entry 0, and each of the remaining entries is 1 or −1. If I1 is a
subset of vertices so that the columns with indices in I1 sum to zero, then every row must have the
same number of 1’s and −1’s in the selected columns. If I1 is not the entire set of columns, this is
impossible, since then some rows will have a zero and others will not, so one or the other type of row
must have an odd number of nonzero entries. So SG does not have CC(m) for m > 1. For CC(1), the
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sum of all columns must be zero, so each row must contain
|G|−1
2
entries equal to 1 and
|G|−1
2
entries
equal to−1. Thus |G| is odd and G is |G|−1
2
-regular. If r is odd, it is not possible for a graph of odd order
to be r-regular, so
|G|−1
2
is even and thus |G| ≡ 1 mod 4. 
For a graphG, an orientation G ofG is obtained by assigning a direction to each edge, or equivalently,
by replacing each edge {i, j} by exactly one of the arcs (i, j), (j, i). The oriented (vertex-edge) incidence
matrix of G, hereafter called an oriented incidence matrix, is denoted DG = [die]. If e = (i, j), then
die = −1, dje = 1, and dke = 0 for k /= i, k /= j. Some oriented incidence matrices satisfy the columns
condition and others do not. In the remainder of this section we characterize oriented graphs G such
that DG satisﬁes the columns condition and investigate related questions.
Many of the results for oriented graphs are in fact true for all (simple) directed graphs, so we state
them for directed graphs. A (simple, ﬁnite) directed graph Γ = (V, E) has a nonempty ﬁnite set V of
vertices and a set E of arcs, where an arc is ordered pair of distinct vertices (loops are not permitted).
Note that an orientation G of a graph G is a directed graph that contains at most one of each possible
pair of arcs (i, j), (j, i) between vertices i and j. The oriented incidence matrix of a directed graph Γ ,
denoted by DΓ = [die] has die = −1, dje = 1, and dke = 0 for k /= i, k /= j where e = (i, j). Note that
the oriented incidence matrix DG of an oriented graph G is the same as the oriented incidence matrix
of G viewed as a directed graph, so the use of the same notation should not cause confusion.
First we need some deﬁnitions for directed graphs. The deﬁnitions of the following terms are
extended in the obvious way from graphs to directed graphs: order, size, sub-directed-graph, induced
sub-directed-graph. Let Γ = (V, E) be a directed graph. The in-degree, denoted in i, (respectively, out-
degree, denoted out i,) is the number of arcs (j, i), j ∈ V (respectively, (i, j), j ∈ V). A walk in Γ is an
alternating sequence (v0, e1, v1, e2, . . . , e, v) of vertices and arcs (not necessarily distinct), such that
ei = (vi−1, vi) for i = 1, . . . , . Γ is strongly connected there exists a walk between any two distinct
vertices of Γ . (A directed graph of order one is strongly connected by deﬁnition.) A strong component
of a graph is a maximal strongly connected sub-directed-graph. Γ is connected if the undirected graph
obtained from Γ by ignoring orientation (i.e., replacing arc(s) (v, u) or (v, u), (u, v) by edge {v, u}) is
connected. A cycle in Γ is a walk in which the initial vertex is equal to the ﬁnal vertex and the vertices
are otherwise distinct; a Hamilton cycle is a cycle that contains all the vertices of Γ . A path in G is a
walk (v0, e1, v1, e2, . . . , e, v)with vi /= vj for i /= j. IfΓ has awalk from u to v, thenΓ has a path from
u to v (by omitting redundancies). A set of vertices S of Γ is a source if Γ does not contain any arcs of
the form (j, i) with i ∈ S and j ∈ V\S.
Observation 3.3. For any directed graph Γ , the sum of the entries in each column of the matrix DΓ is
0, i.e., 1TDΓ = 0. Thus the sum of all the entries in DΓ is 0. Note that the the sum of the entries in a
row is variable.
Theorem 3.4. Let Γ be a connected directed graph. The oriented incidence matrix of Γ , DΓ , satisﬁes the
columns condition if and only if Γ is strongly connected.
Proof. Let Γ be a strongly connected directed graph. Γ is the (nondisjoint) union of its (oriented)
cycles, because for every arc (u, w) of Γ , there is a path fromw to u, and this path together with (u, w)
is a cycle that includes (u, w). Thus the following algorithm produces a partition I of the column
indices of DΓ that satisﬁes the columns condition:
1. Choose a cycle C. The ﬁrst cell I1 ∈ I, consists of the arcs in C. Set k = 1.
2. Choose an arc e /∈ ⋃kj=1 Ij; e is an arc of some cycle C. Deﬁne Ik+1 to be the set of arcs of C not in⋃k
j=1 Ij . Add 1 to k.
3. Repeat step 2 until every arc is in some cell Ik .
In any cycle C of Γ , each vertex v has exactly one arc of the form (u, v) and exactly one arc of the form
(v, w). Thus each row of the submatrix of columns of the arcs of C has one 1 and one−1, and the sum
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of the columns is 0. So the sum of the columns in I1 is zero. In step 2, C is a cycle, so again the sum of
the columns is zero, and the sum of the columns of Ik+1 is the negative of the sum of the columns of
arcs of C in
⋃k
j=1 Ij . Thus DΓ satisﬁes the columns condition with I.
For the converse,we assumeΓ = (V, E) is not strongly connected and show that for every partition
{I1, . . . , Im}, DΓ does not satisfy the columns condition. Let de denote the column of DΓ associated
with arc e. Since Γ is not strongly connected, Γ has a strongly connected component, Γ [S], such that
S is a source [11, Fact 29.5.5]. Since Γ is connected and there is no arc from V\S to S, there is at least
one arc from S to V\S. Let t be the least index such that an arc from S to V\S is in It . So for r < t, every
arc e in Ir has both ends in S or both ends in V\S, and thus∑i∈S(de)i = 0. So for any αe ∈ Q,
∑
i∈S
⎛
⎝ ∑
e∈∪r<t Ir
αede
⎞
⎠
i
= 0.
But because It has one or more arcs from S to V\S and none from V\S to S,
∑
i∈S
⎛
⎝∑
e∈It
de
⎞
⎠
i
< 0,
so
∑
e∈It de is not a linear combination of {df : f ∈ ∪r<t Ir} and DG does not satisfy the columns
condition with any partition. 
Observation 3.5. LetΓ be a strongly connected directed graph. If I = {I1, . . . , Ik} is a partition of the
column indices of DΓ that satisﬁes the columns condition, then I1 is an arc-disjoint union of cycles.
We explore theminimum andmaximum valuesm for which the oriented incidence matrix DΓ of a
directed graphΓ has CC(m). To do so, we need some additional terminology and known results. If A ∈
Qv×u, R ⊆ {1, 2, . . . , v} and C ⊆ {1, 2, . . . , u}, then A[R|C] denotes the submatrix of Awhose rows and
columns are indexed by R and C, respectively. LetΓ = (V, E) be a directed graph. IfW ⊂ V and v /∈ W ,
an externalpath fromv toW (respectively, fromW tov) is apath (v0 = v, e1, v1, . . . , vk, ek+1, vk+1 = w)
(respectively, (v0 = w, e1, v1, . . . , vk, ek+1, vk+1 = v)) such that w ∈ W and for i = 1, . . . , k, vi /∈ W
(note that it is possible k = 0). If Γ is strongly connected, then for any nonempty set of vertices W
and v /∈ W , there are external paths (w, v1, . . . , vj, v) from W to v and (v, u1, . . . , ui, w′) from v to
W . from Vk to v and from v to Vk . If {v1, . . . , vj} ∩ {u1, . . . , ui} /= ∅, let t be the ﬁrst index such that
vt ∈ {u1, . . . , ui} and replace v by vt . Thus when choosing such external paths in Algorithm 3.8 below,
we may assume that {v1, . . . , vj} ∩ {u1, . . . , ui} = ∅.
As noted in Observation 3.3, 1 is a left null vector of DΓ , so from the next (well known) result we
see that for a connected digraph Γ , {1} is a basis for the left nullspace of DΓ .
Theorem 3.6 [4, Theorem 8.3.1]. If G is a connected graph, then for any orientation G of G,
rank DG = |G| − 1.
Corollary 3.7. Let Γ be a connected directed graph of order v and size u. Then rank DΓ = v − 1 and
null DΓ = u − v + 1.
The following algorithmproduces a partitionwith themaximumnumber of cells to haveDΓ satisfy
the columns condition.
Algorithm 3.8. Let Γ be a strongly connected directed graph of order v and size u.
1. Choose a cycle C1 = (V1, E1).
(a) The ﬁrst cell I1 of the partition is the set E1 of arcs of C1.
(b) Deﬁne D1 = DΓ [V1|E1].
(c) Set k = 1.
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2. If V /= Vk , choose a vertex v /∈ Vk and external paths (w, v1, . . . , vj, v) from Vk to v and (v, u1,
. . . , ui, w
′) from v to Vk with {v1, . . . , vj} ∩ {u1, . . . , ui} = ∅.
(a) Set Vk+1 = Vk ∪ {v1, . . . , vj, v, u1, . . . , ui},
(b) Set Ik+1 = {(w, v1), (v1, v2), . . . , (vj−1, vj), (vj, v), (v, u1), (u1, u2) . . . , (ui−1, ui), (ui, w′)}.
(c) Set Ek+1 = Ek ∪ Ik+1.
(d) Deﬁne Dk+1 = DΓ [Vk+1|Ek+1].
(e) Add 1 to k.
3. Repeat step 2 until all vertices are in Vk . Set  = k.
4. If E /= Ek , choose one arc e /∈ Ek .
(a) Set Ik+1 = {e}.
(b) Set Ek+1 = Ek ∪ Ik+1.
(c) Deﬁne Dk+1 = DΓ [V |Ek+1].
(d) Add 1 to k.
5. Repeat step 4 until arcs are in some cell Ik . Setm = k.
Theorem 3.9. Let Γ be a strongly connected directed graph of order v and size u. Algorithm 3.8 produces
a partition I of {1, . . . , u} into m = u − v + 1 cells so that DΓ satisﬁes the columns condition with I.
Proof. We show that null Dk = k for k = 1, . . . , m = u − v + 1: consider ﬁrst the stages 1 k 
(where vertices are added). Since a cycle has the same number of arcs as vertices and at each stage
after the ﬁrst the number of arcs added is one more than the number of vertices, the number of
columns of Dk = DΓ [Vk|Ek] is |Vk| + k − 1. By Corollary 3.7, rank Dk = |Vk| − 1, so null Dk = k. For
the remaining stages, one arc is added at each stage, so the nullity increases by one, i.e., null Dk = k
for k = 1, . . . , m. Since  = |E| − v + 1 and there are u − |E| edges to add after stage , m = u −
v + 1.
At each stage 1 km, the induced directed graph Γ [Vk] is strongly connected, so there is a path
from w′ to w, where w and w′ are the ends of the external paths in step 2, or e = (w, w′) in step 4.
Let Ck be the cycle that is the union of the paths from w
′ to w, from w to v, and from v to w′ (step 2),
or the path from w′ to w together with e = (w, w′) (step 4). The sum of the columns associated with
arcs in the cycle Ck is 0, so Dk satisﬁes the columns condition with the partition Ik . Thus DΓ satisﬁes
the columns condition with the partition Im. 
Example 3.10. Let Γ be the directed graph (or oriented graph) shown in Fig. 1. With the arcs in
alphabetical order, the oriented incidence matrix is
DΓ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 1 −1 0 0 1
1 −1 0 0 0 0 0 0
0 1 −1 0 0 1 −1 0
0 0 1 −1 0 0 0 0
0 0 0 0 1 −1 0 0
0 0 0 0 0 0 1 −1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Fig. 1. The directed graph Γ for Example 3.10.
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We apply Algorithm 3.8 to DΓ :
1. Choose the cycle (1,2,3,4), so V1 = {1, 2, 3, 4} and I1 = E1 = {a, b, c, d}.
2. Choose v = 5, so V2 = {1, 2, 3, 4, 5} and I2 = {e, f } and E2 = {a, b, c, d, e, f }.
3. Choose v = 6, so V3 = {1, 2, 3, 4, 5, 6} and I3 = {g, h} and E3 = {a, b, c, d, e, f , g, h}.
Thus DΓ has CC(3) (note 3 = 6 − 4 + 1).
Remark 3.11. If G has a bridge, then obviously G cannot be oriented to be strongly connected. Let G
be a connected graph that does not have a bridge. It is not difﬁcult to see that an orientation can
be chosen for G that makes G strongly connected: since G does not have a bridge, every edge of G
lies on a cycle (see, for example [3, p. 19]). Then the method in Algorithm 3.8 can be used to orient
G to be strongly connected, by keeping the oriented subgraph always strongly connected. In step 1,
select an unoriented cycle and orient it to be an oriented cycle. In step 2 select (unoriented) external
paths to/from the vertex v to be added to the oriented part (by using a cycle that contains v and
at least one vertex from the oriented part – v can be chosen so its cycle contains a vertex from the
oriented part) and orient the external paths from w to v to w′ to be one oriented path. In step 4,
either orientation may be chosen for the newly oriented arc e. If G is not connected, G can be oriented
so that DG satisﬁes the columns condition if and only if every connected component of G has no
bridges.
Question 3.12. Let DΓ be the oriented incidence matrix of a directed graph Γ . What is min{m :
DΓ has CC(m)}?
Remark 3.13. If  < u − v + 1, then the proof of Theorem 3.9 can be modiﬁed to show that DΓ has
CC(k) for all k =  + 1, . . . , u − v + 1 (where  is the index at which all the vertices have been added
in Algorithm 3.8). However, the matrix DΓ in Example 3.10 also has CC(1) and CC(2), and we do not
see a natural way to adapt the algorithm to ﬁnd this.
A partial answer to Question 3.12 is provided by the following results.
Observation 3.14. Let Γ be a directed graph of order v and size u. Then DΓ has CC(1) if and only if for
every vertex v of Γ , in(v) = out(v).
It iswell known (see, for example [1, Theorem12.1.2]) that for every vertex v of a connected directed
graph Γ , in(v) = out(v) if and only if Γ has a closed Euler trail (a closed Euler trail is a walk that ends
at the same vertex at which it began and includes every arc exactly once).
Theorem 3.15. Let Γ be a directed graph of order v and size u that contains a Hamiltonian cycle and at
least one additional arc. Then DΓ has CC(k) for k = 2, . . . , u − v + 1. Furthermore, if DΓ has CC(k), then
k u − v + 1.
Proof. Let C be aHamilton cycle ofΓ . Let k be such that 2 k u − v + 1. Deﬁne I1 to be the indices of
arcs in C. For t = 2, . . . , k − 1, deﬁne It to be a single arc e /∈ ⋃t−1j=1 Ij . Deﬁne Ik to be all the remaining
arcs. Thus DΓ has CC(k).
If DΓ has CC(k), then by Theorem 2.3, rank DΓ  u − k. Since Γ is connected, by Corollary 3.7,
rank DΓ = v − 1, so k u − v + 1. 
As a consequence of Observation 3.14 and Theorem 3.15, for a directed graph Γ of order v and
size u that contains a Hamilton cycle, the columns condition numbers of DΓ are known exactly: if
Γ has no arcs other than the Hamilton cycle, DΓ has CC(1) only. Otherwise, DΓ has CC(k) for k =
2, . . . , u − v + 1, and DΓ has CC(1) if and only if for every vertex v of Γ , in(v) = out(v).
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4. Sign pattern matrices which allow CC(m)
A sign pattern matrix (or sign pattern for short) is a matrix having entries in {+,−, 0}. For a real
matrix A, sgn(A) is the sign pattern having entries that are the signs of the corresponding entries in A.
If Y is an v × u sign pattern, the sign pattern class (or qualitative class) of Y , denoted Q(Y), is the set
of all A ∈ Rv×u such that sgn(A) = Y . It is traditional in the study of sign patterns to say that a sign
pattern Y requires property P if every matrix in Q(Y) has property P and to say that Y allows property
P if there exists a matrix in Q(Y) that has property P. See [6] for a survey about sign patterns and [2]
for a recent survey of allows properties. Patterns that require the columns condition are too trivial to
be of interest, as the next proposition shows.
Proposition 4.1. The only sign patterns that require the columns condition are the all zero sign patterns.
Proof. Assume the v × u sign pattern Y = [ψij] has a nonzero entry. Construct a matrix A = [aij] ∈
Q(Y) as follows:
• For all i, j such that ψij = 0, aij = 0.• For all i, j such that ψij = +, aij = 1.
• For all i, j such that ψij = −, aij = − 1u .
There is no subset of columns that sum to zero, so A does not satisfy the columns condition. 
The next observation is a sign pattern version of Observation 2.2.
Observation 4.2. Let Y = [ψij] be a v × u sign pattern that allows the columns condition with parti-
tion I = {I1. . . . , Im}. Then for each row i = 1, . . . , v, either row i consists entirely of zeros, or there
exist s, t with 1 s, t  u such that ψis = + and ψit = −. The same property is true for I1: for each
row i = 1, . . . , v, either ψij = 0 for all j ∈ I1, or there exist s, t ∈ I1 such that ψis = + and ψit = −.
The condition that any nonzero rowmust have at least one+ entry and at least one− entry is also
sufﬁcient for a sign pattern to allow the columns condition.
Theorem 4.3. Let Y be an v × u sign pattern. The following are equivalent:
1. For each row of Y , either the row has at least one + entry and at least one− entry, or every entry of
the row is 0.
2. Y allows CC(1).
3. Y allows the columns condition.
Proof. It is clear that (2) ⇒ (3) ⇒ (1). Assume that for each row of Y = [ψij], either the row has at
least one+ entry and at least one− entry, or every entry of the row is 0. If row i is not entirely zero, let
n(i) denote the least j such thatψij = −; otherwise, n(i) = 0. Construct a matrix A = [aij] as follows:
• For all i, j such that ψij = 0, let aij = 0.• For all i such that n(i) > 0:
◦ If ψij = +, then aij = 1.
◦ If ψij = − and j > n(i), then aij = − 1u .◦ ai,n(i) = −∑j /=n(i) aij .
Clearly A ∈ Q(Y) and A1 = 0, so A has CC(1). 
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Fig. 2. The oriented graph G for Example 4.5.
Theminimum rank of a v × u sign pattern Y is
mr(Y) = min{rank A : A ∈ Q(Y)},
and themaximum nullity of Y is
M(Y) = max{null A : A ∈ Q(Y)}.
Clearly mr(Y) + M(Y) = u. Minimum rank of a sign pattern is called sign rank in communication
complexity theory (see, for example [9]).
It is not always the case that the nullity of a partition regularmatrix can be realized as the number of
cells in a partition that achieves the columns condition. For example, for A = [3 −1 −1 −1],
null A = 3 but A has CC(m) only for m = 1. Furthermore, if Y allows partition regularity, it is not
necessary that the maximum nullity be realizable as a columns condition number, as the following
example shows.
Example 4.4. Let
B =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 −4 −1 −2 −9
−6 1 −1 −4 −1
−1 −1 1 −3 −6
−1 −4 −6 1 −1
−4 −1 −4 −1 1
⎤
⎥⎥⎥⎥⎥⎥⎦
and Y = sgn(B). A simple computation shows that rank B = 3. Since every row is nonzero and the
unique + in row i is in column i, by Observation 4.2, for A ∈ Q(Y), A has CC(m) only ifm = 1. Thus
M(Y) null B = 2 > 1 = max{m : A has CC(m) and sgn(A) = Y}.
Note that B1 /= 0, so B does not satisfy the columns condition.
Recall that if an oriented graph G is not strongly connected, then its oriented incidence matrix DG
does not satisfy the columns condition. However, it is possible that the sign pattern sgn(DG) allows
the columns condition.
Example 4.5. Let G be the oriented graph shown in Fig. 2. Observe that G is not strongly connected.
With the edges in alphabetical order, the sign pattern of the oriented incidence matrix is
sgn(DG) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
− 0 + 0 0 0 0
+ − 0 0 0 0 0
0 + − − 0 0 0
0 0 0 0 − 0 +
0 0 0 0 + − 0
0 0 0 + 0 + −
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since sgn(DG) has at least one+ and at least one− in every row, by Theorem 4.3, sgn(DG) allows the
columns condition.
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