ABSTRACT The image reconstruction is a crucial step in the electrical capacitance tomography. This paper presents a new methodology for improving the reconstruction accuracy. The prior image induced regularization from the deep convolutional extreme learning machine (DCELM) is introduced, which is integrated with the domain knowledge related to imaging targets to form a more effective mathematical model for reconstruction. A new numerical scheme is developed to train the DCELM more effectively. The fast iterative shrinkage-thresholding method is embedded into the alternating direction method of multipliers (ADMM) to form a new solver for the proposed imaging model. Extensive validations are implemented to evaluate the proposed imaging method. The numerical results demonstrate that the proposed imaging technique outperforms the state-of-the-art reconstruction methods and produces better reconstructions.
I. INTRODUCTION
The ECT is a tomographic imaging modality for reconstructing two-dimensional or three-dimensional permittivity distribution in the interior of a measurement domain from measured capacitance data. In recent decades, this technique has been extensively exploited in the industrial process imaging, e.g., spatial-temporal distribution measurement of media in a two-phase or three-phase flow system, combustion flame distribution, flow pattern identification, etc. One of significant advantages that differentiate the ECT technology from other tomography modalities depends mainly on its high temporal resolution.
The performances of the reconstruction method impact the accuracy of reconstruction. Many pioneers devote to developing effective numerical methods to deal with such challenge. The standard Tikhonov regularization or the L 2 regularization (L2R) method [1] and the offline iteration and online reconstruction (OIOR) algorithm [2] are two frequently-used online imaging techniques (or non-iterative methods). But, the unavoidable problems, e.g., low reconstruction accuracy, blurred detailed information, large deformation, etc., still plague the both algorithms. To overcome the difficulties in the non-iterative reconstruction methods, researchers resort to the iterative imaging method. Frequently-used iterative reconstruction techniques include the Landweber algorithm [3] - [5] , the algebraic reconstruction technique (ART) [6] , the sparsity reconstruction technique [7] - [9] , the split Bregman algorithm [10] , the model-based imaging technique [11] , the level set method [12] , the fast linearized alternating direction method of multipliers [13] , the simulated annealing particle swarm optimization method [14] , the shape-energy evolutionary reconstruction algorithm [15] , the total variation (TV) regularization method [16] - [18] , the robust principle component analysis based imaging method [19] , the low n-rank constraint reconstruction technique [20] , the multicriterion optimization image reconstruction technique [21] , etc. Unlike the L2R technique and the OIOR algorithm, iteration reconstruction techniques require multiple iterations before obtaining a reasonable and reliable result. Besides, Cao et al. developed the Calderon's method [22] and the dbar technique [23] , and the impressive results were obtained. Yang and Peng [24] provided a comprehensive survey on frequently-used imaging techniques, e.g., the L2R method, the truncated singular value decomposition method, the Landweber method, the ART algorithm, etc. The Landweber method has been widely used owing to its simplicity, but is still tormented by the low-quality reconstruction. In recent years, the sparsity regularization method has evoked the advancement of the imaging method, leading to much improvement in the accuracy of reconstruction. The L 1 norm based regularization (L1R) method is the most popular, and researchers have developed many excellent algorithms to solve it, e.g., the split Bregman technique [25] and the ADMM [26] - [28] , the FIST algorithm [29] , the forwardbackward splitting algorithm [30] , [31] , the primal-dual algorithm [32] , the Douglas-Rachford splitting method [33] , etc. The above-mentioned methods behave differently to diverse application scenarios. The split Bregman technique and the ADMM need to introduce additive iteration variables in the process of computation, but the FIST algorithm, the forwardbackward splitting method, the primal-dual algorithm and the DRS method do not require any additional iteration variable. Recently, several numerical methods have been proposed to solve the linear inverse problem, such as the random Kaczmarz algorithm [34] , the greedy randomized Kaczmarz method [35] , the sparse Kaczmarz (SK) algorithm [36] , [37] , etc. The reconstruction algorithms mentioned above have brought much improvement in the reconstruction quality, but the boost in the accuracy of reconstruction is still needed.
Regularization imaging methods, with a good flexibility in dealing with inverse problems from different application scenarios, are one of powerful strategies for solving the image reconstruction problem, such as the L1R method [7] and the TV method [16] , [17] , etc. There are two critical components in a regularization reconstruction method, i.e., the construction of cost function, including the model and extraction of the prior information, etc., and the design of computation method. Note that the injection of important image priors into the imaging model is important and crucial for the improvement of reconstruction performance in regularization imaging algorithms.
The design of the cost function depends mainly on the understanding of problem and the abstraction of the prior knowledge. The exploitation and utilization of the prior information is very important and crucial for constructing a suited cost function. Several crucial problems need to be addressed, for example, what kind of prior information is important or effective for imaging? How to extract or model the prior information? How to utilize the prior information? How to inject the information into the reconstruction model to boost the accuracy of reconstruction? Note that popular image priors, e.g., sparsity, smoothness, low rank, nonlocal sparsity, etc., have been injected into the imaging model, and impressive results have been obtained. However, these image priors are mostly analytical, and need to satisfy the underlying statistical hypothesis. Additionally, the above-mentioned analytical image priors only emphasize the prior properties of images, but fail to utilize the whole image based prior, causing the decrease of flexibility and adaptability in coping with intricate imaging problems. It seems to be necessary to extract image priors with the good elasticity and adaptability, and inject them into the reconstruction model to further increase the accuracy of reconstruction. To break through the shackles in traditional imaging models, we introduce the data driven prior image from the DCELM, which is encapsulated into a regularizer, called as the prior image induced regularization (PIIR). Further, the domain expertise and the prior image are combined into a more effective imaging model.
It is important to find a reliable numerical scheme to solve the devised imaging model or cost function. The split Bregman technique [25] , the ADMM [26] - [28] , the FIST method [29] and the forward-backward splitting algorithm [30] , [31] have been regarded as standard solvers for regularization problems with the non-smooth regularizer. Inspired by the advantages of the FIST technique and the ADMM, to improve the performances of the numerical scheme and lower load and cost of computation, in this study the FIST algorithm is embedded into the ADMM to form a new numerical method for solving the proposed imaging model more effectively.
To improve the reconstruction quality, in this study we construct a more flexible regularization imaging model via introducing new and effective regularizers and develop a high-efficiency numerical scheme for solving the model. In a word, we make the following contributions:
(1) This study introduces the data driven prior image from the DCELM method, which is incorporated with the domain knowledge to form the more effective mathematical model for reconstruction. The proposed imaging method integrates the advantages of the DCELM and the regularization imaging method, and brings a new and promising way to utilize the prior information.
(2) The FIST method is embedded into the ADMM to form a new numerical scheme with low load and cost of computation for solving the proposed reconstruction model more effectively.
(3) The DCELM method, with the strengths, like fast training, good generalization, low computation complexity, etc., is developed to compute the data driven prior image, and a new numerical method is developed to train the network.
(4) Numerical results validate that the proposed imaging method achieves the better reconstructions than several popular imaging methods. Our study also verifies that the introduction of the prior image from the DCELM and the domain knowledge can boost the flexibility of the imaging model and improve reconstruction precision.
We organize the rest of this paper as follows. Section II introduces a new imaging model with the PIIR and the sparsity prior. In Section III, the FIST method is embedded into the ADMM to form a new numerical scheme for solving the proposed imaging model more effectively. Section IV introduces the DCELM, and an effective numerical method is developed for the training of network. Section V specifies and characterizes the proposed reconstruction procedure. VOLUME 7, 2019 Section VI executes validations by means of numerical experiments, and Section VII summarizes main conclusions of the study.
II. RECONSTRUCTION MODEL
This section starts with discussing the fundamentals on the ECT imaging model. This is then followed by the derivation of our imaging model with the data driven PIIR and the sparsity prior.
A. COMMON IMAGING MODEL
The imaging problem in the ECT reconstruction involves two critical steps, i.e., the forward problem and the inverse problem. The forward problem tries to solve capacitances between the measurement electrodes according to the given permittivity distribution, governing equations and boundary conditions. But, the inverse problem reconstructs the permittivity distributions from measured capacitances.
The electrical field within an ECT sensor is mathematically formulated by [7] , [21] :
where the dielectric constant and the electrical potential distribution are defined by ε and φ, respectively; ∇ means the gradient operator; c x and c y stand for the horizontal and vertical coordinates, respectively. The mathematical relationship between capacitance and permittivity distribution is governed by [24] :
where the difference of potential between the source and detector electrode is defined by ; means the surface of the electrode. According to (2) , the imaging problem in the ECT tries to recover the unknown permittivity distribution, rearranged as a vector, x, from the measured capacitance vector, y, which can be formulated as the following linearization equation [5] :
where the matrix A models the response of the acquisition device and the measurement noise is defined by r. The challenges [24] , such as the inherent ill-pose nature of the ECT inverse problem, the soft-field effect, the finite number of independent noisy capacitance measurement data, etc., lead to the intractable difficulties in solving (3) . In order to deal with the challenges, it is a popular and successful approach to transform the solution of the equation into an optimization problem via constructing a suited cost function incorporating the prior knowledge related to imaging objects, e.g., the L2R technique, the TV method, the L1R technique, etc.
The regularization imaging model reformulates the solution of (3) into an optimization problem with a general energy function below:
where D(x, y) is used to evaluate the data fidelity that allows solutions that are consistent with measurements; g j (x) represents the regularization functional that promotes desired properties in solution and α j > 0 tries to control the intensity of regularization.
B. PROPOSED IMAGING MODEL
For the design of the data fidelity, the L 2 norm of the residual error is popular and effective, and has been widely used.
In this work we employ the L 2 norm to measure the data fidelity, i.e.,
After the data fidelity term is determined, another important issue is to devise suited regularizers. In traditional imaging methods, the prior features of imaging targets are formulated into corresponding mathematical models, e.g., sparsity, smoothness, low rank, etc., but fail to utilize a prior image, limiting the amelioration of the imaging quality. In this study we propose the PIIR to overcome the limit in traditional regularizers, which is modeled as follows:
where the prior image is defined by x re , and it can be in advance obtained in practical reconstructions.
To ensure a high-quality reconstruction, additionally, it is also essential to utilize other image priors, except the PIIR. Since the sparsity prior is popular, in this work we use the weighted L 1 norm to enforce the sparsity constraint, which can be specified as follows:
where τ means the number of the variable x. According to the expressions of g 1 (x) and g 2 (x) in (6) and (7), we can specify (4), i.e.,
Two distinct properties differentiate the proposed imaging model from traditional models. On one hand, the proposed imaging model simultaneously incorporates the PIIR and the sparsity prior, which provides a powerful way to utilize the prior information. On the other hand, the combination regularization technique is introduced to simultaneously incorporate the important image priors and lower the numerical instability in solving the ECT inverse problem.
III. SOLVING METHOD
This section begins with revisiting fundamentals of the ADMM. This is then followed by the deduction of our numerical scheme for solving the proposed cost function (8) .
A. ALTERNATING DIRECTION METHOD OF MULTIPLIERS
After a cost function is established, another important mission is to develop a reliable numerical scheme to solve it. Many methods can be used to solve the cost function in (8) . The ADMM is a variant of the augmented Lagrangian scheme, which has emerged as a standard method for solving optimization problems such as [26] - [28] :
where λ is a constant; f (x) and ψ(x) are the known functions. The idea of the ADMM is to convert (9), an unconstrained optimization problem, into a constrained optimization problem, i.e.,
and its augmented Lagrangian function can be specified as:
where the superscript T defines the transpose operator; u stands for the Lagrangian multiplies; < · > defines the inner product operator and β is a penalty variable. The objective function in (11) is separable for the variables x and d. One key skill in the ADMM technique is that the unknown variables in (11) can be alternately solved by first solving for x with d fixed, and then solving for d with x fixed, and this process can be formulated as:
The Lagrangian multiplier is iteratively updated by:
Meanwhile, we rewrite (12) as:
The minimization problem in (13) can be rewritten as:
Finally, the computational flowchart of the ADMM can be summarized in Algorithm 1. 
B. PROPOSED NUMERICAL SCHEME According to the ADMM, the optimization problem in (8) can be written as the following constrained optimization problem:
The augmented Lagrangian function of the constrained optimization problem in (17) can be specified as:
where s stands for the Lagrangian multiplies. The minimization of (18) can be decoupled into two sub-problems:
The variable s is iteratively updated by:
The closed-form solution of (19) can be specified as:
where shrinkage(·, ϑ) = sgn(·) max{| · | − ϑ, 0} means the soft thresholding function with threshold ϑ, and sgn(·) stands for the sign function. VOLUME 7, 2019 Owing to the low computation cost and competitive numerical performances, in this work the FIST technique [29] is developed to solve (20) . In the FIST method, the cost function in (20) at iteration k can be approximated by [29] :
where z k is used as the approximation point; is a constant; in this study R(x) is defined as:
Thus, according to (23) , at the kth iteration the FIST technique updates the variable x via minimizing the following problem:
where η k+1 is defined by:
The second trick of the FIST method is to accelerate the convergence of algorithm by the following update rule [29] :
where t is defined as:
As a result, the FIST method based numerical scheme for solving (20) is summarized in Algorithm 2.
Algorithm 2
The FIST Method Based Numerical Scheme for Solving (20) 1. Initialization: Algorithmic parameters are given, and set
Step 1. Update the variable η k+1 according to (26) .
Step 2. Update the variable x k+1 via solving (25).
Step 3. Update the variable t k+1 according to (28) .
Step 4. Update the variable z k+1 according to (27) . 3. End 4. Output: Output final computation result.
In this study we employ the FIST technique to solve (20) owing to its competitive numerical performance and low complexity of computation, and other numerical methods can be used in actual applications.
Finally, we obtain an ADMM based solver for (8) , and the computational procedure is detailed in Algorithm 3. (8) 1. Initialization: Algorithmic parameters are given. 2. For k = 1, 2, · · · , until convergence do
Algorithm 3 ADMM Based Solver for
Step 1. Update the variable v k+1 according to (22) .
Step 2. Update the variable x k+1 by solving (20) using Algorithm 2.
Step 3. Update the variable s k+1 according to (21) 
IV. DEEP CONVOLUTIONAL EXTREME LEARNING MACHINE
In this section, we revisit the extreme learning machine (ELM), the local receptive fields based ELM (LRF-ELM) and the DCELM, and this is then followed by our numerical scheme for training the ELM and the DCELM.
A. EXTREME LEARNING MACHINE
The ELM is a popular machine learning method with a single-hidden layer feed-forward neural network structure [38] - [40] . Fig. 1 is the schematic of the ELM network. In the ELM, weights and biases of hidden neurons are randomly selected, and the output weights can be fast computed, reducing the training cost. The significant strengths, such as fast and simple training, good generalization performance, etc., make the ELM widely-used. The main purpose of the ELM training is to compute the output weight. For the given training sample pairs
T and yy i = [yy i1 , yy i2 , · · · , yy im ] T , and the activation function g(·), the output of the hidden layer can be defined as h = g (a, b, xx) . According to the network structure, we have the mathematical relation h(xx i )V = yy i . In final, we can compute the output weight by solving the following mathematical model:
where the variables H, V and Y are specified by:
where
T is the jth output weight; b j stands for the bias of the jth hidden neuron; the output matrix is defined by H. It is possible to estimate the output weights by solving (29) . However, in order to ensure the numerical stability or incorporate priors of the output weights and decrease the overfitting risk, the solution of (29) can be reformulated to be the following optimization problem by introducing the regularization technique, i.e.,
where the data fidelity term is defined by (V , Y ); the regularizer, ψ(V ), encodes the desired feature of solution; α > 0 serves as a trade-off between the data fidelity term and the degree of regularization. It is convenient to use the Frobenius norm of the residual errors as the data fidelity, i.e.,
where || · || F stands for the Frobenius norm. In order to emphasize the sparsity of the output weights, the L 1 norm is used to design the regularizer, i.e., ψ(V ) = ||V || 1 (34) According to (33) and (34), we specify (32) as follows:
There is a non-smooth regularizer in (35) . To reduce the load and cost of computation, the solution of (35) can be relaxed as follows [41] - [43] :
where µ > 0 is a relaxation parameter. The variables in (36) appear as disjoint blocks. A widelyused strategy is the alternating minimization method or the block coordinate descent technique. Therefore, the minimization problem in (36) can be solved by iteratively minimizing over one variable while fixing the other one at its latest value, which leads to the following iteration schemes:
To accelerate the convergence of algorithm, the unknown variable V is updated by: (39) where is defined by:
The final numerical scheme for solving the minimization problem in (35) is detailed in Algorithm 4. (35) 1. Initialization: Algorithmic parameters are specified, and
Algorithm 4 Proposed Numerical Scheme for Solving
Step 1. Update the variable
Step 2. Update the variable V k+1/2 :
Step 3. Update the variable k+1 according to (40) .
Step 4. Update the variable V k+1 : Consequentially, the procedure for computing the output weight matrix V is outlined in Algorithm 5.
Algorithm 5 Training Flowchart of the ELM
Step 1. Determine the network structure.
Step 2. Randomly set input weights and biases.
Step 3. Calculate the output matrix H according to (30) .
Step 4. Determine the output weights V by solving (35) using Algorithm 4.
B. LOCAL RECEPTIVE FIELDS BASED EXTREME LEARNING MACHINE
Unlike the ELM, Huang et al. [44] and Bai et al. [45] put forward the LRF-ELM to better abstract the local structural information. One of distinct features that differentiate the LRF-ELM from common ELMs depends on the fact that the local receptive field (LRF) theory is introduced to the input layer. Hidden layers in the LRF-ELM include a convolution layer and a pooling layer. The orthogonal input weights between input and convolution layers are randomly generated, and the square root pooling is employed to the pooling layer. The pooling layer is fully connected with the output layer. 
C. DEEP CONVOLUTIONAL EXTREME LEARNING MACHINE
The DCELM network is derived from the LRF-ELM and combines excellent feature extraction performances of the convolutional neural network and fast training property in the ELM [46] , [47] . Fig. 2 shows the schematic of the DCELM network for an intuitive understanding. Commonly, the structure of the DCELM is composed of an input layer, an output layer, and several sequential hidden layers which are arranged alternately as one convolution layer followed by one pooling layer. There are several feature maps at each convolution layer, the input weights of the same feature map are shared, and the last pooling layer is fully connected with the output layer. The training of the DCELM includes two steps, i.e., feature abstraction and computation of output weights. We detail the issues in next sub-sections.
1) FEATURE ABSTRACTION
The flowchart of the feature abstraction in the DCELM involves three main steps, e.g., generation of the orthogonal local weights, convolution and pooling.
a: GENERATE ORTHOGONAL LOCAL WEIGHTS
The DCELM randomly generates orthogonal input weights, ϕ, with the dimensionality of r × r, between input layer and the first convolution layer (also the orthogonal local weights between the pooling layer and the following convolution layer).
b: CONVOLUTION
By means of the convolution operation, the convolution layer extracts features of input images or previous pooling layer. For the convolutional node at coordinate (i, j) on the γ th feature map in the first convolution layer, the convolution operation is defined by:
where υ is an input image with the size of σ × σ , and i, j = 1, 2, · · · , (σ − r + 1). (42) where p, q = 1, 2, · · · , (σ − r + 1) and e means the pooling size; especially, if the index (i, j) is out of bound, c i,j,γ = 0.
The size of the square root pooling map is identical to that of the previous convolution layer. To reduce the dimensionality of the last hidden layer, there are three other choices, e.g., mean pooling, max pooling and stochastic pooling, and see [46] for more theoretical details.
2) OUTPUT WEIGHTS CALCULATION
After the feature generation, the last pooling layer is concatenated into a row vector, which can be assembled into a hidden layer output matrix H as the ELM, and we compute the output weights by solving (35) using Algorithm 5. Finally, the training procedure of the DCELM is summarized in Algorithm 6.
Algorithm 6 Training Procedure for the DCELM
Step 2. Randomly set the input weights.
Step 3. Implement the convolution and pooling operations.
Step 4. Assemble the output matrix H as (30).
Step 5. Calculate the output weights V according to Algorithm 5.
V. PROPOSED RECONSTRUCTION SCHEME
The above discussion leads to a new imaging method, which is detained in Algorithm 7. We call it as the prior image induced regularization reconstruction (PIIRR) method.
We characterize the proposed RIIRR method as follows.
(1) The prior image from the DCELM and the sparsity prior are devised as regularizers to construct a more effective model for reconstruction, and the injection of the prior information into the image reconstruction process will improve the reconstruction accuracy.
(2) The FIST method is embedded to the ADMM to form a more effective numerical scheme for solving the proposed imaging model, and such incorporation will bring the enhancement of the algorithm flexibility in dealing with complicated imaging tasks.
(3) The DCELM is employed to predict the prior image. The DCELM has the advantages of fast training and good generalization performance, and such properties are highly useful for actual reconstructions.
(4) The DCELM has the favorable inference ability, and the regularization technique excels in integrating image priors. The advantages are simultaneously incorporated to form a new approach for the inverse problem in imaging.
Algorithm 7 Proposed RIIRR Method 1. Initialization. 2. Train the DCELM using Algorithm 6 according to the provided training sample pairs with the images reconstructed by a suited imaging technique as input and the corresponding true images as output. 3. Apply the imaging method used in computing training sample pairs to reconstruct a new image according to a newly arrived capacitance vector. 4. The reconstructed image is fed into the trained DCELM to predict a transitional image, i.e., the prior image. 5. For k = 1, 2, · · · , until convergence do
Step 1. Update the variable v k+1 by solving (22).
Step 6. Update the variable s k+1 according to (21) . 6. End 7. Output.
VI. VALIDATION AND DISCUSSION
To validate the effectiveness and performance, we numerically assess the PIIRR algorithm by comparing the reconstruction quality, measured by the image error (IE), with the L2R method, the OIOR algorithm, the ART method, the TV method, the L1R algorithm, the SK technique and the Landweber algorithm. In our verifications, each image is displayed on 32×32 pixels, which is rearranged into a vector with the size of 1024×1 in computations.
In order to train the DCELM, we must provide the training sample pairs. In this study, the images reconstructed by the Landweber method are used as input, with the size of 32×32, and the corresponding true images are output. The main reasons of using the Landweber algorithm as a solver depend on its simplicity and effectiveness. In our simulations, the DCELM has two convolution layers and two pooling layers. The numbers of feature maps in the first and second convolution layers are 10 and 12, respectively. The kernel size for the first and second convolution layers is 3×3. The pooling size for all pooling layers is 2×2. It is convenient to employ the MATLAB software platform to train DCELM and execute all mentioned image reconstruction methods.
This study simulates a 12-electrode square sensor (see Fig. 3 for more details on the framework and structure). The sensor has a square reconstruction domain with the size of 80 mm×80 mm. We use a square earthed shielding, with the size of 108 mm×108 mm, to lower the impact of external charged targets. An 80 mm × 80 mm square frame is manufactured, and its thickness is 6 mm. This sensor has 12 electrodes with the length and width of 18 mm and 1 mm, respectively. There are 16 axial guards, with the length and width of 4 mm and 1 mm, respectively. It is worth mentioning that the structure of sensor may influence the reconstruction quality. In practical applications, the structure of sensor should be optimized. For a fair comparison, the split Bregman algorithm [25] and the FIST technique [29] are employed to solve the TV model, i.e., min ||Ax − y|| 2 /2 + α||x|| TV , and the L1R model, i.e., min ||Ax − y|| 2 /2 + α||x|| 1 .
We use the noise level of the capacitance vector, i.e., = (||y Noise − y Clear ||/||y Clear ||) × 100%, where y Clear and y Noise = y Clear + rand (rand means a normally distributed random vector) define the clean and noisy capacitance vectors, respectively, to evaluate the robustness of algorithm.
The IE, defined in (43) , and the correlation coefficient (CC), defined in (44) , are employed to quantitatively appraise the reconstruction quality of the compared imaging methods:
where x T and x R mean the true and reconstructed images, respectively; x T and x R stand for the mean values of x T and x R , respectively.
A. CASE 1
We perform the numerical verifications on the imaging targets shown in Fig. 4 . In the ART method, the relaxation factor is defined as 1, and the numbers of iterations for the imaging targets in Figs is defined as ||x k+1 − x k ||/||x k || ≤ 10 −6 . The starting solutions for all iterative methods are initialized by the L2R method. We show the tomographic images from the L2R algorithm and the OIOR method in Fig. 5. Fig. 6 illustrates the tomographic images from the ART algorithm, the TV technique, the L1R technique, the Landweber method, the SK method and the PIIRR algorithm. The IEs and CCs are shown in Tables 1 and 2 , respectively. 
TABLE 2. Correlation coefficients (%).
According to the tomographic images in Fig. 5 , we observe that the L2R technique and the OIOR algorithm lead to poor results with significant artifacts and deformations, and the edge details are blurred. Besides, by comparing the results shown in Figs. 5 and 6, we can observe that the ART method, the L1R method, the Landweber method and the SK algorithm lead to better reconstructions than the L2R method and the OIOR method. Generally, the L2R method, the OIOR method, the ART method, the TV algorithm, the L1R method, the Landweber method and the SK algorithm result in the low-quality reconstructions, significantly lowering the reliability of the ECT measurement results.
In Figs. 6(u)-(x), the PIIRR method achieves better reconstructions, with the fine structure and details in terms of both quantitative metrics and the visualization quality, than the other compared algorithms. There are two main reasons for such improvements. On one hand, the data driven prior image from the DCELM and the sparsity prior are capsulated as regularizers to form a more effective imaging model. The injection of the prior information into the imaging model will improve the reconstruction quality. On the other hand, the FIST method is embedded into the ADMM to form a more effective solver for the proposed imaging model.
As a quantitative comparison criterion, we show the IEs for the competing algorithms in Table 1 . Clearly, the IEs of the PIIRR algorithm for the true imaging targets in Figs. 4(a)-(d) , 0, 0.13%, 7.98×10 −2 % and 0, are smallest among all competing algorithms. Meanwhile, we can see from Table 2 that the PIIRR algorithm produces the highest CCs among all compared imaging techniques. Such reconstruction precisions validate the effectiveness of the PIIRR method in implementing the image reconstruction task.
B. CASE 2
The reconstruction time is an important criterion for the evaluation of an imaging algorithm. This section reports the computation time for the compared imaging techniques. Because the L2R method and the OIOR algorithm can achieve the online reconstruction, in Table 3 we only list the comparison result on the iterative methods, such as the ART method, the TV technique, the L1R method, the Landweber algorithm, the SK technique and the PIIRR method.
TABLE 3. Reconstruction time (s).
According to the results listed in Table 3 , it is easy to find that the reconstruction time of the PIIRR method is shorter than the TV method and the SK technique, but is longer than the ART method, the L1R method and the Landweber technique. Such results indicate that the PIIRR method leads to the boost in the reconstruction precision, but it is still necessary to further improve the computation efficiency.
C. CASE 3
The capacitance signal is always contaminated by noises during acquisition and transmission, and it will be necessary to evaluate the performances of the PIIRR technique with noisy capacitance vectors. Fig. 7 presents the tomographic images from the PIIRR algorithm with different noise levels, and Table 4 demonstrates the IEs. Fig. 7 demonstrates the tomographic images from the PIIRR algorithm when the noise levels of the capacitance data are 5%, 10% and 15%, respectively. Because the Tikhonov regularization method is employed to devise the cost function to guarantee a stable numerical solution and the PIIR and the sparsity prior are injected into the imaging model, it is found that the quality of the tomographic images from the PIIRR algorithm under different noise levels is still acceptable, and the edges of the reconstructed images are clear. For example, with the noise level of 15%, in Table 4 the IEs for the imaging targets simulated in Figs. 4(a) -(d) are 6.51%, 2.28%, 7.61% and 10.09%, respectively, which are still superior to the results from the other compared imaging techniques with the noise-free capacitance vectors. The quantitative comparison results in Table 4 verify the effectiveness of the PIIRR method in weakening the negative influence of measurement noises on the reconstruction quality.
D. CASE 4
The quality of the prior image may impact the final reconstruction. In this section, we evaluate the reconstruction quality of the PIIRR algorithm when the prior images come from different methods. In simulations, all algorithmic parameters for the PIIRR method are equivalent to Case 1, except α 2 = 0.0004 in Figs 8(a) and (d) . In Fig. 8 , we show the images reconstructed by the PIIRR method when the prior images are from the linear back projection (LBP) method, the L2R method and the Landweber method, and the corresponding IEs and CCs are shown in Tables 5 and 6 , respectively.
By comparing Figs. 6(u)-(x) and Fig. 8 , we can observe that the quality of the prior image does impact the final reconstructions. It is verified that the PIIRR method with prior images from the DCELM reconstructs the best images. Besides, the quantitative comparison results listed in Tables 1 and 5 also confirm that the PIIRR method with the prior images from the DCELM provides the smallest IEs in all evaluations. It can be seen from Tables 2 and 6 that the PIIRR method with the prior images from the DCELM leads to the highest CCs in all cases. The encouraging results verify that it is feasible to apply the DCELM to predict the prior image because the method incorporates excellent feature extraction performances of the convolutional neural network and fast training property in the ELM.
VII. CONCLUSIONS
In this study, a new iteration imaging method is developed to achieve better reconstructions as compared with the popular imaging techniques. There are two main reasons for such improvements. Firstly, a new mathematical model is proposed for reconstruction, in which the data driven PIIR from the DCELM and the sparsity prior are capsulated as the regularization terms. Secondly, the FIST method is embedded into the ADMM framework to form a more effective solver for the proposed imaging model. Especially, our study also verifies that the simultaneous introduction of the data driven prior image from the DCELM and the domain knowledge can boost the flexibility of the imaging model and improve the reconstruction accuracy.
Our study provides an alternative reconstruction method and a new way to utilize the prior information, which needs to be further validated by more cases. Meanwhile, some research topics, such as the applicability of algorithm, the efficiency of numerical execution, and the effectiveness in the utilization of prior information, should be further investigated for better reconstructions.
