Abstract. The inverse problem of constructing a symmetric Toeplitz matrix with prescribed eigenvalues has been a challenge both theoretically and computationally in the literature. It is now known in theory that symmetric Toeplitz matrices can have arbitrary real spectra. This paper addresses a similar problem -Can the three largest eigenvalues of symmetric pentadiagonal Toeplitz matrices be arbitrary? Given three real numbers ν ≤ µ ≤ λ, this paper finds that the ratio α = λ−ν µ−ν , including infinity if µ = ν, determines whether there is a symmetric pentadiagonal Toeplitz matrix with ν, µ, and λ as its three largest eigenvalues. It is shown that such a matrix of size n × n does not exist if n is even and α is too large, or if n is odd and α is too close to one. When such a matrix does exist, a numerical method is proposed for the construction.
1. Introduction. The inverse eigenvalue problem concerns finding a matrix with a specified structure and a prescribed spectrum. One of its variations is the Toeplitz inverse eigenvalue problem where a symmetric Toeplitz matrix is to be constructed with prescribed spectrum. A n × n symmetric Toeplitz matrix is completely characterized by its first row. We denote this fact by toeplitz([z 1 , . . . , z n ]). It thus seems reasonable to expect that the n entries of the first row could be determined from n given eigenvalues. This seemingly simple existence question, however, had intrigued researchers for decades before a formal proof of its solvability was settled by Landau via a topological degree argument [10] . The nonconstructive proof shows that every set of n real numbers can be the spectrum of a certain n × n real symmetric regular Toeplitz matrix. Numerical construction of such a matrix remains to be a challenging task despite many efforts in the literature [4, 5, 7, 16, 17] .
This paper deals with a related but different inverse problem -Can a real, symmetric, and pentadiagonal Toeplitz matrix have three arbitrary largest eigenvalues? Such a question is not only of theoretical interest but also of practical importance because banded Toeplitz structure arises frequently in applications [1, 2, 6, 14] and for large-scale problems often the first few extreme eigenvalues are critical [12, 18] .
As will be seen in the subsequent discussion, the restriction of the prescribed eigenvalues to the largest three in the spectrum indeed helps to establish the existence theory. Without this restriction, the problem would be harder to handle. The question of whether n×n symmetric and pentadiagonal Toeplitz matrices can have three arbitrary real numbers as eigenvalues, not necessarily in any specified order, is of interest in its own right, but is not the focus of this paper. The more general question of whether n×n symmetric and banded Toeplitz matrices toeplitz([z 1 , . . . , z k , 0, . . . , 0]) can have k arbitrary real numbers as eigenvalues, not necessarily in any specified order, appears even more difficult to answer. Given Landau's result that n×n symmetric Toeplitz matrix toeplitz([z 1 , . . . , z n ]) can have n arbitrary eigenvalues, our result that n × n symmetric Toeplitz matrix toeplitz([z 1 , z 2 , z 3 , 0, . . . , 0]) with n > 3 cannot have three arbitrary largest eigenvalues seems new and surprising.
It is well known that the spectrum of the n × n symmetric and tridiagonal Toeplitz matrix toeplitz([a, b, 0, . . . 0]) consists of values µ n+1−k = a + 2b cos kπ n + 1 , k = 1, . . . n.
(1.1)
Given any two arbitrary real values µ n−1 < µ n , it is clear that, because the cosine function is strictly decreasing over the interval (0, π), values a and b can be found so that toeplitz([a, b, 0, . . . 0]) has {µ n−1 , µ n } as its first two largest eigenvalues. Once a and b are fixed, the third largest eigenvalue µ n−2 is necessarily determined. Throughout this note, let A n := A n (a, b, c) denote the n × n symmetric and pentadiagonal Toeplitz matrix
Without loss of generality, we shall rule out the case c = 0. For reasons that will become clear later, we shall also assume temporarily that c > 0. Let B n = B n (γ) denote the associate matrix,
where γ := b/c. Assume that all eigenvalues are arranged in ascending order, that is, λ 1 (A n ) ≤ . . . ≤ λ n (A n ) and so on. It is obvious that eigenvalues λ i (A n ) of A n are related to eigenvalues λ i (B n ) via the relationship
It follows that, from given any two sets of eigenvalues
Plugging in a and c for any other λ k (B n ), we see that
The inverse eigenvalue problem for the symmetric and pentadiagonal Toeplitz matrix A n therefore can be reformulated as follows:
with α defined by (1.8).
We shall refer to this problem as the inverse problem for the matrix B n (γ). The difference quotient relationship,
between three ordered eigenvalues of A n and B n follows from (1.7). Observe the clear advantage that there is only one free parameter γ involved in the matrix B n (γ). Our understanding about the spectrum of the simpler B n (γ) will shed considerable insights into the inverse eigenvalue problem for the A n by using the relationship (1.9) as we explain below.
2. Preliminaries. While the spectra of B 2n (γ) and B 2n−1 (γ) share many similar properties, the even or odd dimensionality does have different effect on the solvability of the inverse problem. To prepare for the investigation, we first introduce some fundamental facts about the spectrum of B n (γ) in general. A series of results that eventually build up the answer to the question of solvability for the inverse problem of pentadiagonal Toeplitz matrix with three prescribed largest eigenvalues will be derived in the sequel. We believe that some of the results presented in this section are new and are of interest in their own right.
By writing
) and using (1.1), the following asymptotic behavior is clear.
Lemma 2.1. Let the eigenvalues λ 1 (B n (γ)) ≤ . . . ≤ λ n (B n (γ)) be arranged in increasing order. Then
There is a recursive relation for the determinant of a pentadiagonal matrix [15] . In particular, denote the characteristic polynomial of A k by
then the following fact can be derived.
Then for k = 4, 5, . . ., the polynomial ρ k satisfies a 6-term recursion relationship
Let the characteristic polynomial of B k (γ) be noted by
With ̺ −1 := 0, ̺ 0 := 1, ̺ 1 := −λ, ̺ 2 := λ 2 − γ 2 , and ̺ 3 := −λ 3 + 2λγ 2 + 2γ 2 + λ, we see from the above theorem that for k ≥ 4, ̺ k is given recursively by
which clearly is an even function in γ. Corollary 2.3. Both B n (γ) and B n (−γ) have the same characteristic polynomial and, hence, the same set of eigenvalues.
Additional symmetry on the eigenvalues of B n (γ) can be obtained from exploiting its centrosymmetric structure. We shall demonstrate the case for B 2n only. A similar argument can be carried out for B 2n−1 (γ). Let Ξ n = [ξ ij ] denote the n × n standard involution permutation matrix, that is, the perdiagonal matrix whose entries are defined by
Any 2n × 2n centrosymmetric matrix M 2n is of the form [3]
where X n , Y n ∈ R n×n and X n is symmetric. Define the orthogonal matrix
where I n is the n × n identity matrix. It is not difficult to see that
The spectra of X n ∓ Ξ n Y n are known as eigenvalues of M 2n with odd and even parity, respectively. Upon applying the same orthogonal similarity transformation to M 2n = B 2n (γ) of size 2n × 2n, we observe the structure where the corresponding n × n matrices X n ∓ Ξ n Y n of B 2n (γ) are of the form
respectively. Let
denote the characteristic polynomials of X n ∓Ξ n Y n , respectively. Then it is easy to see that f (λ; γ) = g(λ; −γ). A similar argument can be applied to B 2n−1 (γ). We therefore have proved another spectral property of B n . Lemma 2.4. The very same eigenvalue of B 2n (γ) and B 2n (−γ) has opposite parity whereas the very same eigenvalue of B 2n−1 (γ) and B 2n−1 (−γ) maintains the same parity.
By the symmetry described in Corollary 2.3 and Lemma 2.4, it suffices to consider for our inverse problem the case γ ≥ 0 only. The inverse problem is solvable for some γ if and only if it is solvable for some γ ≥ 0 and, in this case, it is also solvable for −γ. Furthermore, the eigenstructure of the matrix B n (0) for the special case of γ = 0 is easy. Indeed, let the Gauss brackets ⌈·⌉ and ⌊·⌋ denote the smallest integer greater than and the largest integer not greater than the number they embrace, respectively. Then B n (0) can be effectively reduced by permutations to two tridiagonal Toeplitz matrices toeplitz([0, 1, 0, . . . , 0]) of size ⌈n/2⌉ and ⌊n/2⌋, respectively, whose eigenvalues are known according to (1.1).
Lemma 2.5. The eigenvalues of B 2n−1 (0) are all simple and, if listed in ascending order, alternate the parities with the largest eigenvalue even. Each eigenvalue of B 2n (0) is always a double eigenvalue.
Henceforth, we shall limit our attention to the case γ > 0 only. Immediately, we find that the largest eigenvalue has the following characteristics.
Theorem 2.6. If γ > 0, then the largest eigenvalue of B n (γ) is positive, simple, and has an even parity.
Proof. Since γ > 0, the matrix B n (γ) is irreducible and nonnegative. The well-known PerronFrobenius Theorem [8, Theorem 8.4.4] asserts that the spectral radius of B n (γ) is precisely the largest eigenvalue λ n (B n (γ)) of B n (γ) and that λ n (B n (γ)) is simple. The corresponding eigenvector is necessarily of one sign and, hence, must be an even vector.
For later reference, we recall a special case of the well-known Courant-Fischer Theorem. The condition where equalities hold is of particular importance to us.
Theorem 2.7. Let P ∈ R n×m be such that P ⊤ P = I m . Let S ∈ R n×n be symmetric and define T := P ⊤ SP . Let the spectra of S and T be denoted as θ 1 ≤ . . . ≤ θ n and τ 1 ≤ . . . ≤ τ m , respectively. Then the interlacing property
Proof. The fact that the spectra of S and T interlace with each other can be found in many references. See, for example, [8, Theorem 4.2.1]. For completion, however, we briefly outline the proof with emphasis on the case when one of the equalities hold.
Let {u 1 , . . . , u n } be an orthonormal basis of eigenvectors of S and let {v 1 , . . . , v m } be such a basis for T . Denote the invariant subspaces spanned by {u 1 , . . . , u i } and by {v 1 , . . . , v j } by U i and V j , respectively. It is clear that, given any u ∈ U
Suppose that the equality in (2.5) holds.
It follows that either
In the former, v is parallel to v j and, hence, is an eigenvector. In the latter, we can replace the inequality by
We thus conclude that either v belongs to the eigenspace spanned by
The process can be continued and must terminate in finitely many steps. In all cases, v is an eigenvector corresponding to the eigenvalue τ j . Similarly, if the equality in (2.6) holds, then u must be an eigenvector corresponding to the eigenvalue θ j . It is clear that the subspace
In the event that θ j = τ j for some j, we see that the vector v ∈ V j (P ⊤ U j−1 ) ⊥ is an eigenvector of T with eigenvalue τ j and P v is an eigenvector of S with eigenvalue θ j .
By applying a similar argument, the other inequality can be established. In particular, there exists a nonzero vector v ∈ V
If θ n−m+j = τ j for some j, we see that the vector v ∈ V
⊥ is an eigenvector of T with eigenvalue τ j and P v ∈ U n−m+j is an eigenvector of S with eigenvalue θ n−m+j .
It is not difficult to calculate that the second largest eigenvalue of B 4 (γ) is given by
By the interlacing property, we know that λ k−1 (B k (γ)) ≥ λ 3 (B 4 (γ)) for all k ≥ 4. We thus confirm the nonnegativity of the second largest eigenvalue. Lemma 2.8. For k ≥ 4, the second largest eigenvalue λ k−1 (B k (γ)) is always nonnegative. We next address the algebraic multiplicity of eigenvalues of B n (γ). Theorem 2.9. If γ > 0, then any eigenvalue of the matrix B n (γ) can have multiplicity at most two.
Proof. We shall prove the result by induction. Eigenvalues of B 3 (γ) are −1 and
. It is clear that any eigenvalue can have multiplicity at most two.
Assume that the assertion is true for B ℓ (γ). Let {u 1 , . . . , u ℓ+1 } be an orthonormal basis of eigenvectors corresponding to eigenvalues {θ 1 , . . . , θ ℓ+1 } of B ℓ+1 . Likewise, let {v 1 , . . . , v ℓ } be such a basis for B ℓ with eigenvalues {τ 1 , . . . , τ ℓ }. Denote the invariant subspaces spanned by {u 1 , . . . , u i } and by {v 1 , . . . , v j } by U i and V j , respectively. By Theorem 2.7, the interlacing relationship
holds for all 1 ≤ j ≤ ℓ.
Suppose that for some j, θ j−1 = θ j = θ j+1 . Then using arguments given in the proof of Theorem 2.7, we are certain that there exist eigenvectors x, y ∈ R ℓ of B ℓ (γ) from the subspaces
are eigenvectors of B ℓ+1 (γ). It follows that x ⊥ y and, hence, are linearly independent. By assumption, any other eigenvector of B ℓ (γ) with eigenvalue τ j must be a linear combination of x and y, and vice versa. In particular, Ξ ℓ x and Ξ ℓ y are also eigenvectors of B ℓ (γ). Without loss of generality, we may now assume that x is an even vector and y is an odd vector. It then follows that both x and y have nonzero first entries.
Recall that Ξ ℓ+1 B ℓ+1 (γ)Ξ ℓ+1 = B ℓ+1 (γ). It follows that all four vectors
are eigenvectors of B ℓ+1 . With the fact that x ⊥ y, it is not difficult to check that these four vectors are necessarily independent, implying that θ j is of multiplicity at least four. By the interlacing property, it would imply that τ j is of multiplicity at least three, contradicting with the assumption in the induction. Note that the family of matrices B n (γ) depends analytically on the parameter γ, it is a classical result that B n (γ) enjoys an analytic Schur decomposition [9, 13] . In particular, at any simple
where C := toeplitz([0, 1, 0, . . . , 0]). This differential equation relationship remains valid even if λ 0 is a multiple eigenvalue. Indeed, if {ǫ m } is a sequence of nonzero real numbers tending to 0 for which lim m→∞ v(γ 0 + ǫ m ) = u(γ 0 ) exists, then the limit
also exists [13, Page 45] . In this case, it can be proved that B n (γ 0 )u(γ 0 ) = λ 0 u(γ 0 ) and µ(γ 0 ) = u(γ 0 ) ⊤ Cu(γ 0 ). We claim that these eigenvalue curves intersect transversally at multiple eigenvalues in the following sense.
Theorem 2.10. If x and y are two orthonormal eigenvectors of B n (γ 0 ) corresponding to the same eigenvalue λ 0 , then x ⊤ Cx = y ⊤ Cy. Proof. By Theorem 2.9, x and y form the basis of the eigenspace Ω corresponding to λ 0 for B n (γ 0 ). That is, Ω is of dimension two.
Assume that x ⊤ Cx = y ⊤ Cy = α Then w ⊤ Cw = α for every unit vector w in Ω. Note that B n (γ) = γC + E where E := toeplitz([0, 0, 1, 0, . . . , 0]). From the fact that λ 0 = x ⊤ B n (γ 0 )x = y ⊤ B n (γ 0 )y, we must have x ⊤ Ex = y ⊤ Ey = β. This would imply that at every γ ∈ R it is always the case that w ⊤ B n (γ)w ≡ γα + β for every unit vector w ∈ Ω, which is not possible . For any fixed γ 0 ∈ R, denote
where v(γ 0 ) is the unit eigenvector of B n (γ 0 ) corresponding to the largest eigenvalue λ n (B n (γ 0 )). Since
for all unit vectors u ∈ R n , it follows that
for all γ ∈ R. This inequality (2.8) together with its equality at γ 0 shows that largest eigenvalue curve λ n (B n (γ)) of B n (γ) is being supported below by the straight line y = aγ + b at γ 0 . Indeed, such a support exists at every γ 0 . This shows the convexity of λ n (B n (γ)). A similar argument can be given for the smallest eigenvalue curve which we summarize as follows [13, Page 42] . Lemma 2.11. The largest eigenvalue λ n (B n (γ)) is a convex function of γ while the smallest eigenvalue λ 1 (B n (γ)) is a concave function of γ.
3. Solvability. The recursive formula (2.3) can be employed as a numerical means to construct a symmetric and pentadiagonal Toeplitz matrix with three prescribed eigenvalues. We will discuss later how the recursion can be compacted into matrix form which facilitates the computation. Before such an endeavor, however, a more fundamental question is whether the inverse problem is solvable. Toward that end, for fixed indices i, j and k, define the subset R ijk of real numbers by
The range of R ijk plays a critical role in the solvability according to the following observation. Theorem 3.1. The inverse eigenvalue problem for A n is solvable for any eigenvalues λ i (A n ) < λ j (A n ) < λ k (A n ) if and only if R ijk = [1, ∞). If R ijk is bounded in the interval [ζ, η], then the inverse eigenvalue problem is not solvable if
Proof. The given ordered triplet λ i (A n ) < λ j (A n ) < λ k (A n ) determines a value for α according to (1.8) . In the meantime, by (1.9), α is a function of γ. Any value of α in the range of R ijk corresponds to at least one value of γ which, in turn, determines the ordered triplet λ i (B n ) < λ j (B n ) < λ k (b n ). Finally, values of a and c are determined from equations (1.4) and b = cγ.
A simple numerical experiment with the case n = 4 illustrates the significance of Theorem 3.1. In Figure 3 by the three largest eigenvalues of B 4 (γ) is plotted in the left drawing in Figure 3. 2. It appears that the set R 234 should be bounded. A test of 500 matrices A 4 = toeplitz([a, b, c, 0]) with entries a, b and c randomly generated from the standard normal distribution, depicted in the right drawing of Figure 3 .2, seems to reaffirm this observation. Although Landau's result asserts that {1, 2, 6} is the spectrum of a certain 3 × 3 symmetric Toeplitz matrix toeplitz([a, b, c]), this experiment seems to suggest that no symmetric Toeplitz matrix toeplitz([a, b, c, 0]) can have {1, 2, 6} as its three largest eigenvalues because the ratio α = 5 is too large. We shall investigate the general case in more details. We separate discussion into two cases.
3.1. Even Dimension. Trivially, the difference quotient α of the three largest eigenvalues of any (symmetric) matrix is at least 1. We know by Lemma 2.5 that this minimal ratio for B 2n (γ) is attainable at γ = 0. Numerical experiments suggest that the ratio α from the three largest eigenvalues of B 2n (γ) is always bounded above. If this is true, then it would imply that the three largest eigenvalues of pentadiagonal Toeplitz matrices cannot be arbitrarily assigned. In this section our goal is to prove the following theorem.
Theorem 3.2. Assume that n is even. The inverse problem of constructing a n × n symmetric pentadiagonal Toeplitz matrix with three given real numbers as its largest eigenvalues is not solvable if the ratio α determined by the three given numbers is too large.
For convenience, denote the even dimensionality by 2n. Let P ∈ R 2n×(2n−1) be the matrix by deleting the last column of the identity matrix I 2n . Then B 2n−1 = P ⊤ B 2n P . The interlacing between the largest few eigenvalues of B 2n−1 (γ) and B 2n (γ) is stated as
Furthermore, observe that X n−1 ∓ Ξ n−1 Y n−1 are principal submatrices of X n ∓ Ξ n Y n , respectively. By the interlacing eigenvalues theorem for bordered matrices [8] , the odd and even eigenvalues of B 2n (γ) interlace with the odd and even eigenvalues of B 2(n−1) (γ), respectively. Such a relationship between B 4 (γ) and B 6 (γ) is illustrated in Figure 3 .3.
We have already proved in Theorem 2.6 that the largest eigenvalue of B n (γ) is simple, positive, and even for every n. We also know from Lemma 2.8 that the second largest eigenvalue of B n (γ) is always nonnegative, if n ≥ 4. We now address the parity of λ 2n−1 (B 2n ). Lemma 3.3. If γ > 0, then the second largest eigenvalue of B 2n (γ) is odd unless it has multiplicity greater than one.
Proof. We know that the even and odd eigenvalues of B 2n correspond to eigenvalues of X n +Ξ n Y n and X n − Ξ n Y n , respectively. By Theorem 2.6, the largest eigenvalue of B 2n (γ) is λ n (X n + Ξ n Y n ). So we only need to compare the second largest eigenvalue λ n−1 (X n + Ξ n Y n ) of X n + Ξ n Y n with the 
, we see that
which has eigenvalues γ − γ 2 + 4, 0, . . . , 0, γ + γ 2 + 4. By the Weyl theorem [8, Theorem 4.3.1], we know that
The second largest eigenvalue of B 2n (γ) therefore is λ n (X n − Ξ n Y n ) because λ n−1 (C) = 0. We are now ready to prove the key result. Theorem 3.4. The second largest eigenvalue of B 2n (γ) is always strictly greater than the second largest eigenvalue of B 2n−1 (γ), that is, λ 2n−2 (B 2n−1 (γ)) < λ 2n−1 (B 2n (γ)) for all γ.
Proof. We shall prove by contradiction. Assume at a certain γ 0 > 0,
Denote orthonormal bases of eigenvectors of B 2n (γ 0 ) and B 2n−1 (γ 0 ), respectively, by {u 1 , . . . , u 2n } and {v 1 , . . . , v ℓ }. We may further assume, according to [3] , that these eigenvectors are either even or odd. Let the invariant subspaces spanned by eigenvectors {u 1 , . . . , u i } and {v 1 , . . . , v j } be denoted by U i and V j , respectively. It follows that there exist a vector y ∈ R 2n−1 of B 2n−1 from the subspaces
By Theorem 2.6, the eigenvalue λ 2n−1 (B 2n−1 (γ 0 )) is necessarily distinct from λ 2n−2 (B 2n−1 (γ 0 )). The vector y therefore can only be in the space spanned by v 2n−2 and, hence, y must be either even or odd. If ν is simple, then by Lemma 3.3 the second eigenvector [y ⊤ , 0] ⊤ of B 2n must be an odd vector. If follows that y 1 = 0 and, hence, y = 0. This contradicts with the fact that y is an eigenvector of B 2n−1 . Thus ν must be a double eigenvalue. That is,
By Theorem 2.10, the eigenvalue curves λ 2n−2 (B 2n (γ)) and λ 2n−1 (B 2n (γ)) must intersect transversally at γ 0 . We know by Lemma 2.1 that the eigenvalue λ 2n−2 (B 2n (γ) is even for large enough γ. It thus follows that nearby γ 0 the parity of λ 2n−1 (B 2n (γ)) must be changed. This contradicts with the result in Lemma 3.3.
By Theorem 3.4, the second and the third eigenvalues of B 2n (γ) are effectively separated according to (3.2) . The following result together with the continuity and the asymptotic property of eigenvalue curves assert the statement made in Theorem 3.2.
Corollary 3.5. There is always a gap between the second eigenvalue and the third eigenvalue of B 2n (γ).
We find it illuminating to demonstrate the interlacing relationship between eigenvalues of B 4 (γ), B 5 (γ), and B 6 (γ) in Figure 3 prefixes "G" followed by its ordering. Similarly marked are the prefix "R" for the eigenvalues of 11 B 5 (γ) and "B" for B 4 (γ). Be aware of the gap between G5 and R4 as asserted by Theorem 3.4 and the separation of G5 and G4.
3.2. Odd Dimension. In contrast to the preceding discussion, our numerical experiments suggest that the ratio α from the three largest eigenvalues of B 2n−1 (γ) is always bounded away from 1 and has no upper bound. Our goal in this section is to establish the following result.
Theorem 3.6. Assume that n is odd. The inverse problem of constructing a n × n symmetric pentadiagonal Toeplitz matrix with three given real numbers as its largest eigenvalues is not solvable if the ratio α determined by the three given numbers is too close to 1.
To establish Theorem 3.6, we first argue that the ratio α has no upper bound by showing that the denominator in (1.8) vanishes at some point. For convenience, we denote the odd dimensionality by 2n − 1.
Theorem 3.7. The curves of the second and the third largest eigenvalues of B 2n−1 (γ) must intersect at some γ 0 > 0.
Proof. It is easy to check that the second largest eigenvalue of B 2n−1 (0) is given by λ 2n−2 (B 2n−1 (0)) = 2 cos π n and has even parity. On the other hand, by Lemma 2.1, the eigenstructure of B 2n−1 (γ) behaves like that toeplitz([0, 1, 0, . . . , 0]) when γ is sufficiently large. In particular, as γ goes to infinity, the second largest eigenvalue of B 2n−1 (γ) is asymptotically given by
which has odd parity. We have pointed out earlier in (2.7) the analyticity of eigenvalue curves. Consequently, each ordered eigenvalue curve must be at least continuous. The only possibility for the second largest eigenvalue curve to change its parity is at an intersection with the third largest eigenvalue curve which has the even parity at infinity. (See, for example, the eigenvalue curves R4 and R3 in Figure 3 .4 for B 5 (γ).) The fact that the ratio α of the three largest eigenvalues of B 2n−1 (γ) is bounded away from 1 can be illustrated by the simple case B 3 (γ). It is not difficult to check that the ratio
attains it minimal value α min = 2 at γ = 0. To see the general case, we write
By Lemma 2.1, we know that
Thus for γ large enough, there is a positive lower bound for the second term in (3.3). On the other hand, note that the difference λ 2n−1 (B 2n−1 (γ)) − λ 2n−2 (B 2n−1 (γ)) is never zero, because the largest eigenvalue λ 2n−1 (B 2n−1 (γ) is always simple. By the continuity of the eigenvalue curves, over any fixed finite interval of γ there exist a positive minimal value, say δ 1 , of λ 2n−1 (B 2n−1 (γ)) − λ 2n−2 (B 2n−1 (γ)) and positive maximal value, say δ 2 , of λ 2n−2 (B 2n−1 (γ)) − λ 2n−3 (B 2n−1 (γ)). It It should be noted that upon convergence, the limit point of the iteration will satisfy the equation (4.1). Such a bearing, however, only guarantees that the triplet {λ i , λ j , λ k } is a portion in the spectrum of the corresponding toeplitz([a, b, c, 0, . . .]). It does not secure that each of the given eigenvalues, say, λ k , maintains its order, say, the k-th largest, in the spectrum. Clearly, in order to keep the given order, the initial value for the iteration scheme must be carefully selected. An interesting discussion about the importance of initial approximation to the full regular Toeplitz matrix considered by Landau [10] can be found in [11] .
We are particularly interested in constructing a pentadiagonal Toeplitz matrix with three prescribed largest eigenvalues λ n−2 ≤ λ n−1 ≤ λ n . In our experiments, we choose to start with the tridiagonal Toeplitz matrix toeplitz([a 0 , b 0 , 0, . . .]) whose first two largest eigenvalues are λ n−1 and λ n (See (1.1) ). It appears that whenever there exists a solution, the iteration from this initial value always converges satisfactorily. We still do not fully understand the reason yet.
We present one numerical example. Suppose {4, 7, 9} are the desirable three largest eigenvalues with the ratio α = 5. Conclusion and Future Work. For the pentadiagonal Toeplitz matrices, we have discovered a surprising but interesting result. The difference quotient α of the largest three eigenvalues, defined by (1.8), plays a critical role. When n is even, this ratio can be as small as one, but cannot be too large. When n is odd, this ratio can be arbitrarily large, but cannot be too close to one. This necessary and sufficient condition is innovative. It also provides a theoretical ground to answer the inverse eigenvalue problem under the pentadiagonal Toeplitz structure. A Newton-type iterative method can be employed to construct such a matrix numerically.
What has not been studied in this paper is to derive the threshold of α above which or below which the inverse eigenvalue problem is not solvable. In view of the example demonstrated in Table 4 .1, it would be interesting to see whether a least upper bound or a greatest lower bound exists and is independent of the size n. It would be of practical importance to justify why our proposed tridiagonal initial value always works.
