Consider a system governed by the time-dependent Schrödinger equation in its ground state. When subjected to weak (size ) parametric forcing by an "ionizing field" (time-varying), the state decays with advancing time due to coupling of the bound state to radiation modes. The decay-rate of this metastable state is governed by Fermi's Golden Rule, Γ[V ], which depends on the potential V and the details of the forcing. We pose the potential design problem: find V opt which minimizes Γ[V ] (maximizes the lifetime of the state) over an admissible class of potentials with fixed spatial support. We formulate this problem as a constrained optimization problem and prove that an admissible optimal solution exists. Then, using quasi-Newton methods, we compute locally optimal potentials. These have the structure of a truncated periodic potential with a localized defect. In contrast to optimal structures for other spectral optimization problems, our optimizing potentials appear to be interior points of the constraint set and to be smooth. The multi-scale structures that emerge incorporate the physical mechanisms of energy confinement via material contrast and interference effects.
Introduction
In many problems of fundamental and applied science a scenario arises where, due to physical laws or engineering design, a state of the system is metastable; the state is long-lived but of finite lifetime due to coupling or leakage to an environment. In settings as diverse as linear and nonlinear optics, cavity QED, Bose-Einstein condensation (BEC), and quantum computation, one is interested in the manipulation of the lifetime of such metastable states. Our goal in this paper is to explore the problem of maximizing the lifetime of a metastable state for a class of ionization problems. The approach we take is applicable to a wide variety of linear and nonlinear problems. Specific examples where metastable states exist include:
These examples are representative of a class of extended (infinite spatial domain), yet energypreserving (closed) systems, where the mechanism for energy loss is scattering loss, the escape of energy from a compact spatial domain to spatial infinity.
Such systems can often be viewed as two coupled subsystems, one with oscillator-like degrees of freedom characterized by discrete frequencies and the other a wave-field characterized by continuous spectrum. When (artificially) decoupled from the wave-field, the discrete system has infinitely longlived time-periodic bound states. Coupling leads to energy transfer from the system with oscillator like degrees of freedom to the wave field. In many situations, a (typically approximate) reduced description, which is a closed equation for the oscillator amplitudes, can be derived. This reduction captures the view of the oscillator degrees of freedom as an open system with an effective (radiation) damping term. In the problems considered in this paper, the reduced equation is of the simple form:
Here, is a real-valued small parameter, measuring the degree of coupling between oscillator and field degrees of freedom. A (t) denotes the slowly-varying complex envelope amplitude of the perturbed bound state. Λ is a real frequency and Γ > 0 is an effective damping, governing the rate of transfer of energy from the oscillator to field degrees of freedom. For example, consider the general linear or nonlinear Schrödinger equation
Here, V (x) is a real-valued time-independent potential and W (t, x, |φ|) is a time-dependent potential (parametric forcing), W =β(t, x), or nonlinear potential, e.g. W = ±|φ| 2 . Equation (1.2) defines an evolution which is unitary in L 2 (R).
In this article we focus on the class of one-dimensional ionization problems, where
where β(x) is a spatially localized and real-valued function and µ > 0 is a parametric forcing frequency. Thus, our equation is a parametrically forced Schrödinger equation:
We focus on the case where the parameter is real-valued and assumed sufficiently small.
Assumptions for the unperturbed problem, = 0: Initially we assume that the potential V (x), decays sufficiently rapidly as |x| → ∞, although we shall later restrict to potentials with a fixed compact support. Furthermore, we assume that H V has exactly one eigenvalue λ V < 0, with corresponding (bound state)eigenfunction, ψ V (x):
Thus, φ 0 (x, t) = e −ıλ V t ψ V (x) is a time-periodic and spatially localized solution of the unperturbed linear Schrödinger equation:
We indicate an explicit dependence of λ V and ψ V on V , since we shall be varying V .
Fermi's Golden Rule: We cite consequences of the general theory of [33, 19, 20] . If µ, the forcing frequency, is such that λ V + µ > 0, then for initial data, φ(x, 0) = ψ V (x) (or close to ψ V ), the solution decays to zero as t → ∞. On a time scale of order −2 the decay is controlled by (1.1), i.e. The emergent damping coefficient, Γ [V ] , is often called Fermi's Golden Rule [35] , arising in the context of the spontaneous emission problem. However, the notion of effective radiation damping due to coupling of an oscillator to a field has a long history [22] . In general, Γ [V ] is a sum of expressions of the form:
|A(t)
(1.6) (see (3.2) ) where G W (ψ V ) depends on the coupling perturbation W in (1.2) and the unperturbed bound state, ψ V . Here, e V (·, k res ) = t V (k res )f V (·, k res ) is the distorted plane wave (continuum radiation mode) associated with the Schrödinger operator, H V , at a resonant frequency k res = k res (λ V ), for which k 2 res ∈ σ cont (H V ). t V (k) denotes the transmission coefficient and f V (x, k) a Jost solution. In Secs. 2 and 3 we present an outline of the background theory for scattering and the ionization problem, leading to (1.5), (1.6); see [33] .
We study the problem of maximizing the lifetime of a metastable state, or equivalently, minimizing the scattering loss of a state due to radiation by appropriate deformation of the potential, V (x), within some admissible class, A 1 (a, b, µ):
(1.7)
We refer to Eq. (1.7) as the potential design problem (PDP). Our admissible class, A 1 (a, b, µ), is defined as follows:
has exactly one negative eigenvalue, λ V , with corresponding eigenfunction ψ V ∈ L 2 (R), which satisfies Eq. (1.4) :
4. k res ≡ √ λ V + µ > 0 (formal coupling to continuous spectrum) Remark 1.1. Based on our numerical simulations, we conjecture that the hypothesis 2., imposing a bound of V , can be dropped.
The idea of controlling the lifetime of states by varying the characteristics of a background potential goes back to the work of E. Purcell [29, 30] , who reasoned that the lifetime of a state can be influenced by manipulating the set of states to which it can couple, and through which it can radiate. Remark 1.2. We discuss the potential design problem where
Remark 1.3. How does one minimize an expression of the form (1.6)? We can think of two ways in which (1.6) can be made small: Mechanism (A) Find a potential in A 1 for which the first factor in (1.6), |t V (k res )| 2 is small, corresponding to low density of states near k 2 res . N.B. As proved in Proposition 2.6, |t V (k)| ≥ O(e −Ka ) for V with support contained in [−a, a].
Mechanism (B)
Find a potential in A 1 which may have significant density of states near k 2 res (say |t V (k res )| ≥ 1/2) but such that the oscillations of f V (x, k res ) are tuned to make the matrix element expression (inner product) in (1.6) small due to cancellation in the integral.
Indeed, we find that both mechanisms occur in our optimization study. Remark 1.4. We are interested in the problem of deforming V within an admissible set in such a way as to maximize the lifetime of decaying (metastable) state. Intuitively, there are two physical mechanisms with which one can confine wave-energy in a region: via the depth of the potential (material contrast) and via interference effects. We shall see that our (locally) optimal solutions, of types (A) and (B) find the proper balance of these mechanisms.
Overview of results:
1. In Proposition 4.11 we show that the optimal solution to Eq. (1.7) exists, for an admissible set, A δ 1 (a, b, µ), derived from A 1 (a, b, µ) by relaxing a discrete constraint; see Eqs. (4.2) and (5.1). 
Fix the admissible set
For example, we have chosen a potential of the form V init = −A sech(Bx) 1 |x|≤a with the parameters A and B appropriately chosen. We use a quasi-Newton method within A δ 1 (a, b, µ) and, after about 50-100 iterations, find a potential
. Therefore, by Theorem 3.1 [33, 19, 20] , the decay time for the solution of (1.3) with potential V = V opt and data φ (0) = ψ Vopt is much, much longer than that for the Schrödinger equation with potential V = V init and data φ (0) = ψ V init . Thus our optimization procedure finds a potential which supports a metastable state which has a very long lifetime, in the presence of parametric forcing coupling to scattering states.
4.
As an independent check on the performance of our optimal structures, we numerically solve the initial value problem for the time-dependent Schrödinger equation (1.3) with = 1 for both V = V init with data φ (0) = ψ V init and V = V opt with data φ (0) = ψ Vopt . Figure 1 displays a representative comparison of these numerical experiments, revealing the decay of the bound state for V init and a striking persistence (non-decay) of the bound state for V opt . The details of this simulation are given in Sec. 6.6.
5. In Section 6.1, we investigate the optimization for classes of potentials with increasing support, i.e. A δ 1 (a, b, µ) for an increasing sequence of a-values: 0 < a 1 < a 2 < · · · < a m . Figure 2 shows local optima found in A δ 1 (a j , b, µ). As a is taken larger, the sequence V opt,a 1 , V opt,a 2 , . . . V opt,am appears to take on the character of a truncation to the interval [−a, a] of a periodic structure with a localized defect. This suggests the following Conjecture 1.1. {V opt,a } converges to V opt,∞ (x) = V per (x) + V loc (x), where V per is periodic on R and V loc (x) is spatially localized.
6. Our computational methods find locally optimal solutions which have small values of Γ due to either of the mechanisms discussed in Remark 1.3 above. In Sec. 6.3, we find the confinement properties of potentials, which are optimal due to the cancellation mechanism ( mechanism (B) ), are very sensitive to perturbations in the forcing frequency away from the forcing frequency, µ, for which the optimization is carried out.
7. In section 6.6 we study the stability or robustness of the state, ψ Vopt , for a locally optimal potential, V opt . Time-dependent simulations of the parametrically forced Schrödinger equation are performed for an un-optimized potential, V init , and initial data ψ V init + noise and for V opt , and initial data ψ Vopt + noise. Optimal structures effectively filter noise from a ground state, while a generic potential does not. The time scale of bound state radiation damping
is the time scale for dispersion of noise.
8. Our computations show that the inequality constraints of the (relaxed) admissible set, (4.2), are not active at optimal potentials. This is in contrast to studies of other spectral optimization problems, i.e. scattering resonances [13, 14] and band gaps [18, 32] and other problems [21, 7, 26, 11] , where periodic patterns attaining material bounds are obtained.
Outline of the article
In section 2 we introduce the needed scattering theory background to explain resonant radiative time-decay and Fermi's golden rule, Γ[V ], which characterizes the lifetime of metastable states. In section 3 theory we summarize the theory of [33, 19, 20] in the context of the ionization problem (1.3). In section 4 we introduce an appropriate regularization, A δ 1 , of the admissible set of potentials, A 1 (see Definition 1.1) which is advantageous for numerical computation, and prove the existence of a minimizer within this class. In section 5 we outline the numerical methods used to solve the optimization problem. In section 6 we present numerical results for optimal structures and, as an independent check, investigate the effectiveness and robustness of these structures for the time-dependent Schrödinger equation with optimized and un-optimized potentials. Section 7 contains discussion and conclusions and Appendix A contains the detailed computations of functional derivatives and gradients used in the optimization.
Notation and conventions
comp (R) is the space of compactly supported L 2 (R) functions and L 2 loc (R) is the space of functions which are square-integrable on any compact subset of R.
B(X, Y ) denotes the space of bounded linear operators from X to Y and B(X) = B(X, X).
7. The letter C shall denote a generic constant. 2 Spectral theory for the one-dimensional Schrödinger operator with compact potential
In this section, we discuss relevant properties of the Schrödinger operator H V ≡ −∂ 2 x + V for sufficiently regular and compactly supported potentials, e.g. V ∈ A 1 (a, b, µ). More general and complete treatments can be found, for example, in [1, 34] .
The outgoing resolvent operator
Let 0 = k ∈ C. For V = 0, we introduce the outgoing free resolvent
. The function ψ = R 0 (k)f satisfies the free Schrödinger equation and outgoing boundary condition
For V = 0 we introduce the outgoing resolvent,
and which, for k > 0, is bounded on L 2 (R) except for a discrete set of the form, k l = ıκ l , κ l > 0, where −κ 2 l are eigenvalues of H V . We have the identity
or equivalently, the Lipmann-Schwinger equation,
Proposition 2.1. The following are properties of the resolvent, R V [1, 34].
The family of operators
given by Eq. (2.3), exists and has a meromorphic extension to k ∈ C. It has no pole for k ∈ R \ {0}.
For k
We denote by G V (x, y, k), the Green's function, defined as the kernel of the integral operator R V (k), in analogy with Eq. (2.1). In the upper half plane, k > 0, G V (x, y, k) has a finite number of simple poles at k l = iκ l , κ l > 0 . In the lower half plane, k < 0, G V (x, y, k) may have poles at resonances, values of k for which the scattering resonance spectral problem:
has a non-trivial solution.
A consequence of Theorem 4.2 of [1] is the following:
, it can be extended to k ≥ 0 as an operator on B(L 2,s , H 2,−s ) with limit
Throughout this paper, we shall understand R V (k 0 ), for k 0 ∈ R, to be the limit taken in this way.
Since we are interested in how the properties of solutions change with the potential, we make use of the resolvent identity
We now refine Thm. 2.2 by showing that 
and the following
There exists a
uniformly for all k ∈ R.
Proof. Let f ∈ L 2,s (R). Using Eq. (2.5) and Thm. 2.2, we compute
Then using Lemma 2.3 we have
We now claim that there exists a ρ 0 > 0 and constants C(V ) and
Equation (2.8) now follows once we have shown Eq. (2.9). To show Eq. (2.9), we use the resolvent identity
Using Eqs. (2.6a) and (2.6b) we have
and Eq. (2.9) follows from using the Neumann series in Eq. (2.10).
Proof. Eq. (2.11a) follows from Eq. (2.1). To show Eq. (2.11b), we compute
where we used Eq. (2.6). We now use the resolvent identity
and Eq. (2.6) on the first term in Eq. (2.12) to obtain 2.2 Distorted plane waves, e V ± (x; k), and Jost solutions, f V ± (x; k) Distorted plane waves, e V ± (x; k), are states which explicitly encode the scattering experiment of a plane wave incident on a potential resulting in reflected and transmitted waves. The Jost solutions, f V ± (x; k), can be thought of as the states to which e ±ikx deform for nonzero V (x) in the spectral decomposition of H V . In this section, we introduce these states and give their basic properties.
The continuous spectrum of
For V = 0 these are the plane wave solutions e 0± (x, k) = e ±ıkx . For V = 0, the unique solution to Eq. (2.13) is given by
If V is compactly supported within [−a, a], for x / ∈ [−a, a], the solutions e V ± (x, k) are given in terms of the transmission t V (k) and reflection r V (k) coefficients
The following proposition establishes that if V is compactly supported then |t V (k)| is bounded away from zero, uniformly in k. We shall use this result in the interpretation of our numerical computations in Section 6.3.
Proof. Consider the integral equation governing e V + (x, k):
Therefore, by Gronwall's inequality
and thus
To bound |e V + (x, k)|, observe that for fixed k = 0, we can choose x * < −a such that arg(r V (k)) = 2kx * . Therefore
The bounds (2.19) and (2.20) imply (2.16).
The following proposition states that we can choose a constant to bound the distorted plane waves for all potentials in a small L ∞ -neighborhood of a V ∈ A 1 . Proposition 2.7. Fix a, b, µ ∈ R and V ∈ A 1 (a, b, µ) and let B ∞ (V, ρ) be as in Eq. (2.7). There exists a ρ 0 > 0 such that for U ∈ B ∞ (V, ρ 0 ) the distorted plane waves e U ± (x, k) satisfy
Proof. Using Eq. (2.14), we compute
This last line follows from a Proposition 2.4.
Definition 2.1. The Jost solutions, f V ± (x, k), associated with the time-independent Schrödinger equation (H V − k 2 )u = 0 are defined by
By results of [8] , for any k ∈ R and any compact subset, C, of R
Note also that Propositions 2.7 and 2.6 imply a bound on |f V ± | in the case where V has compact support.
Spectral decomposition of the 1D Schrödinger operator
We state the spectral theorem in terms of the distorted plane waves (see e.g. [34] ):
Proposition 2.8 (Spectral Decomposition). Let e V ± and f V ± denote the distorted plane waves and Jost solutions given by (2.14) and (2.21). Let λ j for j = 1 . . . N be the eigenvalues of H V with corresponding (normalized) eigenfunctions ψ j (x). Then, h = P d h + P c h where P d and P c are, respectively, projections onto the discrete and continuous spectral parts of H V given by
where g is any Borel function. Finally, by approximation we have that (2.24) holds with g(ζ) = δ(ζ), the Dirac delta distribution in the distributional sense.
Radiation damping and Fermi's Golden Rule
In this section, we explain how Γ[V ], given in Eq. (1.6), emerges as the key quantity controlling the lifetime of the metastable state. We now state a theorem on the ionization and decay of the bound state and then sketch the idea of a proof, which explains the mechanism of decay and (1.5). A detailed proof can be found in [33, 19, 20] . The following result holds for generic potentials with one bound state. In particular, these hypotheses are satisfied by V ∈ A δ 1 (a, b, µ).
Theorem 3.1. Consider the parametrically forced Schrödinger equation
Assume V and β satisfies the general conditions of [33, 19] . Consider the initial value problem for Eq.
is the non-negative quantity defined by
where e V ± and f V ± denote, respectively, the distorted plane wave and Jost solutions, and t V (k) denotes the transmission coefficient.
Then, there exists 0 > 0 such that for < 0
Remark 3.1. For certain choices of potentials, the parametrically forced Schrödinger (ionization) problem is exactly solvable by Laplace transform methods and the time-behavior can be computed for all > 0. See, for example, [6, 5] .
A sketch of the proof. In this sketch, we drop the subscript on ψ V and superscript on φ . For small , it is natural to decompose the solution as
where a(t) = ψ, φ(·, t) and φ c = P c [φ] is the continuum projection; see (2.23) . To simplify the discussion we take as initial data:
Substitution of (3.3) into (3.1) and projecting onto the discrete and continuous spectral parts of H V yields the following coupled system:
Since has been assumed small, the coupling between a(t) and φ c (t, x) is weak. We now proceed to make a set of simplifications leading to a minimal model, in which the mechanism of radiation damping is fairly transparent. First, since the first term on the right hand side of (3.5a) contributes an order mean-zero frequency shift from λ, we neglect it. Second, from equation (3.5b) we formally have that φ c = O( ). Therefore, the last term on the right hand side of (3.5b) is O( 2 ) and we therefore neglect it. Finally, the second equation evolves in the continuous spectral part of H V and we formally replace H V by H 0 = −∆. The resulting system is the following Hamiltonian system of an oscillator of complex amplitude a(t) coupled to a field φ c (t, x):
We can exploit a separation of time-scales by extracting the fast phase from a(t) via the substitution 
The choice of regularization is dictated by the outgoing radiation condition for t → +∞; see [33, 19] .
Returning to the original (un-approximated) equations (3.5), we have analogously
The coefficient of A(t) in (3.8) can be computed by applying the functional calculus identity (2.24) to the function g(s) = (s − k 2 res − ıτ ) −1 , together with the distributional identity
and the identification s → H V . In particular,
from which the expression (3.2) follows after setting ν = k 2 and carrying out the integral.
4 A constrained optimization problem: design of a potential to minimize radiative loss
We now consider the Potential Design Problem (PDP) given in Eq. (1.7) with Γ[V ] defined in Eq. (3.2). We begin by discussing the set of admissible potentials A 1 (a, b, µ) defined in Def. 1.1. For the purpose of numerical computation we relax he admissible set, A 1 → A δ 1 , by replacing the discrete constraint (H V has exactly one eigenvalue) by an inequality constraint, in terms of a regularization parameter, δ. We then show that the objective function is locally Lipschitz and that a solution to the PDP exists in the modified admissible set, A δ 1 (a, b, µ).
The admissible set
Denote the Wronskian of the distorted plane waves, e V ± , by
Zeros of W V (k) correspond to poles of the Green's function G V (x, y, k) as introduced in Sec. 2.1. In particular, the zeros of W V (k), in the upper half plane, are eigenvalues. The number of eigenvalues is increased or decreased by one, typically through the crossing of a simple zero of W V (k) through k = 0 as V varies. 1 Our strategy to fix the number of eigenvalues is then to start with a one bound state potential and deform V , keeping W V (0) = 0. However, numerically it is advantageous to replace contraint W V (0) = 0 by the inequality constraint Proof. We show that no bound states are lost along the path γ(t). A similar argument shows that no bound states are gained.
Define f (k, t) ≡ W γ(t) (k) and consider the equation f (k, t) = 0. Let λ 0 denote the eigenvalue
= 0, i.e. λ 0 is a simple eigenvalue, by the implicit function theorem, there exists T > 0 such that for |t| < T , there is a parameterized family t → λ t with λ t < 0 and f (ı |λ t |, t) = 0. Let
Let η ± V (x) = e V ± (x, 0) be the distorted plane waves at k = 0 which satisfy
Our gradient-based optimization approach requires that we compute the variation of the Wronskian, W V (0), with respect to the potential V . This calculation will also be used to establish Lipschitz continuity of W V (0).
comp → R with respect to the potential is given by
Proof. See Appendix A.
To prove that W V (0) is locally Lipschitz, we use the following lemma.
Suppose further that the variation δf δV is bounded in an L ∞ -neighborhood of V . Then there exists a ρ 0 > 0 and a constant C(ρ 0 , V, a) such that for U ∈ B ∞ (V, ρ 0 )
Proof. The Mean Value Theorem and Proposition 4.3 imply that there exists a ρ 0 > 0 such that for every U ∈ B ∞ (V, ρ 0 ), there exists a potentialṼ = tV + (1 − t)U for some t ∈ [0, 1] such that
This gives the estimate
The proof is completed by choosing a, b, µ) . Let W V (0) be as defined in Eq. (4.1). There exists ρ 0 > 0 and a constant C(ρ 0 , V, a) such that if U ∈ B ∞ (V, ρ 0 ) then
Proof. Propositions 2.7 and 4.3 give that 
Properties of the objective functional, Γ[V ]
In this section, we begin with a formal calculation of the Fréchet derivative of Γ[V ], given by (3.2). We then show that Γ[V ] is (locally) Lipschitz with respect to V .
2) with respect to the potential V is given by
where
Proof. Equation (4.5a) is obtained by the chain rule. A detailed computation of each term is given in Appendix A. 
Proof. First we use the triangle inequality to obtain
We now treat the terms A ± − D ± in Eq. (4.7) in turn. We'll repeatedly use the inequality |a| 2 − |b| 2 ≤ |a + b||a − b|.
A. We compute
Recalling k V = √ λ V + µ and using Eq. (A.3) we have
We compute
Now using Eq. (A.4) and Thm. 2.2 we obtain
C. We compute
Using Eq. (2.14) we have that
Thus, by Prop. (2.4) and Eq. (4.9) we have
Insertion of (4.10) into the above bound on D ± and use of Prop. 2.5, (4.8) and Proposition 2.7 implies |D ± | ≤ C V − U ∞ . Proposition 4.9 now follows from assembling the estimates A-D.
Remark 4.10. As mentioned in Remark 1.2, we shall consider optimization problems where (i) β(x) is a fixed specified function and where (ii) β(x) = V (x). For type (ii) problems Γ[V ] is given by
That Γ[V ] in this case is Lipschitz follows by the same arguments as above. Furthermore, it is Fréchet differentiable and the additional contribution of the Fréchet derivative of Γ[V ], to be added to the expression in Proposition 4.7, is given by:
Existence of a minimizer
We show that the potential design problem attains a minimum in the admissible class
(4.12)
there is a weakly convergent subsequence converging to V * ∈ H 1 . Moreover, the family {V n } is uniformly bounded and equicontinuous on [−a, a]. By the Arzelà-Ascoli theorem, there is a subsequence (which we continue to denote by {V n }) converging to V * ∈ H 1 and such that Forward Problem. We refer to the evaluation of Γ[V ] and W V (0) for a given V ∈ A δ 1 (a, b, µ) as the forward problem.
To evaluate the objective function Γ[V ], first the eigenpair (λ V , ψ V ) satisfying Eq. (1.4) is computed using a three-point finite difference discretization and the Matlab eigs command. Next, the distorted plane waves e V ± (x, √ µ + λ V ) are computed using the decomposition as in Eq. (A.5) and then solving Eq. (A.6) using the same discretization. The integrals for Γ[V ] are then evaluated using the trapezoidal rule.
The evaluation of W V (0) requires the distorted plane waves at k = 0, which are computed using a Crank-Nicholson method. For numerical stability, the Wronskian, which is analytically a constant in x, is computed on a uniform grid and is averaged over the spatial domain. As a check on the discretization, we ensure that the variance of the Wronskian does not exceed a specified tolerance.
Optimization Problem. Local optima of Eq. (5.1) are found using a line-search based L-BFGS quasi-Newton interior-point method [25] as implemented in the Matlab command fmincon. We use the optimize-then-discretize approach, where gradients are computed as in Proposition 4.3 and 4.7 and evaluated using the discretized counterparts. The constraints,
are enforced using a logarithmic-barrier function. The method terminates when the line search cannot find a sufficient decrease in the objective function.
In the numerical experiments, presented in Section 6, we use a computational domain larger than the interval [−a, a] defining the support of the potential V and depending on the magnitude of a, between 1000 and 3000 grid points. The method converges in less than 100 iterations and takes approximately 5-20 minutes using a 2.4 GHz dual processor machine with 2GB memory.
Time-dependent simulations. In Sections 6.6 and 6.7 we study time evolution for the initial value problem in Eq. (1.3). This is accomplished using the same discretization as above and the time stepping routine for stiff ordinary differential equations implemented in ode15s in Matlab. The outgoing boundary conditions are approximated using a large domain with a dissipative term localized at the boundary.
Results of numerical experiments
In this section, we present the results of many numerical experiments using the methods described in Section 5 to study locally optimal solutions of the potential design problem (5.1). The constraints in Eq. (5.1) depend on µ (forcing frequency), a (support width), b (H 1 bound on V ), and δ (relaxation parameter), while the objective function depends on the choice of spatial perturbation of the potential, β(x). For δ sufficiently small and b sufficiently large, we find that in all numerically computed solutions of Eq. (5.1), a local optimum is achieved at an interior point of the constraint set, A δ 1 (a, b, µ), i.e. the constraints (5.2) are not active at the optimal solution. This is in contrast to the structure of optimal solutions of other design problems studied in [7, 13, 14, 18, 21, 26] where the optimal potentials always attain the bounds and are referred to as "bang bang" controls. We conjecture that the H 1 bound on V can be relaxed in Proposition 4.11 and that the constraints of a compactly supported potential with a finite number of bound states is sufficient for the minimization to be well posed, i.e. there exists b 0 , δ 0 > 0 such that for b ≥ b 0 and δ < δ 0 :
Thus, we consider potential optimization problems for the two classes of β(x) in Remark 1.2 and vary µ and a. Let V * a denote the optimal potential for support parameter a. We note that existing structure changes very little as we increase a. That is, V * a and V * b are nearly equivalent on the set [c, c] where c = min(a, b). This is numerical support for Conjecture 1.1.
The following table gives the value of Γ[V ] for the sequence of potentials in Fig. 2(left) . The non-monotonicity of Γ with increasing support parameter, a, reflects the fact that we are only able to compute local minima of Γ. For small a, a relatively small number of design variables give good numerical accuracy in evaluating the oscillatory integral that defines Γ and the optimization method converges easily. However, as a increases, the numerical method degrades as we are forced to balance accuracy with the number of optimization variables. In Fig. 2 (right) we plot locally optimal potentials for 5 different values of forcing frequency µ. The optimal potentials vary smoothly as we change µ with the period of the oscillation in the tails of the potentials decreasing with increasing µ.
The following table gives the value of Γ[V ] for the potentials in Fig. 2(right) . 
see (3.2). As discussed in the introduction, two possible mechanisms can be used to decrease the values of Γ[V ]; see Remark 1.3: Mechanism (A) Find a potential in A 1 for which the first factor in (1.6), |t V (k res )| 2 is small, corresponding to low density of states near k 2 res , or Mechanism (B) Find a potential in A 1 which may have significant density of states near k 2 res (say |t V (k res )| ≥ 1/2) but such that the oscillations of f V (x, k res ) are tuned to make the matrix element expression (inner product) in (1.6) small due to cancellation in the integral.
In Fig. 3 we display the results of numerical simulations illustrating examples of both mechanisms at work. On the left is the potential, V A,opt (x), and diagnostics exhibiting mechanism (A) and on the right we exhibit mechanism (B) for the potential labeled V B,opt (x). For both examples we choose β(
The potential V A,opt (x) is obtained via optimization on the set A δ 1 with a = 64 and µ A = 2 (same as in Fig. 2 (left) 
The decaying potential q M (x) has continuous spectrum extending from zero to infinity. We expect however the spectral measure, associated with the self-adjoint operator, −∂ 2 x +q M (x) for M 1, to have little mass on those intervals corresponding to the gaps in the spectrum of the limit operator, −∂ 2 x + q(x). Related to this is the observation that the
, is uniformly small, for k 2 in the spectral gaps of the limit operator, and converge weakly to one for k 2 in the spectral bands; see, for example, [2, 17] . Thus, by plotting the amplitude of the transmission coefficient for our optimal potentials we can anticipate whether the density of states is small and a spectral gap is being opened around the resonant frequency, k V . Thus, if k V lies in an interval of very low transmission, t V (k), the Γ, given by (3.2) will be small.
The left plot in the second row shows that the transmission coefficient for V A,opt (x) is very close to zero very near the resonant frequency, k V A,opt . On the right we see that for V B,opt (x) the transmission coefficient very near k V A,opt close to one.
In the third row of plots, for each potential, we plot the modulus of the distorted plane wave at the resonant frequency, |e V + (x, k V )|. (Recall that for a symmetric potential, e V − (x, k) = e V + (−x, k) .) The modulus of the distorted plane wave associated with V A,opt (x) decays rapidly as it enters the support of the potential, as expected since the transmission coefficient is nearly zero for this frequency (see Eq. (2.15)). The modulus of the distorted plane wave associated with V B,opt (x) is nearly unity over the support of the potential.
In the bottom row of plots of Fig. 3 we highlight an additional distinction between these two mechanisms. We fix the optimal potentials, V A,opt (x) and V B,opt (x), respectively optimized for forcing fixed frequencies µ A and µ B . We then consider the variation of the function µ → Γ[V opt ; µ], where
Here, µ varies over a range of forcing frequencies above and below µ A , respectively, µ B . We find that for V A,opt (x), the value of Γ is relatively insensitive to small changes in µ near µ A . Indeed, this is expected. Small variations in µ, imply small variations in By Proposition 2.6,
Thus we find that Γ > 0 due to Mechanism (A). However, in principle, one could find a potential such that due to perfect cancellation, Γ = 0 by mechanism (B). Indeed, the potential V B has an extremely small value of Γ.
Further discussion of mechanism (A); potentials which open a gap in the spectrum
We have observed that some locally optimal potentials, e.g. the potential associated with the left column of Fig. 3 , have small values of Γ due to mechanism (A), creating a low density of states at the resonant frequency k Vopt . We explore this phenomena further here and discuss the relation to Bragg resonance. Fig. 2(left) , a spectral gap forms as a ↑ ∞.
(Right) For each of the potentials in Fig. 2(right) , the resonant frequency lies in a spectral gap.
For the sequence of potentials given in Fig. 2 (left) corresponding to an increasing sequence of values for the support parameter a, we plot in Fig. 4 (left) the transmission coefficients (top) and resonances in the lower complex plane (bottom) in corresponding colors. For each potential, the location of the resonant frequency, k Vopt is indicated by a black cross (+) in the transmission diagram. The resonances were computed by solving the associated quadratic eigenvalue problem using MatScat [3] . x + q M will converge to the spectrum of −∂ 2 x + q ∞ [2, 17] . In Fig. 4 (left) , we see from both the transmission coefficient and the resonances that a gap is opening in the spectrum as a ↑ ∞, supporting Conjecture 1.1, that q ∞ (x) is a periodic potential with a localized defect.
Remark 6.4. For large support parameter a, a narrow spike forms in the transmission coefficient for a value k within the spectral gap of the limiting operator and a resonance lies nearby. In the limit that a ↑ ∞, this resonance converges to a point eigenvalue within the spectral gap. For periodic potentials with a localized defects, such defect eigenvalues exist [16, 9, 10, 27] . Our V opt are qualitatively similar to the class studied in [16] . Note that the spike in the transmission coefficient in Fig. 4 (left) appears to lie near the resonant frequency, but at a distinct value.
In Fig. 4 (right) we plot k vs. the transmission coefficient |t V (k)| 2 for the color-corresponding potentials obtained by varying µ (the forcing frequency for which the optimization is performed) in Fig. 2 (right) . For each value of µ, the resonant frequency lies in a spectral gap for each value of µ and there appears only to be a single gap.
Remark 6.5. The Schrödinger operator H q = −∂ 2 x + q with one specified spectral gap is unique and can be explicitly written in terms of Jacobi elliptic functions [15] . These are called one-gap potentials. Using the transmission coefficient plots in Fig 4 (right) to estimate the position of the spectral gap, we find that the corresponding one-gap potential has period comparable to that of the periodic tail of the potentials given in Fig. 2(right) . potential added has small amplitude, then this heuristic is equivalent to adding a cosine or Mathieu potential with frequency given by the Bragg relation.
6.5 Optimizing Γ with β = V as in Eq. (4.11)
Here we study the case where β = V as in Remark 1.2, Eq. (4.11), and Corollary 4.13.
In Fig 5 (left) , we take µ = 2 and plot locally optimal potentials for 4 different values of the support, a. The values of Γ are given in the following table. As noted in Remark 4.1, the solution of the potential design problem is not guaranteed to be unique, since the admissible set is non-convex. Regarding Conjecture 1.1 on the character of the limit of optimizers, V opt,a as a tends to infinity, since for β(x) = V (x) and a = ∞, the functional V → Γ[V ] is invariant under the transformation V (x) → V (x + x 0 ), we could expect convergence to V opt,∞ (x), a localized perturbation of a periodic potential, only modulo translations.
Time dependent simulations
For a locally optimal potential of the potential design problem, (5.1), we independently verify that the potential supports a very long-lived metastable state by conducting time-dependent simulations. See Section 5 for a discussion of the numerical method. We set V init = −A sech 2 (Bx) for suitably chosen A, B and take V opt to be a locally optimal solution to the PDP (5.1) with β = 1 [−2,2] , µ = 2, and a = 12 (same parameter choice as in Section 6.1). We then solve the parametrically forced Schrödinger Eq. (1.3) with = 1 until t = 40 with initial conditions given by the ground state of H V for the two potentials, i.e. φ (0) = ψ Vopt and φ (0) = ψ V init . In Figs. 1 (left) and 1 (center) we Fig. 1 , and cancellation potential in Fig. 3(right) , we plot the time evolution φ (t, x), governed by Eq. (1.3) with initial condition taken to be ψ V + noise. The simulation was performed on a spatial domain [−60, 60] with absorbing boundary conditions. plot V , β, and ψ V for the two potentials. In Figure 1 (right), we plot t vs. | φ (t, ·), ψ V (·) | 2 , the square modulus of the projection of the wave function onto the bound state for the two potentials.
Filtering study
For the same potentials studied in Sec. 6.6 and Fig. 1 plus the one studied in Fig. 3(right) , we conduct the following experiment. We consider the time evolution of Eq. (1.3) until time t = 50 with initial condition taken to be ψ V + noise. The noise is taken to be normally distributed random numbers generated using Matlab's randn function for each point in the interval [−a, a]. The initial condition is then normalized so that φ (0), ψ V = 1. The results are plotted in Fig. 6 . We find that for a non-optimized potential, the final state of the system is nearly zero. While for the locally optimal potential, the bound state emerges as the final state. In the central panel of Figure 6 we see convergence to the projection of the initial condition onto the bound state of H V A ; see central panel of Figure 1 . In the right panel of Figure 6 we see convergence to the projection of the initial condition onto the bound state of H V B .
This study suggests that such a device could be used as a filter to select a particular spatial mode profile. For these potentials, the system behaves as a mode-selecting waveguide, preserving the discrete components of the initial condition, while radiating the continuous components. Alternatively, this study demonstrates the robustness of ψ Vopt to large fluctuations in the data.
Discussion and conclusions
Scattering loss, a conservative loss mechanism, is often a limiting factor in the performance of many engineered devices. Therefore, there is great interest in finding structures with low scattering lossrate. Loss can occur due to parametric or nonlinear time-dependent perturbations which couple an ideally isolated state to an environment. We consider a model of a bound state supported by a potential, V , subject to a time-periodic and spatially localized "ionizing" perturbation. The rate of scattering loss, Γ[V ], due to coupling of the bound state to radiation modes is given by Fermi's Golden Rule, which depends on the potential V . Using gradient-based optimization methods we find locally optimal structures with much longer-lived bound states. These potentials appear to be truncations of smooth periodic structures with localized defects. This approach can be extended Taking variations of H V ψ V = λ V ψ V we find that
Multiplying by ψ and integrating, we obtain δλ V = ψ V , δV ψ V , i.e. [δV ] = α ± e V + + β ± e V − + R V (k V ) δV e V ± + 2k V φ V ± ± ıxV e ±ık V x δk V where α, β are constants. Matching boundary conditions in Eq. (A.7b) and recalling that R V is the outgoing resolvent, we obtain 
where we have used the fact that the operator R V ( √ λ)P c : L 2 → L 2 is symmetric. The second term of Eq. (4.5a) can be written using Eqs. (A.2), (A.8), (A.9), and (A.10)
where A ± is given in Eq. (4.6) and we have again used the fact that R V is a symmetric operator. Using Eq. (A.8), the third term of Eq. (4.5a) is given by (A.14)
To computeη ± , we take variations of Eq. 
