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ABSTRACT 
We presenta Statistical Mechanics for nonlinear systems and a Thermodynamics of ir-
revcrsible processes capable to deal with thc so-called complex systems. Two powerful 
approaches have been used, namely 
• Predicttvc Statistical Mechanics - based on Tnformation Theory - in what con-
sists of the Nonequilibrium Ensemble Formalism (NESOM), and Zubarev's ap-
proach is used, 
• Tnformational Statistical Thermodynamics (IST). 
These theories have been applicd to the study of systcms of bosons, like phonons 
and excitons in condenscd matter. 
Resorting to NESOM and IST we have studicd with a certain depth thc behavior of 
condensed matter when nonlincar effects are present. We have considered optical and 
acoustical phonons and electronic excitons in organic polymers, biological systcms, 
and semiconductors, evidencing complex behavior consisting of three remarkable phe-
nome na: 
• Frohlich-Bose-Einstein condcnsation (Frtihlich Effcct); 
• Propagation of ncar undamped Schri::idinger-Davydov solitons; 
• A so-named Fri::ihlich-Cherenkov Effcct 
IX. 
RESUMO 
O objetivo desta tese é apresentar uma Mecânica Estatística de Sistemas Não-lineares 
e uma Termodinâmica de processos irreversíveis apropriadas para tratar os assim 
chamados sistemas complexos. 
Mais precisamente, foi o de utilizar dois poderosos enfoques para o tratamento de 
sistemas dinâmicos não-lineares, a saber: 
• a Mecânica Estatística Preditiva - baseada na Teoria da Informação - na parte 
correspondente ao Formalísmo dos Ensembles de Não-Equilíbrio (NESOM), onde 
usamos o enfoque de Zubarev; 
• a Termodinâmica Estatística Informacional (IsT). 
Estas teorias foram aplicadas ao estudo de sistemas de partículas tipo boson, como 
são os fonons c éxcitons em matéria condensada via o uso do formalismo MaxEnt· 
NESOM, e a Termodinâmica Irreversível (IST) c Teoria da Função Resposta dele deri-
vadas, temos podido fazer um estudo com certa profundidade do comportamento 
de matéria condensada quando efeitos não-lineares estão presentes. No caso dos bo-
sons considerados fonons ópticos e acústicos e éxcitons em polímeros orgânicos, 
sistemas biológicos e semicondutores, - · pudemos, a partir de uma base mecânica mi-
croscópica, evidenciar comportamento complexo num nível macroscópico e analisar 
xi. 
XH. 
particularmente tal comportamento nesses sistemas dinâmicos não-lineares, eviden-
ciando três notáveis fenômenos, que são: 
• Condensação Fróhlich-Bose-Einstetn (Efeito Frohlich); 
• Propagação de sólitons de Schrodinger-Davydov de vida média muito longa; 
• O efeito Frohlich-Cherenkov. 
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Capítulo 1 
INTRODUÇÃO 
Nesta segunda metade do século XX temos assistido ao enorme desenvolvimento da 
Física Não-linear [Nicolis 1995; Haken 1978]. É difícil definir não-linearidade cm uma 
forma precisa, a não ser, é claro, a posteriori pelo carátcr das equações de evolução ou 
cinéticas que modelam um problema. Assim, cm primeiro lugar, em tais sistemas o 
princípio da superposição de soluções · - fundamental na física linear - não se aplica. 
Afirma-se que a não-linearidade é uma forma de descrição que trata de fenômenos que 
admitem mudanças qualitativas (às vezes de caráter "catastrófico") quando são impos-
tas modificações sobre os vínculos aplicados sobre o sistema. Caos, hoje de enorme 
interesse e desenvolvimento, é dito ser um sintoma da não-linearidade. Outro, aquele 
que nos interessa aqui, é o caso de sistemas macroscópicos abertos e levados fora 
do equilíbrio por fontes externas, quando pode resultar possível a emergência de pa-
drões ordenados em escala macroscópica. Processos como estes têm sido trazidos 
à tona pelo trabalho do prêmio Nobel Ilya Prigogine e da assim chamada Escola de 
Bruxelas. Estes autores têm desenvolvido uma ciência da Termodinâmica de sistemas 
longe do equilíbrio acompanhada de uma teoria cinética fenomenológica, em especial 
para o estudo de reações químicas autocatalíticas [Prigoginc 1947, 1955; Glansdorff & 
l. 
2. 
Prigoginc 1971; Nicolis & Prigogine 1977; Nicolis 1 !18G, 19891. Desta forma, tem sido 
evidenciada a natureza criativa dos processos dissipativos em sistemas abertos, em 
oposição à velha idéia de decaimento por dissipação em sistemas isolados. Prigogine 
e colaboradores, com base nesses resultados, têm proposto a idéia de que tal tipo de 
auto-organização macroscópica em sistemas não-lineares abertos (a assim chamada 
formação de estruturas dissipativas [I..uzzi & Vasconcellos 1991]) pode auxiliar a en-
curtar o fosso hoje existente entre a Física e a Biologia [Prigoginc 1969; Prigoginc et a/. 
l !172a,b]. Ao mesmo tempo o assunto encaixa-se dentro da emergente teoria da com-
plexidade [Anderson l !172, l !1!11; Gell-Mann 1995] da qual Prigogine tem sido um dos 
pioneiros. 
Devemos ressaltar que a característica fundamental deste tipo de comportamento 
complexo é, como dito, que os processos sejam governados por leis não-lineares. Isto 
é conseqüência de que no regime linear (ou de Onsager) não há possibilidade de or-
dem, i. e. de comportamento complexo, devido ao teorema de Prigogine de produção 
mínima de entropia. IJe acordo com esse teorema, o sistema é levado para um estado 
caracterizado pela regressão de flutuações e pela validade das relações ele simetria 
de Onsager [Prigogine 1947, l !155; Glansdorff & Prigoginc 1971; Nicolis & Prigogine 
1977]. A não-linearidade é ubíqua. Fenômenos não-lineares são importantes cm tec-
nologia, particularmente na engenharia elétrica moderna, o caso típico sendo o laser. 
Também no caso de matéria condensada os efeitos não-lineares não são novos, e pode-
mos mencionar a teoria de fluxo plástico de deslocações, ou o caso ele que as vibrações 
harmônicas da rede não podem explicar a expansão térmica dos sólidos, requerendo 
a introdução de anarmonicidades, i. e., forças não-lineares. Contudo, como tem sido 
3. 
manifestado [Landauer 1987], há um interesse renovado por parte dos físicos cm olhar 
seu caráter básico, L e., a procura dos princípios fundamentais que estão por trás dos 
fenômenos não-lineares: "O que estava perdido há uma década não era a sensibilida-
de em relação aos fenômenos não-lineares, porém somente a apreciação da notável 
diversidade de comportamento disponível em sistemas não-lineares. O que é novo é 
o desejo de celebrar a não-linearidade." 
O objetivo principal deste trabalho de tese consiste em apresentar o que se poderia 
denominar, seguindo G. Nicolis - de uma Mecânica Estatística da Não-linearidade e 
de uma Termodinâmica de Sistemas Complexos [Nicolis I !195; Nicolis & Daems 1998]: 
para sermos mais precisos, mostramos como um poderoso enfoquc cm Mecânica Es-
tatística de sistemas fora do equilíbrio, acompanhado de uma teoria cinética quântica 
não-linear, uma teoria da Função Resposta para sistemas longe do equilíbrio, c uma 
Termodinâmica de sistemas dissipativos, mostra-se muito apropriado para tratar sis-
temas com comportamento dito complexo. 
Nesse aspecto, tal objctivo ajusta-se aos interesses do Grupo de pesquisa/ensino 
"Mecânica Estatística de Sistemas Dissipativos" no DFSCM do IFGW /Unicamp, consis-
tindo no desenvolvimento de estudos na área da Termodinâmica e Mecânica Estatística 
de sistemas abertos longe do equilíbrio. Esta é uma questão atual em ativo processo 
de desenvolvimento, c, deve dizer-se, ainda não resolvida satisfatoriamente. Assim há 
várias Escolas de pensamento enfocadas na questão, e, evidentemente, controvérsias 
surgem - resultado de que os diferentes cnfoques têm suas virtudes e seus defei-
tos. Há um caminho a ser percorrido para chegar-se ao aprimoramento de uma teo-
4. 
ria satisfatória, para ter-se uma Termodinâmica de processos irreversíveis confiável e 
aceitável. 
Nesta direção é interessante mencionar o comentário de Otto Redlich [1976]: 
TERMODINÂMICA, como Helena de Tróia - parafraseando Goethe - "be-
wundert viel und viel gescholten". 1 
Mais recentemente, podemos citar G. Nicolis [1995], que escreveu: 
Graças a sua notável flexibilidade e sua habilidade de auto-renovação, a 
Termodinâmica está hoje tão pronta como sempre para cumprir seu papel 
único na Ciência. 
Notemos que a Termodinâmica tem, como dito, várias Escolas de pensamento as-
saciadas. O renomado Laszlo Tisza [1991]listou como principais enfoques para uma 
construção desta disciplina: 
l. O enfoque baseado nas duas leis da Termodinâmica e das regras de operação 
dos ciclos de Carnot, denominado enfoque da engenharia ou termodinâmica CK 
(de Clausius e Kelvin). 
2. O enfoque matemático, que é baseado em geometria diferencial em vez dos ciclos 
de Carnot, denominado Termodinâmica CB (de Caratheodory e Born). 
3. O ponto de vista axiomático, substituindo os ciclos de Carnot e a geometria dife-
rencial por um conjunto de axiomas básicos, que tentam abranger os anteriores 
e estendê-los, denominada Termodinâmica axiomática ou TC (de Tisza e Callen). 
-~···· . ··-·---
]Muito admirada c muito censurada. W. Goethe, Fausto, segunda parte, terceiro ato: Diante do 
palácio de Menelau em Esparta. 
5. 
4. O ponto de vista estatístico~mccânico, baseado obviamente no substrato provido 
pela mecânica microscópica (no nível molecular, ou atômico, ou de partículas, 
ou de quasi-partículas) mais a teoria da probabilidade, que pode ser denominada 
como Termodinâmica de Gibbs ou Termodinâmica Estatística. 
Citamos aqui, porém sem entrar na descrição, duas tentativas recentes para uma 
descrição globalizada da física de sistemas ele grande escala, ligando os níveis micro-, 
meso- e macroscópicos: a teoria GENERICS [Grmela & bhttingcr 1997] c a teoria HoLo-
TRÓPICA [Bernardes 1996]. 
Podemos mencionar exemplos já existentes nestes níveis de descrição: 
1. Da Termodinâmica CK: 
• Termodinâmica de Onsager, ou Clássica Linear; 
• Termodinâmica Generalizada de Prigogine, ou Clássica Não-Linear. 
2. Da Termodinâmica CB: 
• Termodinâmica Racional, baseada na mecânica elos meios contínuos. 
3. Da Termodinâmica TC 
• Termodinâmica Irreversível Estendida, que introduz os fluxos como variá~ 
veis de base e hipóteses ad hoc. 
4. Da Termodinâmica Estatística: 
• Termodinâmica Estatística lnformacional, baseada, evidentemente, no subs~ 
trato proporcionado pela Mecânica Estatística. 
6. 
O próprio Tisza manifestou que o enfoque estatístico-mecânico - o último dos 
acima listados ·· "é o mais rico, assim como o ponto de partida para um grande arran.io 
de generalizações". 
Como mencionado no inicio, é nosso intuito contribuir para o desenvolvimento 
deste enfoque, no que se denomina de Termodinâmica Estatística Informacional (IST, 
acrossemia de lnformational Statistical Thermodynamics). Considera-se que essa IST 
teve início com o trabalho de Hobson [1966a,b] na década de 60. Vários Grupos desen-
volveram e desenvolvem esta teoria, entre os quais se conta o Grupo no IFGW /Unicamp 
referido acima, às vezes mencionado como Escola de Campinas. Em particular, o en-
foque do Grupo baseia-se no uso de determinada forma de tratamento, fundamentado 
nas idéias originais de Gibbs e Boltzmann, dentro do esquema do formalismo dos en-
sembles, porém para sistemas arbitrariamente longe do equilíbrio. Usamos o enfoque 
do chamado Método do Operador Estatístico de Não-Equilíbrio (NESOM, na acrosse-
mia em Inglês), iniciado por vários autores e sistematizado e estendido pela Escola 
Russa ele Mecânica Estatística (Bogoliubov, Krylov, Zubarev, Peletminskii, etc.). Uma 
descrição completa pode ser consultada nos artigos de revisão c livros listados nas 
referências como [Grupo GMESD, 1990-1998]. 
O esquema da tese consiste numa aplicação elo formalismo - dentro do inten-
to ele testar resultados básicos .iá desenvolvidos sobre o NESOM e a IST - ao estudo 
de fenômenos físicos reais, experimentáveis no laboratório. Particularmente, como 
já dissemos anteriormente, trataremos aqui uma situação de interesse atual e muito 
atraente, como é o caso de sistemas não-lineares mostrando o assim denominado com-
7. 
portamento complexo, usualmente sendo referidos em forma resumida como sistemas 
complexos. 
Reforçando o que dissemos sobre a tentativa de validação da teoria, via o caminho 
usual de aplicação da teoria e comparação com o experimento, vale a pena mencionar o 
renomado Ryogo Kubo [1978], que afirmou que o progresso da Mecânica Estatística dos 
fenômenos não-lineares fora do equilíbrio somente pode ser esperado através de uma 
estreita colaboração entre teoria e experimento. Mencionemos também Heisenberg 
[1930]: 
Se o físico não exigisse uma teoria para explicar os resultados de um expe-
rimento, tudo seria simples e não haveria a necessidade de uma discussão 
epistemológica. Dificuldades surgem apenas na tentativa de classificar e 
sintetizar os resultados, em estabelecer a relação entre causa e efeito entre 
eles. 
Especificamente nosso intuito aqui é o estudo de um particular con.iunto de fenôme-
nos em certos sistemas complexos, com implicações cm física da matéria condensada, 
assim como em biologia e em tecnologia industrial para dispositivos opto-e]etrônicos 
e aparelhos de detecção de imagem em medicina. 
Isto é feito nos próximos capítulos, que estão organizados como se segue: 
No Cap. 2, deduzimos equações não-lineares de evolução para um sistema de bo-
sons fora do equilíbrio. 
No Cap. 3, tratamos sobre os sólitons do tipo Schródinger-Davydov. 
No Cap. 4, consideramos com detalhes o efeito Fróhlich. 
8. 
No Cap. 5, tratamos sobre ondas solitárias em matéria condensada. 
No Cap. 6, tecemos algumas considerações sobre sistemas biológicos. 
No Cap. 7 é apresentada uma discussão dos resultados, com comentários e con-
clusões. O formalismo do NESOM está descrito de forma resumida no Apêndice A, 
seguido de uma Teoria da Função Resposta para sistemas longe do equilíbrio e um 
formalismo de funções de Green Termodinâmicas de não-equilíbrio. 
Chamamos a atenção para a forma particular de apresentação desta tese, consis-
tindo em que nos capítulos de 2 até 6, após uma Introdução ao assunto, segue a repro-
dução de artigos publicados ou submetidos para publicação resultantes da pesquisa 
realizada durante a preparação desta tese. 
Nestes diversos artigos, há repetição de algumas partes, especialmente as des-
crições do formalismo e equações de evolução, o que é necessário para fazer auto-
suficiente cada artigo submetido. Também a ênfase difere neles, dependendo da au-
diência a que estão destinados. 
Finalmente enfatizamos que neste trabalho os assuntos de Física Não-Linear e re-
ferentes a Sistemas Dinâmicos com comportamento complexo - cuja Termodinâmica 
e Cinética temos desenvolvido -- têm-se concentrado em: 
• Propagação de Ondas Solitárias de Schrüdinger-Davydov em condições normais. 
• A chamada Condensação tipo Frühlich-Bose-Einstein em sistemas de bosons, que 
preferimos chamar de E(eito Frdhlich. 
• A Termodinâmica Estatística Informacional do Efeito Frohlich. 
!) . 
• Algumas aplicações a sistemas biológicos modelados e tecnologias médicas de ima-
gem. 
Capítulo 2 
SISTEMA DE BOSONS 
FORA DO EQUILÍBRIO 
2.1 Introdução 
Neste capitulo, estudaremos um sistema de bosons cm interação anarmônica com um 
meio circundante - um banho térmico, o qual se considera permanentemente em 
equilíbrio a uma temperatura 7iJ, e com uma fonte externa agindo sobre o sistema, 
levando-o para fora do equilíbrio, ou seja, produzindo populações de estados em con~ 
dições de não-equilíbrio. Na figura 2.1 é mostrado o equivalente mecânico do sistema 
usado. 
Aplicaremos a teoria cinética descrita no Apêndice A para deduzir 
• equações não~linearcs de evolução para o número de ocupação dos modos de 
vibração desse sistema; 
• equações para as amplitudes de movimento do tipo oscilatório desse sistema. 
O subsistema que denominamos S1 é composto de uma cadeia periódica de N 1 os-
ciladores de massa m e freqüência OJ;, com j = l, ... , N 1 , e introduzimos xi e P; para 
o deslocamento ao redor da posição de equilíbrio e seu momento linear conjugado. 
O subsistema denominado S2 é composto de uma cadeia periódica de N 2 oscilado~ 
ll. 
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13. 
rcs de massa M c freqüências nk. com k = l, ... , N2 e Xk c Pk são, respectivamente, o 
deslocamento ao redor da posição de equilíbrio e seu momento conjugado. 
Assumimos um contato térmico muito bom entre 52 e o reservatório térmico, tal 
que a temperatura de 52 é sempre a do reservatório, T0 . Uma fonte externa bom-
beia energia em s,. Muitos sistemas reais podem ser descritos dessa maneira, por 
exemplo, nos casos quase-unidimcnsionais como vibrações de rede em fios quânticos 
semicondutores quase unidimensionais, polímeros moleculares orgânicos, polímeros 
biológicos. Nesta tese, esse modelo será aplicado ao caso de proteinas cuja estrutura 
é a hélice-(){ e para polímeros. 
O hamiltoniano do sistema pode ser escrito como: 
fi= fio+ H', (2.1) 
onde 
(2.2) 
e 
fi'= L Ajkk'XjXkXk' + L Bjj'kXjXj'Xk +L rfJ.r:XJ. (2.3) 
jkk' jj' k jf 
A forma da Eq. (2.1) é apropriada para o uso no formalismo MaxEnt-NESOM que 
utilizamos aqui, descrito no Apêndice A. O termo fio é composto pelos hamiltonianos 
dos osciladores livres. Por outro lado, fi' é composto pelas interações anarmônicas 
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(a contribuição de primeira ordem mais baixa), que são os dois primeiros termos do 
lado direito da Eq. (2.3), com A c B sendo as intensidades do acoplamento, enquanto 
o último é responsável pela interação entre a fonte externa e o sistema, com q> sendo 
o operador associado à intensidade da fonte com a intensidade de acoplamento .iá 
incluída e apenas estamos considerando a criação de uma única oscilação simples 
através de tal acoplamento. 
A seguir, por conveniência, introduzimos, em primeiro lugar, as coordenadas nor-
mais 
, \.'A iq-R· X;= L_.Xqe I, A '\.~ A iq-R PJ= L_.Pqe .I, (2.4) 
q q 
xk = L Xq•eiq' l;k ' pk ~L Pq•eiq'·l;k ' (2.5) 
q' q' 
onde q e q' são números de onda no espaço recíproco, R; e ~k são a posição do centro 
de massa dos osciladores em S1 e S< respeclivamente, e as somas são feitas varrendo a 
zona de Rrillouin de cada sistema respectivamente. Em segundo lugar, introduzimos 
as amplitudes parciais aq c bq• e suas conjugadas aZ e b~. , 
( h )11'2 x = .,.. ····- (a + at ) q 2mw q -q 
q 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
15. 
onde Wq e Oq· são as frequências dos osciladores nos modos correspondentes, e a 
seguir, usamos segunda quantização, com aq(ak) e bq· (b!.) sendo os operadores de 
aniquilação (criação) no modo q em 5 1 c q' de S2. O hamiltoniano da Eq. (2.1) na nova 
representação é composto das contribuições 
Ho = Hos + HoH , (2.10) 
com 
(2.11a) 
' "'" t 1 HoR = L hOq• ( b q' b q' + 2 ) · q' 
(2.llb) 
c 
(2.12) 
com 
(2.13) 
(2.14) 
1 G. 
com os diversos termos do lado direito das Eq. (2.13) e (2.14) sendo dados por 
Hll = L {v~:~2 aq 1 bq,b~ 1 +q2 + h.c.}, (2.15a) 
"'"2 
H,2 = L {v~:~2 aq 1 b~2 b-q 1 +q2 + h.c.}, (2.1Sb) 
'11'12 
Hu = L { v~:~2a'llbq,b ql "" + h.c.}' (2.15c) 
qlql 
H,4- L {v~:~2 aq 1 b~,bt-q, + h.c.}, (2.15d) qlql 
lb = L {v~~~1 aq 1 aq1 bt+q; + h.c.}, (2.15c) 
qlq2 
(2.15f) 
+ h.c.} , (2.15g) 
(2.15h) 
(2.150 
onde o último termo é responsável pela interação com a fonte externa, com <Pq e <P~ 
ligados às amplitudes Fouricr da intensidade da fonte, a serem especificadas mais 
adiante. 
Nas contribuições das Eqs. (2.1 S) é levada em conta a conservação de momento 
linear, e os coeficientes vm c vm são os elementos de matrizes do potencial de inte-
ração [derivados das amplitudes A e B da Eq. (2.3)). 
17. 
2.2 Definição das variáveis de base 
O primeiro passo para aplicar a Termodinâmica Estatística Informacional (IST) é es-
colher o conjunto básico de variáveis para a descrição do estado macroscópico de 
não-equilíbrio do sistema. Depois disso, podemos deduzir as equações de evolução 
para essas variáveis básicas, usando a teoria cinética quântica não-linear baseada no 
MOENE e tomando a aproximação de segunda ordem em teoria de relaxação, isto é, o 
limite markoviano da teoria cinética (ver Apêndice A). 
Para o presente caso, as variáveis escolhidas são: ( 1) o número de ocupação dos 
modos de oscilação do sistema S1 
(2.16) 
(2) as amplitudes de oscilação 
(2.17) 
(3) suas conjugadas, 
(2.18) 
e (4) a energia das vibrações acústicas do banho térmico, 
(2.19) 
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a qual é constante c independente do tempo, uma vez que o banho é mantido em 
equilíbrio térmico a uma temperatura constante T0 (assim, a parte correspondente às 
variáveis do banho em e,(t)- uma distribuição canônica em equilíbrio- não depende 
do tempo). 
Nas equações (2.16-2.18) e,(t) é o OENE na formulação de Zubarev IZubarcv 1974; 
Zubarev ct ai. 1996, 1997; Luzzi ct a/. 1998], que se escreve como 
onde 
com 
e 
,Ç ( t' o) = - ln e (t' o) ' 
(i{l, O) = exp{ -<J:>(t) ··· .Z::IF.,(t)v" + Jq(t)aq + f; (t)ak I- f3oHoB} 
" 
' J 1 "}' Jl '} S(t', t'- t) = exp 1 - ih (t'- t)H · S(t', O) exp 1 ih (t'- t)H . 
(2 .20) 
(2.21) 
(2.22) 
(2.23) 
Observemos que no operador auxiliar e(t,O), às vezes denominado de "equilíbrio 
congelado" ou "quase-equilíbrio instantâneo", <J:>(t) assegura sua normalização (sendo 
uma espécie de logaritmo de uma função de partição de não-equilíbrio), <J:>(t) _ln Z(t), 
19. 
Fq(t), j~(t), J; (t), são os parâmetros de Lagrange associados às variáveis dinâmicas 
de base de S 1, e l~o = l/kiJTo é a parte de distribuição canônica correspondente ao 
banho em equilíbrio à temperatura To. 
Observemos, finalmente, que (]F pode ser sempre escrito na forma 
rf(t) = e(t. o)+ e' (t). (2.24) 
onde e define instantaneamente o estado macroscópico do sistema e e' ( t) dá conta de 
sua evolução irreversível [Zubarev 19 7 4; Zubarcv et ai. 1996, 199 7; Luzzi et a/. 1998 ]. 
Temos, portanto, que o conjunto básico de variáveis termodinâmicas está consti-
tuído por 
(2.25) 
Observemos que a separação do hamiltoniano da Eq. (2.1) corresponde com a da 
Eq. (A.2), e as variáveis de base satisfazem à condição de simetria da Eq. (A.3), i. c., 
(2.26a) 
(2.2Gb) 
(2.2Gc) 
rBo,HIJl =o. (2.26d) 
20. 
2.3 Teoria cinética 
Nesta seção obteremos as equaçoes de evolução para cada uma das variáveis da 
Eq. (2.25), ou seJa, determinaremos a evolução do estado macroscópico de não-
equilíbrio do sistema. A equação de evolução para cada uma das variáveis t' obtida 
calculando-se a média sobre o ensemble de não-equilibrio da equação de Heisenberg 
para o conjunto de variáveis dinâmicas de base, i. e. v11 , a 11 , a~. HB, com o operador 
estatístico de não-equilíbrio, rz,(t), isto é 
a f 1 , J 
-a (a 11 1t) = Tr ~[aq.H]Ih(t) , t . l '~ 
a t- {1 t- L 
a
--(a 11 lt) -Tr ~[a11 ,H]rz,(t)í. t l '' 
d 
-d F.B = (), 
t 
(2.27a) 
(2.27b) 
(2.27c) 
(2.27d) 
onde a última equação é o resultado de que o banho térmico está constantemente cm 
equilibrio com o reservatório. 
Como indicado no Apêndice A, os membros da direita nas Eqs. (2.27) podem ser 
escritos em termos de operadores de colisão calculados cm termos de médias com o 
operador auxiliar {! ( t, O). Aqui usaremos o método, restringindo a série de operadores 
de colisão e mantendo somente o termo em segunda ordem na interação, ou seja, 
somente colisões binárias. 
n. 
2.3.1 Equação para a evolução das populações dos modos de vibração 
A equação para a evolução de vq(t) é obtida a partir da Eq. (A.l9), com PJ= vq, ou 
seja: 
d ( ) _ (O) ) ( 1) (2) dt Vq t ... .fvq (q, t + .fvq (q, t) + .fvq (q, t) ' (2.28) 
onde, recordamos, estamos usando a aproximação em segunda ordem na interação. 
Destas três contribuições no lado direito desta equação, o primeiro termo é nulo, i.e. 
(()) ) _ 1 A A l _ lvq (q,t - il'z(IHo,Vq lt)o --O, (2.29) 
pois Vq comuta com H0 , e onde, como indicado no Apêndice A [cf. Eq. (A.l8)], 
( · · · I t) o -= Tr { · · · !? ( t, O)} . (2.30) 
A contribuição do segundo termo é nula, ou se_ja, 
J (ll(q t) =o Vq ; ' (2.31) 
como conseqücncia de que: 
(2.32) 
22. 
De fato, 
(2.33) 
e (<p} 0 = (<pt) 0 - O, admitindo uma fonte não-coerente, c, além disso, 
(2) { bt b I I b t bt } +2Vqq' aqaq• -q-q' + aqaq· q+q' + aq.aq ·q+q' + aq.aq q q' 
2v (2) { I b I bt t t b t t bt } ·· qq' aqaq• q ·q' + aqaq• . q, q' + aqaq' q+q' + aqaq' -q-q' (2.34) 
onde os termos que são lineares em b c b t dão uma contribuição nula para o valor mé-
di o, isto é, (b }0 = (b I } 0 = O, já que em e c (t) a distribuição associada a S2 é a canônica 
em equilíbrio à temperatura T0 , c os termos restantes também dão contribuição nula 
quando seus valores médios são calculados, ou seJa, (bq+q'b~.) 0 =O, já que q oic. q', c 
(bb} 0 = (bt bi }0 ..., O na média com a distribuição canônica. 
Assim, os valores médios no enscmblc caracterizado pelo operador auxiliar e (t, O) 
na Eq. (2.32) se anulam. Conseqüentemente, na Eq. (2.28), o único termo com uma 
contribuição diferente de zero é o último termo, }~~) (q, t), cuja expressão é obtida 
utilizando-se a Eq. (A.20) 
o 
1(;!)( ) - l" ("lc.) 2 I dt' rt'([H,'(t) [F~T' " )]lt} - 1(2 )(t) ···· 1( 2 ) 1( 2 ) (?')C") v,, q, t ·, l~ ln . "" . e o, , Vq o- <pq I lq +· 2 q . ... .. ).) 
23. 
Notemos que na Eq. (2.35) a dependência de fi' no tempo é dada, na representação de 
interação, com o operador H0 , ou seja: 
I • I · H'(t)n = crr.tHofl'e-,,rHo. (2.36) 
As diversas contribuições da Eq. (2.35) são: 
1 Jn r . ~ 112 L _ dt' e<air<',ilr' Tr L (/Jq• (t')rp~. Q(t, O) J + c.c., 
q' "' 
(2.37) 
que é o termo correspondente à interação HsF. e 
4rr 1 + ( aq I t) 2 '>:"' o ) 2 B B l · . tliHl • J 
=· 112 (O) ·.:::.....IVqq·l vq,vq-q' 8(D.q•+Üq-q•-Wq) +-2e q8(0q•-·D.q-q•+Wq), 
Vq q' 
(2.:iH) 
que é o termo correspondente a H1 da Eq. (2.13), c onde v: é a população de fonons 
do banho, que após o cálculo produz, como esperado, a distribuição de Planck, i.e. 
vg = Tr{b~bq{!(t,O)} = [cxp(f30 h0q) --1] 1 (2.39) 
')4 
'- . 
Além disso, temos a contribuição correspondente a fl2 da Eq. (2.14) 
8TT ' (2) :! [ H B ] + h' L IVqq•l Vq+q'(l + Vq•)- (Vq•- Vq+q')Vq 8(0q+q'- l.Oq• ., (üq) I 
q' 
X O(Uq-q' + (Oq•- Wq) 
X O(Oq+q'- Wq•- Wq). (2.40) 
Com todos os termos que contribuem para o lado direito da Eq. (2.35) calculados, 
podemos escrevê-la numa forma compacta como 
(2 .41) 
25. 
onde lq representa a intensidade da fonte na freqüência (tlq e com transferência de 
momento q resultante da introdução da representação espectral para a fonte na forma 
J
·OO d 
., . l.O -. h-"(cpq(t)cp~,) = 8qq' -2. Iq(w)e Iwr' 
-oo TT 
(2.42) 
e, como descrevemos a seguir, os ]q10 (t) são operadores de colisão provenientes das 
intcrações anarmônicas, e (q (t) é o termo que a tua como uma fonte de acoplamento 
entre as populações dos modos vibracionais e as amplitudes de oscilação. Os diagra-
mas de colisão correspondentes estão indicados nas figuras 2.2 e 2.3 nas páginas 26 
e 27 respectivamente. 
Os dois primeiros termos dos operadores de colisão correspondem a eventos de 
colisão envolvendo um fônon do sistema e dois fonons do banho, e dão origem a um 
termo de dissipação que toma a forma 
(2.43) 
onde v~0 l é a população em equilíbrio a uma temperatura T0 , e Tq tem o papel de um 
tempo de relaxação dado por: 
(2.44) 
e as funções delta exprimem a conservação de energia nos eventos de espalhamento. 
26. 
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Figura 2.2: Diagramas de colisão provenientes das interações de fh. 
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Figura 2.3: Diagramas de colisão provenientes das interações de Hz . 
27. 
28. 
Os outros termos, ]qu 1(t) with i= 3,4, 5, são 
(2.45a) 
(2.4Sb) 
(Vq• -- v:+q' )Vq l ó(Üq+q'- Wq•- (Oq). (2.45c) 
Finalmente, temos o último termo na Eq. (2.41), (q(t), dado por 
X i5(0q 1 q•- Wq• - Wq). (2.45d) 
o qual envolve populações e o módulo quadrado das amplitudes. 
Os operadores de colisão ]q1, 1 e ]q141 são responsáveis pelo assim chamado efei-
to Frühlich (ou condensação tipo Base-Einstein em não-equilíbrio) a ser descrito no 
Cap. 4. Este efeito é o resultado da transferência de energia para os modos polares de 
29. 
freqüência mais baixa, os quais aumentam grandemente sua população. De fato, eles 
contêm contribuições proporcionais a 
IIV~~~I 2 vq(t)Vq•(t)[ô"(n" "'- Wq• + wq)- ó(Oq-q' + (.Oq•- (tlq)], (2.46) 
q' 
e podemos notar que para os modos q' tal que OJ q' > w" a conservação de energia 
requerida pela primeira função delta é satisfeita, enquanto isso não é possível para a 
segunda: assim, essa contribuição não-linear tende a aumentar a população no modo q 
às custas dos outros modos de freqüência mais alta. Reciprocamente, para Wq' < OJq, 
o modo q transfere energia para os modos de freqüência mais baixa. 
O operador 1 q1.,) é também um termo de relaxação que contém contribuições não-
lineares nas populações dos modos, mas, como veremos, é nulo ou tem contribuição 
negligenciável. 
2.3.2 Equação para a evolução das amplitudes de vibração 
A equação para a evolução de (aq I L) é obtida a partir da Eq. (A.l9), com Pi = aq e é 
dada por 
d( I (()) ) (I)( (:!) 
-d aq t) =la (q,t +la q,t) +la (q,t). 
t " q q 
A contribuição do primeiro termo do lado direito é: 
(0) - I A - • laq (q,t)- ~(IHo,aq]lt)o- -Ihwq(aqlt). 
ln · 
(2.4 7) 
(2.48) 
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A contribuição do segundo termo é nula, i. e. 
(2.49) 
como conseqüência de que: 
(2.50) 
ou seja, os valores médios no ensemble caracterizado por {!(t, 0) se anulam, pela mes-
ma razão que no caso da Eq. (2.32), como Já discutido. Assim, a Eq. (2.47) pode ser 
escrita, utilizando-se a Eq. (A.20), como 
J,~2 l(q,t) = -ihwq(aqlt) + lim(ih) 2 J0 . dt'eEt'([Il'(t),[H',aq]]lt)o. 
q < ·10 -oo 
(2. 51) 
Igualmente, após os cálculos dos comutadores duplos terem sido feitos, os valores 
médios calculados e o limite quando E ~ +O ter sido realizado, podemos escrever as 
equações de evolução para as amplitudes: 
a 
at (aqlt) =-i cvq (aqlt)- fq(t) (aqlt) + fq(t) (aq lt)*- iW" (a" lt)* + 
+L R" 1" 2 (a" 1 1t)(atiO ((aq-q,+q"lt) + (a!q+q 1-q2 10), 
q, q2 
a 
at (atI t) = o complexo conJugado do lado direito da Eq. (2.52a), 
(2.52a) 
(2.52b) 
onde wq = wq + Wq, com W" sendo um termo de renormalização de freqüência cuJa 
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expressão é dada aproximadamente por 
(2.53) 
onde p indica valor principal, c os termos Rq 1q2 c fq(t) são dados por 
(2.54) 
O.lq) + 
4rr "" (2J " [ R J . . + f12 L IVqq•l Vq•(t)- Vq+q' ó(Uq+<(- Wq•- Wq)' 
q' 
(2.55) 
com Tq dado pela Eq. (2.44). Temos, pois, que as Eqs. (2.41) e (2.52) formam um sistema 
de equações diferenciais não-lineares acopladas. Concentraremos nossa atenção agora 
na evolução da amplitude, Eq. (2.52a), uma equação não-linear muito peculiar, que 
será responsável pelo surgimento de um comportamento complexo de um caráter 
particular. 
32. 
2.4 Equação tipo Schrõdinger não-linear e dissipativa 
Na seção precedente obtivemos as Eqs. (2.52) para os valores médios das amplitudes. 
Introduzamos agora uma representação no espaço dircto, definindo os operadores 
aJ ~ Laqeiq·R,' 
q 
(2.56) 
onde R1 é a posição do j-ésimo centro oscilante; assumindo que esses centros estão 
espaçados periodicamente, encontramos que 
:t (aJit) = -iL([wJI + W:;t- if1t] (atlt) + [W;t- ifi/1 (atlt)*} 
I 
+ L[RJtm(allt)(amlt)(a;lt)* +c.c.J, (2.57) 
onde 
wJI =L o..lq eq·(Ri-RI>. 
" 
r ·._""' f eiq·(R1-RI) Ji - L " . ' 
" 
lm 
WJt = L Wq eiq·(RrRil ' 
" 
R;tm-= L RqiiJ2 eiq,·(RrRkl eiq,-(Rj-Rml 
IJiiJl 
(2.58a) 
(2.58b) 
Introduzindo a amplitude média localmente definida fazendo uma aproximação 
por um continuo, i.e., as posições discretas R; são substituídas pela variável espacial 
contínua r, e escrevemos 
f.JJ(r, t) =L (aqlt) eiq-r 
q 
(2.59) 
33. 
Consideremos o caso de uma relação de dispersão parabólica 
(2.60) 
com w 0 e a constantes (no que segue, por exemplo, o caso de éxcitons em semicon-
dutores ou uma relação de dispersão aproximada para modos polares e no caso de 
modos acústicos, quando é linear na aproximação de Debye, surgirá de apropriadas 
expansões). Após negligenciar os termos de acoplamento lineares com a equação con-
jugada, o que é equivalente a introduzir um hamiltoniano truncado na assim chamada 
"Rotating Wave Approximation" [Hakcn 19 70], obtemos 
ih:t!JJ(r,t) = (tiw0 + ha'V 2 )t.JI(r,t)- i h J dr' [(r- r')!fJ(r',t) + 
+ J dr' dr" R(r- r', r- r")tjJ(r", t)!Jl(r', t)lfJ* (r, t) , (2.61) 
onde 
(2.62) 
I .( ') "" [ iq·(r-r') r-r =L.qe . (2.63) 
q 
A Eq. (2.61) é uma equação de Schrodinger não-linear com amortecimento [Valya-
sek et a/. 1971] Introduzindo uma aproximação local, i. e., negligenciando correlações 
espaciais, o que é feito usando as expressões 
R(r- r', r- r")~ K8(r · r')ó(r- r"), (2.64) 
r(r- r') = yó(r- r'), (2.fi5) 
com K e y sendo constantes, obtemos que a F.q. (2.61) adquire a forma 
a ( ., ) ., ihatlfJ(r,t) = hc.oo +hc{'vL lfJ(r,t) -ihy!JJ(r,t) +KilfJ(r,t)ILlfJ(r,t). (2.66) 
As Eqs. (2.57) e (2.6fi) são da forma das equações derivadas por Davydov [1982] 
de uma maneira alternativa, mas aqui mostrando claramente efeitos de amortecimen-
to. Essas equações têm como soluções os assim chamados sólitons de Schródinger-
Davydov. Eles serão o assunto do próximo capítulo. 
Capítulo 3 
, 
SOLITONS DO TIPO 
SCHRÚDINGER-DA VYDOV 
3.1 Introdução 
O conceito de sóliton tem ganho recentemente ampla difusão cm Física, Engenharia e 
Biologia. Sua origem, ainda não como a excitação hoje chamada sóliton, remonta ao 
século passado (1834), a partir de uma observação do engenheiro civil escocês John 
Scott-Russell [1844]: no chamado Union Canal ligando Edinburgh com Glasgow, quan-
do estudando as relações entre as formas dos cascos dos barcos com as velocidades 
e as forças necessárias para movê-los, observou um fenômeno atípico que se formou 
quando um barco que se movimentava no canal parou subitamente. É interessante 
reproduzir parte de sua apresentação à Royal Society of' Edinburgh: 
I was observing the motion of a boat which was rapidly drawn along a narrow 
channel by a pair of horses, when the boat suddenly stopped - not so the mass 
of water in the channel which it had put in motion; it accumulated round the 
prow of the vessel in a state of vio/ent agitation, then suddenly /eaving it behind, 
rolled forward with great velocity, assuming the form of a large solitary elevation, 
a rounded, smooth and we/1 defined heap of water, which continued its course 
a/ong the channe/ apparently without change of form or diminution of speed. 
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I fol/owed in on horseback, and overtook it sti/1 rolling on a rate of some eight or 
nine miles an hour, preserving ints original figure some thirty feet long anda foot 
to a foot and a half in height. lts height gradually diminished, and after a chase 
of one or two miles I lost it in the windings of the channel. Such, in the month 
of August 1834, was my first chance interview with that singular and beatiful 
phenomenon ... 
Na Fig. 3.1 pode ser vista uma demonstração da formação de onda solitária no 
aqueduto Scott Russell no Union Canal. Essa figura foi obtida na Internet na página 
http://www.ma.hw.ac.uk/solitons/press.html. 
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Figura 3.1: Sóliton no aqueduto Scott Russell no Union Canal, perto da Universidade 
Heriot-Watt, em 12 de julho de 1995. 
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Scott Russel denominou essa onda de "Onda de Translação" e, embora estivesse 
convencido de tinha observado um fenômeno importante, a questão permaneceu no 
plano de uma simples curiosidade até aproximadamente o fim da década de 60, quan-
do físicos e engenheiros reconheceram que as ondas solitárias eram um fenômeno 
intrigante e relevante muito disseminado na Natureza. Os engenheiros conseguiram 
criar ondas solitárias de luz em fibras ópticas [Haus 1993; Shen 1997; Snyder & Mitchell 
1997]; aparecem também como importantíssimo veículo de transporte de cargas em 
polímeros dopados [Beardsley 1997; Heger et al. 1988; Anderson & Roth 1994]; astrô-
nomos têm conjecturado que a grande mancha vermelha de Júpiter é uma formação 
que pode estar relacionada a uma onda solitária; cm Física, aparentemente começaram 
a ser considerados a partir de modelos computacionais de molas c pêndulos mostran-
do padrões do tipo ondas solitárias. Como esses padrões eram tão bem definidos 
espacialmente e se mantinham compactos no tempo, de forma a parecerem um objeto 
único, a onda solitária foi também referida como sóliton. Isso pela similitude com 
fonons, elétrons e outras partículas elementares que atuam com a aparente dualidade 
de onda-partícula. 
Nas últimas duas décadas têm sido feitos esforços para eventualmente reconhecer 
a presença de sólitons em biologia, e.g. em tecidos vivos. Todavia, sistemas biológi-
cos são extremamente complicados c a observação experimental in vivo é muito difícil. 
Recentemente, os biofísicos e biomatemáticos têm começado a atacar a questão. Há in-
dicações de que sólitons microscópicos podem atravessar as células ou eventualmente 
a cadeia do DNA. Em neurologia há tentativas para relacioná-los com a propagação de 
impulsos nervosos no cérebro, assim como o sóliton macroscópico tsunami atravessa 
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o oceano. Aqui, também está presente o importantíssimo problema em bioenergética 
de como a energia é convertida c transmitida nos organismos vivos. Estas questões 
têm um tratamento parcial neste trabalho como é descrito no Cap. 6. 
Os sólitons são notáveis em diversos aspectos. Um é que pacotes de onda comam-
plitudes maiores viajam mais rápido do que aqueles com amplitudes menores. Outro 
é que se observamos o movimento de sólitons antes e depois da colisão de pulsos, 
vemos que nem as formas nem as velocidades dos pulsos mudam, ou seja, eles são 
totalmente insensíveis ao processo de espalhamento. 
Além disso, em certos casos, diferentemente das ondas normais que decaem mais 
ou menos rapidamente e tem uma vida média muito maior, como o tsunami no oceano, 
esses sólitons, é claro, não violam a segunda lei da termodinâmica, ou seja, a energia 
que carregam se dispersa, porém muito mais lentamente. Também é notável a coesão 
nos sólitons. Essa peculiaridade de aparecer como um objeto bem definido, tal como 
é mostrado na Fig. 3.1 é o resultado, como veremos, de que o sóliton é construído 
a partir de numerosos componentes (i. e. é um pacote de ondas peculiar), entre as 
quais a energia é transferida via efeitos não-lineares de tal forma que a energia total 
no pacote permanece enclausurada num envelope rígido. 
Assim, enquanto ondas normais são compostas de wave/ets que diferem em 
frequência e velocidade de grupo (propagação) que se dispersam, no sóliton são man-
tidas num pacote de forma fixa: então os mecanismos dispersivos e de relaxação no 
caso de sólitons é particularmente atípico, com a questão ilustrada no restante deste 
capítulo e no Cap. 5. 
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Insistimos em que se trata de um fenômeno que somente pode existir no domínio 
da Física Não-linear. Esta não-linearidade, que faz com que o princípio da superposição 
já não seja válido, produz o mecanismo que leva à coesão do sóliton e, em circunstân-
cias especiais, à característica de uma relaxação ou dissipação muito fraca no tempo. 
Por causa da não-linearidade cada wavelet componente afcta constantemente todas 
as outras, e assim não podem ser consideradas separadamente, como é o caso de uma 
equação linear que pode ser atacada em termos de modos normais de vibração. Con-
seqüentemente as equações não-lineares não podem ser reduzidas às contribuições 
das partes e resolvida em membros (as componentes de Fourier). 
Assim, podemos dizer que a onda solitária pode ser entendida qualitativamen-
te como representando um equilíbrio entre os efeitos de não-linearidade e dispersão 
espacial e temporal. Isto será visto em continuação quando derivamos equações de 
evolução não-lineares -- para sermos mais precisos equações do tipo chamado de 
Schrbdinger-Davydov. Uma vez que não podemos fazer a análise de Fourier da equação 
não-linear, temos de recorrer ao método do espalhamento inverso, que permite re-
solver analiticamente a equação de evolução do sóliton. Esse método, que está es-
treitamente ligado à transformada de Fourier, pode ser aplicado para a resolução de 
equações diferenciais não-lineares. Mais detalhes podem ser vistos no Apêndice B. 
No que segue neste capitulo tratamos da propagação de sólitons em polímeros c 
em semicondutores, no primeiro caso como um pacote de vibrações ópticas da rede e 
no outro por éxcitons criados por iluminação laser. 
As seções a seguir são: 
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3.2 Tratamento Termodinâmico Estatístico de Ondas Solitárias Vibracionais na Ace-
tanilida. 
3.J Processos Irreversíveis no Contexto do Formalismo de Ensemble Estatístico de 
Não-equilíbrio. 
No Cap. 5 retomamos a questão para tratar da propagação de sólitons em matéria 
condensada sob altos níveis de excitação. 
3.2 Tratamento termodinâmico estatístico de 
ondas solitárias vibracionais na acetanilida 
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Analisamos o comportamento do estado termodinâmico macroscópico de polimeros, 
concentrando-nos na acetanilida. São deduzidas equações não-lineares de evolução 
para as populações e para a média estatística das amplitudes de campo dos modos 
de estiramento CO. A existcncia de excitações do tipo onda solitária é evidenciado. 
O espectro infravermelho é calculado e comparado com os dados experimentaias de 
Careri et a/. [1983], resultando em uma boa concordância. Consideramos também a 
situação de uma amostra excitada não-termicamente, predizendo a ocorrência de um 
grande aumento na vida média da excitação de onda solitária. 
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We analyze the behavior of the macroscopic thermodynamic state of poly-
mers, centering on acetanilide. The nonlinear equations of evolution for the 
populations and the statistically-averaged field amplitudes of co-stretching 
modes are derived. The existence of excitations of the solitary wave type 
is evidenced. The infrared spectrum is calculated and compared with the 
experimental data of Careri et ai. [Phys. Rev. Lett. 51, 104 (l9R1)], result-
ing in a good agreement. We also consider the situation of a nonthermally 
highly excited sample, predicting the occurrence of a large increase in the 
lifetime of the solitary wave excitation. 
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The question of long range propagation of energy (signals) in polymers of technolog-
ical interest [1], and in biological systems [2], has been a topic of large interest and 
a certain puzzlement. More than twenty years ago A. S. Davydov proposed a novel 
mechanism for the localization and transport of vibrational energy in such type of 
polymers, namely the propagation of solitary-like waves resulting from nonlinear in-
teractions in the media (two relevant and comprchcnsive reviews are due to Davydov 
[3] andA. Scott [4]). Observation of Davydov's so/iton in functioning biologica1 materi-
ais is difficult. Thcrc has been alterna tive attcmpts performing experimental studies in 
polymers, and one has been acetanilidc. The infrared spectra of crystalline acetanilide 
have shown an "anomalous" band that has been ascribcd to the excitation of a Davy-
dov's soliton, as reported by C are ri et ai. [5 ]. Fann et ai., on the basis of results in ultra-
fast time-resolved optical measurements, suggested that such band is not a result of 
a vibronic solitary wave but resulting from a slightly nondegenerate hydrogcn-atom 
configuration (double-well potential) in the crystal [6]. However, recently Johnson et 
ai. [7], on the basis of neutron diffraction studies, arrived to the conclusion that there 
is no evidence for the suggestion in [6] to explain thc supplementary Amide-1 mode, 
and the solitary vibronic excitation hypothesis is in better agreement with most of the 
available experimental results on the structurc and dynamics of acetanilide. 
ln the present communication wc reconsider the question on the basis of a 
statistical-thermodynamical description of the nonlinear vibrational dynamics in a 
model appropriate to describe vibrational modes in acetanilide. ln that way we are able 
to characterize and describe-within this thermo-mechanical scheme-a Davydov-like 
soliton, and to derive the infrared spectra which evidences it. We discuss the depen-
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dencc of the characteristics of the solitary wave (like amplitude, frcquency, lifetime) 
on the initial conditions and on the macroscopic thermodynamic statc of the system. 
We analyzc the case of pump-probe experiments, and discuss a predictcd phenom-
enon consisting in the propagation of nearly undamped solitary waves in a highly 
cxcited sample. 
We consider a quasi-periodic polymer (e.g. acetanilide) characterized in terms of 
a Hamiltonian describing a system composed of polar vibrational modes (e.g. the co-
stretching) which are taken as coupled with a surrounding media (thermal bath) via 
anharmonic interactions (for details scc [8]). The thermal bath is taken as a continuum 
and dcscribed in a Debyc mudei, and is considered to constantly rcmain in equilibrium 
ata temperature T0 . Moreover, it is included an energy-pumping externa! source, which 
acts on the systems driving it out of equilibrium, that is, producing (eventually large) 
populations of vibrational modcs in nonthermal noncquilibrium conditions. ln this 
way we take into account, from the onset, the case of pump-probe experiments. For the 
thermo-mechanical description of the nonequilibrium system we rcsort to a statistical 
thermodynamics based on a particular nonequilibrium ensemble formalism, namely, 
the Nonequilibrium Statistical Operator Method (NESOM) [9], and Zubarev's approach 
to NESOM is used below [lO]. 
ln this approach the first step is the choicc of the set of basic variables for the 
description of the nonequilibrium macroscopic state of the system, and the derivation 
of its irreversible evolution in time. ln the present case they are the population of 
the polar modes, vq (t) (whcre q is the mode wavevector running over the Brillouin 
zone), and the vibrational amplitudes (aq I t} and their conjuga te (ak I t) (a and a t 
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are, as usual, annihilation and creation operators in phonon states). Furthermore, 
on the basis of the condition that the thermal bath is constantly kept in equilibrium 
we take as basic variable its constant energy, say E8 (the bath is then characterized 
by a canonical distribution with temperature T0 ). As already noticed, the detailed 
Hamiltonian is given in [8]. The equations of evolution for the time-dependent basic 
variables, given above, are derived in the NESOM-based nonlinear quantum transport 
theory [10-12]. We resort to the so-called second order approximation in relaxation 
theory [12], that is, the Markovian limit of the kinetic theory. Omilting the details of 
the quite lengthy calculation, thc final expressions are 
:t(aqlt) = -iÜJq(aqlt) -fq(aqlt) +fq(akit) + 
+ _LRq 1 q,(aq 1 it)(ak~lt)((aq-q 1 ,q"lt)+(a~q+q1 q~lt)). (2) 
qlql 
ln Eq. ( 1 ), l q ( w) measures thc rate of production of excitations in mo de q generatcd 
by the externa! source; V~~~ are the matrix elcments of the anharmonic interaction 
betwcen polar modcs and thc bath; U.Jq the polar modcs frequcncy dispcrsion relation, 
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and 0 11 that of thc modes in the bath with the populations vg in thermal equilibrium 
at tempcrature To; T 11 is the lifetime for dccay towards the equilibrium value vi,
0 ) . ln 
Eq. (2), R11 , 11" is the coupling strcngth in the nonlinear contribution [81. and r" is the 
reciprocai lifetime of the excitation, of particular relevance in what follows, given by 
4rr """' (2) 2 [ B J 
. J12 L IVqq' I Vq•- v</ q' o(Oq-q' - Wq• + Wq) 
q' 
.. O.lq) . (3) 
We call the attention to the relevant fact consisting into the time depcndcnce of this 
lifctime on the populations of thc modes, with these contributions, as ide from T 11 1, 
originating in the nonlinear anharmonic intcractions. Finally, we notice that, assuming 
weak amplitudes (aqll), wc havc neglected their influencc in the equation for the 
populations, Eq. (1), where they show up in quadratic contributions. Next, we introduce 
thc avcrage field operator for the amplitudes, namely (in the une-dimensional model 
we are using) 
1/J(X, t) = L (aq I t}eiqx, 
q 
(4) 
and, moreover, we choose a parabolic dispersion relation in thc form CJ.Jq = w 0 - cxq 2 (a 
good approximation in most cases); cvidently, w 0 is the frequcncy at the zone centre 
and ex an indication of the ratio of curvature at that point. llsing Eqs. (2) and (4) we 
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find that the average amplitude field opcrator satisfics the equation 
., 
.oi.Jl(x, t) ( ) ( a~ I -, ( l êJt - Wo -- iy, tJl X, t)- lX OX2 l/J(X, t) -1- G I.Jl(X, t)l" tJl X, t) = Ü. (5) 
We notice that to arrive to this Eq. (5) wc have neglcctcd its coupling with thc 
conjugated field operator, l/J* [Cf. Eq. (2)], what can be shown to correspond in this 
case to the equivalent of introducing the so-called rotating wave approximation [ l3]. 
Furthermore, wc have taken a local approximation, that is, wc have neglectcd space 
correlations, what is justified a posteriori because of the stringent space localization 
of the excitation. Equation (5) is of the form of a nonlinear Schri:idingcr-like equation 
with damping [14]. Evidently Ys is the rcciprocallifctime and C measures thc intensity 
of the nonlinear coupling (thcsc two quantities y and G are the constant values of r 
and R of Eq. (2), respectively, in dircct space when the local approximation is used). 
Wc first consider the situation of thc cxperiment in [5], that is 1 = O in Eq. (l) and, 
then, thc population vq is in thcrmal equilibrium (vq = v~0J) at temperature T0 . Wc 
solve Eq. (5) resorting to the inversc scattering method [151 for an initial condition in 
thc form of an impulse-likc excitation with an hyperbolic-secant shape, to obtain that 
{[ v e]·} [ (ICI)'i 2 ] I.Jl(x, t) = .J\ exp I 2«x- (w,- iys) t- Z sech .J\ 20, (x - vt) . (6) 
ln this Eq. (6), Ys is the reciprocai lifetime of the cxcitation (which for Ys = O is 
Davydov's soliton [3,4]), we used C= !CiciO, and 
v 2 IGI .Jt 2 
Ws = (.(.)o - - -1-
2 4« 
(7) 
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whcrc .J\. and v are an amplitude and velocity of propagation fixed by the initial con-
clition of excitation. Therefore it is proved the possibility of propagation of Davyclov's 
solitons in polymcrs, but, we stress, of a dampecl character. Lct us look on its ex-
perimental observation, and consicler thc infrarecl spectrum. Measurcmcnt of the IR-
absorbance of ACN samplcs in the Amicle-J rcgion has been clone by Carcri et ai. [5]. We 
recall that these authors rcport a bancl, recl-shifted from the main Amiclc-1 maximum 
by about 15 cm 1, anel which they ascribe to a Oavydov-likc solitary wave. Carcri et ai. 
mention the fact that Davyclov [2] suggests that soliton excitation directly by light shall 
be small. However, they observe an absorption comparable with thc onc due to the 
normal Amlde-1. Our results, as shown below, confirm such observation. Wc consider 
the seconcl arder process involving clcctron-laser racliation interaction anel electron-
vibrational mocle interaction (Frühlich potential interaction shoulcl be thc rclevant one 
as compareci with deformation potcntial interaction). On the basis of this process, foi-
lowing consistently thc NESOM formalism, according to the responsc function theory 
anel scattcring theory baseei on it [9, 16], we finei for thc cxpccted absorbance spectrum 
J
·t.t f t 
cx(w) =L </>(q, w) dt dt'e-iw(t'-t)Tr {a~ (t')aq(t)e(O)}, 
q o () (8) 
where </> is an amplitude whose clctailcd form is not necessary for our purposes here, 
suffice it to say that it contains thc squared moclulus of thc matrix elements of the 
electron-racliation and of the electron-phonon interaction (Frôhlich potential), anel the 
energy clenominator associatecl to thc virtual intermecliate statc. Moreover e(O) is the 
statistical clistribution at the inítial time of preparation of the sample, anel, since it is an 
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experiment in time-integrated optical spectroscopy, t'>t is the experimental resolution 
time. From a direct calculation it follows that 
(9) 
what implies that the absorption spectrum has two bands, the "normal" one due to the 
vibration around frcquency Wq, and an "anomalous" band around frequcncy w_,, that 
is, the associated to thc soliton. ln fact, using Eqs. (4), (6), and (9) in F.q. (8) wc find 
that 
iM it a(w)"" dt dt'[tX 11 (t, t') + a_,(t, t')], () o (lO) 
where 
(l{.(t t') ::::< c.[C 2y,tei(W-W.}(t'-t) + e-2Yst'e-i(W-W,<)(t' t)] (llb) 
.!1 f S . I 
where Ys = y + .JI. (I G I /2cx) ~, and Cn and Cs are amplitudes corrcsponding to the "nor-
mal" and "anomalous" bands with band widths y and Ys respcctively. Scott et ai. [17] 
have detected overtones in thc IR spectra, which can also be described by the present 
theory; here wc have only considered the main band. Moreovcr, Careri et ai. [181 havc 
evidenced a fine structure prcscnt in the "anomalous" band, which may result from 
some kind of asymmetry arising of the nonplanarity of the amide group. Our modcl 
has ignored this fine detail. Moreover, we comment that the theory also accounts for 
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the main (fine structure aside) Raman line in inelastic scattering of light experiments 
[19,20] 
We compare the NESOM-based theoretical result of Eq. (10) with the experimental 
data taken from [5]. lt ought to be noticed that we do not have theoretical access to the 
initial conditions that fix .A and v, but they can be derived from experimental data. 
Take the case T = 80 K, and then, on the basis that w 0 - w, = 16 cm- 1 and y, · y""""' 
3.6 cm· 1, we obtain that .Jl.(ICI/2e<)~ = 2.3 x 106cm- 1 and v= 2.9 x 104 cm-ç 1. ln 
figure 1 are indicated the experimental curves (dotted) and the theoretical unes (full 
line), for 20 K, 50 K, and 80 K, which show a very good agreement (The amplitudes of 
the bands are also fixed using the experimental results, that is, in that way it is avoided 
the calculation of 1> of Eq. (8), of no rclevance here, since the fundamental point to 
characterize is the shape and positioning of the bands). Hence, the theory described 
above demonstrares a very rapid decay of Davydov's soliton in situations very near 
to thermal equilibrium (the lifetime y; 1 is in the tens of picosecond scale). Consider 
now far-from-equilibrium conditions, namely, in the presence of a sufficiently intense 
source of strength 1 in Eq. (1 ), in, now, a pump-probe experiment. As a result of the 
pumping process, lq (l.Oq) -to O in Eq. (1), the populations vq(t) increase intime. Under 
the action of a constant-in-time pumping intensity, after a transient time (typically in 
the arder of pico- to subpico-sccond range) has elapsed thcrc follows a steady state. 
As indicated by Eq. (3) the lifctime of the solitary wavc strongly depends on these 
populations. 
We calculare the steady statc populations by solving Eqs. (1), as done in [8], but 
using for thc parameters involved numerical values of an arder of magnitude as those 
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characteristic of ACN. Similarly as in [S] (cf. Figs. 3 and 7 in [S]), after a threshold 
in the pumping intensity is achieved, the modes lowest in frequency largely increase 
their populations (and, then, also the energy stored) at the expenses of the others. 
These results are used in Eq. (3) to calculate the two characteristic reciprocallifetimes 
[ 0 and fl shown in Fig. 2 as a function of intcnsity, the one with index 1 corresponding 
to a mode low in frequency (one that largely increases its population), and the other 
corresponding to a mode higher in frequency. This reciprocai lifetimes are given in 
units of a characteristic time r (see [S]), which for ACN is roughly 0.4 picoseconds. 
1t is evident that the modes lowest in frequency largely increase their ltfetime with 
increasing intensity of the pumping source, while the others rapidly dccay. Therefore, 
in the expression for the average field amplitude, Eq. (4), there survives for a long 
time the contribution from the modes low in frequency, which give rise to a near 
dissipationless Davydov-soliton-like excitation. 
There remains the fundamental question of how to experimentally evidence this 
phenomenon. We can resort to measurements of IR-absorbance of the kind we have 
already considered, but now to bc of the pump-probe type. With incrcasing intensity 
of the pumping source, and the consequent increase in thc population of the polar 
modes, the bandwidth of the IR-absorbance spectrum corresponding to the solitary-
wave excitation should- according to theory- bc consistently reduced. This being 
verificd the prediction would be corroborated, what may be a relevam result in bioen-
ergctics because of the similarity of co-stretching in ACN and in biopolymers [2-4]. 
A final point to considcr is how to produce thc nonthermal excitation of these polar 
modes: One possibility could be via the indirect process of free-carrier absorption 
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of electromagnetic radiation. However, it may be noticed that this type of pumping 
process may be poorly efficicnt for providing appropriate leveis of excitation, what is 
shown in the particular case of the photoinjected plasma in polar semiconductors [21]. 
Alternatively one may think of direct excitation of the polar modes via clectromagnetic 
radiaton in the infrared region. However, for efficient results, we would need an in-
tense source with a spectrum of frequencies covering the full extent of the width of 
the optical phonons dispersion relation. Apparently, nowadays the only possiblc way 
would be the use of synchroton radiaton in the IR, as, for example, in the apparatus at 
the Synchroton Light National Laboratory at Campinas, São Paulo, Brazil [22], where 
at the moment is available IR-radiation in the, say, 20 to 40 me V band, with intensities 
of the arder of lüll photons per second and milliradian. 
ln conclusion, we have analyzed some statistical thermodynamic aspects of poly-
mers, with particular attention centered on acetanilide, showing that in such systems, 
which sustain polar vibrations of the co-stretching type, can also be present excita-
tions of the type of vibronic solitary waves (Davydov-like solitons). The IR-absorbance 
spectrum has been calculated and compared with the experimental results, following 
a good agreement. Also, the results conftrm the very short lifetime of this excitation. 
However, as briefly discussed in the last part of this communication, under continu-
ous externa] excitation, producing large nonthermal values of the populations of the 
vibrational modes, the soliton's lifetime largcly increases. This implies that a coherent 
excitation composed by the low-lying-in-frequency excited modes, constitutes a Davy-
dov's solitary-like wave which traveis undef'ormed and nearly undamped in a sufficiently 
highly excited steady-state background. 
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FIGURE CAPTIONS 
Figure 1: Infrared absorption spectra in acetanilide for three different valucs of tem-
perature. Dotted curve is from thc experimental data of reference [51, and the 
full curve the calculatíon in NESOM-bascd response function theory. 
Figure 2: Reciprocai lifctime of thc rcpresentatíve high frequency modcs (index 
nought) and of thc low frequency modcs (index one) with increasíng intcnsity of 
the sourcc. Both f are in units of T ~ 0.4 picoseconds, and the intensity S in 
adimensional units, but such that lS corresponds to a pumping power of I J1W 
per mode. 
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Figure l: Infrared absorption spectra in acetanilide for three different values of tem-
perature. Dotted curve is from the experimental data of reference 5, and the full curve 
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3.3 Processos irreversíveis no contexto do formalismo de 
ensemble estatístico de não-equilíbrio 
Consideramos a questão do estudo de processos irreversíveis baseados num forma-
lismo de ensemblc de não-equilíbrio, que provê fundamentos para a assim chamada 
Termodinâmica Estatística Informacional. Seu funcionamento é ilustrado em uma apli-
cação ao estudo de processos de relaxação cm um sistema de muitos bosons em inte-
ração com um banho térmico. É mostrado que a equação cinética de evolução da média 
da amplitude de campo bosônico é do tipo de uma equação de Schrodinger não-linear 
com amortecimento. A solução mostra a presença de comportamento complexo no 
sistema, consistindo cm que o conjunto de excitações passiveis contem uma associa-
da com uma onda solitária, o assim chamado sóliton de Davydov com amortecimento. 
Sistemas de matéria condensada e sistemas biofísicos são candidatos a apresentar esse 
tipo de comportamento. Uma comparação particular com experimento é apresentada 
para o caso de polímeros orgânicos. 
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1. Introduction 
As well known, and universally acccpted, dissipation and irrevcrsibility are intrinsic 
characteristics of dynamical systems in Nature. These characteristics are quite difficult 
concepts to apprehcnd and the object of extended and lively discussions. Moreover, 
we recall that this question bclongs to the realm of the science of Thermodynamics, 
in particular to the sccond law. 
Thcrmodynamics has a well-deserved reputation of efficicncy and elegancc from 
its ability to make predictions, concerning macroscopic propcrties, on a surprisingly 
large varicty of natural systcms, with independence of the microscopic structure and 
the details of the processes dcveloping in the mcdium. Thermodynamics of equilib-
rium systems is a quite well established and tremendously successful area, but the 
sarne cannot be said in the case of nonequilibrium systcms, namcly the arca covered 
by the so-called Irreversible Thermodynamics. Thc latter, lct us recall, is a ficld the-
ory at a macroscopic and phenomcnological levei, dcaling with states and processes 
in systems lying beyond equilibrium (cither by a large amount or dose to equilib-
rium, corresponding to the nonlinear and linear, rcspectivcly, divisions of it). Hence, 
Nonequilibrium Thermodynamics deals basically with transport phenomena involving 
space and time variations of macroscopic observablcs and thcir fluxcs in continuum 
media, as well as with - in particular- thc importam case of steady states. ln ali cir-
cumstances of nonequilibrium conditions, lct them bc time evolving or stationary, are 
present dissipative processes developing in the media. Steady states in the nonlinear 
kinetic-thermodynamic levei are of enormous relcvance because of the possiblc cmer-
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gence of complex behavior in the form of Prigogine's dissipative structures and chaos, 
lcading to what can be dubbed as Thermodynamics of' complex systems [1 ~6]. 
ln nonequilibrium situations, in contrast with equilibrium thermodynamics which 
constitutes an undisputed universal discipline, the thermodynamics of irreversible 
processes has as yet not achieved a phenomenological formulation anda methodology 
which can be considered satisfactory. There exist severa! approaches to nonequilib-
rium thermodynamics: a well established one is the Classical (sometimcs rcferred to 
as Linear or Onsagerian) Thermodynamics, based on the local equilibrium hypothesis, 
which is restricted to the limiting situations involving smooth in space and time vari-
ations (very long wavclengths and very low frequencies), and weak fluxcs [7J. Outside 
this regime, as noted, there is not at present what may be considered as a completely 
satisfactory approach. On the other hand, the connection of macroscopic thermody-
namics with microscopic mcchanics is, as known, provided by Statistical Mechanics. 
Statistical Mcchanics of equilibrium systems is an extremely successful theory and 
provides the look-after microscopic foundations to thermostatics (i. e. thermodynam-
ics of equilibrium systems). ln nonequilibrium conditions but in the strictly linear 
regime near equilibrium also provides thc basis for Classical Irreversiblc Thermody- 1 
namics and response function theory [8]. Evidently it is tempting to consider that 
nonlinear nonequihbrium thermodynamics may have foundations on a Statistical Me-
chanics for arbitrarily far-from-equilibrium systems. This implies in answering the 
qucstion: Is there an enscmble algorithm which is appropriate for nonequilibrium 
problems'? An affirmative answer exists and consists in the so-called Nonequilibrium 
Statistical Operator Method (NESOM for short from now on). lt appears to be, by far, 
67. 
the most appealing, practical, concise, and first principies based theory. NESOM is a 
far-reaching generalization of statistical methods founded on the seminal great ideas 
set forward by Boltzmann and Gibbs (!1]. The different approaches to NESOM are based 
on either heuristic approaches [10-14], o r projection-operator techniques [ 15-18]. It 
can be shown [19-21] that all approaches can be put under a unifying theory based 
on the principie of maximization of informational entropy [22, 23], (MaxEnt for short) 
that is, a unique variational principie. This leads to a theory which may be considered 
to be contained within the scope of Jayne's Predictive Statistical Mechanics [24]. This 
unifying approach to NF.SOM shall be rcferred to as MaxEnt-NESOM in what follows (For 
its application in equilibrium and near equilibrium conditions see refercnces [25, 2G], 
and for arbitrary nonequilibrium conditions see reference [27]). 
Therefore, the above menlioned tempting consideration to put irreversiblc ther-
modynamics under the aegis of nonequilibrium statistical mechanics, appears to be 
possible on the basis of MaxEnt-NF.SOM. This is the so-called Informational Statistical 
Thermodynamics (1ST for short; sometimes also called Information-theoretic Thermo-
dynamics). 1ST may be considered to have been pioneered by Hobson [28, 29] after 
the publication of jaynes seminal papers on the foundation of statistical mechanics 
on information theory [ 3 O, 31]. A brief review and partia! historical notes are given in 
[32-35]. Sieniutycz and Salamon [36] also briefly review severa! variational approaches, 
and so do Nettleton and Sobolev [3 7). 
ln this paper we attempt to illustrate the use of 1ST resorting to the treatment 
of a particular dissipative problem, however of -in principie- quite large scope for 
being connected with a number of real situations in the physics of condensed malter. 
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Moreover, nonlinear interactions are present, what brings thc problem within domain 
of nonlinear nonequilibrium thermodynamics, and, as known, complcx bchavior may 
arise in such systems. It is shown how nonlincar rclaxation processes are present in 
the kinetic cquations of evolution, one attaining thc form of a nonlinear Schrodinger-
like equation with damping, giving rise to coherent states of excitations of the solitary 
wave type. Solitons wcrc first observed ove r a century anda half ago, namely in 1838 by 
thc Scottish civil engineer John Scott Russell and the finding published in the Reports 
of the Mectings of the British Association for the Advancement of Sciencc in 1844. 
This excitation, as known, presents a puzzling property of cohesiveness, namely, a 
propagation with a near unaltercd shape, which is also recovcrcd in the collision of 
two solitons after travelling through each other. They may have large relcvance in 
bioenergetics [38], and in other arcas, as, for example, the technically and economically 
relevant ones of transmission in optical fibers [39] and in conducting polymcrs (scc 
for example reference [401). 
2. Nonlinear Schrõdinger-like Equation with Damping 
Let us consider a system of bosons (for example lattice vibrations, excitons, etc. in 
a solid state sample) in interaction with a thermal bath. Wc write for the system 
Hamiltonian 
H= Ho t- H1, (1) 
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where 
(2) 
is the Hamiltonian of the free bosons with energy dispersion relation Eq, and wherc, 
as usual, aq (aZ) are annihilation (creation) operators in statc lq ), and 
(3) 
is the cnergy opcrator corrcsponding to the intcraction with the thermal bath, wherc 
(fJ are opcrators acting on thc thermal bath space of states (thc interaction coupling 
strength is incorporated in cp ). 
According to JST, based on the Max.Ent-NESOM, the first and fundamental step for 
introducing the statistical method is to define the basic set of variables to be used for 
the description of the system. ln the present case it is natural to takc the populations of 
the modes, and thc amplitudes of motion of the ficld of bosons, namely, the dynamical 
quantitics 
(4) 
Consequently, according to the MaxEnt-NESOM [13,20,21,27] thc associated auxil-
iary coarse-graincd statistical operator is given by the instantaneous-in-time Gibbsian-
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like distribution 
_ exp {- ~ [F"(t)at aq + .{q(t)a" + J; (t) at]} 
e{t,O)= - . -···· , 
Trexp {- ~ [F"(t)at aq t- .{q(t)a" + 1: (t) at]} (5) 
where Fq, f~, and f; are the corresponding Lagrange multipliers that the variational 
method introduces. lt is quite important to stress that lhe statistical operator of Eq. (5) 
is not the one which characterizes the macroscopic state of lhe system but an auxiliary 
coarse-grained one giving the instantaneous average values of the observables of the 
system, but does not account for dissipation. The fine grained statistical operator is 
a functional of the one of Eq. (5), taking, in Zubarev's approach to NESOM [ 13, 2 7], the 
form 
t 
e,(t) = fi(t,O) + e~(t) = cxp{lnfi(t,O)- J dt'edr' 
00 
n __!:!:__I - ( t' t' dt' n e ' (6) 
where in e ( t'' t'- t) the first time in the argument is related to the thermodynamic evo-
lution of the system (the time evolution of the Lagrange parameters), while the second 
is related to thc evolution of the mechanical quantitics in Heisenberg representation 
(for details see, for example, Ref. [20], and in Ref. [211 the method is reviewcd in a 
classical-mechanical approach); parameter E is an infinitesimal that goes to zero after 
the trace operation in the calculation of averages has been performed, and its pres-
ence is responsible for the introduction of irreversible behavior in the macroscopic 
evolution of the system. As indicated by Eq. (6), the nonequilibrium statistical oper-
atar et(t) is composcd of two parts: one is the coarse-graincd part ~Q(t,O) which, as 
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already noticed, does not account for dissipation, while e~ (t) is responsible for de-
scribing the irreversible evolution of the system and introducing the description of 
the dissipative phenomena that keep developing in the media. 
We introduce the IST-thermodynamic variables 
{ vq(t); (aq I t)); (a~ I t)} (7) 
which are the averages of the dynamical variables of Eq. (4) over the nonequiltbrium 
ensemble. We recall that the associatcd Lagrange multipliers are [Cf. Eq. (5)) 
(8) 
The system initially in thcrmal equilibrium with the thermal bath at, say, the mu-
tual equilibrium temperature T, is assumed to receive a localized in space excitation 
of a very short-in-time duration. The system is then driven out of equilibrium and we 
look for the evolution of such state towards a final asymptotic return to equilibrium 
with the thermal bath. That is, wc need to derive the equations of evolution for thc 
thcrmodynamic variables of Eq. (7). This is dane resorting to the generalized nonlinear 
quantum transport theory that can be built within the scope of MaxEnt-NESOM. lt is 
worth noticing that this theory is a far-reaching generalization of Boltzmann and Mori 
approaches [20,21,27,41]. Assuming the coupling of system and bath to be weak, 
we can resort to the so-called second order approximation in relaxation theory [41). 
sometimes referred to as the quasi-linear approximation in relaxation theory, a name 
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wc avoid because of the misleading term linear, which refers to the approximation in 
thc arder of the relaxation processes in terms of the informational-entropy produc-
tion [21, 41], but the equations are highly nonlincar in the basic variablcs; this is the 
Markovian approximation in thc MaxEnt-NEsoM-based kinetic theory. 
2.1. The equation of evolution for the amplitudes 
For simplicity we admita weak pcrturbation (that is small amplitudes (aq I t)) and then 
we can omit the equation for the populations Vq(t): wc take in lowest approximation 
their values in equilibrium, since the deviations from equihbrium are shown to be 
proportional to the square and cubic powers in thc amplitudes. The equations of 
evolution for the amplitudes in the Markovian approximation are 
(9) 
where on the right of this Eq. (9) thc first term is 
(10) 
the second term is 
(ll) 
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and we have written 
(. . . I t) = Tr [ ... e (t, o) } , (lL) 
meaning average v alue o ver the coarse-grained ensemble characterized by e (t, O) of 
Eq. (5). The contribution of Eq. ( 11) is null on the basis that 
IHJ,aq] =- L,(<pqq, + qJ~ 1 q)aq,, 
q, 
(13) 
and we take as null the average values of the operators <p associated to the bath 
system (in other words, the bath is assumed to constantly remain in equilibrtum at 
temperature T, meaning that it is taken as an ideal reservoir). Hence, Eq. (9) can be 
rewritten, once Eq. (10) is taken into account and the collision operator ]W(q, t) is 
explicitly written, as 
d Jo ~d. (aq I t} = (ih)- 1 Eq(aq I t) + (ih)-< dt'e' 1' ([Ih(t') 0 , [HJ,aq]] I t), t -00 (14) 
where we recall that according to the method [41] the time dependence of the dynam-
ical operators is given in the interaction representatlon (i.e. dynamical evolution in 
terms of H 0 alonc). ln this Eq. (14) the last term on the right, or collision operator, in-
volving two operations of commutation, is of second order in the interaction strengths 
present in H1 and, as already noticed, Markovian (memoryless) in character [41]. Once 
the indicated operations are performcd it follows that this contribution is the equiv-
alent of the Golden Rulc of Quantum Mechanics averaged over the noncquilibrium 
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ensemble. Moreover 
where we used that 
(1 Ga) 
(lGb) 
and we wrote hwq = Eq. 
After some algebra and calculus together with simple a)gebraic manipulations 
brietly described in Appendix A, we obtain the equation of evolution for the boson 
amplitudes 
( 1 7) 
where coeft'icients TJ:J 1.q2 and TJ~J 1 ,q,,q, are defined in Eqs. (A.5) 
2.2. Calculation of averages 
To evaluate the average values involved on the right of Eq. (17), which are given in 
terms of the auxiliary coarse-grained operator of Fq. (5), we note that the latter can 
be diagonalized resorting to a Glauber-like transformation appropriate to deal with 
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coherent states, namcly, 
I _ bt 1 * a 14 - q + 1\q , (18) 
where Aq is a c-number. ln the ncw representation the coarse-grained statistical 
operator takcs the form 
e(t,O) = exp {- cp- L [Fq(t)bk bq + (Fq(t),\: + .{q(t))bq + 
. q 
+ (Fq(t)Aq + f.J(t))b~ + Fq(t)AqA: + f~(t)Aq + f.J(t)A:J} (19) 
wherc 
1> = lnTrexp{- ~ [Fq(t)b~ bq + (F14 (t)A; + Jq(t))bq + 
+ (Fq(t),\ 14 + J.JU))b~ + Fq(t) ,\14 ,\: + Jq(t)Aq + f.J(t),\:]} (20) 
ensurcs its normalization. Thc diagonalization of the exponential follows for the 
choice 
(2"1) 
to finally obtain 
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lJsing Eq. (22) it follows that 
(aq I t} = Tr {aqé(t, 0)} = Tr { (bq + 1\q) {!(t, O)} = Tr lb"{!(t, 0)} + 1\" Tr {e(t, O)) = Àq 
(23a) 
and, evidently, 
(a~ I t) = À~ . 
Moreover, 
(a~ 1 aq~ I t) ~ Tr { a~ 1 a""{! (t, O) 1 = Tr { ( bZ 1 + /\; 1 ) (bq2 + Àq2 ) é ( t, O)} = 
= Tr { b ~, b "" é (t, (l) 1 + 1\ q2 Tr { b k1 (! (t, O) } + 
+AZ1 Tr(b""e(t,Ol} +/\~ 1 /\"" Tr{C(t,ül} 
,..., (c~-"ql -lr1 oq1 .q2 + (at1 1 t}(a"2l t} 
implying for q 1 = q 2 = q that 
(21b) 
(24) 
(25) 
but recalling that we are neglecting corrcctions out of cquilibrium in the populations, 
then 
(26) 
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and the first term in the right of Eq. (25)is the equilibrium Base-Einstein distribution. 
An alterna tive form of Eq. (24), of practical convenience in calculations is 
Proceeding in a similar way we find that 
+ (a~ 1 I t} (aq, I t) (aqJ I t) (29) 
2.3. Nonlinear Damped Schrõdinger-like equation 
Using the results of the previous subsection Eq. (17) becomes 
where 
ihdd (aq I t) =Eq(aq I t) 1- i I fqq 1 (t) (aq 1 I t) + t ql 
+i I Tá~J~.q,,q:<(aki I t)(aqzl t)(aq:<l t), 
qJ,q2,q] 
(30) 
(31) 
fqq 1 (t) =I {rá~J 1 .q, + (Tá~J,.q 1 .q2 + Tá~J,.q,.q 1 )((vq, I t) -l(aq, I t)l 2 )} (32) 
q, 
Transforrning to the direct space, introducing the boson fteld operator averaged 
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over the nonequilibrium enscmble given by 
lJl(r,t) = LXq(r)(aq I t), 
q 
(33) 
where Xq are the eigcnfunctions of the free system of bosons corresponcling to 
eigenvalues Eq, satisfying thc unperturbecl wave equation 
(34) 
where V(r) is the potential energy, anel the first contribution on thc left is eviclently 
the kinetic energy. Using Eqs. (31) to (34) we obtain the equation of evolution for thc 
averagc field amplitude, namely 
wherc 
. , af./J(r, t) 
ln at { 
11~ } . 
= - 2m V'
2 + V(r, t) tjJ(r, t) +i J [(r, r 1, t)f./J(r1, t)dr1 (3 5) 
1 J <P(r, r1, r2, r3)f./J* (r1, t)!fJ(r2, t)f.JJ(r3, t)dr1dr2dr:;, (3G) 
[(r, r,, t) = L. fqq 1Xq(r)x;, (r,), 
q,qj 
(3 7) 
<P(r,r1,r2,r3) =i ,L Tá~J 1 .q2 ,q3 Xq(r)x,11 (r!lx;,<r2)Xq,(r:d. (38) qj,q,,ql 
Equation (36) has the form of a Schrüclinger equation with clamping anel nonlinear 
contributions containing spacc correlations (time corrclations, that is memory, are not 
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present because the approximation used - second arder approximation in relaxation 
theory- which renders the equations of evolution Markovian in character [4l]. 
To proceed further, and to makc contact with real situations, let us introducc an~ 
other approximation consisting into neglecting space correlations, what is achieved 
writing 
[(r, r 1 , t) = hyó(r- rd, (39a) 
(39b) 
As a consequence, the nonlinear Schrõdingcr-like equation with dissipation for 
the system of bosons in interaction with the rescrvoir takes the local-in-space and 
instantaneous-in-time form 
.. al/J(r, t) s h 2 ' h ?} IIi at = l-2m v~ I V(r) + iny + hG ll/J(r, t) I" l/J(r, t). (40) 
2.4. An example and num~rical results 
We use thc results just derivcd to analyze the case of a systcm of excitons in semi-
conductors in interaction with the thermal bath provided by the lattice vibrations 
(phonons). The Hamiltonian of thc system is of the form [42]: 
H= LEkaLak + 'L.IíOqb~bq + L (Mk 1k2atak2 bk1 k2 + H.c.), (41) 
k q k],k2 
where liD.q is the phonon dispcrsion re]ation; Ek - E0 -li2k2 /(2mx) is thc exciton 
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energy m state lk),E0 is the value of energy at the bottom of thc parabolic band, 
and mx is the excitonic mass; a(al), b(bi) are annihilation (creation) operators for 
excitons and phonons respectivcly (boson-like particles in both cases); M is thc matrix 
clement of the interaction potential betwccn cxcitons and phonons, and therefore, 
comparing with Eq. (3) we have in this case that thc operator r:p is given by 
(42) 
Thereforc, in the conditions that led to Eq. (3G), wc have for the average field 
amplitude of the exciton systcm that 
a l/J (r' t) } h 2 ., ') ih a --h{wo-iY tjJ(r,t)+ 7 'V"!JJ(r,t)+hGitJl(r,t)l"tJl(r,t)=O, t Lmx (43) 
where 
hwo = Eo - t..E, (44) 
with t..E being the renormalization of the exciton energy due to the intcraction with 
thc phonon field, and which follows from thc tcrms involving the principal part in the 
integrations in Eqs. (A.5) in Appendix A. Moreovcr, wc have taken plane-waves for the 
exciton states xdr), with thc given parabolic dispersion rclation Ek. 
Consider a sample of GaAs at room temperature which, thcn, contains a density 
of excitons of the arder of 7 x 108 cm- 3 . Let us admit, _just for illustrative purposes, 
that a wcak cxcitation is introduced in a small region at the sample surface, for ex-
ample illumination using an ultrafast pulse of laser light, having a radial spatial dis-
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tribution with a Gaussian profi]e, which, for practical computational reasons, is (to a 
good degree) approximated by a hyperbolic secant profile with a given amplitude A 
and velocity of propagation v. This Jocalized near point-like excitation, because of 
isotropy, propagates radially. Then, introducing polar coordinates for the resolution 
of Eq. (43), separating the radial and angular parts and ignoring the latter because 
of isotropy, we look for the equation for the radial part. Recalling that the Laplacian 
in polar coordinates is of the form a2 I ôr2 + r-la I ar' WC make the Ansatz that the 
second contribution can be neglectcd in comparison with the first. Hence, we need to 
tackle the one-dimcnsional equation 
·J<. atfJ(r, t) '~> { 
ln Ôt - n Wo 
fiz a2 ' 
--- iy} t.fJ(r, t) + . _ a· 2 t.fJ(r, t) + hG lt.fJ(r, tW 1./J(r, t) =O 2mx r (45) 
For the indicated initial and boundary conditions, resorting to the inverse scattering 
method [43-45] we find that 
{·_[mxv . 0]1 l. (m IGI) 112 ] lfl(r, l) =A exp 1 h r- (u.J 5 - 1y) t- 2 J scch _;i\ -~- (r- vt) 
(46) 
where we wrote C = I G I eiO (imaginary number in polar planar coordinatcs); .Jl and v, 
as noticed, are fixed by the imposed initial conditions; and 
w, = Wo + (Zh)- 1 [ mxv 2 - lhGI.Jl J . (47) 
The energy propagating with the excitation is proportional to the squared modulus 
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of the field amplitude, that is, proportional to 
(48) 
(the proportionahty constant is hals). lntroducing the scahng parameter 
i\=IGI/y, (49) 
and the adimensional coordinates 
:X-corja, f - t /T , (50) 
where T - 2mxa 2 /h, with a being the extension of the side of the cubic unit cell, wc 
can write 
(51) 
where 
- ( 2 ) }' = 2mxa /h y, D = (2mxalh) v · (52) 
Using a = 5.6 x lo-R cm and mx = 5. 7 x 10-'9 g, we draw for different values of i\, 
Yl, y, and v the space and time evolution of the energy of the excitation, that is, 
(53) 
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ln figure l, it is shown the quantity, 'L (.X, i ) I ( hw 5 .Jl. 2 ), labelled energy, and where 
{just for illustrative purposes) .J1. = 250; i\= Ü.l; y 1 = 5 X lü-12 S. 
The initial perturbation (hyperbolic secant mimicking a Gaussian profile) has a 
length of near 3a, and propagates with velocity v = 105 cm s- 1• The curves corre~ 
spond to the space profile at subsequent times differing from each other by intervals 
M = 5000. Tt can be noticed that the profile is maintained but accompanied by a de~ 
cay with lifetime of the order of y- 1 = 5 picoseconds; the values of .Jl., i\,}', and v are 
indicated in the upper right corner. ln figure 2, and in the sarne conditions as in figure 
1, the picture describes jointly the space and time evolution of the energy packed in 
the solitary excitation. 
These figures demonstrare that the behavior of the excitation governed by the non~ 
linear Schrôdinger equation with damping, associated to the propagation of signals in 
this exciton system, is of the type of the so~called solitary wave, which evolves con~ 
serving the profile but in the presence of a dissipation that leads to its decay with a 
characteristic lifetime. This type of excitation is called a Davydov's soliton[46]. ln the 
interpretation of A. Scott [47] the excitonic energy which is originally localized, acts-
through the coupling with the phonons- in such a way to distort neighboring regions. 
This distortion reacts -again through the coupling with the phonons- to clamp the 
excitation energy preventing it to disperse (this is referred to as selftrapping), in such 
a way to maintain the profile of this energy (signal) while it propagares. 
Another relevam case when solitary waves may be present is the one of biopoly~ 
mers, for example linear chains in «~helix proteins, where this so~called Davydov's 
solitons may have large rclevance in bioenergetics [46-48]: in this case the role of 
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these excitons is played by polar vibrations associated to the stretching of hydrogen 
bonds. Experimental analysis of these results is particularly difficult in both cases, 
namely, excitons in semiconductors (a very weak signal on the background of a num-
ber of other excitations), and in biological systems under physiological conditions. 
Ilowever, solitons of the type here considered seem to be presem in organic com-
pounds like polyacetylene and polythiophene [40]. Solitons in this case secm to play a 
quile important role in the transport propertics of these compounds, which are of rel-
evancc on thc technological and economical sides. Other compound, acetanilide, may 
have a relevant role to play: it has a structure with similaritics to the biopolymers and, 
differently to the latter, is amenablc to a possiblc battery of experiments. A particular 
one of relevance is infrared absorption, with results which point to the existencc of 
the solitary-wave excitation [49]. 
ln the experiment an anomalous line, red shifted in relation to an expcctcd nor-
mal vibrational frequency and with a linewidth strongly dependent on temperature, 
is ascribed to an excitation of the soliton type: in Fig. 3 we reproduce the experi-
mentally observed spectra (curve with dots). Resorting consistently to the response 
function theory and IST, both based on MaxEnt-NESOM [201. one may calculate the ex-
pected infrared absorption line, once the response function theory is complemented 
with the theoretical results reported previously in this section, to characterize thc 
red-shifted anomalous band due to the soliton excitation; the results are shown in 
Fig. 3 (full curve). These results are fully described and discussed in Ref. [50]. Inspec-
tion of thc experimental and theoretical curves shows that there exist a good quali-
tative and semiquantitative agreement. Therefore, the all importam, to the scicntific 
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method, corroboration by observation and experiment of the theoretical synthesis is 
-at least partially- present in this case, reinforcing then the confidence in the use of 
MaxEnt-NESOM and TST in dealing with irreversible processes. 
As noticed the question of solitons in condensed matter seems to play a re]evant 
role for technologica] and biological systems [38-40, 48-51]. The field is then wide-
ranging and a number of new phenomena may be expected as the rcsearch on the 
subject furthcr proceeds. On this we may also mention the case of solitons in two-
dimensional discrete structures, recognized as a key for understanding the excitation 
dynamics in many physical contexts such as theory of light pulse propagation in non-
linear wavcguides, charge and energy transport in condensed matthcr physics and 
biosystems r 5 21. ln those cases thc interplay of nonlincarity and discretness lcads to 
interesting dynamical features as described, for example, by Gaididei et ai. [53] and 
Christianscn et ai. [54]. 
3. Concluding Remarks 
Dissipativc systems have bcen the object of a good deal of interest in recent decades. 
More preciscly, this applies to the physics of systems in far-from-equilibrium con-
ditions. Among other reasons for this "Renaissancc" of the topic -after thc relevant 
role it played in the "Classical" period in the nineteenth ccntury- two particularly may 
be mentioned: the emergence of sclforganization and chaos that dissipative systems 
may display when sufficiently away from equilibrium and in the domain of nonlinear 
physics, and the functioning of electronic semiconductor devices under high leveis of 
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excitation. The Jatter case has associated an enormous amount of experimental (and 
also, of course, theoretical) research made using quite advanced instrumentation. ln 
that way it is obtained information of large interest on both aspects: one is the un-
derstanding of the physics of nonequilibrated many-body systems and the other, on 
the technological side, is understanding -as alluded earlier in this paragraph--·· their 
functioning in the fields of electronics and optoelectronics. On the other hand, the 
first case, namcly synergetic selforganization and chaos, belongs to the emerging field 
of the theory of systems with complex behavior [55-59], and has a very large relevance 
in, among many other disciplines, hydrodynamics, meteorology and the life sciences 
[60]. 
As already noticed in the Introduction thc theme belongs to the realm of Irre-
versible Thcrmodynamics and nonlinear Nonequilibrium Statistical Mechanics, which 
are sciences not completely established, more precisely, they are the object of severa! 
approachcs and controversy among different Schools of thought. It is worth citing 
Ryogo Kubo [611, who stated that: "statistical mechanics of nonlinear nonequilibrium 
phenomena is just in its infancy and further progress can only be hoped by dose coop-
eration with experiment". Progress has been achieved in the period intervening since 
this 1977 statement, but in many instantes of theoretical work Kubo's admonition has 
been ignored, and many arguments have been shut'fled without recourse to comparison 
with the real experimental world. We have already mentioned the fact that, because 
of intense technological and economical pressure, condensed matter systems, mainly 
semiconductors, are the ob.iect of vast experimentation of exceptionally good qual-
ity. Consequently it appears as a quite promising area for providing a testing ground 
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for ideas and formalisms in this field of dissipative phenomena in nonequilibrated 
systems. 
Dealing with irreversible processes has been done via different phenomenological 
approaches, some already cited in the Introduction, and via different kinetic-theory 
approaches. The point strcssed in this paper is that the statistical thermodynam-
ics foundcd on a particular formalism contained within the scope of Prcdictive Sta-
tistical Mechanics -namely, thc maximization of informational-entropy-bascd non-
equilibrium statistical operator method- provides a thcorctical approach of a quite 
large scope, which is concise, first principies based (including Jaynes-Jeffreys scien-
tific infercnce method [23, 24, 62]) and practical. Nonlinear quantum transport and 
hydrodynamic equations follow from the formalism, with kinetic coefficients given at 
the molecular (microscopic) levei, and thc formalism also provides a response func-
tion theory which allows to carry on the ali importam step of connecting thcory and 
experiment. 
The theory has been applied with a degree of success to a number of situations 
in semiconductor physics (one cxample is the case of ultrafast laser spcctroscopy, 
briefly reviewed in rcference [63, 64)), and in the present paper we have considered for 
illustration the excitcd state of a boson field coupled to a thermal bath via a nonlin-
ear anharmonic interaction. Application of thc theory shows that the averaged (over 
the nonequilibrium enscmble) boson ficld satisfies a nonlinear Schródinger-like equa-
tion with damping cvidencing that dissipative processes are developing in the system. 
Moreover, an additional result follows, showing that thc system displays complcx bc-
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havior, consisting in that the set of possible excitations include one of the soliton type. 
As noted in the text, this is the so-called Davydov's soliton. 
We have considered severa! actual physical systems to which the results thus ob-
tained may be applied, namely, excitons in interaction with lattice vibrations in semi-
conductors, polar vibrations (CO-stretching) in interaction with acoustic and other 
vibrations in biosystems (e.g. a-helix proteins), in metallic organic polymers, and, in 
particular, acctanilide which may approximately mimic biological polymers. Compar· 
ison of theory and experiment was presented, particularly one confronting calculatcd 
and observed spectra in infrared absorption cxperiments. To conclude, we restate a 
sentence prescnted in section 3: The ali important, to the scicntific method, corrobo-
ration of theoretical synthesis by obscrvation and experiment is -at lcast partially-
present in this case, reinforcing the confidence in thc use of MaxEnt·NESOM and IST in 
dealing with irreversible processes. 
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Appendix A. Some steps in the derivation of Eq. (17). 
Calculation of the last term on the right of Eq. ( 14) leads to the following explicit form 
for the equation of evolution of the amplitude (aq I t), 
d 
dt (aqlt) ~ (ih) 1 Eq(aq I t) + 
o 
+ Ohr 2 L I dt'e't' {(<P~q3 $q,q"(t'))(aq3 a~,aq" I t>} 1 
tJL,'I2,qJ __ 00 
o 
- (ih)- 2 L J dt'et' { ($q,q~(t')q)tq)(ak,aq~aq, I t)} + 
ql;q2,q:{ -00 
lt>}+ 
o 
- (il'l)- 2 L I dt'e't' {($q1 q2 (t')<pkq,)(ak~aq,aq3 I t>} (A.l) 
q],q~.q:j -00 
where we have introduced the notation 
(A.2a) 
(A.2b) 
After some simple algebraic manipulations and using the definitions 
<X) 
($kq, (t')<pq,q) = 2~ I lq 1q1 ,qq1 (w) exp {i(w- Cüq 1 + wq)t'} dc.o, (A.3a) 
<X) 
"" 
($qq 1 (t)q)k,qz> = 2~ J Kqq1 ,q 1 q~(w) exp {i( cu+ wq,- C.Oq)t') dw, (A.3b) 
.. 00 
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we obtain the Eq. ( 17) presented in the main text, namely 
(A.4) 
where 
o 
Tj,IJ!.<12 =h l f dt'e't' { (cpqqzéPLn(t')) + (q>kzqqJq,q, (t'))} 
-00 
"' 
= i/C!.rrh) f dw [ K~qhq 1 q2 (w) + 1~2 q.q2 q 1 (o.J) J [w + Wq 1 - Wq 2 + itT 1 
-00 
(A.Sa) 
() 
TJ~J 1 .q",q 1 = h-1 J dt'e<~' {< I'Pqq3 ,qJ~;-q 1 (t')] > + < [<PkwéPq 1q2 (t')] >} 
·- 00 
00 
= i/(2rrh) f do.) [lq2q1,qq 1 (W) + Kq 1q2.lJ3q(w}l [to+ Wq 1 - Wq2 - iE] 1 + 
-00 
00 
i/(2rrh) J do . J[I~.,q.q 1 q!(w)+K;q],lJzq 1 (c.o)]fto·-Wq 1 +Wq2 +iE] 1 , (A.Sb) 
-00 
and we recall that E is to be taken in the limit of going to zero, and then, taking into 
account thc so-called retarded and advanccd Heisenberg-Dirac gencralized functions 
lim(x..±:iE)- 1 =pv(x)- 1 +im5(x), 
<-0 
(A.6) 
the contributions in Eqs. (A.S) contain a contribution in principal value and another 
with a Dirac-delta energy conscrving function. 
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FIGURE CAPTIONS 
Figure 1: Propagation of energy with the solitary excitation [cf. Eq. (53)] for the values 
of the parameters shown in the upper right inset. The positions are givcn at time 
intervals of 5000 (in units of T of Eq. (47); for GaAs a = 5.6 Á, and 5000T '""" 
1.69 ps). 
Figure 2: ln the sarne conditions as in figure 1, it is presented a "bird's view" of the 
space and time evolution of the packed energy. 
Figure 3: Infrared spectra in acetanilide showing the band ascribed to the solitary 
cxcitation ccntered at 1650 cm- 1• Experimental data taken from referente [49], 
and the parameters used in the calculation shown in the upper left inset. After 
Ref. [50]. 
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Capítulo 4 
----· -----·· ,_ 
CONDENSAÇÃO TIPO 
FRÚHLICH-BOSE-EINSTEIN 
4.1 Introdução 
Mais de trinta anos passaram-se desde que o renomado Herbert Frõhlich apresentou 
pela primeira vez seu conceito de coerência de longo alcance em sistemas biológi-
cos [Frbhlich 1969], uma questão presentemente em processo de renascimento e que 
fornece um campo de pesquisa atrativo e relevante em Física e Biologia. De acordo com 
Frbhlich, sistemas biofísicos que possuem modos vibracionais elétricos longitudinais 
podem apresentar, sob condições apropriadas, um fenômeno coletivo semelhante a 
uma condensação Base-Einstein - não em equilíbrio, mas como um comportamento 
complexo consistindo na emergência de uma estrutura dissipativa no sentido de Prigo-
gine [1969]. Os resultados de Frõhlich são baseados na idéia de que sistemas biológicos 
ativos são sistemas abertos e muito longe do equilíbrio e têm consideráveis quantida-
des de energia disponível, através de processos metabólicos, que provocam mudanças 
não-lineares em moléculas em subsistemas biológicos maiores. Frbhlich [I 073], em 
Life as a Collective Phenomena, expressou que se pensamos sem preconceitos sobre 
fenômenos coletivos como acontecendo em sistemas de muitos componentes onde os 
constituintes individuais têm seu comportamento modificado e suas partes passam a 
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constituir um grande grupo colctivo onde o todo é maior e diferente do que a simples 
soma das parte, então organismos vivos seriam o exemplo ideal. Tal hipótese de ex· 
plicação biológica em termos de coerência de longo alcance foi sugerida por Fróhlich 
no primeiro encontro do L'Institute de la Vie cm 1967 [Frühlich 1969]. 1 
No modelo de Frühlich, modos polares vibracionais são excitados por um supri· 
mento constante de energia bombeada por uma fonte externa, enquanto esses modos 
interagem com o meio circundante, o qual age como um banho térmico. A ação recí-
proca desses dois efeitos - o bombeamento de energia subtraindo entropia do sis· 
tema e efeitos dissipativos internos adicionando entropia ao sistema - podem levar 
ao aparecimento de um comportamento complexo particular no sistema que pode ser 
denominado Efeito Frohlich: este efeito consiste em que o sistema atinge um estado 
estacionário em que a energia que alimenta os modos polares é canalizada para os mo-
dos de freqüência mais baixa, cujas populações aumentam enormemente às custas dos 
outros modos de freqüência mais alta em uma maneira que lembra uma condensação 
Rose-Einstein [Fróhlich 1975, 1980]. Isso, naturalmente, desde que o fornecimento de 
energia seja suficientemente grande em comparação com a perda de energia. 
É interessante notar que, dentro do esquema da Termodinâmica Estatística que 
temos usado, a descrição do estado macroscópico do sistema pode ser feita se.ia cm 
termos das variáveis de base ou equivalentemente em termos dos parâmetros de La· 
grange que o método variacional introduz. No caso que consideramos neste capítulo 
isto se refere as populações de modos polares e seu parâmetro de Lagrange associa-
1 Agradecemos ao Prof. Sergio Mascarenhas (Instituto de Estudos Avançados, USP, São Carlos), 
convidado dessa reunião em Versailles, frança, por ter chamado nossa atenção para esta importante 
çontribuição de Herbert Frohlich. 
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do. Este último pode ser adequadamente redefinido - como veremos mais adiante -
em termos de uma variável termodinâmica intensiva tendo o papel de um potencial 
químico para fonons fora do equilíbrio (pseudo-potencial químico). Alternativamente, 
pode ser expresso em termos de outra variável termodinâmica intensiva tendo o papel 
de uma temperatura fora do equilíbrio (pseudo-temperatura, ou temperatura efetiva, 
ou em inglês "quasitemperature"). 
Na Física do Estado Sólido, mais precisamente de semicondutores, o conceito de 
temperatura de fonons e de portadores fora do equilíbrio foi introduzido por Cerqueira 
Leite c colaboradores [Shah & Leite 1969; Shah et ai. 1970] (lembramos que no caso 
de elétrons cm campo elétrico o conceito de uma temperatura de não-equilíbrio foi 
introduzido por Frõhlich [1947], para spins por Casimir & du Pré [1938], para o plasma 
por Landau [1936], para moléculas por Wang Chang et ai. [1964], para supercondutores 
por Shklovskii [1975]; vide também [Feschbach 1987; Luzzi et ai. 1997]). 
A possibilidade de tal tipo de condensação tem levado à consideração [Mascarenhas 
1987] de que na eventual nova fase condensada possa surgir um particular estado dito 
de eletreto, enventualmente de caráter metaestável. 
Um eletreto consiste de um material dielétrico que apresenta uma carga elétrica 
quase permanente. Com quase permanente indica-se que as constantes de tempo 
características para o decaimento de carga são maiores do que o intervalo de tempo 
durante o qual são realizados experimentos com o eletreto. 
Tem sido manifestado [Mascarenhas 1987] que armazenamento de carga e pola-
rização via o estado de eletreto tem sido achado em muitos materias biológicos. A 
importância do efeito elctreto nestes materiais tem a ver com aplicações biomédicas, 
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assim como também um possível papel cm fenômenos biofísicos fundamentais. O 
efeito tem sido observado em biopolímeros de relevância como proteínas, polisacarí-
deos, e alguns polinucleotídeos. Um dos aspectos mais importantes da pesquisa de 
eletretos em biofísica é que a água ligada a biopolímeros, na assim chamada forma 
estruturada (ou água ligada, ou bioágua), pode também ser induzida num estado de 
eletreto. Além disso, o estado de eletreto pode apresentar-se cm diversos modelos 
biofísicos como uma base para a compreensão de comportamento de membranas, si-
nais neurais, memória biológica em processos de regeneração e crescimento de tecidos, 
e outros fenômenos. Um dos mais interessantes modelos onde pode estar presente um 
tipo de ferro-clétrico, porém num estado metaestável similar ao eletreto é o resultante 
do modelo de Frt:ihlich para o comportamento das ondas longitudinais de vibrações 
polares nos sistemas biológicos, que poderíamos chamar de bioeletreto. O fato será 
evidenciado na análise a seguir nas próximas seções. 
As oscilações coletivas sincrônicas cm larga escala de Frt:ihlich implicam em 
emissões intercelulares de microondas que constituiriam uma interação entre as 
células que não é nem de natureza química nem térmica. Essas oscilações poderiam, 
portanto, ser reveladas por detecção de emissão de radiação em GHz ou THz. Tais 
sinais eletromagnéticos são de magnitude extremamente baixa e tecnologia de de-
tecção para medi-los não estava disponível na época de Frohlich. Somente agora é que 
os sinais preditos podem ser detectados mediante a adaptação da tecnologia que foi 
desenvolvida para a pesquisa espacial e astrofísica. Assim, uma área completamente 
nova em Biologia está disponível para investigação. 
Experimentos mais antigos procurando pelo efeito Frohlich não foram conclusivos, 
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mas agora uma "segunda geração" de experimentos está-se tornando disponível. Eles 
necessitam aprimoramento ulterior, mas alguns resultados preliminares Já são enco-
rajadores [Grant & Hyland 1998]: evidência de uma influência não-térmica de radiação 
coerente de microondas no genoma do estado conformacional na bactéria E. coli, o que 
pode indicar que o DNA cromossômico poderia ser o alvo de irradiação de microon-
das milimétricas dentro desse sistema. Irradiação de baixa intensidade de microondas 
em leucócitos resulta em um aumento significante na emissão biofotônica na região 
óptica, cuJa origem se pensa envolver o DNA. Vale a pena observar também a possí-
vel influência do conceito de biocoerência no sistema dipolar muito especial que é a 
água. Pode-se considerar a possibilidade que a própria água biológica possa suportar 
excitações dipolares coerentes extendendo-se além de regiões mesoscópicas; assim, 
em vez de ser um solvente passivo preenchendo o espaço, a água seria elevada a uma 
posição importante c singular, cuja significância plena ainda teria de ser elucidada. 
Implicações não-biológicas do efeito Frõhlich também poderiam ser de amplo al-
cance. Podemos mencionar alguma conecção com homeopatia e física de aerossóis 
atmosféricos [Grant & Hyland 1998). Com relação a estes últimos, excitações coe-
rentes do tipo Frõhlich alimentadas via luz solar podem ter um papel na produção 
de anomalias no espectro de absorção da luz [Miller & Gebbie 1996]. Nesse ponto, 
podemos mencionar uma preocupação de saúde pública, a saber: a influência e os 
eventuais efeitos prejudiciais de telefones celulares devido à ação de microondas no 
material biológico cerebral, uma vez que eles são usados em contato direto com a 
cabeça do usuário. 
Chamamos a atenção também para um aspecto adicional do efeito Fróhlich em 
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conexão com a propagação de longo alcance de sinais em materiais biológicos e não-
biológicos. Tais sinais são pacotes de ondas consistindo em solitons de Scrhodinger-
Davydov [Davydov 1982], que são uma conseqüência das mesmas não-linearidades que 
são responsáveis pelo efeito Frõhlich. Dessa forma, fazemos cantata com o capítulo 
anterior- onde o fato foi rapidamente mencionado--, e cuja descrição em profundi-
dade é feita no capítulo seguinte. 
Como veremos, pode ser mostrado que a onda solitária que, tanto em sistemas 
biológicos como não-biológicos é fortmentc amortecida como resultado dos efeitos 
dissipativos usuais, podem propagar-se com um decaimento fraco à medida que per-
correm grandes distâncias quando se locomovem no meio provido por um condensa-
do estacionário de Frõhlich . .Já existem casos onde a teoria é aparentemente validada 
pelo experimento, a saber: na área médica de diagnóstico via ultra-sonografia, i. c. 
visualização de órgãos internos do corpo via ultra-sons, está relacionada com o efeito 
Frõhlich em sistemas vibracionais acústicos em vez de sistemas polares. Nesse caso, 
o efeito Frõhlich pode aparecer também nesse caso, onde a fonte de alimentação seria 
então um antena emitindo sinais ultra-sônicos. Um sóliton de Davydov, ao contrário 
de ondas sonoras dispersivas normais, percorre distâncias longas quase que sem al-
teração, o que pode ser de interesse particular para a melhoria da técnica de detecção 
em ultrasonografia [Lu & Greenleaf 1992). 
Um interessante comportamento complexo adicional ocorre quando o sóliton 
propaga-se com uma velocidade maior do que a velocidade de grupo dos modos nor-
mais de vibração ocorre um fenômeno semelhante ao efeito Cherenkov em teoria de 
radiação, a saber: um grande emissão de fonons em dois cones simétricos centrados 
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no sóliton; isso permite interpretar as assim chamadas ondas X em ultra-sonografia 
como esse efeito Frdhlich-Cherenkov como faremos no capítulo seguinte. No que con-
cerne a materiais biológicos, notemos primeiro o caso do polimero acenatanilida -
que é uma boa imitação de certos biopolímeros - onde o sóliton de Davydov é eviden-
ciado no espectro de absorção infravermelho, como mostrado no estudo no capítulo 
anterior. Nesse caso o experimentador pode procurar uma verificação indireta da for-
mação do condensado de Frohlich tentando encontrar a vida média (obtida via largura 
de linha espectral Raman) ao submeter as oscilações vibracionais polares (os modos 
de estiramento coou modos Amida 1) à ação de fonte de alimentação externa (e.g. ra-
diação infravermelha) que abranja as freqüências da relação de dispersão dos modos 
vibracionais. 
Outro exemplo onde a condensação de Frohlich e o sóliton de Davydov parecem 
estar presentes é o caso do assim chamado "excitoner", que é uma emissão coerente 
estimulada de éxcitons criada por excitações randômicas, em uma situação similar ao 
caso de fotons em um laser, com seu estudo também a ser desenvolvido no próxí-
mo capitulo. Nesse caso, éxcitons criados em um semicondutor por um pulso inten-
so de radiação laser percorrem a amostra como um pacote e são detectados em sua 
parte posterior. Um sinal fraco cm condições normais de excitação térmica é grande-
mente ampliado quando o sistema é alimentado por uma fonte externa contínua de 
radiação infravcrmelha. A teoria sugere a formação de um condensado Frohlich de 
éxcitons excitados não-termicamente onde um sóliton de Schrodinger-Davydov fraca-
mente amortecido é criado, cuja forma está em boa concordância com a observação 
experimental [Vasconcellos et a/. 1998]. Observamos aqui um comportamento com-
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plexo particularmente notável - efeito Frohlich; sóliton de Davydov; eventualmente 
efeito Frohlich-Chercnkov -,e o "excitoner", citando D. Snoke [1996], é um fenômeno 
que pode prover um novo tipo de fonte de luz, mas somente o tempo e a imaginação 
podem dizer que novas aplicações podem surgir desse novo efeito. 
Em conclusão, estamos sendo confrontados com um ressurgimento estimulante do 
efeito Frõhlich, após certo período de hibernação parcial. Esse ressurgimento é forte 
no sentido de que tanto pode abrir uma área de pesquisa nova e relevante cm Biologia 
e no âmbito de diagnóstico médico quanto em matéria inanimada como polímeros, . 
polímeros condutores, guias de onda ópticas, envolvendo a emissão de sinais coerentes 
e firmes, como no caso do "excitoner" citado acima. 
Apresentamos a seguir as subscçõcs dedicadas ao efeito Frõhlich, que consistem 
em: 
4.2 Amplificação de vibrações polares coerentes em biopolímeros: condensado de 
Frõhlich. 
4.3 Condensação de Frõhlich tipo Base-Einstein em Biosistemas 
4.4 Considerações sobre a condensação de Frõhlich tipo Rose-Einstein. 
4.5 O Regime Transiente no Fenômeno da Condensação de Frohlich em Biosistemas. 
4.6 Termodinâmica Estatística de Sistemas Complexos. 
4.2 Amplificação de vibrações polares coerentes 
em biopolímeros: condensado de Frõhlich 
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Consideramos a evolução em não-equilíbrio e com dissipação e o estado estacionário 
da população de modos polares vibracionais em uma cadeia de biomoléculas. Esses 
modos polares são excitados através de um acoplamento com uma fonte energética 
metabólica c interagem anarmonicamentc com um meio contínuo elástico. Grupos de 
modos polares acoplam-se dessa maneira através de termos não-lineares nas equações 
cinéticas. Evidencia-se que essa não-linearidade é a fonte de um fenômeno inesperado 
caracterizando comportamento complexo nesta espécie de sistema: após ser alcança-
do um limite de intensidade da fonte de alimentação, modos polares com as frcqüên-
cias mais baixas têm sua população enormemente aumentada de uma maneira que 
lembra a condensação de Bose-Einstein (efeito Frohlich). O transiente para que o es-
tacto estacionário ocorra é muito pequeno (da ordem de picoscgundo) e o condensado 
aparece mesmo para valores pequenos da intensidade de acoplamento anarmonico 
responsável por sua ocorrência. Além disso, ele requer níveis acessíveis de energia 
metabólica para ser produzido e mantido. 
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We consider the nonequilibrium and dissipative evolution, and the steady 
state of the population of vibrational polar modes in a chain of biomole-
cules. These polar modes are excited through a coupling with a metabolic 
pumping source and are in anharmonic interaction with an elastic contin-
uum. Groups of polar modes are coupled in this way through nonlinear 
terms in the kinetic equations. This nonlinearity is shown to be the source 
of an unexpected phenomenon characterizing complex behavior in this kind 
of system: after a threshold of intensity of the pumping source is achieved, 
polar modes with the lowest frequencies increase enormously their popula-
tion in a way reminiscent of a Base-Einstein condensation (Froehlich effect). 
The transient time for the steady-state condensate to follow is very short 
(picosecond time se ale) and the condensation appears cvcn for wcak values 
of thc anharmonic coupling strength responsible for its occurrence. Fur-
thcr, it seemingly requires accessible leveis of metabolic pumping power in 
order to be produced and sustained. 
PACS number(s): 87.10.+e, 05.70.Ln 
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1. INTRODUCTION 
Nonlinearity is known to be the source of ncw and uncxpected phcnomena that charac-
terizc complex bchavior in physical systcms. This is particularly the case in dissipa tive 
systems far from equilibrium [ 1]. The concept that many-body systcms sufficiently 
far away from equilibrium and governcd by nonlincar kinetic laws may display self-
organized ordered structures at the macroscopic levei, as obscrved in many cases, has 
been brought under unlfying approaches such as dissipative structures [2,3], synerget-
ics [4), and macroconcepts [5]. We may say that, in particular, biological systcms are 
complex systems by antonomasia, which are open, driven far from cquilibrium, and 
display a variety of nonlinear physicochemical processes. Thus, as is the case, they 
present an enormous number of rich and noticeable phenomena on the morphological, 
biochemical, biophysical, etc., leveis. We emphasize that this is possible in the nonlin-
ear thermodynamic regime far from equilibrium, since in thc linear (Onsager's) regime 
near equilibrium, ordcring is inhibited according to Prigogine's thcorem of minimum 
entropy production (e.g., Ref. [3]) that conflrms the stability of the thermal!y chaotic 
branch of solutions, i.e., the so-called thermodynamic branch that emerges continu-
ously from the equilibrium state with increasing values of the intensity of the externa! 
perturbation. 
A quite interesting and illustrative example of nonlinearity at work, producing what 
can be very rclevant biological effects, is a modcl of a biophysical system proposed 
by Frbhlich [6,7], that may describe membranes or large chains of macromolecules 
possessing longitudinal electric mudes. ln the Frohlich model several modes of polar 
vibrations are excited by a continuous supp]y of metabolic energy, with these polar 
modes interacting with a bath of acousticlike vibrations through nonlinear dynamics, 
which is the source for what we call the Fróhlich ef{ect, namely, that under appropriate 
nonlinear conditions the modes with the lowest frequencies increase enormously their 
population in a way reminiscent of a Rose-Einstein condensation. It has been stated 
that these polar modes, thus largely excited, may exhibit long-range phase correlations 
ofthe electret type [8-10], that may producc observable effects in biosystems [7]. 
Some microscopic approaches using modeled Hamiltonians have been proposed 
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to describe Frohlich systcm [11,12]. ln these treatments the nonlinear kinetic terms 
arise out of nonlinear anharmonic interactions resulting in the creation (decay) of a 
longitudinal polar excitation from (into) a single excitation of the bath system anda 
polar excitation. 
More reccntly, Davydov has proposed a modcl for a anc-dimensional LX-helical pro-
tein molecular chain with oscillating pcptide bonds, embedded in an clastic continuum. 
A theory of the transfer of metabolic energy and of clectrons along the chain describe 
excitations accompanied by a local deformation of the chain that move uniformly and 
undampcd in what is called a solitary exciton [13-15]. Thesc idcas concerning the 
transfer of energy in biological systems have been cxtcnded mainly by Scott [16]. lt 
should be stressed that the nonlinearity of the cquations of evolution, arising out of 
the interaction with the elastic continuum, are responsible for the Frbhlich cffect and 
the propagation of solitary excitons. ln fact, Tuszynski et al. [!1] have shown the equiv· 
alence of the Hamiltonians used to describe Frbhlich and Davydov models when both 
are placed in a representation in terms of normal coordinates. 
Along this line, we consider thc case of a chain of biomolccules, taken as a quasi· 
unidimensional system, and study the macroscopic noncquilibrium evolution of the 
polar vibrational modes they possess, whosc kinetic equations - derived in an appro· 
priate mechanostatistical scheme - are numcrically solved. They are assumcd to be 
excited by the pumping of biochemical energy (usually thought of to be the energy re· 
leased by hydrolysis of adenosine triphosphate) on the polar oscillations (associated 
to double-bonded carbon-oxygen), which sustain an anharmonic interaction with an 
elastic continuum, the latter being modclcd in terms of a Debye acousticoscillation 
systcm. The system is far from equilibrium and. thercforc its description requires 
nonequilibrium dissipa tive thermodynamics, For that purpose we resort to the power-
ful, and also elegant and concisc, nonequilibrium statistical operator method (NESOM), 
reviewed and brought under a unifying variational principie based on thc predictive 
statistical mechanics of Jaynes in Ref. [17]. NESOM allows for the construction of a 
nonlinear generalized transport theory- a far reaching generalization of thc methods 
of Chapman-Enskog and also Mori~ that describes the evolution of the system at the 
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macroscopic levei in arbitrary nonequilibrium situations, as shown in Ref. [18]. Among 
the different NESOM, we resort to the method of Zubarev [19] and the so-called [18] 
second ordcr approximation in the theory of relaxation (soART). It is also known in 
the literature as the quasilincar theory of relaxation [20], a name wc avoid because of 
the misleading tcrm "linear" that rcfcrs to a certain arder of dissipation as dcscribed 
by the noncquilibrium statistical operator, although the equations of cvolution remain 
highly nonlinear. 
We are thus allowcd to write the cquations of evolution for the populations of the 
polar modes, with a bath of acoustic vibrations that is assumed to remain in a state of 
constant temperature through the action of an efficient homeostatic mechanism. The 
polar vibration's frcqucncy dispersion relation is modclcd by a parabolic law around 
the zone center in reciprocai spacc. We use typical valucs for the different parameters 
that enter into the equations of evolution, which rcsults in the fact that the polar modes 
are couplcd in groups having a small numbcr of modes, which grcatly facilitares the 
computational solution of the couplcd system of equations. 
We solve the time-dependcnt equations of cvolution to describc the transient period 
before the attainment of a stationary statc. ln that way, it is possible to define a 
transient time which is expressed in units of the relaxation time of the polar modcs to 
the thermal bath. Furthermore, thc solutions for the values of the populations in the 
steady statc are obtained in tcrms of the intcnsity of the energy pumping source. 
ln the ncxt section we specify the system and write the relevant Hamiltonian and 
the equations of evolution for the population of the modes dcrivcd in NSOM-SOART. 
We deal with an cxactly soluble model for a chain of biomolecules where, wc antici-
pate, Frõhlich effect follows: with increasing values of the pumping intensity, after a 
threshold is achieved, there follows a large amplification of a set of modes with thc 
lowest frcquencies. It is shown that the phenomenon can be realizcd even under con-
ditions of weak contribution of the nonlinear terms in thc equations of evolution that 
are relcvant for the effect to appear, and under accessible leveis of excitation. Also, it 
follows after a vcry short transient time after switching on the exciting externa! source, 
and, furthermore, as shown elsewhere [10], at the criticai point for the onset of the 
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Fri:ihlich effect the lifetime of the oscillatory cxcitations largely increases, becoming 
near dissipationless waves, much in the way of Davydov's solitary waves. Hence, both 
effects seem to havc thc sarne and simultaneous origin. 
2. POLAR MODES lN BIOPOLYMERS 
Let us considera quasilinear polymeric chain of biomolecules consisting of an arrange· 
ment of periodically repeated groups of molecules. Let a be the extension of the crys· 
tallographic unit cell. An example could be the a-helix protein depicted in Fig. 1, con· 
sidered by Davydov [ 15], more precisely thrce chains (channels) with peptide bonds, in 
a near one-dimensional array (the radius of the helix is 2.8 À). The pitch of the spiral is 
4.5 A, and the crystallographic unit cell contains 18 peptide groups (a = SO À). The en· 
ergy is pumped in the system by metabolic processes, typically the energy rcleased in 
the hydrolysis of adenosine 5-triphosphate ATP) molccules, and il is assumed that the 
chain can sustain longitudinal polar vibrations. This vibrational energy is associated 
to the co stretching (or amide 1) oscillators. The latter have a frequency dispersion 
relation Wq, where q is a wavc vector running over the reciprocal-space (Brillouin) 
zone of length 2rr I a. Thc chain is assumed to be embedded in an elas ti c continuum 
represented by a Dcbyc model, i. e., with a frequency dispersion rclation sI q I, whcrc s 
is the sound velocity in such a medium and having a Dcbyc cutoff frequency wv. On 
thc right-hand side of Fig. l we proceed to analyze a rough description of the mechan-
ical model of the chain. Such a mechanical system is completely characterized at the 
dynamical level by thc Hamiltonian 
H = Hot + Hoz +H,, + H12 + Hn + Hn + Hr, (l) I 
where 
(2a) 
is the Hamiltonian of the frcc polar vibrations; a (a~). as usual, are the annihilation 
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(creation) operators in mode q; 
Ho2 = I. sq' (b~.bq + ~) 
q' 
(2b) 
is the Hamiltonian of the bath of free acoustidike vibrations; and b (b I) are the cor-
responding annihilation (creation) operators. The next four tcrms arise out of anhar-
monic interactions involving three-quasiparticlc collisions, given by the cxprcssions 
and 
H11-" L V~~l.aqbq·b~ul' + H.c., 
qq' 
Hu.- L Vqq•Cl)aqb!,b!-q· + H.c., 
qq' 
H22 = L V~~~akaq•bq-q' + H.c., 
qq' 
(2c) 
(2d) 
(2e) 
(2f) 
where V(] l and V(2) are the corrcsponding matrix elemcnts of the interaction potential. 
Finally, 
H1 =I. qJqak + H.c. 
q 
(2g) 
represents the energy of interaction between the pumping source and the polar modes: 
cp (<pt) are annihilation (creation) operators of excitations in the source, also containing 
the coupling strength. Furthermore, we introduce - as required by NESOM - thc 
partia! Hamiltonians 
Ho = Ho1 + Hw 
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and 
Il'=H11 +H12+Hn+H22+llr. 
To deal with this system in NESOM the first step is to define the basic set of vari-
ables deemed appropriate for the description of its macroscopic state. We choose the 
populations of the polar vibrations 
vq = Tr[aka"e(t)} = Tr{vqQ(t)}. (3) 
and the energy of the free subsystem of acoustic vibrations (bath) 
Eh(t) --cTr{L.sq'(b!,bq+ ~l}, 
q' 
(4) 
where Q ( t) is the nonequilibrium statis ti cal operator (NESO) in Zubarev's approach [ 19]. 
We recall that the acoustic modes act as a thermal bath for the polar mode remaining 
in an equilibrium state at constant temperature T, while in contact with a thermal 
reservoir providing a efficient homeostatic mechanism. Hence, the NESOM auxiliary 
operator [1 7,19] is, in this case, 
e(t. O) = exp{ -<P(t) - I Fq(t)Vq - f3Hod . (5) 
" 
where f3 = l!k8 T and Fq(t) are nonequilibrium thermodynamic parameters conju-
gated to the dynamical variable ocupation number of polar vibrations, <"b(t) is Massieu-
Planck functional that ensures its normalization and f3 is time independent because 
of the assumption that T is kept constant. Therefore, we are simply left witt equa-
tions of evolution for the population of the polar mudes, then characterizing the 
nonequilibrium dissipa tive thermodynamic state of the system. 
As noted in the Introduction, these equations are derived by resorting to the nonlin-
ear quantum generalized transport theory that NESOM provides [18]. But the collision 
operator they define, which contains highly nonlinear, nonlocal, and memory effects, 
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is extremely difficult to handle in practical calculations; however, through an appro-
priate mathematical manipulation it can be rewritten in terms of an infinite series of 
partia! collision operators which are instantaneous in time [given as averagcs over 
the auxiliary NESO -- that of Eq. (5) in our case - at the time of measurcment] and 
organized in increasing powers n of the interaction strengths [18]. The form of the 
collision operator thus obtained permits us to introduce approximations by means of 
a truncation of the series of partia! collision operators in a given arder of in teraction. 
The lowest arder that introduces rclaxation effects is a truncation in second order in 
the interaction strcngths, the SOART referred to in the Introduction: it renders the 
equations Markovian in character [I 7,18,20]. We resort here to this approximation; it 
produces the nonlinear contributions rclevant to the question in hand, with the higher-
order tcrms given small modifications. The NSOM-soART equation of evolution for the 
mode populations are 
!!_v =JfOlt/ltl+Jm dt q q . q q ' (ô) 
where 
]~0 l = Tr{.~ [ataq,Hole(t,O)}, 
ln 
(7a) 
1~1) = Tr[i~ [ataq,H']e(t,O)}, (7b) 
./~2 ! = (ih)- 2 r"' dt'e't' Tr{ [H' (t'), [H', ataq]]e(t, 0)} 
( ·~)-1 Jo d' a·Ó]~I)(t) T {1 t H'J -( 0)~ + ln t e 5: ( ) r aqaq, e t' f ' 
-oo uVq t 
(7c) 
where ó stands for functional derivative, e is given by Eq. (5), and Zubarev's approach 
was used. 
ln the NSOM-SOART calculation for the equations of evolution for the polar mode 
populations, it results that because of the symmetry propertics of the system and the 
selected choice of thc basic variables - and thus the form of the auxiliary NEso of 
Eq. (5) - severa! contributions are null, namely, jl0l and jlll. There remains only the 
first contribution to ;m, which produces a result that correspond to the golden rule 
of quantum mechanics averaged with the auxiliary nonequilibrium statistical operator 
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of Eq. (S); performing the requircd calculations wc finally obtain 
d ') 
dt Vq(t) ~ lq(w)-· ~~ .2;: IV~~~~~{v;.(l+vi+q')Vq(tl-(l+vi-lv;+q'[1+Vq(t)Jl6(slq+q'l-slq'l-wq) 
q 
- ~: 2.: IV~~~ 12 ( (1 +v;.) (l + vS-q• lvq(t)- vS.vS-q• [l + Vq(t) ]}o(slq- q' I ---- slq' I - Wq) 
q' 
2TT '\ I (2) l ( ,, . ( ) I> [ J . ( ) ll - 'I 
- h2 L.. vqq' I { l + vq+q,)Vq• t)vq(t - Vq+q' 1 + Vq• (t) ll + Vq t ô(slq + q - Wq•- Wq) 
q' 
2 TT ' ('') ., 1> b • 
- 112 L; IVq;j•l"{(l + vq-q')[1 + Vq•(tl]vq(t)- vq q'Vq•(tlll + vq(tl]lo(slq- q I+ Wq· -- wq) 
<I 
2rr '\ (2) ., ,, l b - • 8) li-;;_ .:._.IVqq•IL{vq-q'f1 + Vq•(t) Vq(t)- (l + Vq q')Vq•(t)[l + Vq(t)]!b(slq- q 1- Wq• + Wq) ( 
q' 
We recall that q when refcrrcd to the polar mudes runs ovcr the Brillouin zone 
( -rr I a s q s rr I a), and that the Hamiltonian of Eq. (l) already contains information on 
the conservation of thc linear momentum; in the equation above the 8 functions take 
carc of the conscrvation of energy in the collision cvcnts. Furthermorc, wc expressed 
the time-depcndent correlations involving the operators associatcd to the externa! 
source in terms of a spectral dcnsity, namely, 
(9) 
where lq ( w) reprcsents the intensity of the sourcc o ver the spectrum of frequencies. 
Finally, v~ is the population of the acoustic vibrational modcs, namely, 
v~= [exp(~sq)- l]- 1 • (10) 
Taking into account Eq. (lO) and using thc energy-conscrving o functions, Eqs. (8) 
can be rewritten as 
d _ Zrr "\' (1) 2 h h {ltr.wb, [Vq(t) . ] - , . 
-d Vq(t)- lq(U.J)- '-'2 L.IVqq•l VqVq+q'c q O -1 b(slq + q 1- slql- Wq) 
t n q' Vq 
4rr "\' (I) :! h 1, [vq(t) ] , 
- h 2 L.IVqq'l vqvq-q' 0 -1 8(slq-q l+slql-wq) 
q' - Vq 
- ~~ L I v~~\ l"vS+q' j[ l + Vq• (t) l r 1 + Vq (t) J - Vq• (I )vq(t)elliH2qq'} 8(slq + q' I - Wq' - U.Jq) 
q' 
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-~~L IV~~~I 2 v~-q' {vq'(t) [1 + vq(t)j -[1 + Vq'(t)] vq(t)cflttOqq'} 8(slq- q'l + Wq'- coq) 
q' 
2rr "' ( 2) :! h { r l {:lf o } 
-h'i.:::....,IVqq'l vq-q' Vq'(t) 1 +vq(t) e 'qq' -[1 +Vq'(t)]vq(l) 8(slq+q'l-o.>q•-Wq) 
q' 
where 
Oqq' = o.J q + c.o q' 
l'.qq' = Wq - Wq' 
(11) 
(l2a) 
(12b) 
and v~ is the population in equilibrium (at temperature T) of the polar vibrational 
mode. 
Equation (11) is thc type of equation proposed by Frõhlich. On the right-hand side 
ofEq. (11), bcsidcs the pump term, which is thc first one, the next two terms are asso-
ciated to relaxation (decay) of the polar cxcitations to the thermal bath (related to H11 
andH12 ); the fourth, arising out of Hn is also a relaxation term of thc vibrational modc; 
the last two terms are contributions arising from H22 , that we call Frõhlich terms, be-
cause those are response for the transfer of excitations to the low frequency polar 
modes. ln fact, given mode q, if Wq s Wq', the bilinear terms containing vq(t)vq•(t) 
lead to an increase in population for it, at the expense of the other q' modcs. lt has 
been argued [21] that contributions coming from thc fourth tcrm wash away the ef-
fect of contributions arising out of H22 , but Frõhlich has countered [22) that it has 
a small contribution as a result of the different form of energy conscrvation in both 
processes as, in fact, characterized by the 8 functions in Eq. (8); wc anticipate that for 
the parameters we use in our numcrical calculations contributions arising from Hn 
are identically null. 
To proceed furthcr, we model the dispersion rclation of the polar mudes by a 
parabolic law, namely 
., 
Wq = C.Oo - Oiq" , (l3) 
122. 
where w 0 and LX are constant parameters. lt should be noticed that this t"orm for thc 
dispersion law implies a maximum value w 0 at the zone center and a mlnimum value 
at the zone boundaries. Also, the second and third terms on the right-hand side of 
Eq. (11) are written as 
1 ( o 
--v -v) 
Tq q q 
(14) 
which introduces the rclaxation time 
.. 2rr_l_'-.IV(l)l b b /Hislq'l"( I '1··-slq'l-wq)+o(slq-q'l+··lq'I-Wq). 
- 112 o L. qq' Vq•Vq+q'C v S q + q _ J v q' q' 
(15) 
Because of the choice given by Eq. (13) we are now in condition to evaluate the 
energy-conserving o functions, i.e., to determine the values of q' that they fix. This 
requires one to look for the roots of the equations, 
j,, = Wo ··· (l(q 2 + slq'l- slq + q'l. 
!12 = O.lo- (l(q 2 - slq'l- slq- q'l, 
fl = 2wo- (l((q 2 + q'2) - slq + q 1 1 , 
f ( 12 :!. ) "I I I 3=(l(q -q -5q-q. 
f. ( 12 2) I I I .4=(l(q -q +sq-q. 
(16a) 
(16b) 
(16c) 
(16d) 
(l6e) 
ln one dimension the vectors q and ql take the values q and ql, positive or negative. 
Taklng this into account we have the following: 
(1) The roots of f 11 are 
q
l ... {-(Wo- (l(q 2 + sq)j2s, 
II -
(wo- (l(q 2 - sq)j2s, 
what implies that wo -- (l(q 2 + sq < O. 
if ql > O and q + q 1 < O , 
(l7a) 
if ql < O anel q + ql > O ; 
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(2) The roots of ftz are 
I { (wo- 01.q 2 + sq)/2s, 
qu = 
-(wo- 01.q 2 - sq)j2s, 
if q' > O and q - ql < O , 
(l7b) 
if ql < O and q - q' > O ; 
what implies that w 0 - 01.q 2 ± sq > O. 
(3) The roots of .f!. are 
( 
S ) z .1 ( S ) 2 Wo 
-,. - - w + - q + -- ' 
2 (l( 01. 01. if q + ql >o (l7c) 
I ( j ) s 
q2+ = -2 ± 
. 01. 
1( 2 ) s )( _s ) 2 ., ( s) 2w0 q2 :!: = -201. ± 201. - w - 01. q +-----;:;- · if q + q' <o. (l7d) 
(4) The roots of .13 are q; = q and 
I {-q--s/cv., 
q2 = 
-q + S/01.' 
if q- q' >O and q > -s/2c<, 
(l7e) 
if q - ql < O and q < sI 2 01. ; 
(5) The roots of f 4 are q~ = q and 
I {-q---S/01., 
q3 = 
-q + S/01.' 
ifq-q' <Oandq < -s/201., 
(l7f) 
if q- q' >O and q > s/201.. 
lt should be noted that the 8 functions in Eqs. (11) produce 8 functions in the 
variab!e of thc intcgration q' through the known rclation 
(IS) 
where n runs ove r ali the roots of f;. 
To furthcr simplify matters, but without losing the fundamental characteristics 
of the model, we take the matrix clements V~~~ and V~~~ as constants, V1 and Vz, 
respectively. Wc go over the quasicontinuum (largc system) in the reciprocai space, 
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i.e., in one dimension, 
(19) 
whcrc L is the length of the chain, the limits of intcgration are for the values q of the 
polar vibrations Qo = rr I a and -Q0 = -rr I a, i. e., the end values of the Brillouin zonc, 
and those for thc values of q' of the mode of vibrations in thc continuum are in the 
interval Qu and -Qn, i.e., the Debye wave numbcr fixed by the Debye cutoff frequency; 
we assume that Qn » Qo. Introducing the time scale f = lih /L IV1 12 and thc rcduccd 
time T = t lf, thc coefficient ,\ = IV2 12 11V112 , and taking into account the expressions 
for thc energy conserving 8 functions as givcn by Eqs. (17) and (18), we find that 
(20) 
where 
(21a) 
fQD . , { 1 y(q) ~ s dq' vS,vSI,J'eJlllsl<ll -;-;----[1- 8(q .-Qil ,s 1 q') IE>(q')O(q' + (wo- aq2 + sq)l2s) 
+ 
2
1
s 8(q + q')[l - 8(q') ]o(q'- (w0 - aq 2 - sq)l2s)} 
-t- s JQn dq' v;.v;_q' { 
2
1 [1- 8(q- q')l8(q')ó"(q'- (wo- aq2 + sq)l2s) 
-Qv 5 
+ Le(q-q')I1-El(q')Jo(q'+(wo-aq 2 -sq)l2s)}, 
x (e(q + q'){o(q'- q;~ 1 ) + o(q'- q;~ 1 )} 
~s 2 - 4Lx2q 2 - H:iasq + Sawo 
+ [1-El(q+q')J{8(q'-q;~1):f-8(q'-q;r: 1 )})' 
~s2 - 4a2q2 + 16asq + SauJo 
(2lb) 
(21c) 
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filo R2(q) = i\s dq'v~-q· I Vq• (l + vq) ·- ( 1 + Vq• )vqetlt,r:.,l"' J ... Qo 
x{
1
• 
1 
1
e(q-q')8(q+sf2a)8(q'+q+s/a) 
2aq+s 
+ IZa: _si [1- 8(q- q')]l1- 8(q- s/2o<)]o(q' + q .. S/lX)} 
JQo + i\s dq'v;;_q,[Vq•(l + vq)e--lltu~""'- (l + Vq•)v,1] Qo 
x S 1 · -[1 - 8(q- q')][l ·· 8(q + sj2a)lô(q' + q + sja) 
li2aq +si 
+ i2a:-si8(q-q')El(q-sj2a)8(q' tq-sja)}, (21d) 
where EJ(x) is Heaviside's step function accounting for the step limitations imposcd 
on q' by Eqs. (17). It should be noted that in R2 the contributions from the roots q' = q 
inf3 and 14 are null. Furtherrnore, we rccall that -Q0 s q < Q0 , and it should be noted 
that Eq. (20) is invariant under the invcrsion operation in which q and q' change in -q 
and -q'. 
For the sake of sirnplicity, we already take into account that for the values to be 
used later on for numerical calculations the first terrn in y is null as well as the tcrrn 
R1. Hence, leaving aside thcse contributions, performing the integrations in Eqs. (21) 
we find that (q, next, is the vector in one dimension) 
+ [1- 8(q + ~ )]i\<f>(q)[v,+.dl + Vq)e-flhs(2q+~l- (1 + v,+_dvq l lX '""( ('( ~, ('( 
s 
f 8(q- -)i\tjJ(q)[v,_~(l r- v )ellf's( 2<1-~l- (1 +v s )v l (22) 2 (\' ... " q q-;;; tj ' 
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where now 
y(q) = i [ellfliWo ·<X</2 ·S<JI/2 -·· 11-1 [eJlhlwo-<X<j 2 +s<jl/2 _ 1 r\ (23a) 
s . s 
'P ( q l = . ( el'''' I q + -I - l l , 12exq +si ex (23b) 
'''(q)= 5 (eil 11 '1 -~1-l) '~-' 12 exq - sI q ex · (LI c) 
We can see that in the all importam term R2 (q) (the one containing the nonlinear 
conlributions) not all the polar modes are couplcd, but those that differ between them 
in a spacing given by +sI ex, and are contained in the Brillouin zone. Hence, the modes 
contained in each segment of the extension sI ex are, each mode independcntly, coupled 
to a finitc number 2ft of mudes outsidc it, such that ft equals the intcger part of 
[rrexlsa]. For examplc, if the set contains the mude at thc zone center, q =O, then 
the coupled mudes are {+O,±slex;+2slex; ... ;+jslex} and the set that contains the 
cnd zone vector Qo = rr I c< is { Qo; Qo - sI ex; Qo - 2s I ex; ... ; Q 0 - (ft. - l)s I ex}. Thc 
bilinear terms connecl the modc q to the modes q - s 1 ex and q + sI ex, in a process of 
transmisston of energy from each modc q for the next lower in energy. Furthermore, 
we recall that because of symmetry considerations modes with negative wavc vectors 
are equivalcnt to those with a positive value, Having sct the equations of evolution for 
the populations of the coupled modes let us first considcr thc stationary states that 
should follow after a certain transient, to be determined latcr on in this section, have 
clapscd. The steady state is the solution of Eqs. (22) when setting dv I dT = O. lt is 
worth noting that in NESOM, because of the form of the auxiliary operator of Eq. (5), 
one finds that 
(24) 
1.e., the populations can be expressed in terms of thc unknown nonequilibrium 
thcrmodynamic parameter Fq. ln particular, we may choose the alternativc form 
(25) 
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and then Eq. (24) resembles a Base-Einstein distribution but with a quasichemical po-
tential for each modc /lq, thus being of thc form proposcd by Frühlich [7]. Clearly, 
replacing Eq. (25) in Eq. (24), and the latter for Vq in the steady-state equation of evo-
lution, one gets an equation for the quasichcmical potential in terms of the popula-
tions of diffcrcnt mudes. This quasichemical potential increases with growing externa! 
pumping energy and then may signal a kind of Base-Einstein condcnsation if at some 
criticai intensity /lq coincides with hwq. This implies the possibility of emergencc 
of the Frõhlich effect as describcd in the Introduction. The formal charactcr of the 
quasichemical potential per mude, /lq, should be stressed, whilc Fq is the nonequilib-
rium intensivc thermodynamic parameler that NESOM introduces, that is, Eq. (25) is an 
arbitrary choice deemed appropriate for the physical discussion of the problcm. A qua-
sichemical potential for the characterization of the population of nonequilibrium pho-
tons in the case of a nonequilibrium statc of radiation and carriers in semiconductors 
was also used by Landsberg [231. 
Returning to Eqs. (22) in the stcady state, we procecd to obtain their numerical so-
lution using an adaptation of a known computational algorithm [24]. For that purpose 
we necd to introduce numcrical values for thc parameters involvcd; wc take for them 
values that are typical of the biopolymers involved [7, 15,1 G], namcly, 
a= 100 A; 
. ~ 
s = IO'cm/s; ') a= 0.19 cm" /s; 
that is wc simply take values within the arder of magnitude to be expectcd in such types 
of systems, e.g., thc a-helix protein of Fig. l. We stress that the characteristic behavior 
to be derivcd, as shown in Figs. 2-7, is independent of the numerical paramctcrs, that 
is, the qualitative aspects remain but, of course, with changing numeric results. With 
these valucs it results that thc cnd Brillouin-zone wave number is Q0 = 3.14 x 1 Qü cm 1; 
the width of the frequency spectrum of the polar modcs r= 1.87 x 10 12 Hz; the ratio 
s/rx = 5.27 x 105 cm-1 and then the number ii of coupled modes is 12. The bath 
temperature is takcn as 300 K. Thcre is an open paramcter, viz. A, that measures -
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as its definition indicares the ratio of the coupling strengths involved in thc nonlincar 
and linear (in the polar mode populations) anharmonic interactions; we will obtain 
solutions for scver values of this parameter. 
We consider the set that contains the mode at the zone center (q = O), which is 
assumed to be the only one pumped by thc cxternal source, and we solve the equations 
of evolution for the populations Vq for the values ,\ = 1 and 0.01; the results are shown 
in Figs. 2(a) and (2b). 
Next, we consider the more realistic case of ali modes bcing pumped, and such that 
Sq = S, andA.., 1 with the corresponding curves shown in Fig. 3. 
Inspection of these curves dearly shows a complex behavior of the system: at a 
given threshold of the intensity S of the pumping source (we recall that S is a scaled 
quantity for the amplitude of the intensity in the spectral representation of Eq. (9); 
cf. Eq. (21a)] the mode with the lowcst frequency begins to grow enormously, in a 
very steep fashion with increasing intensity S. The quasichemical potential associ-
ated with this mode tends asymptotically from below to the value of the frequency 
of the mode, but does not coincide with it; see Fig. 4. At and beyond the threshold 
intensity (indicatcd in an estimative way by the arrows) this very dose approach of 
the quasichemical potential to the frequency of this lowestfrequency mode leads to a 
near Bose-Einstein condensation, in the sense that the distribution in the modes cor-
responds to a very large accumulation in the lowest-energy state. The comparison in 
Fig. 3 of the populations in the presence of the nonlinear coupling with those in the 
absence of coupling, allows us to better visualize the Fr6hlich effect: the mode with 
the lowest energy has increased its population by almost an order of magnitude above 
the value expected for ,\ ""' O, at the expenses of the other modes whose populations 
rest below the dashed line; some of them tend to a constant saturated valuc. Aftcr the 
criticai intensity threshold has been achieved v 1 grows quite steeply. 
The first threshold intensity (at which there follows the steep increase in popula-
tion of the lowest-frequency mode) is not strongly dependent on ,\, which, we recall, 
measures the strength of the anharmonic interaction responsible for the nonlinear 
terms in the equations of evolution. This is shown in Fig. 5. Hence, the effect follows 
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an intense form cvcn at weak nonlincar contributions in the relcvant (nonlinear) term 
that needs to be present for the phcnomenon to arise. 
Also, as previously mentioned, it has bccn argued that the anharmonic contribution 
contained in the fourth term in thc Hamiltonian of Eq. (l) opposes and may eventually 
cancel the Frohlich cffcct [21]. Frohlich has replied that this is not so because the 
term should involve less important contributions to thc kinetic equations [22]. Our 
calculations show this clcarly; furthermore, for the particular numerical values of the 
parameters wc use, the contribution from that term vanishcs, because in the scattering 
events it produces it cannot be simultaneously satisficd by the conservation of energy 
and momentum. 
Our results then show that protcin polymers of the typc considered by Davydov [13-
15] display complex behavior manifested in thc cmergence of the Frohlich cffcct. 
As already noted, the Frohlich cffcct seems to be accompanied by the formation of 
an electret state [8,9) and the propagation of undampcd waves [10,13-15). Therefore, 
it is of relevance to determine the transient time. For that purpose, we solve the 
equations of evolution (22), using as an initial condition the values for thc populations 
in equilibrium, resorting to an adaptation of a known compu ter program [2 5). Figure 6 
shows thc cvolution of the population of the six modcs for case ,\ = 1 and S = 5000 
(slightly above the criticai valuc for the condensation to follow). We are then in a 
condition to evaluate thc transient time beforc the steady state is reachcd. Comparing 
Eqs. (12) and (19b) wc find that 
(26) 
Assuming thesc rclaxation times to thc bath being of the arder of tens of picosec-
onds [7,16), wc estimate the scalc factor f to be roughly 20 ps, and so the transient 
times are of this arder or smaller (sec Fig. 4). 
Finally, after solving thc set of 12 coupled cquations for severa! different scts of 12 
coupled modes, we are able to show in Fig. 7 the depcndcnce of the mode populations 
along the interval of frcquencies in the polar branch of vibrations. Thc region of 
low frequencics privileged by thc onset of the Frohlich cffect is evident. We have 
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alrcady notcd that the resu)ts described in the series of figures retain their qualitative 
characteristics when the numerical valucs of thc paramctcrs of the system are changed. 
Consider, for example, the case when the cell parameter is rcduccd by a factor of 4 
(i.e., a "" 25 Á) to maintain the width of the frequency dispersion spectrum of the 
vibrations, parameter a needs to be reduccd by a factor of 16. But now the number 
of coupled modes is 48. Numerical results are similar, but the main changc is that 
the length of thc rcgion in frcquency space (cf. Fig. 7) that includes the modes in the 
condensate is stretched by a factor of 4. 
Furthcrmorc, using the given value of f, we find that for the criticai intensity (for 
the onset of Frõhlich effect) S* = I*T being roughly 5000 (cf. Figs. 3 and 4), the value 
of the criticai intensity I* is roughly 5 x 10 13 Hz, which implics for O.Jo = 10n Hz 
a pumping power of S x 1 o-s W per mode. Since the number of modes is LQo/TT 
(whcre L is thc lcngth of the chain), for the numbers used this is 106 L, and then the 
total pumped powcr is 5 x 10-2 W. Assuming that this power is provided through the 
hydrolysis of adenosine 5'-triphosphate (ATP), which produces 7.3 kcal/mol, in the 
event of absorption of a fraction f of this metabolic energy, to maintain the power 
intensity required would imply a rate of -(L/J)(l.6 x 10 G) mol/s, or (Lf) mg/s of 
ATP. To obtain the stationary Frõhlich condensate, as seen, a time interval of thc order 
of 10 ps is requircd, and then an expense of -(I./j)(l0- 14 ) g of ATP, which seems to 
be very accessible values for the phenomcnon to occur. Moreover, we have considered 
here that the source creates single excitations in the vibrational modcs (cf. Eq. (2g)] but 
multiple excitations are also energetically possible, which, furthermore, are enhanced 
by thc sarne ctfcct of condensation when the modes Jowest in frequency are externally 
pumped. ln the next section we summarize and commcnt on thc rclcvance of the 
phenomenon evidenced in this section. 
3. CONCLUDING REMARKS 
We have studied a model of a biological polymer, namcly a chain of biomolecules such 
as the a-helix considered by Davydov [l S], which is expected to possess polar modcs of 
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vibration. The latter are assumed to receivc energy from an externa! pumping source, 
say, a metabolic feeding of these modes. At the sarne time, the polar modes inter-
actwith an elastic continuum via a nonlinear anharmonic-type potential. Equation (1) 
presents the Hamiltonian of this system. We studied the dissipative nonequilibrium 
state of the polar modes which is characterized by the populations of these modes of 
vibration. We derived for them the corresponding equations of evo lution resorting to 
the nonequilibrium statistical operator method [17], but in the approximation SOART 
for thc nonlinear transport cquations that can be built within the framework of NE-
SOM [18]. Even though the equations couple, in principie, all the modes characterized 
by the wave vector q running over the whole Brillouin zune, conservation of energy 
and momentum in the scattcring events allows for the separation of the whole set of 
coupled equations in reduced independent sets of equations composed of a certain 
number of modcs. The equations of evolution for the populations of the polar modcs 
ofvi bration are solved under the assumption of a constant pumping of encrgy by the 
externa! source, and that the thermal bath of acousticlike vibrations is constantly kept 
in equilibrium with a reservoir at a constant temperature T (i.e., it is regulated by an 
efficient homeostatic mechanism), 
Wc have been able to demonstrare that such a system displays a complex behavior, 
namely, that at a certain distance from equilibrium, i.e., for a threshold value of the 
pump intensity, there occurs a steep increase in the population of the modes with 
the lowest frequencies, in a way reminiscent of a Base-Einstein condensation that we 
term Frühlich effect. There is a kind of self-organization in the system, governed by 
the nonlinear cft'ects in the equations of evolution and, thus, this phenomenon may 
be considered as the emergente of a clissipative structure in Prigogine's sense [26]. 
Clearly, a very large population in certain modes implies large amplitudes of vibra-
tions, which may lcad to a coherent ett'ect among the vibrating units and to formation 
of some kincl of space ordering; it has been suggestecl that this is an electretlike state, 
however, of a metastable character [8,9]. 
Furthermore, as is also shown elsewhere [1 O], a restudy of the propagation of the ex-
citations in this media, not at the quantum-mechanicallevcl but at the nonequilibrium 
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statistical mechanicallevel that may describe, within NESOM, the far-from-equilibrium 
thermodynamic state of the open system, seems to indicate that beyond the point 
of emergence of Frõhlich's effect, polar waves propagare with a very weak damping. 
This appears to be of large interest for an eventual explanation of the effective energy 
transfer at the biomolecular levei. At normal lifetimes, estimated in the picosecond 
range, vibrations cannot propagate further than a few micrometers, but beyond the 
criticai point, as noted, the vibration lifetime is markedly increased and can propagate 
energy at long distances. Therefore, it is of relevance to determine the time interval 
(transient time) between the onset of excitation of the modes and the establishment 
of the steady state after the threshold for the Frõhlich effect: as shown in the last 
section it is estimated to be of the arder of the relaxation time to the bath; if the latter 
is, as expected, in the tens of picosecond time scale, then the time of the transicnt is 
of the order of a few tens of picoseconds. Also, the threshold for Frõhlich effect, as 
our estimative presented in last section shows, may be attained with the use of the 
expending of low leveis of power, i.e., a cxceedingly small fraction of a moi of ATP 
molecules participating in energy-providing hydrolysis reactions. 
The Frõhlich effect is then demonstrated to be present in biopolymers, like a large 
chain of protein molecules, that cem sustain polar vibrations-like those originating in 
peptide groups. Its occurrence implies that the leading term for the phenomenon 
to arise-namely the nonlinear terms in Eq. (22) - whose origin was the anharmonic 
contribution contained in the term H22 of Eq. (2f) overcomes the opposing effects of 
relaxation to the thermal bath, arising out of H 11 and H 12 of Eqs. (2c) and (2d), and the 
contribution from the anharmonic interaction in H21 of Eq. (2e), which, we recall, has a 
null contribution in the particular case we used for numerical calculations. We stress 
that the Fróhlich effect is of purely quantum-mechanical origin, i.e., the Planckian form 
of the mcan populations of the vibrations of the bath and the zero-point energy of their 
states: Taking the classicallimit in Eq. (6) results in the cancellation of the nonlinear 
Frõhlich term. Finally, as shown, the phenomenon is dcpendent on the value of the 
coupling intensity, i.e., paramctcr i\, but it may follow even for very small values of it, 
and then it is possible under very broad circumstanccs. 
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1t has been suggested as experimental evidencc of the phenomenon [7] the inves-
tigation of the buildup of the reaction rate of enzyme moleculcs as a function of the 
enzyme density. ln principie, it can be evidenced by direct observation of the ex~ 
cited vibrations, for examplc, with the use of scattering efflects, since the intensity of 
the Raman line is proportional to the population of thc mode. It should be noticcd 
that Raman scattering allows us to probe only long-wavelength modes, bccause of the 
small value of photon wave number in the visible, IR, and uv regions of the spectrum. 
The nonthcrmal amplification of polar modes has been determined in severa! experi-
ments in materiais displaying biological activity [2 7]. Additional possible experimental 
evidences have bccn discussed in Rcfs. [6]. [7], [12]. [16], and [28]. 
ln condusion, we can summarize the result by saying that, the Frõhlich effect, 
which can be related to important biophysical aspects in biopolymcrs (i) may be of 
easy realization (it suffices to have evcn a very weak nonlinear anharmonic coupling 
strength of the type described, and a weak threshold of pumping power), (ii) is pro-
duced very rapidly after the initial release of thc pumping (metabolic) energy, and 
(iii) also, as preliminary cakulations seem to indicate [lO]. once in its domain, signals 
can be propagated in the medium with almost no decay, and, then, at very long dis-
tantes (the lifetime of the excitation is very large). Furthermore, it can be shown [10] 
that the vibrations propagate in a coherent way, and then ali the characteristics for 
the propagation of biochemical energy in this kind of biosystem formally resemble the 
situation one finds for the case of electromagnetic waves in laser devices. 
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FIGURE CAPTIONS 
Figure 1: An atomic model of thc C<·helix structure in a protein (Refs. [15] and [16]), 
and on the right a rough description of the mcchanical modcl considered in the 
text. 
Figure 2: The population of the differcnt coupled modes, in a sct that contains q = O, 
as a function of the scaled intensity S for (a) À = 1 and (b) À = 0.01. Mode q = O 
is the only onc pumped. Index 6 stands for q = O; 5 for q- sI a, ... , 1 for q- 5s I lX 
(mode 1 is the one with the lowcst frequency). 
Figure 3: As in the case of Fig. 1 but now with ali modcs equally pumpcd and À = l. 
The dashed curve is thc result À = O (uncouplcd mudes), whcn the population of 
the diffcrent twelvc mudes is roughly the sarne. 
Figure 4: The dependcnce on thc scaled intensity of the quasichemica) potcntial of the 
lowest·frequcncy mode (arrows indicare the approximate onset of condensation). 
Figure 5: Behavior of population of the lowest·frequcncy mode v1 , for different values 
of the coupling strcngth. 
Figure 6: Evolution intime of thc populations of the modcs for À """ 1 and S = 5000. 
Figure 7: The population of the modcs in the band containing their frequencics of 
vibration, namely, w 0 - a(rr/a)Z::; w::; oJ0. 
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Figure 1: An atomic model of the cx-helix structure in a protein (Refs. [15] and [16]), 
and on the right a rough description of the mechanical model considered in the text. 
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4.3 Condensação de Frõhlich tipo Bose-Einstein ampliada 
por retro-alimentação positiva em biosistemas 
Apresentamos um estudo mecânico-estatístico do assim chamado efeito Frõhlich, a 
saber: a amplificação não-térmica de vibrações polares que levam a comportamento 
complexo em biosistemas, como biopolímeros e agrandes agregrados de macromolé-
cuJas. O condensado de Frõhlich é considerado de relevância para determinada classe 
de processos biológicos, em particular em conexão com o problema de propagação 
a longa distância de sinais em temperatura fisiológica. Recorrendo a uma teoria ter-
momecânica apropriada para lidar com processos irreversíveis em sistemas longe do 
equilíbrio, resultados anteriores são estendidos. Realizamos uma análise do caso em 
que a produção de uma dupla excitação de vibrações polares, gerada pela ação de 
uma fonte externa de alimentação de energia metabólica é possível. É mostrado que, 
quando esse é o caso, o processo envolve um mecanismo de retroalimentação positiva 
que facilita grandemente e aumenta o fenômeno do condensado de Frohlich e, con-
seqüentemente, os possíveis processos biológicos que o acompanha. Os resultados 
são discutidos e uma eventual conexão com observações experimentais é indicada. 
lnternational Journal of' Quantum Chemístry, 66 (2), 177-87 (l 008). 
POSITIVE-FEEDBACK-ENHANCED FROHLICH'S 
BOSE-EINSTEIN-LIKE 
CONDENSATION lN BIOSYSTEMS 
Marcus V. Mesquita, Áurea R. Vasconcellos, Roberto Luzzi 
Inslilulo de fúica 'Gleb Wataghin', 
Universidade Estadual de Campinas, Unicamp 
U083-.970 Campinas, São Paulo. Brazil 
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We prescnt a mechano-statistical study of thc so-called Frühlich effect, 
namely nonthermal amplification of polar vibrations leading to complex 
behavior in biosystems, likc biopolymers and large aggregatcs of macro-
moleculcs. Fróhlich condensation is considcrcd to be of relevance for a 
ccrtain class of biological processes, in particular in connection with the 
problem of long range propagation of signals at physiological tempera-
ture. Resorting to a thermo-mechanical theory appropriate to deal with 
irreversible processes in systems far from equilibrium, earlier rcsults are 
extended. We perform an analysis of the case when production of a double 
excttation of polar vibrations, generated by thc action of an externa! pump-
ing source of metabolic energy, is possible. It is shown that, when this is thc 
case, the process involves a positive feedback mechanism that greatly facil-
itares and enhances the phenomenon of Frohlich's condensation, and con-
sequently the possible accompanying biological processes. The results are 
discussed and eventual connection with experimental observations pointed 
out. 
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1. INTRODUCTION 
It is certainly a truism to say that the complica te heterogcncous spatial structure and 
functioning(lemporal evolution) of living organisms, starting with thc individual cell, 
set down quite difficult problcms at the biophysical and biochcmicallevels. ln recent 
decadcs a good amount of cffort has in particular been dcvotcd to some physico-
chemical aspcct of biosystems like, how to increase our knowledge of thc chemical 
composition of the life forms; to determine the structure of large macromolecules; 
to determine the rcactions that lead to processes of sintetization of multi pie campo-
nents; to understand the mcchanisms anel codes requircd to determine the structure 
ofproteins; anel so on. For considering living systems at the biophysicallcvcl wc must 
be well aware of the fact that we are dealing with macroscopic open systems in non-
equilibrium conditions. ln othcr words, one observes macroscopic organization -
at the spatial anel temporal leveis - of thc microscopic components of thc systems, 
namcly, molecules, atoms, radicais, ions, electrons. Thc macroscopic behavior is of 
course correlated to the details of the microscopic structure. Howevcr, lt must be 
emphasized that this does not mean that knowing the microscopic details shall reveal 
the interesting macroscopic properties. 
Quite recently, this qucstion concerning the theorctical description of the macro-
scopic behavior of dissipative open many-body systcms in arbitrarily far-from-equilib-
rium conditions has bccn encompassed in a sccmingly powerful, concise, and e)egant 
formalism, established on sound basic principies. This is the Nonequilibrium Statisti-
cal Operator Method (NESOM) [1-3] which may bc consldered as pertaining to Jaynes' 
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Predictive Statistical Mechanics [4, 5]. The NESOM allows for the construction of a 
nonlinear quantum transport theory of a large scope [I, 3, 6, 7] and a thermodynam· 
ics of irreversible processes, termed Informational Statistical Thermodynamics (IST; 
sometimes referred to as Information-theoretic Thermodynamics, which is briefly re· 
viewed with accompanying historical notes in [8]), which provides the foundations 
for the treatment of dissipative open macrosystcms away (either near or far) from 
equilibrium. This is, as already noticed, the situation in biosystems, a result which 
is a general feature of biological systems where energy is always available, through 
metabolic processes, that is, the open biosystem "feeds" on this energy and is driven 
away from equilibrium. A quite fundamental point is that the evolution of the system 
has associated a nonlinear klnetics, and from this point of view the physics we are 
thus involved here with consists in the description of nontrivial nonlinear effects that 
changc in time and space and are maintained through a constant energy supply. 
As pointed out by Fri:ihlich [9, 1 O], biological systems are relatively stable from a 
microscopic point of view, e. g. the thcrmal vibrations of single atoms are practically 
the same as in a corresponding nonbiological system. ln some conditions, however, 
when they are very far from thermal equilibrium, a restricted set of phase space points 
dominate the overall behavior of the rest. This implies in collective properties of or· 
ganization that are carried out by a great number of molecules requiring, as noted, a 
description in terms of macro-concepts which are outside the domain of the purely 
mechanicist-reductionist scheme. These collective properties evolve as a consequence 
of the supply of energy (metabolism), and virtually represent extreme nonlinear dis· 
placements. This nonlinearity of the equations of evolution of the macroscopic prop· 
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erties of the system is of fundamental relevance. Nonlinearity is nowadays known to 
be the source of new and quite unexpected phenomena that give rise to the so called 
complex behavior in dynamical systems [11, 12]. 
Biological systems are evidently complex systems by antonomasia, displaying a 
large variety of nonlinear physico-chemical processes. Hence, as it is the case, they 
present an enormously large number of ri eh and noticeable phenomena at the morpho-
logical, biochemical, biophysical, etc., leveis. We consider in this paper a conjectured 
complex behavior in a biophysical system consisting of a long quasi one-dimensional 
array of proteins, or biopolymers, in terms of a quite simplified model that contains 
the main physical characteristics of a real system that are relevant to the present study. 
The system has already been described in a previous paper [13], heretofore referred 
as (I), whose study is here broadened with the inclusion of an analysis of the case 
when- as it seems to be possible in real systems - the pumping of' metabolic energy 
is accompanied by a feedback (auto-catalytic) mechanism that reinforces the predicced 
complex behavior eventually leading to bioenergetic phenomena that may have large 
relevance in the tunctioning ot living systems. 
We consider the dissipative evolution and the steady state of the population of 
vibrational polar modes in a chain of biomolccules. ln our model these polar modes 
are excited through the coupling with a pumping source of metabolic energy andare in 
anharmonic interaction with an elas ti c continuum. Groups of polar modes are coupled 
in this way through nonlinear terms in the kinetic equations that describe thc evolution 
of the macroscopic state of the system. This nonlinearity is thought to be the source 
of a new and unexpected phenomenon characterizing complex behavior in this kind 
i 
' 
. ··-..i 
• 
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of systems: After a thrcshold in the intensity of thc pumping source is achieved, 
polar modes with the ]owest t'rcqucncies increase enormously their populations at the 
expensc of the other modes. The possibility of this phenomenon was advanced by H. 
Frohlich [9, lOJ, and, therefore, is termed Frdhlich effect, which resemblcs a kind of 
nonequilibrium Rose-Einstein condensation. 
For the model chosen in (I), our calculations show that the transient times for the 
stcady state of Frohlich's condensa te to appear is very short, namely in the ten-fold pi-
cosecond time scale. Moreover, the condcnsation in the low lying in frcquency modes 
should follow even for weak values of the anharmonic coupling strength responsi· 
blc for its occurrence. Furthcrmore, the condensation sccmingly requires reasonable 
leveis of metabolic pumping power to bc produced and sustained. Thc phcnomcnon 
ot' condensation may ]ead to a coherent effect among thc vibrating units and to the 
formation ot' some kind of spatial ordering, which is suggested to bc an clcctrct-like 
state of a metastablc character [14, 15]. Current trcnds indicare that Frohlich effect 
may havc important biological consequentes as a result of the long range action of 
the electric forces, like the enhancemcnt of the reaction rate of enzyme molecules, 
rolcaux formation in erithocytes, and others as considered in [15-18]. Also, the con-
nection between Frõhlich's and Davydov's effects has bccn recently shown. Davydov's 
theory contains a proposition for a novel mechanism for the localization and transport 
of vibrational energy consisting in the formation of solitary-like waves in biopolymers 
as those considered in (I) [19-22]. There is an indication that excitations of the Davy-
dov's soliton type propagating through the system, whilc they are strongly damped 
in near equilibrium conditions, become almost dissipationless once the threshold of 
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Frõhlich condcnsate is attaincd [23]. This suggcsts a relevant phenomenon of prop-
agation of excitations at long distanccs in such biosystcms, a question of interest in 
bioenergetics. 
Hence, the possiblc relevance of Fróhlich's effect at thc biologicallevel clcarly calls 
for a deeper analysis of the phenomcnon. Our calculations in (I) were bascd on a 
pumping mechanism involving the production of a single excitation. Neverthclcss, 
the metabolic pumping source being, for cxample, the one resulting from hydrolysis 
of ATP providing near 420 mcV per molecule, allows for production of double or higher 
order excitations, depending on thc system, as alrcady suggested by Alwyn Scott [22]. 
Hence wc reconsider thc case of papcr (I) introducing as bcfore the production of 
single excitations, and adding to it double excitations: as shown bclow this leads to a 
positive feedback cffect that greatly cnhances and favors the emergencc of Fróhlich's 
effect. ln last section wc further discuss this phenomenon and related experimental 
observations. 
2. THEORY: THE FEEDBACK EFFECT 
We reconsider the system of (I), which wc analyze in terms of the nonlinear quantum 
transport thcory that the NESOM providcs, as done in (I). Howcver, since the anhar-
monic interaction responsiblc for the dissipativc processes is wcak, we can greatly 
simplify matters by resorting to the lowest order approximation in the NESOM-based 
kinetic thcory. It is thc Markovian limit, in which one only retains the memoryless 
two-particle collisions, that is, the collision operator contains the strength of thc in-
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teraction between system and thermal bath only up to second order (we recall that in 
the present case it consists into the anharmonic interaction) [7]. Moreover, becausc of 
the particular characteristcs of the system Hamiltonian, together with the fact that the 
thermal bath is taken as an ideal reservoir characterized by a canonical distribution 
with tempcraturc T0 , the collision operator in thc kinetic equation for the popula· 
tions is simply rcduccd to the Golden Rule of Quantum Mechanics averaged over the 
nonequilibrium statistical cnscmble. 
Thc cited possibility of double excitation is incorporated in our theory by simply 
introducing instcad of the interaction Hamiltonian of Eq. (2g) in (I) the new expression 
(l) 
containing the contributions corresponding to single(as in I) and double excitations, 
respectively, and wherc wJll and w~:~. are their coupling strcngths, cp is the annihi· 
lation operator of excitations in thc sourcc, and a~ is the creation operator of a polar 
excitation in modc q. The other contributions to thc Hamiltonian are the sarne as in (I) 
(CL Eqs. (l) and (2) in (I)), which, we recall, contain three quasiparticlc collisions involv· 
ing the polar vibrations and the acoustic·like excitations of the thermal bath. Hcnce 
the equations of evolution for the populations of the polar modes, that is, F.qs. (fl) to 
( ll) in (I), remain thc sarne except for an additional source term associated to the new 
contribution in Eq. (1). 
Taking the coupling amplitudes W(l) anel wm as weakly wavevector dependent, 
l S5. 
the term associated to the pumping process takes the form 
' where the first term on the right corresponds to the onc of (I), and thc sccond is the onc 
. arising from double excitations, o..J 11 is the polar mude frcquency dispersion relation, 
and Vq is the population in polar mude q. Moreover, the presence of the quantity 
lq(W) is the result of introducing a spectral representation for the description of the 
pumping source, namely, 
') 
.... rr; t \_ ft2 \cpq(t)qJq/ --
00 
J d (.0 J ( ) iwt -q(J)C . TT (3) 
-00 
Therefore, taking into account Eq. (2), thc equation of evolution for the population 
of the vibrational polar modes is now 
dd v 11 (t) = IW(t) 1
2J(wq) +L IW( 2)1 2 I(wq + Wq•) [1 + Vq(t) + Vq• (t)] + 
t q' 
- Tq- 1(t)[vq (t) -v~]+ 
2rr"' "r I• l 
- h 2 L IVqq•l 1 + vq,q' Vq•(t)vq (t)c5(0111 q•- Wq•- · (.Oq) + 
q' 
2rr "' 2 I• 1- ftZ L IVqq·l (1 + vq-q')Vq•(t)[l + v 11 (t)]ó(Oq-q'- Wq• + wq), (4) 
q' 
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that is, Eq. (8) in (1), which now presents the new pumping term as given by Eq. (2) 
above. ln this Eq. (4), we recall, v~ are the population of the acoustic-like vibrations in 
the thermal bath, having the frequency dispersion relation n., and being kept al the 
equilibrium temperature T0 . Quantities Vqq' are the matrix elements associated to the 
anharmonic interaction, T., is a relaxation time [Cf. Eq. (15) in (1)], crystalline momen-
tum conservation is induded and the delta functions account for energy conservation 
in the scattering events. 
We notice in Eq. (2) that the term associated with the production of double exci-
tations is proportional to the populations v., which are growing under the action of 
the pump, and, therefore, a positive feedback mechanism is present. Let us see its 
consequences. 
We now proceed with numerical calculations using the sarne parameters than in (!), 
which, we stress, are simply chosen as an arder of magnitude approximation in com-
parison with those to be expected in real systems (e. g. the e<-helix protein in [ 19, 22]). 
We recall that in the model of (1), and for the proposed characteristic parameters, the 
equations of evolution which, in principie, couple ali the modes in the Brillouin zone 
(of the arder of Hl22 ), separare out - because of the concurrent energy and momen-
tum conservation in the collision processes -, in independent (and equivalent) sets 
of twelve coupled modes. Morcover, these twelve mudes are equivalent in pairs (those 
symmetrically distributed on both sides of the une-dimensional Brillouin zone), and 
then we need only to account for the six populations we labell v 1 to v 6 . ln Fig. I we 
reproduce the results reportcd in (I) showing the dependence of the polar mode pop-
ulations on the pump intensity (for a set of coupled mudes as described in (I)). The 
157. 
pump intensity is a scaled one, namely S = I W(l) Hot where lo is the intcnsity of the 
source which has been assumed to have a white spcctrum. ln other words, all spectral 
intensities in Eq. (3) are approximatcd by a constant lo. Furthermore, t is a rcfcrcnce 
time defined in (I), where the parameter i\ is also defined: it mcasures the rela tive inten-
sity of the nonlinear to the linear interactions of the polar vibrations with the thermal 
bath. ln Figs. 2 and 3 are shown the results that follow when the pumping term with 
double excitation production is introduced. There is an open parameter to be chosen, 
namely the r a tio of the squarcd coupling constants I W rzJ 12 I I wr 11 12 which we write as 
(a/ L)w, where L is the length of the chain, a is the length of the crystallographic unit 
cell, and w is an open weight parametcr (L cancels in the calculation as it should). The 
set of curves in Fig. 2 corresponds to the choice w = 1 and those in Fig. 3 to w = 0.01. 
Comparison with Fig. 1 clearly demonstrares how the additional pumping process fa-
vors Fri:ihlich's effect: First the threshold of intensity for the phenomenon to follow is 
largely decrcased. And, second, the phenomenon is particularly more pronounced. ln 
the case in which w = 1 , the intensity threshold for Fri:ihlich's effect to appear(which 
we define as the point corresponding to the intensity for which v 1 is roughly an arder 
of magnitude larger than the other modes) is ncarly five hundred times smaller than 
in the case when only production of a single excitation is considered (when w = O as 
it is the case of Fig. 1). For w = 0.01 the intensity threshold is five times smaller. A 
most noticeable effect is the very steep increase in the population of the modc with 
the lowest frequency in Figs. 2 and 3 as compared with Fig. 1. 
We also consider the transient regime. Thc numerical solution of the equations of 
evolution is shown in Fig. 4. Comparison with the results of (I) shows that the steady-
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state Frohlich's condensate appears after a much shorter transicnt time has elapsed, 
namely one of the arder of magnitude of picosecond to subpicosecond instead of the 
tenor more picoseconds obtained in the calculations in (1). However, it ought to be no-
ticed a kind of instability at high leveis of pumping intensity, consisting in the fact that 
strictly under the given modelled conditions the system attains stationary condition at 
not too high pumping intensity but no stationary condition follows at sufficiently high 
values of S. This effect is a consequente of the presence of the feedback mechanism, 
which occurs for w = 0.01 at avalue of intensity roughly given by S ~ 2480. Finally, 
in Fig. 5 the steady-state population of the modes in the frequency spectrum for a 
value of pumping intensity S = 2400 (with w = 0.01) are shown. This phenomenon 
therefore exhibits a kind of separation in a "two fluid system", like in the theories 
for superfluid He and superconductivity, which display Bose-Einstein-like phase tran-
sitions in equilibrium. These two fluids consist of the one composed by the mudes in 
the condensate at low frequencies (as indicated in Fig. 5) and the remaining modes (at 
intermediate to high frequencies) which are those which transfer energy to the former 
(through the nonlinear anharmonic coupling). 
3. RESULTS ANO DISCUSSION 
The results so far derived show that pumping of energy that can produce double ex-
citations in biosystems which can sustain polar vibrations (governed by nonlinear ki-
netic laws), involves a positive feedback mechanism that largely facilitates and en-
hances Fróhlich's effect, a phenomenon that may play an important role in biological 
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processes. We emphasize that thc steady state condensate follows very rapidly after 
the switching on of the pumping sourcc (namely, in the pico- to subpico-second time 
scale) and for low leveis of pumping power. Hence, it is greatly enhanced the complex 
behavior of the modelled biosystem, which, when at a certain distance from equilib-
rium, that is, for a threshold value of the intensity of the pumping source, displays a 
steeply increase in the population of the vibrational modes lowest in frequency. This 
is reminiscent of a Rose-Einstein condensation, but it must be clearly kept in mind 
that while the latter is a phase trans1tion in equilibrium and defined by a criticai tem-
perature, Frõhlich's effect is a nonequilibrium phenomenon. The transition point is 
defined in terms of the intcnsity of the pumping source, and this phenomenon may 
be considered as the emergence of a dissipative structure in Prigogine's sense [24]. 
As already noticed, this effect, apparently possible in biosystems, may be of rele-
vance for biological mechanisms. Some of them, as already stressed, may be associated 
to the formation of a metastable clectret state [lO, 14, 15], and another, of cvcntually 
particular relevance, is related to the propagation at long distances of signals without 
decay in these biosystems. These are Davydov's solitary waves [19] already referred to 
in the Introduction. This phenomenon is extcnsively covered in two relevant and com-
prehensive review articles dueto Davydov [21] and Scott [22]. ln the case of an a-helix 
region of protcin this mechanism is described as follows [2 2]: Vibrational cnergy of 
the co-stretching (or Amide-1) oscillators that is localized on the quasi-periodic helix 
(see Fig. 1 in (I)) acts - through a phonon coupling effect - to distort the structure 
of thc helix. The helical distortion reacts - again through phonon coupling - to trap 
the Amidc-1 oscillation energy and prevent it to dispersion, in a so called self-trapping. 
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Davydov's theory has received plenty of attcntion. lt has been pointed out that [22], 
although its novclty and large relevance in biocnergetics, it has associated some ques· 
tions that have been of particular conccrn. One is that if the soliton is stable at normal 
physiological temperature (310K). We have derived the equivalcnt of Davydov's equa-
tion in general nonequilibrim thermodynamic conditions, for the sarne model as the 
one presented here, then showing that Frühlich effect and Davydov soliton are a rcsult 
of the sarne nonlincarities in the equations of evolution [23]: Our calculations show 
that, in principie, the damping effect of Davydov's solitary wave in cquilibrium at nor· 
mal physiological conditions is present, and should givc rise to a very rapid decay (the 
signal can travei only a few micrometers). But thcsc calculations allowed us to demon-
stra te that this damping is depcndcnt on the macroscopic noncquilibrim dissipative 
thermodynamic statc of the system, and thereforc intluenced by the sarne nonlinear-
itics responsible for both Frühlich's cffect and Davydov's soliton. As a consequence, 
after Frühlich's condensation sets in, the lifetime of thc vibrational modes lowcst in 
frequency (namely, those in the Frühlich's condensate in Fig. 5) increases cnormously, 
whilc those for the other vibrational modes decrease. This implics that a coherent 
excitation composed by the surviving low-lying-in-trequency excited states follows in the 
form of a Davydov's solitary excitation which traveis nearly undamped, and then prop-
agates at long distances, while Frühlich condensation is maintained by the pumping of 
metabolic energy. Hence, these two phcnomcna described on the basis of a unified 
statistical thermo-mechanics appear to be linked together in a quite intcresting and 
relevam way. 
As stated in (I) and in the lntroduction, some experimental evidcncc of Frõhlich 
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eJfect is available, however of an indirect nature and not at ali conclusive. A dear cut 
·and direct experimental signature of the phenomenon would follow from the determi-
nation of the population of the vibrational modes via scattering experiments. However 
· since the vibrational modes in the condensate are those that lie at the Brillouin zone 
· boundary, their wavelengths are of the order of the extension of the crystallographic 
cell. Hence it requires the use of neutron scattering, an experimental tool of difficult 
use and, more importantly, inappropriate for the case of probing functioning biologi-
r cal material. Light scattering experiments are possible, but they probe the modes with 
' 
' 
' 
! long wavelengths near the Brillouin zone center. However, this Raman scattering can 
I 
' I 
· provide indirect proof of the phenomenon since, according to the theory (see figures), 
beyond the criticai point the population of some set of modes outside the conden-
• sate attain a kind of saturation, that is, their population remains nearly constant with 
lncreasing intensity of the pumping source. 
The above referred to amplification of the vibrational modes through metabolic 
processes was evidenced in Raman scattering experiments using escherichia coli 12 51. 
The Raman bands correspond to Raman shifts of the order of 120 cm- 1 (3.6 x 10 12 
s-1 ). As known, the population v of this mo de is related to the r a tio of the intensities 
ofthe anti-Stokes (lAs) to Stokes (Is) !ines by 
R=h~·~ v. 
Is v+ 1 
(S) 
ln equilibrium v is the Planck distribution function, which, at the room temperature 
ln the experiment is near one, and then it results that R ""' O .S. But the observed value 
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was R "' 1, what implies v » 1, and so much larger than the value in equilibrium. This 
demonstrares that, in the active (metabolizing) phase the vibrational mode is largely 
nonthermally excited. A similar experiment was performed with live and metabolizing 
cells of the algae chlorella pyrenoidosa, which showed also a large increase of the 
intensity of the Raman lines involved in this case [26]. 
Moreover, it has been conjectured that Fróhlich's cffect may have a relevant pres-
ence in cellular division: it has been observed an increase in the rate of cellular division 
of certain cultures of yeast after irradiation by short wavelengths, with the source of 
electromagnetic radiation being thc externa! pumping source in this case [271. lt is also 
suggested that enzymes are activated by the phenomenon of Frõhlich condensation: 
in that state there follows a reduction in the activation energy, and may explain its 
high catalytic power [28]. Another situation when Frohlich cffect may be in action is 
the case of aggregation of rcd blood cells [29, 30]. This would providc an indirect evi-
dence: if Frohlich effect is accompanicd by the formation of a metastable electrct state 
[ 14, 15 ], it arises an electric interaction of long range which may lcad to the formation 
of linear aggregates, known as "rouleaux". They dissocia te in principie togcther with 
the disappearancc of the effect, when the cellular membrane is disorganized and the 
supply of metabolic energy is withdrawn. But, it must be stressed that the formation 
of "rouleaux" of human erythrocytes on the basis of Frohlich's condensation is not 
conclusive [31]. 
Expcriments on functioning biological materiais is of difficult realization. An alter-
native to test Frohlich's effect and Davydov's soliton may be the use of polyacetilene 
and other organic polymers. Using infrared absorption techniques it was obtained 
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experimental evidence of Davydov's soliton in acetanilide [32]. But in those cases thc 
question is how to excite the systems to leveis allowing for Frohlich's condensation to 
follow. ln these organic materiais the polar modes can be indirectly excited by means 
of laser illumination producing phonon amplification in single-photon absorption by 
i free carriers. But this process of excitation of the polar modes is poorly cffective, as a 
result that cnergy and momcntum conservation in the intcraction events makes that 
the process only weakly excites a reduced number of modes in an off-center region of 
the Brillouin zone. As a consequcnce the criticai point where Frohlich's condensation 
arises would occur at a levei of powcr excitation so high as to produce extensive mate-
rial damagc in the samplc [33]. One may alternatively think of using current excitation 
at intermediatc to high electric ficlds in doped samples, but wc do not have a defini-
tive report so far. We expect that thc results and comments presentcd in (I), here, and 
ln [23], would encourage experimental work, however difficult, in these intcresting, 
engaging, and seemingly relevant topics of Frtihlich's effect and Davydov's soliton. 
Before closing this scction we would like to comment that, as alrcady stressed, 
Frõhlich's cffect and Davydov's solitary waves have onc and the sarne origin, mean-
lng that they arise from the macroscopic kinetic equations, which are the statistical 
average over the nonequilibrium ensemblc of Heisenberg equations of motion gov-
erncd by the corrcsponding quantum energy opcrator. Earlier attempts looking for 
a general theory of Frohlich effect and Davydov's solitons, wcrc based on truncated 
Hamiltonians, (the so-called Rotating Wave Approximation) and, as a result, certain 
collision processes were missing what gavc rise to some unnecessary controvcrsy and 
unphysical results [34-36]. 
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ln conclusion, we have approached thc qucstion of eventual complex behavior of 
a system modelling the polar modcs of long quasi-linear and quasi-periodic arrays of 
macromolecules, as describcd in Fig. 1 in (I). The theoretical treatment of the prob· 
lem, as here prescntcd, was based on an irreversible thermodynamics of largc scope, 
nameiy IST, involving the description of the system at the microscopic levei provided 
by Quantum Mcchanics, with the accompanying macroscopic levei providcd by a sta· 
tistical approach in terms of the NESOM. As final words wc ought to emphasize that 
the reported results are based on a simplified model, which, however, introduces the 
elements considered to be fundamental. Of course in biological systems myriads of 
other processes may be accompanying the considered one. Nevertheless, resorting to 
a well established methodology, starting wUh this concept of a general nature refine· 
ments and modifications may be added for a more detailed discussion of properties 
of the system under observation. 
As final words we may say, following Frõhlich, that it is particularly auspicious to 
see that biological systems - dealt with at the biophysicalleve) - may display a com· 
plex behavior describable in tcrms of appropriate physical concepts. The question of 
the phenomenon of the enhanced Frõhlich effect via the positive feedback mechanism 
h as been briefly reported in [3 7], and the present paper was originally intendend for 
the SANIBEL-97 Conference Proceedings. 
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FIGURE CAPTIONS 
Figure 1: The population of a set of coupled modes in terms of the pumping source 
intensity involving only production of single excitations. All modes are equally 1 
pumped. The mode labelled 1 is thc one with the lowest frequency in the set. 
Thc composition of the set of modes is described in rcfcrcnce [B]. 
Figure 2: Thc population of a set of coupled modes (thc sarne of Figure l) in tcrms 
of the pumping sourcc intcnsity, when production of double excitations is taken 
into account. Parameters À and w are shown in the upper left inset. 
Figure 3: Sarne as caption to Figure 2. 
Figure 4: Time evolution of the modc populations using the parameters shown in the 
uppcr left inset. 
Figure 5: Distribution in frcquency of the population of the modcs, using thc para· 
meters shown in the upper right inset, with indication of the positioning of the 
Frõhlich condensate at low frequencies. 
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Figure 1: The population of a set of coupled modes in terms of the pumping source in-
tensity involving only production of single excitations. All modes are equally pumped. 
The mode labelled 1 is the one with the lowest frequency in the set. The composition 
of the set of modes is described in reference [13]. 
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4.4 Considerações sobre a condensação de Frohlich 
tipo Bose-Einstein 
177. 
O assim chamado efeito Frohlich ·-·· que consiste em um conjecturado comportamento 
coerente de excitações tipo bóson cm polímeros biológicos e orgânicos - é deduzido 
e analisado completamente cm termos de uma teoria termo-mecânica. Esta é a assim 
chamada Termodinâmica Estatística Informacional, baseada cm uma generalização da 
teoria estatística de Gibbs para sistemas longe do equilíbrio. Além disso, é mostrado 
que quando processos duplos (ou múltiplos) de excitação do sistema de bosons são 
possíveis, ocorre um tenômeno de retroalimentação positiva que favorece e aumenta 
grandemente o efeito. 
Physics Letters A, 238, 206-11 (1!")98). 
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The so-called Frohlich effect - consisting in a conjectured coherent behav-
ior of boson-like excitations in biological and molecular polymers -is fully 
derived and analized in terms of a thermo-mechanical theory. This is the so-
dubbed Informational Statistical Thermodynamics, based on a generaliza-
tion of Gibbs statistical theory to systcms far from equilibrium. Moreover, 
it is shown that when doublc (or multiplc) processes of cxcitation of the 
boson system are possible there follows a positive-feedback phenomenon 
that greatly favors and enhances the effect. 
181. 
ln a communication in this Journal [l] it was recalled that more than 25 years have 
elapsed since the renowned late Herbert Frohlich first presented his concept of !ong-
range coherence in biologicaJ systems [2-5]. Eichwald [1] discussed a microscopic 
approach to the question which he presents in the form of a scheme considered sim-
pie and transparent and within a nonlinear dynamical modelling appropriate in bio-
physics. We reconsider the question from a macroscopic point of vicw, that is, within 
the field of the Thermodynamics of irreversible processes and the accompanying Sta-
tistical Mechanics of nonequilibrium systems. We focus on a treatment Jcading to 
Frõhlich condensation on the basis of a thermo-mechanicaJ theory which shows par-
1 ticular success in dealing with irreversible processes in systems far from equilibrium. 
ln particular we are extending a previous paper [6] with the inclusion of a possible ad-
ditionaJ excitation process which may Jead to a particular effect of positive feedback, 
which greatly enhances the feasibility of the phenomenon. 
Quite recently, this question concerning the theorctical description of thc macro-
1 scopic bchavior of dissipative open many-body systems in arbitrarily far-from-
equilibrium conditions has been encompassed in a seemingly powerfuJ, concise, and 
elegant formalism, established on sound basic principies. This is the NonequiJibrium 
StatisticaJ Operator Method (NESOM) [7-10], which is based on Jaynes' Prcdictive 
StatisticaJ Mechanics [ll, 12]. The NESOM aJlows for thc construction of a nonlinear 
quantum transport thcory of a large scope [7, 13, 14] anda thermodynamics of irre-
versiblc processes, termed InformationaJ Statistical Thermodynamics (1sT; sometimes 
referred to as Information-theoretic Thermodynamics, pioneered by Hobson [15 j after 
the pubJication of Jaynes' seminal papers on the foundations of statistical mcchanics 
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on informatton thcory; scc for cxample [16, 17]) which provides the foundations 
for the treatment of dissipative opcn macrosystcms away (either near or far) from 
equilibrium. 
Wc consider an open biopolymer away from equilibrium describcd by thc so-called 
Frõhlich-Davydov model [18, 19]. This model consists of a quasi-linear chain of macro-
moleculcs in a periodically repeated array, of which an example could be found in the 
a-helix protein. Encrgy is pumpcd in the system by a metabolic externa! process, and 
the chain can sustain longitudinal polar vibration, namcly, thosc associated to the co-
stretching - or Amide I - oscillations; a mechanical model is describcd in Fig. 1 in 
[6], where the details of thc Hamiltonian operator which completely characterizes the 
systcm at the microscopic levei is given. This Hamiltonian [cf. Eq. 1 in [6]] is thc com· 
plete one that can bc writtcn dcscribing the longitudinal polar vibrations, which are in 
. . 
contact with the surrounding media. The latter is dcscribcd as an clastic continuum 
media interacting with thc polar vibrations via anharmonic interactions: they lead to a 
nonlinear effect, in the kinetic equations, with thc contribution consisting in a scatter-
ing of a polar vibration by an elastic vibration, which is thc sourcc of Fróhlich cffcct. 
To deal with the qucstion thc first, and fundamental, step required in TST is the choice 
of the basic set of macrovariablcs which provides for the characterization of the non-
cquilibrium thermodynamic state of thc systcm. As described in [6], a proper choice 
consists of the time-dependent populations (number of excited quantum phonons) 
of the polar vibrational modes (the co-strctching modes), and the energy of the sur· 
rounding media which is assumed to rcmain at a constam temperature, ensured by 
an cfficient homeostatic mechanism. The corresponding mechanical Hermitian opera· 
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tors are designated by Vq (the number occupation operator) and H8 (the Hamiltonian 
of the surrounding thermal bath). According to the method [7-10, 20] the statistical 
I operator dcpends on these quantities and on a set of accompanying Lagrange multipli-
, 
ers (intensive thermodynamic variables in IST), which we call F q ( t) and I' R = ( k 8 T11 ) 1 
(where TR is the bath temperature) respectivcly. An important role is played by an aux-
iliary coarse-grained statistical operator, e (t, O) (which is not the complete statistical 
operator, e(t), this being a superoperator expresscd in terms of thc former [7-1 O, 20] 
and carrying the information on thc irreversible processes that develop in the system, 
which are absent in ('), given by the instantaneous Gibbs-like distribution (sometimes 
referred to as a "frozen quasi-cquilibrium distribution") 
e (t' o) = exp { - <P ( t ) - "R H R ,. . L F" ( t ) v q } ' (1) 
" 
where <f>(t), playing in NESOM the role of the logarithm of a nonequilibrium partition 
function, ensures the normalization of e ( t' o) at any time. 
Next step is the derivation of the equations of movement for the basic variables, 
thus obtaining the dcscription of the evolution of the macrostate of the system. As 
noticcd E8 is constant in time, and thcn we only nccd the kinetic equations for the 
polar mo de populations, v q ( t), given by v q (t) = Tr {v q Qt (t)). These are (for c a eh q 
mode) 
(2) 
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that is, the average over the nonequilibrium ensemble (here e, (t) is the statistical oper-
a to r in Zubarev's approach [7]) of the corresponding quantum mechanical Heisenberg 
equation of evolution for the number occupation operator and where fi is the system 
Hamiltonian as given in [6]. We stress that this is the complete Hamiltonian of the sys-
tem; earlier attempts looking for a microscopic-based theory of Frühlich effect relied 
on truncated Hamiltonians, and, as a result, certain collisional processes were missing, 
what gave rise to some unnecessary controversy around unphysical results [21-23). 
Equation (2) is of unmanageable proportions, but it can be rewritten, in the context 
of a quantum nonlinear kinctic thcory [14, 24], in terms of a conserving term plus an 
infinite series of collision integrais involving scattering by two, three, etc. particles, 
which are nonlocal in spacc, mcmory dependem (that is correlations in space and time 
are presem) and are highly nonlinear in the basic variables. We resort to thc use of 
the lowest approximation in the theory consisting in retaining only the second order 
contribution in the interaction strength (thc anharmonic processes involving the polar 
modes and the continuum representing the thermal bath), which is the Markovian 
limit in the theory [14, 24]. Within this approximation we obtain a generalized form of 
Frühlich original equations, as shown in [6). We extcnd hcre those results taking into 
account the fact that, while in [6) the calculations were based on a pumping mcchanism 
involving the production of a single excitation in the system of polar modes - this 
source being for example the one resulting from hydrolysis of A TP providing near 
420 meV per molecule - production of double or higher order excitations may be 
possible, as already suggested in [ 19). This fact is incorporated in our theory when 
1S5. 
replacing the interaction Hamiltonian of Eq. (2g) in [6] by the new expression 
(3) 
containing the contributions corresponding to single and double excitations, respec-
tively, and where WJ1> and W~~~ are their coupling strengths, c:p is the annihilation 
operator of excitations in the source, and a~ is the creation operator of a polar excita-
tion in mode q. The other contributions to the Hamiltonian are the sarne as in [6] (Cf. 
Eqs. (l) and (2) in [6]). 
The equation of evolution for the populations of the q-mode polar mode is now 
given by 
(4) 
We recall that wq and O.q are the frequency dispersion relations of the polar mudes 
and of those in the continuum (the thermal bath); v~ are the populations of the exci-
tations in the bath; v(l) and v(2) the matrix elements of the anharmonic interactions 
between polar vibrations and those in the surrounding continuum; and the presence 
of lq (c.o) in the contribution corresponding to the coupling with the externa! pumping 
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sourcc, is the rcsult of introducing a spcctral rcprcscntation 
(5) 
-00 
whcrc I ( w) is thc intcnsity of thc sourcc ar frequcncy w. 
We noticc that in Eq. (4) thc tcrm associatcd with thc production of dou· 
ble excitations 1s proportional to the populations Vq which are growing un· 
der the action of the pump, and, therefore, a positive feedback mechanism is 
prcscnt. This is a rcvclant ncw fcature in the picture; let us sec its conse· 
quences. First, for simplicity, we takc thc coupling amplitudes woJ and W(2) 
as weakly wavevector dependent, and then the term associated to the pumping 
process takes the form 
where the first tcrm on thc right corrcsponds to thc onc ofEq. (ll) in [6], and thc second 
is the one arising from double excitations, and responsible for the positive-feedback 
process. 
We now proceed with numerical calculations using the sarne parameters than in [6], 
which, wc strcss, are simply chosen as an arder of magnitude approximation in com· 
parison with thosc to bc cxpcctcd in real systems (e. g. the a-helix protein in [18, 25]). 
Wc introducc a scaled pump intensity, namely S = I W 0 l 12 J0 "f where !0 is the intensity 
of thc source which is assumed to have a white spectrum. ln other words, all spectral 
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lntensities in Eq. (6) are approximated by a constant [0 • Furthermore, "f is a scaling 
:time defincd in [6]. where the parametcr ,\is also defined. This ,\ measures the rela tive 
.mtensity of thc nonlinear to the linear interactions between thc polar vibrations and 
the thermal bath. Equations (4), wherc q and q' run over the whole Brillouin zone, cou-
ple ali the polar modcs in the zone (of thc order of 1022 ); however, as shown in [6]. the 
concurrent conscrvation of energy and momentum in the collision processes restricts 
such coupling to indcpcndent (but equivalcnt) sets of twelve modes (also cquivalent 
ln pairs on each side of thc linear Brillouin zonc in the considered one dimensional 
. chain). Therefore, it suffices to consider only one of thcse sets and, in what follows, 
we label the population of the corresponding modes from v1 to V(). Under continuous 
pumping, after a very rapid (picosecond sca)e) transicnt a steady state is achieved. Thc 
>dependencc on the source intensity S of the stationary population of the polar modes 
ln the typical set is shown in Fig. 1. Wc notice that there are two open parameters in 
the thcory, namely, the ,\ alrcady mentioned, and thc ratio of the squared coupling 
. constants IW(21 12 /IW 0 ll 2 which we write as (a/L)w, wherc whcre L is the length of 
· the chain, a is thc lcngth of the crystallographic unit cell, and w is an open weight 
parameter (L cancels in thc calculation as it should). The set of curves in Fig. l cor-
i 
I 
r responds to the choice ,\ = 1 and w = 1 . arbitrarily done in order to proceed with 
I 
i the numcrical calculation, but wc call the attention to thc fact that the phenomenon is 
• always present for any value of these parameters; what changes is only the numerical 
final values in the calculation. 
Let us compare this rcsult with the one shown in Fig. 3 in [61. that is, thc onc 
coresponding only to production of single excitations (w = O in such case). Such com-
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parison clearly demonstrares how the additional pumping process favors Frohlich's 
effect: First the threshold of intensity for the phenomenon to follow is largely de· 
crcascd, and, second, the phenomenon is particularly more pronounced. ln this case 
in which w = 1 , thc intcnsity thrcshold for Frõhlich's effect to appear(which we define 
as the point corresponding to an intcnsity such that thc population v1 is roughly an 
arder of magnitude larger than that of thc othcr modcs) is ncarly fivc hundrcd times 
smaller than in the case when only production of a single excitation is considered (that 
is, for w = O as it is the case of Fig. 3 in [6]). Our calculations show that for w = 0.01 
the intensity threshold is five times smaller. A most noticcable effect is the very steep 
increase in the population of the mode with the lowest frequency in Fig. l as compared 
with Fig. 3 in [6]. 
We also consider the transient regime. The numerical solution of the equations of 
evolution is shown in Fig. 2. Comparison with the results in [6] shows that the steady-
state Frt:ihlich's condensate appears after a much shorter transicnt time has clapsed, 
namely one of the arder of magnitude of picosecond to subpicosecond instead of the 
tenor more picoscconds obtained in the calculations in [6]. Finally, in Fig. 3 the steady-
state population of the modes for each frequency and for avalue of pumping intensity 
S = 2400 (with w = 0.01) are shown. lt may be noticed that the phenomenon exhibits 
a kind of separatlon in a "two-fluid system", like in the theories for superfluid He and 
superconductivity, which display Bose-Einstein-like phase transitions in equilibrium. 
Thesc two tluids consist of the une composed by the modes in the condensate at 
low frequendes (as indicated in Fig. 3) and the remaining modes (at intermediate to 
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high frequencies) which are those which transfer encrgy w the former (through the 
~ nonlinear anharmonic coupling). 
The results we have derived show that pumping of energy producing double excita-
1 tions in polymers which can sustain polar vibrations, say, the co-stretching in a-helix 
' protein or acetanilide, and whose evolution is governed by nonlinear kinetic laws, may 
~ involve a positive feedback mechanism which largely facilitares and enhances a pos-
sible Frohlich's effect, a phenomenon that may play an important role in biological 
processes. We emphasize that the steady-state condensate follows very rapidly after 
the switching on of the pumping source (namely, in the pico- to subpico-second time 
i scalc) and for low leveis of pumping power. Hence, the complex behavior of the sys-
i 
1
[ tem is greatly enhanced, once a certain distance from equilibrium is attained, that is, 
I 
! for a threshold value of the intensity of the pumping source, the system displays a 
I 
steeply increase in the population of the vibrational modes lowest in frequency. This 
r is reminiscent of a Base-Einstein condensation, but it must be clearly kept in mind that 
I while the latter is a phase transition in equilibrium and at a cri ti cal temperature, Froh-
lich's effect is a nonequilibrium phenomenon, following at a transition point defined 
' 
lm terms of the intensity of the pumping source. 
I 
Clearly an important question to consider is the experimental corroboration of the 
, theoretical results. Some evidence of Frühlich's condensation is available, however 
I 
i of an indirect nature and not at all conclusive. A clear cut and direct experimental 
l signature of the phenomenon would follow from the determination of the population 
· of the vibrational modes via scattering experiments. But, the vibrational mudes in 
' the condensate are those that lie at the Brillouin zone boundary (where reside the 
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modes lowest in frequency), which have wavelengths of the order of the extension of 
the crystallographic unit ccll. Hence it is required the use of neutron scattering, an 
experimental tool of difficult use and, more importantly, inappropriate for probing 
functioning biological material. I.ight scattering experiments are possible, but they 
probe the modes with long wavelengths near the Rrillouin zone center. However, this 
Raman scattering can provide indirect proof of the phenomenon if tt allows to verify 
that, according to the theory (see figures l and 3), beyond the criticai point the pop· 
ulation of some the modes outside the condensate (in particular the long-wavclength 
ones) attain a kind of saturation, that is, their population remains nearly constant with 
increasing intensity of the pumping source. 
ln conclusion, we have approached the question of eventual complcx behavior of 
a system modelling the polar mudes of long quasi-linear and quasi-periodic arrays of 
macromolecules, as described in Fig. 1 in 161. The theoretical treatment of the problem 
was based on an irreversible thermodynamics of large scope, namely TST, involving the 
description of the system at the microscopic levei provided by Quantum Mechanics, 
with the accompanying macroscopic levei provided by a statistical approach in terms 
of the NESOM. We emphasize that the reported results are based on a simplified model, 
which, however, introduces the elements considered to be fundamental. Of course in 
biological systems myriads of other processes may be accompanying the considered 
one. Neverthelcss, resorting to a well established methodology, starting with this 
concept of a general nature, refinements and modifications may be added for a more 
detailed discussion of propcrties of the system under observation. 
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FIGURE CAPTIONS 
Figure 1: The population of the set of coupled modes described in [6] in terms of the 
pumping souce intensity, when production of double excitations is taken into 
account. Parameters .\ and w are shown in thc upper left inset. 
Figure 2: Time evolution of thc mode populations using the parameters shown in the 
uppcr lcft inset. 
Figure 3: Distribution in frequency of thc population of thc modes, using the para-
meters shown in the upper right inset, with indication of the positioning of the 
Frõhlich condensate at low frequencies. 
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Figure 2: Time evolution of the mode populations using the parameters shown in the 
upper left inset. 
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Figure 3: Distribution in frequency of the population of the modes, using the parame· 
ters shown in the upper right inset, with indication of the positioning of the Frohlich 
condensate at low frequencies. 
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4.5 O regime transiente no fenômeno da condensação 
de Frôhlich em biosistemas 
199. 
Consideramos a emergência do assim chamado efeito Frohlich em um biosistema, um 
fenômeno que consiste na condensação de excitações dos modos vibracionais polares 
que estão na parte inferior do espectro de frcqücncias desses modos. Esse comporta-
menta complexo do sistema, que parece ter relevância em bioenergética, pode surgir 
em biomaterial não-isolado, que é governado por equações cinéticas não-lineares, e 
quando sob a ação de uma fonte de alimentação de energia metabólica. Analisamos 
aqui em detalhe a dinâmica (i) do estágio transiente antes do estabelecimento de uma 
estado estacionário e (ii) da relaxação para o estado de equilíbrio termodinâmico ori-
ginal após a fonte de alimentação ser desligada. 
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1. Introduction 
ln 1969, Herbert Frõhlich [1) advanced thc idca that in systems not near equilibrium 
they may follow organized coHcctive behavior at a macroscopic level. At that time, he 
speculatcd on the possiblc occurrence of such a type of behavior in biosystems where 
longitudinal elcctric oscillations are present. The qucstion was further devcloped by 
him [2,3] and other authors [4-6). 
Frohlich 's effect consists of that, under appropriate conditions, a phenomenon 
quite similar to a Bose condensation may occur in substances that possess polar vibra-
tional modcs. This phenomcnon shall ais o be rcfcrred to as Frohlich 's condensation. 
If energy is constantly pumped into these modcs and thence transferred to other cle-
grees of freeclom of the substance (a thcrmal bath), a stationary state may be attaincd 
in which the energy content of the vibrational mocles is larger than in thermal cquilib-
rium. This cxcess energy is found to be channeled into the mocles lowcst in frequency-
similarly to the case of a Bosc condensation-provided that the rate of pumped energy 
exceeds a criticai valuc. Under these circumstances, a random supply of energy is thus 
not completely thcnnalized but partly used in maintaining a coherent state of these 
vibrational modcs. 
Severa] approaches to Frõhlich's effect were devcloped during recent dccades [1-6). 
One is bascd on the treatment of the question in terms of the emcrging Informational 
Statistical Thermodynamics [5,6]. All cases involved dctailed study of the stationary 
state of Frõhlich's condensation. ln the prescnt article, we report a complement to 
such work including an analysis in depth, based on Informational Statistical Thermo-
dynamics, of the transient regime that develops prior to the attainment of the steacly 
state and the return of the system to its initial conclitions following the suppression of 
the pumping source of mctabolic energy. This is described in the next section, while 
in the thircl section, we summarizc and discuss the results, aclcling some concluding 
remarks. 
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2. The Model and the Transient in Frõhlich's Condensate 
Let us consider a model biosystem consisting of a linear chain that can sustain lon· 
gitudinal polar vibrations (e.g., the co-stretching of amide I groups in a-helix protein 
chains) in interaction with a thermal bath of acousticlike excitations. The polar modes 
are assumed to interact with an externa! pumping source as well. For the sake of con-
ciseness, we restrict the description of the model only to some physical aspects at a 
qualitative and semiquantitative levei. Explicit expressions for the system Hamiltonian 
anel application of Informa tio na! Statistical Thermodynamics, both to be used in what 
follows, are given in [5] and [6]. 
The interactions between the polar mudes and the elastic continuum are described 
by an anharmonic potential which contains linear and nonlinear terms, the latter lcad-
ing to processes involving three-quasiparticle collisions, namcly, two polar phonons in 
Lhe chain anel one acoustic phonon in the bath. These processes (ata microscopic levei) 
play a fundamental role in the model, for they are responsible for the introductíon of 
non-linearities (at a macroscopic levei) in the dynamical equations governing the ther-
modynamic evolution of the system. The pumping action of the externa! source is 
determined by coupling terms between the source anel the chain, which lead to the 
generation of single anel double excitations [6]. 
We also assume in the mudei that the acousticlike mudes act as an ideal thermal 
bath kept in a state of equilibrium at a constant temperature, say To. Accordingly, the 
population of a vibrational mode of the bath is given by the Planck distribution 
TJq = [exp(f3h0q)]- 1 , (1) 
where Oq is the mode frequency, {1 = l/(kB1o), anel kB is the Boltzmann constant. 
The equations of evolution for the populations of the polar vibrations are obtained in 
the framework of the nonequilibrium statistical method described in [5], where these 
equations are given (cf. Eq. (8) in [5]). 
The equation for the rate of change of the population of a phonon mode of wave 
vector q has the typical form 
dvq 
-d = lq- ]q. 
t 
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(2) 
ln Eq. (l), lq stands for thc pumping tcrm (coupling to the externa! sources of 
metabolic energy), which is composcd of two terms, corresponding to generation of 
single and doublc excitations-thc latter one (not present in [5] but considercd in [6) 
implies a very effectivc mechanism of positive feedback that largcly enhances the ef-
ficiency of the pumping action of the source. Thc last term }q on lhe rhs of Eq. (l) is 
a collision integral, which is composed of the five terms described in [5]; it consists 
(in the approximation to the kinetic thcory that wc used) in contributions which are 
the cquivalent of thc Golden Rulc of Quantum Mechanics avcraged over the noncqui-
librium enscmble that the mcthod introduces. Of the five contributions, which are a 
result of thc anharmonic interactions bctween the chain and the elastic continuum, 
two are linear in the populations of the polar modcs, which account for the usual rc-
laxation of the exccss energy of those modes toward the thermal bath. The other thrce 
terms are nonlinear in the population of thc polar phonons, and although thcy also 
involve relaxation to the surrounding bath, they contain, among others, thc nonlinear 
contributions that are rcsponsible for the complex behavior of thc system, i.e., the 
emergence of Frohlich 's effect. This was shown in [5) and [6]. 
The rate Eq. (l) consists of a complicated set ofintegrodifferential cquations for the 
populations of the modes, since the collision integral involves a sum over all modes 
contained in the Brillouin zone. We circumvent this difficulty by resorting to a sim-
plified model. Taking into account the establishcd fact that high-frequency modes 
transfer energy to the low-frequency ones, wc introduce a crude model in which we 
consider a representative set of energy-transferring modes, with a unique frequency 
w0 and contained in a region 'Ro of the Brillouin zone, and a representativc set (with 
frequency wtl in another region 'R1 of the Brillouin zone. We are then left with only 
two coupled equations for the two sets of representa tive modes in the model, namely: 
d 1 · eq flhLJ. 
-d. vo(t) =lo··- -[vo- v0 ] - B1'1e vo(t) + 9Jf7Vt (t)- 9JVo(t)v, (t) (3a) t To 
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and 
(3b) 
where 
Ll '--- wo - c.o 1 'I = [exp(tHill) - lj 1 
l - 2TT l """"' (l) ~ { IJiiO s: T; - _, 2 eqL.IVq,ql 'lq'lq, 1qe "u(Oq;+q-Oq-W;) 
n V; q 
f- 'lq'lq q,8(0q,-q + Oq- c.o;)} (i= O, 1) 
l; = IWJ~li 2 Xq,(OJo) +L IWJ,1~1 2Xq,+q(w; + C.Oq)ll + v;(t) + Vq(t)], (i= o, l) 
q 
v~q and v~q are the distributions in equilibrium, and q 0 and q 1 label each type of repre-
senta tive modes. Thc symbols vá~~ and vJ~~ are thc matrix elements of thc anharmonic 
potential for thc interactions between thc chain and the elastic continuum, wJ;l and 
wJ;) rcpresent the coupling strengths for the interactions of the source with the chain, 
and X ( w) stands for the intcnsity of the source over the spectrum of frequencies. 
lt is worth mentioning that quantities ao and g 1, are a measure of the intcnsity of the 
coupling bctween the two sets of modcs. These quantities (i) dcpcnd on the strength of 
the interaction contained in the matrix element vJ~~ involve (ii) the region in cncrgy-
momentum space available for the three-quasiparticle scattcring events determined 
by the energy conserving delta function (momentum conservation is automatically 
accounted for in the expression for the Hamiltonian of the system [5, 6]). 
More specifically, we consider the model of a anc-dimensional chain embedded in 
an elastic continuum, with the following dispersion relations: 
., 
U)q = Wo - exq" , 
for the polar modes in the chain, and 
Oq = sq, 
for the acousticlike vibrations of thc surrounding elastic medium. 
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(4) 
(5) 
For the sake of definitcness, wc considcr in our calculations the following set of 
values for the system parameters: w = 3.1 x 1014 rad/s, ex= 2.4 x 10 2 cm"s 1, q0 =O, 
q1 = sjex ~ 6.6 x JOh cm- 1, a= 27 A, and I.= 1500 A. The parameters a and L are 
the crystallographic unit cell extension and the chain length, respectively. The values 
that we have taken for a and L as well as that for w 0 , are typical of a biomolecule 
such as the myosin molccule [7]. As a typical value for s, we h ave taken that of the 
speed of sound in liquids [8]. Finally, the valuc that wc chose for ex is such that if we 
take qo = O as the representa tive mo de in region 'R o (I q0 I < sI c'i.) [5] then the delta 
functions in the quantitie g0 and g 1 of Eqs. (2a) and (2b) couple that mode to just one 
mode q1 = sjex in region R,J(Iqtl < sjex). ln fact, mode -q1, is also coupled to mode 
q0 , Howcver, thc equivalence between thc symmctric modcs J::q 1 allows us to consider 
only two kinctic equations Coupling mudes q0 and q 1 which will be and denoted from 
now on as mode O and mode 1 respcctively. 
To further simplify matters, but without losing the fundamental features of the 
modcl, we take the matrix elements vu> and W( 0 (i = 1,2) as constands and write 
IV~;kl 2 = 1Vtl 2 , IVJ7kl 2 = A1Vtl 2 , IWJ:>I 2 = 1Wtl 2 , and 1Wá1q2)1 2 = dwiWII 2 /L, with 
j = 1,2. We introducc a furthcr simplification: Xq+q; ""'Xq(Wq), with i= O, I, i.e., we 
assume that the intensity X does not change apprcciably ovcr the range of frequencies 
of the polar modes' spectrum. 
Using the assumptions above and introducing the time se ale "f = h 2 sI (L I V1 12 ) and 
the dimenstonless quantities t* = t/"f, Tt = T;/"f and S; = IW 0 >1 2X;T, i= O, 1, the 
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kinetic equations, Eqs. (2a) and (2b), can be rewritten as 
d~* Vo = [1 + w[1 + (l + r/2)lvo + rvdSo- (TJ)I[vo- v~q] 
- 2.\qe/lfli~Vo + 2ÀIJVt - 2.\ VoVt (6) 
and 
d r ~ dt* Vt = [1 + w 1 + rvo/2 + (1 + r)vdSt- (Tj')I[v1 · · v 1 I 
t .\qellMv0 - ÀIJVt + .\voVt , (7) 
where r= as/(rra.). 
Next, we proceed to analyze the steady-state solutions of Eqs. (3a) and (3b). To 
provide better evidence of the emergence of Frühlich's effect, we further simplify our 
analysis by considering from now on that only the set of polar modes higher in fre-
quency (identified by the index nought) are pumped by the externa! source, i.e., we set 
St = O in F.qs. (3a) and (3b). 
The steady-state solutions of the nonlinear dynamical system, represented by the 
coupled set of Eqs. (3a) and (3b), follow by setting the rates dv;/ dt * equal to zero. The 
resulting system of algebraic equations admits two distinct solutions that we denote 
by v~ = ( vS , vf ) and v2 ::;: ( vg., v~l, ) . Figure 1 shows these solutions as functions 
of 50 for the choice .\ = w = w-2 (a variety of choices of parameter values, each 
parameter ranging independently from w-3 to 1, leads to similar results). 
An investigation of the local stability of the steady-state solutions was performed 
on the basis of the usual linear stability analysis. This analysis shows that v~ as well 
as the branch of v2 corresponding to (unphysical) negative values of vf, are always 
unstable. On the other hand, the branch of v? corresponding to positive values of both 
vg, and vil+ is always stable, being either a stable nade or a stable focus (after using 
the nomenclature of [9]. Thus, only the physically meaningful steady-state solution is 
mathematically stable. 
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Prior to a discussion of lhe emergcnce of the Frühlich effect, wc consider first thc 
asymptotic behavior of the solution of Eqs. (Ja) and (3b) for large values of So, i.e., 
for values of S0 greater than "" 184, and, we recall, À = m = 10-2 [this range of So 
corresponds to the unstable branch of the steady-state solution v~ in Fig. 11. ln thosc 
cases, there is no possibility for the system to attain a stcady state: At long times, the 
population v0 tends to saturare while the population v1 keeps growing exponentially. 
ln fact, making dv0 !dt* "" O and considering that v1 » v0, we get from Eqs. (3a) 
and (3b) 
and 
mrSo 
Vo "" 11 + ZA 
d (mr.So I ) 
--VI "" - - VJ dt* 2 TJ 
(8) 
(9) 
a result that can be verified once numerical solutions of Eqs. (3a) and (Jb) for any v alue 
S0 greater than "" 184 are obtained. 
Let us considcr next the qucstion of the onset of Frohlich's effect. Figure 2 shows 
the stable stcady state populations as functions of thc pumping paramcter So, for 
,\ = w = 10 2 . Inspection of that figure tclls us that the steady-state population vi1 of 
the lowcr-frequency modes overcomcs the corresponding population of the pumped 
modes, vg, for .5'0 above "" 41 . This v alue of thc pumping parameter can be takcn as a 
threshold v alue for the onsct of Frülich's cffect in the present case when A = m = 1 o- 2 . 
Beyond such a threshold, there follows a large increase of v?. and, e.g., for S "" 183, 
the mudes in thc condensatc attain a steady-state population near thrcc orders of 
magnitude larger than that of the pumped modes. 
We are now in a position to examine the transient behavior of the system as it is 
driven by the externa! sourcc of energy from the initial state of equilibrium to the final 
steady state. As an illustration, we consider the following sct of parameter values: 
S0 = 180 and, as before, A = m = l o- 2 • Figure 3(a) and (b) shows thc cvolution of the 
populations during thc first stages of the pumping process. That figure shows that the 
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population of the modes labeled O (Pumped mudes) incrcascs vcry rapidly and then 
relaxes, also rapidly (pcak "width" t::.t* ""' 2), to leveis comparable to its final stcady-
state value (vg ""' 100). On the other hand, thc populatton of the modes labeled 1 starts 
to increasc significantly only during the fist relaxation process undcrgonc by type-0 
mudes. However, contrasting with thc behavior of the pumped modes, type-1 modes 
evolve very slowly toward a final population (v~J :::o: l. 7 x 104 ). This is confirmed by the 
numcrical calculation: For example, the Population of type-0 mudes at t* = 15 differs 
by ""' 4% from its steady-state valuc, whcrcas the corresponding difference for type-1 
modes is :::o: 84%. 
For a more detailed analysis of the transicnt proccss, let us rewrite Eqs. (3a) and (3b) 
in the following form: 
_!!:__V = .~abs + ~fdb + yhath + ynH transf dt* o o o o () (lO) 
and 
~v = rabs + yfdb + rbath + ynet transf dt* o 1 1 1 1 ' (11) 
where the term 
in Eq. (4a) reprcsents thc rate of population growth of type-0 modcs due to the 
production of single excitations by the externa! source; the next term, 
rJdb = u::rS0[1 + (1 + r/2)vo + rvtl, 
is the contribution to the rate of population growth due to double excitations (con-
taining the feedback efl'ect); the third term, 
rbath = _ _!_[v _v""] 
o- *o o• To 
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is the rate at which thc population of the type-0 modes relaxes to the thermal bath; 
and, ftnally, the fourth term, 
is related to cnergy transfcr from typc-0 modes to type-1 modes in processes mediated 
by the anharmonic interactions between thc chain and thc elastic continuum. ln this 
sense, r net tran,f is a mcasure of thc net rate of population exchange between the 
two sets of polar modes. Correspondingly, we can identify on the rhs of Eq. (4b) the 
following terms: 
and 
r abs = S l -· I 
rfdb = roSd 1 + rvo/2 t- O+ r)vtl , 
1 
rfath - - ---:t:" [ vl - v~q] , 
TI 
The cvolution in time of the rates defined above is displaycd in Figure 4. Taking 
into account the linearity betwcen the rates ribath and thc respective populations vi, we 
can also follow in Figure 4 the time evolution of thc populations. As can be noticed by 
inspection of the figure, the energy exchange between the two sets of modcs begins 
to be effective only when type-0 modes (pumped modes) become significantly popu-
lated. The cxchange proceeds at high rates even after the decrcase of vo has occurrcd, 
due to the high leveis of population then reached by type-1 modes (the modes in the 
condensatc). 
Finally, we analyze the relaxation proccss that takcs place in the system when the 
power sourcc is turned off after the condensation has taken placc. Figures 3(c) and (d) 
and 5 show the time evolution of the populations vi and of the rates r}'arh and rnct transf 
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We can distinguish two time scales for the relaxation process for type-0 modes. The 
first, very short (L\t* :::o 0.02) corresponds essentially to a fast energy transfer from the 
pumped typc-0 modes to typc-1 modes. During this process, the population of type-0 
modes is reduced to "" 50% of its initial nonequilibrium valuc [Fig. 3(c)]. The second 
time scale, much longer (L\t* :::o 20), is characterized by energy transfer to (and also 
from) type-1 mudes and to the bath, at very small rates [ compared to those in the first 
stage, see Fig. 5(a) and inset]. 
On the other hand, there are no appreciable changes in bchavior for the type-1 
modc population during thc relaxation toward equilibrium. Although type-1 mudes 
are favorcd by an cncrgy tlow from type-0 modes during the very first moments of the 
process and, later on, disfavored by a reverse flow [Fig. 5(a) and (b)], the relaxation 
can be considered as taking place in an exponential-like fashion starting at the initial 
time [Fig. 3(d)]. 
The transient regimes can be appreciated globally (pumping and rclaxation stages) 
in Figure G. The figure shows the phase trajectory described by the system as it evolvcs 
from the equilibrium state to the nonequilibrium Frohlich's state and its return again 
to the equilibrium statc after supprcssing the pumping action of the externa! source 
of cncrgy. Thc main features of the evolution of the populations, as determined by the 
nonlinear coupling between the two sets of mudes, can be distinguished clcarly in the 
"hysteresis loop" that can be observed in Figure 6. ln particular, we can identify the 
initial growth of the type-0 mode population and the subsequent energy transfer to 
type-1 modes, during the pumping process. lt can also be noticed that the population 
of the type-1 modes remains at leveis dose to that of the condensate during the very 
first moments of the relaxation process following the turning off of the externa! energy 
source, at the expense of the tlow of energy it is recciving from the type-0 modes. 
ln closing this section, we present numerical estimares for thc transient times as 
well as for the energy consumption during the pumping process. On the assumption 
that the relaxation time to the bath, Tq, is of the order of tens of picoseconds [10], 
we can estimate the time scale f to be about 20 ps. Using this value, in the case of 
i\ = w = 0.5, we find a time tp "" 0.17 ps for the system to rcach a population ratio 
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vJfv0 , when all modes are pumped at equal rates So = S 1 = 950. On the other hand, for 
the process (if irreversible relaxatlon that follows after turning ofl:' the power source, 
we can estimare that it takes the system a much longer time, tR "" 0.68 ns, to get its 
population reduced to a levei of about 10% above the equilibrium value. 
Now let us make an estimare of the energy to be expended by the source dur~ 
ing the pumping process. Using the given time scale t = 20 ps, we find that a power 
hwoSo/t ""9.7x 10 12 eV/s per mode should be delivered bythe externa! source (we are 
considering, as above, S0 = s, = 950). For a system such as the myosin molecule, with 
two a-helices, each containing three chains (7), there would be 6(L/ a) "" 330 modes 
per molecule to be pumped by the externa! source. This implies an energy consump~ 
tion of about 6(L/ a) x (fw.J 0 S /t)tp "" 5.4 x 102 e V /molecule, as the system is driven 
from the initial state of thermodynamic equtlibrium to a state in which the population 
ratio attains avalue v 1 /v0 "" 10, after an elapsed pumping time tp ""0.17 ps. Assum-
ing that this energy is provided by means of the hydrolysis of adenosine triphosphate 
(ATP), which under metabolic conditions in a cell can deliver 0.54 e V /molecule [11]. 
we conclude that "" 103 molecules (if ATP per pumped molecule would be expended 
in the process. It Should be stressed that, due to the simplifications introduced in 
the pre sent illustrative model, this result is an overestimation of the arder of magni-
tude [12). More realistic approaches predict values which seem to be very accessible 
for the phenomenon to occur [5). 
As a final comment, it is worth mentioning a possible connection between the Fri:ih-
lich's condensation phenomenon and the propagation of coherent excitations in a bio-
molecule, the so-called Davydov's solitons [13]. Both phenomena result from the sarne 
nonlinearities in the evolution equations as those we consider in this article. As shown 
in [14], the presence of a condensa te in the system allows for the propagation of nearly 
undamped Davvdov's solitons composed of the low-lying-in-frequency polar modes 
excitations in the molecule. This result may be of relevance in the understanding of 
energy propagation in biosystems. 
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3. Conclusions 
The simplc but representative modcl of two couplcd sets of modes that we have in-
troduced has allowed us to analyze some relevam features of Frõhlich's condensation 
phenomcnon. As shown, the anharmonic interactions between the polar modes in the 
chain with the acousticlike excitations in thc clastic continuum providc thc necessary 
conditions for the system to attain a nonequilibrium steady state as it absorbs energy 
from an externa! source. Above a threshold value of the pumping intensity, the system 
can exhibit the phenomenon of condensation of excitations in the polar modes lowest 
in frequency. It was considered the role played by the action of a source producing 
double excitations, which enhances considerably the population growth rates of the 
pumped polar modes, and bcing capablc of suppressing the steadiness of the conden-
sate state. However, it should be stressed that thc phcnomcnon of condcnsation into 
the lowest-in-frequency mudes persists even in these circumstances. 
Wc also analyzed the role played by the interactions of thc chain with its sur-
roundings in dctermining the nonequilibrium thermodynamic evolution of thc system 
during the pumping stage when going from equilibrium to the steady state, as well as 
the return of the system to equilibrium, after turning off the externa! energy source. 
We verified that in both stages the anharmonic interactions between the chain and the 
clastic medium induce a rapid exchange of energy betwcen thc two typcs (if modes 
once the populations attain large values. lt follows that during the pumping process 
initially only the population of the pumped modes incre ases rapidly. Noticeable energy 
transfer to the modes of ]ow frequency occurs only after the pumped -mode population 
attains a certain threshold value. For the transient stage following the turning off of the 
energy source, we found the existence of two time scales characterizing the evolution 
of thc population of the modes high in frcquency: The first, a very short onc, charac-
terizes the rapid energy transfer to the condensed low-infrequency modes (since both 
modes are highly populated high-energy exchange rates are expected in this case); the 
second, a much longer one, corresponds to energy transfer (at low rates) to the bath 
as well as to and from thc low-infrcqucncy modcs. Thc population of thc modes in the 
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condensatc, on the other hand, relaxes exponentially, without any remarkable change 
in behavior. 
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FIGURE CAPTIONS 
Figure 1: Steady-state solutions of Eqs. (3a) and (3b) as functions of thc pumping pa-
rameter So for i\ = ro = w-" and 51 ~ O. Attcntion should be paid to thc markcd 
difl'erences in scales on the vertical axes. 
Figure 2: Steady-statc populations as functions of the pumping parameter 50 , for A = 
ro = 10 2 and S1 = O. 
Figure 3: (a, b): F.volution of thc populations Vo and v1, during the first stagcs of 
the pumping proccss, for A = ro = 10 2 , S0 = 180, and 5 1 =O. (c, d): Evolution 
during the relaxation process toward the thermodynamic equilibrium state, after 
turning off the externa! source. 
Figure 4: Early stages of the pumping proccss: cvolution of the various compo-
nents of thc population growth rates for (a) type-0 mudes and (b) type-1 mudes. 
Paramctcrs: A = ro = 1 O 2, 50 = 180, and 5 1 = O. 
Figure 5: Evolution of the components of the population relaxation rates for (a) type-0 
mudes and (b) type-1 modes. Parameters: A= ro = 10-2 • 
Figure 6: Phase trajectory describcd by thc systcm as it evolves from the equilibrium 
statc to Fróhlich's state and its return to the initial state of equilibrium after 
turning off the externa! energy source. Parameters: i\ = ro = l o-2 , So = 180 and 
S 1 = O (pumping stage). 
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Figure 5: Evolution of the components of the population relaxation rates for (a) type-0 
modes and (b) type-1 modes. Parameters: À== w == 10-2 . 
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4.6 Termodinâmica estatística de sistemas complexos 
Aplicamos um tratamento termodinâmico estatístico ao estudo de um sistema físico 
particular (dois conjutos de osciladores acoplados não-lineares) levado para longe do 
equilíbrio. Tal sistema apresenta um tipo de comportamento complexo consistindo 
no assim chamado efeito Frohlich, que leva, em condições de estado estacionário, a 
um condensação de fase de não-equilíbrio que se assemelha a uma condensação de 
Rose-Einstein de sistemas em equilíbrio. Uma espécie de "modelo de dois fluidos" 
surge: a "fase normal de não-equilíbrio" e o condensado de Frohlich ou "superfase de 
não-equilíbrio". Trabalhamos com detalhes a termodinâmica desse sistema complexo 
dissipativo. 
Submetido para publicação em Chaos (Am. Inst. Phys.) 
Statistical Thermodynamics 
of Complex Systems 
Alexandre F. Fonseca, Marcus V. Mesquita, 1 
Áurea R. Vasconcellos, Roberto Luzzi 
Instituto de Física 'Gleb Wataghin', 
Universidade Estadual de Campinas, llnicamp 
13083-9 70 Campinas, .'.'à. o Paulo, Brazil 
1 E-mail:sousaCi:Vifi.unicamp.br 
228. 
We apply a statistical-thermodynamic approach to the study of a particu-
lar physical system (two sets of nonlinearly coupled oscillators), driven far 
away from equilibrium. Such system displays a kind of complex behavior 
consisting in the so-called Frohlich effect leading in steady-state conditions 
to a nonequilibrium phase condensation resembling the Bose-Einstein con-
densation of systems in equilibrium. A kind of "two-fluid model" arises: 
thc "normal nonequilibrium phase" and Fróhlich condensate or "nonequi-
librium superphase", which is shown to be an attractor of thc systcm. We 
work out some aspects of the irreversible thermodynamics of this dissi-
pative complex system. Particular nonlinear properties are discussed and 
Lyapunov exponents detcrmined. 
Group Home Page: http:/ /www.ifi.unicamp.br/~aurea 
229. 
Nowadays Complex Systems constitutes a fashionable area of research, and we 
·recall that complex systcms is a short exprcssion for the corrcct one of Dynamical 
Systems with Complex Bchavior [1-3]. Particularly, complex physico-chemical and 
· biological dynamical systcms are of special rclcvance, the first oncs mainly for tech-
nological interest and the sccond ones for thcir relevance related to the origin, evolu-
tion and functioning of life and also for technical-comercial interest in, for example, 
bioengineering and medical-imaging techniques. 
We first noticc that complexity must not be confused with a system being of a com-
plicatcd struture: thc dynamical system may be quite simply modelled but showing 
complex behavior, that is, displaying, in principie, unexpectedly rich and diversified 
characteristics at a macroscopic levei of description. A particular example could be 
1 Lorentz meteorological model - a protype of chaotic (complex) behavior [4]. Other 
I 
I 
aspect of complexity is the one associated to selforganization or syncrgetic ordering 
(spatial, temporal, o r different kinds of homogeneous stationary states) in matter r 5-8]. 
We address here this latter type of complexity. 
1. Introduction 
Complexity, it must be noticed, can emerge only in the case of systems governed by 
nonlinear kinetic laws o( evolution. ln thc linear domain it is ruled out by Prigoginc's 
theorem of minimum entropy production [9, 10], basically because in such conditions 
applies the principie of superposition of solutions (of the equations of cvolution) and 
no synergetically-coherent ordcr can follow. 
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Thc scientific disciplines appropriate to deal with complex behavior in matter 
are the Thermodynamics of lrrcversible Processes, nonlincar kinetic theorics and, 
mainly, Statistical Mechanics of systems far from cquilibrium which provides an um-
brella for covering the two others. ln this case the first one is sometimes dubbcd 
Thermodynamics of" Complex Systems [ 111. 
lt is presented in continuation what we consider an illustrativc didactical example 
of a system with complex behavior, for which it is possible to derive a complete theory 
which covers in full all its nonequilibrium thermodynamical and kinetic characteristics. 
2. A Model of Coupled Linear Oscillators 
For the purpose statcd in the lntroduction of describing as completely as possible 
thc thermodynamics and kinetics of the macroscopic statc of a complex systcm, 
we choose: (l) Thc model of coupled linear oscillators described below, and (2) thc 
description of the nonequilibrium thermodynamics of its time-envolving dissipative 
macroscopic state in terms of the so-called Jnf"ormational Statistical Thermodynamics. 
2.1. Thermodynamics of Irreversible Processes 
First we notice that the thermodynamics of irreversiblc processes has had a develop· 
ment beginning -- ifwe leave as ide the attempts clone in the nineteenth century- with 
Classical (somctimes referred to as Linear or Onsagerian) Irreversible Thcrmodynam-
ics (see for example the dassical textbook of Ref. [12] and also [9)). Jt was cxtended to 
the nonlinear regime mainly by Jlya Prigogine and so-called Brussels' School (see for 
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example Ref. [1 01). To account for processes involving not too long wavelength and not 
too small frequencies, when classical irreversible thcrmodinamics bcgins to fail, wcrc 
developed severa! approaches of which we highlight Rational Thermodynamics [13) 
and Extended Irreversible Thermodynamics [14]. 
Moreovcr, as Thermodynamics of cquilibrium, or Thermostatics, is connected to 
the microscopic levei of Mcchanics by Gibbs ensemble formalism for Statistical Me-
chanics, one may expect somcthing similar for nonlinear irrcversible thermodynamics 
of systems arbitrarily away from equilibrium. A promising start with a succcssful de-
ve]opmcnt is providcd by Informational Statistical Thermodynamics (IST for short). 
1ST was initiated by Hobson [15] somctime after the publication of Jaynes' seminal 
papcrs [16] on thc foundations of Statistical Mechanics on Information Thcory (of 
Shannon-Brillouin style [17, 18]). lt is worth noticing that the above mentioned thcr-
modynamic formulations bclong, one way or another, to the main four leveis listed by 
Laszlo Tisza in Ref. [19]. 
The prcsent day statistical foundations of IST are provided by a nonequilibrium 
ensemble formalism refcrred to as the Nonequilibrium Statistical Operator Method 
(NESOM for short) [20-24]. NESOM is based on a variational principie, namely thc max-
imization of thc informational statistical entropy (MaxEnt for short) [25-28], and can 
be considered as bclonging to thc domain of Jayncs' Predictive Statistical Mechan-
ics [29-31]. For explicit calculations we resort to Zubarev's approach to this MaxEnt-
NESOM [25-28, 32, 33], by far thc most concisc, practical and soundly based method. 
Moreover, MaxEnt-NESOM-bascd IST is going to be describcd as long as we procced 
with the presentation of the physical system wc are introducing. 
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2.2. The Model and The Evolution of its Macrostate 
The model system we are considering - schematically described in Fig. 1 - consists 
of two subsystems of linear oscillators interacting through an anharmonic potencial. 
The subsystem we label as S 1 is composed of a periodic array of N1 oscillators of 
equal mass m and frequencies W; with j = 1, 2, ... , N1, and we introduce xJ and 
P; for the displacement from the position of equilibrium and the conjugated linear 
momentum respectively. The subsystem labelled S2 is composed of a periodic array 
of N 2 oscillators of equal mass M and frequencies fh with k = 1, 2, ... , N2 , and Xk and 
Pk stand for the displacement and its conjugated momentum respectively. 
lt is assumed a very good thermal contact between 52 and a thermal reservoir, 
such that the temperature of S'.!. is always the one of the reservoir, T0 . An externa! 
source pumps energy on 51 • Severa! realistic systems can be described in this way, for 
example, lattice vibrations in near une-dimensional semiconductor quantum wires, 
organic molecular polymers, biological polymers, etc.; our model here covers the case 
of polymeric e<-proteins [35] and acetanilidc [36]. 
The Hamiltonian of the proposcd model is taken as: 
A ~ A I 
H= Ho +H , (1) 
where 
(2) 
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and 
fr""' L A1kk·x1XkXk· + L Bu·kx,;x.rXk +L (jJfx1 . (3) 
jkk' jj'k jf 
The form ofEq. (1) is the appropriate for use in MaxEnt-NESOM in this case, where H0 
is evidently composed of the Hamiltonians of the free oscillators. On the other hand H' 
is composed of the anharmonic interactions (the first lower arder contribution), which 
are the first two terms on the right of Eq. (3), while the last accounts for the interaction 
between the externa! source (to be better specified later on) and the system, with (jJ 
standing for an operator associated to the source with the coupling strength included 
in it, and we are considering a linear coupling. 
Next, for convenience we introduce, first, normal coordinates 
xi = L Xqei<~R; , 
q 
xk -"' L Xq•eiq'Çk ' 
q' 
Pi= L pqe;qu, , 
q 
1\ = L Pq•eiq'i;k ' 
t( 
(4) 
(5) 
where q and q' are wavenumbers in reciprocai (une-dimensional) space, R 1 and ~k 
the positioning in the lattice of the center of mass of the oscillators in 5 1 and !h 
respectively, and the sumation runs in the intervals ( ··IT I a 1 , rr I a 1 ) and ( -rr 1 a~, rr I a~) 
with a1 and a~ being the lattice parameters in 51 and s~. Second, we introduce the 
amplitudes aq and bq· and their conjugares a~ and b~,, 
Xq = 
1/~ 
( 2 h ) (aq + a!q) ' moJ,1 
, _ . (hmo.>q) 11 ~ t pq · -1 
2 
(aq -a q) , (6) 
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( 
h ) 1/2 I 
Xq' = 2m0q• (bq· + b q')' (7) 
where w,1 and 0,1' are the frequencies of vibration in the corresponding modes, and 
next second quantization is used, with aq (a~) and bq' (b!,) then being the annihilation 
(creation) operators in mode q in S 1 and q' in S2 . 
The Hamiltonian of Eq. (1) is composed in the new representation of the contribu· 
tions 
A A A 
Ho =H os+ lloB, (8) 
A-"" (t l) Hos- .:.:...hwq a,1aq + 2 , q (9) 
(lO) 
fi' =fi; t H2 +fi; + H,:p , (11) 
where 
A, ""(v<Il b bt <I) t b b ) H 1 = L qq•a,1 1( q+q' + Vqq'aq+q' q q' + H.C. , (12) 
tjtj' 
(13) 
(14) 
We notice that in H' of Eq. (11) we have kept only the terms consisting of scattering-
like processes (Eqs. (12), (13) and (14), and we have neglected terms involving only 
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creation (c.g. a t bt bt, etc.) and only destruction of parti eles (e.g. abb, etc.) which 
have no contribution for the phenomcna we are going to study. Finally the last term 
1 in Eq. (ll) account for the interaction with the externa! pumping source, namely 
Hq, =L ( <[Jqa,~ + H.c.) , (15) 
<j 
momentum conservation has been considered, and ÇPq (qJ~) is the second quatization 
operator for annihilation (creation) of an excitation of wavevector q in the source, and 
the coupling strength with the system is incorporated into it. 
Next we need to characterized in MaxEnt-NESOM the macroscopic state of the 
system, and for that purpose we take as the basic set of dynamical variables 
(16) 
that is, the occupation numbers in the modes of 51, which are driven out of equilibrium 
by the action of the externa! source, and the Hamiltonian of the system S2 since it 
remains in thermal equilibrium at temperature T0 ; q, as noticed, takes all possible 
values in the Brillouin zone. 
Therefore, the auxiliary statistical operator in MaxEnt-NESOM (sometimes referred 
to as "coarse-grained" distribution or "freezed instantaneous quasiequilibrium" dis-
tribution) is according to MaxEnt-NESOM [25-28] given in the present case by 
(!(t, O) = exp r -</J(t)- ~ Fq(t)'\'q- f3oHoB} . (17) 
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We recall the important point that this is not the statistical operator of' the system, 
the latter being a superoperator defined in terms of the e of thc Eq. (17) which is given 
by (sec Refs. [25-28, 32, 33]), 
(18) 
where 
Q(t', t'- t) = exp{- i~ (t'- t)H} {!(t, O) exp{ i~ (t' - t)H}. (19) 
ln Eq. (17) we have introduced the Lagrange multipliers that the variational MaxEnt-
NESOM produccs, namely 
f { Fq ( t)} ; f3o = k \-; } , 
- B O 
(20) 
and we recall that cp(t) ensures the condition of normalization of Q(t,O), playing the 
role of a kind of logarithm of a nonequilibrium partition function, say, c/>(t) = ln Z(t). 
Ftnally we designate by 
(21) 
thc macrovariables in the nonequilibrium thermodynamic statc space (or Gibbs' ther-
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modynamic space), that is 
(;~2) 
(23) 
where e,(t) is the nonequilibrium statistical opcrator in Zubarev's approach, and we 
recall that e,(t) and p(t, O) givc the sarne average values for the basic dynamical vari-
ables and only for these (see Refs. [25-28, 32, 33]). Wc are now in conditions to derive 
the equations of motion for the basic macrovariables of Eq. (21). Consider first thc 
populations v4 (t) ; we find that 
(24) 
once we use the Markovian approximation in the MaxEnt-NESOM-based kinetic thc-
ory [3 7], where 
],~o) ( t) = Tr { í~: [v q, Hn] e ( t, O)} = O , 
1 ~ 1 ) ( t) = Tr L~t v 4 , H' le ( t, O) } = O , 
'
(2l(t) = ](2)(t) + /(2)(t) + JC!)(t) + /(2)(t) 
• <I · <pq • I q 2<1 • 3q • 
(25) 
(26) 
(2 7) 
and the partia! contributions on the right of Eq. (27), arising out of thc four contribu-
tions to the intcraction Hamiltonian of Eq. (11), are 
;ns. 
~ l~m -h\ I fo dt' {c(t+iwq)r' Tr t qJq• ( t' l<P~· e(t' ü)} + c. c.} ' 
E !O ' -00 
<j 
(28) 
2IT ' { ( l) 2 r ( 8 ) 8 ( ) ( /l ) B J · ( ) 
= (ih) 2 L- IV,1q' I v,1 1 + v,1+q' v,!' - 1 + v,1 1 +v,!' v q+q' (5 Wq + Oq• - Oq+q' 
i( 
- 2IV~~lq',<!' 12 f ( 1 + v,1) v~.v:-q'- vq ( 1 +v:.) ( 1 + v:-q') J (5 ( Wq- Oq•- Oq-q•)}, 
(29) 
2IT ' (2) 2 { [ ( ) B ( ) ( B ) J -( ) 
= (ih)Z L- IVqq' I Vq• 1 + Vq v q-q' - v,1 1 + Vq• 1 + v q -q' (5 Wq - Wq' - Oq-q' 
q' 
+ [vq• (1 + vq) (1 + v:•-q)- Vq (1 + Vq•) v:·-ql i5 (oJq- lüq• 4 Oq•-q)}, (30) 
J\~1 (t) = lim [(ih)- 2 Jo dt'ét'-rr{-[H~(t'Jo. lJ/1, v,1JleU.ollJ 
' .. +() -00 í 
. . -
(31) 
ln these equations the notation Ô ( t) 0 means that the operator Ô is givcn in the 
interaction rcprescntation, that is, its cvolution is with Hamiltonian H0 , namely 
(32) 
ln Eqs. (29), (30) and (31) v: is the distribution of the vibrational modes in the ther-
mal bath represented by S2 , which is being kcpt in cquilibrium with an ideal thermal 
') 'J t) 
'-J ..... 
reservoir at temperaturc I(h and then it is given by thc Planck distribution function 
(33) 
with f3o = 1 I kR I;, and the relation 
(34) 
will be uscd bclow. 
lt can be noticed that the scattering operators in Eq. CU) take in the present case 
(use of the Markovian approximation and the property that ./~ 1 l(t) is nuli) the form 
of the Goldcn Rui e of Quantum Mechanics however averaged ove r thc noncquilibrium 
ensemble. 
Using Eq. (34) and taking thc cncrgy conservmg delta-function prcsent m the 
collision operators into account, we can rcwritc Eq. (27) in the form 
X 8 ( Wq - Wq• - nq q') 
- ~~ L I v~~! 12v~. -q [ Vq• Vq ( 1 -- efloh(Wq• -w,l)) + Vq - ef:luh(wq' -w,l) Vq•] 
q' 
240. 
X 8 ( Wq + Wq• - Oq+<l') , (35) 
where it has been introduced the rclaxation time T <-1 given by 
(36) 
and vá0 ) is the distribution in equilibrium at temperature T0 , namely 
(37) 
Moreover, the first term on the right ot Eq. (35) is thc rate ot production ot q-mode · 
cxcitations in the systems arising out of the contribution of Eq. (28) after introduction 
of the spectral representation for thc pumping source, as given by 
1 T {'t( )' -(O)} " fdwl ( ) iwt h 2 r 'Pq t (/Jq•(] t, = oqq'. 2rr ,1 OJ e . (38) 
On the other hand, the equation of evolution for the other basic macrovariable, i. 
c. thc cnergy E8 of the thermal bath (or subsystem S2 ) is 
(39) 
which is null bccausc of thc fact that the thermal bath is constantly kept in equilibrium 
with the ideal thermal reservoir. Jn the equation above 
]~2 >(t) = -- L,hwq [l~~>(t) +]~~>(l) +J,i~)(t)] 
q 
because it is minus thc energy exchanged with S 1, and 
Jti\U) = _ Ea(t)- Ea,cquiL 
TTlJ 
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(40) 
(41) 
is the tcrm which accounts for thcrmal diffusion to thc reservoir with a thcrmal dit'-
fusion time Tm ; the assumption made implies that this thermal diffusion effects is 
sufficiently rapid for kecping S'!. constantly in equilibrium with the reservoir. 
To proceed further in order to obtain numerical solutions we introducc: (l) the 
dispersion relation 
(42) 
a reasonablc approach to the rcalistic ones; (2) a Dcbye model is taken for S2, i.e. 
Oq· = slq' I. with a cut-off frcquency nn; (3) the matrix v~:/ and V~~! are taken outside 
the summation (integration) sign in the spirit of the mean value theorem of calculus 
and indicated by \/( 1 l and vc.n, and we introduce the parameter i\ = W<2l ;v o l 12; (4) 
we define a scaling time -r given by 
--I Li\1(1)1~ 
T = h2 ' 
.s 
(43) 
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where L is the length of the onedimensional sample; and (S) is defined the adimensional 
intensity l~(w,1 ) = flq(wq). Using the five items above and after performing the 
integrations in Eq. (35), we obtain that the equations of evolution for the populations 
of the vibrational modes of S1 are 
,\s [ 1 - O (I q I - qB + ~)] 
2cxlql + s 
where i = t 1 f, and 
(44) 
(45) 
ln this Eq. (44) the last contribution on the right side of Eq. (35) is not present, 
because it is null as a result that energy conservation in the scattering event, repre· 
sented by the delta function, is not satisfied. Moreover, (} is Heaveside step function, 
which takes c are of the fact that for modes with wavenumber I q I +sI ex larger than the 
Brillouin wavenumber q 8 are not present. 
A relevant fact can be noticed in Eq. (44), namely, that the equation of evolution 
for the population of a given mo de I q I is coupled only to the equations for two other 
modes, namely those with wavenumbers I q I - sI ex and I q I + sI ex. This is a result of 
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energy and crystalline mumentum conscrvation, and implics then that the mudes are 
coupled in indepcndent blocks invulving a finite number Fi of modcs: 
±lql, ±lql + (s/cx), ... , ±lql ± n(s/cx), with 
(46) 
wherc, we recall, qR = rr I a 1, and [x J stands for the grcatest intcger not larger than x, 
this bccause of the limiting wavenumbcr upper value sct by qR. 
Furthcrmore, we notice that a direct calculation tells us that thc populatiun v,1(t) 
and its associated Lagrange multiplicr Fq ( t) are relatcd by thc expressiun 
(4 7) 
1t is wurth noticing that this Lagrange multiplier can be alternatively written in 
either of two forms, namely 
(48) 
introducing a so-called quasi-chemical potcntial per mude, J..lq ( t), as dune by Lands-
berg [38) and Frohlich [39]. or 
(49) 
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introducing a quasi-temperature per mode as it is done in the physics of semiconduc-
tors [40], and in radiation theory by Landau and Lifshitz [41). 
2.3. A Specific Case 
We proceed next to obtain numerical rcsults which illustrate the previous theory, which 
will show how complex behavior in this systcm may arise. For that purpose we use a 
set of paramctcrs typical of biopolymers [35], namcly 
Hlo = 1013 s 1 ; 
a1=lOOÁ; 
s =lO" cmç 1 ; 
., -1 
a = 0.1!) cm" s ; 
(50) 
(51) 
and thcn q8 = 3.14 x 106 cm- 1• With thesc paramcters the number ii [cf. Eq. (46)) of 
coupled modes in cach indcpcndent set is ii ~ 12. The numcrical rcsults are shown 
in Figs. 2 to 5. 
Using the scalcd time f = t/T- with T- defined byEq. (43), and i\= i\7WjÇOlj~, both 
already defined, we look first for thc stcady state which sets in, after a certain transient 
has clapsed, under the application of a constam pumping intensity lq = T-Iq which we 
take as being thc sarne for ali mude q. The result is shown in Fig. 2; for simplicity we 
have chosen the set which includes the center zone mode q = O and thcn cach curve 
corresponds to the symctrical modes ±I qK I, which we have labcllcd from K ~ 1 (the 
lowest frequency mode in the set, q 1 = 5s I a) to K = 6 (the highcst frcqucncy mo de 
qr; = 0). We havc takcn To = 300 K and, for illustration, wc havc fixcd i\ as cqual to 1. 
This Fig. 2 evidences thc complex behavior of the system when sufficicntly far from 
245. 
equilibrium: after a certain distance from cquilibrium is achicved, roughly for I ~ 104 , 
the expected similar increasc in population of all the modes is drastically altcred, with 
the mude lowest in frequency (population v1) largely increasing its population at the 
expenses of thc other modcs higher in frequcncy. A calculation for all thc modes is 
shown in Fig. 3, for I = 2.6 x lO\ where is shown the comparison with the result which 
follows for ,\ = O, i.e. in the abscnce of the anharmonic interactions in li2 and H~ of 
Eqs. (13) and (14). 
This complex behavior is what wc call Frohlich effect [39], somctimes referred 
to as Bose-Einstein-like Condensation in nonequilibrium conditions. Wc can see by 
inspcction of Fig. 3 that we can talk of a kind of a "two fluid modcl", as in the thcories 
of supert1uidity and supcrconductivity; we have indicatcd the "normal tluid" region of 
modes and thc "super fluid" rcgion we callcd the Frohlich condensate. ln this case the 
complcx behavior is a result of thc nonlinear contributions to thc kinetic equations 
of evolution, i. e. those contained in thc collision operators Ji~) (t) and ./~~) (t), and 
proportional to,\ in Eq. (35), which contain thc term 
(52) 
which is positive for wq < Wq•, and then mode q is "fed" by mode q', while for Wq > 
Wq• the contribution is negative, and modc q "feeds" modc q'. ln Figs. 4 and 5 it is 
shown the evolution of thc quasi-temperature of Eq. (49) and of the quasi-chemical 
potential of Eq. (48) for thc modes described in Fig. 2. 
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3. Statistical Thermodynamics 
of Frõhlich-Bose-Einstein-like Condensation 
We consider now the thermodynamics of the Fróhlich effect. The informational 
entropy in IST is given by [23, 24, 42] 
(53) 
where p,(t) is a time-dependent projection operator (it is characterized by the non-
equilibrium state of the system at any time t), defined in Ref. [26], which has the 
property that 
(54) 
and we rccall that ef(t) is the systems' nonequilibrium statistical operator in Zubarev's 
approach, and e is given in Eq. (l 7). Hence, 
S(t) =- Tr [et(t) ln e(t, O) J = cj>(t) + L.F<I(t)vq(t) + f3oEB' (55) 
q 
where, we recall, 
cj>(t) = lnTrexp{- 2:Fq(t)vq- f3ofloB} = lnZ(t) 
. lj 
(56) 
is thc logarithm of a nonequilibrium partition function which wc havc called Z(t). 
lt can be shown that this informational entropy has a partícularly differentiated 
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dependence on i\ only after the onset of Frõhlich effect, i.e. for, roughly, I ~ 104 , 
resulting in that the informational entropy decrcases for increasing values of i\ (which, 
we recall, measures the strcngth of the nonlincar contribution responsiblc for the 
complcx behavior of the system): this can be intcrpreted as some kind of incrcase in 
order, o r of incrcase of information as a result of the formation of frühlich condensate. 
To characterizc this point, we introduce the arder paramctcr 
(57) 
! where .S'()s and -~W are the entropies in the steady-state for i\ ~ O and i\ * O, which is 
, shown in Fig. 6, wherc it is evidenced the above mentioned characteristics. 
Next we go over the function informational-cntropy production given by 
ü·(t) = !!._S(t) = I,Fq(t) dvq(t) =L dvq(t) ln Vq(t) + 1 ' 
dt q dt q dt Vq(t) (58) 
where we have used Eq. (4 7), and the fact that E8 does not changc in time. ln Fig. 7 
it is displayed the evolution of the informational entropy-production (the full line), 
i= 2.6 x 105, i. e. beyond the onset of Frõhlich effect), which becomes nu li when the 
steady-statc is attained as it should. 
lsT-entropy production has two contributions: 
ã"(t) = ã";(t) + Õ"e(t), (59) 
consisting of the so-called internal one, 6"; ( t), which results from the internal inter-
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actions in the system, and the externa! one, ct.,(t), due to interactions wtth the sur· 
roundings, in this case with the source and the thermal rcservoir. They are given 
by 
- "" [ [ (2) (2) (2) ] CT;(t) =L Fq(t) -f1ohalq 1 ,hq (t) + hq (t) + ] 1q (t) , (60) 
l/ 
(61) 
q q 
whose evolutions are indicated in Fig. 7, and where it is clear that (T; (t) is defini te 
positive and at the steady-state ife(t) = -0"1(t). The positiveness of 0"1(t) can be 
considered as a manifestation of a kind of H-theorcm in MaxEnt-NESOM-based IST. 
We can in this figure see the relevant point that in the presence (i\ ~ 1) and in the 
abscncc (i\ = O) of the nonlinear contributions responsiblc for Frühlich effect, the total 
production of informational entropy is thc sarne (and this is valid for any i\). This is 
a consequence (Cf. Fig. 9 bclow) that the nonlinear terms do not produce dissipative 
effects but rcdistribute the energy, without loss, between thc polar mudes. 
We consider in continuation two additional important results in IST [23], which are 
generalization of those of Gencralized Irreversib]e Thcrmodynamics [5, I O]. One is the 
criterion for evolution: the changc intime of IST-entropy production can be separated 
out into two parts, namely 
(62) 
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where 
dF _ '\;""' d d 
-d if(t) =L -d F,l(t)-d Vq(t)' 
t LJ t t 
(63) 
dq_ - d 2 
-d. if(t) = LF,1(t)d 2 Vq(t), t ,1 t 
(64) 
that is, the changc in time of the informational-cntropy production due to the change 
intime of the Lagrange multipliers, and the other dueto thc change intime of the basic 
variables (the popu]ations), and we recall that dE8 I dt = O. Aftcr a simple calculation 
ofEq. (63) using Eq. (47) we find that 
(65) 
verifying for this systcm the generalization [23] of Glansdorff-Prigogine's thermody-
namic (originally called universal) criterion of evolution. That is, along thc tra.icctory 
of the macrostate of the system in the thermodynamic (or Gibbs) space of states, the 
quantity of the Eq. (63) is always non-negative, a quantity which in classical Onsagerian 
thermodynamics is the product of the change in time of the thermodynamic forces 
times thc fluxes of matter and encrgy [5, 10, 23]. 
Finally, wc look for the criterion for (in)stability, which requires the analysis of the 
quantity callcd the excess of entropy production. First we introduce the quantity 
(66) 
250. 
where 2l v q ( t) represents at a la ter time t the value of an imposed arbitrary deviation 
from the steady-state of the system (t'F.~ is the second functional differential of the 
IST entropy). A direct calculation tell us that 
ó2.":(t) Oqq' 
-ÓVq(t)ÔVq•(t) Vq(t) (vq(t) + l) ' (67) 
and consequently 
(68) 
what is a manifestation of the convexity of the maximized informational entropy. 
Differentiation in time of Eq. (68) introduces the quantity called excess of entropy 
production function, namely 
·:! _ l d ~- '\:' t:..vq(t) d '\:' 
ó CT ( t) = ::- -d 8 S ( t ) = - L ss ( ss l ) d 6.. v q ( t) -= L t:..F,1 ( t) 6.. v q ( t) , 2 t q ~ ~ + t q (69) 
a quantity shown in Fig. 8. We can see that this quantity is non-negative, and therefore 
(70) 
is always non-negative and then, according to Lyapunov theorem in linear stability 
analysis (see for example [5]) the macroscopic state of this system displaying Frõhlich 
effect, is always stable. This is a manifestation of the generalization in IST [23] of 
Glansdorff-Progogine's (in)stability criterion [5, lO]. 
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The stability of the macroscopic state of the system can be characterized in an alter-
native way, consisting in that --for the particular present case- it can be proved a gen-
eralization of Prigogine's theorem of minimum entropy production, which ensures the 
stability of any thermodynamic system in the immediate neighborhood of the state of 
equilibrium, i. e. within a strictly linear (or Onsagerian) regime of classical irreversible 
thermodynamics where Onsager's reciprocity relations are satisfied [5, 10]. The the-
orem proves that in Onsager's regime and in the generalization to IST [23], &;" :::: O 
and dã";'" I dt s O are always satisfied and ensure the stability of the macrostate. ln 
the model we are presenting it can be verified that in any condition, that is even far 
away from equilibrium, and then in the nonlinear regime outside Onsager's domain, 
the condition above is satisfied everywhere, as shown in Fig. 7, and then Õ"i plays the 
role of a thermodynamic potential whose minimum defines an attractor for the steady 
states of the system. 
4. Further Aspects of Frõhlich-Bose-Einstein-like Condensation 
First we notice that of the three contributions implying rclaxation processes, ],~~l, ]~~l, 
and J,i~/ [Eqs. (28), (29) and (30)] thc first one gives rise to the one expressed in terms of 
the relaxatton time T q [y (I q I) in Eq. (44) ], while in the other two correspond in Eq. (44) 
to the terms with coefficient A. They arise out of the interactions with matrix elcments 
A and B respcctively in the Hamiltonian of Eq. (3). lt can be shown -···· scc Fig. 9 -
that ]~~l is cxclusively responsiblc for dissipation, while the othcr two contributions 
(with ,\) produce only redistribution of energy among the modes: the lincs with open 
circles, the sum of ali three contributions for A = O, and with trianglcs, for A = 1, 
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coincide. Morcover, for q ~ 2.6 x 108 cm- 1 or co ~ 8.7 x 10 12 Hz (cf. Fig. 4), the 
contributions of ]q2 plus ]q 3 are, for.\ = 1, positive, that is, they actas a source term, 
the one in fact responsiblc for the "feeding" of the modcs in the Frühlich condensate, 
resulting in the large increasc of their populations. 
Furthermore, we are dealing with a nonlinear dissipative systcm and to it applies 
other relevam results in Nonlinear Science [43]. As Nicolis and Daems noticcd [44] 
the equations of evolution [Eqs. (35) or (44)] are nonlinear owing to the cooperativity 
inherent in the intcractions. Moreover, the dissipative character of the set of equa-
tions is reflected in that when cmbedding the equations of evolution into the space of 
nonequilibrium thcrmodynamic state spawned by the set of variables of Eq. (21) one 
has, on average, a contraction of a volume element each point of which follows the 
evolution laws. This very important property is shown to be equivalent in the case of 
Fróhlich condensation to 
1. ft dt'{:L~Já2)(t')+~[]~2)(t')+.J}~(t')]} <0, (71) 
t - to r0 q ÔVq ôEI! 
where the latter contribution is null because of Eq. (39), and the expression betwcen 
curly brackets is the so-called divergence of the evolution operator of Eqs. (24) and 
(39) [43]. 
We have that 
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(72) 
These quantities Dq (t) are predominantly negative for any t (they are shown in 
Fig. 10 for a particular value of the intensity) and then Eq. (71) is verified. 
Let us consider the I.yapunov exponents, A.i, of the dynamical system when it has 
achieved the steady state, that is the eigenvalues of the linearized evolution operator, 
which are given by Eq. (72) once Vq is taken in the steady state. They are given in Fig. 11 
I for a range of values of the intensity of the pumping source. Inspection of this Fig. 11 
I teUs us that the Lyapunov exponents are negative, what then ensures the stability of 
! the solution for any value of the intensity, a point we have previously demonstrated 
through an alternative treatment. Other interesting point is that the modulus of the 
one corresponding to the mode labelled 1 (the one in Frohlich condensate) is very 
small. This has the consequence that, since the population v 1 in the steady state can 
be shown to be proportional to the inverse of the modulus of A 1, then it is the very 
large one corresponding to the mode in Frõhlich condensate. Moreover, Fig. 12 shows 
the sum of the Lyapunov exponents, namely the divergence of the supervector corre-
sponding to the different contributions of the evolution operator [Cf. Eq. (69)], which 
is negative and increasing in modulus with the pumping intensity. This points to the 
fact that the trajectories are winding towards an attractor consisting in the Frõhlich· 
Bose·Einstein-like condensation. Hence, this indicates an increasing contraction of the 
elementary volumes in the space of thermodynamic states with increasing intensity 
of the pumping source. This is related to the interesting fact that the condensation 
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becomcs more and more effective, in thc scnse that the ratio- for each intcnsity- be-
tween the numbcr of excitations in the condcnsate and the total number is increasing 
with f, what is shown in Fig. 13. Again therc is a similarity with Base-Einstein con-
densation of bosons in equilibrium where the number of particles in the condensate 
increases with decreasing tempcrature. 
We notice that in this case, with all Lyapunov exponents being negative, Kolmogorov 
entropy [43 J is null, and then, as notcd before, this implies that the tra_jectories are 
stable, the system does not produce information by itself (no selforganization follows) 
as would be for positiveness of some Lyapunov coefficient, but thc system shows 
loss of information as evidenced by the incre ase in time of the informational cntropy. 
However, as described by the order parameter of Fig. 9, with increasing nonlinearity 
(increasing values of A) the informational entropy, for a giving pumping intensity, 
diminishes implying in smaller loss of information as ordering increases in the form 
of a more "dense" Frohlich condcnsate, as noticed above. 
5. Summary and Conclusions 
Summarizing, to illustrate the thcrmodynamic aspects of systems with complex be-
havior, wc have resorted to a particular model of linear oscillators couplcd through 
anharmonic intcractions. lt can be a good representation of vibrational modcs in 
quasi-linear scmiconductors (the so-callcd quantum wires), molecular polymcrs, and 
biopolymers. Thc system is driven out of cquilibrium by an externa} pumping source 
of energy, for cxample, illumination by a constantly applied electromagnctic ficld, v.g. 
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a continuous-wave laser, ar in biosystems by a metabolic mechanism, the so-called 
dark excitations. One of the two subsystems of oscillators is taken as a thermal bath 
at constant temperature, being kept in this condition by a good thermal contact (an 
efficient "homeostatic" process) with an ideal thermal reservoir. The other system 
can attain high leveis of excitation with increasing intensity of the pumping source to 
which it is coupled (see Fig. 1 ). 
The study has been performed resorting to Informational Statistical Thermody-
namics and a nonlinear quantum kinetic theory, both based on the Nonequilibrium 
Statistical Operator Method founded on the principie of maximization of the informa-
tional entropy- and considered to belong to the realm of jaynes' Predictive Statistical 
Mechanics. 
The equations of evolution for the populations Vq (t) of the vibrational modes, and 
then the energy per mo de hw q v q ( t), are derived, and it has been clearly cvidenced a 
kind of complex behavior in such system, consisting in the so-called Frohlich-effect or 
Frohlich-Bose-Einstein condensation in a nonequilibrium thermodynamic phase. Af-
ter a certain threshold in the value of the intensity of the pumping source has been 
attained, in a cascading-down-type process, the cnergy pumped on the system is trans-
ferred from the mudes higher in frequency to those lower in frequency. The modes 
of lowest cncrgy are then largely populated at the expenses of the other modes with 
higher frequencies. 
The thermodynamic of Frohlich effect has been analized in depth. On the one 
hand it has been characterized the Lagrange parameters that the variational method 
introduces, those we called Fq (t). These Lagrange parameters are the intensive non-
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equilibrium thermodynamic variables, which completely characterizc thc macrostate . 
of the system as thc basic variables, in this case v q ( t), do. As shown they can be ln· · 
terpreted in tcrms of either a quasHemperature T,1(t) per mode, ora quasi-chemlcal 
potcntial J-1,1 ( t) per mo de. 
ln section 3 we have worked out in certain detail the nonequilibrium thermody- · 
I 
namic characteristics of the Frõhlich condensate, hence an example of the thermody- : 
namics of complexity. The so-called informational entropy in 1ST is derived and its tem-
parai evolution described, from the initial time of prcparation of the sample up to the · 
steady-state displaying Frõhlich's condensation. Whcn the externa! pumping source 
is switchcd off there follows a return to the value in equilibrium with the reservoir 
recovering the usual Clausius-Gibbs thermodynamic entropy. As shown, the informa-
tional entropy in the condensed state is smaller than thc entropy when the nonlinear 
interaction responsiblc for the onset of Frõhlich effect is disregarded. As the arder 
parameter shown in Fig. 6 demonstrares, the system incrcases in arder with increas-
ing coupling strength i\, and the informational entropy dccreases since information is 
gained as organization of the system is developing. 
Another importam quantity in irreversible thcrmodynamics has been analized, 
namely thc informational-entropy production function. ln terms of it we have veri-
ficd that the, generalized to IST, Glansdorff-Prigogine's evolution principie is satisfied, 
as it should, and from the gcncralization of Glansdorff-Prigoginc's (in)stability prin-
ciple we have shown that the thermodynamic state of the system we have derived, is 
stable under any condition. Howcver, it needs be stressed, such stability has been only 
derived against othcr possible homogeneous steady-states, but an instability against 
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the onset of a spatially ordered state cannot be ruled out a priori [45]. This latter point 
will be considered in a future articlc. 
We end this conclusions citing Nicolis and Daems [44] who stated that this new 
field of statistical mechanics of dynamical systems is nowadays a unique laboratory 
in which ideas, conjectures, and methods can be used. 
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FIGURE CAPTIONS 
Figure 1: A schematical description of thc two interacting subsystems, S1 and s~. 
Figure 2: Populations of a set of modes in the stcady state under a constant pumping 
intcnsity I. 
Figure 3: Populations of the modes in thc stcady state for i = 2.G x 1 O", compared 
with thc case of absence of nonlincar intcractions. 
Figure 4: The quasitcmpcratures associated to thc sct of mudes in Fig. 2. 
Figure 5: The quasi-chemical potcntial associated to the set of modcs in Fig. 2. 
Figure 6: The ordcr param e ter of Eq. (55) as a function of the strength of the nonlinear 
coupling. 
Figure 7: Evolution of the informational-entropy production. 
Figure 8: The cxccss cntropy production around the steady state. 
Figure 9: The different contributions to the relaxation processes for A - 1 and in the 
abscnce of a nonlinear coupling (A = 0). 
Figure 10: Quantitics LJ,1(t) of Eq. 72 for thc sct of mudes of Fig. 2. 
Figure 11: Lyapunov coefficient in the steady state for the set of modes of Fig. 2. 
Figure 12: Sum of Lyapunov cocfficients or divergence of the evolution operator in 
thc steady state for the set of mudes of Fig. 2. 
Figure 13: Fraction of excitations in the steady state. 
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Capítulo 5 
------------------
ONDAS SOLITÁRIAS EM MATÉRIA 
CONDENSADA SOB CONDIÇÕES 
DE FORTE EXCITAÇÃO 
5.1 Introdução 
Neste capítulo esrabelecemos a conexão com os dois capítulos anteriores. 
Já tínhamos notado que o efeito Frtihlich e a propagação de sólitons do ripo 
Schrodinger-Davydov são uma conseqüência das mesmas contribuições não-lineares: 
os termos de interação anarmónica na descrição mecânica do sistema. 
Assim vêm imediatamente a idéia de explorar o comportamento do sóliton no con-
densado de Frühlich. Como esre último surge em forma efetiva após certo limiar de 
excitação por uma fonte exrerna constante no tempo, e então em condiçües de afas-
tamento do equilíbrio, vamos tratar o sóliton - diferentemente do que foi feito no 
Cap. 3 - quando em condiçües de forte excitação produzida pela alimentação da fon-
te externa. 
Mostramos que em tais circustâncias acontece um fenômeno notável, que consiste 
num aumento enorme da vida média do sóliton. Nessas condiçües, o sóliton propaga-
se então a longas distâncias, por causa do fraco decaimento e, como vimos, conser-
vando sua forma de pacote e sem dispersão. 
'2. 77. 
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No que segue analisamos em detalhe o caso, i. e. deduzimos a demonstração do 
fenômeno e acrescentamos a aplicação dos resultados ao estudo de uma observação 
experimental particular e notável. Esta última consiste na existência do assim cha-
mado "excitoner", que é a amplificação espontânea de pacotes de (·xcitons incoeren-
tes. A situação assemelha-se - ainda que apenas formalmente - ao caso do laser. 
Mostramos que o sinal detectado (· um sóliton (de éxcitons) de Schrodinger-Davydov 
acompanhado de uma nuvem de éxcitons incoerentes. 
Em continuação seguem as seções: 
5.2 Sólitons em Matéria Fortemente Excitada: Efeitos Dissipativos Termodinâmicos 
e Supersónicos. 
S.3 Amplificação Estimulada e Propagação de Feixe de Éxcitons. 
279. 
5.2 Sólitons em matéria fortemente excitada: 
efeitos dissipativos termodinâmicos e supersônicos 
Ondas solitárias · · que surgem da coerência induzida de modos vibracionais ópticos 
e acústicos em sistemas abertos dissipativos (polímeros e matéria condensada) - são 
descritas em termos de uma termodinâmica estatística baseada em um formalismo 
de ensemble de não-equilíbrio. A onda progressiva não-deformada está acoplada às 
vibrações normais, e três fenômenos relevantes surgem em condições suficientemen-
te distante das condições de equilíbrio: (l) um grande aumento das populações dos 
modos normais de freqüência mais baixa, (2) acompanhado por um grande aumento 
do tempo de vida da onda solitária, e (3) emergência de um efeito tipo Cherenkov, 
consistindo em uma grande emissão de fonons em direçôes privilegiadas, quando a 
velocidade de propagação do sóliton (• maior do que a velocidade de grupo das vi-
braçõcs normais. Comparação com experimentos é apresentada, o que aponta para a 
validade da teoria. 
Physical Review E, 58 (6), 7913 (1998). 
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Solitary waves- arising out of nonlinearity-induced cohcrence of optical and acousti-
cal vibrational modes in dissipative open systems (polymers and bulk mattcr) - are 
described in terms of a statistical thermodynamics bascd on a nonequilibrium cnscm-
blc formalism. The undistorted progressive wavc is coupled to the normal vibrations, 
and three relevant phcnomena follow in suffidently away-from-equilibrium conditions: 
(1) A large incrcase in the populations of rhe normal modes lowest in frequency, (2) ac-
companied by a large increase of thc solitary wave lifetimc, and (3) emergence of a 
Cherenkov-like effect, consisting in a large emission of phonons in privilegcd din~c­
tions, when the velocity of propagation of the soliton is larger than the group vdocity 
of thc normal vibrations. Comparison with expcriments is presented, which points 
our to the corroboration of the theory. 
PACS # 63.70+h; 05.70Ln; 11.10.Lm; 87.22.-q 
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1. Introduction 
Solitary waves are a particular kind of excitation in condensed matter, which nowa-
days are evidenced as ubiquitous and of large relevance in scicnce and technology. 
lts role as a ncw concept in applied science was alrcady emphasized by A. C. Scott 
et a/. in 1973 [1), who discusscd rhc case of several wave systems whcrc the phe-
nomcnon may arise. Recently, solirons have been shown to play a vcry important role 
in three significant arcas: conducting polymers [2, 3], fibcr optics in communication 
engineering [4, 5], andas conveyors of energy in biological and organic polymers [6-8]. 
Wc consider here solitary wavcs arising out of vibronic modcs, both optical and 
acoustical, when in thc prcsence of externa! pumping sourccs driving the open sys-
tem arbitrarily away from cquilibrium. We evidence thc possibility of emergence of a 
particular complex bchavior brought about by the nonlincaritics present in the kinetic 
equations which govcrn the evolution of the nonequilibrium (dissipative) macroscopic 
state of the system. For that purpose we resort to thc so-called Informational Statis-
tical Thermodynamics (IsT for short [9], and see for cxample references [ 10-14 ]). IsT 
is based on a particular nonequilibrium ensemble formalism, namely, the Nonequi-
librium Statistical Opcrator Method (NESOM; see for cxample references [15-17]), and 
D. N. Zubarev's approach is by far the most concise, soundly based, and a quite prac-
tical one [16, 1 71. Bcsides providing microscopic foundations to IST, Zubarev' s NESOM 
yields a nonlincar quantum kinetic theory of a large scope [16-22], the one we used to 
derive the rcsults we report in what follows. 
2. Frõlich Condensation and Schrõdinger-Davydov Soliton 
Let us considcr a system which can sustain longitudinal vibrations, optical and acousti-
cal (e.g. polar semiconductors, polymers and biopolymers, etc.), with, say, a frequency 
dispersion relation Wq; q is a wave-vector in reciprocai space running over the Brillouin 
zone. lhe vibronic system is taken to bc in contact with a thermal bath, modclcd as a 
continuum of acoustic-like vibrations, with frequency dispersion relation Op = s8 1pl, 
anda cut-off Debye frcqucncy 0 0 . System and bath interact via an anharmonic poten-
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tial, and the whole Hamiltonian is taken as 
where 
H os "'"' "L,Iiwq (aka" + ~) 
" 
HoH = ':i.hD.p(b~bP + .!..), 
p 2 
H - Ho + Ht = Hos + HoB +li[ , 
Ht = L,z,cpqat +L. vJ:baqlbpb~I+P +L. vJ:ba,lb~b-qi+P 
'I '11P '11P 
+L. vJ~baq 1 bpb q 1-p +L. vJ~ba, 1 btb~ 1 P + L. VJ7~"aq 1 aq,b~ 1 +q2 
'11P 'IIP '11'12 
(1) 
(Za) 
(Zb) 
+ L. vJn"aqlaqzb '11 "" + L. vJ;~,a~laq2b'l1 '12 + L. VJ7~,aqla~,bZ1-'12 + H.c. 
'11'12 '11'12 '11'12 
(2c) 
lt consists of the energy of the free system and bath, Hos and H08 respectively, and 
in Ih are present the interaction of the system with an externa! source (a mechanism 
for excitation which pumps energy on the system), which is the first term on the right, 
and the anhannonic interaction composed of severa! contributions, namely, those as-
sociated with three-particle (phonons) collisions involving one of the system and two 
of the bath (wc call V~~! the corresponding matrix element), and two of the system 
and one of the bath (we call V~~~ thc associated matrix demcnt). Moreover, a, (a~), 
bp (ht), are, as usual, annihilation (creation) operators of, rcspectively, normal-mode 
vibrations in the system and bath, and cp, (crZ> of excitations in the source with lq 
being the coupling strength. (see also reference [23]). We recall that the wavevector 
runs over the systcm Brillouin zone in thc case of the vibronic modes, and between 
zero and Debyc cut-off wavevector in the bath. 
Next, following NESOM-based IST, we need to define the thermodynamic space for 
thc description of the nonequilibrium macroscopic state of the system. ln other words, 
the set of basic variables relevant for rhc problem in hands: They are in the present 
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case, first, the numbcr of cxcitations in each modc, i.e. the operator v, = ata,. Sec-
ond, once thc formation of a coherent sr are of vibronic modes (the solirary wave) is ex-
pected, wc must introduce the amplitudes a, and ak averaged ovcr thc nonequilibrium 
enscmble. Finally, we take the thermal bath as constantly rcmaining in equilibrium at 
a temperature T0 , and thcn we introduce its Hamiltonian H 08 as a basic dynamical 
variable. Thereforc the basic set of chosen microdynamical variables consists of 
{v,, a,, at ,Hrw}. (3a) 
The nonequilibrium statistical opcrator in NESOM- we recall rhat we use Zubarev's 
approach and call it c,(t) -, is a superoperator depcnding on the above said basic 
dynamical microvariables, and an associated set of Lagrange multipliers (which con-
stitutc the corresponding ser of intensive variables in IST, which also completely de-
scribcs the nonequilibrium macroscopic-thermodynamic state of the system) [10, 13-
17], which we designare as 
and in the ftrst part of Appendix A wc dcscribe (!f. 
The ser of basic macrovariables is indicated by 
that is, 
v,(t) = Tr {v,c,(t)}. 
(a,ltl = Tr {a,e,(t)), 
Eu"'"' Tr !Hrwc,(t)} . 
(3b) 
(4) 
(5) 
(6) 
(7) 
Moreover, E8 (the energy of the thermal bath) is time independent and so is {30 = 
(k8T0 )- 1, because of thc assumption that thc bath is constantly kept in equilibrium 
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at temperaturc To. Hence, the whole statistical opcrator is e,(t) = (i,(t) X f!B. where 
now {!, (t) is Zubarev's statistical operator of the vibronic system, and flH the canonical 
statistical distribution of the free thermal bath at temperature 1(1 (which then plays 
the role of an ideal reservoir). 
The cquations of evolution for the three basic variables describing the evolution 
of rhc vibronic system are derived in the NESOM-based kinetic theory [15-221. Taking 
inro account that the anharmonic interaction is weak, we restrict the calcularion to the 
Markovian limir, that is, we consider only collision integrais only up to second order 
in the interaction strength [16, 19-21]. We brietly describe in the second part of the 
Appendix A the fundamentais of these kinetic equations, particularly the origin of the 
collision operarors that are present on the right of Eq. (8). 
After some lengthy calculation we find that 
d r, 
-d Vq(t) ~ lq + L ]q(j) (t) + (q(t) ' 
.t . l 
r 
(8) 
where lq reprcsents the rate of production of q-mode phonons gencrated by the ex· 
terna! pumping source, 
(9) 
with v~0 l being the q-mode-population in cquilibrium, i.e. Planck distribution at tem· 
per ature To, and T q is a rdaxation time given by 
(lO) 
where vp is the population (Planck distribution) of the phonons in the bath at temper· 
ature To, and the other terms are 
(11) 
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(12) 
(13) 
and, finally, the term (q is the one which couplcs the populations with the amplitudes, 
namcly 
( (t) = l(aqiOI
2 
+ Srr "IV(2 ~1 2 {1(a ltll 2 (1 +v· f vq8-q·l -l(aq•lt)I 2 (Vq ··· Vq8-q·ll q T h2 L qq q q 
q q' 
X <5(Uq-q'- Wq• + Wq) 
+ ~~ 2.: 1Vj~\1 2 {1(aqlt)l 2 (vq•- V~ 1 q•l - l(aq•lt)I 2 (Vq- v~+q'l} 
q' 
(14) 
ln Eqs. (11) to (14) is evident the presence of Dirac's delta function accounting 
for energy conscrvation in the anharmonic-interaction-generated collisional processes; 
momentum conscrvation is taken tare of in the energy operators of Eqs. (2). ln thc case 
of acoustical vibrational excitations the matrix elemcnts of the anharmonlc interaction 
are proportional to the squarc roots of the thrcc wavenumbers involvcd, typically 
K0Wl[lqllq'llq-q'l]~, with indexes 1 or 2 in K corresponding to thc matrixelements 
V( 1 l and V(2) respectively; K0 1 can be determined via measurements of bandwidths in 
scattcring experiments and K( 2 ) is left an open parameter. 
The equations of evolution for the amplitudes are 
:t (aqlt) =-i Ü:lq (aqlt) ·r;, (aqlt> + fq (aklt)*- iWq <aklt>* + 
+I Rq,q,(aq1 lt)(at2 lt) (<aq-q 1+q2 lt> + (atq+q,-q,IO), (15) 
q,q, 
a at (ak I t) = the complex conJuga te of the right hand side of Eq. (15) , (16) 
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where Wq is the frequency renormalized by the anharmonic interaction, with Wq being 
a tenn of renormalization of frequency, and the lcngthy expression for Rq, 'I! is given 
elsewherc [24] (their detailcd expressions are not necessary for our purposes here). 
Finally, fq(t), which has a relevant role in what follows, is the reciprocai of a relaxation 
time, given by 
1 4rr "' (2) 2 l H J fq(t) = Tq (t) + 11.2 L IVqq'l 1 + Vq• + Vq-q' 8(Dq-q' + Wq•- Wq) 
q' 
4rr "' Ul 2 [ B ] 11.2 L..: IVqq•l Vq• ... Vq-q' 8(0q q'- Wq• +· Wq) 
q 
(17) 
Equations (15) and (I G) are coupled together, and contain linear and trilinear terms. 
They givc rise to two types solutions: one is a supcrposition of normal vibrations and 
the othcr is of the Davydov's soliton type [6, 2S, 26]. as we proceed to show. First, we 
neglect thc coupling of the amplitude (aq I t) and its conjugare, what can be shown that 
straightly follows when the original Hamiltonian is truncated in the so-callcd Rotating 
Wave Approximation [27]. which can be used in this case. Next, we introduce the 
averaged (ovcr the nonequilibrium ensemble) field opcrator 
\.' iqx tfJ(x,l)=L...(aqlt)e . (18) 
'I 
for one-dimcnsional propagation along x-direction (the only one in the case of quasi-
one-dimcnsional polymers or semiconductor quantum wires). At this point we need 
to define the dispersion rclation wq: we may consider two cases, namely, optical and 
acoustical vibrations. The first case has already been considercd [28] in the particular 
case of acetanilidc (in which the co-stretching polar modes are of the sarne rypc as 
those in biopolymers, e.g., the oc-helix protein). lt is shown that a LJavydov's soliton-
type excitation, in the form of an undeformed wavepacket consisting in a coherent 
state of co-stretching (or Amide-1) vibration is present. But it is damped when propa· 
gating in the dissipative medium, a damping dependent on the thermodynamic state 
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of the system, as evidenced in the NESOM-IST calculation. Moreover, a calculation in 
NESOM-based response function theory has allowed us to derive the infrared absorp-
tion spectra [28), characterizing the soliton and obtaining an excellent agreement with 
the experimental data of Careri et ai. [291. For illustration we present in Fig. 1 the 
IR-spectra in three different conditions, namely at temperatures of 20 K; 50 K; and 
80 K. 
Let us consider next the case of acoustic vibrations, with a frequency dispersion 
relation <.oq = slql (s being the vdocity of sound in the system). Using this dispersion 
relation, and proceeding on the Ansatz that a welllocalized and spatially undeformed 
solitary-wave-type solution is expected, using Eqs. (15) and (18), we find (see Appendix 
B) that the field amplitude satisfies the local (space correlations neglected, as noticed) 
equation 
which is formaly identical to the one for the optical vibrations [28], where lí 2!2Ms = 
hsw, with w being the width of the wavepacket (see below) and Ms a pseudo-mass. 
This is a nonlinear Schrüdinger-type equation with damping [1, :-WI, and where y,. and 
G are the values in the local approximation of the transforms of l'q of Eq. (17) anel 
Rq1q, in Eq. (15) to direct space (see referente [28)). Equation (19) for the average field 
amplitude admits two types of solutions. One is a simple plane wave composed by the 
superposition of the normal-mode vibrations (corresponding to first-sound-like waves 
associated to the motion of density). Other is a Schr6dinger-Davydov soliton-type exci-
tation: Let us consideras an initial anel boundary condition, an impinged signal with a 
hyperbolic secant shape, which satisfactorily approaches a Gaussian profile. lt has an 
amplitude, say, .Jl, which defines its energy content, and a momentum characterized 
by a velocity of propagation v. Resorting to the inverse scattering method 1311 we 
obtain that the solution of Eq. (19) is 
{.[M\·v . e 11 [ [IGIM\·]t/2 ] tjJ(x,t)~.JI.exp 1 hx-(w5 -Ly,.)t- 2 fsech .Jl lí. (x-vt), (20) 
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when.' y, is the reciprocallifetime of the excitation, we used G = 1Giei 0 , and 
(21) 
which is an amplitude- and velocity-dependent frequency. 
We recall that the amplitude A and the velocity v are determined by the initial 
and boundary condirions of excitation determined by the perturbing source (the "ex-
citing antenna array''). Davydov's soliron of Eq. (20) can be interpreted as that the 
vibrational acoustic modes are localizcd by means of the nonlinear coupling with the 
externa! bath; the distortion then reacts - also through anharmonic coupling - to 
trap the oscillations and keeping the packet undistorted, in a process also referred-to 
as selftrapping [l, 7]. Moreover, as noticed, in conditions of excitation in near equilib-
rium with the bath, the solitary wave is damped, relaxing with a lifetime y; 1. However, 
the situation is substantially modified in sufficiently far-from-equilibrium conditions, 
i.e. for high valucs of the pumping intensity lq in Eq. (H). ln this equation it can be 
noticed that J q 141 and .J q 111 contain nonlinear contributions in the populations of the 
modes. These nonlinear contributions have the remarkable characteristic that when 
Wq < coq•, there follows a net transmission of the energy, received from the externa! 
source, from the modes higher in frequency to those lower in frequency, in a cascade-
down process: This a consequence of the presence of the nonlinear terms (containing 
thc product Vq Vq•) in the collision integrais of Eqs. (11-1 :-n, which are present in the 
equation of evo\ution for the population in mode q, viz. Eq. (8). For Wq < Wq•, the 
collision integrais of Eqs. (11) and (13) do not contribute, as a consequente that en-
ergy conservation in the collisional events (accounted for the delta functions) cannot 
be satisfied. Hence, there survives the collision integral of Eq. (12) giving rise to the 
alrcady mentioned increase of population in mode q, at the expenses of ali the other 
modes q' having higher frequencks than Wq. For Wq > Wq• there survives only the 
collisional integral of Eq. (15) implying in a transmission of energy from the mode to 
those with lower frequcncies, that is, these nonlinear terms redis tribute energy among 
the modes. 
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As a consequence the populations of the modes lowest in frequency (i.e. those 
around the zone center) are largely increased. Such phenomenon was predicted by H. 
Fróhlich near thirty years ago [32]. This so-called Frohlich effect, in sufficiently far-
from-equilibrium conditions, has a dramatic effect on the propagation of the Davydov 
soliton described above. With increasing population vq in the modes lowest in fre-
quency, the lifetime of these modes of vibration, as given by the reciprocai of the fq 
of Eq. (17), is largely increased. Therefore, in the field amplitude l/J(x, t), as given 
by Eq. ( 18), after typically a fraction of picosecond has elapsed after switch-on of the 
excitation, the amplitudes (aq!t) for modes at intermediate to high frequencies in the 
dispersion relation band die down, but those for the modes lowest in frequency (in the 
neighborhood of the zone center) survive for long times (their lifetime being larger and 
larger for increasing values of the pump intensity). We illustrate the point in figures 2 
and 3: Considera sample with the soliton traveling in a given direction along the exten-
sion L of the sample. Then the permitted vibrational mudes are those in the interval of 
wavenumbers rr I L s; q s; q8 , where q8 is the Brillouin zone-end wavenumber. We take 
L= 10cm, anel values for the parameters involved in an arder of magnitude for typical 
polymers and thermal bath, namdy q8 "' 3.14 x 107 cm ·I (hence the lattice parameter 
has been taken as a= 10 À), s"" 1.8 x lO" cm/s, s8 "" 1.4 x lO" cm/s, Tq"" 10 ps for 
all q, and from the latter we can estimate in the matrix elements K(l)' while we keep 
as an open parameter the r a tio i\ = IK(2) I~ I I K0 1 12• For these characteristic values it 
follows that, because of energy and momentum conservation in the scattering events, 
the set of equations of evolution, Eqs. (8), which in principie couple all moeles among 
themselves, cem be grouped into indepenelent sets each one having nine moeles. For 
example, taking the mode with the lowest wavenumber rr I L, the set to which it be-
longs contains the modes Kn-l rr /L, where K = (s + s8 ) I (s - s8 ) = 8 in this case, and 
n = 2, 3, ... , 9. Let us call v1 , ••• , v9 the corresponding populations, and their frequen-
cies are w 1 ~ 5.6 x 104 Hz, co 2 = 4.5 x 105 Hz. w 3 = 3.6 x 106 Hz, w 4 = 2.9 x Hl 7 Hz, 
w:; = 2.3 x 101-1Hz, WG = 1.8 x HJO Hz, oJ 7 = 1.5 x 10 10 Hz, w 8 = 1.2 x 10 11 Hz, w 0 = 
9.5 x 1011 Hz. Moreover, for illustration, the open parameter i\ is taken equal to 1, anel 
we consieler that only the modes 2 and 3 (in the ultrasonic region) are pumpeel with the 
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sarne constant intensity S = lf, where I~ =I) =I, and /1 and ln with n ~ 4, ... , 9 are 
null, and f is a characteristic time used for scaling purposes (as in [22)) here equal to 
0.17 s. It is evident the large enhanccment of the population in the mode lowest in fre-
quency (vi), for 50 ""' 1019 , at the expenses of the rwo pumped modes v2 and v1, while 
the modes v4 to v9 have minor modifications acquiring populations which are very 
near that in equilibrium with the thermal bath at temperature T0 ; that is to say that 
they are practically unaltered. The emergence of Frohlich effect is dearly evidenced 
for this case of acoustical vibrations: ln fact, pumping of the modes in a restrictcd 
ultrasonic band (in the present case in the interval 4.5 x 105 Hz s: w s: 2.H x Hf Hz), 
leads at sufficiently high intensity of excitation to the rransmission of the pumped en-
ergy in these mudes to those with lower frequencies (w < co 2), while those with larger 
frequencies (w > 2.8 x 107 Hz) remain in near equilibrium. It may be noticed that for 
the given value of f, S = 1019 corresponds to a tlux power, provided by the external 
source in the given interval of ulrrasound frequencies being excited, of the order of 
milliwatts. 
The depcndence of the lifetime with the levei of excitation is illustrarcd in Fig. 3: lt 
is evidenced the mentioned fact of a large increase of the lifetime for the mode lowest 
in frequency, that is, the reciprocai of the lifetime, r]' largely decreases. 
Frohlich effect can be evidenced in an alternativc way. A straightforward calcu-
lation in NESOM, leads to the result that, in rerms of the intensive nonequilibrium 
thermodynamic variables of Eq. (3b), the population and the amplitude are given by 
Vq(t)"'"' [ eFq(t)- 1 r] +I (aqltW' 
(aqlt} = -j"(t)*/Fq(t). 
(22) 
(23) 
Moreover, the intensive thermodynamic variable Fq can alternatively be written in 
either of two forms: One is 
Fq(t) = f3o(hiJ.1q- J.lq(t)), (24) 
introducing a pseudo-chemical porcntial per mode J.lq, usually referred-to as a quasi-
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chemical potential, as done by Frohlich [321 and P. T. Landsberg [33] (we rccall that {3 0 = 
(k8 To) -l ). The steady state values of thc quasi·chemical potential of mo de populations 
v;, with j '"""' 1, 2 and 3 in Fig. 2 vs. thc intensity of the externa! source are shown in 
Fig. 4., being evident that p 1 approaches w 1 for S of rhc order of 101'\ what results in 
a near singularity in v1 (This phenomenon is sometimes referred-to as a kind of non-
equilibrium "Bose-Einstein-like condensation" because of the charactcristic of "piling 
up"of excitations in the lowest leveis of vibronic energy. Also a "two-fluid-like" model 
may bc considered in a descriptive way, as, in a sense, shown in Fig. 5). 
Otherwisc, it can be written 
(25) 
introducing a nonequilibrium pseudo-tempcrature (or quasitemperaturc) per mode, as 
used in the physics of the photoinjected plasma in semiconductors (c.g. [34-36)); its 
dependence on the intensity of the exrernal source is displayed in Fig. 6. 
3. Frõhlich·Cherenkov Effect or X-Waves 
Moreover, another novd phenomenon may be expected in the out-of-equilibrium non-
linear system we are considering. ln both cases of "optical" o r" acoustical" Schrüdinger-
Davydov solitons we have described, the amplitude and the velocity of propagation 
are determined by the initial condition of excitation. Hence, the velocity v can be 
either smaller or larger than the group velocity of the normal waves. For the poly-
mer acctanilide in the conditions of the experiment of Careri et al. [29], v is larger 
than the group velocity of the phonons of the co-stretching vibrations [28]. ln the 
case of acoustic vibrations in bulk we may have v > s, leading to the emergente of 
a kind of Cherenkov-like effect (a so-called superluminal effcct in the case of charges 
moving in a dielectric with a vdocity larger than the vdocity of light in the medium 
[37, 38)) as we procced to show. This could be the case in the experiments of Lu and 
Greenleaf [39]; in Fig. 7 we reproduce a related figure [401 showing on the one side the 
excitation of a normal sound wave, and the other an apparent, in our interpretation, 
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"supcrluminal" solitary wave, or better to say a supersonic solitary wave. accompanied 
with a Cherenkov-likc large emission of phonons, as next described. Such excitation 
has been dubbed an X-wave, and interprcted in terms of an undeformed progressive 
wave [40, 411, crcated by the particular excitation providcd by the pumping transducer. 
Consider propagation of a soliton with velocity v(> s) in, say, x-direction in bulk, 
what introduccs a privileged dirccrion in the system. lt can be noticed thar according 
to Eq. (8) [cf. also Eq. (22)] the populations of the vibronic modes increase as a result 
of the direct excitation provided by the sourcc with intensity lq in Eq. (8), with, as 
previously shown, such pumped energy bdng concentrated in the modes lowest in 
frequcncy (see Figs. 2 and 3), and as a conscquence of such so-called Frohlich effect, 
the lifcrime of the soliton is largely increascd. Moreover, we noticc that for the modes 
in the 1-"ri.ihlich condensatc it can be estimatcd that I (a" I t) 12 "" w 2 A 2 I L 2 , where, we 
recall, A is the amplitude and we have wrirten w for the width of the solitary wave 
packet. On the other hand, for the preferential\y populated modes with small q, using 
Eqs. (22) and (24) it follows that 
(26) 
where we have introduced the angle e., whose cosinus is 
s ks To 1 
cos O = - [ 1 - --ln ( 1 + ) 1 
" v hsq v., -l(aq)l2 
s To s 
= -[1- -1 ==-' 
v T,j vnq (27) 
after Eq. (2 5) is used, and n" defines a "pseudo-refraction index" introduccd simply 
for giving an expression rcscmbling the case of Cherenkov effect in radiation theory 
(whcn then v" is the Planck distribution of photons) [3 7, 381. Hence, since 
Vq = [exp[f3ohsqll · (v/s)cos0"]]-1]- 1 + l(a.,)l 2 , (28) 
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(where 1 (aq) 1 2 "' w 2 .Jtj L 2 ) thcn, it follows that a large emission of phonons follows 
when cos eq approaches the value sjv, that is, for T; much largcr than To [cf. Fig. 61, 
and which are emitted in the direction q forming an angle eq with the direction of 
propagation of thc supersonic soliton (v > s). Forward and backwards symmctrical 
propagations are present becausc modes ±q are equivalcnt (J.lq depends on the mod-
ulus of q). This is here a particular charactcristic of what in radiation theory are the 
normal and anomalous Cherenkov effect in a spatially dispersive medium [38]. As al-
ready noticed, the phcnomenon, which we call Frohlich-Cherenkov effect, may provide 
a microscopic interpretation of thc X-waves in experimcnts of ultrasonography [39]. 
shown in the lower part of Fig. 7 [40]. From this figure WC roughly estima te that e "" 13 o. 
and then v Is "" 1.02, that is, thc velocity of propagation of the ultrasonic soliton is 2% 
larger than the velocity of sound in the medium, once we admit an excitation strong 
enough to imply that T,7 » To. 
These X-waves have been describcd in terms of a mathcmatical approach pertain-
ing to the theory of undeformed progressive waves [40, 411. This appears to be a 
particularly interesting applied mathcmatical treatment for a practical handling of thc 
phenomenon, for example in engineering for medical imaging [:·H), 41], as other applied 
mathematical method does for enginccring in communications [42, 43]. The intercst-
ing case of medical imaging is treatcd in detail elsewhere [44], where we use the rcsults 
prcsented in this communication. 
Summarizing, we havc described, resorting to a statistical thcrmodynamics based 
on a noncquilibrium ensemble formalism, the solitary waves which arise out of nonlin-
earity-induced cohercnce of optical and acoustical vibrations in open systems driven 
away from equilibrium. The resulting Schrt:idinger-Davydov soliton is coup!cd to the 
normal vibrations, and complex behavior is evidenccd in the form of thrce relevant 
phenomena, namely: (l) a large increase in thc populations of thc normal modes lowest 
in frequency (the so-called Frt:ihlich condensation); (2) an accompanying large exten-
sion of thc solitary wave lifctime (producing a ncar undamped soliton); (3) large emis-
sion of phonons in privileged directions whcn the velocity of propagation of the soliton 
is larger than the group velocity of the normal vibrations (or Frt:ihlich-Cherenkov ef-
fect). 
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Finally, we call the attention to the fact that, in any material system, mass and 
thermal motions are coupled together through thermo-striction effects (in the case 
of charged particles is the thermo-electric effect). Thermal motion consists into the 
so-called second sound propagation, for which apply ali the considerations we have 
presented here. Also, it may be added the case of the zero-sound-like excitation in 
the double photoinjected plasma in semiconductors (the so-called acoustic plasmons, 
with the corresponding first-sound-like cxcitation being the optical plasmons) [45,46]. 
Similarly, one may consideras candidates for these kind of phenomena a large varicty 
of normal-mode vibrations in matter, like, e.g., polaritons, plasmaritons, phonoritons, 
and all kind of excitonic wavcs propagating in nonlinear media. A particular case of 
eventuallarge relevancc may be the case of the so-called "excitoner", that is, the stim-
ulated amplification of excitons low in energy (dubbed a kind of Bose condensation), 
and their propagation in the form of a weakly undamped packct [4 7, 48]. lt is analyzed 
on the basis of the statistical thermodynamics as described in [49]. 
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ties, by the São Paulo Statc Research Foundation (FAPESP), the National Research Coun-
cil (CNPq), the Ministry of Planning (Finep), Unicamp Foundation (FAEP), TRM Brasil, the 
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and thc John Simon Guggenheim Memorial Foundation (New York, usA). 
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Appendix A. The Statistical Operator and the Equations of Evolution 
The nonequilibrium statistical operator in Zubarev's approach (e.g. [15-17]) is 
(;?,(t) = expllnfi(t,Ü)- roo dt'eE(t'-t)d~' lnfi(t',t' --l)j (A.l) 
where e is the auxiliary (sometimes called "coarse-grained" or "instantaneous" quasi-
equilibrium) statistical operator, in rhe present case given by 
where ~(t) ensures its normalization, and 
e(t', t'- t) ~ exp{- i~(t'- t)Hs}fi(t', 0) exp{ i~(t'- t)lls} (A3) 
with 115 being the Hamiltonian of Eq. (l) excluding the interacrion with the externa! 
source (i.e. the free system Hamiltonian in an interaction represenration). 
We recall that E is a positive infinitesimal which goes to zero after the trace op-
eration in the calculation of averages has bccn performed. Its presence in the expo-
nential introduces a so-called fading memory in the formalism, from which follows 
irreversible behavior from an initial condition of preparation of the nonequilibrated 
system [ 15-1 7]. 
The equations of evolution for the basic macrovariables, Eqs. (8), (15) and (l G) 
consists in the averaging over the nonequilibrium cnsemble of Heisenberg cquations 
of morion, that is, 
:t v" ( t) = Tr { i~ r v"' H l e E ( t)} ' 
:t (a"lt) = ·rr {i~ra",Hle,(t)}, 
a t - 11 t l } at(aqlt)- Tr ili[a",H c,(t) . 
(A.4a) 
(A.4b) 
(A.4c) 
and dE H 1 dt = O because of the assumption that the system of acoustical vibrations 
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remains constantly in equilibrium with an ideal thermal reservoir at fixed tempera-
ture To. 
The right sides of Eqs. (A.4) have a formidable structure of almost unmanageable 
proportions. Hut an appropriate way to handling them is provided by the NESOM-based 
kinetic theory [ 16-22]. Details are given in these references, where is shown that in 
general we can write, for example for Eqs. (A.4a) and (A.4b), 
:t Vq(t) = i: n(n){Vq(t)lt}, 
n~o 
:t (aqlt) = i: n(n) { (aqlt) lt}' 
n-o 
(A.S) 
(A.6) 
where the Q's for n ~ 2 are interprered as collision operators corresponding to scat· 
tcring by 2, 3, etc. partides, n is the order of the interaction strength in H' prescnt in 
n(n), and memory effects are included. 
On the other hand, each one of these collision operators can be rewritten in the 
form of a series of partia! collision operators instantaneous in lime, and expressed in 
the form of correlations functions over the auxiliary ensemblc characterized by the 
coarse-grained operator e(t), that is 
"' 
n(n) {Vqlt} = L (nd(m) {Vqlt}' (A.7) 
·m.=n 
and similarly for the case of Eq. (A.6) (Details in [191). Introducing Eq. (A.7) in Eq. (A.S) 
their right hand sides consists into a double series of partia! collision opcrators. This 
still involvcs extremely complicated calculations, which, however, are greatly simpli-
fied when the Markovian limit is taken [19, 501. We recall that the Markovian approach 
consists into retaining only memoryless-binary-like collisions, an approximation valid 
in the weak coupling limit [50-52). which stands in the present case of anharmonic 
interactions. The correspondig Markov equations retain only the threc lowest order 
contributions Q(Ol, Q( 1 l, and (2)./( 2) in nw, which are the right-hand sides of Eqs. (8) 
and (15). We notice that in the presem case, (2),J( 2 l simply rcduces to the Golden Rule 
of Quantum Mechanics averaged over the nonequilibrium ensemble. 
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Appendix B. Schrõdinger·Davydov Equation, Eq. (19). 
ln direct space, after the terms that coupk rhe amplitude (a 11 ) with its conjuga te are 
neglected, what, as noticed in the main rext is accomplished using the rotating wave 
approximation, Eq. (15 takes the form: 
where, we recall, w 11 = sq. Considering that it is expected the formation of a highly 
localized packet (the soliton), centered in point x and with a Gaussian-like profile with 
a width, say, w (fixed by the initial condition of excitation) extending along a certain 
large number of lattice parameter a (i.e. w » a), in Eq. (A.l) we make rhe expansion 
tfJ(x',t) ""tfl(x,t) -f;a~I/J(x,t), (B.2) 
where Ç = x - x' is roughly restricted to be smaller or at most of the order of w. The 
first term on the right of Eq. (A.l) is 
-i,'2.: slql I dx' ei<j(x-x')t/J(x', t) = 
q I. 
Ls a ~;} lt. dx' l .. t 'l - t . "l] = -· -- dq - l'Iq X-X - e-Iq X--X 1/J(X', t) 
2rr ax . o o L 
iS a J'~ Ix+W/~ [ 
"" ---a dq df; sin(qf;) 1/J(x, t) -
TT X O x-w/2 
is a Ix+:\w TT df; 
c-=--[ ,_ (1-cos-Ç)-· ]t/J(X,t) 
TT ax x Jw a f; 
I 
ÍS J·x I t w TT df;. a +-I _ (1- cos -Ç) ·· -'-1-w(x, t) 
TT x-;\w a f; ax 
l I l iS XI;>W TT a -- . I (1- cos -Ç) df; -ljJ(x, t) TT x-~w a ax 
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is rf"- 1 jw _ TT ] ô2 
--. I (1-COS-Ç)dÇ··· Ô 2!/J(X,t). TT x-~w a X 
(lU) 
But, of the four H~rms after the last equal sign in this Eq. (A.3), the second and third 
are null, becausc of the Ansatz that a soliton would follow, since the derivativc at the 
center of thc packet is null. Consider now the last term, which after the integrations 
are performed becomes 
2a . TTW TT ô2 
-sm ·-;:--cos-x]-. tfJ(x,t). 
rrw a 2 a ôx2 
(B.4) 
But, we notice that the width of the packet is w » a, and thc cosine in Eq. (A.4) 
has a pcriod 2a, and then it oscillatcs very many times in w, and with amplitude 
(2alrrw) « 1, and can be neglectcd. Similarly, the first term becomes proportional 
to 
is l/J(X) f f (TTX) (TTW)l . . (TTX) . (TTW)} 
TT x2- (w 12)2 Lw 11- cos a cos 2a . - 2x sm a sm 2a ' (B.S) 
where, on the one hand, the oscillatory terms cancel on average, and, on the other 
hand, the term decays as x- 2• Consequently, using these results in Eq. (B.l ), after 
introducing the notation ( hsw I rr) == h 2 I ( 2 Ms), and the local approximation in the 
sccond and third term on the right of Eq. (B.l), we find Eq. 19. 
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FIGURE CAPTIONS 
Figure 1: The infrared absurption spectrum uf acetanilide in the frequency range of 
the co-stretching mode, showing the normal band and a red-shifted une adju-
dicated to rhc suliton. After reference [28]: fullline is the calculariun in NESOM 
and the duts are experimental points taken frum reference 129]. 
Figure 2: Populations of the rhree relevant modes in the set-as described in the main 
text- , with increasing values of the intensity uf the externa! suurce pumping 
modcs labeled 2 and 3 in the ultrasonic region. 
Figure 3: The reciprocai of the lifetime of the modes whose popularion is shown in 
Fig. 2. 
Figure 4: The quasi-chemical porential uf the modes labeled 1 to :{ in Fig. 2, with 
mude 1 correspunding to the one with the lowest frcquency in the given set: 1t is 
evident the emergence of a "Bose-Einstein-like condensation" for 5; approaching 
a criticai value of the order of 1019 • 
Figure 5: The population in the steady stare for a pumping intcnsity S = 1021 , of the 
modes along the spectrum of frequencies uf the acoustic modes. Dots indicare 
the mudes in the first set (the remaining part of the spectrum up to the highesr 
Brillouin frequency oJ 8 = 9.5 x 10 11 Hz has been omitted). 
Figure 6: Thc quasi-temperature, defined in Eq. (25), for the modes in Fig. 2. 
Figure 7: Excited normal sound wave (upper figure), and the undistorted progressive 
X-wave (lower figure) [40]. 
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Figure 1: Thc infrared absorption spectrum of acelanilide in thc frcquency 
range of the CO-stretching mude, showing the normal band and a red-
shifred one adjudicated to the soliton. After reference [28]: full line is 
the calculation in NESOM and the dots are experimental points from refer-
ence [29]. 
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Figure 2: Thc steady statc populations of the three rclevant modcs in the set 
- as described in the main text --, with increasing values of thc intensity 
of the externa! source pumping modes labcled 2 and 3 in the ultrasonic 
rcgion. 
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Figure 6: The quasHempcrature, defined in Eq. (25), for the modcs in Fig. 2. 
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Figure 7: Excl ted normal sound wave (uppet figure), and the undistorted 
progresslve X-wave (lower figure) [40). 
5.3 Amplificação estimulada e propagação de feixe 
de éxcitons 
É apresentada uma teoria termodinâmica estatística do fenômeno de amplificação es-
timulada das populações de éxciton que estão no fundo de sua banda de energia mais 
baixa. Ele constitui um caso particular do efeito Frôhlich. Além disso, a não-linearidade 
nas equaçües também é responsável pelos efeitos dinâmicos de propagação de sóli-
tons de Schri::idinger-Davydov e de um conjecturável ef'eito Cherenkov. Mostra-se que 
o "pacote" de éxcitons detectado experimentalmente, fluindo balisticamente, consiste 
em ral onda solitária, revestida com um nuvem de éxcirons incoerentes. 
Submetido para publicação em Physical Ueview Letters. 
Stimulated Amplification and Propagation 
of Excitons' Beams 
Áurea R. Vasconcellos, Marcus V. Mesquita, Roberto Luzzi 
lnstituro de Física 'Gleb Wataghin', 
Universidade Estadual de Campinas, Unicamp 
13083-970 Campinas, São Paulo, Brazil 
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l.t is presented a statistical-thermodynamic theory ot' the phenomenon of 
stimulated amplification of the population of excitons which lie at the bot-
tom of their lowcst cnergy band. Thc cxperimentally dctccted "packet" of 
excitons flowing ballistically is shown to consist of a Schrodinger-Davydov 
solitary wave, dressed with a doud of incohercnt cxcitons. Moreover, a scc-
ondary excitation by a c.w. laser beam promotes a Frohlich-Hose-Einstein-
likc condensation, which is responsible for the relevant phcnomcnon that 
the lifetime of thc soliton is largcly increased with incrcasing pumping 
power. 
- -
Group H o me Page: http:/ /www_ifi.unicamp.br /-aurea 
317. 
Recently it has been evidenced the phenomcnon of stimulated amplification of low-
energy exciton populations (SALEEP for short in what follows; the term 'excitoner' or 
'beamer' has also been coined for this phenomenon on the basis of thc resulting ampli-
fication of a cloud of coherent cxcitons using random excitons, much as a laser beam 
can be amplified with incoherent photons) II, 21. Thc experiment consists in that a laser 
beam pulse incidem on the sample front produces a gas of excitons, a c.w. laser pumps 
energy on this photoinjected excitons, and a packet of them is dctccted on the other 
sidc of the platelet. We procced with a theoretical analysis of the phenomenon on the 
basis of a nonequilibrium cnscmble formalism for statistical thermodynamics (dubbed 
MaxEnt-NESOM), and we resort to Zubarev's approach [3-5]. lt is shown that the signal 
is consistent with thc propagation of a weakly damped Schrbdinger-Davydov soliton 
dressed with a cloud of incoherent excitons. Moreover, the nonlinearities thar are rc-
sponsible for thc formation of the soliton are also responsible for the manifestation of 
what we call Fràhlich effect [6], sometimcs rcferred to as a Bose-Einstein condcnsation 
in nonequilibrium phases a misleading name which we avoid introducing thc former 
thus recognizing the contribution of thc renowned late Ilerbert Frõhlich [7]. For the 
case of excitons Frbhlich model seems ro have been firstly adapted by Dufficld [8], and 
!ater on by Tikhodeev [9] and Imamoglu et al. [ 10]. 
An explanation of the phenomena on the basis of solitary wave propagation has 
been considcrcd by Mysyrowicz et ai. [2]. But they are disregarding dissipa tive cffccts 
which rapidly would damp our thc excitation. This is not what is observed in the 
experimcnt, which also shows an increase of amplitude and narrowing band width 
with increasing intensity of the c.w. pumping source. 
Our point, as we demonstrare below, is that a Schrüdinger-Davydov soliton prop-
agating in Frõhlich condensate has its liferimc greatly increased as a result of the 
nonlincar kinetics which is the sarne responsible for Frõhlich effect and soliton for-
mation, a phenomenon of large relevance for eventual technological application of the 
'excitoner'. 
The Hamiltonian which describcs this system is composed of the energy operator 
for thc exciton gas, the lowest exciton state (n = 1) is considered and the exciton 
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energy dispersion relation is Elk = -R~ + h 2k 2 !2M, with R~ being the excitonic Ryd· 
berg (= 150 meV in Cuz(J), k runs over the Brillouin zone, M is the mass of the exciton 
(~ 2.7m0 in Cu20) and zero of energy is at the bottom of the conduction band. The 
exciton gas produced by the exciting ultrashort beam interacts with the lattice (exciton· 
phonon interaction), and differently to the case of free carriers, the interaction with 
optical phonons can be disconsidcred in comparison with the one associated with the 
acoustical phonons [11), the one we introduce: formally this contribution is rhc sarne 
as given in [12] once excitons enter in place of the polar vibrations. It is also induded 
the interaction with the electromagnetic field of the c.w. laser and the one associated 
to spontaneous recombination effects (luminescense) [ 11]. Other interactions leading 
to relaxation effects are incorporated in the kinetic equations on a phenomenological 
basis. Once the Hamiltonian has been defined we need to introduce the statistical 
thermodynamic levei of description, what we do - as noticed - resorring to MaxEnt· 
NESOM. The first fundamental step is the choice of rhe relevam macrovariables (or 
mesovariables in this case) for the description of the nonequilibrium thermodynamic 
state of rhe system. ln analogy with the case in [12] we introduce the time·dependent 
exciton populations which we cal! Vk(t), and the energy of the acoustic phonons 'E8(t) 
(B for bath) with these phonons assumed to constantly remain in equilibrium with 
an externa! reservoir at temperature T0 (2 K in the experiment of Ref. [2]), and then 
'E8 is time indcpendent. The accompanying intensive nonequilibrium thermodynamic 
variables (Lagrange multipliers in the variational approach to MaxEnt·NESOM [4, 5]) are 
designated by F k ( t) and /30 = ( ks To)· 1 respectively, the latter being the reciprocai 
of the reservoir temperature since thc thermal bath is described by a canonical dis· 
tribution in equilibrium. Variables vk and h are connected, once the corresponding 
calculations in MaxEnt·NESOM are pcrformed, by the expression 
vdt) = [exp{Fdt)}- 1]- 1 • (1) 
Alternativcly, the intensive thermodynamic variable Fk(t) can be rewritten in either of 
two forms, one is Fk(t) = ElklkBTJ:(t), introducing the so·called quasi·temperature 
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T{ for each state I k), as it is done for phonons in semiconductors physics ll3J, and the 
other is Fdt) = [Elk- J.lk(t)]fkBTo, introducing a quasi-chemical potentialpk(t) for 
each state lk), as proposed, for example, by H. Frt:ihlich [6] and P. T. Landsberg [14]. 
The equations of evolution for the mesoscopic variables vdt) are calculated in the 
MaxEnt-NESOM-based kinetic theory [3-5, 15], and since the interactions are weak the 
Markovian approximation is used ll G]. They are quite similar to those in l12]. Without 
going into details we notice the quite rdevant result that, once the steady state (ss) 
has been achieved (under the action of a constant pumping source), the populations 
are given by 
where 
(ss) _. ,, r j[ 
vk - -'v k k , (2) 
ln Eq. (3) Tk is the relaxation time due to exciton-phonon collisions (see [12]), and 
v<2 l the matrix clement of the interaction of one phonon with two excitons (we no-
ticed that Tk is associated to the interaction of one exciton with two phonons). The 
cumbersome expression for :NK. is omitted, since it is not relevant for the analysis in 
continuation. 
1t follows that the population of the states lowest in energy are largely enhanced, 
that is, for them l"k largely decreases, and for this characteristic the phenomenon 
sometimcs has been called a Bose-Einstein-likc condensation. Next we illustrate nu-
merically these results using parameters characteristic of C:u20, and thc conditions of 
the experiment in Rcf. [2). 
Front sample is illuminated with a laser pulse with ,\ = 532 nm, 10 ns duration, 
and intensity "" 6.3 MW cm- 2; it is imposed illumination by a c.w. laser with ,\ .,.. 
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605.4 nm, and 4 W cm- 2 of intensity (at this wavelength the absorption coefficient 
is roughly 30 cm -I). We also use for the mass of the exciton M =.c 2. ?mo, a static 
dielectric constant Eo = 10 and the optical one Coo = 4. Moreover, we considera ncarly 
wavevector independent relaxation time resulting from exciton-phonon interaction, 
i.e. Tk = f, which is used as a scaling parameter defining a scaled time f = t/f. 
Figure 1 shows two characteristic populations in the steady state depending on 
the intensity .s· = Jt of the source, which we take as equal for cach exciton state, We 
recall that I times the excitonic Rydberg is a fraction · dctermined by the absorption 
coefficient - of the intensity 4 W cm 2 of the pumping c.w. laser. The mode labelled 
with index nought corresponds to a low-lying-in-energy exciton, and index one for an 
exciton higher in energy. ln the insct is described the cvolution of the quasi-chcmica\ 
potential associated to v0 , which wc have written as J.li~ "'"' J.lo -R;. 
We can notice that the quasi-chcmical potential nevcr coincides with the energy 
of the exciton state, i.e. J.JÕ is always negative and different from zero, but tends 
asymptotically to this value as the pumping intensity tends to infinity; hencc a, say, 
Bose-Einstein-like condensation does not occur. We stress that what emerges is a 
large amplification of the populations over a certain region of the exciton states low in 
cnergy, contituting the so-called Frdhlich condensate. 1t is worth noticing that we can 
see the presence of a kind of "two-tluid system": excitons in the Frtihlich condensate (a 
"superphase") and incoherents excitons in a "normal phase", similarly to the situation 
shown by Fig. 7 in [12]. 
Let us next go over the formation of the Schródinger-Davydov soliton. Again, in 
MaxEnt-NESOM and the Markovian approach, the creation, ak, and annihilation, a!, op· 
erators in exciton states I k), averaged ove r the nonequilibrium ensemble, and denoted 
by (aklt) and (aklt) = (aklt)*, satisfy the equations 
d dt (aklt> ~ -iwk (aklt)- rk (aklt) -· iWk (aklt>* + 
+ lk(aklt)* +L [Rk,k" (ak1 1t) (ak2 lt) (ak,+k;-klt)* +c.c.J, (4) 
k,k, 
and the equation for <aLIO is thc complex conjugated of this. ln Eq. (4) [k(t) is the 
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quantity which in the steady state is givcn by Eq. (3), which, cleariy, is rhe reciprocai of 
a relaxation rime; Wk is a frcquency renormalization factor which is disconsidered; and 
Rkk' is the strength of the trilinear term (we do not give its cumbersome exprcssion 
which is not explicitiy used in what follows). 
Once the populations havc achieved a steady state, thc reciprocai lifctimes for the 
, two states of Fig. 1 are shown in Fig. 2 for increasing values of the intensity of thc 
pumping source. This clcarly teUs us that the statcs lowest in cncrgy tend to have a 
long-lived amplitude (aq I t). To proceed furthcr in the equation for this amplitude we 
negiect the linear tcrms in its conjugare; this can also be obtained from thc start if 
onc introduces rhe so-called rotating wavc approximation (RWA), as it is done in laser 
thcory [17]. For linear propagation, as in Rcf. [2], we introduce the amplitude field in 
an onedimensional continuum modei, namely 
!jJ(X,t) = _L(aklt)eikx. 
k 
where x is the dircction of propagation of rhc excitons' beam. 
lJsing Eq. (4) in RWA, we obtain that I.Jl(X, t) satisfies thc equation: 
a f1.2 az lL dx' ' ' ih-a l/J(x,t) =
2
M -a .,!J,(x,t) ·ih -
1
- r(x-x )l/J(x ,t) + 
l s X" o · 
(5) 
lL dx' lL dx" + --- -L- :R(x- x',x- x")f.JJ(x', t)ljJ(x", t)tfJ*(x, t), (6) o L o 
where r and :R are the expressions in direct space of the corresponding quantities in 
Eq. (4). Procecding on the Ansatz that a narrow solitarywave is to follow, we introduce 
a local-in-space approximation, bywriting [(x-x') = y,8(x -x'), R(x -x',x -x") = 
G,8(x- x')8(x- x") 
. a 11 a" . " l at ljJ(x, t) + 2M, ax"l/J(X, t) + Iy,!jJ(x, t)- G, ltfJ(x, t) I !Jl(X, t) =o (7) 
Using the inverse scattering method we obtain the solution of this equation, which 
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is: 
l/J(X, t) =A exp{i[Kx- (w,- iy,)tl- 0/Z}sech [W(Kx- vt)], (8) 
where .Jl is the amplitude; co, = .A 2 IG,I/2- Kv,/4 is the frequency; v is the vdocity 
of propagation; Ys is the damping coefficient; K = Mv,jh is the wavenumber; W = 
[.Jl 2 MI Gl /h] 112, and G = IG I e; o is the nonlinear coupling strength, in complete analogy 
with the acoustic-phonon-composed solution reported in [18]; .Jl and v are determined 
by the energy and momentum transferred by the impinging exciting photons. 
But in Eq. (5), as shown, the amplitudes corresponding to the states higher in fre-
quency decay very rapidly - typically in the subpicosecond scak -, while the ampli-
tudes associated to the states lowest in energy have long lifelimes. Thus, after a very 
rapid transient, the quantity tfJ(x, t) is formed by the latter type of coherent excitons, 
and Ys is very small. Inspection of Fig. (2) indicates that it goes to zero as the amplitude 
of the excilation goes to infinity. 
Using Eq. (8) for the case in Ref. [2], and that Wv 5 is of rhe order of the width 
of the signal which is roughly 20.8 ps- 1 , and taking .A "" 0.87, the strength in thc 
nonlinear terms responsible for Frühlich and Davydov phenomena can be estimated 
to be I G I "" 2000 s- 1 • We stress that the just described behavior of the system follows 
for a weak nonlinear kinetic term coupling excitons and thermal bath; this coupling 
strength and the amplitude of Lhe signal are the only open parameters fixed by best 
fitting. 
These results then indicate that the packet o{ excitons flowing ballistically {rom 
the condensate (in Ref. [2] with a velocily of roughly 4.5 x 105 cm/s) is an exciton-
composed Schrodinger-LJavydov soliton. This is something similar to what is the case 
in conducting polymers [19) when it is composed of carriers and in oplical fibers [20] 
when is composcd of photons. This is reinforced by the fact that the larger amplitude 
of the signal when the c.w. laser is prescnt, as compared wilh the one in its absence 
as reported in Ref. [2], is consistent with the rcsult that the lifetimc of the soliton 
is increased with increasing leveis of excitation [21, 22]. Moreover, it can be shown 
that the profile of the signal in Ref. [2) is wdl fitted by the squared hyperbolic sccant 
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of Eq. (S) characteristic of Schrodinger-Davydov soliton [23], as shown in ~ig. 3. To 
draw the fui! tine - the theoretical calculation - we have taken into account that the 
registered signal is composed of the solitary wave formed by the cohcrent excitons 
plus the contribution of an accompanying doud of incoherent excitons. The former, 
as noticed, consists of the squared modulus of the Schrüdinger-Davydov soliton-field 
amplitude of Eq. (S); the other is composed by thc travelling normal excitons produced 
in the active region defined by the extinction length of the laser field, of the order of 
0.033 cm, and are decaying with a halftíme of the order of 0.5 J.lS. These are the 
parameters used in the calculation, while the amplitude and width of the solitary wave 
have been fitted. 
Furthermore, we noticc, that in [18] it has been shown and verified that in the case 
when the soliton is composed by vibrational modes propagating with a speed v s larger 
than the average one, v, velocity of the normal vibrational background there follows a 
kind of Cherenkov effect (two Cherenkov cones, a normal and an anomalous however 
symmetric in this case) composed, evidently, in that case, of phonons instead of thc 
photons in radiation theory. This effect is apparently evidenced in the case of propa-
gation of solitons involving vibrational modcs in experiments with ultrasound wavcs, 
the so-called 'X-wavcs' [24]. Although the excitons are not truly bosons it is conjec-
tured, using the sarne arguments than in [ 1 S], that when the exciton-composed soliton 
is travelling with a speed larger than that of the incoherent excitons, the latter may 
be driven preferentially in two Frohlich-Cherenkov-like symmetricaUy oposed cones. 
This is a resultthat, using Eqs. (2) and (4) it can be obtained that fk "" (Elk- J-11 kl I kH T "" 
(ElkfkHT)f 1- (ii /v,) COS 01kJ. and cos elk = (V 5 /ii)[ 1 - ln(l + Vk 1 )]. 
ln condusion, the phenomenon of stimulated amplification of low-energy exciton 
populations arises as a result of the propagation of coherent excitons in the form of 
a long-lived Schrüdinger-Davydov soliton. The relevant point, and an important one 
for eventual technological use, is that the lifetime is largely increased by illuminating 
the system with an energy pumping-source: this improves the amplitude of the signal, 
and reduces the width at half-hdght, as the experimental results show. 
As final words, citing D. Snoke [1], the phenomenon may provide a new kind of light 
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source (the 'excironer'), but only time and imaginarion can tell what new applications 
may arise from rhis novel effect. 
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FIGURE CAPTIONS 
Figure 1: The populations in lhe steady state of a characteristic mode in Fróhlich 
condensate, v0 , and a "normal" modc, v 1, for intensities S = Jt. ln the inset 
is shown the quasi-chemical potcntial 11~ = !lo - R; of the mode in Frohlich 
condensate, in units of R~. 
Figure 2: The reciprocai of the lifetimes of the modes of Hg. l, where f't(Ol = t /T 1 Wh 
the scaling time t given in the main text. 
Figure 3: Comparison of the shape of the voltaic signal in [2] with the shape of the 
energy densiry of Schrodinged)avydov's soliton [proportional lo the squared 
modulus of the amplitude field of Eq. (8)] plus the contribution of the incoherent 
excitons. 
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Figure 1: The populations in the steady state of a characteristic mude in Fri:ihlich 
condensate, v0 , anda "normal" mode, v 1, for intensities S = If. ln the inset is shown 
the quasi-chemical potential Jlo = Jlo -R~ of the mode in Frõhlich condensa te, in units 
of R~. 
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Figure 3: Comparison of the shape of the voltaic signal in [2] with the shape of the 
energy density of Schrüdinger-Davydov's soliton [proportional to the squared modulus 
of the amplitude field of Eq. (8)1 plus the contribution of the incoherent excitons. 
Capítulo 6 
---------" 
ALGUMAS CONSIDERAÇÕES SOBRE 
SISTEMAS BIOLÓGICOS 
6.1 Introdução 
Iniciamos este capítulo citando S. Mascarenhas, 1 que manifestou que para nós o mais 
importante fenômeno da Natureza é a vida. Ela é muito complexa e para conseguir 
compreendê-la é necessário recorrer a vários ramos da ciência. O uso de conceitos 
biológicos e físicos levou ao conceito de Biofísica. Mas outras disciplinas que não 
a Física são necessárias neste difícil empreendimento. Assim, a Bio{ísica hoje deve 
melhor ser interpretada como uma ampla ciência interdisciplinar que envolve, além da 
Biologia, a Física, a Química, a Matemática, a Teoria de Informação, Computação, etc. 
Assim, ela é uma porção muito rica da ciência moderna e que apresenta tremendas 
oportunidades para a pesquisa básica e aplicada. O amplo campo da Biofísica faz 
contato com muitas outras áreas como a Genética, a Engenharia Genética, aplicações 
em Medicina, Biologia molecular, Bioenergética, etc. 
Também seguindo Mascarenhas, que sendo os sistemas vivos constituídos por um 
número enorme de átomos, moléculas, organelas e células, comportamento dito com-
plexo está amplamente presente neles. Contudo, complexidade leva, paradoxalmente, 
---··· ., ___ _ 
1 Biophysics, na MacMillan Encyc/opa!dia o( Physics. 
:Bl. 
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à simplicidade, se reconhecermos que, não obstante o vasto número de componentes, 
os processos da vida evoluem harmoniosamente no tempo e no espaço. Isto certamen-
te é o resultado de efeitos cooperativos. Assim, uma questão fundamental é: Podemos 
obter a partir das leis da Física Estatística, da Termodinâmica e da Química os con-
ceitos básicos que levam aos particulares fenômenos de organização nos seres vivos? 
Este capítulo constitui-se numa tentativa de mostrar uma possível trilha no sentido de 
responder a essa pergunta. Tal tentativa de nossa parte consiste simplesmente, já que 
não somos biofísicos, em mostrar o uso da Mecânica Estatística e da Termodinâmica 
Estatística propostas na metodologia em que se baseia esta tese, ao estudo de sistemas 
biológicos modelados. Isto é descrito nas seçfies seguintes, que são: 
6.2 Complexidade em sistemas biológicos 
6.3 Considerações sobre ondas X e sólitons de Davydov em ultrasonografia. 
6.4 Comportamento complexo em biosistemas: uma abordagem teórico-informacio-
nal. 
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6.2 Complexidade em sistemas biológicos 
Descrevemos alguns aspectos do comportamento complexo que pode estar presen-
te em biopolímeros. O estudo é baseado em uma termodinâmica não-linear de de 
sistemas em não-equilíbrio e dissipativos. Semelhante complexidade consiste numa 
condensação tipo frõhlich-Bose-Einstein e na propagação de excitações tipo onda so-
litária de Schrbdinger-Davydov, que são de relevância e bioenergética. A questão do 
tempo de vida do sóliton em condições fisiológicas é discutida, e comparação com 
resultados de experimentos é mostrada. Além disso, é discutido brevemente um com-
portamento complexo aparentemente presente em imagens para diagnóstico médico 
via ultrasom, fenômeno que denominamos de efeito frohlich-Cherenkov, o qual é bre-
vemente discutido. 
Aceito para publicação em Contemporary Physics. 
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We describe some aspccts of complex behavior that can be prescnt in 
biopolymers. Thc study is based on a nonlinear rhcrmodynamics of non· 
equilibrium, and rhcn dissipative, systems. Such complexity consists of a 
Frôhlich-Bosc-Einstein-like condcnsation and propagation of Schrôdinger-
Davydov solitary-wave-like cxcitations, which are of relevancc in Bioener-
getics. Thc question of thc soliton lifetimc under physiological conditions 
is discusscd, and comparison with experimcnts performed in the case of an 
organic molecular polymer is shown. Further complcx behavior apparently 
prcscnt in ultrasonic medical imaging, dubbed ~rühlich-Cherenkov effect, 
is briefly discusscd. 
Group Home Page: http:/ /www.ifi.unicamp.br/-aurea 
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1. INTRODUCTION 
Biological systems are complex systems by antonomasia, that is, notable rcpresenta-
tives of the dass of systems which show complex behavior. They present an enor-
mous number of rich and noticeable phenomena on the morphological, biochemical, 
biophysical, biomechanical, etc., leveis. We recall that living organisms are open sys-
tems driven (generally far) away from equilibrium and, then, one relevant arca of 
Biophysics for their study is that of the nonlincar irreversible thermodynamics of 
open systems and its microscopic foundations (at the classical or quanta!, nonlin-
ear, memory-dependent, nonlocal, etc., leveis) provided by nonequilibrium nonlinear 
statistical mechanics. These disciplines, irreversible thermodynamics of open systems 
and statistical mechanics of arbitrarily far-from-equilibrium systems, even though ini-
tiated in last century with the great contributions of Maxwell, Boltzmann, and Gibbs, 
have been marred by conceptual and practical difficulties, but have recently shown 
vigorous development. We discuss in this Note the use of an informational-statistical 
approach to irreversiblc thermodynamics for dealing with biophysical systems with 
complex behavior. 
1t is certainly a truism to say that the complicated hetcrogeneous spatial structure 
and functioning (temporal evolution) of living organisms, starting with the individual 
cell, pose quite difficult problems at the biophysical and biochemical leveis of Biol-
ogy. ln recent decades a good deal of effort has been devoted in particular to specific 
physico-chemical aspects of biosystems, such as, how to increase our knowledge of 
the chemical composition of life forms; to determine the structure of macromolecules, 
proteins, etc. (as noted in Ref. [1], undersranding of structure is the first vital step, 
without which any further analyses run aground); to determine the reactions that Jead 
to processes of synthesis of multiple components; to understand the mechanisms and 
codes required to determine the structure of proteins; and so on. Moreover, as already 
noticed, to consider living systems at the biophysical levei we must be well aware of 
the fact that we are dealing with macroscopic open systems in nonequilibrium con-
ditions. ln other words, we observe macroscopic organization - at the spatial and 
temporallevels - of the microscopic components of the system, namely, molecules, 
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atoms, radicais, ions, electrons. The macroscopic behaviour is of coursc correlated to 
the details of the microscopic structure. 
An immcdiate question to ask is: Which could be the thcoretical approaches in 
Physics to carry on a programmc to deal with the microscopic (molecular) levei and, at 
thc sarne time, be capable of dcscribing the ali important macroscopic levei of biosys-
tems and their syncrgcric aspects? During thc last decades this question concerning 
the theoretical description of the macroscopic behaviour of dissipative opcn many-
body systems in arbitrarily far-from-cquilibrium conditions has becn encompassed 
in a seemingly powerful, concise, and elegant formalism, cstablished on sound basic 
principies. This is the so-called Nonequilibrium Statistical Opcrator Method (NESOM 
for shorr; [2-6]), which we considcr [7] to be encompasscd within the scope of Edwin T. 
Jaynes' Prcdictive Statistical Physics, based on Information rheory, and the accompa-
nying principie of maximization of informationai-statistical entropy (MaxEnt for short; 
[8-13]). 
The MaxEnt-NESOM formalism is based on a particular kind of scientific inference 
and thc Hayesian approach to probability theory. Accordlng to the Nobel awarded 
Philip Anderson I 14] the latter appears to be the most appropriate to use in science 
since it provides the degree of confidence consistent with rctaining the idea that a 
proposition is correct when based on thc fact to accept that other conditioning propo-
sitions are truc: "These statistics are thc correct way to do inductivc reasoning from 
necessarily impcrfcct experimental data." 
The MaxEnt-NESOM allows for thc construction of a nonlinear quantum trans-
port theory - covering a large class of situations l~-7, 15] - and a response func-
tion theory for far-from-equilibrium systems [Gj. lt also provides a thermodynamics 
of irrcversible processes, dubbed as Informational Statistical Thermodynamics (IST, 
somctimes referred-to as Information-theorctic Thermodynamics). 1ST was appar-
ently pioneered by Hobson [IG] aftcr the publication of jayncs' seminal articles on 
the information-theoretic foundations of Statistical Mcchanics [17, 18] ( the MaxEnt-
NESOM-based IST is dcscribed in references [ 19] and [20]). This irrcvcrsiblc statisti-
cal thermodynamics provides the foundations for the treatmcnt of dissipative open 
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macrosysrems away (either near or far) from equilibrium. This is, as already noticed, 
the situarion in biosystems, a result of the evident general feature that to function 
they require to have energy available which is provided by metabolic processes: Thar 
is, the open biosystem "feeds" on this energy and is driven away from equilibrium. 
A quite fundamental point is that the evolution of the system has associated a non-
linear kinetics. This nonlinearity of the equations that describe rhe evolution intime of 
the macroscopic properties of the system is of enormous relcvance for being the source 
for complex behaviour in matter. Complexity manifcsts itself in different situations 
involving this nonlinear domain of dynamical systems theory, and two relevam as-
pects are the nowadays fashionable deterministic chaos [21, 22] and sclf-organization 
in dissipative systcms [23-26]. This latter rype of complex behaviour in macroscopic 
systems is one that could apparently havc enormous importance in biosystems, in that 
it is related to thc origin of life, its functioning, and evolution [25, 27-29]. Two ques-
tions naturally arise concerning self-organization in matter: What is the microscopic 
origin of dissipative structures?, and How can we deal theorctically with and be able 
to perform a rigorous analysis of them? As noted in an earlier paragraph a promising 
approach may be the irreversible statistical thermodynamics IST founded on the frame-
work of the MaxEnt-NESOM. We attempt to illustrate the point by rcviewing an applica-
tion to a modclled biosystem [30, :11 ], which reveals two relevant complex phenomena, 
namely Frohlich synchronous modes lcading to a kind of Hose-Einstein condensation 
in a noncquilibrium steady statc, and the dynamical effect consisting of Schrodinger-
Davydov solitary waves propagating signals at long distances in a coherent way, and 
also a peculiar phenomenon we are calling Frohlich-Cherenkov effect. 
2. FRÚHLICH-DA VYDOV'S SYSTEM ANO BIOENERGETICS 
As pointed out by Frohlich [32], biological systems are relativcly stable from a micro-
scopic point of view, for examplc, the thermal vibrations of single atoms are practically 
the sarne as in a corrcsponding nonbiological system. ln some conditions, howcver, 
when they are vcry far from thermal equilibrium, a restricted set of phasc space points 
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dominare the overall behaviour of the rest. This implies in the emergence of tollet· 
tive properties of organization that are tarried out by a great number of vibrational 
modes. These collettive properties evolve as a consequente of the supply of energy 
(metabolism) and have associated extreme nonlinear displacements, a tomplex behav-
iour that may be of large relevante in bioenergetics, as we shall see as we proceed. We 
consider this in the framework of TST applied to the so-called Frohlith-Davydov model 
which tonsists in a quasi-linear chain of matromolecules in a periodically repeated 
array, of which an example could be found in the (X·helix protein, what is illustrated 
in Fig. 1. Energy is pumped in the system by a metabolit externa! protess, and the 
thain can sustain longitudinal polar vibrations (those assotiated to the co-stretthing, 
or Amide-1, ostillations), with the torresponding methanical modd destribed in Fig. 1. 
Details of the Hamiltonian operator (or energy operator) that completdy tharatterizes 
the system at the microscopic methanical levei are given in Refs. [30]. Moreover, the 
polar modes are in anharmonic interattion with an elastic tontinuum (destribing the 
surrounding media). ln the MaxEnt-NESOM-based IST, the basic macrovariables used 
for the description of the nonequilibrium thermodynamits state of the system are the 
time-dependem populations (number of extited quantum phonons) and amplitudes of 
the polar vibrational modes, and the energy of the surrounding media. The equations 
of evolution for these variables are derived in the MaxEnt-NESOM generalized nonlin-
ear quantum transport theory [1 S], and solved for given initial tonditions [30, 31). The 
solutions providc evidente of complex behaviour -- already expected - in the sys-
tem, tonsisting of two particular phenomena, namcly, the Frohlich e{{ect [32-34), and 
propagation of solitary-like waves, o r Schr6dinger-Davydov so/itons [3 5-3 7). 
Consider the first: More than thirty years have elapsed since the renowned late 
Herbert Frühlith first prcsented his concept of !ong-range coherence in biological sys-
tems [32), a question presently in a process of strong reviva! providing an attractive 
and relevant fidd of researth in Physits and Biology. According to Frühlich biophysital 
systems possessing longitudinal electrit vibrational modes may display, under appro-
priarc conditions, a collective phenomcnon akin to a Bose-Einstein tondensation -
not in equilibrium but as a complcx behavior tonsisting in the emergcnce of a dissi-
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pative structure in Prigogine's sense [2 5]. Frohlich's results are based on the ide a thal 
active biological systems are open and very far from equilibrium and have consider-
able amounts of energy available, through metabolic processes, that cause non-linear 
changes in molt'cules and larger biological subsysrems. Frohlich in 'Life as a Collective 
Phenomenon' [38], expressed that if one thinks without preconceptions of collective 
phenomena in which the discrete constitutive individuais are modified in their behav-
ior, and indeed in thcir constituting a large collective group where the whole is more 
than and different from a simple addition of its parts, \iving organisms would seem 
to be the ideal example. Such a hypothesis of biological explanation in terms of !ong-
range coherence was originally suggested by Frohlich at the first meeting of L'lnstitute 
de la Vie in 1967 [32]. 
ln Frohlich model vibrational-polar modes are excited by a continuous supply of 
energy pumped by an externa! source, while these modes interact with the surround-
ing medium acting as a thermal bath. The interplay of these two effects ~ pumping 
of energy subtracting entropy from the system and dissipative internal effects adding 
entropy to the system -·- , may lead to the emergence of complex behavior in thc sys-
tem consisting in what can be called Fr6hlich ef(ect: Provided the energy supply is 
sufficiently large compared with the energy loss, the system attains a stationary srare 
in which the energy that feeds the polar modes is channelled into rhe modes with 
the lowest frequencies. The latter largely increase their populations at the expenses 
of the other higher-in-frequency modes, in a way reminiscent of a Rose-Einstein con-
densation [30]. This highly excited subset of modes may exhibit !ong-range phase 
correlations of an electret type as discussed in Ref. [39]. Details of the theory, the 
dcscription of the system, the accompanying kinetic theory, possible experimental sit-
uations, and discussion of thc phenomenon is available in the extensive literature on 
the subject (partially listed in, for example, Refs. [301). The nonlinearities responsi-
ble for Frohlich effect are also of relevance to the other phenomenon consisting of 
propagation of Davydov soliton, which we consider next. 
The solution of the equations of evolution for the statistically averaged field ampli-
tude of vibration !JI(X, t) (see Eq. (5) below) of the polar (co-stretching) modes in the 
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quasi-linear biopolymer, takes the form of a nonlinear Schrôdinger-like equation with 
damping, namely n ll 
iatJI~~,t)- {c.t>o-iY]tJ!(x,t)-cx 3:2 tJ!(x,t)+GitfJ(x,t)l~tJ!(x,t) =0, (1) 
where w 0 , ex, y, and G are parameters characteristic of the material (frequency and 
curvature of the dispersion relation at the zone-centre, reciprocai lifetime, and the 
nonlinear coupling strength of the modes, respectively). For a given impulse-like initial 
excitation of amplitude .JI. and velocity v, a solution of Eq. (1) is 
{ [ v e J ·} [ ( I G I ) 
1 12 J I.Jl ( x, t) = .JI. exp i 
2 
ex x - ( w s - i y) t ·· 2 se eh .JI. 2 ex ( x - v t) (2) 
where we wrote G = I G I ei 0 (complcx number in polar planar coordinates); .JI. and v, as 
noticed, are fixed by the imposed initial conditions; and 
v 2 IGI.J\.2 
W, = W(i- - + ---
. 4cx 2 (3) 
is the frequency of oscillation of the soliton. 
Except for the exponential decay, Eq. (2) describes Davydov soliton, that is, an exci-
tation (the soliton) which propagates undamped (for y = O) and undeformed. This is 
the nove! mechanism for the localization and transport ofvibrational energy in protein 
proposed by A. S. Davydov [35-37]. ln the case of the cx-helix region of protein this 
mechanism is described as follows: Vibrational energy of the co-stretching oscillators 
that is localized on the quasi-periodic helix, acts- through the phonon coupling effect 
- to distort the structure of the hdix. The helical distortion reacts -- again through 
phonon coupling - to trap the Amide-1 oscillation energy preventing its dispersion, 
in a so-called selftrapping [40] 
As noted, Eq. (1) is the equation of cvolution for a Davydov soliton, which propa-
gates (for the given initial conditions) in the form given by Eq. (2). But a quite important 
fact should bc noticed, namely that Davydov soliton corresponds to }' = O, that is, its 
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original quantum mechanical derivatíon did not indude relaxation cffects, which are 
of course accounted for in the nonequilibrium thermodynamic approach which leads 
to Eq. (l). Therefore, the result is a solitary-like wave (a nondeformed wave packet) 
but subject to dissipation. Typically, the lifetime is of the order of 10 picoseconds, 
and then, for a typical velocity of propagation in the range of lQh cm/s, the excita-
tion would propagate energy only along a few micrometers. Therefore it would be 
a quite inefficient mechanism for the propagation of energy (signals), which in living 
systcms traveis distances in the centimeter range. Some effort has been devoted to 
this question trying to circumvent such drawback. A quite attractive result, which has 
been derived consistently within thc above described approach, shows that the life-
time of the solirary exciton increascs enormously, and so does the distancc which is 
travelled by the signal, when the propagation occurs in a nonequilibrium background 
where Frohlich condensation is present [31). That is, a coherent excitation in the {orm 
o{ a Davydov solitary excitation can trave/ nearly undamped, and unde{ormed, whi/e 
a nonequilibrium-dissipative state consisting o{ Frôhlich-Bose-Einstein-like condensation 
is maintained by the action o{ an externa/ energy pumping process. 
But, evidcntly, these theorctical results are in need of corroboration through ap-
plication of rhc well established scientific method, namely, observation and measure-
ment. Expcriments of the physical and chemical type are quite difficult to realize 
in biological systems under normal physiological conditions. Raman scattering ex-
periments have demonstrated the enhancement of polar vibrations in biological ac-
tive systems [41], a fundamental condition for leading eventually to the emergence 
of Frühlich effect. Also, it has been tentatively attempted to evidence Frühlich effect 
in cxperiments measuring reaction rates of enzyme molecules, rouleaux formation 
in erythrocytes (see second of Refs. [34)), etc., with no conclusive results. However, 
a circumvcnting alternative can be used in a first approach to the question, consist-
ing of the use of inanimate organic polymers that roughly reproduce the structure of 
some biopolymers. Solitons of the type here considered seem to be present in organic 
compounds such as polyacetylene and polythiophene. These solitons appear to have 
an importam intluencc on the conducting properties of these substances, properries 
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which have technological and industrialjeconomic relevance [42, 43 ]. Another partic-
ular compound, acctanilide, may have an important role to play: it has a structure 
resembling biopolymers with the presence of the relevant co-stretching modes. Sev-
era! cardul experiments testing optical properties, such as infrarcd absorption and 
Raman scattering, have been performed in acetanilide. The infrared spectrum shows 
an anomalous line, !ater ascribed precisely to the presem·e of a Davydov soliton [44]. 
Following consistently the MaxEnt-NESOM formalism, according to the response 
function theory based on it [6], we find for the optical absorption coefficient 
M t' 
e<(w) = LA(q,w) Í dt f dt'e iw(t' 0 Tr{a~(t-t')aqe(t)}, (4) 
,1 Jo .o 
where A is an amplitude whose detailed form is not necessary for our purposes here, 
e(t) is the statistical distribution at time t 1 in this experiment in time-intcgrated op· 
tical spectroscopy tit is the experimental rcsolution time, and aq(a~) are as usual 
annihilation (creation) operators in mode q. From a direct calculation, and using 
tfJ(x, t) = I aq(t)é" , 
q 
with tjJ(x, t) given in Eq. (2) it follows that 
(5) 
(6) 
what implies that the absorption spectrum has two bands, the "normal" one dueto the 
vibratlons with frequency Wq, (the population of this mode being v~) and an "anom-
alous" band around frequency w", that is, the associated to the soliton. ln fact, using 
Eqs. (4) to (6) and (2) it follows that 
M t' 
oc(w)"" Í dt Í dt'[ oc,(t, t') + oc5 (t, t')], Jo Jo (7) 
where 
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(8) 
(9) 
l 
where Ys = y + 5\. (I G I I 2 01) z, y is the decay time of the vibrational modes, and C, 
and C are amplitudes corrcsponding to the "normal" and "anomalous" bands with 
band widths y and Ys rcspectively. We have compareci the NESOM-bascd thcoretical 
result of Eq. (7) with the experimental data taken from Rcf. [44]. Since there is nota 
theoretical acccss to the initial conditions that fix .Jl. and v, thcy have been derived 
from the experimental data, using Eq. (3), and, for instance, for the case of T = 80 K, 
and thcn, on the basis that Wo- Ws = 1 G cm 1 and Ys- y = 3.6 cm·-l, we obtain that 
Jl(IGI/2oc)~ =c 2.3 x 10c'cm· 1 and v= 2.9 x 104 cm s- 1. ln fig. 2 are indicated the ex-
perimental curves (dotted) and thc thcoretical ones (fullline), for 20 K, 50 K, and 80 K, 
which are in a very good agreement. Thc amplitudes of the bands have been normal-
ized that is, in that way it is avoidcd the calculation of A of Eq. (!)), of no relevance 
hcre, since the fundamental point to charactcrize is the shape and positioning of the 
bands. Details are given in Refs. [45-47]. 
Figure 3 depicts the calculated shapc of the squared modulus of the soliton propa-
gating alonga given direction x, which is proportional to its energy density, provided 
at several delay times aftcr initial excitation. ln Fig. 4 is shown a picture of thc soliton 
amplitude over the plane of the spatial and temporal coordinates. The dccay of the 
solitary exciton is cvident in this near equilibrium conditions. 
Succcssful experiments - for example thosc reportcd in [44] - are quite promis-
ing rcsults which open up the possibility of carrying on additional experiments in 
acetanilide, now in the presence of intense excitation by a continuous pumping of en-
ergy in ordcr to attcmpt to corroborare the phenomena previously discussed. Probing 
it in infrarcd or Raman scattering experiments, we should look for the theoretically 
predicted large enhancements of the lifetime of the soliton, that is, a noticeable nar-
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rowing ot' the Raman bandwidth, as the system eventually approaches the threshold 
for Frohlich condensation. 
ln acetanilidc the relevant vibrations, which are related to the Amide-1 vibrations 
in biopolymers, are ot' the optical dipolar type. But the phenomena just described 
can also be present in the case of acoustical vibrations, which may have relevancc to 
the medical technique of ultrasound imaging. This is described in Refs. [4GI and [47]: 
longitudinal acoustic phonons (sound-like waves) excited by the action of a pumping 
source acting in the region ot' ultrasound frequencies, as in the previous case of optical 
phonons, also display a very large enhancement of the populations of the modes lowest 
in frequency, and solitary-like waves can be produced. 
ln both cases of "optical" or "acoustical" Schrbdinger-Davydov solitons we have 
described, the amplitude and the velocity of propagation are determined by the initial 
condition of excitation. Hence, the velocity v can be either smaller or larger than the 
group velocity of the normal wavcs. For the polymer acetanilide in the conditions of 
the experiment of Careri et a/. [44], v is larger rhan the group velocity of the phonons 
of the co-stretching vibrations. ln the case of acoustic vibrations in bulk we may have 
v larger than the vclocity of sound s in the medium, leading to the emergence of a kind 
of Cherenkov-like effect (a so-called superluminal cffect in the case of charges moving 
in a dielectric with a velocity larger than the velocity of light in the medium [48]) 
as we proceed to show. This could be the case in supersonic medical imaging as 
reported by Lu and Greenleaf [491; in Fig. 4 we reproduce a pair of results, one the 
cxcitation of a normal sound wave, and the other an apparent, in our interpretation, 
"superluminal" solitary wave, o r better to say a supersonic solitary wave accompanied 
with a Cherenkov-like large cmission of phonons, as next described. Such excitation 
has been dubbed an X-wave, and interpreted in terms of an undeformed progressive 
wave [50], created by thc particular excitation provided by the pumping transducer. 
Consider propagation of a soliton with velocity v(> s) in, say, x-direction in bulk, 
what introduces a privileged direction in the system. The population of the vibronic 
modes increase as a result of direct excitation, and as noticed, such pumpcd energy is 
concentrated in thc modes lowest in frequency, that is, there follows the emergence 
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of Frohlich effect. lt can be shown that the population of the acoustic phonon states 
takes the form [46, 4 71 
Vq = r exp[f'ohsq[ 1 -(v Is) cos en- 11 1 (1 O) 
after the small corrections dueto the amplitude of the oscillation are neglected, where 
f3o = 1 I k8 T0 , To being the temperature of the system, a Debye dispersion relation 
Wq = sq is used, and we have introduced the angle Oq such that 
e S [. kB To l ( l 1 ) ] S cos q = - 1 - -- n + - = -- , 
v hsq ~ vnq (11) 
and nq defines a "pseudo-refraction index" introduced simply for giving an expres-
sion resembling the case of Cherenkov effect in radiation theory (when then Vq is 
the Planck distribution of photons [48]). Hence it follows that a large emission of 
phonons follows when COS eq approaches the value S /V, that is, for large values of Vq 
in the Fréihlich condensate, and which are emitted in the direction q forming an angle 
eq with the direction of propagation of the "supersonic soliton" (v > s). Forward and 
backward symmetrical propagations are present because modes ±q are equivalent (Oq 
depends on the modulus of q). This is here a particular characteristic of what in radi-
ation theory are the normal and anomalous Cherenkov effect in a spatially dispersive 
medium [48]. As already noticed, the phenomenon, which we call Frohlich-Cherenkov 
effect, may provide a microscopic interpretation of the X-waves in ultrasonic medical 
imaging [49, 50], shown in the lower part of Fig. 5. From this figure we roughly estima te 
that e "" 13°, and then v 1 s "" 1 .02 (i. e. the velocity of propagation of the ultrasonic 
soliton is 2% larger than the vclocity of sound in the medium, once we admit strong 
cxcitation implying in that vq greatly increases for modes q in Frohlich condensate, 
and then cos eq ~ (s/v)[l- (k8 T0 /hsqvq)] ""s/v. This seems to be the case noticed 
in ultrasonic medical imaging 149], where the propagating excitation was dubbed an 
X-wave. Rodrigues and Lu have described this kind of motion in terms of a mathe-
matical treatment in the context of the so-called undistorted propagating wave [50]: 
the statistical thermodynamic approach here described provides a microscopic foun-
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dation for the phenomenon. Figure 4 shows a normal sound wave (upper part) and 
the X-wave (lower part), the latter being the soliton accompanied of the Cherenkov-like 
effect referred to above. 
3. DISCUSSIONS AND CONCLUSIONS 
We have considered rhe question of complex behavior in biosystems and its possible 
description- involving the microscopic levei of many-particle physics -, in terms of a 
particularly promising approach, namcly, Informational-Statistical Thermodynamics. 
Complexity is regarded presently to be one of the frontier fields in Physics [51]. 
The 197L artide in Science [52] by Philip W. Anderson, titled 'More is Different' is con-
sidered to constitute one of the main "Manifestos" on the subject (see also Refs. [23-
29, 38, 53-SS 1). Complex behaviour in matter is nowadays a topic anracting increasing 
interest. Complex systems are not necessarily complicated (even though they can be), 
but characterized by the fact of displaying highly coherent behaviour involving a col-
lective organization in a vast number of constituent elements. lt is said that it is one of 
the universal mirades of Nature that huge assemblages of particles, subject only to the 
blind forces of nature, are nevertheless capable of organizing themsclves into patterns 
of cooperative activity [51]. Complex behaviour in matter can only arise in the nonlin-
ear domain of the theory of dynamical systems (une of its founders bcing Ludwig von 
Bertalanffy in the thirties [53]), since in the linear domain the principie of superposi-
tion of states cannot give rise to any unexpected behaviour of a synergetic character. 
For thermodynamic systems, as the biological ones, coherent behaviour is only possi-
ble in the nonlinear regime far from equilibrium, once in the linear (also referred to as 
Onsagerian) regime around equilibrium synergetic organization is inhibited according 
to Prigogine's theorem of minimum entropy production [24, 26]. 
On the other hand, the mechanical-statistical approach above mentioned is based 
on Predictive Statistical Mechanics, which is not a physical theory, but a method of 
reasoning that accomplishes the description of the macroscopic state of the system 
by finding, not the particular things that the equations of motion say in any partic-
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ular case, bur the general things that they say, in 'almost-all' cases consisrenr with 
our information, for those are the reproducible things. Evidently, there remain quite 
difficult points to be cleared up, mainly how to determine in which extension this in-
formation reside in us, or up to what degree it is a "property" of Nature, or, better 
to say, of dynamical systems in general. Again according to jaynes, the question as 
to how the theoretically valid and pragmatically useful ways to apply Probability the-
ory in science was faced by Sir Harold Jeffrey 156, 5 71. in thc sensc that he stated the 
general philosophy of what scientific inference is, and procceded to develop a math-
ematical theory and its implemcntations. At the beginning of his book on Probability 
theory IS 71, jeffreys maintains that the fundamental problem of scientific progress and 
a fundamental onc of everyday life, is that of learning from experience. Knowledge 
obtained in this way is partly merely description of what we have alrcady observed, 
but part consisls of making inferences from past experience to predict furure cxperi-
ences. Ir ls worth noticing that MaxEnt-NESOM appears to have poinrs in common with 
an alternare engaging approach, namely the one of Prigogine and the Brussds' school, 
refcrrcd-lo as subdynamics (see for example reference [581). A comparison, with an 
attempt lo relate both approaches, has been presented by j. P. Doughcrty, and we refer 
the rcader lo his work in references [59~6 l ]. 
Thc formalism has been applied to the study of a particular physicochemical sub-
systcm present in biological material. We have reviewed in this paper the case of polar 
modes of vibration (of the co-stretching rypc) in anharmonic interaction with a bath 
of acoustic-like vibrations (also present in some polymcrs like, for example, vinyls and 
acetanilide). Complex behavior may follow consisting of two particular phenomena we 
have described here. One is Frohlich effect where synchronous large-scale collective 
oscillations imply in intercellular microwave emissions which would constitutc a non-
chemical and non-thermal interaction betwecn cclls. These oscillations could therefore 
be revealed by detection of cmissions of GHz or THz radiation. Such electromagnetic 
siguais are of extremely low magnitude and the receiver technology to mcasurc thcm 
was not available during Frtihlich's time. lt is only now that the predicted signals can 
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be detected by adapting successful technology that has been developed for space and 
astrophysical research [62]. 
Earlier cxperiments looking after Frohlich effect were not conclusive, but now - as 
noticc above - a 'second generation' of experiments are becoming available. They re-
quire further improvement, but already some preliminary results are encouraging [62]: 
Some evidence of a non-thermal influence of coherent microwave radiation on the 
genome conformational state in E. coli has been reported, which may indicate that 
chromosomal DNA could be the target of mm microwave irradiation within this sys-
tem. Also low intensity microwave irradiation of leukocytes results in a significant 
increase in biophoton emission in the optical range, the origin of which is thought to 
involve DNA. Also it is worth noticing thc possible influence of the concept of bio-
coherencc on the very particular dipolar system which is water. 1t can be considered 
the possibility that biological water might itself support cohercnt dipolar excitations 
extending over mesoscopic regions; thus water instead of being a passive space-filling 
solvem would be risen to an importam singular position whose full significance has 
yet to bc ducidated. Hence, a whole new arca ofbiology is now rcady for investigation. 
Nonbiological implications of Frõhlich effect could also be far-reaching. lt can be 
mentioned some connection with homeopathy and atmospheric acrosol physics [62]. 
Regarding the latter, sunlight-pumped Fri::ihlich-like coherent excitations may play a 
role in producing anomalies in the spectrum of light absorption [63]. At this point we 
may mention a question related to a public safcty concern, namely, the influence and 
eventual deleterious effects of mobile phones in dose proximity to the head of the 
user as a result of the action of microwaves on the biological material, which could 
evemually be better analyzed in connection with studies re\ated to the Fri::ihlich effect 
herc described. 
The other complex phenomena we have considered consists in the propagation of 
Schr6dinger-Davydov solitary waves. As it was shown the solitary wave in biological 
as well as nonbiological systems, although strongly damped ln a sample not excited 
by externa! pumping sources as a result of the usual dissipative effects, may propa-
gate with weak decay and travelling long distances when moving in the background 
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provided by a steady-state Frühlich's condensate [46]. There already exist cases where 
theory is seemingly validated by experiment, and we have noticed in the previous Sec-
tion the case in ultrasound medical imaging, where another kind of complex behavior 
may follow, namely the so-called Frohlich-Cherenkov emission. 
Other example where Frõhlich's condensation and Davydov's soliton appear to be 
present is the case of the so-called 'Excitoner', meaning stimulated coherent emission 
of excitons created by random excitations, in a situation similar to the case of photons 
in a laser [64, 65]. ln this case excitons, created in a semiconductor by an intense pulse 
of laser radiation, travei through the sample as a packet and are detected on the back 
of the sample. A weak signal in normal conditions of thermal excitation is largely 
enhanced when the system is pumped by a continuous externa! source of infrared 
radiation. The theory suggests the formation of a nonthermally excited Frühlich ccm-
densate of excitons where a weakly damped Schrodinger-Davydov soliton is created, 
whose shape is in very good agreement with the experimental observation [66]: We re-
produce in Fig. 6 a comparison of the experimental result and the one provided by the 
theory. We notice here a particularly noticeable complex behavior - Frühlich effect; 
Davydov soliton; eventually Frühlich-Cherenkov effect -, and the 'Excitoner', citing D. 
Snoke [64], is a phenomenon which may provide a new kind of light source, but only 
time and imagination can tdl what new applications may arise from this novd effect. 
ln conclusion, the results we have described, resulting from a promising and par-
ticularly successful marriage of nonlinear nonequilibrium Statistical Thermodynamics 
and Biology, lead us to paraphrase Herbert Frohlich saying that it is particularly aus-
picious to see that biological systems may disp!ay complex behaviour describable in 
terms of appropriate physical concepts. 
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FIGURE CAPTIONS 
figure 1: An atomic modei of the cx-helix structure in a protein, and a rough descrip-
tion of the mechanical model we used (After first of Refs. [30]). 
figure 2: Infrared absorption spectra of acetanilide: curves with points are experi-
mental data from reference [44], and full curves the result of theoretical calcu-
lations. 'fhermal bath temperature are 20 K, 50 K and 80 K, as indicated on the 
upper Ieft (after Ref. [45]). 
figure 3: The solitary exciton spatial shape at several dclay times after initial excita-
tion. Bath temperature is 80 K and in the conditions of the experiment of [44], 
with y = 9.2 X 1011 S 1 . 
Figure 4: Shape of the solitary excitation: its space and time depenelence in the 
conelitions indicated in the caption to Fig. 2. 
figure 5: Normal sound propagation (upper figure), anel the excitation interpreted as 
a supersonic soliton (lower figure); from reference [50] (We thank W. A. Rodrigues 
anel .J. E. Maiorino for provieling us with a postscript file of this picture). 
Figure 6: Comparison of the shape of the voltaic signal in [651 with the shape of the 
energy elensity of Schrodingcr-Davydov's soliton [proportional to the squared 
modulus of the amplitude field of Eq. (2)] plus the contribution of the incoherent 
cxcilons [66]. 
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Figure 1: Anato mie model of the cx-helix structure in a protein, anda rough description 
of the mcchanical model we used (After first of Refs. [30]). 
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Figure 5: Normal sound propagation (upper figure), and the excitation interprered as 
a supersonic soliton (lower figure); from reference [50] (We thank W. A. Rodrigues and 
J. E. Maiorino for providing us wtth a postscrlpt file of rhis picture). 
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6.3 Considerações sobre ondas X e sólitons de Davydov 
em ultrasonografia 
Pesquisa recente em ultrasonografia evidenciou a propagação de um tipo peculiar de 
excitação em fluidos. Tal excitação, denominada onda X, tem características que se 
assemelham às de uma onda solitária. Considerando sua possível relevância para o 
melhoramento de imagens para diagnóstico médico via ultrasom, reconsideramos o 
problema em um meio que consiste em um material biológico do tipo proteínas que 
apresentam a estrutura da hélice L\'. Pode ser mostrado que neste caso é esperada 
uma excitação do tipo onda solitária de Davydov, contudo fortemente amortecida em 
condições normais. O caso da acetanilida, um polímero orgânico que se assemelha a 
biopolímeros, é considerado, e o espectro infravermelho analisado. O sóliton de Davy-
dov é evidenciado como um estado coerente de vibrações polares. O caso de vibrações 
acústicas também é considerado aqui, onde, também, uma onda solitária amortecida 
de Davydov pode ser excitada. Contudo, é mostrado que quando propagando-se em 
condiçües suficientemente longe do equilíbrio, o tempo de vida da onda solitária é 
bastante ampliado. Além disso, um sóliton movendo-se com uma velocidade maior do 
que a velocidade de grupo das ondas vibracionais normais produzem uma emissão de 
fonons que dão origem ao padrão tipo onda X que é observado experimentalmente. 
Submetido para publicação em .Journal of Biological Physics. 
Considerations on X-Waves and Davydov 
Solitons in Ultrasonography 
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Universidade Estadual de Campinas, Unicamp 
13083-.970 Campinas, São Paulo, Brazil 
370. 
Rccent research in ultrasonography has evidcnced the propagation of a peculiar kind 
of excitation in tluids. [Lu and Greenleaf, IEEE Trans. on Ultrasonics Ferroeletrics and 
Frequency Control, 39, 441-446 (1992)]. Such excitation, dubbcd a X-wave, has char-
acteristics rescmbling that of a solitary-wave type. Considering its possible relevance 
for improving ultrasound medical imaging, we reconsidcr the problem in a medium 
consisting of a biological material of the like of a-hdix proteins. lt can bc shown 
that in this case is expected an excitation of thc Davydov's solitary wavc rype, how-
cver strongly damped in normal conditions. The case of acetanilide, an organic poly-
mer which resemblcs biopolymers, is considered, and the infrarcd spectrum analyzed. 
Davydov's soliton is cvidenced as a cohcrcnt state of polar vibrations. The case of 
acoustic (sound) vibrations is also considered, where, also, a damped Davydov-like 
solitary wave may bc excited. However, ir is shown that when rravding in conditions 
sufficiently away from equilibrium,thc lifetime of the solitary wave is largely enhanced. 
Moreover, a soliton moving in bulk with a vdocity larger than thar of the group velocity 
of the normal vibrational waves would produce a Cherenkov-like cmission of phonons 
giving rise to the observed X-wave-like pattern. 
-·-------
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1. Introduction 
Recently, experiments in ultrasonography have evidenced a particular kind of wave 
propagarion, dubbed as X-waves [l, 2]. They have the characteristic of propagating 
without dispersion, and may result of relevance for ultrasound medical imaging. Later 
on, they were ascribed to some kind of the so-called undistorted propagating waves 
[3]. They are waves traveling in a material media, and the reported characteristics 
point to the possibility of they belonging to the category of solitary waves. Soliton is 
the name coined to describe a pulse-like nonlinear wave (the solirary wave referred to 
above) which emerges from a collision with a similar pulse having unchanged shape or 
speed. lts relevance in applied sciences has been described in a 1973 review paper by 
A. C. Scott et al. [4] Because of the above mentioned techno\ogical/medical relevance 
we reanalyze the question in the case of propagation in biological materiais. 
The original category of solitary waves consists in the one observed by the Scottish 
engineer Scott-Russell in August 1834 in an English water channel, and reported in a 
1844 meeting of the British Society for the Advancement of Science [5, G]. During the 
second half of this century many other types of solirary wavcs have been associated to a 
number of physical situations in condensed matter physics. Severa!, seemingly, have a 
fundamental role in important technological are as of large relevance for contemporary 
society. Among them we may highlight the case of doped organic polymers with very 
large conductivity for, e. g., use in very light, almost two-dimensional (sheets) batteries 
[7-9]. and the case of propagation of light in optical fibers [10]. Another example is 
that of the so-called Davydov's so\itons [11, 12], which may have a quite rdevant role 
in biocnergetics. 
Davydov's theory has received plenty of attention, and a long list of results pub-
lished up to the first half of 1992 are discussed in a comprehensive review due to A. C 
Scott 1131. As pointed out in that rcvicw, one question concerning Davydov's soliton is 
that of its stability at normal physiological conditions, that is, the ability of the excita-
tion to transport cnergy (and so information) at long distances in the living organism, 
in spite of the relaxation mechanisms that are expected to damp it out at very short 
Jn. 
(micrometers) distances. On the assumption that the X~waves in ultrasonography may 
belong to the category of solitary waves in the material media, we consider this ques· 
tion on the basis of a model in nonequilibrium thermodynamic conditions, since any 
biological systcm is an open system out of thermal equilibrium. For that purpose we 
resort to an informational statistical thermodynamics (see for example [14-16)), based 
on thc Nonequilibrium Statistical Operator Method (NESOM) r 17 -20]. The NESOM, which 
provides microscopic foundations to phenomenological irreversible thermodynamics 
[21], also allows for thc construction of a nonlinear generalized quantum transport 
theory - a far-reaching generalization of the Chapman-Enskog's and Mori's methods 
- which describes thc evolution of the systcm at the macroscopic levei in arbitrary 
nonequilibrium situations [17, 18, 22, 23], a formalism to be used iu what follows. We 
notice that the method has been applied with particular success to the study of opti· 
cal and transport properties in solids [24] and also to modelled biopolymers [25,26], 
of the kind we considcr here, and to techno-industrial processes [27]. Consequently, 
we do not go over thc details of the formalism, just adapting those earlicr results for 
the present discussion, giving in each case the rcference where they are rcportcd. We 
separare the presentation into two parts: Aftcr a general derivation of thc equations 
of evolution, a first analysis is concentrated on the case of polar vibrations (with fre· 
qucncies in the infrared rcgion of the spectrum), for which are available experimental 
rcsults, particularly the case of acetanilide, which we analyze, comparing theory and 
cxperiment. This is donc in subsection 2.1, whilc in subsection 2.2 we dcal with the 
case of longitudinal acoustic vibrations. 
As stated, we first consider a system whcre modes of polar vibrations are excited 
by a continuous supply of energy. Thcse polar modes are couplcd through a nonlin· 
ear kinetics with a bath consisting of a continuous medium modelled by a system of 
acoustic-like vibrations. The equations of evolution for the population of the vibra· 
tional modes are derivcd resorting to the nonlinear quantum kinetic thcory that the 
NESOM provides. This corresponds to the description of polar vibrations of the CO· 
stretching type (Amide-I) in, for example, a-helix proteins [11-13]. Experiments, of 
the class of Raman or neutron scattering or radiation absorption, in active biological 
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systems are particularly difficult. For that reason, the comparison of thc theory of next 
section with cxperiment is dane in the case of the organic polymer acetanilide, which 
constitutes a good mimic of biopolymers [28]. The infrarcd spectrum in the frequency 
rcgion corresponding to the co-stretching oscillation is dcrived, and compare very well 
with the experimental measurements, confirming the presence of Davydov's so/iron. 
Finally, we commcnt on the possibly very large increase of the lifetime of Davydov's 
soliton when propagating in an open medium sufficiently far from equilibrium. 
ln subsection 2.2, we consider a system of longitudinal acoustic vibrations in in-
teraction with the above said thermal bath. We find a behavior of the acoustic modes 
quite similar to the one evidenced for the optical modes, namely, existence of the 
solitary-wave excitation, damped near equilibrium conditions but whose lifetimc is 
greatly enhanced when propagating in a highly excited background. 
Finally, it is dcmonstrated the possiblc emergence of a particular phenomcnon, 
which we call Frôhlich-Cherenkov e{fect, consisting in that when the soliton is propa-
gating with a velocity larger than the group velocity of the normal modes of vibration 
in the medium, a large number of phonons are emitted at a certain anglt' with the 
direction of propagation of the soliton. 
2. The Solitary Wave 
Let us consider a model biosystem which can sustain longitudinal vibrations and in 
interactions with a thermal bath of acoustic-like vibrations, which is described by the 
so-called Frohlich-Davydov Hamiltonian givcn in [11] and [25]: This Hamiltonian is 
given in the so-called Random Wave Approximation, while the full Hamiltonian - to 
be used in what follows - is given by 
H =H o+ Il1 = Hos +H oH + H1 , (1) 
where 
(2a) 
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" . tb 1 HoB = L...hO.q(bq q + z), 
q 
(Zb) 
H/= LZqcpqa~+ L v~~~,aq,bqzb~,lqz +L v~~~,aq,b~zb-q,+ql 
q '11'12 'll'll 
I L vJ:~za'llbq,b-q,-q, + L vJ:~~aq,h!,hk,-q, + I vJ;~2aq,aq,bk,+q, 
q,q, q,q, q,q~ 
(Zc) 
Figure 1 in [25] describes a particular biological system and the mechanical analog 
we are using. The Hamiltonian consists of the energy of the free subsystems, namely, 
that of the free vibrations, with U.Jq being their frequcncy dispersion relation (q is a 
wave-vector running over the reciprocal-space Brillouin zone), and that of the thermal 
bath composed by oscillations with frequency dispcrsion relation O.q, with a Debye 
cut-off frequency O.n. The interaction Hamiltonian H1 contains the interaction of the 
system of polar vibrations with an externa! source [which pumps energy on the sys-
tem and is the first term on the right side of Eq. (2c)], and, finally, the anharmonic 
interactions between both subsystems. The latter are composed of severa! contribu-
tion, namely, those associated with three quasi-particle (phonons) collisions involving 
one of the system and two of the thermal bath (we call vJ~~ the corresponding matrix 
dement), and two of the system and one of the bath (we call vJ~ the corresponding 
matrix element). Finally, aq (ak), hq (b~). are, as usual, annihilation (creation) operators 
of, respectivdy, normal-mode vibrations in the system and bath in mode q, and the 
one corresponding to the quantum cxcitations in the pumping source, with Z being 
the coupling strength. 
Next step consists in rhc choice, within thc tenets of NESOM, of the basic set of 
dynamical variables relevant for the present problem. Since we are dealing with exci-
tation of vibrations in modes q (with energy hwq), we need to introduce the number 
of excitations in each mode, Vq = akaq. Moreover, once the formation of a coher-
ent state is expected (Davydov's soliton), we must introduce thc field amplitudes aq 
and a~. Finally, since lhe thermal bath is taken as remaining constantly in a station-
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ary state at a temperature T0 , via an efficient homeostatic mechanism, we introduce 
its Ilamiltonian, H8 . The average of these quantities over the NESOM nonequilibrium 
ensemble constitute the basic set of macrovariables, which we designare as 
[v"(t), (aklt), (aqlt), Es}, (3) 
that is, they define Gibbs's space of nonequilibrium thermodynamic states. This 
is the thermodynamic state space in Informational Sratistical Thermodynamics (IST 
for short). IST is the thermodynamic theory for irreversible processes based on 
the nonequilibrium ensemble formalism NESOM [14-16). The basic rhermodynamic 
macrovariables of Eq. 0) are then given by 
vq(t) = Tr { vqe(t)} ; 
(aqlt) ~ Tr {a"e(t)}; 
(akit) '- (aqlt}* = Tr {ake(t)} ; 
En=Tr{HBCH} 
(4a) 
(4b) 
(4c) 
(4d) 
where e(t) is the nonequilibrium statistical operator of the system, and en rhe canon-
ical distriburion of the thermal bath at temperature To. The statistical operator e(tl 
is taken in Zubarev's approach [ 17, 18), in this case given by 
e (t) = e s, u l (5) 
where 
(fia) 
with 
S(t,O) = cf:i(t) + L.:[Fq(t)vq + .f"(t)a" + f;(t)ak J 
" 
(6b) 
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being thc so-called informarlonal-statistical-entropy operator [29), 
and E is a positive infiniTesimal that goes to zero after the calculation of averages 
has been performed [17-22]. Moreover, cf>(t) - playing the role of a nonequilibrium 
partition function - cnsures the normalization of the statistical opcrator. 
ln Eq. (fib) are present the Lagrange multipliers that thc method introduces, namely 
those we have called 
(7) 
where {3 0 = (k1J 0 ) 1, since the thermal bath remains in a stationary state at fixed 
temperature '/(), and the total statistical operator is the dircct product of e(t) and en; 
kH is Boltzmann universal constant. 
ln continuation wc proceed to derive, in the corresponding NESOM nonlinear quan-
tum kinetic theory [17-23] the equations of motion for thc basic variables of Eq. (3). 
Since í~o is assumed to be constant in time, and so is r 8 , we are simply left to calcu-
latc the equations of evolution for the population of the vibrational mudes, v" (t), and 
of the amplitude (aq I t} and its complex conjugare. As noticed, these equations are 
derived resorting to the nonlinear quantum generalized transport theory that the NE-
SOM provides. We introduce an approximated treatment, however appropriate for the 
present case since the anharmonic interactions are weak, consisting of the so-called 
second arder approximation in relaxation theory, SOART for short [22]. 1t is usually 
referred to as the quasi-linear theory of relaxation [30], which is a Markovian approxi-
mation involving only the second order in the interaction strengths [22], in the present 
case involving contributions proportional to I V~~ 12 and IV~~~ 12 . 
The calculation shows that, because of the symmetry propertics of the system and 
the selected choice of basic variables, severa! contribulions in NESOM-SOART vanish in 
this case: The surviving one corresponds to the Golden Rule of quantum mechanics 
averaged ove r the nonequilibrium ensemble [2 5]. ln compact form, the one for the 
popularion is 
5 :t v.,(t) =I.,+ L ]qw(t) + (.,(t), 
}~1 
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(8) 
where the first term on the right hand side is the one associated to the pumping source, 
where I., is then the rate of population increase that it generates, and the remaining 
fi v e collisions operators .J 'lU I ( t) are those arising out of the anharmonic interactions. 
The first two correspond to collisional events involving a single vibration and two of 
the bath, and gives rise to a pure dissipative term which takes the form 
(9) 
where v~01 is the population in equilibrium at temperature T0 , and T plays the role of 
a relaxation time given by 
(lO) 
where v: is the population of the phonons in the bath, namely, the Planck distribution 
(11) 
and the delta functions account for conservation of energy in the scattering events. 
The other terms, lqu1 {t) with í = 3, 4, 5, are 
q' + Wq•- Wq), (l2a) 
(12b) 
(12c) 
and, finally, rhe term (" (t) is the one which couples the populations with the ampli-
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tudes, namely 
q' + Wq•- Wq) 
(12d) 
The collision opcrator .!111 ,, 1 is also a rdaxation term (containing contributions non-
linear in the modc populations); and thc first two terms are those responsible for the 
so-called Frohlich ef{ect, as a result that thcy account for, through the nonlinear terms, 
of the transfer of cncrgy to the polar modcs lowest in frequcncy. ln fact, they contain 
nonlinear contributions proportional to 
(13) 
and we may noticc that for modes q' such that w 11, > w 11 the energy conservation 
as required by thc first delta function is satisfied, whilc this is not possiblc for the 
sccond: hence this nonlinear contribution tends to incrcasc the population in modc q 
at the expenscs of the other modcs higher in frequcncy. Reciprocally, for (J..J 11• < wq, 
the modc q transfers energy to the modes Iowcr in frequency. Morcovcr, in Eq. (12d) 
the term ( 11 (t) acts as a sourcc coupling thc populations of the vibrational modes 
with the amplitudes of the expected cohcrcnt excitation (Davydov's soliton as shown 
a posteriori). 
379. 
On the other hand, the equations of evolution for the field amplitudes are 
:t (aqlt) =··i (Z>q (aqlt)- fq (aqlt) + fq (aq lt)* .. iWq (aq lt)* + 
+I Rq,q;:(aq 1 lt)(at,lt) (<aq-q 1+q2 1t) + (a~q+q,-q,lt>), (14a) 
:t (atI t) = the c. c. of the r.h.s. of Eq. (14a), (14b) 
where wq = Wq + Wq, with Wq being a term of renormalization of frequency which 
will not be of interest in the following analysis, and the lengthy expression for Rq, q, 
is given dsewhere [26]; its detailed expression is unnecessary for the analysis here. 
Finally, fq(t), which has a quite relevant role in what follows, is given by 
... Wq) + 
(15) 
The coupled equations (14) contain linear and tri-linear terms. Ignoring the latter, 
the resulting linearized equarion has as solutions the normal damped wave motion, 
proceeding with a renormalized frequency and lifetime r; 1• The complete equations, 
i.e. including the nonlinear rerms, are of the Davydov's soliron type, but with damping, 
or more precisely, are nonlinear damped Schrõdinger-like equations [4, 31]. We intro-
duce a representation in direct space, defining the averaged (over the nonequilibrium 
ensemble) ficld operator 
tfJ(x, t) =I (aqlt)eiqx_ 
q 
(16) 
for linear propagation along the, say, x direction on bulk or along the one-dimensional 
polymer. 
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2.1. Polar (Optical) Vibrational Modes 
At this point we introduce a first type of analysis, specifying the vibrational modes 
as being of rhe dass of longitudinal polar-modes (optical modes with frequencies in 
the infrared), as in Davydov's and Frühlich's works [11, 12, 32, 33]. Their frequency 
dispersion relation is approximated (to a good degree of accuracy) by the parabolic-
law wq = w 0 - cxq 2 , where w 0 anel ex are constants, standing for the frequency at the 
zone centre (the maximum one) and the curvature at this centre, respectively. Next, 
using Eqs. O 4), after neglecting the coupling terms with the conjugated amplitude 
(what can be shown to be the case when we introduce from the outset a truncated 
Hamilronian in the so-called Rotating Wave Approximation [34]), it follows that the 
average field amplitude satisfies rhe equation 
a az lL dx' ihat I.J.I(x, t) = (hwo + hcx-a , )I.J.I(x, t) ih - [(x- x')tfJ(x', t) + x~ o L 
J
·L d ' 1·L d " 
+ 
0 
~ 
0 
~ R.(x-x',x-x")(/J(x',t)(/J(x",t)l/J*(x,t), (17) 
where r and 'R are the back-transforms ro direct space of fq in Eq. (l:i) and Rq1q2 
in Eq. (14a), and L is the length of the sample. Moreover, we have taken a time-
independent population v q• that is, according r o Eq. (8) ir is either the equilibrium 
distribution at temperature To when no externa( pumping source is present (i. e. 
lq(Wq) = 0), or when in the presence of a constant pumping source leading, after 
a short transient has elapsed, to a steady state and, moreover, the term (q is weakly 
dependent on time (a condition to be characterized a posteriori). 
Equation (17) is a nonlinear Schrüdinger-type equation with damping [31]. Intro-
ducing a local approximation, that is, neglecting space correlations, after using the 
expressions 
R(x- x',x- x") = h.Gc'i(x- x')ô'(x- x"), 
r(x- x') = Ys8(x- x'), 
(l8a) 
(18b) 
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wc obtain that Eq. (1 7) bccomes 
â 2 
i !J'~~· t)- (wo - iy,)t,/J(X, t)- ex 0~2 !Jl(x, t)- G lt,iJ(X, t)l 2 !fJ(x, t) =O, (19) 
Equations (14) and ( 19) are of the form of the equations derivcd by Davydov in 
an alternativc way, but, with thc present thermodynamic trcatment clearly showing 
thc damping effects. ln cquilibrium conditions at temperature 300 K, the damping 
constants have values corresponding to lifetimes in the order of a few picoseconds. 
For the case of a Gaussian signal impingcd at the beginning of the polymer chain, which 
can be approximarcd to a good degrec of accuracy by a hyperbolic sccant shape, and 
next using rhc Inverse Scattering Merhod [35] we obtain thc solurion 
{ . [ v . e]} [ ( 1 c 1) 112 .. J !fJ(x,t)=.J\.cxp 1 ic:xx-(w,··Jy,)t- 2 sech .JI. 2cx (x-vt) , (20) 
where y, is, evidcntly, the reciprocai lifetime of the excitation (taking Ys = O and 
wo =O, Eq. (20) is rhc expression for Davydov's soliton in its original vcrsion [11, 12]), 
and we used G = IGiew. Moreover, 
v 2 IGI.J1. 2 
w, '- Wo- 4cx 1- 2 ·-· ' (21) 
is thc reciprocai period of the solitary wave and .J\. and v are an amplitude and a 
vdocity of propagation fixed by the initial condition of excitation imposed by the 
externa! source. 
Hence, it is proved the possible presence of Davydov's solitons in polymers, like 
the cx-helix protein in biological matter, but, we stress, of a damped character. The 
mechanism for the formation of the soliton is in this case interpreted as follows [1 :11: 
Vibrational energy of the co-stretching (Amide-1) oscillators that is Jocalized on the 
quasi-periodic hdix acts- through a phonon coupling effect --to distort the structure 
of the hdix. The helical distortion reacts - again through phonon coupling - to trap 
the Amide-1 oscillation and prevents its dispersion in a self-trapping. 
Let us consider the experimental observation of this excitation. As already noticed, 
382. 
experimental observation is difficult in active biological materiais. A way around this 
difficulty consists into the experimental study of polymers whose vibronic character-
istics resemble those of biopolymers, and a quite favorable one is acetanilide. Exper-
iments of infrared absorption in acetanilide showed an "anomalous" band in the IR 
spectrum, which was ascribed to a Davydov's soliton [36]. and !ater on reproduced in 
other experiments, and also observed in Raman scattering experiments [37-41). 
We analyze the experiment of Careri et. al [36), resoning to a response function 
theory consistently derived in the framework of NF.SOM [19,42,43). Without going 
into details (see [51)), the absorbance in the region of the co-stretching mode has the 
expression 
a(w) ~ t:Xn(W) + (\'s(W), (22) 
which describes two bands: one centered around w,, the frequency of the normal 
mode, (q being equal to the IR-photon wave-vector) and with intensity proportional to 
the population in equilibrium v, at temperature T0 , since no externa! pump is present, 
lq -= O in Eq. (8); and the other is centered around W 5 , the frequency of the soliton. 
The band widths are y,., = T 1) 1 and Ys = T 0 1 + .:4 (I G l/2(\') 112 , where T 1). 1 is the one of 
F.q. (10), for q near the zone center. Let us consider the experiments of reference (36), 
and take, for example, the case of To = 80 K; on the basis of the red shift of the band 
due to the soliton in rdation to the normal co-stretching band, that is, wo - W 5 "' 
16 cm- 1, and that Ys- Yn "" 3.6 cm· 1, we find that .Jl( I Gl/2a) 1i 2 "" 2.3 X 101; cm- 1 and 
u "" 3 x 104 cm ç 1 . The calculated spectra is shown as a fullline in Fig. 1, while the 
dots are experimental points, evidencing a satisfactory agreement. 
ln Fig. 2 it is shown the propagation of the energy accompanying the soliton (pro-
portional to I t/J(x, t) 12) along a few picoseconds after the application of the initial 
Gaussian-like excitation. It is clearly evidenced the conservation of the shape charac-
teristic of the soliton, but accompanied, as already described, with a decay in ampli-
tude in the picosecond range. Hence, a pulse signal impinged on the system would be 
carried a few micrometers, since the velocity of propagation is"" 3 x 104 cm s- 1. 
However, the situation may be substantially modified if the excitation propagates in 
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a nonequilibrium background, namely the one provided by the presencc of a constant 
pumping sourcc [Iq ""'- O in Eq. (8)]leading the system to a stcady statc, wirh popula-
tions, say, Vq, constant intime but much larger than thc populatiun in equilibrium. At 
a sufficient distance from equilibrium, as proposcd by Frühlich near thirty years ago 
[32, 33], and !ater on vcrificd by several authors (in the framework of TST in [25]), is 
expected to arise a particular complex behavior in the system, namely a phenomenon 
akin to a Bose-Einstein condensation, consisting in that [becausc of the prcsence uf 
the terms of Eq. (9)], and as already noticcd, the energy stored in the polar vibrational 
mudes is preferentially channeled to rhe modes luwest in frequency. The latter greatly 
increase in population, while the mudes at intermediate and high frequencies remain 
nearly constant on further increase uf the intensity of the pump. As expressed above, 
this is similar to a Bose-Einstein condensation, but, it must be stressed, not in equilib-
rium but in nonequilibrium conditions, and then the phenomenon - Frdhlich eft'ect -
may be considered a kind of emergence of a dissipative structure in Prigogine's sense 
[44-4fi[. This is illustrated in Fig. 3, where the steady state populations in rerms of rhe 
intensity of the pumping source are shown. We have used numerical parameters char-
acteristic of a polymer of the a-helix protein type [2 5 ]. The figure evidences rhe large 
increase (after an intensity threshold has been attained) of a mode lowest in frequency 
(the one labelled l), at the expenses of other modes higher in frequency. ln Fig. 4 ir is 
evidenced the Frühlich-Bose-Einstein-like condensate at the lowest frequencies in the 
vibrational spectrum. 
Thc relevant point to be stressed is that Frdhlich ef{ect and Uavydov soliton are 
phenomena arising out ot the sarne non/inear kinetic effects that are present in Eq. (9) 
for the populations v q ( t), and in Eq. (15) for the reciprocai lifetimes rw As a conse-
quence of the fact that, because of Fróhlich effect, the population of the modes lowest 
in frequcncy largely increase, concomitantly their lifctimc also largely increases (i.c. 
the reciprocallifetime rq in Eq. (15) largcly dccreases), while for the modes at interme-
diate to high frequcncies their lifetime largely decreases (the reciprocai of rq largely 
increases). This is illustrated in Fig. 5 l2bl. Hcnce, in the expression for the average 
field amplitude of Eq. (16), after a fraction of picosecond following the application of 
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the exciting pulse has elapsed, thcre survive for a long time thc contributions from the 
modes lowest in frequency, a survival time that keeps increasing as the intensity I in-
creases [26). This implies that it may be expected that an excitation composed by a co-
herent interplay of the low-lying-in frequency excited polar (optical) modes in biopoly-
mers, may propagare in the form of a /Javydov solitary wave traveling unde(ormed and 
nearly undamped while Frohlich condensate state is maintained. 
2.2. Acoustical Vibrational Modes 
So far we have considered propagation of vibronic waves in biological media, via 
Eq. ( 1 G), bur restricted to the case of polar mudes. We brietly consider next the case of 
longitudinal acoustic modes. For thar purpose we return to Eqs. O 4), where now we 
take into account that the dispersion relation Wq is, for acoustic-like vibrations, sq, 
where s is the velocity of sound in the media, this meaning that we are using a Debye 
model. Using this dispersion relation, and the Ansatz that the excitation is expected 
to be a closed-packet solitary wave, we arrive at the equivalem of Eq. (19), in this case 
acquiring the exprcssion 
as shown in Appendix A. 
Evidently, this Eq. (2:-n is formally identical with Eq. (19) if in the latter we take 
w 0 = O and, of course with thc coefficients being thosc corresponding to this case of LA 
(longitudinal acoustic) vibrations. However, a remarkable difference may be noticed, 
namely, while in Eq. ( 19) the coefficient in front of the second deriva tive in space is 
determined, through a, by the bandwidth of the LO (longitudinal optical) vibrations 
dispersion rdation, in this case, as shown in Appendix A, it depends through the 
pseudo-mass Ms on the characteristics of the experiment, that is, depends on the 
width of the solitary wave packet which is determined by the initial condition. The 
solution for a given hyperbolic secant-profile signal impinged on the system, say, the 
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sarne as in the prcvious subsection, is given by 
. e]} { [IG,/M,] 112 } 
··(co,-J:y,)t-
2 
sech .Jl ·
11 
(x-vt), 
(24) 
where 
I 2 ~ G,I.Jl M,v w =-··--- ··--
s 2 411 ' (25) 
As in thc case of Lo vibrations, the "acoustic" solitary wave is damped, and one may 
wonder if, as in the case of the "optical" solitary wave, this lifetime may be largely 
extendcd by the action of nonlinear kinetic terms enhanced by the pumping of energy 
on the system. We reconsider Eqs. (11), now specialized for the LA vibrations, and look 
for the stationary states when a constant cxciting source is continuously applied. 
To perform numerical calculations we choose a set of parameters in a typ-
ical order of magnitude approximation. We take for the Brillouin zone-end 
wavenumber q 11 = 3.14 x 107 cm 1 , Wq = sq with s = 1.8 x 105 cm s ·1, Oq = s8 q with 
SB = 1.4 X 1 o' cm s- 1 . Moreover, the matrix elemcnts v< l) and v(:!) are proportional 
(] 2) · I to the square roots of the wavenumbers [48], say Vqq'• = K0 •2l [I q1 li q 2 11 q1 - qz/17, 
and K0 l is detcrmined from a typical value of 10 ps for the lifetime of Eq. (10) (for any 
system it can be determined from the linewidth in Raman scattering experimcnts). 
An open parameter .\ = /Km 1 K0 l 12 is introduced, and we take i\ = 1 to draw Fig. 6. 
Finally, L, thc length of the sample in the direction of propagation is taken as 10 cm. 
Therefore, the permitted wavenumbcrs for propagation of vibrations are contained 
in the interval rr I L s; q -s q 11 • For these characteristic values it follows that, because 
of energy and momentum conservation in the scattering events, the sct of equations 
of evolution, Eqs. (8), which in principie couple all modes among themselves, can be 
separated into independent sets each one having nine modes. For example, taking the 
mode with the lowest wavenumber rr I L, the set to which it bclongs contains the modes 
K" 1rriL, where K = (s +s8 )1(s- s8 ) = 8 in this case, and n = 2,3, ... ,9. Let us call 
v1 , ... , v9 the corresponding populations, having frequencies co 1 ~ 5.6 x 104 Hz, 
:-HHi. 
w 2 = 4.5 x 105 Hz. col = J.G x 10(; Hz, oJ4 = 2.9 x Hl7 Hz, fO:; = 2.3 x 108 Hz, 
wr; = l.H x 109 Hz, (0 7 - 1.5 x 1010 Hz, co 8 = 1.2 x 1011 Hz, w 9 := 9.5 x 1011 Hz. 
Moreovcr, for illustration, the open parameter ,\ is taken cqual to 1, and we consider 
that only the modes 2 and :1 (in the ultrasonic region) are pumped with the sarne 
constant intensity S = I f, where h = l3 = /, and h and I n with n = 4, ... , 9 are 
null, anel f is a characrcristic time used for scaling purposes (as in [2 5]) here e qual to 
0.17 s. Thc rcsults are shown in Fig. fi, whcre it is evident the large enhanccment of 
the population in the mode lowest in frequency (vJ), for .1.'0 "" 10 19 , at the expenses of 
the two pumped modes v2 and vl. while the modes v4 to Vq (higher in frequency) are 
praclically unaltered. The emergcnce of Frohlich effect is dcarly evidenced for this 
case of acoustical vibrations: ln fact, pumping of the modcs in a restricted ultrasonic 
band (in the present case in thc interval 4.5 x lO" Hz 5 fO ~ 2.8 x 107 Hz), leads at 
sufftcicntly high intensity of excitation to the transmission of the pumped energy 
in thcsc modes to those with lowcr frequencies (w < c_oJ, while those with larger 
frequcncies (w > 2.8 x 107 Hz) rcmain in near equilibrium, as shown in Fig. 7. It may 
be noticcd that for the given value of f, for S - 1 on, the flux power provided by the 
externa! source, in the given interval of ultrasound frequencies bcing excited, is of the 
arder of milliwatts. Modes in the interval 5.6 x 104 ~ w, :s; 4.5 x 105, those lowest in 
frequency, have large populations in comparison with those highcr in frequency. As 
already noticcd, because of these charactcristics of Frohlich's effect, it is sometimes 
referred-to as a Bose-Einstein-like condensation. However, it must be stressed that not 
in equilibrium, but in nonequilibrium conditions, then being a kind of nonequilibrium 
phase transition or better to say, a kind of emergence of a dissipative structure in 
Prigogine's sense [44-46]. Moreover, we may say, in a dcscriptive way, that it is present 
a kind of a "two tluid system", the normal one and the Frühlich condensate. 
Another rdevant result is that, also as in the case of the optical vibrations, the 
modes in thc condensa te largely incrcase their lifetimes; this is shown in Fig. 8. There-
fore, the soliton, composed by the coherent interplay of low-frequency acoustical 
modes, traveis ncarly undamped in thc Frühlich condensate. 
:H~?. 
We proceed now to consider another possible novel phenomenon in this kind of 
systems. 
2.3. The accompanying Cherenkov-like emission 
Considering dther an "optical" or an "acousrical" soliton of the Davydov type respcc-
tively described in the prcvious subsections, we recall thar the amplitude and the ve-
locity of propagation are determined by the initial condition of excitation (that is, the 
energy and the momentum transfcrred in the process of interaction wirh the externa! 
source). For example, in the case of the acetanilide we have considered in subsec-
tion 2.1, and in the conditions of the experiment of Careri et a/. [36], the velocity of 
propagation is larger than the group velocity of the phonons in the optical branch 
corresponding to the co-stretching vibrations, which is small because the dispersion 
relation is flat. 
When the soliton velocity of propagation, say v, is Iarger than the group velocity of 
the normal vibrations, (the velocity of sound s when the acoustic modes are involved), 
it may follow a Cherenkov-like eftixt. We recall that originally it was observed in dec-
tromagnetic radiation (e.g. [4 7)) by Cherenkov in 1934. lt is a result that in a material 
media with an index of refraction n, the vdocity of propagarion of light is c jn, smaller 
than the vdocity c in vacuum (since n > 1), and if an electron with velocity u > c ln 
(but with the relativistic limitation of u < c) traveis in this medium then, alonga cone 
defincd by the angle cose = c /nu is cmitted the so-callcd Cherenkov radiation: that is, 
along such direction photons are strongly emitted. This is the so-called superluminal 
radiation [48,491. 
Something similar is present in the case of phonons in the photoinjected plasma 
in semiconductors in the presence of an elcctric field: when the drift velocity of the 
carriers exceeds the group velocity of the q-mode optical phonon, then along a cone 
whose axis is along the electric field, and with an aperture with anglc eq defined by 
COSe~ <Oq/Vq, (26) 
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there follows a large emission of q-mode optical phonons [50]. 
This is also the case when the soliton, either optical or acoustical. traveis in bulk 
with a velocity v larger than the group velocity of the normal vibronic waves. This 
is describcd clsewhere [51], and next we briet1y outlinc thc results. Inspection of 
Eq. (S) tells us that the prescncc of the direct coupling to the external source via lq, 
and indirectly through ( depending on the squared amplitude of the soliton, tends 
to increase the population of phonons. But, as already noticed, because of Frühlich 
effect, such pumped energy tends to concentrare in the modes lowest in frequency, 
those at the Hrillouin zone boundary in the case of optical vibrations and around the 
zone center in the case of acoustic vibrations. 
Take thc case of acoustic phonons, when there should bc a large increase in the 
population of thc modes with very small wavenumber. A straightforward calculation 
of Eq. (4a) leads to the result that 
(27) 
F.vidently, in the absence of the perturbation, that is, lq = O and (aq} =O and then 
f~ = O, it follows that Fq ( t) "'" hsq I k 8 T0 , and wc recover the usual Planck distribution 
in equilibrium. ln the prescnce of the perturbation we need to obtain both Fq(t) and 
j~(t). On the one hand, a direct calculation tell us that 
where we have used Eqs. (Hi) and (20), and, we recall, under a sufficiently intense 
excitation y, is small and thcn I (aql t) I~ becomes ncar time independent; wc have 
callcd w the width of the solitary wave packct. 
On the other hand, Fq in steady state conditions after application of the constant 
externa! excitation, depends on thc intensity of the pumping source. This Lagrange 
multiplier may be rewrittcn in either of two altcrnative forms, which rescmble well 
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known results in equilibrium theory. One is 
(29) 
where J.lq plays the role of a quasi-chemical potential (this kind of choice was dane 
by Frühlich [33] anel Landsberg [52)). ln Fig. 9 is shown the dependente of the quasi-
chemical potential, corresponding to the modes in Fig. fi, with the pumping intensity. 
Another is 
(30) 
introducing a quasitemperature T*, as it is done in semiconductor physics [24]. 
ln Fig. lO is shown the dependence of the dependence of the quasitemperature, 
corresponding to the modes in Fig. G, with the pumping intensity. 
Ler us take the choice of Eq. (30), then the quasitemperature T* is given by 
1 kBT:=hsqln[l f- --- 1 
Vq -l(aq)l 2 
anel we recall that 
(32) 
(for y, ~ O, with Vq determincd in each case solving Eq. (8)). llsing Eqs. (29) to (32) we 
have that [51 J 
J.lq = hvq cos f/q (33) 
where 
s [ kB To ., 1 J s . To ] COSflq=- 1---;::--ln(l+(Vq-l(aq}l") 1 =-(1-T* · 
V rtSq V q 
(34) 
These results imply in this case in a phcnomcnon of a peculiar character which we cal! 
J!JO. 
Frohlich·Cherenkov·effect. ln fact, wc note, first, that thcrc follows a large enhance· 
ment of phonons in mode q for Jlq approaching hsq, and second, the linear motion of 
the soliton defines a particular dircction, the one givcn by its velocity of propagation 
v. Therefore, there is a preferential direction of production of vibrational wavcs given 
by 
h5q "" hvq cos /Jq = Jlq (35) 
o r 
cos /Jq ""s/v. (36) 
Equation (35) defines thc direction of propagation q of the longitudinal vibration 
and its modulus. Sincc IJq depends only on the modulus of q, there follows two 
Cherenkov·like privilcgcd directions of emission of q·mode phonons, one forward and 
onc backwards, like the normal and anomalous Chcrenkov cones in radiarion thcory 
as illustrated in Fig. !) adapted from [49]. ln the prcsent case both directions are sym· 
metrical on both sides of the centre defined at each time by the position occupied by 
the soliton. This may account for the observed so·called X·waves [1, 3, S:·n ln Fig. 12 
is illustratcd the cases of propagation of the normal sound wave (upper figure) and 
of the, presumably, solitary wavc·packet selectivdy excited by the transducer (lower 
figure) with velocity larger than the sound velocity in the medium. The figure has ap· 
peared in [3]. Given the angle IJq (called the axicon angle in [1]), then v is \arger than 
5 in the percentage l (v I cos /Jq) - 5] /v. Sarne arguments are valid for the case of the 
optical soliton, when V qWq (the group velocity of the normal mode) enters in place 
of 5. ln the case of Fig. 12, a rough estimate gives 17 ~ 13" and Vs/ s ~ 1.02, that is, 
the velocity of propagation of the soliton, v, is roughly 2% larger than the velocity of 
sound in the medium. 
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3. CONCLUDING REMARKS 
We have considered the propagation of vibronic cxcitations in nonlinear condensed 
matter media, like biological material. Because of the nonlinearities in the kinetic 
equations that describe the evolution of the macroscopic collective modes (nonlin-
earities having their origin in the microscopic anharmonic intcractions between the 
system and the surroundings) it is expected that complex behavior shall arise. 
Resorting to an appropriate thermo-mechanical statistical approach, we have 
shown that such complex behavior consists of four particular phenomena. One is 
that the normal vibrational modes are accompanied by another typc of exciration, 
consisting in the propagation of so/itary waves of" the S'chriidinger-Davydov type. They 
are undeformed waves composed by a coherent state of normal modcs. Although the 
wavepacket is spatially undeformed, it presents, as it should, decay in time with a 
given Iifetime resulting from the dissipative effects that develop in the excited sample. 
The amplitude, velocity, and frequency of the solitary wave are determined by the 
initial and boundary conditions. Another phenomenon, arising out of the sarne non-
linearities that allows for the creation of the soliton, consists in that, under conditions 
of excitation which lead the system sufficiently away from equilibrium, there follows 
a largc increase of the population of the modes lowcst in frequency. This effect has a 
reminiscente of a Rose-Einstein condensation but herc in nonequilibrium conditions, 
and we have termed it Frohlich eftect. 
A third phenomenon consists in that, and again because of the nonlinearities which 
are responsible for both, Frohlich effcct and formation of a Schrtidinger-Davydov 
soliton, the latter acquires a very long lifetime, that is, the soliton becomes nearly 
undamped, when travelling in the Frtihlich-Bose-Einstein-like condensate. 
Finally, the fourth phenomenon refers to a situation when, because of appropri-
ate initial and boundary conditions, the soliton traveis with a speed larger than that 
of the normal vibronic modes. ln this case, as shown, there follows what can be 
termed as Frohlich-Cherenkov eftect: along two symmetrical privileged directions cen-
tered on the position of the soliton, is produced a large number of long wavelengths 
392. 
phonons. This could be the origin of the so-called X-waves observed in experiments 
of ultrasonography, as noticed in previous scctions. 
We conclude with the remark thar solitary waves appcar to bc ubiquitous, and 
having large relevance in a numbcr of important situations. Some at the technological 
levei, likc propagation in optical fibers (e.g., in a proJected trans-Atlantic cable), in 
conducting polymers (for electric-car batteries; microcircuits; etc.), and the case of 
biological systems (long range propagation of nervous signals; the here mentioned 
case of medical imaging; etc.). 
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Appendix A. The Acoustic Solitary Wave 
ln direct space, after the terms that coupk rhe amplitude (a11 } with its conjugare are 
neglected, what, as noticed in the main text is accomplished using rhe roraring wave 
approximation, Eq. (14) takes the form: 
.,lo. Jdx' lq(· ') , , Jdx'. < ') , x,t)=-lL...nw11 Le x··x tJ!(x,t)-ihL...rq Le"1 x x tfJ(x,t) 
q q 
I 2.: Rqlq~ J d~' J d~" ei'JJ(x-x') eiq,(x-x") l.jJ(x', t)l.jJ(x", t}!fJ*(x, t), (A.l) 
til ql 
where, we recall, w 11 = sq. Considering thar ir is expccted the formation of a highly 
localized packet (the soliton), ccntered in point x and with a Gaussian-like pro file with 
a width, say, w (fixed by the initial condition of excitation) extending along a certain 
large numbcr of lattice parameter a (i.e. w » a), in Eq. (A.1) we make the expansion 
!JJ(X', t) >::< 1/J(X, t)- f; a~ lfJ(X, t), (A.Z) 
where f; = x- x' is roughly rcstricted to be smallcr or at most of the order of w. The 
first term on the right of Eq. (A.1) is 
-i,Lslql J d;' ei<J(x-x') tfJ(x',t) = 
<l 
- I.s a l~d. fLdx' [-i<•(x--x') -i<j(X-X')] ( ' ) 
- -- -- q -- c ' - e · !JJ x ,t 
Zrr ax o . o L 
is a J·~ J·x+-w/ 2 [ a J 
""--::;- dq df; sin(qÇ) tp(x, t)- f;::;-!JJ(x, t) 
1T UX O x-w/2 uX 
is a [Jxtjw 1T df;] ~---
1 
(1-cos-f;)- !jJ(x,t) 
TT ax x 1 w a Ç (A.3) 
is [Jx+jw 1T df;] a +- . 
1 
(1- COS -f;)- -ljJ(X, t) 
rr ~- 2 w a Ç ax 
[ 
I 1 iS ·x I ;.-W . 1T a 
-- J ~-- (1- COS -f;) df; - ljJ(X, t) 
1T x ;;-W a ax 
is [fx +; w rr -- a2 
--
1 
(1-cos-Ç)dÇ -::;-:;_!JJ(x,t). 
1T x- 1 w a uX 
But, of the four terms after the last equal sign in this Eq. (A.3), the sccond and third 
are null, because of the 1\nsatz that a soliton would follow, since the dcrivative at the 
center of the packct is null. Consider now the last term, which after the integrations 
are performed bccomes 
-
isrrw[ 1 Za . rrw rr J a2 -- -- sm --. cos -x -- !jJ(x, t). 
rrw a 2 a ax2 (/\.4) 
But, we notice thar thc width of the packet is w » a, and the cosine in Eq. (A.4) 
has a period Za, and then it oscillates very many times in w, and with amplitude 
(2a/rrw) « 1, and can be neglected. Similarly, the first term becomes proportional 
394. 
to 
is tfJ(x) { [ (rrx) (rrw) I . (rrx) . (rrw)} 
ITX 2 -(w/Z) 2 W ] ···COSa COS Za -2xsm a Slll La . , (A.5) 
where, on the one hand, the oscillatory terms cancel on average, and, on the other 
hand, the term decays as x- 2• Consequently, using these results in Eq. (A.l), after 
inlroducing the notation (hsw /rr) == 11 2 I (2M5 ), and the local approximation in the 
second and third term on the right of Eq. (A. J), we find Eq. 23. 
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FIGURE CAPTIONS 
Figure 1: Optical vibrations: The IR absorption spectrum in acetanilide at HO K. Points 
are from the experimental data reported in [36]. and the full line the calculation 
after Eq. (23). 
Figure 2: Optical vibrations: Profile of the soliton energy (proportional to [!Jl(x, t)i2) 
alonga few picoseconds after application of the initial Gaussian-like perturbation 
(in the experimental conditions of Fig. 1 for T = HO K). 
Figure 3: Optical vibrations: The steady-statc populations vs. thc intensity of the 
pumping sourcc, for a selected sct of modes: After an intensity S = 10 1 is 
reached, therc follows a large increase in the population V(; of the mode lowest 
in frequency in the said set (After Ref. [2 5]). 
Figure 4: Optical vibrations: The steady-statc populations for .') - 104 , showing a 
"two fluid" separation consisting in the "condensate" at low frcquencies and the 
"normal" contributions at higher frequcncies (After referencc [2 5]) 
Figure 5: Optical vibrations: The lifctime of the same modes as in Fig. 3, in terms of 
the intensily of the pumping source. 
Figure 6: Acoustic vibrations: The steady state populations of the three relevant 
modes in the ser - as described in the main text -, with increasing values of the 
intensity of the externa! source pumping modes labded 2 and 3 in the ultrasonic 
region. (A.ftcr Ref. [51]). 
Figure 7: Acoustic vibrations: The population in the stcady state for a pumping in-
tensity .'>' = 1023 , of the modcs along the spectrum of frequencies of the acoustic 
modes. Dots indicatc thc modes in thc first set (the remaining part of the spec-
trum up to the highcst Brillouin frcqucncy w 8 = 9.5 x Hl11 Hz has been omitted). 
(After Rcf. [51)). 
Figure 8: Acoustic vibrations: Thc lifctime of the sarne modes as in Fig. 7, in terms of 
thc intensity of the pumping source (Aftcr Rcf. [51]). 
402. 
Figure 9: The quasi-chcmical potential of rhc modes labeled l to 3 in Fig 6, with mode 
1 correspondtng to the one with the lowest frequency in the given set: it is evident 
the emergence of a "Bose-Einstein-likc condensation" for 5 approaching a criticai 
v alue of rhe order of 1 O 19 . 
figure 10: The quasHemperature, defined in Eq. (30) for the modes in Fig. 6. 
Figure 11: The direcrion of propagation of the waves of Chcrenkov radiation, when 
spatial dispersion is taken into account, for the ordinary wave (subscript l) and 
the anomalous wave (subscript 2) (Adapted from Rd. [49)). 
Figure 12: Normal sound propagation (uppcr figure), and the excitation interprered as 
a supersonic soliton (lower figure); from rcference [3] (Wc thank W. A. Rodrigues 
and .J. E. Maiorino for providing us with a postscript file of this picture). 
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Figure 1: Optical vibrations: The IR absorption spcctrum in acetanilidc at 80 K. Points 
are from the experimental data reported in [36], and the fulllinc the calculation after 
Eq. (23). 
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Figure 2: Optical vibrations: Pro file of the soliton encrgy (proportional to llJJ (x, t) 12) 
along a few picoseconds after application of the initial Gaussian-like perturbation (in 
the experimental conditions of Fig. 1 for T = 80 K). 
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Figure 6: Acoustic vibrations: The steady state populations of the three relcvant modes 
in thc set - as described in the main text -, with increasing values of the intensity 
of the externa! source pumping mudes labeled 2 and 3 in the ultrasonic region. (After 
Ref. [51]). 
MESQUITA et ai. -}. Biol. Phys. FIGURE 6 
LJ.J 
~ 
r-
V') 
>-0 
<C 
LJ.J 
r-
V') 
UJ 
f-
<( 
Vl 
z 
UJ 
o 
z 
o 
u 
--I-
U 
_J 
I 
:Q 
c:: 
u.. 
S = lOn 
To= 300 K 
,\ = 1 
"NORMAL" MODES 
FREQUENCY (Hz) 
409. 
Figure 7: Acoustic vibrations: The population in the steady statc for a pumping inten-
sity S = 1021 , of the modcs along the spectrum of frcqucncies of the acoustic modes. 
Dots indica te the mudes in the first set (the remaining part of the spectrum up to the 
highest Brillouin frequency w 11 = 9.5 x 10 11 Hz has been omitted). (Aftcr Rcf. 151]). 
MESQUITA et a/. - ]. Rio/. Phys. FIGURE 7 
410. 
1 018 To 300 K 1018 
À 1 
1016 1 o 16 
-
...--._ 
--- /r, I~ 1014 1 o 14 '-' Vl 
L.LJ ...___________ 
~ 1 o 12 ~- 1 012 ~ r') L.LJ L 
LJ.. 
_J 10
10 1010 
_J 
<( 
108 108 u 
o -~rl c:::: a... 106 106 
-u 
L.LJ 
c:::: 
104 104 
1 o~ 
SOURCE INTENSITY S 
Figure 8: Acoustic vibrations: The lifetimc of the sarne modes as in Fig. 7, in terms of 
the intensity of thc pumping source (After Ref. [51]). 
MESQUITA et ai. - ]. Biol. Phys. FIGURE 8 
411. 
1 018 l 019 1 020 l 021 1 022 1 023 
1.2 1.2 
....-., To 300 K 
<::;' / pJhw 1 8 i\=1 1.0 ~ 1.0 
---
<::;' 
:::t 
'--' 
_J p/hw 0.8 <( 0.8 2 2 
r-
z 
LU 
r- 0.6 0.6 o 
a.. 
_J 
<( 
u 0.4 0.4 
-~ 
LU p/hw 
I 3 :~ 
u 0.2 
'\ 0.2 I 
-V) 
<( 
=> 
Ci 0.0 0.0 
SOURCE INTENSITY S 
Figure 9: The quasi-chcmical potential of thc modes labeled 1 to 3 in Fig 6, with mode 
1 corresponding to the one with thc lowest frequency in thc givcn set: it is evident the 
· emergencc of a "Bose-Einstein-likc condensation" for S approaching a criticai value of 
the order of 10 19 • 
MESQUITA et al. -]. Biol. Phys. FIGURE 9 
412. 
1 018 1019 1 020 1021 1022 1023 
1 07 1 07 
To= 300 K 
...-
1 06 i\=1 106 
h o 
-l<h 
1 0 5 T/T 1 05 ..._... 
l o 
w 
c:::: 
::> 
~ 
1 04 1 04 
c:::: 
w 1 0 3 1 03 a.. 
~ 
w 
~ 1 0 2 T /T 1 02 
- 3 o Vl 
<( 
::> 
Ci 1 o 1 T/T 1 01 2 o 
10° / 1 0° 
SOURCE INTENSITY (S) 
Figure 10: The quasi-tempcrature, defined in Eq. (::lO) for the modes in Fig. G. 
MESQUITA et al. -]. Biol. Phys. FIGURE lO 
413. 
Vacuum Crystal Vacuum 
v 
o d z 
Figure ll: The direction of propagation of the waves of Cherenkov radiation, whcn 
sparial dispersion is takcn into account, for thc ordinary wave (subscript l) and the 
anomalous wave (subscript 2) (Adapted from Rcf. [49]). 
MESQUITA et al. - J Biol. Phys. fiGURE ll 
414. 
Figure 12: Normal sound propagation (upper figure), and the excltation interprctcd as 
a supcrsonic soliton {lower figure); from reference (3] (We thank W. A. Rodrigues and 
J E. Maiorino for provtdtng us with a postscript file of thts ptcrure). 
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6.4 Comportamento complexo em biosistemas: 
uma abordagem teórico-informacional 
415. 
A questão particular do transporte de energia vibracional em biosistemas é conside-
rada dentro do escopo do modelo de Frohlich-Davydov. É mostrado que as ondas 
solitárias de Davydov, fortemente amortecidas cm condições de quase equilíbrio, po-
dem apresentar uma propagação de longo alcance quando viaJam sobre o condensado 
de Frohlich. Este último consiste na emergência de uma estrutura dissipativa auto-
organizada (no sentido de Prigogine), assemelhando-se a um condensação de não-
equilíbrio tipo Base-Einstein na parte inferior dos modos de freqüência de vibração, 
uma vez que um nível crítico de alimentação de energia metabólica é alcançado. 
Submetido para publicação em Chaos, Solitons and Fractals. 
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The particular question of transport of vibrational energy in biosystems is 
considered within the scope of Frohlich-Davydov's model. It is shown that 
Davydov's solitary wavcs, strongly damped in near equilibrium conditions, 
can display !ong-range propagation when travelling in Frohlich's conden-
sate. The lattcr consists in the cmergence of a self-organized dissipative 
structurc (in Prigogine's sense), resembling a nonequilibrium Bose-Einstein-
like condcnsation in the low-lying in frequency modes of vibration, oncc a 
criticallevel of pumping of metabolic energy is achieved. 
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1. INTRODUCTION 
Nonlinearity is known to be the source of new and unexpected phenomena that char-
acterize complex behavior in physico-chemical systems. This is particularly the case 
in dissipative systems far from equilibrium [11. Quite recently, the question concern-
ing the theoretical description of the macroscopic behavior of dissipa tive open many-
body systems in arbitrarily far-from-equilibrium conditions has been encompassed 
in a seemingly powerful, concise, and elegant t'ormalism, established on sound ba-
sic principies. This is the Nonequilibrium Statistical Operator Method (NESOM) [8-13] 
which appears to be encompassed in .Jaynes' Predictive Statistical Mechanics [ 14, 15]. 
The NESOM allows for the construction ot' a nonlinear quantum transport theory of 
a large scope [8, 11, 16] and a rhermodynamics of irreversible processes, rermcd ln-
formational Statistical Thermodynamics (IST; sometimes referred to as Information-
theoretic Thermodynamics, which is brietly revicwed with accompanying historical 
notes in Ref. [17]), which provides the foundations for the treatmcnt of dissipative 
open macrosystems away (either near or far) from equilibrium. 
Particularly, biological matter consists of nonequilibrium thermodynamic open sys-
tems where energy is always available, through metabolic processes, that is, the open 
biosystcm "feeds" on this energy and is driven away from equilibrium. A quite fun-
damental point is that the evolution of the system has associated a nonlinear kinetics 
(which can be described in NESOM-IST). This nonlinearity in the equations of evolu-
tion of the macroscopic properties ot' the system is of fundamental relevance for the 
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emergence of syncrgetic phenomena. Complex behavior in matter is a subject that is 
attracting more and more interest in science [20, 21]. 
Quite interesting and illustrative examples of nonlinearity at work, producing what 
can be relevant biological effects, are Fri.ihlich's condensate [ 19, 23, 24] and Davydov's 
solitons [25-30]. Frtihlich's effect consists in that, under appropriate conditions a 
phenomenon quite similar to a Rose-Einstein condensation may occur in substances 
with vibrational polar modes. If energy is fed into these modes and thence transferred 
to other degrees of freedom of the substance (a thermal bath), then a stationary state 
will be reached in which the energy content of the vibrational modes is larger than 
in rhermal equilibrium. This excess energy is found to be channelled into the modes 
lowest in frequency - similarly to the case of a Bose condensation provided the 
energy supply exceeds a criticai value. Under these circumstances a random supply of 
energy is thus not completely thermalized but partly used in maintaining a coherent 
behavior in the substance. On the other hand, A. S. Davydov showed that due to 
nonlinear interactions, of the sarne type as those responsible for Frõhlich's effect, it is 
expected to arise a nove! mechanism for the localization and transport of vibrational 
energy in protein, namely the propagation of a solitary-like wave. The equivalence of 
the Hamiltonians used to describe Frõhlich and Davydov models, when both are placed 
in a representation in terms of normal coordinates, was shown by Tuszynski et a/. [31]. 
Hence, whik Fri.ihlich's approach is connected with the study of the steady state in the 
model pumped by externa! sources of metabolic energy, Davydov's approach refers to 
the dynamic aspect of propagation of the information-carrying oscillations. Davydov's 
theory has received plenty of attention, and a long list of results published up to the 
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first half of 1992 are discussed in the excd\enl rcview by A. C. Scott [32]. We address 
hcre this question, through a study of the Frühlich-Davydov model in nonequilibrium 
thermodynamic conditions. 
We consider a system where modes of polar vibrations are excited by a continu-
ous supply of metabolic energy. These polar modes are in interaction with a bath 
of acoustic-like vibrations through a nonlinear dynamics. The kinetic equations of 
evolution for thc population of the vibrational modes are derived in NESOM. After a 
shorr lransient time there follows a steady state, whcre, after a certain threshold of 
the pmnping intensity is achieved, there follows Frühlich's condensation, as described 
in scction 2. ln section 3, we consider the propagation of oscillations in the polar sys-
tem. The equation of evolution for the NESOM·averaged amplitude is of the Davydov's 
soliton type, but with damping. Thc lifetime of the excitation in normal conditions is 
vcry short, but it is shown that it increascs cnormously for the modes in Frõhlich's 
condensate. ln last section we summarizc and discuss the results. 
2. THE MODEL AND FRÚHLICH'S CONDENSA TE 
Ler us considera model biosystem which can sustain longitudinal polar vibrations in in-
teraction with a thermal bath of acoustic-likc vibrations. We write for the Hamiltonian 
of the system 
H= Ho1 + Ho2 + Hn l H12 + Hn + H14 + H21 + Hn + Hn + H24 r H r, (1) 
Hrn = I hwq ( a~aq + ~) , (2a) 
q 
4L2. 
is the Hamiltonian of the free polar vibrations, with U.Jq being their frequency dis-
persion rclation (q runs over the reciprocai space Brillouin zone); a(al) are creation 
(annihilation) operators in mode q; 
(2b) 
is the Hamiltonian of the bath of free acoustic-like vibrations; b(bf) are creation (an-
nihilation) operators in mode q with frequency Oq. The other terms in Eq. (1) are the 
anharmonic interactions given by 
Hll- I v~~~aqbq·b!lq' + H.c.; 
qq' 
Hn =I v~~\aqbq·b-q-q' + +H.c.; 
qq' 
II ' v <L) t b H , · 23 = L qq'aqaq• q-q' + .c. , 
qq' 
Htz = I v~~\aqb!.b-q+q' + H.c.; 
qq' 
H14 = I v~~\aqb!.b!-q· + H.c. 
qq' 
V0 ) and vw are the matrix elements of the interaction potential. finally, 
(2c,d) 
(2e,f) 
(2g,h) 
(2i,j) 
(2k) 
stands for the energy of interaction between the pumpmg source and the polar 
modes; cp ( cpt) are annihilation (creation) operators of excitations in the source, also 
containing the coupling strength. Further, we introduce - as required by the NESOM 
- the partial Hamiltonians 
Ho = H01 + Hoz, 
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(:1a) 
(3b) 
Once thc system Hamiltonian is given, the next step in NESOM is thc choice of the basic 
set of variables deemed appropriate for thc description of thc macroscopic state of 
thc system: We introduce the populations of the polar vibrations 
(4) 
of rdevance to evidencc a posteriori Frohlich effect, and, assuming the thermal bath 
to be constantly kept at a fixed physiological temperaturc by means of an efficient 
homeostatic mechanism, we introducc the energy of thc acoustic-like vibrations, 
namely 
(S) 
ln Eqs. (4) and (5), {!(t, O) is the auxiliary (coarse grained) nonequilibrium operator 
in NESOM, in the prescnt case given by 
{!(t,O) = cxpf -cj>(t) ·- /3Ho2 - ~Fq(t)a~aq}, (6) 
where 1> ensures its normalization, /3 = ( k8 To) -l (with To being the constam tem-
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perature of the bath; k 8 is Boltzmann constant), and Fq(t) is the intensive variable 
thermodynamically conjugated to the population number operator in the variational 
approach to the NESOM [12]. The complete (fine grained) nonequilibrium statistical 
operator is a superoperator depending on the coarse-graincd distribution of Eq. (6), 
which in Zubarev's approach to rhe NESOM [8, 9], to be used in what follows, is given 
by 
e,(t) = exp{ ··.S(t, O)+_(., dt' eu' t> d~,S(t', t'- t)} , (7) 
S(t, 0) = -ln {!(t, 0) (8a) 
is the so-called informational-enrropy operator, and 
S(t', t' - t) = exp {-i~ (t' · t)H} S(t, 0) exp {i~ (t'- t)H} . (8b) 
ln Eq. (7) E is a positive infinitesimal which ensurcs irreversible evolution from the 
initial state of preparation of the system, and gocs to zero after the trace operation in 
the calculation of averages has been performcd. Moreover, we notice that in Eqs. (8) 
rhc two time variables in the argument of .5 correspond, the first one, to the evolution 
of the thermodynamic variables (here 4> and Fq, since f3 is constant), and the second 
indicares the evolution of the dynamical operators in Heisenberg representation. 
Since t~ is assumed to be constant in time, we are simply left to calculare the equa-
tions of evolution for the population of the polar modes of Eq. (4). As noted in the 
lntroduction these equations are derived resorting to the nonlinear quantum general-
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ized transport theory that the NESOM provides. We introduce an approximate treat-
mcnt, however appropriare for the present case since the anharmonic terms in Eq. (3b) 
are expected to be wcak interactions, consisting of the so-called second arder approx-
imation in relaxation theory [ 16 [, usually referred to as the quasi-linear theory of re-
laxation [8, 34]. which is a Markovian approximation and exact up to second arder in 
the interaction strengths in H'. 
The calculation shows that, because of the symmctry properties of the system and 
the selected choicc of basic variables, severa! contributions to the collision operators 
in the NESOM-SOART transport equations vanish in this case, surviving the one that cor-
responds to thc Golden Rule of quantum mechanics averaged over thc nonequilibrium 
ensemble characterized by the NESO of Eq. (7). The final expression is 
with v4°> being the q-mode-population in equilibrium, i.e. Planck distribution at 
temperature To, and T q is a relaxation time givcn by 
1_4rr_I_""'IVoJI~ u ti ['( - ) z,flh.n''( - ] T q - ·li~ (Ol 2.... <1<1' v q' v q q' " n<1' + Oq-q' wq + e • " nq' Oq-q' + wq) , 
. Vq 'I' 
(lüb) 
where v~ is the population of the vibrational mudes of the bath at tempcralure T0 , 
given by the Planck distribution 
(11) 
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and the other remaining tcrms are 
(12a) 
(12b) 
(12c) 
Furthcrmore, we have cxprcssed the time-dcpcndent correlations involving the 
operators associated to thc externa! source in tcrms of a spectral dcnsity, namely 
2rr ![ ( ) tj) __ J"' dw 1 ( ) ,iwt Jt2 \ cpq t . qJq - -00 rr q w c . (13) 
whcre I ( w) represents the intensity of thc source ove r the spccrrum of frequencies. 
Equation (9) is of thc type of equation proposed by Frohlich. The rate of change of 
vq(t) is composed of a pumping term (incrcasing the population); a relaxation term 
to the thermal bath, dccreasing the population ata rate T- 1; }(s) is also a relaxation 
term (containing contributions nonlinear in the mode populations); while hn and 1<4l 
are those to bc responsible for Frühlich effect: they account for, through thc nonlinear 
terms, the transfer of encrgy to the low-frequcncy polar modes.In fact, they contain 
nonlinear contributions proportional to 
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and we may notice that for modcs q' such that (tlq > wq' the energy conservation as 
required by the first delta function is satisfied, while this is not possible for the second: 
hencc this nonlinear contribution tends to increase the population in mode q at thc 
expenses of the other modes higher in frcqucncy. It has been argued that contributions 
coming from }q151 wash away the effect [35]. Frohlich [36] has countered that it has 
a small contribution as a result of the different form of energy conscrvation in both 
processes, what is clearly evidenced by our exprcssions in Eqs. (12); in particular for 
the usual case when the frequencies of thc polar modes are higher than those of the 
acoustic modes, ]q1, 1 vanishcs. The equation of evolution for the mode population, 
here derived in NESOM-SOART and normal coordinates, resemble the one obtained by 
Wu and Austin [37] and Mills [38]. 
Equation (9) is a complicated set of coupled intcgro-differential equation for the 
populations of the modes, the coupling involving ali modes contained in the Brillouin 
zonc. We contour this difficulty resorting to a simplificd model. Taking into account 
thc established fact that high frequency modes transfcr energy to the low frequency 
ones, we introduce a crude modcl, in which we consider as identical the energy trans-
ferring modes, having frequcncy w 0 and contained in a region 'R o of the Brillouin zone, 
anda second representativc set of modes receiving that energy, having frequency w 1 
and contained in a region 'R 1 of the Brillouin zone (hencc w 0 > w 1 ). 
Furthcr wc assume, as it is generally the case, that thc polar mode frequencies are 
always higher than the acoustic mode frequencies, what then excludes the contribu-
tions of ]q111 , }qn1, and ]qm because energy conservation cannot be satisficd. Wc are 
thcn left with only two coupled equations for thc rcpresentative modes in the model, 
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which are 
:t Vo(t) =lo- T 01 lvo(t)- v1\0l]- 9IIJlellt'6 vo(t)- vj(t)J- BJVo(t)vj(t), (15a) 
d -1 (0) /3hL'. dt vj(t) ~ /1- T1 [vj(t)- v 1 J +· BoiJ[e Vo(t)- vJ(t)l + BoVo(t)vJ(t), (l5b) 
11 = Wo - (0 I , (l6a,b) 
'- 11) 
" ' 
' - 11) 
" ' 
(l6c,d) 
vgll and v)0l are the distributions in equi\ibrium, q0 and q 1 label each type of repre· 
sentarivc modes. Quantities go and g 1 are a measure of thc intensity of the coupling 
between the two sets of modes, involving the strength of thc interaction, contained 
in the matrix element, and the region in cnergy~momentum space available for the 
scattering events, determined by the energy conserving delta function [momentum 
conservation is automatically accounted for in the expression for the Hamiltonian of 
Eqs. (1) and (2)]. 
Consider now the stationary statc, i.e. v0 = O and v1 = O (wherc thc upper dot 
stands for time derivative), in which case, from Eqs. (15), we find that 
where the bar over the populations stands for stationary statc values, and 
A I -1 (0) • o- o+ To Vo , A I -I (O) . I = l + T1 V1 • 
lJ -1 . 
01 = T 1 + BoiJ , 
(17a,b) 
(18) 
(19) 
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Co = 81 '7; Ct = BofJ exp({3ht.) . (20) 
We look next for a numerical solution of the coupled pair of algebraic equations 
(17). tirst we multiply coefficients /\, B, and C, as well as g 0 and g 1 by a scaling 
factor f with dimensions of time, to be determined !ater on [see arguments following 
Eqs. (42)]. For illustrative purposes we take g 0f = 0.9, g1f = 0.1, T()J.f = 15, Tj 1"f = 
18, w 0 = 1013 s 1 , w 1 = 8.7 x 1012 s ·I, and takc / 0 f = S, and / 1 = O. The numcrical 
results are displayed in Fig. 1. 
Inspection of Fig. 1 clearly shows the onset of Frühlich effect at an intensiry thresh-
old Se = SOO, roughly given by the value of S where v 1 steeply increases, and the pump-
ing modes, represented by v0 , acquire a nearly constant value. Hence, it is undoubtedly 
evidenced the condensation of excitations in the modes low in frequencics. 
Furthermore, it is worth mentioning that using the NESO of Eq. (6) in Eq. (4), we 
find that 
v" (t) = { exp l Fq ( t) l - 1 J - 1 , (21) 
what defines the NESOM Lagrange multiplier F" ( t) . Making the eh o ice 
Fq(t) = {3[hwq -- /Jq(t)l, (22) 
Equation (21) takes a form reminiscent of a Base-Einstein distribution with temperature 
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T but a different chemical potcntial for each modc. Using this expression, we find that 
/3J.Iq(t) = f3hwq- ln [ 1 + Vq~t)] , (23) 
ln our model with two sets of modes, with increasing population v1 of the low 
frequency modcs after the criticai thrcshold, J.lt approaches hw 1 (scc Fig. 2) and there 
follows a kind of Rose-Einstein phase transformation, here not in equilibrium, but in 
nonequilibrium conditions. We noticed that J.lt approaches asymptotically w 1 for S 
going ro infinity, but never coincide with it. 
As a final question in this secrion, let us consider the encrgctic implications of 
the results. Considering an intensity S "" 1000 (beyond the criticai point), using 
To "" T 1 "" 10 picoseconds, and w 0 bcing of the order of 10 13 s 1 , this requires a 
pumping powcr of 6.4 x 10-<J Watts per mode. Assuming that this power is provided 
through hydrolysis of ATP, which produces 7.3 kcal/mol, in the event of an almost total 
absorption of this energy in the proccss, to sustain a stationary Frühlich condensate 
would require hydrolysis of 2 x 1 O 13 moles of ATP per mode per second. Consider 
a near onc-dimensional system (c. g. the cx-helix protein):the Brillouin-zone length is 
roughly 107 cm- 1, and if we considera sample, say, I O cm long, the number of modes 
is ~ 3 x 107 . If the propagation of the signal (as discussed in next section) takes, say, 
w-> s for riding the length of 10 cm (implying in a group velociry of 106 cm/s), for 
the process to be completed in Frühlich condensate it would require ~ 10- 10 moles 
of ATP, a seemingly easily accessible valuc. 
Another important consideration is the one related to the transient time that 
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must elapse bctwcen the switch on of the pumping source and the emcrgcnce of the 
stationary-state Frühlich condensate. Solution, in the given modd, of the equations 
of evolution allows us to estimare this time as being in the picosecond range, that is, 
Frühlich effect follows very rapidly after the pumping of metabolic energy into the 
vibrational modes has begun. 
llaving dealt with the stationary state of the model, let us consider in next section 
the dynamic aspects associated to the propagation of signals. 
3. PROPAGATION OF EXCITATIONS 
To consider the dynamical description of the system we introduce in NESOM, besides 
the basic variablcs of Eqs. (4) and (5), rhe operators for the amplitudes of vibration, a, 
and a~. Hencc the auxiliary statistical operator of Eq. (fi) is cxtended to take the form 
(?(t, 0) = exp{ -cp(t)- f3llo2- L [F,(t)a~a,- (f,(t)a, + J;(t)a~) J}, (24) 
" . 
where .f and f* are the NESOM-Lagrange multipliers associated to the added dynamical 
quantities [:~9]. 
lntroducing the canonical transformation (reminiscent of Claubcr [40] transforma-
tion to coherent states in laser theory) 
ã, ~a.,- (a,lt) , (25) 
where ã is a new annihilation operator and (a, I t) = Tr {a, e (t, O)}, we find that 
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e(t, 0) = exp{ -c/>(t)- ~ Fq(t)ã~ãq} , (26a) 
ci}(t) = c/>(t)- ~:~q(t;t ' (26b) 
(26c,d) 
(26e) 
has the form of the expression of Eq. (21 ), i.c. the mode population in the absence of 
variables (aqlt). 
Resorting to NESOM-SOART, togcther with the use of Eqs. (26), after some algebra 
we arrive to the equations of evolurion for the variables a, namely 
:t (aqlt) =-i ciJq (a.,lt)- fq (aqlt)- i Wq (aqlt) * + 
+fq (a.,lt)* +L [Rq 1q2 (aq,lt) (aq"lt) (a.,,,.,2 .,lt)* +c.c.J, (27a) 
'11'12 
:t (ak I t) = :t (aq I t) * = the c. c. of the r.h.s of Eq. (27a) , (27b) 
Úlq = O..Jq + Wq , (28) 
- 1 -1 4rr"" w ~ [ B ] -fq(t) - 2Tq (t) + h2 L IVqq' I 1 + Vq• +v., q' ó(Oq-q' + Wq• -- Wq) 
q' 
4 TT "" (2) 2 [ B 'I 
- h2 L IVqq' I Vq•- v., q'. 8(0q-q' - Wq• I tOq) 
q' 
(29) 
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with Tq given by Eq. (lOb), and we omit to write down the long expression for Wq, 
which is a term of renormalization of frequency which will not be of interest in the 
following analysis. Furthermore, 
R . 2rriV(~)I2 {( " . ) 1 ( ,... . )-1 '11'12 = 1 fiZ qq' Wql + C.l1qz - "<11 +q, + I é + Wql + Wq2 + "q1 +q" + 1 é + 
where é is taken in the limit +0, producing a principal valuc part and an energy 
conserving delta function. 
The coupled equations (27) contain linear and tri-linear terms. lgnoring the latter, 
the resulting linearizcd equation has as solutions damped wave motion, with frequency 
c'ü 4 and lifetime r" 1• The complete equations are of the Davydov's soliton type, but 
with damping. ln fact, if we introducc a representation in dircct space, defining the 
operators 
_ '\:' iq-R 
a1 .. L a" e 1, (:H) 
q 
where R 1 is the position of the J-th oscillating center, and assuming that these centcrs 
are periodically spaced, we find that 
:t (a)t) =-i~ { [wJI + W;t- i~;L] (a!lt) + [W;r- if;t] (allt)*} 
+I [RJ!m(a!lt)(amlt)(a;lt)* + c.c.] , (32) 
lm 
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rJt = Lfqeiq·(R;-Rtl, 
q 
W . _ 'Ç"' W eiq·(R;-R1) Jl-.:::..... q . . ' 
q 
R .1. = 'Ç"' R e i <11 ·(R; Rkl e i 'Ir (R; -R,.. J J.m L q,q, 
'11'12 
(33a,b) 
(33c,d) 
Consider now a (Jile-dimensional chain [29, 32) and let us introduce the average 
field operators in the continuum 
tfJ(x, t) =L (aqlt) eiqx 
q 
Moreover, the frequency dispersion relation is approximated by 
., 
c.oq = w 0 - aq· , 
(34) 
(35) 
where w 0 and oc are constants. Then, after neglecting the coupling terms with the 
conjugated equation (what is equivalem to introducing a truncared Hamiltonian in the 
so-called rotating wave approximation [41 ]), we obtain that 
ih;t!Jl(x,t) = (hu..>o+haa~2 )!fJ(x,t) -ihJ dx'[(x-x')tfJ(x',t) + 
+ J dx'dx"R(x,x',x")!Jl(x",t)!fJ(x",t)tfJ*(x,t), (36) 
R(x X x") = "' R ei<u(x-x')+iq,(x-x") 
, ' L llJll? ' 
'11'12 
nx- x'> =L rq eiq(x-x') . 
<j 
(3 7) 
(38) 
Equation (36) is a nonlinear Schrodinger-type equatíons with damping [39]. lntro-
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ducing a local approximation (rhat is, ncglccling space correlations) what is acom-
plishcd using the expressions 
R(x,x',x") = K8(x- x')8(x- x"), (39) 
l"(x · · x') = y(5(x- x'), (40) 
we obtain that Eq. (36) bccomcs 
i 1'1 :t I.Jl(X, t) = ( hc.oo + hfX a:z) !jJ(X, t) -i hyi.Jl(X, t) + Kii.Jl(X, t) 121./l(X, t) . (41) 
Equations (32) and (41) are of the form of the equations derived by Davydov in an 
alternativc way, but here clearly showing damping effects. 
ln thc simplified model consisting of two representa tive ser of modcs, thc damping 
constanrs of Eq. (29) are 
fo = ~ ("f0 1 + cxp(flht.).{iJIJ + B1 Vt) , r- 1 ( --1 - - ) 1 = 2 Tt +BoiJ -govo , (42a,b) 
where r = f"f and g = g"f' with "f being a scaling time. ln cquilibrium conditions 
at temperature 300 K, for the numerical valucs used in section 2, fJ0 l = 9.22 and 
r?J) ~ 20.71. fo can bc obtaincd from linewidths of scattering bands (see for exam-
ple Ref. [42]), and then it can be estimated the v alue of "f. Since the lifetimes are of 
the order of a few tens of picoseconds, a pulse signal impinged on the system would 
be carried a few micrometers, since the group velocity is cxpcctcd to be in the ordcr 
of 105 to lQh cm/s. 
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However, rhe situation is substantially modified if the excitation propagares in a 
nonequilibrium background, namdy the one provided by the srationary Fri::ihlich's con-
densate discussed in section 2. This is a result of the fact that the damping constants 
depend on the actual state of the system, being affected by the nonlinear anharmonic 
interactions that are responsible, on the one hand, for Fri::ihlich effect, and [last term in 
Eqs. (27)] for Davydov's mechanism of exciton propagation. ln the case of the model 
of section 2 we can obtain the two characteristic damping constants in terms of the 
pumping intensity, as shown in Fig. 3. 
As a result, while the lifetime of the high frequency modes largely decreases (f0 in-
creases in the figure), after the criticai point for the onset of rrühlich dfect the lifetime 
of the low frequency modes in the Frühlich-Bose condensate increases enormously (f1 
decreases to near zero in the figure). Consequently we may expect that in Eqs. (27) 
there occur a very rapid (pico- to subpicosecond scale) damping of the amplitudes 
(a" I t) for values of q contained in the region 'R o of the Brillouin zone described in 
section 2 (high frequency modes), whi\e those of the region 'R 1 (low frequency modes) 
are practically undamped. If we introduce the expression 
after replacing it in Eqs. (2 7) we obtain that 
exp (-i li.Jqt- fqt j ;tA,1(t) = (-·i Wq + fq)Aq (t) exp [-i Wqt- lqt) + 
+ L [ R;,q,A<It (t )Aq2 (t)A;j\ 1 " 2 "(t)] X 
"l '12 
(43) 
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Hence, those amplitudes with smalllifetime decay rapidly, and survive those corre-
sponding to modes in Frtihlich's condcnsate, where r is practically null. Consequently, 
in the expression for the average field operator in the continuum of Eq. (34), after a 
very short transknt (expected to be in the subpicosecond range) only the contribu-
tions from the modes in the condensate survive, i.e. the summation in Eq. (34) can be 
restricted to modes q E 'R 1 in reciprocai space. Then in Eq. (41) the damping term 
disappears (y = 0), and we recover an equation for an undamped Davydov's soliton. 
Summarizing, according to the results thus far derived there should follow propaga-
tion of a coherent-Davydov's soliton-like excitation, composed by the low-lying excited 
vibrational states, which can travei very long distances, once metabolic energy has been 
provided to produce a Frôhlich-Bose-Einstein-like condensation in the open system in 
nonequilibrium thcrmodynamic conditions. 
4_ SUMMARY AND CONCLUDING REMARKS 
Wc have considered a model of bio\ogical systems (e.g. the a-helix protein chain) of 
the type proposed by Frtihlich and Davydov. Polar vibrational modes that are pumped 
by a source of energy, are in nonlinear anharmonic interaction with a thermal bath 
that remains at constant temperature and which is modelled as a system of acoustic-
type vibrations. The vibrational polar modes are then an open system in (arbitrary) 
nonequilibrium conditions. 
438. 
Two main results arise out of the particular application we presentcd: on the one 
hand (Section 2), we have been able to demonstrare that such system displays com-
plex bchavior, namely, that ata certain distance from equilibrium, i.e. for a threshold 
value of the pumping intensity, there occurs a steeply increase in the population of 
the modes with low frcquencies, in a way reminiscent of a Base-Einstein condcnsation. 
This was prcdicted by H. Frohlich, and then we have called it Frôhlich's effect. There 
is a kind of self-organization in thc system, governed by nonlinear effects in the equa-
tions of cvolution, and thus, this phenomenon may be considered as the emergence of 
a dissipa tive structure in Prigogine's sense [1, 21 ]. On thc other hand in section 3 we 
have addressed the question of !ong-range propagation of excitations in the system 
we considered in section 2. As noted, A. S. Davydov proposed that this is possibly ac· 
complishcd through propagation of solitary waves, resulting from the nonlinearity in 
the equatlons of evolution. Howevcr, it was pointed out that in realistic physiological 
conditions it should occur strong damping of the wave. We derived the equivalent of 
Davydov's cquations [Eqs. (27)] in general thermodynamic conditions, where the damp-
ing effcct is clearly evidenced. But our calculation allowcd to show that this damping is 
dependcnt on the macroscopic state of the system, and influenced by the sarne nonlin-
earitics responsible for both, Frohlich effect and Davydov's soliton. As a consequcnce, 
after Frohlich condensation sets in, the lifctimes of the low frequency vibrations (i.e. 
those modes in the Frohlich-Bose condensate) increase enormously. This implies that 
a coherent excitation composed by the low-lying in frequency excited states form a 
Davydov's soliton-like wave which traveis undamped in Frdh/ich condensate. 
ln summary, I ong-range propagation of excitations (informational energy) in biosys-
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tems can follow in the Frühlich condensate, which are, otherwise, strongly dampened. 
That is, metabolic encrgy needs be provided to largdy increase the population of the 
low-lying-in-frcquency modes, for, on this so prepared background, to be possible 
dissipation-free signals to proceed. The results were derivcd on the basis of a sim-
plified model, but we believe that the general outlook is correct. A detailed calcu-
lation, allowing for exact results in the case of the e<-helix structure in protcin is in 
devdopment [49) and preliminary rcsults agree with those presented here. Figure 
4, taken from that referente shows, for the case of the e<-helix structured chain, the 
composition in frequcncies of the modes in Frôhlich's condensate, what gives better 
justification to the modd of two sets of representativc modes that we used. As a fi-
nal word we remark on a curious point consisting on the fact that it can be noticed 
certain similitude of the phenomenon described here with laser action. Furthermore, 
we noticed that another novel phenomenon, also driven by the nonlinearities in the 
equations of evolurion, consists in the possible emcrgence of a Cherenkov-like effect 
[50) in this media: 1t consists in that when the soliton is propagating with a velociry v 
larger than the average group velocity of thc phonons in the bulk medium, correspond-
ing to the modes in Frohlich condcnsate, it is predicted a Jarge cmission of phonons 
in priviledged directions. ln the case of acoustic vibrations, with sound velocity s, 
the emission occurs in a direction with angle e such that cosO "" s /v [?]. This may 
be the particular excitation noticed in experiments in ultrasonography [52) where it 
was dubbed as an X-wavc. Additional considerations on Frohlich effect and Davidov's 
Soliton are presented in the works listed in Ref. [?). 
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FIGURE CAPTIONS 
Figure 1: Mode populatiuns of the representative high frequency modes (index 
naught) and luw frequency modes (index one) for increasing intensity uf the 
power source. 
Figure 2: The quasi-chemical potcntial (in units of 11w 1 ) of the representative low 
frequency modes vs. rhe intensity of the power suurce. 
Figure 3: Reciprocai lifetime of rhe representative high frequency mudes (index 
naught) and low frequency mudes (index one) vs. the intensity of the power 
source. 
Figure 4: Modc populations (in frequency space) in Frohlich's condensate for the case 
of a near (me-dimensional model for the cx-helix protein. After Ref. [48]. 
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Figure 1: Mode populations of the representative high frequency modes (index naught) 
and low frequency modcs (index one) for incrcasing intensity of the power sourcc. 
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Capítulo 7 
----------------------~ 
CONCLUSÕES 
O objetivo desta tese, como já foi indicado na Introdução, foi o de apresentar uma 
Mecânica Estatística de Sistemas Não-lineares c uma Termodinâmica Irreversível apro-
priadas para tratar os assim chamados sistemas complexos. Mais precisamente, foi 
o de utilizar dois poderosos enfoques para o tratamento de sistemas dinâmicos não-
lineares, a saber: 
• a Mecânica Estatística Preditiva - baseada na Teoria da Informação - na parte 
correspondente ao Formalismo dos Ensembles de Não-Equilíbrio (NESOM), onde 
usamos o enfoque de Zubarev; 
• a Termodinâmica Estatística Informaciona\ (1ST). 
Estas teorias foram aplicadas ao estudo de sistemas de partículas tipo boson, como 
são os fonons e éxcitons cm matéria condensada. 
Deixamos o esclarecimento de que na tese não foi desenvolvida nenhuma extensão 
ou aperfeiçoamento destas teorias; com base no seu desenvolvimento já existente 
foram diretamente aplicadas ao estudo de sistemas com uma dinâmica não-linear e 
aparecimento de comportamento complexo. 
Sumarizamos brevemente a contribuição resultante, visto que cada capitulo apre-
senta a discussão dos resultados. 
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Basicamente tratamos, via o uso do formalismo MaxEnt·NEsOM, da Termodinâmica 
Irreversível (IST) e da Teoria da Função Resposta dele derivadas, de sistemas dinâ-
micos afastados (perto ou longe) do equilíbrio termodinâmico, realizando um estu-
do com certa profundidade do comportamento macroscópico de matéria condensada 
quando efeitos não-lineares estão presentes. No caso dos bosons considerados -
fonons ópticos e acústicos e éxcitons em polímeros orgânicos, sistemas biológicos e 
semicondutores - pudemos, a partir de uma base mecânica microscópica, eviden-
ciar comportamento complexo num nível macroscópico e analisar particularmente tal 
comportamento nesses sistemas dinâmicos não-lineares, evidenciando três notáveis 
fenômenos, que são: 
• Condensação Frõh\ich-Bose-Einstein (Efeito Frtihlich); 
• Propagação de sólitons de Schrôdingcr-Davydov de vida média muito longa; 
• O efeito Frôhlich-Chcrenkov. 
No caso de polímeros, como a acetanilida, consideramos as vibrações polares ("co-
streching" ou Amida I) em interação c cm equilíbrio com o meio circundante. Mos-
tramos de forma conclusiva - na literatura existente era conjectura - que a banda 
dita "anômala" no espectro de absorção infravermelha corresponde à excitação co-
nhecida como sóliton de Schri.idinger-Davydov. Este é resultado do comportamento 
não-linear das equaçôcs de evolução das amplitudes de vibração, proveniente da inte-
ração anarmônica dos modos polares com o meio circundante. 
Outra análise que levou aos mesmos resultados consistiu em analisar os (·xcitons 
criados num semicondutor pela ação de um pulso de radiação gerado por um laser. 
Em ambos os casos a vida média da excitação é muita curta. 
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No caso das vibraçôes polares tipo Amida I - existentes e relevantes em siste-
mas biológicos como a hélice 01 em proteínas -, sob ação de excitação contínua, que 
leva o sistema para longe do equilíbrio, temos estudado com certo detalhe a emergên-
cia de uma condensação tipo Base-Einstein numa estrutura no estado dissipativo de 
não-equilíbrio, mas não uma transição de fase no sentido usual. Temos denominado 
o fenômeno como efeito Frôh/ich em razão de ter sido primeiramente sugerido por 
Herbert Frühlich. 
Como notado no texto principal, tal efeito pode ser de grande revelância no funcio-
namento de sistemas biológicos. Não se pode descartar o fato de que o efeito possa 
estar presente em outros casos em matéria condensada: um é o caso de éxcitons cm 
simicondutores tratados no Cap. S, e outro candidato seria as oscilações de plasma 
em materiais dopados, incluindo aqui os biológicos onde as proteínas são dopadas do 
tipo p. Neste ultimo caso dos plasmons o comportamento complexo a surgir poderia 
ser do tipo de formação de uma onda estacionário de carga. Esta pode ser conside-
rada como um tipo particular de eletreto, com uma situação similar -· i. e. formação 
de eletreto ·- podendo estar presente no caso das vibrações polares como um estado 
meta-estável. 
Sendo mostrado que o efeito Fri:ihlich e a formação de sóliton são conseqüência 
das mesmas não-linearidades presentes no sistema (na literatura existente têm sido 
estudados separadamente a partir de modelagens diferentes), temos procedido ao 
estudo da propagação de ondas solitárias no substrato consistente no condensado 
de Fri:ihlich-Bose-Einstein. Como visto pode ser mostrado a existência de um novo 
fenômeno consistente em que a excitação correspondente a um sóliton de Schri:idinger-
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Davydov se propaga no condensado com uma vida média ordens de grandeza maiores 
que na ausência de fonte externa de alimentação. 
O fenômeno tem sido evidenciado no caso do assim chamado "excitoner". Co· 
mo temos demonstrado, esta amplificação espontânea de éxcitons coerentes a partir 
de éxcitons incoerentes - numa forma similar ao que acontece com os fotons no 
laser -- consiste em um sólilon de Schrodinger-Davydov formado num condensado 
de frühlich-Bose-Einstein. O sinal detectado experimentalmente é explicado pela pre-
sença do sóliton "vestido" por um nuvem de éxcitons incoerentes. 
Finalmente, no Cap. 6, procuramos tratar sistemas biológicos modelados. Por um 
lado reforçamos que a condensação Frühlich-Bose-Einstein e as ondas solitárias não-
amortecidas propagando-se nesse substrato podem ter relevância muito importante 
em Hiofísica, particularmente em Bioenergética. Por outro lado consideramos, em co-
nexão com certos resultados na área médica de imagem por ultrasonografia, o caso de 
vibrações acústicas. Mostramos que, em completa analogia com o caso das vibrações 
polares ópticas, apresentam-se os fenômenos da condensação Frühlich-Bose-Einstein 
(mais fácil de surgir como resultado das freqüências acústicas serem muito meno-
res que as ópticas) e da propagação a grandes distâncias do sóliton de Schrt:idinger-
Davydov. 
Além disso, mostramos também outro fenômeno novo e peculiar, também presente 
nos casos de vibrações ópticas, que lembra o efeito Cherenkov no caso de propagação 
de cargas em meios maleriais, e que denominamos de efeito Frühlich-Cherenkov. Con-
siste em larga emissão de fonons em determinadas direções, quando a velocidade do 
sóliton é maior que a velocidade do som no meio. A emissão acontece ao longo de co-
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ncs com vértice no sóliton e um iingu lo de abertura dado por cose "" sI v. Isto explica 
os chamadas ondas X em processos de ultrasonografia. 
Como palavras finais diremos que estes estudos, por um lado, convalidam as teorias 
propostas (MaxEnt-NESOM e IST) proporcionando formalismos promissores mecânico-
estatisticos para tratar sistemas não-lineares e mostrar a eventual emergência de com-
portamento complexo dando idéia de sua origem ao nível molecular atômico ou de 
partículas. Por outro lado eles abrem uma excelente perspectiva para que se possa 
tratar um amplo conjunto de fenômenos associados a comportamento complexo em 
sistemas físicos, químicos e biológicos abertos e levados para longe do equilíbrio. 
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Apêndice A 
-·-·-- . ·····-···------------------------------
Metodologia 
A.l O Método do Operador Estatístico de Não-Equilíbrio 
O Método do Operador Estatístico de Não-Equilíbrio (MOENE), em qualquer uma de suas 
formulações, baseia-se no princípio estabelecido por Bogoliubov [Bogoliubov 1962; 
lJhlenbcck 1963] de que a descrição do estado macroscópico de um sistema fora do 
equilíbrio termodinâmico pode ser feita com um número contraído de variáveis, se 
houver uma hierarquia de tempos de relaxação tal que o sistema continuamente per-
ca memória da evolução prévia, o assim chamado princípio de enfraquecimento de 
correlaçôcs. Desse modo, pode-se definir um conjunto básico de variáveis dinâmicas 
{PJ(r)}, j ...., 1, ... , n, com, em geral, um número n de elementos muito menor que o 
número de graus de liberdade do sistema considerado, para cfctuar tal descrição cm 
dado estágio de evolução do sistema. 
O conjunto de macrovariáveis { QJ(r, t)} associadas aos {Fj(r)} é constituído pelas 
médias estatísticas das variáveis dinâmicas, (F; (r) I t), as quais devem corresponder às 
medidas obtidas experimentalmente. Essas macrovariáveis, em termos do Operador 
Estatístico de Não-Equilíbrio (OENE), e(t), são dadas por: 
(A.1) 
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onde e(t) é o operador estatístico de não-equilíbrio (OENE), que depende destas e 
apenas das variáveis dinâmicas {F1(r) }. A contração do número de variáveis está 
ligada com a separação do hamiltoniano total em duas contribuições 
li = Ho +- H' , (A.Z) 
onde H0 é a parte do hamiltoniano que contém os efeitos dinâmicos associados com 
a parte da energia cinética e com intera<,:f>es que produzem efeitos de relaxação com 
tempos de decaimento menores que o tempo característico do experimento, que é ti-
picamente da ordem do tempo de resolução do instrumento; enquanto H' contém as 
interaçües responsáveis por mecanismos mais lentos de relaxação; exemplos ilustra-
tivos são proporcionados no estudo de sistemas de spin [Buishvili & Zviadadze 1972] 
e de semicondutores fortemente fotoexcitados [Vasconcellos et al. 1990]. 
A determinação deste conjunto {Pi(r)l é um dos problemas capitais da Mecânica 
Estatística do Não-Equilíbrio, não havendo um método definitivo para chegar a uma 
decisão única. Para cada problema em particular pode-se chegar a mais de uma opção. 
Contudo, a escolha dessas variáveis deve obedecer necessariamente uma condição de 
fechamento, denominada condição de simetria de Zubarev-Peletminskii, 
(A.3) 
onde os CXJk são operadores diferenciais [Peletminskii & Yatsenko 1968] em uma re-
presentação quântica apropriada. 
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As macrovariáveis { Q; (r, t)} definem o estado macroscópico ou mesoscópico, de-
pendendo do caso, ou seja, o estado termodinâmico de não-equilíbrio do sistema. 
Observemos que, embora as quantidades { P; (r)} variem no tempo com a evolução do 
estado dinâmico do sistema, o experimento não acompanha a evolução microscópica, 
porém a evolução macroscópica do sistema através das macrovariáveis { Q; (r, t) }. Os 
resultados de semelhante experimento devem ser descritos por equações de transpor-
te generalizadas da forma: 
a 
at Q;(r, t) ~'R; {QJ (r, t) ' ... 'Qn (r, t); t} ' (A.4) 
onde os 'R; são funcionais das macrovariáveis Q;(r, t), sendo em geral de caráter não-
linear, não-local e acompanhados de efeito de memória. Assim, as Eqs. (A.4) são as 
equações fundamentais à descrição da evolução macroscópica do sistema. 
O OENE e{t) satisfaz à equação de Liouville, que apresenta dois tipos de solução, 
as soluções retardadas (evolução rumo ao futuro) e as soluções avançadas (volta do 
futuro para o passado), e assim temos reversibilidade temporal. O comportamento 
irreversível na descrição do estado macroscópico do sistema pode ser conseguido me-
diante a introdução ad hoc de uma hipótese não-mecânica, que consiste na imposição 
de uma quebra da simetria de reversão temporal da equação de Liouville, o que é fei-
to negligenciando o conjunto das soluções avançadas. Na prática, isto é conseguido 
introduzindo o conceito de quasi-médias de Bogoliubov [Bogoliubov l9fi7, 1970]. 
Na formulação do OENE de Zubarev, que será utilizado nesta tese, isto é feito adi-
cionando uma fonrc infinitesimal à equação de Liouville c, após o cálculo das quasi-
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médias, fazendo o limite tender a zero. A construção desse operador é feita utilizando-
se um princípio variacional, o Formalismo da Maximização de Entropia Estatística (Ma-
xEnt), proposto por .Jaynes [1957a,b, 1978, 1983, 1986]. De acordo com este autor, a 
teoria de informação proporciona um critério construtivo para obter distribuições de 
probabilidade com base em um conhecimento parcial do estado do sistema, levando 
para um tipo de estatística por inferência. A base é a contribuição de Shannon à teoria 
de informação [Shannon & Weaver 1964; Beck 1976]. De acordo com jaynes, o estado 
de conhecimento do observador é dado por inferência probabilística, que consiste em 
determinar a distribuição de probabilidade P; dos eventos Xj, maximizando a quan-
tidade S1 = k 2.; P.i ln p;, a assim chamada entropia informacional, onde k é uma 
constante positiva, e S1 está sujeita às condições do conhecimenTo existente sobre o 
sistema [Jaynes 1 95 7 a,b, 1978, 191B, 1986]. Detalhes da construção desse operador 
podem ser encontrados em Zubarev et al. [1996, 1997]; Luzzi & Vasconcdlos [1990]; 
Ramos et al. [ 199S]; Luzzi et a/. [EHJR]. 
O OENE na formulação de Zubarev, e,, é dado por 
onde {!(t, 0) é um operador auxiliar de relevância importante na teoria dado pela dis-
tribuição tipo Gibbs instantânea: 
{!(t, 0) ~ exp{ --cf>(t)- L Fi(t)FJ(r)} , 
i 
(A.6a) 
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e 
{!(t',t'- t) = exp~-i~ (t'- OH} e(t',O)exp{i~ (t'- OH}, (A.6b) 
onde </J(t) assegura a normalização de e. e as variáveis termodinâmicas intensivas de 
não-equilíbrio F1(t) são os multiplicadores de Lagrange que o método introduz. 
Usando a Eq. (A.5) é possível mostrar que o OENE é composto de dois termos: 
e,(tl = e(t,o) 1 e~(t). (A.7) 
o termo e(t, 0) é um operador auxiliar de grão grosso que dá valores médios ins-
tantâneos das observáveis do sistema, e que não leva em conta a dissipação do sistema, 
e o termo e; (t) está associado com a informação dinâmica microscópica indispensável 
para descrever-se a evolução irreversível e os processos dissipativos que ocorrem no 
sistema. Além disso, tem-se que 
(A. H) 
A.2 Teoria cinética 
Consideremos um sistema quântico cujo hamiltoniano separamos em dois termos: 
fl = flo + fl' . (A.9) 
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Nesse sistema, fio é a parte do hamiltoniano que contém os efeitos dinâmicos as-
sociados na evolução dos {P1(r)} com a parte da energia cinética e com interações que 
produzem efeitos de relaxação rápidos, enquanto H' contém as interações responsá-
veis por mecanismos mais lentos de relaxação [cf. Eq. (A.Z)) 
Diferenciando-se a Eq. (A.l) com relação ao tempo, obtemos: 
(A. lO) 
Levando em conta a Eq. (A. 7), obtemos: 
;t Q1(r, t) = Tr { (ih)- 1 [F1(r), H]Q(t, O))} + Tr {(i h) ·l [ P1(r), H Je~(t)l J . (A.ll) 
Com a separação de H dada pela Eq. (A.9), podemos escrever 
onde 
Jj<>l =Tr!(ih)- 1[F1(r),Hole(t,ü)} = (ih) 1 ([P,(r,Ilo)Jit}o, 
Jj 11 = Tr { (ih) 1[P1(r),IJ')f.?(t,o)J = (ih)- 1 ([F1(r,H')llt>o. 
Levando em conta as Eq. (A.3), (A.7) e (A.8), podemos mostrar que: 
(A.12) 
(A.13a) 
(A.l3b) 
(;\.14) 
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de maneira que podemos escrever o segundo termo do lado direito da Eq. (A.ll) como: 
Tr f (ih)- 1 [F(r),H]e~(t)} = Tr { (ih)- 1 [F1 (r),H'le~(t)} = J;(r, t). 
. . 
(A.lS) 
O operador de colisão ](r, t) é extremamente complicado, contendo efeitos alta-
mente não-lineares, não-locais e de memória (a história prévia, mecânica e termodinâ-
mica até o tempo t). Com as propriedades das Eqs. (A.3) e (A.9) podemos escrever este 
operador de colisão como uma série infinita de operadores de colisão organizados em 
potências sucessivas da interação: 
00 
}J(r,t) = '2.,Jjk1(r,t), 
k-2 
(A. 1 fi) 
onde o índice k representa a ordem de interações. Dessa forma, podem ser introduzi-
das aproximações através do truncamento da série de operadores de colisão parciais, 
numa dada ordem de interação. A teoria de transporte baseada no MOENE constitui 
uma generalização abrangente das idéias e do formalismo de Mori [Mori 1965] (vide, 
por exemplo, Madureira et ai. [ 1998a]), sendo altamente não-linear e, em princípio, 
aplicável a qualquer situação arbitrariamente longe do equilíbrio. Até segunda ordem 
na intensidade de interação resultante no limite Markoviano, tem-se a a expressão 
aproximada [Luzzi & Vasconcellos 1990; Madureira et ai. 1998b]: 
] 1 (t) ""Jj21(r, t) = (ih)- 2 (, dt' edt' 0 ([H'(t'- t) 0 , [H',F;(r)]]l t)o 
ft 8f
1 1 (r t) 
+ (ití)- 1 dt' e'(t'-c) L MI ( ' ) ([H'(t'- t)o,J\(r)]l t)o, (A.l7) 
.-oo k kr,t 
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onde H(t'- t) 0 é o operador na representação de Heisenberg na evolução com H0, 8 
indica derivada funcionaliCourant & Hilbert 1953], e lembramos que definimos 
( · · · I t) o = Tr { ... e (t, O l} . (A.18) 
Na aproximação proposta, a Eq. (A.l O) pode ser escrita com o auxílio das Eqs. (A.l2) 
e (A.l6) como: 
d . d ' (0) ( l) (2) dt QJ(r, t) -= dt (P;(r) I t} = 1; (r, t) + 1; (r, t) + 1; (r, t) , (A.l9) 
obtendo-se assim no MOENE a especificação dos funcionais 'R1 da Eq. (A.4). 
Essa expressão constitui o conjunto de equações generalizadas de transporte, cons· 
truído, relembramos, usando-se o Operador Estatístico de Não·Equilíbrio na aproxi· 
mação Markoviana de segunda ordem na intensidade de interação, que é o termo de 
ordem mais baixa a produzir efeitos dissipativos. 
Para o OENE de Zubarev, o termo 1Y> (r, t) tem a seguinte expressão: 
() .. 8J(l)(t) Jj2l(r, t) = (ih)- 2 f dt'e"' ([H'(t')o, [H', P1(r)l + ih I ~ J J\(r)ll t)o. 
• • -00 k ô(Pdr> I t) 
(A.20) 
A.3 Teoria da Função Resposta 
Outro item de grande importância, e ligado à teoria cinética descrita na seção A.2, é 
o da construção de uma teoria da Função Resposta. Isto é descrito na reprodução a 
473. 
seguir de um arrigo que está sendo submetido para publicação no }ournal ofStatistical 
Physics. A seção 2 desse artigo - por consistência em sua apresentação - tem uma 
discussão do formalismo nos moldes do que já foi apresentado nas seções anteriores 
deste apêndice. 
Apêndice B 
Integração da Equação de Schrõdinger 
Não-linear pelo Método do Espalhamento 
Inverso 
B.l O método 
Nosso problema consiste em achar as soluções do problema de valor inicial para a 
equação: 
.atp(x,t) atf,(x,t) 2 
1 at + ax2 +gltjJ(x,t)l tfJ(X,t)=O (B.l) 
com a seguinte condição inicial: 
1/J(x, O) = tfJo(x), (B.2) 
com t/Jo(x) correspondendo a uma função arbitrária decrescendo rapidamente no in-
finito (x ~ oo). Zakharov & Shabat [1972] criaram um mérodo para resolver esse pro-
blcma, o assim chamado Método do Espalhamento Inverso (MEl). Eles mostraram que 
a solução da esse problema pode ser colocado em correspondência com o problema 
475. 
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do espalhamento para os autovetores 
V= (B.3) 
Vz 
satisfazendo o sistema de equações: 
dv 1 .,.. ( ) 
·d - + i..,v 1 = q X V> X • " (B.4a) 
dv, 
c 
dx i(v~ = -q* (x)v 1 (B.4b) 
com aurovalores ( = ;c; 1- i17, e 
q(x)- iJiitJlo(x). (B.5) 
O mi·todo proposto por esses autores consiste em achar soluções do sistema (B.4) tais 
que, em uma função fixada q(x) e um autovalor (,possuam o seguinte comportamento 
assintótico: 
1 
e-i(x , se x ~ -oo 
o 
v((.x) ~ (B.6) 
1 o 
a(()e-i(x + b(()ei(x , se x ~ oo 
o l 
onde a(() é o coeficiente de transmissão c b(() é o coeficiente de reflexão de uma 
onda plana incidente no potencial q(x) da região x"' oo. 
A relação entre b(() e a(() determina o coeficiente de reflexão: 
R '""' b(() 
a(() 
477. 
(B.7) 
As funções em (B.6) admitem continuação analítica no semiplano superior 11 > O de 
uma variável complexa(. Zakharov & Shabat 11972] provam que, uma vez conhecidas 
a(() e b(() em um tempo t = O, pode-se obter seus valores em t > O por meio das 
relações: 
a((, t) =a((), (B.8a) 
b((, t) = b(() exp(4i(~t). (B.8b) 
Nos valores(;. j = 1, ... , N, no semiplano superior em que os coeficientes a(() se 
anulam, a forma assintótica da função v ( ( 1, x) é dada por 
1 
o 
v((;,x) ~ (B.9) 
o 
1 
A função v ((1, x) decresce assintoticamente em x ~ ± oo; ela descreve, portanto, os 
estados ligados correspondentes aos autovalores complexos ( 1 nas Eqs. (B.4). 
Os assim chamados dados do espalhamento, por meio dos quais se pode determi-
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nar a função q(x, t) em um momento arbitrário t, são dados por 
[aa(()J-
1 
( 1, c;(t) = b((1, t) ai _ . , 
ç ç, 
A função q(x, t) no MEl é dada por 
R(( t) ~ b((, t) . 
. ' a(() 
q(x,t) = -2K(x,x), 
(B.l O) 
(B.ll) 
onde a função K (x, y) é a solução da equação integral de Gelfand-Levitan-Marchenko: 
00 00 
K(x, y) = F* (x + y, t) - J ds J dzF* (s + y, t)F(s + z, t)K(x, z), (B.12) 
X X 
onde a função F(x, t) é dada em termos dos dados do espalhamento (Eq. lU O): 
1 oof . N , 
F(x, t) = Zrr R((, t)e''xd( +L c;(t)c'''·'. 
~~ j-L 
(B. Ll) 
Uma vez determinada a função q(x, t) por meio da Eq. (B.ll), pode-se usar a Eq. (B.S) 
para obter lfJ(x, t) 
···iq(x, t) f.JJ (x, t) = -'-'-.:......;.. 
.Jli 
que é a solução da Eq. (B.l) com a condição inicial especificada pela Eq. (B.2). 
(B.14) 
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B.2 Aplicação do método 
Como aplicação do MEl, resolveremos a equação 
.êJtp(x,t) êltjJ(x,l) ~ 
I êJt I êJx~ l-2glt/J(X,t)l tjJ(x,t)=Ü (B.l5) 
com uma condição inicial na forma de uma secante hiperbólica: 
A .. ,k tjJ(x, 0) = 1./Jo(x) =-e'" xsech(Ax). 
. Jil (B.l6) 
Para calcular os dados do espalhamento, temos de encontrar as soluções assintóticas 
do sistema (B.4). 
Usando a Eq. (B.4b), podemos escrever que: 
v; + i(v1 
V·• --= --- • 
, q(x) (B.l7) 
Substituindo a Eq. (B.l 7) na Eq. (B.4a), obtemos a equação: 
" q'(x) ' (Y'? I ( ll2 .q'(x)) O V --- V + o," + q X - 1 ····· ... VJ = . 
1 q(x) 1 q(x) (B.l8) 
Para a condição inicial da Eq. (B.l6) o potencial q(x) é dado por 
q(x) = iAc 21kxscch(Ax), (B.l9) 
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de maneira que a Eq. (H.l8) se reduz a: 
v;'- (2ik- A tanh(Ax))v; + [Ç~ + A2 sech~(Ax) + (2k +iA tanh(Ax))Ç)v1 =O. 
(B.ZO) 
O comportamento assintótico da equação acima quando x ~ ±oo é: 
ví' -· (2ik + A)ví + [Ç~ + (2k ± iA)Ç]vl =O. (B.21) 
A solução geral da Eq. (B.21) é: 
(B.22) 
com c 1 e c2 constantes arbitrárias a serem determinadas tal que v 1 satisfaça a con-
dição 
(B.23) 
quando x ·~ -oo. Com isso, obtemos que: 
Vt = 
e(~ik+i(+A)x se x ~ -oo com.,...= -k +!iA 
• , ' ~ 2 (B.24) 
e-l(x , se x ~ oo. 
e, usando a Eq. (B.l7), 
Vz =O, para x ~ ±oo. (B.25) 
Uma vez que em x ~ oo, v 2 = b ( Ç) e;ç", é imediato que 
b(Ç) =O, 
de maneira que o valor de R na Eq. (B.lO) é 
R(Ç, t) """O, 
e o valor da função auxiliar F(x, t) da Eq. (B.13) é: 
N 
F(x, t) = L c;(t)ei(Ç,)x 
i~L 
Em nosso caso, N = 1, [cf. Eq. (H.24)], de modo que: 
F(x, t) = c1 (t)é>, 
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(B.26) 
(B.27) 
(B.28) 
(B.29) 
com Ç = -·k+ &iA. Substituindo a Eq. (B.29) na Eq. 8.12, e assumindo K(x, y) na forma 
K(x,y) = f(x)e ;ç•y (B.30) 
obtemos: 
00 00 
.f(x)e-iÇy = c;'(t)e i(*(x+y)- I ds I dz lcl (t)1 2 e iÇ'(siy)e-i((S+Z)f(x)e-i(*z_ (B.31) 
X X 
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Resolvendo para f(x), encontra-se que: 
f(x) = 
ct (t)e-i(* x 
1 + k1i~,>f e y x 
k 
O valor de c1 (t) é dado por [cf. Eq. (B.Sb)] 
Utilizando as Eqs. (B.32), (B.:n), (B.ll) e (B.14), obtém-se 
2A A(4kt x) ( t) ___ · i[2kx-(4k'-A2)tl_e_•--c-,..-,--;--1/J X, - Jlje 1 + e2A(4kt x)' 
que pode ser colocada na forma: 
A . . . ,z 2 ., 
1/J(X' t) = - e'[2kx-(4k -A )I J se eh" r A(x - 4kt) J. 
V9 
(B.32) 
(B.33) 
(B.34) 
(B.35) 
que é a solução procurada para a Eq. (B.lS) com a condição inicial dada pela Eq. (B.16). 
Apêndice C 
---------------------------------=-
Valores Médios de Operadores 
Para calcularmos os valores médios de operadores com o operador auxiliar (?(t, 0), 
podemos diagonalizá-lo com o auxílio de uma transformação canônica: 
onde Àq é um número complexo. Com isso 12 ( t, O) toma a forma: 
il(t, O)~ exP{ -cr- _L[Fq(tlb!bq + (Fq(t)A~ + fq(t))bq 
q 
onde 
<P =ln Tr exp!- ,L[ Fq(tlb!bq+ (Fq(t)A~ + fq(t)) bq 
q 
(C.l) 
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484. 
Se tomarmos 
i\* = - fq ( t) ' 
q Fq(t) (C.4) 
a expressão para f.?(t, O) reduz-se a: 
(C.S) 
e nessa forma podemos calcular as médias que aparecem ao longo dos cálculos das 
equações de evolução. 
C. I Cálculo de (aq I t) e (a~ I t) 
(aq I t) """'Tr {aqf!(t, O)) ..., Tr { (bq + i\q) Q(t, Ol} 
= Tr {bqf!(t,O)) + i\q Tr {e(t, O)) = i\q (C.6) 
(C.7) 
onde usamos o fato de que Tr{f!(t, O)} = 1. 
485. 
(C.S) 
Quando q 1 = q 2 , temos 
(C.9) 
de maneira que podemos escrever a Eq. (C.S) como 
(C. lO) 
C.3 
486. 
I 
= (aq1 I t) (aq~ I t) (aq 1 I l) + 
onde fizemos uso da Eq. (C. lO). 
(C.12] 
487. 
Usando o teorema de Wick [Louissel 1973], podemos escrever que 
+ Tr { b ~I b q, {! ( l ' o) } Tr f b ~ b '12 e ( t ' o) l ' (C.l3) 
de modo que 
Apêndice D 
------------ --·-··- ··--····--
Deltas de Conservação 
D.l Introdução 
Para calcularmos as várias integrais que aparecem nas equações de transporte para 
Vq, aq c at, utilizamos a relação 
8( f(x)) ="" r".i(x- X;) 
· L. lf'(x·)l' l • l 
(D.l) 
onde os x; são as raízes de .f. e .f' (x;) é a derivada de f (x) cm x = x;. Uma vez fixadas 
as relações de dispersão, podemos calcular as raízes das funções que aparecem nas 
deltas para expandi-las. As deltas de conservação que aparecem nas equações são: 
(D.2a) 
(D.Zb) 
(D.2c) 
(D.2d) 
(D.2e) 
489. 
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Analisaremos cada uma das funções f; para o caso dos modos ópticos e para o 
caso dos modos acústicos. 
D.2 Modos ópticos 
Neste caso, a relação de dispersão para o sistema é Wq = UJo- (J(q 2, e para o reservatório 
é Uq - sHq. Levando em conta essas relações, podemos escrever as Eqs. (D.2) como: 
(D.3a) 
(D.3b) 
(D.3c) 
(D.3d) 
(D.3e) 
Analisaremos a seguir cada uma das funções .h calculando suas raízes e as con-
dições em que elas existem. 
491. 
0.2.1 Análise de !1-
i) Para q < O, a expressão para .f1 é: 
se ql < q, 
(0.4) 
se q 1 >O. 
Neste caso, a função .f1 possui duas raizes: 
se q 1 < q, 
(0.5) 
se q 1 >O. 
Para que a condição q 1 < q seja satisfeita, q deve satisfazer à relação (( l < q < O. 
Igualmente, para que a condição q 1 > O seJa satisfeita, devemos ter que (H < q < O, 
com: 
(!--) 2 + w 0 . LOI 01 (I ).(j) 
Podemos então escrever, usando a Eq. (0.1), que: 
onde (~) é a função degrau de Heaviside. 
492. 
ii) Para q 2 O, a expressão para f 1 é: 
(D.8) 
') 
Wo + ()(q~ , se ql > q. 
Neste caso, a função .f1 possui duas raízes: 
Yt' 
(D.9) 
y, 
-· 
se ql > q. 
Para que a condição q 1 <O seja satisfeita, q deve satisfazer a relação O< q < -ç<->. 
Igualmente, para que q 1 > q seja satisfeita, devemos ter que O < q < -(<->. 
Podemos então escrever, usando a Eq. (D.l), que: 
(D.lO) 
Assim, para um q geral, podemos escrever: 
(D.ll) 
493. 
D.2.2 Análise de .f2. 
i) Para q < O, a expressão para 12 (·: 
f:') ---' 
. " se O< q 1 < -q, (D.l2) 
Neste caso, a função .f!_ possui uma raiz: 
(D.l :-n 
se e apenas se for satisfeita a relação O < q 1 < -q. Para tanto, q deve satisfazer à 
condição -Ç(+l < q < Ç(-l, com 
( s )
2 
Wo 
- +-. 20< ()( (D.l4) 
Podemos então escrever, usando a Eq. (D.l), que: 
(D.15) 
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ii) Para q ;::: O, a expressão para .fz é: 
... 
sHq + <.o o - cxq", se ql s -q' 
f!_ = 
- 2sHql - sBq + wo - cxq 2 , se -q < ql s o' (D.16) 
- sBq I· l.oo - cxq 2 , se ql >o. 
Neste caso, a função h possui uma raiz: 
(D.l7) 
se e apenas se for satisfeita à condição -q < q 1 s O. Para tanto, q deve satisfazer a 
relação -ç(-) s: q < Ç(+l. 
Podemos então escrever, usando a Eq. (D.l), que: 
(D.l8) 
Assim, para um q geral, podemos escrever: 
495. 
D.2.3 Análise de .h-
A expressão para .f:J é: 
? 2 +sB(ql -- q)- ex(qy- q ) , se ql:o:q, 
h= (0.20) 
? 2 
-SB(q, - q) - (X(qj- q ) , se ql < q. 
Neste caso, a função h possui três raízes: 
SH q, -q +- se ql 2 q' 
ex (D.21) ql = 
SB 
-q--
ex 
se q] < q. 
Levando em conta que a derivada de h não existe em q 1 = q, podemos então es-
cn·ver, usando a Eq. (D.l), que: 
1 ~ ~ 8(!J) = -. [8(q1 + q- -)Hl- e<q- -)] + 
2aq-sH 01 2ex 
1 SB SB 
2 [i5(ql + q + -) IE>(q + -2 ) . (D.22) 
aq I· SH . 01 (X 
D.2.4 Análise de f4. 
A expressão para f4 é: 
se q1 2 q, 
(D.23) 
se qt < q. 
496. 
Neste caso, a função 14 possui três raízes: 
sn q,-q--;x, 
sn 
-q + -
()( 
St' q > q l- ' 
(D.24) 
Levando cm conta que a derivada de 14 não existe em q 1 = q, podemos então es-
crever, usando a Eq. (D.l), que: 
1 sll sn 
, [ó(q 1 + q- -)]C")(q- -). (D.25) 201q - s8 C< 201 
D.2.5 Análise de fs. 
A expressão para .f5 é: 
(D.26) 
se ql < -q. 
Neste caso, a função fc, possui quatro raízes: 
( +) 
Kl ' 
(D.27) 
( +) 
Kz ' se q1 < -q, 
497. 
onde: 
(:!:) Sn ~SB·-) 2 (SB) 2 20Jo K =--± - -q- -q +--
I 2o< 2()( ()( ()( ' (D.28a) 
(SB) 2 (SB) ., 2Wo - + q - - q· + __ , __ ' . 2 ()( ()( ()( (D.28b) 
Para que Kl+l ~ -q, devemos ter: 
v (D.29) 
com L ( + l dados por: 
s~ 2wo 
--., +--. 2 W (X 
(D.30) 
Para que Kl- 1 ~ -q, devemos ter: 
_fWO:o:;q.:o=;_/§_ v--a v -íX- (D.31) 
Para que Ki+l < -q, devemos ter: 
v (D.32) 
Para que KJ-I < -q, devemos ter: 
(WO (WO 
---v---;_x<q<-v---;x· (0.33) 
498. 
Podemos então escrever, usando a Eq. (D.l), que: 
8(j:,) =. (~i ··-c'5(ql ·· Ki ')) l8(q + t(+l)- 8(q- tH)- l + 8(lql- (wo/a) 112 )]-
2fxK1 + SB 
(D.34) 
D.3 Modos acústicos 
Neste caso, a relação de dispersão para o sistema é Wq ~ sAq, e para o reservatório é 
n,1 = SBq. Levando em conta essas relações, podemos escrever as Eqs. (D.2) como: 
(1).:15a) 
(D.35b) 
(D.3 5c) 
(IUSd) 
(D.35e) 
499. 
0.3.1 Análise de ft. 
i) Para q < O, a expressão para !J é: 
se q 1 ~O, 
se q 1 s: q , (D.36) 
se q < q 1 <O. 
Neste caso, a função f 1 possui duas raízes: 
(D.37) 
com ç(+) dado por: 
Ç(±)=_!(l±SA). 
2 SH 
(D.38) 
Podemos então escrever, usando a Eq. (1).1 ), que: 
(D.39) 
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ii) Para q 2: O, a expressão para f 1 é: 
2sBql ·- (SA + SB)q, Sl' q, > q' 
.ft = 
-2sBql -(SA-SB)q, se q, <o' (D.40) 
-(SA- SB)q, se o s: ql s: q . 
Neste caso, a função .{1 possui duas raizes: 
se q 1 > q, 
(D.4l) 
ç;Hq, se ql < O . 
Podemos então escrever, usando a Eq. (D.l ), que: 
(0.42) 
expressão idêntica à Eq. (0.39), o que indica que ela é válida para qualquer valor de q. 
D.3.2 Análise de f2· 
i) Para q < O, a expressão para 12. é: 
(SA + SH)q, se ql 2: -q, 
.fz = 
-2sBql + (SA- SB)q, se Os:q,<-q, (D.43) 
(s11 ·- s8)q , se q, <o. 
501. 
Neste caso, a função .f2 possui uma raiz: 
se Os qi < -q. (D.44) 
Podemos enrão escrever, usando a Eq. (D.l), que: 
(D.4S) 
ii) Para q :::: O, a expressão para fz é: 
se -q ~ q1 <O, 
(D.46) 
se qi < -q . 
Neste caso, a função f~ possui uma raiz: 
se -q ~ q1 <O. (D.47) 
Podemos então escrever, usando a Eq. (D.l), que: 
(D.48) 
expressão idêntica à Eq. (D.45), o que indica que ela é válida para qualquer valor de q. 
502. 
0.3.3 Análise de ,h. 
i) Para q < O, a expressão para fl é: 
(D.49) 
Neste caso, a função .fJ possui duas raízes: 
-xq, 
(D.50) 
q, se q 1 <O, 
onde 
(D.5l) 
Levando em conta que a derivada de f 3 não existe em q 1 = q, podemos então es-
crever, usando a Eq. (D.l), que: 
(D.52) 
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ii) Para q :c: O, a expressão para f{ é: 
se O~ q1 < q, 
(0.53) 
se q1 <O. 
Neste caso, a função h possui duas raízes: 
q, se O~ q1 ~ q, 
(D.54) 
-xq, se q 1 <O. 
Levando em conta que a derivada de .h não existe em q 1 ""'q, podemos então es-
crever, usando a Eq. (D.l), que: 
(0.55) 
expressão idêntica à Eq. (D.Sl), o que indica que ela é válida para qualquer valor de q. 
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D.3.4 Análise de j4. 
i) Para q <O, a expressão para f 4 é: 
(D.56) 
se q < q 1 <O. 
Neste caso, a função 14 possui duas raízes: 
-(Tq' 
(D.57) 
q, se qt <O, 
com a= x 1. 
Levando em conta que a derivada de 14 não existe em q 1 = q, podemos então es-
crever, usando a Eq. (D.l), que: 
(D.58) 
ii) Para q ~ O, a expressão para ! 4 é: 
se ql > q, (D.59) 
se q 1 <O. 
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Neste caso, a função 14 possui duas raízes: 
-aq, se q1 <O, 
(0.60) 
q, 
Levando em conta que a derivada de 14 não existe em q 1 = q, podemos então es-
crever, usando a Eq. (0.1), que: 
(0.61) 
expressão idêntica à Eq. (0.58), o que indica que ela expressão acima é válida para 
qualquer valor de q. 
0.3.5 Análise de fs. 
i) Para q < O, a expressão para .f5 é: 
se O :::: ql < ·-q , (0.62) 
se ql <O. 
Neste caso, a função .fs possui duas raízes: 
aq, 
(0.63) 
xq, se O :::: q 1 < -· q . 
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Podemos então escrever, usando a Eq. (D.l), que: 
ii) Para q ;::: O, a expressão para fs é: 
{'r . 
.J ~) -
Neste caso, a função fs possui duas raízes: 
se -q :.,; ql < O , 
se qt < -q. 
x q , se q :5: q 1 < O , 
crq, se q1 < -q. 
Podemos então escrever, usando a Eq. (D.l), que: 
(D.64) 
(D.65) 
(D.GG) 
(D.67) 
expressão idêntica à Eq. (D.64), o que indica que ela é válida para qualquer valor de q. 
Apêndice E 
Pacote para o cálculo de comutadores, 
valores médios de operadores e integrais 
E.l Introdução 
O sistema de computação simbólico Mathematica [Wolfram 1996) oferece uma lingua-
gem de programação avançada que possibilita implementar elegantemente cálculos 
algébricos, apresentando ainda a vantagem de encontrar-se facilmente disponível pa-
ra ambientes UNIX, Windows e nos, entre outros. Por essa razão, escolhemos essa 
linguagem para construir um pacote (package) para o cálculo de várias quantidades 
ao longo desta tese, cujo código reproduzimos abaixo, com comentários pertinentes 
sempre que possível. 
E.2 O código 
Declaraçôes iniciais do pacote: 
--······· ··-----------------------------, 
BeginPackage["Comutadores'Operadores'"] 
(*: Inicio do pacote *) 
(*: Arquivo: Operadores.M *) 
(*: Nome: Comutadores'Operadores' *) 
(*: Contexto: Comutadores'Operadores' *) 
507. 
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Inicialmente, definimos propriedades gerais de comutadores, usando como operador 
de multiplicação não-comutativa a função Dot: 
Unprotect[Power,Dot,Times,NumberQ) 
SetAttributes[delta,Orderless] 
Dot[x_?NumberQ,y_):=x y 
Dot[x_?NumberQ y_?NumberQ, z]=X y z 
Dot[z_, x_?NumberQ y_?NumberQ]=X y z 
Dot[x_,y_?NumberQ]:= y x 
Dot[x_, n_?NumberQ y_]:=n x.y 
Dot[x_ n_?NumberQ, y_]:=n x.y 
Dot[x_,-y_]:= -x . y 
Dot[-x_, y_]:= -x . y 
Dot[x_,y_+Z_]:=x.y+x.z 
Dot[(x_+y_).z_]:=x.z+y.z 
Dot[x_+y_,z_,w_]:=x.z.w+y.z.w 
Dot[xl_. x2_ + yl_. y2_,z_):=xl.x2.z+yl.y2.z 
Dot[n_?NumberQ xl_. x2_ + yl_ y2_,z_]:=n xl.x2.z+yl.y2.z 
Dot[ xl_. x2_ + n_?NumberQ yl_. y2_,z_):= xl.x2.z+n yl.y2.z 
Dot[ n_?NumberQ * (xl_ . x2_ + yl_ . y2_),z_]:= xl.x2.z+n yl.y2.z 
Dot[Exp[x_],Exp[y_)):=Exp[x+y]; 
Dot[x_,y_ Exp[z_)]:=Dot[x,y] Exp[z]; 
Dot[x_ Exp[y_),z_]:=Dot[x,z] Exp[y]; 
Dot[x_,y_ I Exp[z_]]:=Dot[x,y]IExp[z]; 
Dot[x_ I Exp[y_] ,z_]:=Dot[x,z]IExp[y]; 
Dot[x_ Exp[xl_],y_ Exp[z_]]:=Dot[x,y] Exp[xl+z]; 
Dot[x_ I Exp[xl_],y_ I Exp[z_]]:=Dot[x,y]IExp[xl+z]; 
Dot[x_ I Exp[xl_],y_ Exp[z_]]:=Dot[x,y] Exp[-xl+z]; 
Dot[x_ Exp[xl_],y_ I Exp[z_]]:=Dot[x,y] Exp[xl-z]; 
A seguir, implementamos a álgebra dos comutadores: 
com[x_,y_]:=x.y-y.x 
com[(x_emlx_emc) y_,(w_emlw_emc) z_]:=x w com[y,z] 
com[(x_em[t_] lx_emc[t_]) y_, (w_em[t]lw_emc[t_]) z_]:=x w com[y,z] 
com[(x_em[t_] lx_emc[t_]) y_, (w_emlw_emc) z_]:=x[t] w com[y,z] 
com[(x_emlx_emc) y_, (w_em[t]lw_emc[t_]) z_]:= w[t] x com[y,z] 
com[x __ ?NumberQ. y_,z_):=x com[y,z] 
com[x_, y_ + z_]:=com[x,y)+com[x,z] 
com[a_,f_[a_]]:=O 
com[x_?NumberQ,y_]:=O 
com[a_. b_,c_]:= a . com[b,c]+ com[a,c] . b 
com[a_ ,b_. c_]:=com[a,b] . c+ b . com[a,c] 
com[n_?NumberQ a_. b_,c_]:= na. com[b,c]+ n com[a,c] . b 
com[a_ ,n_?NumberQ b_. c_]:=n com[a,b] . c+ n b com[a,c] 
Propriedades dos operadores bosons e fcrmions: 
509. 
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Dot[z_?NumberQ''(x_balx_fa), y_baly_fa] :=z Dot[x,y] 
Dot[z_?NumberQ*(x_bçlx_fç), y_bçly_fç] :=z Dot[x,y] 
Dot[z_?NumberQ, x_balx_fa, y_baiy_fa]:=z Dot[x,y] 
Dot[z_?NumberQ, x_bçlx_fç, y_bçjy_fç]:=z Dot[x,y] 
Dot[x_bajx_fa, z_?NumberQ, y_baly_fa]:=z Dot[x,y] 
Dot[x_bçlx_fç, z_?NumberQ, y_bçjy_fc]:=z Dot[x,y] 
Dot[x_balx_fa, y_baly_fa, z_?NumberQ]:=z Dot[x,y] 
Dot[x_bclx_fç, y_bçly_fç, z_?NumberQ]:=z Dot[x,y] 
Álgebra de bosons com propriedades várias: 
com[ba[a_[ql_]],bç[a_[q2_]]]:=delta[ql,q2] 
com[bc[a_[ql_]],ba[a_[q2_]]]:=-delta[ql,q2] 
com(a_ba,b_ba]:=O 
com[a_bc,b_bç]:=O 
çom[a_ba,b_bc]:=O 
çom[(x_bajx_bc),(y_faly_fç)]:=O 
Funções para ordenamento canônico de produtos de operadores tipo boson: 
OrdBos[x_+y_]:=OrdBos[x]+OrdBos[y] 
OrdBos[n_?NumberQ x_]:=n OrdBos[x] 
OrdBos[Boson_]:=FixedPoint[ (Expand[#] /. (ba[a_[x_]] 
+ bç[a[x]] ba[a[y]]))& ,Boson] 
bç[a_[y_]]->delta[x,y] 
A seguir, definimos funçôcs delta de Kronecker, e algumas propriedades necessárias 
de objetos a serem usadas: 
delta[q_,q_]:=l 
delta[ql_+q2_,ql_]:=delta[q2,0] 
delta[ql_+q2_,0]:=delta[ql,-q2] 
delta[-x_,-y_]:=delta[x,y] 
delta[x_+y_,Z_+y_]:=delta[x,z] 
DiracDelta[-xx_]:=DiraçDelta[xx] 
DiracDelta[-(xx_+yy_)]:=DiracDelta[xx+yy] 
DiracDelta[-(xx_+yy_-zz_)]:=DiraçDelta[xx+yy-zz] 
PV[l/(-xx_+yy_-zz_)]:=-PV[l/(xx-yy+zz)] 
NumberQ[delta[ql_,q2_]]-:=True 
delta[i_,j_]·n_?IntegerQ:=delta[i,j] 
NumberQ[x_ y_]:=NumberQ[x]&&NumberQ[y] 
NumberQ[x_. y_]:=NumberQ[x]&&NumberQ[y] 
NumberQ[em[x_]]":=True; 
510. 
NumberQ[emc[x_]]":=True; 
NumberQ[em[x_][t]]':=True; 
NumberQ[emc[x_][t]]':=True; 
L__ --------···~_J 
A seguir, definimos algumas funções c suas propriedades, que serão utilizadas no 
cálculo dos comutadores: 
soma[ind_,x_+y_]:=soma[ind,x]+soma[ind,y] 
soma[ind_,(x_+y_) z_]:=soma[ind,x z]+soma[ind,y z] 
soma[ind,x_ y_]:= soma[ind,x soma[ind,y]] 
soma[ind_,x_. (y_ + z_)]:=soma[ind,x . y ]+soma[ind, x . z] 
soma[ind_, (x_ + y_) . z_]:=soma[ind,x . z ]+soma[ind, y. z] 
soma[ind_,x_. y_]:= soma[ind,x . soma[ind,y]] 
soma[ind_, expr_]:=Module[{Delta, il, indices, n, regra, exptem}, 
n=Count[expr,x_delta,Infinity]; 
exptem=Expand[expr]; 
Which[n==O, exptem, 
n==l, (Delta=exptem[[Sequence @@ Flatten[Position[expr,x_delta]]]]; 
il=Table[Delta[[i]],{i,Z}]; 
regra=Flatten[Solve[il[[l]]==il[[Z]],ind]]; 
exptem /. regra), 
n==2, indices=Flatten[Position[exptem,x_delta,Infinity]]; 
Deltas=Table[exptem[[indices[[i]]]],{i ,Length[indices]}]; 
eqs=Table[Deltas[[i ,l]]==Deltas[[i ,Z]],{i ,Length[Deltas]}]; 
regras=Flatten[Solve[eqs,{q2,ind}]]; 
exptem /. regras]] 
coms[x_,y_]:=Module[{result}, 
result=Expand[com[x,y]]; 
result=soma[qZ,soma[ql,result]]; 
Ordena[IndMudo[result]]] 
Ordena[(x_) + (y_)] := Ordena[x] + Ordena[y] 
Ordena[expr_] := Module[{CoefNum, Operadores, Banho, Sistema}, 
CoefNum := Apply[Times, Cases[expr, (y_)?NumberQ]]; 
Operadores := DeleteCases[expr, (y_)?NumberQ]; 
Banho := DeleteCases[Operadores, ba[a[x_]] lbc[a[x_]] lba[f[x_]] 
lbc[f[x_]], Infinity]; 
Sistema:= DeleteCases[Operadores, ba[b[x_]]lbc[b[x_]], Infinity]; 
CoefNum*(Sistema . Banho)] 
Ordbf[x_+y_]:=Ordbf[x]+Ordbf[y] 
Ordbf[expr_] := Module[{CoefNum, Operadores, Bosons, Fermions}, 
CoefNum := Apply[Times, Cases[expr, (y_)?NumberQ]]; 
Operadores := DeleteCases[expr, (y_)?NumberQ]; 
Bosons := DeleteCases[Operadores, fa[c_[x_]] lfc[c_[x_]], Infinity]; 
Fermions := DeleteCases[Operadores, ba[a_[x_]] lbc[a_[x_]], Infinity]; 
Expand[CoefNum*(OrdFer[Fermions] . OrdBos[Bosons])] ] 
Com[x_,y_]:=Ordbf[Expand[com[x,y]]] 
ComSim[x_,y_]:=Ordena[Plus@@ ((Table[soma[q2,soma[ql, 
Expand[com[x[[i]],y]]]],{i,Length[x]}]) /. {q2->ql})] 
Comutador[x_,y_]:= Module[{aux}, 
aux-Table[soma[ql,soma[q2,soma[q3,Expand[com[x[[i]],y[[j]]]]]]], 
{i,Length[x]},{j,Length[y]}]; 
aux-Plus @@ Flatten[aux]; 
Ordena [aux]] 
Implementamos agora as regras para o cálculo dos valores médios do banho: 
NumberQ[vr[x_]]A:-True 
vm[X_+y_]:-vm[x]+vm[y] 
vm[ba[b[x_]] lbc[b[x_]]]:-0 
vm[ba[b[x_]] ba[b[y_]]]:=O 
vm[bc[b[x_]] bc[b[y_]]]:=O 
vm[ba[a[x_]] ba[a[y_]]]:=O 
vm[bc[a[x_]] bc[a[y_]]]:=O 
vm[bc[b[x_]] ba[b[y_]]]:=vr[x] delta[x,y] 
vm[ba[b[x_]] bc[b[y_]]]:=(l+vr[x]) delta[x,y] 
vm[(x_bclx_ba) (y_bcly_ba) . (z_bclz_ba)] 
:=vm[x.y]*vm[Z]+vm[x.z]*vm[y]+vm[y.z]*vm[x] 
vm[(x_bclx_ba) (y_bcly_ba) . (z_bclz_ba) . (w_bclw_ba)] 
:-vm[x.y]*vm[z.w]+vm[x.z]*vm[y.w]+vm[x.w]*vm[y.z] 
vm[ba[a[x_]]]:=O 
vm[bc[a[x_]]]:=O 
vm[bc[a[x_]] . ba[a[y_]]]:=v[x] delta[x,y] 
vm[ba[a[x_]] . bc[a[y_]]]:= Expand[(l+v[x]) delta[x,y]] 
vm[EA(y_)*(x_)] := Exp[y]*vm[x] 
vm[emc[v_]*em[x_]*(y_)] := em[x]*emc[v]*vm[y] 
vm[em[x_] y_]:-em[x] vm[y] 
vm[emc[x_] y_]:-emc[x] vm[y] 
Implementamos agora as regras para o cálculo dos valores médios do sistema: 
NumberQ[AA[q_]]A:=True; 
NumberQ[AAc[q_]]A:=True; 
bc[aa[q_]]:-bc[ã[q]]-AAc[q] 
ba[aa[q_]]:-ba[ã[q]]-AA[q] 
ba[aa[ql_]].bc[aa[q2_]]:=bc[aa[q2]].ba[aa[ql]]+delta[ql,q2] 
ba[ã[ql_]].bc[ã[q2_]]:=bc[ã[q2]].ba[ã[ql]]+delta[ql,q2] 
Tr[r] = 1 
Tr[r x_. y_. z_. w_]:= 
Tr[r x.y]*Tr[r z.w]+Tr[r x.z]*Tr[r y.w]+Tr[r x.w]*Tr[r y.z] 
Tr[r x_ . y_ . z_] :=Tr[r x.y]''Tr[r z]+Tr[r x.z]*Tr[r y)+Tr[r y.z]*Tr[r x] 
Tr[r'•ba[aa[q_]]] = -AA[q] 
Tr[r'"'((x_) + (y_))] := Tr[x*r] + Tr[y*r] 
Tr[r*ba[ã[q_]]] = O 
Tr[x_ y_?NumberQ]:-y Tr[x] 
Tr[(x_) + (y_)] :- Tr[x] + Tr[y] 
Tr[r bc[aa[ql_]].ba[aa[q2_]]] = 
Expand [v [ql] •"•delta [ql, q2] + AAc[ql] AA[q2] (1-del ta [ql, q2])] 
Tr[bc[ã[q_]] r]:-0 
511. 
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Tr[bc[ã[ql_]].ba[ã[q2_]] r]:=(v[ql]-AAc[ql] AA[q2]) delta[ql,q2] 
Tr[bc[ã[ql_]].bc[ã[q2_]] r]:=O 
Tr[r ba[ã[ql_]] .ba[ã[q2_]]] :=0 
vms[xx_]:=Module[{auxl,aux2,aux3}, 
auxl=Expand[xx/.{a[q_]->aa[q]}]; 
aux2=Expand[Tr[Expand[r auxl]]]; 
aux3=aux2/.Tr[x_]->0; 
Expand[aux3/.{AA[q_]->-A[q] ,AAc[q_]->-At[q]}]] 
spur[O]=O 
spur[bc[a[q]]]=At[q] 
spur[ba[a[q]]]=A[q] 
spur[x_+y_]:=spur[x]+spur[y] 
spur[expr_] := Module[{CoefNum, Operadores, Banho, Sistema, nb, ns}, 
CoefNum := Apply[Times, Cases[expr, (y_)?NumberQ]]; 
Operadores := DeleteCases[expr, (y_)?NumberQ]; 
nb = Count[Operadores, ba[b[x_]Jibc[b[x_]], Infinity]; 
If[nb==O, 
Banho = l, 
Banho= vm[DeleteCases[Operadores, ba[a[x_]] lbc[a[x_]], Infinity]]]; 
ns = Count[Operadores, ba[a[x_]]lbc[a[x_]], Infinity]; 
If[ns==0, 
Sistema=l, 
Sistema := vms[DeleteCases[Operadores, ba[b[x_]] I 
bc[b[x_]], Infinity]]]; 
Expand[CoefNum*Sistema*Banho]] 
IndMudo[x_+y_]:=IndMudo[x]+IndMudo[y] 
IndMudo[n_?IntegerQ x_]:=n IndMudo[x] 
IndMudo[x_]:=Module[{nl,n2,n3}, 
nl=Length[Position[x,ql,Infinity]]; 
n2=Length[Position[x,q2,Infinity]]; 
n3=Length[Position[x,q3,Infinity]]; 
If[nl>=l, 
If[n2>=l,x, If[n3>=l,x/.{q3->q2},x]], 
If[n2>=l,If[n3>=l,x/.{q2->ql,q3->q2},x/.{q2->ql}],x/.{q3->ql}]]] 
Agora, definimos funçôes para realizar o cálculo de integrais com partes reais e valores 
principais e também funcões que simplifiquem ao máximo os resultados obtidos do 
cálculo das integrais: 
Integral[termo_]:=Module[{Integre, coef}, 
coef=DeleteCases[termo,x_Power,l]; 
Integre[Exp[i t x_]):= Pi DiracDelta[x]-i PV[l/x]; 
Integre[Exp[-i t x_]):= Pi DiracDelta[x] +i PV[l/x]; 
Expand[coef Integre[Cases[termo,x_Power,l][(l]]]]]; 
Integrall[termo_]:=Module[{Integre, coef}, 
coef=DeleteCases[termo,x_Power,l]; 
Integre[Exp[i t x_]]:= Pi DiracDelta[x]; 
Integre[Exp[-i t x_]]:= Pi DiracDelta[x]; 
Expand[coef Integre[Cases[termo,x_Power,l][[l]]]]]; 
Integral2[termo_]:=Module[{Integre, coef}, 
coef=DeleteCases[termo,x_Power,l]; 
Integre[Exp[i t x_]]:= -i PV[l/x]; 
Integre[Exp[-i t x_]]:= i PV[l/x]; 
Expand[coef Integre[Cases[termo,x_Power,l]([l]]]]]; 
Simplifique[expr_]:=Module[{i,j,ind,t,k,fin}, 
ind=Union[Cases[expr,DiracDelta[x_],Infinity]]; 
t=Table[Position[expr,ind[[i]],Infinity],{i ,Length[ind]}]; 
k=Table[t[[j]][[i,l]],{j,Length[t]},{i,Length[t[[j]]]}]; 
fin=Table[expr[[k[[i]]]],{i,Length[k]}]; 
Plus @@ Table[Simplify[ fin[[i]] ],{i,Length[fin]}] ] 
SimpPV[expr_] :=Module[{i ,j,ind,t,k,fin}, 
ind=Union[Cases[expr,PV[x_),Infinity]]; 
t=Table[Position[expr,ind[[i]],Infinity],{i,Length[ind]}]; 
k=Table[t[[j]][[i,l]],{j,Length(t]},{i,Length[t[[j]]]}]; 
fin=Table[expr[[k[[i]]]],{i,Length[k]}]; 
Plus @@ Table[Simplify[ fin[[i]] ],{i,Length[fin]}) ] 
Definimos agora os dezesseis termos da hamiltoniano que utilizamos: 
H[l] = em[V[l] [ql,q2]] ba[a[ql]] . ba[b[q2]] . bc[b[ql + q2]) 
H[Z] = em[V[2] [ql,q2]] ba[a[ql]] . ba[b[q2]] . ba[b[ -ql-q2]] 
H[3] = em[V[3] [ql,q2]] bc[a[ql+q2]] . ba[b[ql]) . ba[b[q2]] 
H[4] = em[V[4] [ql,q2]] ba[a[ql]] . bc[b[q2]] . ba[b[q2-ql]] 
H[S] = emc[V[l] [ql,q2]] ba[b[ql + q2]] . bc[b[q2]] . bc[a[ql]] 
H[6] = emc[V[2] [ql,q2]] bc[b[-ql-q2]] . bc[b[q2]] . bc[a[ql]] 
H[?] = emc[V[3] [ql,q2]] bc[b[q2]] . bc[b[ql]] . ba[a[ql+q2]] 
H[8] = emc[V[4] [ql,q2]] bc[a[ql]] . bc[b[q2-ql]] . ba[b[q2]] 
H[9] = em[W[l] [ql,q2]] ba[a[ql]] . ba[a[q2]] . bc[b[ql + q2]] 
H[lO] = em[W[2] [ql,q2]] bc[a[ql]] . ba[a[q2]] . ba[b[ql-q2]] 
H[ll] = em[W[3] [ql,q2]] ba[a[ql]] . ba[a[q2]] . ba[b[-ql-q2]] 
H[l2] = em[W[4] [ql,q2]] ba[a[ql]] . bc[a[q2]] . bc[b[ql-q2]] 
H[l3] = emc[W[l][ql,q2]] ba[b[ql+q2]] . bc[a[q2]]. bc[a[ql]] 
H[14] = emc[W[2] [ql,q2]] bc[b[ql-q2]] . bc[a[q2]] . ba[a[ql]] 
H[15) = emc[W[3][ql,q2]] bc[b[-ql-q2]] . bc[a[q2]] . bc[a[ql]] 
H[16] = emc[W[4][ql,q2]] ba[a[q2]] bc[a[ql]] ba[b[ql-q2]] 
513. 
--------···· . ...! 
A dependência temporal dos vários coeficentcs que aparecem nos comutadores: 
tempo= {em[x_]->em[x][t], emc[y_]->emc[y][t]} 
tempos= { em[V[l][q,q]][t]->em[V[l][q,q]] Exp[-i(w[q]+Omega[q))t], 
emc[V[l][q,q]][t]->emc[V[l][q,q]] Exp[i(w[q]+Omega[q])t], 
em[V[l] [ql_,q2_]] [t]->em[V[l) (ql,q2]] '' 
Exp[-i(w[ql]+Omega[q2]-0mega[ql+q2])t], 
em[V[2] [ql_,q2_]] [t]->em[V[2] [ql,q2]] ,., 
Exp[-i(w[ql]+Omega[q2]+0mega[-ql-q2])t], 
em[V[3][ql_,q2_]][t]->em[V[3][ql,q2]] * 
Exp[i(w[ql+q2]-0mega[ql]-Omega[q2])t], 
514. 
em[V[4][ql~,q2~]][t]->em[V[4][ql,q2]] * 
Exp[-i(w[ql]-Omega[q2]+0mega[q2-ql])t], 
emc[V[l][ql~,q2~]][t]->emc[V[l][ql,q2]] * 
Exp[i(w[ql]+Omega[q2]-0mega[ql+q2])t], 
emc[V[2][ql~,q2~]][t]->emc[V[2][ql,q2]] * 
Exp[i(w[ql]+Omega[q2]+0mega[-ql-q2])t], 
emc[V[3][ql_,q2~JJ[t]->emc[V[3][ql,q2]] * 
Exp[-i(w[ql+q2]-0mega[ql]-Omega[q2])t], 
emc[V[4][ql_,q2_]][t]->emc[V[4][ql,q2]] * 
Exp[i(w[ql]-Omega[q2]+0mega[q2-ql))t], 
em[W[l][ql_,q2_]][t]->em[W[l][ql,q2]] Exp[-i(w[ql]+w[q2]-0mega[ql+q2])t], 
em[W[2][ql_,q2_]][t]->em[W[2)[ql,q2]] Exp[-i(-w[ql]+w[q2]+0mega[ql-q2])t], 
em[W[3][ql_,q2_]][t]->em[W[3)[ql,q2]] Exp[-i(w(ql]+w[q2]+0mega[-ql-q2])t], 
em[W[4][ql_,q2_]][t]->em[W[4][ql,q2]] Exp[-i(w[ql]-w[q2]-0mega[ql-q2])t], 
emc[W[l][ql_,q2_]][t]->emc[W[l][ql,q2]] Exp[i(w[ql]+W[q2]-0mega[ql+q2])t], 
emc[W[2][ql_,q2_]][t]->emc[W[2][ql,q2]] Exp[i(-w[ql]+w[q2]+0mega[ql-q2])t], 
emc[W[3][ql_,q2_]][t]->emc[W[3][ql,q2)) Exp[i(w[ql]+w[q2)+0mega[-ql-q2])t], 
emc[W[4][ql_,q2_)][t]->emc[W[4][ql,q2]] Exp[i(w[ql]-w[q2]-0mega[ql-q2])t]} 
Agora, definimos mais algumas funções e realizamos alguns cálculos considerando 
os elementos de matrizes constantes e levando em conta algumas propriedades das 
deltas de Dirac: 
·~-------·- ... , 
hc[x_+y_]:=hc[x]+hc[y] 
hc[x_ Dot[y_, z_]]:=(hc[x]Reverse[Dot[y.z]])/. 
{bc[xl_]->ba[xl] ,ba[yl_]->bc[yl]} 
hc[em[x_]]:=emc[x] 
hc[emc[x_]]:=em[x] 
hc[x_ y_]:=hc[x] hc[y] 
cc=DeleteCases[#,(x_emlx_emc),Infinity]&; 
HSR = Plus @@ Array[H,l6] 
HSRT = Plus @@ Array[HT,l6] 
equa[x_,y_]:=IndMudo[soma[ql,soma[q2,spur[Comutador[x,y]]]]] 
mal={bc[a[ql_]]->bc[a[ql]]Exp[i w[ql] t], 
ba[a[q2_]]->ba[a[q2]]Exp[-i w[q2] t], 
bc[b[q3_]]->bc[b[q3]]Exp[i Omega[q3] t], 
ba[b[q4_]]->ba[b[q4]]Exp[-i Omega[q4] t], 
emc[x_[i_][ql_,q2_]] [t_]->emc[X[i][ql,q2]], 
em[Z_[j_][q3_,q4_]][t_]->em[Z(j][q3,q4]] } 
zeit[x_]:=Module[{aux}, 
aux=x/.mal; 
Simplify[aux]]; 
freq={w[q_]->WO-Ó q'2, Omega[q_]->s Abs[q]}; 
coef = { emc[W[4][ql_, q2_]]->W4c, em[W[4][ql_, q2_]]->W4, 
emc[W[3][ql_, q2_]]->W3c, em[W[3][ql_, q2_]]->W3, 
emc[W[2][ql_, q2_]]->W2c, em[W[2][ql_, q2_]]->W2, 
em[W[l][ql_, q2_]]->Wl, emc[W[l][ql_, q2_]]->Wlc, 
emc[V[l][ql_, q2_])->Vlc, em[V[l][ql_, q2_]]->Vl, 
emc[V[2][ql_, q2_])->V2c, em[V[2][ql_, q2_]]->V2, 
emc[V[3][ql_, q2_])->V3c, em[V[3][ql_, q2_]]->V3, 
emc[V[4)[ql_, q2_]]->V4c, em[V[4][ql_, q2_]]->V4} 
hfl=em[V[l][ql,ql]] ba[b[ql]].bc[a[ql]]; 
hfl=hfl+hc[hfl]; 
hf2=em[V[2][ql,q2]] bc[a[ql]].bc[a[q2]].ba[b[ql+q2]]; 
hf2=hf2+hc[hf2]; 
hp = (h*w[ql])/2 + h'''bc[a[ql]] . ba[a[ql))*w[ql] 
ha= (h*Omega[ql])/2 + h*Omega[ql]*bc[b[ql]] . ba[b[ql]] 
NumberQ[w[x_]]":=True 
NumberQ[Omega[x_]]":=True 
NumberQ[h)":=True; 
xl=ba[a[ql]]+bc[a[-ql]] 
x2=ba[a[q2]]+bc[a[-q2]] 
Xl=ba[b[ql]]+bc[b[-ql]] 
X2=ba[b[q2]]+bc[b[-q2]] 
X3=ba[b[q3]]+bc[b[-q3]] 
cfl={Vlc->Vl,V2c->Vl,V3c->Vl,V2->Vl,V3->Vl,V4->Vl,V4c->Vl, 
Wlc->Wl,W2c->Wl,W3c->Wl,W3->Wl,W2->Wl,W4->Wl,W4c->Wl}; 
delta[q,O]=O 
delta[O,q]=O 
PV[l/Omega[O]]=O; 
dpl={DiracDelta[Omega[0))->0, 
DiracDelta[Omega[q-ql]+Omega[ql]+w[-q]]->0, 
DiracDelta[Omega[-q-ql]+Omega[ql]+w[q]]-> O, 
DiracDelta[Omega[q-ql]+w[-q]+W[ql]]->0, 
DiracDelta[Omega[-q-ql]+w[q]+w[ql])->0, 
DiracDelta[Omega[-ql-q2]+w[ql]+w[q2])->0} 
dp2={DiracDelta[Omega[0))->0, 
DiracDelta[Omega[q-ql)+Omega[ql]+w[-q])->0, 
DiracDelta[Omega[-q-ql]+Omega[ql]+w[q]]->0, 
DiracDelta[Omega[q-ql]+w[-q)+w[ql]]->0, 
DiracDelta[Omega[-q-ql]+w[q]+W[ql]]->0, 
DiracDelta[Omega[-ql-q2]+w[ql]+w[q2]]->0}; 
dp3={DiracDelta[Omega[q-ql]+Omega[ql]+w[-q]]->0, 
DiracDelta[-Omega[O)+Omega[-q]+w[q]]->0, 
DiracDelta[Omega[O)+Omega[-q]+w[q]]->0, 
DiracDelta[Omega[-q-ql]+Omega[ql]+W[q]]->0, 
DiracDelta[Omega[(-q-ql)/2]+0mega[(q-ql)/2]+w[ql])->0, 
DiracDelta[Omega[(q-ql)/2]+0mega[-q/2-ql/2]+w[ql])->0} 
r1r 
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Cuidamos agora da formatação dos resultados obtidos, para que tenham uma apre-
sentação usual. Primeiro, a hamiltoniano, e então, outras funções: 
Format[(xl_balxl_bc).(x2_balx2_bc)(y_emly_emc)] :=5equenceForm[y,xl.x2] 
Format[(xl_balxl_bc).(x2_balx2_bc).(x3_balx3_bc)(y_em[t_] ly_emc[t_])]:= 
SequenceForm[y[t],xl.x2.x3] 
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Format [ (xLba I xLbc). (x2_ba I x2_bc) '' (yLem I yl_emc) (y2_em [t_] I y2_emc [t_])]: ~ 
5equenceForm[y2[t],yl,xl.x2] 
Format [ (xLba I xLbc). (x2_ba I x2_bc) ''n_?IntegerQ* 
(yl_emlyLemc)(y2_em[t_]ly2_emc[t_])J:~ 
SequenceForm[n y2[t],yl,xl.x2] 
Format[(xl_balxl_bc).(x2_balx2_bc) (y_emly_emc) (z_delta)]:~ 
5equenceForm[y,xl.x2,z] 
Format[(xl_balxl_bc).(x2_balx2_bc) (y_emly_emc) n_?IntegerQ] :~ 
SequenceForm[n y,xl.x2] 
Format[(xl_balxl_bc).(x2_balx2_bc) (y_emly_emc) n_?IntegerQ z_delta] :~ 
SequenceForm[n y xl.x2,z] 
Format[((xl_balxl_bc).(x2_balx2_bc).(x3_balx3_bc)) (y_emly_emc)] :~ 
SequenceForm[y,(xl.x2.x3)] 
Format[((xl_balxl_bc).(x2_balx2_bc).(x3_balx3_bc)) 
(y_emly_emc)z_?IntegerQ]:~SequenceForm[z y,xl.x2.x3] 
Format[((xl_balxl_bc).(x2_balx2_bc).(x3_balx3_bc)) * 
((yl_emlyLemc)(y2_emly2_emc))]:~SequenceForm[yl y2,xl.x2.x3] 
Format[((xl_balxl_bc).(x2_balx2_bc).(x3_balx3_bc)) * 
((yl_em[t_] lyLemc[t_])(y2_emly2_emc))]:~SequenceForm[yl[t],y2,xl.x2.x3] 
Format[((xl_balxl_bc).(x2_balx2_bc).(x3_balx3_bc)) * 
((yl_em[t_] lyLemc[t_])(y2_emly2_emc)) z_?IntegerQ]:~ 
SequenceForm[z yl[t],y2,xl.x2.x3] 
Format[((xl_balxl_bc).(x2_balx2_bc).(x3_balx3_bc).(x4_balx4_bc)) * 
(yl_emlyl_emc)(y2_emly2_emc)]:=5equenceForm[yl y2,xl.x2.x3.x4] 
Format[((xl_balxl_bc).(x2_balx2_bc).(x3_balx3_bc).(x4_balx4_bc))* 
((yl_emlyl_emc)(y2_emly2_emc)) z_?IntegerQ]:~ 
SequenceForm[z yl y2,xl.x2.x3.x4] 
Format [C (xl_ba I xl_bc). (x2_ba I x2_bc). (x3_ba I x3_bc). (x4_ba I x4_bc)) '' 
(yl_em[t_] lyl_emc[t_])(y2_emly2_emc)]:= 
SequenceForm[yl[t],y2,xl.x2.x3.x4] 
Format[((xl_balxl_bc).(x2_balx2_bc).(x3_balx3_bc).(x4_balx4_bc))* 
((yl_em[t_]lyl_emc[t_])(y2_emly2_emc)) z_?IntegerQ]:= 
SequenceForm[z yl[t],y2,xl.x2.x3.x4] 
Format[Power[E,x_]]:=SequenceForm["e", Superscript[x]] 
Format[AA[q_]]:=SequenceForm["<a",Subscript[q],">"]; 
Format[AAc[q_]] :=SequenceForm["<a",Superscript["+"],Subscript[q],">"]; 
Format[ba[ã[q_]]J:~SequenceForm[ã,Subscript[q]] 
Format[bc[ã[q_]]]:=SequenceForm[ã,Superscript["+"],Subscript[q]] 
Format [v r [x_]] : =5equenceForm ["v", Super se ri pt ["R"] , Subsc ri pt [x]] 
Format[v[x_]] :=SequenceForm[''v'',Subscript[x]] 
Format[ba[a_[q_]]]:=SequenceForm[a,Subscript[q]]; 
Format[bc[a_[q_]]]:= SequenceForm[Sequence[a,Superscript["+"], 
Subscript[q]]]; 
Format[fa[c_[q_]]]:=SequenceForm[c,Subscript[q]]; 
Format[fc[c_[q_]]]:= SequenceForm[Sequence[c,Superscript["+"], 
Subscript[q]]]; 
Format[delta[ql_,q2_]]:=5equenceForm[Sequence["\[Delta]", 
5ubscript[ql,",",q2]]]; 
Format[(x_emlx_emc) (y_em[t_]ly_emc[t_])]:=SequenceForm[y[t],x] 
Format[delta[x_]]:=SequenceForm["\[Delta]",Subscript[x]] 
Format[x_. (y_ z_delta)]:~SequenceForm[x.y,z] 
Format[A[x_]]:=SequenceForm["<a",Subscript[x],">"] 
Format[At[x_]]:=SequenceForm["<a",Superscript["+"] ,Subscript[x] ,">"] 
s 17. 
Format [ (x_ +y_) Di racDelta [z_+w_]] : =SequenceForm [" (", X+y, ")",Di racDe1 ta [Z+w]] 
Format[Exp[x_] y_]:=SequenceForm[y, Exp[x]] 
Format[em[V_[ui_][1i1_,1i2_]]]:=Modu1e[{inf,sup,resu1t}, 
sup={Superscript["("],Superscript[ui],Superscript[")"]}; 
inf={Subscript[1il] ,Subscript[", "] ,Subscript[1i2]}; 
resu1t=Join[sup,inf]; 
SequenceForm[V,Sequence @@ resu1t]] 
Format[emc[V_[ui_][1il_,1i2_]]]:=Modu1e[{inf,sup,resu1t}, 
sup={Supersc ri pt [" ("] , Super se ri pt [ui] , Super se ri pt [")"] , 
Super se ri pt ["''"]}; 
i nf={Subscri pt [1 i 1] , Subscri pt [", "], Subscri pt [1 i 2]}; 
resu1t=Join[sup,inf]; 
SequenceForm[V,Sequence @@ resu1t]] 
Format[w[q_]]:=SequenceForm[w,Subscript(q]] 
Format[Omega[q_]]:=SequenceForm["Omega",Subscript[q)] 
Format[DiracDelta[x_)]:=SequenceForm["\[Delta](",x,")"] 
Format[n_?IntegerQ * x_ DiracDelta[y_]]:=SequenceForm[n x,DiracDelta[y]] 
Format[x_ DiracDelta[y_]]:=SequenceForm[x,DiracDelta[y]] 
Format[x_. y_]:=SequenceForm[x,y] 
Format[n_?IntegerQ * Dot[xl_,x2_] (yl_emclyl_em)*(y2_emly2_emc)]:= 
SequenceForm[n yl y2,xl.x2] 
Format[n_?IntegerQ '' Dot[xl_,x2_,x3_) (yl_emclyl_em)'''(y2_emly2_emc)] := 
SequenceForm[n yl y2,xl.x2.x3] 
Unprotect[Pi, Abs, Complex] 
For ma t [Pi J : = Pi 
Format[Abs[x_]]:=SequenceForm["l",x,"I"J 
Complex[O,l]=i 
Protect[Pi, Abs, Complex] 
Protect[Power,Dot,Times,NumberQ]; 
sss[xx_]:=Collect[xx,{v[q],A[q],At[q],At[-q],A[ql],A(q2],At[ql],At[q2]}]; 
vvv[xx_]:=Cases[xx,PV[yy_],Infinity][[l]]; 
ddd[xx_]:=Cases[xx,DiracDelta[yy_],Infinity][[l]]; 
fun={Omega[-q-ql]+Omega[ql]-w[-q], Omega[ql]-Omega[-q+ql]+w[-q], 
-Omega[ql]+Omega[q+ql]+W[-q], Omega[q-ql]+Omega[ql]-w[q], 
-Omega[ql]+Omega[-q+ql]+w[q], Omega[ql]-Omega[q+ql]+w[q], 
Omega[-q-ql]+w[q]-w[-ql], Omega[q+ql]-w[q]+w[-ql], 
-Omega[q-ql]+w[q]+w[-ql], Omega[-q+ql]+w[q]+w[-ql], 
Omega[q+ql]+w[-q]-w[ql], Omega[-q+ql]+w[q]-w[ql], 
Omega[-q-ql]-w[-q]+w[ql], -Omega[-q+ql]+w[-q]+w[ql], 
Omega[q-ql]-w[q]+w[ql], -Omega[q+ql]+w[q]+w[ql], 
Omega[ql-q2]-w[ql]+w[q2], -Omega[ql+q2]+w[ql]+w[q2]}; 
Em seguida, o código de finalização do pacote: 
End[] 
EndPackage[] 
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E.3 Notebook para os cálculos 
Com o pacote pronto, podemos agora realizar os diversos cálculos necessários me-
diante um notebook do Mathematica. Como tivemos problemas de memória com o 
Mathematica devido a complexidade e o tamanho dos cálculos com a hamiltoniano 
que usamos, subdividimos o cálculo em várias etapas. Assim, criamos notebooks para 
os cálculos pertinentes a cada uma das variáveis de base. Uma vez que cada notebook 
é idêntico, com exceção da segunda linha, em que a variável nq assume para cada note-
book o correspondente valor da variável de base, damos apenas o código do notebook 
para a variável de base aq : 
«\m\Operadores.m 
nq=ba[a[q]J 
hsa=coms[HSR,nq]/.ql->q3 
hl=HSR[[l]]+HSR[[9]] 
ht=hl/.tempo 
rl=Comutador[ht,hsa] 
r2=IndMudo[soma[ql,soma[q2,spur[rl]]]]; 
r3=r2/. tempos 
eqtem=-Integral /@ r3; 
preall=eqtem/.PV[l/x_]->0 
pimal=eqtem/.DiracDelta[x_]->0 
prl=preall/.coef 
pil=pimal/.coef 
h2=HSR[[2])+HSR[[l0]] 
ht=h2/.tempo 
rl=Comutador[ht,hsa] 
r2=IndMudo[soma[ql,soma[q2,spur[rl]]]); 
r3=r2/.tempos 
eqtem=-Integral /@ r3; 
preal2=eqtem/.PV[l/x_]->0 
pima2=eqtem/.DiracDelta[x_]->0 
pr2=preal2/.coef 
pi2=pima2j.coef 
h3=HSR[[3])+HSR[[ll]] 
ht=h3/.tempo 
rl=Comutador[ht,hsa] 
r2=IndMudo[soma[ql,soma[q2,spur[rl]]]); 
r3=r2/.tempos 
eqtem=-Integral /@ r3; 
preal3=eqtem/.PV[l/x_]->0 
pima3=eqtem-preal3 
pr3=preal3/.coef 
pi3=pima3/.coef 
h4=HSR[[4]]+HSR[[12]] 
ht=h4/.tempo 
rl=Comutador[ht,hsa] 
r2=IndMudo[soma[ql,soma[q2,spur[rl]]]]; 
r3=r2/.tempos 
eqtem=-Integral /@ r3; 
preal4=eqtem/.PV[l/x_)->0 
pima4=eqtem/.DiracDelta[x_)->0 
pr4=preal4/.coef 
pi4=pima4/.coef 
h5=H5R[[S]]+HSR[[13]] 
ht=h5/.tempo 
rl=Comutador[ht,hsa] 
r2=IndMudo[soma[ql,soma[q2,spur[rl]]]]; 
r3=r2/.tempos 
eqtem=-Integral /@ r3; 
prealS=eqtem/.PV[l/x_]->0 
pimaS=eqtem/.DiracDelta[x_)->0 
prS=prealS/.coef 
pi5=pima5/.coef 
h6=H5R[[6]]+HSR[[14]] 
ht=h6/.tempo 
rl=Comutador[ht,hsa] 
r2=IndMudo[soma[ql,soma[q2,spur[rl]]]]; 
r3=r2/.tempos 
eqtem=-Integral /@ r3; 
preal6=eqtem/.PV[l/x_]->0 
pima6=eqtem/.DiracDelta[x_]->0 
pr6=preal6/.coef 
pi6=pima6/.coef 
h7=HSR[[7]]+HSR[[15]] 
ht=h7/.tempo 
rl=Comutador[ht,hsa] 
r2=IndMudo[soma[ql,soma[q2,spur[rl]]]]; 
r3=r2/.tempos 
eqtem=-Integral /@ r3; 
preal?=eqtem/.PV[l/x_]->0 
pima?=eqtem/.DiracDelta[x_)->0 
pr7=preal7/.coef 
pi7=pima7/.coef 
h8=HSR[[8]]+HSR[[16]] 
ht=h8/.tempo 
r2=IndMudo[soma[ql,soma[q2,spur[rl]]]]; 
r3=r2/.tempos 
eqtem=-Integral /@ r3; 
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prealS=eqtem/.PV[l/x_]->0 
pima8=eqtem/.DiracDelta(x_]->0 
pr8=preal8/.coef 
pi8=pima8/.coef 
prt=Simplifique[(prl+pr2+pr3+pr4+pr5+pr6+pr7+pr8)/.dpl] 
pit=SimpPV[pil+pi2+pi3+pi4+pi5+pi6+pi7+pi8] 
pra=Collect[prt/.cfl,{A[q],At[-q],A[ql],A[qZ],At[ql] ,At[qZ]}] 
vpa=Collect[prt/.cfl,{A[q],At[-q],A[ql],A[q2],At[ql],At[q2]}] 
Cólofon 
Esta tese foi composta em Tp<:, utilizando-se o conjunto de macros l:\Tf:X2E. Os diver-
sos pacotes auxiliares utilizados foram: doub l esp, tlenc, i nputenc, mathemati c a, 
graphics,babel, natbib,feynmp,fancyhdr, pstricks,afterpage, cale, path. 
Os capítulos foram digitados no editor de textos Tse Pro 32, da SEMWARE, em um 
computador Pentium utilizando o sistema operacional Windows NT e compilados com 
o Tp<: de 32 bits da Y&Y. A versão final em postscript foi criada usando-se o programa 
dvipsone, também da Y&Y. Os gráficos foram feitos nos programas Origin 5 e Maple V, 
gerados em postscript encapsulado (EPS), e incluídos diretamente no corpo do texto. 
Detalhes adicionais necessários nos gráficos foram feitos com o programa Corei Draw. 
A fonte do corpo principal do texto está em Luci da Bri ght; a das equações, 
em Luci da New Math; e a listagem dos programas no apêndice E, em Luci da 
Typewri ter. O texto de Schiller está em Goudy Text Lombardi. 
