Abstract-Rule extraction from neural networks (NNs) solves two fundamental problems: it gives insight into the logic behind the network and in many cases, it improves the network's ability to generalize the acquired knowledge. This paper presents a novel eclectic approach to rule extraction from NNs, named LOcal Rule Extraction (LORE), suited for multilayer perceptron networks with discrete (logical or categorical) inputs. The extracted rules mimic network behavior on the training set and relax this condition on the remaining input space. First, a multilayer perceptron network is trained under standard regime. It is then transformed into an equivalent form, returning the same numerical result as the original network, yet being able to produce rules generalizing the network output for cases similar to a given input. The partial rules extracted for every training set sample are then merged to form a decision diagram (DD) from which logic rules can be extracted. A rule format explicitly separating subsets of inputs for which an answer is known from those with an undetermined answer is presented. A special data structure, the decision diagram, allowing efficient partial rule merging is introduced. With regard to rules' complexity and generalization abilities, LORE gives results comparable to those reported previously. An algorithm transforming DDs into interpretable boolean expressions is described. Experimental running times of rule extraction are proportional to the network's training time.
et al. [2] provide a taxonomy of rule extraction methods and present a broad and detailed view on the subject. This paper will concentrate on a class of rule extraction scenarios using feedforward perceptron networks with discrete inputs.
One of the main criteria in describing rule extraction methods is how the algorithm makes use of the existing NN. In the pedagogical approach, the internal structure of the network (or any other classifier) is irrelevant and only the relation between the input and output is evaluated. For example, the method proposed by Craven and Shavlik named TREPAN [3] treats the network as an oracle used to statistically verify the correctness and significance of the generated rules. In a similar way, the method OSRE [4] finds for each training sample important inputs and uses them to form conjunctive rules. In contrast, the decompositional methods try to derive rules from the structure of the network. For example, Fu's SUBSET method [5] finds for each neuron in the network subsets of its inputs, causing the neuron to become active. An optimization minimizing the search space by sorting weights has been proposed by Krishnan [6] . Some decompositional methods rely on special network training. The Re-RX [7] method recursively trains, prunes, and analyzes an NN to generate a set of hierarchical rules. Towell et al. described a very interesting method nicknamed KBANN used to refine existing rules [8] . Its main idea is to encode existing domain knowledge inside the network structure, then train such a specially initialized network, and finally extract new and better rules. Its successor, TOPGEN, is able to add new rules to a given rule set [9] .
Rule extraction techniques that do not fall clearly into one of the above categories are called eclectic. An example, taken from the realm of support vector machines (SVMs) [10] , uses the inner architecture of the trained SVM (computed support vectors, but reclassified using the SVM) to induce a decision tree.
Criteria commonly used to assess the usefulness of rule extraction methods are the following: accuracy [it measures the ability of the rules to properly classify previously unseen data (generalization ability)]; fidelity (it reflects how well the rules mimic the network); consistency (it describes how the rules differ between different training sessions); comprehensibility (it states how easy to understand a set of rules is by measuring the number of rules and their antecedents); and finally, computational complexity (which reflects the needs of the process of rule generation).
It can be argued whether the rule extraction process should emphasize better agreement with the dataset (better accuracy), or rather with the network (better fidelity) [11] . This paper reflects the opinion that mimicking the network behavior on the training samples, but relaxing this accuracy from it in the rest of the input space, might be a good solution.
One of the limitations of known rule extraction methods is their computational complexity. In most cases, the procedure performs an exponentially growing number of operations with regard to the size of the input vector or the size of the hidden layer. It follows, however, that only trivial cases can be solved by such methods.
In Appendix V, we demonstrate two proofs showing that rule extraction algorithms aiming for perfect network fidelity are, in the general case, NP-hard. Decompositional methods can effectively solve some simple problems, such as listing the M-of-N rules describing a single perceptron (in a way similar to the KBANN method). However, merging rules extracted from hidden units into a global formula is computationally expensive. 1 Pedagogical methods must require at least as many operations as the decompositional ones, since they simply do not use all the information provided to produce the same result.
To make the rule extraction problem tractable, authors usually impose certain conditions limiting the search space, such as setting the maximum number of rule antecedents. This poses an important question as to what extent such incomplete rules properly represent the network.
Our proposition is to limit the analysis to the part of the feature space close to the training set samples and narrow down the rule extraction problem to provide a description of the function realized by the NN near the samples from the training set. Several arguments speak for this approach. First, the ultimate goal is to learn from the data, not from the network. Second, the network finds some relations in the training set. The further we diverge from it, the more complicated the decision surface of the network might be and the more unnecessary it becomes to faithfully describe it. Third, if one ever had to extract the rules from a network similar to the pathological ones used to prove NP-hardness of rule extraction, it must have come as the result of training. If the network learned such a complicated function, the relation must have been in the data first.
II. DETAILED DESCRIPTION OF THE PROPOSED METHOD
The outline of local rule extraction (LORE) is presented in Fig. 1 . Its major components are a way of capturing the network's actions for a given sample into a partial rule, an efficient data structure to manipulate the rules able to perform rule merging operation, and optionally, generalization and pruning.
To simplify the description of LORE, this discussion is limited to the case of two classes (denoted by T and F ) computed by a network having only discrete inputs and only one hidden layer. The algorithms are easily extended to handle multiclass problems, as well as more complicated network structures. However, no continuous attributes are allowed.
fun LORE() G←U {start with the empty rule} for all X ∈ Training Set do {Create new partial rule describing just this sample} PR ← derivePR(net, X) G ← merge(G, PR) end for {now G correctly classifies all training samples and needs to be extended over whole feature space I} G ← generalize(G) Pruned ← prune( G ) {optionally further simplify} The notation is as follows: let the network have k input features, and let F i denote the i th feature taking n i different values. When there is no confusion, we will also use F i to denote the set of values taken by the i th feature. The space of network inputs, or the feature space, is thus I = F 1 × F 2 × . . . × F k . For every feature F i , the network has n i inputs that use the 1-of-N encoding. All network inputs take either the value 0 or 1. 2 For a feature F and a vector X, let X F denote the part of X associated to that feature (the input values of encoded feature F, the weights connecting such inputs, etc.). Let K = k i=1 n i be the total number of inputs. The network realizes a numerical functionf : R K → R. However, the only valid (meaningful) inputs are binary vectors of length K in which for every feature there is exactly one input having value 1 and all the others have value 0. Consequently, we will say that an input is invalid when it is not valid (i.e., for at least one feature all the inputs are zeroed, or more than one input is active).X is to denote a real vector which is a valid network input corresponding to an input sample X ∈ I. For those valid vectors we will introduce the logical function f : I → {F, T } defined in the usual way as
The section below describes the important aspects of the algorithm.
A. Classifying as True, False, or Unknown to Keep Track of Where a Rule is Applicable
During the execution of the algorithm, partial rules are deduced. They are functions assigning to samples either the class label, or the special value U (unknown) if the rule does not classify the sample.
Definition 1: A partial rule PR is a function PR : I → {F , T , U} from the feature space into the set of classes augmented with the special value unknown, denoted as U. Moreover, we will define the domain of a partial rule as the subspace of valid inputs for which the partial rule's value is known Dom(PR) = {X ∈ I | PR(X) = U}. Hence, while we can apply a rule to all samples, only those belonging to that rule's domain will be correctly classified.
We will say that two rules agree (denoted by ≈) if they identically classify samples belonging to the intersection of their domains.
Definition 2: Two partial rules R1 and R2 agree with each other if and only if
Two partial rules that agree can be merged into a new one whose value will be known on the union of their domains and agreeing with both of them.
Definition 3: The operator ⊕ merges two partial rules that agree, R1 and R2, such that: R = R1 ⊕ R2 if and only if
R ≈ R1 and R ≈ R2. Obviously, the network function f as given in (1) is a partial rule whose domain covers the entire feature space. The constant function U (X) = U has an empty domain and is not useful for classification, but it agrees with all partial rules.
The algorithm presented in Fig. 1 starts with a partial rule G = U. Then in a loop over each training sample the domain of G is extended to cover the processed sample and a part of its neighborhood. It can be proved that G agrees at every step with the network function and that its domain contains all the processed training samples. This means that whenever the value of G at X is not U, it is equal to the network function value, i.e., G(X) = U ⇒ G(X) = f (X). However, if G(X) = U, then the rule G does not provide any information about the class of X.
Upon the completion of the loop over the training set, G holds a partial rule which classifies every training sample and generalizes over some part of the input space I in a similar way to the network. Next, to extend the partial rule's domain to the full feature space, a generalization procedure can be applied. Note that this step breaks compatibility with the network and the generalized G no longer agrees with f , the network function (the rule set and network may disagree on previously unseen samples). Generalization can be followed by an optional simplification (pruning) step.
B. Estimating Minimal and Maximal Network Excitation
To derive a partial rule from each training sample S, we will determine a subset of features that are sufficient to classify this sample. These will be called the important features of S. We will estimate network's output when the value of some features is not set and try to greedily deselect features whose elimination does not change the network's classification. The new partial rule used to classify a previously unseen sample X derived from a training sample S is then
This means that, if a sample X and a known training sample S have exactly the same value of all important features of S, then X is classified in the same way as S. Otherwise, the class of X is unknown to the rule and U is returned.
Before delving into the case of a whole network, we will analyze just a single neuron.
1) A Single Neuron:
Suppose we analyze a single neuron N having activation function
where s(.) is a sigmoidal transfer function, X ∈ {0, 1} K is a valid input vector, W is the weight vector, and b is the bias. Let F be a selected feature. Consider the neuron N with weights W and bias b obtained from N by subtracting from weights associated with the feature F and the bias the minimum weight for that feature
We will show that for all valid inputs (those having the property that for every feature exactly one of its associated inputs is 1, while the others are 0) the excitation of N is equal to that of N, hence the two neurons are equivalent. However, N can be used to calculate the minimum excitation of N if we do not specify the value of feature F by calculating its excitation for an input vector X with all inputs associated with F zeroed.
Theorem 1: For any valid input X, the neuron N obtained from a neuron N using the transformation (4) has exactly the same activation value. Furthermore, for an input vector X obtained from X by zeroing inputs associated with the feature F, i.e., X F = 0, X i = X i for i = F the neuron N returns the minimum activation of N for all possible values of F.
Proof: Without loss of generality, we can reorder the features, so that the feature F is the first feature. If the input vector X is valid, then exactly one input associated with the feature is set to 1, while the others are zeroed, i.e., X 1 has exactly one 1 on the J th position. Thus exactly one of W 1 , weights associated with the first feature, is included in the summation. Then
since the only nonzero element in X 1 is x 1,J = 1.
To prove the second part, observe that
By repeatedly applying the transformation (4) to all features, we can obtain a neuron returning equal excitation values for all valid inputs and the minimum excitation for an input vector with some features zeroed. To estimate the maximum excitation if some features are omitted, the maximum is subtracted instead of the minimum in equation (4) . The resulting transformation of a neuron N with weights W and bias b into neurons N min and N max estimating the minimum and maximum excitations, respectively, is
(7a)
Using the neuron transformations (7), it becomes easy to test if the neuron's output is independent of some features. It suffices to zero the inputs associated with the supposedly unimportant features, and check that the maximum and minimum neuron excitations have the same sign.
2) Multilayer Network: To calculate the minimum excitation of a multilayer network having just one hidden layer, we first apply the transformation (7) to all the neurons in the hidden layer. We then start from the output neuron ON by calculating: a) the minimum excitation of neurons that are connected to ON with positive weights; b) the maximum excitation of neurons that are connected to ON with negative weights. In the case of a more complicated network architecture, the above procedure can be repeated recursively. Note that the transformation (7) gives an exact value for the minimum/maximum excitation of a single neuron. For a multilayer network, it gives an upper bound for the minimum excitation and a lower bound for the maximum.
3) Deriving Partial Rules from Input Samples:
The procedure shown in Fig. 2 is used to obtain a partial rule classifying a given sample. The main part of the algorithm searches for a small set of important features. First, an ordering of features has to be selected. Usually, it is the feature ordering of the decision diagram (DD) or the ordering determined by feature saliency for the processed sample. 3 Refer to the next section, especially II-C.1, for suitable algorithms. Then, according to that ordering, the algorithm tries to greedily remove features
X' f ← 0 {zero the inputs associated with feature} if max(net, X') · min(net, X') < 0 then {Network's output is unstable} add f to Important X' f = X f {restore the inputs for feature f } end if end for if Exists F ∈ Important such that class doesn't change for all values of F then remove F from Important end if PR ← new partial rule given by equation (2) return PR from the rule's antecedents. It then tries to eliminate one last feature by checking whether the network assigns the same class for all its possible values.
C. DDs
Up to this point, we have treated partial rules as abstract mathematical functions. We now turn our attention to a practical data structure to represent partial rules extracted for each sample and allowing us to efficiently perform the merge operation. The proposed answer comes from the realm of integrated circuits design. A structure called reduced ordered binary decision diagram allowing easy manipulation of boolean functions has been described by Bryant in [12] . Conceptually, a DD is similar to a decision tree, it consists of nodes in which tests for feature values are made and of directed connections between them. An ordering is defined on features and every path in the diagram must traverse the nodes in exactly this order. This facilitates the detection of common subgraphs which can be merged. We will define reduced ordered decision diagrams (RODDs) as follows.
Definition 4: A decision diagram (DD) is a rooted directed acyclic graph with: 1) no more than three terminal nodes having out-degree 0 labeled T , F , or U; 2) a set of feature nodes, in which each feature node u has an associated feature f et(u) and the out-degree equal to the number of different values of the associated feature n f et (u) . A DD is ordered (ODD) if on all paths through the graph the features respect a given linear order
1) (uniqueness) no two distinct nodes u, v have the same feature and same successors
2) (nonredundant tests) no feature node u has all of its successors equal
To implement a function depending on only one feature, only one feature node is needed. Outgoing edges are labeled with possible feature values and point to terminal nodes representing the function values. A diagram implementing a partial rule using (2) has a single path going through all the important features and terminating in the terminal node linked with the desired class. All other edges end in the U terminal node. For example, consider a classification problem with four features each taking three distinct values 1, 2, 3. Let the feature ordering be F 2 , F 1 , F 3 , F 4 . If a training sample S = (1, 1, 2, 3) belongs to class T and it has been found using the algorithm in Fig. 2 that the important features are F 1 and F 2 , then the partial rule is T if F 1 = 1 ∧ F 2 = 1, otherwise U and the resulting diagram is presented in Fig. 3(a) . A vertical arrow on the top marks the entry point into the diagram. For the ease of reading bigger diagrams, a graph pretty-printing algorithm has been used and the equivalent diagram is presented in Fig. 3(b) . Note however, that this only affects presentation, internally the diagram still has two nodes and is not altered in any way. Fig. 4 shows the DDs for the MONKs [13] problems. The diagrams were pretty-printed, merging outgoing edges having the same endpoints and detecting and aggregating conjunctions. Note the small size of the diagram for the second test, for comparison, an unpruned decision tree can have more than 400 nodes. 4 The RODDs have many important properties of a good structure to express classification rules derived from NNs. First, due to node sharing, RODDs representing symmetrical functions (e.g., parity functions or M-of-N functions) have their size bounded by the square of the number of features. Second, the running time of applying any binary operation (e.g., merge) is bounded by the product of the size of the operands. This means that performing operations on constructed DDs is algorithmically cheap. Popular other data structures for rule handling, such as decision trees or decision tables [14] , do not offer such algorithmic complexity guarantees. Also, the diagrams are unique up to feature ordering. 4 Weka's j48 algorithm generates a tree of size 439, having 298 leaves. This makes it easy to determine whether two DDs represent the same function and is the key property in efficient sharing of common expressions.
On the other hand, RODDs have certain drawbacks. First of all, they are highly sensitive to the chosen feature ordering. The same function can require, for different feature orderings, linearly or exponentially many nodes. Also, for some functions (most notably those representing middle bits of integer multiplication) no good ordering exists and the diagrams always require exponentially many nodes. For more information on this interesting data structure, we refer to the tutorial [15] .
The use of DDs in machine learning has been studied, sometimes under the name of RODGs (reduced ordered decision graphs). A method for top-down induction of RODDs is presented by Kohavi in [16] . In [17] , Oliveira and SangiovanniVincentelli show an interesting study of a pruning algorithm used for generalization. The suitability of RODDs for visualization of simple decision rules is studied in [18] .
We will now describe the main steps necessary to use the DDs structure for rule extraction.
1) Choosing a Feature Ordering: Choosing a good feature ordering is very important. First, the better the ordering, the smaller the resulting diagram. Second, the extracted diagram might generalize better, as pruning and generalization procedures work bottom-up and rarely change connections near the top of the diagram. However, choosing an optimal variable ordering is NP-hard, and efficient heuristics have to be developed for each application domain.
In the case of a single neuron, a good ordering can be derived from its sorted weights. However, when the network 
architecture is more complicated, it is not obvious how to choose a global ordering. We have developed a heuristic procedure using two assumptions. First, features which often belong to the same rules should be close in the ordering. Second, the most important features should be placed near the top of the diagram.
To determine the saliency of features, the following measures were analyzed: the perturbation method [19] , and the maximum, minimum, and average difference between the neuron's output for all of a feature's possible values. Using each saliency measure, a partial rule can be generated using the derivePR(.) procedure. This rule can be used as a binary measure of feature's importance. The best option proved to be the average difference of network output for all values of a feature (as shown in Fig. 5 ) and that has been selected as default.
The developed heuristic performs three main steps. First, for every sample belonging to the training set, feature saliencies are determined. Distances between these are calculated and added together. Next, a hierarchical clustering algorithm is run on the cumulative distances to find which features are often present together. In each cluster, the most salient feature is determined. Finally, the ordering can be derived. The most salient feature is chosen first. Then, if there are more features in its cluster, the most salient one is selected. Otherwise, the most salient feature from the next cluster is taken. Details are shown in Fig. 6 .
2) Merge Operation: The merge operation has been implemented as a binary operation following the apply(.) function pseudo code taken from [15] . The truth table used is shown in Table I . Note that the merge operation should only be run on agreeing diagrams, otherwise the result will be undefined (the merge of disagreeing partial rules results in an error). 
3) Generalization:
If enough training set samples are available and all partial rules have been merged, the resulting diagram should cover the whole input space. However, often several nodes point to the U terminal node (compare Figs. 4(a) and 7), indicating that for some inputs we do not know the answer. There can be several strategies to solve this problem. First, we can construct an example classified by the diagram as U, compute its class using the network, and add it to the diagram. This solution stresses network fidelity. However, as stated before, we only want the rules to agree with the network on the training set. A better solution may be to perform some form of heuristic redirecting of paths leading to the U node, assuming that, if we make the diagram smaller, it will generalize better. A suitable algorithm based on the simpli f y(., .) procedure from [15] is presented in Fig. 8 . The algorithm assumes that path usage counts have been recorded on the training set prior to its execution. It then proceeds in a top-down manner starting from the root of the diagram. Whenever a child pointer is set to U, we change it to point to the most frequently used child. The mk(.) function, described in detail in [15] creates a new node ensuring that the diagram is reduced, i.e., it detects isomorphic subtrees and eliminates nodes whose all children are identical. For example, in Fig. 7 , the path v2 = 1 ∧ v1 = 1 ∧ v5 = 1 → U would be changed to v2 = 1 ∧ v1 = 1 ∧ v5 = any → T , which in turn would be simplified by mk(.) to v2 = 1 ∧ v1 = 1 → T . In this case, the heuristic would make the right choice.
4) Pruning:
In many cases, the generated rules do correctly classify all samples, but they are overly complex. The pruning procedure is used to reduce the size of the diagram while preserving its output on all training samples, or a majority of them. The main idea is simple, first, count how often a path was selected for all the elements in training set. Second, change the seldom (according to a selected threshold) or never used child pointers to point to the U node. Third, run the generalization procedure. In the current implementation, pruning is repeated as long as it reduces the size of the diagram.
5) Various Enhancements:
Several simple heuristics have been applied during the development of the software to improve its performance. The most important one controls how much information is extracted from a single sample. First, instead of trying to eradicate only one last feature by checking all its possible values in the gener ali ze(.) procedure (Fig. 2) , we can mark for each important feature all its values that do not change the network output and merge them into the diagram. Second, we can check the whole sample's neighborhood (in the Hamming distance sense) and, if some parts of it do not belong to the domain of the current rule, we can derive a new partial rule. Optionally, we can only add rules from neighboring samples belonging to a different class.
6) Disjunctive Normal Form (DNF) Rule Extraction from a Diagram:
While the RODDs are graphs that are easy to read and interpret, a user might be interested in DNF logical rules. Direct listing of all paths leading to the desired terminal node produces suboptimal results. For instance, for the first MONKs problem, if the extracted diagram matched the one presented in Fig. 4(a) , the simplest rule v5 = 1 would be cluttered with the expansion of v1 = v2. To work around this problem, articulation points 5 are found in the diagram. In the example, the node for the feature v5 is an articulation point for the paths to F (this is indicated by the bold oval around the node). Such an articulation point shows a logical OR composition: if the output is F , both the first part (above the articulation point) and the second part (below) must fail. We can thus divide the diagram and extract the rules separately. In this way, we get four rules: v5 = 1∨v1 = 1∧v2 = 1∨v1 = 2∧v2 = 2∨v1 = 3 ∧ v2 = 3. Details are shown in Fig. 9 . The simpli f y(., .) function is described in [15] . The graph structure makes it possible to implement more complicated mechanisms, such as detecting equality or M-of-N conditions. For example, when the diagram is printed, we try to detect chains of consecutive tests leading to the same node and present them in an aggregate form, as in Fig. 4(b) .
III. TEST RESULTS
The LORE algorithm was first tested on 100 randomly generated simple logical formulas. Each formula had six features and was expressed in a DNF form having eight clauses, each containing on the average 3.5 literals. For each formula, the best ordering had been found by testing all the possibilities and the smallest diagram size was compared with the one obtained with the heuristic for feature ordering. Results are shown in Table II . On average, the feature ordering heuristic produced graphs having 9.28 nodes, while the average size of the diagrams for a random ordering is 10.58 with a standard deviation 1.45. Hence the feature ordering selected by the heuristics produced on average diagrams one standard deviation smaller than those using a random ordering. For 58 out of 100 cases, the heuristic procedure resulted in diagrams having the minimum size. Furthermore, it never led to a diagram having the maximum possible size. As a second test, the ubiquitous MONKs [13] problems have been used. The three tests use the same data, consisting of six categorical features, v1 . . . v6, and only the relation used to classify samples is changed. In the first test, it is v1 = v2 ∨ v5 = 1; in the second it is exactly two features 1; and in the third (v5 = 3 ∧ v4 = 1) ∨ (v5 = 4 ∧ v2 = 3). Moreover, in the third test, 5. In all the tests, NNs were trained using weight decay. Also, the diagram was pruned by removing paths used less than three times. The results are shown in the Table III . Good DDs are shown in Fig. 4 . We can see that, while there is enough training set samples to generate a diagram to cover whole input space in the first and third tests, in the second test the diagram is incomplete, even though the network has learned without errors, the DD has a high error-rate. In this case, adding information about the neighborhood of a sample solved the issue. Compare Fig. 4(c) showing a good diagram with Fig. 10(a) showing a diagram before generalization and Fig. 10(b) depicting the results of pruning. In the third test, the training set is intentionally corrupted with noise. We can observe that, prior to pruning, the diagram exactly mimics the network (the error rate is the same). The learned relation is more complicated than the expression used to generate the data. Retraining the network with a more aggressive weight decay or pruning the diagram both lead to a diagram which generalizes better, but only one clause out of two is properly detected. Compare Fig. 10(c) showing an unpruned diagram with the pruned one in Fig. 4(b) .
The next four tests used data from the UCI repository [20] : the mushroom data set; the congressional voting records data set; the chess king-rook versus king-pawn data set (further named krkpa7); and the molecular biology promoter gene sequence data set. Since LORE does not support missing values, samples from the voting records dataset containing missing values were rejected. In the mushroom set, the missing values were left as a new feature value "?." For all the sets, unless noted otherwise, five runs of full fivefold cross validation were executed and the results averaged. Also, pruning has been set up to preserve 100% accuracy on the training set. To compare the effectiveness of rule extraction, the C4.5 algorithm was run using Weka's J48 implementation [21] . Its parameters were -U -M1 for runs without pruning and -C0.25 -M2 for runs with pruning. The results are presented in Table IV . Diagram and tree sizes were used to compare the understandability of extracted rules.
The mushroom and voting sets were used to demonstrate the "out-of-the-box" capabilities of LORE. The NN was trained using reasonable parameters chosen on the basis of our experience. No tuning of network parameters was performed to demonstrate how LORE performs on imperfect networks trained in a most typical way. In both cases, pruning results in better rules, the diagrams are smaller and retain comparable accuracy to the pruned ones. Also, the pruned diagrams perform better than both the network and the decision trees, while being smaller than the decision trees. It is worth noting that in both cases LORE running times are comparable to that of network training. This coincides with our estimation of the computational complexity of the method given in Appendix VI. The decision tree, however, induced is an order of magnitude faster than network training and rule extraction. The results on the krkpa7 set are disappointing. The generated diagrams are not only big and hard to understand, but also their performance is worse than that of the network or of the decision trees. However, the issues may stem from some incompatibility between this dataset and NNs. The dataset requires a network of huge size (networks with few hidden neurons do not learn the relation well), with long training times (mainly due to the weight decay mechanism used), only to achieve a performance worse than that of an unpruned decision tree. We include the results from this dataset, however, to show that the method execution time is acceptable even for larger networks.
The promoter dataset was first introduced to test the effectiveness of the KBANN method. Results published in [8] for a leave-one-test state that the ID3 method makes 19 errors in 106 runs, NNs under standard backpropagation make 8/106, and the KBANN method achieves the lowest rate of 4/106 errors. For the purpose of this comparison, we tested our method under the same conditions. However, since a single neuron with weight decay performs better than the described network, we have chosen it as the base for rule extraction. We can observe that the proposed method under the default settings extracts understandable rules and has a slightly worse accuracy than the network (prior to pruning). However, when the information from neighboring samples is included, the rules before pruning show a low error rate of 2 in 106 runs, at the cost of rule legibility. This demonstrates that the idea of using a network to discover rules in close proximity to training set samples is useful, however, better pruning and diagram generalization algorithms are needed. A sample diagram and accompanying rules extracted during the leave-one-test without the use of neighboring samples and after pruning is shown in Fig. 11 .
IV. CONCLUSION
The LORE method of rule extraction from NNs uses many novel ideas. First, the proposed approach focuses on retaining high network fidelity on the training set while allowing the rule set to diverge from the network in the remaining feature space, making it possible to reconcile the dilemma whether one seeks good network fidelity or accuracy.
Another achievement is the adaptation of the reduced ordered DD data structure to support the merge and generalization algorithms. This, in its own merit, might prove to be a valuable tool in other rule induction schemes.
We have shown a mathematically sound method of presenting the domain of a generated rule set. Adaptations of this technique to other rule extraction methods might help to distinguish between errors in the rules (which result in false positive classifications) and incompleteness of the rules (which result in false negative classifications). In our method, this technique was a key step in the design of algorithms that simplify the rule set without loss of training accuracy.
Future work will first be directed toward the development of better pruning algorithms. The minimum description length principle (already investigated in the context of decision diagrams in [17] ) might become a valuable tool for increasing the generalization abilities of DDs while at the same time reducing their size.
Improved rule presentation is another important topic worth continued studying. The presented transformation of RODDs into DNF format rules shows that the RODDs might be used as intermediate representation purely for their algorithmic properties and that the final rules presented to the user may be expressed in a more understandable form of decision trees, decision tables, or rules.
APPENDIX A COMPUTATIONAL COMPLEXITY OF RULE EXTRACTION
FROM NNS Before, we analyze the complexity of rule extraction methods, we will try to capture the meaning of what an "understandable" rule set is. We propose the following definition. 6 Definition 5: A rule set is usable if we can classify in polynomial time a previously unknown sample. Moreover, it is understandable if, for a given class, we can show in polynomial time a sample input belonging to that class. If, in polynomial time, we can show the smallest set of features a sample must have to belong to a class, we will say that the rule set is very understandable.
The usable rule sets are all those that can be practically used to classify new samples. Under this definition, the network itself is usable. We believe that this the minimum requirement extracted rules must meet to be of any practical use.
The understandable rule sets are those for which we can show examples belonging to a particular class. Decision trees surely meet this criterion, we just have to trace a path from an interesting leaf node to the top of the tree. However, the DNF formulas are not understandable, because showing examples 6 All the reasoning in this section assumes that P = N P and hence problems that we cannot solve in polynomial time are unsolvable.
(a)
All inputs belong to {−1, +1} All inputs belong to {−1, +1} (b) Fig. 12 . Implementing the boolean functions (a) AND and (b) OR with a neuron.
for the 0 (false) class is equivalent to showing the satisfiability of a CNF formula (as the negation of DNF is CNF), which is a NP-hard problem. Similarly, if one does not merge partial rules extracted for every unit inside a network, showing an example for any class is NP-hard in general.
One can argue that the ability to extract examples from the rules is not important, because the dataset contains many of them. The very understandable class of rules tries to capture the ability of showing the simplest example for a class (or equivalently the shortest clause if we were to write down the rules in the DNF form). This definition was chosen to resemble some of the actions a person trying to understand an unknown object would do, i.e., see how it reacts to a given input, find other inputs causing the same reaction, and, finally, try to find the simplest common factor such inputs may have.
The next two theorems show that, if we can only use a given network (either pedagogically by looking only at its output, or deductively, by also looking at its structure), then finding understandable and very understandable rules perfectly mimicking the network is an NP-hard problem.
Theorem 2: Extraction of an understandable rule set exactly describing a given NN is NP-hard.
Proof: We will reduce the NP-complete satisfiability of CNF formulas problem to the rule problem of extraction from an NN. The variables of the formula become the inputs. Every hidden layer's neuron implements the logical OR function and represents a single clause. The output neuron implements the logical AND function to provide the conjunction of clauses. In Fig. 12 it is shown how to express both functions as a neuron.
The described reduction has a polynomial time complexity. If we can also use the extracted rules to find in polynomial time, an example for which the class is "true," then the rule extraction has to be harder than the satisfiability problem.
Theorem 3: It is NP-hard to find a very understandable rule set exactly describing a given network, even if the network's function satisfiability is assumed.
Proof: We will find a reduction for the dominating set problem. As an example, in Fig. 13 an NN corresponding to a small graph is shown. For every node of the given graph, we assign a boolean input feature and a hidden layer neuron. An input is connected to a hidden layer neuron if and only if there is an edge between the vertices represented by this input and hidden layer neuron or they represent the same vertex. Thus every hidden layer neuron implements an OR function. We then set the output neuron to implement an AND function.
Clearly, the function is satisfiable, as an input of all 1s (meaning that we select all the vertices as the dominating set) causes the output neuron to fire. However, finding the smallest set of inputs causing the output neuron to fire is equivalent to selecting the smallest dominating set of graph nodes.
All network inputs are +1 or −1. All drawn weights are +1. All neurons have the signum activation function. It should be noted that the first problem is simply solved by looking at the training set. Intuitively, if a network has learned a complex relation as in the proof of the second theorem, there must be some training samples close to the decision boundary, and using them for rule extraction is just what we need.
APPENDIX B COMPUTATIONAL COMPLEXITY OF LORE
The most costly operation performed is the merge of partial rules. Its running time is proportional to the product of the size of the diagrams being merged. The pessimistic size of resulting RODDs is similar to the case of representing simple monotone 2CNF formulas (i.e., having clauses with only two literals and no negations), which have exponentially many nodes [22] . Hence in the worst case the algorithm performs exponentially many operations.
AVAILABILITY OF SOFTWARE
Currently, a mixed MATLAB-Java implementation is available from the authors upon request. It requires MATLAB R2008a, Java 5, and the Graphviz Dot utility. If sufficient need arises, we are willing to release the software as a Weka plug-in. 
