



















STAMPACCHIA’S PROPERTY, SELF-DUALITY AND
ORTHOGONALITY RELATIONS
NIKOS YANNAKAKIS
Abstract. We show that if the conclusion of the well known Stampacchia
Theorem, on variational inequalities, holds on a Banach space X, then X is
isomorphic to a Hilbert space. Motivated by this we obtain a relevant result
concerning self-dual Banach spaces and investigate some connections between
existing notions of orthogonality and self-duality. Moreover, we revisit the
notion of the cosine of a linear operator and show that it can be used to
characterize Hilbert space structure. Finally, we present some consequences of
our results to quadratic forms and to evolution triples.
1. Introduction
Let H be a real Hilbert space, ‖ · ‖ be its norm, (· , ·) its inner product and let
a : H ×H → R
be a bounded bilinear form.
The well known Stampacchia Theorem (also called the Lions-Stampacchia The-
orem, see [5], [18] and [19]) states that if the above bilinear form is coercive, i.e.
there exists c > 0 such that
(1.1) a(x, x) ≥ c‖x‖2, for all x ∈ H,
then for any nonempty, closed, convex subset M of H and h ∈ H , there exists a
unique solution x ∈M , of the variational inequality
(1.2) a(x, z − x) ≥ (h, z − x) , for all z ∈M.
Our first aim, in this paper, is to investigate whether Stampacchia’s Theorem
can be generalized in the broader setting of an arbitrary Banach space X . As we
will see, at least in its full generality, this is impossible since its conclusion implies
that X has to be isomorphic to a Hilbert space.
In the sequel we obtain a relevant result concerning self-dual Banach spaces, i.e.
Banach spaces that are isomorphic to their dual spaces. Along the way we see that
our approach brings out some connections between existing notions of orthogonality
in general normed linear spaces and self-duality.
In the last section and motivated by the above, we revisit the cosine of a linear
operator (a notion originally introduced by K. Gustafson in [6]) and use it to obtain
an additional Hilbert space characterization based on a result of J. R. Partington
which can be found in [17].
2000 Mathematics Subject Classification. Primary 46C15; Secondary 47B99, 46B03.
Key words and phrases. Variational inequality, complemented subspace, Hilbert space char-
acterization, self-dual Banach space, positive operator, coercive operator, orthogonality relation,
cosine of a linear operator, quadratic form, evolution triple.
1
2 NIKOS YANNAKAKIS
Finally, we present some consequences of our results to quadratic forms and to
evolution triples.
2. Stampacchia’s property
Let X be a real Banach space, X∗ be its dual and 〈· , ·〉 be their duality product.
By M⊥ we denote the annihilator of a subspace M of X , i.e.
M⊥ = {x∗ ∈ X∗ :< x∗, x >= 0 , for all x ∈M} .
To obtain the natural analogue of the conclusion of Stampacchia’s Theorem in
this situation we need the following definition.
Definition 2.1. Let X be a real Banach space. We say that X has Stampacchia’s
property (property (S) for short), if there exists a bounded, bilinear form
a : X ×X → R
such that if M is any nonempty, convex, closed subset of X and x∗ ∈ X∗, then
there exists a unique x ∈M such that
a(x, z − x) ≥ 〈x∗, z − x〉 , for all z ∈M.
Recall that a closed subspace M of a Banach space X is complemented in X , if
there exists another closed subspace N of X such that X is their direct sum, i.e.
M ∩N = { 0} and X = M +N .
Note that the existence of such a closed subspace N is equivalent to the existence
of a bounded linear projection from X onto M .
Not all closed subspaces of an arbitrary Banach space are complemented. In fact
we have the following well-known result by J. Lindenstrauss and L. Tzafriri [14],
which we will use in the sequel.
Theorem 2.2. A Banach space X is isomorphic to a Hilbert space if and only if
all its closed subspaces are complemented.
To proceed with our task we need the following simple lemma.
Lemma 2.3. Let X be a Banach space and M be a closed subspace of X. If there
exists another Banach space Y and a bounded linear operator
S :M → Y
1−1 and onto Y , which can be extended to the whole of X, then the closed subspace
M is complemented in X.
Proof. If
Sˆ : X → Y
denotes the extension of S to the whole of X , then it is easy to see that the operator
S−1 ◦ Sˆ : X →M
is the required bounded projection onto M . 
We can now show that property (S) characterizes Hilbert space structure.
Theorem 2.4. A real Banach space X is isomorphic to a Hilbert space if and only
if it has property (S).
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Proof. The neccesity is obvious. We prove that property (S) is also sufficient. To
this end letM be any closed subspace of X . We will show thatM is complemented.
Since M is a closed subspace of X , it is easy to see that property (S) in particular
implies that for all x∗ ∈ X∗, there exists a unique x ∈M such that
(2.1) a(x, z) = 〈x∗, z〉, for all z ∈M.
Define the bounded linear operator
T : X → X∗ ,
by
〈Tx, z〉 = a(x, z), for all x, z ∈ X
and let
pi : X∗ → X∗/M⊥
be the natural quotient map.
Then the restriction of the operator pi ◦ T on the subspace M is 1− 1 and onto
X∗/M⊥.
To see this first note that if
(pi ◦ T )x = 0
then Tx ∈ M⊥, i.e. 〈Tx, z〉 = 0, for all z ∈M . By the definition of T this implies
that a(x, z) = 0, for all z ∈ M . But by hypothesis there is a unique x ∈ M such
that a(x, z) = 0, for all z ∈ M , which by the boundedness of a has to be 0. Thus
the restriction of the operator pi ◦ T on the subspace M is 1− 1.
To show that pi ◦ T |M is also onto, let h = x
∗ +M⊥, for some x∗ ∈ X∗. Then
by (2.1) we have that there exists a unique x ∈ M such that a(x, z) = 〈x∗, z〉, for
all z ∈M . Hence again by the definition of T we have that
〈Tx, z〉 = 〈x∗, z〉 , for all z ∈M ,
i.e. Tx− x∗ ∈M⊥. Hence (pi ◦ T )(x) = h and thus pi ◦ T |M is onto X
∗/M⊥.
Note now that by its definition the operator
S = pi ◦ T |M
can be trivially extended to the whole of X and thus by Lemma 2.3 the closed
subspace M is a complemented subspace of X . Since M was arbitrary we get by
Theorem 2.2 that X is isomorphic to a Hilbert space. 
Remark 2.5. A careful look in the above proof shows that if the Banach space X
has property (S) and M is any closed subspace of X then
X =M ⊕ T−1(M⊥) ,
where T is the operator associated to the bilinear form a(·, ·).
Remark 2.6. A main hypothesis in Stampacchia’s Theorem is the coercivity condi-
tion (1.1). As it is well-known (see for example [4], [13]), such a hypothesis cannot
hold in an arbitrary Banach spaceX since if it did, then X would have an equivalent




[a(x, y) + a(y, x)]
and thus would be isomorphic to a Hilbert space. Hence our result implies that
there can be no full generalization of Stampacchia’s Theorem in an arbitrary Banach
space even if one drops the coercivity condition (1.1).
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Remark 2.7. Note that if we are restricted to bounded closed and convex subsets
of a Banach space X , then a generalization of Stampacchia’s Theorem is possible
by just assuming that the bilinear form is strictly positive i.e.
a(x, x) > 0 , for all x ∈ X.
The proof is a straightforward application of a result due to Brezis [2, Theorem 24],
on pseudomonotone operators. It is easy to see that in this case the space X need
not be isomorphic to a Hilbert space.
Remark 2.8. It seems appropriate to mention here a recent result by E. Ernst and
M. The´ra: if as in Remark 2.7 we are restricted to bounded, closed and convex sets
and moreover X is a Hilbert space, then the pseudomonotonicity of the operator
associated to the bilinear form a(·, ·), is a necessary and sufficient condition for the
existence of a solution of the variational inequality (1.2) (see [5, Theorem 3.1]). A
similar result for unbounded sets has been obtained by A. Maugeri and F. Raciti
in [15].
3. Self-dual Banach spaces
A self-dual Banach space is a Banach space isomorphic to its dual. It is well-
known that Hilbert spaces are self-dual although they are far from being the only
ones; if Y is any reflexive Banach space then
X = Y ⊕ Y ∗
is self-dual.
We will now see that our approach in Section 2 can lead us to a result concerning
self-dual Banach spaces. The important observation is the fact that the operator T
associated to the bilinear form a(·, ·), in the proof of Theorem 2.4, is an isomorphism
from X onto X∗ and hence X is a self-dual space.
Our result is the following.
Proposition 3.1. Let X be a real, self-dual, Banach space. If the isomorphism
T : X → X∗
onto X∗ is such that for any closed subspace M of X, the map pi ◦ T |M is an
isomorphism onto X∗/M⊥, where pi is the natural quotient map from X∗ onto
X∗/M⊥, then X is isomorphic to a Hilbert space.
Proof. We follow the proof of Theorem 2.4. 
Remark 3.2. Recalling that the quotient space X∗/M⊥ is isomorphic to M∗ we
can rephrase Proposition 3.1 as follows:
“Let X be a self-dual space. If the isomorphism between X and X∗ induces in a
natural way (through the natural quotient maps) isomorphisms between all closed
subspaces of X and their corresponding duals, then X is isomorphic to a Hilbert
space”.
As one can easily see, a necessary and sufficient condition for pi ◦ T |M to be
an isomorphism (not necessarily onto) from M into X∗/M⊥, is the existence of
a positive constant c, such that whenever x ∈ X and x∗ ∈ X∗ are such that
〈x∗, x〉 = 0, we have that
(3.1) ||Tx+ x∗|| ≥ c||Tx|| .
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In order to give some geometric intuition to condition (3.1) we recall the following
definition.
Definition 3.3. Let X be a normed space and x , y ∈ X . We say that x is
orthogonal, in the sense of Birkhoff-James, to y if
||x+ λy|| ≥ ||x||, for all λ ∈ R.
For more details about this notion of orthogonality the interested reader is re-
ferred to [1] and [11].
It is easy to see that if whenever x ∈ X and x∗ ∈ X∗ are such that 〈x∗, x〉 = 0,
we have that
Tx ⊥ x∗ ,
in the sense of Birkhoff-James, then T satisfies condition (3.1).
As a matter of fact Birkhoff-James orthogonality is not the only orthogonality
relation that can be used to guarantee the validity of condition (3.1). To see this
we recall that in [17], J. R. Partington has introduced the concept of boundedness
for an orthogonality relation in an arbitrary normed space as follows.
Definition 3.4. An orthogonality relation ⊥ in a normed linear space is bounded
if there exists c > 0 such that if x⊥y then
||λx + y|| ≥ c||x||, whenever |λ| ≥ c.
Several well-known orthogonality relations (for example Birkhoff-James or Dimin-
nie orthogonality, see [3] and [17] for more details) are bounded.
Definition 3.5. An orthogonality relation ⊥ in a normed linear space is homoge-
neous if
x⊥y implies that ax⊥by, for all a, b ∈ R.
Remark 3.6. In [16] it was shown that if an orthogonality relation⊥ is homogeneous,
then its boundedness is equivalent to the existence of c > 0, such that x⊥y implies
||x+ y|| ≥ c||x||.
Therefore if whenever x ∈ X and x∗ ∈ X∗ are such that 〈x∗, x〉 = 0, we have
that
Tx ⊥ x∗,
for a homogeneous and bounded orthogonality relation ⊥, then T satisfies (3.1).
To state our next result we need one more definition.
Definition 3.7. An orthogonality relation ⊥, in a normed linear space, is non-
degenerate, if x⊥x implies that x = 0.
We can now prove the following Hilbert space characterization.
Theorem 3.8. A real reflexive Banach space X is isomorphic to a Hilbert space if
and only if there exists an isomorphism
T : X → X∗ ,
onto X∗, such that
(3.2) Tx ⊥ x∗, whenever 〈x∗, x〉 = 0 ,
for a non-degenerate, homogeneous and bounded orthogonality relation ⊥ in X∗.
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Proof. The necessity is obvious. To prove the sufficiency of our claim we will use
Proposition 3.1. To this end let M be any closed subspace of X . By (3.2) and the
discussion above, the operator T satisfies condition (3.1) and hence pi ◦ T |M is an
isomorphism. It remains to show that pi ◦ T |M is onto X
∗/M⊥.
Since (pi ◦ T )(M) is closed it is enough to show that it is a dense subspace of
X∗/M⊥. Assume the contrary i.e.
(pi ◦ T )(M) 6= X∗/M⊥ .
Then by the Hahn-Banach Theorem there exists 0 6= f ∈ (X∗/M⊥)∗ such that
f(Tx) = 0 , for all x ∈M .
Since X is reflexive so is M and hence it is isometrically isomorphic to (X∗/M⊥)∗.
Therefore there exists x ∈M , such that
〈Tx, x〉 = f(Tx) = 0
and thus again by (3.2) we get that Tx⊥Tx. Using the non-degeneracy of ⊥ and
the injectivity of T we get that x and consequently f have to be 0, which is a
contradiction.
Hence pi ◦ T |M is an isomorphism onto X
∗/M⊥ and by Proposition 3.1 the self-
dual Banach space X is isomorphic to a Hilbert space. 
4. The cosine of a linear operator revisited
A simple situation where condition (3.1) holds is when there exists c > 0, such
that the operator T satisfies
(4.1) 〈Tx, x〉 ≥ c||Tx||2, for all x ∈ X .
Recall the following well-known definition.
Definition 4.1. Let X be a real Banach space. We say that the linear operator
T : D(T ) ⊆ X → X∗
(i) is positive, if 〈Tx, x〉 ≥ 0, for all x ∈ D(T ).
(ii) is strictly positive, if 〈Tx, x〉 > 0, for all x ∈ D(T ), with x 6= 0.
(iii) is coercive, if there exists c > 0, such that
〈Tx, x〉 ≥ c||x||2 ,
for all x ∈ D(T ).
(iv) is symmetric, if 〈Tx, y〉 = 〈Ty, x〉, for all x , y ∈ D(T ).
Note that since in all our previous considerations (in Section 3), the operator T
was an isomorphism inequality (4.1) would imply that the operator T was actually
coercive. In the general case though, operators satisfying (4.1) form a much larger
class than that of coercive operators. For example, see [4] and [10] for more details,
any positive, everywhere defined and symmetric operator T satisfies (4.1).
On the other hand, unlike coercivity (see Remark 2.6) condition (4.1) cannot
guarantee on its own - i.e. when T is no longer an isomorphism but just a continuous
linear operator - the Hilbertian structure of X . Note that this is still the case even if
T has additional nice properties such as symmetry and positivity. It seems therefore
quite natural that there may be some room between these two classes. To make
things more precise we need the following definition.
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Definition 4.2. Let X be a real Banach space and let
T : D(T ) ⊆ X → X∗
be a positive linear operator. The cosine of T is defined as follows:




, for all 0 6= x ∈ D(T ), such that Tx 6= 0
}
.
Using expression (4.2) one can define the angle φ(T ) of the linear operator T ,
which has an obvious geometric interpretation: it measures the maximum turning
effect of T .
The above concepts were introduced, in the context of a complex Hilbert space,
by K. Gustafson in [6] and have attracted a lot of interest since then. We refer the
interested reader to the book of K. Gustafson and D. Rao [8], for more details.
In order for the cosine of an operator to be a reliable tool, distinguishing between
operators with different properties, it has to be positive for a large class of linear
operators. As one can easily see this is the case for coercive everywhere defined -
thus continuous - linear operators. On the other hand things fail dramatically for
unbounded linear operators: it was shown by K. Gustafson and B. Zwahlen in [7]
and by P. Hess (in a somewhat more general context) in [9], that the cosine of an
unbounded linear operator is always 0.
To return to our main theme note that if cosT > 0, then T satisfies (4.1). Thus
non-coercive operators with positive cosine form the aforementioned intermediate
class, between (4.1) and coercivity. It turns out, as we shall see below, that if X is
not isomorphic to a Hilbert space then this class is quite small.
We need one more definition.
Definition 4.3 ([17]). An orthogonality relation ⊥, in a normed linear space X is
(i) symmetric, if x⊥y implies y⊥x.
(ii) right additive, if x⊥y and x⊥z implies x⊥(y + z).
(iii) resolvable, if for any x , y there exists a ∈ R, such that x⊥(ax+ y).
(iv) continuous, if xn → x, yn → y and xn⊥yn, then x⊥y.
It should be noted that an orthogonality relation having all six properties of
Definitions 3.5, 3.7 and 4.3 (i.e. except boundedness) exists in any separable Banach
space (see Theorem 3 in [17]).
If boundedness is added things change drastically as the following result of J. R.
Partington [17] illustrates.
Theorem 4.4 ([17], Theorem 4). If X is a Banach space and ⊥ is an orthogonal-
ity relation in X, that is non-degenerate, symmetric, homogeneous, right additive,
resolvable, continuous and bounded, then X is isomorphic to a Hilbert space.
In the sequel we identify T ∗ with the restriction on X of the adjoint of the linear
operator T : X → X∗ (which is defined on the whole of X∗∗).
Using Theorem 4.4, we can prove our main result for this section.
Theorem 4.5. Let X be a real Banach space, not isomorphic to a Hilbert space
and
T : X → X∗
a positive linear operator. If there exists c > 0, such that
(4.3) ||T ∗x|| ≤ c||Tx|| , for all x ∈ X ,
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then cosT = 0.
Proof. Assume the contrary and let cosT = δ > 0. The linear operator





(T + T ∗) .
is strictly positive, everywhere defined and hence continuous. We define the follow-
ing orthogonality relation in X :
x⊥y , if 〈Sx, y〉 = 0 .
It is easy to see that ⊥ is non-degenerate, symmetric, homogeneous, right additive,
resolvable and continuous. To see that ⊥ is also bounded take x⊥y with x 6= 0.
Then

















where the second inequality is justified by (4.3).
Since ⊥ is homogeneous, by Remark 3.6, the orthogonality relation ⊥ is also
bounded.
Hence by Theorem 4.4 the Banach space X is isomorphic to a Hilbert space,
which is a contradiction. Thus cosT = 0. 
Remark 4.6. The class of operators satisfying (4.3) is quite large as it includes
positive, everywhere defined, symmetric linear operators.
Combining this last remark with Theorem 4.5 we can have the following simple
Hilbert space characterization.
Corollary 4.7. A real Banach space X is isomorphic to a Hilbert space if and only
if there exists a positive and symmetric linear operator
T : X → X∗
with cosT > 0.
It seems quite interesting that if X is not isomorphic to a Hilbert space then an
operator and its adjoint cannot have both positive cosines.
Proposition 4.8. Let X be a real Banach space, not isomorphic to a Hilbert space
and
A : X → X∗
a positive linear operator with cosA > 0. Then cosA∗ = 0.
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If T = A∗, then T is a positive linear operator that satisfies (4.3). Thus by Theorem
4.5 we get that cosA∗ = 0. 
4.1. An application to quadratic forms. Recall that a continuous quadratic
form on a normed space X is a function
q : X → R
for which there exists a bounded bilinear form






It is well known (see for example [12]) that there exists a one-to-one correspondence
between continuous quadratic forms and symmetric linear operators






Moreover, each continuous quadratic form is everywhere Frechet differentiable and
its derivative is equal to 2T , where T is the symmetric operator in (4.4).
Using Corollary 4.7, we can have the following result.
Proposition 4.9. Let X be a real Banach space, not isomorphic to a Hilbert space
and
q : X → R
a continuous quadratic form. Then for any ε > 0, there exists x ∈ X, such that
q(x) < ε||q′(x))|| ||x|| .
Proof. If q(x) < 0, for some x ∈ X we are done. If this is not the case then the
symmetric linear operator T that generates q, is positive and thus by Corollary 4.7
cosT = 0 .







〈Tx, x〉 and q′ = 2T the result follows. 
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4.2. An application to evolution triples. We end this paper with an application
of Theorem 4.5 to evolution triples.
Recall that we say that a Banach space is continuously and densely embedded
into another Banach space Y , if there exists an injective, bounded linear operator
i : X → Y
such that i(X) is dense in Y . We have the following Proposition.
Proposition 4.10. Let X be a real reflexive Banach space that is continuously and
densely embedded into a Hilbert space H and assume that X is not isomorphic to
a Hilbert space. Then for any ε > 0, there exists x ∈ X, such that
||i(x)||2H < ε||i
∗(i(x))||X∗ ||x||X ,
where i is the embedding operator from X into H.
Proof. Since
i : X → H
is the embedding operator from X into H and the embedding is continuous and
dense, then (after identifying H with its dual space H∗) the embedding
i∗ : H → X∗
is also continuous and dense (we say that X , H and X∗ form an evolution or a
Gelfand triple).
Let
T : X → X∗
be defined by T = i∗ ◦ i. Then T is a strictly positive, symmetric operator and by
Corollary 4.7 we have that
cosT = 0 .




But 〈Tx, x〉 = (i(x), i(x))H = ||i(x)||
2
H and hence the result follows. 
A concrete example of the above situation is the following:
Example 4.11. Let Ω ⊆ RN , open and bounded and assume p > 2. Then for
every ε > 0, there exists f ∈ Lp(Ω), such that








Proof. Let i : Lp(Ω)→ L2(Ω) be the identity operator and use the previous propo-
sition. 
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