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Abstract
A time inhomogeneous generalized Mehler semigroup on a real sepa-
rable Hilbert space H is defined through
ps,tf(x) =
∫
H
f(U(t, s)x+ y)µt,s(dy), t ≥ s, x ∈ H
for every bounded measurable function f on H, where (U(t, s))t≥s is an
evolution family of bounded operators on H and (µt,s)t≥s is a family of
probability measures on (H,B(H)) satisfying the time inhomogeneous
skew convolution equations
µt,s = µt,r ∗
(
µr,s ◦ U(t, r)
−1
)
, t ≥ r ≥ s.
This kind of semigroup is closely related with the “transition semigroup”
of non-autonomous (possibly non-continuous) Ornstein-Uhlenbeck process
driven by some proper additive process. We show the weak continuity, in-
finite divisibility, associated “additive processes”, Le´vy-Khintchine type
representation, construction and spectral representation of (µt,s)t≥s. We
study the structure, existence and uniqueness of the corresponding evo-
lution systems of measures (=space-time invariant measures) of (ps,t)t≥s.
We also establish dimension free Harnack inequalities in the sense of Wang
(1997, PTRF) for (ps,t)t≥s. As applications of the Harnack inequalities,
we investigate the strong Feller property and contractivity etc. for ps,t.
∗Supported in part by the DFG through SFB–701 and IRTG–1132. The support of Issac
Newton Institute for Mathematical Sciences in Cambridge is also gratefully acknowledged
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Finally we prove a Harnack inequality and show the strong Feller property
for the transition semigroup of a semi-linear non-autonomous Ornstein-
Uhlenbeck process driven by a Wiener process.
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1 Introduction
Let H be a real separable Hilbert space with norm and inner product denoted
by | · | and 〈·, ·〉 respectively. Let B(H) be the space of Borel measurable subsets
of H, and Bb(H) the space of all bounded Borel measurable functions on H. A
generalized Mehler semigroup (pt)t≥0 on H is defined by the formula
ptf(x) =
∫
H
f(Ttx+ y)µt(dy), t ≥ 0, x ∈ H, f ∈ Bb(H). (1.1)
Here (Tt)t≥0 is a strongly continuous semigroup on H and (µt)t≥0 is a family
of probability measures on (H,B(H)) satisfying the following skew convolution
(semigroup) equation
µt+s = µs ∗ (µt ◦ T
−1
s ), s, t ≥ 0. (1.2)
Recall that for any two positive Borel measures µ and ν on H, the convolution
µ ∗ ν of µ and ν is a Borel measure on (H,B(H)) such that
µ ∗ ν(B) :=
∫
H
∫
H
1B(x+ y)µ(dx)ν(dy) =
∫
H
µ(B − x) ν(dx), B ∈ B(H).
Condition (1.2) is necessary and sufficient for the semigroup property of (pt)t≥0
(and the Markov property of the corresponding stochastic process respectively)
to hold. That is,
(1.2) holds if and only if ptps = pt+s on Bb(H), t, s ≥ 0.
The semigroup (1.1) is a generalization of the classical Mehler formula for the
transition semigroup of Ornstein-Uhlenbeck process driven by Wiener process.
See for instance [Ouy09] and references therein for some details on Ornstein-
Uhlenbeck process, Mehler formula and other related topics. In [BR95, BRS96]
the second author and colleagues first studied this generalization for the Gaussian
case. Then Fuhrman and Ro¨ckner [FR00] studied the non-Gaussian case. It
is clear (cf. [BRS96, FR00]) that under some weak conditions there is a one
to one correspondence between generalized Mehler semigroups and transition
semigroups of Le´vy driven Ornstein-Uhlenbeck processes. For the introductions
to Le´vy driven Ornstein-Uhlenbeck processes, mainly from the point of view of
stochastic process, we refer to [App06, PZ07] etc..
Now generalized Mehler semigroup has been extensively studied. For in-
stance, Schmuland and Sun [SS01] investigated the infinite divisibility of µt
(t ≥ 0) and the continuity of t 7→ log µˆt; Lescot and Ro¨ckner considered in
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[LR02] and [LR04] the generator and perturbation of (pt)t≥0 respectively; Wang
and Ro¨ckner established some useful functional inequalities and their applica-
tions for pt; Neerven [vN00], Li and his colleagues [DL04, DLSS04] carefully
studied the representation of (µˆt)t≥0 under non-differentiable condition and re-
lated topics. It was also noted that, see the recent monograph by Li [Li11], skew
convolution semigroups (1.2) for measures (µt)t≥0 on the space of finite measures
on a Lusin topological space and Ornstein-Uhlenbeck processes are closely related
with measure-valued branching processes. Applebaum [App06, App07a, App07b]
also considered some quite interesting problems.
A probability measure µ on (H,B(H)) is said to be operator self-decomposable
if
µ = (µ ◦ T−1t ) ∗ µt, t ≥ 0 (1.3)
for a family of semigroups (Tt)t≥0 and measures (µt)t≥0. In the setting of (1.1),
any solution µ to the convolution equation (1.3) is just an invariant measure for
the generalized Mehler semigroup (1.1). The study of operator self-decomposable
distributions has been done in many papers, see for example, [App06] and refer-
ences therein.
Generalized Mehler semigroups and the related skew convolution equations
for measures have so many connections with various topics such that it is im-
possible to trace all literatures here. For example, we noted that the measure
equation (1.2) has also been studied under the name “ (twisted) cocycle equa-
tion” (cf. the note by Jurek [Jur04]).
Recently much work, for instance [DL07, DR08, GL09, Kna¨11, Woo11], has
been devoted to the study of non-autonomous Ornstein-Uhlenbeck processes. In
these papers, linear stochastic partial differential equations with time-dependent
drifts were studied. The noise in the equations is modeled by a stationary process,
e.g. a Wiener process or Le´vy process. To get a full inhomogeneous Ornstein-
Uhlenbeck process, it is natural to consider a more general noise modeled by
(time) non-stationary processes such as additive processes. To be precise, let us
first describe our framework in detail.
Let (A(t),D(A(t)))t∈R be a family of linear operators on H with dense do-
mains. Suppose that the non-autonomous Cauchy problem{
dxt = A(t)xtdt, t ≥ s,
xs = x
is well posed (see [Paz83]). That is, there exists an evolution family of bounded
operators (U(t, s))t≥s on H such that x(t) = U(t, s)x for x ∈ D(A(s)) is a
classical unique solution of this Cauchy problem.
Recall that a family of bounded linear operators (U(t, s))t≥s on H is said to
be a (strongly continuous) evolution family if
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(1) For every s ∈ R, U(s, s) = I and for all t ≥ r ≥ s,
U(t, r)U(r, s) = U(t, s).
(2) For every x ∈ H, the map (t, s) 7→ U(t, s)x is strongly continuous on
{(t, s) ∈ R2 : t ≥ s}.
An evolution family is also named evolution system, propagator etc.. For more
details we refer e.g. to [Paz83, EN00, DK74].
Let (Zt)t≥s be an additive processes in H, i.e. an H-valued stochastic con-
tinuous stochastic process with independent increments. Consider the following
stochastic differential equation{
dXt = A(t)Xtdt+ dZt,
Xs = x.
(1.4)
We call the following process
X(t, s, x) = U(t, s)x+
∫ t
s
U(t, r) dZr, t ≥ s, x ∈ H (1.5)
a mild solution of (1.4) if the stochastic convolution integral in (1.5) is well-
defined for a proper additive process (Zt)t∈R (see [Det83, Sat06]). For all t ≥ s,
let µt,s denote the distribution of the convolution integral
∫ t
s
U(t, r) dZr. Then
the transition semigroup of X(t, s, x) is given by
Ps,tf(x) = Ef(X(t, s, x)) =
∫
H
f (U(t, s)x+ y)µt,s(dy), x ∈ H, f ∈ Bb(H)
(1.6)
for all t ≥ s.
The aim of the present paper is to adopt the axiomatic approach as in [BRS96]
to study this non-autonomous process through its transition semigroup (1.6).
That is, we shall consider the abstract form of (1.6) which is the time inhomo-
geneous version of the generalized Mehler semigroup (1.1):
ps,tf(x) =
∫
H
f(U(t, s)x+ y)µt,sdy, x ∈ H, f ∈ Bb(H). (1.7)
Here (µt,s)t≥s is a family of probability measures on (H,B(H)) satisfying the
following skew convolution equation for measures with two parameters
µt,s = µt,r ∗
(
µr,s ◦ U(t, r)
−1
)
, s ≤ r ≤ t. (1.8)
It is clear that this equation is a time inhomogeneous analog of (1.2).
We remark that, analogous to the semigroup (1.7) and the measure equation
(1.8) respectively, “Mehler hemigroup” and “hemigroup of probability measures”
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which are are studied in, for examples [Haz05, BKH09] and [Bor90, HP04] etc.,
under some special or different situations, particularly on locally compact groups.
The present paper is organized as follows.
In Section 2 we shall introduce the time inhomogeneous transition function
(ps,t)t≥s (1.7) (rewritten as (2.1)) of generalized Mehler type. In Proposition
2.1 we state that the flow property for (ps,t)t≥s, i.e. the Chapman-Kolmogorov
equations holds: for all s ≤ r ≤ t, ps,rpr,t = ps,t if and only if (1.8) (rewritten as
(2.4)) holds for the measures (µt,s)t≥s.
We can put the time inhomogeneous generalized Mehler semigroup (2.1) in a
more general framework, i.e. the inhomogeneous skew convolution semigroups.
We characterize the Markov property of this more general skew convolution
semigroups in Proposition 2.3 which implies Proposition 2.1 immediately.
In Section 3 we study the skew convolution equation (1.8) for measures in
several subsections. We first warm up with some preliminaries and motivations
in Subsections 3.1 and 3.2. In the remaining Subsections, we always assume
Assumption 3.4 which requires that the measure (µt,s)t≥s is weakly continuous
on the diagonal. In Subsection 3.3, among some other continuity results, in
particular we show that for fixed t ∈ R, µt,s is weakly continuous in s for all
s ≤ t. We also investigate the continuity of ps,t. In Subsection 3.4, we prove
that for every t ≥ s, µt,s is infinitely divisible. In Subsection 3.5 we show that
there exists a natural “additive process” associated with (µt,s)t≥s. Then the
estimate (3.36) appears naturally. This provides us a second proof of the infinite
divisibility of µt,s. Finally we study the structure and representations of the
measures µt,s in Subsections 3.6, 3.7 and 3.8.
In Section 4 we study evolution systems of measures, i.e. space-time invari-
ant measures, for the semigroup (ps,t)t≥s. Concerning this topic, some work
has been done in [BRS96, FR00, DL07, Kna¨11, Woo11] etc.. We first show
some basic properties of the evolution systems of measures. Then we give suf-
ficient and necessary conditions for the existence and uniqueness of evolution
systems of measures. In particular we emphasize that Theorem 4.9, Theorem
4.10 and Corollary 4.12 not only generalize the results in [Woo11] for finite di-
mensional Le´vy driven non-autonomous Ornstein-Uhlenbeck processes but also
contain some new results even in the finite dimension case. As applications, we
show an example using periodic conditions (in time) (cf. [DL07, Kna¨11]).
In Section 5 we prove Harnack inequalities for (ps,t)t≥s using much sim-
pler arguments than the methods used in the previous papers [RW03, Kna¨11,
ORW12, Ouy09] where Harnack inequalities for generalized Mehler semigroups
or Ornstein-Uhlenbeck semigroup driven by Le´vy processes were shown. The
method in [Kna¨11] and [RW03] relies on taking the derivative of a proper func-
tional; the method in [ORW12, Ouy09] is based on coupling of stochastic pro-
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cesses and Girsanov transformation. Our approach in this paper is based on a
convolution decomposition of ps,t for each t ≥ s. As applications of the Harnack
inequality, we prove that null controllability implies the strong Feller property
and that for the Gaussian case, null controllability, Harnack inequality and strong
Feller property are in fact equivalent to each other as in the time homogeneous
case.
In Section 6 we apply Girsanov’s theorem to study the existence of martingale
solutions of semi-linear non-autonomous Ornstein-Uhlenbeck process driven by
a Wiener process for possibly non-Lipschitz non-linearities. For the Lipschitz
case we refer to [Ver10]. Our approach is an adaption of the standard procedure
when the linear part, i.e the operator A does not depend on time (see [DZ92,
Chapter 10]). Our main contribution here is to establish a Harnack inequality
and hence show the strong Feller property for the transition semigroup.
In Section 7 we append a brief introduction to the control theory of non-
autonomous linear control systems and null controllability. This is closely related
to the strong Feller property of the corresponding Ornstein-Uhlenbeck processes.
The minimal energy representation also proves useful for the estimates of the
constants in the Harnack inequalities.
2 Time inhomogeneous generalized Mehler
semigroups and skew convolution semigroups
Let (U(t, s))t≥s be an evolution family of operators on H and (µt,s)t≥s a family
of probability measures on (H,B(H)). For every f ∈ Bb(H) and t ≥ s, define
ps,tf(x) =
∫
H
f(U(t, s)x+ y)µt,s(dy), x ∈ H. (2.1)
In terms of convolution, we may write
ps,tf(x) = (δU(t,s)x ∗ µt,s)f, x ∈ H. (2.2)
Here for any x ∈ H, δx is the Dirac measure concentrating at the single point x.
We are interested in the case when the flowing Chapman-Kolmogorov equa-
tions holds for (ps,t)t≥s in (2.1):
Proposition 2.1. For all s ≤ r ≤ t,
ps,rpr,t = ps,t (“Chapman-Kolmogorv equations”) (2.3)
holds on Bb(H) if and only if for all s ≤ r ≤ t,
µt,s = µt,r ∗
(
µr,s ◦ U(t, r)
−1
)
. (2.4)
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The proof is given at the end of this section after the proof of Proposition
2.3 which gives a more general result for skew convolution semigroups.
Later on, we shall always assume that (2.4) or equivalently the following
equation holds
µˆt,s(ξ) = µˆt,r(ξ)µˆr,s(U(t, r)
∗ξ), ξ ∈ H. (2.5)
Here for any linear operator U on H, U∗ denotes the adjoint operator of U , and
for every probability measure µ on (H,B(H)), µˆ denotes its Fourier transform
(the characteristic functional of µ), i.e.,
µˆ(ξ) =
∫
H
ei〈x,ξ〉 µ(dx), ξ ∈ H.
For the study of probability measures in finite and infinite dimensional spaces and
their characteristic functional we recommend the monographs [Sat99, VTC87,
Lin86, Par05] etc.. In particular, the equivalence of (2.4) and (2.5) follows from
the fact that probability measures on Hilbert spaces are determined by their
characteristic functionals (see e.g. [VTC87, Section IV.2.2, Theorem 2.2, Page
200]).
By Proposition 2.1 we call the family of probability kernels (ps,t)t≥s defined
in (2.1) with (µt,s)t≥s satisfying (2.4) is called a time inhomogeneous generalized
Mehler semigroup.
It is also interesting to look at the connection between the transition functions
determined by the transition semigroup and the family of probability measures
satisfying (2.4).
If (2.3) holds for (ps,t)t≥s, then we have the following associated transition
function (ps,t(·, ·))t≥s given by
ps,t(x,B) = ps,t1B(x) =
∫
H
1B(U(t, s)x+ y)µt,s(dy) x ∈ H, B ∈ B(H). (2.6)
The transition function (ps,t(·, ·))t≥s is not only time inhomogeneous but also
space inhomogeneous. In fact we have for all t ≥ s,
ps,t(x,B) = ps,t(0, B−U(t, s)x) = µt,s(B−U(t, s)x), x ∈ H, B ∈ B(H). (2.7)
On the other hand, given an evolution family of operators (U(t, s))t≥s on H
and a family of transition function (ps,t(·, ·))t≥s, x ∈ H, B ∈ B(H) or equivalently
a semigroup (ps,t)t≥s satisfying ps,t = ps,rpr,t for all s ≤ r ≤ t, we can define a
family of probability measures (µt,s)t≥s on H,B(H) by
µt,s(B) := ps,t(0, B), B ∈ B(H).
If (ps,t(·, ·))t≥s satisfies the space inhomogeneous condition
ps,t(x,B) = ps,t(0, B − U(t, s)x), x ∈ H, B ∈ B(H)
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as in (2.7), then it is easy to verify that (ps,t)t≥s is the time inhomogeneous
generalized Mehler semigroups given in (2.1) and (µt,s)t≥s satisfies (2.4).
Taking s = r = t in (2.4) we obtain
µt,t = µt,t ∗ µt,t, t ∈ R. (2.8)
That is, for every t ∈ R, µt,t is an idempotent probability measure on (H,B(H)).
By [VTC87, Section I.4.3, Proposition 4.7, Page 67, see also Section IV.2.2,
Corollary 1, Page 203] (or [Par05, Section III.3, Theorem 3.1, Page 62] and
noting that there is no nontrivial compact subgroup in H), the trivial measure
δ0 is the only idempotent measure on (H,B(H)). Therefore, (2.8) yields
µt,t = δ0 (2.9)
for every t ∈ R.
As noted by Li et al. (see [Li06] for a survey), a generalized Mehler semigroup
is a special case of the so called skew convolution semigroup. In the rest of this
section we shall briefly discuss time inhomogeneous skew convolution semigroups
which constitute a more general framework than time inhomogeneous generalized
Mehler semigroups. But in the following sections of this paper we shall not work
in this general framework.
Let (S,+) be an abelian semigroup with identity (neutral) element 0. The
operation +: S2 → S is associative, commutative and for every x ∈ S, x+0 = x.
Let (us,t)t≥s be a Borel Markov transition function on S satisfying
us,t(0, ·) = δ0 (2.10)
and
us,t(x+ y, ·) = us,t(x, ·) ∗ us,t(y, ·) (2.11)
for every t ≥ s and x, y ∈ S.
As we discussed previously, if S is an Hilbert space, then (2.10) is a simple
consequence of (2.11). But in general (2.11) doesn’t imply (2.10). We refer to
[HM11] for the discussion of idempotent measures on a locally compact Hausdorff
second countable topological semigroup.
Since (us,t)t≥s is a family of Markov transition functions, we have the following
Chapman-Kolmogorov equations
us,tf(x) = us,r(ur,tf)(x), x ∈ S, f ∈ Bb(S) (2.12)
for all t ≥ r ≥ s. Here Bb(S) denote the space of all bounded measurable
function on S. Writing the equation above (2.12) in integral form, we have∫
S2
f(z)ur,t(y, dz)us,r(x, dy) =
∫
S
f(z)us,t(x, dz). (2.13)
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Let B(S) denote the space of Borel σ-algebra over S. For every probability
measure µ on (S,B(S)) we associate with us,t (t ≥ s) a new probability measure
µus,t by
µus,t(A) =
∫
S
us,t(x,A)µ(dx), A ∈ B(S)
for every t ≥ s.
It is easy to show the following result.
Proposition 2.2. For any two probability measures µ and ν on (S,B(S)), we
have
(µ ∗ ν)us,t = (µus,t) ∗ (νus,t)
for all t ≥ s.
Proof. For every f ∈ Bb(S), by (2.10) we have
(µ ∗ ν)us,tf =
∫
S2
f(z)us,t(x, dz) (µ ∗ ν)(dx)
=
∫
S3
f(z)us,t(x+ y, dz)µ(dx)ν(dy)
=
∫
S3
f(z)
[
us,t(x, ·) ∗ us,t(y, ·)
]
(dz)µ(dx)ν(dy)
=
∫
S4
f(z1 + z2)us,t(x, dz1)µ(dx) us,t(y, dz2)ν(dy)
=
∫
S2
f(z1 + z2)(µus,t)(dz1) (νus,t)(dz2)
=
∫
S
f(z)((µus,t) ∗ (νus,t))(dz) = ((µus,t) ∗ (νus,t))f.
This completes the proof.
Now let (µt,s)t≥s be a family of probability measures on (S,B(S)). For all
t ≥ s, define a family of functions qs,t(·, ·) : S ×B(S)→ R by
qs,t(x, ·) = us,t(x, ·) ∗ µt,s(·), x ∈ S.
Associated with qs,t(·, ·) we can define an operator qs,t on B(S) by
qs,tf(x) =
∫
S
f(y) qs,t(x, dy), x ∈ S, f ∈ Bb(S).
We have the following characterization of the Markov property of (qs,t)t≥s.
Proposition 2.3. The family of operators (qs,t)t≥s has the following property
qs,t = qs,rqr,t, t ≥ r ≥ s (2.14)
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if and only if
µt,s = µt,r ∗ (µr,sur,t), t ≥ r ≥ s, (2.15)
or equivalently
µˆt,s(ξ) = µˆt,r(ξ) ̂(µr,sur,t)(ξ), ξ ∈ S, t ≥ r ≥ s.
Proof. For every f ∈ Bb(S), x ∈ S, we have
qs,rqr,tf(x)
=
∫
S
qr,tf(y)qs,r(x, dy)
=
∫
S2
qr,tf(y1 + y2)us,r(x, dy1)µr,s(dy2)
=
∫
S4
f(z)qr,t(y1 + y2, dz)us,r(x, dy1)µr,s(dy2)
=
∫
S4
f(z1 + z2)ur,t(y1 + y2, dz1)µt,r(dz2)us,r(x, dy1)µr,s(dy2)
=
∫
S5
f(z11 + z12 + z2)ur,t(y1, dz11)ur,t(y2, dz12)µt,r(dz2)us,r(x, dy1)µr,s(dy2)
=
∫
S4
f(z11 + z12 + z2)us,t(x, dz11)ur,t(y2, dz12)µt,r(dz2)µr,s(dy2)
=
∫
S3
f(z11 + z12 + z2)us,t(x, dz11)(µr,sur,t)(dz12)µt,r(dz2)
=
∫
S
f(z)(us,t(x, ·) ∗ (µr,sur,t) ∗ µt,r)(dz).
(2.16)
Here we have used (2.13) to get the sixth identity in the calculation above. If
(2.15) holds, then by (2.16) we obtain
qs,rqr,tf(x) =
∫
S
f(z)[us,t(x, ·) ∗ µt,s](dz) = qs,tf(x).
That is, (2.14) holds.
Conversely, if (2.14) holds, then by taking x = 0 in (2.16) and using (2.10),
we get ∫
S
f(z)[(µr,sur,t) ∗ µt,r](dz) =
∫
S
f(z)µt,s(dz)
for every f ∈ Bb(S). This implies (2.15). So the proof is complete.
Proof of Proposition 2.1. We shall apply Proposition 2.3. Let S = H be a real
separable Hilbert space and
us,t(x, ·) = δU(t,s)x
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for every t ≥ s and x ∈ H. According to (2.2), (qs,t)t≥s coincides with the
inhomogeneous generalized Mehler semigroup (ps,t)t≥s defined in (2.1) and the
equivalence of (2.14) and (2.15) in Proposition 2.3 is exactly the equivalence of
(2.3) and (2.4) in Proposition 2.1. The latter is thus proved.
Example 2.4. Let S =M(E) be the space of all finite Borel measures on a Lusin
topological space E. Let (us,t)t≥s be the transition semigroup of some measure-
valued branching process and (µt,s)t≥s be a family of probability measures on
M(E) satisfying (2.15). Then (qs,t)t≥s is called an immigration process in [Li02].
3 On the equation µt,s = µt,r ∗
(
µr,s ◦ U(t, r)
−1
)
As we have seen in the previous section, the time inhomogeneous skew convo-
lution equation (2.4) for probability measures is essential for the study of the
semigroup (ps,t)t≥s. Hence in this section, we concentrate on the equation (2.4).
We shall study the weak continuity, infinite divisibility, constructions, associated
additive processes and representations of (µt,s)t≥s.
3.1 Preliminaries
In order to fix some notations and recall some results, we put here some prelimi-
naries which can be found for example in the monographs [Bil99, VTC87, Lin86,
Par05, Sko91, JS87, Sat99] and paper [Rit88] etc..
Convergence of probability measures We say that a sequence of prob-
ability measures (µn)n≥1 converges weakly to a probability measure µ, written
as
µn ⇒ µ as n→∞
if, for every f ∈ Cb(H)
lim
n→∞
∫
H
f(x)µn(dx) =
∫
H
f(x)µ(dx).
Here Cb(H) denotes the space of bounded continuous functions on H. Sometimes
we also write shortly
lim
n→∞
µn = µ.
Similarly we may define weak convergence of probability measures µt ⇒ µt0 as
t→ t0, and µt,s ⇒ µt0,s0 as t→ t0 and s→ s0 for t ≥ s and t0 ≥ s0.
We say that a sequence of H-valued random variables (Xn)n≥1 converges
stochastically, or converges in probability, to a H-valued random variable X ,
written as
Xn
Pr
−→ X,
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if, for each ε > 0,
lim
n→∞
P(|Xn −X| > ε) = 0.
It is equivalent to say that for each ε > 0 and η > 0, there exists a constant
N > 0 such that for each n > N , we have
P(|Xn −X| > ε) < η.
Assume that I is an uncountable index set. Then the convergence in probability
of {Xt}t∈I is defined similarly.
Let µn and µ denote the distributions of Xn and X respectively. Then it is
well known that as n → ∞, Xn
Pr
−→ X implies µn ⇒ µ (in other words, Xn
converges to X in distribution). On the other hand, if in particular, X = x ∈ H
is deterministic, then µn ⇒ δx implies Xn
Pr
−→ X . Therefore, we have Xn
Pr
−→ x
if and only if µn ⇒ δx.
This simple observation above is helpful for the understanding of the relation
between (3.3) and (3.4), as well as for the understanding of Assumption 3.4,
Lemma 3.5 and Proposition 3.6.
Infinitely divisible probability measures A probability measure µ on
(H,B(H)) is said to be infinitely divisible if for any n ∈ N, there exists a
probability measure µn on (H,B(H)) such that
µ = µ∗nn := µn ∗ µn ∗ · · · ∗ µn︸ ︷︷ ︸
n times
.
In this case we call µ an infinitely divisible probability measure (or distribution).
It is well known that a finite Borel measure µ is infinitely divisible if and only
if its characteristic functional µ has a characteristic exponent
ψ(ξ) := − log µˆ(ξ), ξ ∈ H
satisfying the following conditions
(1) ψ(0) = 0.
(2) ψ is negative definite, i.e. for all n-tuple of elements (ξ1, ξ2, · · · , ξn) from
H, n = 1, 2, · · · , the n× n matrix
(ψ(ξi) + ψ(ξj)− ψ(ξi − ξj))i,j
is positive hermitian.
(3) ψ is Sazonov continuous, i.e. it is continuous with respect to the locally
convex topology on H defined by the seminorms y 7→ ‖Ay‖ for all y ∈ H,
where A runs over all Hilbert-Schmidt operators on H.
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Recall that an operator A on H is called a Hilbert-Schmidt operator if
∞∑
n=1
|Aen|
2 <∞,
where {en}
∞
n=1 is an orthonormal basis of H. And A is called a trace class
operator on H if
∞∑
n=1
〈(A∗A)1/2en, en〉 <∞.
The celebrated Le´vy-Khintchine formula ([Par05, Theorem VI.4.10, Page
182]) asserts that the characteristic exponent ψ can be written as
ψ(ξ) = −i〈a, ξ〉+
1
2
〈Rξ, ξ〉 −
∫
H
(
ei〈ξ,x〉−1−
i〈ξ, x〉
1 + |x|2
)
m(dx), (3.1)
for some element a ∈ H, some non-negative definite, symmetric trace class opera-
tor R onH, and some Le´vy measure m onH, i.e. a σ-finite measure concentrating
on H \ {0} satisfying ∫
H
(1 ∧ |x|2)m(dx) < +∞.
We call the triplet (a, R,m) the characteristic of the measure µ. For simplic-
ity, we shall write
µ = [a, R,m].
3.2 Motivations
We recall some backgrounds on additive process and convolution equations (spe-
cial cases of (2.4)) etc..
Additive processes, Le´vy processes and convolution equations. Let
(Xt)t∈R be a stochastic process taking values in H. Assume that X0 = 0. The
process (Xt)t∈R is called an additive process if it has independent increments,
i.e. if for any t > s, Xt −Xs is independent of σ({Xr : r ≤ s}). Let µt,s denote
the distribution of Xt −Xs. For t ≥ r ≥ s, we have
Xt −Xs = (Xt −Xr) + (Xr −Xs).
Note that Xt −Xr, Xr −Xs are independent, so we have
µt,s = µt,r ∗ µr,s, t ≥ r ≥ s. (3.2)
Usually we require that the additive process is stochastic continuous (in other
words, continuous in probability): for every t ∈ R and ε > 0,
lim
h→0
P(|Xt+h −Xt| ≥ ε) = 0. (3.3)
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This condition means exactly that
µs,t ⇒ δ0, as s ↑ t,
µs,t ⇒ δ0, as t ↓ s.
(3.4)
If in addition the increments of (Xt)t∈R is stationary, i.e. if for any t > s the
distribution of Xt − Xs only depends on t − s, then we call it a Le´vy process.
In this case we shall only consider Xt for t ≥ 0. For each t ≥ 0 let µt denote the
distribution of Xt. Then obviously we have the following convolution equation
µt+s = µt ∗ µs, t, s ≥ 0. (3.5)
This is the most simple case of (2.4). The stochastic continuity condition (3.3)
is reduced to
lim
t↓0
P(|Xt| ≥ ε) = 0. (3.6)
It is equivalent to
µt ⇒ δ0 as t ↓ 0.
We turn to consider a family of probability measures (µt)t≥0 satisfying (3.5).
It is clear that for every t ≥ 0, the measure µt is infinitely divisible. Moreover, if
µt is weakly continuous, i.e. µt ⇒ δ0 as t→ 0, then we have (cf. [BF75, Section
8] or [Hey10, Theorem 5.2.3])
µˆt(ξ) = exp(−tψ(ξ)), t ≥ 0, ξ ∈ H (3.7)
with ψ = − log µˆ1. Note that (3.7) is no longer true without the assumption of
continuous conditions (cf. [Bre92, Section 14.4]). Conversely, given a function ψ
on H which is the characteristic exponent of some infinitely divisible measure,
(3.7) determines a convolution semigroup (µt)t≥0 satisfying (3.5). This is called
Schoenberg correspondence (cf. [Hey10, Theorem 5.2.3]).
Skew convolution equations. We now proceed to consider the skew con-
volution equation (1.2)
µt+s = µs ∗ (µt ◦ T
−1
s ), s, t ≥ 0 (1.2
′)
which generalizes (3.5). It is proved in [SS01] that (µt)t≥0 satisfying (1.2
′) is
also infinitely divisible. Moreover, by [DLSS04, Theorem 2.3], (µˆt)t≥0 has the
following representation
µˆt(ξ) = exp
(
−
∫ t
0
ψs(ξ) ds
)
, ξ ∈ H, t ≥ 0,
where (ψs)s>0 is the characteristic exponents of a family of infinitely divisible
measures such that
ψt+s(ξ) = ψs(T
∗
t ξ), ξ ∈ H, t, s > 0.
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If in particular there exists an infinitely divisible measure with characteristic
exponent ψ0 such that ψt(ξ) = ψ0(T
∗
t ξ) for any t ≥ 0, then we have
µˆt(ξ) = exp
(
−
∫ t
0
ψ0(T
∗
s ξ) ds
)
, ξ ∈ H, t ≥ 0.
The formula above was first derived in [BRS96] with
ψ0(ξ) = −
d
dt
µˆt(ξ)|t=0, ξ ∈ H
under the assumption that for every ξ ∈ H the map t 7→ µˆt(ξ) is absolutely
continuous on [0,+∞) and differentiable at t = 0.
Time inhomogeneous convolution equations. Now we look at the two-
parameter convolution equation (3.2).
Infinite divisibility. First we consider the finite dimensional case when H =
Rd. It is known (see [Itoˆ06] or [Sat99, Theorem 9.1 and Theorem 9.7]) that if
(µt,s)t≥s satisfies (cf. (3.4))
lim
t↓s
µt,s = lim
s↑t
µt,s = δ0, (3.8)
then for any t ≥ s, µt,s is infinitely divisible. The idea of the proof given in
[Sat99] is described as follows.
Using the weak continuity of (µt,s)t≥s on the diagonal, we first show that
(µt,s)t≥s is uniformly weak continuous on any finite interval [s0, t0]. That is, for
every ε > 0 and η > 0, there is δ > 0 such that for all s and t in [s0, t0] satisfying
0 ≤ t− s ≤ δ, we have (cf. Lemma 3.5)
µt,s(|x| > ε) < η.
By the celebrated Kolmogorov-Khintchine limit theorems on sums of indepen-
dent random variables (see [Sat99, Theorem 9.3]), we obtain that µt0,s0 is in-
finitely divisible.
The uniform weak continuity of (µt,s)t≥s on [s0, t0] can be proved by construct-
ing a stochastic continuous additive process (Xt)t∈R such that for any t ≥ s the
increment Xt − Xs has the distribution µt,s (see [Sat99, Theorem 9.7 (ii)] and
[Sat99, Lemma 9.6]).
The arguments above can be easily generalized to the infinite dimensional
case. However in Subsection 3.4 below we shall go further to study the infinite
divisibility of (µt,s)t≥s satisfying the skew convolution equation (2.4). We still
use similar strategy but we have to deal with the problem more carefully. The
main difficulty is getting the uniform weak continuity for some proper measures.
To this aim, we provide in Subsection 3.4 a direct proof (see Lemma 3.18), while
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in Subsection 3.5 we present another proof for Lemma 3.18 by constructing a
proper stochastic continuous additive process.
Natural additive processes and their factoring. Let (Zt)t∈R be an stochastic
continuous additive process taking values in H. For every t > s, let µt,s denote
the distribution of Zt − Zs and suppose that µt,s = [at,s, Rt,s,mt,s].
Definition 3.1. We say Zt is natural if for every t ∈ R and ξ ∈ H, the function
s 7→ 〈at,s, ξ〉 is locally of bounded variation.
Definition 3.2. Let (λs)s∈R be a family of functions on H such that
(1) For every s ∈ R, λs is the characteristic exponent of some infinitely divisible
probability measure on H.
(2) For every ξ ∈ H, the map R ∋ s 7→ λs(ξ) is measurable in s.
Let σ be a continuous locally of finite measure on (R,B(R)), i.e. a measure
on (R,B(R)) such that σ({t}) = 0 for all t ∈ R and σ(B) < ∞ for all finite
interval B in R.
If we have
µˆt,s(ξ) = exp
(
−
∫ t
s
λu(ξ) σ(du)
)
, ξ ∈ H, t ≥ s, (3.9)
then we call ((λs)s∈R, σ) a factoring of (µt,s)t≥s (or a factoring of the additive
process if the distribution of its increments has this factoring).
Example 3.3. Let (Zt)t≥0 be a stochastic continuous Le´vy process with Z0 ≡ 0.
Then for all t ≥ s ≥ 0, the distribution µt,s of Zt − Zs (i.e. the distribution of
Zt−s) has the form
µˆt,s(ξ) = exp(−(t− s)λ1(ξ)),
where λ1 is the characteristic exponent of Z1. So obviously (µt,s)t≥s has a fac-
toring (λ1, ds), where ds is the Lebesgue measure.
It is proved in [Sat06] that a finite dimensional additive process admits a
factoring if and only if it is natural. The generalization of this statement to the
infinite dimensional case will be studied in Sub-subsection 3.8.5. Moreover, we
shall study similar factoring for the time inhomogeneous case in Subsection 3.8
For the use of the factoring of additive process, we refer to Example 3.32.
3.3 Weak continuity
In the rest of this chapter we assume that (µt,s)t≥s satisfies the measure equation
(2.4) and we shall use the following assumption.
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Assumption 3.4. Assume that for all t ≥ s,
lim
t↓s
µt,s = lim
s↑t
µt,s = δ0. (3.10)
In order to express (3.10) more explicitly, we need the following simple fact.
Lemma 3.5. Let (µn)n≥1 be a sequence of probability measures on (H,B(H)).
Then µn ⇒ δ0 as n→∞ if and only if for all ε > 0,
lim
n→∞
µn({x ∈ H : |x| ≥ ε}) = 0. (3.11)
Proof. Suppose that µn ⇒ δ0 as n → ∞. Then by the Portmanteau theorem
(see for instance [Bil99, Theorem 2.1, Page 16]),
lim sup
n→∞
µn(F ) ≤ δ0(F )
for all closed set F in H. Obviously {x ∈ H : |x| ≥ ε} is closed and
δ0({x ∈ H : {|x| ≥ ε}) = 0.
Hence (3.11) follows immediately.
Now we assume that (3.11) holds for all ε > 0. Let f be an arbitrary contin-
uous bounded functions on H. Suppose that |f | ≤ M for some M > 0. We are
going to show µn(f)→ δ0(f) as n→∞.
By the continuity of f we get that for any η > 0, there exists a ε0 > 0 such
that for all |x| < ε0,
|f(x)− f(0)| <
η
2
. (3.12)
By (3.11) there exists a constant N > 0 such that for all n > N ,
µn({x ∈ H : |x| ≥ ε0}) <
η
4M
. (3.13)
From (3.12) and (3.13) we obtain∣∣∣∣
∫
H
f dµn −
∫
H
f dδ0
∣∣∣∣
≤
∫
H
|f(x)− f(0)| dµn
=
∫
{x∈H : |x|≥ε0}
|f(x)− f(0)| dµn +
∫
{x∈H : |x|<ε0}
|f(x)− f(0)| dµn
≤2Mµn({x ∈ H : |x| ≥ ε0}) + sup
|x|<ε0
|f(x)− f(0)| · µn({x ∈ H : |x| < ε0})
<2M ·
η
4M
+
η
2
= η.
This completes the proof.
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By Lemma 3.5 we have the following equivalent description for Assumption
3.4.
Proposition 3.6. Condition (3.10) is equivalent to
lim
t↓s
µt,s({x ∈ H : |x| > ε}) = lim
s↑t
µt,s({x ∈ H : |x| > ε}) = 0 (3.14)
for all ε > 0. More precisely, they are equivalent to the following two conditions:
for every ε, η > 0, and for every u ∈ R, there exists a constant δu such that
(1) For every t ∈ (u, u+ δu) we have
µt,u({x ∈ H : |x| > ε}) < η. (3.15)
(2) For every s ∈ (u− δu, u) we have
µu,s({x ∈ H : |x| > ε}) < η. (3.16)
It is easy to see that (3.10) implies (hence is equivalent to) the following
condition: for every u ∈ R,
µt,s ⇒ δ0 as t ↓ u and s ↑ u. (3.17)
Indeed, for all t ≥ u ≥ s, by (2.4) we have
lim
t↓u,s↑u
µt,s = lim
t↓u,s↑u
µt,u ∗ µu,s ◦ U(t, u)
−1 = δ0 ∗ δ0 = δ0.
Here we have omitted some details concerning the second equality for which we
refer to the proof of Theorem 3.15.
Note that µu,u = δ0 for all u ∈ R. So Assumption 3.4 simply says that µt,s
is weakly continuous on the diagonal {(u, u) : u ∈ R}. We are able to show that
the continuity of µt,s on the diagonal implies in particular that for every fixed
t ∈ R, the map s 7→ µt,s over (−∞, t] is weak continuous besides some other
results. This will be used in subsection 3.8 for the spectral representation of µt,s.
Before we show it, we need to prove a lemma.
First of all, for convenience we include here two results from [Par05]. A set
of probability measures on (H,B(H)) is said to be shift (relatively) compact if
for every sequence (µn)n≥1 there is a sequence (νn)n≥1 such that
(1) (νn)n≥1 is a translate of (µn)n≥1. That is, there exists a sequence {(xn)n≥1}
in H such that νn = µn ∗ δxn holds for all n ≥ 1.
(2) (νn)n≥1 has a convergent subsequence.
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Theorem 3.7 ([Par05]). Let (σn)n≥1, (µn)n≥1 and (νn)n≥1 be three sequences of
measures on H such that σn = µn ∗ νn for all n ∈ N.
(1) ([Par05, Theorem III.2.1, Page 58]) If the sequences (σn)n≥1 and (µn)n≥1
are relatively compact, then so is the sequence (νn)n≥1.
(2) ([Par05, Theorem III.2.2, Page 59]) If the sequence (σn)n≥1 is relatively
compact then the sequences (µn)n≥1 and (νn)n≥1 are shift compact, respec-
tively.
Now we can show the following lemma.
Lemma 3.8. Let µn, νn, σn with n ≥ 1, µ, ν and σ be measures on a complete
separable metric space such that σn = µn ∗ νn.
(1) If µn ⇒ µ and νn ⇒ ν as n→∞, then σn ⇒ µ ∗ ν as n→∞.
(2) Suppose that σn ⇒ σ and µn ⇒ µ as n → ∞. Then there exists a proba-
bility measure ν such that
σ = µ ∗ ν. (3.18)
If ν is a unique measure such that (3.18) holds, then νn ⇒ ν as n→∞.
Proof. The first conclusion says that the convolution operation keeps the weak
continuity. The proof can be found, for example, in [HM11, Proposition 2.3] or
[Par05, Theorem III.1.1, Page 57].
Now we show the second conclusion. Take an arbitrary subsequence (νni)i≥1
from (νn)n≥1 and consider
σni = µni ∗ νni, i ≥ 1.
Since σn ⇒ σ and µn ⇒ µ as n → ∞, both (σni)i≥1 and (µni)i≥1 are relatively
compact. By [Par05, Theorem III.2.1, Page 58] (see Theorem 3.7), the sequence
(νni)i≥1 is also relatively compact. Let (νn′i)i≥1 be a weak convergent subsequence
of (νni)i≥1 with limit ν
′. Then by the first conclusion of this theorem, we have
σn′i = µn′i ∗ νn′i ⇒ µ ∗ ν
′, n′i →∞.
Since we also have σn′i ⇒ σ as n
′
i →∞, we get σ = µ ∗ ν
′. This shows that there
exists a probability measure ν = ν ′ such that (3.18) holds. If there is only one
measure ν such that (3.18) holds, then any subsequence of (νn)n≥1 contains a
further subsequence converging weakly to ν. This is sufficient to conclude that
(νn)n≥1 converges weakly to ν (cf. [Bil99, Theorem 2.6, Page 20]). Hence the
proof is complete.
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Remark 3.9. In the second part of the previous thereom, the assumption that
ν is the unique solution to convolution equation σ = µ ∗ ν amounts to say that
the following cancellation law for convolution operation holds: Let ν, ν ′ be two
measures on H, if
µ ∗ ν = µ ∗ ν ′, (3.19)
then the measure µ can be canceled on both sides of the equation and get ν = ν ′.
It is obvious that this cancellation law holds provided µˆ 6= 0. Indeed, from (3.19)
we get
µˆνˆ = µˆνˆ ′.
Since µˆ 6= 0 we have νˆ = νˆ ′. So ν = ν ′. It is well known that µˆ 6= 0 if µ is an
infinitely divisible distribution.
Remark 3.10. A long time after the proof of the second assertion of Lemma
3.8, we found that there is a similar result in [Hey10, Corollary 2.2.4, Page 40]
where condition µˆ 6= 0 is used. Our proof is different. The example after [Luk70,
Theorem 5.1.1] shows that there exist probability measures µ, ν and ν ′ on R with
ν 6= ν ′ such that (3.19) holds. The fact which called Khintchine phenomenon
shows that the cancellation law for convolution operation is not valid in general.
So the condition that (3.19) implies ν = ν ′ is necessary for the second assertion
of Lemma lmm:convolution:continuity. Otherwise, if ν 6= ν ′, then (µ ∗ νn)n≥1
with ν2k−1 = ν and ν2k = ν
′ for all k ≥ 1 converges weakly, but (νn)n≥1 does not
converge weakly.
As a summary of the discussion above, we have the following result.
Corollary 3.11. Let µn, νn, σn with n ≥ 1 and σ, µ be measures on H with the
following properties
(1) For all n ≥ 1, σn = µn ∗ νn;
(2) As n→∞, σn ⇒ σ and µn ⇒ µ.
If µ is an infinitely divisible distribution, then (νn)n≥1 converges weakly to some
measure ν on H such that σ = µ ∗ ν as n→∞.
In particular, we have the following result.
Corollary 3.12. Let µn, νn, σn with n ≥ 1, and σ be measures on H. Suppose
that for all n ≥ 1, σn = µn ∗νn. If σn ⇒ σ and µn ⇒ δ0 as n→∞, then νn ⇒ σ
as n→∞.
We shall need the following fact.
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Lemma 3.13. The evolution family (U(t, s))t≥s is uniformly bounded on every
compact interval. That is, for every s0 < t0, there exists some constant c ≥ 1
such that for all s0 ≤ s ≤ t ≤ t0,
|U(t, s)x| ≤ c|x|, x ∈ H, s0 ≤ s ≤ t ≤ t0. (3.20)
Proof. For every x ∈ H, |U(t, s)x| is a continuous function in (t, s) on Λt0,s0 :=
{(t, s) : s0 ≤ s ≤ t ≤ t0}. Hence |U(t, s)x| is uniformly bounded on Λt0,s0 for
every x ∈ H. By the Banach-Steinhaus theorem we have
sup
(t,s)∈Λt0,s0
‖U(t, s)‖ <∞.
That is, there exists some c > 0 such that (3.20) holds. Noting that U(t, t) = I
for all t ∈ R, it is clear that c ≥ 1.
We shall use the following simple fact several times, so we formulate it as a
Lemma.
Lemma 3.14. Let T be a bounded operator on H such that for all x ∈ H,
|Tx| ≤ c|x| for some constant c > 0. Let µ be a measure on (H,B(H)) and
ε > 0 be a constant. Then we have
µ ◦ T−1({x ∈ H : |x| > ε}) =µ({x ∈ H : |Tx| > ε})
≤µ({x ∈ H : |x| > ε/c}).
(3.21)
Now we can prove the following main result.
Theorem 3.15. Suppose that Assumption 3.4 holds. The following assertions
hold.
(1) For every t ∈ R, the map s 7→ µt,s with s ≤ t is weakly continuous.
(2) For every t, s ∈ R with t ≥ s we have
µt+ε,s ⇒ µt,s as ε ↓ 0. (3.22)
(3) Then we have for every t, s ∈ R with t > s
µt−ε,s ◦ U(t, t− ε)
−1 ⇒ µt,s, ε ↓ 0. (3.23)
Proof. (i) Let s < t. We need to show both
µt,s−ε ⇒ µt,s, as ε ↓ 0 (3.24)
and
µt,s+ε ⇒ µt,s, as ε ↓ 0. (3.25)
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Following from (2.4) we have for every ε ∈ (0, t− s)
µt,s−ε = µt,s ∗
(
µs,s−ε ◦ U(t, s)
−1
)
(3.26)
and
µt,s = µt,s+ε ∗
(
µs+ε,s ◦ U(t, s + ε)
−1
)
. (3.27)
By Lemma 3.13 there exists some constant c ≥ 1 such that for all ε ∈ [0, t−s],
we have
‖U(t, s+ ε)‖ ≤ c.
Hence by Lemma 3.14 we have for all η > 0
µs,s−ε ◦ U(t, s)
−1({x ∈ H : |x| > η}) ≤ µs,s−ε({x ∈ H : |x| > η/c}). (3.28)
Because µs,s−ε ⇒ δ0 as ε→ 0, by Lemma 3.5 we get
lim
ε↓0
µs,s−ε({x ∈ H : |x| > η/c}) = 0.
Hence it follows from (3.28) we obtain that
lim
ε↓0
µs,s−ε ◦ U(t, s)
−1({x ∈ H : |x| > η}) = 0.
By Lemma 3.5, we obtain
µs,s−ε ◦ U(t, s)
−1 ⇒ δ0, ε ↓ 0.
Therefore, applying the first result of Lemma 3.8 to (3.26) we get (3.24).
By the same arguments, it is easy to show that
µs+ε,s ◦ U(t, s + ε)
−1 ⇒ δ0 as ε ↓ 0.
Then by Corollary 3.12, (3.25) follows from (3.27).
So (3.24) and (3.25) is proved and hence the proof is complete.
(ii) According to (2.4) we have for all t ≥ s, ε ≥ 0,
µt+ε,s = µt+ε,t ∗ (µt,s ◦ U(t + ε, t)
−1).
By assumption we have µt+ε,t ⇒ δ0. Hence by applying the first assertion of
Lemma 3.8, we get (3.22) providing
µt,s ◦ U(t + ε, t)
−1 ⇒ µt,s, as ε ↓ 0. (3.29)
Now we show (3.29).
Let f be a continuous and bounded function on H. For every ε > 0 set
fε(x) = f(U(t + ε, t)x), x ∈ H.
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It is clear that fε converges to f pointwisely and fε is bounded since f is bounded.
Hence by bounded convergence theorem we have
lim
ε↓0
∫
H
f dµt,s ◦ U(t + ε, t)
−1 = lim
ε↓0
∫
H
f(U(t+ ε, t)x) dµt,s(x) =
∫
H
f(x) dµt,s(x).
This proves (3.29).
(iii) By (2.4) we have for all t ≥ t− ε > s,
µt,s = µt,t−ε ∗ (µt−ε,s ◦ U(t, t− ε)
−1).
Since µt,t−ε ⇒ δ0 as ε ↓ 0, by the second conclusion of Lemma 3.8, we have
(3.23).
By Theorem 3.15 we have the following result concerning the space-homogeneous
case.
Proposition 3.16. Let (µt,s)t≥s be a family of probability measures on (H,B(H))
satisfying
µt,s = µt,r ∗ µr,s, t ≥ r ≥ s (3.30)
and
lim
t↓s
µt,s = lim
s↑t
µt,s = δ0.
Then µt,s is weak continuous in t ≥ s.
Proof. Let εn ↓ 0 and δn ↓ 0. By (3.30) we have
µt,s±δn = µt,t−εn ∗ µt−εn,s±δn (3.31)
and
µt+εn,s±δn = µt+εn,t ∗ µt,s±δn. (3.32)
As n → ∞, we have µt,t−εn ⇒ δ0 by assumption and µt,s±δn ⇒ δ0 by Theorem
3.15. Hence by applying the second assertion of Lemma 3.8 to Equation (3.31)
we obtain
µt−εn,s±δn ⇒ µt,s, as n→∞.
Similarly, it follows
µt+εn,s±δn ⇒ µt,s, as n→∞.
from (3.32) by using the continuity of the convolution operator. So we have
µt±εn,s±δn ⇒ µt,s, as n→∞
and the proof is complete
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As a direct application of Theorem 3.15 we obtain the continuity of the
characteristic functional (see Proposition 3.27). In the following we study the
continuity of (ps,t)t≥s.
For every t ≥ s, it is clear that ps,t is Feller, i.e. ps,t(Cb(H)) ⊂ Cb(H). Now
we look at the continuity of the map (s, x) 7→ ps,tf(x) for every f in Cb(H). The
proposition below is a direct generalization of [BRS96, Lemma 2.1]. The proof
is quite similar to the proof in [BRS96].
Proposition 3.17. Let sn, tn ∈ R, xn ∈ H, sn ≤ tn with n ≥ 1 such that
(sn, tn) → (s, t) ∈ R
2 and xn → x ∈ H as n → ∞. If µtn,sn ⇒ µt,s as n → ∞,
then for any f ∈ Cb(H), psn,tnf(xn)→ ps,tf(x) as n→∞.
Proof. (1) Since µtn,sn ⇒ µt,s as n→∞, by Prohorov’s theorem, for every ε > 0,
there exists a compact set K ⊂ H such that
µr,σ(K) ≥ 1− ε, for all (r, σ) ∈ {(t, s), (tn, sn) : n ∈ N}. (3.33)
For abbreviation, we set zn = U(tn, sn)xn and z = U(t, s)x. By the strong
continuity of the evolution family (U(t, s))t≥s, the set Z := {z, zn : n ∈ N} is
compact. Hence Z+K is also compact. So there exists N ∈ N such that for any
n > N and for any y ∈ K,
|f(zn + y)− f(z + y)| < ε, (3.34)
since f is uniformly continuous on compacts.
Because µtn,sn ⇒ µt,s as n → ∞, (taking N larger if necessary) we have for
all n > N ∣∣∣∣
∫
H
f(z + y)µtn,sn(dy)−
∫
H
f(z + y)µt,s(dy)
∣∣∣∣ < ε. (3.35)
From (3.33), (3.34) and (3.35) we get∣∣∣∣
∫
H
f(zn + y)µtn,sn(dy)−
∫
H
f(z + y)µt,s(dy)
∣∣∣∣
≤
∣∣∣∣
∫
H
f(z + y)µtn,sn(dy)−
∫
H
f(z + y)µt,s(dy)
∣∣∣∣
+
∫
K
|f(zn + y)− f(z + y)| µtn,sn(dy) + 2‖f‖∞µ(H \K)
<2ε(1 + ‖f‖∞).
Hence the result is proved since ε was arbitrary.
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3.4 Infinite divisibility
Here we use similar method introduced in Subsection 3.2 to show the infinite
divisibility of µt,s for all t ≥ s. Moreover, we shall give another proof in Corollary
3.25.
The following estimate is crucial for the the proof of Theorem 3.21 which is
the main result of this section.
Lemma 3.18. Suppose that Assumption 3.4 holds. On every compact interval
[s0, t0], for all ε, η > 0, there exists a constant δ > 0 such that for all s, t ∈ [s0, t0]
with 0 ≤ t− s < δ,
µt,s ◦ U(t0, t)
−1({x ∈ H : |x| > ε}) < η. (3.36)
Proof. It is trivial to see that (3.36) holds for the case t = s. So we shall assume
t > s. By Lemma 3.13, there exists a constant c ≥ 1 such that
|U(t, s)x| ≤ c|x|, x ∈ H, s0 ≤ s < t ≤ t0. (3.37)
Let us set
ε′ = ε/c
and denote for every r > 0
A(r) := {x ∈ H : |x| > r}.
By Assumption 3.4 and Equations (3.15), (3.16) in Proposition 3.6, we have
for every ε, η > 0, t ∈ [s0, t0], there exists a constant δt ≥ 0 such that
µt,s
(
A
(
ε′
2c
))
< η/2, s ∈ (t− δt, t) (3.38)
and
µr,t
(
A
(
ε′
2c
))
< η/2, r ∈ (t, t + δt). (3.39)
Since c ≥ 1 we have ε
′
2c
≤ ε
′
2
. Hence it follows from estimates (3.38) and (3.39)
we obtain
µt,s (A (ε
′/2)) < η/2, s ∈ (t− δt, t) (3.40)
and
µr,t (A (ε
′/2)) < η/2, r ∈ (t, t+ δt). (3.41)
Moreover, according to Lemma 3.14 and (3.37), we obtain from estimates
(3.38) and (3.39) that
µt,s ◦ U(t
′, t)−1 (A (ε′/2)) < η/2, t− δt ≤ s ≤ t, t ≤ t
′ ≤ t0 (3.42)
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and
µr,t ◦ U(r
′, r)−1 (A (ε′/2)) < η/2, t ≤ r ≤ t+ δt, r ≤ r
′ ≤ t0. (3.43)
For every t ∈ [s0, t0], let
It := (t− δt, t+ δt).
It is obviously that {It : t ∈ [s0, t0]} covers the interval [s0, t0]. Hence there is a
finite sub–covering {Itj : j = 1, 2 · · · , n} of [s0, t0]. Then for every t ∈ [s0, t0], we
have t ∈ Itj for some j ∈ {1, 2, · · · , n}. Let δ be the minimum of {δtj/2: j =
1, 2, · · · , n}. For every s ∈ [s0, t0] such that 0 < t− s < δ, we have
|s− tj | ≤ |s− t|+ |t− tj| < δ + δtj/2 ≤ δtj .
Therefore we get that both t and s are in the same sub-interval Itj . We need to
consider the following three cases respectively: 1. s ≤ tj < t; 2. s < t ≤ tj ; 3.
tj < s < t.
Case 1 (s ≤ tj < t). Note that for all x, y ∈ H, if |x+ y| > ε
′, then either
|x| > ε′/2 or |y| > ε′/2. That is, the following inequality holds
1A(ε′)(x+ y) ≤ 1A(ε′/2)(x) + 1A(ε′/2)(y). (3.44)
By (2.4), (3.41), (3.42) and (3.44) we have
µt,s(A(ε
′)) = µt,tj ∗ (µtj ,s ◦ U(t, tj)
−1)(A(ε′))
=
∫
H
∫
H
1A(ε′)(x+ y)µt,tj(dx)(µtj ,s ◦ U(t, tj)
−1)(dy)
≤
∫
H
∫
H
(1A(ε′/2)(x) + 1A(ε′/2)(y))µt,tj(dx)(µtj ,s ◦ U(t, tj)
−1)(dy)
= µt,tj (A(ε
′/2)) + (µtj ,s ◦ U(t, tj)
−1)(A(ε′/2))
<
η
2
+
η
2
= η.
Therefore by Lemma 3.14 and (3.37) we have
µt,s ◦ U(t0, t)
−1({x ∈ H : |x| > ε}) < η.
Case 2 (s < t ≤ tj). We first show
(µt,s ◦ U(tj , t)
−1)(A(ε′)) < η
by contradiction. If otherwise the following inequality
(µt,s ◦ U(tj , t)
−1)(A(ε′)) ≥ η (3.45)
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holds. Then by (2.4), (3.40) and (3.45) we obtain
η
2
> µtj ,s(A(ε
′/2)) = µtj ,t ∗ (µt,s ◦ U(tj , t)
−1)(A(ε′/2))
=
∫
H
∫
H
1A(ε′/2)(x+ y)µtj ,t(dx)(µt,s ◦ U(tj , t)
−1)(dy)
≥
∫
H
∫
H
1A(ε′/2)c(x) · 1A(ε′)(y) µtj ,t(dx)(µt,s ◦ U(tj , t)
−1)(dy)
= µtj ,t(A(ε
′/2)c) · (µt,s ◦ U(tj , t)
−1)(A(ε′))
≥ η
(
1−
η
2
)
= η −
η2
2
.
Here we used the fact that for all x, y ∈ H, |x+ y| ≥ |y| − |x| > ε
′
2
if |y| > ε′ and
|x| ≤ ε′/2. Now we have
η
2
> η −
η2
2
.
Consequently, we have η > 1. By (3.45) this means that
(µt,s ◦ U(tj , t)
−1)(A(ε′)) > 1.
This is impossible since µt,s is a probability measure.
Then by Lemma 3.14 and (3.37) we have
µt,s ◦ U(t0, t)
−1({x ∈ H : |x| > ε})
=
(
µt,s ◦ U(tj , t)
−1
)
◦ U(t0, tj)
−1({x ∈ H : |x| > ε})
≤µt,s ◦ U(tj , t)
−1({x ∈ H : |x| > ε/c})
=µt,s ◦ U(tj , t)
−1(A(ε′)) < η.
Case 3 (tj < s < t). Similar to Case 1 we only need to show µt,s(A(ε
′)) < η
whose proof turn to be similar to the proof in Case 2. Indeed, if
µt,s(A(ε
′)) ≥ η, (3.46)
then by (2.4), (3.41) and (3.43)
η
2
> µt,tj (A(ε
′/2)) = µt,s ∗ (µs,tj ◦ U(t, s)
−1)(A(ε′/2))
=
∫
H
∫
H
1A(ε′/2)(x+ y)µt,s(dx)(µs,tj ◦ U(t, s)
−1)(dy)
≥ µt,s(A(ε
′)) · (µs,tj ◦ U(t, s)
−1)(A(ε′/2)c)
≥ η
(
1−
η
2
)
.
This implies η > 1 which contradicts (3.46) because µt,s is a probability measure.
Combining the three cases discussed above, we obtain (3.36) and hence the
proof is complete.
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Remark 3.19. It is worth to point out that the proof used the fact that (µt,s)t≥s
is a sequence of probability measures. Another proof given by Corollary 3.25 is
also based on this fact. It might be interesting to look at the convolution equation
2.4 for general measures.
Remark 3.20. Suppose that Assumption 3.4 holds and for every fixed s0 < t0,
there exists some constant c > 0 such that for every s0 ≤ s ≤ t ≤ t0 (cf. (3.20)),
1/c|x| ≤ |U(t, s)x| ≤ c|x|, x ∈ H, s0 ≤ s ≤ t ≤ t0.
The most simple case is the homogeneous convolution equation when U ≡ I.
Then from the proof of Lemma 3.18 or directly from (3.36) we obtain that
(µt,s)t≥s is uniformly stochastically continuous on compact intervals. That is, for
every s0 < t0 and every ε, η > 0, there exists a δ > 0 such that for all s, t ∈ [s0, t0]
satisfying 0 ≤ t− s < δ, we have
µt,s({x ∈ H : |x| > ε}) < η.
Now we are ready to prove the following main result in this subsection.
Theorem 3.21. The measures (µt,s)t≥s satisfying (2.4) and Assumption 3.4 are
infinitely divisible.
Proof. For simplicity we only show that µ1,0 is infinitely divisible since the proof
for µt,s with arbitrary t ≥ s is similar. By (2.4), we can write for every m ∈ N,
µ1,0 = Π
∗(2m−1)
j=0 µ j+1
2m
, j
2m
◦ U
(
1,
j + 1
2m
)−1
. (3.47)
Here Π∗ denotes the convolution product. Indeed, By (2.4) we have
µ1,0 = µ1,1/2 ∗
(
µ1/2,0 ◦ U
(
1,
1
2
)−1)
.
So (3.47) holds for m = 1. Now we assume that (3.47) holds for some m ≥ 1.
Then by (2.4) we have for all j = 0, 1, · · · , 2m − 1,
µ j+1
2m
, j
2m
= µ (2j+1)+1
2m+1
, 2j+1
2m+1
∗
(
µ 2j+1
2m+1
, 2j
2m+1
◦ U
(
(2j + 1) + 1
2m+1
,
2j + 1
2m+1
)−1)
Note that for any probability measures µ, ν on H and measurable map T on H,
it is easy to check that
(µ ∗ ν) ◦ T−1 = (µ ◦ T−1) ∗ (ν ◦ T−1). (3.48)
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So we have
µ j+1
2m
, j
2m
◦ U
(
1,
j + 1
2m
)−1
=µ (2j+1)+1
2m+1
, 2j+1
2m+1
◦ U
(
1,
(2j + 1) + 1
2m+1
)−1
∗
(
µ 2j+1
2m+1
, 2j
2m+1
◦ U
(
1,
2j + 1
2m+1
)−1)
=Π
∗(2j+1)
k=2j µ k+1
2m+1
, k
2m+1
◦ U
(
1,
k + 1
2m+1
)−1
.
Therefore by assumption we have
µ1,0 =Π
∗(2m−1)
j=0 Π
∗(2j+1)
k=2j µ k+1
2m+1
, k
2m+1
◦ U
(
1,
k + 1
2m+1
)−1
=Π
∗(2m+1−1)
k=0 µ k+1
2m+1
, k
2m+1
◦ U
(
1,
k + 1
2m+1
)−1
.
Now we get that (3.47) holds for m ≥ 1.
By Lemma 3.18 we get that µ1,0 is the limit of an infinitesimal triangular
array. Then by [Par05, Corollary VI.6.2] we obtain that µ1,0 is infinitely divisible.
3.5 Associated additive processes
The following theorem shows that there is a natural additive process associated
with the famlily of measures satisfying the skewed convolution equation. It could
be partially regarded as a generalization of [Sat99, Theorem 9.7 (ii)] where (non-
skewed) convolution equations are studied. The proof follows the hints given in
[Sat99]. That is, it is similar to the proof of [Sat99, Theorem 7.10 (ii)] where
time homogeneous convolution equations are studied.
Theorem 3.22. Fix t0 ∈ R and let (µt,s)t0≥t≥s be a system of probability mea-
sures on (H,B(H)) such that for all s ≤ r ≤ t ≤ t0
µt,s = µt,r ∗ (µr,s ◦ U(t, r)
−1), (3.49)
and
µt,s ⇒ δ0, as s ↑ t,
µt,s ⇒ δ0, as t ↓ s.
(3.50)
Set for all s ≤ t ≤ t0
µ˜t,s = µt,s ◦ U(t0, t)
−1.
Then
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(1) For all s ≤ r ≤ t ≤ t0,
µ˜t,s = µ˜t,r ∗ µ˜r,s, (3.51)
µ˜s,s = δ0 (3.52)
and
µ˜t,s ⇒ δ0, as s ↑ t,
µ˜t,s ⇒ δ0, as t ↓ s.
(3.53)
(2) There is an stochastic continuous additive process (Xt)t0≥t associated with
(µ˜t,s)t0≥t≥s in the following sense:
(a) For all t ≤ t0, Xt has the distribution µt0,t. In particular, Xt0 = 0
almost surely.
(b) For all t0 ≥ t1 > t2 > · · · > tn, the increments Xtj − Xtj−1 with
j = 1, 2, · · · , n are independent to each other. Moreover, for all s ≤
t ≤ t0, the increment Xs −Xt has the distribution µ˜t,s.
Proof. (1) Let t0 be fixed. First we show (3.51). By (3.49) we have
µ˜t,s = µt,s ◦ U(t0, t)
−1
=
(
µt,r ∗
(
µr,s ◦ U(t, r)
−1
))
◦ U(t0, t)
−1
=
(
µt,r ◦ U(t0, t)
−1
)
∗
(
µr,s ◦ U(t0, r)
−1
)
= µ˜t,r ∗ µ˜r,s.
This proves (3.51). Hence we have for all s ≤ t0
µ˜ss = µ˜ss ∗ µ˜ss.
As we have noted that the unique idempotent measure on Hilbert space is the
Dirac measure δ0. Hence (3.52) follows immediately.
Fix some s0 < t0. By Lemma 3.13 there exists some constant c > 0 such that
for all x ∈ H and s0 ≤ s ≤ t ≤ t0, |U(t, s)x| ≤ c|x|. Hence for any ε > 0, as
mentioned in Lemma 3.13 we have
µ˜t,s({x ∈ H : |x| > ε}) = µt,s({x ∈ H : |U(t, s)x| > ε})
≤ µt,s({x ∈ H : |x| > ε/c}).
Therefore by Lemma 3.5 we obtain (3.53) from (3.50).
(2) Let Ω = H(−∞,t0] be the collection of all functions ω = (ω(t))t∈(−∞,t0]
from (−∞, t0] into H. Let Xt(ω) = ω(t), t ≤ t0, be the canonical process. Let
F be the σ-algebra generated by cylinder sets on H(−∞,t0]. For any n ∈ N,
t0 ≥ t1 > t2 > · · · > tn, and for all Bj ∈ B(H), j = 1, 2, · · · , n, define
mt1,t2··· ,tn(B1 × B2 × · · · ×Bn)
=
∫
H
· · ·
∫
H
1B1(y1)µ˜t0,t1(dy1)1B2(y1 + y2)µ˜t1,t2(dy2)
× · · · × 1Bn(y1 + y2 + · · ·+ yn)µ˜tn−1,tn(dyn).
(3.54)
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Then mt1,t2,··· ,tn is extended to be a probability measure on (H,B(H
⊗n)). More-
over, by using (3.51), it is easy to check that the family of probability measures
(mt1,t2,··· ,tn)t0≥t1>t2>···>tn satisfies the consistency condition. We shall only show
that for all t0 ≥ t1 > t2 > t3 > t4, Bj ∈ B(H), j = 1, 2, 3, 4 with B2 = H, we
have
mt1,t2,t3,t4(B1 ×H×B3 × B4) = mt1,t3,t4(B1 ×B3 × B4)
below to illustrate the point. In fact, by (3.51) and the definition in (3.54) we
have
mt1,t2,t3,t4(B1 ×H× B3 ×B4)
=
∫
H
∫
H
1B1(y1)µ˜t0,t1(dy1)1H(y1 + y2)µ˜t1,t2(dy2)∫
H
∫
H
1B3(y1 + y2 + y3)µ˜t2,t3(dy3)1B4(y1 + y2 + y3 + y4)µ˜t3,t4(dy4)
=
∫
H
∫
H
1B1(y1)µ˜t0,t1(dy1)µ˜t3,t4(dy4)∫
H
∫
H
1B3(y1 + y2 + y3)1B4(y1 + y2 + y3 + y4) µ˜t1,t2(dy2)µ˜t2,t3(dy3)
=
∫
H
∫
H
1B1(y1)µ˜t0,t1(dy1)µ˜t3,t4(dy4)∫
H
1B3(y1 + z)1B4(y1 + z + y4) (µ˜t1,t2 ∗ µ˜t2,t3)(dz)
=
∫
H
∫
H
∫
H
1B1(y1)µ˜t0,t1(dy1)1B3(y1 + z)µ˜t1,t3(dz)1B4(y1 + z + y4) µ˜t3,t4(dy4)
=mt1,t3,t4(B1 ×B3 ×B4).
Therefore, by Kolmogorov’s extension theorem we get a unique probability
measure P on (Ω,F ) such that
P(Xt1 ∈ B1, Xt2 ∈ B2, · · · , Xtn ∈ Bn) = mt1,t2,··· ,tn(B1 ×B2 × · · · ×Bn). (3.55)
Let us show that (Xt)t0≥t is a stochastic continuous additive process on
(Ω,F ,P) in the sense stated in this theorem.
Note that for any f ∈ Bb(H
⊗n), following from (3.54) and (3.55) we obtain
E[f(Xt1, Xt2 , · · · , Xtn)]
=
∫
H
· · ·
∫
H
f(y1, y1 + y2, · · · , y1 + y2 · · ·+ yn) µ˜t0,t1(dy1)
× µ˜t1,t2(dy2)× · · · × µ˜tn−1,tn(dyn).
(3.56)
In particular from (3.56) we get that (Xt)t≤t0 is distributed as µ˜t0,t = µt0,t.
Hence P(Xt0 = 0) = 1 since Xt0 ∼ µ˜t0,t0 = µt0,t0 = δ0.
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Let x0 = 0. For fixed z1, · · · , zn ∈ H, consider
f(x1, · · · , xn) = exp
(
i
n∑
j=1
〈zj, xj − xj−1〉
)
, x1, · · · , xn ∈ H.
It follows from (3.56) that
E
[
exp
(
i
n∑
j=1
〈
zj , Xtj −Xtj−1
〉)]
=
∫
H
· · ·
∫
H
exp
(
i
n∑
j=1
〈zj , yj〉
)
µ˜t0,t1(dy1) · · · µ˜tn−1,tn(dyn)
=
n∏
j=1
∫
H
exp(i〈zj , yj〉) µ˜tj−1,tj (dyj).
This implies for every j = 1, 2, · · · , n
E
[
exp
(
i〈zj, Xtj −Xtj−1〉
)]
=
∫
H
exp (i〈zj , yj〉) µ˜tj ,tj−1(dyj) (3.57)
and
E
[
exp
(
i
n∑
j=1
〈zj , Xtj −Xtj−1〉
)]
=
n∏
j=1
E
[
exp
(
i〈zj , Xtj −Xtj−1〉
)]
. (3.58)
Equation (3.57) shows that Xtj −Xtj−1 has the distribution µ˜tj ,tj−1 , while Equa-
tion (3.58) shows that (Xt)t0≥t has independent increments.
We have shown that for any t0 ≥ t ≥ s, the increment Xs−Xt is distributed
as µ˜t,s. Therefore from (3.53) we get that Xs−Xt converges to 0 in probability as
t tends to s or s tends to t. This proves that (Xt)t0≥t is stochastic continuous.
Example 3.23. For some fixed t0, consider a stochastic process (Xt0,t)t≤t0 over
some probability space (Ω,P), defined by
Xt0,t :=
∫ t0
t
U(t0, σ) dZσ,
where U and Z (suppose that Z is stochastic continuous) are the same as in
(1.5). Let µt,s be the distribution of
Xt,s :=
∫ t
s
U(t, σ) dZσ, t ≥ s.
Then (µt,s)t0≥t≥s fulfills conditions (3.49) and (3.50). For all t0 ≥ t > s, the
increment Xt0,s −Xt0,t is distributed as
µ˜t,s = µt,s ◦ U(t0, t)
−1.
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The proof is direct. First we note that
Xt0,s −Xt0,t =
∫ t0
s
U(t0, σ) dZσ −
∫ t0
t
U(t0, σ) dZσ = U(t0, t)
∫ t
s
U(t, σ) dZσ.
So for all B ∈ B(H) we have
P(Xt0,s −Xt0,t ∈ B) = P
(∫ t
s
U(t, σ) dZσ ∈ U(t0, t)
−1B
)
= µt,s(U(t0, t)
−1B) = µ˜t,s(B).
Moreover, it is easy to check that the increments of (Xt0,t)t0≥t are independent
to each other. Hence following from
Xt0,s −Xt0,t = (Xt0,s −Xt0,r) + (Xt0,r −Xt0,t), s ≤ r ≤ t ≤ t0,
we obtain (3.51). Finally, (3.52) and (3.53) are obvious.
Based on (3.51) and (3.53), as the proof of Lemma 3.18, we can prove the
following result: on every compact interval [s0, t0] with s0 ≤ t0, for all ε, η > 0,
there is a constant δ > 0 such that for all s0 ≤ s < t ≤ t0 satisfying |s− t| ≤ δ,
we have
µ˜t,s({x ∈ H : |x| > ε}) < η.
According to the definition of µ˜t,s, it is exactly (3.36). This is a slightly simpler
proof of Lemma 3.18. However, using the stochastic process constructed in
Theorem 3.22, we have a more transparent probabilistic proof.
First let us recall the following lemma which has been proved in [Sat99,
Lemma 9.6, Page 51] for finite dimensional case. We include the same proof
here for completeness. Note that we have used similar argument in the proof of
Lemma 3.18.
Lemma 3.24. A stochastically continuous process (Xt)t∈R taking values in H
is uniformly stochastically continuous on any finite interval [s0, t0]. That is, for
every ε > 0 and η > 0, there is δ > 0 such that for any s and t in [s0, t0]
satisfying |t− s| < δ, we have
P(|Xt −Xs| > ε) < η.
Proof. Let ε > 0 and η > 0. Since (Xt)t∈R is stochastic continuous, we obtain
for every t ∈ R there is a constant δt > 0 such that for all t, s ∈ [s0, t0] satisfying
|t− s| < δt, we have
P(|Xt −Xs| > ε/2) < η/2.
It is clear that {It := (t− δt/2, t+ δt/2) : t ∈ [s0, t0]} covers the compact interval
[s0, t0]. Then there is a sub-covering {Itj : j = 1, 2, · · · , n} for [s0, t0]. Let
δ := min{δtj/2: j = 1, 2, · · · , n}.
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For all t ∈ [s0, t0], we have t ∈ Itj for some j = 1, 2, · · · , n. Thus for all s ∈ [s0, t0]
such that 0 ≤ |t− s| < δ, we get |s− tj | < δj since
|s− tj | ≤ |s− t|+ |t− tj| < δ + δtj/2 ≤ δtj .
Hence we obtain
P(|Xt −Xs| > ε) ≤ P(|Xt −Xtj | > ε/2) + P(|Xs −Xtj | > ε/2)
< η/2 + η/2 = η.
Corollary 3.25. In the framework of Theorem 3.22 the estimate (3.36) holds
and hence µt,s is infinitely divisible.
Proof. The proof is the same as [Sat99, Theorem 9.1, Page 51]. By Theorem
3.22 there is a stochastic continuous additive process (Xt)t0≥t≥s0 such that µ˜t,s
is the distribution of the increment Xs −Xt for all t0 ≥ t ≥ s ≥ s0. By Lemma
3.24 we obtain that (Xt)t0≥t≥s0 is uniformly stochastic continuous. This means
that for every ε > 0 and η > 0, there is a δ > 0 such that for all s, t ∈ [s0, t0]
satisfying |t− s| < δ, we have
P(|Xs −Xt| > ε) < η.
In other words
µ˜t,s(|x| > ε) < η.
This proves (3.36) since µ˜t,s = µt,s ◦ U(t0, t)
−1 by definition. The remainder of
the proof is the same with the proof of Theorem 3.21.
Using the stochastic process constructed in Theorem 3.22, we have also an-
other proof for the weak continuity of s 7→ µt,s with s ≤ t shown in the first
assertion of Theorem 3.15.
Another proof of Theorem 3.15 (i). For every fixed t ∈ R, we have shown in
Theorem 3.22 that there is a stochastic continuous process (Xs)t≥s such that
µt,s = µ˜t,s is the distribution of the increments Xs − Xt = Xs for all s ≤ t.
Since (Xs)t≥s is stochastic continuous, Xs′ converges to Xs in probability as s
′
tends to s for all s, s′ ≤ t. This implies that the distribution of Xs′ converges
to the distribution of Xs weakly. That is, µt,s′ ⇒ µt,s as s
′ → s. The proof is
complete.
Remark 3.26. It is standard to show that there exists a Markov process (Xxt,s)t≥s
for all x ∈ H with Xxs,s = x associated with (ps,t)t≥s by Kolmogorov’s consistency
theorem. One may mimic the idea in [BRS96] and [FR00] to construct corre-
sponding Markov processes with ca`dla`g paths and even show that the process
35
solves the stochastic equation in certain sense. This will be done separately.
Here we mention that according to (2.7), for every t ≥ s, the random variable
X˜t,s := X
x
t,s−U(t, s)x is distributed as µt,s (independent of x). Indeed, let Q be
the law of the process (Xxt,s)t≥s. Then for all B ∈ B(H), we have
Q(X˜t,s ∈ B) = Q(X
x
t,s ∈ B + U(t, s)x) = ps,t(x,B + U(t, s)x) = µt,s(B).
So the process (X˜t0,t)t0≥t is one version of the process (Xt)t0≥t constructed in
Theorem 3.22. If both processes (X˜t0,t)t0≥t and (Xt)t0≥t are right continuous,
then they are indistinguishable. In this note we try to understand the process
(Xt)t0≥t via the method of spectral representation (Ref. Remark 3.50).
3.6 Le´vy-Khintchine representation
Now we assume that for every t ≥ s, the measure µt,s is infinitely divisible. Then
by the Le´vy-Khintchine theorem [Par05, Theorem VI.4.10, Page 182], there exists
a negative definite, Sazonov continuous function ψt,s on H such that
µˆt,s(ξ) = exp(−ψt,s(ξ)), ξ ∈ H,
and ψt,s has the following form
ψt,s(ξ) = −i〈at,s, ξ〉+
1
2
〈ξ, Rt,sξ〉
−
∫
H
(
ei〈ξ,x〉−1 −
i〈ξ, x〉
1 + |x|2
)
mt,s(dx), ξ ∈ H,
(3.59)
where at,s ∈ H, Rt,s is a non-negative definite, symmetric trace class operator on
H, and mt,s is a Le´vy measure on H. That is,
µt,s = [at,s, Rt,s,mt,s], t ≥ s.
In terms of the characteristic exponent ψt,s of µt,s, condition (2.4) is equivalent
to
ψt,s(ξ) = ψt,r(ξ) + ψr,s(U(t, r)
∗ξ), ξ ∈ H (3.60)
for every t ≥ r ≥ s.
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According to (3.59) the right hand side of (3.60) is given by
ψt,r(ξ) + ψr,s(U(t, r)
∗ξ)
=− i〈at,r, ξ〉+
1
2
〈ξ, Rt,rξ〉 −
∫
H
(
ei〈ξ,x〉−1−
i〈ξ, x〉
1 + |x|2
)
mt,r(dx)
− i〈U(t, r)ar,s, ξ〉+
1
2
〈ξ, U(t, r)Rr,sU(t, r)
∗ξ〉
−
∫
H
(
ei〈ξ,U(t,r)x〉−1−
i〈ξ, U(t, r)x〉
1 + |x|2
)
mr,s(dx)
=− i〈at,r + U(t, r)ar,s, ξ〉+
1
2
〈ξ, (Rt,r + U(t, r)Rr,sU(t, r)
∗)ξ〉
−
∫
H
(
ei〈ξ,x〉−1−
i〈ξ, x〉
1 + |x|2
)
(mt,r +mr,s ◦ U(t, r)
−1)(dx)
+
∫
H
i〈ξ, U(t, r)x〉
1 + |x|2
mr,s(dx)−
∫
H
i〈ξ, U(t, r)x〉
1 + |U(t, r)x|2
mr,s(dx).
Therefore, by the uniqueness of the canonical representation for infinitely
divisible distributions we have the following identities (cf. also the proof of
[Ouy09, Corollary 1.4.11])
at,s = at,r + U(t, r)ar,s
+
∫
H
U(t, r)x
(
1
1 + |U(t, r)x|2
−
1
1 + |x|2
)
mr,s(dx),
Rt,s = Rt,r + U(t, r)Rr,sU(t, r)
∗,
mt,s = mt,r +mr,s ◦ U(t, r)
−1
(3.61)
for every t ≥ r ≥ s.
In particular, from (3.61) (or directly from (2.9)) we have
at,t = 0, Rt,t = 0, mt,t = 0 (3.62)
for all t ∈ R.
According to [Par05, Theorem VI.5.5, Page 189] (see also [Sat99, Theorem
8.7, Page 41] for the finite dimensional version), the following results concerning
the continuity of the generating triplets follows from the weak continuity of the
µt,s in s over (−∞, t] proved in Theorem 3.15.
Proposition 3.27. Suppose that Assumption 3.4 holds. Then for every t ∈ R,
we have the following assertions.
(1) The map s 7→ at,s on (−∞, t] is continuous in H;
(2) The map s 7→ mt,s on (−∞, t] is weakly continuous outside every closed
neighborhood of the origin. That is, for every B ∈ B(Rd) with B ⊂
{x : |x| > ε} for some ε > 0, s 7→ mt,s(B) is continuous.
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(3) Let (sn)n≥1 be a sequence of real numbers such that sn ≤ t and sn → s as
n→∞. For all ξ ∈ H define a trace-class operator Tn by
〈Tnξ, ξ〉 = 〈ξ, Rt,snξ〉+
∫
|x|≤1
〈x, ξ〉mt,sn(dx).
Then {Tn}n≥1 is compact and
lim
ε→0
lim
n→∞
∣∣∣∣
∫
|x|≤ε
〈x, ξ〉2mt,sn(dx) + 〈ξ, Rt,snξ〉 − 〈ξ, Rt,sξ〉
∣∣∣∣ = 0. (3.63)
Using the structure information of µt,s = [at,s, Rt,s,mt,s] in (3.61), Proposition
3.27 implies the following result.
Corollary 3.28. Suppose that Assumption 3.4 holds. For every ξ ∈ H and
t ∈ R, the map s 7→ 〈ξ, Rt,sξ〉 with s ≤ t is continuous.
Proof. Let (sn)n≥1 with sn ≤ t for all n ≥ 1 be a sequence of real numbers
converging to s. By (3.61) we have
mt,sn ≤ mt,s′,
where s′ is any real number such that s′ ≤ sn for all n ≥ 1. Hence
0 ≤ lim
ε→0
lim
n→∞
∫
|x|≤ε
〈x, ξ〉2mt,sn(xd) ≤ lim
ε→0
∫
|x|≤ε
〈x, ξ〉2mt,s′(dx) = 0.
It implies
lim
ε→0
lim
n→∞
∫
|x|≤ε
〈x, ξ〉2mt,sn(dx) = 0.
From (3.63) we get
lim
n→∞
|〈ξ, Rt,snξ〉 − 〈ξ, Rt,sξ〉|
= lim
n→∞
|〈ξ, Rt,snξ〉 − 〈ξ, Rt,sξ〉| − lim
ε→0
lim
n→∞
∫
|x|≤ε
〈x, ξ〉2 dmt,sn(x)
≤ lim
ε→0
lim
n→∞
∣∣∣∣
∫
|x|≤ε
〈x, ξ〉2 dmt,sn(x) + 〈ξ, Rt,snξ〉 − 〈ξ, Rt,sξ〉
∣∣∣∣
=0.
This proves
lim
n→∞
〈ξ, Rt,snξ〉 = 〈ξ, Rt,sξ〉.
So the proof is finished.
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3.7 Constructions
The following proposition shows a typical form of the family of probability mea-
sures (µt,s)t≥s satisfying the skew convolution equation (2.4).
Proposition 3.29. Assume that λt,s for every t > s is the characteristic expo-
nent of some infinitely divisible probability measure on H. Let pi be an atomless
σ-finite measure on R. Suppose that for every ξ ∈ H the function s 7→ λt,s(ξ)
with t > s is locally integrable with respect to pi. Then
(1) For every t > s, the following characteristic functional
µˆt,s(ξ) = exp
(
−
∫ t
s
λt,σ(ξ) pi(dσ)
)
, ξ ∈ H, (3.64)
defines a family of infinitely divisible probability measures µt,s on H.
(2) In addition, if for every t > r > s,
λt,s(ξ) = λr,s(U(t, r)
∗ξ), ξ ∈ H, (3.65)
then (2.4) holds.
Proof. (1) Since for every t > s, λt,s is the characteristic exponent of an infinitely
divisible probability measure on H, there exists an element aλt,s in H, a non-
negative definite, self-adjoint trace class operator Rλt,s on H, and a Le´vy measure
mλt,s on H such that
λt,s(ξ) = −i〈a
λ
t,s, ξ〉+
1
2
〈ξ, Rλt,sξ〉
−
∫
H
(
ei〈ξ,x〉−1−
i〈ξ, x〉
1 + |x|2
)
mλt,s(dx), ξ ∈ H.
(3.66)
It is clear that
∫ t
s
λt,σ(ξ) pi(dσ) represents the characteristic exponent of the
infinitely divisible measure with characteristic triplet[∫ t
s
aλt,σpi(dσ),
∫ t
s
Rλt,σpi(dσ),
∫ t
s
mλt,σpi(dσ)
]
. (3.67)
This proves that (3.64) defines a family of infinitely divisible probability measures
(µt,s)t≥s on (H,B(H)).
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(2) For every ξ ∈ H, t > r > s, by (3.65) we have
µˆt,r(ξ)µˆr,s
(
U(t, r)∗ξ
)
=exp
(
−
∫ t
r
λt,σ(ξ) pi(dσ)−
∫ r
s
λr,σ(U(t, r)
∗ξ) pi(dσ)
)
=exp
(
−
∫ t
r
λt,σ(ξ) pi(dσ)−
∫ r
s
λt,σ(ξ) pi(dσ)
)
=exp
(
−
∫ t
s
λt,σ(ξ) pi(dσ)
)
=µˆt,s(ξ).
This proves (2.4).
Corollary 3.30. For every s ∈ R, assume that λs be the characteristic exponent
of some infinitely divisible probability measure on H. Then for all t, s ∈ R with
t ≥ s,
λt,s(ξ) := λs
(
U(t, s)∗ξ
)
(3.68)
is the characteristic exponent of some infinitely divisible probability measure on
H. Moreover, (λt,s)t≥s satisfies (3.65) and hence
µˆt,s(ξ) = exp
(
−
∫ t
s
λσ(U(t, σ)
∗ξ) pi(dσ)
)
, ξ ∈ H, t > s (3.69)
defines a family of infinite divisible measures (µt,s)t≥s on (H,B(H)) satisfying
(2.4).
Proof. By the Le´vy-Khintchine formula, for every s ∈ R, the characteristic ex-
ponent λs is of the following form
λs(ξ) = −i〈a
λ
s , ξ〉+
1
2
〈ξ, Rλs ξ〉
−
∫
H
(
ei〈ξ,x〉−1 −
i〈ξ, x〉
1 + |x|2
)
mλs (dx), ξ ∈ H,
(3.70)
where aλr ∈ H, R
λ
r is a non-negative definite, self-adjoint trace class operator on
H, and mλr is a Le´vy measure on H.
Therefore for all t ≥ s, λt,s(ξ) has the form (3.66) with characteristic triplet
aλt,s, R
λ
t,s and m
λ
t,s given respectively by
aλt,s = U(t, s)a
λ
s +
∫
H
U(t, s)x
[
1
1 + |U(t, s)x|2
−
1
1 + |x|2
]
mλr (dx)
Rλt,s = U(t, s)R
λ
sU(t, s)
∗,
mλt,s({0}) = 0,
mλt,s(A) = m
λ
s (U(t, s)
−1(A)), A ∈ B(H \ {0}).
40
Therefore it is clear that (3.69) defines an infinitely divisible probability mea-
sure with characteristic triplet given as (3.67).
The relation (3.65) is simple. Indeed for every t > r > s,
λr,s
(
U(t, r)∗ξ
)
= λs
(
U(r, s)∗U(t, r)∗ξ
)
= λs
(
(U(t, r)U(r, s))∗ξ
)
= λs
(
U(t, s)∗ξ
)
= λt,s(ξ).
Consequently, by the second assertion of Proposition 3.29, we have (2.4).
Remark 3.31. For all t > s, let νt,s be the measure on (H,B(H)) with Fourier
transformation νˆt,s(ξ) = exp(−λt,s(ξ)) for every ξ ∈ H. Fix s0 and set νt = νt,s0
for all t > s0. Then (3.65) implies that
νt = νr ◦ U(t, r)
−1, t ≥ r > s0.
Define a transition semigroup us,t by us,t(x, ·) = δU(t,s)x(·) for every x ∈ H. It is
easy to see that∫
H
us,tf(x) νs(dx) =
∫
H
f(x)νt(dx), f ∈ Bb(H).
That is to say, (νt)t>s0 is an entrance law (or an evolution system of measures
studied Section 4) for us,t. While the case (3.68) happens if the setting for
(λt,s)t>s above extends to (λt,s)t≥s. Hence (νt)t>s0 could be extended to (νt)t≥s0 .
In this case, we say the entrance law is closed.
Example 3.32. Suppose that the additive process (Zt)t∈R admits a factoring
((λs)s∈R, pi). Assume that for every t ≥ s, the integral
Xt,s =
∫ t
s
U(t, u) dZu
is well defined (see [Det83, Sat06]), then the characteristic functional of Xt,s is
given by (3.69).
3.8 Spectral representation
Now we consider the spectral representation of µt,s for each t ≥ s. We shall
always assume that Assumption 3.4 holds. Then we have for all t ≥ s, µt,s is
infinitely divisible and we can set µt,s = [at,s, Rt,s,mt,s]. Moreover, we have the
conclusions in Proposition 3.27 and Corollary 3.28 concerning the continuity of
at,s, Rt,s and mt,s in s.
The main idea is described as follows. For every t ≥ s, ξ ∈ H, let
ψt,s(ξ) = − log µˆt,s(ξ).
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It takes values in the complex plane. For every t ∈ R,
F tξ ((s, r]) = ψr,s(U(t, r)
∗ξ), s ≤ r ≤ t
defines an additive complex set function onA 0t . Here A
0
t is the algebra generated
by intervals of the form (s, r] ∩ (−∞, t] with s ≤ r ≤ t. Assume that (µt,s)t≥s is
natural (ref. Definition 3.41). Then the additive set function F tξ can be extended
to be a complex measure F tξ on ((−∞, t],B((−∞, t])). If in addition there is
a σ-finite measure pi on (R,B(R)) such that F tξ ≪ pi, then we get a spectral
representation
µˆt,s(ξ) = exp
(
−
∫ t
s
dF tξ
dpi
dpi
)
, ξ ∈ H
for every s ≤ t.
To make the choice of pi explicit and the proof strict, we turn to look at the
characteristics of µt,s, i.e. the Gaussian part Rt,s, the jump part µt,s and the drift
part at,s in detail. In this way, a canonical control measure pi will be determined
naturally.
Hence the theoretical result of this section can be used to convince the reader
that under some conditions, the distributions of stochastic convolution integrals
in Example 3.32 represents in fact all (µt,s)t≥s satisfying (2.4). We refer to
Remark 3.50 for more discussion.
Remark 3.33. Instead of studying the space inhomogeneous equation (2.4) di-
rectly, there is another approach. Let t0 ∈ R be fixed. First we look at the space-
homogeneous equation (3.51), if (µ˜t0,s)t0≥s is natural, then it is easy to get a spec-
tral representation for (µ˜t,s)t0≥t≥s using similar method in Sato [Sat06]. Therefore
we obtain immediately a spectral representation for (µt0,s)t0≥s since µt0,s = µ˜t0,s.
That is, there exists a σ-finite measure pit0 on ((−∞, t0],B((−∞, t0])), and a
family of characteristic exponent (λt0,σ)t0≥σ of infinite divisible probability mea-
sures on (H,B(H)) such that for all s ≤ t0,
µˆt0,s(ξ) = exp
(
−
∫ t0
s
λt0,σ(ξ) pit0(dσ)
)
, ξ ∈ H.
Let us fix some notations. For every set O ⊂ R, let B(O), B0(O) denote
the space of all Borel subsets and bounded Borel subsets of O respectively. Let
{ei}
∞
i=1 be an orthonormal basis of H. Let Q := {qi : i = 1, 2, · · · } be a countable
dense subset of R.
3.8.1 Gaussian part
Lemma 3.34. Assume that Assumption 3.4 holds. For every t ∈ R, there is a
function
R(t, ·, ·) : (ξ, B) 7→ R(t, ξ, B) ∈ [0,+∞], ξ ∈ H, B ∈ B((−∞, t])
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such that
(1) For every ξ ∈ H, R(t, ξ, ·) is a σ-finite measure on ((−∞, t],B ((−∞, t])).
(2) For every B ∈ B0((−∞, t]), there is a non-negative definite, self-adjoint
trace class operator R(t, B) on H such that
R(t, ξ, B) = 〈R(t, B)ξ, ξ〉, ξ ∈ H;
(3) For every ξ ∈ H and s ≤ r ≤ t,
R(t, ξ, (s, r]) = 〈Rr,sU(t, r)
∗ξ, U(t, r)∗ξ〉 (3.71)
and R(t, ξ, ·) is atomless
R(t, ξ, {s}) = 0. (3.72)
In particular, taking r = t in (3.71) we get
R(t, ξ, (s, t]) = 〈Rt,sξ, ξ〉. (3.73)
(4) For every ξ ∈ H, t ≥ s, B ∈ B((−∞, s]),
R(t, ξ, B) = R(s, U(t, s)∗ξ, B). (3.74)
That is
R(t, B) = U(t, s)R(s, B)U(t, s)∗. (3.75)
Proof. First we define a finite additive set function R(t, ξ, ·) on A 0t for every
ξ ∈ H and t ∈ R via (3.71) for all s ≤ r ≤ t.
The additive property R(t, ξ, ·) on A 0t follows easily from the following iden-
tity
R(t, ξ, (s, r]) = 〈Rt,sξ, ξ〉 − 〈Rt,rξ, ξ〉 (3.76)
which comes from (3.61). By Corollary 3.28, s 7→ 〈Rt,sξ, ξ〉 is continuous over
(−∞, t]. Moreover, since R(t, ξ, (s, t]) = 〈Rt,sξ, ξ〉 is positive and non-increasing
in s ≤ t, the function s 7→ 〈Rt,sξ, ξ〉 on (−∞, t] is locally of bounded variation
for every ξ and every t. Therefore R(t, ξ, ·) can be extended to be a σ-finite
measure on the σ-algebra B((−∞, t]) generated by A 0t .
Identities (3.72) follows from (3.76) and the continuity of s 7→ 〈Rt,sξ, ξ〉.
(3.72) means that for every ξ ∈ H, R(t, ξ, ·) is atomless. To prove (3.74) we only
need to show it for sets of the form B = (u, v] with u ≤ v ≤ s. By (3.71) we
obtain
R(t, ξ, (u, v]) = 〈Rv,uU(t, v)
∗ξ, U(t, v)∗ξ〉
= 〈Rv,uU(s, v)
∗U(t, s)∗ξ, U(s, v)∗U(t, s)∗ξ〉
= R(s, U(t, s)∗ξ, (u, v]).
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It remains to show the second assertion (2). For every B ∈ B0((−∞, t]), we
define an operator R(t, B) in H by setting first for every ξ ∈ H,
〈R(t, B)ξ, ξ〉 = R(t, ξ, B)
and then for every ξ, η ∈ H
〈R(t, B)ξ, η〉 =
1
4
(
〈R(t, B)(ξ + η), (ξ + η)〉 − 〈R(t, B)(ξ − η), (ξ − η)〉
)
(3.77)
using the polarization identity.
Obviously R(t, B) is positive definite and self-adjoint. Now we show that
its trace is bounded. Since B is bounded, there exists some finite interval (s, t]
containing B. Therefore we have
∞∑
j=1
〈R(t, B)ej , ej〉 =
∞∑
j=1
R(t, ej, B) ≤
∞∑
j=1
R(t, ej, (s, t])
=
∞∑
j=1
〈Rt,sej , ej〉 <∞.
The last inequality is due to the fact that Rt,s is of trace class.
For every t ∈ R, we define a σ-finite measure Rtr(t, ·) on ((−∞, t],B((−∞, t]))
such that
Rtr(t, B) := trR(t, B) =
∞∑
j=1
R(t, ej , B), (3.78)
for all B ∈ B0((−∞, t]). Clearly we have for every t ≥ s,
Rtr(t, (s, t]) = trRt,s.
From (3.74) it is easy to get that for every B ∈ B0((−∞, s]),
Rtr(t, B) = trU(t, s)R(s, B)U(t, s)
∗. (3.79)
Lemma 3.35. For every t, s ∈ R, t ≥ s, and ξ ∈ H, R(t, ξ, ·) is absolutely
continuous with respect to Rtr(s, ·) on ((−∞, s],B((−∞, s])).
Proof. Suppose that R(t, ξ, B) > 0 for some B ∈ B((−∞, s]). We may assume
that B is bounded. By (3.74) we have
R(t, ξ, B) = R(s, U(t, s)∗ξ, B) = 〈R(s, B)U(t, s)∗ξ, U(t, s)∗ξ〉
≤ |U(t, s)∗ξ|2 trR(s, B) = |U(t, s)∗ξ|2Rtr(s, B).
So Rtr(s, B) > 0 and thus the proof is complete. Here we have used the following
simple inequality: for any non-negative definite trace class operator A on H,
〈Aη, η〉 ≤ |η|2 trA, η ∈ H.
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Indeed, let ηi = 〈η, ei〉 for i = 1, 2, · · · . By Cauchy-Schwartz inequality, we have
〈Aη, η〉 =
∞∑
i,j=1
ηiηj〈Aei, ej〉 ≤
∞∑
i,j=1
|ηiηj |〈Aei, ei〉
1/2〈Aej, ej〉
1/2
≤
(
∞∑
i=1
|ηi|
2〈Aei, ei〉
)1/2( ∞∑
j=1
|ηi|
2〈Aej , ej〉
)1/2
≤|η|2 trA.
Define a Radon measure piR on (R,B(R)) by setting
piR(ds) =
∞∑
i=1
Rtr(qi, ds)1(qi−1,qi],
where qi ∈ Q for all i = 1, 2, · · · .
Lemma 3.36. For every t ∈ R, ξ ∈ H, R(t, ξ, ·) is absolute continuous with
respect to piR on ((−∞, t],B((−∞, t])).
Proof. Suppose that for some B ∈ B((−∞, t]) we have R(t, ξ, B) > 0. Then
R(t, ξ, (qi−1, qi]∩B) > 0 for some qi ∈ Q∩ (−∞, t]. By Lemma 3.35, R(t, ξ, ·) is
absolute continuous with respect to Rtr(qi, ·). So we also have Rtr(qi, (qi−1, qi]∩
B) > 0. This implies piR(B) > 0. Hence the proof is finished.
Lemma 3.37. Let t ∈ R. For all s ≤ t, there exists a positive definite, self-
adjoint trace class operator KR(t, s) on H such that for every ξ ∈ H and B ∈
B0((−∞, t]), we have
R(t, ξ, B) =
∫
B
〈KR(t, s)ξ, ξ〉 piR(ds) =
〈(∫
B
KR(t, s) piR(ds)
)
ξ, ξ
〉
. (3.80)
That is,
R(t, B) =
∫
B
KR(t, s) piR(ds).
Moreover, for every r ≤ t, we have
KR(t, s) = U(t, r)
∗KR(r, s)U(t, r) (3.81)
for piR-almost all s ≤ r.
Proof. By Lemma 3.36, for every t ∈ R, ξ ∈ H, R(t, ξ, ·) is absolute continuous
with respect to piR. Hence for every i, j ≥ 1, there is a locally piR-integrable
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functions K+i,j(t, ·) and K
−
i,j(t, ·) on (−∞, t] such that for all B ∈ B
0((−∞, t]),
we have
1
4
〈R(t, B)(ei + ej), ei + ej〉 =
∫
B
K+i,j(t, s) piR(ds) (3.82)
and
1
4
〈R(t, B)(ei − ej), ei − ej〉 =
∫
B
K−i,j(t, s) piR(ds), (3.83)
where {ej}
∞
j=1 is an orthogonal normal basis of H.
Let
Ki,j(t, s) = K
+
i,j(t, s)−K
−
i,j(t, s).
Then by (3.77) we have for all B ∈ B0((−∞, t]),
〈R(t, B)ei, ej〉 =
∫
B
Ki,j(t, s) piR(ds). (3.84)
Note that R(t, B) is positive definite, symmetric and has finite trace. By the
symmetricity, we have
〈R(t, B)ei, ej〉 = 〈R(t, B)ej , ei〉.
Therefore, ∫
B
Ki,j(t, s) piR(ds) =
∫
B
Kj,i(t, s) piR(ds). (3.85)
By the positive definite property, we get
〈R(t, B)ξ, ξ〉 ≥ 0.
Hence ∫
B
∞∑
i,j=1
Ki,j(t, s)〈ξ, ei〉〈ξ, ej〉 piR(ds) ≥ 0 (3.86)
for all finite linear combination of e1, e2, · · · , i.e. ξ ∈ Span{e1, e2, · · · }. Moreover,
since B is bounded, we have
trR(t, B) <∞.
Hence ∫
B
∞∑
i=1
Ki,i(t, s) piR(ds) <∞. (3.87)
Therefore there exists a set Ft,R ∈ B((−∞, t]) satisfying
piR((−∞, t] \ Ft,R) = 0
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such that for all s ∈ Ft,R,
Ki,j(t, s) = Kj,i(t, s), i, j = 1, 2, · · · ,
∞∑
i=1
Ki,i(t, s) <∞,
∞∑
i,j=1
Ki,j(t, s)〈ξ, ei〉〈ξ, ej〉 ≥ 0
for all ξ ∈ Span{e1, e2, · · · } with rational coefficients.
Now for any ξ ∈ H define
KR(t, s)ξ =


∞∑
i,j=1
Ki,j(t, s)〈ξ, ei〉ej, s ∈ Ft,R;
0, s /∈ Ft,R.
Then KR(t, s) satisfies the desired conditions by aproximation. Note that (3.81)
follows from (3.74). This completes the proof.
3.8.2 Jump part
Lemma 3.38. Assume that Assumption 3.4 holds. For every t ∈ R, there is a
map
m(t, ·, ·) : B((−∞, t])×B(H)→ [0,∞],
A×B 7→ m(t, A,B)
such that
(1) For every B ∈ B(H), m(t, ·, B) is a unique atomless measure on ((−∞, t],
B ((−∞, t])) such that for all s ≤ t,
m(t, (s, t], B) = mt,s(B). (3.88)
In particular if B is contained in {x ∈ H : |x| > ε} for some ε > 0, then
m(t, ·, B) is σ-finite.
(2) For every A ∈ B0((−∞, t]), m(t, A, ·) is a Le´vy measure on (H,B(H)).
(3) For every s ≤ t, A ∈ B((−∞, s]),
m(t, A, ·) = m(s, A, ·) ◦ U(t, s)−1. (3.89)
Proof. Fix t ∈ R. For each B ∈ B(H), define for every s ≤ r ≤ t,
m(t, (s, r], B) = mr,s ◦ U(t, r)
−1(B). (3.90)
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Then condition (3.88) is obviously fulfilled.
Now we show that m(t, ·, B) is an additive set function on A 0t . By (3.61) we
have for all s ≤ σ ≤ r ≤ t,
m(t, (s, σ], B) + m(t, (σ, r], B)
=mσ,s(U(t, σ)
−1B) + mr,σ(U(t, r)
−1B)
=mσ,s(U(r, σ)
−1U(t, r)−1B) + mr,σ(U(t, r)
−1B)
=(mσ,s ◦ U(r, σ)
−1 +mr,σ)(U(t, r)
−1B)
=mr,s(U(t, r)
−1B)
=m(t, (s, r], B).
Here we have used the fact that
U(t, σ)−1B = U(r, σ)−1U(t, r)−1B.
Indeed, for any x ∈ H,
x ∈ U(t, σ)−1B ⇐⇒ U(t, σ)x ∈ B
⇐⇒ U(t, r)U(r, σ)x ∈ B
⇐⇒ U(r, σ)x ∈ U(t, r)−1B
⇐⇒ x ∈ U(r, σ)−1U(t, r)−1B.
Therefore m(t, ·, B) can be extended to be a finite-additive positive set func-
tion on A 0t .
For any B ⊂ {x ∈ H : |x| > ε}, the function s 7→ m(t, (s, t], B) = mt,s(B) is
continuous and non-increasing. The continuity implies that m(t, ·, B) is atomless.
Hence for any B ⊂ {x ∈ H : |x| > ε}, m(t, ·, B) on A 0t can be extended to be a
measure on ((−∞, t],B((−∞, t])).
For all A ∈ B((−∞, t]), set
m(t, A, {0}) = 0.
That is, m(t, A, ·) is concentrated on H \ {0}. Moreover, this is consistent with
(3.90) since for all s ≤ r ≤ t,
0 ≤ m(t, (s, r], {0}) ≤ mt,s({0}) = 0.
Now for all A ∈ B((−∞, t]) and B ∈ B(H) let
m(t, A,B) := m(t, A,B \ {0}) := lim
n→∞
m
(
t, A,B ∩
{
x ∈ H : |x| >
1
n
})
.
If B is contained in {x ∈ H : |x| > ε} for some ε > 0, then for every s ≤ t,
m(t, (s, t], B) = mt,s(B) <∞.
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So m(t, ·, B) is σ-finite.
(2) Since A ∈ B0((−∞, t]) is finite, we have A ⊂ (s, t] for some s < t. Then
for every B ∈ B(H),
0 ≤ m(t, A,B) ≤ m(t, (s, t], B) = mt,s(B). (3.91)
Since mt,s is a Le´vy measure, by (3.91) we have∫
H
(1 ∧ |x|2)m(t, A, dx) ≤
∫
H
(1 ∧ |x|2)mt,s(dx) <∞. (3.92)
This proves that m(t, A, ·) is a Le´vy measure.
(3) We only need to show (3.89) for set A of the form A = (u, v] with
u ≤ v ≤ s ≤ t. Let B ∈ B(H). Then(
m(s, (u, v], ·) ◦ U(t, s)−1
)
(B) =m(s, (u, v], ·)(U(t, s)−1B)
=mv,u(U(s, v)
−1U(t, s)−1B)
=mv,u(U(t, v)
−1B)
=m(t, (v, u], ·)(B).
For every t ∈ R, we define a measure F (t, ·) on ((−∞, t],B((−∞, t])) by
F (t, A) =
∫
H
(1 ∧ |x|2)m(t, A, dx), A ∈ B((−∞, t]). (3.93)
By (3.92) it is clear that F (t, A) <∞ for all A ∈ B0((−∞, t]). This shows that
F (t, dx) is σ-finite.
Define a measure F (ds) on R by
F (ds) =
∞∑
i=1
F (qi, ds)1(qi−1,qi],
where Q = {qi : i = 1, 2, · · · } is a countable dense subset of R.
Lemma 3.39. For every s ≤ t and B ∈ B(H), we have
m(t, ·, B)≪ F (t, ·)≪ F (s, ·)≪ F (·). (3.94)
More precisely, we have
(1) m(t, ·, B) is absolute continuous with respect to F (t, ·) on B((−∞, t]).
(2) F (t, ·) is is absolute continuous with respect to F (s, ·) on B((−∞, s]).
(3) F (s, ·) is is absolute continuous with respect to F (·) on B((−∞, s]).
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Proof. (1) Suppose that for some A ∈ B0((−∞, t]) we have m(t, A,B) > 0.
Then we also have m(t, A,B \ {0}) > 0 since m(t, A, {0}) = 0. Hence
F (t, A) =
∫
H
(1 ∧ |x|2)m(t, A, dx) ≥
∫
B\{0}
(1 ∧ |x|2)m(t, A, dx) > 0.
This proves that m(t, ·, B) is absolute continuous with respect to F (t, ·) on
B((−∞, t]).
(2) Suppose that for some A ∈ B0((−∞, s]) we have F (t, A) > 0. Then
0 < F (t, A) =
∫
H
(1 ∧ |x|2)m(t, A, dx)
=
∫
H
(1 ∧ |x|2)m(s, A, ·) ◦ U(t, s)−1(dx)
=
∫
H
(1 ∧ |U(t, s)x|2)m(s, A, dx)
≤ (1 ∨ |U(t, s)|2)
∫
H
(1 ∧ |x|2)m(s, A, dx)
= (1 ∨ |U(t, s)|2)F (s, A).
This implies F (s, A) > 0. Therefore F (t, ·)≪ F (s, ·) on ((−∞, s],B((−∞, s])).
(3) Suppose that F (s, A) > 0 for some A ∈ B((−∞, s]). Then
F (s, A ∩ (qi − 1, qi]) > 0
for some qi ∈ Q with qi ≤ s. Since we have proved F (s, ·) ≤ F (qi, ·) previously,
we get
F (qi, A ∩ (qi − 1, qi]) > 0.
This proves that F (A) > 0. Hence F (s, ·)≪ F (·) on ((−∞, s],B((−∞, s])).
The following lemma is inspired by [RR89, Lemma 2.2].
Lemma 3.40. For every t ∈ R, there exists a unique σ-finite measure M(t, ·)
on the product space ((−∞, t]×H,B((−∞, t])×B(H)) such that
M(t, A×B) = m(t, A,B), A ∈ B((−∞, t]), B ∈ B(H). (3.95)
Moreover, there exists a function J(t, ·, ·) : (−∞, t]×B(H)→ [0,∞] such that
(1) For every s ∈ (−∞, t], J(t, s, ·) is a Le´vy measure on (H,B(H)).
(2) For every B ∈ B(H), J(t, ·, B) is a Borel measurable function on (−∞, t].
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(3) For every B((−∞, t]) × B(H)-measurable function h : (−∞, t] × H →
[0,∞],∫
(−∞,t]×H
h(s, x)M(t, ds× dx) =
∫
(−∞,t]
[∫
H
h(s, x)J(t, s, dx)
]
F (ds).
(3.96)
In particular, for all B(H)-measurable function f : H→ [0,∞], we have∫
H
f(x)m(t, A, dx) =
∫
A
∫
H
f(x)J(t, s, dx)F (ds). (3.97)
(4) For every t ≥ r,
J(t, s, dx) = J(r, s, ·) ◦ U(t, r)−1(dx) (3.98)
for F -almost all s ∈ (−∞, r].
Proof. Define for every A ∈ B((−∞, t]) and B ∈ B(H),
F0(t, A,B) =
∫
B
(1 ∧ |x|2)m(t, A, dx). (3.99)
For every A ∈ B0((−∞, t]), F0(t, A, ·) is a finite measure on (H,B(H)). And
for every B ∈ B(H), F0(t, ·, B) is a σ-finite measure on ((−∞, t],B((−∞, t])).
Note that we also have F (t, A) = F0(t, A,H).
Therefore, there is a measureG(t, ·) on the product space ((−∞, t]×H,B((−∞, t])×
B(H)) such that
G(t, A× B) = F0(t, A,B) =
∫
A
q(t, s, B)F (t, ds),
where q(t, s, dx) satisfies the following conditions (see [RR89, Proposition 2.4]
for a brief proof):
(a) For every s ≤ t, q(t, s, ·) is a probability measure on (H,B(H)).
(b) For every B ∈ B(H), q(t, ·, B) is B((−∞, t])-measurable. Moreover, q(t, s, ·)
is unique in the sense of F (t, ·)-almost everywhere.
By Lemma 3.39 we have F (t, ·)≪ F (·). We choose one version of the Radon-
Nikodym derivative
ft(s) :=
dF (t, ·)
dF (·)
(s), s ≤ t
such that ft is finite everywhere.
For every s ≤ t, we define a measure J(t, s, dx) concentrating on H \ {0} by
setting
J(t, s, {0}) = 0
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and for all B ∈ B(H \ {0})
J(t, s, B) = ft(s) ·
∫
B
1
1 ∧ |x|2
· q(t, s, dx).
Thus we have∫
H
(1 ∧ |x|2)J(t, s, dx) = ft(s) ·
∫
H
q(t, s, dx) = ft(s) <∞.
It shows that for every s ≤ t, J(t, s, ·) is a Le´vy measure on (H,B(H)). It is
clear that for every B ∈ B(H), J(t, ·, B) is measurable.
Let M(t, ·) be the measure on B((−∞, t]) × B(H) such that for all A ∈
B((−∞, t]) and B ∈ B(H),
M(t, A×B) =
∫
A
F (ds)
∫
B
J(t, s, dx). (3.100)
By definition, it is standard to get (3.96).
Now we show (3.95). For every A ∈ B((−∞, t]), B ∈ B(H) we get
M(t, A×B) =
∫
A
ft(s)F (ds)
∫
B
1
1 ∧ |x|2
· q(t, s, dx)
=
∫
B
1
1 ∧ |x|2
∫
A
q(t, s, dx)F (t, ds)
=
∫
A×B
1
1 ∧ |x|2
G(t, ds, dx)
=
∫
B
1
1 ∧ |x|2
F0(t, A, dx)
= m(t, A,B).
So (3.95) holds.
By taking h(s, x) = f(x)1A(s) in (3.96) and using (3.95), we get identity
(3.97) imediately.
It remains to show (3.98) holds almost surely. By (3.89) and (3.97) we get
for all t ≥ r and A ∈ B((−∞, r]),∫
A
∫
H
f(x) J(t, s, dx)F (ds) =
∫
H
f(x)m(t, A, dx)
=
∫
H
f(x)m(r, A, ·) ◦ U(t, r)−1(dx)
=
∫
H
f(U(t, r)x)m(r, A, ·)
=
∫
A
∫
H
f(U(t, r)x) J(r, s, dx)F (ds)
=
∫
A
∫
H
f(x) J(r, s, ·) ◦ U(t, r)−1(dx)F (ds)
This shows that (3.98) holds for F -almost all s ∈ (−∞, r].
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3.8.3 Drift part
Assume that Assumption 3.4 holds. For every t ≥ s let µt,s = [at,s, Rt,s,mt,s].
Definition 3.41. We say that (µt,s)t≥s is natural if for each ξ ∈ H, t ∈ R, the
function s 7→ 〈at,s, ξ〉 on (−∞, t] is locally of bounded variation, i.e. s 7→ 〈at,s, ξ〉
is of bounded variation on any finite interval of (−∞, t].
Lemma 3.42. Suppose that (µt,s)t≥s is natural. Then for every t ∈ R, there is
a map
a(t, ·, ·) : H×B((−∞, t])→ [0,∞]
(ξ, A) 7→ a(t, ξ, A)
such that
(1) For every ξ ∈ H, a(t, ξ, ·) is a singed measure on ((−∞, t],B((−∞, t]))
such that
a(t, ξ, (s, t]) = 〈at,s, ξ〉. (3.101)
(2) For every A ∈ B((−∞, t]), a(t, ·, A) is a linear functional on H. That is,
for all c1, c2 ∈ R and ξ1, ξ2 ∈ H,
a(t, c1ξ1 + c2ξ2, A) = c1a(t, ξ1, A) + c2a(t, ξ2, A). (3.102)
Therefore, there is an element a(t, A) ∈ H such that
a(t, ξ, A) = 〈a(t, A), ξ〉
and hence for all s ≤ t
a(t, (s, t]) = at,s. (3.103)
Proof. For every interval (s, r] ⊂ (−∞, t], ξ ∈ H, we define
a(t, ξ, (s, r]) = 〈at,s, ξ〉 − 〈at,r, ξ〉. (3.104)
Identity (3.101) follows from (3.104) by noting that at,t = δ0 (cf. (3.62)) and the
continuity of r 7→ at,r with r ≤ t.
Obviously (3.104) defines an additive set function on the algebra A 0t . Since
the function s 7→ 〈at,s, ξ〉 is continuous and of locally bounded variation, the set
function a(t, ξ, ·) can be extended to be a signed measure on B((−∞, t]).
From (3.104) we get that a(t, ·, A) is a linear functional for sets of the form
A = (s, r] with s ≤ r ≤ t. By Dynkin’s pi-λ theorem, we obtain the linearity
claimed by (3.102).
The existence of a(t, A) is due to Riesz representation theorem. The identity
(3.103) follows from (3.101).
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The following lemma shows that the connection between a(t, ·, ·) and a(s, ·, ·)
is not as simple as the case for the Gaussian and jump parts (cf. (3.74) and
(3.89)).
Lemma 3.43. For every ξ ∈ H, u ≤ v ≤ s ≤ t, we have
a(t, ξ, (u, v]) =a(s, U(t, s)∗ξ, (u, v])
+
∫
H\{0}
U(t, v)x
[
1
1 + |U(t, v)x|2
−
1
1 + |U(s, v)x|2
]
mv,u(dx).
(3.105)
Proof. By (3.104) and (3.61), we have
a(t, ξ, (u, v]) = 〈at,u, ξ〉 − 〈at,v, ξ〉
=
〈
ξ, U(t, v)av,u +
∫
H\{0}
U(t, v)x
[
1
1 + |U(t, v)x|2
−
1
1 + |x|2
]
mv,u(dx)
〉
.
(3.106)
Similarly we have
a(s, U(t, s)∗ξ, (u, v])
=
〈
U(t, s)∗ξ, U(s, v)av,u +
∫
H\{0}
U(s, v)x
[
1
1 + |U(s, v)x|2
−
1
1 + |x|2
]
mv,u(dx)
〉
.
=
〈
ξ, U(t, v)av,u +
∫
H\{0}
U(t, v)x
[
1
1 + |U(s, v)x|2
−
1
1 + |x|2
]
mv,u(dx)
〉
.
(3.107)
Comparing (3.106) and (3.107) we arrive at (3.105).
Due to the complicated relationship (3.105) between a(t, ·, ·) and a(s, ·, ·), we
need the following hypothesis.
Assumption 3.44. Assume that there is a σ-finite atomless measure γ on
(R,B(R)) such that for every t ∈ R, there is a measurable function b(t, ·) on
(−∞, t] taking values in H such that
a(t, A) =
∫
A
b(t, s) γ(ds), A ∈ B((−∞, t]).
Remark 3.45. We note here why method using similar ideas for the Gaussian
and jump part does not work. For every t ∈ R and ξ ∈ H, let |a|var(t, ξ, ·) denote
the total variation measure of a(t, ξ, ·) on ((−∞, t],B(−∞, t])). Define for every
t ∈ R, for every A ∈ B((−∞, t]),
γ(t, A) :=
∞∑
i=1
|a|var(t, ei, A). (3.108)
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Assume further that for every A ∈ B0((−∞, t]), γ(t, A) < ∞. We may try
to define for every A ∈ B((−∞, t]),
γ(A) :=
∞∑
i=1
γ(qi, A)1(qi−1,qi].
But because the absolute continuity of γ(t, ·) with respect to γ(s, ·) for s < t is
not known, we are not able to show that a(t, ξ, ·) ≪ γ(·) for every t ∈ R and
ξ ∈ H.
3.8.4 Combining Gaussian, jump and drift parts
For every t ∈ R, A ∈ B0((−∞, t]), define
ψ(t, A)(ξ) =− i〈a(t, A), ξ〉+
1
2
〈R(t, A)ξ, ξ〉
−
∫
H\{0}
(
ei〈ξ,x〉−1−
1
1 + |x|2
)
m(t, A, dx), ξ ∈ H.
By Lemma 3.34, Lemma 3.38 and Assumption 3.44, there is an infinitely divisible
measure µ(t, A) on H associated with ψ(t, A):
µ̂(t, A)(ξ) := exp(−ψ(t, A)(ξ)), ξ ∈ H.
In terms of the characteristic exponent of µ(t, A) we have
µ(t, A) = [a(t, A), R(t, A),m(t, A, ·)].
In particular, according to (3.73), (3.88) and (3.103) we have respectively
R(t, ξ, (s, t]) = 〈Rt,sξ, ξ〉, m(t, (s, t], ·) = mt,s(·), a(t, (s, t]) = at,s
for all s ≤ t. Hence
µ(t, (s, t]) = µt,s, s ≤ t. (3.109)
Note that for all A,B ∈ B0((−∞, t]) such that A ∩ B = ∅, we have
ψ(t, A ∪ B)(ξ) = ψ(t, A)(ξ) + ψ(t, B)(ξ). (3.110)
This implies
µ(t, A) ∗ µ(t, B) = µ(t, A ∪B). (3.111)
Obviously the finite additivity in (3.110) can be extended to be σ-additivity.
Recall that for all t ≥ s, ξ ∈ H, we have set ψt,s(ξ) = − log µˆt,s(ξ). Therefore
ψ(t, (s, t])(ξ) = ψt,s(ξ). (3.112)
55
Lemma 3.46. For every t ≥ s and all A ∈ B0((−∞, s]),
ψ(t, A)(ξ) = ψ(s, A)(U(t, s)∗ξ), ξ ∈ H. (3.113)
Therefore
µ(t, A) = µ(s, A) ◦ U(t, s)−1. (3.114)
In particular, for all s ≤ r ≤ t, we have
µ(t, (s, r]) = µr,s ◦ U(t, r)
−1. (3.115)
Remark 3.47. This lemma shows that Equation (3.111) generalizes (2.4). In-
deed, let s ≤ r ≤ t. Substituting A = (r, t], B = (s, r] into (3.111) and using
equations (3.109) and (3.115), we get (2.4).
To show Lemma 3.46, we first note the following simple fact.
Lemma 3.48. For every t ≥ s and any probability measure µ on (H,B(H)), we
have
µˆ(U(t, s)∗ξ) = µˆ(U(r, s)∗U(t, r)∗ξ), ξ ∈ H. (3.116)
Proof. For all ξ ∈ H, we have
µˆ(U(t, s)∗ξ) =
∫
H
ei〈U(t,s)
∗ξ,x〉 dµ(x)
=
∫
H
e〈ξ,U(t,r)U(r,s)x〉 dµ(x)
=
∫
H
ei〈U(r,s)
∗U(t,r)∗ξ,x〉 dµ(x) = µˆ(U(r, s)∗U(t, r)∗ξ).
Proof of Lemma 3.46. We only need to show (3.113) for set A of the form A =
(v, u] with v ≤ u ≤ s ≤ t. By (3.110), (3.112) and (3.60) we have
ψ(t, (v, u])(ξ) =ψ(t, (v, t])(ξ)− ψ(t, (u, t])(ξ)
=ψt,v(ξ)− ψt,u(ξ) = ψu,v(U(t, u)
∗ξ).
(3.117)
Analogously we have
ψ(s, (v, u])(ξ) = ψu,v(U(s, u)
∗ξ). (3.118)
By Lemma 3.48 we obtain
ψu,v(U(t, u)
∗ξ) = ψu,v(U(s, u)
∗U(t, s)∗ξ).
Therefore, by comparing (3.117) and (3.118) we get
ψ(t, (v, u])(ξ) = ψ(s, (v, u])(U(t, s)∗ξ).
This completes the proof.
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We define a control measure pi on (R,B(R)) by
pi(A) = γ(A) + piR(A) + F (A), A ∈ B(R).
It is clear that pi is atomless. Moreover, γ, piR and F all are absolute continuous
with respect to pi. Let
h(1)(s) =
dγ
dpi
(s), h(2)(s) =
dpiR
dpi
(s), h(3)(s) =
dF
dpi
(s), s ∈ R.
For all s ≤ t, let
ρ(t, s)(ξ) :=− i〈h(1)(s)b(t, s), ξ〉+
1
2
〈
h(2)(s)KR(t, s)ξ, ξ
〉
−
∫
H\{0}
(
ei〈ξ,x〉−1−
i〈ξ, x〉
1 + |x|2
)
h(3)(s)J(t, s, dx), ξ ∈ H.
It is clear that ρ(t, s) is the characteristic functional of some infinitely divisible
measure on H.
By Lemma 3.37, Lemma 3.40 and Assumption 3.44 we have the following
spectral representation theorem.
Theorem 3.49. Suppose that Assumption 3.4, Assumption 3.44 hold and that
(µt,s)t≥s is natural. Then for every t ∈ R and A ∈ B
0((−∞, t])
µ̂(t, A)(ξ) = exp (−ψ(t, A)(ξ)) = exp
(
−
∫
A
ρ(t, s)(ξ) dpi(s)
)
, ξ ∈ H.
(3.119)
In other words,
µ(t, A) =
[∫
A
b(t, s)h(1)(s) dpi(s),
∫
A
KR(t, s)h
(2)(s) dpi(s),∫
A
J(t, s, dx)h(3)(s) dpi(s)
]
.
In particular, for all s ≤ t, we have
µˆt,s(ξ) = exp
(
−
∫ t
s
ρ(t, r)(ξ) dpi(r)
)
, ξ ∈ H.
Moreover, for any fixed t ≥ r, ξ ∈ H, we have
ρ(t, s)(ξ) = ρ(r, s)(U(t, r)∗ξ) (3.120)
for pi-almost all s ≤ r.
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Proof. We only need show (3.120). By (3.119) and (3.113) we have for all ξ ∈ H,
t ≥ r and A ∈ (−∞, r],∫
A
ρ(t, s)(ξ) dpi(s) =ψ(t, A)(ξ) = ψ(r, A)(U(t, r)∗ξ)
=
∫
A
ρ(r, s)(U(t, r)∗ξ) dpi(s).
Hence for all A ∈ B0((−∞, r]), it holds∫
A
ρ(t, s)(ξ) dpi(s) =
∫
A
ρ(r, s)(U(t, r)∗ξ) dpi(s).
This proves that
ρ(t, s)(ξ) = ρ(r, s)(U(t, r)∗ξ)
holds for pi-almost all s ≤ r.
Remark 3.50. If we have (comparing with (3.120))
ρ(t, s) = ρ(s, s)(U(t, s)∗ξ) =: ρs(U(t, s)
∗ξ)
for all ξ ∈ H and t ≥ s, then
µˆt,s(ξ) = exp
(
−
∫ t
s
ρr(U(t, r)
∗ξ) dpi(r)
)
, ξ ∈ H.
It is clear that there is an additive process (Zt)t∈R with factoring ((ρr)r∈R, pi).
Then by Example 3.32, for all t ≥ s, µt,s is the distribution of
∫ t
s
U(t, r) dZr.
That is, under some conditions, (µt,s)t≥s satisfying (2.4) corresponds one to
one the distribution of stochastic convolution integrals of U(t, s) with respect to
some additive process.
3.8.5 Space homogeneous case
Let us consider the special case of the skew convolution equation (2.4) when
U ≡ I, that is,
µt,s = µt,r ∗ µr,s, t ≥ r ≥ s. (3.121)
We also use Assumption 3.4. We are going to show a factoring of µt,s. It is an
infinite dimensional generalization of the factoring of finite dimensional additive
process studied by Sato [Sat06].
Let µt,s = [at,s, Rt,s,mt,s]. From (3.121) we have the following equations which
are (3.61) in the case U ≡ I:
at,s = at,r + ar,s,
Rt,s = Rt,r +Rr,s,
mt,s = mt,r +mr,s
(3.122)
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for every t ≥ r ≥ s.
As proved in Lemma 3.34 there is a function
R(·, ·) : H×B(R) ∋ (ξ, B) 7→ R(ξ, B) ∈ [0,∞]
such that
(1) For all ξ ∈ H, R(ξ, ·) is a σ-finite measure on (R,B(R)) such that for all
s < t,
R(ξ, (s, t]) = 〈Rt,sξ, ξ〉.
(2) For all B ∈ B0(R),
〈R(B)ξ, ξ〉 = R(ξ, B), ξ ∈ H
defines a non-negative definite, self-adjoint trace class operator R(B) on
H.
As in Section 3.8.1 we set for every B ∈ B0(R),
p˜iR(B) := trR(B) =
∞∑
j=1
〈R(B)ej, ej〉 =
∞∑
j=1
R(ej , B).
According to Lemma 3.37, for every s ∈ R there is a non-negative definite,
self-adjoint trace class operator K(s) on H such that
R(ξ, B) = 〈R(B)ξ, ξ〉 =
∫
B
〈K(s)ξ, ξ〉 p˜iR(ds), B ∈ B
0(R).
In other words,
R(B) =
∫
B
K(s)p˜iR(ds), B ∈ B
0(R).
Similar to the proof of Lemma 3.38, there is a map
m(·, ·) : B(R)×B(H)→ [0,∞],
A× B 7→ m(A,B)
such that
(1) For every B ∈ B(H), m(·, B) is a unique measure on (R,B(R)) satisfying
m((s, t], ·) = mt,s(·) (3.123)
on B(H) for all t ≥ s. In particular if B ⊂ {x : |x| > ε} for some ε > 0,
then m(·, B) is σ-finite.
(2) For every A ∈ B0(R), m(A, ·) is a Le´vy measure on (H,B(H)).
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Let
F˜ (ds) =
∫
H
(1 ∧ |x|2)m(ds, dx).
Then for all B ∈ B(H), m(ds, B)≪ F˜ (ds). Moreover, there is a function
J(·, ·) : R×B(H)→ [0,∞]
such that
(1) For every s ∈ R, J(s, ·) is a Le´vy measure on B(H).
(2) For every B ∈ B(H), J(·, B) is a Borel measurable function on R satisfying∫
R×H
h(s, x)m(ds, dx) =
∫
R
(∫
H
h(s, x) J(s, dx)
)
F˜ (ds)
for all B(R)×B(H)-measurable function h : R×H→ [0,∞].
Suppose that (µt,s)t≥s is natural. That is, for every ξ ∈ H and every t ∈ R,
s 7→ 〈at,s, ξ〉 is of locally finite variation. Then there is a function
a(·, ·) : H×B(R) ∋ (ξ, A) 7→ a(ξ, A) ∈ [0,∞]
such that
(1) For every ξ ∈ H, a(ξ, ·) is a measure on (R,B(R)).
(2) For every A ∈ B(R), a(·, A) is a linear functional on (H,B(H)).
Hence there exists an element a(A) ∈ H such that
〈a(A), ξ〉 = a(ξ, A), ξ ∈ H.
For every ξ ∈ H, let |a|var(ξ, ·) be the total variational measure of a(ξ, ·). We
shall use the following assumption.
Assumption 3.51. Assume that for every A ∈ B0(R),
γ˜(A) :=
∞∑
i=1
|a|var(ei, A) <∞.
We have the following proposition.
Proposition 3.52. Assume that (µt,s)t≥s is natural and Assumption 3.4, As-
sumption 3.51 hold. Then there is a measurable map R ∋ s 7→ b(s) ∈ H such
that for all A ∈ B(R),
a(A) =
∫
A
b(s) γ˜(ds).
60
Proof. It is clear that for all i = 1, 2, · · · , a(ei, ·) ≪ γ˜(·). Hence there exists a
measurable function bi on R such that
a(ei, A) =
∫
A
bi(s) γ˜(ds), A ∈ B(R)
for all i = 1, 2, · · · .
By assumption 3.51, we have∫
A
∞∑
i=1
|bi(s)| γ˜(ds) =
∞∑
i=1
∫
A
|bi(s)| γ˜(ds) ≤
∞∑
i=1
|a|var(ei, A) <∞.
Hence there exists a measurable set N˜0 in R such that γ˜(R \ N˜0) = 0 and for all
s ∈ R \ N˜0,
∞∑
i=1
b2i (s) <∞.
Therefore we are allowed to define
b(s) =


∞∑
i=1
bi(s)ei, s ∈R \ N˜0;
0, s ∈N˜0.
For all ξ ∈ H, A ∈ B(R), we have
〈ξ, a(A)〉 =
∞∑
i=1
〈ξ, ei〉〈ei, a(A)〉 =
∞∑
i=1
〈ξ, ei〉a(ei, A) =
∞∑
i=1
〈ξ, ei〉
∫
A
bi(s) γ˜(ds)
=
〈
ξ,
∫
A
∞∑
i=1
bi(s)ei γ˜(ds)
〉
=
〈
ξ,
∫
A
b(s) γ˜(ds)
〉
.
This shows that b(s) is what we are looking for.
For every A ∈ B0(R), we define
ψA(ξ) = −i〈a(A), ξ〉+
1
2
〈R(A)ξ, ξ〉
−
∫
H\{0}
(
ei〈ξ,x〉−1 −
i〈ξ, x〉
1 + |x|2
)
m(A, dx), ξ ∈ H.
Thus for all A ∈ B0(R),
µˆA(ξ) = exp(−ψA(ξ)), ξ ∈ H
defines an infinitely divisible measure µA on (H,B(H)) with
µA = [a(A), R(A),m(A, ·)].
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Moreover, it is obvious that for all s < t, µt,s = µ(s,t] and for all A,B ∈ B
0(R)
such that A ∩ B = ∅, we have µA∪B = µA ∗ µB.
Now we define a canonical control measure p˜i on (R,B(R)) by
p˜i(A) := γ˜(A) + p˜iR(A) + F˜ (A), A ∈ B
0(R).
It is clear that all the measures γ˜, p˜iR and F˜ are absolutely continuous with
respect to p˜i. Let
h˜(1)(s) :=
dγ˜
dp˜i
(s), h˜(2)(s) :=
dp˜iR
dp˜i
(s), h˜(3)(s) :=
dF˜
dp˜i
(s), s ∈ R.
For every s ∈ H, set
ρs(ξ) =− i
〈
b(s)h˜(1)(s), ξ
〉
+
1
2
〈(
K(s)h˜(2)(s)
)
ξ, ξ
〉
−
∫
H\{0}
(
ei〈ξ,x〉−1−
i〈ξ, x〉
1 + |x|2
)
h˜(3)(s)J(s, dx), ξ ∈ H.
It is clear that ρs(·) is the characteristic exponent of some infinitely divisible
measure of the following form
[b(s)h˜(1)(s), K(s)h˜(2)(s), h˜(3)(s)J(s, ·)].
Then we get the following theorem.
Theorem 3.53. Suppose that (µt,s)t≥s is natural and Assumptions 3.4, 3.51
hold. Then for all A ∈ B0(R) we have
µˆA(ξ) = exp(−ψA(ξ)) = exp
(
−
∫
A
ρs(ξ) p˜i(ds)
)
, ξ ∈ H.
In other words, for every A ∈ B0(R) we have
µA =
[∫
A
b(s)h˜(1)(s) p˜i(ds),
∫
A
K(s)h˜(2)(s) p˜i(ds),
∫
A
h˜(3)(s)J(s, dx) p˜i(ds)
]
.
In particular, we have
µˆt,s(ξ) = exp(−ψt,s(ξ)) = exp
(
−
∫ t
s
ρs(ξ) p˜i(ds)
)
, ξ ∈ H.
and
µt,s =
[∫ t
s
b(s)h˜(1)(s) p˜i(ds),
∫ t
s
K(s)h˜(2)(s) p˜i(ds),
∫ t
s
h˜(3)(s)J(s, dx) p˜i(ds)
]
.
Remark 3.54. It is clear that measures (µt,s)t≥s satisfying the convolution equa-
tion (3.121) and Assumption 3.4 is associated with an stochastic additive process
(cf. the arguments in Subsection 3.5). For stochastic continuous additive pro-
cess, the representation of the characteristic function of the increments can be
found for example in [Sko91, Theorem 3.2.17], [JS87, Theorem II.5.2] and [Sat99].
Theorem 3.53 above says that if we have in addition that (µt,s)t≥s is natural 3.51
hold, then the additive process is locally homogeneous (see [Sko91, Section 3.4]).
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3.8.6 Differentiable condition
We shall consider the special case where the control measure pi is the Lebesgue
measure. We need the following fact.
Lemma 3.55. Let f be a continuous function on [a, b]. If for each x ∈ (a, b)
either the left derivative or the right derivative vanishes, then f is constant.
For the proof we refer to [MV86, Theorem 1] (or the references therein, e.g.
[Hob57, Page 365 (3rd Ed.) or Page 341 (2nd Ed.)]).
The main result of this subsection is the following proposition.
Proposition 3.56. Let (µt,s)t≥s satisfy (2.4), or equivalently ψt,s(ξ) = − log µˆt,s(ξ)
satisfy (3.60) for all ξ ∈ H. Suppose that for every ξ ∈ H and t ≥ s,
(1) The function s 7→ ψt,s(ξ) is continuous and left differentiable at s = t.
Denote the left derivative by −λt(ξ), i.e.
− λt(ξ) :=
d−
ds
ψt,s(ξ)
∣∣∣∣
s=t
= lim
r↑t
ψt,r(ξ)
r − t
. (3.124)
(2) The function s 7→ λs
(
U(t, s)∗ξ
)
is continuous.
Then for every t ∈ R, λt(·) is negative definite and Sazonov continuous on H
such that for every t ≥ s,
µˆt,s(ξ) = exp
(
−
∫ t
s
λr
(
U(t, r)∗ξ
)
dr
)
, ξ ∈ H. (3.125)
Proof. For every ξ ∈ H and r ≤ t, by (3.60) we get
d−
dr
ψt,r(ξ) = lim
r′↑r
ψt,r′(ξ)− ψt,r(ξ)
r′ − r
= lim
r′↑r
ψt,r(ξ) + ψr,r′(U(t, r)
∗ξ)− ψt,r(ξ)
r′ − r
= lim
r′↑r
ψr,r′(U(t, r)
∗ξ)
r′ − r
= −λr
(
U(t, r)∗ξ
)
.
By the assumption, for every ξ ∈ H, r 7→ λr(U(t, r)
∗ξ), r ≤ t, is continuous.
Hence we have
d−
dr
Φt,r(ξ) = 0, r ≤ t, ξ ∈ H, (3.126)
where
Φt,r(ξ) := ψt,r(ξ)−
∫ t
r
λu(U(t, u)
∗ξ) du, r ≤ t, ξ ∈ H.
By Lemma 3.55 we get that Φt,r(ξ) is constant for every r ∈ [s, t]. But Φt,t(ξ) = 0.
So we also have Φt,s(ξ) = 0. It follows that
ψt,s(ξ) =
∫ t
s
λr(U(t, r)
∗ξ) dr.
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Since ψt,s(ξ) = − log µˆt,s(ξ), we obtain (3.125).
From the negative definiteness and Sazonov continuity of ψt,s(·) we get the
corresponding properties of λt(·).
Remark 3.57. For every ξ ∈ H, the assumption that s 7→ λs(U(t, s)
∗ξ) is
continuous for s ≤ t, is used to ensure that the map s 7→
∫ t
s
λu(U(t, u)
∗ξ) du is
continuous and has (left)-derivative −λs(U(t, s)
∗ξ). This continuity assumption
on λ·(U(t, ·)
∗ξ) holds if we assume that for every ε > 0, s ≤ t, and for every
bounded set B ⊂ H, there exists a δ > 0 such that supx∈B |λs+h(x)− λs(x)| < ε
provided |h| < δ and h < t− s. Indeed, note that
|λs+h(U(t, s+ h)
∗ξ)− λs(U(t, s)
∗ξ)|
≤|λs+h(U(t, s+ h)
∗ξ)− λs(U(t, s+ h)
∗ξ)|+ |λs(U(t, s + h)
∗ξ)− λs(U(t, s)
∗ξ)|.
Hence |λs+h(U(t, s + h)
∗ξ)− λs(U(t, s)
∗ξ)| can be made arbitrarily small, since
the first term on the right hand side of the inequality above can be made small
by the assumption that s 7→ λs(x) is continuous uniformly in x on bounded sets;
the second term can be made small by the strong continuity of U(t, ·).
Remark 3.58. Proposition 3.56 generalizes [BRS96, Lemma 2.6] which study
homogeneous generalized Mehler semigroups (see (1.1)) using differentiability
condition. For the homogeneous case, there are some generalizations of [BRS96,
Lemma 2.6]. Neerven [vN00] relaxed the differentiability condition for general
Gaussian Mehler semigroups on Banach space. Dawson et al. [DL04, Theo-
rem 2.1] (see also [DLSS04, Theorem 2.3]) used entrance laws to characterize µt
and dropped the differentiability condition for homogeneous generalized Mehler
semigroups on Hilbert spaces. For measure-valued skew convolution semigroups,
the sufficiency and necessity of the representation appeared in [Li96, Theorem
2] and [Li02, Theorem 3.1] respectively, for the homogeneous case and the in-
homogeneous case by using entrance laws. Proposition 3.56 can be seen as an
attempt to use entrance laws to characterize µs,t. But we do not know how to
find a natural measure pi.
4 Evolution systems of measures
Let (ps,t)t≥s be defined as in (2.1) on a separable Hilbert space H with (U(t, s))t≥s
and (µt,s)t≥s satisfying (2.4).
In general, for a family of non-autonomous operators (ps,t)t≥s onH, we cannot
expect to have a stationary invariant measure for them. But we can try to look
for a family of probability measures (νt)t∈R on (H,B(H)) such that∫
H
ps,tf(x) νs(dx) =
∫
H
f(x) νt(dx), s ≤ t (4.1)
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for all f ∈ Bb(H). Such a family of probability measures is called an evolution
system of measures for (ps,t)t≥s (see [DR08]). It can be regarded as a space-time
invariant measure for (ps,t)t≥s. We note that evolution system of measures is
called entrance law in [Dyn89].
We shall first show some basic properties and then study the existence and
uniqueness of evolution system of measures.
4.1 Basic properties
Lemma 4.1. A family of probability measures (νt)t∈R on H is an evolution
system of measures for (ps,t)t≥s if and only if for every t ≥ s,
µt,s ∗
(
νs ◦ U(t, s)
−1
)
= νt, (4.2)
or equivalently,
µˆt,s(ξ)νˆs
(
U(t, s)∗ξ
)
= νˆt(ξ), ξ ∈ H. (4.3)
Proof. We only need to note that for all f ∈ Bb(H) and s ≤ t, we have∫
H
ps,tf(x) νs(dx)
=
∫
H
∫
H
f(U(t, s)x+ y)µt,s(dy)νs(dx)
=
∫
H
∫
H
f(x+ y)µt,s(dy)(νs ◦ U(t, s)
−1)(dx)
=
∫
H
f(z) (µt,s ∗ (νs ◦ U(t, s)
−1)(dz).
Remark 4.2. Equation (1.3) is the homogeneous version of Equation (4.2).
Proposition 4.3. Let (νt)t∈R be a family of probability measures on (H,B(H))
such that (4.3) holds for a family of probability measures (µt,s)t≥s on (H,B(H))
and an evolution family of operators in H. Suppose in addition that for all ξ ∈ H
and all t, s ∈ R, t ≥ s, we have νˆt(U(t, s)
∗ξ) 6= 0. Then (µt,s)t≥s satisfies (2.4).
Proof. For any t ≥ r ≥ s, by (4.2) and (3.48) we have
µt,s ∗
(
νs ◦ U(t, s)
−1
)
= νt
= µt,r ∗
(
νr ◦ U(t, r)
−1
)
= µt,r ∗
(
[µr,s ∗ (νs ◦ U(r, s)
−1)] ◦ U(t, r)−1
)
= µt,r ∗
(
[µr,s ◦ U(t, r)
−1] ∗ [(νs ◦ U(r, s)
−1) ◦ U(t, r)−1]
)
= µt,r ∗
(
µr,s ◦ U(t, r)
−1
)
∗
(
νs ◦ U(t, s)
−1
)
.
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So for all ξ ∈ H, we have
µˆt,s(ξ) · νˆs(U(t, s)
∗ξ) = µˆt,r(ξ) · µˆr,s(U(r, s)
∗ξ) · νˆs(U(t, s)
∗ξ).
Since νˆt(U(t, s)
∗ξ) 6= 0 by assumption, we have
µˆt,s(ξ) = µˆt,r(ξ) · µˆr,s(U(r, s)
∗ξ).
This proves (2.4).
We have parital result for the weak continuity of (νt)t∈R in t.
Proposition 4.4. For any t ∈ R, suppose that µt+ε,t converges weakly to δ0 as
ε ↓ 0. Then νt+ε converges weakly to νt as ε ↓ 0.
Proof. By (4.2) we have for all ε > 0,
µt+ε,t ∗
(
νt ◦ U(t + ε, t)
−1
)
= νt+ε. (4.4)
By assumption we have µt+ε,t ⇒ δ0. By the bounded convergence theorem,
it is easy to show (cf. the proof of (3.29))
νt ◦ U(t + ε, t)
−1 ⇒ νt as ε ↓ 0. (4.5)
Then by applying the first result of Lemma 3.8 to (4.4), the proof is finished
immediately.
Similar to Theorem 3.22, there exists certain stochastic process associated
with νt.
Theorem 4.5. Suppose that Assumption 3.4 and (2.4), (4.2) hold. Then there
is a stochastic process (Xt,−∞)t∈R, such that for every t ∈ R, Xt,−∞ is distributed
as νt.
Proof. Let Ω = H(−∞,∞) be the collection of all functions ω = (ω(t))t∈(−∞,∞)
from (−∞,∞) into H. Let Xt(ω) = ω(t), t ∈ (−∞,∞), be the canonical
process on Ω. Let F be the σ-algebra generated by cylinder sets on H(−∞,∞).
For any n ∈ N, −∞ < t1 ≤ t2 ≤ · · · ≤ tn < ∞, Bj ∈ B(H), j = 1, 2, · · · , n,
define
νt1,t2··· ,tn(B1 × B2 × · · · × Bn)
=
∫
H
1B1(y1)νt1(dy1)
∫
H
1B2(U(t2, t1)y1 + y2)µt2,t1(dy2)
×
∫
H
1B3(U(t3, t1)y1 + U(t3, t2)y2 + y3)µt3,t2(dy3)× · · ·
×
∫
H
1Bn(U(tn, t1)y1 + U(tn, t2)y2 + · · ·+ U(tn, tn−1)yn−1 + yn)µtn,tn−1(dyn).
(4.6)
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Then, as in the proof of Theorem 3.22, νt1,t2,··· ,tn is extended to a probability
measure on (H⊗n,B(H⊗n)) and it is easy to check that the family of probability
measures {νt1,t2,··· ,tn}t1≤t2≤···≤tn satisfies the consistency condition. Again, we
shall only show the point by the following example. That is, we are going to
prove
νt1,t2,t3,t4(B1 ×H×B3 × B4) = νt1,t3,t4(B1 ×B3 × B4)
holds for all −∞ < t1 ≤ t2 ≤ t3 ≤ t4 < ∞, and all Bj ∈ B(H), j = 1, 2, 3, 4
with B2 = H. By (2.4) we have
νt1,t2,t3,t4(B1 ×H× B3 × B4)
=
∫
H
1B1(y1)νt1(dy1)
∫
H
µt4,t3(dy4)
∫
H
∫
H
1B3(U(t3, t1)y1 + U(t3, t2)y2 + y3)
× 1B4(U(t4, t1)y1 + U(t4, t2)y2 + U(t4, t3)y3 + y4)µt2,t1(dy2)µt3,t2(dy3)
=
∫
H
1B1(y1)νt1(dy1)
∫
H
µt4,t3(dy4)
∫
H
∫
H
1B3(U(t3, t1)y1 + y2 + y3)
× 1B4(U(t4, t1)y1 + U(t4, t3)(y2 + y3) + y4)(µt2,t1 ◦ U(t3, t2)
−1)(dy2)µt3,t2(dy3)
=
∫
H
1B1(y1)νt1(dy1)
∫
H
µt4,t3(dy4)
∫
H
∫
H
1B3(U(t3, t1)y1 + z)
× 1B4(U(t4, t1)y1 + U(t4, t3)z + y4)
[
(µt2,t1 ◦ U(t3, t2)
−1) ∗ µt3,t2
]
(dz)
=
∫
H
1B1(y1)νt1(dy1)
∫
H
µt4,t3(dy4)
∫
H
∫
H
1B3(U(t3, t1)y1 + z)
× 1B4(U(t4, t1)y1 + U(t4, t3)z + y4)µt3,t1(dz)
=νt1,t3,t4(B1 × B3 ×B4).
Therefore, by Kolmogorov’s extension theorem there is a unique probability
measure P on F such that for all −∞ < t1 ≤ t2 ≤ · · · ≤ tn < ∞, and
Bj ∈ B(H), j = 1, 2, · · · , n, we have
P(Xt1,−∞ ∈ B1, Xt2,−∞ ∈ B2, · · · , Xtn,−∞ ∈ Bn)
=νt1,t2,··· ,tn(B1 ×B2 × · · · × Bn).
(4.7)
In particular, Xt,−∞ has the distribution νt.
Similar to Example 3.23, we have the following example.
Example 4.6. For any t ∈ R, consider a stochastic process (Xt,−∞)t∈R , defined
by
Xt,−∞ :=
∫ t
−∞
U(t, σ) dZσ,
where U and Z are the same as in (1.5). Let µt,s be the distribution of
Xt,s :=
∫ t
s
U(t, σ) dZσ
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and νt the distribution of Xt,−∞.
Note that for all t ≥ s,
Xt,−∞ = U(t, s)Xs,−∞ +Xt,s.
Hence we get identity (4.2) immediately since Xs,−∞ is independent of Xt,s. This
proves that (νt)t∈R is an evolution system of measures for the transition function
(ps,t)t≥s of X(t, s, x) := U(t, s)x+Xt,s, x ∈ H, t ≥ s.
Concerning the infinite divisibility of νt, we have the following simple result.
Proposition 4.7. Suppose that Assumption 3.4 holds. If for some s0 ∈ R, νs0
is infinitely divisible, then νt is infinitely divisible for all t ≥ s0.
Proof. Since νs0 is infinitely divisible, for any n ∈ N, there is some probability
measure ν
(n)
s0 on (H,B(H)) such that νs0 = (ν
(n)
s0 )
∗n . So by (3.48), we have
νs0 ◦ U(t, s0)
−1 = (ν(n)s0 ◦ U(t, s0)
−1)∗n.
for all t ≥ s0. This proves that νs0 ◦ U(t, s0)
−1 is also infinitely divisible. By
Theorem 3.21, µt,s0 is infinitely divisible. Hence by (4.2), we get that νt is the
convolution of two infinitely divisible measures. So νt itself is also an infinitely
divisible measure.
For any two probability measures µ and ν, we say µ is a factor of ν if ν = µ∗σ
for some probability measures σ.
Theorem 4.8. Suppose that (ν
(1)
t )t∈R is an evolution system of measures for
(ps,t)t≥s. Let (ν
(2)
t )t∈R be another system of probability measures and assume
that for any t ∈ R, ν
(1)
t is a factor of ν
(2)
t satisfying
ν
(2)
t = ν
(1)
t ∗ σt (4.8)
with probability measure σt on (H,B(H)) satisfying
σt = σs ◦ U(t, s)
−1.
Then (ν
(2)
t )t∈R is also an evolution system of measures for (ps,t)t≥s.
Proof. For every ξ ∈ H, by (4.3) and (4.8), we have
νˆ
(2)
t (ξ) = νˆ
(1)
t (ξ)σˆt(ξ) = µˆt,s(ξ)νˆ
(1)
s
(
U(t, s)∗ξ
)
σˆt(ξ)
= µˆt,s(ξ)νˆ
(1)
s
(
U(t, s)∗ξ
)
σˆs(U(t, s)
∗ξ) = µˆt,s(ξ)νˆ
(2)
s
(
U(t, s)∗ξ
)
.
Hence the assertion follows by Lemma 4.1.
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4.2 Existence and uniqueness
Assume that for every t ≥ s, µt,s is infinitely divisible and has the form
µt,s = [at,s, Rt,s,mt,s],
where at,s ∈ H, Rt,s is a non-negative definite, self-adjoint trace class operator
on H, and mt,s is a Le´vy measure on H.
By (3.61), we get that for every fixed t ∈ R, (mt,s)t≥s is a family of Le´vy
measures decreasing in s in the sense that for all A ∈ B(H \ {0}), we have
mt,s(A) ≥ mt,r(A)
for all s ≤ r ≤ t. It allows us to define mt,−∞ for every t ∈ R by setting
mt,−∞({0}) = 0 and
mt,−∞(A) = lim
s→−∞
mt,s(A), A ∈ B(H \ {0}).
From (3.61) we also get that for every x ∈ H and t ∈ R, 〈Rt,sx, x〉 is decreas-
ing in s. More precisely, for every x ∈ H and s ≤ r ≤ t, we have
〈Rt,sx, x〉 = 〈Rt,rx, x〉+ 〈Rr,sU(t, r)
∗x, U(t, r)∗x〉 ≥ 〈Rt,rx, x〉.
From the inequality above we obtain that for every s ≤ r ≤ t
trRt,r ≤ trRt,s.
Therefore, the limit lims→−∞〈Rt,sx, x〉 which might be infinity exists.
We shall use condition
sup
s≤t
trRt,s <∞.
Then for every t ∈ R, there exists a constant Ct > 0 such that
sup
s<t
〈Rt,sx, x〉 ≤ Ct|x|
2
for every x ∈ H. Therefore, by the polarization identity, we see that for every
t ∈ R, x, y ∈ H, the limit lims→−∞〈Rt,sx, y〉 exists. Fixing x ∈ H and letting
y ∈ H vary, we get a functional lims→−∞〈Rt,sx, ·〉. So by Riesz’s representation
theorem we obtain that for every x ∈ H, there exists an element x∗t ∈ H for
every t ∈ R such that for all y ∈ H,
lim
s→−∞
〈Rt,sx, y〉 = 〈x
∗
t , y〉.
By the property of Rt,s, we see that the mapping from x to x
∗
t is a trace class
operator and we denote it by Rt,−∞. That is, for every t ∈ R there is a trace
class operator Rt,−∞ on H such that
〈Rt,−∞x, y〉 = lim
s→−∞
〈Rt,sx, y〉, x, y ∈ H.
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Theorem 4.9. Suppose that for every t ∈ R, the following three hypothesises
hold:
(H1) sups≤t trRt,s <∞;
(H2) sups≤t
∫
H
(1 ∧ |x|2)mt,s(dx) <∞;
(H3) at,−∞ := lims→−∞ at,s.
Then for every t ∈ R, mt,−∞ is a Le´vy measure, Rt,−∞ is a non-negative definite,
self-adjoint trace class operator such that
trRt,−∞ = sup
s≤t
Rt,s <∞.
Moreover, the system of measures (νt)t∈R given by
νt = [at,−∞, Rt,−∞,mt,−∞], t ∈ R
is an evolution system of measures for (ps,t)t≥s.
Proof. Suppose that (H1), (H2) and (H3) hold. Apparently, for every t ∈ R,
Rt,−∞ is a non-negative definite, self-adjoint trace class operator satisfying
trRt,−∞ = sup
s≤t
Rt,s <∞.
For each t ∈ R,∫
H
(1 ∧ |y|2)mt,−∞(dy) = sup
s≤t
∫
H
(1 ∧ |x|2)mt,s(dx) <∞.
This shows that mt,−∞ is a Le´vy measure.
Now we show that (νt)t∈R is an evolution system of measures. By (2.4), for
every t ≥ s ≥ r, we have
µt,s ∗
(
µs,r ◦ U(t, s)
−1
)
= µt,r. (4.9)
Note that µt,s = [at,s, Rt,s,mt,s] converges weakly to [at,−∞, Rt,−∞,mt,−∞] = νt as
s→ −∞ (cf. [FR00, Lemma 3.4]). Hence letting r → −∞ in both sides of (4.9)
we obtain
µt,s ∗
(
νs ◦ U(t, s)
−1
)
= νt.
This proves that (νt)t∈R is an evolution system of measures for (ps,t)t≥s by Lemma
4.1.
The following theorem is the converse to Theorem 4.9.
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Theorem 4.10. Let (ν˜t)t∈R be an evolution system of measures for (ps,t)t≥s.
Then
(1) Hypotheses (H1) and (H2) hold and
[0, Rt,s,mt,s]⇒ [0, Rt,−∞,mt,−∞], s→ −∞. (4.10)
(2) There exists some probability measure σ˜t such that
δat,s ∗
(
ν˜s ◦ U(t, s)
−1
)
⇒ σ˜t (4.11)
as s→ −∞. Moreover, for every t ∈ R,
ν˜t = [0, Rt,−∞,mt,−∞] ∗ σ˜t, t ∈ R. (4.12)
(3) Assume in addition that the following hypotheses holds
(H4) For every t ∈ R, ν˜s ◦ U(t, s)
−1 ⇒ σt as s→ −∞.
If for every t ∈ R, σt is an infinitely divisible distribution, then the limit
in (H3) exists and νt is a factor of ν˜t:
ν˜t = νt ∗ σt, t ∈ R. (4.13)
Moreover,
σt = σs ◦ U(t, s)
−1, t ≥ s. (4.14)
Especially, if σt ≡ δ0 for all t ∈ R, then we have ν˜t = νt, t ∈ R. That is,
the evolution system of measures is unique.
(4) On the other hand, if the limit in (H3) exists, then the limit in (H4) exists,
and hence (4.13), (4.14) hold.
Proof. (1) Since (ν˜t)t∈R is an evolution system of measures for (ps,t)t≥s, by
Lemma 4.1 we have for every t ≥ s,
ν˜t = µt,s ∗
(
ν˜s ◦ U(t, s)
−1
)
= [at,s, Rt,s,mt,s] ∗
(
ν˜s ◦ U(t, s)
−1
)
= δat,s ∗NRt,s ∗Mt,s ∗
(
ν˜s ◦ U(t, s)
−1
)
.
(4.15)
Here we have set
NRt,s := [0, NRt,s, 0], Mt,s := [0, 0,mt,s].
Consider s = −n, n ∈ N, for (4.15). The sequence (δat,−n ∗NRt,−n ∗Mt,−n)n≥1 is
shift compact by [Par05, Theorem III.2.2] (see Theorem 3.7), i.e. there exists a
sequence (yt,−n)n≥1 in H for every t ∈ R such that the sequence
δyt,−n ∗ (δat,−n ∗NRt,−n ∗Mt,−n) = [yt,−n + at,−n, Rt,−n,mt,−n]
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is weakly relatively compact. It implies that (see [Par05, Theorem VI.5.3])
sup
n∈N
mt,−n({x ∈ H : |x| ≥ 1}) <∞. (4.16)
and
sup
n
(
trRt,−n +
∫
|x|<1
|x|2mt,−n(dx)
)
<∞. (4.17)
From (4.17) we have
sup
s≤t
trRt,s <∞.
Combining (4.16) and (4.17) we have
sup
s≤t
∫
H
(1 ∧ |x|2)mt,s(dx) <∞.
So we can define naturally a Le´vy measure mt,−∞ and a trace class operator
Rt,−∞ for each t ∈ R. Hence by Theorem 4.9 we have (4.10). This proves (1).
(2) By (4.15) we have for all t ≥ s
ν˜t = µt,s ∗
(
ν˜s ◦ U(t, s)
−1
)
=
(
δat,s ∗
(
ν˜s ◦ U(t, s)
−1
))
∗NRt,s ∗Mt,s.
On the other hand, we have shown in (4.10) that NRt,s ∗Mt,s converges weakly
to an infinitely divisible measure [0, Rt,−∞,mt,−∞] as s → −∞. Therefore by
Corollary 3.11, measure δat,s ∗
(
ν˜s ◦ U(t, s)
−1) converges weakly as s → −∞.
This proves (4.11) and (4.12).
(3) Applying Corollary 3.11, and using the hypothesis (H4) and that σt is
infinitely divisible for every t ∈ R, it follows from (4.11), that the limit of at,s as
s→ −∞ exist. So (H3) holds and
σ˜t = δat,−∞ ∗ σt.
By(4.12) we get for every t ∈ R,
ν˜t = [0, Rt,−∞,mt,−∞] ∗ σ˜t = [at,−∞, Rt,−∞,mt,−∞] ∗ σt = νt ∗ σt.
This proves (4.13).
Now we show (4.14). For every r ≤ s ≤ t and ξ ∈ H, we have
ˆ˜νr(U(t, r)
∗ξ) = ˆ˜νr
(
U(s, r)∗U(t, s)∗ξ
)
. (4.18)
Letting r → −∞ in (4.18), we get σˆt(ξ) = σˆs
(
U(t, s)∗ξ
)
by (H4). This is
equivalent to (4.14).
(4) If (H3) holds, then δat,s ⇒ δat,−∞ as s tends to −∞. Note that any dirac
measure is infinitely divisible. So by applying Corollary 3.11 to (4.11), we get
that the limit in (H4) exist. Therefore, the assertions in (3) hold.
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Remark 4.11. Similarly, the invariant measure for (pt)t≥0 defined in (1.1) is of
the form ν ∗ µ∞, where ν is a measure on H that is invariant under the action
of the semigroup Tt, and µ∞ is the centered Gaussian measure with covariance
operator Q∞ which is the proper limit of the covariance operator of µt. We refer
to [Hai09, Theorem 5.22] for details.
By applying Theorem 4.10 we have the following result on the uniqueness. It
is a generalization of [Woo11, Theorem 3.12].
Corollary 4.12. Let (H1),(H2) hold and (ν˜)t∈R be an evolution system of mea-
sure for (ps,t)t≥s. Suppose that for every t ∈ R, there is a sequence (sn)n≥1
satisfying sn ≤ t for all n ≥ 1 and sn → −∞ as n→∞ such that the following
conditions are fulfilled
(1) There exist some constant M,ω > 0 such that
‖U(t, sn)‖ ≤ M e
−ω(t−sn) . (4.19)
(2) The sequence of probability measures (ν˜sn)n≥1 is uniformly tight.
Then (H3) holds and (ν˜t)t∈R = (νt)t∈R. That is, (νt)t∈R = ([at,−∞, Rt,−∞,mt,−∞])t∈R
is the unique evolution system of measures for (ps,t)t≥s.
Proof. By the proof of Theorem 4.10, it is sufficient to show that for a sequence
(sn)n≥1 satisfying sn ≤ t for all n ≥ 1 and sn → −∞ as n→∞ such that
ˆ˜νsn ◦ U(t, sn)
−1 ⇒ δ0, as n→∞. (4.20)
Let ε, η > 0 be arbitrary. Because (ν˜sn)n≥1 is uniformly tight, there is a
compact set Kη ⊂ H such that for all n ≥ 1,
ν˜sn(H \Kη) < η. (4.21)
Set for all n ≥ 1
Cn =M
−1 eω(t−sn) .
It is clear that Cn → ∞ as n → ∞. Hence there exists some N0 > 0 such that
for all n ≥ N0, the compact set Kη is contained in
Kn := {x ∈ H : |x| ≤ εCn}.
So
ν˜sn({H \Kn}) ≤ ν˜sn({H \Kη}) < η, n ≥ N0. (4.22)
Because
‖U(t, sn)‖ ≤M e
−ω(t−sn) = 1/Cn,
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by applying (4.22) we obtain for all n ≥ N0 (cf. Lemma 3.14)
ν˜sn ◦ U(t, sn)
−1({x ∈ H : |x| > ε})
=ν˜sn({x ∈ H : |U(t, sn)x| > ε})
≤ν˜sn({x ∈ H : |x| > εCn)
=ν˜sn({H \Kn}) < η.
By Lemma 3.5 we obtain (4.20). Therefore by Theorem 4.10 we get (H3) and
hence (ν˜t)t∈R = (νt)t∈R is the unique evolution system of measures for (ps,t)t≥s.
The advantage of using sequence in Corolally 4.12 can be seen from the
following corollary.
Corollary 4.13. Assume that the evolution function (U(t, s))t≥s and the family
of probability measures (µt,s)t≥s are T -periodic for some T > 0. That is, for
every t ≥ s,
U(t + T, s+ T ) = U(t, s), µt+T,s+T = µt,s.
Assume that (H1) and (H2) hold and there exist some constants M,ω > 0 such
that
‖U(t, s)‖ ≤M e−ω(t−s) .
Then ([at,−∞, Rt,−∞,mt,−∞])t∈R is the unique evolution system of measures with
period T for (ps,t)t≥s.
Proof. Let (ν˜t)t∈R be any evolution system of measures with period T . Take any
s0 ≤ t and set sn = s0 − nT for all n ≥ 1. Then for all n ≥ 1, ν˜sn = ν˜s0. It
is obvious that (ν˜sn)n≥1 is uniformly tight. So Corollary 4.12 applies. Therefore
νt := [at,−∞, Rt,−∞,mt,−∞] exists for all t ∈ R. Moreover it is easy to show that
(νt)t∈R is T -periodic.
Example 4.14. Let us use the framework in Example 4.6. Assume that for
some constant T > 0 we have
(1) (Ut,s)t≥s is T -periodic evolution family of operators on H.
(2) (Zt)t∈R be a semi-Le´vy process with period T > 0. That is, (Zt)t∈R is a
stochastic continuous additive process such that for all t ≥ s, Zt+T −Zs+T
has the same distribution with Zt−Zs (we refer to [MS03] for more details).
It is clear that (µt,s)t≥s is T -periodic. Moreover, the evolution system of measures
(νt)t∈R for (ps,t)t≥s is also T -periodic. So if (4.19) holds, then by Corollary 4.12
(µt,s)t≥s is the unique T -periodic evolution system of measures.
Clearly Example 4.14 above generalizes the stochastic equations with time
dependent periodic coefficients driven by Gaussian and Le´vy processes considered
in [DL07] and [Kna¨11] respectively.
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5 Harnack inequalities and applications
Let (ps,t)t≥s be defined as in (2.1). That is, ps,tf(x) = (µt,s ∗ δU(t,s)x)f for every
x ∈ H and f ∈ Bb(H). Suppose that for all t ≥ s, µt,s = [at,s, Rt,s,mt,s] is an
infinitely divisible measure on (H,B(H)) satisfying (2.4).
For each t ≥ s, set
µgt,s = [0, Rt,s, 0], µ
j
t,s = [at,s, 0,mt,s],
and for every f ∈ Bb(H), x ∈ H, set
pgs,tf(x) := (µ
g
t,s ∗ δU(t,s)x)(f) =
∫
H
f(U(t, s)x+ y)µgt,s(dy),
pjs,tf(x) := (µ
j
t,s ∗ δx)(f) =
∫
H
f(x+ y)µjt,s(dy).
With these notations, we have the following decomposition for ps,t.
Proposition 5.1. For every t ≥ s, x ∈ H and f ∈ Bb(H),
ps,tf(x) = p
g
s,t(p
j
s,t)f(x).
Proof. Note that µt,s = µ
g
t,s ∗ µ
j
t,s. Then we get
ps,tf(x) =(µt,s ∗ δU(t,s)x)(f) = (µ
g
t,s ∗ µ
j
t,s ∗ δU(t,s)x)(f)
=
(
(µgt,s ∗ δU(t,s)x) ∗ µ
j
t,s
)
(f)
=
∫
H
µgt,s ∗ δU(t,s)x(dy)
∫
H
f(y + z)µjt,s(dz)
=
(
µgt,s ∗ δU(t,s)x
)
(pjs,tf) = p
g
s,t(p
j
s,tf)(x).
Define for every t ≥ s,
Γt,s = R
−1/2
t,s U(t, s) (5.1)
with domain
D(Γt,s) = {x ∈ H : U(t, s)x ∈ R
1/2
t,s (H)}.
If x /∈ D(Γt,s) then we set |Γt,sx| := ∞. Let B
+
b (H) denote the space of all
bounded positive measurable functions on H.
Theorem 5.2. For every α > 1, t ≥ s and f ∈ B+b (H), we have
(ps,tf(x))
α ≤ exp
(
α|Γt,s(x− y)|
2
2(α− 1)
)
ps,tf
α(y), x, y ∈ H. (5.2)
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Proof. It is sufficient to consider the case U(t, s)(H) ∈ R1/2t,s (H), since otherwise
the inequality (5.3) becomes trivial because the right hand side of (5.3) is infinite
by the definition of |Γt,s(·)|.
We claim that we only need to show the following Harnack inequality for pgs,t
(pgs,tf(x))
α ≤ exp
(
α|Γt,s(x− y)|
2
2(α− 1)
)
pgs,tf
α(y), x, y ∈ H. (5.3)
Indeed, by Proposition 5.1, we have ps,t = p
g
s,tp
j
s,t. If (5.3) holds, then by applying
inequality (5.3) to pgs,t and Jensen’s inequality to p
j
s,t we obtain(
ps,tf(x)
)α
=
(
pgs,t(p
j
s,tf)(x)
)α
≤ exp
(
α|Γt,s(x− y)|
2
2(α− 1)
)(
pgs,t(p
j
s,tf)
α
)
(y)
≤ exp
(
α|Γt,s(x− y)|
2
2(α− 1)
)(
pgs,t(p
j
s,tf
α)
)
(y)
= exp
(
α|Γt,s(x− y)|
2
2(α− 1)
)(
ps,tf
α
)
(y).
Applying the Cameron-Martin formula for Gaussian measures (see [DZ92,
Theorem 2.21]) we get
ρt,s(x− y, z) :=
dN(U(t, s)(x− y), Rt,s)
dN(0, Rt,s)
(z)
= exp
(〈
R
−1/2
t,s U(t, s)(x− y), R
−1/2
t,s z
〉
−
1
2
|R
−1/2
t,s U(t, s)(x− y)|
2
)
.
(5.4)
By changing variables and using Ho¨lder’s inequality we obtain
pgs,tf(x)
=
∫
H
f(U(t, s)x+ z)µgt,s(dz)
=
∫
H
f(U(t, s)y + U(t, s)(x− y) + z)N(0, Rt,s)(dz)
=
∫
H
f(U(t, s)y + z′)
dN(U(t, s)(x− y), Rt,s)
dN(0, Rt,s)
(z′)N(0, Rt,s)(dz
′)
=
∫
H
f(U(t, s)y + z′)ρt,s(x− y, z
′)µgt,s(dz
′)
≤ exp
(
−
1
2
|Γt,s(x− y)|
2
)(∫
H
fα(U(t, s)y + z′)µgt,s(dz
′)
)1/α
·(∫
H
exp
(
α
α− 1
〈R
−1/2
t,s U(t, s)(x− y), R
−1/2
t,s z
′〉
)
µgt,s(dz
′)
)(α−1)/α
=exp
(
1
2(α− 1)
|Γt,s(x− y)|
2
)(
pgs,tf
α(y)
)1/α
.
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This proves (5.3). Here we have used the fact that for any h ∈ H, it holds (cf.
[DZ02, Proposition 1.2.5, Page 11])∫
H
exp(〈h, x〉) dµgt,s(x) = exp
(
1
2
〈Rt,sh, h〉
)
. (5.5)
Applying the previous theorem, we have the following result.
Theorem 5.3. Fix t ≥ s. The implications (1)⇒ (2)⇒ (3)⇒ (4)⇒ (5) of the
following statements hold.
(1)
U(t, s)(H) ⊂ R
1/2
t,s (H), (5.6)
(2) ‖Γt,s‖ <∞ and for every α > 1 and f ∈ B
+
b (H),
(ps,tf(x))
α ≤ exp
(
α(‖Γt,s‖ · |x− y|)
2
2(α− 1)
)
ps,tf
α(y), x, y ∈ H; (5.7)
(3) ‖Γt,s‖ <∞ and there exists α > 1 such that (5.7) holds for all f ∈ B
+
b (H);
(4) ‖Γt,s‖ <∞ and for every f ∈ B
+
b (H) with f > 1,
ps,t log f(x) ≤ log ps,tf(y) +
‖Γt,s‖
2
2
|x− y|2, x, y ∈ H; (5.8)
(5) ps,t is strong Feller.
In particular, if mt,s ≡ 0, then these statements are equivalent to each other.
Proof. If (5.6) hold, then ‖Γt,s‖ is bounded. Hence by Theorem 5.2, we get (2)
from (1). That (2) implies (3) is trivial. The implications (3)⇒(4)⇒(5) are
consequences of Harnack inequalities, as proved in [Wan10].
It remains to show that (5) implies (1) in the case mt,s ≡ 0. Note that
ps,tf(x) =
∫
H
f(y)N(U(t, s)x,Rt,s)(dy).
If (5.6) doesn’t hold, then there exists x0 ∈ H such that U(t, s)x0 /∈ R
1/2
t,s (H).
Take xn =
1
n
x0 ∈ H, n = 1, 2, · · · . By the Cameron-Martin theorem (see
e.g. [DZ92]), we know that for each n = 1, 2, · · · , the Gaussian measure µn :=
N(U(t, s)xn, Rt,s) is orthogonal to µ0 := N(0, Rt,s) since U(t, s)xn /∈ R
1/2
t,s (H).
That is, for all n = 1, 2, · · · , there exists An ∈ B(H) such that µn(An) = 1,
µ0(An) = 0. Set A := ∪n≥1An. Then µ0(A) = 0, µn(A) = 1 since µ0(A) ≤∑∞
n=1 µ0(An) = 0 and µn(A) ≥ µn(An) = 1.
Take f = 1A. Since xn tends to 0 as n→∞ and ps,t is strong Feller, ps,tf(xn)
should converge to ps,tf(0) as n → ∞. But this is impossible because we have
ps,tf(xn) = 1, ps,tf(0) = 0. Therefore we have (5.6).
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Remark 5.4. If Rt,s has the form (7.2), then (5.6) is equivalent to the null con-
trollability of a non-autonomous control system (7.1) (see Section 7 for details).
For this reason, condition (5.6) is also called null-controllability condition. This
gives an equivalent description of the strong Feller property.
Remark 5.5. In [Da 95] the fact that the null controllability implies the strong
Feller property was proved for autonomous Ornstein-Uhlenbeck processes driven
by a Wiener process and with deterministic perturbation. Our result generalizes
his result.
In fact (5.6) implies more. Let UC∞(H) denote the space of all infinitely
Fre´chet differentiable functions with uniform continuous derivatives on H.
Proposition 5.6. Suppose that (5.6) holds. Then for every f ∈ Bb(H) and
every t > s, ps,tf ∈ UC
∞(H).
Proof. In view of the decomposition ps,t = p
g
s,tp
j
s,t shown in Proposition 5.1, we
only need to show that pgs,t ∈ UC
∞(H) for every g ∈ Bb(H). The rest of the
proof is the same as in [DZ02, Theorem 6.2.2].
We have the following quantitative estimate for the strong Feller property.
This result is shown in [ORW12] for Le´vy driven Ornstein-Uhlenbeck process by
a coupling method.
Proposition 5.7. Let t > s and x, y ∈ H. Then
|ps,tf(x)− ps,tf(y)|
2
≤
(
e|Γt,s(x−y)|
2
−1
)
min
{
ps,tf
2(z)− (ps,tf(z))
2 : z = x, y
}
.
(5.9)
Proof. Let h = pjs,tf . Then by Proposition 5.1 we have ps,tf = p
g
s,th. Moreover,
h2 = (pjs,tf)
2 ≤ pjs,tf
2
by Jensen’s inequality. So, for every z ∈ H, we have
pgs,th
2(z)−
(
pgs,th(z)
)2
≤pgs,tp
j
s,tf
2(z)−
(
pgs,tp
j
s,tf(z)
)2
= ps,tf
2(z)− (ps,tf(z))
2.
(5.10)
Note also that x, y play the same role in (5.9). So, according to (5.10) we only
need to show the following inequality
|pgs,th(x)− p
g
s,th(y)|
2 ≤
(
e|Γt,s(x−y)|
2
−1
) (
pgs,th
2(y)− (pgs,th(y))
2
)
. (5.11)
According to formula (5.4) for ρt,s(x− y, z), we have
pgs,th(x) =
∫
H
h(U(t, s)x+ z)µgt,s(dz) =
∫
H
ρt,s(x− y, z)h(U(t, s)y + z)µ
g
t,s(dz).
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Therefore we have
|pgs,th(x)− p
g
s,th(y)|
2
=
(∫
H
[ρt,s(x− y, z)− 1] · [h(U(t, s)y + z)− p
g
s,th(y)]µ
g
t,s(dz)
)2
≤
∫
H
(ρt,s(x− y, z)− 1)
2 µgt,s(dz)
∫
H
[
h(U(t, s)y + z)− pgs,th(y)
]2
µgt,s(dz)
=
(∫
H
ρ2t,s(x− y, z)µ
g
t,s(dz)− 1
)
·
(∫
H
h2(U(t, s)y + z)µgt,s(dz)− (p
g
s,th(y))
2
)
=
(
e|Γt,s(x−y)|
2
−1
) (
pgs,th
2(y)− (pgs,th(y))
2
)
.
Note that here we have used (5.5) again to obtain∫
H
ρ2t,s(x− y, z)µ
g
t,s(dz) = e
|Γt,s(x−y)|2 .
Now we apply the Harnack inequality (5.2) to study the hyperboundedness
of the transition function ps,t. In [GL09] hypercontractivity is studied for the
Gaussian case via log-Soboblev inequality.
Theorem 5.8. Let (νt)t∈R be an evolution system of measures for ps,t. For every
s ≤ t, α > 1, and ε > 0, let
Cs,t(α, ε) :=
∫
H
[∫
H
exp
(
−
α|Γt,s(x− y)|
2
2(α− 1)
)
νs(dy)
]−(1+ε)
νs(dx).
Then
‖ps,tf‖Lα(1+ε)(H,νs) ≤ Cs,t(α, ε)
−α(1+ε)‖f‖Lα(H,νt). (5.12)
Proof. From the Harnack inequality (5.2) we have
(ps,tf(x))
α exp
[
−
α|Γt,s(x− y)|
2
2(α− 1)
]
≤ ps,tf
α(y), x, y ∈ H.
Integrating both sides of the inequality above with respect to νs(dy) and using
the fact that (νt)t∈R is an evolution system of measures, we get
(ps,t|f |)
α(x)
∫
H
exp
(
−
α|Γt,s(x− y)|
2
2(α− 1)
)
νs(dy) ≤
∫
H
|f |α νt(dy).
Hence
(ps,t|f |)
α(1+ε)(x) ≤
[∫
H
exp
(
−
α|Γt,s(x− y)|
2
2(α− 1)
)
νs(dy)
]−(1+ε)
‖f‖
α(1+ε)
Lα(H,νt)
.
Integrating both sides of the inequality above with respect to νs(dx), we get
(5.12).
79
6 Semi-linear equations
Fix s ∈ R and consider the following equation for t ≥ s,{
dX(t, s, x) = A(t)X(t, s, x) dt+ F (t, X(t, s, x))dt+R1/2dWt,
X(s, s, x) = x ∈ H,
(6.1)
where
(1) (A(t))t∈R is a family of operators on H associated with an evolution family
(U(t, s)t≥s) (See Section 1);
(2) R is a trace class operator on H;
(3) (Wt)t∈R is an H-valued cylindrical Wiener process on some filtered proba-
bility space (Ω, (Ft)t∈R,F ,P);
(4) F is a measurable map from [s,+∞)×H to R1/2(H) satisfying
|R−1/2F (t, x)|2 ≤ k1 + k2|x|
2, t ∈ R, x ∈ H (6.2)
for some constants k1, k2 > 0.
Proposition 6.1. Equation (6.1) martingale solution.
Proof. For every r ∈ [s, t], let
WU(r, s) :=
∫ r
s
U(r, σ)R1/2 dWσ
and set
X˜(r, s, x) := U(r, s)x+WU(r, s).
Moreover, for every r ∈ [s, t], [s′, t′] ⊂ [s, t], define
ψx(r, s) := R
−1/2F (r, X˜(r, s, x)) = R−1/2F (r, U(r, s)x+WU(r, s)),
W˜ xr = Wr −
∫ r
s
ψx(σ, s) dσ,
Mxt′,s′ = exp
(∫ t′
s′
〈ψx(σ, s), dWσ〉 −
1
2
∫ t′
s′
|ψx(σ, s)|
2 dσ
)
.
We first show that EMxt,s = 1. By (6.2), for every r ∈ [s, t],
|ψx(r, s)|
2 ≤ k1 + 2k2(|U(r, s)x|
2 + |WU(r, s)|
2).
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Hence we get
E exp
(
1
2
∫ t
s
|ψx(σ, s)|
2 dσ
)
≤E exp
(
k1 ∨ k2
2
∫ t
s
(1 + 2|U(σ, s)x|2) dσ
)
· E exp
(
1
2
∫ t
s
|WU(σ, s)|
2 dσ
)
.
Since
∫ t
s
|WU(σ, s)|
2 dσ is Gaussian distributed, applying Fernique’s Theorem, for
a fine partition s = t0 < t1 < · · · < tn−1 < tn = t, we have
E exp
(
1
2
∫ ti
ti−1
|ψx(σ, s)|
2 dσ
)
< +∞.
This implies that for each i = 1, 2, · · · , n, Mxti−1,t for t ∈ [ti−1, ti], is a martingale.
Noting that Mxt,s =M
x
tn,tn−1 · · ·M
x
t1,t0 , we get EM
x
t,s = 1.
Consequently, we can define a new probability measure Qx := M
x
t,sP on
(Ω,Ft). By [DZ92, Theorem 10.14], W˜
x
r is also a Wiener process with respect
to Qx. Hence
X˜(t, s, x) = U(t, s)x+
∫ t
s
U(t, r)R1/2 dWr
= U(t, s)x+
∫ t
s
U(t, r)F (r, X˜(r, s, x)) dr +
∫ t
s
U(t, r)R1/2 dW˜r.
This shows that X˜(t, s, x) is a martingale solution of (6.1) on (Ω, (Ft)t≥s,F ,Qx).
We shall need the following fact.
Lemma 6.2. Let s ∈ R. Set
λ := tr
∫ s+1
s
U(s + 1, σ)RU(s+ 1, σ)∗ dσ.
Then
C0 := sup
r∈[s,s+1]
E exp
(
|WU(r, s)|
2/(4λ)
)
<∞
and for every κ > 0 and t ∈ [s, s+ (1 ∧ (4λκ)−1)],
E exp
(
κ
∫ t
s
|WU(r, s)|
2 dr
)
< C
4λκ(t−s)
0 . (6.3)
Proof. Note that the covariance operator of
WU(r, s) =
∫ r
s
U(r, σ)R1/2 dWσ
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is given by ∫ r
s
U(r, σ)RU(r, σ)∗ dσ.
By Fernique’s Theorem (see [DZ92, Propostion 2.16]), it follows that C0 < ∞.
Moreover,
E exp
(
κ
∫ t
s
|WU(r, s)|
2 dr
)
= E exp
(
1
t− s
∫ t
s
κ(t− s)|WU(r, s)| dr
)
≤
1
t− s
∫ t
s
E exp
(
κ(t− s)|WU(r, s)|
2
)
dr
≤
1
t− s
∫ t
s
[
E exp
(
|WU(r, s)|
2/(4λ)
)]4λκ(t−s)
dr ≤ C
4λκ(t−s)
0 .
From Lemma 6.2 we get that for every p > 0, there exists tp > 0 such that
for every t ∈ [s, s+ tp],
Cp,k2(t, s) := E exp
(
2p(2p+ 1)k2
∫ t
s
|WU(r, s)|
2 ds
)
<∞.
In particular, if k2 = 0 then Cp,0(t, s) = 1 for all t ≥ s.
Lemma 6.3. For any t > s, p > 1, δ > 0 and x ∈ H,
E(Mxt,s)
p ≤ (Cp,k2(t, s))
1/2 exp
(p(2p− 1)
2
∫ t
s
(k1 + 2k2|U(r, s)x|
2) dr
)
,
E(Mxt,s)
−δ ≤ (Cδ,k2(t, s))
1/2 exp
(δ(2δ + 1)
2
∫ t
s
(k1 + 2k2|U(r, s)x|
2) dr
)
.
Proof. From the proof of Proposition 6.1 we obtain that for every κ ∈ R
t 7→ exp
(
κ
∫ t
s
〈ψx(r, s), dWr〉 −
κ2
2
∫ t
s
|ψx(r, s)|
2 dr
)
is a martingale. Therefore,
E(Mxt,s)
p =E exp
(
p
∫ t
s
〈ψx(r, s), dWr〉 − p
2
∫ t
s
|ψx(r, s)|
2 dr
)
· exp
(
p(2p− 1)
2
∫ t
s
|ψx(r, s)|
2 dr
)
≤
[
E exp
(
2p
∫ t
s
〈ψx(r, s), dWr〉 −
1
2
(2p)2
∫ t
s
|ψx(r, s)|
2 ds
)]1/2
·
[
E exp
(
p(2p− 1)
∫ t
s
|ψx(r, s)|
2 ds
)]1/2
=
[
E exp
(
p(2p− 1)
∫ t
s
|ψx(r, s)|
2 ds
)]1/2
.
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This implies the first inequality claimed in the lemma, since by (6.2)
|ψx(r, s)|
2 ≤ k1 + 2k2|WU(r, s)|
2 + 2k2|U(r, s)x|
2.
Similarly, the second inequality follows by
E(Mxt,s)
−δ =E exp
(
−δ
∫ t
s
〈ψx(r, s), dWr〉 − δ
2
∫ t
s
|ψx(r, s)|
2 dr
)
· exp
(
δ(2δ + 1)
2
∫ t
s
|ψx(r, s)|
2 dr
)
≤
[
E exp
(
−2δ
∫ t
s
〈ψx(r, s), dWr〉 −
1
2
(2δ)2
∫ t
s
|ψx(r, s)|
2 ds
)]1/2
·
[
E exp
(
δ(2δ + 1)
∫ t
s
|ψx(r, s)|
2 dr
)]1/2
=
[
E exp
(
δ(2δ + 1)
∫ t
s
|ψx(r, s)|
2 dr
)]1/2
.
By the proof of Proposition 6.1, we see that X˜(t, s, x) is a solution of (6.1).
Hence we define the “transition semigroup” of X(t, s, x) by
P Fs,tf(x) = EQxf(X˜(t, s, x)), f ∈ Bb(H). (6.4)
We have the following result.
Theorem 6.4. For any t > 0, α > 1, x, y ∈ H, p, q > 1 with α/(pq) > 1, and
f ∈ B+b (H)
(P Fs,tf)
α(x) ≤ NP Fs,tf
α(y). (6.5)
Here we set ΓFt,s := R
−1/2U(t, s) and
N :=
(
C p
p−1
,k2(t, s)
)αp/(2(p−1))
·
(
C 1
q−1
,k2
(t, s)
)αq/(2(q−1))
· exp
(
αq|ΓFt,s(x− y)|
2
2(α− q)
+α
[
p+ 1
p− 1
+
q + 1
q(q − 1)
] ∫ t
s
[
k1 + k2(|U(r, s)x|
2 + |U(r, s)y|2)
]
dr
)
.
Assume that for every s ≤ r ≤ t, P Fs,t = P
F
s,rP
F
r,t. If ‖Γ
F
t,s‖ < ∞ for every t ≥ s,
then P Fs,t is strong Feller.
Proof. Recall that X˜(t, s, x) is a mild solution to
dX˜(t, s, x) = A(t)X˜(t, s, x)dt+R1/2dWt, X˜(s, s, x) = x.
83
Let P 0s,t be the semigroup of X˜(t, s, x) under P. Then by Theorem 5.2 we have
(P 0s,tf)
α(x) ≤ P 0s,tf
α(y) exp
(
α|ΓFt,s(x− y)|
2
2(α− 1)
)
, f ∈ B+b (H), (6.6)
For simplicity, we set p′ := p
p−1
, q′ := q
q−1
, θ = α/(pq). By (6.6) we have
P Fs,tf(x) = EQxf(X˜(t, s, x)) = EM
x
t,sf(X˜(t, s, x))
≤ (Ef p(X˜(t, s, x)))1/p(E(Mxt,s)
p′)1/p
′
= (P 0s,tf
p(x))1/p(E(Mxt,s)
p′)1/p
′
≤
[
P 0s,tf
θp(y) exp
(
θ|ΓFt,s(x− y)|
2
2(θ − 1)
)]1/(θp)
(E(Mxt,s)
p′)1/p
′
.
On the other hand, for every g ∈ B+b (H),
P 0s,tg(y) ≤ EPg(X˜(t, s, y)) = EQyg(X˜(t, s, y))(M
y
t,s)
−1
≤ (P Fs,tg
q(y))1/q(E(Myt,s)
1−q′)1/q
′
.
So, taking g = f θp we obtain
(P Fs,tf)
α(x) ≤ P Fs,tf
α(y) exp
(
α|ΓFt,s(x− y)|
2
2p(θ − 1)
)
(E(Mxt,s)
p′)α/p
′
(E(Myt,s)
1−q′)α/q
′
.
This implies the desired Harnack inequality according to Lemma 6.3.
Now we show that P Fs,t is strongly Feller. Let f ∈ B
+
b (H). By (6.3) and (6.5),
for any α > 1 there exist constants tα, cα > 0 and a positive function Hα(r, s),
r ∈ (s, s+ tα) such that
P Fs,rf(x) ≤ (P
F
s,rf
α(y))1/α ecα(r−s)+|x−y|
2Hα(r,s), r ∈ (s, s+ tα). (6.7)
We take tα < t − s. Then, using the assumption that P
F
s,t is a semigroup, for
every r ∈ (s, s+ tα), we get
lim
x→y
P Fs,tf(x) = lim
x→y
P Fs,rP
F
r,tf(x)
≤ lim
α→1
lim
r→s
lim
x→y
[
P Fs,r(P
F
r,tf)
α(y)
]1/α
ecα(r−s)+|x−y|
2Hα(r,s)
≤ lim
α→1
lim
r→s
lim
x→y
[
P Fs,tf
α(y)
]1/α
ecα(r−s)+|x−y|
2Hα(r,s) = P Fs,tf(y).
(6.8)
On the other hand, (6.7) also implies for every r ∈ (s, s+ tα)
P Fs,tf(x) ≥
[
P Fs,r(P
F
r,tf)
1/α(y)
]α
e−αcα(r−s)−αHα(r,s)|x−y|
2
≥
[
P Fs,tf
1/α(y)
]α
e−αcα(r−s)−αHα(r,s)|x−y|
2
.
So, first letting x→ y then r → s and finally α→ 1, we arrive at
lim
x→y
P Fs,tf(x) ≥ P
F
s,tf(y). (6.9)
From (6.8) and (6.9) we see P Fs,tf is continuous. So, P
F
s,t is strongly Feller.
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7 Appendix: null controllability
Consider the following non-autonomous linear control system{
dz(t) = A(t)z(t)dt + C(t)u(t) dt,
z(s) = x,
(7.1)
where (A(t))t∈R is a family of linear operators on H with dense domains and
(C(t))t∈R is a family of bounded linear operators on H. Let (U(t, s))t≥s be an
evolution family on H associated with (A(t))t∈R. Consider the mild solution of
(7.1)
z(t, s, x) = U(t, s)x+
∫ t
s
U(t, r)C(r)u(r) dr. x ∈ H, t ≥ s.
z(t, s, x) is interpreted as the state of the system and u as a strategy to control
the system. If there exists u ∈ L2([s, t],H) such that z(t, s, x) = 0, then we say
the system (7.1) can be transferred to 0 at time t from initial state x ∈ H at time
s. If for every initial state x ∈ H the system (7.1) can be transferred to 0 then
we say the system (7.1) is null controllable at time t. We refer to [Zab08] (see
also [DZ92, Appendix B]) for details on the null controllability of autonomous
control systems.
Set for every t ≥ s
Πt,sx :=
∫ t
s
U(t, r)C(r)C(r)∗U(t, r)∗ dr, x ∈ H. (7.2)
Proposition 7.1. Let x ∈ H and t ≥ s. The system (7.1) can be transferred to 0
at time t from x if and only if U(t, s)x ∈ Π
1/2
t,s (H). Moreover, the minimal energy
among all strategies transferring x to 0 at time t is given by |Π
−1/2
t,s U(t, s)x|
2, i.e.
|Π
−1/2
t,s U(t, s)x|
2
= inf
{∫ t
s
|u(r)|2 dr : z(t, s, x) = 0, z(s, s, x) = x, u ∈ L2([s, t],H)
}
.
(7.3)
Proof. For every t ≥ s define a linear operator
Lt,s : L
2([s, t],H)→ H, u 7→ Lt,su :=
∫ t
s
U(t, r)C(r)u(r) dr.
The adjoint L∗t,s of Lt,s is given by
(L∗t,sx)(r) = C
∗(r)U(t, r)∗x, x ∈ H, r ∈ [s, t].
It is easy to check that
Πt,s = Lt,sL
∗
t,s.
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Then by [DZ92, Corollary B.4], we know that Lt,s(L
2([s, t],H) = Πt,s(H). Hence
the first assertion of the theorem is proved since the initial state x can be trans-
ferred to 0 if and only if U(t, s)x is contained in the image space of Lt,s due to
the fact that z(t, s, x) = U(t, s)x+ Lt,su.
By [DZ92, Corollary B.4] we also get
|Π
−1/2
t,s y| = |L
−1
t,s y|, y ∈ Lt,s(L
2([s, t],H)). (7.4)
Here the inverse is understood as a pseudo–inverse. Taking y = U(t, s)x in (7.4),
we obtain (7.3).
From Proposition 7.1, we get the following corollary.
Corollary 7.2. The system (7.1) is null controllable at time t if and only if
U(t, s)(H) ⊂ Π
1/2
t,s (H). (7.5)
From (7.3), it is easy to get upper bounds of |Π
−1/2
t,s U(t, s)x|
2 by choos-
ing proper null control functions u. The following proposition is analogous to
[ORW12, Proposition 2.1].
Proposition 7.3. Let t > s. Assume that for every r ∈ [s, t], the operator C(r)
is invertible. Then for every strictly positive function ξ ∈ C([s, t]),
|Π
−1/2
t U(t, s)x|
2 ≤
∫ t
s
|C(r)−1U(r, s)x|2 ξ2r dr(∫ t
s
ξr dr
)2 , x ∈ H. (7.6)
Especially if C(r) ≡ C and |C−1U(r, s)x|2 ≤ h(r)|C−1x|2 for every x ∈ H, then
|Π
−1/2
t U(t, s)x|
2 ≤
|C−1x|2∫ t
s
h(r)−1 dr
, x ∈ H. (7.7)
Proof. We only need to consider the case where U(t, s)x ∈ Π
1/2
t,s (H) and the
function [s, t] ∋ r 7→ ξrC(r)
−1U(r, s)x belongs to L2([0, t],H). Then the following
function
u(r) := −
ξr∫ t
s
ξr dr
C(r)−1U(r, s)x, r ∈ [s, t],
is a null control of the system (7.1). And hence the estimate (7.6) follows from
(7.3). The second estimate (7.7) follows by taking ξ(r) = h(r)−1 for all r ∈
[s, t].
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