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We derive new sufftcient conditions for global attractivity in nonlinear delay 
differential equations using a mixed monotone technique. The equations considered 
include the equation of the form 
-$x(t)-ax(t-r)]=-px(t)-bx(t-u)+f(x(t-y)), 
where a, b, 1. r, u, and y  are nonnegative numbers such that a E [0, l), b + p > 0 and 
A( 1 -aem”‘) = -p -be-“” has a negative root; moreover f(x) is a mixed monotone 
function, that is, J(x) = w(x, x), where o(x, y) is monotone decreasing in x and 
increasing in y. Our results are applied to some delay differential equations from 
mathematical biology. 0 1990 Academic Press, Inc.’ 
1. INTRODUCTION 
The purpose of this paper is to derive new suffkient conditions for global 
attractivity in perturbed linear delay differential equations of the neutral 
type. 
Consider the delay differential equation of the neutral type of the form 
$[x(t)-ax(t-r)]= -/ix(t)-bx(t-o)+g(x(t-y)), (1.1) 
where 
(i) a, b, p, 7, 6, and y are nonnegative numbers such that a E [0, l), 
p + b > 0 and the equation 
,4.(l-ae-“‘)= -p--be-“” (1.2) 
has a negative root; 
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(ii) the continuous function g(x) is mixed monotone, that is, g(x) = 
o(x, x), where o(x, y) is such that w(x,, y,) <0(x,, yJ for all x1 <xx, 
and y, dy2. 
In particular, if a = b = 0 then (1.1) reduces to 
2(t) = -w(t) + s(x(t - Y)) (1.3) 
and ;1= -p is a negative root of (1.2). 
The next theorem follows from some results presented by Gyari and 
Percev [S, 91. 
THEOREM A. Assume that p > 0, y > 0, and g satisfies condition (ii). If in 
addition we assume that there exist a c(O) and a d(O) such that 
c(O) = !e w(d’O’, c(O)) <! o(c’o’, d(o)) < d(o), 
P P 
then for any solution x(t) of (1.3), the relation c(O) < x(s) < d(O) ( - y < s ,< 0) 
implies that 
~‘~‘<xx(t)Gd’~‘, (t>O), 
c*~liminfx(t)~limsupx(t)~d*, 
I--r +a2 r--r +m 
where c* and d* satisfy the relations 
c* =;o(d*, c*) and d* = f o(c*, d*). 
If c* = d* and x* = c* is the unique solution of the equation 
-px+f(x)=O, 
then for any solution x(t) of (1.3), the relation c(O) Q x(s) < d(O) ( - y <s < 0) 
implies that 
x* = lim x(t); 
I--r +m 
that is, x* is an attractive equilibrium of Eq. (1.3) with the attraction domain 
C( [ -y, 01, [do’, d(O)]). 
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In the general case we use the following definition of attractivity: 
DEFINITION 1.1. Let x* be a real number and [t _, , t,] be an initial 
interval related to a delay differential equation DDE. We say that x* is an 
uttractor of a subset S of the space C( [t -i, to], R) of the possible initial 
functions if for any 4 ES the solution x(d) of DDE with initial condition 
x(b)(s) = 4(s) (t _ 1 <s 6 to) satisfies the relation 
x* = lim x($)(t). 
,- +m 
If S is the whole state space then x* is called a global attractor. 
The proof of Theorem A was based on the facts that the linear equation 
At) = -AY(t) (1.5) 
is asymptotically stable and its fundamental solution is positive. For some 
related results where the linear part of the considered delay equation is an 
ordinary differential equation, we refer to the recent papers of Mallet-Paret 
and Nussbaum [15] and Smith [18] and to the references cited therein. 
These kinds of results are utilized in mathematical biology (see, e.g., 
[8,9, 15, and 18]), because the norlinearities which have received the most 
attention in the literature are of the mixed monotone or solely monotone 
forms. 
Sometimes the linear part of the considered equation is a delay equation 
and the nonlinear term is time dependent. The generalization of Theorem A 
in this direction is not known to us. 
In the second part of this paper we generalize Theorem A for some delay 
differential equations which contain Eq. (l.l), and in the third part we 
apply our main theorem to some equations of methematical biology. 
The proof of the main result is based on the delay version of the 
variation of constants formula and on a lemma showing that under the 
condition (i) the fundamental solution u(t) of the linear equation 
& [At)--At--)I= -w(t)---At--a) (1.6) 
is positive on [0, 00) and l? u(t) dt = l/(p + b); moreover Eq. (1.6) is 
asymptotically stable. 
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2. THE MAIN RESULT ABOUT THE 
ASYMPTOTIC BEHAVIOR OF THE SOLUTIONS 
Consider the scalar neutral delay differential equation 
f a,x(t - Tk) 1 
=-i b,x(t-a,)+g(t,x(t--y,(t)),...,x(t--y,(r))). (2.1) 
I=0 
We state the following hypotheses which are used as indicated in each 
result: 
(H,) for k= 1, . . . . K, ak 2 0 and tk > 0 are given constants such that 
c,“=, ak<l; 
(H2) for I = 0, 1, . . . . L, bl > 0 and 6[ 2 0 are given constants such that 
the equation 
1 1 - g 
c 
ake-ark 
k=l > 
= - i bre-““1 (2.2) 
I=0 
has a (negative) root; 
(H3) ri(t) (1 < j G M) are continuous and nonnegative functions and 
t-yj(t)- 03 as t+ +co; 
(H4) g(r, x,, . . . . xM) is a continuous function on R, x [c, d] x . . . x 
[c,d] (-co<c<d<oo)andtherearefunctionscc,/?:[c,d]x[c,d]+R 
such that 
and 
and 
oz(A,, a,) < lim inf g(t, x1, . . . . xM) 
r- +a0 
< lim sup g(t, x1, . . . . xM) < B(a,, A,), 
I- +m 
(2.3) 
for all xjE[c,d] (1 <j<M), where a,=min,GjGMxI and A,= 
maxI GjG M xj; moreover for all xi”) E [c, d] (1 < i< M), the limit of 
s(4 x1 > . . . . xM) is either a finite number, + co, or -cc as t--t + co and 
xpxjo), lbi<M. 
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Let t_, =min{ -r, -cr, inf,.,(t--yj(t)); 1 <j<M}, where r= 
max,.,.,r, and o=maxo.,., c,. Then [t _ i , 0] is an initial interval and 
we assume that together with (2.1) initial conditions of the type 
4s) =40(s), SE Cl-1901, doEC(Ct-,, 019 cc, 4) (2.4) 
are provided. By a solution of (2.1) and (2.4) we mean a function 
x : [t _ 1, co ) + R which is continuous and which satisfies (2.1) on [0, cc) 
and (2.4) on [t-i, 01. 
A solution of (2.1) and (2.4) is denoted by ~(4~) and we assume in the 
following that ~(4~) exists and is unique on [t _ i, co). 
Remark 2.1. It is known (see, e.g., [ 111) that Eq. (2.2) is the charac- 
teristic equation of the linear neutral delay differential equation 
Y(l)- f akytt-t,) 1 = -i b,y(t-a[), (2.5) k=l I=0 
and it is also known (see, e.g., [ 11) that Eq. (2.2) has a real root if and 
only if Eq. (2.5) has an eventually positive solution. 
By using these facts, we could find many results giving necessary and/or 
sufficient conditions for Eq. (2.2) to have a real root or equivalently for 
Eq. (2.5) to have an eventually positive solution (see, e.g., [2, 6, 13, 141, 
and references cited therein). For instance Eq. (2.2) has a real root 
if a,=0 (l<k<K) and o,=O (O</<L), or if a,=0 and 
CC;“=, 4) max OG/<L Cl< l/e. 
If (2.2) reduces to 
1~ -so-al epL71 (2.6) 
then Eq. (2.6) has a real root if and only if a, euo’r < l/e (see, e.g., [2, 141). 
Remark 2.2. One can easily see that if (Hi) and (Hz) are satisfied then 
the real roots of Eq. (2.2) are negative. 
Let u(t) be the unique function with the following propertiies: u(t) is 
continuous on [0, co) and it satisfies 
uk”(t--k) 1 = - i b,$t-a,) I=0 
and the initial conditions 
u(t)=O, t < 0, and u(0) = 1. (2.8) 
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Existence and uniqueness of u(t) is proved, for instance, in [3, 111. Now 
we show that under conditions (H,) and (Hz), u(t) is positive and 
integrable on [0, GO). 
LEMMA 2.1. Assume that (H, ) and (Hz) are satisfied. Then the solution 
v(t) of (2.7) and (2.8) is decreasing on [0, co) and satisfies the relations 
0 <u(t) d 1, (t> t-l), and iim v(t) = 0; (2.9) r--r +m 
moreover 
s 
O” u(s)ds=;: 
0 
(2.10) 
where b = C:= 0 b,. 
Proof Assume that Eq. (2.2) has a real root, say ,I,. Then by 
Remark 2.2, we have that 1, < 0. Thus the function 
satisfies 
u(t) = u(t) eeLof, tat-,, 
C(t) = -Lou(t) + A0 f ak eC’OTku(t - zk) 
k=l 
- 5 b,e-“O”‘u(t-a,)+ f ake-“oikti(t-~k). 
I=0 k=l 
Since ;1, is a root of (2.2), we obtain 
zi(t) = b,e-“O”’ 
> 
u(t)+n, f ak e-““‘Yu(t-Tk) 
I=0 k=l 
- 2 bre-‘o”‘u(t-al)+ 2 ake-“o’kti(t--k), 
I=0 k=l 
that is, 
K K 
C(t)= 1 ake -‘oSkti(t-~k)-IZO 2 ake-“07k(u(t)-z4(t-~k)) 
k=l k=l 
+ c b,e -“““‘(u(t) - u(t - a,), t > 0. (2.11) 
I=0 
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But u(t) = 0 (t < 0) and u(0) = 1; therefore we have 
u(t) - u(t - Tk) 2 u(t) - u(e,(t)) 
and 
u(t) - 42 - CJI) 2 u(t) -u@,(t)) 
for all ta0, IdkGK, and OdldL, where 
e,(t)=max{O, t-rr,} and h,(t) = max{O, t-q,}. 
Thus we have 
K K 
ti(t)> c ake 
-i-owqt - Tk) - 2, C ak epiWk C(s) ds 
k=l k=l 
C(s) ds, t 3 0. (2.12) 
We will show that C(t) > 0, t 2 0. 
If cO=cl= ... =eL=O and a,=a,= . . . =aK=O then (2.11) implies 
that C(t) = p, t 2 0. 
Assume now that either there exists an index 1, such that Q!,, > 0 or there 
exists an index k, such that a& > 0. Without restriction we can assume that 
cr,,=min{a,:a,>O, O<l<L} and z,,=min(z,:a,z,>O, l<k<K}. Let 
6, = min{c,,,, rk.}. Then 
a(t-zk)=U(t-Tk)=U(f-cTJ=O (l<kdK,O<l<L), 
for all t E [0,6,). Since u(0) = 1 and u(t) is a continuous function on 
[0, co), there exists a 6 E (0, 6,) such that u(t) > 0, 0 Q t < 6. Thus from 
(2.11) it follows that 
( 
K L 
C(t)= -A, 1 ake-“OTk+ 1 b,epiw’ 
k=l I=0 > 
u(t)>O, O<t<& 
In that case by using the step by step method one can easily see that 
C(t)>0 on [(N- 1)6, N6], for all N> 1. Therefore C(t)30 (r>O), in both 
the above cases. This means that 
u(t)=eiotu(t)>e~~>O, t 2 0. 
From (2.7), 
u(t)- f aku(t--z,) do, 1 t 3 0. k=l (2.13) 
138 ISTVAN GYiiRI 
That is, the limit 
K 
c= lim u(t)- 1 aku(t--k) 
f- +m k=l 1 
exists and - CC d c < 1, since u(t) = 0 (t < 0) and u(0) = 1. 
We show that c 20. Indeed if c<O then there exists T>O such that 
u(t-rk)>O (1 <k,<K, t>T) and 
u(t)< f a,u(t-r,)+;, t3 T. (2.14) 
k=l 
Since c<O and C,“=, ak < 1, from (2.14) it follows that 
u(t)< max u(T-s), t> T. 
O<S<7 
But in that case 0 < lim supr j + co u(t) < + co and 
Odlimsupo(t)< i aklimsupr(t)+i<limsupu(t)(n, 
r--r +m k=l t--r +m I--r +m 
which is a contradiction. Therefore c E [O, 1) and consequently 
a,u(t--r,) =o. 
1 
Thus by (2.7), we obtain 
lim i b,u(t-a/)=0. 
*- fc= [=O 
Since b, > 0 (0 ,< 1 d L) and u(t) > 0, it follows that lim, j + oo u(t) = 0; that 
is, c = 0. By integrating both sides of (2.7) from 0 to t, we get 
u(t)-- ; aku(t-zk)-l= - i b,j--“‘u(s)ds, tao, 
k=l /=o 0 
where we used u(t) = 0 (t < 0) and u(O) = 1. As t -+ + co, the last expression 
implies that 
s 00 u(s) ds = ;, where b = f b,. 0 I=0 
We now show that u(t) is a decreasing function on [0, co). To this end 
it is enough to show that ti( t) < 0 for almost every t B 0. 
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Because u(t) > 0 (t > t _ ,), from (2.7) it follows that 
-$ u(t)- i L a,u(t--z,) GO, 1 t 3 0. k=l 
Set ~~,,=min(r,:a,r,>O, 1 <k<K}. Then zi(t-Tz,)=O (1 <kk~K), for 
almost every t E [0, r,J, and clearly 
c(t) d 0, a.e. t E [0, rkO]. 
Step by step, it can be easily seen that for all N Z 1, 
d(t)<& a.e. t 6 [(N- l)z,,, NrkO], 
and clearly C(t) < 0, a.e. t Z 0. Thus u(t) is decreasing on [0, 00) and the 
proof of the lemma is complete. 
In the next lemma we show that the homogeneous equation (2.5) is 
asymptotically stable under our conditions. 
LEMMA 2.2. Assume that (Hi) and (Hz) are satisfied. Then for aN 
dO E C( [ t _ L, 01, R), the solution y(&,) of (2.5) with the initial condition 
At) =40(t), t-1<t<o, (2.15) 
satisfies the relation 
I~(4oMt)l GA -y;. I&s)1 ,+y;<tu(sW, as t-++oO, (2.16) 
, . . 
where A = 1 + 2 C,“=, ak + C,“=, b, and r = max{maxlGkGK zk, 
maxosIsL 0~1. 
Proof: Let b. E C( [t _ i, 01, R) be a fixed initial function. Then by the 
variation of constants formula (see, e.g., [ 111) the solution ~(4~) of (2.5) 
and (2.15) can be written in the form 
y(#O)(t)=u(t) [40(O)- 2 akbt-Tk)]- i blJo U(t-s---a,) q%(s) ds 
k=l I=0 - 0, 
- 5 akj” 4(s)O(t-s-tk), t > 0, 
k=l -rk 
where u(t) is the solution of (2.7) and (2.8) and the last integral is a 
Stieltjes integral. By Lemma 2.1 we have that 0 < u(t) < 1 and d(t) d 0 a.e. 
t >, 0, which implies the required inequality (2.16). Moreover u(t) + 0 as 
t --) co, which completes the proof of the lemma. 
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We need the next lemmas. 
LEMMA 2.3. Assume that b: [0, co) -+ R and u: [0, co)-+ [0, co) are 
given functions such that b is continuous and 
J 
cc 
u(t) dt < co. 
0 
Then 
liminf~fc(t-s)b(s)ds~~~u(u)d~liminfb(t) (2.17) 
t-+00 0 0 I- +cc 
and 
lim sup J’ u(t -s) b(s) ds 6 Jm v(u) du lim sup b(t). (2.18) 
t--r+a0 0 0 t- foe 
Proof: We prove only (2.17) since the proof of (2.18) is similar. 
If lim inf, j + m b(t) = - co then (2.17) holds. Assume that 
c=liminfb(t)> -co. 
I--r +m 
Then for an s > 0, there exists a T, > 0 such that b(t) > c - E, t > T,; 
moreover 
c, = inf b(t)> --co. 
f>O 
Thus 
lim inf J ’ u( t - s) b(s) ds r-+m 0 
> lim inf (J %(t-s)b(s)ds+J! u(t-s)b(s)ds t-+x 0 T, > 
3lim inf c1 
,[ J I- +m 
’ v(u)du+(c-E)j--‘$u)du] 
t-7-e 
=(c-E)[~~ v(u)du. 
Since .s > 0 was an arbitrary positive number, the last inequality implies 
(2.17). The proof of the lemma is complete. 
LEMMA 2.4. Assume that conditions (H3) and (H4) are satisfied. Then for 
all x: R, + [c, d] one has 
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‘,‘yFJ g(r, x(t - Yl ([I), ...? X(f - YM(t))) 
b a(lim sup x(t), lim inf x(t)) 
f--t +cs r--r +m 
and 
lim sup g(k x(t- rl(t)), . . . . x(f- y,(t))) 
,- +cc 
d p(lim inf x(t), lim sup x(t)), 
l--t +cc I- +m 
Proof. We will prove the first inequality. The proof of the second one 
is similar and will be omitted. 
Set m=liminf,,+, g(t,x(t-yl(t)),...,x(t-y,+,(t))). Then there is a 
sequence { tn}~=, such that t, --* + CC as n --f + co, and 
On the other hand there is a subsequence {rn,)km_ 1 of {t,>:=, such that for 
all i= 1, . . . . M, the limit 
x1’)= lim x(t,,-yi(t,,)) 
k- +a, 
is a finite number, +co, or -co. Moreover, because lim,,+,(t-y;(t)) 
= co (1~ i< M), we have that xi”’ E [m,, M,] c [c, d], where m, = 
lim inf, _ + m x(t) and M, = lim supr _ + oo x(t). By virtue of condition (H4), 
we have 
lim 
k+ +m 
Cg(t,,, x(t,,-~~(f,,)), . . . . x(t,,-yM(6J)) 
- g(t,,, x(p), . ..) xg’,] = 0. 
Thus 
m =,lJTx g(t,,, x(t - Y1 (4J), -., x(t, - ydr,,))) 
= lim 
k- +m 
g(tnk, xi’), . . . . xg’) 
+,“y, Cg(L,, x(L,-Yl(tn,)h ‘..Y X(fnl,-YA4M(hJ)) 
-g(t,,, x$O), . ..) x$‘)] 
= lim 
k- +cc 
g(t,,, x’p’, . . . . x2’). 
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But from (2.3), it follows that 
m = lim g(t,,, xi’), ,.., xg)) 
k- +m 
2 lim inf g(t, xi’), . . . . xx)) 2 cl(A(e), a$O)), 
l--r fee 
where 
a(O)= min x x!O)>m x and A(,O) = max xi’) d M,. 
l<i-cM l<i<M 
Clearly 
m>a(A(e), a.9 2 a(M,, m,) 
and the proof of the lemma is complete. 
We are now in a position to prove our main theorem about the 
asymptotic properties of the solutions of Eq. (2.1). 
THEOREM 2.1. Assume that conditions (H,), (H,), (H3), and (H4) are 
satisfied and that p and q are such that c < p < q < d. Assume further that 
b. E C( [t- 1, 01, [p, q]) is a given initial function and the solution ~(4~) of 
(2.1) and (2.4) satisfies 
c(O) < lim inf x(bo)(t) < lim sup x(@,)(t) < d(O), 
I-r +m r--t +a0 
where c(O) = c(O)(~~) and d(O) = d’O’(#,) are such that 
c d c(O) <i a(d(‘), c(O)) < 1 p(c co) 
b ’ 
d(O)) < d(O) < d 
(“=/cob,) 
Then 
(A) 
c* d lim inf x(bo)( t) < lim sup x(do)( t) < d *, 
I--r +m 1--r +m 
where c* and d* satisfy the relations 
c$c*=~a(d*,c*)<~~(c*,d*)=d*$d; 
(B) iffor all c1 and d, 
cScl=~a(dl,cl)~~B(cl, d,)=d,<d 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
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implies that c, = dI =x*, where x* is the unique solution of the equation 
and for all #0~ C( [t --1, 01, [p, q]) the solution x(&,) of (2.1) and (2.4) 
satisfies (2.19), then C( [t- 1, 01, [p, q]) is an attraction ,domain of x*. 
Proof. (A) Assume that &, E C( [t-, , 01, [p, q]) is a fixed initial 
function and x(4,,) is the solutions of (2.1) and (2.4). 
By using the solution u(t) of (2.7) and (2.8) and the solution y(&)(t) of 
(2.15) we now define a functional F(t, x( .)) by 
pm + j-i u(t - s) gb, 4s - Yl (s)), ...? 4s -YES)) ds. 
FC’(t, x .1)= 1 
(2.25) 
b&)2 t-,<t<o, 
for all XE C([tel, 01, [c, d]). 
Then it is known (see, e.g., [ 111) that x,(t) = x(&,)(t) satisfies the 
equation 
&J(t) =F(‘(t, x0(.)), tLl<t<co. (2.26) 
By Lemma 3.1, we have that f; u(t) dt = l/b and from Lemma 2.2, it 
follows that lim, _ + m y(&,)( t) = 0. By applying Lemma 2.3, we have 
!‘-“inqt, x~(.+,im:n_fg(t, xo(t-Y,(t)), .*., xcl(t-Y‘44(t))) 
limsupF(r,x,(.))~~limsupg(t,x,(t-y,(t)),...,x,(t--y,(t))). 
f--r +m t- +co 
From Lemma 2.4, it follows that 
lim inf F( t, x0 (. )) 2 k a(lim sup x0(t), lim inf x0(t)) 
t-r +oD f-r +m f--r +a, 
limsupF(t,x,(~))~~~(liminfx,(t),limsupxO(t)), 
l-r +a0 I- +m t--t +a, 
where we used t-yj(t)+co (l<j<M), as t-r +co. Therefore by 
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virtue of (2.19), we have that m, = lim inf, _ + o3 x0(t) and M, = 
lim sup, _ + m x0(t) satisfy 
and c(O) <m, < MO < d(O), where c(O) and d(O) satisfy (2.20). 
We now define the sequences {c(~)},“= r and {d”“},“= r by 
1 ,in)=; a(d’“-l’, C(n-l)) and d’“’ = ! jj( $- 1) d’“- 1) 
b ’ )3 
n2 1. 
Then (2.20) implies that 
Since the functions tl(u, u) and /?(u, u) are nonincreasing in u and are non- 
decreasing in II, we have that c(r) d m, 6 MO < d(l). Then by mathematical 
induction, it can be easily seen that 
c(O) < c(l) < . . . < c@) < . . . < m, < &f. < . . . Q d(“) < . . . < d(l) < d(O). 
Therefore the limits 
c* = lim ccn) and d* = lim d(“) 
n- +m n-r +m 
exist and they satisfy (2.21) and (2.22). The proof of the first part of the 
theorem is complete. 
(B) Assume that for all c1 and d,, (2.23) implies that c, = d, =x*, where 
x* is the unique solution of (2.24). Then (2.22) yields c* = d* =x*, and if 
the solution x(4,), (#ok C([t-,, to], [p, q])) of (2.1) and (2.4) satisfies 
(2.19) then by (2.21), we obtain that 
x* = ,“ym 440)(t). 
Thus the proof of the theorem is complete. 
Remark 2.3. Assume that condition (H4) is satisfied and that for all cr 
and d,, (2.23) implies that c1 = d, =x*, where x* is the unique solution of 
(2.24) in [c, d]. Then x* is the unique solution of the equation 
- g(t, x, . . . . x) = 0 (2.27) 
in [c, d]. 
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If g(h Xl, . . . . X‘WM) = go (Xl, ..., xw) and y,(t)=#‘) (l<j<M), are 
constant delays, that is, Eq. (2.1) is autonomous, then x* is the unique 
equilibrium of the equation 
$ a,x(t - Tk) 
I 
= - i b,x(t-a,)+g,(x(t_,, . ..) x(e)(y)) (2.28) 
I=0 
or equivalently, x* is the unique solution of the equation 
L 
- ( > c b, x+ g,(x, . ..) x) =o /=O 
in [c, d]. 
(2.29) 
3. APPLICATIONS TO BIOLOGICAL MODEL EQUATIONS 
The local and global attractivity in some delay differential equations 
arising in mathematical biology has been the object of intensive analysis in 
numerous papers, notably in [S, 9, 12, 15, 171, and references cited therein. 
In this section we consider the global attractivity of some delay differen- 
tial equations from mathematical biology which can be given in or which 
can be transformed to the form 
$ [x(t)-ax(t-z)]= -/Lx(t)-bx(t-cT)+g(x(t-y)). (3.1) 
We state the following conditions which will be used as indicated in each 
of the results: 
(a) a E [O, 1 ), r > 0, P B 0, b >/ 0, CT > 0, and y 2 0 are given constants 
such that p + b > 0 and the equation 
A(1 -ae+)= -p-be-“” (3.2) 
has a negative root; 
(b) g: R + R is a continuous function and 
(3.3) 
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(c) the equation 
-(p+b)x+g(x)=O (3.4) 
has exactly one solution x* and there is a continuous function 
w  : R x R --, R with the following properties: 
(~1) g(x)=W,x), XER; 
(c2) MY,, zl)<4yl, z2) for all Y, G Y, and z1 <z2; 
(cg) there are x0 and y, such that 
1 1 
x<-- 
p+b 
dy, xl<- 
p+b 
4% Y) G Y, -co~x~x,,y,~y~‘; 
(3.5) 
(cd) for all c*, d* E R the relations 
1 
c* = - o(d*, c*) 
p+b 
and d*=L 
v+b 
w(c*, d*) (3.6) 
imply that c* = d* = x*. 
Let t- 1 be defined by t _ I = -max{ r, 0, y }. We assume that together 
with (3.1), initial conditions of the type 
4s) = h(s), SE Et-13 01, 4oE C([t-1, 01, RI (3.7) 
are provided. A solution of (3.1) and (3.7) will be denoted by x(&J and we 
will assume in the following that x(&,) exists and is unique on [t- 1, co). 
Now we prove a theorem about the boundedness of the solutions of 
(3.1). 
THEOREM 3.1. Assume that (a) and (b) are satisfied. Then for all 
&,EC([~L~,O], R) the solution x(4,,) of (3.1) and (3.7) is bounded on 
I3 a). 
Proof Let do E C( [t P1, 01, R). Then from Lemma 2.2 it follows that 
the solution y(&)(t) of the linear equation 
% [y(t)-ay(t-r)]= -bx(t-a) (3.8) 
with initial condition (3.7) is bounded on [0, co). 
Set A=suP~.,-, ( y(&,)(t)l. Then (3.3) yields that there is a B> 0 such 
that 
A+ & Idx)l <By if 1x1 <B. 
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By using the variation of constants formula (see, e.g., [ll]) we have that 
the solution x0 = x(&,) of (3.1) and (3.7) satisfies the integral equation 
xo(t) = r(do)(t) + j’ u(t - s) g(xo(s - y)) & t30, (3.10) 
0 
where u(t) is the solution of the equation 
; [u(t)-au(t-t)]= -p(t)-bu(t-fJ), t > 0, (3.11) 
with the initial conditions 
u(t) =o (t-,<t-cO) and u(0) = 1. (3.12) 
We now show that 
for all t> tc,. 
Ix,(t)1 -=c B, (3.13) 
Since x,(t)=f$,(t) on t_,<t<t,, we have that (3.13) is satisfied on 
t-,<t<t,. Therefore if (3.13) were false .for a t > t _ i, then there would 
exist a t, > 0 such that 
Ix,(t)1 <B (t-,<t<t,), and Ixo(t,)l = B. 
By virtue of Lemma 2.1, we have that u(t)>0 (tat-,), and 
j”F U(S) sds = l/(~ + b). Therefore (3.10) yields that 
B= lxo(t,)l G IAdoNt,)l +f’dt-S) Ig(xob-y))l ds 
0 
<A+ I O” u(s)d~~~a~~, I~(x~(s-Y)N~ 0 . . 
and from (3.9) it follows that 
B= Ixo(t,)l <A+ &oE:M Ig(x)l <B, 
which is a contradiction. Thus (3.13) is satisfied for all t 2 t-, and 
x,(t) = x(4,)(t) is bounded on [t ~, , co). The proof of the theorem is 
complete. 
In the next theorem we give sufficient conditions for the global attrac- 
tivity of the equilibrium of Eq. (3.1). 
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THEOREM 3.2. Assume that (a), (b), and (c) are satisfied. Then the equi- 
librium x* of (3.1) defined by (3.4) is a global attractor and its attraction 
domain is C([ttl, 01, R). 
Proof Let &, E C( [tcl, 01, R) be an arbitrarily fixed initial function. 
Then by Theorem 3.1 we have the solution x(&) of (3.1) and (3.7) is 
bounded on [tel, co). Therefore from (3.5) it follows that there exist 
c(O) = I’“’ and d (‘) = d(O)(&) such that 
c(O) < lim inf x($o)( t) d lim sup x(4o)(t) d d(O) 
1+ tm I-, +cx 
and 
-cc <,co)<&o(d’o’, c(O))< ’ 
p+b 
\-o(c , 
P + bo 
co) d(O)) 6 d(O) < a. 
Set a(~, u) = /?(u, u) = O(U, u) for all U, UE R. Then the conditions of 
Theorem 2.1 about the functions ~1, /J, g, and x(&,) are satisfied. Therefore 
from this theorem it follows that 
lim x(do)( t) = x*, 
t- +m 
where x* is the unique solution of (3.4). The proof of the theorem is 
complete. 
PROPOSITION 3.1. Consider the linear differential equation 
-$ [x(t)-ax(t--)I= -,nx(t)-bx(t-a)+cx(t-y), t > 0, (3.14) 
where a, b, p, z, o, and y satisfy condition (a) and c is a nonnegative constant. 
Then Eq. (3.14) is asymptotically stable cf and only if 
c<n+b. (3.15) 
Proof Set g(x) = cx, and assume that (3.15) holds. Then Eq. (3.1) 
reduces to Eq. (3.14) and the conditions of Theorem 3.2 are satisfied with 
x* = 0. Thus by Theorem 3.2 we get that x* = 0 is a global attractor with 
respect to C( [t ~ r, 01, R). This means (see, e.g., [ 111) that Eq. (3.14) is 
asymptotically stable. 
Now assume that (3.15) does not hold; that is, c > p + b. Then it can be 
easily seen that the characteristic equation of (3.14) 
A(1 -ae-“‘)= -p-be-““+cep”‘, 
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has a nonnegative real root, say &,. In that case x0(t) = e&O’ is a solution 
of (3.14) such that lim,, +ao eAo’ > 0, which means that Eq. (3.14) is not 
asymptotically stable. The proof of the proposition is complete. 
We are now in a position to consider our examples from mathematical 
biology. 
APPLICATION 3.1. The attractivity in so-called Volterra logistic 
ordinary or delay equations has been the object of intensive analysis in 
numerous papers, notably in [15, 173. 
We now consider a population model where N(t) denotes the density of 
a population at time t, and the per capita growth rate fi(t)/N(t) depends 
on the earlier values of fi/N and N in the form 
m 
N(t)=a 
fiw+bln 
N(t-z) $-q+fW-Y)), 
(3.16) 
where a, z, y are nonnegative, b and c are positive numbers, and f(u) is a 
continuous function. 
Remark 3.1. In particular, if a = 0 and f(u) = 0 then Eq. (3.16) is called 
the Gompertz model (see, e.g., [4]). 
The idea of using the delayed per capita rate in a logistic equation was 
initiated in [lo] (see also [7]). 
We say that a function N: [tcl, co)+ R (t-,= -max{z, o,r>) is a 
solution of (3.16) if N(t) is continuous and positive on [t _ 1, co), its 
derivative exists a.e. on [ -r, co), it is locally bounded and locally 
integrable, and finally, N(t) satisfies (3.16) a.e. on [IO, co). 
For a (positive) solution N(t) of (3.16), one has that the function 
N(t) x(t) = In - 
c’ 
t-,<t<m, 
satisfies the equation 
z [x(t)-ax(t-a)] = -bx(t-z)+f(ce”“pY)). (3.18) 
On the other hand N* is a positive equilibrium of (3.16) or equivalently 
N* is a solution of 
blng+/(N)=O 
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if and only if 
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N* 
x*=ln- 
c 
(3.20) 
is an equilibrium of (3.18) or equivalently x* is a solution of the equation 
-bx+f(ce”)=O. (3.21) 
On the basis of these remarks we can summarize as in the following 
lemma. 
LEMMA 3.1. Assume that a, T, y are nonnegative, b and c are positive 
numbers, and f(u) is a locally Lipschitzian function [0, co ). Then 
(i) if N,: [t _ 1, 0] --, (0, co) is a continuous function such that aO(t) is 
integrable on [ -a, 0] then Eq. (3.16) has exactly one solution N(t) on 
[ttI, co) such that N(t)=N,(t), t-ldtQO; moreover N(t)>0 (tat-,) 
and the function x(t) defined by (3.17) is the solution of Eq. (3.18) with the 
initial condition 
N,(t) x(t) = In __ 
c ’ 
t-, <tdO; (3.22) 
(ii) if Eq. (3.16) has one and only one equilibrium N* and N* is 
positive then Eq. (3.18) has exactly one equilibrium x* defined by (3.20); 
(iii) zf Eq. (3.16) has one and only one equilibrium N* and N* is 
positive then N* is a global attractor with respect to S, := 
{NoE C(Ct-l,Ol, (0, aI): &@I is integrable on --z < t < O> if and only 
if x* defined by (3.20) is a global attractor with respect to S := 
{hEC(Ct-lT W:A4t) is integrable on t _ 1 < t < 0 ). 
By Lemma 3.1 and Theorem 3.2 we can prove the next theorem. 
THEOREM 3.3. Assume that a, T, y are nonnegative and b, c are positive 
numbers such that a E [0, 1) and the equation 
/2(1 -ae-“‘)= -be-Au (3.23) 
has a negative root. Assume further that f(u) is a strictly increasing, 
continuous function on [0, co) such that the steady state equation (3.19) has 
one and onIy one (positive) solution, say N*, and 
I 
(3.24) 
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Then N* is a global attractor of (3.16) with the attraction domain S, := 
(N,EC([t-l,O], (0, oo)):fi,, is integrable on [tpl,O]). 
ProoJ: Since the function f(x) is strictly increasing, we have that the 
function g(x) defined by 
g(x) = f(cd 
is strictly increasing on (-co, co). 
On the other hand the equation 
-bx+g(x)=O (3.25) 
has exactly one solution on (-co, co), x* = In N*/C. Moreover (3.24) 
yields 
1 
(3.26) 
Therefore by Theorem 3.2 we have that x* is a global attractor of the 
equation 
f [x(t)-ax(t-z)]= -bx(t-a)+g(x(t-y)) 
and the attraction domain of x* is C( [ t _, , 01, R). Thus by Lemma 3.1, we 
have that N* = cex* is a global attractor of (3.16) with the attraction 
domain S, . The proof of the theorem is complete. 
Remark 3.2. In particular, f(x) satisfies the conditions of Theorem 3.3 if 
it is combined from two functions (/?, x)/(& + x) and In x which are used 
in mathematical biology (see, e.g., [4,9]), 
B f(x) = 82 rx + P3 ln 4 
where pl>O, f12>0, and O<f13<b are such that fi,+p3>0. 
APPLICATION 3.2. Consider the delay differential equation 
i(t)= -px(t)+ce-dx(‘-yy), t > 0, (3.27) 
where p > 0, c > 0, d > 0, and y > 0 are given constants. Eq. (3.27) was used 
by Wazewska and Lasota [ 191 as a model for the survival of red blood 
cells in an animal. 
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The equilibrium point x* of Eq. (3.27) is positive and satisfies 
(3.28) 
Now we show that for nonnegative initial function, the corresponding 
solution of (3.27) is nonnegative and bounded on [0, co). 
LEMMA 3.2. Let &, E C( [ -6, 01, R,) be an initial function. Then 
Eq. (3.27) has exactly one solution x(&)(t) on [0, co) with the initial condi- 
tion 
x(t) = h(t)? -odtQO, (3.29) 
and x(&,)(t) satisfies 
0 sz -44,)(t) G W4,) < a, t B 0. (3.30) 
Proof Assume &, E C( [ - 0, 01, R + ). Since the right side of Eq. (3.27) is 
Lipschitzian, Eq. (3.27) has one and oly one solution x(&)(t) on [O, cc) 
with initial condition (3.29). Now we show that x(&,)(t)>O, for all t 20. 
Indeed, since c > 0, from (3.27) it follows that 
that is, 
440)(t) > -/44Mt), t 20; 
x(Ad(t) > e-p’x(4,)(o) 2 0, t 3 0. 
The boundedness of x(&,)(t) is a simple consequence of Theorem 3.1, 
since 
f~~~p~be~T’=O<l. 
The proof of the lemma is complete. 
In the next theorem we give a sufficient condition for the global attrac- 
tivity of the steady state solution of Eq. (3.27). 
THEOREM 3.4. Assume that ,a, c, d, and CJ are positive constants and that 
Then the equilibrium x* of Eq. (3.27) is a global attractor and 
C( [ -0, 01, R + ) is its attraction domain. 
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Prooj Set a=O, b =0 and 
- d.x 
’ 
x>o, 
x < 0. 
Then Eq. (3.1) reduces to the equation 
i(t) = -px(t) + g(x(t- Y)), t >, 0. (3.32) 
Let o(x, y) be defined by w(x, y) = g(x), x, y E R. Then the conditions of 
Theorem 3.2 are satisfied about g(x) and o(x, JI) if we show that for all c, 
and d, the relations 
Cl = uncle 4 I= g(4) 
imply that c1 = d, =x*. 
and 4 =44> cl)= dc,) 
Since g(x) > 0, we have that c1 > 0 and d, > 0. Therefore c1 and d, satisfy 
the relations 
c, = ce-ddl and d, = ce -dcl. 
But in that case cr, d,, and x* are the zeros of the function 
h(x) :z x - co e-dcop-dx, where c,, = 5. 
P 
But 
h’(x) = 1 - dq, e-dcoe-dx(dc,) e-dX 
has a positive zero x0 if and only if y, = dco eedxo is a solution of the 
equation 
Since l/de,= p/cd> l/e, we know (see, e.g., [16]) that Eq. (3.33) has at 
least one solution. Thus h’(x) has at least one zero which means that h(x) 
has at least two different zeros. Since cl, d,, and x* are zeros of h(x), this 
implies that at least one of the equalities 
cl =4, Cl =x*, d,=x* 
holds. But in that case it can be easily seen that c1 = d, =x*. 
Then the conditions of Theorem 3.2 are fulfilled. Therefore x* is a global 
attractor of (3.32) with the attraction domain C( [ --y, 01, R). On the other 
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hand a positive function is a solution of (3.27) if and only if it is a solution 
of (3.32). The proof of the theorem is complete. 
In the above theorem our condition is not dependent on the delay, which 
means that (3.27) is asymptotically stable for all delays z > 0. Such 
behavior has been called absolute stability in [S]. A recent result giving 
conditions in terms of delay under which the equilibrium x* of (3.26) is a 
global attractor was proven in [ 123. Our delay dependent condition will be 
given in the next theorem as a simple corollary of Theorem 3.2. 
THEOREM 3.5. Assume that p > 0, c > 0, d> 0, and y > 0 are given 
numbers such that 
1 
cdepyy < -. 
e 
(3.34) 
Then the equilibrium x* of Eq. (3.27) is a global attractor and 
C( [ -a, 01, R + ) is its attraction domain. 
Proof Set a = 0, b = cd, a = y, and 
pdX+cdx, x20 
x < 0. 
Then Eq. (3.1) reduces to 
A= -p-cde-‘“, 
which has a (negative) root because of condition (3.34) (see, e.g., [ 14, 163). 
On the other hand g(x) satisfies condition (b) and the function 
o(x, y) = g(v) is monotone nondecreasing in y; therefore (c,), (c,), and 
(cg) are fulfilled. But one can see that Eq. (3.4) has only one solution and 
if c* and d* satisfy (3.6) then c* = d* =x*. Thus all of the conditions of 
Therorem 3.2 are fulfilled and the equilibrium x* of (3.1) is a global attrac- 
tor with attraction domain C( [ -a, 01, R). 
Since a function x: [ -a, co) --, [0, cc) is a solution of (3.27) if and only 
if it is a solution of (3.1), the proof of the theorem is complete. 
Remark 3.3. Theorem 3.4 also follows from some earlier theorems of 
[8,9] while Therem 3.5 is not a consequence of any earlier results known 
by us. 
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