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PHASE PORTRAITS OF LINEAR TYPE CENTERS OF POLYNOMIAL
HAMILTONIAN SYSTEMS WITH HAMILTONIAN FUNCTION OF DEGREE 5
OF THE FORM H = H1(x) +H2(y)
JAUME LLIBRE, Y. PAULINA MARTI´NEZ, AND CLAUDIO VIDAL
Abstract. We study the phase portraits on the Poincare´ disc for all the linear type centers of polynomial
Hamiltonian systems of degree 5 with Hamiltonian function H(x, y) = H1(x) +H2(y), where H1(x) =
1
2
x2+ a3
3
x3+ a4
4
x4+ a5
5
x5 and H2(y) =
1
2
y2+ b3
3
y3+ b4
4
y4+ b5
5
y5 as function of the six real parameters
a3, a4, a5, b3, b4 and b5 with a5b5 6= 0.
1. Introduction and statement of the main result
Consider the polynomial diﬀerential systems in R2 of the form
(1) x˙ = P (x, y), y˙ = Q(x, y),
the dot denotes derivative with respect to an independent real variable t, usually called the time. We
assume that the origin (0, 0) is an equilibrium of system (1).
We say that the origin is a center if there exists a neighborhood U of the origin such that all the orbits
of system (1) in U \ {(0, 0)} are periodic. Poincare´ [23] and Dulac [11] began the study of this type of
equilibria, in the present days many questions on the centers remain open.
If the origin of system (1) is a center, then after introducing a linear change of variables and a scaling
of the time, system (1) can be carried to one of three normal forms:
x˙ = −y + P2(x, y), y˙ = x+Q2(x, y),
called a linear type center,
x˙ = y + P2(x, y), y˙ = Q2(x, y),
called a nilpotent center,
x˙ = P2(x, y), y˙ = Q2(x, y),
called a degenerate center, where P2(x, y) and Q2(x, y) are polynomials without constant and linear terms.
In this work we deal with a particular polynomial diﬀerential systems in R2 of the form
(2) x˙ = −y + P˜1(y), y˙ = x+ P˜2(x),
where P˜1(y) and P˜2(x) are polynomials without constant and linear terms.
The classiﬁcation of centers of quadratic diﬀerential systems started with the works of Dulac [11],
Kapteyn [15, 16] and Bautin [4], and the characterization of their phase portraits in the Poincare´ disc
was due to Vulpe [25]. There are many partial results for the centers of polynomial diﬀerential systems of
degree larger than 2. Malkin [18], and Vulpe and Sibirsky [26] characterized the linear type centers of the
polynomial diﬀerential systems with linear and homogeneous nonlinearities of degree 3. The centers for
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the polynomial diﬀerential systems with a linear type center at the origin plus homogeneous nonlinearities
of degree greater than 3 have not been characterized, but there are some partial results for degrees 4
and 5, see for example Chavarriga and Gine´ [5, 6]. Recently, the linear type centers and the nilpotent
centers of polynomial Hamiltonian systems with nonlinearities of degree 3 were classiﬁed by Colak et al.
in [7, 8, 9, 10].
In this paper we study the phase portraits in the Poincare´ disc of the linear type centers of the
polynomial Hamiltonian systems (2) of degree 4. More precisely, we analyze the phase portraits in the
Poincare´ disc of the Hamiltonian systems
(3) x˙ = −∂H2
∂y
= −y pˆ(y), y˙ = ∂H1
∂x
= x qˆ(x),
(4)
pˆ(y) = 1 + b3y + b4y
2 + b5y
3,
qˆ(x) = 1 + a3x+ a4x
2 + a5x
3,
where the Hamiltonian function is the polynomial of degree ﬁve
(5) H(x, y) = H1(x) +H2(y),
with
H1(x) =
1
2
x2 +
a3
3
x3 +
a4
4
x4 +
a5
5
x5, H2(y) =
1
2
y2 +
b3
3
y3 +
b4
4
y4 +
b5
5
y5,
satisfying a25 + b
2
5 6= 0. We note that system (3) is invariant under the symmetry (x, y, t) → (y, x,−t).
It is known that Hamiltonian systems are very useful in mathematical physics, specially in celestial
mechanics, control engineering, biology and other ﬁelds. We can ﬁnd examples of separable Hamiltonians
as in (5) in classical books, for example [13] and [1], and more recently some speciﬁc examples can
be found in relativistic potential or ﬂuid kinetics. In fact Hamiltonian systems appear in relativistic
mechanic studying constant periodic oscillators [17], in ﬂuid kinetics the authors of [24] analyze a non
trivial Hamiltonian system with separable variables, and in [20] is studied a mechanic Hamiltonian with
rational potential. An important work is due to Guillamon and Pantazi in [14], where they present an
algorithm to study the type of local phase portrait of the equilibrium points of a separable polynomial
Hamiltonian and they analyze the phase portraits of some particular examples.
Our main result is the following one.
Theorem 1. The global phase portrait in the Poincare´ disc of a linear type center of a polynomial
Hamiltonian system (3) of degree 4 is topologically equivalent to:
(a) One of the Figures 11 whenever the polynomials pˆ(y) and qˆ(x) have either one real root and two
complex, or one real root with multiplicity three.
(b) One of the Figures 17, 16 if pˆ(y) (respectively qˆ(x)) has one real root with multiplicity three or
one real and two complex, and qˆ(x) (respectively pˆ(y)) has two real roots with one of them of
multiplicity two.
(c) One of the Figures 22-26 if pˆ(y) (respectively qˆ(x)) has one real root with multiplicity three or
one real and two complex, and qˆ(x) (respectively pˆ(y)) has three diﬀerent real roots.
In the other cases the local phase portrait in the Poincare´ disc is topologically equivalent to:
(d) One of the Figures 29 if the polynomials pˆ(y) and qˆ(x) have two diﬀerent real roots, one with
multiplicity two.
(e) One of the Figures 30, if pˆ(y) (respectively qˆ(x)) has two diﬀerent real roots one with multiplicity
two, and qˆ(x) (respectively pˆ(y)) has three diﬀerent real roots.
(f) One of the Figures 31 if the polynomials pˆ(y) and qˆ(x) have three diﬀerent real roots.
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This theorem is proved in sections 5, 6, 7, 8, 9 and 10. It is veriﬁed that in cases 4, 5 and 6 there
exist 9, 12 and 16 ﬁnite equilibria, respectively, which can be centers, saddles, cusps or the union of two
hyperbolic sectors.
We remark that under the assumptions of statements (a), (b) and (c) we provide the global phase por-
traits in the Poincare´ disc of the Hamiltonian systems (3), but that under the assumptions of statements
(d), (e) and (f) we only provide the local phase portraits in the Poincare´ disc of the ﬁnite and inﬁnite
equilibria. This is due to the fact that there are many possible connections between the separatrices
of the equilibria and their characterization leads to analyze at least 7! possibilities in each case, which
becomes unworkable in this paper.
The main idea of the proof consists in obtaining the description of the local phase portraits of the ﬁnite
equilibria, in agreement with [14] the phase portrait of the ﬁnite equilibria can be saddles, centers, cusps
or the union of two hyperbolic sectors. For the inﬁnite equilibria we found that there only exist two nodes
on the Poincare´ disc with opposite stability. We also characterize the separatrices of the equilibria and
analyze the possible connections between them. As a complement we use the energy level to complete
the global phase portrait. Finally using symmetry and the Markus-Neumman-Peixoto result (see details
in [19]-[21]-[22]), we are able to classify for the Hamiltonian systems (3) all the global phase portraits
unless topological equivalence for the statements (a), (b), and (c) in Theorem 1.
In the following three sections we present general results that will be useful in the proof of the state-
ments of Theorem 1. In section 2 there is a characterization of the polynomials pˆ(y) and qˆ(x) according
with their roots. In section 3 we analyze the local phase portraits of all the possible ﬁnite equilibria in
relation to their eigenvalues and linear matrix. Finally, in section 4 we characterize the inﬁnite equilibria
and their stability.
2. Characterization of the roots of the polynomials pˆ(y) and qˆ(x)
In order to prove our main result Theorem 1 we are going to characterize the type and multiplicity of
the roots of the polynomials pˆ(y) and qˆ(x) (note that any root of these polynomials can be zero) deﬁned
in (4) as functions of the parameters aj and bj with j = 3, 4, 5. This characterization will allow to classify
the equilibrium points in the ﬁnite region.
First we will analyze the polynomial pˆ(y) deﬁned in the ﬁrst equation of (4). Since it is a cubic
polynomial we must have: one simple real root and two complex roots, one simple real root and one real
root with multiplicity two (namely double root), one root with multiplicity three (we will call it triple
real root), or three simple real roots.
In each case it holds that
I. One simple real root and two complex: Assuming that pˆ(y) has the form pˆ1(y) = b5(y −
r)(y − (a + ib))(y − (a − ib)), where r is the real root and a ± ib are the complex roots, so the
parameters of pˆ(y) must satisfy
b3 = −a
2 + b2 + 2ar
(a2 + b2)r)
, b4 =
2a+ r
(a2 + b2)r
, b5 = − 1
(a2 + b2)r
.
II. One simple real root and one double real root: Assuming that pˆ(y) has the form pˆ2(y) =
b5(y − r)(y − s)2, where r is the simple real root and s is the double real root, so we have
b3 = −2r + s
rs
, b4 =
r + 2s
rs2
, b5 = − 1
rs2
.
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III. One triple real root: Assuming that pˆ(y) has the form pˆ3(y) = b5(y− r)3, where r is the triple
real root, it is necessary that
b3 = −3
r
, b4 =
3
r2
, b5 = − 1
r3
.
IV. Three simple real roots: Assuming that pˆ(y) has the form pˆ4(y) = b5(y − r)(y − s)(y − t),
where r, s, t are the real roots, so we must satisfy
b3 = −rs+ rt+ st
rst
, b4 =
r + s+ t
rst
, b5 = − 1
rst
.
Analogously, for the polynomial qˆ(x) = (1+ a3x+ a4x
2+ a5x
3) we have four possibilities for the types
of roots. More precisely, we get that if
i) The roots are ρ and α± βi, then
a3 = −α
2 + β2 + 2αρ
(α2 + β2)ρ
, a4 =
2α+ ρ
(α2 + β2)ρ
, a5 = − 1
(α2 + β2)ρ
.
ii) The real roots are ρ and σ as double root, then
a3 = −2ρ+ σ
ρσ
, a4 =
ρ+ 2σ
ρσ2
, a5 = − 1
ρσ2
,
iii) The triple real root is ρ, then
a3 = −3
ρ
, a4 =
3
ρ2
, a5 = − 1
ρ3
.
iv) The real roots are ρ, σ and τ , then
a3 = −ρσ + ρτ + στ
ρστ
, a4 =
ρ+ σ + τ
ρστ
, a5 = − 1
ρστ
.
Using the previous notations for the polynomials pˆ(y) and qˆ(x), we observe that there are 16 diﬀerent
vector ﬁelds associated to (3) according the number of combinations of the possible roots of the polyno-
mials pˆ(y) and qˆ(x). For future notation, these combinations will be denoted by: I-i, I-ii, I-iii, I-iv, II-i,
II-ii, II-iii, II-iv, III-i, III-ii, III-iii, III-iv, IV-i, IV-ii, IV-iii, IV-iv.
Using the above notations the Hamiltonian system (3) can be written as
(6) x˙ =
1
α1α2α3
y(y − α1)(y − α2)(y − α3), y˙ = −1
β1β2β3
x(x − β1)(x− β2)(x− β3),
where α1, α2, α3, β1, β2 and β3 are the roots of pˆ(y) and qˆ(x) which can be real or complex.
Remark 2. Interchanging the role of x by y in the previous system (6) and taking into account the
nature of the roots, we can reduce the study of the global phase portraits of the 16 systems to study only
10 systems. More precisely, the 10 cases that we need to analyze in order to describe all possible global
phase portraits of the systems (3) are: I-i, I-ii, I-iii, I-iv, II-ii, II-iii, II-iv, III-iii, III-iv, IV-iv.
In this work we are able to do a complete study of the global phase portraits for the following 7 cases:
I-i, I-ii, I-iii, I-iv, II-iii, III-iii, III-iv. Furthermore, for the 10 cases we can give a complete study of the
local phase portrait for any of the equilibrium points in the ﬁnite region as in the inﬁnite one. We do not
study the global phase portraits of the cases II-ii, II-iv and IV-iv due to the fact that they exhibit many
possible connections of the separatrices between the ﬁnite equilibria.
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3. Characterization of the finite equilibria
We remake that the origin of system (3) always is a linear type center. So in this section we shall
study the local phase portrait of all ﬁnite equilibria diﬀerent from the origin.
Let q be an equilibrium point of systems (3). We say that this equilibrium is elementary if some of
their two associated eigenvalues λ1 and λ2 of the linear part of the vector ﬁeld is not zero.
The local phase portrait of a ﬁnite elementary equilibrium q for a Hamiltonian system is well known, q
is a saddle if λ1λ2 6= 0 (which actually only can be λ1λ2 < 0), and a center if Reλ1 = Reλ2 = 0 (for details
see [3]). In a Hamiltonian systems in the plane the ﬁnite equilibria cannot have elliptic and parabolic
sectors, because this type of systems preserves the area. For the vector ﬁeld (2) we deﬁne energy levels
as the curves on which its Hamiltonian (5) is constant.
The equilibrium point q is called nilpotent if both eigenvalues are zero but the linear part at this point
is not the zero matrix. The local phase portrait of a nilpotent equilibrium point can be studied using
Theorem 3.5 of [12]. If the equilibrium q of the Hamiltonian system (3) is nilpotent and ﬁnite, then it
only can be a saddle, a cusp, or a center.
At last, q is called degenerate or linearly zero if the Jacobian matrix at the equilibrium point q is
identically zero. To study the local phase portraits of a degenerate equilibrium point we use special
changes of variables called blow-ups, see for more details Chapter 3 of [12] or [2].
Initially we note that the point (x˜, y˜) is a ﬁnite equilibrium point of system (3) if and only if H ′1(x˜) = 0
and H ′2(y˜) = 0, the linear matrix associated to this equilibrium point is
A =
(
0 −H ′′2 (y˜)
H ′′1 (x˜) 0
)
.
Thus the eigenvalues associated to the equilibrium point (x˜, y˜) are of the form λ = ±√−H ′′1 (x˜) ·H ′′2 (y˜),
and we have the following result.
Lemma 3. A ﬁnite equilibria of the system (3) is a linear type center if and only if H ′′1 (x˜) ·H ′′2 (y˜) > 0,
is a hyperbolic saddle if and only if H ′′1 (x˜) · H ′′2 (y˜) < 0, is a nilpotent equilibrium point if and only if
H ′′1 (x˜)·H ′′2 (y˜) = 0 and H ′′1 (x˜)2+H ′′2 (y˜)2 > 0, and it is degenerate if and only if H ′′1 (x˜) = 0 and H ′′2 (y˜) = 0.
Our next objective is to give the characterization of the nilpotent and degenerate equilibrium points.
In order to do this we will use Theorem 3.5 in [12] and the blow-up technique. Since the equilibrium
points are the roots of the polynomials H ′1(x) and H
′
2(y), it follows that the existence of a nilpotent
equilibrium point is equivalent to have that the root x˜ of H ′1 is simple and that the root y˜ of H
′
2 is double
or triple, or the root x˜ of H ′1 is double or triple and the root y˜ of H
′
2 is simple. While the equilibrium
point (x˜, y˜) is degenerate, if and only if, the root x˜ of H ′1 is double or triple and the root y˜ of H ′2 is also
double or triple, so in this last case we could have four possibilities or four possible combinations. Let
f1(x) =
x˜H ′1(x)
x(x− x˜) , f2(y) =
y˜H ′2(x)
y(y − y˜) ,
be auxiliary functions which are well deﬁned at the point (x˜, y˜) if x˜ is a real root of qˆ(x) and yˆ is a real
root of y˜. Using the previous remarks and notation of system (6) we have the following result.
Lemma 4. Let (x˜, y˜) be a nilpotent equilibrium point of system (3), then its local phase portrait is as
follows:
(1) If one of the roots x˜ or y˜ is a double root and the other is simple of H ′1(x) and H
′
2(y) then (x˜, y˜)
it is a cusp.
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(2) If the root x˜ (respectively y˜) is triple and y˜ (respectively x˜) is simple of H ′1(x) and H
′
2(y) then
(x˜, y˜) it is a saddle if f1(x˜) > 0 (respectively f2(y˜) > 0), and it is a center if f1(x˜) < 0 (respectively
f2(y˜) < 0).
Proof. First we are going to study the nilpotent equilibria (x˜, y˜) when x˜ is a simple root of H ′1(x) and y˜
is a double root of H ′2(y) (the analysis in the case where x˜ is a double root of H ′1(x) and y˜ is a simple root
of H ′2(y) is similar). Since we can write system (3) in the form (6), we have that α1 = α2 = y˜ and β1 = x˜,
then we translate this equilibrium to the origin through the change of variables (x, y) → (x + x˜, y + y˜)
and system (6) becomes
(7)
x′ =
(
1
α3
− 1
y˜
)
y2 +
(
2
y˜α3
− 1
y˜2
)
y3 +
1
y˜2α3
y4,
y′ =
(
− x˜
2
β2β3
+
x˜
β3
+
x˜
β3
− 1
)
x+
(
− 3x˜
β2β3
− 1
x˜
+
2
β2
+
2
β3
)
x2+
(−3x˜+ β2 + β3)
x˜β2β3
x3 − 1
x˜β2β3
x4.
We write the linear part of this system at the origin in its real Jordan normal form, we apply the change
of variables (x, y) = P (u, v) with the matrix P =
(
0 β2β3(β2−x˜)(x˜−β3)
1 0
)
and system (7) takes the form
u′ = v +
β2β3(−3x˜2 + 2x˜(β2 + β3)− β2β3)
x˜(x˜− β2)2(x˜− β3)2 v
2 − β
2
2β
2
3(−3x˜+ β2 + β3)
x˜(x˜− β2)3(x˜− β3)3 v
3 − β
3
2β
3
3
x˜(x˜ − β2)4(x˜ − β3)4 v
4,
v′ = − (y˜ − α3)(x˜− β2)(x˜− β3)
y˜α3β2β3
u2 +
(2y˜ − α3)(β2 − x˜)(x˜− β3)
y˜2α3β2β3
u3 +
(β2 − x˜)(x˜ − β3)
y˜2α3β2β3
u4.
Using the notation and the results of Theorem 3.5 in [12], we have F (x) = − (y˜−α3)(x˜−β2)(x˜−β3)y˜α3β2β3 u2+O(u3)
and G(x) ≡ 0, consequently m = 2 (even) and the equilibrium is a cusp.
To prove of the statement (b) of the lemma we suppose that x˜ is a triple root of H ′1(x) and y˜ is a simple
root of H ′2(y) (the analysis of the other case is similar). Translating the equilibrium (x˜, y˜) of system (6)
to the origin we get the system
(8)
x′ =
α2α3 + y˜
2 − α2y˜ − α3y˜
α2α3
y +
−2(α2 + α3) + 3y˜2 + α2α3
α2α3y˜
y2 +
−α2 − α3 + 3y˜
α2α3y˜
y3 +
1
α2α3y˜
y4,
y′ = − 1
x˜2
x3 − 1
x˜3
x4.
Again we write system (8) such that the linear part at the origin be in their real Jordan normal form, this
is achieved applying the change of variables (x, y) = P (u, v) with P =
(
1 0
0 α2α3(y˜−α2)(y˜−α3)
)
, so system
(8) assumes the form
u′ = v +
α2α3
(
α2α3 + 3(y˜)
2 − 2y˜(α2 + α3)
)
y˜(y˜ − α2)2(y˜ − α3)2 v
2 − α
2
2α
2
3(α2 + α3 − 3y˜)
y˜(y˜ − α2)3(y˜ − α3)3 v
3 − α
2
2α
2
3(α2 + α3 − 3y˜)
y˜(y˜ − α2)3(y˜ − α3)3 v
4,
v′ = − (y˜ − α2)(y˜ − α3)
α2α3ρ2
u3 − (y˜ − α2)(−α3)
α2α3x˜3
u4.
Again using the notation and the results of Theorem 3.5 in [12] we have that F (x) = (y˜−α2)(y˜−α3)α2α3ρ2 u
3 +
O(u4) and G(x) ≡ 0, thus m = 3 (odd) and a3 = (−y˜+α2)(y˜−α3)α2α3x˜2 . Therefore if a3 > 0 the equilibrium
(x˜, y˜) is a saddle and if a3 < 0 the equilibria is a center. In case that the triple root is y˜ of H
′
2(y) the
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coeﬃcient a3 takes the form
(β2−x˜)(−β3+x˜)
y˜2β2β3
and the conclusion is the same. This completes the proof of
the lemma.

Lemma 5. Let (x˜, y˜) be a degenerate equilibrium point of system (3), then its local phase portrait is as
follows:
(1) If x˜ and y˜ are double roots of H ′1(x) and H
′
2(y), then (x˜, y˜) is the union of two hyperbolic sectors
(see Figure 2).
(2) If x˜ and y˜ are triple roots of H ′1(x) and H
′
2(y), then it is a center.
(3) If one of roots x˜ or y˜ is double and the other is triple of H ′1(x) and H
′
2(y), then it is a cusp.
Proof. An equilibrium (x˜, y˜) is degenerate if x˜ and y˜ are double or triple roots of H ′1(x) and H ′2(y). To
prove statement (a) we consider that x˜ and y˜ are double roots of H ′1(x) and H
′
2(y). So the associated
system (3), after translating the degenerate equilibrium to the origin, takes the form
(9) x′ =
(y˜ + y)(y˜ − α3 + y)y2)
y˜2α3
, y′ = − (x˜+ x)(x˜ − β3 + x)x
2)
x˜2β3
.
Next we apply the directional blow-up (x, y) 7→ (x,w) with y = w x, and after eliminating the common
factor x we arrive to the system
(10)
x′ =
w2x(y˜ + wx)(y˜ + wx− α3)
y˜2α3
,
w′ = −w
3(y˜ + wx)(y˜ + wx − α3)
y˜2α3
− (x˜+ x)(x˜ + x− β3)
x˜2β3
.
System (10) has one equilibrium with x = 0 and w˜ = − (y˜α3(β3−x˜)1/3
(β3x˜(α3−x˜))1/3 , with eigenvalues λ1 = 3κ, λ2 = −κ
where κ = −β3(β3−x˜)
2x˜(y˜−α3)1/3
x˜β3(y˜α3)1/3
6= 0, so it is a saddle. In Figure 1 we can see the phase portrait of the
origin of system (10) according to the signs of w˜ and κ. We can obtain the local phase portrait at the
origin of system (9) going back through the blow-up and considering the vector ﬁeld over the y-axis given
by x′|x=0 = (y˜+y)(y˜−α3+y)y
2)
y˜α3
. After reconstructing the local phase portrait of the origin of system (9)
we get one shown in Figure 2.
x
(a)
x
(b)
x
(c)
x
(d)
Figure 1. Phase portrait in a neighborhood of the w-axis of system (10). (a) w˜ > 0
and κ > 0. (b) w˜ > 0 and κ < 0. (c) w˜ < 0 and κ > 0. (d) w˜ < 0 and κ < 0.
To prove the second statement of the lemma we have that x˜ and y˜ are triple roots of H ′1(x) and H ′2(y),
respectively, the associated system (3), after translating the degenerate equilibrium to the origin is
(11) x′ =
1
y˜3
(y˜ + y)y3, y′ =
−1
x˜3
(x˜+ x)x3.
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x
y
(a)
x
y
(b)
x
y
(c)
x
y
(d)
Figure 2. Local phase portrait at the origin of system (9). (a) w˜ > 0 and κ > 0. (b)
w˜ > 0 and κ < 0. (c) w˜ < 0 and κ > 0. (d) w˜ < 0 and κ < 0.
We apply the directional blow-up (x, y) 7→ (x,w) with y = w x, and after eliminating the common
factor x2, we arrive to the system
(12) x′ =
1
y˜3
xw3(y˜ + wx), w′ = − 1
x˜2
− w
4
y˜2
+
(
− 1
x˜3
− w
5
y˜3
)
x.
System (12) has no real equilibria on x = 0, so we analyze the vector ﬁeld (12) over the axes and we
have x′|x=0 = 0, x′|w=0 = 0, w′|x=0 = − 1ρ2 − w
4
r2 < 0 and w
′|w=0 = −x+x˜x˜3 < 0. So the local phase
portrait at the origin of system (12) is as in Figure 3 (a). We can reconstruct the local phase portrait at
the origin of system (11) going back through the blow-up considering the ﬂow of the vector ﬁeld over the
y-axis x′|x=0 = (y˜+y)(y˜−α3+y)y
2
y˜α3
, then the local phase portrait at the origin of system (11) is a center as
is shown in Figure 3 (b).
x
(a)
x
y
(b)
Figure 3. Blow-up at the origin of system (11). (a) Local phase portrait at the origin
of the system (12). (b) Local phase portrait at the origin of the system (11).
In the last statement of the lemma we have that one root is triple and the other is double. We study
ﬁrst the case when x˜ is a double root of H ′1(x) and y˜ is a triple root of H ′2(y). Thus the associated system
after translating the degenerate equilibrium to the origin is
(13) x′ =
1
y˜2α3
y2(y˜ + y)(y˜ + y − α3), y′ = −1
x˜3
(x˜ + x)x3.
Here we apply the directional blow-up (x, y) 7→ (x,w) with y = w x, and after eliminating the common
factor x we arrive to the system
(14)
x′ =
1
y˜2α3
xw2(y˜ + wx)(y˜ + wx− α3),
w′ =
w3
y˜
− w
3
α3
+
(
− 1
x˜2
+
w4
y˜2
− 2w
4
y˜α3
)
x−
(
1
x˜3
+
w5
y˜2α3
)
x2.
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For x = 0 the origin is the unique equilibrium of system (14), and this equilibrium is nilpotent. To
understand the local phase portrait of (0, 0) of system (14) we do the change of variables (x,w) 7→ P (u, v)
with the matrix P =
(
0 −ρ2
1 0
)
, thus we arrive to the system
u′ =
u3
r
− u
3
α3
+
(
− x˜
2u4
y˜2
+
2x˜2u4
y˜α3
+ 1
)
v +
(
−x˜− x˜
4u5
y˜2α3
)
v2,
v′ =
1
y˜2α3
u2v
(
x˜2uv − y˜) (−y˜ + x˜2uv + α3) .
Using the notation and the results of Theorem 3.5 in [12] we have F (x) = (y˜−α3)
2
y˜2α23)
u5 + O(u6) and
G(x) = 2(y˜−α3)y˜α3 u
2 + O(u3). Thus n = 2 (even), m = 5 (odd) and a > 0, then (0, 0) in (14) is a saddle
as is shown in Figure 4(a) if (α3 − y˜)/(α3y˜) > 0, or in Figure 5(a) if (α3 − y˜)/(α3y˜) < 0. Going back
through the blow-up and considering the ﬂow over the y-axis, we found that the local phase portrait at
the origin of system (13) is as shown in Figure 4(b) for (α3 − y˜)/(α3y˜) > 0, or is the one of Figure 5(b)
if (α3 − y˜)/(α3y˜) < 0, that is, the equilibrium is a cusp.
x
(a)
x
y
(b)
Figure 4. Assume (α3 − y˜)/(α3y˜) > 0. (a) Local phase portrait in a neighbourhood at
the w-axis of system (14). (b) Local phase portrait at the origin of system (13).
x
(a)
x
y
(b)
Figure 5. Assume (α3 − y˜)/(α3y˜) < 0. (a) Local phase portrait in a neighbourhood at
the w-axis of system (14). (b) Local phase portrait at the origin of system (13).
Now assume that x˜ is a triple root of H ′1(x) and y˜ is a double root of H ′2(y), then the Hamiltonian
system (6) takes the form
(15) x′ =
1
y˜3
y(y − y˜), y′ = −1
x˜2β3
x(x− x˜)2(x− β3).
Applying the directional blow-up (x, y) 7→ (x,w) with y = w x, and eliminating the common factor x we
arrive to the system
(16) x′ =
w3x2(y˜ + wx)
y˜3
, w′ = − 1
β3
+
1
x˜
+
(
−w
4
y˜2
+
1
x˜2
− 2
β3x˜2
)
x+
(
−w
5
y˜3
− 1
β3x˜2
)
x2.
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System (16) does not have equilibria with x = 0, so we analyze the behavior of the vector ﬁeld in a
neighborhood of the origin, for this we consider y˜ > 0 and 0 < x˜ < β3 (the other cases, when y < 0
or for other order of x˜ and β3, are similar), here the vector ﬁeld increases in the w-direction and cut
orthogonality the x-axis. Furthermore the w-axis is invariant and the ﬂow of system (16) is as in Figure
6(a). Going back through the blow-up we can obtain the local phase portrait of the origin of system
(15) after analyzing the vector ﬁeld over the axes, that is x′|x=0 = y(y − y˜)/y˜3 and x′|y=0 = 0, we get
x′|x=0 > 0 if y > 0 and x′|x=0 < 0 if y < 0. Thus by the continuity of the ﬂow its local phase portrait
close at origin implies that one orbit located in the ﬁrst quadrant and one orbit located in the fourth
quadrant must connect with the equilibrium at the origin, thus the equilibrium is a cusp as it is shown
in Figure 6(b).
x
(a)
x
y
(b)
Figure 6. Blow-up of the origin of system (15). (a) Local phase portrait at in a neigh-
borhood of the w-axis of system (16). (b) Local phase portrait at the origin of system
(15).
We have already proved the third statement of the lemma, so this completes its proof. 
4. Characterization of the infinite equilibria
In order to study the equilibrium points at the inﬁnity we are going to follow the classic technique of
the Poincare´ compactiﬁcation (see for details in chapter 5 in [12]) First we write system (3) in the local
chart U1 (where Ui = {y ∈ S2 : yi > 0} is a local chart of the Sphere S2 = {y = (y1, y2, y3) ∈ R3 :
y21 + y
2
2 + y
2
3 = 1)}) and we get
(17)
z˙1 = a5 + b5z
5
1 + z2[a4 + b4z
4
1 + z2(a3 + b3z
3
1 + z2 + z
2
1z2)],
z˙2 = z1z2[b5z
3
1 + b4z
2
1z2 + b3z1z
2
2 + z
3
2 ].
So at inﬁnity, i.e. at z2 = 0 system (17) has a unique equilibrium point given by P = (−(a5/b5)1/5, 0).
The eigenvalues of the linear part of system (17) at P are λ1 = (a
4
5b5)
1/5 and λ2 = 5(a
4
5b5)
1/5. Therefore
the inﬁnite equilibrium P is a stable node if b5 < 0, or is an unstable node if b5 > 0. As the degree of
system (3) is 4 (even), we have that there exists a node in V1 with the opposite stability of P . On the
other hand on the local chart U2 it is easily veriﬁed that the origin is not an equilibrium. This completes
the analysis of the equilibria in the inﬁnite region.
5. Proof of Theorem 1 statement (a)
In this section we are going to prove statement (a) of Theorem 1. We consider that the polynomials
pˆ(y) and qˆ(x) have one real root and two complex or one real root with multiplicity three. By Remark 2
it is suﬃcient to study the cases I-i, I-iii and III-iii. We are going to analyze these three cases separately.
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5.1. Case I-i. Assume that the polynomial pˆ(y) has one simple real root and two complex roots, that
is, pˆ(y) = b5(y − r)(y − (a + ib))(y − (a − ib)) and the same happens for qˆ(x) with roots ρ, and α ± iβ.
It is clear that in this case system (6) has four ﬁnite equilibrium points, namely, e1 = (0, 0), e2 = (0, r),
e3 = (ρ, 0) and e4 = (ρ, r).
We have that
H ′′2 (y) =
1
(a2 + b2) r
(4y3 − 3(2a+ r)y2 + 2 (a2 + 2ra+ b2) y − (a2 + b2) r),
and
H ′′1 (x) =
1
(α2 + β2) ρ
(−4x3 + 3(2α+ ρ)x2 − 2 (α2 + 2ρα+ β2)x+ (α2 + β2) ρ).
Thus from the analysis of the linear part at each equilibrium point and using Lemma 3, we obtain that:
e1 is a center, e2 is a saddle with eigenvalues ±λ2, e3 is a saddle with eigenvalues ±λ3, and e4 is a center
with eigenvalues ±iλ4, where λ2 =
√
((a− r)2 + b2)/(a2 + b2), λ3 =
√
((α− ρ)2 + β2)/(α2 + β2), and
λ4 = λ2λ3.
Note that the inﬁnite equilibrium point in U1 is P =
((
(−r(a2+b2))
((α2+β2)ρ
)1/5
, 0
)
, is a stable node if r > 0
and an unstable node if r < 0 and the stability of the corresponding equilibrium in V1 is the opposite.
From the previous analysis we have that system (6) in the case I-i has four ﬁnite equilibria, two of
them are centers and two are saddles, and has two inﬁnite nodes. So we conclude that the local phase
portrait at the equilibria of system (3) for the I-i is the one indicated in Figure 7.
Note that doing the change of variables (x, y, t, r) → (x,−y,−t,−r) we reverse the orientation of the
orbits but it is suﬃcient to study the case r > 0 and doing the change (x, y, t, ρ) → (−x, y,−t,−ρ) it is
suﬃcient to study the case ρ > 0. Moreover, under the composition of these two changes we can consider
that r > 0 and ρ > 0.
Figure 7. Local phase portrait of the equilibria of for the system (3) in the case I-i.
Now we will determine the global phase portraits using the previous information and the connections
between the separatrices of the saddles. First we analyze the vector ﬁeld over the straight lines that
contain the ﬁnite equilibria x = 0, x = ρ, y = 0 and y = r (assuming r > 0 and ρ > 0) and we get
x˙
⎧⎨⎩ > 0 if y < 0,< 0 if 0 < y < r,
> 0 if x > r,
and y˙
⎧⎨⎩ < 0 if x < 0,> 0 if 0 < x < ρ,
< 0 if x > ρ,
as it is shown in Figure 8.
This information implies that the stable separatrix of e2 located in the region x < 0 and y > r must
connect with the inﬁnite node in V1, while the unstable separatrix of e3 in the region x > ρ and y < 0
must connect with the stable node in U1. Furthermore, the unstable separatrix of e2 (that locally satisﬁes
y > r) must cross the straight line x = ρ and after that must cross the straight line y = r, the other
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e2 e4
e3(0,0)
Figure 8. Flow of system (3) over the straight lines x = 0, x = ρ, y = 0 and y = r in
the case I-i.
unstable separatrix of e2 cross the straight line y = 0 and after that cross the y-axis and pass to the
region x > 0. But we cannot decide from Figure 8 what is the ω-limit of the unstable separatrices of e2.
In order to complete all possible connections of separatrices, we are going to take into account the
energy levels of the saddle points. The energy levels are h2 = H(e2) = (r
2(10(a2 + b2) − 10ar +
3r2))/(60(a2 + b2)) > 0 and h3 = H(e3) = (ρ
2(10(α2 + β2)− 10αρ+ 3ρ2))/(60(α2 + β2)) > 0.
Deﬁne ν2(y) = −h2 +H2(y), so as ν′2(y) = H ′2(y) and as we know that H ′2(y) has only two diﬀerent
real roots, the function ν2(y) must have exactly two roots (one positive at r with multiplicity two and
one negative), because h2 > 0 and b5 < 0 (for r > 0), as in Figure 9. Thus H2(y) = h2 intersects twice
the y-axis, once in the region y > 0 and once in the region y < 0. Analogously we consider the auxiliary
function ν3(x) = −h3+H1(x) which has the same properties than ν2(y), so the curve on the energy level
H1(x) = h3 intersects the x-axis once in the region x < 0 and once in the region x > 0.
y
v2(y)
-h2
r
Figure 9. The graphic of the auxiliary function ν2(y).
Since we are interested in the possible connections between the saddles, we can distinguish three cases,
namely, h2 = h3, h2 < h3 and h3 < h2.
If h2 = h3 and since the energy level H2(y) = h2 intersects the y-axis exactly twice, it follows that the
saddles e2 and e3 are connected by their separatrices and they form the boundary of the period annuli
of the centers at the origin and at e4 (see Figure 11(b)). More precisely the two unstable separatrices
of e2 must connect with the two stable separatrices of e3 surrounding the two centers, and the stable
separatrix of e2 in the region x > 0 must connect with the unstable separatrix of e3 in the region y > 0
passing between the two centers. Therefore the global phase portrait is shown in Figure 11(b).
In the case h2 < h3 since the origin and e4 are centers, the boundary of their period annuli is formed by
a homoclinic loop associated to a saddle, because the inﬁnite equilibrium points are nodes. Furthermore
deﬁning μ2(x) = −h2+H1(x) and as μ2(0) = −h2 < 0, b5 < 0 the graphic of μ2(x) cuts once the negative
x-axis, and as μ2(ρ) = −h2+h3 we have that μ2(ρ) > 0, thus μ2(x) cuts twice the positive x-axis (ρ > 0)
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as in shown in Figure 10(a). Thus considering the previous analysis and the information given by the
study of ν2 and ν3 we can conclude that the separatrices of the saddle e2 located in region y < r form
the boundary of the period annulus of the origin, and their unstable separatrix in y > r must connect
with the inﬁnite equilibrium in U1. Following the same previous argument, we have that the boundary
of the period annulus of e4 is formed by a homoclinic loop of the stable and unstable separatrices of e3
that are located in the ﬁrst quadrant (see Figure 11(a)), the remaining stable separatrix of e3 located in
the fourth quadrant must connect with the inﬁnite equilibrium point in V1. These information force that
the global phase portrait in this case is topologically equivalent to the one shown in Figure 11(a).
Finally in the case h2 > h3 the analysis is quite similar to the previous case. Here, μ2(ρ) < 0, so
the auxiliary function μ2(x) does not have positive roots (see Figure 10(b)), this implies that the energy
level H2(y) = h2 intersect only once the x-axis and for a negative value. These forces that the unstable
separatrix of e2 in y < r must connect with the inﬁnite equilibrium P , and therefore the boundary of the
period annulus of the center at the origin is formed by separatrices of e3 located in the region x < ρ. The
behavior of the vector ﬁeld on the axes described in Figure 8 implies that the center e4 is in an annular
region whose boundary is formed by separatrices of e2 located in the ﬁrst quadrant (see Figure 11(c)).
By continuity we can complete the connections associated to the remaining stable separatrix of e3, as do
not exist more ﬁnite equilibria, they must connect with the inﬁnite equilibrium in V1.
x
-h2
r
2(x)
(a)
(x)
-h2
r x
2
(b)
Figure 10. The graphic of the auxiliary function μ2(x). (a) h2 < h3. (b) h2 > h3.
The previous analysis shows that the global phase portrait in this case is topologically equivalent to
the one shown in Figure 11(c). Therefore we have concluded the proof in the case I-i.
(a) (b) (c)
Figure 11. Phase portraits for the systems associated to the Hamiltonian (5) when the
roots of pˆ(y) are r ∈ R and a±ib, and the roots of qˆ(x) are ρ and α±iβ. The separatrices
are in bold. (a) h2 < h3. (b) h2 = h3. (c) h2 > h3.
5.2. Case I-iii. Assuming that pˆ(y) = b5(y − r)(y − (a+ ib))(y − (a− ib)) and the polynomial qˆ(x) has
one root ρ of multiplicity three (triple root). The Hamiltonian system given in (6) becomes
(18) x˙ =
1
r (a2 + b2)
y(y − r) ((y − a)2 + b2) , y˙ = − 1
ρ3
x(x − ρ)3.
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System (18) has four ﬁnite equilibria, the center at the origin, e2 = (ρ, 0), e3 = (0, r) and e4 = (ρ, r).
The equilibrium e3 is a saddle with eigenvalues λ = ±
√
((a− r)2 + b2)/(a2 + b2), e2 and e4 are both
nilpotent, where by Lemma 4 e2 is a saddle because f2(0) > 0, and e4 is a center because f2(r) < 0.
At the inﬁnite region the equilibrium P is a stable node if r > 0 and an unstable node if r < 0.
From the previous information we have that the local phase portrait of system (18) is as in Figure 7.
As in the case I-i it is suﬃcient to study the case r, ρ > 0 because of symmetries (x, ρ, t) → (−x,−ρ,−t),
(y, r, t) → (−y,−r − t) and (x, y, ρ, r) → (−x,−y,−ρ,−r). On the other hand we observe that the local
phase portrait of both cases I-i and I-iii are the same. Using the same arguments as in the case I-i,
but taken the level of energy of the ﬁnite saddle h2 = H(ρ, 0) = ρ
2/20 and h3 = H(0, r) = h3 =
(r2
(
10
(
a2 + b2
)− 10ar + 3r2))/(60 (a2 + b2)), we obtain that the global phase portraits of system (18)
are topologically equivalent to the ones of Figure 11.
5.3. Case III-iii. Now we consider the case where the polynomials pˆ(y) and qˆ(x) have one triple real
root r and ρ, respectively. In this case system (3) takes the form
(19) x˙ =
1
r3
y(y − r)3, y˙ = − 1
ρ3
x(x − ρ)3.
In order to characterize the local phase portrait, we ﬁrst study the ﬁnite equilibria which are: the center at
the origin, e2 = (0, r) and e3 = (ρ, 0) which are nilpotent and e4 = (ρ, r) which is degenerate. Applying
Lemma 4 we obtain that both nilpotent equilibria are saddles because f1(0) > 0 and f2(0) > 0. By
Lemma 5 we get that e4 is a center.
On the other hand in this case the inﬁnite equilibrium is a stable node if r > 0 and an unstable node
if r < 0.
From the previous analysis we obtain that the local phase portrait of system (19) is as in Figure 7, in
particular the local phase portrait in this case coincides with the cases I-i (or I-iii).
Deﬁning the level of energy of the ﬁnite saddles by h2 = H(0, r) = r
2/20 and h3 = H(ρ, 0) = ρ
2/20,
and taking into account that the local phase portrait agree with case I-i, we get that the global phase
portrait in this case is topologically equivalent to Figure 11(a) if r2 < ρ2, to Figure 11(b) if r2 = ρ2 and
to Figure 11(c) if r2 > ρ2. Thus we have completed the proof of statement (a) of Theorem 1.
6. Proof of Theorem 1 statement (b)
In this case the polynomial pˆ(y) (respectively qˆ(x)) has one real root with multiplicity three or one
real and two complex, and the polynomial qˆ(x) (respectively pˆ(y)) has two real roots one of them of
multiplicity two. In order to get the proof of this statement, according to Remark 2 it is suﬃcient to
study only the cases I-ii and II-iii.
6.1. Case I-ii. Here qˆ(x) has real roots ρ and σ, where σ has multiplicity two (double root) and pˆ(y)
has one real root r and two complex roots a± ib. In this situation system (6) is written as
(20) x˙ =
1
r (a2 + b2)
y(y − r) ((y − a)2 + b2) , y˙ = − 1
ρσ2
x(x− ρ)(x − σ)2.
It is clear that system (20) has ﬁve ﬁnite equilibrium points besides the origin, namely: e2 = (σ, 0),
e3 = (ρ, 0), e4 = (0, r), e5 = (σ, r) and e6 = (ρ, r). According to Lemma 3 it is veriﬁed that the
hyperbolic equilibria e3 and e4 are saddles, whose associated eigenvalues are λ = ±(1 − ρ/σ), and λ =
±√(b2 + (a− r)2)/(a2 + b2), respectively. The equilibrium e6 is a center whose associated eigenvalues
are λ = ±i((ρ−σ)/σ)√(b2 + (a− r)2)/(a2 + b2). By Lemma 4 the equilibria e2 and e5 are nilpotent and
PHASE PORTRAITS OF LINEAR TYPE CENTERS OF HAMILTONIAN SYSTEMS 15
are cusps. Even more, the local phase portraits of e2 and e5 are shown in Figure 12. This completes the
local phase portraits in the ﬁnite region.
0<s<r 0<r<s
(s,0)
(s,r )
Figure 12. Local phase portraits of the cusp e2 = (σ, 0) and e5 = (σ, r) of system (20)
according sign of σ − ρ (assuming σ, ρ > 0).
At inﬁnity the inﬁnite equilibrium point P is a stable node if r > 0 and it is an unstable node if r < 0.
In order to describe the local and global phase portraits we observe that it is suﬃcient to analyze the
cases r > 0 and 0 < ρ < σ, and r > 0 and 0 < σ < ρ. In fact system (20) possesses the reverse symmetry:
y → −y, t → −t, r → −r which allows to assume r > 0. The other situation follows considering the
change of variables (x, y) 7→ (x− ρ,−y+ r) which allows to study only the case ρ > 0, and the change of
variables (x, y) 7→ (−x+ρ,−y+ r) permit us to consider only the situation σ > 0. Finally using the time
reversing symmetry x → −x, t → −t, ρ → −ρ, σ → −σ it is suﬃcient to study the cases when ρ > 0 and
σ > 0 simultaneously, that is, we need to study the cases: r > 0 and 0 < ρ < σ, and r > 0 and 0 < σ < ρ.
Therefore we summarize in Figure 13 the local phase portraits on the Poincare´ disc, according the sign
of σ − ρ.
(a) (b)
Figure 13. Local phase portraits at the equilibria of system (3) in the case I-ii for r > 0.
(a) 0 < ρ < σ. (b) 0 < σ < ρ.
Now we are going to determine all possible global phase portraits for the case r > 0 and 0 < ρ < σ
and for the case r > 0 and 0 < σ < ρ. First we point out some properties of the Hamiltonian vector ﬁeld
on the axes:
x˙
⎧⎨⎩ > 0 if y < 0,< 0 if 0 < y < r,
> 0 if x > r,
and
y˙
⎧⎪⎪⎨⎪⎪⎩
< 0 if x < 0,
> 0 if 0 < x < ρ,
< 0 if ρ < x < σ,
< 0 if x > σ,
and y˙
⎧⎪⎪⎨⎪⎪⎩
< 0 if x < 0,
> 0 if 0 < x < σ,
> 0 if σ < x < ρ,
< 0 if x > ρ.
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e2e3
e5e6e4
(0,0)
(a)
e2 e3
e5e6e4
(0,0)
(b)
Figure 14. Flow of the vector ﬁeld (3) over the straight lines x = 0, x = ρ, x = σ,
y = 0 and y = r in the case I-ii. (a) 0 < ρ < σ. (b) 0 < σ < ρ.
There behaviors are shown in Figure 14.
In order to establish the possible connections between the separatrices of the ﬁnite and inﬁnite
equilibria, in addition to the above information, we must analyze the energy levels of the ﬁnite equi-
libria (associated to the saddles and cusps) hi = H(ei) which are h2 = (5ρ − 2σ)σ2/(60ρ), h3 =
ρ2(3ρ2 − 10ρσ + 10σ2)/(60σ2), h4 = r2(10(a2 + b2)− 10ar + 3r2)/(60(a2 + b2)) and h5 = h2 + h4.
First we study the case 0 < ρ < σ and r > 0. From Figure 14(a) it easily follows that the stable
separatrix of e4 located in the region {(x, y) : x < 0, y > r} cannot go to out of this region, so it must
connect with the unstable node in V1. Similarly the unstable separatrix of the cusp e2 must connect with
the inﬁnite stable node located at U1. Also the unstable separatrix of e3 in the region x > ρ, y < 0 must
connect with the same inﬁnite node in U1 (see Figure 17). Again using the analysis given by Figure 14(a)
we observe that the unstable separatrix of e4 with x > 0 must cross the straight line x = σ with y > r,
the other unstable separatrix of e4 must ﬁrst cross the straight line x = 0 with y < 0 and after that it
cuts the y-axis with y < 0 (see Figure 15(a)). On the other hand for the cusp e5 we can only aﬃrm
that its stable separatrix cuts (in backward time) the straight line x = σ with y > r. In addition the
stable separatrix of the saddle e3 in region y < 0 cuts the x-axis with y < 0 (in backward time). Finally
we can say that for the cusp e2 the unstable separatrix cuts (in backward time) the straight line y = r
with x > ρ and previously it cuts the straight line x = σ with y > r (see Figure 17). However with the
analysis of the vector ﬁeld on the straights lines containing the equilibria, we cannot conclude who are
the α and ω limits of all the separatrices, but we are able to complete the global phase portraits using
the relations of the energy levels hi, as we have done in the proof of statement (a) of Theorem 1.
Since, e1 and e6 are centers, we need to do a complete analysis, in the subcases hi ≤ hj ≤ hk ≤ hl, for
the energy levels h2, h3, h4 and h5.
In this case we have that h2 < h5 and h2 < h3, and then there exist 18 possible relations between
the energy level of the saddles and cusps: (a) h2 < h3 = h4 = h5, (b) h2 = h4 < h3 = h5, (c)
h2 = h4 < h5 < h3, (d) h2 < h4 = h5 < h3, (e) h2 < h3 < h4 < h5, (f) h2 < h3 < h4 = h5, (g)
h2 < h3 < h5 < h4, (h) h2 < h3 = h4 < h5, (i) h2 < h4 < h3 < h5, (j) h2 < h4 < h3 = h5, (k)
h2 < h4 < h5 < h3, (l) h2 < h3 = h5 < h4, (m) h4 < h2 < h3 < h5, (n) h4 < h2 < h3 = h5, (o)
h4 < h2 < h5 < h3, (p) h2 < h5 < h3 < h4, (q) h2 < h5 < h3 = h4 and (r) h2 < h5 < h4 < h3. Next we
give a complete study of the global phase portrait for four representative cases of the 18. The analysis in
the remaining cases is similar.
Analysis of the case (a) h2 < h3 = h4 = h5. Previously we observe that the unstable separatrix
of e4 with x > 0 must cross the straights line x = σ with y > r, in this case we can aﬃrm that this
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Figure 15. Phase portraits of separatrices in system (3) in the case I-ii with r > 0. (a)
0 < ρ < σ. (b) 0 < σ < ρ
separatrix must connect with the stable separatrix of the cusp e5, because as h2 < h3 it cannot connect
with the stable separatrix of e2 and it cannot connect with the stable node in U1 because the roots of the
polynomial H1(x) − h3 are two, one for x < 0 and other in x = ρ. Using these informations we obtain
that the stable separatrix of the saddle e4 in the region x > 0 must connect with the unstable separatrix
of e3 with y > 0, and the unstable separatrix of e5 must connect with the stable separatrix of the saddle
e3 in the region x > 0. Thus these three last connections form the boundary of the period annulus of
the center e6. Also it follows that the unstable separatrix of e4 (with y < r) and the stable separatrix
of e3 in the region y < 0 are connected forming the boundary of the period annulus of the center at the
origin. Finally by continuity it follows that the unstable separatrix of e2 in x > 0 must connect with the
unstable node of the chart V1. Therefore the global phase portrait for the case (a) is shown in Figure
16(a).
Analysis of the case (b) h2 = h4 < h3 = h5. Again we remember that previously the unstable
separatrix of e4 with x > 0 must cross the straight line x = σ with y > r, here we can aﬃrm that this
separatrix must connect with the stable separatrix of the cusp e2, because as h4 < h5 it cannot connect
with the stable separatrix of e5 and it cannot connect with the stable node in U1 because the roots of
polynomial H1(x) − h2 are three, one for x < 0, one in 0 < x < ρ and in x = σ. Moreover the above
arguments imply that the separatrices of the saddle e4 in the region y < r form the boundary of the
period annulus of the origin. By continuity it follows that the stable separatrix of e3 in y < 0 must
connect with the unstable node of the chart V1. Using the same type of arguments and since h3 = h5, we
get that the separatrices of e3 (with y > 0) and the separatrices of e5 are connected forming the boundary
of the period annulus of the center e6. Therefore the global phase portrait for the case (b) is described
in Figure 16(b).
Analysis of the case (c) h2 = h4 < h5 < h3. In this case for the unstable separatrix of e4 with
x > 0 that cross the straight line x = σ with y > r we can follow the analysis of the case (b), and as
h2 = h4 must connect with the stable separatrix of the cusp e2, because since h4 < h5 it cannot connect
with the stable separatrix of e5 and it cannot connect with the stable node in U1 because the polynomial
H1(x) − h2 has three roots, one for x < 0, one in 0 < x < ρ and in x = σ. In addition using the above
arguments the energy level h2 implies that the separatrices of the saddle e4 in the region y < r form
the boundary of the period annuli of the origin as in the case (b). On the other hand the polynomial
H1(x) = h5 has one negative root and two positive roots (one in 0 < x < ρ ans the other in x > σ), thus
the energy level H = h5 cuts three times the x-axis, this implies that the unstable separatrix of e5 must
connect with the inﬁnite node in U1, and the stable separatrix cuts the x-axis in the region 0 < x < ρ
and another time in the region x < 0. This information and since the polynomial H2(y)−h3 does not has
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positive roots forces that the separatrices of the saddle e3 in the region y > 0 form the period annulus of
the center e6. Then by continuity we can conclude that the stable separatrix of e3 in y < 0 must connect
with the unstable node of the chart V1. The above analysis allows conclude that the global phase portrait
for the case (c) is shown in Figure 16(c).
Now we analyze one case where all the saddles and cusps have diﬀerent energy levels. As an example,
we consider the case (e) h2 < h3 < h4 < h5. Considering the energy level H = h3 we must pay attention
to the fact that the curve H2(y) = h3 intersects three times the y-axis, in the region y < 0, in 0 < y < r
and in y > r. Also we observe that the polynomial H1(x) − h3 only has two roots, in the region x < 0
and in x = ρ (which is a maximum), thus the two separatrices of e3 in the region x < ρ form a homoclinic
loop surrounding the period annulus of the center at the origin (we need more information to conclude
the trajectory of the stable separatrix of e3 in the region x > ρ). On the other hand the polynomial
H1(x) − h5 does not has roots and the polynomial H2(y) − h5 neither has roots, so the energy level
H = h5 does not cross the axes, this implies that the separatrices of the cusp e5 form a homoclinic loop
that encloses the period annulus of the center e6.
Now we characterize the trajectories of the remaining separatrices of e4 (remember that the stable
separatrix in the region x < 0 must connect with the node in V1). We observe that H1(x) = h4 has only
a negative zero (it does not have positive zeros) and for the study that was carried out above we know
that the unstable separatrix in region x < 0 crosses the x-axis, so the other two separatrices of e4 are
connected forming a homoclinic orbit, by continuity this contains the homoclinic loop of the separatrices
of e5. Finally by continuity we can conclude that the unstable separatrix of e4 that crosses the x-axis
must connect with the inﬁnite stable node in U1. The stable separatrix of e3 in the region x > ρ crosses
the straight line y = r with x > σ and then must connect with the inﬁnite unstable node in V1. Similarly
the stable separatrix of the cusp e2 must connect with the inﬁnite unstable node in V1. Thus the previous
analysis provides the global phase portrait of the case (e) and this is the one shown in Figure 16(e).
The global phase portraits for the remaining 14 cases are shown in Figure 16. The proof of the global
phase portraits on the Poincare´ disc follows the same types of arguments that we have used for the cases
(a), (b), (c) and (e). By this reason, we omit the details of the analysis for the other cases.
Now we are going to study the case 0 < σ < ρ and r > 0. Note that the location of the ﬁnite equilibria
on the Poincare´ disc diﬀers of the previous cases, this is a ﬁrst diﬀerence. Next we point out that due
to the inequalities of the roots, it is veriﬁed that h5 > h2, h5 > h4 and h3 > h2. Therefore there are 11
possible relations between the energy levels given by: (a) h2 = h4 < h3 = h5, (b) h2 = h4 < h3 < h5,
(c) h2 = h4 < h5 < h3, (d) h2 < h3 < h4 < h5, (e) h2 < h3 = h4 < h5, (f) h2 < h4 < h3 < h5, (g)
h2 < h4 < h3 = h5, (h) h2 < h4 < h5 < h3, (i) h4 < h2 < h3 < h5, (j) h2 < h4 < h3 = h5 and (k)
h4 < h2 < h5 < h3. Thus the description of all the possible global phase portraits is reduced to the study
of these 11 cases. Note that in this situation, unlike of the ﬁrst case, we do not have the possibilities that
three energy levels be equal. In order to obtain the global phase portrait, we use the same ideas than
in the ﬁrst case (when 0 < ρ < σ and r > 0). In fact we need to determine all the possible connections
between the separatrices, as we know that they depend on the energy levels. Initially we deliver some
results independent of the energy for the phase portrait of separatrices associated to saddles and cusps.
As in the ﬁrst case ( 0 < ρ < σ and r > 0), the stable separatrix of e4 in the region y > r and x < 0 cannot
go out of this region and then it must connect with the inﬁnite node in V1 (see Figure 17). The unstable
separatrix of the saddle e3 in the region x > ρ must connect with the inﬁnite node in U1 according to
Figure 14(b). Also the stable separatrix of e3 located in this region cuts the straight line y = r with x > ρ
and after that cuts (in backward time) the straight line x = ρ with y > r. The other stable separatrix
of e3 (in x < ρ) must cross the straights lines x = σ and x = 0 with y < 0, and after that (in backward
time) cuts the x-axis with x < 0, see Figure 15(b). On the other hand the unstable separatrix of e4 in
the region y > r must cut the straight line x = ρ and then must cut the straight line x = σ. Moreover
after that the separatrix cuts the straight line y = r with x > ρ. The other unstable separatrix of e4 in
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Figure 16. Global phase portraits for the system (3) in the case I-ii for r > 0 and
0 < ρ < σ. (a) h2 < h3 = h4 = h5. (b) h2 = h4 < h3 = h5. (c) h2 = h4 < h5 < h3.
(d) h2 < h4 = h5 < h3. (e) h2 < h3 < h4 < h5. (f) h2 < h3 < h4 = h5. (g)
h2 < h3 < h5 < h4. (h) h2 < h3 = h4 < h5. (i) h2 < h4 < h3 < h5. (j) h2 < h4 <
h3 = h5. (k) h2 < h4 < h5 < h3. (l) h2 < h3 = h5 < h4. (m) h4 < h2 < h3 < h5.
(n) h4 < h2 < h3 = h5. (o) h4 < h2 < h5 < h3. (p) h2 < h5 < h3 < h4. (q)
h2 < h5 < h3 = h4. (r) h2 < h5 < h4 < h3.
the region x < 0 and y < r must cut the x-axis with x < 0, and then must cut the y-axis with x < 0.
For the cusp e2 we only can aﬃrm that its stable separatrix must cut the y-axis with x < 0.
Finally as general behavior we note that the unstable separatrix of the cusp e5 necessarily cuts the line
x = ρ with y > r and after that cuts the straight line y = r with x > ρ (this information is summarized
in Figure 15(b)).
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It is clear from the previous analysis that we cannot conclude which are the α and ω limits of all the
separatrices. As in the case 0 < ρ < σ, we are going to complete the global phase portrait using the
relations between the energy levels hi, which allows to determine all the possible connections.
Since the procedure to describe the global phase portrait in each of the 11 cases mentioned is similar
to the case 0 < ρ < σ, we do a complete analysis only in two of these cases.
Analysis of the case (a): h2 = h4 < h3 = h5. Here the saddle e4 and the cusp e2 are in the same
energy level and as the polynomial H1(x) − h2 has three zeros: in x < 0, at x = σ and in x > ρ, we
obtain that the separatrices of the cusp e2 must connect with the two separatrices of e4 located in the
region y < r forming the boundary of the period annulus of the center at the origin (see Figure 17(a)).
Even more the unstable separatrix of e4 in y > r that cross the straight line x = σ must crosses the
straight line y = r in x > ρ, implying that this separatrix must connect with the inﬁnite node in U1,
thus we have already characterized all the separatrices of e4 and e2. On the other hand the polynomial
H1(x) − h3 only has one positive root x-axis at x = ρ, and a negative root in x < 0. This implies that
the separatrices of the cusp e3 must connect with the separatrices of the saddle e5 in the region y > 0,
so these connections surround the period annulus of the center e6. Lastly from the previous fact and by
continuity the stable separatrix of e3 in y < 0 after crossing the x-axis in x < 0 must connect with the
inﬁnite unstable node in V1. From the previous analysis we conclude that in this case the global phase
portrait is as the one of Figure 17(a).
Analysis of the case (d): h2 = h4 < h3 = h5. Initially we characterize the separatrices of the cusps
e2 and e5. As the polynomial H1(x) − h2 have two roots, in x < 0 and in x = σ, and in addition the
polynomial H2(y) − h2 has one root in y < 0 and one in 0 < y < r, we have that the separatrices of
e2 must connect together forming the boundary of the period annulus of the center at the origin. On
the other hand the polynomial H1(x) − h5 does not has positive roots, and the polynomial H2(y) − h5
has no positive roots, these imply that the separatrices of the cusp e5 form a homoclinic loop enclosing
the period annulus of the center e6. In relation to the energy level of the saddle e3 we obtain that the
polynomial H1(x)−h3 has two roots, one in x < 0 and the other at x = ρ, and the polynomial H2(y)−h3
has three roots, in y < 0, in 0 < y < r and in y > r. The previous sentences imply that the separatrices
of e3 in the region x < ρ must connect together enclosing the homoclinic loop formed by the separatrices
of e2. Furthermore the stable separatrix of this saddle e4 that crosses the straights lines y = r, x = ρ and
x = σ must connect with the inﬁnite node in V1. Finally using the continuity of the ﬂow and following the
previous reasoning we obtain that the separatrices of e4 in the region x > 0 are connected surrounding
the homoclinic loop formed by the separatrices of the cusp e5, and the unstable separatrix of this saddle
e4 that crosses the y-axis with y < 0 must connect with the inﬁnite node in U1. The above analysis and
the results given previously allows to conclude that the global phase portrait in this case is the one shown
in Figure 17(d).
The global phase portraits for the remaining 9 cases are shown in Figure 17.
Thus we have concluded the study of the global phase portraits in the case I-ii.
6.2. Case II-iii. Suppose now that the polynomial qˆ(x) has one triple real root ρ and pˆ(y) has real roots
r and s, with s a double root. Thus system (6) is equivalent to
(21) x˙ = − 1
rs2
y(r − y)(s− y)2, y˙ = − 1
ρ3
x(x − ρ)3.
There exist six ﬁnite equilibria, namely, e1 = (0, 0), e2 = (0, r), e3 = (0, s), e4 = (ρ, 0), e5 = (ρ, r) and
e6 = (ρ, s). The origin is a center as we know, e2 is a saddle with eigenvalues ±(1− r/s). The other four
equilibria are not hyperbolic, three of them (e3, e4 and e5) are nilpotent and e6 is degenerate. As s is a
double root of H ′2(y), by Lemma 4 we can conclude that e3 is a cusp. On the other hand ρ is a triple root
of H ′1(x), thus the nilpotent equilibria e4 and e5 can be a saddle or a center. Following the statements of
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Figure 17. Global phase portraits for the system (3) in the case I-ii for r > 0 and
0 < σ < ρ. (a) h2 = h4 and h3 = h5. (b) h2 = h4 and h3 < h5. (c) h2 = h4 and h5 < h3.
(d) h2 < h3 < h4 < h5. (e) h3 = h4 and h2 < h5. (f) h2 < h4 < h3 < h5. (g) h3 = h5
and h2 < h4. (h) h2 < h4 < h5 < h3. (i) h4 < h2 < h3 < h5. (j) h3 = h5 and h2 > h4.
(k) h4 < h2 < h5 < h3.
Lemma 4 we verify that for e4 it holds that f2(0) > 0 so it is a saddle, and for e5 it holds that f2(r) < 0
so it is a center. Since ρ is a triple root of H ′1(x) and r is a double root of H
′
2(y), by Lemma 5 it follows
that e6 is a cusp. More precisely, the local phase portrait of e6 is as Figure 18(a) if (r − s)/(rs) > 0, or
as Figure 18(b) if (r − s)/(rs) < 0. We have obtained the local phase portrait of the ﬁnite equilibrium
points of the vector ﬁeld (21).
The inﬁnite equilibria P is a stable node if r > 0, and it is an unstable node if r < 0. Using the
symmetries considered for the case I-ii we can analogously reduce the study of the local phase portraits,
considering the location of the equilibria to two cases ρ > 0 with 0 < r < s, or with 0 < s < r. The local
phase portraits of all the equilibrium points are shown in the Poincare´ disc in Figure 19.
Note that the local phase portrait is topologically equivalent to the local phase portrait in case I-ii,
under the change of variables (x, y) 7→ (y, x). So the analysis of the global phase portrait follow the same
arguments used in the previous case I-ii, considering that now the level of energy of the ﬁnite equilibria
hi = H(ei) are: h2 = r
2(3r2−10rs+10s2)/(60s2), h3 = (5r−2s)s2/(60r), h4 = ρ2/20, and h5 = h2+h4,
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Figure 18. Local phase portrait at the equilibrium e6 of system (21) after translate it
to the origin. (a) (r − s)/(rs) > 0. (b) (r − s)/(rs) < 0.
(a) (b)
Figure 19. Local phase portraits at the equilibria of system 21 in the case II-iii with
ρ > 0. (a) if 0 < r < s. (b) if 0 < s < r.
h6 = h3 + h4. Thus the global phase portraits for system (21) are topologically equivalent to one of
Figure 16 if 0 < s < r, or of Figure 17 if 0 < r < s.
7. Proof of Theorem 1 statement (c)
We consider that pˆ(y) (respectively qˆ(x)) has one real root with multiplicity three or one real and two
complex and qˆ(x) (respectively pˆ(y)) have three diﬀerent real roots, according to Remark 2 it is suﬃcient
to study the cases I-iv and III-iv.
7.1. Case I-iv. Considering that the three diﬀerent real roots of qˆ(x) are ρ, σ and τ , and the real root
of pˆ(y) is r and their complex roots are a± ib, the associated Hamiltonian system is
(22) x˙ = − 1
r (a2 + b2)
y(r − y) ((a− y)2 + b2) , y˙ = − 1
ρστ
x(x− ρ)(x − σ)(x − τ)
First we analyze the phase portrait in the ﬁnite region. System (22) has eight ﬁnite equilibria: The
center at the origin, namely e1, e2 = (ρ, 0), e3 = (σ, 0), e4 = (τ, 0), e5 = (0, r), e6 = (ρ, r), e7 = (σ, r)
and e8 = (τ, r). Next we give the local phase portrait of these equilibrium points. We have by Lemma 3
that e5 = (0, r) is a saddle with eigenvalues
λ = ±
√
(b2 + (a− r)2)/(a2 + b2).
Furthermore we have three pairs of equilibria formed by one saddle and one center located on a straight
line x = x∗. These are e2 = (ρ, 0) and e6 = (ρ, r) whose eigenvalues are
±
√
(ρ− σ)(ρ − τ)√
σ
√
τ
and ±
√
(a2 + b2) ((a− r)2 + b2)
(a2 + b2)
√−(ρ− σ)(ρ − τ)√
σ
√
τ
,
PHASE PORTRAITS OF LINEAR TYPE CENTERS OF HAMILTONIAN SYSTEMS 23
respectively. Another pair is formed for the equilibria e3 = (σ, 0) and e7 = (σ, r) with eigenvalues
±
√
−(ρ− σ)(σ − τ)
ρτ
and ±
√
(a2 + b2) ((a− r)2 + b2)
(a2 + b2)
√
(ρ− σ)(σ − τ)
ρτ
,
respectively. The last pair of saddle and center is given by e4 = (τ, 0) and e8 = (τ, r), these have
eigenvalues
±
√
(ρ− τ)(σ − τ)
ρσ
and ±
√
(a2 + b2) ((a− r)2 + b2)
(a2 + b2)
√
−(ρ− τ)(σ − τ)
ρσ
,
respectively. Note that on the straight line y = 0 there is always two saddles and two centers, this implies
that the same happens for the ﬁnite equilibria on y = r. Furthermore the positions of these saddles and
centers are interchanged on these straights lines. From the study of the inﬁnite equilibria we know that
in the local chart U1 there exits a unique equilibria P = (((−a2r − b2r)/(ρστ))1/5 , 0), by the results in
section 4, it is a stable node if r > 0 and an unstable node if r < 0.
Now we study the local phase portrait associated to the system (22). Basically the cases are topo-
logically equivalent to have on the straight line y = 0 a center, a saddle, a center and a saddle in
order from the left to the right, or the opposite order starting with a saddle. Using the symmetry
(r, y, t) 7→ (−r,−y − t) is suﬃcient to consider r > 0. When the three roots of qˆ(x) are negatives we
use the symmetry (x, σ, τ, ρ, t) 7→ (x, σ, τ, ρ, t) and then it is suﬃcient to consider that the three roots
are positive. If two roots of qˆ(x) are negative and one positive, for example ρ < σ < 0 < τ , we can
consider a translation to the case 0 < ρ < σ < τ , for example the translation x 7→ x − τ shifts the roots
to 0 < σ − ρ < −ρ < τ − ρ or renaming 0 < ρˆ < σˆ < τˆ . Then the local phase portrait, considering the
location of the equilibria, for system (22) is topologically equivalent to one in Figure 20.
(a) (b)
Figure 20. Local phase portraits at the equilibria of system (3) in the case I-iv. (a)
r > 0 and 0 < ρ < σ < τ . (b) r > 0 and ρ < 0 < σ < τ .
Note that the phase portrait on Figure 20(a) are topologically equivalent to the one of Figure 20(b)
(under a reﬂection and a translation), so we focus our study of the global phase portraits for r > 0 and
ρ < 0 < σ < τ .
For the global phase portrait, note that H(x, 0) and H(0, y) are of degree ﬁve, and the vector ﬁeld,
for r > and ρ < 0 < σ < τ , satisﬁes:
x˙
⎧⎨⎩
> 0 if y < 0,
< 0 if 0 < y < r,
> 0 if x > r,
and y˙
⎧⎪⎪⎪⎨⎪⎪⎪⎩
> 0 if x < ρ,
< 0 if ρ < x < 0,
> 0 if 0 < x < σ,
< 0 if σ < x < τ,
> 0 if x > τ,
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Figure 21. The vector ﬁeld (22) over the straights lines x = 0, x = ρ, x = σ, x = σ,
y = 0 and y = r if r > 0 and ρ < 0 < σ < τ . (a) Vector ﬁeld. (b) General analysis of
the separatrices.
In Figure 21 is shown the vector ﬁeld in this case over the straights lines that contains the equilibria.
Following this ﬂow we can give some general results for the separatrices. First we note that the stable
separatrix of e2 in the region x < ρ and y < 0 must stay in this region and therefore must connect with
the unstable node in V1. The unstable separatrix of e2 with y < 0 must cross the straight line x = 0 with
y < 0, and its other unstable separatrix in x < ρ and y > 0 must cross the straight line y = r with x < ρ
and after that must cross the y-axis with y > r, as it is shown in Figure 21(b). On the other hand the
unstable separatrix of e8 in x > τ and y > r must remain in this region connecting with the stable node
at the inﬁnity, the stable separatrix in x < τ and y > r must cross the straight line x = σ with y > r,
and the stable separatrix in x > τ and y < r must cut the x-axis with x > τ and after that must cut the
straight line x = τ with x < 0 (see Figure 21(b)). Furthermore the unstable separatrix of e3 in x < 0
must cross the straight line x = τ with y < 0 and after that must cross the x-axis with x > τ , the stable
separatrix in the same region must cut the y-axis with y < 0 in backward time. Finally the unstable
separatrix of e5 in the region y > r must cross the straight line x = σ, and its stable separatrix in that
region must cross the line x = ρ with y > r and after that must cut the straight line y = r with x < ρ.
In order that we can complete the global phase portrait, we consider the level of energy on each ﬁnite
saddle, here we have h2 = H(e2) = (ρ
2
(
3ρ2 − 5ρ(σ + τ) + 10στ))/(60στ), h3 = H(e3) = (σ2(σ(3σ −
5τ)− 5ρ(σ − 2τ)))/(60ρτ), h5 = H(e5) = (r2(10(a2 + b2)− 10ar+ 3r2))/(60
(
a2 + b2
)
) and it holds that
and h8 = H(e8) = τ
2(−5τ(ρ+ σ) + 10ρσ + 3τ2))/(60ρσ) + h5.
Note that in system (22) we have four ﬁnite saddle, and our interest is to analyze their energy levels
and possible connections, 1 case is when the four saddles are in the same energy level, if just three saddles
are in the same energy level we have 4 · 2 possibles combinations, if only two saddles are in the same
energy level we have 3! · 6 possibilities. The cases when all the energy level of the saddles are diﬀerent
provides 4! possibilities. When two pair of saddle are in the same energy level (bur not all in the same
energy level) exist 6 possible relations between the energy levels of the saddles. Therefore in total we
have 75 diﬀerent global phase portraits for system (22). For doing an exhaustive analysis of each case
we need to consider the functions H1(x) = hi and H2(y) = hi for i = 2, 3, 5, 8 every time, so the study is
similar to the ones done in the proofs of statement (a) and (b) of Theorem 1 in sections 5 and 6. For this
reason we do not write the global analysis. The global phase portraits for system (22) are topologically
equivalent to one of the phase portraits shown in Figures 22-26.
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Figure 22. Global Phase portraits for the system (3) in the case I-iv. Here consider
r > 0, ρ < 0 < σ < τ . When four (a) or three saddle are in the energy level (a)-(i),
h5 = h8 (j)-(o). (a) h2 = h3 = h5 = h8. (b) h8 < h2 = h3 = h5. (c) h2 = h3 = h5 < h8.
(d) h5 < h2 = h3 = h8. (e) h2 = h3 = h8 < h5. (f) h3 < h2 = h5 = h8. (g) h2 =
h5 = h8 < h3. (h) h2 < h3 = h5 = h8. (i) h3 = h5 = h8 < h8. (j) h5 = h8 < h2 < h3.
(k) h2 < h5 = h8 < h3. (l) h2 < h3 < h5 = h8. (m) h5 = h8 < h3 < h2. (n)
h3 < h5 = h8 < h2. (o) h3 < h2 < h5 = h8.
7.2. Case III-iv. We assume that qˆ(x) has three diﬀerent real roots and pˆ(y) has a triple root r. Here
the system (6) assumes the form
(23) x˙ = − 1
r3
y(r − y)3, y˙ = − 1
ρστ
x(x− ρ)(x− σ)(x − τ).
The eight ﬁnite equilibria of system (23) are the origin, e2 = (0, r), e3 = (ρ, 0), e4 = (ρ, r), e5 = (σ, 0),
e6 = (σ, r), e7 = (τ, 0) and e8 = (τ, r). Now we study the local phase portrait of each one, we know
that the origin is a center. The equilibrium e2 is a nilpotent equilibrium where r is a triple root of pˆ(y),
and following the notation of Lemma 4 we found that f1(0) > 0, thus it is a saddle. The equilibria e3
and e4 are related, there are hyperbolic and we use Lemma 3 to give their local phase portrait, the ﬁrst
has eigenvalues ±√(ρ− σ)(ρ − τ)/(στ), so it is a saddle o a center. On the other hand e4 is nilpotent,
formed by a triple root and one simple root of H ′1(x) and H ′2(y), respectively, so it is a saddle or a center,
the sign of the function f1(ρ) change in relation with the sign of −(ρ− σ)(ρ− τ))/(r2στ), more precisely
is a saddle when e3 is a center and is a center if e3 is a saddle.
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)
(p) (q) (r)
Figure 23. Global Phase portraits for the system (3) in case I-iv. Here consider r > 0,
ρ < 0 < σ < τ when two pairs of saddle are in the same energy level (a)-(f), r > 0,
ρ < 0 < σ < τ when h2 = h3 (g)-(l), and r > 0, ρ < 0 < σ < τ when h2 = h5
(m)-(r). (a) h2 = h3 < h5 = h8. (b) h2 = h3 > h5 = h8. (c) h2 = h5 < h3 = h8.
(d) h2 = h5 > h3 = h8. (e) h2 = h8 < h3 = h5. (f) h2 = h8 > h3 = h5. (g)
h2 = h3 < h5 < h8. (h) h5 < h2 = h3 < h8. (i) h5 < h8 < h2 = h3. (j) h2 = h3 <
h8 < h5. (k) h8 < h2 = h3 < h5. (l) h8 < h5 < h2 = h3. (m) h2 = h5 < h3 < h8.
(n) h3 < h2 = h5 < h8. (o) h3 < h8 < h2 = h5. (p) h2 = h5 < h8 < h3. (q)
h8 < h2 = h5 < h3. (r) h8 < h3 < h2 = h5.
The equilibria e5 and e6 have the same relation that e3 and e4. In fact the eigenvalues of the hyperbolic
equilibria e5 are ±
√−(ρ− σ)(σ − τ)/(ρτ), and e6 is nilpotent, by Lemma 4 it is a saddle or a center, it
depends on (ρ− σ)(σ − τ))/(ρτ). And in a similar way these relations happen for e7 and e8, because the
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)
(p) (q) (r)
Figure 24. Global Phase portraits for the system (3) in the case I-iv. Here consider
r > 0, ρ < 0 < σ < τ when h2 = h8 (a)-(f), h3 = h5 (g)-(l) and h3 = h8 (m)-
(r). (a) h2 = h8 < h3 < h5. (b) h3 < h2 = h8 < h5. (c) h3 < h5 < h2 = h8.
(d) h2 = h8 < h5 < h3. (e) h5 < h2 = h8 < h3. (f) h5 < h3 < h2 = h8. (g)
h3 = h5 < h2 < h8. (h) h2 < h3 = h5 < h8. (i) h2 < h8 < h3 = h5. (j) h3 = h5 <
h8 < h2. (k) h8 < h3 = h5 < h2. (l) h8 < h2 < h3 = h5. (m) h3 = h8 < h2 < h5.
(n) h2 < h3 = h8 < h5. (o) h2 < h5 < h3 = h8. (p) h3 = h8 < h5 < h2. (q)
h5 < h3 = h8 < h2. (r) h5 < h2 < h3 = h8.
eigenvalues of e7 are ±
√
(ρ− τ)(σ − τ)/(ρσ), and e8 is nilpotent and its local phase portrait is a saddle
or a center according to the sign of −(ρ− τ)(σ − τ)/(ρσ).
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)
(p)
Figure 25. Global Phase portraits for the system (3) in the case I-iv. Here consider
r > 0, ρ < 0 < σ < τ when h2 < h3 < h5 (a)-(d), h2 < h5 < h3 (e)-(h), h3 < h2 < h5
(i)-(l), and h3 < h5 < h2 (m)-(p). (a) h2 < h3 < h5 < h8. (b) h2 < h3 < h8 < h5. (c)
h2 < h8 < h3 < h5. (d) h8 < h3 < h3 < h5. (e) h2 < h5 < h3 < h8. (f) h2 < h5 <
h8 < h3. (g) h2 < h8 < h5 < h3. (h) h8 < h2 < h5 < h3. (i) h3 < h2 < h5 < h8.
(j) h3 < h2 < h8 < h5. (k) h3 < h8 < h2 < h5. (l) h8 < h3 < h2 < h5. (m)
h3 < h5 < h2 < h8. (n) h3 < h5 < h8 < h2. (o) h3 < h8 < h5 < h2. (p) h8 < h3 < h5 <
h2.
In the inﬁnity the equilibrium P is an unstable node for r < 0, or a stable node for r > 0. Considering
the symmetries given in case I-iv, we arrive that the local phase portraits for case III-iv are topologically
equivalent to the ones of Figure 20.
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(a) (b) (c) (d) (e)
(f) (g) (h)
Figure 26. Global Phase portraits for the system (3) in the case I-iv. Here consider
r > 0, ρ < 0 < σ < τ when all the saddle are in diﬀerent energy level and its satisfy
h5 < h2 < h3 (a)-(d), h5 < h3 < h2 (e)-(h). (a) h5 < h2 < h3 < h8. (b) h5 < h2 <
h8 < h3. (c) h5 < h8 < h2 < h3. (d) h8 < h5 < h2 < h3. (e) h5 < h3 < h2 < h8. (f)
h5 < h3 < h8 < h2. (g) h5 < h8 < h3 < h2. (h) h8 < h5 < h3 < h2.
For studying the global phase portraits, noting that the local phase portraits coincide with the
ones of case I-iv, we consider the energy level hi = H(ei), which in this case are h2 = r
2/10, h3 =
ρ2
(
3ρ2 − 5ρ(σ + τ) + 10στ) /(60στ), h5 = σ2(σ(3σ−5τ)−5ρ(σ−2τ))/(60ρτ), and h8 = h2+τ2(−5τ(ρ+
σ) + 10ρσ+3τ2)/(60ρσ), the phase portraits of system (23) are topologically equivalent to one of the 67
phase portraits in Figures 22-26.
Thus we have completed the proof of Theorem 1 statement (c).
8. Proof of Theorem 1 statement (d)
We consider pˆ(y) and qˆ(x) having both two diﬀerent real roots, one of them with multiplicity two.
This happens in the case II-ii. Thus we consider that the polynomial pˆ(y) has one simple real root r and
one double real root s, and the polynomial qˆ(x) has one simple real root ρ and one double real root σ.
Then system (3) becomes
(24) x˙ =
1
rs2
y(y − r)(y − sy)2, y˙ = − 1
ρσ2
x(x − ρ)(x− σ)2.
This system has nine ﬁnite equilibria, namely e1 = (0, 0), e2 = (0, r), e3 = (0, s), e4 = (ρ, 0), e5 =
(ρ, r), e6 = (ρ, s), e7 = (σ, 0), e8 = (σ, r) and e9 = (σ, s). The origin is a center as we know, other
three equilibria are hyperbolic and by Lemma 3 we have their local phase portrait: e2 is a saddle with
eigenvalues ±(1− r/s), e4 is a saddle too with eigenvalues ±(1−ρ/σ), and e5 is a center with eigenvalues
±√−1((r − s)(ρ− σ))/(sσ).
Four ﬁnite equilibria e3, e6, e7 and e8 are nilpotent . These four nilpotent equilibria are composed
for one double root of H ′1(x) or H
′
2(y), so all of them are cusps according to Lemma 4. Furthermore for
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example for the equilibria e3 and e4, a complete analysis gives the direction of the ﬂow in relation to the
coeﬃcient (r − s)/(rs). Figure 27 shows the possibilities for r > 0.
x
y
(a)
x
y
(b)
x
y
(c)
x
y
(d)
Figure 27. Local phase portraits for the nilpotent equilibria e3 and e6 in the case I-iv for
r > 0 shifted to the origin. (a) e3 when −(r−s)/(rs) > 0. (b) e3 when −(r−s)/(rs) < 0.
(c) e6 when (r − s)/(rs) > 0. (d) e6 when (r − s)/(rs) < 0.
Finally the equilibrium e9 is degenerate, where s is a double root of H
′
2(y) and σ is a double root of
H ′1(x), thus by Lemma 5 the equilibrium consists in two hyperbolic sectors. Figure 28 shows the diﬀerent
directions and sense of the separatrices in function of the signs of (r − s)/(rs) and of (ρ− σ)/(ρσ).
x
y
(a)
x
y
(b)
x
y
(c)
x
y
(d)
Figure 28. Local phase portrait at the equilibrium e9 = (σ, s) of system (24) after
translation to the origin. (a) (r− s)/(rs) > 0 and (ρ− σ)/(ρσ) > 0. (b) (r− s)/(rs) > 0
and (ρ − σ)/(ρσ) < 0. (c) (r − s)/(rs) < 0 and (ρ − σ)/(ρσ) > 0. (d) (r − s)/(rs) < 0
and (ρ− σ)/(ρσ) < 0.
Thus we have the local phase portraits of all the ﬁnite equilibrium points. At the inﬁnite, we have
that the equilibrium P is a stable node if r > 0 and is an unstable node if r < 0.
The symmetries (y, r, s, t) 7→ (−y,−r,−s,−t) and (x, ρ, σ, τ) 7→ (−x,−ρ,−σ,−τ) reduce the study to
the cases 0 < r < s, or 0 < s < r, or r < 0 < s and 0 < ρ < σ, 0 < σ < ρ or ρ < 0 < σ, combining
the ﬁrst three cases with the last three cases we have in total 9 cases. But these cases can be reduced by
reﬂections and translations to 5 cases, for example the case 0 < r < s and 0 < σ < ρ through the change
of variables (x, y) 7→ (−x + r, y − ρ) is equivalent to case 0 < s < r and 0 < ρ < σ. So the local phase
portrait considering the location of the equilibria are topologically equivalent to one of the 5 local phase
portraits in Figure 29.
The global phase portrait now have many possibilities. Note that there exist 7 ﬁnite equilibria with
separatrices, so doing a complete analysis of the possible separatrices connections of these equilibria
implies study at least 7! diﬀerent possibilities, this implies that the analysis will be huge and the ideas for
studying each case follow the same arguments used in the proof of statement (a), (b) and (c) of Theorem
1. For this reason we prefer omit the analysis of the global phase portrait for statement (d).
As a comment note that for the ﬁnite equilibria with separatrices we have that the level of energy
hi = H(ei) are: h2 = (r
2(3r2− 10rs+10s2))/(60s2) > 0, h3 = ((5r− 2s)s2)/(60r), h4 = ρ2(3ρ2− 10ρσ+
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(a) (b) (c) (d) (e)
Figure 29. Local phase portraits at the equilibria of system (3) in the case II-ii. (a)
0 < r < s and 0 < ρ < σ. (b) r < 0 < s and 0 < ρ < σ. (c) 0 < s < r and σ < 0 < ρ.
(d) r < 0 < s and σ < 0 < ρ. (e) 0 < s < r and 0 < σ < ρ.
10σ2)/(60σ2) > 0, h5 = h2 + h4, h6 = h3 + h4, h7 = σ
2(5ρ− 2σ)/(60ρ), h8 = h2 + h7 and h9 = h3 + h7.
And observe that h2 < h5 and h4 < h5.
9. Proof of Theorem 1 statement (e)
We consider that pˆ(y) (respectively qˆ(x)) has two diﬀerent real roots, one with multiplicity two and
qˆ(x) (respectively pˆ(y)) has three diﬀerent real roots, this happens in cases II-iv and IV-ii. From Remark
2 it is suﬃcient to study the case II-iv.
Considering that the polynomial qˆ(x) has three diﬀerent real roots ρ, σ and τ , the simple root of pˆ(y)
is r and the double root of pˆ(y) is s, then system (6) becomes
(25) x˙ =
1
rs2
y(y − r)(y − s)2, y˙ = − 1
ρστ
x(x − ρ)(x− σ)(x − τ).
Since qˆ(x) has three diﬀerent real roots, and pˆ(y) has two diﬀerent real roots, system (25) has twelve
ﬁnite equilibria. Following Lemma 3 we can give the behavior of the hyperbolic equilibria. The origin is
a center, and there exist a saddle in e2 = (0, r) beause their eigenvalues are ±(1− r/s). There exist three
pairs of ﬁnite equilibria where one is a saddle and other is a center under convenient conditions, the ﬁrst
par of equilibria is e4 = (ρ, 0) and e5 = (ρ, r), the eigenvalues for (ρ, 0) are ±
√
(ρ− σ)(ρ − τ)/(στ), and
for (ρ, r) are ±(r − s)/s √−(ρ− σ)(ρ − τ)/(στ).
A second pair with saddle and center is e7 = (σ, 0) and e8 = (σ, r) with eigenvalues associated
±√−(ρ− σ)(σ − τ)/(ρτ) and ±(s − r)/s√(ρ− σ)(σ − τ)/(ρτ)], respectively. The last pair of saddle-
center is e10 = (τ, 0), and e11 = (τ, r) which eigenvalues are ±
√
(ρ− τ)(σ − τ)/(ρσ), and ±(r− s)/s[(ρ−
τ)(σ − τ)/(ρσ)]1/2, respectively.
The other four ﬁnite equilibria are e3 = (0, s), e6 = (ρ, s), e9 = (σ, s) and e12 = (τ, s), they are
nilpotent. By Lemma 4 (since s is double root of H ′2(y)) we conclude that these four equilibria are cusps.
The equilibria on the straight line y = 0 and on y = r are always two saddles and two centers and they
are positioned interchanged. Thus, we have completed the study of the local phase portraits for every
ﬁnite equilibrium point.
On the inﬁnity we have that the inﬁnite equilibria P is a stable node if r > 0 and an unstable node if
r < 0.
Following the results of ﬁnite and inﬁnite equilibria, the local phase portrait of all the equilibrium points
are shown in the Poincare´ disc in Figure 30. It is only necessary to study the cases when all the roots are
32 JAUME LLIBRE, Y. PAULINA MARTI´NEZ, AND CLAUDIO VIDAL
positives, and the relation between the root r and s of pˆ(y). This is due to the symmetries that system (25)
presents, for example if the roots are all negatives we can apply the changes (y, r, s, t) → (−y,−r,−s,−t)
and (y, ρ, σ, τ, t) → (−y,−ρ,−σ,−τ,−t).
(a) (b)
Figure 30. Local phase portraits at the equilibria of system (3) in the case II-iv. (a) if
0 < r < s. (b) if 0 < s < r.
We provide the levels of energy of the ﬁnite equilibria hi = H(ei), i = 1− 12, these are h1 = 0,
h2 = (r
2(3r2 − 10rs+ 10s2))/(60s2), h3 = ((5r− 2s)s2)/(60r), h4 = ρ2(3ρ2 − 5ρ(σ + τ) + 10στ)/(60στ),
h5 = h2 + h4, h6 = h3 + h4, h7 = σ
2(σ(3σ − 5τ) − 5ρ(σ − 2τ))/(60ρτ), h8 = h2 + h7, h9 = h3 + h7,
h10 = τ
2(−5τ(ρ+ σ) + 10ρσ + 3τ2)/(60ρσ), h11 = h2 + h10 and h12 = h3 + h10.
The analysis of the global phase portraits must take into account the connections between the sepa-
ratrices of saddles and cusps. The quantity of possibilities is more than 8! so their study is tedious. For
this reason we prefer only to give the local phase portrait on the Poincare´ disc.
10. Proof of Theorem 1 statement (f)
In this last case we have that pˆ(y) and qˆ(x) have three diﬀerent real roots, i.e. we are in the case IV-iv.
Suppose that the roots of qˆ(x) are ρ, σ and τ , and the three diﬀerent real roots of pˆ(y) are r, s and l.
Then the associated system is
x˙ =
1
rsl
y(y − r)(y − s)(y − l), y˙ = − 1
ρστ
x(x − ρ)(x− σ)(x − τ).
This case has more ﬁnite equilibria, in total 16 ﬁnite equilibria. We proceed to detail each one and
study their stability, all the equilibria are hyperbolic, so we apply Lemma 3. The trivial equilibrium is
the center at the origin. All the other equilibria are centers or saddles and their local phase portrait
depend on the parameters r, s, l, ρ, σ and τ . A second equilibrium is e2 = (0, r) whose eigenvalues are
λ±2 = ±
√
(r − s)(r − l)/(sl), so it is a saddle or a center. Other equilibria on x = 0 is e3 = (0, s) and it
is a saddle or a center because their eigenvalues are λ±3 = ±
√
(s− r)(s− l)/(rl). A fourth equilibria on
the y-axis is e4 = (0, l) and it is a saddle or a center too with eigenvalues λ
±
4 = ±
√
(r − l)(s− l)/(rs).
On the straight line x = ρ we have four equilibria, centers or saddles, e5 = (ρ, 0) with eigenvalues
λ±5 = ±
√
(ρ− σ)(ρ− τ)/(στ), a sixth equilibrium is e6 = (ρ, r) and their stability conditions depend of
sign of λ2 and λ5 because their eigenvalues are ±iλ2λ5, e7 = (ρ, s) is a saddle or center that depends
on λ3 and λ5 because their eigenvalues are ±iλ3λ5, the other equilibria on x = ρ is e8 = (ρ, l) with
eigenvalues ±iλ4λ5.
There exist four equilibria on x = σ, these are e9 = (σ, 0) with eigenvalues λ
±
9 = ±
√
(σ − ρ)(σ − τ)/(ρτ),
e10 = (σ, r) with eigenvalues ±iλ2λ9, e11 = (σ, s) with eigenvalues ±iλ3λ9, and e12 = (σ, l) with eigen-
values ±iλ4λ9.
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And the last four ﬁnite equilibria are on x = τ and they are e13 = (τ, 0) with eigenvalues λ
±
13 =
±√(ρ− τ)(σ − τ)/(ρσ), e14 = (τ, r) with eigenvalues ±iλ2λ13, e15 = (τ, s) with eigenvalues ±iλ3λ13 and
ﬁnally e16 = (τ, l) with eigenvalues ±iλ4λ13. The study of the eigenvalues of the equilibria on the axis
gives the information that over each axis there exist two saddles and two centers, the local phase portrait
of the other ﬁnite equilibria depends on these seven equilibria that are on the axes.
The inﬁnite equilibria P is a stable node if rst > 0 and it is an unstable node if rst < 0.
Figure 31. Local phase portraits for system (3) in the case IV-iv if 0 < r < s < t and
0 < ρ < σ < τ .
We observe that it is suﬃcient to study the case 0 < r < s < t and 0 < ρ < σ < τ , the other
cases are similar. This is due to the symmetries (y, r, s, l, t) → (−y,−r,−s,−l,−t) and (x, ρ, σ, τ, t) →
(−x,−ρ,−σ,−τ,−t). If two roots of pˆ(y) and/or qˆ(x) are negative we do a translation to the origin to
equilibrium (x∗, y∗) such that x∗ < x˜ and y∗ < y˜ for every (x˜, y˜) ﬁnite equilibria. And if a unique root of
pˆ(y) and/or qˆ(x) is negative we can do a reﬂection with respect to the y-axis and apply the translation
previously deﬁned. In this case e2, e4, e5, e7, e10, e12, e13 and e15 are saddles and the other ﬁnite equilibria
are centers, as shown in Figure 31. Here we have 8 saddles, so the study of the connections between
their separatrices if tedious, and follow the arguments used in the proof of the global phase portraits for
systems associated to statement (a), (b) and (c) of Theorem 1.
The complete study of the phase portraits stated in Theorem 1 is proved.
11. Concluding remarks
In this work we analyze the global phase portraits associated to the autonomous Hamiltonian systems
with one degree of freedom whose Hamiltonian function is
H(x, y) =
1
2
(x2 + y2) +
a3
3
x3 +
a4
4
x4 +
a5
5
x5 +
b3
3
y3 +
b4
4
y4 +
b5
5
y5,
which depends on six real parameters. It is observed that the equilibrium points in the ﬁnite part can
be centers, saddles, cusps or the union of two hyperbolic sectors, and in the inﬁnite part can be nodes.
The number of ﬁnite equilibria depends on the number of distinct real roots of the polynomial Hx and
Hy, and in the inﬁnity there are exactly two equilibrium points. The type of the equilibria (hyperbolic,
nilpotent or degenerate) and the diﬃculty for their study depends on the multiplicity of the root that
provides the equilibrium, a higher multiplicity means higher diﬃculty. The main diﬃculty in order to
classify the global phase portrait is the analysis of the possible connections of the separatrices between
the equilibria. In fact in some situations there are several possibilities of connections (see for example the
case II-iv or IV-iv). Of course, the complexity of the global description is associated to the type of the
distinct real roots of the polynomials Hx and Hy and the energy levels of the saddle equilibrium points.
More precisely, if there is only one real root of Hx and one real root of Hy (besides of the trivial in each
case) we have an easy situation for characterizing the connections of the separatrices, here only exist two
saddles and the most simple separatrix conﬁguration happens when they are on the same energy level, this
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means that the parameters of the Hamiltonian satisfy certain conditions. While if one of the polynomials
Hx or Hy present four diﬀerent real root and the other polynomial only one real root (case I-iv and
III-iv) we have the most diﬃcult situation because there are 75 possibilities for the possible connections
of the separatrices of the ﬁnite saddles and the inﬁnite nodes. Note that when there exist another type
of ﬁnite equilibria with separatrices, cusps or the union of two hyperbolic sectors, this analysis becomes
more hard. An important argument used for the description of the global phase portraits is the analysis
of the auxiliary functions μi(x) = hi −H1(x) and ν(y) = hi −H2(y) where hi is the energy level of the
ﬁnite equilibria, our interest is in the equilibria which present separatrices. Finally in the case where the
global analysis, related to the separatrix and the canonical region of the Poincare´ disc give a big number
of possibilities, we only describe the local phase portrait at every equilibria, and some general results for
the global phase portraits.
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