Compressive sensing based on a redundant dictionary has been successfully applied in superresolution imaging. However, due to the neglect of the local and nonlocal interactions of patches of a single image, the reconstructed results are not satisfactory in noise suppression and edge sharpness. In this paper, we propose an improved method by adding steering kernel regression and a nonlocal means filter as two regularization terms and use an efficient clustering subdictionary learning scheme. We further demonstrate better results on true images in terms of traditional image quality assessment metrics.
Introduction
Image super-resolution (SR) reconstruction aims to generate a high-resolution (HR) image x h from its degraded low-resolution (LR) image y l , which is an inverse problem [1] , [2] , and is generally modeled as
where B is a blurring operator, L is a down-sampling operator, and v is comprehended as the Gaussian white noise v 2 Nð0; n Þ. Due to the ill-posed nature of the reconstruction, the inverse solutions of (1) are generally not unique, and prior knowledge used to regularize the reconstruction problem is necessary [2] . To our best knowledge, HR images are intrinsically sparse in some transformation domains. Consequently, compressive sensing (CS) [3] , [4] utilizes this prior knowledge and only a few measurements to recover the HR image. In [4] , Sen et al. utilized the conventional CS (see Fig. 1 ) with a wavelet domain to generate a HR image from a single LR input. However, the sensing matrix È used in CS is insensitive to the frequency, and L all can spare no effort to obtain all the sampling points in the band-limited frequency for the HR image reconstruction [5] . In order to associate L all with CS, L all should satisfy the restricted isometry property (RIP) [3] , which limits the number n of sparse coefficients of a HR image patch ðn ffiffiffiffiffi N l p logN l =logðN h =N l Þ. N h and N l are the pixel numbers of HR and LR image patches, respectively [5] ). This limitation is much stronger than that of the sensing matrix Èðn N l logðN h =N l ÞÞ. Consequently, the orthogonal basis É should be substituted by a prelearned redundant dictionary D r from a training set in order to increase the sparsity of the HR image patch in the transformation domain alleviating this limitation. According to (1) , the problem of sparse coefficient reconstruction in our previous work [5] can be written as 0 ¼ argmin
where is a constant, denotes the sparse coefficients over the redundant dictionary D r , and 0 denotes the optimal solution of (2). Then, the reconstructed HR image can be estimated by x 0 h ' D r 0 . Although this method can generate HR images, the reconstructed results are not very satisfactory in noise suppression and edge sharpness. This is because the image sparse coefficients over a redundant dictionary are not randomly distributed, which can result in the l 1 -norm term smoothing out the fine details of an image. Furthermore, the redundant dictionary lacks the self-adaptation to image various structures, and is sometimes neither optimal nor stable to tend to generate visual artifacts [6] . Moreover, we neglect the local relationship between a pixel and its neighbors and the nonlocal relationship between an image patch and its spatial similar patches in the HR image reconstruction.
Recently, many local non-parametric regression models have been widely recognized and successfully used to handle many image processing problems, including denoising, deblurring, and interpolation [7] - [12] . Among these models, steering kernel regression (SKR) has found favor with researchers because of its edge sharpness preservation and self-adaptation to the local structure. Furthermore, another favored nonlocal model is called the nonlocal means (NLM) filter [13] , which utilizes the redundancy of similar patches far away in natural images to increase the robustness of the inverse reconstruction of deblurring [14] and super-resolution [15] , [16] . Inspired by aforementioned two models, we propose an improved method based on our previous work [5] by adding SKR and NLM models as two regularization terms. The SKR regularization can guarantee that the HR pixels are adaptive to various local structures, and the NLM regularization can guarantee that the generated HR image has a strong robustness. Furthermore, we present a more efficient clustering sub-dictionaries learning scheme instead of learning only one redundant dictionary, which can represent complex structures and increase the potential stability. Our method (CS-SKR-NLM-SR) also includes the training phase and the reconstruction phase.
The remainder of this paper is organized as follows: In Section 2, we give a brief background on SKR and NLM. In Section 3, we describe the details of CS-SKR-NLM-SR. In Section 4, we give experiments and comparative results. In Section 5, we draw conclusions.
Background

Steering Kernel Regression Model
The SKR model based on the local smoothness assumption that a target pixel can be weighted from a group of pixels is one of the most attractive tools in image restoration [12] . It is usually defined asx is the weighted coefficient matrix of the steering kernel that first analyzes the dominant orientation of image gradients and, second, considers the radiometric smoothing scalar within a local window. ! SKR ij is defined as
where C i is the symmetric gradient covariance based on differences in the local gray-values at x i , and h SKR is a pre-determined parameter to support the range of the steering kernel. The superscript T denotes the transpose operator. The solution of (3) iŝ
Z stands for the polynomial bases of Taylor series, which can be written as 
where vechðÁÞ stands for an operation to stack the lower triangular part of a matrix into a column vector [11] ,
denotes the row vectorized version of ! SKR ij in lexicographic ordering), and x col is a column vector of patch x i .
Nonlocal Means Filter Model
The NLM model is based on the assumption that natural images often show a rich amount of repetitive patterns. For a given image patch, we can find many other patches similar to it, which can be spatially either close to or far from it. The NLM model is usually defined aŝ
where x i denotes the central pixel of patch x i , x j ¼ ½x denotes the weighted coefficient matrix of patch x i , which is given by
where h NLM is also a pre-determined parameter to control the decay of (8) . X i and X l j denote the column vectors of the spatially similar image patches x i and x l j in lexicographic ordering, respectively [13] . G is a Gaussian kernel matrix, which results in a larger proportion to the pixels which are close to the center of x i in the weighting computation. The solution of (7) iŝ
Details of Our Algorithm
The block diagram of CS-SKR-NLM-SR is shown in Fig. 2 , which includes the training phase and the reconstruction phase.
Training Phase
The purpose of training phase focuses on how to generate clustering sub-dictionaries. In order to achieve this goal, we firstly construct a training dataset of various local image patches. We collect a set of HR natural images and cut them into a rich amount of image patches. Each partitioned patch is denoted by p i with a size of ffiffiffi n p Â ffiffiffi n p . Next, we select which patch can be involved in sub-dictionaries learning by comparing its intensity variance Varðp i Þ with a threshold Á (e.g., Varðp i Þ > Á). This patch selection criterion is to abandon the flat image patches and ensures that only significant image patches with various structures are involved in subdictionaries learning [2] . Then, we obtain M significant image patches S ¼ ½s 1 ; s 2 ; . . . ; s M .
Our goal is to generate K compact sub-dictionaries supporting these patches. Consequently, we need cluster M patches into K clustering patches, and learn a sub-dictionary from each of the clustering patches. However, since the human visual system is sensitive to the image edges, we use the bilateral filter to extract the features S h ¼ ½s
Next, we use the Gaussian mixture model (GMM) [17] to partition S h into K clustering patches. The GMM describes image patches with a mixture of Gaussian distributions [17] . Assume that there exist K Gaussian distributions fNð k ; k Þg 1 k K initially parameterized by their means k and covariances k . Each feature patch s h i is independently drawn from one of these Gaussians with an unknown index k i 2 ½1; K and a probability pðk i Þ, whose probability density function (PDF) selected by K models is
To estimate the maximum of the log-likelihood function P M i¼1 logðpðs h i ÞÞ of S h with the updating Gaussian parameters ð k ; k Þ, we use the MAP-EM algorithm which is an iterative procedure that alternates between two steps [17] . In the E-step, we estimate the PDF p r ðs According tok i , S h can be partitioned into K clustering patches. Consequently, the image patches S can be correspondingly clustered into K subsets C k ¼ ½c 1 ; c 2 ; . . . ; c k . Remarkably, the elements of c k tend to have similar patterns and the number of elements is limited. There is no need to learn only one redundant dictionary for C k . We just learn a compact sub-dictionary D k from c k in order to guarantee that all the elements can be successfully represented by D k . This learning scheme is not contradictory to our previous conclusion that the dictionary associated with CS should be redundant for generating the HR image [5] , it can be comprehended to partition the similar information represented by the redundant dictionary into a cluster, in which a sub-dictionary is learned. Hence, this learning scheme can provide more stable and efficient sub-dictionaries for the reconstruction phase. The sub-dictionaries learning scheme can be described as
where q k denotes the sparse coefficient matrix of c k . To solve (11), we use the principal component analysis (PCA) method, which is a classical signal de-correlation and dimensionality reduction technique that is widely used in pattern recognition and statistical signal processing [2] , [18] . Let Ã k denote the covariance matrix of c k , we apply the PCA method to the covariance matrix Ã k , and obtain an orthogonal transformation matrix O k , which can be treated as a subdictionary [2] . To improve the computational efficiency and reduce the error of sub-dictionaries learning, we optimally select the first
. . . ; o r 0 . Applying the above procedures to C k , we could get K compact sub-dictionaries D ¼ ½D 1 ; D 2 ; . . . ; D k , which will be used in the reconstruction phase.
Reconstruction Phase
In the above training phase, we synchronously obtain K pairs fD k ; k ; k g for C k . The subdictionary selection criterion of each patch of the HR image x h is based on the maximum generated PDF of Gaussian models. Each HR image patch has the same size as p i . However, x h is unknown in practice, and an initial estimation is given byx h ' D 0 . The sparse coefficient matrix can be obtained by where D 0 is an over-complete discrete cosine transform (DCT) basis to increase the sparsity of the initial HR image over D 0 . (D 0 can also be a learned redundant dictionary [5] . For ease of calculation, we choose the DCT basis as an alternative.) We use the two step iterated shrinkage algorithm (TWIST) [19] to solve (12) , then the sub-dictionary selection criterion of ith patchx hi of the initial HR imagex h is described as
x h hi represents the bilateral filtered output ofx hi . On this basis of the initial HR image, we add SKR and NLM models as two regularization terms into (12) , and use the selected subdictionaries for the final HR image reconstruction. Finally, the ith reconstructed HR patch is esti-
x hi is the central pixel ofx hi , and hi is the neighbors ofx hi .x hj denotes the first eight patches most similar tox hi , y li denotes the ith patch of the LR image, and i is the optimal solution of (14) . , and are regularization parameters. The final HR imagex h can be generated by averaging all of the reconstructed patcheŝ
R i is a matrix extracting the patchx hi , and N p is the number of HR image patches. Note that in (14) , the first l 2 -norm term is the fidelity term which guarantees the reconstruction error as small as possible; the second l 2 -norm term is the SKR regularization term which guarantees that the local structure of the reconstructed image is stable; the third l 2 -norm term is the NLM regularization term which guarantees that the nonlocal patches of the reconstructed image are similar and improves the robustness against noise; the last l 1 -norm term is the penalty term which guarantees that the reconstructed HR image is sparse in the sub-dictionaries domain. We utilize the iterative shrinkage algorithm [20] to solve (14) and set out a detailed solution procedure in Algorithm 1.
Algorithm 1 Compressive SR Imaging Based on Local and Nonlocal Regularizations
Initialization:
A. Compute an initial estimatex h using (12); B. Select sub-dictionaries with the initial estimatex h using (13) forx hi using (4) and (8) respectively; D. Set ; ; ; error , the maximal iteration number Iter and cycle index t ¼ 0. 2. Iteration:
B. Compute the improved estimatex error or t ! Iter , if this condition is satisfied, the final reconstructed HR image is generated by (15) , otherwise t ¼ t þ 1 and get to A.
In Algorithm 1, error is a pre-determined parameter to control the convergence, and Iter is the maximum number of iterations. softð; Þ is a soft thresholding function with threshold ¼ =, and should satisfy the condition that > kL T all L all k 2 [19] . To save computational cost and improve computational efficiency, we preset t 0 as an integer and update the matrices W SKR ij and W NLM ij only in every t 0 iterations. The selection of t 0 will be discussed in the next section.
Experimental Results
In this section we evaluate the proposed method. Twelve test images (see Fig. 4 ) selected from the Standard Database, the BSD300 Database, and the BSD500 Database are employed in our experiments. In all reconstruction experiments, 7 Â 7 patches (for HR images) with 6-pixel-width overlap between adjacent patches are used. The input LR image y l is generated from the original HR image by multiplying the operation L all , which includes a Gaussian low-pass operation with a mean of 0 and a standard deviation of 1.6, and a down-sampling operation with a factor of 3. We add the Gaussian white noise with two different noise levels (level ¼ 2:0 and level ¼ 6:0) into the LR images, respectively. We compare our method with four state-of-the-art methods: the bicubic interpolation, the Yang method (SC) [21] , the CS-SR method [5] , and the deep convolutional networks method (SRCNN) [22] from four image quality assessment metrics: peak signal-to-noise ratio (PSNR), measure of structural similarity index (SSIM) [23] , weighted peak signal-to-noise ratio (WPSNR) and measure of feature similarity index (FSIM) [24] . Since the human visual system is more sensitive to luminance changes, we apply five methods to the luminance component and use the bicubic interpolation for the chromatic components. Furthermore, all the experiments are performed on a PC running four cores of Intel Core 4 3.20 GHz CPU with 8 GB of RAM.
Experimental Settings
In the training phase of CS-SKR-NLM-SR, we randomly choose 20 frame HR images (i.e., flowers, humans, animals, and architectures) with different sizes from the BSD300 Database as the training samples. We preset Á ¼ 40 to discard the smooth image patches, and just retain M ¼ 12 500 patches with size 7 Â 7 randomly copped from the training samples. Then, we parti- respectively. Finally, we use the PCA method to learn sub-dictionaries from the 200 clusters and preset r 0 ¼ 49 to construct the sub-dictionaries.
In the reconstruction phase, we use the local window with size 5 Â 5 and the parameter h SKR ¼ 0:5 to compute the weighted coefficient matrix ! SKR ij . We also use the window with size 7 Â 7, the parameter h NLM ¼ 2:5 and the search radius of 13 Â 13 pixels to compute the weighted coefficient matrix ! 
Experimental Comparisons
Here, we focus on presenting comparative experiment results about aforementioned five methods. In order to ensure the impartiality of reconstructed results, we implement five methods in MATLAB (R2014b) environment and use the same training samples. The numerical results of PSNR, SSIM, WPSNR, and FSIM of the five methods with different noise levels are summarized in Tables 1 and 2 , respectively. In terms of the values of PSNR, SSIM, WPSNR, and FSIM, our proposed method achieves the best performance, especially at level ¼ 6:0. This is because the SKR regularity and the NLM similarity can substantially reduce the local smoothness and improve the robustness.
Next, we choose five reconstructed examples from aforementioned twelve test images to show the visual comparisons (see Figs. 5 and 6 ). We find that the reconstructed HR images by bicubic interpolation have so many jaggy defects and ringing artifacts even at level ¼ 2:0 due to its simplicity. Although SC [21] and CS-SR [5] are competitive methods in terms of visual quality at level ¼ 2:0, there are several relatively smooth patches in the reconstructed images at level ¼ 6:0. This is because SC [21] and CS-SR [5] are almost impossible to learn a universal LR/HR dictionary and a redundant dictionary that represent various structures of nature images. SRCNN [22] can produce sharp edges and fine structures, but it is still sensitive to noise, making some places look like contaminated at level ¼ 6:0. It is observed that our method obtains the best visual quality whether at level ¼ 2:0 or level ¼ 6:0. The reconstructed edges are much sharper than all the other four methods, and more image fine structures can be recovered, even in the presence of large noise.
Discussion on Computational Complexity
The major computational cost of our method is taken on three aspects: computing the weight matrix of SKR, computing the weight matrix of NLM, and computing the iteratively updating HR image. The computation of SKR weight matrix is based on estimating the steering matrix and the steering kernel. It totally takes about Oð4Nd 2 Þ þ OðN6 3 Þ for all the pixels to evaluate the SKR weights matrix one time, where N and d represent the HR image size and the local analysis window size, respectively [12] . The computation of NLM weight matrix not only depends on N and d , but also relates to the searching radius R h . Hence, it takes about OðNd 2 R 2 h Þ one time to evaluate the NLM weight matrix for all the pixels [7] . It is important to choose parameter t 0 , which determines how many times we calculate the weight matrices of SKR and NLM. We show the relationship among t 0 , running time and SSIM by using the Bike, Parrot, Leaves, Hat, Train, Koala, Children, and House images with Iter ¼ 720 and level ¼ 2:0 in Fig. 7 . From Fig. 7 , we find that if t 0 is set too large, the times for computing the weight matrices of SKR and NLM will become less, and the current weights matrix will be unsuitable to update the estimated HR image. If t 0 is set too small, the computational cost will become huge, but the SSIM is improved with a small amount. Consequently, three or four times are enough for calculating the weight matrix to obtain satisfactory results. Furthermore, it takes about OðN p nÞ to update the estimated HR image one time [19] . It takes about three or four times running time to reconstruct a 512 Â 512 image than that of a 256 Â 256 image by using the same parameters. Compared with the other four methods, our proposed method takes the longest running time to reconstruct an HR image due to the computation of SKR and NLM weight matrices but brings the best visual quality. How to guarantee the quality of reconstruction and simultaneously to reduce the running time will be the main direction of our research in the future.
Summary
In this paper, we propose an improved compressive super-resolution imaging algorithm by adding the SKR and NLM models as two regularization terms. The SKR regularization is used to reduce the local smoothness and the NLM regularization is used to increase the robustness. Furthermore, a clustering sub-dictionaries learning scheme is proposed to substitute learning only one redundant dictionary. This learning scheme not only improves the effectiveness but provides an adaptive sub-dictionary selection for various structures as well. The experimental results on twelve test images have shown that the proposed method is sure to outperform other different methods.
