A measurement-driven multi-target multi-Bernoulli (MeMBer) filter which modifies the MeMBer filter by the measurements information is proposed in this paper. The proposed filter refines both the legacy estimates and the data-induced estimates of the MeMBer filter. For the targets under the legacy track set, the detection probabilities derived from the measurements are employed to refine the multi-target distribution. And for the targets under the data-induced track set, the multi-target distribution is further improved by the modified existence probabilities of the legacy tracks. Unlike the cardinality balanced MeMBer (CBMeMBer) filter, the proposed filter removes the cardinality bias in the MeMBer filter by utilizing the measurements information. Simulation results show that, compared with the traditional methods, the proposed filter can improve the stability and accuracy of the estimates and does not need the high detection probability hypothesis.
Introduction
The multi-target tracking refers to estimating the number of targets as well as their individual states in the scenario of missed detection and false alarms. The random finite set (RFS) is an effective approach to multi-target tracking, as it does not need exact data association compared with joint probabilistic data association filter and multiple hypothesis tracking filter [1] . Among the solutions based on the RFS theory, the probability hypothesis density (PHD) filter is the most well-known one [2] . The PHD filter assumes that the number of targets is Poisson distributed and approximates the multi-target Bayes recursion by propagating the first-order moment. On the basis of the PHD filter, the Cardinalized PHD (CPHD) filter propagates the first-order moment as well as the cardinality distribution without making the Poisson assumption [3] ; thus the cardinality estimation of the CPHD filter is more accurate and stable than the PHD filter. Recently, further researches have been made to reduce the computational cost and improve the robustness of the PHD and CPHD filters [4] [5] [6] , and the multi-sensor extensions have also been developed [7] .
The MeMBer filter makes a more convincing approximation of the multi-target distribution than the PHD or CPHD filter, since it propagates the multi-target distribution as a multi-target multi-Bernoulli process. In the MeMBer filter, the tracks of targets are modeled by a multi-Bernoulli parameter set. For each target, its existence probability and probability density are estimated simultaneously; thus the MeMBer filter is a parametric approximation to the multitarget Bayes recursion. Unlike the PHD and CPHD filters, the MeMBer filter does not suffer from the problem of extraction of state estimates; however, because of the approximation made in the update step, the MeMBer filter is positively biased in cardinality. In order to fix this problem, the CBMeMBer filter was proposed [8] ; the bias is removed because the existence probabilities that correspond to data-induced tracks are calculated from the exact corresponding probability generating functional (p.g.fl.). In [9] , an alternative approach was proposed to remove the cardinality bias by modeling the spurious targets. The CBMeMBer filter was further improved to accommodate the unknown clutter and detection profile [10] . And to improve the estimation accuracy, the multiBernoulli smoother which consists of original CBMeMBer filter and backward smoothing was proposed in [11] . In addition, the multi-Bernoulli filter was also enhanced for multi-sensor tracking [12, 13] , extended target tracking [14, 15] , multipath multi-target tracking [16] , and group object tracking [17] .
Mathematical Problems in Engineering
However, both the original multi-Bernoulli filter and the improved methods above will reduce the contribution of the measurements to the posterior multi-target distribution especially when the cardinality of the legacy track is big enough. This problem was indicated in [18] and then an improved MeMBer (IMeMBer) filter which modifies the legacy estimates by the measurements was proposed; however, the derivation was not rigorous enough and it ignored the refinement of the data-induced tracks parameters.
In this paper, a measurement-driven multi-target multiBernoulli filter is proposed. In the original MeMBer and CBMeMBer filters, the updated tracks are composed of two parts, the first part represents the targets under the legacy track set, while the second part represents the targets under the data-induced track set. These two parts correspond to the individual updates of the assumed undetected targets and the joint updates of all the assumed detected targets, respectively. Therefore, when the measurements originate from a certain target with a high/low probability, the target's existence probability that corresponds to the update of the assumed undetected target should be low/high. In the MeMBer and CBMeMBer filters, however, the targets under the legacy track set are updated without the measurements set. To address this problem, the proposed filter utilizes the probabilities of measurements originating from targets to modify the updates of targets under the legacy track set. In addition, the proposed filter further refines the updates of targets under data-induced track set by the modified existence probabilities of the legacy tracks.
Background

Multi-Target Multi-Bernoulli Process. For a Bernoulli RFS
( ) , suppose that it is either an empty set with probability 1 − ( ) or a single element set with probability ( ) , and the probability density function is ( ) ( ), then the distribution function can be given by the following [1] :
and the p.g.fl. of ( ( ) ) is
where ⟨ , ℎ⟩ = ∫ ( )ℎ( ) . A multi-Bernoulli RFS is a union of independent Bernoulli RFSs, that is,
The distribution function of is as follows [1] :
where
In the p.g.fl. form, the distribution function in (4) is given by
MeMBer and CBMeMBer Filters.
In the MeMBer filter, the distribution of a multi-Bernoulli RFS is parameterized by existence probabilities and probability densities of hypothesized states. Given a parametric posterior distribution {(
=1 at time − 1, the MeMBer filter is formed according to the following two steps. Further details can be found in [1, 8, 9] .
Prediction.
The predicted distribution is still in the multi-Bernoulli form and consists of two independent multiBernoulli sets:
where {(
=1 denotes the multi-Bernoulli set of the newborn targets, and {( =1 models the surviving targets.
Suppose that each target survives from time − 1 with probability , ( −1 ) and the transition density is | −1 ( | −1 ); thus the predicted multi-Bernoulli RFS of surviving targets can be described by the following [9] :
2.2.2. Update. The posterior distribution at time is approximated by the union of the multi-Bernoulli RFSs for legacy tracks and data-induced tracks, that is,
The parameters in (10) are given by the following [9] :
where denotes the measurement set, , ( ) denotes the detection probability, , ( | ) denotes the likelihood function, and ( ) denotes the intensity of Poisson clutter at time .
In order to get (13) and (14), the MeMBer filter makes an approximation in the derivation process which leads to the cardinality bias. This bias is removed in the CBMeMBer filter because the existence probabilities of targets are calculated exactly. The CBMeMBer filter differs from the original MeMBer filter in the multi-Bernoulli RFS set for data-induced tracks, that is [8] 
Measurement-Driven MeMBer Filter
Problem Formulation.
While the prediction step of the MeMBer filter is accurate, the approximation made in the update step gives rise to the cardinality bias. Assume that the clutter is sparse, the p.g.fl. of the updated distribution can be approximated by the following [1] :
The first product in (17) which corresponds to the updates of assumed undetected targets is in the form of multiBernoulli, while the second product which corresponds to the updates of all the predicted targets is not of multi-Bernoulli form. To maintain the recursion of the MeMBer filter, Mahler set ℎ = 1 in the denominator of
This approximation ensures that the second product in (17) can also be written in the multi-Bernoulli form; however, it also leads to the fact that the existence probabilities calculated from (22) are not accurate enough which introduces the cardinality bias. Though the CBMeMBer filter removes the bias by calculating the exact existence probabilities instead, both of these two filters somewhat reduce the contribution that the measurements make to the posterior distribution. To fully use the measurements information, the probabilities of measurements originating from targets are deduced as follows and will be further used to refine the update step. Given measurement , it originates from either the targets with probability density ∑
⟩ or the clutter with probability density ( ); thus the probability of measurement originating from target can be computed as 4 Mathematical Problems in Engineering
Given all the measurements, the probability of measurements originating from target can be expressed as a union of all the individual corresponding probabilities, that is,
It is reasonable that ( ) has a significant impact on the value of
, denotes the existence probabilities of the assumed undetected target and the measurements contain the information about detection; however, there is no measurement information contained in the expression of ( ) , .
To solve this problem, while the prediction step of the original MeMBer filter is accurate [9] , the refinement of the updates under legacy track set and date-induced track set is given as follows.
Refinement of Updates under Legacy Track Set. Because of the detection information contained in
( ) , it is further used to refine the updates of legacy tracks which correspond to undetected targets. For each predicted target, when the probability ( ) is given, the corresponding p.g.fl.
( )
where the first term corresponds to the refined update of the target under legacy track set, and it is used in the following to deduce the expressions of modified existence probability and probability density, while the second term corresponds to part of the cardinality bias in the MeMBer filter, the other part of the cardinality bias will be represented in the next section. According to (18) and (25), the refined p.g.fl. of updated distribution under legacy track set can be expressed as
Let parameter pair (
) denote the modified existence probability and probability density; the expression of the parameters can be deduced as follows. Set ℎ = , the probability generating function of 
To obtain the expression of ∘( ) , , the intensity function
, is computed first by taking the Frechét derivative of
Dividing the intensity function in (28) by (27),
Equations (27) and (29) constitute the refined updates of targets under legacy track set; compared with (11) and (12), the existence probabilities are multiplied by (1 − ( ) ), while the probability densities have the same form.
Refinement of Updates under Data-Induced Track Set.
The updates under legacy track set and data-induced track set correspond to the assumed undetected targets and the assumed detected targets, respectively. For each target, since the update under legacy track set have been modified by the measurements in the previous section, the update under data-induced track set should also be modified, because they correspond to one same target and different models for one target lead to poor performance. If a target produces the measurement with a low probability, the contribution of the measurement to the update under data-induced track set will decrease.
Considering the analysis above, the data-induced updates are further refined as follows. Suppose that 
The intensity function is computed as
(34) And ∘ , ( ) is given by dividing (34) by (33):
Equations (27), (29), (33), and (35) constitute the refined update step of the proposed filter; compared with this filter, the CBMeMBer filter reduces the measurements' contribution to the update step and makes the approximation , ≈ 1 to obtain a valid * , ( ; ). Observe that there is no approximation on , in the proposed measurementdriven filter, the proposed filter removes the high signal-tonoise ratio assumption. However, they both assume that the clutter is not dense in order to obtain the approximation in (17).
Simulations and Discussions
In this section, the performance of the proposed measurement-driven multi-target multi-Bernoulli filter is validated via the following example shown in Figure 1 . There are at most ten targets that appear or disappear on this scene, and the births and deaths of targets occur at various time points 
where 2 . The probability of targets surviving from last time point is 0.99.
Suppose that the targets are observed with missed detection and clutter; when a target is detected, the observation is modeled by
is the measurement noise, For each filter, 500 Monte Carlo runs with same target tracks and randomly generated measurements are performed. Figure 2 shows the x and y components of the measurements, true tracks, and state estimates from the proposed filter. The results suggest that the proposed filter is able to track each individual target correctly and identify the births and deaths of various targets throughout the scenario. The crossings of targets are also well handled.
The mean values and standard deviations of the cardinality estimates for different filters are shown versus time in Figures 3 and 4 . The simulation results indicate that the three filters are all unbiased, while, for the stability of cardinality estimation, the proposed filter has the lowest standard deviation, and the IMeMBer filter has the worst performance because it does not modify the existence probabilities under data-induced track set.
The optimal subpattern assignment (OSPA) distance is used to evaluate the performance of different filters. The OSPA distance measures the metric between two RFSs based on an optimal assignment algorithm, and it consists of two components: cardinality error and localization error. The OSPA distance between = { 1 , ⋅ ⋅ ⋅ , } and = { 1 , ⋅ ⋅ ⋅ , } can be given by the following [11] : contribution of cardinality error and localization error to the OSPA distance, respectively. The localization error is given by
while the cardinality error is given by
Set = 1, = 100; Figure 5 shows the OSPA distances for the three filters. We can see that the proposed filter outperforms the IMeMBer filter, and the IMeMBer filter outperforms the CBMeMBer filter. Figure 6 shows the OSPA cardinality errors versus time for different filters. It can be seen that the proposed filter performs better than the other two filters for most of the time, and the CBMeMBer filter outperforms the IMeMBer filter. This is due to the mentioned fact that the IMeMBer filter produces the cardinalities under legacy tracks and datainduced tracks with different models which yields the poor performance, while the proposed filter refines the updates under both legacy and data-induced tracks with measurements information. Figure 7 shows the OSPA localization errors versus time for different filters. The results indicate that the localization estimation performance of the IMeMBer filter is significantly better than that of the CBMeMBer filter; since Figure 6 shows that the differences between cardinality estimation for these two filters are relatively insignificant, it is reasonable that the OSPA distances for the IMeMBer filter are lower than those for the CBMeMBer filter which can be seen in Figure 5 , while, for the measurement-driven filter, all the simulation results above show that the proposed filter outperforms the other two filters in both localization and cardinality estimation. Figure 8 shows the time-averaged OSPA distances for different filters with different detection probabilities. As expected, the proposed filter outperforms the other two filters, and the IMeMBer filter outperforms the CBMeMBer filter. The performance of the CBMeMBer filter gets worse faster with the decrease of detection probability than the other two filters. The results are due to the fact that the CBMeMBer filter assumes , ≈ 1 while the other two filters make no such assumption on , . 
Conclusions
The MeMBer filter is positively biased in cardinality because of the approximation made in the update step. To remove this bias, the CBMeMBer filter utilizes the exact corresponding p.g.fl. to calculate the data-induced cardinality estimates. However, both these two filters give insufficient consideration to the measurements. In this paper, a measurement-driven MeMBer filter is proposed, compared with the MeMBer and CBMeMBer filters, the proposed filter uses the measurements information to refine both legacy and date-induced estimates which makes the filter more stable and accurate. The main work of the paper can be summarized as follows.
(1) To refine the updates under legacy track set, the probabilities of measurements originating from targets are deduced and used to refine the p.g.fl. of updated distribution under legacy track set. The modified legacy estimates of existence probabilities and probability densities are further deduced from the refined p.g.fl..
(2) To refine the updates under data-induced track set, the modified existence probabilities of legacy tracks are directly used to improve the multi-target distribution of data-induced tracks.
(3) Simulations are made to compare the performance of the CBMeMBer, IMeMBer, and measurement-driven MeMBer filters. The results show that the proposed filter has more accurate and more stable localization and cardinality estimation, which validates the effectiveness of the proposed filter.
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