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We analyze the fluctuation-driven escape of particles from a metastable state under the influence
of a weak periodic force. We develop an asymptotic method to solve the appropriate Fokker-Planck
equation with mixed natural and absorbing boundary conditions. The approach uses two boundary
layers flanking an interior region; most of the probability is concentrated within the boundary layer
near the metastable point of the potential and particles transit the interior region before exiting the
domain through the other boundary layer, which is near the unstable maximal point of the potential.
The dominant processes in each region are given by approximate time-dependent solutions matched
to construct the approximate composite solution, which gives the rate of escape with weak periodic
forcing. Using reflection we extend the method to a double well potential influenced by white noise
and weak periodic forcing, and thereby derive a two-state stochastic model–the simplest treatment
of stochastic resonance theory–in the nonadiabatic limit.
I. INTRODUCTION
The escape of particles from a metastable state un-
der the influence of noise is a classical problem in non-
equilibrium statistical mechanics [1]. Calculating the rate
of escape can be approached in a variety of ways [see e.g.,
2–5, and Refs. therein]. An important extension of the
original escape problem includes the influence of periodic
forcing, with a phase that impacts the escape rate [6, 7].
Of particular relevance here is the problem of stochastic
resonance, wherein the combined effect of background
noise and weak periodic forcing control the state of the
system [8–10]. Indeed, because of the compelling conse-
quences of such resonances, there are many methods that
have been developed to calculate the escape rate, rang-
ing from eigenfunction expansions [11] to path-integrals
[12, 13]. However, the simplest solution used to study the
principle characteristics of stochastic resonance appeals
to the approximation of the adiabatic limit [14].
Recently, concepts of stochastic resonance have been
utilized in numerous fields including sensory biology [e.g.,
15, 16], image processing [e.g., 17, 18], signal detection
and processing [e.g. 19, 20], and energy harvesting [e.g.,
21, 22]. The broad impact of stochastic resonance is of-
ten viewed as counter-intuitive because rather than back-
ground noise obscuring the detection of a weak signal, it
leads instead to an enhancement of that signal.
The canonical configuration of stochastic resonance fo-
cuses on particles in a double-well potential influenced by
white noise and weak periodic forcing. Although there
are multiple time-scales involved in the dynamics, the
principal interest concerns the time it takes for a particle
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to transition from one stable point in the potential to
the other. Hence, it is common to consider a two-state
model using a master equation that describes the time-
evolution of the probability density of two discrete states
and their exchange rates [14]. Thus one uses the classi-
cal escape rate from one metastable point; when the rate
is independent of the slowly varying phase of the peri-
odic forcing, this is called the adiabatic limit. However,
considering the extent of the fields in which stochastic
resonance plays a role, from climate to engineering to
biology [23], it is of interest to go beyond the adiabatic
limit. Here we address the nonadiabatic situation, in the
two-state framework, to determine the escape rate when
the phase of the periodic forcing does not vary slowly. To
achieve this we introduce an asymptotic method to ob-
tain an explicit expression for the escape rate, and in so
doing we show how to transform the original double-well
potential problem into the two-state model.
II. ESCAPE RATE UNDER PERIODIC
FORCING
First, we consider the escape rate from the metastable
region of a potential U(x) under the influence of weak
periodic forcing Acos(ωt) and noise induced fluctuations,
as shown in Fig. 1. The Fokker-Planck equation for this
situation is
∂P
∂t˜
=
∂J˜
∂x˜
where
J˜ =
[
dU˜
dx˜
−A cos(ωt˜)
]
P + σ2
∂P
∂x˜
, (1)
with boundary conditions P (x˜ = −∞, t˜) = P (x˜ =
xmax + χ, t˜) = 0, wherein the tilde’s denote dimensional
variables. We assume that the magnitude of the noise,
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FIG. 1. Schematic of the escape rate problem with potential
U(x), periodic forcing Acos(ωt), and noise with magnitude σ.
The width of the three regions BL1, BL2 and Interior, are
overlain on the potential.
σ, and the amplitude of the periodic forcing, A, are both
small (in the precise sense outlined below), and that
χ = O(∆x). The potential U has the characteristic “dif-
fusivity” scale, ∆U = Umax − Umin, and length scale,
∆x = xmax − xmin, which leads to the three parameters
 =
σ√
∆U
, r =
A∆x
σ2
, and Ω =
ω(∆x)2
∆U
.
(2)
Using the dimensionless variables x = (x˜ − xmax)/∆x,
t = ∆U(∆x)2 t˜, U = (U˜ −Umax)/∆U and J = J˜/(ω∆x), Eq.
(1) becomes
∂P
∂t
=
∂J
∂x
=
∂
∂x
[
dU
dx
− 2r cos(Ωt)
]
P + 2
∂2P
∂x2
, (3)
with boundary conditions P (x = −∞, t) = P (x =
χ/∆x, t) = 0, and the local minimum and maximum are
at x = −1 and x = 0 respectively.
The underlying scaling assumptions are that  1 and
r = O(1). The small magnitude of  is associated with
the kinetic energy of a particle near the minimum of the
potential being much less than the potential energy, ∆U ,
necessary to escape from it. The assumption that the
external forcing, Acos(ωt), is weak relative to the ther-
mal noise is embodied by r ∼ O(2). The dimensionless
frequency, Ω, is the ratio of the time-scale for a particle
to reach a quasi-stationary state near the potential mini-
mum, (∆x)2/∆U , to the oscillation time-scale ω−1 of the
potential. The assumption that Ω  1 implies that the
period of the external forcing is much longer than the
time required for a particle to reach a quasi-stationary
state near the minimum. This assumption facilitates the
asymptotic matching procedure near the maximum.
A. Potential Minimum – Boundary Layer 1 (BL1):
|x+ 1| ∼ O()
Near x = −1, the potential U(x) can be approximated
as U ' −1 + 12a(x + 1)2, where a ≡ |U ′′min|. Thus, we
rewrite Eq. (3) in terms of a state variable PB1(η, t) that
depends on the stretched coordinate η = (x+ 1)/:
∂PB1
∂t
=
∂
∂η
(aηPB1)− r cos(Ωt)∂PB1
∂η
+
∂2PB1
∂η2
. (4)
The leading-order solution, written in terms of the orig-
inal position variable, is
PB1(η, t) = n1
√
a
2pi2
exp
[
− a
22
(x+ 1)2
]
, (5)
where n1, which will be determined as part of the match-
ing procedure, is a slowly-varying function of time sat-
isfying 1n1
dn1
dt  1. Implicit in this solution is therefore
that the probability density reaches a quasi-steady state
around the potential minimum, which arises because the
weak noise in system drives only a small leakage of prob-
ability across the barrier at the maximum.
B. Potential Maximum – Boundary Layer 2 (BL2):
|x| ∼ O()
Near the maximum (x = xmax) we let x = ζ and the
potential U can be approximated as U ' − 12b2ζ2, where
b ≡ |U ′′max|. Hence, Eq. (3) is rewritten in terms of the
state variable PB2(ζ, t) as
∂PB2
∂t
= − ∂
∂ζ
(bζPB2) +
∂2PB2
∂ζ2
+O(). (6)
Equation (6) must be solved subject to PB2(ζ =∞, t) =
0 and that the solution match to that for the interior
region between the extrema of the potential, outlined
presently. The match, however, implies that the solution
for the interior delivers a probability flux to the bound-
ary layer around the maximum that varies periodically in
time with frequency Ω. This precludes a straightforward
solution of Eq. (6) if Ω = O(1).
Instead, we avoid solving the boundary-layer problem
for BL2 for general Ω, and adopt the convenient approx-
imation that the oscillation frequency is small, Ω  1.
This allows us to neglect the left-hand side of Eq. (6)
and write the quasi-stationary approximation,
PB2 ≈ D0
[
1−
√
b
2pi2
∫ x
−∞
exp
(
−bz
2
22
)
dz
]
exp
(
bx2
22
)
.
(7)
C. Interior Region
Within the interior region between the two extrema in
the potential, the rapid exponential decline of the prob-
ability P suggests that we adopt a WKBJ-type ansatz,
viz.,
P ∼ exp [−−2U + S(x, t)] , (8)
3from which the leading-order Fokker-Planck equation is
∂S
∂t
+
dU
dx
∂S
∂x
= r
dU
dx
cos(Ωt). (9)
The characteristic curves of Eq. (9) are given by
dx
dt
=
dU
dx
≡ U ′(x) and
dS
dx
= rcos(Ωt), (10)
which begin at x = −1 when t → −∞ where S = Smin,
and converge to x = 0 as t → ∞ where S = Smax. The
solution is
S = Smin + r
∫ x
−1
cos{Ω [t+ T (z)− T (x)]}dz, (11)
where
T (x) =
∫
dx
U ′(x)
. (12)
Note that, in the limit that Ω  1, an integration by
parts furnishes the simpler approximation,
S ' Smin + r(x+ 1)cos(Ωt)
+ rΩ sin(Ωt)
∫ x
−1
(z + 1)T ′(z)dz. (13)
This approximation exposes an issue with general solu-
tion in Eq. (11): the transit time function T (x) in Eq.
(12) diverges logarithmically for x→ xmin or x→ xmax.
This does not present a problem at the potential mini-
mum in view of the integration limits in either Eq. (11)
or (13), but it does obscure the limit to the maximum.
In fact, for |x| = O(δ) with 1  δ  , the interior so-
lution should actually be matched to the boundary-layer
solution, leaving T ∼ −b−1 log δ + O(1). Thus we write
Eq. (12) as
Smax ∼ Smin + r
∫ δ
−1
cos{Ω [t+ T (z)− Tmax]}dz, (14)
where Tmax ∼ t0 − b−1 log δ and t0 is an (undetermined)
order-one constant time shift that should, in principle,
be fixed by a matching argument.
D. Asymptotic Matching & Uniform
approximation
Asymptotic matching near the local minimum leads to
Smin ∼ log
[
PB1e
U/2
]
η→∞
' log
(
n1
√
a
2pi2
)
− 1
2
,
(15)
and near the local maximum it is required that
Smax ∼ log
[
PB2e
U/2
]
ζ→−∞
' logD0. (16)
The preceding results suggest an approximation that is
valid throughout the two boundary layers and the interior
region:
P ≈n1
√
a
2pi2
[
1−
√
b
2pi2
∫ x
−∞
e−bz
2/22dz
]
×
exp
[
− (1 + U)
2
+ r
∫ min(x,−)
−1
cos{Ω [t+ T (z)− T (x)]}dz
]
.
(17)
In the small frequency (Ω 1) approximation, Eq. (17)
becomes
P ≈n1
√
a
2pi2
[
1−
√
b
2pi2
∫ x
−∞
e−bz
2/22dz
]
× exp
[
− (1 + U)
2
+ r(x+ 1)cos(Ωt) + rΩ sin(Ωt)
∫ min(x,−)
−1
(z + 1)T ′(z)dz
]
.
(18)
Near x = ±1, this approximation reduces to the two
boundary layer solutions in Eqs. (5) and (7), with D0
given by the relevant approximation of Eq. (16), whereas
in the interior it reduces to the solution implied by Eq.
(13). Note that the limit of the last integral in (18) in-
troduces the approximation δ ≈ , thereby furnishing a
solution that depends on only a single small parameter
and avoids any exercise in matching.
E. Exit Rate
Now, we construct the exit rate by a suitable integra-
tion of the Fokker-Planck equation (3) as follows. Note
that
d
dt
∫ 0
−∞
Pdx =
∫ 0
−∞
∂J
∂x
dx = J |x=0, (19)
4and because the probability is principally concentrated
near the minimum, x = −1, we have
∫ 0
−∞
Pdx ' 
∫ ∞
−∞
PB1dη = n1. (20)
The flux at the origin is given by
J |x=0 ' 2 ∂P
∂x
= −2D0
√
b
2pi2
. (21)
Hence, by combining Eqs. (16) and (17) we obtain
dn1
dt
= −
√
ab
2pi
exp
(
− 1
2
+ r
∫ δ
−1
cos{Ω[t+ T (z)− Tmax]}dz
)
n1, (22)
thereby giving the escape rate R ≡ 1n1 dn1dt as
R =
√
ab
2pi
exp
(
− 1
2
+ r
∫ δ
−1
cos{Ω[t+ T (z)− Tmax]}dz
)
. (23)
In the small frequency (Ω 1) approximation, by combining Eqs. (16) and (18) we have
R =
(√
ab
2pi
− 1
2
√
a√
2pi
rcosΩt
)
exp
(
− 1
2
+ rcosΩt+ rΩsinΩt
∫ δ
−1
(z + 1)T ′(z)dz
)
. (24)
F. Adiabatic Limit
In the adiabatic limit, we discard the terms containing
factors of Ω in Eq. (18), to arrive at
Pad = n1
√
a
2pi2
[
1−
√
b
2pi2
∫ x
−∞
e−bz
2/22dz
]
exp
[
− (1 + U)
2
+ r(x+ 1)cos(Ωt)
]
, (25)
with the associated escape rate
Rad =
√
ab
2pi
exp
[
r cos(Ωt)− 1
2
]
. (26)
G. The cubic potential
For the cubic potential
U˜ = Umax −∆U
[
(x˜− xmax)2
2(∆x)2
+
(x˜− xmax)3
3(∆x)3
]
, (27)
with
U = −3x2 − 2x3, dU
dx
= −6x(x+ 1), a = b = 6.
(28)
Hence we have
T (x) =
1
6
log
(
1 + x
−x
)
, (29)
S = Smin + r
∫ T (x)
−∞
cos{Ω[τ + t− T (x)]}
cosh2( 12τ)
dτ, (30)
and
R =
3
pi
exp
[
− 1
2
+ r
1
6Ωpi
sinh( 16Ωpi)
cosθ
]
, (31)
where
θ ≡ Ω(t− Tmax) ' Ω
(
t+
1
6
log 
)
,
if we again set δ = −.
In Fig. 2(a) we compare a numerical solution of the
Fokker-Planck Equation, (3), with the non-adiabatic
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FIG. 2. (a) Comparison of the numerical solution to
the Fokker-Planck Equation (Eq. 3, solid), with the non-
adiabatic (Eq. 17, dashed), the non-adiabatic in the small Ω
approximation (Eq. 18, dashed-dot) and the adiabatic (Eq.
25, dotted) analytic solutions, in the case of the cubic po-
tential U = −3x2 − 2x3. The parameter values are r = 1,
 = 0.1 and Ω = pi/5. (b) The associated escape rates,
Jx=0/
∫ 0
−∞ Pdx, for the numerical (solid), non-adiabatic (Eq.
31, dashed red), non-adiabatic in the small Ω approximation
(Eq. 24, dashed-dot) and adiabatic (Eq. 26, dashed black)
analytic solutions.
(Eqs. 17 and 18) and adiabatic (Eq. 25) analytical so-
lutions. Our numerical method for Eq. (3) is based on
the implicit finite difference scheme introduced by Chang
and Cooper [24]. Both of the non-adiabatic analytical
solutions match the numerical solution at the percent-
age level of accuracy, save for the transition region from
the interior to the boundary layer near the maximum
(x = 0). However, the adiabatic solution differs substan-
tially from both of the others, as is particularly evident
when Ωt = pi/2 where the non-adiabatic contribution,
sin(Ωt), is maximal.
In Fig. 2 (b) we show the time evolution of the escape
rates for the four solutions, defined as Jx=0/
∫ 0
−∞ Pdx
for the numerical solution. To calculate the analytical
solutions, we use the approximation n1 = 1, which is ac-
curate to machine precision for the parameter settings
and times used in the figure (likewise, for the double-well
potential below, we use the approximation n1 = n2 = 0.5
in comparing the asymptotic predictions with numerics
in Fig 4). The non-adiabatic analytical solutions com-
pare well with the numerical solution, whereas there is
a pronounced deviation of the adiabatic solution in both
phase and amplitude of the maximum escape rates.
Here again, the non-adiabatic analytic solutions com-
pare well with the numerical solution, whereas there is
a pronounced deviation of the adiabatic solution in both
phase and amplitude of the maximum escape rates.
III. DOUBLE-WELL POTENTIAL AND
STOCHASTIC RESONANCE
We now treat Brownian particles in a double-well po-
tential under the influence of weak periodic forcing, which
is the original configuration of stochastic resonance [8, 9].
By reflection of Fig. 1 we extend the approach described
above to construct the approximate solutions in the five
regions shown in Fig. 3. The potential U˜ is scaled as
before, so that U = (U˜ −Umax)/∆U , where ∆U is now a
measure of the height of the barrier, and we define ∆x as
half the distance between the two minima. As the poten-
tial may not be symmetrical, this translates to a scaled
potential that vanishes at x = 0 and takes the values U1
and U2 at the two minima x1 and x2, respectively. We
replace the absorbing boundary near the local maximum
with the usual boundary condition, P (±∞, t) = 0, in-
suring that the probability is conserved throughout the
entire domain as particles move between the two minima.
-1.5 -1 -0.5 0 0.5 1 1.5
x
-0.4
-0.2
0
0.2
U
⌘1 = x  xN1
|⌘1| ⇠ O( )
Boundary 1  
: BL1
UN1
xN1
Acos(!t)x
Interior 1
Boundary_Max   
: BL_max
xmax
Umax
⇣ = x  xmax
|⇣| ⇠ O( )
Interior 2
⌘2 = x  xN2
|⌘2| ⇠ O( )
Boundary 2  
: BL2
UN2
xN2
FIG. 3. Schematic of the five regions in the double-well
potential U(x) under the influence of weak periodic forc-
ing, Acos(ωt), in which we find approximate solutions to the
Fokker-Planck Equation.
The asymptotic solution is
P =

n1
√
a1
2pi2 exp
[− a122 (x− x1)2] , BL1
exp
(
S1 − U2 + r
∫ x
−1 cos[Ω(t+ T (z)− T (x))]dz
)
, Interior 1[
D0 +D1
√
b
2pi2
∫ x
−∞ exp
(
− bz222
)
dz
]
exp
(
bx2
22
)
, BLmax
exp
(
S2 − U2 + r
∫ x
1
cos[Ω(t+ T (z)− T (x))]dz) , Interior 2
n2
√
a2
2pi2 exp
[− a222 (x− x2)2] , BL2
6where a{1,2} = U ′′(x{1,2}), and the “constants” of inte-
gration, n1, n2, S1, S2, D0 and D1 must be connected by
matching the five solutions together. In particular, we
find
S{1,2} = log
(
n{1,2}
√
a{1,2}
2pi2
)
+
U{1,2}
2
, (32)
D0 = exp
(
S1 + r
∫ −
−1
cos[Ω(t+ T (x)− T (−))]dx
)
and
D0 +D1 = exp
(
S2 + r
∫ 
1
cos[Ω(t+ T (x)− T ())]dx
)
,
(33)
if we again make the approximation that the match can
be accomplished at x = ±. Again, more compactly we
have
P ' n1
√
a1
2pi2
exp
(
−U
2
+ r
∫ min(x,−)
−1
cos[Ω(t+ T (x′)− T (min(x,−)))]dx′
)
+
[
n2
√
a2b
2pi2
exp
(
−U
2
+ r
∫ max(x,)
1
cos[Ω(t+ T (x′)− T (max(x, )))]dx′
)
−n1
√
a1b
2pi2
exp
(
−U
2
+ r
∫ −
−1
cos[Ω(t+ T (x′)− T (−))]dx′
)]∫ x
−∞
exp
(
− b
22
x′2
)
dx′. (34)
In the small frequency (Ω 1) approximation, Eq. (34) becomes
P ' n1
√
a1
2pi2
exp
(
−U + 1
2
+ r(x+ 1)cos(Ωt) + rΩsin(Ωt)
∫ min(x,−)
−1
(z + 1)T ′(z)dz
)
+
[
n2
√
a2b
2pi2
exp
(
−U + 1
2
+ r(x− 1)cos(Ωt) + rΩsin(Ωt)
∫ max(x,)
1
(z − 1)T ′(z)dz
)
−n1
√
a1b
2pi2
exp
(
−U + 1
2
+ r(1− )cos(Ωt) + rΩsin(Ωt)
∫ −
−1
(z + 1)T ′(z)dz
)]∫ x
−∞
exp
(
− b
22
x′2
)
dx′. (35)
Global conservation of probability implies that∫∞
−∞ P ' n1 + n2 = 1, where dn1dt = J |x=xmax , which
leads to
dn1
dt
= 2D1
√
b
2pi2
, (36)
or equivalently
dn1
dt
= −R1n1 +R2n2 = R2 − (R1 +R2)n1, (37)
where
R{1,2} =
√
a{1,2}b
2pi
exp
(
−U{1,2}
2
)
exp
(
r
∫ {−,}
{−1,1}
cos[Ω(t+ T (x)− T ({−, }))]dx
)
. (38)
are the escape rates from x{1,2} through xmax. Equation (37) has the same form as the two-state Master equation
used in other approaches to stochastic resonance theory [e.g., 14].
In Fig. 4 we compare the numerical and analytic solu-
tions from Eqs. (34) and (35), for the double well poten-
tial U = 14x
4 − 12x2.
Because our approach is a reflection of the escape cal-
culation described in the previous section, we expect the
match to be good, save for the same transition region,
7here between the two interior regions and the central
maximum.
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FIG. 4. We compare the numerical (solid), non-adiabatic (Eq.
34, dashed) and non-adiabatic in the small Ω approximation
(Eq. 35, dashed-dot) analytic solutions for the probability
density profiles, P exp
(
U
σ2
)
, in the double-well potential U =
1
4
x4 − 1
2
x2 with A = 0.01, σ = 0.1 and ω = pi/20, which is
equivalent to r = 1,  = 0.2 and Ω = 4ω.
IV. CONCLUSION
We have developed an asymptotic method of calculat-
ing the probability density function and the associated
escape rate of Brownian particles from a metastable state
under weak periodic forcing. The approach uses bound-
ary layers near the two extremes, where the potential
U(x) is approximately quadratic and the time-dependent
linear Fokker-Planck equations can be solved. In the in-
terior layer separating these, an advection-dominated so-
lution is constructed and the three approximate solutions
are matched. Because the evolution of the total proba-
bility is equal to the probability flux at the absorbing
boundary, we can integrate Fokker-Planck Equation over
the complete domain and determine the escape rate in the
non-adiabatic limit. Finally, by reflection we extended
this asymptotic approach to the problem of a double-well
potential with weak periodic forcing to find a solution to
the problem of stochastic resonance in the non-adiabatic
case. Given the ubiquity of stochastic resonance, this
result is likely of the broadest relevance.
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