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ABSTRACT 
Let Yn( F) denote the space of all n X n symmetric matrices over a field F. Let t 
be a positive integer such that t < n. A subspace W of pn(F) is said to be a 
S-subspace provided that the rank of every matrix in W is bounded by t. Meshulam 
showed, under the assumption IFI > n + 1, that the maximal dimension of a T-sub- 
space of Yn(F) is given by 
max{(‘t;l),(ki’) +k(n-k)) if t=2k, 
max{(‘~‘),(“fL1)+k(n-k)+l} if t=2k+l. 
Provided that we also assume char F f 2, we show here that any Z-subspace of Pn(F) 
of maximal dimension is congruent to 
W,(n,t) = {A eYn(F):aij = Oif i > t orj > t}, 
*The research of this author was supported by the Fund for the Promotion of Research at 
the Technion. 
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or 
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{A EY”(F): aij = Oif i > k andj > k}, if t = 2k, 
{A EYn(F):aii = Oifi>kandj>k, 
\ and (i,j) f (k + 1, k + l)), if t=Zk+l. 
Which of the two possibilities occurs depends on the values of n and r. 
1. INTRODUCTION 
Let F be a field and let m, n be positive integers. Denote by F”‘~” the 
space of all m X n matrices over F, and by Pn(F) the space of all n X n 
symmetric matrices over F. Let t be a positive integer such that t < 
minim, n}. A subspace W of F’“,” is said to be a t-subspace provided that 
the rank of every matrix in W is bounded above by t. t-subspaces of Pn(F) 
are defined analogously (here t < n). 
The problem of determining the structure of t-subspaces is very interest- 
ing and difficult. Several works on the subject have appeared, but much more 
has to be studied. Here we consider the easier problem of giving an upper 
bound for the dimension of a i-subspace. Flanders [4] showed that if W is a 
t-subspace of F”- “, then 
dimW< max{mt,nt}. (1.1) 
Flanders assumed that (FI > t + 1. He also characterized the t-subspaces of 
F”,” for which equality holds in (1.1) provided also that char F f 2. 
Atkinson and Lloyd [l] extended Flanders’s work, and managed to remove 
the assumption on char F in the case of equality in (1.1). 
Meshulam [5] reproduced Flanders’s result (assuming m = n), removing 
all restrictions on F. His approach is combinatorial. Later, Meshulam [6] 
computed the maximal dimension of a t-subspace of Yn(F), assuming 
IFI > n + 1 (see Theorem 5.1). Meshulam’s interesting approach in the 
symmetric case is of the same flavor as in the nonsymmetric case, and some 
of it will be reflected in our work. 
Meshulam did not characterize the S-subspaces of Yn(F) for which the 
maximal dimension is attained. It is our purpose here to obtain this character- 
ization. 
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The paper is organized as follows: Section 2 contains some definitions and 
notation. Section 3 contains graph theoretic preliminaries. Section 4 contains 
some matrix theoretic lemmas which are used in the proof of the main result. 
Sections 5 and 6 constitute the main part of our work. In Section 5 we show 
that a t-subspace of Pn(F) f o maximal dimension must possess a basis of a 
special type. This is done using Meshulam’s approach. In Section 6 we prove 
our main result, using linear algebraic methods. 
2. SOME DEFINITIONS AND NOTATION 
Let A E F”‘, ‘I. We denote by At the transpose of A. If A is square, we 
denote its determinant by det A. A[ (YIP] denotes the submatrix of A based 
on row indices from CY and column indices from /3. A[ LY 1 (Y ] is denoted by 
A[ CY]. The rank of A is denoted by p(A). We let Eij denote the matrix all of 
whose entries are 0 except the entry in the i, j position, which is 1. 
Given any subspace W of P,,(F) and an invertible S E F”, n, define 
SWSt = {SAS’ : A E W}. Given two subspaces W and W’ of Pn(F), we say 
W’ is congruent to W if there exists an invertible S E F", ” such that 
W’ = SWS’. 
Let t be a positive integer such that t < n. We define 
rn-{(‘~‘),(~~‘)+~(n-k)) if t =Zk, 
a(n,t) = 
max((t:l),(kil)+k(n-k)+l) if t=Zk+l. 
REMARK 2.1. It is easy to check that 
(a) if t = 2k, then 
if n < 2.5k + 0.5, 
a(n,t) = if n > 2.5k + 0.5; 
a(n,t) = (t i ‘) = (” i ‘) + k(n -k) if n = 2.5k + 0.5; 
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if n < 2.5k + 2.5, 
a(n,t) = +k(n -k) + 1 if n > 2.5k + 2.5, 
cx(n,t)=(til)=(kll)+k(n-k)+l if n=2.5k+2.5. 
The following lemma is readily verified. 
LEMMA 2.1. Letr>2 andletx,,~,,..., x, be natural numbers. Then 
and equality holds if and only if at least r - 1 of the given numbers are equal 
to 1. 
Finally, let N = {1,2, . . . , n}. 
3. GRAPH THEORETIC PRELIMINARIES 
All graphs considered here are undirected, but may have loops. 
edge e of a graph whose vertex set is N is a nonempty subset 
cardinality < 2, and we write 
Thus, an 
of N of 
]el = 
i 
’ 
if e = {u) for some u E N, 
2 if e=(u,v}forsomeu,v~N,u#v 
(so le] = I if and only if e is a loop). 
A graph G is said to be simple if it has no loops. 
We assume that the reader is familiar with some of the basic notions of 
graph theory. Suppose that G is a simple graph with vertex set N. If S c N, 
we let G[ S] denote the subgraph of G induced by S, and G \ S denote the 
subgraph of G induced by N \ S. Let C,(G) denote the number of odd 
components of G. 
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Let B be a graph (possibly with loops) with vertex set N. The number of 
edges of B is denoted by 1 B I. A set B ’ of mutually disjoint edges of B is 
called a matching of B. Define 
p(B) = max c lel : B ’ is a matching of B 
> 
. (3-l) 
t?SB’ 
If G is a simple graph on N, let v(G) be the maximum number of edges in 
any matching. Then clearly, 
p(G) = 2v(G). 
Given any positive integer t such that t < n, let 
u(n,t) = max{lBI: B isagraphon N with p(B) <t}. (3.2) 
We now define several graphs, all based on the vertex set N. Thus, we 
describe them by listing their edge set. 
DEFINITION 3.1. 
(a) Let 2 be a positive integer such that 1 < n. Then 
G,(n,Z) = {{i,j} :l <i <j <Z). 
(b> Let 1 b e a p ‘t’ osr rve integer such that 21 Q n. Then 
G,(n,Z) = {{i,j}:l <i ,<Z,i <j <n}. 
(c) Let Z be as in (a). Then 
B,(n,Z) = {{i,j} : 1 < i <j < I). 
(d) Let 1 b e a p ‘t’ osr rve integer such that 1 Q n. Then 
B,(n,Z) = 
{{i,j} : 1 < i < Z/2, i <j < n} if 1 is even 
({i,j} : 1 < i < [Z/2], i <j < n} U (1 + [Z/2]} if 1 isodd. 
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REMARK 3.1. The following are easily verified: 
(a) IG,(n, 111 = 
( 1 
6 , v(G,(n, 1)) = [Z/21; 
6) IG,h 01 = ; 
( i 
+ Z(n - Z), v(G,(n, Z>> = Z; 
Cc> IB,(n, Z>l = (Z ; ‘)> /.dB,(n, I)) = Z; 
(d) Let m = [Z/2]. Then 
+m(n-wz) if 1 is even, 
+m(n-mm)+1 if 1 is odd, 
and p( B,( n, I)) = 1. 
LEMMA 3.1 [2]. Let G be a simpb graph on N. Then 
n - 2v(G) = ?=ax{CI(G\X) - IX]]. 
i 
LEMMA 3.2 [3]. Let k be a positive integer such that 2k + 1 < n. Let G 
be a simple graph on N such that v(G) < k. Then 
IGI < max{lG,(n,2k + l)l,lG,(n,k)l}. (3.3) 
Zf equality holds in (3.31, then G is isomorphic to G,(n, 2k + 1) or G,(n, k) 
(or both possibilities can occur ij IG,(n, 2k + 111 = IG,(n, k)l). 
We now consider the quantity u(n, t). It turns out that it is crucial in 
obtaining the maximum dimension of a t-subspace of Yn(F) (cf. [6]) and in 
our characterization of t-subspaces whose dimension is maximal. Meshulam 
proved: 
THEOREM 3.1 [6]. Let t be a positive integer such that t < n. Then 
u(n,t) = max{lB,(n,t)l,IB,(n,t)l}. 
REMARK 3.2. It follows immediately from Definition 3.1 that 
u(n, t) = Ly(n, t). 
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4. MATRIX THEORETIC PRELIMINARIES 
We state here two matrix theoretic lemmas that are used in the proof of 
our main result. 
LEMMA 4.1 [4]. Let t be a positive integer such that t < n. Let F be a 
field such that 1 FI > t, and let L be a &subspace of Yn( F) such that 
1 1 It O EL 00 * 
Let 
A= ’ ’ EL, 1 1 C' D where B EP~(F). 
Then 
CtC = 0 and D = 0. 
LEMMA 4.2. Let r L 2, and let F be a field such that I F I > r. 
(a> Let ai E F, i = 1,2,. . . , r, and suppose that the r x r matrix 
1 
A 1 
A 1 
h * 
A(h) = 
. . 
. . 
1 A a, a2 a3 * * . a,_ 1 a, 
is singular for all h E F. Then a, = 0, i = 1,2, . . . , r. 
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(b) Let ai E F, i = 1,2 > . . . 3 r, and suppose that the r x r matrix 
q4 = ,: 
a1 
h 1 
A 1 
A . 
1 
A . 
. . 
. . 
* 1 
A 1 
a2 . . . - ag ag+l . . . . 
1 
h 
a r-l a, 
is singular for all h E F. Then a, = 0, i = 1,2, . . , , r. 
Proof. (a): This follows immediately from the fact that 
r-l 
det A(A) = c (-l)“a,+,h”. 
i=O 
(b): Appropriate column permutations bring D,(A) to a matrix of the 
form A(h). n 
5. CSUBSPACES AND GRAPHS 
In this section we consider t-subspaces of Yn(F). Our purpose is to 
establish the existence of a basis of special type (to be defined shortly) for 
every t-subspace of P,(F) f o maximal dimension. The tools used are combi- 
natorial, and rely heavily on Meshulam’s work. We assume that t < n and 
(Fl>n+ 1. 
DEFINITION 5.1. 
(a) Let 
W,(n,t) ={A~P~(F):a~~=Oifi>torj>t}. 
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(b) Let 
i 
{A~Y~(F):a~~=Oifi>kandj>k}, t=2k, 
wz(n,t) = {A EY~(F):u~~ = Oif i > k andj > k, 
and(i,j) z (k + 1,k + l)}, t = 2k + 1. 
REMARK 5.1. It is clear that 
dimW,(n,t) = ‘i ’ 
( 1 
and 
dimW,(n,t) = 
if t=2k, 
+k(n-k)+l if t=2k+l 
Also, Wi(lz, t> is a S-subspace, i = 1,2. 
DEFINITION 5.2. Let 
fF( n, t) = max{dim W : W is a t-subspace of Yn( F)}. 
The following theorem is the main result of [6]. 
THEOREM 5.1 [6]. fF(lz, t) = max(dim Wi(n, t), dim W&n, t)}. 
REMARK 5.2. It is clear from Remark 5.1 that f,<n, t) = a(n, t). 
Meshulam proved Theorem 5.1 by establishing an interesting link be- 
tween subspaces of Yn,(F) and graphs on N. To describe this link, consider 
N x N, equipped with the lexicographic ordering. Given any A E Yn(F), 
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9(A) = hJoL where (i,,j,) = min((i,j) E N X N: ail # 0). 
(5.1) 
Now suppose that Ai E 9°C F), A, # 0, i = 1,2, . . . , m. We associate with 
this set of matrices a graph B on the vertex set N whose edges are q( A,), 
i = 1,2,..., m. A key observation of Meshulam is 
max{p(A): A E span(A,, A,,..., A,}} > P(B). (5.2) 
DEFINITION 5.3. Let W be a i-subspace of Yn(F). 
(a) We say W has a type I basis if W has a basis 
( Aij = (@‘): 1 < i <j < t) 
which satisfies, for all 1 < i < j Q t, 
and 
a(ij) E a(ij) = 0 
P4 4P 
foralll<p<q<tsuchthat(p,q)#(i,j). 
(b) We say W has a type II basis if the following holds: 
6) If t = 2k, then W has a basis 
( Bij = (b$‘) : 1 G i < k, i <j < n 
> 
which satisfies, for all I Q i < k, i < j < n, 
and 
b$’ = ,J,S”;’ = () for all 1 < p < k, p < q < n such that (i,j) # (p, q). 
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(ii) If t = 2 k + 1, then W has a basis 
{Bij: 1 < i G k, i <j 6 n} U (Bh+l.k+~ = (bbyl’k+‘)))> 
where B,,, 1 < i < k, i <j < n are as in (i), with the additional assumption 
that their k + 1, k + 1 entry vanishes, and 
b(k+l,k+l) = b(k+l,k+l) = () 
PY 4P 
forall l<ppk, p<q<n. 
We shall show that given an fF(n, t)-dimensional ?-subspace W, there 
exists a permutation matrix P such that PWPt has a type I or a type II basis. 
First, we characterize all graphs B which satisfy F(B) < t and 1 BI = u(n, t). 
THEOREM 5.2. Let B be a graph on N which satisfies p(B) < t ancl 
1 Bl = u(n, t). Then one of the f;dlowing holds: 
(a) B is isomoy?hic to B,(n, t). 
(b) B is isomorphic to B,(n, t). 
(c) t = 2k, and B is isomoy?hic to G,(n,Zk + 1). 
Proof. The maximality of I B I implies: 
(i) p(B) = t. 
(ii) If u, v E N and u # u, and if the loops {u} and {v} belong to B, so 
does the edge {u, v}. 
We distinguish two cases. 
Case 1. Suppose that t = 2 k. In this case we have 
jB,(n,t)j = ( 2k2 ‘) and IB,(n,t)l = [” i ‘) + k(n -k). 
We form from B a simple graph G on N U {n + l} as follows: Any edge of 
B which is not a loop is also an edge of G. If the loop {x} belongs to B, then 
let {x, n + l] E G. So clearly ICI = (BI, and v(G) < k. Note also that 
lG,(n + 1,2k + 1)l = 2k2 ’ = IB,(n,t)l 
( 1 
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+k(n+l-k)= + k(n - k) 
= I&( 71, t)l. 
If strict inequality holds in (5.3), then G is isomorphic to G&n + 1,2/c + l), 
by Lemma 3.2. It follows immediately that B is isomorphic to B,(n, t> or to 
F-3) 
G,(n,2k + 1). If equality h o Id s in (5.31, then G is isomorphic to G,(n + 
1,2k + 1) or to G,(n + 1, k), by Lemma 3.2. It is clear that (a> or (b) or (c) 
can occur. Finally, if 
(‘k,‘)<(k,‘)+k(n-k), 
similar considerations imply that B is isomorphic to B,(n, t). 
Case 2. Suppose that t = 2k + 1. The proof of this case is obtained by 
analyzing the corresponding case in the proof of Theorem 3.1 in [6]. 
Let G be the simple graph obtained from B by deleting all loops. The 
assumptions on B imply that v(G) = k and G is maximal in the sense that if 
G’ is any graph obtained from G by adding an edge, then v(G’) > k. By 
Lemma 3.1, there exists S c N, ISI = s, such that C,(G \ S) = n - 2k + s. 
Denote by U,, U, ,..., Un+s_ek the odd components of G \ S, and by 
y,,.. . , Y, the even components of G \ S. The maximality of G implies that 
GISI, G(Ui>, and G(Yj) are complete graphs (for all i and j). Also, suppose 
that x, y E N, x # y, and ]{x, y} n Sl = 1. Then {x, y} is an edge of G. It 
follows that s < k. Lemma 3.2 implies that 
IGI<max((““~‘),(~) +k(n-k)}. 
Since 
IBI = m-((2k~2),(k~1)+k(n-k)+l], 
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B must contain at least k + 1 loops. The structure of G and the fact that 
p(B) = 2 k + 1 imply that there exists a vertex of G which belongs to some 
q and is a loop in B. Without loss of generality we can assume that U, 
contains a vertex which is a loop in B. It follows now that no other Vi can 
contain a vertex which is a loop in B. 
Let a, = lU,l, i = 1,2,. . . , 
ing Lemma 2.1, we get 
n + s - 2k, and bj = IYJI, j = 1,2 ,..., 1. Us- 
< ( 1 ,gl +s(n-.s)+ j=l I I i;+1 +(y)+“y(;) 
=G 
+ .+E2’ui + 2 + 2k - n - s 
i=l 
2 
Let 
This function is strictly convex, since g”(s) > 0 for all real s. Therefore, its 
maximum in the interval [O, k] is attained at an end point, so we must have 
Hence 
~~~~max((2k22).(k~1) +k(n-k) 
(5.4) 
t1. 
) 
(5.5) 
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But 1 BJ = u(n, t), so we must have equality in (5.51, and consequently, all the 
inequalities in the chain of inequalities preceding (5.4) must become equali- 
ties, and we must also have s = 0 or s = k. 
The equality case in Lemma 2.1 implies that b3 = 0, j = 1,2, . . . , 1, and 
ai = 1, i = 2,. . .) n + s - 2k. Now, if s = 0, then a, = 2k + 1 = t, so B is 
isomorphic to B&n, t). If s = k, then al = 1 and B is isomorphic to 
B,(n, t). n 
THEOREM 5.3. Let t < n, and let F be afield such that IFI > n + 1 and 
char F # 2. Let W be an fF(n, t)-dimensional t-subspace of pn(F). Then 
there exists an n X n permutation matrix P such that the subspace PWPt has 
a type I or type ZZ basis. 
Proof. Let m = fF(n, t), and let Ai, i = 1,2,. . . , m be a basis of W. By 
taking appropriate linear combinations of the basis elements we may assume 
without loss of generality that q( Ai) # g( A,) for all i # j. 
Consider the graph B on N whose edges are q( Ai), i = 1,2,. . . , m. By 
(5.2) we must have p(B) < t, and we also have 
IBI=m=f,(n,t) = cr(n,t) =u(n,t). 
Therefore, B satisfies the assumptions of Theorem 5.2. We claim that (c) of 
that theorem cannot hold. Indeed, suppose that t = 2 k and B is isomorphic 
to G,(n, 2k + 1). Then there exists an n X n permutation matrix P such 
that W’ = PWPt has a basis { Aij = (ap$ : 1 < i < j < 2k -t 1) which satis- 
fies, for all 1 < i < j < 2k + 1, 
&ij) 
LJ 
= a!!j) = 1 
I’ ’ 
a(ij) = 
P9 
Jij) = 0 
QP 
forallI<p<q<2k+lsuchthat(p,q)Z(i,j), 
and 
@(“j) = 0 
PP 
for all 1 Q p < i. 
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Let 
Let (Y = (1, 2, . . . , 2k + 1) and let B(@,, Gz,. . . a @k+2) = 
A($,, $2,. . . > rf+k+2)[ly]* It can be readily checked that 
R($,>...> +k+2) = R, @ B, @ *** @ Bkml @ B,, 
where 
a E F, 
and for i = 2,. . . , k - 1, Bi is a 2 X 2 matrix having I,!+ as its off-diagonal 
entry (while ei does not appear in the main diagonal entries of Bi). B, is a 
3 X 3 matrix having $k as its 1,2 and 2,1 entries, &+ r as its 1,s and 3,l 
entries, and ek + 2 as its 2,3 and 3,2 entries. We choose r,!tr # 0 in F so that 
B, is invertible. We may choose I+& E F so that B, is invertible, because the 
equation det B, = 0 is quadratic in $z. Proceeding similarly, we conclude 
that $1, &>.*.> +&I can be chosen in F so that B,, B,, . . . , B,_ 1 are 
invertible. For these chosen values of $r, I&, . . . , $k_ 1 we have 
Bk= +k 
[ 
a1 *k *k+l 
%2 + %@k + %+k+l @k+Z 
*k+l (l/k+!? u5 + %& + a7qk+,,1 + a8qk+2 I> 
where aj E F, i = 1, . . . . 8. Then det B, is a polynomial of degree 3 in 
r,!$, $k+ r, &+z, the coefficient of +k &+ 1$k+2 being 2. Since I FI 2 4, the 
va1ues of +k, $k+ i, and $k +e can be chosen in F so that I& is invertible. 
This is a contradiction. 
It follows that B is isomorphic to B,(n, t) or to B,(n, t), and the 
conclusion follows. n 
6. THE MAIN RESULT 
In this section we prove our main result. 
THEOREM 6.1. Suppose that 0 < t < n and F is a field such that 
I FI Z= n + 1 and char F # 2. Let W be an fF(n, t)-dimensional&subspace of 
Yn(F). Then, W is congruent to W,(n, t) or W,(n, t). 
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We shall assume throughout that 1 F( 2 n + 1 and char F # 2. By Theo- 
rem 5.3 we may assume that if W satisfies the assumptions of Theorem 6.1, 
then it possesses a type I or type II basis. Prior to proving Theorem 6.1 we 
establish several results. 
THEOREM 6.2. Suppose that 0 < t < n and F is a field such that 
1 FI > n + 1 and char F f 2. Let W be a t-subspace, and suppose that W has 
a type Z basis. Then W is congruent to W,(n, t). 
Proof. Let { Aij = <a’p’;‘4)> : 1 < i < j < t} be a type I basis of W. Let 
A, = C:= i Aii. Then 
A, = 4 c 
[ 1 E w. Ct D 
Since W is a S-subspace, A, is congruent to J = I, @ 0 EYE. This can 
be achieved by performing row operations (and the corresponding column 
operations) from the first t rows (columns) into the last n - t rows (col- 
umns). Applying the same congruence to all matrices in W, we may assume 
that 1 E W. We shall show that under this assumption W = W,(n, t). Note 
that the property of possessing a type I basis is maintained. 
Let 1 Q i <j < t, and consider the basis element Aij. Let t + 1 < p < n. 
We claim first that 
So let B(A) = J + AAij E W for all A E F. Let op = (1,2,. . . , t, p), and 
define &,(A) = det B(h)[cu,]. Using Le mma 4.1, h,(A) has a factor A2, so 
we can write &r(A) = h2m,,( A). The assumptions on F imply that mp(A) = 0 
for all A E F. 
Now, if i = j, then m (A) is linear in A. The constant term and the 
coefficient of A must vanis K, so we get 
r#i 
and therefore a!‘“) = 0 
If i < j thg m,i A) is 
= 0 and f: (a:;))” = 0, 
S-=1 
quadratic in A. The vanishing of its three 
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coefficients yields the conditions 
i (($g2 = 0, 
r=l 
?-#i,j 
u(ij)u(,ij) = 0 
"P 3P ’ 
and 
i (Jy)” = 0. 
i-=1 
Hence (6.1) holds. 
We now show that if 1 < p < t, p z i, p +j, and t + 1 < 9 < n, then 
Jij) 
P9 
= Jij) = 0 
SuppEe first that i = j. There is nothing to prove if t = 1, and the result 
is immediate if t = 2 (using det Aii[l, 2,9] = 0). Hence, suppose that t > 3. 
Let {s 1,. . . , s~_~} = {1,2,. . . , t} \ {i, p}, and let (Ye = (1,2,. . . , t, 9). Define 
t-z 
E(h) = c A,!,,, + AA,,, A E F, 
I=1 
and let 
mq( A) = det E( A)[ a,]. 
Let B = CfITA,I,,I. We must have m,(A) = 0 for all A E F, and since 
m (A) = - A(d”“)A + b 4 )2 , we conclude that aCii) = 0. 
So we may &ume &t i < j. There is nothi;; to prove if t = 2, and the 
result is immediate if t = 3 (using det Aij[l, 2,3, 91 = 0). Hence, suppose 
that t 2 4. Let {rl, r2, . . . , rtt3) = {1,2, . . . , t} \ {i, j, p) and (Y~ = 
(1,2,. . . , t, 9). Define 
t-3 
E(h) = C Aq,q + ‘At,, A E F, 
I=1 
and let 
mv( A) = det E( A)[ a,]. 
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Let B = CiITA,I, rl. We must have m,(A) = 0 for all A E F, and since 
m,(A) = A’(a’,$A + b,,)“, we conclude that a$/ = 0. 
We have shown that if A is any element of our basis, then al,,, = 0 if 
t + 1 < p < n. or t + 1 < q < n. The result follows. n 
Next, we deal with i-subspaces that possess a type II basis. We start with 
the case that t is even. 
THEOREM 6.3. Suppose that 0 < t = 2k and F is a field such that 
1 FI > n + 1 and char F # 2. Suppose that Z.Sk + 0.5 < n. Let W he a 
t-sub,ypace of q,( F) which h as a basis of type II. Then there exists 
Ik 0 
Q = P I,_, 
[ 1 E F”, n 
such that QWQ’ = W,(n,2k). 
Note that Theorem 6.3 claims that under the assumptions there W,( n, 2 k) 
is obtained from W by performing elementary row (and corresponding 
column) operations from the first k rows (columns) into the last n - k rows 
(columns). 
Before proving Theorem 6.3 we state several lemmas. 
LEMMA 6.1. Let 0 < t = 2k < n, and let W be a t-subspace of Pn(F) 
which has a type II basis. Let 
l $‘n.” 
and let W’ = QWQ”. Then W’ has a type II basis. 
Proof. Let { Bij = (b::‘) : 1 < i < k, i < j < n} be a type II basis of W. 
Let Bij = QBiiQ”, 1 < i < k, i <j < n. Notice that (since t is even) the 
values of the entries of the (n - k) X (n - k) principal submatrix in the 
lower right corner are irrelevant in the definition of basis elements of type II. 
It is also clear that these entries are the only ones that might change when 
going from Bij to Bij, provided that k + 1 ,< j < II. EIence, it is clear that 
appropriate linear combinations of { Bij : 1 < i < k, i < j < n} will produce a 
type II basis for W ‘. n 
LEMMA 6.2. Suppose that the assumptions of Theorem 6.3 are satisfied. 
Suppose also that k > 2. Let { Bij = (b$)): 1 < i < k, i ,< j < n} be a type 
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I1 basis of W. Let 1 < i Q k, k + 1 < j < n. Then b!g) = b!j) = 0 when- 
everp Zj, q #j, k + 1 <p <q Q n. 
Proof. Let p # j, q z j, k + 1 < p < q < n. We show bF{) = 0. Since 
k > 2 and n > 2.5k + 0.5, there exist k distinct indices p,, p,, . . . , pk 
which satisfy (i) p, = j; (ii) k + 1 < p, < n, r = 1,2,. . . , k; (iii) p, e (p, q}, 
r = 1,2, . . . , k. Let 
c = i Br, pr 
?-=l 
r#i 
and let C(h) = C + hBij, A E F. Let 
ffp=(I,2,...,k,p,pl,...,pk) and cu,=(1,2 ,..., k,q,p, ,..., pk). 
C( A)[ oP 1 (Y ] is a (2 k + 1) X (2 k + 1) submatrix of C(A), so its determinant 
must vanis k. But, for every A E F, det C( A)[ cyPl ay] = + A’(AbF$ + cP4). 
Hence, b:i’ = 0. R 
LEMMA 6.3. Theorem 6.3 holds ifk = 1. 
Proof. Let {Bij = (b:i’) : 1 <j < n} be a type II basis of W. Since 
p(B,,) = 2, it is clear that there exists 
E F”,” 
such that QB12Qt = E,, + E,,. Thus, by Lemma 6.1 we may assume that 
J = E,, + E,, E W. W e s h ow that under this assumption W = W,(n, 2). 
Let A E W. We show first that apg = aVp = 0 for all 2 < p < q < n. 
Let ap = (1,2, p> and crq = (1,2, q), and let C(A) = A + A], m(A) = 
det C( A)[ (~~1 cry], A E F. We must have m(A) = 0 for all A E F. It is easy to 
check that m(A) is quadratic in A, the coefficient of A being -apq. Hence 
aPq = 0. 
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Let 3 <j < n, and consider Brj. Let C(A) = B,. + AJ. The vanishing of 
det C(A)[l, 2,j] f or all ‘A E F implies immediately t h at b’&) = 0 and bir/’ = 
0. Let 4 E (3, . . . , n} \ {j). The vanishing of det C( h)[l, 2, j]l, 2, 41 implies 
that b@’ = 0. Hence, Brj = Elj + Ejl. 
Similar considerations show immediately that B,, = E,,. n 
Proof of Theorem 6.3. The proof is by induction on k. The case k = 1 is 
Lemma 6.3, so we consider the general step. Let (Bij = (b$‘) : 1 < i G k, 
i < j < n} be a type II basis. We may assume, by Lemma 6.1 and Lemma 6.2 
that B,, = E,, + E,,. 
Let W denote that subspace of Pn_ s(F) obtained from W by deleting 
the first and last row, and the first and last column of every A E W. For 
A E W, let A^ = A[2,3,. . . , n - l] E $. We claim that W is a 2k - 2-sub- 
space. 
So let D E I@, and let p(D) = r. Then, there exists a nonsingular r X r 
principal submatrix of P, say D[i,, i,, . . . , i,], where 1 < i, < i, < *a* < i, 
<n- 2. Also, D = A for some A E W. Let (Y = (1, i, + 1, i, + 1,. .., i, 
+ 1, n), and let m(A) = det( A + AB,,)[ cw 1, A E I?. This is quadratic in A, 
the coefficient of A2 being - det D[i,, i,, . . . , i,] # 0. Hence, there exists 
A, E F such that p( A + A,B,,) 2 r ;t 2. But we also have P(A + A,B,,) 
< 2k, so r < 2 k - 2, and therefore W is a 2 k - 2-subspace. 
We also have 
dimW>dimW-(n+k-l)= kil +k(n-k)-n-k+1 
i 1 
=( 1 i +(k-l)[(n-2)-(k-l)] =dimW,(n-2,2k-2). 
Since by assumption n > 2.5k + 0.5, we have n - 2 > 2.5k - 1.5 = 2,5(k 
- 1) + 1. Hence, by Theorem 5.1 atd Remark 2.1 we must have dim W = 
dim W,(n - 2,2k - 2). Therefore, W satisfies the induction hypothesis for 
k - 1, so there exists 
’ z I E F”-2,n-2 n-k-l 
such that @@@ = W2( n - 2,2 k - 2). Define now 
Q = [l] 63 0 63 [l] E F”-“. 
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Q is clearly invertible. We consider the subspace W’ = QWQ” of Pn( F ). By 
Lemma 6.1, W’ has a type II basis. In addition, uPq = uqP = 0 for all 
k+l<p<q<n-1andeveryAEW’. 
For convenience, we now relabel and write W for W’. So 
apq = aqp = 0 forallk+l<p<q<n-1 and every A E W. (6.2) 
II basis for W (recall that Let {Bil = <b$>: 1 < i < k, i <j < n} be a type 
we can take B,, = E,, + E,,). 
Let A,, 1 = 0, 1,2,. . . , k, be a sequence of rank-2 k matrices in W 
defined in the following way: 
I r, k+l+r if 1 < n - 2k - 1, A, = ;:;-k-1 c Br,k+J+r + i Br,Sk+J-n+r+l if Ian--2k, 
\ r=l T-=a-J-k 
so, if 1 < n - 2k - 1. 
k P 
_- - 
k 0 0 Ik 0 
Ik 
* 
0 * * 
T 
> 
1 
210 
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I 
RAPHAEL LOEWY AND NIZAR RADWAN 
k 
0 
1 
n-e-k-1 
0 
I 
Zk+t+l-r 
00 . . . 0 
0 I n-L-k-1 
I 
2k+.!+l-n 0 0 
0 
* 
* 
* I 1 
In these matrices *‘s denote entries to be discussed later. 
We claim that we can also assume that 
k 
All = c (Er,k+r + Ek+r,J (6.3) 
r=l 
Indeed, the matrix Cl= i( E,, k + r + E, + r, ,> is obtained from A, by elemen- 
tary row operations (and the corresponding column operations) from rows 
(columns) 1,2,. . . , k into the last row (column). These operations amount, of 
course, to a congruence transformation, and we apply this congruence to W. 
Note that (6.2) is maintained. For convenience, we relabel and call the 
resulting subspace W. We now show that W = Ws(n, 2k). It remains to 
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prove that for every A E W, 
a =a = rn nr 0 forall k+l<rGn. (6.4) 
Suppose first that 2k + 1 < T < n, and let A E W. Let 
cq = (1,2 ,..., 2k,r), y= (132 ,...,2k,n), A(A) = A + AA,, 
m,(A) = det A( A)[ (Y,I y], A E F. Therefore, m,(A) must vanish for all A E F. 
The highest power of A in the expansion of m,(A) is Azk, and the corre- 
sponding coefficient is f urn. Hence (6.4) holds for 2k + 1 < r < n. 
Next, we want to show that (6.4) is satisfied by A,, for all 0 < 1 < k. The 
proof is inductive. Clearly, A, satisfies (6.4). Let 1 < 1 < k, and suppose that 
A 2_1 satisfies (6.4). We show the same holds for A, = (a$;>. Let A,(A) = A, 
+ AA,_ r, A E F. We distinguish two cases: 
Case 1. Suppose that 1 < n - 2k - 1. The structure of A, and the fact 
that p( A,) = 2k immediately imply that a(,l!,., n = at,)k+r = 0 for r = 
1,2, . . . , 1. Let 
cyI = (1,. . . / k, k + I,. . . ,2k f I - 2,2k + 1, n), 
yl=(l ,..., k,k+Z ,..., 2k+Z), 
m,(A) = det A,(A)[ a,Iy[], A E F. This determinant must vanish for all A E F. 
Letting a, = a(kl!l+r, n = a(nl,)k+l+rr r = 0, 1, . . . , k, it is straightforward to 
check that 
m,(A) = *AkP1det i(A), 
where i(A) is a (k + 1) X (k + 1) ma t rix which looks exactly like the matrix 
A(A) of Lemma 4.2(a), except that its last row is (a,, a,, . . . , ak). It is clear 
that A(A) is singular for all A E F. Hence, a,. = 0 for all 0 < T < k, by 
Lemma 4.2. We have shown that A, satisfies (6.4) in this case. 
Case 2. Suppose that 1 > n - 2k. The structure of A, and the fact that 
p(Al) = 2k immediately imply that a(32k)+l+l_n+r,n = at,‘3k+l+l_n+r = 0 for 
?-= 1,2 ,....n - 1 - 2k. Let 
(Yl = (l,..., 3k+Z-n+l,l+k,Z+k+l,..., n-2,n), 
-YI = (I,..., Sk+Z--n+l,1+k,Z+k+l,..., n-2,n-1), 
(1) (0 
b, = 
ak+r,tl = an,k+r, ?-= 1,2,..., Z+2k-n+l, 
a(nl)k+r_z .n = at)n-_k+r-z, r = 1 + 2k - n + 2,...,k + 1. 
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Let ml(A) = det A,[ crlyl], h E F. This determinant must vanish for all 
A E F, and a straightforward computation shows that 
ml(h) = fA”-l-‘-k det e(A), 
where fi( A) is a (k + 1) X (k + 1) ma t rix which looks exactly like the matrix 
D,(A) cf Lemma 4.2(b), with the values r- = k + 1 and g = 1 + 2k - n + 1. 
Since D(A) must be singular for all A E F, it follows from Lemma 4.2 that 
b, = 0 for all 1 < r < k + 1. Therefore, A, satisfies (6.4) in this case. 
We return to any A E W. Let 1 E (1,2, . . . , k) and let A(A) = A + A A,, 
A E F. Define 
k,k +1,...,2k +I) if 1~ n - 2k - 1, 
,..., 3k+I-n+I,k+Z ,..., n-l) if Ian-2k, 
(I,..., k, k + I + 1,. . . ,2k + 1, n) if 1 <n - 2k - 1, 
yl = (l,..., 3k + I - n + 1, k + 2 + 1, . . . . n) if 1 >n -2k. 
Then m,(A) = det A(A)[a,Iyll must vanish for all A E F. The highest power 
in its expansion is A2k, and the corresponding coefficient is ak+, n = a,, k+l. 
Repeating the argument for any 1 E {1,2, . . . , k} concludes the proof. ’ W 
The last result required for the proof of the main result is the analogue of 
Theorem 6.3, when t is odd. The odd case is established by reducing it to the 
even case. Some of the considerations are similar to preceding ones, so we 
give less details. 
THEOREM 6.4. Suppose that 0 < t = 2k + 1 and F is afield such that 
JFI > n + 1 and char F # 2. Suppose that 2.5k + 2.5 6 n. Let W be a 
t-subspace of Pn(F) which h as a type II basis. Then W is congruent to 
W,(n, t). 
Proof. We may assume k > 0, for the case t = 1 is trivial. Let {Bij = 
(bcij)): I < i < k, i <j < n} u {Bk+l,k+l = (b(k+l,k+l))} be a type II basis 
forP’W. We may apply an appropriate congruenc~~ransformation (maintaining 
a type II basis) so that 
b&k,t,‘;k+ 1) = @+&k+ 1) = 0 forall k+2<r<n. (6.5) 
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So we may assume that (6.5) holds. We claim that B,, r, k + , = E, + 1, k + 1. Let 
k + 2 < p < q < n. We show b,,(, (k+l.k+l) = 0. Pick k indices k + 2 < p, < 
P2 < “‘pl,~nsothat{p,q}n{p,,...,p,}=0.LetC=Ck,_lB,,p~and 
let C(A) = C + ARl,+r,k+r, A E F. Define (Y!’ = (1,. . . , k, k + 
1, p, p,, . . . > pk), 7, = (1,. . . , k, k + 1, 9, p,, . . . , pk). We must have 
det C( A)[ aI, I 7, 1 = 0 f or all A E F. But it is easy to check that 
A+c 
det C( A)[ (~,,ly~] = kdet I k+l,k+l ck+l.q C,>,k+l Ab$,+ l,k+l) + crlc, 1 ’ 
~~~~~ b(k+Lk+l) =b(k+l,k+l) = 0. 
w 'I I' 
Let W be the subspace of pn_ ,(F) obtained from W by deleting the 
(k + 1)th row and zolumn of every matrix in W. Since B, + r, k + l = E, + 1, k + 1, 
it is obvious that W is a k-subspace of Y*_ ,(F). We also have 
dimW>dimW-(k+l)= “b’ +k(n-k)+l--k-1 
( 1 
= k:l +k[(n-1)-k] =dimW,(n-1,2k). 
i 1 
However, n > 2.5k + 2.5 implies that n - 1 > 2.5k + 1.5, and Theorem 5.1 
and Remark 2.1 imply dim WA= dim W,( n - 1,2k). The conditions of Theo- 
rem 6.3 are satisfied, and W is congruent (via a congruence as stated in 
Theorem 6.3) to W,(n - 1,2k). We may assume from now on that W = 
W,(n. - 1,2k). Thus, for every A E W, 
ar,c, = aylI = 0 forall k+2<p<q<n. (6.6) 
Define now a sequence C,, C,, . . . , C,, 1 of matrices in W as follows: 
I r,k+r+l if l<n-2k, c, = r=l n-k-l c B r,k+l+r + i Br,2k+l-n+r+l if 1 > n - 2k + 1. ?-=l r=n-k-l+1 
It is clear that p(C,> = 2k for all 1 < 1 < k + 1. 
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We may perform another congruence transformation on our subspace, 
namely the following one: Apply elementary row operations (and correspond- 
ing column operations) from the first k rows (columns) into the (k + I)th 
row (column). These operations are chosen so that C, is transformed to 
i (Er,k+r+l Ek+r+J. 
T-=1 
Thus, we may assume throughout that 
C, = i W,k+r+l + Ek+r+l,r). (6.7) 
r=l 
[Note that (6.6) is maintained after the last congruence.] We have 
C,[l, 2,. . . 
and also CL’; I, k + 1 = 0 for all 2 < 1 < k + 1. 
We want to show that W = Wz(n, 2k + 1). It remains to prove that for 
all A E W 
Uk+l,q = Uq,k+l = 0 forall k+2<q<n. (6.8) 
It follows immediately from (6.7) that uk+ 1, 4 = u4, k + i = 0 for all 2k + 2 < 
q < n. 
Next, we claim that (6.8) is satisfied by C, for 1 = 1,2,. . . , k + 1. This is 
certainly the case for I = 1, by (6.7). Now let 2 < Z < k + 1, and suppose 
that Cl_, satisfies (6.8). Consider C, + AC,_,, h E F. Rank considerations 
and Lemma 4.2 imply that C, satisfies (6.8). 
Finally, let A E W. Let 2 < 1 < k + 1. Consider A + AC,, A E F. It 
follows that uk+r k+l = uk+[ k+l = 0. n 
Proof of Theorem 6.1. The proof follows immediately from Remark 2.1, 
Theorem 5.3 and Theorems 6.2, 6.3, and 6.4. More precisely: If t = 2k, then 
W is congruent to Wi(n, t) if n < 2.5k + 0.5, and to Wz(n, t) if n > 2.5k + 
OS. Both possibilities can occur if n = 2.5k + 0.5. If t = 2k + 1, then W is 
congruent to Wi(n, t> if n < 2.5k + 2.5 and to W,(n, t) if n > 2.5k + 2.5. 
Both possibilities can occur if n = 2.5k + 2.5. n 
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REMARK 6.1. It is easy to see that W,(n, t) cannot be congruent to 
W,(n, t), even if their dimensions are equal. This follows from the fact that 
the intersection of the kernels of the matrices in W,(n, t) is an (n - t>- 
dimensional subspace, while the intersection of the kernels of the matrices in 
W,(n, t) is trivial. 
REMARK 6.2. We are indebted to the referee for the following example, 
which shows that some assumption on (FI 1s indeed necessary for Theorem 
6.1 to hold. Indeed, let F = Z,, and consider the following three Csubspaces 
of Pa(F): 
U,, = {A E y3( F) : a,, = uz2 = u33 = O}; 
u, = W,(3,2); 
u, = W,( 3,2). 
Let ET, denote the set of all matrices in PJF) of rank 1 at most. Then 
JEi,nC/l=2i,i=0,1,2.Th f ere ore, the Ui’s are pairwise noncongruent. It 
is also straightforward to check that the maximal dimension of a Ssubspace of 
Pa(F) is 3. 
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