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Abstract. Herbrand’s theorem plays an important role both in proof
theory and in computer science. Given a Herbrand skeleton, which is
basically a number specifying the count of disjunctions of the matrix, we
would like to get a computable bound on the size of terms which make the
disjunction into a quasitautology. This is an important problem in logic,
specifically in the complexity of proofs. In computer science, specifically in
automated theorem proving, one hopes for an algorithm which avoids the
guesses of existential substitution axioms involved in proving a theorem.
Herbrand’s theorem forms the very basis of automated theorem proving
where for a given number n we would like to have an algorithm which finds
the terms in the n disjunctions of matrices solely from the shape of the
matrix. The main result of this paper is that both problems have negative
solutions.
1 Introduction
By the theorem of Herbrand we have for a quantifier-free φ:
|= ∃x¯φ(x¯) iff |= φ(a¯1) ∨ φ(a¯2) ∨ · · · ∨ φ(a¯n)
for certain n and sequences of terms a¯1, . . . , a¯n. The question whether for a
given n we can find such terms a¯i for arbitrary formulas φ is the problem of
Herbrand skeletons of size n. The terms a¯i solve the skeleton.
The problem is very important both in logic where we enquire about bounds
on the size of such terms [HP93] and also in automated theorem proving (ATP)
where one asks whether there is an algorithm which finds the terms from φ
without a guess involved in the choice of existential substitution axioms. This use
of Herbrand’s theorem is actually the very foundation of ATP. This is because the
theorem of Herbrand has influenced the oldest ATP proof procedure of resolution
[Rob65] and Herbrand skeletons directly appear in the modern ATP procedures
based on the connection method (in the form of the multiplicity of formulas)
[Bib82] and on semantic tableaux (in the form of free variables) [Fit90].
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It was already known to Herbrand [Her30] that when the formula φ does
not contain the identity .= then we can both effectively find the bounds and
that there is an algorithm for finding the terms (unification). With identities
permitted in the formulas φ, both problems were open although a recent result
by Degtyarev and Voronkov on undecidability of the so called simultaneous rigid
E-unification [DV95a] can be used to show the undecidability for the case when
n = 1 (see Par. 3.5 for more details). However, this result does not readily
extend to the case n > 1.
Inspired by [DV95a] and [KP88] we settle in this paper both problems neg-
atively: for no n there is a computable function in φ giving a bound on the size
of a solution, nor there is an algorithm with input φ for finding a solution. We
do it by the reduction of the celebrated result of Matiyasevich on unsolvabil-
ity of Diophantine equations [Mat70] to the solvability of n-skeletons. In order
to emphasize the purely logical character of the problem of Herbrand skeletons
we deliberately refrain from using any specialized ATP and/or term-rewriting
terminology.
In Sect. 2 we give our notation, Sect. 3 introduces the problem of Herbrand
skeletons. Section 4 deals with the undecidability of Herbrand skeletons for
n = 1, Sect. 5 proves technical lemmas needed for this. Section 6 presents the
main result for n ≥ 1, Sect. 7 proves technical lemmas for this.
2 Notation and Logical Background
2.1 Language of predicate calculus. The language of first-order predicate
calculus with identity consists of denumerably many variables, function and pred-
icate symbols of all arities (function symbols of arity 0 are constants, predicate
symbols of arity 0 are propositional constants). We use f , and p as metavari-
ables ranging over function and predicate symbols respectively, x,y, . . ., possibly
with subscripts, as metavariables ranging over variables.
Semiterms are either variables or expressions f(a1,a2, . . . ,an) where f is
a function symbol of arity n and ai are previously constructed semiterms. We
use a, b, . . . as metavariables ranging over semiterms, k as metavariables ranging
over constant symbols, and we write constant semiterms k() as k.
Any metavariable, say a, written as a¯, denotes a possibly empty sequence of
objects (terms, constants, variables) denoted by the metavariable. Sequences of
variables x¯, y¯ used in a certain context are always assumed to consist of pairwise
distinct variables without having any variables in common.
Semiformulas are constructed from atomic semiformulas of identity a .= b
and predicate applications p(a1,a2, . . . ,an) by propositional connectives ¬, ∨,
∧, → and quantifiers ∃, ∀ in the usual way. We use lowercase Greek letters
φ, ψ, . . . to range over semiformulas. Free and bound variables of semiformulas
are defined as usual.
Terms are semiterms without variables and formulas are semiformulas with-
out free variables. As usual, a structure M is given by a non-empty domain
and an interpretation I of function and predicate symbols. We write aI for the
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denotation of the term a. For a formula φ we write M |= φ to assert that φ
is true in the structure M, |= φ means that φ is valid, i.e. that it holds in all
structures.
We assume that the objects of first-order predicate calculus are encoded into
natural numbers in some of the usual ways. Thus, for instance, the set of terms
is a subset of natural numbers. By having variables, semiterms, and semifor-
mulas as natural numbers the metatheoretic predicates, as for instance, P (φ)
are numeric predicates. We may then say that P (φ) is a recursively enumerable
(r.e.) predicate without having to speak of codes of objects. We are also able to
write a = b to assert that both terms are identical (note that atomic identity
formulas, which are numbers, are written as a .= b).
2.2 Quasitautologies. Quasitautologies are quantifier-free formulas which are
tautological (propositional) consequences of identity axioms:
k
.= k
a
.= b→ b .= a
a
.= b ∧ b .= c→ a .= c
a1
.= b1 ∧ · · · ∧ an .= bn → f(a1, . . . ,an) .= f(b1, . . . , bn)
a1
.= b1 ∧ · · · ∧ an .= bn ∧ p(a1, . . . ,an)→ p(b1, . . . , bn) .
For a quantifier-free formula φ we have
|= φ iff φ is a quasitautology.
The predicate of being a quasitautology is primitive recursive (see, for instance,
[BJ80]).
2.3 Language of arithmetic. The first-order language of arithmetic L con-
sists of the constant 0, unary function symbol S, and two binary function sym-
bols +, and ‘·’. The structure
N = 〈N,0, S,+, ·〉
is over the domain of natural numbers with the standard interpretation of the
constant 0 as zero, S as the successor function, + as addition, and ‘·’ as multi-
plication.
For every constant k we define k-numerals as terms of the form Sm(k) for
some m ≥ 0. Here S0(a) = a and Sm+1(a) = S Sm(a).
The class of diophantine semiformulas is composed from atomic semiformulas
a+ b .= c and a · b .= c by conjunctions. Here the terms a, b, and c are either
variables or 0-numerals.
By the theorem of Matiyasevich [Mat70] every recursively enumerable pred-
icate R(m) can be represented by a diophantine semiformula ψ(x, x¯) with only
the indicated variables free such that for every number m
R(m) iff N |= ∃x¯ψ(Sm(0), x¯) . (2.3.1)
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Although the predicate N |= ψ restricted to diophantine formulas is primitive
recursive, the same predicate restricted to existentially closed diophantine semi-
formulas is only recursively enumerable.
3 Herbrand Skeletons
Herbrand’s theorem is the formal basis for ATP. For our purposes it is convenient
to state it in terms of solvability of formulas.
3.1 Solvability of formulas. Among the unlimited supply of constant sym-
bols in the language of predicate calculus we single out the constants ∗, ∗1, ∗2, . . .
and call them unknowns. We use the metavariables ∗,∗1, . . . to range over un-
knowns. Sequences of unknowns are denoted by ∗¯ with the same conventions as
for sequences of variables.
We will indicate by writing φ(∗¯) that the unknowns occurring in the formula
φ are among ∗¯. For a sequence of terms a¯ of the same length we will write φ(a¯)
for the formula obtained by the simultaneous replacement in φ of unknowns by
the respective terms in a¯.
Terms a¯ (without unknowns) are called a solution of the formula φ(∗¯) if
|= φ(a¯). A formula φ is solvable if it has a solution.
We mention some obvious facts about solvability. If φ ∧ ψ is solvable then
both φ and ψ are. If φ and ψ are solvable and they do not share unknowns then
also φ∧ψ is solvable. If φ or ψ is solvable then also φ∨ψ is. The converse does
not hold even if the unknowns are not shared.
3.2 Herbrand’s theorem. A formula of the form ∃x¯φ(x¯) with φ quantifier-
free and without unknowns is called existential formula. The semiformula φ is
its matrice.
The first part of the theorem of Herbrand says that for every formula ψ we
can find an existential formula ∃x¯φ(x¯) such that
|= ψ iff |= ∃x¯φ(x¯) .
This part can proved by the elimination of universal quantifiers from ψ by means
of Skolem functions (see, for instance, [Sho67]).
For an existential formula ψ with the matrix φ(x¯) we call any formula
φ(∗¯1) ∨ φ(∗¯2) ∨ · · · ∨ φ(∗¯n) (3.2.1)
a Herbrand skeleton of ψ of size n.
The second part of Herbrand’s theorem says that for an existential formula
ψ we have
|= ψ iff ψ has a solvable skeleton of some size n.
We note that skeletons of the same size differ only in the names of unknowns.
Hence, the solvability of any one of them implies the solvability of all skeletons
of the same (and larger) size.
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Herbrand skeletons are quantifier-free formulas. Thus the test whether a
given sequence of terms is a solution to a given skeleton involves the primitive
recursive test whether the formula obtained from the skeleton by the replacement
of unknowns by the terms is a quasitautology.
We define the predicate Sk(n, ψ) as
Sk(n, ψ) iff ψ is an existential formula with a solvable skeleton of size
n.
Hence, for an existential formula ψ we have |= ψ iff Sk(n, ψ) for some n. For
every number n we define the predicate Skn(ψ) as
Skn(ψ) iff Sk(n, ψ).
3.3 Solvability of Herbrand skeletons. Predicate calculus is semi-decida-
ble, i.e. the predicate |= ψ is recursively enumerable but not recursive. By the
first part of Herbrand’s theorem neither the restriction of |= ψ to existential
formulas is recursive. Hence, the equivalent predicate in ψ:
Sk(n, ψ) for some n
is not recursive although it is recursively enumerable.
The recursive enumerability of this predicate has two ‘degrees of freedom’
as it involves two guesses: first the number n and then the solution. It was
hoped in ATP circles that the second guess was not needed and that there was
an algorithm which would find a solution or would determine that a formula
is unsolvable. In other words, it was hoped that the predicates Skn(ψ) were
recursive. The main result of this paper is that this is not the case for any
n ≥ 1.
3.4 Example. Consider an existential formula ∃x (p(a) ∨ p(b) → p(x)) where
a and b are different constants. We can solve its 2-skeleton
(p(a) ∨ p(b)→ p(∗)) ∨ (p(a) ∨ p(b)→ p(∗1))
since
|= (p(a) ∨ p(b)→ p(c)) ∨ (p(a) ∨ p(b)→ p(c)) . (3.4.1)
On the other hand, the 1-skeletons are not solvable.
3.5 Simultaneous rigid E-unification. A simultaneous rigid E-unification
problem (SREU problem for short) is a problem of finding a solution of a formula
φ(∗¯) which is a conjunction of n-formulas of the form
a1
.= b1 ∧ · · · ∧ am .= bm → a .= b . (3.5.1)
We do not exclude m = 0 in which case the above formula is just the identity
a
.= b. For n = 1 we have a rigid E-unification problem.
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It has been known for long that (non-simultaneous) rigid E-unification is
decidable (see [GNPS88],[GNPS90]; for a more elementary proof see [Kog95])
while the decidability of SREU has been an open problem. It was recently
settled negatively by Degtyarev and Voronkov [DV95a].
The reader will note that the problem of finding a solution of φ(∗¯) is equiva-
lent to the problem of whether the existential formula ∃x¯φ(x¯) has a solvable 1-
skeleton. Thus the undecidability of SREU implies the undecidability of Sk1(ψ).
However, the undecidability of Skn(ψ) for any n, which is our main result given
in Thm. 6.7, is not a direct consequence.
We will outline in Par. 3.6 a procedure, which is a matter of folklore in ATP
circles. The procedure converts a Herbrand skeleton of size n to a finite class
of SREU problems such that the skeleton is solvable iff at least one SREU from
the class is.
When all formulas of a SREU problem are identities, the problem becomes
a (syntactical) unification problem. That this is decidable was already known to
Herbrand [Her30]. Consequently, when an existential formula does not contain
the identity .= then for any skeleton of size n the conversion procedure yields
a finite number of unification problems (i.e. m = 0 in each of the problems).
Hence, Skn(ψ) restricted to such existential formulas is decidable. This has been
also known to Herbrand, see also [Bus95a, Bus95b].
3.6 Converting Herbrand skeletons to SREU problems. In this para-
graph we reduce in the following sense the problem of solvability of Herbrand
skeletons to a class of SREU problems:
To every quantifier-free formula φ(∗¯) we can primitively recursively find a
finite class Γ of SREU problems which are solution equivalent in the sense
that every solution to φ(∗¯) solves at least one problem from Γ and vice
versa, every solution of a problem from Γ solves φ(∗¯).
Let φ(∗¯) be a quantifier-free formula. The transformation consists of three steps.
(i): Transformation to conjunction of clauses. We first convert φ(∗¯) into an
equivalent conjunction of clauses φ1(∗¯). A clause is of a form
A1 ∧ · · · ∧An → B1 ∨ · · · ∨Bm (3.6.1)
for atomic formulas A1, . . . , An, B1, . . . , Bm. For m = 1 the clause is called a
Horn clause. We do not exclude the case when n = 0 in which case (3.6.1) stands
for B1∨· · ·∨Bm or the case when m = 0 in which case we put the formula c .= d
for two new distinct constants in the consequent (body) of the clause.
We set Γ0 = {φ1(∗¯)} and observe that Γ0 and φ(∗¯) are solution equivalent.
(ii): Transformation to Horn clauses. Assume that we are given a finite class Γi
of formulas which are conjunctions of clauses such that Γi is solution equivalent
to φ(∗¯). If some formula φ′(∗¯) ∈ Γi has a form
− − − ∧ (A1 ∧ · · · ∧An → B1 ∨ · · · ∨Bm) ∧ − − −
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with m > 1 we replace the formula in Γi by the set of formulas
− − − ∧ (A1 ∧ · · · ∧An → Bj) ∧ − − −
for 1 ≤ j ≤ m. We obtain a new class Γi+1 which is solution equivalent to φ(∗¯).
We repeat the process as long as Γi+i1 contains non Horn-clauses.
(iii): Elimination of predicate symbols. Assume that we are given a finite class
Γk of formulas which are conjunctions of Horn clauses such that Γk is solution
equivalent to φ(∗¯). If some formula φ′(∗¯) ∈ Γk is not a SREU problem then one
of the following cases must obtain:
• The formula φ′(∗¯) has a form
− − − ∧ (· · · → p(a¯)) ∧ − − −
and the predicate symbol p does not occur in the antecedent of the clause.
Then the formula is unsolvable as it can be always falsified in a suitable
structure. We delete the formula from Γk.
• The formula φ′(∗¯) has a form
− − − ∧ (· · · ∧ q(b¯) ∧ · · · → p(a¯)) ∧ − − −
where q and p are distinct predicate symbols. Then we replace the formula
in Γk by the formula
− − − ∧ (· · · ∧ · · · → p(a¯)) ∧ − − − .
• The formula φ′(∗¯) has a form
− − − ∧ (· · · ∧ p(b1, . . . , bn) ∧ · · · → p(a1, . . . ,an)) ∧ − − − .
Then we replace the formula in Γk by two formulas
− − − ∧ (· · · ∧ · · · → p(a1, . . . ,an))) ∧ − − − ,
− − − ∧ (· · · ∧ · · · → a1 .= b1) ∧ . . . ∧ (· · · ∧ · · · → an .= bn) ∧ − − − .
By the above changes we obtain a new class Γk+1 which is solution equivalent to
φ(∗¯). We repeat the process as long as Γk+k1 contains formulas which are not
SREU’s.
3.7 Example. The above conversion is demonstrated with the formula
∃x (p(a) ∧ p(b) ∧ (x .= a ∨ x .= b)→ p(c)) .
Here a, b, and c are different constants. Note that the constant c is a solution
of its 1-skeleton p(a)∧ p(b)∧ (∗ .= a∨ ∗ .= b)→ p(c). Converting the skeleton to
a conjunction of clauses yields
(p(a) ∧ p(b) ∧ ∗ .= a→ p(c)) ∧ (p(a) ∧ p(b) ∧ ∗ .= b→ p(c)) .
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Elimination of predicate symbols leads to four SREU problems:
(∗ .= a→ a .= c) ∧ (∗ .= b→ a .= c) ,
(∗ .= a→ a .= c) ∧ (∗ .= b→ b .= c) , (3.7.1)
(∗ .= a→ b .= c) ∧ (∗ .= b→ a .= c) ,
(∗ .= a→ b .= c) ∧ (∗ .= b→ b .= c) .
Problem (3.7.1) is the only solvable one as it is solved by the constant c.
4 Non-recursiveness of Sk1(ψ)
4.1 Language of arithmetic formulas in predicate calculus. We wish to
simulate arithmetic by certain quantifier-free semiformulas of predicate calculus.
The semiformulas will be in the language P consisting of constants 0, 0ˆ, 0˜, k, k˜,
of the unary function symbol S, and of the binary function symbol ‘,· ’. We write
the binary symbol in the infix form a,· b where a,· b,· c associates to the right,
i.e. it is read as a,· (b,· c). The function symbol S will simulate the successor
function, while the function symbol ‘,· ’ will play the role of a pairing function
(cons of LISP).
We will define in Paragraphs 5.2, 5.7, and 5.16 quantifier-free semiformulas
Num(x), Add(x, y, z, w), and Mul(x, y, z, w, w˜) of the language P with all of
their free variables indicated. The semiformulas simulate arithmetic in predicate
calculus as can be seen from the following lemma which will be proved in Sect. 5.
4.2 Lemma.
(a) Num(∗) is solved exactly by 0-numerals,
(b) Add(Sm(0), Sp(0), Sq(0),∗) is solvable iff N |= Sm(0) + Sp(0) .= Sq(0),
(c) Mul(Sm(0), Sp(0), Sq(0),∗,∗1) is solvable iff N |= Sm(0) ·Sp(0) .= Sq(0).
4.3 PC-arithmetic semiformulas. We simulate arithmetic by certain quan-
tifier-free semiformulas of the language P where we use two disjoint sets of
variables: x1, x2, x3, . . . called numeric variables, and w1, w2, w3, . . . called table
variables. We will use x and w as metavariables ranging over numeric and table
variables respectively. The semiformulas are built up from the semiformulas
Num(a), Add(a, b, c,w), andMul(a, b, c,w, w˜) by conjunctions. Here the terms
a, b, and c are either 0-numerals or numeric variables.
We associate with every diophantine semiformula ψ(x¯) a quantifier-free semi-
formula φ(x¯, w¯) of P called a PC-arithmetic semiformula. The class of PC-
arithmetic semiformulas is denoted by A. The association is defined inductively
as follows:
• a+ b .= c is associated with any semiformula of the form
Num(a) ∧Num(b) ∧Num(c) ∧Add(a, b, c,w) ,
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• a · b .= c is associated with any semiformula of the form
Num(a) ∧Num(b) ∧Num(c) ∧Mul(a, b, c,w1,w2) ,
• a diophantine semiformula ψ1(x¯) ∧ ψ2(x¯) is associated with any semifor-
mula of the form
φ1(x¯, w¯1) ∧ φ2(x¯, w¯2) ,
where ψ1(x¯) and ψ2(x¯) are associated with φ1(x¯, w¯1) and φ2(x¯, w¯2) re-
spectively and the table variables w¯1 and w¯2 are disjoint.
It is easy to see that if the diophantine semiformula ψ(x¯) is associated with
φ(x¯, w¯) ∈ A then both semiformulas contain the same numeric variables and
every numeric variable x of φ(x¯, w¯) occurs in a semiformula Num(x).
4.4 Invariancy of association under substitution. We will use the follow-
ing fact:
if the diophantine semiformula ψ(x, x¯) is associated with φ(x, x¯, w¯) ∈
A then ψ(Sm(0), x¯) is associated with φ(Sm(0), x¯, w¯) ∈ A
which is easily proved by induction on ψ(x, x¯).
For the proof of the undecidability of 1-skeletons in Thm. 4.9 we need some
auxiliary propositions.
4.5 Lemma. If the diophantine formula ψ is associated with φ(w¯) ∈ A then
N |= ψ iff φ(∗¯) is solvable.
Proof. By induction on ψ. If ψ is Sm(0) + Sp(0) .= Sq(0) then φ(∗¯) has a form
Num(Sm(0)) ∧Num(Sp(0)) ∧Num(Sq(0)) ∧Add(Sm(0), Sp(0), Sq(0),∗) .
The first three conjuncts are valid by Lemma 4.2(a) and the equivalence follows
directly from Lemma 4.2(b). The case when ψ is Sm(0)·Sp(0) .= Sq(0) is similar
and uses Lemma 4.2(c). If ψ is ψ1 ∧ ψ2 then φ(∗¯) has a form φ1(∗¯1) ∧ φ2(∗¯2)
where ∗¯ is partitioned into two disjoint sequences ∗¯1 and ∗¯2. Hence, N |= ψ
iff N |= ψ1 and N |= ψ2 iff, by inductive hypotheses, φ1(∗¯1) and φ2(∗¯2) are
solvable iff, because of disjointness of unknowns, φ1(∗¯1)∧φ2(∗¯2) is solvable.
4.6 Lemma. Let φ(x¯, w¯) ∈ A be a semiformula with all of its numeric vari-
ables indicated. If the formula φ(a¯, ∗¯) is solvable then the terms a¯ are 0-
numerals.
Proof. We recall (Par. 4.3) that every term a of a¯ is substituted for x in some
conjunct Num(x) of φ(x¯, w¯). Thus if |= φ(a¯, b¯) for some terms b¯ then for
every term a of a¯ we have |= Num(a) and by Lemma 4.2(a), the terms a¯ are
0-numerals.
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4.7 Lemma. Let the diophantine semiformula ψ(x¯) with all of its variables
indicated be associated with some φ(x¯, w¯) ∈ A. Then N |= ∃x¯ψ(x¯) iff φ(∗¯, ∗¯1)
is solvable.
Proof. The diophantine semiformula ψ(x¯) has the same set of numeric vari-
ables as φ(x¯, w¯). Thus N |= ∃x¯ψ(x¯) iff N |= ψ(a¯) for some 0-numerals a¯ iff,
by Par. 4.4 and Lemma 4.5, φ(a¯, ∗¯1) is solvable for some 0-numerals a¯ iff, by
Lemma 4.6 (in the direction ⇐), φ(∗¯, ∗¯1) is solvable.
4.8 Theorem. To every recursively enumerable predicate R(m) there is a semi-
formula φ(x, x¯, w¯) ∈ A such that for all m
R(m) iff Sk1(∃x¯∃w¯ φ(Sm(0), x¯, w¯)) . (4.8.1)
Proof. By the theorem of Matiyasevich there is a diophantine semiformula ψ(x, x¯)
with all free variables indicated such that for every number m
R(m) iff N |= ∃x¯ψ(Sm(0), x¯) . (4.8.2)
Take a semiformula φ(x, x¯, w¯) ∈ A associated to ψ(x, x¯). Then R(m) holds iff,
by (4.8.2), N |= ∃x¯ψ(Sm(0), x¯) iff, by Par. 4.4 and Lemma 4.7, φ(Sm(0), ∗¯, ∗¯1)
is solvable iff Sk1(∃x¯∃w¯ φ(Sm(0), x¯, w¯)).
4.9 Theorem. The predicate Sk1(ψ) is not recursive.
Proof. Take any recursively enumerable but not recursive predicate R(m) and
obtain a semiformula φ(x, x¯, w¯) ∈ A from Thm. 4.8. We can clearly find a
primitive recursive function f such that
f(m) = ∃x¯∃w¯ φ(Sm(0), x¯, w¯) .
Then R(m) iff Sk1(f(m)) by 4.8(4.8.1). If the predicate Sk1(ψ) were recursive
so would be R(m).
5 Simulation of Arithmetic
In this section we will define the semiformulas Num, Add, and Mul simulating
arithmetic in predicate calculus and prove Lemma 4.2. This will finish the proof
of the undecidability of Sk1 (Thm. 4.9). The section is rather technical in that all
proofs are carried out in detail. We do this on purpose in order to demonstrate
that the problem of Herbrand skeletons is a purely logical problem albeit with
extremely important consequences for ATP. Hence, we feel that the solution
should be expressed in the well-developed apparatus of predicate calculus (see for
instance [Sho67]) without any detours through the terminology and techniques
of ATP and/or term rewriting. We start with a lemma which is used in ATP and
term rewriting more or less automatically although its proof requires non-trivial
properties of predicate calculus.
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5.1 Lemma.
(a) For a semiformula φ(x) with at most x free, term a, and constant k oc-
curring neither in φ(x) nor in a we have |= k .= a→ φ(k) iff |= φ(a).
(b) |= a .= b iff a = b.
Proof. (a): We have |= k .= a → φ(k) iff, by the theorem on constants in
[Sho67], |= ∀x(x .= a→ φ(x)) iff, by the third corollary of the equality theorem
in [Sho67], |= φ(a).
(b): Clearly, if a = b then |= a .= b. For the reverse direction consider
a structure M with the domain consisting of all terms (which are a subset of
natural numbers) and with the interpretation I of function symbols such that
f I(d¯) = f(d¯). Clearly, cI = c for all terms. If a 6= b then aI 6= bI , i.e.
M |= a 6 .= b, and so 6|= a .= b.
5.2 Numerals. Denote by Num(x) the semiformula 0 .= S(0) → 0 .= x and
by N˜um(x) the semiformula 0˜ .= S(0˜)→ 0˜ .= x.
5.3 Lemma.
(a) Num(∗) is solved exactly by 0-numerals,
(b) N˜um(∗) is solved exactly by 0˜-numerals.
Proof. We prove only the part (a) as the proof of (b) is similar. |= Num(Sn(0))
is proved by a straightforward induction on n. Conversely, if the term a is not a
0-numeral then it must be the case that a = Sn(f(b¯)) for a function symbol f
different from 0 and S, some number n, and terms b¯. Consider a structureM
with the domain {0, 1} and the interpretation of function symbols I such that
0I = 0, SI(d) = d for all d in the domain, and gI(d¯) = 1, for all other symbols
and all d¯ in the domain. We clearly have 0I = 0 = (S(0))I , i.e. M |= 0 .= S(0)
and also
(Sn(f(b¯)))I = (SI)n((f(b¯))I) = (SI)n(1) = 1 6= 0 = 0I .
Hence,M 6|= 0 .= S(0)→ 0 .= Sn(f(b¯)). Thus 6|= Num(a).
5.4 Proof of Lemma 4.2(a). This is Lemma 5.3(a).
5.5 Similar numerals. Denote by Sim(x, y) the semiformula 0 .= 0˜→ x .= y.
5.6 Lemma. |= Sim(Sm(0), Sp(0˜)) iff m = p.
Proof. We have |= Sim(Sm(0), Sp(0˜)) iff |= 0 .= 0˜ → Sm(0) .= Sp(0˜) iff, by
Lemma 5.1(a), |= Sm(0˜) .= Sp(0˜) iff, by Lemma 5.1(b), Sm(0˜) = Sp(0˜) iff
m = p.
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5.7 Addition. Denote by Plus(x, y, z) the semiformula 0˜ .= x→ z .= y and by
Add(x, y, z, w) the semiformula
N˜um(w) ∧ Sim(y, w) ∧ Plus(x,w, z) .
5.8 Lemma. |= Plus(Sm(0), Sp(0˜), Sq(0)) iff q = m+ p.
Proof. |= Plus(Sm(0), Sp(0˜), Sq(0)) iff |= 0˜ .= Sm(0) → Sq(0) .= Sp(0˜) iff, by
Lemma 5.1(a), |= Sq(0) .= Sp(Sm(0)) iff, by Lemma 5.1(b), Sq(0) = Sp(Sm(0))
iff q = m+ p.
5.9 Proof of Lemma 4.2(b). Add(Sm(0), Sp(0), Sq(0),∗) is solvable iff |=
Add(Sm(0), Sp(0), Sq(0),d) for some d iff
|= N˜um(d) ∧ Sim(Sp(0),d) ∧ Plus(Sm(0),d, Sq(0))
for some d iff, by Lemma 5.3(b),
|= Sim(Sp(0), Sp1(0˜)) ∧ Plus(Sm(0), Sp1(0˜), Sq(0))
for some p1 iff, by Lemma 5.6, |= Plus(Sm(0), Sp(0˜), Sq(0)) iff, by Lemma 5.8,
q = m+ p.
5.10 Tables. Semiterms a(x, y, z) of the form
(Sp1(x),·Sq1(y)),· (Sp2(x),·Sq2(y)),· . . . ,· (Spr (x),·Sqr (y)),· z
are semitables of length r ≥ 0. Note that the term z is a semitable of length 0.
Closed instances of semitables are tables. Denote by Tab(x) the semiformula
0 .= S(0) ∧ k .= (0,·0),· k → k .= x
and by T˜ab(x) the semiformula
0ˆ .= S(0ˆ) ∧ 0˜ .= S(0˜) ∧ k˜ .= (0ˆ,· 0˜),· k˜ → k˜ .= x .
5.11 Lemma.
(a) Tab(∗) is solved exactly by a(0,0, k) where a(x, y, z) is a semitable,
(b) T˜ab(∗) is solved exactly by a(0ˆ, 0˜, k˜) where a(x, y, z) is a semitable.
Proof. We prove only the part (b) as the proof of (a) is similar and even simpler.
|= T˜ab(a(0ˆ, 0˜, k˜)) is proved by a straightforward induction on the length of the
semitable a(x, y, z). Conversely, if |= Tab(b) for a term b then also M |=
Tab(b) for a structure M with the domain {0, 2, 3, 4, 5} and the interpretation
of function symbols I such that 0ˆI = 2, 0˜I = 3, k˜I = 4, SI(2) = 2, SI(3) = 3,
and SI(d) = 0 for all other elements d of the domain. Furthermore, 2,· I3 = 5;
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5,· I4 = 4; and d1,· Id2 = 0 for all other elements d1, d2 of the domain. All other
function symbols are interpreted as functions always yielding 0. Now, for the
antecedent of T˜ab(b) we have
M |= 0ˆ .= S(0ˆ) ∧ 0˜ .= S(0˜) ∧ k˜ .= (0ˆ,· 0˜),· k˜
and so M |= k˜ .= b, i.e. 4 = k˜I = bI . This is clearly possible only if the term
b is of a form (b1,· c1),· (b2,· c2),· . . . ,· (bn,· cn),· k˜ for n ≥ 0, bIj = 2, and cIj = 3 for
all 1 ≤ j ≤ n. By a reasoning similar to that in the proof of Lemma 5.3 we get
that bj and cj are 0ˆ and 0˜-numerals respectively. Hence, b = a(0ˆ, 0˜, k˜) for a
semitable a(x, y, z).
5.12 Similar tables. Denote by S˜im(x, y) the semiformula
0 .= 0ˆ ∧ 0 .= 0˜ ∧ k .= k˜ → x .= y .
5.13 Lemma. For semitables a(x, y, z) and b(x, y, z) we have
|= S˜im(a(0,0, k), b(0ˆ, 0˜, k˜)) iff a(x, y, z) = b(x, y, z) .
Proof. We have |= S˜im(a(0,0, k), b(0ˆ, 0˜, k˜)) iff
|= 0 .= 0ˆ ∧ 0 .= 0˜ ∧ k .= k˜ → a(0,0, k) .= b(0ˆ, 0˜, k˜)
iff, by Lemma 5.1, a(0,0, k) = b(0,0, k) iff, by a straightforward induction on
the length of the semitable b(x, y, z), we have a(x, y, z) = b(x, y, z).
5.14 (m, p)-tables. The tables we are interested in encode ‘course of values’ of
multiplication and we call them (m, p)-tables. The term a(x, y, z) semitable is a
(m, 0)-semitable if a(x, y, z) = z. If a(x, y, z) is a (m, p)-semitable then the term
(Sp(x),·Sm·p(y)),·a(x, y, z) is a (m, p+1)-semitable. Note that (m, p)-semitables
are of length p and they differ only in the variables x, y, and z. Closed instances
of (m, p)-semitables are (m, p)-tables.
5.15 Lemma. For a semitable a(x, y, z) we have
a(S(0), Sm(0), ((0,·0),· k)) = (Sp(0),·Sq(0)),·a(0,0, k) (5.15.1)
iff q = m · p and a(x, y, z) is a (m, p)-semitable.
Proof. By induction on the length of the semitable a(x, y, z). If a(x, y, z) = z
then (5.15.1) holds iff (0,·0),· k = (Sp(0),·Sq(0)),· k iff p = 0 and q = 0 iff q = m·p
and z is a (m, p)-semitable.
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If a(x, y, z) = (Sp1(x),·Sq1(y)),·a1(x, y, z) for some semitable a1(x, y, z) then
(5.15.1) holds iff, after some simplifications, we have
a1(S(0), Sm(0), ((0,·0),· k)) = (Sp1(0),·Sq1(0)),·a1(0,0, k) ,
and Sp1+1(0),·Sm+q1(0) = Sp(0),·Sq(0) iff, by IH,
q1 = m · p1, a1(x, y, z) is a (m, p1)-semitable, and p1 + 1 = p, m+ q1 = q.
(5.15.2)
From (5.15.2) we have that a(x, y, z) is a (m, p1 + 1)-semitable, i.e. (m, p)-
semitable, and
q = m+ q1 = m+m · p1 = m · (p1 + 1) = m · p .
Vice versa, if q = m · p and a(x, y, z) is a (m, p)-semitable then from the last it
must be the case that p = p1 + 1, q1 = m ·p1, and that a1 is a (m, p1)-semitable.
Moreover,
q = m · p = m · (p1 + 1) = m · p1 +m = q1 +m
and (5.15.2) holds.
5.16 Multiplication. Denote by Tim(x, y, z, w, w˜) the semiformula
0ˆ .= S(0) ∧ 0˜ .= x ∧ k˜ .= (0,·0),· k → w˜ .= (y,· z),·w
and by Mul(x, y, z, w, w˜) the semiformula
Tab(w) ∧ T˜ab(w˜) ∧ Sim(w, w˜) ∧ Tim(x, y, z, w, w˜) .
5.17 Lemma. For a semitable a(x, y, z) we have
|= Tim(Sm(0), Sp(0), Sq(0),a(0,0, k),a(0ˆ, 0˜, k˜))
iff q = m · p and a(x, y, z) is a (m, p)-semitable.
Proof. We have |= Tim(Sm(0), Sp(0), Sq(0),a(0,0, k),a(0ˆ, 0˜, k˜)) iff
|= 0ˆ .= S(0)∧ 0˜ .= Sm(0)∧ k˜ .= (0,·0),· k → a(0ˆ, 0˜, k˜) .= (Sp(0),·Sq(0)),·a(0,0, k)
iff, by Lemma 5.1, we have 5.15(5.15.1) iff, by Lemma 5.15, q = m · p and
a(x, y, z) is a (m, p)-semitable.
5.18 Proof of Lemma 4.2(c). We wish to prove that
Mul(Sm(0), Sp(0), Sq(0),∗,∗1)
is solvable iff N |= Sm(0) · Sp(0) .= Sq(0). The proof is similar to that of
Lemma 4.2(b) as given in Par. 5.9.
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5.19 Remark. Note that the formula Add(Sm(0), Sp(0), Sm+p(0),∗) has a
unique solution Sp(0˜) which has the same size as Sp(0) where under the size of
a term we understand the number of its function symbols.
Note also that the formula Mul(Sm(0), Sp(0), Sm·p(0),∗,∗1) has a unique
solution where both (m, p)-tables have the same size given by a polynomial in
m and p.
6 Non-recursiveness of Skn(ψ)
The reader has surely noted that for every PC-arithmetic semiformula φ(x¯, w¯)
associated to a diophantine semiformula ψ(x¯) the formulas φ(∗¯, ∗¯1) are instances
of SREU. Hence, the undecidability of Sk1(ψ) (see Thm. 4.9) can be proved
also from the proof of the undecidability of SREU by Degtyarev and Voronkov
[DV95a]. Actually, in a recent paper [DV95b], which cites an earlier version
of the present paper, they gave an alternative proof of the undecidability of
SREU by the reduction of Matiyasevich’s result in a similar way as we did in
the previous sections.
The undecidability of Skn(ψ) for n > 1, which is our main result (Thm. 6.7),
requires additional work. We now give an example illustrating why the general-
ization to Skn(ψ) is not straightforward.
6.1 Example. Consider the semiformula φ(x,w) ∈ A of the form
Num(x) ∧Num(S(0)) ∧Num(0) ∧Add(x, S(0),0, w)
which is associated to the diophantine semiformula x + S(0) .= 0. We have
N 6|= ∃xx + S(0) .= 0 and so the formula φ(∗, ∗1), which is a 1-skeleton of
∃x∃wφ(x,w), is not solvable by Lemma 4.7. On the other hand, we can solve a
2-skeleton of the last formula because we have
|= φ(0, 0˜) ∨ φ(S(0), S(0˜)) . (6.1.1)
Indeed, (6.1.1) holds iff, after some simplifications which remove valid subfor-
mulas,
|= Sim(S(0), 0˜) ∨ Plus(S(0), S(0˜),0) (6.1.2)
iff
|= (0 .= 0˜→ S(0) .= 0˜) ∨ (0˜ .= S(0)→ 0 .= S(0˜))
iff
|= 0 .= 0˜ ∧ 0˜ .= S(0)→ S(0) .= 0˜ ∨ 0 .= S(0˜) (6.1.3)
and the last is the case.
This is a typical situation where the solvability of a disjunction does not
guarantee the solvability of disjuncts because their clauses may interfere through
solutions (compare (6.1.2) to (6.1.3)) even if the disjuncts do not share the
unknowns.
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6.2 Variants of PC-arithmetic semiformulas. For each i ≥ 1 denote by
Pi the language consisting of function symbols S, ‘,· ’ and of constants 0i, 0ˆi, 0˜i,
ki, k˜i. The constants of languages Pi are called special constants. For simplicity
sake we use a different set of variables for each language Pi: xi1, xi2, xi3, . . . .We use
xi and x¯i as metavariables ranging over variables and sequences of variables of
Pi respectively. We do not distinguish between the numeric and table variables
of PC-arithmetic semiformulas which will be written in the form φ(x¯). The
semiformula φi(x¯i) of the language Pi is called a variant of a PC-arithmetic
semiformula φ(x¯) if it is obtained from the last semiformula by replacing each
of its constants k by the special constant ki and each of its variables xj by xij .
Clearly, φ(∗¯) is solvable iff φi(∗¯) is. Moreover, the solutions differ only in the
corresponding constants. We denote by Ai the class of semiformulas of Pi which
are variants of semiformulas of A.
For n ≥ 1 we assign to every quantifier-free semiformula φ(x¯) ∈ A the
semiformula ψ(x¯1, . . . , x¯n) of the form
φ1(x¯1) ∧ · · · ∧ φn(x¯n) ,
where every φi(x¯i) ∈ Ai for 1 ≤ i ≤ n is a variant of φ(x¯). We denote by A(n)
the class of semiformulas obtained by this assignment from the class A.
6.3 Invariancy of assignment under substitution. We will use the follow-
ing fact which is similar to that in Par. 4.4:
if for n ≥ 1 the semiformula ψ(x1, x¯1, . . . ,xn, x¯n) ∈ A(n) is assigned
to the semiformula φ(x, x¯) ∈ A where x is a numeric variable then for
every 0-numeral Sm(0) the semiformula ψ(Sm(01), x¯1, . . . , Sm(0n), x¯n) ∈
A(n) is assigned to the semiformula φ(Sm(0), x¯) ∈ A
which is easily proved by induction on φ(x, x¯).
The Main theorem 6.7 on the undecidability of n-skeletons requires two lem-
mas the first of which will be proved in the next section.
6.4 Main lemma. If for n ≥ 1 the semiformulas φi(x¯i) ∈ Ai are variants of
φ(x¯) ∈ A for all 1 ≤ i ≤ n and
|= φ1(a¯1) ∨ · · · ∨ φn(a¯n) (6.4.1)
then |= φi(a¯i) for some i.
Proof outline. If 6|= φi(a¯i) for all 1 ≤ i ≤ n then we will construct a structure
M falsifying the variants at the same time: M 6|= φi(a¯i) for all 1 ≤ i ≤ n. We
will then haveM 6|= φ1(a¯1)∨· · ·∨φn(a¯n) and (6.4.1) will not hold. We postpone
the construction ofM until Par. 7.10.
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6.5 Lemma. If for n ≥ 1 the semiformula ψ(x¯1, . . . , x¯n) ∈ A(n) is assigned to
φ(x¯) ∈ A then
Sk1(∃x¯φ(x¯)) iff Skn(∃x¯1 . . . ∃x¯n ψ(x¯1, . . . , x¯n)) .
Proof. (⇒): If Sk1(∃x¯φ(x¯)) then φ(∗¯) is solved by some terms a¯ of P and we can
solve ψ(∗¯1, . . . , ∗¯n) by the corresponding variants a¯i. Thus also any n-skeleton
of ∃x¯1 . . . ∃x¯n ψ(x¯1, . . . , x¯n) is solvable.
(⇐): If some n-skeleton of ∃x¯1 . . . ∃x¯n ψ(x¯1, . . . , x¯n) is solvable then
|= ψ1(a¯1,1, . . . , a¯1,n) ∨ · · · ∨ ψn(a¯n,1, . . . , a¯n,n)
for some terms a¯j,k (1 ≤ j, k ≤ n). Distributing ∨’s over ∧’s and weakening
yields
|= φ1(a¯1,1) ∨ · · · ∨ φn(a¯n,n) .
By the Main lemma 6.4 we have |= φj(a¯j,j) for some j. Hence, φj(∗¯j) and also
φ(∗¯) are solvable.
6.6 Theorem. Let n ≥ 1. To every recursively enumerable predicate R(m)
there is a semiformula ψ(x1, x¯1, . . . ,xn, x¯n) ∈ A(n) such that for all m
R(m) iff Skn(∃x¯1 . . . ∃x¯n ψ(Sm(01), x¯1, . . . , Sm(0n), x¯n)) . (6.6.1)
Proof. By Thm. 4.8 there is a PC-arithmetic semiformula φ(x, x¯) ∈ A such that
for every number m
R(m) iff Sk1(∃x¯φ(Sm(0), x¯)) . (6.6.2)
Take the semiformula ψ(x1, x¯1, . . . ,xn, x¯n) ∈ A(n) assigned to φ(x, x¯) ∈ A.
ThenR(m) holds iff, by (6.6.2), Sk1(∃x¯φ(Sm(0), x¯)) iff, by Par. 6.3 and Lemma 6.5,
Skn(∃x¯1 . . . ∃x¯n ψ(Sm(01), x¯1, . . . , Sm(0n), x¯n)).
6.7 Main theorem. The predicate Skn(ψ) is not recursive for any n ≥ 1.
Proof. We fix n, take any recursively enumerable but not recursive predicate
R(m), and obtain a semiformula ψ(x1, x¯1, . . . ,xn, x¯n) ∈ A(n) from Thm. 6.6.
We can clearly find a primitive recursive function f such that
f(m) = ∃x¯1 . . . ∃x¯n ψ(Sm(01), x¯1, . . . , Sm(0n), x¯n) .
Then R(m) iff Skn(f(m)) by 6.6(6.6.1). If the predicate Skn(ψ) were recursive
so would be R(m).
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6.8 Discussion. From Thm. 6.7 we can immediately see that for no n there
can be a recursive function fn(ψ) which yields a bound on the size of solutions to
n-skeletons of an existential formula ψ. Existence of such a function would make
the non-recursive predicate Skn(ψ) recursive by a simple test of all candidate
solutions of the size less than the bound.
7 Proof of the Main Lemma
For the proof of the Main lemma 6.4 given in Par. 7.10 we must be able to
falsify simultaneously n variants of a not valid formula simulating arithmetic in
predicate calculus. For this we need a structure interpreting the special constants
in such a way that the interpretations do not interfere with each other. Such
structures form a family defined in the following paragraph.
7.1 Structures Mα. We define a family of structuresMα with natural num-
bers as domains. The structures are parameterized by functions α(k) interpret-
ing the special constants into natural numbers.
We partition the domain of natural numbers into seven mutually disjoint
subsets. This is done with the help of a pairing function
J(j, k) = (j + k)(j + k + 1) + k + 1
which is the standard pairing function as used in recursion theory (see for in-
stance [Dav58, pg. 43]) but offset by one. Thus 0 is the only number not in
the range of J and we have the pairing property that from J(i, k) = J(i′, k′) we
get i = i′ and k = k′. A computer scientist will realize that J can ve viewed as
the function cons of LISP, 0 as nil, and the set of natural numbers as the set of
S-expressions generated from the single atom nil.
The first set in the partition is the set {J(0, i) | i ∈ N} and it plays the
role of natural numbers, where the natural number i is embedded into J(0, i).
The next five sets are {J(j, i) | i ∈ N} for 1 ≤ j ≤ 5 and they will be used to
interpret the special constants in a special way. The seventh set consists of the
remaining natural numbers, i.e. of 0 and of the numbers of the form J(j + 6, i),
and it will play no special role.
For a given function α we define the interpretation I of the structure Mα
as follows. All predicate symbols p are always false: pI = ∅. For a special
constant k we have kI = α(k). Function symbols f other than the special
constants, S, and ‘,· ’ are interpreted as functions always yielding 0: f I(d¯) = 0.
The interpretation of the unary function symbol S is as follows:
SI J(0, i) = J(0, i+ 1)
SI J(1, i) = J(1, i)
SI J(2, i) = J(2, i)
SI J(3, i) = J(3, i)
SI(m) = 0 otherwise.
18
We can see that the function SI behaves as the successor function on the numbers
of the form J(0, i), while on the other numbers it has special properties.
The interpretation of the binary function symbol ‘,· ’ is as follows:
J(0, i),· IJ(0, j) = J(0, J(i, j))
J(1, i),· IJ(1, i) = J(5, i)
J(2, i),· IJ(3, i) = J(5, i)
J(5, i),· IJ(4, i) = J(4, i)
m,· In = 0 otherwise.
We can see that the function ‘,· I ’ reflects J , i.e. behaves as a pairing function,
on the numbers of the form J(0, i).
The following simple property of structures will be often used in the proofs
below.
7.2 Lemma. LetM be a structure and let φ(x) be a semiformula with at most
x free. If the terms a and b denote inM the same element, i.e. ifM |= a .= b,
thenM |= φ(a)↔ φ(b).
Proof. See the lemma on Pg. 19 in [Sho67].
7.3 Note. By the conventions on variants of PC-arithmetic semiformulas dis-
cussed in Par. 6.2 we denote by Numi(x) ∈ Ai the corresponding variant of
Num(x) ∈ A. Similarly, for other semiformulas defined in Sect. 5. Lemmas
proved in Sect. 5 hold also for the corresponding variants. To emphasize this we
will, for instance, refer to Lemma 5.3i when we mean Lemma 5.3 modified for
the variant Numi(x).
7.4 Lemma.
(a) |= Numi(a) iff Mα |= Numi(a) where α(0i) = J(1, i) and α(k) 6= J(1, i)
for all other special constants,
(b) |= N˜umi(a) iff Mα |= N˜umi(a) where α(0˜i) = J(3, i) and α(k) 6= J(3, i)
for all other special constants.
Proof. We prove only the part (a) as the proof of (b) is similar. The direction⇒
is obvious. For the direction ⇐ we assume 6|= Numi(a) and then a = Sm f(b¯)
for some m, b¯, and f which is neither S nor 0i by Lemma 5.3(a)i. We can
see similarly as in the proof of Lemma 5.3(a) that Mα |= 0i .= S(0i) and
Mα 6|= 0i .= Sm f(b¯). Hence,Mα 6|= Numi(a).
7.5 Lemma. |= Simi(Sm(0i), Sp(0˜i)) iff Mα |= Simi(Sm(0i), Sp(0˜i)) where
α(0i) = α(0˜i) = J(0, 0).
19
Proof. The direction ⇒ is obvious. For the direction ⇐ we assume Mα |=
Simi(Sm(0i), Sp(0˜i)) and, since 0Ii = J(0, 0) = 0˜
I
i , we have Mα |= Sm(0˜i) .=
Sp(0˜i) by Lemma 7.2. SI behaves as the successor function on the numbers
of the form J(0, j) and thus it must be the case that m = p. We now get
|= Simi(Sm(0i), Sp(0˜i)) by Lemma 5.6i.
7.6 Lemma. |= Plusi(Sm(0i), Sp(0˜i), Sq(0i)) iff
Mα |= Plusi(Sm(0i), Sp(0˜i), Sq(0i))
where α(0i) = J(0, 0) and α(0˜i) = J(0,m).
Proof. The direction ⇒ is obvious. For the direction ⇐ we assume Mα |=
Plusi(Sm(0i), Sp(0˜i), Sq(0i)), i.e.
Mα |= 0˜i .= Sm(0i)→ Sq(0i) .= Sp(0˜i) .
We can easily see that (Sm(0i))I = J(0,m) = 0˜
I
i and hence Mα |= Sq(0i) .=
Sp(Sm(0i)) by Lemma 7.2. By similar arguments as in the proof of Lemma 7.5
we can see that q = m + p. We now get |= Plusi(Sm(0i), Sp(0˜i), Sq(0i)) by
Lemma 5.8i.
7.7 Lemma.
(a) |= Tabi(a) iff Mα |= Tabi(a) where α(0i) = J(1, i), α(ki) = J(4, i), and
for all other special constants k we have α(k) 6= J(j + 1, i) for all j,
(b) |= T˜abi(a) iff Mα |= T˜abi(a) where α(0ˆi) = J(2, i), α(0˜i) = J(3, i),
α(k˜i) = J(4, i), and for all other special constants k we have α(k) 6=
J(j + 1, i) for all j.
Proof. We prove only the part (b) as the proof of (a) is similar and even simpler.
The direction ⇒ is obvious. For the direction ⇐ we assume Mα |= T˜abi(a).
Since
Mα |= 0ˆi .= S(0ˆi) ∧ 0˜i .= S(0˜i) ∧ k˜i .= (0ˆi, 0˜i), k˜i
we must also have Mα |= k˜i .= a. Reasoning similar to that in the proof of
Lemma 5.11(b) shows that a = b(0ˆi, 0˜i, k˜i) for a semitable b(x, y, z). We now
get |= T˜abi(a) by Lemma 5.11(b)i.
7.8 Lemma. For semitables a(x, y, z) and b(x, y, z) we have
|= S˜imi(a(0i,0i, ki), b(0ˆi, 0˜i, k˜i)) (7.8.1)
iffMα |= S˜imi(a(0i,0i, ki), b(0ˆi, 0˜i, k˜i)) where
α(0i) = α(0ˆi) = α(0˜i) = α(ki) = α(k˜i) = J(0, 0) .
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Proof. The direction ⇒ is obvious. For the direction ⇐ we assume Mα |=
S˜imi(a(0i,0i, ki), b(0ˆi, 0˜i, k˜i)). Since
Mα |= 0i .= 0ˆi ∧ 0i .= 0˜i ∧ ki .= k˜i
we obtain Mα |= a(0i,0i, ki) .= b(0i,0i, ki) by Lemma 7.2. Note that all sub-
terms of a(0i,0i, ki) and b(0i,0i, ki) denote numbers of the form J(0, j) on
which S and ‘,· ’ behave as successor and pairing functions respectively. Thus by
a straightforward induction on the semitable b(x, y, z) we get that a(x, y, z) =
b(x, y, z). We now get (7.8.1) by Lemma 5.13i.
7.9 Lemma. For a semitable a(x, y, z) we have
|= Timi(Sm(0i), Sp(0i), Sq(0i),a(0i,0i, ki),a(0ˆi, 0˜i, k˜i)) (7.9.1)
iff
Mα |= Timi(Sm(0i), Sp(0i), Sq(0i),a(0i,0i, ki),a(0ˆi, 0˜i, k˜i)) (7.9.2)
where α(0i) = α(ki) = J(0, 0), α(0ˆi) = J(0, 1), α(0˜i) = J(0,m), and α(k˜i) =
J(0, J(J(0, 0), 0)).
Proof. The direction ⇒ is obvious. For the direction ⇐ we assume (7.9.2), i.e.
Mα |= 0ˆi .= S(0i) ∧ 0˜i .= Sm(0i) ∧ k˜i .= (0i,·0i),· ki →
a(0ˆi, 0˜i, k˜i)
.= (Sp(0i),·Sq(0i)),·a(0i,0i, ki) .
Since 0˜Ii = J(0, 1) = S(0i)I , 0ˆ
I
i = J(0,m) = (Sm(0i))I , and
k˜Ii = J(0, J(J(0, 0), 0)) = (0i,·0i),· k)I
we get
Mα |= a(S(0i), Sm(0i), ((0i,·0i),· ki)) .= (Sp(0i),·Sq(0i)),·a(0i,0i, ki) (7.9.3)
by Lemma 7.2. Note that all subterms in (7.9.3) denote numbers of the form
J(0, j) on which S and ‘,· ’ behave as successor and pairing functions respectively.
Thus
a(S(0i), Sm(0i), ((0i,·0i),· ki)) = (Sp(0i),·Sq(0i)),·a(0i,0i, ki)
and we have q = m · p and that a(x, y, z) is a (m, p)-semitable by Lemma 5.15i
from which we get (7.9.1) by Lemma 5.17i.
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7.10 Proof of the Main lemma 6.4. For a given n ≥ 1 and formulas φi(a¯i)
such that 6|= φi(a¯i) for 1 ≤ i ≤ n we wish to find a structure Mα falsifying
all formulas: Mα 6|= φi(a¯i). We construct such an interpretation of special
constants α by stages.
We set α(k) = 0 for all constants k of languages Pn+i+1. The assignment of
interpretations to the special constants of Pi (1 ≤ i ≤ n) is such that they never
receive interpretations J(j+1, k) for any j and k 6= i. We now let i range from 1
through n. For each i exactly one of the following cases applies. The assignment
α is constructed by stages such that in the stage i the special constants of the
language Pi are assigned interpretation.
(i): Suppose that for a conjunct of φi(a¯i) we have
6|= Numi(a) or 6|= Tabi(a) .
Setting α(0i) = J(1, i), α(ki) = J(4, i), and α(0˜i) = α(0ˆi) = α(k˜i) = 0 will
cause at the endMα 6|= φi(a¯i) by Lemmas 7.4(a) or 7.7(a).
(ii): Suppose that (i) does not apply and that for a conjunct of φi(a¯i) we
have
6|= N˜umi(a) or 6|= T˜abi(a) .
Setting α(0ˆi) = J(2, i), α(0˜i) = J(3, i), α(k˜i) = J(4, i), and α(0i) = α(ki) = 0
will cause at the endMα 6|= φi(a¯i) by Lemmas 7.4(b) or 7.7(b).
(iii): Suppose that (i) and (ii) do not apply and that for a conjunct of φi(a¯i)
we have
6|= Simi(Sm(0i), Sp(0˜i)) or 6|= S˜imi(a(0i,0i, ki), b(0ˆi, 0˜i, k˜i)) .
Setting α(k) = J(0, 0) for all special constants k of Pi will cause at the end
Mα 6|= φi(a¯i) by Lemmas 7.5 or 7.8.
(iv): Suppose that (i), (ii), and (iii) do not apply. Then for a conjunct of
φi(a¯i) we must have
6|= Plusi(Sm(0i), Sp(0i), Sq(0i), Sp(0˜i)) or
6|= Timi(Sm(0i), Sp(0i), Sq(0i),a(0i,0i, ki),a(0ˆi, 0˜i, k˜i)) .
Setting α(0i) = α(ki) = J(0, 0), α(0ˆi) = J(0, 1), α(0˜i) = J(0,m), and α(k˜i) =
J(0, J(J(0, 0), 0)) will cause at the endMα 6|= φi(a¯i) by Lemmas 7.6 or 7.9.
8 Conclusion
The negative solution of the problem of Herbrand skeletons has important con-
sequences for ATP. Although ATP involves r.e. functions we wish to use a
recursive proof function which either finds a proof or indicates reasons why a
proof could not be found. It is not very pleasant to abort a proof search based
on an r.e. function because the abort does not yield any indication as to what
has caused the failure.
Our main result shows that it is not sufficient to specify the size of a skeleton,
i.e. the number of existential axioms, one also needs a bound on the size of
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terms in a solution. Thus we are interested in finding as efficient as possible
an algorithm which, given the size of the skeleton and a bound on the size of
solutions, either finds a solution or reports a failure. It is hoped that from the
failure we can then obtain an indication as to why the bounds were exceeded.
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