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E. ZUAZUA d'explosion on démontre que la condition de croissance imposee a la nonlinearite est presque optimale.
INTRODUCTION AND MAIN RESULTS
This paper is concerned with the exact controllability of the semilinear wave equation in one space dimension. We shall assume the existence of some positive constant C > 0 such that Under this assumption, by the methods of A. Haraux and T. Cazenave it follows that system ( 1.1 ) has a unique global solution
The exact controllability problem may be formulated as follows: for find a control function hE L 2 (o x (0, T)) such that the solution of ( 1.1 ) satisfies Thus, the question is whether we can drive the system from any initial state to any final state in time T by means of the action of a control with support in (0, T). When this property holds true we will say that system ( 1.1 ) is exactly controllable in time T. When the control acts in all of Q (i. e. the exact controllability in any time T > o is easy to prove without any restriction on the nonlinearity.
When the support of the control is restricted to some subset ~ ~ ~ the situation is much more delicate.
However, in the linear framework (/= 0), the problem is by now well understood. In one space dimension with ~._ (ll, ~_ (o,: 1) [Z3] Later on, these results were recovered by I. Lasiecka and R. Triggiani in [LaTl, LaT2] by using global inversion theorems. They also improved in some cases the regularity of the controls given in [Z5] but their results were, as in [Z5] , completely restricted to globally Lipschitz nonlinearities.
In a recent paper [Z6] , by using in a deeper way the fixed point technique of [Z5] ([0, t] ) for any 0 0 1 . The solution y of ( 1.6) is given as the restriction to Q x (0, T) of the solution y defined in the extended domain. On the other hand, the uniqueness of the solution of (1.6) is easy to prove. Therefore, for the control v constructed as above system ( 1. 6) has an unique solution in the class
Theorem 3 applies also in the case where the control functions acts at x =1, i. e. with boundary conditions y (0, t) = 0, y ( l, t) = w (t) for t E (0, T).
When we consider controls at both ends x=O and x=l, i. e. when the boundary conditions are y(O, t)=v(t), for t E (0, T), the exact controllability time reduces to the half: more precisely, the system is then exactly controllable at any time T > 1.
This paper is organized as follows. Section 2 is devoted to the development of the fixed point method: Theorem 1 is reduced to the obtention of suitable observability estimates for the wave equation with potential. This estimates are proved in Section 3. In Section 4 we give the proof of Theorem 2 by using blow-up arguments. Section 5 is devoted to the boundary control problem: Theorem 3 is proved. We end with Section 6 where we mention some extensions of the methods and results of this paper as well as some open problems.
Let us complete this introduction with some comments on the bibliographical references that we have not mentioned above.
One of the classic tools that has been used for the study of the controllability of nonlinear system is the Implicit Function Theorem (IFT). L. Markus in [M] and E. B. Lee and L. Markus in [LeM] [F] and W. C. Chewning [CH] (see also D. L. Russell's review article [R] ), but their results were also of local nature. M. A. Cirina in [Ci] developed a different method for proving local controllability results for some first order hyperbolic systems in one space dimension.
Another classic view-point to study nonlinear control problems is that of using fixed point techniques (cf. H. Hermes [H] ). D. L. Lukes in [Lu] gives global controllability results for some systems of ODE with nonlinearities that are globally Lipschitz with small Lipschitz constant. In [Lu] More recently, K. Naito [N] , T. Seidman [Se] and K. Naito and T. Seidman in [NSe] We proceed in several steps.
Step T h e n o r m i n H -1 ( 0 3 A 9 ) i s g i v e n b y 0 3 C 6 H -1 ( 0 3 A 9 ) = d ( -d2 )-1 03C6~ L2 (03A9). Combining (3 . 10) and (3 . I) it is easy to get (3 . 8).
Step 3. -If cp E L2 (m X~(o, T)) = L2 (ll, l2; L2 (0, T)), by using the equation we deduce that cpxx E L2 (ll, l2; ~-I ~ 2 (0, T)) with
Then, by interpolation we obtain that lz; H ~ ~ ~o, T)) with where Indeed, integrating (3 .14) with respect to those for which the time T given in Theorem 4 satisfies we get (3 .13) with tl = max (/1, 1-l2), 1-12).
Step 4. -Let us finally prove (3.14). We observe that due to finite speed of propagation (= 1) in system (2 .11 ) we have where B)/ = B (/ (x, t ) Assume now that we are able to construct data { y, ~ ~ such that the solution p of (4. 3) blows-up in time t> to. Then, in view of (4. 5), we deduce that for initial data L 2 (Q) satisfying (4. 3) the solution y of (1.1) blows-up in time t> to for any control function T)). In particular, the desired final condition (1.3) will be impossible to achieve for any final data ~ z°, and the system ( 1. [Z2] with the stabilization ones of [Z7] one can prove that given any { y°, ~ z°, E Ho (S2)
x ~2 (Q) there exists a time T > 0 and a control function x (0, T)) such that the solution of {6 . 1 ) with Dirichlet boundary data satisfies both the initial condition y (o) = y°, y' (0) = yl and the final condition y (T) = z°, y' (T') = z1. However the controllability time T we get in this way is not uniform and tends to infinity when the norm of the initial or final data goes to infinity. 
