ABSTRACT. We consider the class of abelian groups with partial decomposition bases, which includes groups classified by Ulm, Warfield, Stanton and others. We define an invariant and classify these groups in the language L∞ω, or equivalently, up to partial isomorphism. This generalizes a result of Barwise and Eklof and builds on Jacoby's classification of local groups with partial decomposition bases in L∞ω.
The defining property of these groups is the existence of what we call a partial decomposition basis, a generalization of the concept of decomposition basis that is preserved under L ∞ω -equivalence. This paper builds on the previous work to study this class of mixed abelian groups and to define invariants that classify these groups up to L ∞ω -equivalence.
Section 2 presents the background material, including the definitions of L ∞ω , the Ulm invariants and decomposition basis. The third section reviews the concept of partial decomposition basis and defines the modified Warfield invariant w for the global case. It is proved that this invariant is independent of the choice of partial decomposition basis. Section 4 proves the classification theorem for groups with partial decomposition bases in L ∞ω .
The word "group" used in this paper will mean abelian group and "rank" will mean torsion-free rank.
Background.

Algebraic preliminaries.
In the following definitions, we fix a group G and a prime p.
If α is an ordinal, we define p α G by induction on α as follows: Let
for some ordinal β and
if α is a limit ordinal. We define
We define the p-height of x, |x| p , for x ∈ G, to be the unique ordinal α such that x ∈ p α G and x / ∈ p α+1 G if it exists, and the symbol ∞ otherwise. We let G [p] denote {x ∈ G : px = 0}, and write p α G [p] for (p α G) [p] .
For each ordinal α, we define the Ulm invariant
as a Z/(p)-vector space, and u p (∞, G) = dim p ∞ G [p] . We define u p (α, G) = min{u p (α, G), ω} for α an ordinal or ∞. Barwise and Eklof [1] proved that the invariants u(α, G) classify all torsion abelian groups in L ∞ω .
We say a sequence (α i ) i∈ω is an Ulm sequence if each α i is either an ordinal or the symbol ∞ and, for all i, if α i = ∞, then α i+1 = ∞, and
We call the Ulm sequences (α i ) and (β i ) equivalent, written (α i ) ∼ (β i ) if there are positive integers m and n such that α i+n = β i+m for all i ≥ 0.
We say X ⊆ G is a decomposition set if X is an independent set of elements of infinite order and, for all x 1 , . . . , x n ∈ X, a 1 , . . . , a n ∈ Z, and p a prime,
We let ⟨X⟩ denote the subgroup generated by X. If S is a subgroup of G, we let S 0 denote {x ∈ G : ax ∈ S for some a ∈ Z \ {0}}. If X is a decomposition set and G = ⟨X⟩ 0 , we say that X is a decomposition basis for G. Summands of simply presented groups are called Warfield groups. Warfield groups have decomposition bases. For G a local group with a decomposition basis X and e an equivalence class of Ulm sequences, we define the Warfield invariant, w(e, G) = the cardinality of {x ∈ X : U (x) ∈ e}. Warfield [17] proved that this is independent of the choice of X and that these invariants, along with the Ulm invariants, serve to classify local Warfield groups up to isomorphism.
2.2.
The language L ∞ω . The results of this paper will be considered in light of the language of infinitary logic known as L ∞ω . This is an extension of the familiar language of first order logic to allow infinite conjunctions and disjunctions, see [1, 11]. Since we are referencing groups, we include 0, + and − in the language L. We say groups G and H are L ∞ω -equivalent, written G ≡ ∞ H if they satisfy the same sentences of L ∞ω . Karp's theorem characterizes L ∞ω -equivalence in terms of partial isomorphisms having the following back-and-forth property.
Theorem 2.1 ([13])
. Let G and H be groups. Then the following are equivalent:
There is a non-empty set I of isomorphisms on finitely generated subgroups of G into H such that, if f ∈ I and x ∈ G, y ∈ H, respectively, then f extends to a map f
If (ii) holds, we say that G and H are partially isomorphic, which we represent by I : G ∼ =p H or simply G ∼ =p H. This theorem, which Karp proved for general models, allows us to view the groups from either an algebraic or a logical perspective.
3. The partial decomposition basis and the invariant. In [11], we defined our class for modules over a principal ideal domain, so it applies both to the local case (Z p -modules, where Z p is the integers localized at p) and the global case (Z-modules). We say C is a partial decomposition basis for the module G if (i) C is a nonempty collection of finite subsets of G; 
Proof. Define C n by induction on n. Let C 0 = C. If n is odd, let
Y is a decomposition set and
If n > 0 is even, let
Then it may be verified by induction on n that each C n is a partial decomposition basis, C n ⊆ C n+1 , C n satisfies (i) if n is odd and (ii) if n is even, and hence, C ′ is a partial decomposition basis satisfying (i) and (ii).
Given an equivalence class of Ulm sequences e and a local group G with partial decomposition basis C, let w C (e, G) = the maximum n s.t. there is an X ∈ C and x 1 , . . . , x n ∈ X such that U (x i ) ∈ e for 1 ≤ i ≤ n, if such a maximum exists, and ω otherwise. This is independent of the choice of C and invariant under partial isomorphism [11].
We will need the following results from [11, Theorems 3.3, 4.7].
Theorem 3.2. Let G be a module over a principal ideal domain R which has partial decomposition bases C and D. Let X ∈ C and Y ∈ D.
Then there are decomposition sets
unions of ascending chains of elements of C and D, respectively, and
⟨X ′ ⟩ 0 = ⟨Y ′ ⟩ 0 .
Theorem 3.3. Let G and H be Z p -modules with partial decomposition bases. Then G ∼ =p H if and only if, for every α, an ordinal or ∞, and equivalence class e of Ulm sequences, u(α, G) = u(α, H) and w(e, G) = w(e, H). In that case, if C and D are partial decomposition bases of G and H, respectively, satisfying Lemma 3.1 (ii), then I : G ∼ =p H may be taken as the set of all maps f : S → T for which there exist X ∈ C and Y ∈ D satisfying the properties:
(i) S and T are finitely generated submodules of G and H, respectively;
We define an analog of the Warfield invariant for the global case. Let A be an ω × ω matrix [α p,i ] indexed over the primes and nonnegative integers. Then we say A is an Ulm matrix if, for each prime p, the row (α p,i ) i∈ω is an Ulm sequence. If x is an element of a group G, it has an associated Ulm matrix It is easy to verify that this is an equivalence relation. We call each equivalence class a compatibility class. Note that, if A and B are compatible, the pth rows are equal for all but finitely primes p. Now, we will define the invariant. Let G be a group with partial decomposition basis C, c a compatibility class, p a prime and e an equivalence class of Ulm sequences. Then, we let w C (c, p, e, G) = the largest n, if it exists, such that there are
If no such n exists, we let w C (c, p, e, G) = ω. This is an analog of Stanton's invariant, also called the Warfield invariant, for a group G with decomposition basis X:
The next theorem allows us to drop the subscript C. Proof. Let c, p and e be given, and suppose w C (c, p, e, G) ≥ n. Then, by definition, there is an X ∈ C containing elements 
The global classification theorem.
As in the local case, we will prove the classification theorem by an extension argument. In particular, suppose G and H have partial decomposition bases C and D, respectively, as in Lemma 3.1 and w(c, p, e, G) = w(c, p, e, H) for all c, p and e. Suppose also that X ∈ C and Y ∈ D, where f (X) = Y for some injective and height-preserving f . If X ∪ {x} ∈ C, we would like to extend f by finding a y ∈ H such that Y ∪ {y} ∈ D, U (x) ∼ U (y) and U p (x) ∼ U p (y) for all primes p. Corollary 3.5 allows us to choose such a y for each prime p. Now, we will prove that it is possible to choose a single y that works for all primes. First, we will need a result of Stanton [14, Lemma 7] . Lemma 4.1. Let X be a decomposition basis for a group G, let x 1 and x 2 be elements of X with compatible Ulm matrices, and let p be a prime. Then there are elements y 1 and y 2 
is a decomposition basis and ⟨X⟩ = ⟨Y ⟩. Suppose w(c, p, e, H) =  w(c, p, e, G) Proof. Let p 0 be an arbitrary prime. Let c be the compatibility class of U (x) and e 0 the equivalence class of U po (x). Then, by Corollary 3.5, there is a z ∈ H such that z / ∈ Y , U (z) ∈ c, U p0 (z) ∈ e 0 and Y ∪ {z} ∈ D. But, then U (z) and U (x) are compatible, so U p (z) and U p (x) are equivalent except for finitely many primes, say p 1 , . . . , p n . We will prove by induction on n that z can be replaced by an element
Suppose this is true for n − 1. Let e n be the equivalence class of U pn (x). Then, by assumption, U pn (z) / ∈ e n , so
Thus, by Corollary 3.5, there is a z 
and
The result follows by induction.
Lemma 4.3. Let G be a group, X a decomposition basis for G and S a finitely generated subgroup of G such that S ∩ ⟨X⟩ = ⟨S ∩ X⟩. Then, if
y ∈ X and y / ∈ S, there is a positive integer n such that, for all m ∈ Z, s ∈ S and p prime,
Proof. This lemma was proved in the local case [11, Lemma 4.6 ]. We will localize to use that result. Let p be a prime and
and independence can be proved similarly, so {x 1 ⊗ 1, . . . , x n ⊗ 1} is a decomposition set. Thus, the image of X under φ is a decomposition basis.
Since X is a decomposition basis for G and S is finitely generated, there is an integer k ̸ = 0 such that ks ∈ ⟨X⟩ for all s ∈ S. Let p be a prime dividing k. We localize at p. Suppose y ⊗ 1 ∈ S ⊗ Z p . Then, m(y ⊗ 1) = s ′ ⊗ 1 for some s ′ ∈ S and m ∈ Z \ {0}, and so, my ∈ S. But, then my ∈ S ∩ ⟨X⟩ = ⟨S ∩ X⟩, and so, y ∈ S ∩ X, contradicting y / ∈ S. Thus, y ⊗ 1 / ∈ S ⊗ Z p , so we may apply the local version of this lemma to G p to get an n p ∈ Z such that
for all m ∈ Z and s ∈ S.
Now suppose that p does not divide k and s ∈ S. Then ks ∈ ⟨X⟩, say ks = a 1 x 1 + · · · + a n x n . But S ∩ ⟨X⟩ = ⟨S ∩ X⟩, so ks ∈ ⟨S ∩ X⟩ and x 1 , . . . , x n ∈ S. In particular, none of x 1 , . . . , x n is y. Then, since p does not divide k,
as required.
Warfield [16, 1.16] proved the next local-global theorem, which will allow us to extend local mappings to global. 
Theorem 4.4. Let G and H be groups, S and T subgroups of G and H, respectively, such that G/S and H/T are torsion and f : S → T a homomorphism. Suppose, for every prime p, the induced map
Proof. Let C and C ′ be the partial decomposition bases for G and H, respectively. Suppose I : G ∼ =p H. Then, G ≡ ∞ H by Theorem 2.1. Given α, there is a sentence of L ∞ω that says "u(α, G) ≥ n" [1, Lemma 2.2], so u(α, G) = u(α, H) for all α an ordinal or ∞. By [11, Theorem 3.2] , {f (X) : X ∈ C, f ∈ I, X ⊆ domain(f )} is a partial decomposition basis for H. Suppose, for some compatibility class c, prime p and equivalence class e, w(c, p, e, G) ≥ n, say x 1 , . . . , x n ∈ X, X ∈ C, and for all 1 ≤ i ≤ n, U (x i ) ∈ c and U p (x i ) ∈ e. Since I is non-empty, we may choose some element in I and extend it to f ∈ I with {x 1 , . . . , x n } ⊆ domain(f ). Since f is height-preserving [11, Lemma 3 follows that w(c, p, e, H) ≥ n. The other direction follows from symmetry. Now suppose all the invariants are equal. By Lemma 3.1, we may assume C has the following properties:
(1) if Y ⊆ G is a finite decomposition set and ⟨Y ⟩ = ⟨X⟩ for some
and similarly for C ′ .
Now let I be the set of f : S → T with associated X ∈ C and Y ∈ C ′ such that:
(i) S and T are finitely generated subgroups of G and H respectively; (ii) f is a height-preserving isomorphism;
I is not empty since it contains the zero function with associated X and Y empty. Let f : S → T be an element of I and x ∈ G \ S. To prove that f extends to x, we need consider only two cases as in the local case: x has a nonzero multiple in S and X ∪ {x} ∈ C. Now, for any x ∈ G, we first find X ′ ⊇ X, X ′ ∈ C, x ∈ ⟨X ′ ⟩ 0 , and successively extend f to each element of X ′ by Case 2 then to x by Case 1. By symmetry, we may extend f to any y in H. This proves I is a system of partial isomorphisms.
This theorem is in fact a generalization of the theorem of Barwise and Eklof. 
