Electrocorticography (ECoG) constitutes a powerful and promising neural recording modality in humans and animals. ECoG signals are often decomposed into several frequency bands, among which the so-called high-gamma band (80-250 Hz) has been proposed to reflect local cortical functions near the cortical surface below the ECoG electrodes. It is typically assumed that the lower the frequency bands, the lower the spatial resolution of the signals; thus, there is not much to gain by analyzing the event-related changes of the ECoG signals in the lower-frequency bands. However, differences across frequency bands have not been systematically investigated. To address this issue, we recorded ECoG activity from two awake monkeys performing a retinotopic mapping task. We characterized the spatiotemporal profiles of the visual responses in the time-frequency domain. We defined the preferred spatial position, receptive field (RF), and response latencies of band-limited power (BLP) (i.e., alpha [3.9-11.7 (VEPs). At the population level, we found that the spatial preferences were comparable across bands and VEPs. The high-gamma power showed a smaller RF than the other bands and VEPs. The response latencies for the alpha band were always longer than the latencies for the other bands and fastest in VEPs. Comparing the response profiles in both space and time for each cortical region (V1, V4+, and TEO/TE) revealed regional idiosyncrasies. Although the latencies of visual responses in the beta, low-, and high-gamma bands were almost identical in V1 and V4+, beta and low-gamma BLP occurred about 17 ms earlier than high-gamma power in TEO/TE. Furthermore, TEO/TE exhibited a unique pattern in the spatial response profile: the alpha and high-gamma responses tended to prefer the foveal regions, whereas the beta and low-gamma responses preferred the peripheral visual fields with larger RFs. This suggests that neurons in TEO/TE first receive less selective spatial information via beta and low-gamma BLP but later receive more fine-tuned spatial foveal information via high-gamma power. This result is consistent with a hypothesis previously proposed by Nakamura et al. (1993) that states that visual processing in TEO/TE starts with coarse-grained information, which primes subsequent fine-grained information. Collectively, our results demonstrate that ECoG can be a potent tool for investigating the nature of the neural computations in each cortical region that cannot be fully understood by measuring only the spiking activity, through the incorporation of the knowledge of the spatiotemporal characteristics across all frequency bands.
Introduction
Electrocorticography (ECoG) is a technique that uses subdural electrodes to record neural activity directly from the cortical surface and has been widely used in patients with epilepsy to localize the origin of epileptic seizures (Palmini et al., 1995; Zumsteg and Wieser, 2000) . Recently, ECoG has gained attention as a tool for electrophysiological research in animals because it offers several advantages, including large spatial coverage, fine spatiotemporal resolution, and stable recordings over weeks to months, which are impossible to attain simultaneously with other recording techniques (Bosman et al., 2012; Chao et al., 2010; Matsuo et al., 2011; Rubehn et al., 2009; Shimoda et al., 2012; Viventi et al., 2011) . These advantages make ECoG a promising technique for neuroengineering applications, including brain machine interfaces (Graimann et al., 2004; Schalk et al., 2008) .
Typically, ECoG signals are analyzed using the short-time window Fourier transform or its related spectral analysis techniques. The spectral decomposition of ECoG is critical, as it can isolate a putatively stable and informative aspect of the signal: the high-gamma power (HGP, . ECoG recordings in patients with epilepsy indicate that, compared to low-frequency band-limited power (BLP), HGP can better determine the timing and localization of motor-, sensory-, and taskrelated changes in neural activity (Canolty et al., 2007; Crone et al., 1998a Crone et al., , 1998b Crone et al., , 2001 Edwards et al., 2009 Edwards et al., , 2010 Kawasaki et al., 2012; Miller et al., 2007 Miller et al., , 2010 Pei et al., 2011; Tsuchiya et al., 2008) . Although HGP almost invariably shows event-related increments (but see Foster et al., 2012) , event-related low-frequency BLP exhibits both increments and decrements in complicated temporal patterns over a few seconds that vary across subjects and recording sites (Canolty et al., 2007; Crone et al., 1998b; Fukuda et al., 2010; Harvey et al., 2013; Ohara et al., 2000) . These observations have resulted in a view that, as far as event-related changes are concerned, the HGP reliably reflects local cortical functions at the cortical surface below the ECoG electrodes (Crone et al., 1998a (Crone et al., , 2006 Jerbi et al., 2009) , while it remains unclear what the lower-frequency BLP reflects, leading to less attention to event-related changes in the low-frequency BLP. Note that the functional roles of the low-frequency synchronized oscillations in steady states are a major issue in systems neuroscience (Engel and Fries, 2010; Ward, 2003) .
However, detailed functional characterization of event-related changes in the low-frequency BLP might provide additional insights into local cortical processing. Although it is often assumed that electrical signals spatially propagate at different rates in the brain depending on their frequencies, the actual impedance spectra of cortical tissue are independent of frequency Rank, 1963) . This suggests that, in principle, low-frequency BLP might also reflect localized neural events. If this is true, it would be possible to learn the nature of the inputs and outputs of a given cortical area by analyzing both the HGP and low-frequency BLP, as output spikes and input synaptic activity are mainly correlated with HGP and low-frequency BLP, respectively (Bartos et al., 2007; Buzsáki et al., 2012; Logothetis, 2008) . Furthermore, low-frequency BLP can reflect activity below the spiking threshold, which may not be reflected in HGP. To test this hypothesis, it is necessary to systematically investigate the differences between HGP and low-frequency BLP. In doing so, critical knowledge regarding what kind of information can be extracted from the different frequency bands can be obtained, which in turn will be useful for future ECoG applications in both basic neuroscience and applied neuroengineering.
In this study, we characterized the spatiotemporal profiles of visually driven ECoG responses across frequency bands using a retinotopic mapping paradigm, with a special focus on electrodes in the occipitotemporal cortex. Retinotopic responses have been investigated extensively for all known visual areas with various recording methods, the results of which facilitate the quantitative assessment and interpretation of our own results (Boussaoud et al., 1991; Brewer et al., 2002; Fize et al., 2003; Gattass et al., 1981 Gattass et al., , 1988 Van Essen and Zeki, 1978; Van Essen et al., 1984) . Specifically, in two awake monkeys, we defined the spatial preference, size of the receptive field (RF), and response latency (RL) for each subdural ECoG electrode in the time-frequency domain, as well as time-domain visual evoked potentials (VEPs).
As to the response frequencies, we took an approach that is agnostic about the presence or absence of "oscillatory" responses (For this controversial issue in the field, see Miller et al., 2009 and Gaona et al., 2011) . Following previous studies that identified functionally different subcomponents in the event-related changes of lower-frequency BLP (Canolty et al., 2007; Crone et al., 1998a Crone et al., , 1998b Edwards et al., 2005; Harvey et al., 2013) , we decomposed the spectral power change into the high-gamma band and the alpha (3.9-11.7 Hz), beta (15.6-23.4 Hz), and low-gamma (30-80 Hz) bands. As we employed transient visual flash stimuli, which are typically used in a retinotopic mapping paradigm, we do not expect that changes in the power of these frequency band to reflect steady-state oscillations, which requires a longer duration of stimulation. Instead, we simply report the eventrelated changes in spectral power in different frequency bands as they are without giving too much interpretation. With these divisions of spectral power, we found similarities and striking differences in the spatial preference, RF size, and RL for HGP, each BLP, and VEPs, in the early (V1), middle (including V4), and high-level (TEO/TE) visual areas. Our findings constrain the models of how the measured ECoG responses are generated by a population of neurons, not necessarily from a perspective that presupposes oscillatory mechanisms in the brain.
Materials and methods
All experimental procedures were performed in accordance with the experimental protocols of the RIKEN Ethics Committee and the recommendations of the Weatherall report, "The use of non-human primates in research." All procedures were approved by the Committee for Animal Experiment at RIKEN (No. H24-2-2-3 (4)).
Subjects and set-up for fixation training
Two macaque monkeys identified as Q (male, 8.1 kg) and B (male, 7.0 kg) were used in the experiments after brain magnetic resonance images (MRIs) were acquired. Before the monkeys were implanted with subdural ECoG electrodes, they were familiarized with the experimental settings and trained with a fixation task. During the fixation task, they sat in a primate chair with their head in a fixed position using a custom-made helmet for each monkey. Throughout the training and experiments, we used the same display and a custom-built computer control system (LabVIEW, National Instruments, Austin, TX) and measured horizontal and vertical eye positions at 500 Hz using an infrared videobased eye tracker (iView X TM HiSpeed Primate, SMI). For visual stimuli, we positioned a liquid crystal display (Eizo, Japan) 30 cm from the eyes. We used MATLAB (Mathworks, Natick, MA) and Psychophysics Toolbox (Brainard, 1997; Kleiner et al., 2007; Pelli, 1997) to draw visual stimuli on the display. We wrote custom codes in LabVIEW running on a realtime PXI platform that controlled the flow of the experiment and synchronized the eye tracker, MATLAB, and other equipment (e.g., reward delivery).
Electrode implantation
Subdural electrodes were surgically implanted after the monkeys completed fixation training. To anesthetize the monkeys, we administered ketamine (5 mg/kg, intramuscular), atropine (0.05 mg/kg), and pentobarbital (20 mg/kg, intravenous). Throughout surgery, we continuously monitored their heart rate and sometimes checked their reflexive responses to noxious stimulation, adjusting the dose of pentobarbital accordingly. In the subdural space, we chronically implanted a customized multichannel ECoG electrode array (Unique Medical, Japan; Nagasaka et al., 2011) embedded with 2.1-mm diameter platinum electrodes (1-mm diameter exposed from a silicone sheet). The center-to-center inter-electrode distance was 5 mm. Both monkeys were implanted with 128 ECoG electrodes, a reference electrode in the subdural space, and a ground electrode in the epidural space above the right hemisphere (the reference and ground electrodes were 5 × 10 mm rectangular platinum plates). To localize the electrodes, we acquired post-operative X-ray images and co-registered them with the MRIs (Fig. 1A) . We manually identified the locations of each electrode by projecting the electrodes in the X-ray images onto the cortical surface reconstructed from the MRIs. In Fig. 1A , we depicted some electrodes on the dorsal and ventral surfaces with tilted orientations to indicate the cortical curvature of those areas. For monkey Q, 10 electrodes are shown beneath the orbitofrontal cortex outside the cortical boundary.
Retinotopic mapping task and data acquisition
In the main retinotopic mapping task (Fig. 1B) , the monkeys were required to maintain fixation as in the pre-surgical fixation task. The fixation duration varied from 2100 to 2500 ms for monkey Q and from 1800 to 2300 ms for monkey B. To investigate the visual responses in each ECoG channel, the monkeys were presented with mapping stimuli that consisted of a series of 50-ms white flashes (208.6 cd/m 2 ) presented on a gray (4.6 cd/m 2 ) background. The intervals between the offset of one flash and the onset of the next were randomized from 100 to 300 ms. The stimulus position was randomized across the display at 61 positions, which consisted of the central fixation location and 5 levels of eccentricity (e.g., visual angles of 0.7°-2.5°, 2.5°-5°, 5°-10°, 10°-15°, and 15°-20°) and 12 polar angles, as depicted in Fig. 1B (right panel) , similar to those employed in previous studies (Hansen et al., 2004 , Henriksson et al, 2012 . A sequence of mapping stimuli appeared up to 7 (for monkey Q) or 4 (for monkey B) times during a single fixation. The onset timing of the mapping stimulus was defined by the response of a photodiode attached to the display. The photodiode output was recorded simultaneously with the 128 ECoG signals at 1 kHz using a Cerebus Data Acquisition System (Blackrock Microsystems, Salt Lake City, UT, USA).
Data analysis

Pre-processing
We removed 50-Hz line noise from the continuous ECoG data in each channel using the multi-taper method implemented as a MATLAB function (rmlinesc.m) in an open-source Chronux Toolbox (http://chronux.org) (Mitra and Bokil, 2008) . From the cleaned continuous data, we extracted 380-ms epochs beginning 130 ms before stimulus onset and defined each 380-ms epoch as one trial.
After extracting the single-trial data, we excluded the trials in which the eye position deviated from the fixation point (FP) by more than 0.7°. We also excluded trials if the duration between the offset time and the onset time of the following trial was less than 200 ms. Because of this trial removal procedure, the number of trials analyzed for each stimulus position varied, ranging from 46 to 88 in monkey Q and from 45 to 89 in monkey B. These data sets were obtained from experiments conducted over 4 and 5 days for monkey Q and B, respectively. We merged the data recorded in the daily sessions into a single data set for each subject.
Spatiotemporal characteristics
For our analysis, we first examined whether the ECoG signals recorded by each electrode showed significant changes in spectral power after stimulus onset. These data were examined for each stimulus position and each frequency band. We also examined the stability of the evoked power changes separately for increments and decrements. As shown in Fig. 3 , we found that the increments in power were more stable across trials, thus all subsequent reports focus on the increments. We then characterized the spatial profile of each increment; for each electrode and frequency band, we determined the most preferred stimulus position and the extent of activity at the responsive stimulus positions (e.g., RF). In addition, we characterized the temporal profile of each increment by determining the RL for each electrode, frequency, and stimulus position. Finally, we compared these response characteristics among frequency bands and electrodes implanted on different cortical areas.
Test for the evoked power changes
Throughout the analysis, we used a double-resampling method ( Fig. 2A) . We used the following variables to represent the key aspects of the ECoG responses: stimulus position (j = 1 … 61) k k th trial in the 50 resampled trials (k = 1 … 50, the 1st resampling step) allowing replacement m m th repeat in the 100 repeats (m = 1 … 100, the 2nd resampling step) t stimulus period, t = before or after stimulus onset
In this manuscript, we represent these variables as abbreviations written in lower and uppercase letters (e.g., blp and BLP for bandlimited power) to denote the variable estimated from a single-trial and the median across 50 samples, respectively (the 1st resampling step). We use upper case letters with a bar (e.g., BLP) to denote the mean, median, or mode across 100 repeats (the 2nd resampling step). To determine whether an ECoG signal was driven by visual stimuli in each frequency band and each stimulus position, we first randomly sampled 50 trials and examined whether the visual stimuli evoked a significant change in spectral power. Throughout the analysis, we always resampled the data with replacement. For electrode i, in the kth trial at position j, we estimated the spectrogram using the multi-taper method, where a half-bandwidth (W) is defined by W = (tp + 1) / 2 T, with tp and T being the number of tapers and the size of the time window in seconds, respectively (Mitra and Bokil, 2008; Tsuchiya et al., 2008) . We used tp = 1 and T = 0.128 s, resulting in a half-bandwidth of 7.8 Hz, which is sufficient to estimate the power examined in this analysis (alpha, beta, low-, and high-gamma). We confirmed that the time window of 0.128 s was sufficient to resolve the BLP in the low-frequency bands by using an artificially generated signal ( Supplementary Fig. 1 ). Note that we denote the frequency range as [F 1 − F 2 Hz] including the error margin of the half-bandwidth. For example, we analyzed the BLP at the center frequency of 7.8 Hz as the alpha (F 1 = 7.8 − W/2 = 3.9 and F 2 = 7.8 + W/2 = 11.7 Hz). We obtained a single-trial estimate of the power spectrogram, p i,f′,t (j, m, k), where f′ spans from 0 to 250 Hz. We then transformed the power into a log-scale and converted it into an evoked power spectrogram using the following equation: 
where t is the latest point in the time window (e.g., the time window ranged from t − 128 ms to t), and baseline is the period between -130 ms and +20 ms from stimulus onset. To obtain the time course of the BLP, we averaged the evoked power within each frequency band:
where n f is the number of frequency points (f′) for the frequency band f. We then defined the mean band-limited power, BLP i,f,t (j, m), by averaging blp i,f,t (j, m, k) over trials k = 1 … 50. The spectrogram and BLP averaged across 50 trials are shown in Fig. 2B . Over k = 1 … 50 sampled trials, we estimated the confidence intervals of the BLP at each time step, as follows:
Lower limit for BLP i; f ; t j; m ð Þ¼q 2 −1:57 q 3 −q 1 ð Þ =n
1=2
Upper limit for BLP i; f ; t j; m ð Þ¼q 2 þ 1:57
where q1, q2, and q3 are the 25th, 50th, and 75th percentiles of BLP i, f,t (j, m), respectively, among k = 1 … 50 trials (McGill et al., 1978) . If we observed the lower limit for BLP i,f,t (j, m) to be larger than the upper limit of the confidence interval estimated for BLP i,f,t0 (j, m), when t 0 = 0.02 s (e.g., -108 to +20 ms from the stimulus onset), we considered it a significant evoked response at time t. We repeated this procedure with a time step of 3 ms from t = 20 to t = 250 ms after (BLP i,h ) in the pth and qth resampled data sets and scatter plots of BLP i,h used to evaluate the stability of the spatial selectivity (see Section 2). The correlation coefficients between BLP i,h (p) and BLP i,h (q) across stimulus position j's are indicated above the scatter plots. The top row is from the real data, whereas the bottom row is generated from the shuffled data (see Section 2). For an exemplar response with decrement, see stimulus onset. When significant changes were observed at five consecutive points (or 15 ms), we defined the first significant time point as the RL, RL i,f (j, m) (Fig. 2B, right) . When the onset was not detected within t = 20 to 250 ms, RL was not defined.
We repeated this procedure for m = 1 … 100 repeats. If RL i,f (j, m)
was defined for more than 50% of the repeats, we defined the RL i; f ðjÞ as the median across the subset of resampled data sets in which the latency was defined. When RL i; f ðjÞ was defined, we regarded electrode i as showing a significant increment in frequency band f at position j. We used RL i,f in the analysis for the temporal profiles of visual responses.
We also defined RL i; f ðjÞ for decrements by comparing the upper limit for BLP i,f,t (j, m) to the lower limit of the confidence interval estimated for BLP i,f,t0 (j, m). To quantify the strength of the evoked power change, we defined an index for the strength of the increment, incBLP i,f (j, m) as the maximum value of BLP i,f,t (j, m) (Fig. 2B , right). We also defined an index for the strength of the decrement, decBLP i,f (j, m) as the minimum value of BLP i,f,t (j, m).
Stability of increments and decrements
To evaluate the consistency of a response pattern across all tested stimulus positions, we created a spatial response stability index. The index reflects the correlation of the mean spatial response pattern across resampled data sets. The stability reaches 1 when the mean evoked changes are the same across resampled data sets (m = 1 … 100) in all the stimulus positions (j = 1 … 61) and approaches 0 for random data sets. Specifically, we defined the spatial response stability as the mean correlation coefficient of incBLP i,f among all combinations of the resampled repeats (e.g., 100 × 99/2 combinations). In Fig. 2C , we demonstrate how we computed the stability index. For a given combination of pth and qth repeats, we computed a correlation coefficient among 61 stimulus positions. When we calculated the stability index for a null distribution created by shuffling stimulus positions (the bottom row in Fig. 2C ), the index was close to 0. We also repeated the procedures for the decrement using decBLP.
Preferred position
We defined the most preferred stimulus position using incBLP i,f (j, m). For each mth repeat, we determined position j that elicited the maximal incBLP i,f (j, m) as a preferred position (PP, Fig. 2D ). Thus, PP i,f (m) takes a value that represents stimulus position j = 1 … 61. We defined the most preferred position as position j that was most frequently selected as the preferred position over m = 1 … 100 repeats. Note that we defined the most preferred position for all electrodes in each frequency band from the same set of trials.
We evaluated the differences in the most preferred position among frequency bands separately for the polar angle and eccentricity. At a given electrode, we calculated the difference in the most preferred polar angle (or in the most preferred eccentricity) between the frequency bands f1 and f2 (f1 b f2). The difference in the most preferred angle becomes positive when the higher-frequency band (f2) prefers the upper visual field relative to the low-frequency band (f1) (see the inset at the bottom of Supplementary Fig. 4 ). To determine whether the difference was significant, we performed permutation tests. We generated a null distribution for electrode i by randomly swapping the frequency labels and computed the angle i ′ and eccentricity i ′ (the mean over m = 1 … 100) 1000 times. We regarded the observed difference in angle i and eccentricity i to be significant if it was in the top 2.5% or the bottom 2.5% of the null distribution (two-sided test, α = 0.05). When we tested the difference in the preferred angles, we removed the electrodes representing the fovea in either band.
To test if there is a reliable difference in the most preferred angle or eccentricity between frequency bands, we calculated the median of the differences for all of the electrodes within the occipitotemporal cortex (see Fig. 1A , right panel for each monkey) and performed a nonparametric two-sided sign test contrasting Δangle i and Δeccentricity i against 0 (α = 0.05). We corrected for multiple comparisons with the false discovery rate (FDR) at q = 0.05 (Benjamini and Hochberg, 1995) .
We also examined the differences in the preferred eccentricity across bands within each brain region. We classified the electrodes into three groups: V1, V4+, and TEO/TE (see Fig. 6A ), based on the electrode locations relative to the lunate sulcus, the inferior occipital sulcus, and the superior temporal sulcus (Fig. 1A) . We excluded some electrodes because they were positioned over sulci or on a boundary between the regions. We labeled the electrodes represented by triangles in Fig. 6A as V4+, as most of V2 and V3 are buried within the lunate and inferior occipital sulci, but they do partially extend onto the surface.
We tested the significance of the effect of frequency bands on the preferred eccentricity using Friedman's test (two-sided test, α = 0.05) and a post hoc two-sided sign test with FDR correction (q = 0.05). We used the same statistical approaches for the other response characteristics (i.e., RF size and response latencies).
We defined the preferred stimulus position in each resampled data set because we observed that the spatial selectivity was unstable, especially in the lower-frequency bands (see Figs. 3G and J). As an alternative, we defined the most preferred position as the stimulus position where the mean evoked power across 100 resampled data sets was the largest among all of the positions. The results for these two methods were highly similar (data not shown).
RF size
We defined the RF size for each electrode with the double-step resampling method and using incBLP i,f (j, m). For a given mth repeat, we regarded stimulus position j to be inside the RF if incBLP i,f (j, m) was above the half-maximum of incBLP i,f (j, m) (Fig. 2D) . We excluded stimulus position j if it was not spatially contiguous with other positions in the same RF. The size of RF (SRF) was defined as
The area of position j is the physical area of the mapping stimulus (Fig. 1B, right panel) . We repeated this procedure for m = 1 … 100 repeats and defined the SRF as the mean of SRF i,f (m) over m. Because the area of each visual flash at the periphery was larger than the area near the fovea (Fig. 1) , this measure can overestimate the SRF if it includes the stimulus position at the periphery. Thus, we performed an alternative analysis by regarding the area to be the same across the stimulus positions (i.e., simply counting the number of stimulus positions). We found that the results did not differ qualitatively between the two methods (data not shown).
In order to compare the RF sizes among the bands recorded with the same electrode (Figs. 7B-D) , we defined the normalized difference (ND) for electrode i as
where f1 and f2 represent different frequency bands (f1 b f2). We performed permutation tests to determine whether the difference was significant. We generated null distributions by randomly swapping the frequency labels and computed the ND of the shuffled trials 1000 times. We regarded the difference as significant if the original and observed ND i ranked in the top 2.5% or the bottom 2.5% of the null distribution (two-sided test, α = 0.05). Similar to the analysis for the most preferred position, we evaluated the significance of the population difference in the visual cortex using non-parametric two-sided tests that contrasted NDi against 0.
RL
To compare the RL among the bands recorded with the same electrode, we defined the difference in RL among the frequency bands recorded at each stimulus position as:
We assessed the significance of the differences with permutation tests using the procedure described above (i.e., constructing a null distribution by swapping the frequency band labels, and determining significance with two-sided tests, α = 0.05). Then we took the median of significant dRLs across positions as a representative value of the difference in RL for each electrode in each paired comparison. When we computed the median of all the dRLs, including the non-significant dRLs, the absolute value of the median dRL was reduced, but the conclusions from the statistical tests were not different (data not shown).
In the population analysis across regions or within a region, we exploited the advantage of simultaneous recordings with many ECoG channels. Specifically, we compared the relevant RLs that were estimated with the same set of trials. For each frequency band f and position j, we identified a set of electrodes where RL was defined within region A (A = V1, V4+, or TEO/TE). We call this set E A,f,j (e.g., if i ∈ E V1,a,j , we defined the RL for electrode i, which is located within V1, in the alpha band for stimulus position j). Then the RL at frequency f for position j and region A is
where n A,f,j represents the number of electrodes in the set E A,f,j . To compare RLs across regions within each frequency band in a fair manner (Fig. 9A, black) , we fixed the stimulus position, j, and selected a subset of electrodes, whose RL could be defined at stimulus position j. We denote the average RL for those electrodes as a population-latency RL A,f (j) for frequency band f in cortical region A (A = V1, V4+, or TEO/ TE) at stimulus position j. In some stimulus positions (j), there were no electrodes for which we could define RLs for all cortical regions. Thus, the number of stimulus positions j for which RL A,f (j) was defined varied for each monkey and frequency band (35, 49, 35 , and 31 stimulus positions in monkey Q, and 49, 55, 27, and 33 positions in monkey B, for the alpha, beta, low-, and high-gamma bands, respectively). For the analysis reported in Fig. 9A , we further averaged RL A,f (j) across stimulus positions j to obtain RL A,f , which can be meaningfully compared across all frequency bands. In other words, our procedure removes the effects of stimulus positions and electrodes, allowing us to compare the RLs, which were computed from the same set of the trials, across cortical regions in a fair manner. We also computed RLs at the most preferred position for each electrode (Fig. 9A, gray) , which were obviously computed from different sets of trials depending on the region and frequency band.
Similarly, we compared RLs across frequency bands within a region in a fair manner (Fig. 9B) ; we fixed the stimulus position and selected a subset of electrodes whose RLs could be defined for all frequency bands. For some stimulus positions, we could not define the RL for any of the frequency bands or electrodes. Thus, the number of stimulus positions for which RL A,f (j) was defined varied for each monkey and region (22, 26, and 16 in monkey Q, and 24, 38, and 11 in monkey B, for V1, V4 +, and TEO/TE, respectively). For the analysis reported in Fig. 9B , we further averaged RL A,f (j) across stimulus positions to obtain RL A,f for comparing the RLs across all frequency bands, thus removing the effects of stimulus position and electrode, based on the same set of trials.
We examined the possibility that analytic artifacts affected the estimate of RLs by using artificially generated signals. This analysis confirmed that our findings regarding the difference in RLs across frequency bands could not be attributed to analytic artifacts. For additional details, please see the section "Simulation of response latencies" in the Supplementary Materials and Supplementary Fig. 2 .
Analysis of VEPs
To examine the relationship between the BLP changes and VEPs, we defined the preferred stimulus position, RF size, and RL from the VEP for each electrode, using the same double-resampling procedure as described for the BLP. For the VEPs, we corrected the baseline by subtracting the mean voltage in the time window of 150 ms, starting from 130 ms before stimulus onset in each trial; then we averaged the signals across the trials to obtain the VEP. For all analyses, we disregarded the polarity of the VEP. For the PP and RF size, we used the maximum absolute value of the VEP. We defined the earliest significant increase or decrease from the baseline as the RL. The rest of the analysis procedures were identical to those for the BLP.
Results
Visual stimuli evoked an increase in power across frequency bands Fig. 3 summarizes the proportion of significant responses (A and B), RLs (C and D), and response stability (E-J) for the visually evoked incremental and decremental spectral power and potentials. Increments were more frequent than decrements across all frequency bands. Furthermore, in the visual cortex, an increment typically reached significance much earlier than a decrement, except in the alpha band (Fig. 3C) . We also observed that decrements were less stable in spatial selectivity, especially in the occipitotemporal cortex (Figs. 3E, H, and J) .
This may seem inconsistent with the findings of previous studies reporting event-related decrements in the low-frequency activity, including the alpha and beta bands (Aoki et al., 1999; Crone et al., 1998a Crone et al., ,1998b Edwards et al., 2009; Hermes et al., 2012; Miller et al., 2007 Miller et al., , 2009 Ohara et al., 2000) . This apparent difference could be due to our focus on the transient component of responses (50-250 ms) that occurred just after stimulus onset, whereas the previous studies focused more on the sustained component of responses in a later time window. For example, a study in the somatosensory cortex reported that, in the alpha and beta bands, the response initially increased, but then decreased after median nerve stimulation (Fukuda et al., 2010) . This is consistent with our present finding that decrements occurred later than increments.
Hereafter, we focus on the response increment in the electrodes on the occipitotemporal cortex (see Fig. 1A, right panel for each monkey) . Within the occipitotemporal cortex, we examined the recording stability across days by comparing the waveforms of the visual responses. Our analysis confirmed that the waveforms in all bands as well as VEP are highly stable in the most preferred stimulus position, with correlation coefficients raging from 0.87-0.98 over 4 (monkey Q) or 5 days (monkey B). Our results extend the stability of ECoG recording reported by Rubehn et al. (2009) and Chao et al. (2010) . For details, please see the section "Validation of the recording stability" in the Supplementary Materials and Supplementary Fig. 3 .
The most preferred positions were similar among frequency bands in V1 and V4+
We defined the most preferred position for each electrode and frequency band (Figs. 4 and 5A) and then compared them among bands recorded from the same electrode. We analyzed the polar angle ( Supplementary Fig. 4 ) and eccentricity (Figs. 5B, C, and D) of the most preferred position, respectively.
In general, retinotopic organization in the early visual areas (V1 and V4+) was similar across frequency bands (Figs. 4 and 5A ). In terms of the polar angles, the most preferred positions gradually shifted from the lower to the upper quadrants of the contralateral visual field (from green to pink in Fig. 4) as the electrodes go from the dorsal to the ventral surface. This trend was similar across all of the bands. In terms of the eccentricity (Fig. 5A) , the foveal representation was observed around the inferior occipital sulcus, and the preferred eccentricity increased as the distance from the sulcus increased. We could not identify an ordered structure in the temporal cortex that was consistent between monkeys.
The preferred angles among the frequency bands were similar, which was confirmed by pair-wise comparisons between the frequency bands ( Supplementary Fig. 4A-C) . As a population, only a few electrodes showed significant differences between bands ( Supplementary  Fig. 4A , left panel), and they failed to show any notable spatial patterns that were consistent between the two monkeys ( Supplementary Fig. 4B and C). The differences were distributed around 0 ( Supplementary  Fig. 4A, right panel) , and the overall differences were not significantly different from 0 for any of the frequency band pairs (two-sided sign test, p N 0.1 for all comparisons).
In the population analysis, the preferred eccentricities were comparable among the bands (Fig. 5B) , except between the beta and highgamma bands (red asterisk in Fig. 5B , right panel. p = 0.0016, which survived FDR correction q = 0.05). This difference was mainly due to the difference in preferred eccentricity of the electrodes around the inferior occipital sulcus and temporal cortex; these electrodes showed preference toward the fovea in their HGP and preference toward the periphery in their beta-band power (blue circles in panel v in Figs. 5C and D), and preference toward the periphery for the low-gamma band than for the alpha band (red circles in panel ii in Figs. 5C and D) . This is more discernible in monkey Q, but a similar trend was observed in monkey B. By grouping electrodes within each cortical area (V1, V4+, TEO/TE), we quantified the above observation; the preferred eccentricities were similar across the frequency bands in V1 and V4+ (p N 0.05), but differed in TE/TEO (Friedman's test, p = 0.0291, Fig. 6B ). Post hoc comparisons confirmed that in TEO/TE the beta band preferred more peripheral positions than the alpha band (p = 0.049) and that the low-gamma band preferred more peripheral positions than the high-gamma band (p = 0.0352).
Overall, the electrodes over V1 and V4+ showed similar spatial preferences, for polar angles and eccentricities across all frequency bands. The electrodes over TEO/TE showed a trend indicating that the beta and gamma bands prefer the peripheral visual field while the alpha and high-gamma bands prefer the foveal region, an observation that we will revisit in Section 4. These results imply that our systematic across-band comparisons of visual responses may be particularly sensitive for revealing the properties of TEO/TE. Fig. 4 . The most preferred angles were similar among the frequency bands (see also Supplementary Fig. 4 ). Spatial distribution of the most preferred angles. Upper row, monkey Q; lower row, monkey B. The color represents the polar angle of the most preferred position for each electrode, and the sizes indicate the stability of the spatial selectivity (see Fig. 3 ). Each column corresponds to each frequency band. The electrodes representing the fovea are represented by yellow stars. . Electrodes with significant differences are shown with colored circles. Red and blue circles represent electrodes with positive and negative differences in eccentricity, respectively. The size of the circles represents the average of the stability indices (see Fig. 3 ), which were defined separately for the lower-and higher-frequency bands within each electrode. Black rectangles in panel (ii) and (v) indicate the cluster of electrodes mentioned in the main text.
The RF size was smaller in the high-gamma band, but not necessarily larger in the alpha band
We examined the extent of the responsive spatial locations for each electrode in each frequency band as a proxy of the population RF size (Fig. 7A , the circle color indicates the square root of the RF sizes; exemplar RFs are shown in Supplementary Fig. 5) . We compared the RF sizes among the bands recorded on the same electrode (Figs. 7B-D) .
Previous human ECoG studies suggested that high-gamma activity reflects local processing (Crone et al., 1998a (Crone et al., , 2006 Jerbi et al., 2009) , which indicates smaller RF sizes. Consistent with the findings of previous studies, at a population level, the RF sizes for the high-gamma band in monkey ECoGs were significantly smaller than the RF sizes for the other bands (Fig. 7B, two-sided sign test, p b 0 .005 for all comparisons). On the other hand, the RF sizes for the alpha, beta, and lowgamma bands did not differ significantly (all p N 0.1), indicating that the RF sizes were not necessarily larger for the lower-frequency bands (see examples in Supplementary Fig. 5) .
The above results were obtained by pooling data from all electrodes across all regions. By assigning electrodes into V1, V4+, or TEO/TE, we found that the relationship between the RF sizes and the frequency bands was highly dependent on the regions (Fig. 6C) . In V1, the RF sizes decreased as the frequency bands increased (Friedman's test, p b 0.0005). Post hoc paired tests revealed that the high-gamma band defined smaller RFs than the alpha (p b 0.001) and beta (p b 0.0001) bands. The low-gamma band also defined smaller RFs than the beta band (p b 0.01). In V4+, the frequency band had only a weak effect on the RF sizes (Friedman's test, p = 0.0426. No significant post hoc comparisons). Finally, TEO/TE showed a strong non-linear dependency with the frequency band (Friedman's test, p b 0.0005). In fact, the pattern of frequency-dependency for RF sizes is similar to that for the preferred eccentricities (see Figs. 6B and C, right panels), though it is statistically much more reliable for the RF sizes. In TEO/TE, the RF sizes were larger in the beta and low-gamma bands than in the alpha and high-gamma bands, as confirmed by post hoc comparisons (p b 0.005 alpha band vs. beta band, beta band vs. high-gamma, band, and lowgamma band vs. high-gamma band).
Because the area of each visual flash at the periphery was larger than the area near the fovea (Fig. 1) , our estimates of the RF sizes and the preferred eccentricities were not independent. However, when we simply counted the number of stimulus positions that elicited more than half of the maximum response, we found a similar dependency on frequency bands and cortical regions (data not shown, see Section 2.4.6). Note that because all of the analyses were performed uniformly across the frequency bands, any frequency-dependent differences in retinotopic organization among the cortical areas cannot be attributed to artifacts related to our stimulus design or analyses.
As a population, the high-gamma responses showed smaller RFs than the other frequency bands. There is a widespread assumption that low-frequency signals show poorer stimulus specificity because the brain tissue acts as a low-pass capacitive filter (Bédard et al., 2004 (Bédard et al., , 2006 . While this notion is consistent with our findings using the stability index (Fig. 3J) , it does not entirely explain the findings. For V4+, the RF sizes for the alpha, beta, and low-gamma bands were similar. For TEO/TE, the RF sizes for the alpha band were much smaller than the RF sizes for the beta and low-gamma bands. These results are difficult to explain if one assumes a lower spatial specificity for lowerfrequency activity and revised the assumption of the poor stimulus specificity for the low-frequency signal. We will elaborate on these points in Section 4.
RLs respect the visual hierarchy and are much slower in the alpha band
Finally, we examined the RLs. We defined the latency for each stimulus position in each frequency band for each electrode recording. Fig. 8A shows the latencies for the most preferred position of each electrode, which was determined separately for each band. In the paired comparisons (Figs. 8B-D) , we evaluated significant differences between bands using the same set of trials for each stimulus position and utilized the median of the significant differences across the stimulus positions as a representative value for each electrode (see Section 2). When using the median of all the differences, including non-significant differences, the absolute values of the RLs were reduced, but our conclusions did not change. For most of the electrodes, the RLs of the alpha band were slower than those of the other three bands (Fig. 8B, left) , which was confirmed by a statistical test at the population level (Fig. 8B , right panel, all p b 0.0001). We also observed that the beta and low-gamma bands responded earlier than the high-gamma band (p b 0.005 for both comparisons). In both monkeys, the earlier responses in the beta band than in the high-gamma band were observed in the electrodes around the inferior occipital sulcus and on the temporal cortex (black rectangles in Figs. 8C and D, panel v) . The earlier response in the low-gamma band than in the high-gamma band were primarily attributed to monkey Q. These results are demonstrated in the time-frequency plots for two representative electrodes in Supplementary Fig. 6 . We also note that these latency differences did not arise due to an artifact of our analysis procedure ( Supplementary Fig. 2 ).
Utilizing the advantage that simultaneous ECoG recordings offer, we further compared the RLs within each frequency band (Fig. 9A) or within each visual area (Fig. 9B) using the same set of trials (see Section 2). Within each frequency band (Fig. 9A) , the RLs increased in the same order as the cortical hierarchy (Friedman's test: p b 0.0005 for all frequency bands). The latency differences between the lowest-level (V1) and highest-level (TEO/TE) regions in the hierarchy were significant (post hoc two-sided test, p b 0.0005 in all bands). The paired differences between V1 and V4+ reached significance for the low-and highgamma BLP (p b 0.01), as did those between V4+ and TEO/TE for all frequencies (p b 0.005), although the low-gamma band was less significant than the other bands (p = 0.0151). Fig. 9 (gray circles) depicts the averaged latencies in the most preferred positions for each band and region (also see Table 1 ). Note that these analyses were performed based on different sets of trials, which were optimized for each band and each channel, in a similar manner as the RL analysis in single unit studies.
Within each region (Fig. 9B) , the RLs were highly dependent on the frequency bands (Friedman's test, p b 0.0005 for all regions). Furthermore, in all regions, the RLs for the alpha band were slower than the RLs for the other bands (post hoc two-sided test, p b 0.0005). The frequency dependence of the RLs was similar between V1 and V4+. On the other hand, TEO/TE exhibited a rather unique pattern. In addition to the slower latencies in the alpha band, the latencies for the highgamma band were also slower than the latencies for the beta and lowgamma bands (p b 0.005). The difference with the beta band was 17 ms (median, 25-75 percentiles: 7-35 ms), and the difference with the low-gamma band was 17 ms (25-75 percentiles: 7-22 ms). The unique pattern in TEO/TE occurred for both the temporal RLs and the spatial selectivity (Figs. 6B and C) . Since high-gamma BLP is typically regarded as an indicator of spiking activity Ray et al., 2008 Ray et al., , 2011 , the latencies of the high-gamma BLP in V1 might seem too long (see Table 1 , 83 ms as a population even in the most preferred position). However, studies with single unit recordings have reported variability in the unit latencies (sometimes beyond 75 ms, as in Maunsell and Gibson, 1992 , or in the range of 34 to 97 ms, as in Schmolesky et al., 1998) and increases in unit latencies from layer 4 to the cortical surface (Maunsell and Gibson, 1992) . Furthermore, we did not optimize the stimuli for all neurons that contributed to the ECoG recording, which would delay the estimates (as can be inferred from the differences in the latencies for the most preferred [gray circles in Fig. 9A ] and all available positions [white circles in Fig. 9A]) . Given that the ECoG signal better correlates with activity in the superficial layers than activity in the deeper layers (Watanabe et al., 2012) , the latencies of the high-gamma responses we observed seem reasonable.
In summary, we found that the RLs in the alpha band were significantly slower than the RLs in the other bands, and that the RLs within each frequency band increased with the cortical hierarchy, from V1 to TEO/TE. Notably, we identified a unique pattern of frequencydependent response latencies in TEO/TE, which mirrored the unique frequency-dependent profiles of spatial selectivity in TEO/TE (Figs. 6B and C). Although the responses in V1 and V4+ for the beta, low-, and high-gamma bands occurred almost simultaneously, the responses in TEO/TE in the beta and low-gamma bands preceded the responses in the high-gamma band by~17 ms.
Comparison between BLP and VEPs
To examine the relationships between BLP and VEPs, we defined the PP, RF size, and RL from the VEP for each electrode and compared them to those estimated from the BLP.
The preferred angles and eccentricities were comparable between the VEP and the BLP in all frequency bands (Supplementary Fig. 7) . Most of the electrodes did not show significant differences between the VEP and BLP, and the difference as a population was not different from zero (two-sided sign test with FDR correction, q = 0.05; Supplementary Fig. 7) .
As a population, the RF sizes estimated from the VEP were larger than the RF sizes of the BLP, in all frequency bands (two-sided sign test, p b 0.0001 for all comparisons; Fig. 10A, bottom panel) . Although some electrodes showed smaller RFs in the VEP than the BLP (red circles in Fig. 10B ), their spatial distribution was not consistent across subjects. The RLs of the VEP were shorter than the RLs of the BLP, for all frequency bands (two-sided sign test, p b 0.0001 for all comparisons; Fig. 11A , bottom panel) in almost all electrodes (Fig. 11B) .
In sum, the VEP and the BLP showed similar spatial preferences; the VEP defined larger RF sizes and faster RLs than almost all the BLPs across all areas. In general, these results can be explained by the fact that the VEP reflects the phase-locked components of the spectral power across all frequencies, and as evoked power changes in any frequency can cumulatively contribute to the VEP, the VEP may show less spatial selectivity and faster latencies than the BLP.
Discussion
In the present study, we characterized the responses evoked by small visual flashes in ECoG data recorded from two monkeys with implanted subdural electrodes using a retinotopic mapping paradigm. By comparing the responses across frequency bands as a population, we observed highly consistent spatial preferences across bands and found that the smallest RF was in the high-gamma band, while the longest RLs were in the alpha band. Furthermore, our novel findings emerged from the comparison of the BLP across the regions. We found that only V1 showed a decrease in RF size as the frequency increased and that TE/TEO showed unique patterns in the spatiotemporal profiles, which has not been reported in previously. Below, we discuss our results with regards to previous findings, and deliberate on the neural underpinning of our findings. Finally, we speculate on the functional implications of our observations.
Similar spatial preferences across bands
For a given electrode, we found that spectral power in all bands and the VEP demonstrated similar spatial preferences, which we examined with the most preferred polar angles and eccentricities (Figs. 4 and 5, also see Supplementary Figs. 4 and 7) . The same results were observed across the visual areas. It is reassuring that the most basic property of the visual response, that is the most preferred stimulus position, is preserved across frequencies, as well as the VEP, and potentially even with single unit activity and functional MRI blood-oxygen-level dependent signals, when using a retinotopic mapping paradigm, one of the most extensively studied paradigms in vision science (Wandell and Winawer, 2011) . However, we point out a limitation of our study: our retinotopic mapping stimuli were rather coarse. Future studies using finer mapping stimuli might reveal finer differences in the most preferred positions across frequency bands for a given ECoG electrode. In addition, we cannot reject the possibility of distinct spatial preferences across frequencies when using more local measurements, such as recordings with laminar electrodes (Chen et al., 2007) .
Smaller RF for the high-gamma band than for the other bands Previous studies showed a tight-relationship between spiking and HGP in local field potentials recorded by a single electrodes inserted into the cortex Maunsell, 2011, Ray et al., 2008) . In the present study, we found that, as a population, the HGP defined the smallest RF compared to the BLP in the other bands (Fig. 7) . This finding has an important implication as to how HGP and other BLP relate to the underlying neuronal spiking and subthreshold membrane potentials, especially when considered together with our present findings regarding the RLs across frequencies in each visual area.
Note that the RF sizes we estimated were much larger compared to the RFs described in previous studies. It was possible that this difference was related to our stimulus design since our stimuli were not optimized to estimate the RF for each electrode recording or to fit two-dimensional Gaussian functions (Yoshor et al., 2007) . However, all frequency bands were analyzed in the same way. Thus, our finding of different RF sizes across bands cannot be explained by the features of our stimulus design. Table 1 ). (B) The temporal profile across bands is dependent on the brain regions. In V1 (left) and V4+ (middle), the alpha-band response occurred later than the other bands, while the responses in the other bands occurred almost simultaneously. TEO/TE (right) showed a unique profile, in which the beta and gamma responses preceded the high-gamma response, followed by the alpha response. Horizontal bars represent the pairs with significant differences in the post hoc comparison. Vertical bars represent the 95% confidence intervals. *p b 0.05, **p b 0.005, ***p b 0.0005. As we noted in Section 1, we focused on the event-related change of band-limited powers using transient visual flash stimuli, which induce neural activity related to onsets and offsets of the stimuli in close temporal proximity. While our latency analysis does isolate the effects of stimulus onset given that it reflects the earliest response component, other spatial aspects of the stimulus selectivity are likely to reflect the onset and offset responses. While we are not aware of any receptive field mapping study that showed separate spatial selectivity for the onset and offset, it is plausible that different frequency bands in BLPs may show such dependencies as well as some non-linear interactions between the onset and offset responses. Future studies with stimuli of a longer duration would address such possibility, characterizing the spatial selectivity of steady-state oscillations, as well as the onset and offset response, and their interactions.
The RF sizes in each region as a function of frequency band
We found that the RF sizes in each region were related to the frequency bands (Fig. 6C) . In V1, the RF sizes decreased as the frequency increased, while in V4+, there was no clear relationship. In TEO/TE, the RF sizes showed a non-linear inverted U-shape similar to the pattern in the preferred eccentricities across bands (Fig. 6B) . Taken together, the results for the RF sizes and preferred eccentricities imply that a given electrode in TEO/TE typically prefers the small foveal region in the alpha and high-gamma bands, and simultaneously, more peripheral regions in the beta and low-gamma bands.
The dependency in V1 is consistent with a commonly held assumption that cortical tissue serves as a low-pass capacitive filter (Bédard et al., 2004 (Bédard et al., , 2006 . In this model, electrical activity in the lower frequency spreads across distant areas presumably due to the lower impedance of cortical tissue, whereas electrical activity in the higher frequency remains local due to a higher cortical impedance. However, recent studies demonstrated that the impedance of the cortex is independent of frequency (Kajikawa and Schroeder, 2011; Logothetis et al., 2007) . Indeed, our results in V4+ and TEO/TE are not compatible with the capacitive filter model. Rather, the very small RF sizes observed in the alpha band for TEO/TE suggest that alpha responses can reflect local computations, as local as the high-gamma band. Our findings imply there may be a great deal that can be learned from the lowfrequency activity about the nature of "local" computations.
Longest RLs in the alpha band
One of the most surprising results relates to the latencies of the BLP in the alpha band. Across all areas, the RLs in the alpha band were much slower than the RLs in the other bands (Figs. 8 and 9 ), and this finding was not due to artifacts of our analyses (Supplementary Fig. 2 ). Note that we estimated these latencies based on the same set of trials, which were presented in the same location and visual space. Even when we defined the RLs based on the most preferred stimulus positions, the alpha band latencies were still the slowest in each area (Fig. 9A , gray circles and Table 1 ).
Typically, low-frequency activity is thought to reflect fluctuations in the membrane potential caused by synaptic inputs (Bartos et al., 2007; Buzsáki et al., 1983; Buzsáki et al., 2012; Logothetis, 2008; Ray et al., 2008 Ray et al., , 2011 . In our retinotopic paradigm, which emphasized eventrelated responses, we might expect to see the synaptic inputs in the low-frequency bands, including the alpha band, before the spiking outputs and the HGP Ray et al., 2008 Ray et al., , 2011 . In fact, several studies using event-related potentials reported very early RLs, which might reflect synaptic inputs rather than spiking activity (Chen et al., 2007; Kirchner et al., 2009) . Indeed, our VEP analyses replicated these findings (see Fig. 11 ).
It is plausible that the initial cortical inputs that are directly driven by visual stimuli may consist of a signal above 12 Hz that spares the narrow alpha band (3.9-11.7 Hz). The reason why it takes an additional 25-50 ms for the alpha power to increase compared to other bands (Fig. 9) is unclear. One possibility is that it may reflect the time needed for local computations to settle in a steady state. Another possibility is that the alpha band in the occipital lobe primarily reflects the ongoing spontaneous states of the cortex (Klimesch et al., 2007; Mathewson et al., 2011) . If so, it may take some time to entrain the ongoing alpha activity with external stimuli, which would result in slower response latencies compared to those in the other bands. Yet another possibility is that the alpha responses reflect synchronized synaptic activity triggered by feedback signals from the other regions. Given the latencies, it is likely the responses are triggered by feedback from other areas rather than by an initial sweep of the direct feedforward inputs. Indeed, recent studies showed that feedback signals could drive the local circuits that generate the oscillations in the alpha-band range (Bollimunta et al., 2008 (Bollimunta et al., , 2011 . Such a late oscillatory signal might be reflected by alpha-band responses in the ECoG signal. It is an open question whether or not the evoked change of the BLP in the alpha band, which we studied here, shares common neural mechanisms with the sustained oscillatory activity in the alpha band, which was examined previously by Bollimunta et al. (2008 Bollimunta et al. ( , 2011 .
In contrast to the alpha band, the beta and low-gamma bands responded almost simultaneously (in V1 and V4+) or earlier (in TEO/ TE) than the high-gamma band. Thus, the beta and low-gamma BLP might reflect the initial sweep into each region, rather than the feedback inputs or oscillatory modulation.
As for the neural sources of the evoked BLP in the different frequency bands, ECoG recording alone does not let us draw strong conclusions due to its limited spatial resolution. In our study, each electrode sampled the electrical signal generated by the neuronal populations below and nearby the electrode surface whose diameter is 1 mm. Further, ECoG recordings heavily reflect the neural activity in the superficial layers of the cortex (Watanabe et al., 2012) . Thus, to understand how the BLP in different frequencies across the depth of cortical columns contribute to the surface ECoG recordings requires additional studies that combine ECoG with other recording techniques that achieve finer depth and lateral resolution, such as laminar electrodes (Watanabe et al., 2012) . Such studies are more feasible in animal models than in human epilepsy patients. Our technique of using ECoG in monkeys will help determine the physiological source of ECoG signals in different frequency bands. Our current study strongly suggests that the neural sources for different frequency bands are distinct.
The unique patterns of the spatiotemporal profile in TEO/TE and its potential neural mechanisms
The spatiotemporal characteristics of TEO/TE revealed a non-linear dependency on frequency (Figs. 6 and 9B ). While the beta and lowgamma bands responded early (~130 ms) and showed bigger RFs (~10°) with a trend to prefer the periphery (~3°from the fovea), the alpha and high-gamma bands responded later (~175 and~145 ms, respectively) and showed smaller RFs that preferred the foveal representation.
What neural mechanisms can explain the unique profiles of TEO/TE? Although several explanations are possible, the general response pattern in TEO/TE is consistent with a previous hypothesis that visual processing in the temporal lobe begins with coarse-grained information, with the details being processed later (Nakamura et al., 1993; Ungerleider et al., 2008) . This hypothesis was originally inspired by the anatomical finding that neurons in the ventral stream have diverse connections, including many shortcuts from the low-to high-level areas. For example, a wellestablished shortcut exists between V2 and TEO. Such shortcut pathways might provide "a means for coarse-grained information to rapidly arrive in the temporal lobe" (Ungerleider et al., 2008) . At this point, we are not certain which pathways are crucial for the initial beta and lowgamma band visual responses in TEO/TE since neuroanatomical studies have demonstrated several shortcut connections (Builler and Kennedy, 1983; Fries, 1981; Nakamura et al., 1993; Rodman et al., 2001; Ungerleider et al., 2008; Webster et al., 1993; Iwai, 1981, 1985; Zeki, 1978) . Nevertheless, the basic idea of "coarse-to-fine" processing in the ventral visual stream is attractive for explaining our results.
In TEO/TE, the beta and low-gamma bands responded significantly faster than the high-gamma band (note that the results differ when we analyzed only the most preferred positions, as shown in Table 1 ). The 17-ms difference in latency implies that the beta and low-gamma activity in TEO/TE may not be the direct cause of spiking activity or the associated HGP in TEO/TE. In fact, given the differences in RF size and the most preferred eccentricities, there seems to be some degree of independence between the beta and low-gamma activity and the HGP (as well as spikes). In fact, the idea that "coarse information primes the processing of the fine" seems consistent with the finding that the beta and gamma bands tended to prefer peripheral visual fields, which was followed by the foveal HGP. Obviously, further work is necessary to precisely identify the neural mechanisms underlying the distinctive frequency bands, especially in the high-level visual areas including TEO/TE.
Conclusions
In conclusion, our results indicate that low-frequency BLP is more informative for learning about the local cortical mechanisms than previously thought. The low-frequency BLP does not always suffer from an unspecific spread of electrical activity across neighboring cortical areas. We also revealed unexpected frequency-dependent spatiotemporal profiles, especially upon close examination within each visual area. In particular, we found that the high-level visual area TEO/TE is unique in its spatiotemporal profiles, implicating the involvement of the neural mechanisms that allow "coarse-to-fine" processing for object recognition in the ventral pathway. These interesting results would not have been found if we had only focused on the HGP of ECoG signals. Likewise, future studies that integrate the information gained from all frequency bands would provide a fuller picture of how the brain works, and in particular, the neural basis of ECoG. Such a basic understanding is necessary if ECoG is to be used in the future as a promising recording technique for basic neuroscience and other applications such as developing brain machine interfaces.
