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Proceeding from the more general to the more concrete, we propose an equilibrium
field theory describing spin ice systems in terms of topological charges and magnetic
monopoles. We show that for a spin ice on a graph, the entropic interaction in a
Gaussian approximation is the inverse of the graph Laplacian matrix, while the
screening function for external charges is the inverse of the screened laplacian.
We particularize the treatment to square and pyrochlore ice. For square ice we
highlight the gauge-free duality between direct and perpendicular structure in terms
of symmetry between charges and currents, typical of magnetic fragmentation in
a two-dimensional setting. We derive structure factors, correlations, correlation
lengths, and susceptibilities for spins, topological charges, and currents. We show
that the divergence of the correlation length at low temperature is exponential and
inversely proportional to the mean square charge. While in three dimension real and
entropic interactions among monopoles are both 3D-Coulomb, in two dimension the
former is a 3D-Coulomb and the latter 2D-Coulomb, or logarithmic, leading to weak
singularities in correspondence of the pinch points and destroying charge screening.
This suggests that the monopole plasma of square ice is a magnetic charge insulator.
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I. INTRODUCTION
Since the Bernal-Fowler ice rule1 was invoked by Pauling2 to explain the zero-point en-
tropy of water ice3,4 the concept has come to describe a variety of other materials, such
as pyroclore rare-earth spin ice antiferromagnets5–7, artificial magnetic spin ice antiferro-
magnets8–12, or artificial particle-based ices13. Often, but not always, in these materials
frustration impedes ordering among binary degrees of freedom even at low temperature and
leads to degenerate states of constrained disorder, or ice-manifolds of interesting topological
properties.
Indeed the ice rule is a topological concept related to the local minimization of a topo-
logical charge14,15. As such it has a wide applicability, and artificial spin ice materials are
being designed16 for a variety of emergent behaviors not necessarily found in natural mag-
nets16–21. The breakdown of the ice manifold is associated with the emergence of topological
excitations22,23 that, depending on the geometry and local degeneracy of the system, can
be deconfined. Further, in magnetic materials these topological charges are also magnetic
charges often deconfinable as monopoles22–27. They interact via a Coulomb law, are sources
and sinks of the H field, and can pin superconductive vortices in spin ice/superconductors
heterostructures28. They might exert a localized and mobile magnetic proximity effect29
in heterostructures that interface two-dimensional spin ices to transition metal dichalco-
genides or Dirac materials. Finally, in artificial realizations, these topological objects can
also be read and written30,31. They might therefore function as binary, mobile information
carriers, opening new perspectives to spintronics. Artificial versions of these materials are
being explored for neuromorphic computation32,33.
In non-magnetic spin ices—such as particle-based ones13, which can be made of con-
fined colloids34–37, superconducting vortices28,38–40, skyrmions in magnets41 or liquid crys-
tals42,43—the mutual interaction among monopoles differs from a Coulomb law15,44, though,
because they are topological charges, they always interact at least entropically in a thermal
ensemble37, as we shall see.
Here we treat the ice manifold and its excitations on general grounds, and we employ
topological/magnetic charges as elementary degrees of freedom. Various interesting effec-
tive field theories of the ice manifold in pyrochlore, often called Coulomb phase, have been
developed, generally to obtain dipolar correlations via a coarse grained field45–48. They
also pertain to similar systems, such as the dimer cover problem or generally height mod-
els45,49,50. However, because there is in general no transition to the spin ice manifold, but
only a crossover at a temperature set by the energy scale of the monopoles, the criticality
of the ice manifold cannot be reached: monopoles, however diluted, will always be present
at any non-zero T , their density setting a correlation length. Close to zero temperature,
the model breaks down and further neighbor interactions are expected to induce ordering51,
which might however be prevented by glassiness52.
Therefore, while the topological protection of the ice manifold is prima facie enticing, the
exotic behaviors of spin ices proceed not so much from said topological structure, but rather
from how it is broken, e.g. via fractionalization into monopoles22,23,53, and how much of it is
instead retained, e.g. via spin fragmentation54–56. So far, the phenomenology of monopole
kinetics has been attacked either numerically or via phenomenological theories (generally
by adapting a Debye-Hu¨ckel/Bjerrum approach), or both22,25,52,57–66. This proved most
useful in describing the specificity of the experimental reality, including out of equilibrium
scenarios.
We shall instead try a more unifying framework, which is certainly exact in its formulation,
but not in its approximated deductions. We will begin with a graph theory approach. This
choice is motivated by various reasons.
Firstly, while graphs do have a metric structure, they are not embedded in a linear
algebraic structure, each of them essentially describing a topological class of various and
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different geometric realizations. This implies that many topological concepts related to
these spin ice materials, currently disseminated through many works pertaining to a variety
of systems and beginning as early as the late nineties, become natural and unified when
treated with tools from graph theory. Indeed we will show that at least in a pure spin
ice Hamiltonian, and at least in a high temperature limit (but as we shall see even at
lower temperatures), informations about correlations, screening, et cetera are completely
obtainable from the graph spectral analysis, a subject widely studied by mathematicians67.
Secondly, in the spirit of guiding artificial realizations10–13,17, while we are more directly
motivated by recent realizations of modified square ice59,68–70 that are also thermally ac-
tive71–75, we aim to a generality that can suggest conceptualizations applicable to artificial
materials that do not yet exist. Instead of finding correlations in a spin ice of a certain
topology, we could begin from observables and then realize graph-based spin ices whose
spectral properties make them behave in desired ways. This could apply to the many-
body physics of reprogrammable76 electrical circuits of connected spin ices, going beyond
the recently explored Kagome77,78, to realize potentially useful devices. A graph treat-
ment can conceptualize problems of frustrated social interactions and exchanges79, while
the ice rule on a graph can also describe compatibility of soft modes in artificial mechanical
meta-materials80,81.
Thirdly, there is a promising line of works on new, exotic topologies17,19–21,82,83, including
finite size systems84. Especially interesting works on Penrose spin ices, based on finite size
quasicrystals85–88 which still defy complete understanding, and for which concepts explained
in the next section might possibly prove useful. While the Hamiltonian in Eq. (4) is likely
too simplified to describe systems that lack degeneracy at the vertex level, it is nonetheless
a good starting point, and we show in the section on square ice how ordering terms can be
introduced by favoring topological currents.
The article is structured as follows. In the first section we will distill in mathematical form
general ideas—such as what is a spin ice, an ice manifold, a Coulomb phase, its degeneracy,
et cetera—on a general graph and show how its many-body properties can be deduced from
the spectrum of the graph, at least at high T . In the following section we particularize such
descriptions to the recently realized square degenerate ice59,68–70 while drawing comparisons
with natural pyrochlore magnets5–7.
The readers only interested in those more physically grounded cases can jump directly
there after reading only the initial part of the next section. Indeed we have kept the second
part as much as possible independent from the first. There, and indeed elsewhere, we do
not shy away from repetitions when we think they might be convenient to the reader.
II. GRAPH SPIN ICE
We consider the most general case of a spin ice on a connected, undirected, simple graph
G 89. First we need to assign on it a notion of binary spins. That corresponds to a notion
of directionality on the graph which allows us to talk of a spin phase space for G, or the
set of all directed graphs that can be built on G. From that we can define an ice manifold
as the subset of the spin phase space of G that minimizes a proper notion of topological
charge.
A. Spins on a Graph
To begin, consider an undirected, simple graph G of a number Nl of edges labeled by
l, connecting a number Nv of vertices labeled by v and of various degree of coordination
zv. We call {vv′} an edge l among vertices v, v′. For such graph, the adjacency matrix89
is the matrix Avv′ , such that Avv′ = 1 if v, v
′ are connected and Avv′ = 0 otherwise. It
thus contains all the topological information of the graph. Obviously, Avv′ is symmetric
and zv =
∑
v′ Avv′ .
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FIG. 1. Left: undirected graph. Center: directed graph. Right: directed graph obeying the ice
rule.
We can define binary variables or Ising spins Sl on each edge l such that it “points” either
toward v or v′, as in Fig. 1. That can be expressed via an antisymmetric matrix Svv′ such
that Svv′ = 0 if v and v
′ do not share an edge, Svv′ = 1 if they do and the spin points
toward v′, and Sv′v = −1 if they do and the spin points toward v.
In the language of graph theory, Avv′ defines an undirected graph, while an Ising spin
structure Svv′ defines a directed graph. Given an undirected graph G, we call S , or the
spin phase space of G, the set of the 2L directed graphs that can be specified (via Svv′)
on it. As such, each S matrix can be related to the non-symmetric adjacency matrix of
the corresponding directed graph Adirvv′ , whose elements have value one if and only if vv
′
are connected by an edge pointing toward v′ (on simple graphs). Then S is the anti-
symmetrization of Adir, or Svv′ = A
dir
vv′ −Adirv′v (and of course Avv′ = Adirvv′ +Adirv′v).
1. Ice Manifold
Having defined the spin phase space S as the set of the directed graphs realizable on a
certain undirected graph G, we can define an ice manifold as a proper subset of S . Given
Svv′ , for each vertex v we can then define its topological charge as the vector Qv defined as
the difference between the edges pointing in and out of v, or
Qv[S] =
∑
v′
Sv′v. (1)
Qv is thus the difference between indegrees and outdegrees of the directed graph that corre-
sponds to a particular spin configuration on G. Qv can have the values zv, zv − 2, . . . , 2 −
zv,−zv, and thus only vertices of even coordination can have zero charge. To relate Eq. (1)
to more familiar pictures45, we can introduce the generalized divergence operator as
div[S]v =
∑
vv′
Svv′ (2)
from which we immediately have
Qv[S] = −div[S]v. (3)
A directed graph for which |Qv| is minimal on each vertex, i.e has zero charge on all
vertices of even coordination and ±1 charge on all vertices of odd coordination, is said to
obey the ice-rule. Then, given a graph G, we call the ice-manifold of G the subsets I ⊂ S
of its spin phase space S made of all directed graphs that obey the ice rule.
Depending on the topology of the graph it is not obvious if and when the cardinality of
the ice manifold should scale exponentially with the size of the graph, thus leading to a
non-zero density of entropy, though an argument a` la Pauling2 would suggest so. Indeed,
the one dimensional ferromagnetic Ising model can be mapped into a spin ice on a path
graph whose ice manifold has cardinality two, regardless of the number of vertices. Here
we will consider cases of non-empty and extensively degenerate ice manifolds.
Field Theory for Magnetic Monopoles in (Square, Artificial) Spin Ice 5
2. Coulomb Phases
The concept of a Coulomb phase appeared first in gauge field theories90 and was intro-
duced in pyrochlore spin ice by C. Henley45. In simple terms, it corresponds to a disordered
spin texture that can be coarse-grained to a solenoidal magnetization field. It can be consid-
ered a case of classical topological order49,53,91 where no order parameter exists but instead
the disordered states are labeled by a field which expresses a constraint over the disorder.
We generalize it to a graph by expressing it without coarse graining or gauge theories.
We say that two spin assignations S, S′ ∈ S are charge equivalent if and only if their
difference Svv′ − S′vv′ has zero topological charge on every vertex. It is immediate to show
that change-equivalence is an equivalence relation and thus induces a partition on the phase
spaceS . We call each class of equivalence in that partition a Coulomb class. Each Coulomb
class is characterized by a distribution of charge Qv on each vertex v.
Trivially speaking: a graph made of only two vertices connected by one edge has a spin
phase space of cardinality 2, corresponding to the two orientations of its only spin. Its ice
manifold coincides with the spin phase space, and it contains 2 Coulomb classes, each of
cardinality 1.
The ice manifold of pyrochlore ice is a Coulomb class corresponding to charge Qv = 0
everywhere. Indeed, that is true for every graph that has only vertices of even coordination.
Clearly, not all ice manifolds are Coulomb phases. For instance the ice manifold of the
bipartite honeycomb graph, so-called kagome ice, is not: for any spin configuration there
is always at least one spin, and in fact an extensive number of spins, that can be flipped
individually, thus changing charge configurations without violating the ice rule. And yet,
the kagome ice-manifold can be partitioned into Coulomb classes. Its Ice II phase44,92–95
corresponds to two Coulomb classes, each of charge alternating in sign±1 on nearby vertices.
Then, the spontaneous symmetry breaking between the two Coulomb classes drives a second
order transition to charge ordering (of the Ising universality).
A Coulomb class becomes important if it represents a low energy state. In such case
it defines a Coulomb phase. That is the case of spin ices of even coordination, including
therefore pyrochlores, whose low energy state, the ice manifold, is also a Coulomb phase,
as we have said. In kagome ice, each of the two Coulomb classes of the Ice-II phase are a
Coulomb phase, which might explain why it is so hard to observe it experimentally18,94,96,97,
whereas the Ice-I phase was found easily8,98,99.
Indeed, in general a Coulomb class imposes topological constraints on the kinetics within
the class: it prohibits single spin flips and requires collective flips that might be extremely
unlikely in a realistic spin dynamics. Thus, if a Coulomb class is a Coulomb phase, all
kinetics must happen above that phase, by breaking the topology of the Coulomb class,
that is by changing its defining distribution of topological charges. In pyrochlore ices or
in degenerate artificial square ices, where the entire ice manifold is a Coulomb phase, the
breakage of topological protection consists in the appearance of monopoles. In such systems
all kinetics is monopole kinetics. In the Ice-II phase of kagome ice96 it consists in the
breaking of the ±1 charge alternation.
Because properties of topological order pertain to the Coulomb classes, and as the latter
are defined by charges, we will develop a formalism in which charges are the relevant degrees
of freedom and reach an effective free energy for charge distribution, which contains the
entropic effect of the corresponding Coulomb class.
3. Energy
Having clarified the notion of ice manifold and Coulomb phase on a general graph, we
then need a Hamiltonian that has the ice manifold as the ground state and allows us to
deal with breakages of the topological protection in terms of energy costs.
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The following is suitable:
H[Q] = 
2
∑
v
Q2v +
µ
2
∑
v 6=v′
QvVvv′Qv′ . (4)
, µ > 0 are energies and Vvv′ is a positive-definite, symmetric matrix of zero diagonal. The
first term is a nearest neighbor energy that is minimal on the ice manifold. The second
term represents the possible interaction between charges on different vertices, not necessarily
neighboring. In common cases, µ or V can be chosen such that the ice manifold remains
the ground state and its effect can be to lower the energy of submanifold of the ice manifold
(see for instance the two inner phases of kagome ice44,92,93).
The corresponding partition function reads
Z[H,V ] =
∑
{Svv′}
e−β(H[Q]−
1
2
∑
vv′ Svv′Hvv′), (5)
where β = 1/T , Hvv′ is an antisymmetric matrix modeling an external “magnetic” field
defined on the edges with respect to the orientation l = vv′, so that Hvv′ 6= 0 if and only
if v and v′ share an edge, and Hvv′ = −Hv′v. H has dimensions of an energy (the Zeeman
energy).
Clearly then
〈Sl〉H,V = T δ lnZ[H]
δHl
, 〈SlSl′〉 = T 2 δ
2 lnZ[H]
δHlδHl′
(6)
are the one- and two-point correlation functions for the spins.
B. Field Theory
The theory below is continuous in the sense that discrete structures (topological charges)
are made continuous and discrete degrees of freedom (spins) are removed. Positions (nodes),
however, remain discretized, though in practical applications long wavelength (or low eigen-
values of the graph spectrum) approximations can be used to return the familiar space-
continuum picture.
To produce a field theory we need to remove the discrete variables Sl. We do so by a com-
mon trick. We insert in the sum of (5) the tautological expression 1 = (2pi)−Nv
∏
v
∫
dqvdφv exp [iφv (qv −Qv)]
and then we sum over the spins. We note that
ΩH [φ] =
∑
{Svv′}
e−i
∑
v φvQv+
β
2
∑
vv′ Svv′Hvv′ (7)
=
∏
〈vv′〉
∗ ∑
S=±1
e[−i(φv′−φv)+βHvv′ ]S (8)
where 〈vv′〉 nearest neighbors and the ∏∗ means that edges are only counted once (so if
〈vv′〉 is counted 〈v′v〉 is not). From it we obtain
ΩH [φ] = 2
Nl
∏
〈vv′〉
∗
cos (∇vv′φ+ iβHvv′) , (9)
where
∇vv′φ = φv′ − φv. (10)
is the gradient of φ, or a matrix ∇φ, defined on the edges only. Note that if the graph
is embedded in a linear space and ~vv′ is the vector pointing from v to v′ then ∇vv′φ =
~vv′ · ~∇φ+O(|vv′|2).
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Z[H] from (5) can be rewritten as
Z[H] =
∫
[dq] Ω˜H [q]e
−βH[q] (11)
where [dq] =
∏
v dqv, H[q] is given by Eq. (4), and Ω˜H [q] is the functional Fourier transform
of ΩH [φ], or
Ω˜H [q] =
1
(2pi)Nv
∫
[dφ]ΩH [φ]e
∑
v iqvφv . (12)
Note that, clearly, the averages and correlations of q are the same as for Q and therefore,
for instance 〈qv〉 = 〈Qv〉 and also
〈div[S]vdiv[S]v′〉 = 〈qvqv′〉. (13)
We have thus replaced the binary spin variables Sl defined on the edges with a continuum
field qv defined on the discrete set of vertices, but we have gained a term Ω˜[q]. It represents a
generalized degeneracy or density of state for the charge distribution qv, emergent from the
many possible underlying spin ensembles compatible with qv. Indeed we can call S = ln Ω˜[q]
the generalized entropy for the charge distribution q. Therefore, the effective free energy at
zero loop100 for qv is given by the quadratic part of H[q]−TS[q]. Also, in absence of a field,
from (12), (6) and the parity of the functions involved, 〈qv〉 = 0 for every v and 〈Sl〉 = 0
for every l, as one would indeed expect from trivial considerations on the model.
To see this formalism from a different angle we can rewrite the partition function as
Z[H] =
1
(2pi)Nv
∫
[dqdφ] e−βF [q,φ,H] (14)
with
F [q, φ,H] = H[q]− iT
∑
v
qvφv + FH [φ] (15)
and
FH [φ] = −T ln ΩH [φ]. (16)
Equations (14), (15) look familiar in the language of quantum field theory. They correspond
to a charge field qv, for which iTφv acts as a bosonic field (of “Lagrangian” F [φ]) mediating
an interaction between charges. Again, the interaction is not real but comes from the
underlying binary ensemble from which the charge field is an emergent observable. Both
pictures come useful in different scenarios, as we shall see.
From now on we will consider for simplicity now µ = 0, or Vvv′ = 0: we neglect the
monopole interaction. The effect of such interaction will be discussed in the next section
in the case of pyrochlores and (quasi) degenerate square ices. Integrating (14), over dqv we
obtain
Z[H] =
(
T
2pi
)Nv
2
∫
[dφ] ΩH [φ] exp
(
− T
2
∑
v
φ2v
)
(17)
which confines the entropic field at 〈φ2〉 ∼ /T . Clearly, at large temperature the system
becomes uncorrelated and not surprisingly the field that mediates correlations tends to zero.
Taking the high T , high H limit but keeping H/T finite, the Gaussians in (17) tend to
delta functions in φ and we obtain
Z[H] = 2Nl
∏
l
cosh (βHl) , (18)
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which is the standard “paramagnetic” partition function for an uncorrelated system. It
leads, via Eq. (6) to the familiar magnetization
〈Sl〉 = tanh(βHl). (19)
Also, when H = 0 we get from (18) the correct entropy per spin at high temperature, or
s = ln 2.
From Eq. (11) we can immediately deduce a generalization of Eq. (19) as
〈Svv′〉 = 〈tanh (βHvv′ − i∇vv′φ)〉, (20)
which is strongly suggestive. It is thus natural to introduce an entropic Be field, defined as
Bevv′ = −i∇vv′φ (21)
such that
〈Svv′〉 ' βHvv′ + 〈Bevv′〉 (22)
when 〈Svv′〉 is small.
C. High T Approximation
1. Free Energy
We have learnt that the high T expansion corresponds to an expansion in the small
entropic field φ. We can expand Eq. (16) at lowest order to find
βFH [φ] = −1
2
∑
vv′
Avv′ ln cos (∇vv′φ+ iβHvv′)
' 1
4
∑
vv′
Avv′ (∇vv′φ+ iβHvv′)2
=
1
2
∑
vv′
φv (zvδvv′ −Avv′)φv′
− iβ
∑
vv′
φvAvv′Hvv′ − β
2
4
∑
vv′
Avv′H
2
vv′ . (23)
The matrix
Lvv′ = zvδvv′ −Avv′ (24)
which appears in the third line of Eq. (23) is called in graph theory the Laplacian matrix
of the graph. It can be written as Lˆ = Dˆ − Aˆ where Dvv′ = zvδvv′ is the degree matrix.
The Lagrangian matrix is indeed the generalization on a general graph of the discretized
Laplacian operator on a lattice. The reader can easily verify that for instance on a square
lattice of edge length a when one takes the usual continuum limit for a → 0 one finds
Lˆ→ −a2∇2. Also, for a generic vector ζv
div[∇ζ]v = −
∑
v′
Lvv′ζv′ (25)
as one would expect as generalization of the notorious ~∇ · ~∇ = ∇2.
We can now write F in Eq. (15) at the second order formally as
βF2 = 1
2
q∆ˆq +
1
2
φLˆφ− iφ ·
(
q + βdiv[Hˆ]
)
− β
2
2
|H|2 (26)
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where matrices are expressed as operators acting on q, φ, which are vectors of dimension
Nv. We have defined
∆ˆ = (1ˆ + µVˆ )/T, (27)
and |H|2 = ∑vv′ Avv′H2vv′/2. (From now on we will skip writing the unity operator 1ˆ:
when a scalar is summed to an operator it will be understood that the scalar is multiplied
by the unity operator.)
Note that Eq. (26) is correct because the divergence of H is hereby defined discretely
with respect to vertices by Eq. (2). One might at first imagine that Eq. (26) implies, for
instance, that on a square lattice a continuous solenoidal H would not couple to the spin ice.
However, a moment thought shows that even for an uniform H, its divergence on vertices,
as defined here is necessarily non-zero at the boundaries of the lattice.
By integrating over qv we can express the partition function in Eq. (14) in the high T
approximation as due to a free energy in the entropic field only, or
βF2[φ] = 1
2
φ
(
∆ˆ−1 + Lˆ
)
φ− iφ ·
(
βdiv[Hˆ]
)
− β
2
2
|H|2. (28)
Using Eqs (14), (26), we can find an effective free energy for the charges by integrating
instead over the entropic fields φ. To do so we must first consider the spectrum67 of L.
The following is known from the spectral theory of graphs. L is symmetric and thus
has real eigenvalues {γ(k)2}k=0...kmax with kmax ≤ V − 1, of corresponding Nv eigenvectors
ψαv (k) (where α counts the eigenvalue degeneracy). It is immediate to verify that γ
2(0) = 0
for the uniform eigenvector ψv(0) = 1/
√
Nv. In a simple and connected graph all other
eigenvalues are positive.
We can go to the new basis, defining q˜α(k) = ψα∗(k) · q and φ˜α(k) = ψα∗(k) · φ. Then
in Eqs (14), (26), the integration over dφ˜(0) merely returns a δ(q˜(0)), which in “real space”
corresponds to δ (
∑
v qv). This ensures that in the new free energy we sum only over
charge configurations of zero net charge–as it should be, since a system of dipoles is charge
neutral. All other charge modes have zero net charge. Indeed for any eigenvector of L
except the one of zero eigenvalue it is true that
∑
v ψv(k) = 0. This follows immediately
from
∑
v Lvv′ = zv′ − zv′ = 0 and ψv(k) =
∑
v′ Lvv′ψv′(k)/γ(k)
2.
From Gaussian integration of F2 in Eq. (26) in the space orthogonal to ψ(0) (where L
can be inverted) we obtain, in absence of field H, a new effective free energy for q in the
form
βF2[q] = 1
2
q∆ˆq +
1
2
qLˆ−1q, (29)
which can be interpreted both in real or spectral space.
The first term contains the energy cost to produce charges and their mutual, physical
interaction. The second term tells us that T Lˆ−1 is the kernel of an entropic interaction
between charges. Thus, at quadratic order, the effect of the underlying spin manifold can
be subsumed into a pairwise, entropic interaction that corresponds to L−1, which of course is
in general the Green matrix of the Laplacian operator (generalization of the Green function
of the Laplacian).
In regular lattices embedded in a linear space (see below), Eq. (29) implies that in three
dimensions (3D) charges interact entropically via a 1/x law, as indeed found numerically.
In two dimensions (2D) one expects instead a logarithmic interaction. This might imply a
mismatch in systems of reduced dimensionality, for instance in square ice, whose entropic
interaction is the Green function of the 2D laplacian while V is the Green function of the
3D laplacian. We will deal with that mismatch in the next section.
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2. Charge Correlations
We can define Wˆ q as the inverse of the kernel of the free energy for the charge from
Eq. (29), or
Wˆ q
−1
= ∆ˆ + Lˆ−1, (30)
and then, from equipartition we have
〈qvqv′〉 = W qvv′ (31)
For µ = 0 we note that Wˆ q can be written in various ways, including
Wˆ q =Lˆ(ξ2Lˆ+ 1)−1
=ξ−2 − ξ−4Gˆξ, (32)
where
ξ =
√
/T (33)
is the correlation length at high temperature, as it was already appreciated in more specific
systems, via other means47,48. In the last line we have introduced the green “function”
(actually, a matrix) of the screened Poisson equation on a graph, or
Gˆξ =
(
Lˆ+ ξ−2
)−1
. (34)
Going to the spectrum of L we find then immediately
〈q˜α∗(k)q˜α′(k′)〉 = δαα′δkk′w(k)
= δαα′δkk′
γ(k)2
γ(k)2ξ2 + 1
. (35)
In the infinite temperature limit the correlation length becomes zero, and from Eq. (35) we
obtain
〈qvqv′〉 → Lvv′ for T →∞, (36)
which corresponds to uncorrelated vertices. Let us see why. From Eq. (36) we have
〈q2v〉 → zv for T →∞ (37)
which indeed corresponds to the average square charge of uncorrelated vertices, or q2uncorr
defined as the square charge obtained from counting arguments. Considering vertex multi-
plicities only, and computing the average square charge for a vertex of degree z with each
charge z − 2n weighted merely by its vertex multiplicity (zn), one has indeed
〈q2〉uncorr = 2−z
z∑
n=0
(z − 2n)2
(
z
n
)
= z. (38)
Note also that Eq. (36) implies zero correlations among vertices that are not nearest neigh-
bors, but a correlation of −1 among neighboring vertices. Reasonably, even at high T , since
nearby vertices share a spin, they have in average opposite charges.
We might ask ourselves how is the infinite temperature limit approached. From Eq. (35)
we obtain the series
〈qvqv′〉 =
[
L
∞∑
n=0
(−ξ2L)n]
vv′
, (39)
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which is interesting because Ln can be written as sums of products of n Aˆ and Dˆ matrices
(e.g. ADDAADAD . . . ) in which each matrix appears at most n times. Considering the
definition of A, a moment’s thought should convince that if v, v′ are separated by more
edges than the number of A matrices in such product, then the vv′ element of the product is
zero. An obvious notion of distance between two vertices on a graph is given by the number
of edges in the shortest path (aka graph geodesic) connecting them101. It follows that if v
and v′ are at a distance dvv′ > 1 the first nonzero term of the series in Eq. (39) is given by
〈qvqv′〉 = (−ξ)2(dvv′−1)
[
Advv′
]
vv′ +O
(
ξ2dvv′
)
. (40)
Interestingly, Akvv′ is known to be the number of walks of length k between the two vertices
v and v′. Thus, the coefficient
[
Advv′
]
vv′ in Eq. (40) is the number of walks between the
two vertices v and v′ of length equal to the distance dvv′ . It is therefore the number of
geodesics connecting the two vertices.
By construction our approximation doesn’t work for T → 0 where the fluctuations of
the entropic field diverge. One could speculate that by including perturbative terms things
would not change, except for replacing ξ(T ) → ξr(T ) where ξr(T ) is the real correlation
length at low T . For instance in pyrochlore ice, correlations become screened-algebraic at
low T , suggesting that a quadratic free energy might work with proper renormalizations of
the parameters.
In the limit ξ →∞ From Eq. (35) we find
〈qvqv′〉 = ξ−2δvv′ − ξ−4
[
L−1
]
vv′ +O(ξ
6). (41)
We immediately understand that such an approach to low T correlations, if it does work,
can only work for graphs of even coordination. In such case the equation
ξ2 ∼ 1/〈q2〉 for ξ2 →∞, (42)
obtained from Eq (41), is not inconsistent a priori. Indeed, in pyrochlore spin ice it corre-
sponds to the experimentally found102 exponentially divergent behavior of the correlation
length in the proximity of the ice-manifold, as we will show in the next section. And because
for v 6= v′ the correlations tend to ∝ Lˆ−1, we can call them algebraic in this limit and we
say that this limit is critical. When the graph has vertices of odd coordination (an extensive
number of them, in an infinite graph), Eq. (42) cannot be true.
3. Entropic Screening
Since we have chosen µ = 0, all screening is entropic. Such entropic interaction subsumes
the correlations among charges coming from the underlying spin structure.
One can consider two cases: screening of an external charge and screening of a pinned
charge.
Screening of an external charge would seem prima facie impossible having suppressed any
physical charge-charge interaction. In reality, external charges interact with emergent spin
ice charges via the coupling of the H field to the spins S. To understand it formally, consider
the term
∑
vv′ Svv′Hvv′ in Eq. (5). Imagine that we can write a Helmholtz decomposition
on the graph, so that H can be represented as Hvv′ = ∇vv′Ψ +H⊥vv′ where Ψv is a field and
the second term has no divergence. Then we have
1
2
∑
vv′
Svv′Hvv′ = −
∑
v
QvΨv +
1
2
∑
vv′
Svv′H
⊥
vv′ , (43)
that is, the potential responsible for the divergence-full part of the magnetic field couples
to the emergent spin ice charges.
Let us then call qe = µdiv[H] the “external charge” (here µ is some proper constant with
the dimension of an energy, given by the problem) and assume
∑
v qe,v = 0. Then from
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Eq. (26), integrating over φ one has, for µ = 0, the screening of the external charges by
internal ones, or
〈q〉 = −µ
T
Wˆ qLˆ−1qe = −µ

Gˆξqe. (44)
Thus, an external charge is screened by the screened green function of the Laplacian with
screening length ξ. Note that because LˆΨ = −qe we can also write
〈qv〉 = −µ
T
〈qvqv′〉Ψv′ . (45)
From Eq. (45) we obtain the two correlation limits
〈qv〉 = −µ
T
δvv′qe,v′ +O(ξ
2) for ξ → 0
〈qv〉 = −µ

[
L−1
]
vv′ qe,v′ +O(ξ
−2) for ξ →∞. (46)
A pinned charge instead is obtained by summing the partition function only over spin
configurations corresponding to a fixed charge, say qpin, on a specific vertex, say v¯. This
corresponds to inserting a δ(qv¯ − qpin) in the functional integral. We will leave the simple
calculation to the reader and will report here the result
〈qv〉 = Wvv¯
Wv¯v¯
qpin =
〈qvqv¯〉
〈q2v¯〉
qpin, (47)
which does not surprise and correctly yields 〈qv¯〉 = qpin. Note also, from Eq. (32),
〈qv〉 = Lvv¯ qpin
zv¯
+O(T−2) for T →∞. (48)
The difference between the two screenings should not surprise. In the first case an external
field interacts locally [see Eq. (43)] with the spin ice, inducing local effects that then prop-
agate via the charge-charge correlation, while the second case is due to correlations of the
free charge with the pinned one.
Note that in the Debye-Hu¨ckel treatment, the screening length has a form ξ2DH ∝ T/〈q2〉.
If we take Eq. (42) to work, it indeed corresponds to a Debye-Hu¨ckel screening length for a
potential with coupling constant proportional to T , which is indeed the case for the entropic
potential responsible of the screening. At high temperature, the situation is much different,
with ξ2 = /T . This is because the Debye-Hu¨ckel approach applies to strong electrolytes
that are fully dissociated. In such case, the disorder brought by higher temperature prevents
charges from screening, thus increasing the screening radius. In spin ice, instead, charges
carry an energy cost and at higher temperature there are more charges available for the
screening.
We have obtained a series of results that are independent of geometry, to highlight the
topological nature of the spin ice physics. In the following section we will particularize these
notions to specific geometries.
III. SQUARE (VS. PYROCHLORE) ICE
The square geometry of spin ice was the first to be realized experimentally, and it was
shown that non-ice rule vertices are suppressed after AC demagnetization9,99,103. How-
ever, because moments impinging in the vertex perpendicularly interact more strongly than
moments impinging collinearly, the degeneracy of the ice manifold is lifted and antiferro-
magnatic (AFM) vertices are energetically favored. This leads to a transition in the Ising
class104 to an ordered antiferromagnetic ground state105–107 .
Shortly after the first realization, it was proposed68 that the degeneracy of the ice mani-
fold could be regained by offsetting the height of half of the nanoislands. Ten years after,
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this proposal was realized69 and is currently under study in real time, real space character-
ization via photoemission electron microscopy59. Meanwhile, ice-rule degeneracy has been
demonstrated via interaction modifiers placed in the vertices, as nano-dots among islands70,
or nano-holes in a connected spin ice of nanowires108. Interestingly, it was recently proposed
via micromagnetics that square realizations made of connected nanowires might privilege
ferromagnetic ice rule vertices109.
Below, we will treat many of these proposed scenarios within a unifying framework based
on the approach of the previous section.
A. Square Ice and Its Gauge-Free Duality
Square ice is a set of classical, binary spins ~Se aligned on the Nl edges labeled by e of a
square lattice of Ns = Nl/2 vertices labeled by v. Spins impinging in a vertex form vertex
topologies that are usually classified as t-I, . . . , t-IV and shown in Fig. 2.
There is in 2D a duality absent in 3D (e.g. in pyrochlores). We call it a gauge-free
duality because it is related to the rather gravid mathematical fact that in 2D a Helmholtz
decomposition has no gauge freedom.
Again, Qv[S] is the topological charge of the vertex v, defined as the number of spins
pointing in the vertex minus those pointing out. In a square lattice, however, we can
similarly define the topological current Ip[S] of the plaquette p, as the number of spins
pointing clockwise around the edges of the plaquette minus those pointing counterclockwise.
We call eˆ1, eˆ2 the lattice unit vectors and eˆ3 = eˆ1 ∧ eˆ2. Then for each vector ~v we
call ⊥~v = eˆ3 ∧ ~v the perpendicular of ~v. Thus for a spin configuration S we can consider
its perpendicular ⊥S, by exchanging plaquettes with vertices. For that we can still define
Qp[
⊥~S] and Iv[⊥~S]. We then have
Qv[~S] = −Iv[⊥~S] and Ip[~S] = −Qp[⊥~S], (49)
establishing the equivalence of the “parallel” and ”perpendicular” picture in 2D.
As in the previous section, we call an Ice Manifold the subset of the phase space made only
of ice-rule configurations (or Qv[S] = 0 ∀v). It is known that for each such configuration
a unique (up to a constant) height function h⊥ can be defined on the plaquettes by the
following
⊥~Se · pˆp′ = h⊥p′ − h⊥p, (50)
where pˆp′ is the unit vector pointing from plaquette p to p′ separated by the edge e (Fig. 1).
This is merely a consequence of ⊥S being current free, or irrotational.
Similarly, if a spin configuration has zero topological current on each plaquette (Ip[S] = 0
∀p), a unique (up to a constant) height function h||v can be defined on the vertices by
~Se · vˆv′ = h||v′ − h||v (51)
where e is the edge connecting the vertices vv′.
These concepts are merely the discretized version of the perhaps more familiar continuum
analogues
q[~S] := ~∇ · ~S = −eˆ3 · ~∇∧⊥~S = −j[⊥~S]
j[~S] := eˆ3 · ~∇∧ ~S = −q[⊥~S]. (52)
to which corresponds the 2D Helmholtz decomposition
~S = ~∇h|| − eˆ3 ∧ ~∇h⊥. (53)
Field Theory for Magnetic Monopoles in (Square, Artificial) Spin Ice 14
t-I (2), Q=0 t-II (4), Q=0 t-III (6),Q=±2 t-IV (2), Q=±4 
0 1 
2 1 3 2 1 
2 1 2 1 2 
2 1 0 E=-J1 
E=-J2 
E=-J3 
FIG. 2. Top: the sixteen vertices of square ice can be divided into four topologies, listed with
degeneracy in parenthesis and topological charge. Below, an ice-rule obeying configuration of ~S
(black) and its height function h⊥ built from ⊥~S (gray). Also, the coupling constants among spins.
We call the first (second) term ~S|| (~S⊥). From Eqs (52,53) h|| carries the charge and h⊥ the
current:
q = ∆h||
j = −∆h⊥. (54)
This formalism realizes magnetic fragmentation54–56 for the square lattice.
The ice manifold is a charge-free state for S and thus is characterized by ∆h|| = 0 with
h⊥ free to fluctuate, at least within the constrains of its discretized definition. Basically, the
disorder is labeled by the choice of currents compatible with zero charge. Instead, ∆h⊥ = 0
defines an ice manifold, or charge-free state, for ⊥S, or equivalently a current-free state for
S.
Clearly, the state that has both zero charge and zero currents (or equivalently, the state
that is an ice manifold both for the spin ensemble and its transversal) is ordered, corre-
sponding to all rows and columns of spins aligned in the same direction, and its entropy
(= 4) is finite. However, as we shall see, excited, low energy states above it are reminiscent
of the ice manifold topological properties if the energy cost of currents is much smaller than
charges.
The ice manifold is clearly a Coulomb phase by our definition above, and thus a topological
state of constrained disorder where in lieu of an order parameter the degenerate states are
labeled by the field h⊥ = 0. However, in this specific case, more “Coulombness” can be
proved: we can see that correlations are Coulomb.
Height models can be described by “rough” (degenerate) of “flat” (ordered) phases, a
jargon derived from the roughening transition historically associated with these models by
various exact mappings110,111.
The ice manifold of our square ice, i.e. the six vertex model, is known to be equivalent to a
dimer cover model (see ref112,113 and references within) and thus in a rough phase45,49,50. It
is a widespread ansatz (widespread, though by no means proved in most cases, and merely
adopted via handwaving generalizations see ref50 and references therein) to deal with these
systems in the long wavelength limit by ascribing to them a quadratic entropy that in our
language reads
− S = ζ
2
∫
~∇h⊥ · ~∇h⊥d2x (55)
for some constant ζ. (Obviously, the same is true for the current-free manifold that is an
ice manifold, or charge-free manifold for ⊥S by replacing h⊥ with h||).
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Note that Eq. (55) is not obviously unproblematic in a 2D gauge-free theory. In 3D
(where the gradient of the height function is replaced by the curl of a vector potential) we
would be safe. There, gauge invariance forbids the proliferation of relevant operators at the
fixed point (this is, incidentally, the mathematical reason for having to introduce by hand
a Higgs boson in the standard model, that is a new field undergoing symmetry breaking, to
generate the mass for the weak force bosons). Eq (55) merely happens to work in predicting
correlations that can also in part be computed exactly113,114.
Indeed, from Eq. (55) and equipartition one finds the correlation function for the heigh
function in reciprocal space
〈|h⊥(k)|2〉 = ζ
k2
(56)
and then from Eq (53) the spin correlator as
〈~S∗(k)~S(k)2〉 = ζ
⊥~k⊥~k
k2
= ζ
(
1ˆ−
~k~k
k2
)
(57)
(we have used dyadics) which is purely transversal, and correctly so. Note that real space
correlations of the height function are logarithmic while spin correlations are partial deriva-
tives (transversal derivatives, or ⊥~∇ = eˆ3 ∧ ~∇) of the logarithm. As the logarithm is the
2D-Coulomb function, they correspond to the kernel of the dipolar interaction (not in 3D
but in 2D, or as it is often said, in 2+1 electromagnetism), or
〈h⊥(x)h⊥(y)〉 = −2piζ ln(|x− y|) (58)
and
〈Sα(x)Sα′(y)〉 = 2piζ
(
δα,α′
|x− y|2 − 2
xαxα′
|x− y|4
)
. (59)
Compare the above with the case of pyrochlore spin ice where the correlations of the spins
is a 3D dipolar interaction.
As temperature is raised charges appears and the charge-full height function becomes
h|| 6= 0, but its coupling to h⊥ remains of higher than second order (as we shall see below)
and thus many of the topological feature of the ice manifold are retained in the excited
state.
B. Energy and States
Because of this symmetry, absent in a general graph, we will use the following Hamiltonian
H[Q, I] = 
2
∑
v
Q2v +
κ
2
∑
v
I2v +
1
2
∑
v
QvVvv′Qv′ (60)
that unlike the Hamiltonian of Eq. (4) contains a term for currents. It corresponds to
nearest neighbor couplings (Fig. 1): J1 = − κ , J2 = , J3 = −κ. In magnetic systems we
have Vvv′ = µ/(2pi|v − v′|). We set the lattice constant a = 1 so that µ is an energy. In a
nanomagnetic realization, assuming a dumbbell model, µ/ ' 1 − l/a < 1 where l < a is
the length of the dumbbell.
The Hamiltonian in Eq. (60) describes two of the cases discussed in the introduction of
this section, and approximates the third.
If all terms are zero except  > 0 then J1 = J2, J3 = 0 and thus we have a vertex
model where all the ice-rule vertices are degenerate. The ground state is an extensively
degenerate115 ice manifold for ~S. (Equivalently, for the gauge-free duality, if all terms are
zero except κ > 0 the ground state is an extensively degenerate ice manifold for ⊥~S.).
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For  > 0, κ > 0 (and V = 0) both charges and currents are suppressed. Because J1 < J2,
t-II vertices are promoted over t-I. Because J3 < 0, t-II vertices want to align and the ground
state is ordered. More formally, as the ground state is current-free and charge-free, we have
∆h|| = ∆h⊥ = 0 which implies a uniform ~S. Thus the ground state is made of t-II vertices
ferromagnetically (FM) aligned. Because the ground state is the intersection of topological
requirements (charge-free and current-free), there is no phase transition to the FM zero
temperature state, just as there is no transition to the ice manifold or the current-free
manifold. This FM state has not been investigated. However, as we said, there are cases
in which t-II vertices are favored. Ignoring further neighbor interaction, their ground state
should be a line state of subextensive entropy S =
√
Nl ln 2 and might be approximated by
our FM case for small κ and not too small T .
For  > 0, κ < 0 (and V = 0) currents are promoted, and the ground state is an ordered
antiferromagnetic (AFM) tessellation of t-I vertices which breaks Z2 symmetry, leading to a
second order transition of the Ising class104,107 at a certain temperature T afm. This can also
be seen by the fact that J1 > J2. Note that this AFM case should also describe spin ices
with vertex degeneracy. Indeed these materials are made of dipoles, and vertex-degeneracy
does not account for the long-range effect of the dipolar interaction which favors closed
magnetic fluxes and thus promotes topological currents, corresponding to a small negative
κ in Eq. (60).
We concentrate on the threshold between these cases, corresponding to  > 0 and |κ|
small and we investigate how ice manifold features are retained in this biased ice manifold.
C. Field Theory
We particularize to the square lattice the treatment of the previous section. The partition
function from Eq. (60) reads
Z =
∑
S
exp(−βH+ β
∑
e
~Se · ~He), (61)
and from it 〈~Se1 . . . ~Sen〉 = ∂β ~He1 ...β ~HenlnZ.
To go to continuum fields we insert in the sum of (61) the expression
1 = (2pi)−2Nv
∏
v
∫
dqvdφv exp [iφv(qv − qv)]
×
∏
p
∫
dipdψp exp [iψp (jp − Ip)] (62)
and then sum over the spins, obtaining
Z =
∫
[dqdj] e−βH[q,j]Ω˜[q, j] (63)
where [dqdj] = (2pi)−Nv
∏
dqv
∏
djp. The density of states for qv, jp is given by
Ω˜[q, j] =
∫
[dφdψ]Ω[φ, ψ]ei
∑
v qvφv+i
∑
p jpψp , (64)
which is the functional Fourier transform of
Ω[φ, ψ] = 2Nl
∏
〈vv′〉
cos (∇vv′φ+∇pp′ψ − iβHvv′) (65)
where the product runs on all the edges e = 〈vv′〉 once, and as before ∇vv′φ := φv′ − φv,
∇pp′ψ := ψp′ − ψp, Hvv′ := ~He · vˆv′, while vˆv′ = eˆz ∧ pˆp′. Note that by construction
〈Qv1 . . . Qvn〉 = 〈qv1 . . . qvn〉, and the same holds for I and j.
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We have again gone from discrete variables to a theory of continuous emergent topological
charges and currents constrained by an entropy
S[q, j] = −T ln Ω˜[q, j] (66)
which conveys the effect of the underlying spin structure. Equivalently, in the language of
field theory, charges qv and currents jp interact entropically via the “bosonic fields” iφv,
iψp of free energy
F [φ, ψ] = −T ln Ω[φ, ψ]. (67)
1. High T Behavior
Because we are interested in the monopole liquid below the ice manifold threshold T ' 2
but above other possible transitions, we can perform an high T approximation which, like
in the previous section, corresponds to the lowest order in the entropic fields φ, ψ.
We expand ln Ω[φ, ψ] at quadratic order and Fourier transform via
gx =
∫
BZ
g˜(~k)e−i~k·x
d2k
(2pi)2
, (68)
where BZ is the Brillouin Zone, g is a generic field, and x = v, p, l represents vertices, edges
or plaquettes. We obtain
Z2 =
∫
[dqdj][dφdψ] exp
(
−
∫
BZ
βF2(~k) d
2k
(2pi)2
)
(69)
with
F2[q˜, j˜, φ˜, ψ˜] = + µV˜
2
|q˜|2 + κ
2
|j˜|2 + T
2
γ2
(
|φ˜|2 + |ψ˜|2
)
− iT
(
q˜∗φ˜+ j˜∗ψ˜
)
+ i
(
⊥~γψ˜∗ − ~γφ˜∗
)
· ~˜H − β
2
∣∣∣ ~˜H∣∣∣2 . (70)
We have introduced the vector
γα = 2 sin(kα/2) (71)
for α = x, y and ⊥~γ = eˆ3 ∧ ~γ. In the long wavelength limit: ~γ ' ~k +O(k3).
Note that Eq. (70) is both a particularization of Eq. (26) to a square lattice and its
generalization to include currents. Clearly, in the language of the previous section, γ(~k)2 is
the spectrum of the square lattice as a graph, while −i~γ · ~˜w, −i~γ ∧ ~˜w are the generalized
divergence and curl respectively, in moment space, for a generic field ~w of the graph. V˜ (k)
is the Fourier transform of Vv and V˜ (k) ∼ 1/q as q → 0.
We see that the entropic fields for currents (resp. charges) couples to the curl (resp.
divergence) of the external field. Importantly, no φψ cross term survives, ensuring spin
fragmentation: charge and currents are independent at second order.
Integrating Z2 over φ˜, ψ˜ for H˜ = 0 returns the effective free energy for q and j in absence
of external field
F2[q, j] = F2[q] + F2[j] (72)
with
F2[q] = 1
2
(
+ µV˜ +
T
γ2
)
|q˜|2
F2[j] = 1
2
(
κ+
T
γ2
)
|j˜|2. (73)
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We learn from Eqs (73) that at large distances (γ2 ' k2) the entropic charge-charge
interaction is logarithmic, or
Ve(v − v′) ' −2piqvqv′T ln |v − v′|, (74)
and the same is true for currents. In three dimensions, the entropic interaction would
instead be ' 1/x, and it would merely alter the coupling constant µ for the monopole-
monopole interaction by adding a positive temperature dependent term, as already found
numerically57,116. None of this is especially surprising given that both are the kernel of the
inverse operator of the Laplacian in 2D and 3D respectively, often called 2D-Coulomb and
3D-Coulomb functions. However, the real, that is not merely entropic, interaction among
charges in 2D remains a 3D-Coulomb. This mismatch has significant consequences, as we
will see.
In a quadratic theory the correlation functions are the inverse of the kernel of the free
energy. From Eq. (73) we obtain them as
〈|q˜(~k)|2〉 = γ(~k)2χ˜||(k)
〈|j˜(~k)|2〉 = γ(~k)2χ˜⊥(k) (75)
where χ˜||(k), χ˜⊥(k) are given by
χ˜||(k)−1 = 1 + ξ||
2γ(~k)2
[
1 + q¯V˜ (k)
]
χ˜⊥(k)−1 = 1 + ξ⊥2γ(~k)2, (76)
and q¯ = µ/, ξ|| =
√
/T , ξ⊥ =
√
κ/T . We will show later that ξ⊥ is the high T correlation
length for the currents while ξ|| is the correlation length for the charge when µ = 0. For
µ 6= 0 things become considerably more complex.
Note that χ˜||(k), χ˜⊥(k) are the the longitudinal and perpendicular susceptibilities (multi-
plied by T ) for S˜||, S˜⊥. That can be seen immediately by performing the Gaussian integral
in Eq. (69). Remembering that γˆαγˆα′ +
⊥γˆα⊥γˆα′ = δα,α′ one obtains
F2 = 1
2
(β ~˜H∗) · (γˆγˆχ˜|| + ⊥γˆ⊥γˆχ˜⊥) · (β ~˜H) (77)
where γˆ is the unit vector of ~γ and we have used dyadics in γˆ. The first term in Eq. (77)
relates the magnetization to the divergence of the external field H while the second to
its curl, demonstrating that χ˜||(k), χ˜⊥(k) are indeed the longitudinal and perpendicular
susceptibilities. From Eq. (77) one finds immediately the spin correlations:
〈S˜∗α(~k)S˜α′(~k)〉 = γˆαγˆα′ χ˜|| + ⊥γˆα⊥γˆα′ χ˜⊥. (78)
In the limit T → ∞, Eq. (78) returns 〈S˜α(~k)S˜α′(~k)〉 → δα,α′ corresponding to uncor-
related spins. Finally, from the spin correlations we can obtain the magnetic structure
factor
Σm(~k) =
⊥~k · 〈 ~˜S(~k) ~˜S(~k)〉 ·⊥~k (79)
which will come in use later.
Note also that we started with Eq. (1) that defines the charge as a divergence of the spins.
Similarly the currents are the curl of the spins. And indeed we have from Eq. (78) and (75)
〈|q˜(~k)|2〉 = ~γ · 〈 ~˜S(~k) ~˜S(~k)〉 · ~γ
〈|j˜(~k)|2〉 =⊥~γ · 〈 ~˜S(~k) ~˜S(~k)〉 ·⊥~γ (80)
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Equation (78) implies at quadratic order the following effective free energy for the spins
βF2[S] =
∫
BZ
(
1
2χ˜||
S˜∗|| · S˜|| +
1
2χ˜⊥
S˜∗⊥ · S˜⊥
)
d2k
(2pi)2
(81)
where S˜|| =
~˜S · γˆ is the charge-full, current-fee part of the magnetization whereas S˜⊥ = ~˜S · γˆ⊥
is charge-free, current-full.
2. Low T Behavior
We have deduced our equations in the limit of high T . Can we use them to say something
at low T? We can modify our high T formalism to reach low T , at least for κ ≥ 0 where
there are no transitions at T > 0.
At low T fluctuations of the entropic fields diverge, suggesting a proper study of the
higher orders of Ω(φ, ψ).
We can however take a shortcut and postulate that corrections do not change the func-
tional form of F2 in Eq. (73) but merely renormalize its constants by introducing a tem-
perature dependence. Proceeding heuristically, we note that
〈q2〉 =
∫
BZ
〈|q˜(~k)|2〉 d
2k
(2pi)2
, (82)
and from Eq. (75) we obtain 〈q2〉 → 4 for T →∞, which is correct. Indeed 〈q2〉 = 4 is the
value deducible from a multiplicity argument (22/2 + 42/8 = 4). We have in fact already
demonstrated this more generally for any graph in Eq. (37).
If we still assume ξ2|| →∞ as T → 0, then Eq. (82) implies
〈q2〉 ∼ ξ−2|| for T → 0, (83)
which solves our problem at least at a practical level.
Indeed 〈q2〉 is extremely well approximated by the naive q2 ∼ (16/3) exp(−2/T ) com-
puted by assuming uncorrelated vertices. We have thus
ξ|| ∼
√
3
4
exp
( 
T
)
for T → 0. (84)
This exponential behavior of the correlation length when the system approaches the ice
manifold was indeed suggested experimentally by analyzing the pinch points in the structure
factor of pryrochlore ice102. It points to the topological nature of the T = 0 manifold
described at the beginning.
We can therefore keep our quadratic free energy at low T as long as  is renormalized
to  → r(T ) ∼ T/〈q2〉, which is of rather intuitive meaning. Indeed, a look at Eq. (65)
shows that Ω[φ, ψ] is periodic in the gradient of the entropic fields. That is due to is origin
from delta functions summed over the spins, and which have two roles: one is to convey the
entropic interaction, and the other is to preserve the information that charges are discrete.
We can show that in a simple way and in all generality in coordination z. Considering
the bipartite lattice of vertices A−B. Then when κ = 0 (and thus integration over currents
enforces ψ = 0) and ~H = 0, Eq. (65) becomes
Ω[φ] = 2Nl
∏
va
ω[φvb ] (85)
with
ω[φva ] =
∏
vb∈∂va
cos(φva − φvb) ' cos(φva − φb)z (86)
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where ∂vA is the set of vertices connected to vA and we have performed a mean field
approximation φvB ' φB assuming that the entropic field on vertices B surrounding vA is
about the same. Then one has immediately∫
dφve
−iφvqvω[φv] = e−iφbqv ω˜[qv] (87)
where
ω˜[q] = 2−z
z∑
n=0
(
z
n
)
δ(q − qn) (88)
merely restricts q to the only possible charges qn = (2n− z) each with proper multiplicity(
z
n
)
.
Note that in our high temperature limit we have taken ∇φ to be small. We thus neglected
the periodicity needed to constrain the magnitude of charges. In this scenario, the “dressing”
 → r(T ) ∼ T/q2 takes care of that constraint at low T (that is, already at the level of
equipartition), while φ purely transmits entropic correlations coming from the underlying
spin structure.
In fact, we can reconcile our equations with the phenomenological entropy commonly used
in height models at zero T , and illustrated at the beginning, in Eq. (55). By integration
over charges and currents in Eq. (69) one finds the free energies for the entropic field
βF2[φ] = 1
2
(
γ2 + ξ−2||
)
|φ|2 (89)
from which comes the correlations
〈|φ(k)|2〉 = 1
γ(k)2 + ξ−2||
(90)
This corresponds in real space and long wavelength limit to
βF2[φ] ' 1
2
(
~∇φ · ~∇φ+ ξ−2|| φ2
)
. (91)
When ξ−2|| = 0, we regain therefore the standard, algebraic height function entropy of
Eq (55) with the assumption
φ→
√
ζ h⊥ for T → 0. (92)
One should make no mistakes here. The identification φ = h⊥ is certainly true in the pure
ice manifold. One would be tempted by the symmetry of the formalism to extend it to any
temperature along perhaps with ψ = h||. And one would thus be mistaken.
Indeed, consider κ = 0. Then, integration over the currents j in Eq (70) implies ψ = 0.
However, for T > 0 charges exist, and thus h|| 6= 0. So, at non-zero T clearly φ 6= h⊥.
Rather φ must contain informations from both height functions. Thus, a more general
relationship must exist in the form of
h⊥ = ν⊥(φ, ψ)
h|| = ν||(φ, ψ). (93)
where the νs depend on κ, , T .
To address these issues properly, a renormalization group approach to our formalism
would be needed, but it would exceed the more practical scope of this article. We will
report on that in future work, as well as a more elegant way to frame Eqs (93), (53) in
terms of Wirtinger derivatives of holomorphic functions.
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From here on we will merely enforce Eq (83) and for simplicity use ζ = 1 (i.e we do not
dress the entropic fields) when approaching the low-temperature behavior. Note that when
κ > 0 the same can be done for ξ⊥ ∼ 1/j2. We will let the reader verify that all previous
considerations for  apply for κ and indeed j2 can be computed exactly as q2 by merely
exchanging  with κ. That is all rather obvious given the gauge-free duality.
Finally, in all our plots we will practically interpolate the behavior of ξ|| such that it is
ξ2|| ∼ /T for T →∞ and ξ2|| ∼ 1/q2 for T → 0 via the empirical formula
ξ2C|| =
(
1
q2
− 1
4
)C
+
(

+ T
)C
(94)
which, when used into Eq. (82) returns a very good agreement with results of Monte Carlo
simulations for square ice (which we performed but do not reported here) for C = 10.
We have now collected enough tools to analyze the various states of our Hamiltonian.
D. Spin Ice ( > 0, κ = 0)
1. Pure Degenerate Spin Ice ( > 0, µ = κ = 0)
The ground state is the degenerate six-vertex model115 and there is no interaction among
the charges (µ = 0). This, as we shall see, leads to entropic exponential screening of charges
at any T > 0 and algebraic screening and correlations at exactly T = 0. T = 0 is therefore
a critical point for a topological transition to a topologically ordered state.
From Eq. (76) we see that for κ = 0 χ⊥ = 1 and from Eq. (75) we get that currents are
completely uncorrelated, even though charges are. (We have already mentioned that while
this might be the case in our vertex model, it is also not very physical in a system of dipoles
where the magnetic fluxes want to close, and we will explore the case κ < 0 later.)
Equation (75) for µ = 0 can be rewritten as
〈|q˜(k)|2〉 = ξ−2||
(
1− 1
1 + ξ2||γ
2
)
(95)
where the first term Fourier-transforms to a Kronecker delta, whereas the second implies
at large distance the charge correlation
〈qv1qv2〉 = −
1
2piξ4||
K0
(|v1 − v2|/ξ||) . (96)
Because the modified Bessel function is exponentially screened, or K0(x) ∼
√
pi/2x exp(−x),
ξ|| =
√
/T is a bona fide correlation length at large T , as already appreciated via other
means47.
The situation is the same in pyrochlore in reciprocal space, but in real space K0, which
is the screened 2D-Coulomb, is replaced by a screened 3D-Coulomb or exp(−|v|/ξ||)/|v|.
This Coulomb behavior is therefore rather general, and indeed we found it to be true in the
previous section for a general graph, in Eq. (34), using the screened Green operator of the
graph Laplacian.
Correlations are then related to charge screening. In artificial realizations it is possible
to pin a charge Qpin in v0. Then the pinned charge generates a charge distribution
〈qv〉 = 〈qvqv0〉〈q2〉 qpin (97)
and for µ = 0 the screening comes entirely from the entropic interaction, which is the kernel
of the inverse Laplacian operator.
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FIG. 3. Structure factors at high (top) and low (middle) temperature plotted from Eq. (79), for
degenerate square ice without monopole interaction. Bottom: structure factor across a pinch point.
Note that at low T ξ|| from Eq. (83) is formally the expected Debye-Hu¨ckel length for a
potential whose coupling constant is ∝ T , as it is indeed the case for our entropic potential.
Instead, at large T monopoles can be created easily for a tighter screening, explaining
ξ2|| = /T → 0 for T →∞, something that naturally escapes the Debye-Hu¨ckel approach to
strong electrolytes.
Physically, an exponential screening/correlation of charges is related to the absence of
dipolar configurations. Instead algebraic correlations can be considered a failure of screening
due to charges that prefer to remain bound. More on that in the following subsection.
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Considering the spin correlations, Eq. (78) particularizes now to
〈S˜∗α(~k)S˜α′(~k)〉 = δα,α′ − γˆαγˆα′
(
1− χ˜||
)
= δα,α′ − γαγα
′
ξ−2|| + γ
2
(98)
and in real space at distances larger than lattice discretization we have
〈Sα(~x)Sα′(~0)〉 ' 2pi∂2αα′K0(|~x|/ξ||), (99)
which of course is not algebraic, as expected at non-zero temperature. It is only algebraic
for T = 0 when for the pure ice manifold we obtain
〈S˜∗α(~k)S˜α′(~k)〉IM = ⊥γˆα⊥γˆα′ = δα,α′ −
~γα~γα′
γ2
(100)
an equation already well known in pyrochlore spin ice46,48,117,118 and obtainable merely
from the height function formalism, as we have already shown.
At long wavelength, the spin correlations in real space in the pure ice manifold are thus
the kernel of a dipolar interaction in 2D, or
〈Sα(~x)Sα′(0)〉IM ' 2pi∂2αα′ ln(|~x|), (101)
obtained from as partial derivatives of the 2D Coulomb interaction, as we had seen already
at the beginning.
The correlations in Eq. (100) are completely transversal and lead to the well known pinch
points in the structure factor Σm(~k), which we plot in Fig. 3.
We have so far been concerned with long wavelength behavior. We end this subsection by
noting that we can gain some knowledge of screening at small distances by approximating
around the K = (±1,±1)pi points of the BZ. There, γ(k)2 is maximum and γ(~k + K)2 =
8− k2. This leads to a screening function
〈|q˜(K + k)|2〉 ' ξ−2||
(
1−
ξ−2||
ξ−2p − k2
)
(102)
where ξ2p = ξ
2
||/(1 + 8ξ
2
||). This suggests that for small v the correlation (or equivalently
screening) has a sign alternation with the Manhattan distance on the graph and an envelope
function E(ξp|v|) of periodicity ξp/2pi, or of the form
〈qvq0〉 = C + (−1)vx+vyE(ξp|v|) (103)
where C is a constant. We should note, however, that monopoles are characterized not
only by a charge, but also by a net magnetic moment, which was not taken into account
here. Thus, at short distances the screening would be anisotropic, just as monopoles are.
In a future work we will incorporate that degree of freedom to study at short length or
equivalently around the K points of the BZ.
Finally, consider instead the possibility of a finite spin ice of radius R in which boundaries
are pinned as to impose a net charge to the system (we owe this idea to Andrew King of
D-Wave Systems). If R is large we can consider the continuum variable x rather than v and
think of a charge Qp spread on a circular boundary as ρ(x) = Qpδ(x−R)/(2piR) to which
corresponds
ρ˜(k) = QpJ0(Rk) ' Qp
√
2
piRq
cos(Rq − pi/4) for Rq  1 (104)
where J0 is a modified Bessel function. Note that Rq  1 means x  R which is the
region of interest: the bulk of the system. Then we have
〈q(x)〉 = 1〈q2〉
∫
dy〈q(x)q(y)〉ρ(y) (105)
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FIG. 4. Form factors of the monopole charge elicited by fixed charges on the boundaries.
from which we find that the following nonzero, oscillating form factor for the charge
ξ2||〈q˜(k)〉 ' −
Qp
〈q2〉
√
2
pi
1
1 + ξ2||k
2
cos(Rk − pi/4)√
Rk
(106)
signals charge pinned on the boundaries. We have used only the second term in Eq. (95),
assuming the form factor experimentally recorded is that of the bulk. We plot the form
factor of Eq (106) in Fig. 4.
Boundary charges are generally present in particle-based spin ice of finite size13–15 where
in fact Q ∝ R.
2. Algebraic Screening in Spin Ice with Monopole Interaction ( > 0, µ > 0, κ = 0)
The monopole-monopole interaction (µ > 0) introduces in 2D new physics not seen in
3D.
As we know from our approach to general graphs, the entropic interaction is always
screened Coulomb. Because in 3D the real monopole-monopole interaction is also 3D-
Coulomb, it does not alter the functional form of the screening, but merely changes ξ|| =√
/T into ξ|| =
√
/(T + µ). Things are much different in 2D: the entropic interaction is
a 2D-Coulomb, but the real interaction is a 3D-Coulomb.
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FIG. 5. Structure factors at high (top) and low (middle) temperature plotted from Eq. (79), for
degenerate square ice with monopole interaction. Notice how the monopole interaction sharpens
the pinch points. Bottom: structure factor across a pinch point.
The first thing to notice is that we now have a new length-scale, the Bjerrum length
lB = µ/T , above which thermal energy exceeds the strength of the monopole interaction.
Not also that lB and ξ|| scale differently with temperature and at high temperature lB < ξ
while the opposite is true at low temperature.
The next thing to notice is that V˜ (k) (the Fourier transform of 1/x on a 2D square
lattice) goes as V˜ (k) ∼ 1/k at small k. Thus the denominator of the charge correlations in
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reciprocal space, which now take the form
〈|q˜(k)|2〉 = k
2
1 + ξ||
2γ(~k)2 + lBγ(~k)2V˜ (k)
, (107)
goes linearly in k as ∼ 1 + lBk at small k instead than quadratically as 1 + ξ2||k2 as it does
when µ = 0. It can be seen clearly in the structure factor, which we plot in Fig. 5. In
correspondence to the pinch points, the profile of the intensity is not a Lorenzian when
µ 6= 0 but has a weak singularity in the derivative, or Σm ' 1 − lB |k| + (l2B − ξ2||)k2. In
general, the visual effect is to make the structure factor sharper in correspondence to the
pinch point at T 6= 0.
More mathematically, this implies poles for 〈|q˜(k)|2〉 on the negative real axis in k rather
than on the imaginary axis and therefore lack of a screening length.
Consider a charge Qpin pinned in the system and 〈Ve(x)〉 = ∇2〈q(x)〉 the entropic po-
tential generated by the screening charge 〈q(x)〉 elicited by Qpin [Eq. (97)]. From Eqs (76),
(75) we can write in the long wavelength approximation
V˜e(k) =
TQpin
i
√
∆〈q2〉
(
1
k − k+ −
1
k − k−
)
(108)
with
2k± = k¯ ± i
√
∆
k¯ = µ/
∆ = 4T/− µ2/2. (109)
Then, a frequently used trick is to write 1/c =
∫∞
0
exp(−zc)dz for a generic complex num-
ber c with positive real part. Applying the trick to each term in Eq (108) and Fourier
transforming one obtain the entropic potential elicited by the pinned charge as
〈Ve(x)〉 = lB
2pi〈q2〉
∫ +∞
−∞
λ(z)
(x2 + z2)3/2
dz (110)
with
λ(z) = Qpin
T 2
µ
|z| exp(−|z|k¯/2)sin(|z|
√
∆/2)√
∆
. (111)
for which
∫
λ(z)dz = Qpin. Thus the entropic potential can be considered as generated
by a virtual density of charge spread on a line perpendicular to the plane (labeled by the
coordinate z), intersecting the plane at the pinned charge, and of total charge Qpin.
When ∆ > 0, that is when T/ > µ2/42, the vertical, virtual charge distribution is
confined by the a length 2/k¯. That length can be used for a “multipole” expansion of
Eq. (108) in xk¯. In particular, when x 2/k¯ = 2/µ we have
〈Ve(x)〉 ' lB
2pi〈q2〉
Qpin
x3
(112)
and by taking its Laplacian we obtain the charge density elicited by the pinned charge Qpin
as
〈q(x)〉 ' − 9lB
2pi〈q2〉
Qpin
x5
. (113)
Instead, when ∆ < 0, the sine in Eq (111) becomes hyperbolic. Now Eq. (112), (113) are
still valid but for x 1/k+ = lB/2 +
√
l2B/4− 1 ∼ lB when lB is large.
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FIG. 6. Plot of k¯l (solid line) and k¯l− (dashed line) as a function of the normalized Bjerrum length
k¯lB . Note that at low temperature both µ and  should be renormalized and k¯ = µ/ might not
remain constant. The region between the dotted lines is further split by the curve corresponding
to the correlation length ξ||, setting the length scale of the entropic interaction.
Note that ∆ > 0 means ξ|| > lB/2. Thus, the difference between the two regimes depends
on the interplay between the two relevant length scales, the screening length and the Bjerrum
length. The two shapes (trigonometric or hyperbolic) for the screening charges thus denote
two different regimes at small x, one of correlated charges and one of uncorrelated ones. For
ξ|| > lB/2, the presence of an imaginary part in the k± points to a pseudo-screening of length
2/∆ ' ξ|| + l2B/8ξ|| for lB/ξ||  1. That is, a short-length screening at small x, which then
turns into the algebraic decay of the previous equations. For ξ|| < lB/2 , one can interpret
the elicited charge as coming from two linear distribution of virtual charges, one positive
and screened along the z axis on a longer length l = 1/k+ and one negative and screened on
a much smaller length l− = 1/k−. The contribution of the second charge can be taken as
algebraic in the region l− < x < 1/k+ whereas the full correlations become algebraic only
for x > 1/k+. There is therefore at small T an interesting, intermediate region in spatial
range that is worth studying (see Fig. (6) and which corresponds to lengths lower than the
Bjerrum length (since l+ ∼ lB at small T ) and therefore strong monopole coupling. That
region is further split in two by ξ|| defining the length scale of the entropic interaction.
We will study these regimes in more depth in the future. However, the most relevant
feature here is that in both regimes the elicited charge has an algebraic behavior at large x
in Eq (113). Also, both requirements for the algebraic behavior imply x lB , as one would
perhaps expect: the algebraic decay is valid at distances where the thermal fluctuations are
stronger than the monopole interaction. The algebraic behavior at large distance implies
that the monopole interaction impedes screening by keeping opposite charges close. And
indeed, in studies of low-dimensional correlated electrons, it is well known that a 3D-coulomb
interaction destroys screening in 2D119–121.
In conclusion, square ice with µ 6= 0 is an insulating rather than conducting plasma of
charges, as lack of charge screening indicates. It becomes conducting when µ = 0.
E. Antiferromagnetically Ordering in Spin Ice (κ < 0)
When κ 6= 0 from Eqs (75) we have
〈|j˜(~k)|2〉 ' T
κ
[1− χ˜⊥(k)] . (114)
which relates correlations among currents to the perpendicular magnetic susceptibility.
When k < 0, F2 in Eq. (70) is not bounded from below when T ≤ T afmc = 8|κ| (because
γ2 reaches its maximum γ2 = 8 on the K corners of the BZ). This merely testifies of the
expected ordering criticality in the AFM case. Currents are promoted by a negative κ
and the AFM state is an ice rule state that maximizes currents. There is a second order
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FIG. 7. Structure factors at different temperatures plotted from Eq. (79), for the FM square ice
with monopole interaction.
phase transition to such ordered state. At transition, our high T approximation fails as
interactions between fluctuations of the entropic fields cannot be neglected. Therefore,
T afmc is not the actual AFM critical temperature, but merely a useful parameter in the
context of our framework.
For T > T afmc , χ˜⊥(k) has a maximum on the K corners of the BZ. Thus, we expand
around K, γ(K + ~k)2 ' 8− k2 in χ˜⊥(k) and from Eq (114) we obtain for large |p|
〈IpI0〉 ' (T/κ)
2
2pi
(−1)px+pyK0 (|p|/ξafm) , (115)
which expectedly alternates sign on adjacent plaquettes. The AFM correlation length is
given by
ξ2afm = |κ|/(T − T afmc ) (116)
and is a measure of the size of the AFM domains. It diverges at the ordering criticality,
though with the wrong exponent, as expected given our high T , quadratic approximation.
Because κ/ is small, T afm is much smaller than 2, the crossover temperature for the ice
regime. Thus, above TAFMc the divergence-free and divergence-full fields behave indepen-
dently and features of the essentially transversal IM structure factor, such as pinch points
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and charge correlations, are still present. We plot the structure factor in Fig. 7. Note
there the maxima corresponding to the K points of the BZ. These are routinely seen in
experiments and often Monte Carlo simulations of degenerate square ice, that is of dipolar
spin ice where the vertices are artificially made degenerate by vertical offsets of the islands.
It is a clear indication that even though the vertices are degenerate the long range dipolar
interaction wants to close fluxes.
Note that also in this case the pinch points become sharper because of the presence of
the monopole interaction.
F. Ferromagnetic Case ( > 0, κ > 0)
This case is rather interesting in itself, thought unlikely to be realized via current methods
(see discussion at the beginning of this section). As we have discussed, it has an ordered,
ferromagnetic ground state. Given the symmetry breaking, one would naively expect a
second order phase transition. Of course, we do know of infinite order transitions associ-
ated to symmetry breaking122, and we have already discussed how the ground state is the
intersection of two topological requirements, the IM for S and ⊥S at the same time. While
this does not describe at low temperature the realized cases of square ice with heigh offset
exceeding the critical offset, which instead leads to a line liquid, it is a good approximation
at intermediate temperatures.
Our free energy at quadratic level suggests no critical temperature above zero. At the
same time it suggests an exponential divergence in both correlation lengths ξ⊥, ξ|| as T → 0.
Given the gauge-free duality, everything said above for charge correlations applies here
both to charges and currents. thus we have also screened correlations for currents as
〈jpj0〉 = − (T/κ)
2
2pi
K0 (|p|/ξ⊥) . (117)
The structure factor (Fig. 8) is quite reminiscent of spin ice. However, it has maxima at
the pinch points, to signal incipient ferromagnetic ordering. Unlike the case κ < 0, such
maxima never diverge as temperature is reduced: they merely become sharper.
We conclude therefore that within our framework there is no phase transition and the
system is critical only at exactly T = 0, and correlation lengths diverge exponentially as
zero temperature is reached.
At temperatures higher than κ but lower than  we conclude that the system behaves
as an excited spin ice but with screened 2D-Coulomb correlations among currents. When
µ 6= 0 the discussion for the κ = 0 applies and there is lack of screening among charges.
IV. CONCLUSIONS
We have proposed a general framework to model spin ices on a general graph. We have
then particularized it to square ice and studied it geometric specificity.
We have obtained a series of results that are independent of geometry. We list them here.
• The partition function of general Graph Spin Ice can be reformulated exactly as
a functional integral over the charge distribution and its entropic field, the latter
conveying the effect of the underlying spin ensemble [Eqs (11)-(16)].
• The high T behavior of a general Graph Spin Ice is described by a quadratic free
energy of the average charges and contains informations of the graph via the graph
Laplacian [Eq. (29)].
• In absence of charge interaction and external fields and in the limit of high T , the
entropic interaction among charges corresponds to the Green operator of the graph
Laplacian. Thus, correlations are merely the screened Green operator of the graph
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FIG. 8. Structure factors at different temperatures plotted from Eq. (79), for the FM square ice
with monopole interaction.
Laplacian [Eqs (31)-(35)]. Consequently, all topological properties of any unknown
graph can be reconstructed from its spin ice behavior.
• In absence of charge interaction and external fields and in the limit of high T , the
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correlation length is ξ2 = J/T , a result already appreciated in various particular
systems47.
We have then particularized this treatment to the case of square ice. We list our main
results
• A general Hamiltonian can capture the gauge-free duality of the square geometry.
By including a terms for currents one can better describe the threshold around pure
spin ice. In practical realizations it is generally impossible to reach vertex degeneracy
without also promoting currents.
• The three cases, non surprisingly, have similar behaviors when T is not too low, while
remaining below the crossover to a spin ice state.
• The formalism can be rather naturally “pushed” at low temperatures by properly
renormalizing the monopole chemical potential . When the ice manifolds is also
a Coulomb phase, our formalism allows to conjecture with confidence and generality
that ξ ∼ 1/〈q2〉 for T → 0. This formula is exactly the generalization on a graph of the
Debye-Hu¨ckel screening length for a potential that is “inverse-Laplacian” and whose
coupling constant is proportional to T , as our entropic potential is. For a Coulomb
phase charge is energetically gapped and the mean square charge goes to zero ex-
ponentially. This leads to an exponential divergence in the correlation length which
signals the topological nature of the Coulomb phase, and which has been observed
experimentally102 in pyrochlores. We will show elsewhere that the low temperature
relation between mean square charge and correlation function is maintained in bipar-
tite graphs of odd coordination. There, of course, 〈q2〉 → 1 as T → 0 and there is no
exponential divergence in the correlation length.
• Monopole interaction in 2D has considerably different effects than in 3D. The concept
is more general. On a graph, when the interaction is chosen such that Vˆ = µLˆ−1 little
changes in the formalism, except a shift T → T + µ. This is precisely what happens
in pyrochlore, where the entropic interaction is indeed found numerically to be the
inverse of the laplacian, or V (x) ∝ 1/x.
• In 2D square ice we find that the monopole interaction destroys the entropic screening.
Consequently, charge correlations are algebraic at non-zero temperature. Thus, square
ice as a monopole plasma is insulating at µ 6= 0 and conducting at µ = 0 .
V. ACKNOWLEDGEMENTS
We thank Andrew King (D-Wave Systems) for useful discussions and Beatrice Nisoli for
proofreading. This work was carried out under the auspices of the U.S. DoE through the
Los Alamos National Laboratory, operated by Triad National Security, LLC (Contract No.
892333218NCA000001).
Data Availability Statement
Data sharing is not applicable to this article as no new data were created or analyzed in
this study.
1J. Bernal and R. Fowler, “A theory of water and ionic solution, with particular reference to hydrogen
and hydroxyl ions,” The Journal of Chemical Physics 1, 515–548 (1933).
2L. Pauling, “The structure and entropy of ice and of other crystals with some randomness of atomic
arrangement,” Journal of the American Chemical Society 57, 2680–2684 (1935).
3W. Giauque and M. F. Ashley, “Molecular rotation in ice at 10 k. free energy of formation and entropy
of water,” Physical review 43, 81 (1933).
4W. Giauque and J. Stout, “The entropy of water and the third law of thermodynamics. the heat capacity
of ice from 15 to 273 k.” Journal of the American Chemical Society 58, 1144–1150 (1936).
5A. P. Ramirez, A. Hayashi, R. J. Cava, R. Siddharthan, and B. S. Shastry, “Zero-point entropy in ‘spin
ice’,” Nature 399, 333–335 (1999).
Field Theory for Magnetic Monopoles in (Square, Artificial) Spin Ice 32
6B. C. den Hertog and M. J. Gingras, “Dipolar interactions and origin of spin ice in ising pyrochlore
magnets,” Physical review letters 84, 3430 (2000).
7S. T. Bramwell and M. J. Gingras, “Spin ice state in frustrated magnetic pyrochlore materials,” Science
294, 1495–501 (2001).
8M. Tanaka, E. Saitoh, H. Miyajima, T. Yamaoka, and Y. Iye, “Magnetic interactions in a ferromagnetic
honeycomb nanoscale network,” Physical Review B 73, 052411 (2006).
9R. F. Wang, C. Nisoli, R. S. Freitas, J. Li, W. McConville, B. J. Cooley, M. S. Lund, N. Samarth,
C. Leighton, V. H. Crespi, and P. Schiffer, “Artificial ’spin ice’ in a geometrically frustrated lattice of
nanoscale ferromagnetic islands,” Nature 439, 303–6 (2006).
10C. Nisoli, R. Moessner, and P. Schiffer, “Colloquium: Artificial spin ice: Designing and imaging magnetic
frustration,” Reviews of Modern Physics 85, 1473 (2013).
11L. Heyderman and R. Stamps, “Artificial ferroic systems: novel functionality from structure, interactions
and dynamics,” Journal of Physics: Condensed Matter 25, 363201 (2013).
12S. H. Skjærvø, C. H. Marrows, R. L. Stamps, and L. J. Heyderman, “Advances in artificial spin ice,”
Nature Reviews Physics , 1–16 (2019).
13A. Ortiz-Ambriz, C. Nisoli, C. Reichhardt, C. J. Reichhardt, and P. Tierno, “Colloquium: Ice rule and
emergent frustration in particle ice and beyond,” Reviews of Modern Physics 91, 041003 (2019).
14C. Nisoli, “Dumping topological charges on neighbors: ice manifolds for colloids and vortices,” New
Journal of Physics 16, 113049 (2014).
15C. Nisoli, “Unexpected phenomenology in particle-based ice absent in magnetic spin ice,” Physical Review
Letters 120, 167205 (2018).
16C. Nisoli, V. Kapaklis, and P. Schiffer, “Deliberate exotic magnetism via frustration and topology,”
Nature Physics 13, 200–203 (2017).
17C. Nisoli, “Frustration(s) and the ice rule: From natural materials to the deliberate design of exotic
behaviors,” in Frustrated Materials and Ferroic Glasses (Springer, 2018) pp. 57–99.
18S. Zhang, I. Gilbert, C. Nisoli, G.-W. Chern, M. J. Erickson, L. OB´rien, C. Leighton, P. E. Lammert,
V. H. Crespi, and P. Schiffer, “Crystallites of magnetic charges in artificial spin ice,” Nature 500,
553–557 (2013).
19I. Gilbert, Y. Lao, I. Carrasquillo, L. O?Brien, J. D. Watts, M. Manno, C. Leighton, A. Scholl, C. Nisoli,
and P. Schiffer, “Emergent reduced dimensionality by vertex frustration in artificial spin ice,” Nature
Physics 12, 162–165 (2016).
20I. Gilbert, G.-W. Chern, S. Zhang, L. O?Brien, B. Fore, C. Nisoli, and P. Schiffer, “Emergent ice rule
and magnetic charge screening from vertex frustration in artificial spin ice,” Nature Physics 10, 670–675
(2014).
21Y. Lao, F. Caravelli, M. Sheikh, J. Sklenar, D. Gardeazabal, J. D. Watts, A. M. Albrecht, A. Scholl,
K. Dahmen, C. Nisoli, et al., “Classical topological order in the kinetics of artificial spin ice,” Nature
Physics 14, 723–727 (2018).
22I. Ryzhkin, “Magnetic relaxation in rare-earth oxide pyrochlores,” Journal of Experimental and Theo-
retical Physics 101, 481–486 (2005).
23C. Castelnovo, R. Moessner, and S. L. Sondhi, “Magnetic monopoles in spin ice,” Nature 451, 42–5
(2008).
24D. J. P. Morris, D. Tennant, S. Grigera, B. Klemke, C. Castelnovo, R. Moessner, C. Czternasty, M. Meiss-
ner, K. Rule, J.-U. Hoffmann, et al., “Dirac strings and magnetic monopoles in the spin ice dy2ti2o7,”
Science 326, 411–414 (2009).
25S. R. Giblin, S. T. Bramwell, P. C. W. Holdsworth, D. Prabhakaran, and I. Terry, “Creation and
measurement of long-lived magnetic monopole currents in spin ice,” Nat. Phys. 7, 252–258 (2011).
26S. Ladak, D. Read, W. Branford, and L. Cohen, “Direct observation and control of magnetic monopole
defects in an artificial spin-ice material,” New Journal of Physics 13, 063032 (2011).
27E. Mengotti, L. J. Heyderman, A. F. Rodr´ıguez, F. Nolting, R. V. Hu¨gli, and H.-B. Braun, “Real-space
observation of emergent magnetic monopoles and associated Dirac strings in artificial kagome spin ice,”
Nat. Phys. 7, 68–74 (2010).
28Y.-L. Wang, X. Ma, J. Xu, Z.-L. Xiao, A. Snezhko, R. Divan, L. E. Ocola, J. E. Pearson, B. Janko, and
W.-K. Kwok, “Switchable geometric frustration in an artificial-spin-ice–superconductor heterosystem,”
Nature nanotechnology 13, 560 (2018).
29B. Scharf, G. Xu, A. Matos-Abiague, and I. Zˇutic´, “Magnetic proximity effects in transition-metal
dichalcogenides: converting excitons,” Physical review letters 119, 127403 (2017).
30Y.-L. Wang, Z.-L. Xiao, A. Snezhko, J. Xu, L. E. Ocola, R. Divan, J. E. Pearson, G. W. Crabtree, and
W.-K. Kwok, “Rewritable artificial magnetic charge ice,” Science 352, 962–966 (2016).
31J. C. Gartside, D. M. Arroo, D. M. Burn, V. L. Bemmer, A. Moskalenko, L. F. Cohen, and W. R.
Branford, “Realization of ground state in artificial kagome spin ice via topological defect-driven magnetic
writing,” Nature nanotechnology 13, 53 (2018).
32F. Caravelli and C. Nisoli, “Computation via interacting magnetic memory bites: Integration of boolean
gates,” arXiv preprint arXiv:1810.09190 (2018).
33H. Arava, P. M. Derlet, J. Vijayakumar, J. Cui, N. S. Bingham, A. Kleibert, and L. J. Heyderman,
“Computational logic with square rings of nanomagnets,” Nanotechnology 29, 265205 (2018).
34A. Liba´l, C. Reichhardt, and C. J. Olson Reichhardt, “Realizing Colloidal Artificial Ice on Arrays of
Optical Traps,” Phys. Rev. Lett. 97, 228302 (2006).
Field Theory for Magnetic Monopoles in (Square, Artificial) Spin Ice 33
35A. Ortiz-Ambriz and P. Tierno, “Engineering of frustration in colloidal artificial ices realized on micro-
featured grooved lattices,” Nature communications 7 (2016).
36J. Loehr, A. Ortiz-Ambriz, and P. Tierno, “Defect dynamics in artificial colloidal ice: Real-time obser-
vation, manipulation, and logic gate,” Physical Review Letters 117, 168001 (2016).
37A. Liba´l, D. Y. Lee, A. Ortiz-Ambriz, C. Reichhardt, C. J. Reichhardt, P. Tierno, and C. Nisoli, “Ice
rule fragility via topological charge transfer in artificial colloidal ice,” Nature communications 9, 4146
(2018).
38A. Liba´l, C. O. Reichhardt, and C. Reichhardt, “Creating artificial ice states using vortices in nanos-
tructured superconductors,” Physical review letters 102, 237004 (2009).
39M. L. Latimer, G. R. Berdiyorov, Z. L. Xiao, F. M. Peeters, and W. K. Kwok, “Realization of artificial
ice systems for magnetic vortices in a superconducting moge thin film with patterned nanostructures,”
Phys. Rev. Lett. 111, 067001 (2013).
40J. Trastoy, M. Malnou, C. Ulysse, R. Bernard, N. Bergeal, G. Faini, J. Lesueur, J. Briatico, and J. E.
Villegas, “Freezing and melting of vortex ice,” arXiv preprint arXiv:1307.2881 (2013).
41F. Ma, C. Reichhardt, W. Gan, C. O. Reichhardt, and W. S. Lew, “Emergent geometric frustration of
artificial magnetic skyrmion crystals,” Physical Review B 94, 144405 (2016).
42A. Duzgun and C. Nisoli, “Artificial spin ice of liquid crystal skyrmions,” arXiv preprint arXiv:1908.03246
(2019).
43A. Duzgun, C. Nisoli, C. Reichhardt, and C. Reichhardt, “Commensurate states and pattern switching
via liquid crystal skyrmions trapped in a square lattice,” arXiv preprint arXiv:1911.10270 (2019).
44A. Liba´l, C. Nisoli, C. J. O. Reichhardt, and C. Reichhardt, “Inner phases of colloidal hexagonal spin
ice,” Phys. Rev. Lett. 120, 027204 (2018).
45C. L. Henley, “The coulomb phase in frustrated systems,” Annu. Rev. Condens. Matter Phys. 1, 179–210
(2010).
46S. Isakov, K. Gregor, R. Moessner, and S. Sondhi, “Dipolar spin correlations in classical pyrochlore
magnets,” Physical Review Letters 93, 167204 (2004).
47D. Garanin and B. Canals, “Classical spin liquid: Exact solution for the infinite-component antiferro-
magnetic model on the kagome´ lattice,” Physical Review B 59, 443 (1999).
48C. Henley, “Power-law spin correlations in pyrochlore antiferromagnets,” Physical Review B 71, 014424
(2005).
49C. L. Henley, “Classical height models with topological order,” Journal of Physics: Condensed Matter
23, 164212 (2011).
50C. L. Henley, “Relaxation time for a dimer covering with height representation,” Journal of statistical
physics 89, 483–507 (1997).
51R. G. Melko, B. C. den Hertog, and M. J. Gingras, “Long-range order at low temperatures in dipolar
spin ice,” Physical review letters 87, 067203 (2001).
52C. Castelnovo, R. Moessner, and S. Sondhi, “Thermal quenches in spin ice,” Physical review letters
104, 107201 (2010).
53C. Castelnovo, R. Moessner, and S. Sondhi, “Spin ice, fractionalization, and topological order,” Annu.
Rev. Condens. Matter Phys. 3, 35–55 (2012).
54M. Brooks-Bartlett, S. T. Banks, L. D. Jaubert, A. Harman-Clarke, and P. C. Holdsworth, “Magnetic-
moment fragmentation and monopole crystallization,” Physical Review X 4, 011007 (2014).
55B. Canals, I.-A. Chioar, V.-D. Nguyen, M. Hehn, D. Lacour, F. Montaigne, A. Locatelli, T. O. Mentes¸,
B. S. Burgos, and N. Rougemaille, “Fragmentation of magnetism in artificial kagome dipolar spin ice,”
Nature communications 7 (2016).
56S. Petit, E. Lhotel, B. Canals, M. C. Hatnean, J. Ollivier, H. Mutka, E. Ressouche, A. Wildes, M. Lees,
and G. Balakrishnan, “Observation of magnetic fragmentation in spin ice,” Nature Physics 12, 746
(2016).
57C. Castelnovo, R. Moessner, and S. Sondhi, “Debye-hu¨ckel theory for spin ice at low temperature,”
Physical Review B 84, 144435 (2011).
58L. Mo´l, R. Silva, R. Silva, A. Pereira, W. Moura-Melo, and B. Costa, “Magnetic monopole and string
excitations in two-dimensional spin ice,” Journal of Applied Physics 106, 063913 (2009).
59A. Farhan, M. Saccone, C. F. Petersen, S. Dhuey, R. V. Chopdekar, Y.-L. Huang, N. Kent, Z. Chen,
M. J. Alava, T. Lippert, et al., “Emergent magnetic monopole dynamics in macroscopically degenerate
artificial spin ice,” Science advances 5, eaav6380 (2019).
60L. D. Jaubert and P. C. Holdsworth, “Magnetic monopole dynamics in spin ice,” Journal of Physics:
Condensed Matter 23, 164222 (2011).
61F. S. Nascimento, L. A. S. Ml, W. A. Moura-Melo, and A. R. Pereira, “From confinement to decon-
finement of magnetic monopoles in artificial rectangular spin ices,” New Journal of Physics 14, 115019
(2012).
62L. Mo´l, W. Moura-Melo, and A. Pereira, “Conditions for free magnetic monopoles in nanoscale square
arrays of dipolar spin ice,” Physical Review B 82, 054434 (2010).
63R. Dusad, F. K. Kirschner, J. C. Hoke, B. Roberts, A. Eyal, F. Flicker, G. M. Luke, S. J. Blundell, and
J. Davis, “Magnetic monopole noise,” arXiv preprint arXiv:1901.10044 (2019).
64A. V. Klyuev, M. I. Ryzhkin, and A. V. Yakimov, “Statistics of fluctuations of magnetic monopole
concentration in spin ice,” Fluctuation and Noise Letters 16, 1750035 (2017).
65F. K. Kirschner, F. Flicker, A. Yacoby, N. Y. Yao, and S. J. Blundell, “Proposal for the detection of
Field Theory for Magnetic Monopoles in (Square, Artificial) Spin Ice 34
magnetic monopoles in spin ice via nanoscale magnetometry,” Physical Review B 97, 140402 (2018).
66C. Castelnovo, “Coulomb physics in spin ice: From magnetic monopoles to magnetic currents,”
ChemPhysChem 11, 557–559 (2010).
67A. E. Brouwer and W. H. Haemers, Spectra of graphs (Springer Science & Business Media, 2011).
68G. Mo¨ller and R. Moessner, “Artificial Square Ice and Related Dipolar Nanoarrays,” Phys. Rev. Lett.
96, 237202 (2006).
69Y. Perrin, B. Canals, and N. Rougemaille, “Extensive degeneracy, coulomb phase and magnetic
monopoles in artificial square ice,” Nature 540, 410–413 (2016).
70E. O¨stman, H. Stopfel, I.-A. Chioar, U. B. Arnalds, A. Stein, V. Kapaklis, and B. Hjo¨rvarsson, “Inter-
action modifiers in artificial spin ices,” Nature Physics 14, 375 (2018).
71V. Kapaklis, U. B. Arnalds, A. Harman-Clarke, E. T. Papaioannou, M. Karimipour, P. Korelis, A. Taroni,
P. C. W. Holdsworth, S. T. Bramwell, and B. Hjo¨rvarsson, “Melting artificial spin ice,” New J. Phys.
14, 035009 (2012).
72A. Farhan, P. M. Derlet, A. Kleibert, A. Balan, R. V. Chopdekar, M. Wyss, J. Perron, A. Scholl,
F. Nolting, and L. J. Heyderman, “Direct observation of thermal relaxation in artificial spin ice,”
Physical review letters 111, 057204 (2013).
73V. Kapaklis, U. B. Arnalds, A. Farhan, R. V. Chopdekar, A. Balan, A. Scholl, L. J. Heyderman, and
B. Hjo¨rvarsson, “Thermal fluctuations in artificial spin ice,” Nature nanotechnology 9, 514–519 (2014).
74U. B. Arnalds, A. Farhan, R. V. Chopdekar, V. Kapaklis, A. Balan, E. T. Papaioannou, M. Ahlberg,
F. Nolting, L. J. Heyderman, and B. Hjo¨rvarsson, “Thermalized ground state of artificial kagome spin
ice building blocks,” Applied Physics Letters 101, 112404 (2012).
75L. Anghinolfi, H. Luetkens, J. Perron, M. Flokstra, O. Sendetskyi, A. Suter, T. Prokscha, P. Derlet,
S. Lee, and L. Heyderman, “Thermodynamic phase transitions in a frustrated magnetic metamaterial,”
Nature communications 6 (2015).
76G.-W. Chern, “Magnetotransport in artificial kagome spin ice,” Physical Review Applied 8, 064006
(2017).
77W. R. Branford, S. Ladak, D. E. Read, K. Zeissler, and L. F. Cohen, “Emerging Chirality in Artificial
Spin Ice,” Science 335, 1597–1600 (2012).
78B. L. Le, J. Park, J. Sklenar, G.-W. Chern, C. Nisoli, J. D. Watts, M. Manno, D. W. Rench, N. Samarth,
C. Leighton, and P. Schiffer, “Understanding magnetotransport signatures in networks of connected
permalloy nanowires,” Phys. Rev. B 95, 060405 (2017).
79B. Mahault, A. Saxena, and C. Nisoli, “Emergent inequality and self-organized social classes in a network
of power and frustration,” PloS one 12, e0171832 (2017).
80A. S. Meeussen, E. C. Oguz, Y. Shokef, and M. van Hecke, “Topological defects produce exotic mechanics
in complex metamaterials,” arXiv preprint arXiv:1903.07919 (2019).
81C. Coulais, E. Teomy, K. De Reus, Y. Shokef, and M. Van Hecke, “Combinatorial design of textured
mechanical metamaterials,” Nature 535, 529–532 (2016).
82M. J. Morrison, T. R. Nelson, and C. Nisoli, “Unhappy vertices in artificial spin ice: new degeneracies
from vertex frustration,” New Journal of Physics 15, 045009 (2013).
83G.-W. Chern, M. J. Morrison, and C. Nisoli, “Degeneracy and criticality from emergent frustration in
artificial spin ice,” Phys. Rev. Lett. 111, 177201 (2013).
84J. Li, S. Zhang, J. Bartell, C. Nisoli, X. Ke, P. Lammert, V. Crespi, and P. Schiffer, “Comparing
frustrated and unfrustrated clusters of single-domain ferromagnetic islands,” Phys. Rev. B 82, 134407
(2010).
85V. S. Bhat, J. Sklenar, B. Farmer, J. Woods, J. T. Hastings, S. Lee, J. B. Ketterson, and L. E. De Long,
“Controlled magnetic reversal in permalloy films patterned into artificial quasicrystals,” Physical review
letters 111, 077201 (2013).
86V. Bhat, B. Farmer, N. Smith, E. Teipel, J. Woods, J. Sklenar, J. B. Ketterson, J. Hastings, and
L. De Long, “Non-stochastic switching and emergence of magnetic vortices in artificial quasicrystal spin
ice,” Physica C: Superconductivity and its Applications 503, 170–174 (2014).
87V. Brajuskovic, A. Addi, C. Phatak, and A. K. Petford-Long, “Observation of transient states during
magnetization reversal in a quasicrystal artificial spin ice,” Physical Review B 98, 094424 (2018).
88V. S. Bhat, J. Sklenar, B. Farmer, J. Woods, J. B. Ketterson, J. T. Hastings, and L. E. De Long,
“Ferromagnetic resonance study of eightfold artificial ferromagnetic quasicrystals,” Journal of Applied
Physics 115, 17C502 (2014).
89D. B. West et al., Introduction to graph theory, Vol. 2 (Prentice hall Upper Saddle River, 2001).
90E. Fradkin, Field theories of condensed matter physics (Cambridge University Press, 2013).
91R. Z. Lamberty, S. Papanikolaou, and C. L. Henley, “Classical topological order in abelian and non-
abelian generalized height models,” Physical review letters 111, 245701 (2013).
92G. Mo¨ller and R. Moessner, “Magnetic multipole analysis of kagome and artificial spin-ice dipolar arrays,”
Phys. Rev. B 80, 140409 (2009).
93G.-W. Chern, P. Mellado, and O. Tchernyshyov, “Two-stage ordering of spins in dipolar spin ice on the
kagome lattice,” Phys. Rev. Lett. 106, 207202 (2011).
94N. Rougemaille, F. Montaigne, B. Canals, A. Duluard, D. Lacour, M. Hehn, R. Belkhou, O. Fruchart,
S. El Moussaoui, A. Bendounan, and F. Maccherozzi, “Artificial kagome arrays of nanomagnets: A
frozen dipolar spin ice,” Phys. Rev. Lett. 106, 057209 (2011).
95I. Chioar, N. Rougemaille, and B. Canals, “Ground-state candidate for the classical dipolar kagome
Field Theory for Magnetic Monopoles in (Square, Artificial) Spin Ice 35
ising antiferromagnet,” Physical Review B 93, 214410 (2016).
96A. J. Macdonald, P. C. Holdsworth, and R. G. Melko, “Classical topological order in kagome ice,”
Journal of Physics: Condensed Matter 23, 164208 (2011).
97J. Drisko, S. Daunheimer, and J. Cumings, “Fepd 3 as a material for studying thermally active artificial
spin ice systems,” Physical Review B 91, 224406 (2015).
98Y. Qi, T. Brintlinger, and J. Cumings, “Direct observation of the ice rule in an artificial kagome spin
ice,” Physical Review B 77, 094418 (2008).
99C. Nisoli, J. Li, X. Ke, D. Garand, P. Schiffer, and V. H. Crespi, “Effective Temperature in an Interacting
Vertex System: Theory and Experiment on Artificial Spin Ice,” Phys. Rev. Lett. 105, 047205 (2010).
100J. Zinn-Justin, Quantum field theory and critical phenomena (Clarendon Press, 1996).
101M. Aouchiche and P. Hansen, “Distance spectra of graphs: A survey,” Linear algebra and its applications
458, 301–386 (2014).
102T. Fennell, P. Deen, A. Wildes, K. Schmalzl, D. Prabhakaran, A. Boothroyd, R. Aldus, D. McMorrow,
and S. Bramwell, “Magnetic coulomb phase in the spin ice ho2ti2o7,” Science 326, 415–417 (2009).
103C. Nisoli, R. Wang, J. Li, W. McConville, P. Lammert, P. Schiffer, and V. Crespi, “Ground State Lost
but Degeneracy Found: The Effective Thermodynamics of Artificial Spin Ice,” Phys. Rev. Lett. 98,
217203 (2007).
104F. Y. Wu, “Critical behavior of two-dimensional hydrogen-bonded antiferroelectrics,” Phys. Rev. Lett.
22, 1174–1176 (1969).
105J. Porro, A. Bedoya-Pinto, A. Berger, and P. Vavassori, “Exploring thermally induced states in square
artificial spin-ice arrays,” New Journal of Physics 15, 055012 (2013).
106S. Zhang, I. Gilbert, C. Nisoli, G.-W. Chern, M. J. Erickson, L. O?Brien, C. Leighton, P. E. Lammert,
V. H. Crespi, and P. Schiffer, “Crystallites of magnetic charges in artificial spin ice,” Nature 500,
553–557 (2013).
107O. Sendetskyi, V. Scagnoli, N. Leo, L. Anghinolfi, A. Alberca, J. Lu¨ning, U. Staub, P. M. Derlet,
and L. J. Heyderman, “Continuous magnetic phase transition in artificial square ice,” arXiv preprint
arXiv:1905.07246 (2019).
108V. Schanilec, Y. Perrin, S. L. Denmat, B. Canals, and N. Rougemaille, “Artificial vertex systems by
design,” arXiv preprint arXiv:1902.00452 (2019).
109Y. Perrin, B. Canals, and N. Rougemaille, “Quasidegenerate ice manifold in a purely two-dimensional
square array of nanomagnets,” Physical Review B 99, 224434 (2019).
110H. van Beijeren, “Exactly solvable model for the roughening transition of a crystal surface,” Physical
Review Letters 38, 993 (1977).
111S. Chui and J. Weeks, “Phase transition in the two-dimensional coulomb gas, and the interfacial rough-
ening transition,” Physical Review B 14, 4978 (1976).
112P. Zinn-Justin, “Six-vertex, loop and tiling models: integrability and combinatorics,” arXiv preprint
arXiv:0901.0665 (2009).
113R. Baxter, Exactly solved models in statistical mechanics (Academic, New York, 1982).
114B. Sutherland, “Correlation functions for two-dimensional ferroelectrics,” Physics Letters A 26, 532–533
(1968).
115E. H. Lieb, “Residual entropy of square ice,” Physical Review 162, 162 (1967).
116G.-W. Chern, C. Reichhardt, and C. Nisoli, “Realizing three-dimensional artificial spin ice by stacking
planar nano-arrays,” Applied Physics Letters 104, 013101 (2014).
117R. Youngblood and J. Axe, “Polarization fluctuations in ferroelectric models,” Physical Review B 23,
232 (1981).
118D. A. Huse, W. Krauth, R. Moessner, and S. L. Sondhi, “Coulomb and liquid dimer models in three
dimensions,” Physical review letters 91, 167004 (2003).
119L. Keldysh, “Coulomb interaction in thin semiconductor and semimetal films,” Soviet Journal of Exper-
imental and Theoretical Physics Letters 29, 658 (1979).
120D. Jena and A. Konar, “Enhancement of carrier mobility in semiconductor nanostructures by dielectric
engineering,” Physical review letters 98, 136805 (2007).
121P. Cudazzo, I. V. Tokatly, and A. Rubio, “Dielectric screening in two-dimensional insulators: Implica-
tions for excitonic and impurity states in graphane,” Physical Review B 84, 085406 (2011).
122E. H. Lieb, “Exact solution of the f model of an antiferroelectric,” Physical Review Letters 18, 1046
(1967).
