We introduce new numerical techniques for solving nonlinear unsteady Burgers equation. The numerical technique involves discretization of all variables except the time variable which converts nonlinear PDE into nonlinear ODE system. Stability of the nonlinear system is verified using Lyapunov's stability criteria. Implicit stiff solvers backward differentiation formula of order one, two and three are used to solve the nonlinear ODE system. Four test problems are included to show the applicability of introduced numerical techniques. Numerical solutions so obtained are compared with solutions of existing schemes in literature. The proposed numerical schemes are found to be simple, accurate, fast, practical and superior to some existing methods.
Introduction
Consider the nonlinear unsteady Burgers equation Here ν > 0, is the viscosity parameter and f (x) is given smooth function. Burgers proposed this equation as a mathematical model of turbulence. It is the simplified form of Navier-Stoke's equation. It has got application in various fields like gas dynamics [34] , traffic flow [18] , Vijitha Mukundan, Department of Mathematics, National Institute of Technology, Calicut 673601, India, E-mail: vijithamukundan29@gmail.com Ashish Awasthi, Department of Mathematics, National Institute of Technology, Calicut 673601, India, E-mail: aawasthi@nitc.ac.in shock theory [35] , cosmology [38] etc. This equation has a time dependent term, convection term and diffusion term and can be used to test several numerical algorithms for Navier-Stoke's equation . Hence, mathematicians have shown much interest in finding its numerical as well as analytical solution. In 1915, Bateman [4] introduced this equation and gave steady state solution for the problem. Later on, in 1948, J. M. Burgers, a dutch physicist proposed this equation as a mathematical model for turbulence [6, 7] and due to his vast contribution the equation is named after him. Among the various numerical methods finite difference scheme draws more attention due to its simplicity, accuracy and wide applicability. Kadalbajoo and Awasthi [16] used Crank-Nicolson scheme effectively to the nonlinear Burgers equation using Cole-Hopf transformation. Among others numerical methods based on finite difference are given in [2, 3, 5, 9, 17, 20, 22, 23, 33, 41] , while other methods include finite element method [32, 36, 37] , Petro-Galerkin method [12] , local-RBF meshless method [13] , B-spline finite element method [14, 21, 24] , and automatic differentiation method [1] . Recently, lattice Boltzmann method [11] , multi-quadric quasi-interpolation [10] and meshless method [40] have been used to solve the nonlinear Burgers equation. A comparison of MOL to finite difference technique is presented in [19] . M. M Rashidi et al. [30] employed homotopy perturbation method for solving generalized Burger and Burger-Fisher equations, while in [31] homotopy analysis method is used to solve Burger and regularized long wave equations. In 2015, V. Mukundan and A. Awasthi [27] proposed efficient numerical techniques to solve Burgers equation which is based on finite difference schemes. 
Proposed Scheme
In this paper, we have proposed some schemes for efficiently dealing with the time dependent nonlinear Burgers equation. First we apply method of lines technique by discretizing the X-direction. For this we divide the spatial direction into N + 1 equally spaced points with space interval h = (b − a)/N. Spatial derivatives are approximated using central difference scheme as given below.
Applying the boundary conditions u 0 (t) = 0 , u N (t) = 0 and substituting in Eq. (1.1), we get
where, u i (t) is approximation of u(x i , t).
ODE system arising from the substituition of
where, F is a nonlinear function of U with elements f i which are defined as:
We will analyze the nonlinear system of ordinary differential equations (2.4) for existence, uniqueness of solution and its stability.
Theorem I
Let F(U, t) be a continuous function. Then the initial value problem (IVP)
Proof. Since the functions defined above
are clearly continuous we can assure that solution exist for this IVP.
Theorem II
Let C 1 denote the class of all differentiable functions whose first derivative is continuous. If F(U, t) ∈ C 1 then there exist one and only one solution to the IVP.
Proof
The partial derivatives of the functions given in eq (2.5) are
All the partial derivatives of the function exist and are continuous everywhere in the domain, thus F(U, t) ∈ C 1 .
Hence the IVP has a unique solution. Stability of the nonlinear system will be investigated in the next section.
Stability Analysis
One of the most important mathematical tool for analysis of stability of nonlinear system is Lyapunov's stability theory . It allows to test the stability of a nonlinear autonomous system by finding the eigenvalues of the Jacobian matrix at the equilibrium point. Consider the nonlinear system Eq. (2.4). Since the system is autonomous we have
where F is a nonlinear function of U with elements f i defined as:
Expanding F as a Taylor series about the equilibrium point U * = 0, we have
We will investigate the stability of the system Eq. (3.6) using Lyapunov's Indirect Method.
Lyapunov's Indirect Method
Let x = 0 be an equilibrium point ofẋ = f (x), where 
. . .
Let matrix A denote Jacobian matrix evaluated at the equilibrium point. Then A is a tridiagonal matrix given by
Eigenvalues of this matrix are of the form
Since, −1 < cos( 
Numerical Integration
Divide the time interval into M + 1 equally spaced points with time step Δt = T/M. For time integration we use backward differentiation formulas.
Backward Differentiation Formula of
order one (BDF-1)
U 0 is the initial condition and
Since the system (4.7) is nonlinear, we can linearize it by using Taylor series expansion about U (n)
where
F is the Jacobian matrix at the n th time level.
Substituting Eq. (4.8) in Eq. (4.7) we get, 
Backward Differentiation Formula of order two (BDF-2)
Substituting Eq. (4.11) in Eq. (4.10) we get,
(4.12)
Hence the above scheme is linearized. Now, we need only to solve linear algebraic equations Eq. (4.12) which take less computational time. Taylor series expansion
Backward Differentiation Formula of order three (BDF-3)
Substituting Eq. (4.14) in Eq. (4.13) we get,
where,
Hence the above scheme is linearized. Again, we need only to solve linear algebraic equations which take less computation time.
Numerical results and discussion
Several test experiments were conducted to check the efficiency and adaptability of the proposed numerical schemes. A comparison is made between the computed solutions and the test problems whose exact solutions are known for different values of viscosity ν and at different values of final time. The numerical solutions are also compared with results given in the literature. All numerical calculations were performed using codes produced in MAT-LAB 8.0.
Example-1 Consider the Burgers Equation [8]
with initial condition u(x, 0) = sin(πx), 0 ≤ x ≤ 1, and the boundary conditions
The exact solution of the problem is
The Burgers equation has been solved directly by first applying method of lines semi discretization technique followed by implicit solvers backward differentiation formulas of order one, two and three. In Table 1 , numerical solutions obtained by proposed method followed by backward differentiation formulas are compared with the exact solutions for viscosity ν = 0.1 at different times T = 0.1, 0.2, 0.3. It has been observed that numerical solutions obtained by BDF-2 and BDF-3 provides better accuracy than BDF-1. The experiment was repeated for different values of viscosity ν at different time levels T. Results are tabulated and presented in Tables 2-4 for viscosity ν = 0.02, 0.01, 1 at different time levels T. Numerical schemes implementing BDF-1 and BDF-2 are respectively discussed in our papers [29] and [26] . In Table 5 , we have compared the proposed numerical schemes using implicit solvers BDF-2 and BDF-3 with other schemes available in literature. It has been observed that the proposed numerical schemes shows excellent agreement with exact solutions as compared to the schemes given in [21] and [32] . Numerical results obtained by proposed schemes are also comparable to those given in [17] . Discrete root mean square error norm (L 2 ) and maximum error norm (L∞) are computed for ν = 0.05, 0.0125, at different time levels and presented in Table 6 . Figure 1 , shows comparison between numerical and exact solutions of example 1 for viscosity ν = 1, 0.1 at different time levels T. It has been observed that numerical solutions using BDF-2 agrees exactly with exact solutions. Physical behavior of numerical solutions at different times T in 3D and contour form for ν = 0.0066 has been presented in Figure 2 .
Most of the numerical methods available in literature fails to capture physical behavior of the equation as viscosity tends to zero ( ν → 0). Figure 3 shows the proposed scheme is able to capture the physical behavior for ν = 0.0001, 0.00001. Hence the proposed schemes overcome the drawback of several other numerical schemes given in the literature. Table 7 . We have repeated the experiment with ν = 0.0125 at time levels T = 1, 2, 3 and presented in Table 8 . It has been observed that numerical solutions agrees with the exact solution. Moreover, numerical schemes using BDF-2 and BDF-3 provide more accurate solutions as compared to BDF-1. To validate the accuracy of proposed numerical schemes, we have compared it with existing numerical schemes [15] , [21] and [17] for viscosity ν = 0.01. scheme given in [15] and it is better than the schemes given in [21] and [17] . Error norms (L 2 ) and (L∞) corresponding to example 2 are tabulated for ν = 0.1, 0.02 in Table 10 . Figure 4 , shows that numerical solutions for test problem 2 agrees exactly with analytic solutions at each nodal points for viscosity ν = 0.02, 0.01. The physical behavior of computed solutions is depicted in Figure 5 through contour and surface plots for viscosity ν = 0.05 and at different time levels T. Figure 6 shows the proposed scheme is able to capture the physical behavior for ν = 0.0001, 0.00001.
Example-3
We also consider Burgers equation [39] 
with boundary conditions In our first computation we have taken ν = 0.02, Δx = 0.0125, Δt = 0.001 and compared the results obtained by proposed schemes with the exact solutions and reported in Table 11 . In our next computation we took nu = 0.00667 and the numerical results are tabulated in Table 12. From  Tables 11 and 12 we infer that numerical solutions obtained from BDF-2 and BDF-3 lies close to exact solutions. Next, we compared our numerical results with schemes given in Asaithambi [1] and Mittal and Jain [24] for ν = 0.1, 0.5 and presented in Tables 13 and 14 . Once again the proposed numerical schemes provide better accuracy than the schemes given in [1] and [24] . Example-4 In this test example, consider Burgers equation [25] We have presented two dimensional figures to show the physical behavior of the above problem. In our com- and is similar to those given in Mittal and Singhal [25] and Mittal and Jain [24] . 
Conclusion
In this paper, Burgers equation is solved by semidiscretization technique in combination with backward differentiation formulas. The proposed schemes are tested on four test problems and numerical solutions have been compared with exact solution. Numerical solutions shows excellent agreement with the exact solutions. It has been observed that numerical schemes with implicit solver BDF-2 and BDF-3 provide better solutions than BDF-1. The proposed schemes are comparable with the scheme given in [15] , [17] and it is better than the schemes given in [21] , [32] , [1] and [24] . Hence the proposed numerical schemes are efficient and reliable for solving the Burgers equation even for small value of viscosity parameter. Moreover, the scheme can be extended to solve other nonlinear problems like modified Burgers equation and Burgers equation in two dimension.
