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1 Introduction
Relativistic hydrodynamics is an effective dynamical theory of systems at local thermody-
namic equilibrium. The condition of local thermodynamic equilibrium, makes it possible
to describe the dynamics of interacting quantum fields with classical partial differential
equations involving few thermodynamic fields (temperature, velocity, chemical potentials)
provided that there is a separation between macroscopic and microscopic scales: the ther-
modynamic fields should vary significantly over distances which are much (or sufficiently)
larger than microscopic scales of the quantum theory, such as mean free path, Compton
wavelength etc. The branches of physics for which relativistic hydrodynamics is an effective
tool include astrophysics, cosmology as well relativistic heavy ion collisions [1–6]. In the
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past few years, the derivation of hydrodynamic equations has drawn much attention: from
kinetic theory [7–14], from fluid/gravity correspondence [15–18], from the phenomenologi-
cal extension of the non equilibrium thermodynamics [19, 20], from the projection operator
method [21, 22], from non equilibrium statistical operator method [23] and from imposing
some symmetries on the system [24, 25]. The success of relativistic hydrodynamics in heavy
ion collisions lately arose fundamental questions about its domain of applicability [26].
Relativistic hydrodynamics is based on the expansion of the mean stress-energy tensor
as a function of the thermodynamic fields and their gradients. The zero-order term is the
well known ideal form of the mean stress-energy tensor:
Tµν = (ρ+ p)uµuν − gµνp, (1.1)
which is an exact expression at the global thermodynamic equilibrium with constant pa-
rameters T, µ and u. The first-order corrections to the (1.1) in the gradients of u, T ad
µ are dissipative, that is they imply the irreversible increase of entropy. The second-order
corrections — including quadratic terms in first-order derivatives as well as second or-
der derivatives — to the ideal form were classified in refs. [15, 27, 28] and discussed in
refs. [10, 16, 25, 29–31].
Among the second order terms in the gradients, there are quadratic terms in accel-
eration and vorticity which do not contribute to the entropy increase, i.e. they are non-
dissipative. Such terms were dubbed in ref. [29] as thermodynamic, and it was shown in
ref. [30] that they appear in the most general form of thermodynamic equilibrium in flat
spacetime involving non-vanishing acceleration and vorticity, such as the rotating fluid with
constant angular velocity [32, 33]. Furthermore, in ref. [30] was shown that, at least for
free fields, these terms are of quantum origin, namely they vanish in the ~ → 0 limit, as it
was already argued in ref. [27]. Their quantum origin is also born out by the fact that they
are missing in the stress-energy tensor expression from the classical expansion of the Boltz-
mann distribution function in the kinetic theory [14]. The interest for such terms has been
certainly reinforced by the recent observation of a thermal vorticity of the order of some
percent by the STAR experiment through the measurement of hyperon polarization [34].
The scalar coefficient multiplying the term ωµων , where ω is the kinematic vorticity,
was calculated in ref. [29] with a suitable “Kubo formula” involving stress-energy tensor
three-point functions. In ref. [30] it was shown that, on the other hand, those coeffi-
cients can be expressed as correlators of conserved generators of the Poincare´ group and
the stress-energy tensor at the usual thermodynamic equilibrium with constant T and µ.
This property involves a remarkable simplification of the “Kubo formulae”, insofar as the
constancy of generators allows to remove time integration, unlike in those of dissipative
coefficients, like shear viscosity. The ultimate reason thereof is the relation of these terms
to global equilibrium configurations. In fact, in this paper we will use a different method,
where the time integration survives in imaginary time.
In ref. [30] their explicit expression was found for the real scalar free field. In this work,
we extend that calculation to the free charged scalar field and the Dirac field including a
finite chemical potential. We will be using an operator formalism throughout instead
of the functional approach [24, 25, 35]. As it will be shown, the operator formalism is
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very convenient for a simple and systematic derivation of the “Kubo formulae” of the
non-dissipative coefficients. On the other hand, the functional approach allows to obtain
relations between those coefficients [24, 25, 35], which are more difficult to extract in the
operator formalims.
Notation. In this paper we use the natural units, with ~ = c = kB = 1.
The Minkowskian metric tensor is diag(1,−1,−1,−1); for the Levi-Civita symbol we
use the convention ǫ0123 = 1.
We will use the relativistic notation with repeated indices assumed to be summed over,
however contractions of indices will be sometimes denoted with dots, e.g. u·T ·u ≡ uµTµνuν .
Operators in Hilbert space will be denoted by a large upper hat, e.g. T̂ (with the exception
of Dirac field operator that is denoted by Ψ) while unit vectors with a small upper hat,
e.g. vˆ. The stress-energy tensor is assumed to be symmetric with an associated vanishing
spin tensor.
2 Global thermodynamic equilibrium density operator
The general covariant form of the local thermodynamic equilibrium density operator was
introduced in [36–38] and lately discussed in detail in refs. [23, 30, 39–41]:
ρ̂ =
1
Z
exp
[
−
∫
Σ
dΣµ
(
T̂µν(x)βν(x)− ζ(x) ĵµ(x)
)]
, (2.1)
where T̂µν and ĵµ are the stress-energy tensor and a conserved current operators, βµ is the
four-temperature vector such that
T =
1√
β2
is the proper comoving temperature and ζ is the ratio of comoving chemical potential and
temperature ζ = µ/T ; Σ is a spacelike 3-D hypersurface. This operator is obtained by
maximizing the entropy with fixed mean energy, momentum and charge density [40]. If
time-like, the four-temperature vector β defines a local four-velocity of the fluid (the β
frame [40, 42]):
uµ(x) =
βµ(x)√
β2
, (2.2)
and the magnitude of β is the proper temperature measured by a thermometer moving
with four-velocity u.
If the four-temperature β is a Killing vector [39]:
∇µβν +∇νβµ = 0 ∇µζ = 0, (2.3)
and ζ is constant, the density operator (2.1) is a proper global thermodynamic equilibrium
density operator insofar as it becomes independent of the hypersurface Σ with suitable
conditions at a timelike boundary. The general solution of the eq. (2.3) in Minkowsky
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space-time is known and can be expressed in terms of a constant four-vector bµ and a
constant antisymmetric tensor ̟µν :
βµ(x) = bµ +̟µνx
ν ζ = const. (2.4)
The antisymmetric tensor ̟µν is called thermal vorticity ; from the above equation it turns
out that it is the antisymmetric part of the gradient of β:
̟µν = −1
2
(∂µβν − ∂νβµ). (2.5)
Once the eq. (2.4) is plugged into the eq. (2.1), the general expression of the equilibrium
density operator in flat space-time is obtained [30].
ρ̂ =
1
Z
exp
[
−bµP̂µ + 1
2
̟µν Ĵ
µν + ζQ̂
]
, (2.6)
where P̂ is the four momentum operator, Q̂ the conserved charge and Ĵµν are the generators
of the Lorentz transformations:
Ĵµν =
∫
Σ
dΣλ
(
xµT̂ λν − xν T̂ λµ
)
. (2.7)
This form shows that the equilibrium state in Minkowski spacetime is described by the
10 constant parameters comprised by b and ̟, that is as many as the generators of its
maximal symmetry group, the Poincare´ group.
The familiar form of the equilibrium density operator can be recovered as a special
case of eq. (2.6), with b timelike and ̟ = 0 in eq. (2.4):
ρ̂ =
1
Z
exp[−b · P̂ + ζQ̂],
which, in the rest frame of b, reduces to well known grand-canonical ensamble density
operator. As the above density operator is invariant by translation, we denote this familiar
kind of equilibrium as homogeneous thermodynamic equilibrium. Another form of global
equilibrium, which is a special case of eq. (2.6) is the pure rotation, with b = (1/T0,0) and
̟ ∝ ω0/T0 such that:
ρ̂ =
1
Z
exp
[
−Ĥ/T0 + ω0Ĵz/T0
]
, (2.8)
which has recently raised much attention for fermions [43, 44].
In order to represent a physical fluid at equilibrium, β must be a timelike vector.
However, the equilibrium β vector field in eq. (2.4) is timelike everywhere only if ̟ = 0,
corresponding to the homogeneous equilibrium with constant temperature, as we have seen.
Indeed, if ̟ 6= 0 there are spacetime regions where β is spacelike or lightlike, like in the
rotating case (2.8). Nevertheless, this does not undermine the possibility to calculate the
mean value of local operators in the regions where β is timelike. The idea is to expand
the exponent in the density operator (2.6) from the same point x of a local operator Ô(x),
whose mean value is to be calculated, in powers of the supposedly small thermal vorticity̟.
Thereby, the zero-order term is the same mean value as at homogeneous global equilibrium
with four-temperature equal to the β field in x and corrections arise form a power series in
̟. This method was presented and applied in ref. [30] for local operators of the free scalar
field and it will be outlined in the next section.
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3 Mean value of a local operator
The mean value of a local operator Ô(x) is defined as:
〈Ô(x)〉 = 1
Z
tr(ρ̂ Ô(x))ren, (3.1)
where the subscript indicates the need of a renormalization procedure; for free fields, renor-
malization involves the subtraction of the vacuum expectation value, or, tantamount the
use of normal ordered operators. At global equilibrium, the density operator is given by
eq. (2.6) and we can take advantage of this transformation rule for the angular momentum
operator:
Ĵµνx ≡
∫
Σ
dΣλ
[
(yµ−xµ)T̂ λν(y)− (yν−xν)T̂ λµ(y)
]
= Ĵµν−xµP̂ ν + xνP̂µ= T̂(x)ĴµνT̂(x)−1,
(3.2)
where T̂(x) = exp[ix · P̂ ] is the translation operator, to rewrite it as:
ρ̂ =
1
Z
exp
[
−βµ(x)P̂µ + 1
2
̟µν Ĵ
µν
x + ζQ̂
]
, (3.3)
where x is the point where the operator Ô(x) is to be reckoned and the eq. (2.4) has been
used. Thereby, the mean value (3.1) turns into:
〈Ô(x)〉 = 1
Z
tr
[
exp
(
−β(x) · P̂ + 1
2
̟ : Ĵx + ζQ̂
)
Ô(x)
]
. (3.4)
If ̟ ≪ 1 (it is adimensional) one can expand the mean value (3.4) in powers of ̟, the
leading order being its homogeneous equilibrium value (i.e. the grand-canonical ensemble
average) with a constant four-temperature β equal to the four-temperature field in the
point x:
〈Ô(x)〉β(x) =
tr
[
exp
(
−β(x) · P̂ + ζQ̂
)
Ô(x)
]
tr
[
exp
(
−β(x) · P̂ + ζQ̂
)] . (3.5)
In general, the coefficients of the expansion of (3.4) in ̟ can be expressed in terms of
correlators at the homogeneous thermodynamic equilibrium. In this work, we will use the
well-known expansion formula of the exponential of a sum of two non commuting operators
Â+ B̂:
eÂ+B̂ = eÂ
[
1 +
∞∑
n=1
∫ 1
0
dλ1
∫ λ1
0
dλ2 · · ·
∫ λn−1
0
dλnB̂(λ1)B̂(λ2) · · · B̂(λn)
]
, (3.6)
where B(λ1) is defined as:
B̂(λ) = e−λÂB̂ eλÂ.
For the mean value in eq. (3.4) Â = −β(x) · P̂ + ζQ̂ and the small term is B̂ = 12̟ : Ĵx.
Therefore, by using the expansion (3.6), we can write:
e−β(x)·P̂+ζQ̂+
1
2
̟:Ĵ (3.7)
= e−β(x)·P̂+ζQ̂
[
1 +
∞∑
n=1
̟n
2n
∫ 1
0
dλ1
∫ λ1
0
dλ2 · · ·
∫ λn−1
0
dλnĴx−iβλ1 Ĵx−iβλ2 · · · Ĵx−iβλn
]
,
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where ̟n must be understood as a product of n tensors ̟µν with indices fully contracted
with the coupled angular momentum operators and Ĵx−iλβ stands for:
Ĵµνx−iλβ = e
λ(β·P̂−ζQ̂)Ĵµνx e
−λ(β·P̂−ζQ̂) = eλ(β·P̂−ζQ̂)Ĵµνx e
−λ(β·P̂−ζQ̂)
= T̂(x− iλβ)ĴµνT̂(x− iλβ)−1.
This expansion can be written in a more compact form introducing the Tλ-ordered product,
where the time path is defined on the imaginary direction iβ:
Tλ
(
Ô1(λ1)Ô2(λ2) · · · ÔN (λN )
) ≡ Ôp1(λp1)Ôp2(λp2) · · · ÔpN (λpN )
with p the permutation that orders λ by value:
p : {1, 2, . . . , N} → {1, 2, . . . , N}
λp1 ≤ λp2 ≤ · · · ≤ λpN .
Using the above definition and changing the integration limits accordingly, the equa-
tion (3.7) becomes:
e−β(x)·P̂+ζQ̂+
1
2
̟:Ĵ(x)
= e−β(x)·P̂+ζQ̂
[
1 +
∞∑
n=1
̟n
2nn!
∫ 1
0
dλ1dλ2 · · · dλnTλ
(
Ĵx−iλ1β Ĵx−iλ2β · · · Ĵx−iλnβ
)]
= e−β(x)·P̂+ζQ̂Tλ
[
exp
(
̟µν
2
∫ 1
0
dλĴµνx−iλβ
)]
,
where — as usual — the T-ordered exponential is a shorthand notation of the Taylor
expansion. The mean value of an operator (3.4) can now be calculated as a power series
of ̟ and a cumulant expansion is obtained, namely:
〈Ô(x)〉 =
∞∑
N=0
̟N
2NN !
∫ 1
0
dλ1dλ2 · · · dλN 〈Tλ
(
Ĵx−iλ1β Ĵx−iλ2β · · · Ĵx−iλnβÔ(x)
)
〉β(x),c,
where the correlators are defined respect to the density operator in (3.5), 〈· · ·〉β(x) =
Z−1tr[e−β(x)·P̂+ζQ̂ · · · ] and the subscript c means that only the connected correlators are
involved, namely:
〈Ô〉c = 〈Ô〉
〈ĴÔ〉c = 〈ĴÔ〉 − 〈Ĵ〉〈Ô〉
〈Ĵ1Ĵ2Ô〉c = 〈Ĵ1Ĵ2Ô〉 − 〈Ĵ1〉〈Ĵ2Ô〉c − 〈Ĵ2〉〈Ĵ1Ô〉c − 〈Ô〉〈Ĵ1Ĵ2〉c − 〈J1〉〈J2〉〈Ô〉
...
So, for instance, at the second order in ̟:
〈Ô(x)〉 = 〈Ô(x)〉β(x) +
̟µν
2
∫ 1
0
dλ〈Tλ
(
Ĵµνx−iλβÔ(x)
)
〉β(x),c
+
̟µν̟ρσ
8
∫ 1
0
dλ1dλ2〈Tλ
(
Ĵµνx−iλ1β Ĵ
ρσ
x−iλ2β
Ô(x)
)
〉β(x),c +O(̟3).
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This expression can be further worked out by using the local four velocity uµ in eq. (2.2),
the inverse proper temperature |β(x)| = 1/T =
√
β2 and changing the integration variable
to τ = |β|λ:
〈Ô(x)〉 = 〈Ô(x)〉β(x) +
̟µν
2|β|
∫ |β|
0
dτ〈Tτ
(
Ĵµνx−iτuÔ(x)
)
〉β(x),c
+
̟µν̟ρσ
8|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
Ĵµνx−iτ1uĴ
ρσ
x−iτ2u
Ô(x)
)
〉β(x),c +O(̟3).
(3.8)
Since the density operator is the homogeneous one, defined in (3.5), which is invariant by
translation, one can write:
〈Ô1(x1)Ô1(x2) · · · Ôn(xn)〉β(x) = 〈Ô1(x1 − xn)Ô2(x2 − xn) · · · Ôn(0)〉β(x),
whence in the (3.8):
〈Ô(x)〉 = 〈Ô(0)〉β(x) +
̟µν
2|β|
∫ |β|
0
dτ〈Tτ
(
Ĵµν−iτuÔ(0)
)
〉β(x),c
+
̟µν̟ρσ
8|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
Ĵµν−iτ1uĴ
ρσ
−iτ2u
Ô(0)
)
〉β(x),c +O(̟3).
(3.9)
This expression makes it apparent that the x-dependence of the various terms is determined
only by the four-temperature vector.
4 Acceleration and vorticity decomposition
To proceed, it is useful to decompose the thermal vorticity ̟ by using the four-velocity u in
the same fashion as the electromagnetic field tensor is decomposed into comoving electric
and magnetic field. Specifically:
̟µν = ǫµνρσw
ρuσ + αµuν − ανuµ (4.1)
where α and w are two spacelike vectors defined as:
αµ = ̟µνu
ν , wµ = −1
2
ǫµνρσ̟
νρuσ. (4.2)
The physical meaning of α and w, at the global equilibrium, is that of the acceleration field
and vorticity vector field divided by the proper temperature. To prove this, one has just
to show, by double contracting eq. (2.3) with β, and using the eq. (2.2), that the proper
temperature does not change along the flow:
uµ∂
µβ2 = 0,
so that:
αµ = ̟µνu
ν = uν∂νβ
µ =
√
β2uν∂νu
µ =
1
T
aµ.
Similarly, for w:
wµ = −1
2
ǫµνρσ̟
νρuσ = −1
2
ǫµνρσ∂
ρβνuσ = −1
2
√
β2ǫµνρσ∂
ρuνuσ =
1
T
ωµ
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being ωµ = −12
√
β2ǫµνρσ∂
νuρuσ the local vorticity vector. It is also useful to define a
fourth four-vector:
γµ = (α ·̟)λ∆λµ = ǫµνρσwναρuσ, (4.3)
where ∆µν = gµν − uµuν is the transverse projector to the four-velocity. The four-vector γ
is non-vanishing if α and w are linearly independent and is, by construction, orthogonal to
the other three four-vectors. More relations involving the derivatives of these vectors can
be found in the appendix B.
In the local rest frame, the above four-vectors can be expressed as:
α =
(
0,
a
T
)
, w =
(
0,
ω
T
)
, γ =
(
0,
a ∧ ω
T
)
,
where a is the acceleration seen by the local rest frame and ω the angular velocity. Hence,
restoring the physical constants:
|α| = ~|a|
c kB T
, |w| = ~|ω|
kB T
, |γ| = ~
2|a× ω|
c k2B T
2
, (4.4)
which shows the quantum nature of the adimensional parameters α,w, γ.
The generators of the Lorentz group Ĵ can be similarly decomposed into local boosts
K̂ and local angular momenta Ĵ by using the four velocity uµ:
Ĵµν = uµK̂ν − uνK̂µ − uρǫρµνσĴσ,
where the operators K̂ and Ĵ are defined as:
K̂µ = uλĴ
λµ Ĵµ = −1
2
ǫµνρσĴνρuσ .
Therefore, by using the above decomposition and the eq. (4.1) one can write:
̟µν Ĵ
µν = −2αρK̂ρ − 2wρĴρ,
̟µν̟ρσĴ
µν Ĵρσ = 2αµαν{K̂µ, K̂ν}+ 2wµwν{Ĵµ, Ĵν}+ 4αµwν{K̂µ, Ĵν},
(4.5)
where {· · · , · · · } is the anti-commutator. Plugging the eqs. (4.5) into the (3.9):
〈Ô(x)〉 = 〈Ô(0)〉β(x) −
αρ
|β|
∫ |β|
0
dτ〈Tτ
(
K̂ρ−iτuÔ(0)
)
〉β(x),c
− wρ|β|
∫ |β|
0
dτ〈Tτ
(
Ĵρ−iτuÔ(0)
)
〉β(x),c
+
αρασ
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
K̂ρ−iτ1uK̂
σ
−iτ2uÔ(0)
)
〉β(x),c
+
wρwσ
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
Ĵρ−iτ1uĴ
σ
−iτ2uÔ(0)
)
〉β(x),c
+
αρwσ
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
{K̂ρ−iτ1u, Ĵσ−iτ2u}Ô(0)
)
〉β(x),c +O(̟3).
(4.6)
Now, advantage can be taken of the transformation properties under rotation, reflection
and time reversal of the boost and angular momentum operators to classify all corrections
to the mean value of any operator at thermodynamic equilibrium.
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5 The stress-energy tensor
The mean value of the energy momentum tensor T̂µν receives contributions only from
second order terms in acceleration and rotation in eq. (4.6) because the first order terms
vanish due to reflection and time reversal symmetry. Thus, the expansion (4.6) becomes:
Tµν(x) = 〈T̂µν(x)〉β(x) +
αρασ
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
K̂ρ−iτ1uK̂
σ
−iτ2uT̂
µν(0)
)
〉β(x),c
+
wρwσ
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
Ĵρ−iτ1uĴ
σ
−iτ2uT̂
µν(0)
)
〉β(x),c
+
αρwσ
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
{K̂ρ−iτ1u, Ĵσ−iτ2u}T̂µν(0)
)
〉β(x),c +O(̟3),
(5.1)
where, according to eq. (3.5), the mean value of the stress-energy tensor at homogeneous
thermodynamic equilibrium 〈T̂µν(x)〉β(x) coincides with its ideal form (1.1):
〈T̂µν(x)〉β(x) =
[
ρ
(
β2(x), µ(x)
)
+ p
(
β2(x), µ(x)
)]
uµ(x)uν(x)− p (β2(x), µ(x)) gµν .
Note that in the above equation we have spelled out all x dependencies and that ρ, p are
the thermodynamic equilibrium functions of temperature and chemical potential usually
obtained in thermodynamics.
One can now decompose the above correlators into irreducible tensors under rotation.
By taking advantage of the rotational invariance of the homogeneous equilibrium density
operator in eq. (3.5), the number of actual coefficients in eq. (5.1) can be reduced, and it
can be shown [30] that:
αρασ
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
K̂ρ−iτ1uK̂
σ
−iτ2uT̂
µν(0)
)
〉β(x),c = −α2Uαuµuν + α2Dα∆µν +Aαµαν ,
wρwσ
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
Ĵρ−iτ1uĴ
σ
−iτ2uT̂
µν(0)
)
〉β(x),c = −w2Uwuµuν+w2Dw∆µν+Wwµwν ,
αρwσ
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
{K̂ρ−iτ1uĴσ−iτ2u}T̂µν(0)
)
〉β(x),c = G (uµγν + uνγµ) ,
with γ as in eq. (4.3). Thereby, the general expression of the stress-energy tensor at the
second order in thermal vorticity reads [30]:
〈Tµν〉 =(ρ− α2Uα − w2Uw)uµuν − (p− α2Dα − w2Dw)∆µν
+Aαµαν +Wwµwν +G(uµγν + uνγµ) +O(̟3). (5.2)
The coefficients in eq. (5.2) are Lorentz scalars depending only on the magnitude of
the local inverse four temperature |β|, that is the proper temperature T , and the proper
chemical potential µ, so they can be calculated in any frame. The rest frame is the most
convenient choice because βµ = (1/T,0) and the homogeneous equilibrium density operator
takes on the familiar grand-canonical form. We denote the mean values in rest frame with
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a subscript T , that is:
〈· · ·〉T =
tr
[
exp
(
− ĤT + µT Q̂
)
· · ·
]
tr
[
exp
(
− ĤT + µT Q̂
)] .
Hence, the coefficients in (5.2) are found as specific combinations [30] of thermal connected
correlators:
Uα =
1
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
K̂3−iτ1K̂
3
−iτ2 T̂
00(0)
)
〉T,c,
Uw =
1
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
Ĵ3−iτ1 Ĵ
3
−iτ2 T̂
00(0)
)
〉T,c,
Dα =
1
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
K̂3−iτ1K̂
3
−iτ2 T̂
11(0)
)
〉T,c
− 1
3|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
K̂1−iτ1K̂
2
−iτ2 T̂
12(0)
)
〉T,c,
Dw =
1
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
Ĵ3−iτ1 Ĵ
3
−iτ2 T̂
11(0)
)
〉T,c
− 1
3|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
Ĵ1−iτ1 Ĵ
2
−iτ2 T̂
12(0)
)
〉T,c,
A =
1
|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
K̂1−iτ1K̂
2
−iτ2 T̂
12(0)
)
〉T,c,
W =
1
|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
Ĵ1−iτ1 Ĵ
2
−iτ2 T̂
12(0)
)
〉T,c
G =− 1
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
{K̂1−iτ1 , Ĵ2−iτ2}T̂ 03(0)
)
〉T,c .
(5.3)
The correlation functions in (5.3) can be expressed as Euclidean three-point functions
of the stress-energy tensor and can be calculated with the imaginary time formalism. The
shifted boost and angular momentum generators can be written as (see eq. (3.2)):
Ĵµν−iτ = T̂ ((−iτ,0)) ĴµνT̂−1 ((−iτ,0)) .
So one can expand the integral expressions of the generators of the Lorentz group and write
the basic structure appearing in all coefficients in (5.3) as:
Cαβ|γρ|µν|ij =
1
|β|2
∫ |β|
0
dτ1dτ2
∫
d3x d3y〈Tτ
(
T̂αβ(τ1,x)T̂
γρ(τ2,y)T̂
µν(0)
)
〉T,cxiyj (5.4)
where
T̂µν(τ,x) = T̂ ((−iτ,0)) T̂µν(0,x)T̂−1 ((−iτ,0)) (5.5)
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is the imaginary time evolved stress-energy tensor operator. By using the eq. (5.4), the
eqs. (5.3) can be rewritten in terms of these auxiliary quantities:
Uα =
1
2
C00|00|00|33, Uw =
1
2
(
C01|01|00|22 − C01|02|00|21 − C02|01|00|12 + C02|02|00|11
)
,
Dα =
1
2
C00|00|11|33 − 1
3
C00|00|12|12,
Dw =
1
2
(
C01|01|11|22 − C01|02|11|21 − C02|01|11|12 + C02|02|11|11
)
− 1
3
(
C02|03|11|31 − C03|03|12|21 − C02|01|12|33 + C03|01|12|23
)
,
A =C00|00|12|12, W = C02|03|11|31 − C03|03|12|21 − C02|01|12|33 + C03|01|12|23,
G =− 1
2
(
C00|03|03|11 − C00|01|03|13 + C03|00|03|11 − C01|01|03|31
)
. (5.6)
The above coefficients are not all independent, in fact there are relations between them
stemming from the conservation equation:
∂µ〈T̂µν〉 = ∂µ 1
Z
tr(ρ̂ T̂µν) = 〈∂µT̂µν〉 = 0,
which states that the mean value of T̂µν is conserved if the corresponding operator is
conserved and the density operator ρ̂ is time-independent. The relation between the above
second-order coefficients can be obtained in a functional approach [24, 25, 35] by taking
advntage of the invariance of the generating functional by diffeomorfisms; in the present
operatorial approach, one has to enforce the continuity equation of the stress-energy tensor,
which leads to these equalities (see appendix B):
Uα = −|β| ∂
∂|β|
(
Dα +A
)− (Dα +A),
Uw = −|β| ∂
∂|β|
(
Dw +W
)−Dw + 2A− 3W,
2G = 2
(
Dα +Dw
)
+A+ |β| ∂
∂|β|W + 3W,
(5.7)
where all derivatives are to be taken with fixed ζ = µ|β|. Thus, only Dα, Dw, A,W are
actually independent, while G,Uα, Uw can be obtained directly from the eqs. (5.7). Nev-
ertheless, in this work, we have calculated all the coefficients by using the eqs. (5.3) and
have used the relations in eq. (5.7) as a consistency check.
5.1 Free complex scalar field
We now calculate the coefficients (5.3) for a complex scalar field at finite temperature and
chemical potential, using the imaginary time formalism. In this case we have:
T̂µν = ∂µψ̂
†∂νψ̂ + ∂νψ̂
†∂µψ̂ − gµν(∂ψ̂† · ∂ψ̂ −m2ψ̂†ψ̂)− ξ(∂µ∂ν − gµν)ψ̂†ψ̂ (5.8)
where ξ = 0 corresponds to the canonical stress-energy tensor and ξ = 1/6 to the improved
stress-energy tensor [45].
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For finite chemical potential, it is convenient to switch to the Euclidean time formalism
with the modified hamiltonian Ĥ − µQ̂ and write the field evolution as:
ψ̂(τ, ~x) = eτ(Ĥ−µQ̂)ψ̂(0, ~x)e−τ(Ĥ−µQ̂).
Indeed, as the stress-energy tensor commutes with the charge operator, the formulae ob-
tained in the previous section are unaffected. Defining:
P± = (ωn ± iµ,p), X = (τ,x),
∑∫
P
=
1
|β|
∞∑
n=−∞
∫
d3p
(2π)3
,
∫
X
=
∫ |β|
0
dτ
∫
d3x
(5.9)
and:
δ˜(P ) =
∫
X
eiX·P = |β|(2π)3δpn,0 δ(3)(p)
where ωn = 2πn/|β| are the Matsubara frequencies, the propagator in the imaginary time
reads [46, 47]:
〈Tτ ψ̂†(X)ψ̂(Y )〉T =
∑∫
P
eiP ·(X−Y )−µ(τx−τy)
1
(ωn + iµ)2 + p2 +m2
≡
∑∫
P
eiP
+(X−Y )∆(P+),
〈Tτ ψ̂(X)ψ̂†(Y )〉T =
∑∫
P
eiP ·(X−Y )+µ(τx−τy)
1
(ωn − iµ)2 + p2 +m2 ≡
∑∫
P
eiP
−(X−Y )∆(P−),
(5.10)
where:
∆(P±) =
1
P±2 +m2
(5.11)
and P±
2
is the Euclidean squared magnitude of the four vector P±, implicitly defined in
eqs. (5.10). The eqs. (5.10) are the building block to evaluate the three-point function in
eq. (5.4) because:
Cαβ|γρ|µν|ij =
1
|β|2
∫
X
∫
Y
〈Tτ T̂αβ(X)T̂ γρ(Y )T̂µν(0)〉T,cxiyj (5.12)
where T̂µν(X) is given by (5.5). The (5.12) can be computed using the point splitting
procedure; first, consider:
C(X,Y, Z) ≡ 〈Tτ T̂αβ(X)T̂ γρ(Y )T̂µν(Z)〉T,c
= lim
X1,X2→X
Y1,Y2→Y
Z1,Z2→Z
Dαβ(∂X1 , ∂X2)Dγρ(∂Y1 , ∂Y2)Dµν(∂Z1 , ∂Z2)
× 〈Tτ ψ̂†(X1)ψ̂(X2)ψ̂†(Y1)ψ̂(Y2)ψ̂†(Z1)ψ̂(Z2)〉T,c
(5.13)
where the form of the differential operators Dµν(∂X1 , ∂X2) can be inferred from the eq. (5.8):
Dαβ(∂X1 , ∂X2) = (−i)δ0α+δ0β
[
(1− 2ξ) (∂X1α∂X2β + ∂X2α∂X1β)− (1− 4ξ)δαβ∂X1 · ∂X2
−m2δαβ + 2ξ(δαβX2E + δαβX1E − ∂X2α∂X2β − ∂X1α∂X1β)
]
. (5.14)
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In the eq. (5.14), the scalar product has the Euclidean signature, that is ∂X1 · ∂X2 =
∂τ1∂τ2+
∑
i ∂xi1∂xi2 and the D’Alembertian as well: XE = ∂
2
τ+
∑
i ∂
2
i . The imaginary unit
in front of the differential operator (−i)δ0α+δ0β is a consequence of the the Wick rotation.
The evaluation of the three-point function can be done by employing the standard Wick
theorem and since only its connected part appears in (5.13), only the following two terms
survive:
〈Tτ ψ̂†(X1)ψ̂(X2)ψ̂†(Y1)ψ̂(Y2)ψ̂†(Z1)ψ̂(Z2)〉T,c
= 〈Tτ ψ̂†(X1)ψ̂(Y2)〉〈Tτ ψ̂(X2)ψ̂†(Z1)〉〈Tτ ψ̂†(Y1)ψ̂(Z2)〉
+ 〈Tτ ψ̂†(X1)ψ̂(Z2)〉〈Tτ ψ̂(X2)ψ̂†(Y1)〉〈Tτ ψ̂(Y2)ψ̂†(Z1)〉.
Inserting the Fourier decomposition of eq. (5.10), the differential operators in (5.13) give
rise to a polynomial in momentum; thereby, the limits can be readily done and one obtains:
C(X,Y, Z) =
∑∫
P,Q,K
eiP ·(X−Y )+Q·(Y−Z)+K·(X−Z)
[
F1(P
+, Q+,K−)∆(P+)∆(K−)∆(Q+)
+F2(P
−, Q−,K+)∆(P−)∆(K+)∆(Q−)
]
(5.15)
where ∆ is defined in (5.11) and the function F1 and F2 are just polynomials of momenta:
F1(P
+, Q+,K−) =Dαβ(iP+, iK−)Dγρ(iQ+,−iP+)Dµν(−iK−,−iQ+),
F2(P
−, Q−,K+) =Dαβ(iK+, iP−)Dγρ(−iP−, iQ−)Dµν(−iQ−,−iK+).
Now we take the Z → 0 limit in eq. (5.15), as prescribed by eq. (5.12) and, separating the
integration from the sum over frequencies, we get:
C(X,Y, 0) = C(τ1,x, τ2,y) =
∫
d3p
(2π)3
d3k
(2π)3
d3q
(2π)3
e−i(p+k)·xe−i(q−p)·yS(p, q,k, τ1, τ2)
(5.16)
where:
S(p, q,k, τ1, τ2) =
1
|β|3
∑
pn,qn,kn
ei(pn+iµ)(τ1−τ2)+i(qn+iµ)τ2+i(kn−iµ)τ1F1(P
+, Q+,K−)
(P+2 +m2)(Q+2 +m2)(K−2 +m2)
+
ei(pn−iµ)τ(τ1−τ2)+i(qn−iµ)−τ2+i(kn+iµ)τ1F2(P
−, Q−,K+)
(P−2 +m2)(Q−2 +m2)(K+2 +m2)
.
(5.17)
The functions F1 and F2 are polynomials, hence analytic and the sum over the frequencies
can be carried out by using the formula [48]:
1
|β|
∑
ωn
(ωn ± iµ)kei(ωn±iµ)τ
(ωn ± iµ)2 + E2
=
1
2E
[
(−iE)keτE(θ(−τ) + nB(E ± µ)) + (iE)ke−Eτ (θ(τ) + nB(E ∓ µ))
]
=
1
2E
∑
s=±1
(−isE)keτsE [θ(−sτ) + nB(E ± sµ)]
(5.18)
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where θ(τ) is the Heaviside function and −|β| < τ < |β|; nB is the Bose distribution
function:
nB(E) =
1
e|β|E − 1 . (5.19)
The eq. (5.18) is needed to work out the function in eq. (5.17):
S(p, q,k, τ1, τ2) =
1
8EpEqEk
∑
s1,s2,s3=±1
eτ1(s1Ep+s3Ek)+τ2(s2Eq−s1Eq)
{
F1
(
P˜ (s1), Q˜(s2), K˜(s3)
)
[θ(−s1(τ1 − τ2)) + nB(Ep + s1µ)][θ(−s2) + nB(Eq + s2µ)][θ(−s3) + nB(Ek − s3µ)]
+ F2
(
P˜ (s1), Q˜(s2), K˜(s3)
)
[θ(−s1(τ1 − τ2))
+ nB(Ep − s1µ)][θ(−s2) + nB(Eq − s2µ)][θ(−s3) + nB(Ek + s3µ)]
}
where Ep =
√
p2 +m2, and we have defined
P˜ (s) ≡ (−isEp, p) (5.20)
and similarly for Q˜(s), K˜(s). Note that, after the frequency summation, the arguments of
the functions F1 and F2 no longer depend on the chemical potential, and that, thanks to
the symmetry properties of the polynomials, the functions F1 and F2 become indeed the
same. Thus, the eq. (5.17) becomes:
S(p, q,k, τ1, τ2) =
1
8EpEqEk
∑
s1,s2,s3=±1
eτ1(s1Ep+s3Ek)+τ2(s2Eq−s1Eq)F1
(
P˜ (s1), Q˜(s2), K˜(s3)
)
{
[θ(−s1(τ1 − τ2)) + nB(Ep − s1µ)][θ(−s2) + nB(Eq − s2µ)]
× [θ(−s3) + nB(Ek + s3µ)] + (µ → −µ)
}
. (5.21)
Now we can take advantage of the formula:∫
d3x
∫
d3y e−i(p+k)·xe−i(q−p)·xxiyj = −(2π)6 ∂
2
∂ki∂qj
δ(3)(p+ k)δ(3)(p− q)
to integrate over the coordinates x and y in the eq. (5.12) and, by using the eq. (5.16) we
obtain:
Cαβ|γρ|µν|ij =
1
|β|2
∫
X
∫
Y
〈Tτ T̂αβ(X)T̂ γρ(Y )T̂µν(0)〉T,cxiyj
=
−1
|β|2
∫ |β|
0
dτ1dτ2
∫
d3p
(2π)3
∂2
∂ki∂qj
S(p, q,k, τ1, τ2)
∣∣∣ q=p
k=−p
.
(5.22)
One can now plug the (5.21) into the (5.22), integrate over τ1 and τ2 so as to express
the Cαβ|γρ|µν|ij as an integral over momentum of combinations of derivatives of the Bose
distribution function. After setting the appropriate indices in (5.22) according to the (5.6),
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the second-order coefficients of the stress-energy tensor are finally obtained:
Uw =
(1− 4ξ)
12π2β2
∫ ∞
0
dp
Ep
(
n′′B(Ep − µ) + n′′B(Ep + µ)
)
p4,
Uα =
1
48π2β2
∫ ∞
0
dp
Ep
(
n′′B(Ep − µ) + n′′B(Ep + µ)
)
(p2 +m2)(m2 + 4p2(1− 6ξ)),
W =
(2ξ − 1)
24π2β2
∫ ∞
0
dp
Ep
(
n′′B(Ep − µ) + n′′B(Ep + µ)
)
p4,
A =
1
48π2β2
∫ ∞
0
dp
Ep
(
n′′B(Ep − µ) + n′′B(Ep + µ)
) (
2p4(1− 6ξ) + p2m2(3− 12ξ)) ,
G =
1
92π2β2
∫ ∞
0
dp
Ep
(
n′′B(Ep − µ) + n′′B(Ep + µ)
) (
p4(1 + 6ξ) + 3p2m2
)
,
Dα =
1
144π2β2
∫ ∞
0
dp
Ep
(
n′′B(Ep − µ) + n′′B(Ep + µ)
) (
8p4(6ξ − 1) + 3m2(24ξ − 5)) ,
Dw =
ξ
6π2β2
∫ ∞
0
dp
Ep
(
n′′B(Ep − µ) + n′′B(Ep + µ)
)
p4,
(5.23)
where n′′B denotes the second derivative of the Bose distribution function with respect to
the energy.
It is worth noticing that the above expressions (5.23) fulfill the relations (5.7).
5.2 Free Dirac field
In this section we calculate the coefficients (5.3) for the free Dirac field at finite temperature
and chemical potential. The thermodynamic properties of the Dirac field can be deduced
from the Euclidean Lagrangian L̂E = −L̂(t = −iτ):
L̂E = 1
2
[
Ψ¯γ0∂τΨ− ∂τ Ψ¯γ0Ψ− iΨ¯γk∂kΨ− i∂kΨ¯γkΨ
]
+mΨ¯Ψ. (5.24)
It is convenient to write the (5.24) with the so-called Euclidean Dirac matrices:
γ˜0 ≡ γ0, γ˜k = −iγk
fulfilling the relations
{γ˜µ, γ˜ν} = 2δµν γ˜†µ = γ˜µ
so that the eq. (5.24) can be written:
L̂E = 1
2
[
Ψ¯γ˜µ∂µΨ− ∂µΨ¯γ˜µΨ
]
+mΨ¯Ψ.
The thermal propagator of the Dirac field reads1 [46, 47]:
〈TτΨa(X)Ψ¯b(Y )〉 =
∑∫
{P}
eiP
+·(X−Y ) (−i/P+ +m)ab
(P+)2 +m2
=
∑∫
{P}
eiP
+·(X−Y )(−i/P+ +m)ab∆(P+)
(5.25)
1Latin characters a, b, · · · denote spinorial indices.
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where X,Y, P± are defined in eq. (5.9) and ∆(P±) in eq. (5.11); the sum runs over the
fermionic Matsubara frequencies ωn = 2π(n +
1
2)/|β|; /P
±
= γ˜µP
±
µ is the standard con-
traction between the (Euclidean) Dirac matrices γ˜µ and the (Euclidean) four-momenta
P± = (pn ± iµ,p). The Euclidean canonical stress-energy tensor (see eq. (5.5)) reads:
T̂µν(X) =
iδ0µ+δ0ν
2
[
Ψ¯(X)γ˜µ∂νΨ(X)− ∂νΨ¯(X)γ˜µΨ(X)
]
where the iδν0 factor stems from Wick rotation. The Belinfante-symmetrized stress-energy
tensor is the symmetric part of the canonical one:
T̂µν(X)=
iδ0µ+δ0ν
4
[
Ψ¯(X)γ˜µ∂νΨ(X)−∂νΨ¯(X)γ˜µΨ(X)+Ψ¯(X)γ˜ν∂µΨ(X)−∂µΨ¯(X)γ˜νΨ(X)
]
,
which can be expressed according to the point-splitting procedure as:
T̂µν(X) = lim
X1,X2→X
Dµν(∂X1 , ∂X2)Ψ¯(X1)Ψ(X2),
where:
Dµν(∂X1 , ∂X2) =
iδ0µ+δ0µ
4
[γ˜µ(∂X2 − ∂X1)ν + γ˜ν(∂X2 − ∂X1)µ] . (5.26)
The stress-energy tensor three-point correlation function (5.12) needed to extract the
various coefficients is similar to that in (5.13):
C(X,Y, Z) = 〈Tτ T̂αβ(X)T̂ γρ(Y )T̂µν(Z)〉T,c
= lim
X1,X2→X
Y1,Y2→Y
Z1,Z2→Z
Dαβ(∂X1 , ∂X2)abDγρ(∂Y1 , ∂Y2)cdDµν(∂Z1 , ∂Z2)ef
× 〈Tτ Ψ¯a(X1)Ψb(X2)Ψ¯c(Y1)Ψd(Y2)Ψ¯e(Z1)Ψf (Z2)〉T,c .
Like for the boson case, thanks to the Wick theorem and the presence of the connected
part, only two contractions survive:
〈Tτ Ψ¯a(X1)Ψb(X2)Ψ¯c(Y1)Ψd(Y2)Ψ¯e(Z1)Ψf (Z2)〉T,c
= 〈Tτ Ψ¯a(X1)Ψd(Y2)〉〈TτΨb(X2)Ψ¯e(Z1)〉〈Tτ Ψ¯c(Y1)Ψf (Z2)〉
+ 〈Tτ Ψ¯a(X1)Ψf (Z2)〉〈TτΨb(X2)Ψ¯c(Y1)〉〈TτΨd(Y2)Ψ¯e(Z1)〉 .
Plugging the expression of the propagators (5.25), after some algebra and integration vari-
able manipulation, we get:
C(X,Y, Z)=(−1)
∑∫
{P,Q,K}
eiP ·(X−Y )+Q·(Y−Z)+K·(X−Z)
[
G1(P
+, Q+,K−)∆(P+)∆(K−)∆(Q+)
+G2(P
−, Q−,K+)∆(P−)∆(K+)∆(Q−)
]
where the functions G1 and G2 are defined as:
G1(P
+, Q+,K−) = tr
[
Dαβ(iK−, iP+)(−i/P+ +m)Dγρ(−iP+, iQ+)(−i/Q+ +m)
×Dµν(−iQ+,−iK−)(i /K− +m)
]
,
G2(P
−, Q−,K+) = tr
[
Dαβ(iP−, iK+)(−i /K+ +m)Dµν(−iK+,−iQ−)(i/Q− +m)
×Dγρ(iQ−,−iP−)(i/P+ +m)
]
.
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The trace is to be carried out over spinorial indices by using the Euclidean γ matrices
properties:
tr (γ˜µγ˜ν) = 4 δµν ,
tr
(
γ˜µ1 . . . γ˜µ2n+1
)
= 0,
tr (γ˜kγλγ˜µγ˜ν) = 4 δkλδµν − 4 δkµδλν + 4 δkνδλµ.
We finally obtain:
G1(P,Q,K) = G2(P,Q,K) = Sαβγρµν
{
1
2
(Pβ −Kβ) (Pρ +Qρ) (Kν −Qν) ·
·
[
Kµ
(
PγQα + PαQγ − δαγ
(
m2 + P ·Q) )+ Pµ(δαγ (K ·Q−m2)−KγQα +KαQγ)
+ PγKαQµ + PαKγQµ +m
2Qµδαγ −QµδαγP ·K +m2Pαδµγ +m2Pγδµα
−m2Kαδµγ +m2Kγδµα −m2Qαδµγ +m2Qγδµα +QαδµγP ·K −QγδµαP ·K
−KαδµγP ·Q+KγδµαP ·Q− PαδµγK ·Q− PγδµαK ·Q
]}
,
where S stands for a full symmetrization of the subscript indices (without factorials). This
expression is very similar to that for the boson field obtained in the previous subsection,
with the proviso that now the Matsubara frequencies to be summed involve odd integers.
We can then trace the bosonic procedure, first setting Z to zero and defining the auxiliary
function SF :
C(X,Y, 0)=C(τ1, τ2,x,y)=−
∫
d3p
(2π)3
∫
d3q
(2π)3
∫
d3k
(2π)3
e−i(p+k)·xe−i(q−p)SF (p, q,k, τ1, τ2)
with:
SF (p, q,k, τ1, τ2) =
1
|β|3
∑
{pn,qn,kn}
ei(pn+iµ)(τ1−τ2)+i(qn+iµ)τ2+i(kn−iµ)τ1G1(P
+, Q+,K−)
(P+2 +m2)(Q+2 +m2)(K−2 +m2)
+
ei(pn−iµ)τ(τ1−τ2)+i(qn−iµ)τ2+i(kn+iµ)τ1G2(P
−, Q−,K+)
(P−2 +m2)(Q−2 +m2)(K+2 +m2)
.
The sums over fermionic frequencies can be done by using a formula corresponding to (5.18)
for the boson field:
1
β
∑
{ωn}
(ωn ± iµ)kei(ωn±iµ)τ
(ωn ± iµ)2 + E2
=
1
2E
[
(−iE)keτE(θ(−τ)− nF (E ± µ)) + (iE)ke−Eτ (θ(τ)− nF (E ∓ µ))
]
=
1
2E
∑
s=±1
(−isE)keτsE [θ(−sτ)− nF (E ± sµ)]
(5.27)
nF being the Fermi-Dirac distribution function:
nF (E) =
1
e|β|E + 1
.
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Like for the boson case, SF comprises 8 terms:
SF (p, q,k, τ1, τ2) =
1
8EpEqEk
∑
s1,s2,s3=±1
eτ1(s1Ep+s3Ek)+τ2(s2Eq−s1Eq)
{
G1
(
P˜ (s1), Q˜(s2), K˜(s3)
)
[θ(−s1(τ1 − τ2))− nF (Ep + s1µ)][θ(−s2)− nF (Eq + s2µ)][θ(−s3)− nF (Ek − s3µ)]
+G2
(
P˜ (s1), Q˜(s2), K˜(s3)
)
(5.28)
[θ(−s1(τ1 − τ2))− nF (Ep − s1µ)][θ(−s2)− nF (Eq − s2µ)][θ(−s3)− nF (Ek + s3µ)]
}
with P˜ (s1), Q˜(s2) and K˜(s3) defined in (5.20), and the polynomial G no longer depends
on chemical potential after frequency summation. Furthermore,
G1
(
P˜ (s1), Q˜(s2), K˜(s3)
)
= G2
(
P˜ (s1), Q˜(s2), K˜(s3)
)
and so we can rewrite SF in eq. (5.28):
SF (p, q,k, τ1, τ2) =
1
8EpEqEk
∑
s1,s2,s3=±1
eτ1(s1Ep+s3Ek)+τ2(s2Eq−s1Eq)G1
(
P˜ (s1), Q˜(s2), K˜(s3)
)
{
[θ(−s1(τ1 − τ2))− nF (Ep + s1µ)][θ(−s2)− nF (Eq + s2µ)]
× [θ(−s3)− nF (Ek − s3µ)] + (µ → −µ)
}
. (5.29)
The spatial integrations are straightforward, and so we can finally write down the general
three-point function for the free Dirac field:
Cαβ|γρ|µν|ij =
1
|β|2
∫
X
∫
Y
〈Tτ T̂αβ(X)T̂ γρ(Y )T̂µν(0)〉T,cxiyj
=
−1
|β|2
∫ |β|
0
dτ1dτ2
∫
d3p
(2π)3
∂2
∂ki∂qj
SF (p, q,k, τ1, τ2)
∣∣∣ q=p
k=−p
.
with SF given by the (5.29). The coefficients of the symmetrized stress-energy tensor can
now be expressed by using the relations (5.6) like in the boson case, as integrals of the
second derivative of the Fermi-Dirac distribution function weighted with polynomials of
momentum and mass:
Uw =
1
8π2β2
∫ ∞
0
dp
Ep
(
n′′F (Ep − µ) + n′′F (Ep + µ)
)
p2(p2 +m2),
Uα =
1
24π2β2
∫ ∞
0
dp
Ep
(
n′′F (Ep − µ) + n′′F (Ep + µ)
)
(p2 +m2)2,
W = 0,
A = 0,
G =
1
72π2β2
∫ ∞
0
dp
Ep
(
n′′F (Ep − µ) + n′′F (Ep + µ)
) (
4p4 + 3m2p4
)
,
Dα =
1
72π2β2
∫ ∞
0
dp
Ep
(
n′′F (Ep − µ) + n′′F (Ep + µ)
) (
p4 + 3m2p2
)
,
Dw =
1
24π2β2
∫ ∞
0
dp
Ep
(
n′′F (Ep − µ) + n′′F (Ep + µ)
)
p4,
(5.30)
where n′′F (Ep ± µ) = d2nF (Ep ± µ)/dE2p .
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Also in the fermionic case, it can be shown that the coefficients (5.30) fulfill the rela-
tions (5.7).
6 The vector current
Also conserved currents can receive corrections in general thermodynamic equilibrium with
non-vanishing thermal vorticity (3.3). For a vector current ĵµ(x), the expansion (4.6) yields:
jµ(x) =〈ĵµ(x)〉β(x)−
αρ
|β|
∫ |β|
0
dτ〈Tτ
(
K̂ρ−iτu ĵ
µ(0)
)
〉β(x),c −
wρ
|β|
∫ |β|
0
dτ〈Tτ
(
Ĵρ−iτu ĵ
µ(0)
)
〉β(x),c
+
αρασ
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
K̂ρ−iτ1u K̂
σ
−iτ2u ĵ
µ(0)
)
〉β(x),c
+
wρwσ
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
Ĵρ−iτ1u Ĵ
σ
−iτ2u ĵ
µ(0)
)
〉β(x),c
+
αρwσ
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
{K̂ρ−iτ1u , Ĵσ−iτ2u} ĵµ(0)
)
〉β(x),c +O(̟3). (6.1)
The leading order term 〈ĵµ(x)〉β(x) is simply the homogeneous equilibrium current nuµ
where n is the proper charge density. The first order corrections in α and w are zero due
to the time-reversal and parity symmetries, just like for the stress-energy tensor; hence,
again, the first non-vanishing corrections are quadratic in thermal vorticity. The invariance
under rotation selects only three allowed tensor combinations with α and w:
jµ(x) = nuµ + (α
2Nα + w
2Nω)uµ +GV γµ +O(̟3) (6.2)
where n is mean value of the charge density at the homogeneous equilibrium. By comparing
the eqs. (6.2) and (6.1) and taking into account the rotational invariance, we can identify
in the local rest frame the following formulae for Nα, Nω and GV :
Nα =
1
6|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
K̂3−iτ1 K̂
3
−iτ2 ĵ
0(0)
)
〉T,c ,
Nw =
1
6|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
Ĵ3−iτ1 Ĵ
3
−iτ2 ĵ
0(0)
)
〉T,c ,
GV =
1
2|β|2
∫ |β|
0
dτ1dτ2〈Tτ
(
{K̂1−iτ1 , Ĵ2−iτ2} ĵ3(0)
)
〉T,c .
(6.3)
The right hand sides of the above equalities involve the three-point thermal functions of
the stress-energy tensor (twice) and the current operator. Defining:
Cαβ|γρ|µ|ij =
1
|β|2
∫ |β|
0
dτ1dτ2
∫
d3xd3y〈Tτ
(
T̂αβ(τ1,x)T̂
γρ(τ2,y)ĵ
µ(0)
)
〉T,cxiyj (6.4)
the coefficients in eq. (6.3) can be obtained as linear combinations of (6.4):
Nα =
1
6
C00|00|0|33 ,
Nw =
1
6
(C01|01|0|22 − C01|012|0|21 − C02|01|0|12 + C02|02|0|11) ,
GV =
1
2
(C00|03|3|11 − C00|01|3|13 + C03|00|3|11 − C01|00|3|31).
(6.5)
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6.1 Free complex scalar field
The current of the free scalar field reads:
ĵµ = i(ψ̂
†∂µψ̂ − ψ̂∂µψ̂†)
and its Euclidean counterpart:
ĵµ = i(−i)δ0µ
(
ψ̂†∂µψ̂ − ∂µψ̂†ψ̂
)
.
The general coefficient in eq. (6.4) can be calculated by using the point splitting procedure:
Ccurr.(X,Y, Z) = 〈Tτ T̂αβ(X)T̂ γρ(Y )ĵµ(Z)〉T,c
= lim
X1,X2→X
Y1,Y2→Y
Z1,Z2→Z
Dαβ(∂X1 , ∂X2)Dγρ(∂Y1 , ∂Y2)J µ(∂Z1 , ∂Z2)
× 〈Tτ ψ̂†(X1)ψ̂(X2)ψ̂†(Y1)ψ̂(Y2)ψ̂†(Z1)ψ̂(Z2)〉T,c,
(6.6)
where the differential operator Dαβ is defined in (5.14). The operator J µ is found inserting
the current operator into the correlation function:
J µ(∂X , ∂Y ) = i(−i)δ0µ
(
∂µY − ∂µX
)
.
Thus:
Cαβ|γρ|µ|ijcurr. =
1
|β|2
∫
X
∫
Y
〈Tτ T̂αβ(X)T γρ(Y )ĵµ(0)〉T,cxiyj
=
−1
|β|2
∫ |β|
0
dτ1dτ2
∫
d3p
(2π)3
∂2
∂ki∂qj
S(p, q,k, τ1, τ2)
∣∣∣ q=p
k=−p
,
(6.7)
where the function S is now:
S(p, q,k, τ1, τ2) =
1
|β|3
∑
pn,qn,kn
eiP
+(τ1−τ2)+iQ+τ2+iK−τ1H1(P
+, Q+,K−)
(P+2 +m2)(Q+2 +m2)(K−2 +m2)
+
eiP
−(τ1−τ2)+iQ−τ2+iK+τ1H2(P
−, Q−,K+)
(P−2 +m2)(Q−2 +m2)(K+2 +m2)
(6.8)
and the polynomials in the momenta are:
H1(P
+, Q+,K−) =Dαβ(iP+, iK−)Dγρ(iQ+,−iP+)J µ(−iK−,−iQ+),
H2(P
−, Q−,K+) =Dαβ(iK+, iP−)Dγρ(−iP−, iQ−)J µ(−iQ−,−iK+).
Since the polynomial J µ(X,Y ) is antisymmetric by argument swap, after the frequency
summation the two polynomials H1 and H2 no longer depend on the chemical potential
and are opposite, i.e. H1 = −H2.
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Then, summing over Matsubara frequencies and reminding definition (5.20):
S(p, q,k, τ1, τ2) =
1
8EpEqEk
∑
s1,s2,s3=±1
eτ1(s1Ep+s3Ek)+τ2(s2Eq−s1Ep)
{
H1
(
P˜ (s1), Q˜(s2), K˜(s3)
)
[θ(−s1(τ1 − τ2)) + nB(Ep + s1µ)][θ(−s2) + nB(Eq + s2µ)][θ(−s3) + nB(Ek − s3µ)]
+H2
(
P˜ (s1), Q˜(s2), K˜(s3)
)
[θ(−s1(τ1 − τ2)) + nB(Ep − s1µ)][θ(−s2) + nB(Eq − s2µ)][θ(−s3) + nB(Ek + s3µ)]
}
=
1
8EpEqEk
∑
s1,s2,s3=±1
eτ1(s1Ep+s3Ek)+τ2(s2Eq−s1Ep)H1
(
P˜ (s1), Q˜(s2), K˜(s3)
)
{[θ(−s1(τ1 − τ2)) + nB(Ep + s1µ)][θ(−s2) + nB(Eq + s2µ)][θ(−s3) + nB(Ek − s3µ)]
− (µ → −µ)}.
Taking the derivative of S respect to q and k, integrating over τ1 and τ2, according to
eq. (6.7), the coefficients (6.5) turn out to be:
Nα =
m2
144π2β2
∫ ∞
0
dp
(
n′′B(Ep − µ)− n′′B(Ep + µ)
)
,
Nw =0,
GV =− 1
12π2β2
∫ ∞
0
dp
(
n′′B(Ep − µ)− n′′B(Ep + µ)
)
p2.
(6.9)
6.2 Free Dirac field
The vector current of Dirac field ĵµ = Ψ¯γµΨ in its Euclidean version reads:
ĵµ = (−i)1−δ0µΨ¯γ˜µΨ,
where γ˜ are the Euclidean gamma matrices. The generic coefficient (6.4) in this case can
be written as:
Ccurr.(X,Y, Z) = 〈Tτ T̂αβ(X)T̂ γρ(Y )ĵµV (Z)〉T,c
= lim
X1,X2→X
Y1,Y2→Y
Z1,Z2→Z
Dαβ(∂X1 , ∂X2)abDγρ(∂Y1 , ∂Y2)cdJ µ(∂Z1 , ∂Z2)ef
× 〈Tτ Ψ¯a(X1)Ψb(X2)Ψ¯c(Y1)Ψd(Y2)Ψ¯e(Z1)Ψf (Z2)〉T,c
(6.10)
where the matrix associated to the stress-eenrgy tensor Dαβ(∂X1 , ∂X2)ab is defined in
eq. (5.26), and J µ(∂Z1 , ∂Z2)ef corresponding to the vector current is:
J µ(∂Z1 , ∂Z2)ef = (−i)1−δ0µ(γ˜µ)ef .
The function S analogous to that in eq. (6.8) is:
SF (p, q,k, τ1, τ2) =− 1|β|3
∑
{pn,qn,kn}
eiP
+(τ1−τ2)+iQ+τ2+iK−τ1M1(P
+, Q+,K−)
(P+2 +m2)(Q+2 +m2)(K−2 +m2)
+
eiP
−τ(τ1−τ2)+iQ−τ2+iK+τ1M2(P
−, Q−,K+)
(P−2 +m2)(Q−2 +m2)(K+2 +m2)
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where, in this case, the vertex functions corresponding to the stress-energy tensor and the
vector current insertion into the correlation function (6.10) are denoted as M1 and M2:
M1(P
+, Q+,K−) = tr
[
Dαβ(iK−, iP+)(−i/P+ +m)Dγρ(−iP+, iQ+)(−i/Q+ +m)
× Jµ(−iQ+,−iK−)(i /K− +m)
]
,
M2(P
−, Q−,K+) = tr
[
Dαβ(iP−, iK+)(−i /K+ +m)Jµ(−iK+,−iQ−)(i/Q− +m)
×Dγρ(iQ−,−iP−)(i/P+ +m)
]
.
The sum over frequencies yields:
SF(p, q,k, τ1, τ2)=− 1
8EpEqEk
∑
s1,s2,s3=±1
eτ1(s1Ep+s3Ek)+τ2(s2Eq−s1Ep)M1
(
P˜ (s1), Q˜(s2), K˜(s3)
)
{
[θ(−s1(τ1 − τ2))− nF (Ep + s1µ)]
× [θ(−s2)− nF (Eq + s2µ)][θ(−s3)− nF (Ek − s3µ)]− (µ → −µ)
}
where, like in the boson case, the two functions M1 and M2 turn out to be opposite:
M1(P,Q,K) = −M2(P,Q,K)
= Sαβγρ
{
i(Kβ − P β)(P ρ +Qρ)
[
Kµ
(
PαQγ + P γQα − δγα(m2 + P ·Q))
+ Pµ
(
δγα
(
K ·Q−m2)+KαQγ −KγQα)+Qµ(δγα(m2 − P ·K) +KγPα +KαP γ)
+ (Kγδµα −Kαδµγ)(m2 + P ·Q) + (P γδµα + Pαδµγ)(m2 −K ·Q)
+ (Qγδµα −Qαδµγ)(m2 −K · P )
]}
.
After performing the integrations in τ , taking the derivative with respect to the momenta
q and k and setting the appropriate indices according the eq. (6.5), the coefficients for the
Dirac field are finally obtained:
Nα =
1
24π2β2
∫ ∞
0
dp
(
n′′F (Ep − µ)− n′′F (Ep + µ)
)
(3p2 +m2),
Nw =− 1
48π2β2
∫ ∞
0
dp
Ep
(
n′F (Ep − µ)− n′F (Ep + µ)
)
(20p2 + 7m2),
GV =
1
48π2β2
∫ ∞
0
dp
Ep
(
n′F (Ep − µ)− n′F (Ep + µ)
)
(5p2 +m2).
(6.11)
7 The axial current
It is also worth studying the lowest-order expression of the mean axial current 〈ĵµA〉 at
thermodynamic equilibrium with vorticity and acceleration. For the free field without
interactions, the axial current ĵµA = Ψ¯γ
µγ5Ψ is conserved only in the massless limit, being,
as it is well known:
∂µĵ
µ
A = 2miΨ¯γ
5
Ψ.
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Unlike the vector current, because of its properties under space reflection and time-reversal,
its mean value vanishes at homogeneous thermodynamic equilibrium, but it has a first-order
correction proportional to vorticity:
jµA(x) = 〈ĵµA(x)〉 = −
wρ
|β|
∫ |β|
0
dτ〈Tτ
(
Ĵρ−iτu ĵ
µ
A(0)
)
〉β(x),c+O(̟2) = wµWA+O(̟2). (7.1)
The coefficient WA can be calculated from the two-point function between the angular
momentum operator and the axial current operator; in the rest frame its formula is:
WA =
1
|β|
∫ |β|
0
dτ〈Tτ
(
Ĵ3−iτ ĵ
3,A(0)
)
〉T,c
=
1
|β|
∫ |β|
0
dτ
∫
d3x
(
〈Tτ T̂ 02(τ,x)ĵ3A(0)〉T,cx1 − 〈Tτ T̂ 01(τ,x)ĵ3A(0)〉T,cx2
)
≡ C02|3|1axial − C01|3|2axial .
(7.2)
To calculate the latter two terms, as usual, we write the correlation functions in the Eu-
clidean form. The Euclidean axial current reads:
ĵµA(X) = (−i)1−δ0µΨ¯(X)γ˜µγ˜5Ψ(X) = limX1,X2→X(−i)
1−δ0µ(γ˜µγ˜5)abΨ¯a(X1)Ψb(X2)
= J µA(∂X1 , ∂X2)abΨ¯a(X1)Ψb(X2)
where γ˜5 is defined as:
γ˜5 = γ˜0γ˜1γ˜2γ˜3
and it is equal to the usual γ5 matrix. Then, we can write:
〈Tτ T̂µν(X)ĵαA(Y )〉T,c
= lim
X1,X2→X
Y1,Y2→Y
Dµν(∂X1 , ∂X2)abJ αA (∂Y1 , ∂Y2)cd〈Tτ Ψ¯a(X1)Ψb(X2)Ψ¯c(Y1)Ψd(Y2)〉T,c.
By using the Wick theorem and the momentum representation of the Dirac propagator we
can write:
〈Tτ T̂µν(X)ĵαA(0)〉T,c = −
∑∫
{P,Q}
A(iQ−, iP+)∆(P+)∆(Q−)ei(P+Q)·X ,
where the function A results from of the composite operator in the correlation functions,
in this case:
A(iP, iQ) = tr
[Dµν(iQ, iP )(−i/P +m)J αA (−iP,−iQ)(i/Q+m)]
= (iPµ − iQµ)ǫανρσ(iPρ)(iQσ) + (iP ν − iQν)ǫαµρσ(iPρ)(iQσ).
(7.3)
After having defined Saxial in the same fashion as in previous sections:
〈Tτ T̂µν(X)ĵαA(0)〉T,c = −
∫
d3p
(2π)3
∫
d3q
(2π)3
e−i(p+q)·xSaxial(p, q, τ),
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we get:
Saxial(p, q, τ) =
1
β2
∑
{pn,qn}
ei(pn+iµ)τ
(pn + iµ)2 + E2p
ei(qn−iµ)τ
(qn − iµ)2 + E2p
A(i(pn + iµ), ip, i(qn − iµ), iq).
In the above expression, the two sums over frequencies are independent; using (5.27):
Saxial(p, q, τ) =
1
4EpEq
{
A(−Ep, ip,−Eq, iq)e−(Ep+Eq)τ [1− nF (Ep − µ)][1− nF (Eq + µ)]
−A(−Ep, ip, Eq, iq)e(−Ep+Eq)τ [1− nF (Ep − µ)]nF (Eq + µ)
−A(Ep, ip,−Eq, iq)e(Ep−Eq)τnF (Ep − µ)[1− nF (Eq + µ)]
+A(Ep, ip, Eq, iq)e
(Ep+Eq)τnF (Ep − µ)nF (Eq + µ)
}
with the function A defined in (7.3). Recalling the definition of WA in the eq. (7.2)
the integration over the spatial coordinates can be done as a derivative respect to a loop
momenta:
C
µν|α|i
axial =
1
|β|
∫ |β|
0
dτ
∫
d3x〈Tτ T̂µν(X)ĵαA(0)〉T,cxi
= −i 1|β|
∫ |β|
0
dτ
∫
d3p
(2π)3
∂
∂qi
Saxial(p, q, τ)
∣∣∣
q=−p
.
Choosing the suitable indices as in eq. (7.2), taking the derivative with respect to the
momentum q and integrating over both τ and the angles, we finally obtain the coefficient
WA for the free Dirac field:
WA =
1
2π2|β|
∫ ∞
0
dp
Ep
(nF (Ep − µ) + nF (Ep + µ)) (2p2 +m2). (7.4)
This result can be checked by using the conservation of the axial current in the massless
case. In general, the divergence of the mean axial current, at first order in w:
∂µj
µ
A = ∂µ(w
µWA) = −α · w
(
WA
3
+
∂
∂|β|W
A
)
where we have used the fact that WA depends only on the magnitude of β and the ex-
pressions of the gradients of wµ that can be found in appendix B. Specifically, the above
combination gives rise to:(
WA
3
+
∂
∂β
WA
)
=
m2
2π2β2
∫ ∞
0
dp
Ep
(
n′F (Ep − µ) + n′F (Ep + µ)
)
,
which is manifestly vanishing for a massless Dirac field.
7.1 Discussion: axial current and anomalies
The equation (7.1) states that in rotating fermion gas there is a non-vanishing axial current
and consequently the right and left chiral fermions get separated. This current can be
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pictorially understood with a simple argument, which is strictly valid only for massless
particles. In a rotating system the fermions spin tend to align with the direction of rotation
ω independently of their charge [49]. The right handed particles have their momentum
aligned with the spin, consequently will move in the direction of the spin, i.e. we get a
net right handed particles flow in the direction of ω. On the other hand the left handed
particles will move in the opposite direction, giving a net left handed particles flow opposite
to ω. Together these flows give an axial current jA = nRvR − nLvL ∝ ω. The very reason
of the non-vanishing axial current is simply that it is allowed by the symmetry of the
statistical operator, as ĵA has the same properties of the angular momentum operator Ĵ
under reflection, time reversal and charge conjugation; so:
jA =
1
Z
tr(̂jA exp[−Ĥ/T0 + ωĴz/T0]) 6= 0.
Using the method described in the next section 8 one can obtain the value of the coefficient
WA (7.4) for m = 0:
jA =
WA
T
ω =
(
T 2
6
+
µ2
2π2
)
ω. (7.5)
This result is precisely the same found in recent calculations of the mean axial current
related to the chiral vortical effect (CVE), which is the onset of a vector current along the
vorticity due to the axial anomaly (see [50] and references therein). It should be pointed
out, though, that the onset of an axial current along vorticity is conceptually a distinct
phenomenon, so we denote it by axial vortical effect (AVE) following ref. [51]. The equality
of the coefficients found with our method and the anomaly-related method is a consequence
of the equality of the Kubo formulae [59, 61, 62, 64, 65, 67] obtained with either approach.
In view of the explicit absence of anomaly in our calculation — we deal with free fields in flat
space-time from the outset and we ignore gauge interactions — one may wonder whether
this equality is accidental or if our derivation is somehow equivalent to the anomalous one
for some reason.
The AVE was originally addressed for neutrinos emitted by rotating black hole in
ref. [52]. Lately, as has been mentioned, this effect was addressed in the context of CVE
and quantum anomalies [53–55]. Several terms were found to contribute to the propor-
tionality coefficient between jA and ω, in the massless limit: a term proportional to the
chiral potential µ25, also confirmed in holographic models [56–59]; a term proportional to
T 2 [60–62] whose existence was attributed to the gravitational anomaly [63–65] and to the
modular anomaly [66]. The relation to anomalies is made stronger in ref. [67] where it is
proven that the CVE does not receive corrections from a Yukawa type interactions. Cer-
tainly, when dynamical degrees of freedom are considered instead of external fields, all kind
of anomalous transport coefficients (CVE and AVE) are no more related nor constrained
by anomalies, as first shown in [67] and then in [68, 69]. It is also worth pointing out that in
fact, all calculations of the T 2 term in eq. (7.5) in refs. [52, 61, 62] give the same result, i.e.
T 2/6 like in eq. (7.5). We would like to point out that in the derivation of Vilenkin [52] it is
clear that the effect is caused by the modified density operator in the presence of rotation,
exactly like in our case, and indeed we recover the same result in eq. (7.5). We also stress
– 25 –
J
H
E
P
1
0
(
2
0
1
7
)
0
9
1
that in this framework, the coefficient WA is non-vanishing also for massive fields, as it
turns out from the general formula (7.4), when the chiral symmetry is explicitly broken.
Furthermore, it is likely that the addition of a term µ5Q̂5/T , where Q̂5 is a conserved axial
charge, in the exponent of the statistical operator (2.6), will lead to a term µ25/2π
2 as found
in [53, 54, 56–59, 62].
Finally, it should also be pointed out that the formula (7.4) was implicitly obtained in
ref. [70] by means of the relativistic single-particle distribution function of particles with
spin 1/2. Therein, the mean spin tensor of the free Dirac field:
Sλ,ρσ = i
8
〈Ψ¯{γλ, [γρ, γσ]}Ψ〉,
was found to be, with a non-vanishing thermal vorticity ̟:
Sλ,ρσ = ι
(
uλ̟ρσ + uσ̟λρ + uρ̟σλ
)
(7.6)
where:
ι ≡ − 1
T
∂F
∂β2
; F (β2, ζ) ≡ 1
(2π)3
∫
d3p
Ep
(
1
e|β|Ep−ζ + 1
+
1
e|β|Ep+ζ + 1
)
.
Noticing that the derivative of β2 inside F can be recast as a derivative over energy of the
Fermi distribution nF , after integration by parts it can be shown that
2ι =
1
2π2|β|
∫ ∞
0
dp
Ep
(nF (Ep − µ) + nF (Ep + µ)) (2p2 +m2) = WA
according to eq. (7.4). Since the axial current is proportional to the dual of the spin
tensor S:
ĵAµ (x) = Ψ¯γµγ
5
Ψ = −1
3
ǫµλρσŜλ,ρσ, (7.7)
using the eq. (7.7) and (7.6) the mean axial current turns out to be:
〈ĵAµ 〉 = −
1
3
ǫµλρσSλ,ρσ = 2ι wµ = WAwµ,
where we used the (4.2). Hence, the eq. (7.1) is recovered, with the same coefficient WA
in (7.4).2
8 Limiting cases
In this section we discuss some limiting cases which may be of interest for various physical
situations. It is important to stress that all of these corrections, at least for free fields, are of
quantum origin, and thus are expected to contribute in limiting cases where temperature is
very low and/or the chemical potential stays finite, in presence of vorticity and acceleration.
2While we were completing this work, a paper by Flachi and Fukushima appeared [71] where they
calculated the axial current for a rotating system in curved spacetime. It can be shown that the small mass
limit of (7.4) corresponds to their result in flat spacetime.
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Any coefficient Y among those of eqs. (5.23), (5.30) for the stress-energy tensor can be
generally expressed as:
Y =
1
π2β2
∫ ∞
0
dp
Ep
(
n′′F,B(Ep − µ) + n′′F,B(Ep + µ)
)
(Ap4 +Bm2p2 + Cm4), (8.1)
with A, B, C some numerical constant and:
n′′F,B(Ep ± µ) =
d2
dE2p
(
1
e|β|(Ep±µ) − η
)
,
where η is +1 for bosons −1 for fermions. Also, the axial current coefficient (7.4) can be
recast in the form (8.1) after integration by parts:
WA =
1
6π2|β|
∫ ∞
0
dp
Ep
(
n′′F (Ep − µ) + n′′F (Ep + µ)
)
p4.
m = 0. The simplest case is the massless one, where the integral can be calculated
analytically. For the free massless Boson field the only physical chemical potential value is
µ = 0, whereas, for fermions a non-vanishing µ is possible:∫ ∞
0
dp pk
(
1
e|β|(p−µ)+1
+
1
e|β|(p−µ)+1
)
=−|β|−k−1kΓ(k)
(
Lik+1(−e|β|µ)+Lik+1(−e−|β|µ)
)
where Γ is the Euler gamma function and Lik are the Polylogarithm function [72]. The
coefficients for massless Boson field at µ = 0 are reported in table 1 and for massless Dirac
field in table 2.
m > |µ| > 0. For relativistic massive fields, one has two cases: |µ| < m and |µ| > m.3
For |µ| < m it is possible to expand the distribution function:
n′′F,B(Ep ± µ) =
∞∑
n=1
ηn+1(−n|β|)2e−|β|(nEp±µ),
because |β|(Ep ± µ) > 0. Under this condition the distribution function nF,B can be
expressed as a geometric series of the Boltzmann one. Introducing this expansion, changing
the integration variable to the rapidity y with p = m sinh y, defining x = m/T = m|β|, the
eq. (8.1) can be rewritten as:
Y =
m4
π2
∞∑
n=1
ηn+12n2 cosh(n|β|µ)
∫ ∞
0
dy e−nx cosh y(A sinh4 y +B sinh2 y + C).
The integration can be carried out by using the integral representation of the modified
Bessel function of the second kind, or McDonald functions Kν(x) [72]:
Y = (2S + 1)
m4
π2
∞∑
n=1
ηn+1an(x) cosh(n|β|µ), (8.2)
3The relativistic chemical potential µ is related to the one used in non-relativistic statistical mechanics
µNR by µ = µNR +m.
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m = 0µ = 0 an f(x) x = m/T ≫ 1
ρ
π2
15
T 4
[−(nx)−2K2(nx) + (nx)−1K3(nx)] (1 + 27/8x)
p
π2
45
T 4
[
(nx)−2K2(nx)
] 1
x
(1 + 15/8x)
Uα
(1−6ξ)
6
T 4
1
24
[
(n2+24ξx−2)K2(nx)+3(1−8ξ)nx−1K3(nx)
] x
24
(1+(39/8−24ξ)/x)
Dα
(6ξ−1)
9
T 4
1
24
[
(12−48ξ)x−2K2(nx)+(24ξ−5)x−1nK3(nx)
] 1
24
(24ξ−5+(456ξ−79)/8x)
A
(1− 6ξ)
6
T 4
1
4
[
(4ξ − 2)x−2K2(nx) + (1− ξ)x−1nK3(nx)
] 1
4
(1− ξ + (19− 3ξ)/8x)
Uw
(1− 4ξ)
6
T 4
1
2
[
(1− 4ξ)x−2K2(nx)
] 1− 4ξ
2x
(1 + 15/8x)
Dw
ξ
3
T 4 ξx−2K2(nx)
ξ
x
(1 + 15/8x)
W
(2ξ − 1)
6
T 4
1
2
x−2(2ξ − 1)K2(nx) 2ξ − 1
2x
(1 + 15/8x)
G
(1 + ξ)
18
T 4
1
6
[
(6ξ − 3)x−2K2(nx) + nx−1K3(nx)
] 1
6
(1 + (6ξ + 11/8)/x)
Table 1. The stress-energy tensor coefficients (5.3) for a free Boson field: the first column reports
the coefficients in the massless case with µ = 0, the second column reports the nth term of the
expansion (8.2), the third column reports the asymptotic expansion at low temperature (8.3). Our
result for W in the massless case agrees with that obtained in ref. [29] for λ3 (see eq. (9.1)).
where the coefficients an for bosons (S = 0, η = 1) are shown in table 1 and for fermions
(S = 1/2, η = −1) in table 2.
The above series is well suited to study the non-relativistic limit of the coefficients,
what happens when the mass is much larger than the temperature, that is x ≫ 1. So, by
using the asymptotic expansion of the McDonald functions [72]:
Kν(nx) ≃ e−nx
√
π
2x
[
1 +
4ν2 − 1
8nx
+
(4ν2 − 1)(4ν2 − 9)
2!(8nx)2
+ · · ·
]
.
In this limit m ≫ T either the particle or antiparticle contribution can be neglected,
and since |µ| < m, the first term in the series (8.2) is the dominant one and quantum
statistics reduces to the Boltzmann limit. Thus, one can write the coefficient (8.1) in
the non-relativistic limit with |µ| < m for, e.g. particles with µ ≥ 0, to a very good
approximation as:
Y =
(2S + 1)m4
2
√
2π3/2x3/2
e−|β|(m−µ)f (x) (8.3)
where f is a polynomial of 1/x = T/m and its first leading terms are shown in tables 1
and 2.
Note that eq. (8.3) can be rewritten as:
Y = m
dN
d3x
f(x)
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m = 0 an f(x) x = m/T ≫ 1
ρ
(
7π2
60
+
µ2
2T 2
+
µ4
4π2T 4
)
T 4 − [(nx)−1K3(nx)− (nx)−2K2(nx)] (1 + 27/8x)
p
1
3
(
7π2
60
+
µ2
2T 2
+
µ4
4π2T 4
)
T 4 −(nx)−2K2(nx) 1
x
(1 + 15/8x)
Uα
1
24
(
1 +
3µ2
π2T 2
)
T 4 − 1
24
[
(3x−2 + n2)K2(nx)
] x
24
(1 + 15/8x)
Dα
1
72
(
1 +
3µ2
π2T 2
)
T 4 − 1
24
[−3x−2K2(nx) + nx−1K3(nx)] 1
24
(1 + 11/8x)
A 0 0 0
Uw
1
8
(
1 +
3µ2
π2T 2
)
T 4 −1
8
[−x−2K2(nx) + nx−1K3(nx)] 1
8
(1 + 27/8x)
Dw
1
24
(
1 +
3µ2
π2T 2
)
T 4 −1
8
x−2K2(nx)
1
8x
(1 + 15/8x)
W 0 0 0
G
1
18
(
1 +
3µ2
π2T 2
)
T 4 − 1
24π2
[
nx−1K3(nx)
] 1
24
(1 + 35/8x)
WA
T 3
6
+
Tµ2
2π2
− 1
2m
[
x−1K0(nx) + 2n
−1x−2K1(nx)
] 1
2m
(1 + 15/8x)
Table 2. The stress-energy tensor coefficients (5.3) for a free Dirac field: the first column reports
the coefficients in the massless case, the second column reports the coefficient of the nth term of
the expansion (8.2), the third column reports the asymptotic expansion at low temperature (8.3).
where dN/d3x is the classical expression of particle density in the Boltzmann limit. This has
an important consequence, that is all coefficients of the stress-energy tensor in eqs. (5.23)
and (5.30) have a finite classical limit whose leading term is proportional to either mass
times particle density or temperature times density. Therefore, the second-order corrections
to the ideal form of the stress-energy tensor appearing in eq. (5.2) at thermodynamic equi-
librium must be quantum [30], as they vanish in the limit ~ → 0 according to the (4.4); this
explains why genuine quadratic terms in thermal vorticity are not found in the Boltzmann
kinetic approach to the gradient expansion of the stress-energy tensor [14].
The same conclusion applies to the vector currents coefficients, see eqs. (6.9) and (6.11),
because at the same conditions they can be expressed in a fashion similar to (8.3). Since
vector current is odd under charge conjugation, relevant coefficients are an odd function
of µ and vanish at zero chemical potential. The general coefficient Ycurr among those of
eqs. (6.9) and (6.11) can be written as, for |µ| < m:
Ycurr = (2S + 1)
m3
π2
∞∑
n=1
ηn+1bn sinh(n|β|µ), (8.4)
where the hyperbolic sine (odd function of µ) replaces hyperbolic cosine. The non-
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m = 0 µ = 0 bn g(x) x = m/T ≫ 1
n 0 (nx)−1K2(nx) (1 + 15/8x)
NVα 0
1
72
n2K1(nx)
x
72
(1 + 3/8x)
NVw 0 0 0
GV 0 −1
6
x−2K3(nx) − 1
6x
(1 + 35/8x)
Table 3. The vector current coefficients (6.3) for an ideal boson field: the first column is the result
at m = 0 and µ = 0, the second column is the generic terms of the series expansion (8.4), the third
column is the asymptotic expansion for low temperature (8.5).
m = 0 bn g(x) (m/T ≫ 1)
n
T 2µ
3
(
1 +
µ2
π2T 2
)
−(nx)−1K2(nx) (1 + 15/8x)
NVα
T 2µ
4π2
− 1
24
[
n2K1(nx) + 3nx
−1K2(nx)
] x
24
(1 + 27/8x)
NVw
5T 2µ
12π2
− 1
48
[
7nx−1K0(nx) + 20x
−2K1(nx)
] 7
48
(1 + 153/53x)
GV −5T
2µ
24π2
1
24
[
nx−1K0(nx) + 5x
−2K1(nx)
] − 1
24
(1 + 27/8x)
Table 4. The vector current coefficients (6.3) for an ideal Dirac field: the first column is the result
at m = 0, the second column is the generic terms of the series expansion (8.4), the third column is
the asymptotic expansion for low temperature (8.5).
relativistic limit is very similar to that of (8.3):
Ycurr =
(2S + 1)m3
2
√
2π3/2x3/2
e−|β|(m−µ)g(x) =
dN
d3x
g(x). (8.5)
The coefficients (6.3) for bosons are reported in table 3, and for fermions in table 4.
|µ| > m > 0. As has been mentioned, the previous expansion is possible only when
|µ| < m. For the Boson gas, at fixed charge (or particle, in the non-relativistic limit)
density, at some very low temperature T ∼ 0 the chemical potential attains the limiting
value µ = m (µNR = 0 in the non-relativistic framework), implying the onset of Bose-
Einstein condensation.
In the fermion case, at very low temperature, the case |µ| > m is the so-called degen-
erate case. Indeed, when µ > m, the Fermi-Dirac distribution function at T = 0 becomes
a step function:
lim
T→0
nF (Ep − µ) = lim
|β|→+∞
1
e|β|(Ep−µ) + 1
= θ(µ− Ep)
and the antiparticle contribution vanishes. The coefficients at zero temperature, in the
degenerate case, can be expressed in terms of the parameter of b = µ/m ad they are shown
in table 5.
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ρ
µ4
8π2
b−4
[
(2 b2 − 1)b
√
b2 − 1− log
(
b+
√
b2 − 1
)]
p
µ4
24π2
b−4
[
(2 b2 − 5)b
√
b2 − 1 + 3 log
(
b+
√
b2 − 1
)]
β2Uα
µ2
24π2
b(3b2 − 4)
(b2 − 1)3/2
β2Dα
µ2
24π2
b√
b2 − 1
β2Uw
µ2
8π2
3b2 − 2
b
√
b2 − 1
β2Dw
µ2
8π2
√
b2 − 1
b
β2G
µ2
24π2
4b2 − 3√
b2 − 1
β2n
µ3
3π2
(b2 − 1)3/2
b3
β2NVα
µ
24π2
6b4 − 9b2 + 2
b(b2 − 1)3/2
β2NVw
µ
48π2
20b2 − 13
b
√
b2 − 1
β2GV
µ
24π2
4− 5b2√
b2 − 1
|β|WA µ
2
2π2
√
b2 − 1
b
Table 5. The coefficients of the energy momentum tensor (5.3), the vector current (6.3) and axial
current (7.1) for the Dirac field at T = 0 and finite chemical potential µ, where b = µ/m.
Although all second-order coefficients vanish in the limit T → 0, it is worth pointing
out that a corresponding 1/T 2 or 1/T factor appears in the quadratic terms in thermal
vorticity, recalling that:
αµ =
aµ
T
wµ =
ωµ
T
as seen in section 4. Therefore, all quadratic corrections to the stress-energy tensor in
the (5.2) remain finite in the zero temperature limit in acceleration and vorticity. Partic-
ularly, all corrections to the stress-energy tensor, from table 5 turn out to be of the form
µ2a2F (b) or µ2ω2F (b) where F (b) is a function of b = µ/m.
In principle, these corrections might be phenomenologically relevant for very cold
fermion stars, if their magnitude was comparable to the ideal term µ4 of energy density
and pressure (see table 5). However, the typical values of the baryon chemical potential
(Fermi energy), spinning frequency and gravitational acceleration of a neutron star imply
a tiny ratio a/µ ≈ ω/µ ≈ 10−19 ÷ 10−27 and the functions F (b) remain finite even in the
b → ∞ limit, that is for a very light fermion. Therefore, these corrections, at least for a
free field, are negligible.
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In general, one can argue that these corrections might be relevant for very cold massive
gases subject to large accelerations and rotations. Particularly, from table 1 and 2 it can
be realized that in the non-relativistic limit m/T ≫ 1 the ratio Dw/p is of the order 1, so
that at finite a or ω in the T → 0 limit the contribution of the corrections to the pressure
in the stress-energy tensor (5.2) blows up. Obviously, when the ratios a/T or ω/T are O(1)
the whole expansion method breaks down, but this behaviour points to a relevance of the
quantum effects in the low T limit for sufficiently large a and ω.
These corrections may also play a role in high energy nuclear collisions and Quark
Gluon Plasma (QGP) physics. The very recent measurement of the Λ hyperon polarization
with respect to the reaction plane indicates a magnitude of the thermal vorticity ̟ at the
hadronization stage of the order of 10−2 at a centre-of-mass energy O(10)GeV. As thermal
vorticity is presumably much larger in the early stage of the QGP expansion, the second-
order non-dissipative corrections may be of some relevance for the hydrodynamic evolution
and could compete with the first-order dissipative terms.
9 Comparison with previous determinations
As has been already mentioned, second order coefficients for the stress-energy tensor were
classified in [15, 27, 28] in the Landau frame. Following their notation, for a non-conformal
fluid in flat spacetime, the relevant coefficients are λ3, λ4, ξ3, and ξ4, dubbed as thermody-
namical in [29] because these terms survive at thermodynamic equilibrium with rotation or
acceleration. Since we adopted the β-frame and not the Landau frame, before comparing
the coefficients we have to change the hydrodynamic frame. Up to second order in vorticity
the relation between the fluid four velocity in the Landau frame uL and in β-frame u is
found diagonalizing the stress-energy tensor expansion in β-frame (5.2), see appendix A:
uL = u+
G
ρ+ p
γ +O(̟3).
Moreover in [15, 27, 28] a different definition of temperature and chemical potential is
introduced, such that the energy and particle density are the same functions of temperature
and chemical potential as in homogeneous thermodynamic equilibrium
ρL ≡ TµνuµLuνL = ρ(T ′, µ′) nL ≡ jµuµL = n(T ′, µ′).
The relations between T, µ and T ′, µ′ are reported in eqs. (A.7) and (A.8).
The stress-energy tensor and current expansions at the second order in thermal vor-
ticity in the Landau frame read (see appendix A for details):
Tµν = ρ(T ′, µ′)uµLu
ν
L −
(
p(T ′, µ′)− α2D′α − w2D′w
)
∆µνL +Aα
µαν +Wwµwν +O(̟3),
jµ = n(T ′, µ′)uµL +
(
GV − n(T
′, µ′)
ρ(T ′, µ′) + p(T ′, µ′)
G
)
γµ +O(̟3),
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where the definitions of D′α and D
′
w in terms of the β-frame coefficients are:
D′α = Dα − Uα
∂p
∂T
∂n
∂µ − ∂p∂µ ∂n∂T
∂ρ
∂T
∂n
∂µ − ∂ρ∂µ ∂n∂T
−Nα
∂p
∂T
∂ρ
∂µ − ∂p∂µ ∂ρ∂T
∂ρ
∂T
∂n
∂µ − ∂ρ∂µ ∂n∂T
,
D′w = Dw − Uw
∂p
∂T
∂n
∂µ − ∂p∂µ ∂n∂T
∂ρ
∂T
∂n
∂µ − ∂ρ∂µ ∂n∂T
−Nw
∂p
∂T
∂ρ
∂µ − ∂p∂µ ∂ρ∂T
∂ρ
∂T
∂n
∂µ − ∂ρ∂µ ∂n∂T
.
A comparison of the above decomposition with the one in [15, 27, 28] allows to extract
the relations between λ3, λ4, ξ3 and ξ4 and our set of independent coefficients D
′
α, D
′
w, A
and W .4
W
T ′2
= λ3
A
T ′2
= 9λ4
D′w
T ′2
=
(
2ξ3 − λ3
3
)
D′α
T ′2
= (9ξ4 − 3λ4) . (9.1)
The above equalities can be inverted to give:
λ3 =
W
T ′2
λ4 =
1
9
A
T ′2
ξ3 =
1
2
D′w +W/3
T ′2
ξ4 =
1
9
D′α +A/3
T ′2
. (9.2)
The coefficients λ3 and λ4 were reported in refs. [29] and ref. [73] for free massless
bosons and fermions. Our result of λ3 = W/T
2 for bosons reported in the first column of
table 1 agrees with that quoted in ref. [29] for a stress-energy tensor with ξ = 0. Further-
more, in ref. [29] λ4 is argued to be zero in conformal case and correspond to our result for
the improved stress-energy tensor ξ = 1/6. Then, our results of λ3 = W/T
2 for massless
fermions reported in the first column of table 2 — both vanishing — agree with the results
quoted in ref. [73] whereas they are in disagreement with those quoted in ref. [29] at µ = 0,
equal to λ3 = T
2/12.
10 Conclusions
In conclusion, we have studied quantum relativistic free fields of spin 0 and 1/2 at gen-
eral thermodynamic equilibrium with non-vanishing acceleration and vorticity and we have
calculated the thermodynamic coefficients of a second-order expansion of the stress-energy
tensor in thermal vorticity tensor, which includes acceleration and vorticity vectors, also
with a finite value of the chemical potential. We have also determined the leading order
coefficients for the vector and axial currents. Such corrections may be phenomenologi-
cally relevant for system with very high acceleration, or vorticity as in the early stage of
relativistic heavy ion collisions [34].
We have shown, like in ref. [30], that our method is very convenient to determine the
coefficient of these non-dissipative (i.e. persisting in thermodynamic equilibrium) terms
4Please note that these transformation relations differs from those quoted in ref. [30] as the temperature
and chemical potential redefinition was not taken into account therein.
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involving vorticity and acceleration, envisaged in the general hydrodynamic expansion of
the stress-energy tensor. We have extended the results of our previous work and we have
compared our results with the definitions used in the so-called Landau frame. We reinforce
our previous conclusion [30] that these terms are of quantum nature.
We have studied the relation between axial current and vorticity known as Axial Vor-
tical Effect (7.1) for the free Dirac field. The coefficient found for the massless field (7.5),
which, in our calculation, is simply an effect of rotation at equilibrium, coincides with
those quoted in literature and attributed to the gauge and gravitational anomalies as the
pertaining Kubo formulae are identical. We cannot, for the present, demonstrate that the
two derivations are equivalent.
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A Landau frame
In this work we have used the so-called β [40] or thermodynamic [25, 42] frame, determined
by the eq. (2.2) where β is the four-temperature fulfilling the Killing equation (2.3). It
has been shown in ref. [40] that this frame does not coincide with Landau’s frame, where
the four-velocity uL is defined by the timelike eigenvector of the stress-energy tensor, in
thermodynamic equilibrium situations where the thermal vorticity is non-vanishing. This is
also apparent from the expansion of the stress-energy tensor at the second order in thermal
vorticity, eq. (5.2) that is rewritten here for the sake of clarity:
Tµν = (ρ− α2Uα − w2Uw)uµuν − (p− α2Dα − w2Dw)∆µν +Aαµαν
+Wwµwν +G(uµγν + uνγµ) +O(̟2).
The term involving the γ four-vector makes the four-velocity u, defined in eq. (2.2) no longer
an eigenvector of Tµν , hence not the Landau frame velocity uL. Of course, it is possible
to change the frame definition and rewrite the stress-energy tensor expression (5.2) in the
new frame, e.g. the Landau frame. This entails a transformation rule for the second-order
coefficients Uα, A, . . . as well.
The transformation to the Landau frame requires the diagonalization of the energy
momentum tensor and the determination of its unique time-like eigenvector uL:
uLµT
µν = ρLu
ν
L
where ρL is the eigenvalue, that is the proper energy density in the Landau frame. By
looking at the stress-energy tensor expression (5.2) it can be readily realized that the
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eigenvector uL ought to be a linear combination of the u (the β frame velocity) and γ:
uLµ = a uµ + b
γµ
|γ| , (A.1)
where |γ| ≡
√
−γ2 and a and b two unknown constants such that a2− b2 = 1. Contracting
the eq. (5.2) with uL and using (A.1), (5.2) one obtains:
uLµT
µν = aρLu
µ+bρL
γµ
|γ| = a(ρ−α
2Uα−w2Uw)uν+aGγν−b(p−α2Dα−w2Dw)γ
µ
|γ|−bG|γ|u
ν
which implies:
aρeff − bG|γ| = aρL,
aG|γ| − bpeff = bρL,
(A.2)
where ρeff = ρ− α2Uα − w2Uw and peff = p− α2Dα − w2Dw.
One can algebraically solve the equations (A.2) to determine a, b, ρL taking the con-
straint a2 − b2 = 1 into account. However, since we are dealing with an expansion of the
stress-energy tensor to second order in ̟, it is sufficient and more convenient to find an
approximate solution of the equations at the same order in this parameter. This can be
done by observing that the parameter b must be “small” as for ̟ → 0 one expects Landau
and β frame to coincide in eq. (A.1). Therefore, from the first of (A.2), one has:
ρL ≃ ρeff
and, from the second:
b ≃ G|γ|
ρeff + peff
≃ G|γ|
ρ+ p
where we have kept only second-order terms in ̟ keeping in mind that γ = O(̟2). At
the same order of approximation, the coefficient a ≃ 1.
The eq. (A.1) relating the Landau and β frames is thus:
uL = u+
G
ρ+ p
γ +O(̟3) (A.3)
and the stress-energy tensor in the Landau frame at the second order in thermal vortic-
ity reads:
Tµν = (ρ− α2Uα − w2Uw)uµLuνL − (p− α2Dα − w2Dw)∆µνL +Aαµαν +Wwµwν . (A.4)
We can also write the conserved vector current (6.2) in the Landau frame by using (A.3):
jµ(x) = nuµ + (α2Nα + w
2Nω)u
µ +GV γµ
= nuµL + (α
2Nα + w
2Nω)u
µ
L +
(
GV − n G
ρ+ p
)
γµ +O(̟3).
(A.5)
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It has become customary in the literature to include in the specification of the Lan-
dau frame a redefinition of the temperature and the chemical potential in order to avoid
corrections to the equilibrium energy and charge density [25, 74]:
ρL = ρ(T
′, µ′), nL = n(T
′, µ′). (A.6)
The possibility to redefine the temperature is usually advocated in out-of-equilibrium sit-
uations, and yet its application in global equilibrium situation with ̟ 6= 0 is conceptually
very questionable (see also discussions in refs. [30, 40]) because it deprives temperature one
of its key relativistic features — crucial to define equilibrium — that is being the inverse of
the magnitude of a Killing vector field. If one pursues the implementation of (A.6) anyway,
ρ(T ′, µ′) = ρ(T, µ)− α2Uα − w2Uw,
n(T ′, µ′) = n(T, µ) + α2Nα + w
2Nω,
(A.7)
where we have used the previous results, that is ρL = ρeff and the eq. (A.5). In order to
find the T ′ and µ′ we can perform a Taylor expansion of the temperature and chemical
potential in powers of α2 and w2:
T ′ = T +
∂T ′
∂α2
α2 +
∂T ′
∂w2
w2,
µ′ = µ+
∂µ′
∂α2
α2 +
∂µ′
∂w2
w2,
(A.8)
which, once plugged into the (A.7) yield, after a Taylor expansion at the second order in ̟:
∂ρ
∂T
(
∂T ′
∂α2
α2 +
∂T ′
∂w2
w2
)
+
∂ρ
∂µ
(
∂µ′
∂α2
α2 +
∂µ′
∂w2
w2
)
= −α2Uα − w2Uw;
∂n
∂T
(
∂T ′
∂α2
α2 +
∂T ′
∂w2
w2
)
+
∂n
∂µ
(
∂µ′
∂α2
α2 +
∂µ′
∂w2
w2
)
= α2Nα + w
2Nω.
Equating the coefficients of α2 and w2 on both sides, we obtain the solution:
∂T ′
∂α2
=
−Uα ∂n∂µ −Nα ∂ρ∂µ
∂ρ
∂T
∂n
∂µ − ∂ρ∂µ ∂n∂T
,
∂T ′
∂w2
=
−Uw ∂n∂µ −Nw ∂ρ∂µ
∂ρ
∂T
∂n
∂µ − ∂ρ∂µ ∂n∂T
,
∂µ′
∂α2
=
Nα
∂ρ
∂T + Uα
∂n
∂T
∂ρ
∂T
∂n
∂µ − ∂ρ∂µ ∂n∂T
,
∂µ′
∂w2
=
Nw
∂ρ
∂T + Uw
∂n
∂T
∂ρ
∂T
∂n
∂µ − ∂ρ∂µ ∂n∂T
.
We can replace these derivatives into the (A.8) to obtain the relation between the proper
temperature and chemical potential and the new T ′ and µ′. These relations allow to express
all the thermodynamic functions with the new arguments. Clearly, we can neglect any term
beyond the second order in ̟. Particularly, in the stress-energy tensor expression at the
second order (A.4), the only relevant thermodynamic function which gets modified is the
one involving pressure,
p(T, µ) = p(T ′, µ′)− α2
(
∂p
∂T
∂T
∂α2
+
∂p
∂µ
∂µ
∂α2
)
− w2
(
∂p
∂T
∂T
∂w2
+
∂p
∂µ
∂µ
∂w2
)
;
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so that (A.4) and (A.5) become:
Tµν = ρ(T ′, µ′)uµLu
ν
L −
(
p(T ′, µ′)− α2D′α − w2D′w
)
∆µνL +Aα
µαν +Wwµwν +O(̟3),
jµ = nuµL +
(
GV − n
ρ+ p
G
)
γµ +O(̟3),
where D′α and D
′
w read:
D′α = Dα − Uα
∂p
∂T
∂n
∂µ − ∂p∂µ ∂n∂T
∂ρ
∂T
∂n
∂µ − ∂ρ∂µ ∂n∂T
−Nα
∂p
∂T
∂ρ
∂µ − ∂p∂µ ∂ρ∂T
∂ρ
∂T
∂n
∂µ − ∂ρ∂µ ∂n∂T
,
D′w = Dw − Uw
∂p
∂T
∂n
∂µ − ∂p∂µ ∂n∂T
∂ρ
∂T
∂n
∂µ − ∂ρ∂µ ∂n∂T
−Nw
∂p
∂T
∂ρ
∂µ − ∂p∂µ ∂ρ∂T
∂ρ
∂T
∂n
∂µ − ∂ρ∂µ ∂n∂T
.
B Relations between coefficients
Herein we derive the relations between coefficients (5.7) enforcing the continuity equation
for the mean value of the stress-energy tensor Tµν at second order in the thermal vorticity̟
Tµν =(ρ− α2Uα − w2Uw)uµuν − (p− α2Dα − w2Dw)∆µν +Aαµαν
+Wwµwν +G(uµγν + uνγµ).
(B.1)
Firstly, we observe that scalar thermodynamic functions depend on spacetime coordinates
only through the magnitude of the four-temperature F (|β|) = F (
√
β2(x)), thus:
∂νF (|β|) = ∂|β|
∂xν
∂F (|β|)
∂|β| =
1
2|β|∂ν
(
βλβλ
)∂F (|β|)
∂|β|
=
1
|β|β
λ∂νβλ
F (|β|)
∂|β| = −u
λ̟νλ
∂F (|β|)
∂|β| = −αν
∂F (|β|)
∂|β| (B.2)
where we have used the definition of u in eq. (2.2), the eqs. (2.5) and (4.2).
We start by reckoning the gradients of the four-vectors {u, α,w, γ} which are needed
to calculate the stress-energy tensor divergence. First, we observe that, because of the
Killing equation (2.3), and using the eqs. (2.2), (2.5) and (4.2):
0 = βµ(∂µβν + ∂νβµ) = |β|uµ̟νµ + 1
2
∂νβ
2 = |β|αν + 1
2
∂νβ
2
so that:
αν = − 1
2|β|∂νβ
2 (B.3)
and, contracting with u again:
uν∂νβ
2 = Dβ2 = 0 (B.4)
what we already saw in section 4. This equation implies that any scalar function, whose
argument are β2 and ξ, has a vanishing derivative along the flow, that is:
DF (β2, ξ) = 0. (B.5)
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Now, we can find the gradient of u as defined by the eq. (2.2):
∂νuµ =
∂νβµ
|β| + βµ∂ν
(
1
|β|
)
=
1
|β|
(
̟µν + ανuµ
)
, (B.6)
where we have used again the eq. (2.2) and the eq. (B.3). The divergence of u then is:
∂µu
µ = ∂µ
βµ
|β| = 0 (B.7)
because of the Killing vector equation (2.3), which obviously imply ∂µβ
µ = 0 and the (B.4).
Instead the derivative along its direction is
uρ∂
ρuµ =
uρ
|β|
(
̟ ρµ + α
ρuβ
)
=
̟µρu
ρ
|β| =
αµ
|β| . (B.8)
Then, let us calculate the derivative of α, keeping in mind that ̟ is constant:
∂µαν = ̟νρ∂µu
ρ =
̟νρ
|β|
(
̟ρµ + αµu
ρ
)
=
1
|β|
(
̟νρ̟
ρ
µ + αµαν
)
; (B.9)
using the thermal vorticity decomposition (4.1) and the Levi-Civita tensor properties we
can express the previous formula in terms of the tetrad vectors
∂µαν =
1
|β|
(−wµwν + γµuν − uµγν − (w2 + α2)uµuν + gµνw2) , (B.10)
whence we obtain the divergence:
∂ · α = 1|β|
(
w2 − (w2 + α2) + 4w2) = 1|β|(2w2 − α2),
as well as the gradient of α2:
∂µα
2 = 2αν∂µαν =
2
|β|(−α · wwµ + w
2αµ) (B.11)
taking into account that α · u = α · γ = 0.
Likewise, we can calculate the derivative of w by using its definition (4.2) and the (B.6):
∂µwν = −1
2
ǫνρσλ̟
ρσ∂µu
λ =
−1
2|β|ǫνρσλ̟
ρσ̟λµ +
αµwν
|β| .
Replacing the eq. (4.1) in the first term of the right hand side and using the properties of
the Levi-Civita tensor, it can be shown that:
∂µwν =
1
|β| (−gµνα · w + αµwν) (B.12)
so that its divergence is
∂µw
µ = − 3|β|(w · α) (B.13)
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and the gradient of w2:
∂µw
2 = 2wν∂µwν =
2
|β|(−α · wwµ + w
2αµ) = ∂µα
2. (B.14)
In order to calculate the derivative of the last relevant vector field γ (4.3), one can first
show that, by using ∆λµ = gλµ − uλuµ and (4.1), it can be expressed as:
γµ = αρ̟ρλ∆
λµ = (α·̟)µ−̟ρλαρuλuµ = (α·̟)µ−(αρuλ−αλuρ)αρuλuµ = (α·̟)µ−α2uµ
so that its divergence vanishes
∂µγ
µ = ∂µ
[
(α ·̟)µ − α2uµ] = ̟ρµ∂µαρ = 1|β| ̟ρµ︸︷︷︸
Antisym
(
̟ρλ̟
λ
µ︸ ︷︷ ︸
Sym
+αµαρ︸ ︷︷ ︸
Sym
)
= 0,
where we have used the eq. (B.9). Another useful relation involving γ is the contraction:
γρ̟ρκ = ǫ
ρµνσwµανuσ̟ρκ
= ǫρµνσǫρκλτw
λuτwµανuσ + ǫ
ρµνσαρuκwµανuσ − ǫρµνσακuρwµανuσ,
where we have used the decomposition (4.1). Then, because of the Levi-Civita tensor
properties we find:
γρ̟ρκ = w
2ακ − (α · w)wκ. (B.15)
We also need the derivative of the transverse projector ∆:
∂µ∆ρσ = ∂µ
(
gρσ − uρuσ
)
= −uσ∂µuρ − uρ∂µuσ
whence:
∂ρ∆ρσ = −uσ∂ρuρ − uρ∂ρuσ = −ασ|β| . (B.16)
Finally, we observe that
Dα2 = Dw2 = 0
as they are scalar functions.
To calculate the divergence of the stress-energy tensor we need to work out some
intermediate relations involving the derivatives of the four-vectors u, α,w, γ. The first
relation can be obtained by using the (B.16) and (B.11):
∂µ
(
α2∆µν
)
= α2∂µ∆µν +∆µν∂
µα2=−α
2
|β|αν + ∂να
2 =
1
|β|
(
(2w2 − α2)αν − 2(α · w)wν
)
.
(B.17)
The second by using the (B.16) and (B.14):
∂µ
(
w2∆µν
)
= ∆µν∂
µw2 + w2∂µ∆µν
=
2
|β|
(
w2αν − (α · w)wν
)− w2αν|β| = 1|β| (w2αν − 2(α · w)wν) . (B.18)
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Moreover with (B.10) and orthogonality properties:
αµ∂
µαν =
αµ
|β|
(−wµwν + γµuν − uµγν − (w2 + α2)uµuν + gµνw2) = w2αν − (α · w)wν|β| ;
(B.19)
and, using (B.12):
wµ∂
µwν =
wµ
|β| (−g
µ
ν(α · w) + αµwν) =
1
|β| (−wν(α · w) + (α · w)wν) = 0. (B.20)
Futhermore, taking advantage of (B.6) and (B.15):
γµ∂
µuν =
γµ
|β|(̟
µ
ν + α
µuν) = −γ
ρ̟ρν
|β| =
(α · w)wν − w2αν
|β| . (B.21)
The last needed relation involves the gradients of γ in eq. (4.3). By expanding its definition
and using the previous eqs. (B.6), (B.10), (B.12):
uµ∂
µγν = ǫνρστuµ∂
µ (wρασuτ )
= ǫνρστuµ(∂
µwρ)ασuτ + ǫνρστuµw
ρ(∂µασ)uτ + ǫνρστuµw
ρασ∂µuτ
= −ǫνρστuρασuτ − ǫνρστwρ(γσ − α2uσ)uτ + ǫνρστwρασατ
= −ǫνρστwργσuτ = −ǫνρστ ǫσκλπwρuτwκuπ = 1|β|(wν(α · w)− ανw
2 − ανα2),
(B.22)
where the known contractions of Levi-Civita tensor have been employed in the last equality.
We are now in a position to enforce the continuity equation ∂µTµν = 0, to the expression
of the stress energy tensor (B.1). The first term involving energy density gives rise to:
∂µ
(
ρ uµuν
)
= uµ
(
∂µρ
)
uν + ρ uν ∂
µuµ + ρ uµ∂
µuν = ρ
αν
|β| (B.23)
using eqs. (B.2), (B.7) and (B.8). Then, keeping in mind the (B.5) which implies that
DUα = DUw = . . . = 0 for all coefficients, and using (B.2), (B.7), (B.8), as well as
Dα2 = Dw2 = 0:
∂µ
(
Uα α
2uµuν
)
= DUα α
2uν + Uα
[
α2uν∂
µuµ + uνDα
2 + α2uµ∂
µuν
]
= Uα
α2 αν
|β| ; (B.24)
∂µ
(
Uw w
2uµuν
)
= DUw w
2uν + Uw
[
w2uν∂
µuµ + uνDw
2 + w2uµ∂
µuν
]
= Uw
w2 αν
|β| .
(B.25)
Now, using eqs. (B.2) and (B.16):
∂µ
(
p∆µν
)
= ∆µν∂
µp+ p∂µ∆µν = −
(
p+ |β| ∂p
∂|β|
)
αν
|β| ; (B.26)
and, thanks to eqs. (B.2) and (B.17):
∂µ
(
Dα α
2∆µν
)
= ∆µνα
2∂µDα +Dα∂
µ
(
α2∆µν
)
= −
(
|β|∂Dα
∂|β| +Dα
)
α2αν
|β| + 2Dα
w2αν
|β| − 2Dα
(α · w)wν
|β| ; (B.27)
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likewise, because of (B.2) and (B.18):
∂µ
(
Dww
2∆µν
)
=w2∆µν∂
µDw +Dw∂
µ
(
w2∆µν
)
=
(
Dw − |β|∂Dw
∂|β|
)
w2αν
|β| − 2Dw
(α · w)wν
|β| .
(B.28)
Furthermore, using (B.2), (B.7) and (B.19):
∂µ
(
Aαµαν
)
= αµαν
(
∂µA
)
+Aαν∂
µαµ +Aαµ∂
µαν
= −(|β| ∂A
∂|β| +A
)α2αν
|β| + 3A
w2αν
|β| −A
(α · w)αν
|β| (B.29)
and, similarly, by means of (B.2), (B.13) and (B.20):
∂µ
(
Wwµwν
)
= (∂µW )wµwν +Wwν∂
µwµ +Wwµ∂
µwν = −
(
|β|∂W
∂|β| + 3W
)
(α · w)wν
|β| .
(B.30)
Finally, using again (B.2) and the relations (B.21) and (B.22) we can determine the term
involving the gradients of γ:
∂µ [G(uµγν + uνγµ)]=(uµγν+uνγµ)∂
µG+Guµ∂
µγν+Gγµ∂
µuν=2G
(α · w)wν
|β| −2G
w2αν
|β| .
(B.31)
The divergence of the stress-energy tensor is obtained by summing all right-hand sides
of the eqs. (B.23)–(B.31). As it can be readily checked, the resulting expression involves
the sum of terms multiplying αν , α
2αν , w
2αν and (α · w)wν . As the divergence should
vanish independently of the vectors w and α, which have as many degrees of freedom
as the thermal vorticity (that is 6), the conclusion is that each coefficient of the above
combinations must be zero. As a result, four equations are obtained. The coefficient of αν
gives rise to:
ρ+ p+ |β| ∂p
∂|β|
∣∣∣
ζ
= 0,
which is but the well known thermodynamic relation between energy density and pressure.
The other three coefficients yield three conditions on the second-order coefficients:
Uα = −|β| ∂
∂|β|
(
Dα +A
)− (Dα +A);
Uw = −|β| ∂
∂|β|Dw + (2Dα +Dw + 3A)− 2G; (B.32)
and:
2G = 2
(
Dα +Dw
)
+A+ |β| ∂
∂|β|W + 3W. (B.33)
Subtracting eq. (B.33) from eq. (B.32) we can simplify some terms and obtain:
Uw = −|β| ∂
∂|β|
(
Dw +W
)−Dw + 2A− 3W,
which completes the proof of the relations in eq. (5.7).
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