Abstract. In this paper we develop a novel two-stage fourth order time-accurate discretization for time-dependent flow problems, particularly for hyperbolic conservation laws. Different from the classical Runge-Kutta (R-K) temporal discretization for first order Riemann solvers as building blocks, the current approach is solely associated with Lax-Wendroff (L-W) type schemes as the building blocks. As a result, a two-stage procedure can be constructed to achieve a fourth order temporal accuracy, rather than using well-developed four stages for R-K methods. The generalized Riemann problem (GRP) solver is taken as a representative of L-W type schemes for the construction of a two-stage fourth order scheme.
Introduction
The design of high order accurate CFD methods has attracted much attention in the past decades. Successful examples include ENO [11, 18, 2] , WENO [15, 12] , DG [7] , residual distribution (RD) method [1] , spectral methods [19] etc., and references therein. Most of these methods use the Runge-Kutta (R-K) approach to achieve high order temporal accuracy starting from the first order numerical flux functions, such as first order Riemann solvers. In order to achieve a fourth order temporal accuracy, four stages of R-K type iterations in time are usually adopted.
In this paper we develop a novel fourth order temporal discretization for time-dependent problems, particularly for hyperbolic conservation laws (1.1) ∂u ∂t + ∇ · f(u) = 0, where u = (u 1 , · · · , u m ) ⊤ is a conservative vector, f(u) = (f 1 (u), · · · , f d (u)) is the associated flux vector function, m ≥ 1, d ≥ 1. The approach under investigation is based on the second order Lax-Wendroff (L-W) methodology and uses a two-stage procedure to achieve a fourth order accuracy, which is different from the classical R-K approach. This approach can be easily extended to many other time-dependent flow problems [8] .
The Lax-Wendroff methodology [13] , i.e., the Cauchy-Kovalevskaya method in the context of PDEs, is fundamental in the sense that it has second order accuracy both in space and time, and the underlying governing equations are fully incorporated into approximations of spatial and temporal evolution. In a finite volume framework, Eq. (1.1) is discretized as
where u n j is the solution averaged over the control volume Ω j at time t = t n , t n+1 = t n + ∆t, Γ jℓ is the ℓ-th side of Ω j , and n jℓ is the unit outward normal direction. The numerical flux F jℓ along the time-space surface Γ jℓ is based on the half time-step value u(·, t + ∆t/2), or an equivalent approximation. The L-W method achieves the time accuracy through the formulae (1.3) u(x, t n + ∆t 2 ) = u(x, t n ) + ∆t 2 · ∂u ∂t (x, t n ) + O(∆t 2 ), x ∈ Γ jℓ , ∂u ∂t (x, t n ) = −∇ · f(u)(x, t n ), which adopt two instantaneous values u(x, t n ) and ∂u ∂t (x, t n ) at any point (x, t n ) on the boundary of a control volume. In particular, the time variation is related to the spatial derivatives of the solutions. The first order Riemann solvers [9, 21] and second order L-W solvers have distinguishable procedures to define the two instantaneous values, respectively. The L-W method is a one-stage spatial-temporal coupled second order accurate method, which utilizes the information only at time t = t n . If a R-K approach is preferred, usually two stages are needed to achieve a second order accuracy in time.
Our goal is to extend the L-W type schemes to even higher order accuracy. Based on a second order L-W type solver with the information u and ∂u ∂t , a two-stage procedure can be designed to obtain a fourth order temporal accurate approximation for u(·, t n+1 ): one stage at t = t n and the other stage at t n + ∆t 2
. The algorithm is stated below.
(i) Lax-Wendroff step. Given an initial data u n (x) to (1.1) at t = t n , construct instantaneous values u(x, t n + 0) and ∂u ∂t (x, t n + 0), which are symbolically denoted as (1.4) u(·, t n + 0) = M(u n ), ∂ ∂t u(·, t n + 0) = L(u n ).
Then
∂ ∂t L(u)(·, t n + 0) is subsequently obtained using the chain rule,
(ii) Solution advancing step. Define the intermediate data u
which can be used to reconstruct new initial data u * (x) and get the solution ∂ ∂t L(u * ). Then the solution to the next time level t n+1 = t n + ∆t can be updated by
The above updating scheme distinguishes from the traditional R-K approach in the following aspects.
(i) The above approach is based on a second order L-W type solver to achieve a fourth order temporal accuracy, which is different from traditional R-K methods for (1.1) based on first order solvers. It is a two-stage approach, while the R-K approach usually needs four stages to attain the same accuracy. With the data reconstruction in the middle stage, this new approach removes two stages of data reconstruction from the standard R-K approach. Together with numerical flux evaluation, at least about 20% computational cost can be saved for 1-D problems, and 30% cost saved for 2-D problems in the current method.
(ii) The governing equation (1.1) is explicitly used in the L-W solver so that all useful information can be included in the solution approximation. More importantly, we stick to the utilization of the time derivatives of solutions ∂u/∂t to advance the solution, which seems more effective to capture discontinuities sharply. See Remark 3.1 in Section 3 for the explanation.
(iii) This approach can be applied in other frameworks, such as DG or finite difference methods etc. Not only for hyperbolic conservation laws (1.1), other time-dependent problems can be solved by the above approach as well once there is a corresponding CauchyKovalevskaya theorem.
Since this method is based on L-W type solvers, the generalized Riemann problem (GRP) solver [3, 4, 5, 6 ] is used as the building block. The GRP solver is an extension of the first order Godunov solver to the second order time accuracy from the MUSCL-type initial data [23] . Its simplified acoustic version reduces to the so-called ADER solver [22] , which can of course be used as the building block too. Other alternative choice could be the gas kinetic solvers (GKS) [16, 24] . Numerical experiments from the GRP solver demonstrate the suitability to design such a fourth order method. This paper is organized in the following. After the introduction section, a two-stage temporal discretization is presented in Section 2. In Section 3, this approach is applied to hyperbolic conservation laws in 1-D and 2-D, respectively. In Section 4, numerical experiments for scalar conservation laws and the compressible Euler equations are taken to validate the performance of the proposed approach. The last section presents discussions and some prospectives of this approach.
A high order temporal discretization for time-dependent problems
In order to advance the solution of (1.1) with a fourth order temporal accuracy for the L-W type solvers, consider the following time-dependent equations,
subject to the initial data at t = t n ,
where L is an operator for spatial derivatives. It is evident that the initial time variation of the solution at t = t n can be obtained using the chain rule and the Cauchy-Kovalevskaya method,
Let's consider a high order accurate approximation to u n+1 := u(t n + ∆t). We write (2.1) as
Introduce an intermediate value at time t = t n + A∆t with a parameter A, within a third order accuracy,
which subsequently determines the solution at the middle stage,
where B 0 , B 1 , C 0 and C 1 , together with A, are determined according to accuracy requirement. We formulate this approximation in the form of a proposition.
Proposition 2.1. If the following parameters are taken,
the iterations (2.5)-(2.7) provide a fourth order accurate approximation to the solution u(t) at t = t n + ∆t. These parameters are uniquely determined for the fourth order accuracy requirement.
Proof. The proof uses the standard Taylor series expansion, as usually done for the R-K approach. For notational simplicity, we denote
and similarly for L uu , L uuu , G u , and G uu . Then we have the following expansions around
Using (2.5) and (2.6), as well as substituting the above two expansions into (2.7), we obtain
Taking the Taylor series expansion directly for the time integration in (2.4) yields
The comparison of (2.12) and (2.13) gives (2.14)
The above equations uniquely determine A, B 0 , B 1 , C 0 and C 1 with the values in (2.8).
Thus we present the algorithm for (2.1) explicitly.
Algorithm-general.
Step 1. Define intermediate values
Step 2. Advance the solution using the formula (2.16)
Remark 2.2. Note that A = . The time t n + A∆t is in the middle of interval [t n , t n + ∆t] and u * is the mid-point value of u. Therefore, the iterations (2.5)-(2.7) can be actually regarded as an Hermite-type approximation to (2.4). In contrast, the classical R-K iteration method is written as (2.17)
where α ki ≥ 0, β ki > 0 are the integration weights, satisfying the compatibility condition
α ki = 1. Since the approximation (2.17) does not involve the derivative of L, it is regarded as the Simpson-type approximation to (2.4).
Fourth order accurate temporal discretization for hyperbolic conservation laws
In this section, we will extend the approach in the last section to hyperbolic conservation laws (1.1) to design a time-space fourth order accurate method. This extension is based on L-W type solvers with the instantaneous solution and its temporal derivative through the governing equation (1.1). We will first discuss the one-dimensional case, and then go to the two-dimensional case.
3.1. One-dimensional hyperbolic conservation laws. Let us start with one-dimensional hyperbolic conservation laws
where u is, as in (1.1), a conserved variable and f(u) is the associated flux function. We integrate it over the cell (
) to obtain the semi-discrete form
where f j+ 1 2 is the numerical flux through the cell boundary
. We construct initial data for (3.2) through a fifth order WENO or HWENO interpolation technology [12, 17] ,
Based on this initial condition, with possible discontinuities at the cell boundaries, the instantaneous solution can be obtained, 
, t).
There is an analytical solution for the generalized Riemann problem (GRP) solver [5, 6] ; or approximately as ADER solvers [22] . Intrinsically, the temporal derivative (∂u/∂t) n j+ 1 2 is replaced by the spatial derivative at time t = t n using the governing equation (3.1),
where the spatial derivative takes account of the wave propagation. This approach is called the L-W approach numerically or the Cauchy-Kovalevskaya approach in the context of PDE theory. In the numerical experiments in Section 4, we use the GRP solver developed in [5, 6] and construct the corresponding algorithm for (3.1). This two-stage approach for (3.1) is proposed as follows.
Algorithm 1-D.
Step 1. With the initial data u n (x) in (3.3) obtained by the HWENO interpolation, we compute the instantaneous values u n j+ 1 2 and (∂u/∂t) n j+ 1 2 analytically or approximately using a L-W type solver.
Step 2. Construct the intermediate values u
∆t using the formulae,
Then we use the HWENO interpolation again to construct u * (x) and find the values u * j+ 1 2 and (∂u/∂t) * j+
, as done in Step 1.
Step 3. Advance the solution to the next time level t n + ∆t,
This is exactly a two-stage method: One stage at t = t n and the other at t = t n + ∆t 2
. We only need to reconstruct data and use the L-W solver twice, at t = t n and t = t n + 1 2 ∆t, respectively. The procedure to reconstruct the intermediate state u
* (x) and get the GRP solution at time t = t n + ∆t 2 is the same as that at time t = t n . is one of central points in our algorithm. Indeed, the fully explicit form of (3.1) is,
It is crucial to approximate the flux at x = x j+ 1 2 in the sense that
Many algorithms approximate the flux with error measured by ∆u, the jump across the interface, (3.10) Numerical flux at x j+
which is not proportional to the mesh size ∆x j or the time step length ∆t when the jump is large, e.g., strong shocks,
It turns out that there is a large discrepancy when strong discontinuities present in the solutions. In order to overcome this difficulty, we have to solve the associated generalized Riemann problem (GRP) analytically and derive the value (∂u/∂t) n j+ 1 2 and subsequently (∂u/∂t) * j+
Remark 3.2. Without using the data reconstruction for u * (x), the above procedure could be regarded as the Hermite-type approximation to the total flux in the sense (3.12) 1 ∆t
where t n + α k ∆t are the quadrature nodes, C k , D k are the quadrature weights. For linear equations, the formula is exact. We can further verify through numerical examples that this two-stage method indeed provides a temporal discretization with fourth order accuracy.
3.2.
Multidimensional hyperbolic conservation laws. For multidimensional cases of (1.1), we still use the finite volume framework to develop a two-stage temporal-spatial fourth order accurate method. For simplicity of presentation, we only consider the two-dimensional (2-D) case with rectangular meshes in the present paper. All other cases can be treated analogously, e.g., over unstructured meshes.
We write the 2-D case of (1.1) as
The computational domain Ω is divided into rectangular meshes
) with (x i , y j ) as the center. Then (3.13) reads over K ij (3.14)
where
, ∆y j = y j+ , and as convention,
, y, t))dy,
We use the Gauss quadrature to evaluate the above integrals to obtain numerical fluxes in order to guarantee the accuracy in space. For example, we evaluate f i+ 1 2 ,j (t) for any time t,
where y ℓ ∈ (y j− , y ℓ , t n ), we solve the quasi 1-D generalized Riemann problem (GRP) for (3.13) ,
.
In analogy with the 1-D case in (3.4), we obtain
, y ℓ , t),
and similarly for others. The GRP solver for (3.13) and (3.17) is put in Appendix (A). Thus we propose the following two-stage algorithm for 2-D hyperbolic conservation laws (3.13).
Algorithm 2-D.
Step 1. With the initial data u n (x, y) obtained by the HWENO interpolation, we compute the instantaneous values u n i ℓ ,j+ 1 2 , u n i+ 1 2 ,j ℓ , (∂u/∂t) n i ℓ ,j+ 1 2 and (∂u/∂t) n i+ 1 2 ,j ℓ at every Gauss point.
* (x, y) at t * = t n + 1 2 ∆t using the formulae,
, y ℓ , t n + 1 2 ∆t) := u n i+ .
Then we use the HWENO interpolation to reconstruct u * (x, y) and find the values
and (∂u/∂t) * i+ 1 2 ,j ℓ at t = t n + ∆t 2
as done in Step 1.
) .
Numerical Examples
In this section we provide several examples to validate the performance of the proposed approach. The examples include linear and nonlinear scalar conservation laws, 1-D Euler equations and 2-D Euler equations. The order of accuracy will be tested. All results are obtained with CFL number 0.5 except the large density ratio problem for which the CFL number is taken to be 0.2. We use GRP4-HWENO5 to denote the algorithm with the GRP solver and the HWENO fifth order accurate spatial reconstruction, and use RK4-WENO5 to denote the algorithm with the WENO fifth order accurate spatial reconstruction and fourth order accurate temporal R-K iteration.
4.1. Scalar conservation laws. We use our approach to solve two examples of scalar conservation laws. 
The solution is computed over the space interval [0, 2] and the results are displayed in Table  1 . We can see that the accuracy is achieved as expected. Example 2. The second example is taken for the Burgers equation with a periodic boundary condition [7] ,
The solution is smooth up to the time t = 2/π and develops a shock that moves to interact with a rarefaction, as shown in Figure 4 .1 . The errors and convergence order are shown in Table 2 . 
where ρ is the density, v is the velocity, p is the pressure and E = v 2 /2 + e is the total energy, e = p (γ−1)ρ is the internal energy for polytropic gases. We test several standard examples to validate the proposed scheme.
Example 3. Smooth problem. In order to verify the numerical accuracy of the present fourth order accurate scheme, we check the numerical results for a smooth problem whose initial data is
The periodic boundary conditions are used again. The results are shown in Table 3 , which verifies the expected accuracy order. The result is shown in Figure 4 .2 and it is comparable with those by other schemes.
Example 5. Woodward-Colella problem. This is the Woodward-Colella interacting blast wave problem. The gas is at rest and ideal with γ = 1.4, and the density is everywhere unit. The pressure is p = 1000 for 0 ≤ x < 0.1 and p = 100 for 0.9 < x ≤ 1.0, while it is only p = 0.01 in 0.1 < x < 0.9. Reflecting boundary conditions are applied at both ends. Both the GRP4-HWENO5 scheme and the RK4-WENO5 scheme could give a well-resolved solution using 800 grids. See Figure 4 .3. The reference solution is computed with 4000 grids.
Example 6. Large pressure ratio problem. The large pressure ratio problem is first presented in [20] to test the ability to capture extremely strong rarefaction waves and its influence on the shock location. In the original paper [20] , it shows that most MUSCL-type schemes have defects in resolving, even with very fine mesh, the correct wave structures. In this problem, initially the pressure and density ratio between two neighboring states are very high. The initial data is (ρ, v, p) = (10000, 0, 10000) for 0 ≤ x < 0.3 and (ρ, v, p) = (1, 0, 1) Figure 4 .4, by GRP4-HWENO5 and RK4-WENO5, respectively. With 400 grid points, the GRP4-HWENO scheme gives perfect results, while the RK4-WENO5 fails to achieve that. 
where (u, v) is the velocity, E = From the results we can see that this scheme can capture very small scaled vortices resulting from the interaction of vortex sheets. The resolution of vortices is comparable to that by the adaptive moving mesh GRP method (cf. [10] ). 
Discussions and Prospectives
This paper proposes a two-stage fourth order accurate temporal discretization for timedependent problems based on the L-W type flow solvers. The particular applications are given for hyperbolic conservation laws. Based on HWENO interpolation technology [17] , a scheme with a fifth order accuracy in space and a fourth order accuracy in time is developed. A number of numerical examples are provided to validate the accuracy of the scheme and its computational performance for complex flow problems.
The current temporal discretization is different from the classical R-K approach. As discussed in Sections 2 and 3, the present approach is of the Hermite type while the R-K approach is of Simpson type. The L-W approach with coupled space and time evolution is the basis for the development of the current high order method. Our approach can be viewed as the extension of the L-W method from second order to even higher order accuracy, without using successive replacement of temporal derivatives by spatial derivatives in the one-stage method. This technique is particularly useful for nonlinear systems.
In this paper we just apply this approach to hyperbolic conservation laws in the finite volume framework over rectangular meshes. However, this approach can be applied to any time-dependent problems as long as L-W type solvers are available over any type of computational mesh. In the future studies, we will extend this approach to other formulations, e.g., DG formulation [14] , to other systems e.g., the Navier-Stokes equations [8] .
This work is just a starting point for the design of high order accurate methods and a lot of theoretical problems remain for the further study, such as numerical stability. Nevertheless, the numerical experiments clearly show that the current fourth order scheme can use a CFL number as large as that for the second order GRP scheme. Indeed, the CFL number can be taken even larger than 1/2 if the waves computed are not very strong. The large time step, in comparison with other high order schemes, does not decrease the accuracy of the scheme. So this approach will be efficient for the simulation of turbulence flows with multiscale structures by taking a large time step and the coupling of the spatial and temporal numerical flow evolution.
Appendix A. The GRP solver This appendix includes the GRP solver used in the coding process just for completeness and readers' convenience. The details can be found in [5] for the Euler equations and [6] for general hyperbolic systems, (A.1)
where g(u, x) is a source term. This paper focuses on the homogeneous case, g(u, x) ≡ 0 for 1-D case. As far as 2-D case is concerned with, the effect tangential to cell interfaces can be regarded as a source and therefore the 2-D GRP solver can be derived using the similar idea to that for 1-D GRP solver.
A.1. 1-D GRP. The 1-D GRP solver assumes that the initial data consist of two pieces of polynomials,
where u ± (x) are two polynomials with limiting states (A.3)
In the present study, we use the HWENO method in [17] to construct the initial data and therefore u ± (x) are two pieces of polynomials of order five.
The GRP solver has two versions: (i) Acoustic version; (ii) Genuinely nonlinear version.
A.1.1. Acoustic GRP solver. The acoustic GRP deals with weak discontinuities or smooth flows and assumes that
However, we emphasize that the difference u 
Then the instantaneous time derivative of u is computed as,
The acoustic GRP is named as the G 1 scheme in the series of GRP papers and it is consistent with the ADER solver by Toro [22] .
A.1.2. Nonlinear GRP solver. As the jump at x = 0 is large, the acoustic GRP is not sufficient to resolve the resulting strong discontinuities. Any "rough" approximation is dangerous since the error is measured with jump u r − u r , which is not proportional to the mesh size in the practical computation and may lead to large numerical discrepancy. Therefore, we have to analytically solve the associated generalized Riemann problem (A.1)-(A.2) and derive the "genuinely" nonlinear GRP solver, which is named as the G ∞ GRP. This version is interpreted as the L-W approach plus the tracking of strong discontinuities. where the coefficients a i , b i , d i , i = 1, 2, are given explicitly in terms of the initial data (A.2), and their formulae can be found in [5] .
Since the variation of entropy s is precisely quantified, the instantaneous time derivative of the density is then obtained using the equation of state p = p(ρ, s), (A.9) dp = c 2 dρ + ∂p ∂s ds.
A.2. Quasi-1-D GRP solver. As the two-dimensional case are dealt with, we need to solve a so-called quasi-1-D GRP (A.10)
u(x, y, 0) = u ℓ (x, y), x < 0, u r (x, y) x > 0, where u ℓ (x, y) and u r (x, y) are two polynomials defined on the two neighboring computational cells, respectively. Since we just want to construct the flux normal to cell interfaces, the tangential effect can be regarded as a source. Therefore, we rewrite (A.10) as (A.11)
u(x,ỹ, 0) = u ℓ (x,ỹ),
by fixing a y-coordinate. That is, we solve 1-D GRP at a point (0,ỹ) on the interface, by considering the effect tangential to the interface x = 0. The value g(u) y at (0,ỹ) takes account of the local wave propagation.
Again, the quasi 1-D GRP solver for solving (A.10), particularly for the Euler equations (4.6), has the following two versions. The difference from 1-D version is that the multidimensional effect is included. (0,ỹ, 0 + 0). The details can be found in [6] .
