This paper proposes an automatic error correction method for melanosome tracking. Melanosomes in intracellular images are currently tracked manually when investigating diseases, and an automatic tracking method is desirable. We detect all melanosome candidates by SIFT with 2 different parameters. Of course, the SIFT also detects non-melanosomes. Therefore, we use the 4-valued difference image (4-VDimage) to eliminate non-melanosome candidates. After tracking melanosome, we re-track the melanosome with low confidence again from t + 1 to t. If the results from t to t + 1 and from t + 1 to t are different, we judge that initial tracking result is a failure, the melanosome is eliminated as a candidate and re-tracking is carried out. Experiments demonstrate that our method can correct the error and improves the accuracy.
Introduction
Live cell imaging has advanced rapidly in recent years because of the improvement of microscopy techniques [1] - [3] . In particular, elucidation of cellular transportation paths is important for understanding clinical state. However, few automatic recognition methods have been created for live cell imaging, and particles in cells are currently counted and tracked manually. Such work is physically and mentally demanding, and humans cannot handle an abundance of data. Since a lot of objective data is required for conforming the cause of a disease, automatic recognition methods for intracellular images are desirable. In recent years, some detection and tracking methods for intracellular images have been proposed [4] - [11] . However, the tracking accuracy is still too low [4] , [10] , [12] because particles in intracellular images do not have characteristic features and there are similar particles near the tracking target. Therefore, we attempt to develop a tracking method for intracellular images.
In this paper, the tracking target is a melanosome in a melanocyte [13] , [14] . The melanocyte synthesizes melanin pigment and stores it in an organelle called the melanosome. Then, melanosomes are transported into cells. However, transport disorder induces Griscelli syndrome which is known to cause abnormal pigmentation. Thus, melanosome tracking is important for investigation into the cause of this disease. Figure 1 need to track a particle whose appearance is the similar appearance as its neighboring particles. If we can realize an automatic melanosome tracking method, it will be applicable to particle tracking of various types of cells. There are some conventional tracking methods for intracellular images. In cell biology, SpotTracker2D [12] , which is used in ImageJ, is famous. In SpotTracker2D, a Laplace of Gaussian filter is used to enhance the target and to reduce noise, and the target particle is tracked by using dynamic programming. However, the accuracy is not good [4] , [10] . Shimomura et al. used Support Vector Regression (SVR) to track melanosome [10] . Since SVR is based on supervised learning, it needs a lot of training data. In addition, training is required to track different kinds of particles in intracellular images.
On the other hand, our method does not need training, and it is effective and useful for researchers in cell biology. The conventional method [4] uses Scale-InvariantFeature-Transform (SIFT) [15] to detect melanosome candidates, and posterior probability is used to estimate location. The accuracy of our conventional method was fair, but it could not recover from tracking failure. Namely, when the method made a mistake at time t, the method continued to track the different melanosome after the time t. To overcome the problem, we propose an error correction process [16] . When the scale and motion of the target are changed suddenly, we suspect that tracking failure is occurred. If the tracking result from t to t +1 is different from the result from t + 1 to t, we judge that tracking failure is occurred, and we try to re-track the target from the time. By this process, we can correct error.
The malnosome images with normal and Griscelli syndrome are used in experiments. The accuracy achieved 87.6% which is 13.29% higher than the conventional method [4] . To investigate the effectiveness of our method, we evaluate our method without error correction process. We found that adding error correction raised the accuracy of our method by 5.06%. Experimental results demonstrate the effectiveness of our method using error correction process.
The rest of this paper is constructed as follows. In Sect. 2, the details of the proposed method are explained. Experimental results are shown in Sect. 3. Finally, conclusions and future works are described in Sect. 4. Figure 2 shows the flow chart of our method. The yellow region in Fig. 2 is the detection process, blue region is the tracking process, and green region is the tracking failure judgment process. If our method judges that tracking failure is occurred, re-tracking process shown in blue is carried out. Conventional method cannot recover from a tracking failure. In this paper, we add three devices to the conventional method.
Proposed Method
The first device in our method is the SIFT. Conventional method used SIFT with a single parameter, but it does not detect all melanosomes. This induces a tracking failure. Thus, we use SIFT with 2 different parameters. By using SIFT with 2 different parameters, all melanosomes are detected correctly. However, since it also detects non-melanosomes, we add a process to eliminate non-melanosome candidates using the 4-valued difference image. The 4-valued difference image is the second device.
The 4-valued difference image explained in Sect. 2.2 is possible to reduce the melanosome candidates efficiently. The posterior probabilities of the remaining candidates after elimination are computed by Bayes theorem [17] , [18] .
The third device is the error correction process in which we describe in Sect. 2.4. When the scale and motion of the target are suddenly changed, we check whether tracking is correct or not. The 4-valued difference image is also used to judge the sudden change. If the tracking result from t to t +1 and from t+1 to t are different, we judge that tracking failure is occurred. Then our method removes the initial tracking result and re-tracks the target again. Each procedure in the proposed method is explained in the following sections.
Melanosome Candidate Detection
Figure 1 (a) shows the result of melanosome candidates detection in the conventional method. In the conventional method, we used SIFT with a single parameter which is downloaded from [19] . However, unfortunately, the SIFT cannot detect all melanosomes and it induces a tracking failure. Therefore, we use SIFT with 2 different parameters in which we changed the scale parameter in a Gaussian function to detect all melanosome candidates. Figure 1 (b) shows the result by SIFT with 2 different parameters. Note that we take OR of 2 results. All melanosome candidates are detected.
We evaluate the tracking accuracy using our conventional method [4] while changing the scale parameter in a Gaussian function. In this evaluation, 15 melanosomes in 8 videos are used. 12 melanosomes in 5 videos are normal melanosome. 3 melanosomes in 3 videos are Griscelli syndrome. This dataset is used only for parameters estimation in this paper. Of course, this dataset is NOT used in the test. Figure 3 shows the average tracking accuracy while changing the parameter. We found that the best result is obtained when the parameter is between 2.2 and 2.4. Thus, we use 2.3 in the following experiments.
However, the number of the detected non-melanosomes also increases. Since this induces tracking failure, we should eliminate non-melanosomes from candidates. To remove the non-melanosome by using the simple intensity and the 4-valued difference image. We propose the 4-valued difference image described in the next section.
Melanosome Candidate Elimination
The number of the detected non-melanosomes increases by using SIFT with 2 different parameters. Melanosomes are black color as shown in Fig. 2 (a) . Therefore, we try to classify melanosome and non-melanosome by intensity threshold θ. However, the large number of melanosome candidates still remains. This may induce tracking failure. Therefore, we use 4-valued difference images made by three thresholds (ψ1, ψ2 and ψ3).
The 4-valued difference image has 4 states; 3 movements and background which means non-melanosomes. In this paper, we track only candidates which satisfy both nonbackground in the 4-valued difference image and classification by intensity threshold θ. As described above, the 4-valued difference image is also used for error correction.
At first, how to determine the intensity threshold θ is explained. After that, we explain the 4-valued difference image.
Intensity Threshold Estimation
We evaluate the tracking accuracy while changing threshold θ. The dataset for parameter estimation which includes 15 melanosomes in 8 videos is used to evaluate the accuracy. We classify image into 2 classes by θ. We found that the best result is obtained when θ is 100. Thus, we use 100 in all experiments.
Threshold Estimation for 4-Valued Difference Image
We describe how to create the 4-valued difference image by the threshold values which are estimated by using SIFT Keypoint Binarization (SKB). SKB is explained in Sect. 2.2.2.1. Three threshold values are needed to make the 4-valued difference image. Figure 6 shows the flowchart for estimating three threshold values. At first, we make difference image from time t to t +1 to estimate thresholds ψ1 and ψ2.
Difference image has a value in the range of between −255 and 255. Since positive and negative values have different meaning, we do not take absolute value. Positive value means that a melanosome appears at a certain location at time t, and a melanosome does not appear at the same location at time t + 1. This is because the intensity of melanosome is low and that of background is high. In contrast to it, negative value means that a melanosome does not appear at a certain location at time t and melanosome appears at the same location at time t + 1. To clear the above state, SKB is applied to positive range and ψ1 is obtained. The pixels above ψ1 show blue in 4-valued difference image in Fig. 4 . The blue region in the 4-valued difference image value D V is defined as
where D V is the state in 4-valued difference image. V t+1 and V t are the intensity at time t + 1 and t. Note again that blue region means that melanosomes exist at time t and move to the different location at time t + 1 because melanosomes has low intensity and background region has high intensity. Similary, SKB is applied to negative range to get ψ2. The state of pixel whose intensity is below ψ2 becomes red. Note that red region is that melanosomes do not exist at the location at time t and move to the location at time t + 1. The state D V is defined as
Finally, we want to separate the melanosome region and background region. However, thresholds ψ1 and ψ2 cannot separate these region. Figure 6 shows the reason. When melanosomes exist at time t and t + 1, the difference value is nearly 0. However, when melanosomes do not exist at time t and t + 1 (background), the difference value is also nearly 0. Therefore, thresholds ψ1 and ψ2 cannot separate the background and the region in which melanosomes exist at time t and t + 1. Therefore, we use input image to calculate the threshold ψ3 which separate those regions. The threshold ψ3 is estimated by SKB. The state of pixel below ψ3 is become green. Green region means that melanosomes exist at time t and t + 1, and this means that the movement is small. The green region and the black region are defined as
2.2.2.1 Threshold Estimation by Using SKB Figure 4 (a) shows the example of the 4-valued difference image. This states melanosome movement at time t and time t + 1. Blue in the figure shows that melanosomes exist at time t and move to the different location at time t + 1. Red shows that melanosomes do not exist at the location at time t and move to the location at time t + 1. Green shows that melanosomes does not move from t to t + 1 and black means background. These regions are obtained by using three adaptive threshold values from time t to time t + 1.
To determine three threshold values, SKB is used. To binarize image, Otsu's method [20] is very famous. Figure 5 (b) is the binarized image of (a) by Otsu's method. This result shows that non-melanosome candidates are not eliminated because the background is not recognized as nonmelanosomes. The melanosome image has a lot of the background area, and threshold value is not estimated well. Thus, we use intensity value on the only SIFT keypoints.
However, Fig. 2 (b) shows that the number of SIFT keypoints on non-melanosomes is larger than the number of SIFT keypoint on melanosome. We may not be able to estimate the threshold value by Otsu's method. Thus, we divide into melanosome and non-melanosome candidates by the threshold θ as described in Sect. 2.2.1. After that, we select the intensity value randomly from melanosome or non- melanosome regions so that the number of melanosome corresponds to that of non-melanosome. Then Otsu's binalization algorithm is adopted. In addition, the appearance of melanosome changes over time. Then, we take the average of thresholds in all frames to minimize the effects of these changes. Figure 5 (c) shows the result of SKB. We found that Fig. 5 (c) is more accurate than Fig. 5 (b) .
We use the 4-valued difference image to eliminate melanosome candidates. When the state of pixel at which tracking target exists at time t is blue, we eliminate nonmelanosome candidates on the green and black regions. This is shown in Fig. 7 (a) in which the target melanosome is denoted by a circle. Since the state of the target melanosome is blue, SIFT keypoints on green and black regions are eliminated. On the other hand, when the state of pixel at which the target exists at time t is green, we eliminate non-melanosome candidates on black region as shown in Fig. 7 (b) .
Tracking Process
This section explains the process of blue region in Fig. 1 .
Posterior probabilities of all candidates are computed by Bayes theorem. The candidate with the maximum probability is tracked. The SIFT descriptor with 128 dimensions obtained at a keypoint M t is used as the feature y t for computing the posterior probability of M t . Since we use a sequence, the posterior probability of Y t = y 1 , . . . , y t should be considered. Posterior probability P(M t | Y t ) is computed as
We compute the posterior probability of all candidates and track the location with the maximum probability. During this process, we do not need to compute p(y t | Y t−1 ) because this is the normalization coefficient.
Tracking Failure Judgment and Error Correction
This section explains how to judge tracking failure and correct the error. The conventional method is difficult to recover from a tracking failure. Thus, we introduce the error correction process. There are 3 criteria to judge a tracking failure. The 1st criterion is the large movement per frame. The 2nd criterion is the scale change of the target. We use contour in all frames to compute the width and height of the tracking target. If the width or height of tracking target changed suddenly, the 2nd criterion is satisfied.
The 3rd criterion is whether tracking result from time t + 1 to t corresponds to that from time t to t + 1. When the first 2 criteria are satisfied, we try to track the target from time t + 1 to t. If the tracking result from time t to t + 1 does not correspond to the tracking result from time t + 1 to t, we judge that tracking failure occurs. Each criterion is explained as follows. Even if the half number of melanosome in a video is judged as incorrect by the 2nd criterion, other criteria can compensate for false alarms.
The 1st Criterion
The 1st criterion is the large movement in a sequence. We use the 4-valued difference image to determine whether the movement of tracking target is large between time t and t+1. We check the states of 3×3 pixels around the SIFT keypoints in the 4-valued difference image. When all pixels are blue, tracking target moved between time t and t + 1. The possibility of tracking failure in blue is higher than that in green. However, we cannot judge that tracking failure occurs even if the states of 3 × 3 pixels are blue. Therefore, we also use the 2nd criterion.
The 2nd Criterion
The 2nd criterion uses the width and height of the target. The probability of the tracking failure is high when the shape of the tracking target changes significantly from time t to t + 1. After binarizing by the intensity threshold θ, we extract the contour of tracking target at time t and t + 1. Example of contour is shown in Fig. 8 . We extract the width (W t ) and height (H t ) of tracking target from the contour. If the width or the height change are large, we suspect that the tracking is failed.
We check the width and height of all frames to find the sudden change. We use the normal distribution to calculate the change of width and height. The normal distribution of the width and height values are defined as
where P Wt is a normal distribution of width change from time t to t + 1. P Ht is a normal distribution of height change from time t and t + 1. We calculate the average to estimate the time at which change becomes large. The average of probabilities is defined as
where N is the number of all frames, AP W and AP H are the average probabilities of the width and height. This is shown in the left column of Fig. 9 . The blue line denotes P Wt and P Ht . The red line denotes AP W and AP H . It is difficult to estimate the time at which change becomes large if we use this result. To emphasize the changes, we compute distances from average probabilities as
where DAP Wt is the width difference from AP W to P Wt and DAP Ht is the height difference from AP H to P Ht . In order to find the time at which change becomes large by DAP Wt and DAP Ht , we obtain an average value of DAP Wt and DAP Ht . The average of DAP Wt and DAP Ht are defined as 
This is shown in the center column of Fig. 9 . The blue line denotes DAP Wt and DAP Ht in the center column. The red line denotes AD W and AD H . This result is clearer than that in the left column of Fig. 9 . By using this, we can find the time at which the change becomes large. The 2nd criterion is defined as
The right column in Fig. 9 shows the time at which both criteria are satisfied. Gray bars indicate the time at which the 1st criterion is satisfied. In addition, orange indicates the time at which the 2nd criterion is satisfied. Therefore, the 3rd criterion is used at the time shown by a red circle in Fig. 9. 
The 3rd Criterion
We try to track from time t + 1 to time t when two criteria are satisfied. The posterior probabilities of all candidates in time t are computed by Bayes theorem from the initial tracking result of M t+1 = (x t+1 , y t+1 ) at time t + 1 from the location M t = (x t , y t ) at time t. We define tracking result in the reverse tracking process asM t = (x t ,ŷ t ). Figure 10 shows it. When we denote the result of initial tracking as M t = (x t , y t ), there are 2 patterns as follows. If Eq. (14) is satisfied, we consider that initial tracking is success. However, in the case of Eq. (15), we consider that initial tracking is failed. In this case, we eliminate the initial result M t+1 from the candidates and tracking is carried out again from time t to t+1. By these processes, we can correct the error.
Experiment and Result
We conduct experiments using melanosome images which are supplied by the Technical Committee on Industrial Application of Image Processing [21] . The correct positions of the melanosomes in these images are also included with each image. The 41 melanosomes (31 from a normal subject and 10 from a subject with Griscelli syndrome) are used in the evaluation. We evaluate whether our method predicts the correct position of a melanosome or not, when the correct position at only the first frame is given. Our method uses the posterior probability. However, when the posterior probabilities of all candidates are saved, the computational cost and memory requirement are large. Thus, we use the simplest case of our method in which only the posterior probability of the tracked position is set to 1 and the probabilities of all other positions are set to 0. We evaluate our method by average accuracy of all videos. The accuracy of each video is defined as In addition, we use Mostly Tracked (MT: More than 80% of a sequence is tracked correctly) and Mostly Lost (ML: More than 80% of a sequence is failed. Accuracy is below 20%). Note that larger MT is better and smaller ML is better. The parameters used in our method are shown in Table 1 .
In this experiment, we compare our method with SpotTracker2D. SpotTracker2D is a robust tracker for microscopy images [12] . In SpotTracker2D, a Laplace of Gaussian filter is used to enhance the target and to reduce noise. In addition, the target particle is tracked by using dynamic programming. Table 2 shows the comparison result. We found that our proposed method is much better than SpotTracker2D. In addition, tracking accuracy in [10] is 86.2%. However, [10] used different test data in which 44 melanosomes (31 from a normal subject and 14 from a subject with Griscelli syndrome) are used. Therefore, in this experiment, we omit the comparison with [10] .
To investigate the effectiveness of our 3 devices (SIFT with 2 different parameters, 4-valued difference image and error correction), we evaluate the methods in which only 1 device is added to the conventional method. From the 3rd row to 5th row in Table 2 shows the results. We found that each device improves the accuracy. Both MT and ML are also improved. In the conventional method, melanosome candidates were eliminated by only the threshold θ. Thus, there is a problem in which SIFT keypoints on the true melanosome is eliminated. On the other hand, we used the average threshold value after estimating the threshold value from each image in a video. Thus, we were able to choice the optimal threshold value for each video. Griscelli syndrome melanosomes have larger movement than normal melanosomes. However, all evaluation measures are improved. In the result of the 3rd method, tracking accuracy is higher than the conventional method. In the conventional method, when a tracking failure is occurred, the tracking accuracy decreased. Therefore, we use error correction process to overcome the problem.
The 6th row shows the result by the proposed method without error correction. The 7th row shows the proposed method with all devices. By adding the error correction process to the method, the accuracy is improved much. Note that our method gave the best result in all evaluation measures. In particular, ML becomes 0 by error correction process. This demonstrates that tracking failure in a difficult video is corrected. Table 3 shows the result by error correction process. Error correction process is carried out 13 times in all test videos. The 1st row shows that the number of frame in which tracking failures are corrected. The 2nd row shows that error correction process detects the tracking failure correctly but tracking result is not improved. The 3rd row shows that error correction process detects the tracking failure but this judgment is a mistake. Therefore, we found that tracking failure is detected high accuracy (12/13). The tracking accuracy of only 1 target is decreased by error correction process. However, the average tracking accuracy with error correction process is much higher than that without error correction, and error correction process works effectively.
Finally, we show the example of tracking result in Fig. 11 . In Fig. 11 , we show the result of conventional method and proposed method with 3 devices. In the 1st frame, red squares are tracking targets. After the frame 1, red square means the result by proposed method. In 17th frame in video 1 shown in top row, the conventional method cannot track the target position because the movement of red tracking target is large. The white square is the tracking failure by conventional method. However, the proposed method can correct the error and track it correctly. In video 2 shown in bottom row, conventional method is failed after frame 3, and it tracks another melanosome in all frames. However, our method can track correctly.
We consider the reason why the combination of 3 devices is effective. By using the SIFT with 2 different parameters, we can detect all melanosomes. However, the number of non-melanosomes also increases. To eliminate them, the 4-valued difference image is effective. In addition, tracking failure is corrected by error correction process.
Conclusion
We adopt 3 techniques to create a melanosome tracking method. The main contribution is the error correction process to recover from a tracking failure. As shown in Table 1, the 1st and the 2nd devices are also effective to detect all melanosomes, to eliminate non-melanosomes and to judge tracking failure. Experimental results show that the proposed method offers much better accuracy than existing alternatives.
In the conventional method, the computational time was 0.09 seconds per frame. (The average number of frame in test videos is 23.2.) However, in proposed method, the computational time was 0.6 seconds per frame because we re-track the target in error correction process. In melanosome tracking, the tracking is carried out offline. Thus, real time processing is not required.
