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Dwork’s trace formula is a seminal result proven by Bernard Dwork [Dwo60] (Section 2:
Lemma 2), and it is one of the main ingredients in his celebrated proof of the rationality
of the zeta function of an (affine or projective) algebraic variety over a finite field. In this
thesis, we will prove a generalization of Dwork’s trace formula that applies to exponen-
tial sums over Galois rings and the associated L-function. Using the generalized trace
formula, we will prove more results on the L-function, analogous to the classical results
by Dwork and Bombieri who studied L-functions associated to such exponential sums
over finite fields. In particular, we will construct an analogue of the Dwork complex, and
then prove the rationality of the L-function, and then obtain estimates on the degree
(the number of zeros minus the number of poles) of the L-function (or its reciprocal) as
in [Bom66] and the improvement by Adolphson and Sperber [AS87a]. We will conclude
with a brief discussion on some interesting applications and extensions of this work that
are worth investigating.
To the reader who lacks sufficient mathematical background:
Finding integer solutions to polynomial equations (called as Diophantine problems) have
been of great interest to humanity since antiquity. These fundamental problems have
been driving significant developments in modern number theory and algebraic geometry.
An algebraic variety is a geometric structure determined by the common zeros (solutions)
to a system of polynomial equations. The zeta function of an algebraic variety encodes
the information on the number of solutions to a system of polynomial equations in
certain mathematical structures generalizing commonly used systems of numbers such
as the integers, the rational numbers and the real numbers. More precisely, it encodes
the sequence of the number of “rational points” on the variety. L-functions associated to
exponential sums are related to the zeta function of an algebraic variety. This motivates
the study of L-functions associated to exponential sums. On the other hand, exponential
sums themselves are important objects of interest. For example, exponential sums like
Gauss sums and Kloosterman sums play a fundamental role in analytic number theory.
In general, the study of L-functions associated to exponential sums is of great interest
due to the similarity with and the relationships to other L-functions and zeta functions
all of which share important properties with the classical Riemann zeta function, the
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xii
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Notes
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Dwork’s p-adic theory has been seminal in the proof of the rationality of the zeta function
of an algebraic variety ([Dwo60]) over a finite field, the first one of the Weil conjectures.
One of the main tools in the development of Dwork’s p-adic theory is the Dwork trace
formula that relates certain exponential sums over finite fields with the trace of certain
completely continuous endomorphisms [Ser62] over certain p-adic Banach spaces. In this
thesis, we will investigate a generalization of the Dwork trace formula that applies to
certain exponential sums over Galois rings (described later in this chapter) and present
some applications of this generalized trace formula to the associated L-function.
1.1 Outline
In this chapter, we will first briefly quote the Weil conjectures that motivated the devel-
opment of Dwork’s p-adic theory and then describe the L-function that we consider in
relation to the Weil zeta function and the related L-function, L∗(T ) studied by Dwork
and Bombieri [Bom66]. We will then discuss the related work in the literature. Finally,
we will discuss counting rational points in more detail, motivating the study of the
exponential sums that we consider.
Chapter 2 is a review of the well-known essentials of Dwork’s p-adic theory ([Dwo60],
1
[Dwo62]) and more specifically, the derivation of the Dwork trace formula and the con-
struction of the Dwork complex. It includes improvements to the theory as studied inde-
pendently by Adolphson and Sperber [AS87a], Blache [Bla03], and Liu and Wei [LW07].
In Chapter 3, we will prove a generalized Dwork trace formula that applies to the expo-
nential sums that we consider. In Chapter 4, we will construct the analogue of the Dwork
complex for the generalization. In Chapter 5, we will first prove that the associated L-
funtion is rational and then prove the generalization of the Bombieri-Adolphson-Sperber
bound for the degree of the L-function. In Chapter 6, we will conclude by discussing
some applications and extensions of this work.
1.2 The Weil Conjectures
André Weil studied the number of solutions to a system of polynomial equations in finite
fields in his remarkable paper in 1949 ([Wei49]). He defined the Weil zeta function and
formulated the Weil conjectures. In this section, we will describe the Weil conjectures.
Let p be a prime number and let q = pa be a power of p for some a ≥ 1. Let V be a
smooth, projective algebraic variety of dimension d over the finite field Fq. The Weil
zeta function associated to the variety1, V is defined as the formal power series








and where Ns = Ns(V ) is the number of Fqs-rational points of V . The statements of
the Weil conjectures are as follows (We will state them as given in [Sil09].):
(i) Z(V, T ) is a rational function of T , i.e.,
Z(V, T ) ∈ Q(T )
1Please note that the original statements of the Weil conjectures were given for projective varieties.
However, we study affine varieties in this work. Dwork’s proof of rationality is valid for the zeta functions
of both affine and projective varieties.
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(ii) The zeta function satisfies a functional equation as follows: There is an integer e,
called the Euler characteristic of V , such that
Z(V, q−dT−1) = ±q
de
2 T eZ(V, T )
(iii) The zeta function satisfies an analogue of the Riemann Hypothesis as follows: The
zeta function factors as
Z(V, T ) =
P1(T )P3(T )...P2d−1(T )
P0(T )P2(T )...P2d(T )
with each Pi(T ) ∈ Z[T ] with P0(T ) = 1 − T , P2d(T ) = 1 − qdT and for each
1 ≤ i ≤ 2d−1, the polynomial Pi(T ) factors over Q̄, the field of algebraic numbers
as Pi(T ) =
bi∏
j=1
(1−αijT ) where αij are certain algebraic integers with their absolute
values |αij | = qi/2. This implies that the zeros of the polynomial Pi(T ) viewed as a
function of the complex variable s via the change of variable, T = q−s, have their
real parts restricted to a critical line of complex numbers s with real part i/2.
(iv) When the variety V arises by reduction mod p of a variety, Ṽ , say defined over
Q or a number field, the degree bi of the polynomial Pi(T ) is called the i-th Betti
number of the variety V .
In 1960, Dwork [Dwo60] proved the rationality using methods of p-adic functional
analysis. In 1965, Grothendeick proved the functional equation using `-adic cohomology
theory and in 1974, Deligne proved the Riemann Hypothesis. In the subsequent chap-
ters, we will describe the Dwork trace formula which is a key ingredient in Dwork’s proof
of the rationality of the zeta function. As pointed out earlier in the footnote, Dwork’s
proof of rationality is valid for zeta functions of both affine and projective varieties, and
more generally for any variety of finite type.
A simple combinatorial argument using the orthogonality of characters (please see
Section 1.5) relates the sequence of point counts {Nl : l = 1, 2, ...} to an associated
3
sequence of character sums {Sl : l = 1, 2, ...} and thus relates the zeta function with the
L-function associated to the sequence of character sums. Each of the sums Sl can be
decomposed by a further combinatorial argument into a sequence of character sums of
a different kind, {S∗l : l = 1, 2, ...} ([Dwo60], [Bom66]), which we will describe later in
this chapter. Dwork relates such character sums, S∗l to the trace of completely continu-
ous operators (the p-adic analogue of trace-class operators on spaces over Archimedean
valued fields) on p-adic Banach spaces through his trace formula. The trace formula im-






associated to the sequence of character sums of the second kind, {S∗l : l = 1, 2, ...}. One
can deduce the rationality and other properties of the zeta function by studying the
properties of the L-function, L∗(T ).
1.3 Galois Rings and our L-function in relation to the Weil
Zeta Function
In order to understand the L-function that we study, let us first review Galois rings
briefly. These commutative rings (which generalize finite fields in a certain natural way,
as we shall soon see) were first studied carefully by Wolfgang Krull in 1924. Later, Ernst
Witt [Wit36] developed the theory of Witt vectors in 1936. It can be shown that Galois
rings are isomorphic to the ring of Witt vectors of finite length over a finite field; please
see [Rab14], [LW07] for an explicit isomorphim. A more comprehensive exposition of
Galois rings can be found in [Wan03] or in [McD74].
Definition 1.3.1. A Galois ring is a finite ring with identity such that the set of its
zero divisors along with 0 form a principal ideal < p · 1 > for some prime number p.
Let p be a prime number and let r and a be positive integers. It can be shown that
there is a unique Galois ring of characteristic pr and cardinality pra, and it is denoted by
GR(pr, a). It can be shown that the Galois ring GR(pr, a) can be constructed in three
ways as explained below.
Let q = pa. Let Fp denote the finite field with p elements, let Qp denote the field
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of p-adic numbers, let Zp denote the ring of p-adic integers and let Wr(Fp) denote the
ring of truncated Witt vectors of length r over Fp. For each integer l, let Fpl denote the
finite field with pl elements, let Qpl denote the unramified extension of degree l over Qp,
let Zpl denote the ring of integers in Qpl and let Wr(Fpl) denote the ring of truncated
Witt vectors of length r over Fpl . Then
(i) GR(pr, a) ∼=
(Z/prZ)[x]
< h(x) >
, where h(x) is a monic basic irreducible [Wan03] poly-
nomial of degree a over Z/prZ, that is, h(x) a monic polynomial of degree a in
(Z/prZ)[x] whose reduction modulo p is irreducible in Fp[x].
(ii) GR(pr, a) ∼= Zq/prZq
(iii) GR(pr, a) ∼= Wr(Fq)
and each z ∈ GR(pr, a) has a unique additive representation,
z = y0 + y1t+ y2t
2 + . . .+ ya−1t
a−1
where t is the root of the polynomial h(x) which is adjoined to (Z/prZ) to form the ring
GR(pr, a) and the digits yi belong to (Z/prZ),
and a unique p-adic representation,
z = x0 + x1p+ . . . xr−1p
r−1
where the digits xi belong to the finite set of representatives called the set of Teichmüller
representatives, T = {0, 1, ξ, ξ2, . . . , ξq−1} where ξ is a primitive (q− 1)-th root of unity.
We will emphasize the second construction of Galois rings in our discussion.
Observe that for each integer l, GR(pr, al) ∼= Zql/prZql , and when r = 1, GR(p, al) ∼=
Fql . And it can be shown that for integers m,n, GR(pr,m) contains a copy of GR(pr, n)
if and only if n|m, and thus for integers l, the rings GR(pr, al) are all the finite ring ex-
tensions of GR(pr, a) in the same way as the fields Fql are all the finite field extensions of
Fq. The Frobenius endomorphisms on Fql with respect to Fq, the trace maps TrFql/Fq and
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the norm maps NF
ql
/Fq generalize respectively to generalized Frobenius endomorphisms
on GR(pr, al) with respect to GR(pr, a), generalized trace maps TrGR(pr,al)/GR(pr,a) and
generalized norm maps NGR(pr,al)/GR(pr,a).
Now, let us understand our generalization in relation to the exponential sums and
the associated L-function that Dwork originally studied.
1. Dwork: Let k be a finite field with q elements, so k ∼= Fq and let f(x) be a
polynomial over k. For each integer l, let kl be the degree-l extension of k. Let K
be the p-adic field Qp(ζp) where ζp is a primitive p-th root of unity. Let Θ be an
additive character of Fp into K. Then, for each integer l, Θl := Θ ◦ Trkl/Fp is an











where k∗l is the set of all nonzero elements of kl. Dwork studied these character
sums and developed the Dwork Trace Formula that relates these sums to the trace
of certain completely continuous endomorphisms on certain p-adic Banach spaces
developed from f(x). The associated L-function is given by







2. Our Generaliztion: Let R be the Galois ring, GR(pr, a), and let f(x) be a
polynomial over R. For each integer l, let Rl be the degree-l extension of R, so
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that Rl ∼= GR(pr, al). Let P be the Galois ring GR(pr, 1). Let K(r) be the p-adic
field Qp(ζpr) where ζpr is a primitive pr-th root of unity. Let Θ(r) be an additive
character of GR(pr, a) into K(r). Then, for each integer l, Θ
(r)
l := Θ ◦ TrRl/P
is an additive character of Rl into K
(r), and we have the following commutative
diagram:
P = GR(pr, 1) ∼= Zp/prZp K(r)






Now, note that each x ∈ Rl has a p-adic representation
x = x0 + x1p+ x2p
2 + . . . xr−1p
r−1
where the digits xi belong to the finite set of Teichmüller representatives,
T = {0, 1, ξ, ξ2, . . . , ξq−1} where ξ is a primitive (ql− 1)-th root of unity. Then for
each A ⊆ Jr := {0, 1, 2, . . . , r − 1}, we may define the sets, T A,rl by
T A,rl :=
{
x = x0 + x1p+ ...+ xr−1p
r−1 ∈ Rl :
xi 6= 0, if i ∈ Axi = 0, if i /∈ A
}
(1.3.1)







In this thesis, we will study the character sums SA,rl (f) for the case when
A = Jr = {0, 1, 2, ..., r − 1} and develop a generalized Dwork Trace Formula that
relates these sums to the trace of certain completely continuous endomorphisms
7
on certain p-adic Banach spaces developed from f(x) in an analogous way. The
associated L-function is given by







We will prove the generalized trace formula for these sums in the multivariable
case where f(x) is a polynomial in n variables x1, x2, ..., xn. In that case, the sums
generalize to SA1,A2,...,An,rl where A1 = A2 = . . . = An = {0, 1, 2, . . . , r − 1}.
We see that our generalization specializes to Dwork’s case when r = 1 and A =
{0}. A natural application of studying the sequence of sums {S(A1,A2,...,An),rl (f) : l =
1, 2, 3, ...} in the multivariable case for all Ai ⊆ Jr is counting the Rl-rational points of
varieties over the Galois ring R by using a character argument similar to that described
in the previous section (please see Section 1.5 for more details). To better understand
our L-function in relation to the Weil zeta function, it is useful to consider the following
diagram.
Fq ∼= Zq/pZq Fq2 ∼= Zq2/pZq2 Fq3 ∼= Zq3/pZq3 ...




Zq/prZq Zq2/prZq2 Zq3/prZq3 ...
...
. . .
. . . ...
Figure 1.1: Various Zeta Functions
While the Weil zeta function and the related L-function, L∗(T ) studied by Dwork and
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Bombieri corresponds to the first row in the above picture in the sense that the Weil zeta
function counts the number of Fql-rational points of a variety over Fq, our L-function,
L(A1,A2,...,An),r(T ) with Ai = Jr for all i corresponds to the r-th row in the following
sense. For simplicity let V be a variety defined over Z and let q = p. Then it makes
sense to view V over Zpl and its reduction mod pr. We may then count the number of
(Zpl/prZpl)-rational points on V ×Spec(Zpl/prZpl) and form the usual generating series
for fixed r as l varies. We will refer to this zeta function in Chapter 5 as we prove results
on our L-function.
On the other hand, the Igusa zeta function ([Igu74], [DL98]), which counts the
number of solutions of an equation modulo higher powers of p corresponds to the first
column in the above picture.
Diane Meuser [Meu86] considered a local zeta function in two variables that general-
izes both the Weil zeta function and the Igusa zeta function. She proved the rationality
of the zeta function that corresponds to the r-th row in the above picture. In this thesis,
we will develop techniques based on Dwork’s classical methods that provide an alternate
proof for the rationality of the zeta function.
1.4 Prior Related Work
P.V. Kumar, Tor Helleseth and A. R. Calderbank [KHC95] studied sums of the form
SA,rl (f) and S
A,r
l (f) + Θ
(r)
l (0) for the case when A = {0} where f is a polynomial in
a single variable. They proved an analogue of the Weil-Carlitz-Uchiyama bound for
such exponential sums over Galois rings. The (Archimedean) bound finds immediate
applications to coding theory.






where Ta := T ∗a ∪ {0}, T ∗a is the set of Teichmüller units, {1, ξ, ξ2, ..., ξp
a−2} so that
Ta is the set of Teichmüller representatives for the p-adic representation of elements
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in GR(pr, a); Θ(r,a) is an additive character of order pr over Zpa and thus an additive
character of GR(pr, a) and χ is a multiplicative character of Z∗pa (the group of units of
Zpa) of order dividing pa − 1. He called these p-adic Gauss sums of level r building up
on the work of Langevin and Solé [LS00] who first studied these sums. Blache proved
a generalization of the Stickelberger Theorem in this paper. His proof is based on
his generalization of Dwork’s theory of splitting of additive characters. Blache defines
splitting functions of level r and constructs a generalization of Dwork’s splitting function
based on the Artin-Hasse exponential series. We will discuss this in detail in Chapter
2. This result of his, Theorem 2.1.18, is crucial in the development of our generalized
Dwork trace formula.
Later, Blache [Bla09] studied L-functions of exponential sums on smooth, projective





where C is a smooth, projective curve over a Galois ring R, Rl is the unramified extension
of degee-l of R, ψ(l) := ψ◦TrRl/R where ψ is an additive character of R of order p
r, f is a
function over C, Cf (Rl) is the set of all Rl-rational points of C at which f is defined. He
proved the rationality of the associated L-function using the properties of the Greenberg
functor and with the Lefshetz-Grothendeick trace formula and `-adic étale cohomology
theory (where ` is a prime different from p). However, he did not develop the analogue
of a Dwork trace formula in this case. The Dwork trace formula would provide another
proof of the rationality using Dwork’s p-adic theory.
More recently, Sandi Xhumari [Xhu16] proved a generalized Dwork Trace Formula
for a generalized p-adic Gauss sum that generalizes the sum S
{0},r
l (f) in the special case








where µq−1 is the set of (q − 1)-th roots of unity, 0 ≤ s ≤ (q − 2) and ν ∈ (Zq/prZq)×,
and obtained a Dwork Trace Formula for these sums. He used it to prove a generalized
10
Gross-Koblitz formula.
Chunlei Liu and Dasheng Wei [LW07] studied L-functions of Witt coverings and
developed an analogue of Dwork’s p-adic theory and a trace formula for the associ-
ated exponential sums which are related to exponential sums of the form SA,rl with
A = {0} for l = 1, 2, .... The exponential sums they considered apply to a Laurent poly-
nomial f(x) ∈ GR(pr, a)[x±11 , x
±1
2 , ..., x
±1
n ]. They proved a generalization of Bombieri-
Adolphson-Sperber bound for the total degree (the total number of zeros and poles) of
such L-functions. We shall prove such a generalization of Bombieri-Adolphson-Sperber
bound on the degree (the number of zeros minus the number of poles) of the L-function
associated to the sum SA,rl with A = Jr = {0, 1, 2, ..., r − 1}, (or its reciprocal), in this
thesis.
Chunlei Liu and Daqing Wan [LW09] later introduced T -adic exponential sums of a
Laurent polynomial f(x) ∈ Zq[x±11 , x
±1
2 , ..., x
±1
n ] defined as




(1 + T )
TrQ
ql
/Qp (f(x)) ∈ Zp[[T ]]
where µql−1 is the set of all (q
l − 1)-th roots of unity, and the associated L-function of
f over Fq as the generating function,






∈ 1 + sZp[[T ]][[s]].
These exponential sums interpolate classical exponential sums of pr-order over finite
fields for all positive integers r. Substituting T = 1−Θ(r)(1), we get that
Sl(f, T ) = S
{0},r
l (f)
in the case when f is a polynomial over GR(pr, a) for example. The T thus generalizes
the uniformizer (1 − Θ(r)(1)). They prove a generalization of Dwork’s p-adic theory
and trace formula to the T -adic L-function to prove that the L-function is T -adic mero-
morphic, and later obtain estimates for the T -adic Newton polygon of the C-function
associated to the L-function.
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1.5 Rational Point Counts - A Motivating Application
In this section, we will discuss the usefulness of exponential sums in counting rational
points of varieties and motivate the study of the exponential sums that we consider by
presenting a similar application in the context of Galois rings.
The Finite Field Case
Fix a primitive p-th root of unity, ζp. Let K = Qp(ζp). Let Θ be an additive character
of Fp into K. Note that Θ maps into µp(K), the multiplicative group of p-th roots of
unity. Then, for each positive integer s, the composite Θqs := Θ ◦ TrFq/Fp ◦TrFqs/Fq
defines an additive character of Fqs into K, where TrFq/Fp and TrFqs/Fq denote the trace
maps.
Let V be an affine algebraic variety over Fq defined by a set of m polynomial equa-
tions in n variables:
fi(x) := fi(x1, x2, ..., xn) = 0 i = 1, 2, ...,m
where the polynomials, fi(x) ∈ Fq[x1, x2, ..., xn]. And let Ns denote the number of
Fqs-rational points of V .
Definition 1.5.1. For each positive integer s, we define the character sum at level s
associated to V and the character Θ as follows:









where the outer sum runs over all m-uples y = (y1, y2, ..., ym) ∈ Fmqs and all n-uples
x = (x1, x2, ..., xn) ∈ Fnqs .
Proposition 1.5.2. Let s be a positive integer and let Θ be a nontrivial additive char-
acter of Fp into K. Then Θqs is a nontrivial additive character of Fqs and
S̃s(Θ, V,Fn+mqs ) = q
msNs
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Proof. We first observe that since Θ is a nontrivial character of order p, so is Θqs
because the trace map TrFqs/Fp = TrFq/Fp ◦TrFqs/Fq is surjective. (The polynomial
x+ xp + xp
2
+ ...+ xq
s/p has at most qs/p zeros and hence the trace map is nontrivial.
More generally, the trace map of any finite, separable extension is nontrivial [Lan05].
Thus, the nontrivial image of the trace map being an Fp-subspace of Fp must coincide
with Fp). Now since Θqs is a nontrivial character, we have that
∑
z∈Fqs
Θqs(z) = 0 (?)

























0 if fi(x) 6= 0 for some i
m∏
i=1
qs if fi(x) = 0 for all i
=

0 if x is not an Fqs-rational point of V
qms if x is an Fqs-rational point of V
Therefore, we have that












Let us now define affine exponential sums associated to a polynomial and establish
the connection between these exponential sums and the zeta function, Z(V, T ) of the
affine algebraic variety, V in more explicit terms.
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Definition 1.5.3. For a polynomial, f(x) ∈ Fq[x1, x2, ..., xN ] in N variables, define the
family of exponential sums, {Sl(Θ, f) : l ≥ 1} associated to the character Θ by







where AN (Fq) is the affine N -space over Fq. Then we define the L-function associated
to this family of exponential sums as follows:








Now, let gV (x, y) :=
m∑
i=1
yifi(x) ∈ Fq[y1, y2, ..., ym, x1, x2, ..., xn]. Then, for N =
n+m, for each integer l, we see that the exponential sum,
Sl(Θ, gV ) = S̃l(Θ, V,Fn+mqs )
From Proposition 1.5.2, we immediately deduce that the zeta function, Z(V, T ) =
L(Θ, gV ,An+m(Fq), qmT ) and in particular, Z(V, T ) is rational if and only if the L-
function, L(Θ, gV ,An(Fq), T ) is rational.
Thus the sums Sl(Θ, f) are useful. In Dwork’s p-adic theory, however, a sequence of
a different kind of exponential sums is the more natural object.
Definition 1.5.4. For a polynomial, f(x) ∈ Fq[x1, x2, ..., xN ] in N variables, define the
family of toric exponential sums, {S∗l (Θ, f) : l ≥ 1} associated to the character Θ by
S∗l = S
∗
l (Θ, f) = S
∗








where GNm is the N -dimensional torus over Fq, and F×ql is the multiplicative group of
Fq (and thus Gm = F×q ). Then we define the L-function associated to this family of
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exponential sums as follows:







There is a simple combinatorial relationship [Bom66] between sums of the kind Sl





where A is any subset (including the empty set) of {1, 2, ..., N} and fA is the polynomial
in N − card(A) variables obtained from f by setting xi = 0 for i ∈ A, we see that the
sums S∗l are useful in computing rational point counts.
This motivates us to study sums of the kind S∗l and its generalizations. To under-
stand the usefulness of the generalization that we consider, let us now describe rational
point counts of varieties over Galois rings in terms of sums of this kind.
Generalization to Galois Rings
Fix a positive integer r. Let P be the Galois ring GR(pr, 1). Let R be the Galois ring
GR(pr, a) and for each integer l, let Rl be the degree-l extension of R. For simplicity,
let h(x) ∈ R[x] be a polynomial in a single variable x. Define gh(x, y) := yh(x) . Let
K = Qp(ζpr) for a fixed primitive pr-th root of unity, ζpr . Let Θ(r) be a nontrivial
additive character of P into K. Then for each l, Θ
(r)
l := Θ
(r) ◦ TrRl/R is a nontrivial
additive character of Rl (please see Proposition 1.5.6 below). Let us now define the
analogous character sums Sl and the analogues of S
∗
l as introduced in Section 1.3.
Definition 1.5.5. For a polynomial, f(x) ∈ R[x1, x2, ..., xn] in n variables, define the
family of exponential sums, {Sl(Θ(r), f) : l ≥ 1} associated to the character Θ(r) by
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Sl = Sl(Θ
(r), f, r) = Sl(Θ
(r), f, r,An(R)) :=
∑
x∈Rnl
Θ(r) ◦ TrRl/P (f(x))
where An(R) is the affine n-space over the ring R. Then we define the L-function
associated to this family of exponential sums as follows:








Now, for each subset Ai ⊆ Jr := {0, 1, 2, ..., r − 1}, i = 1, 2, ..., n and each integer l,


















where the factors T Ai,rl are as defined in equation 1.3.1 in Section 1.3, that is,
T Ai,rl :=
x = x0 + x1p+ ...+ xr−1pr−1 ∈ Rl :

xj 6= 0, if j ∈ Ai
xj = 0, if j /∈ Ai
 ,
and T (A1,A2,...,An),r := T (A1,A2,...,An),r1 .
The associated L-function is defined analogously as



















Θ(r) ◦ TrRl/P (yh(x)).
As with the finite field case, we have the following proposition.
Proposition 1.5.6. If Θ(r) is a nontrivial additive character of order pr of P :=
GR(pr, 1), then for every positive integer l, the character Θ
(r)
l := Θ
(r) ◦ TrRl/P of Rl is







qlr if w = 0
0 if w 6= 0
Proof. That Θ
(r)
l is nontrivial and is of order p
r is not hard to see. The classical Hilbert’s
Theorem 90 for finite fields generalizes to Galois rings, and from that it easily follows
that the trace map TrRl/P is surjective. (Please see Appendix A for a full proof of this
fact).
Now, if w = 0, the sum is clearly qlr. If w 6= 0, consider two cases. If w is a unit,
then {yw : y ∈ Rl} = Rl and hence the sum is 0 since Θ
(r)
l is nontrivial. If w 6= 0 and





















































































where Θ(r−k) defined by Θ(r−k)(1) = Θ(r)(1)p
k
is a nontrivial character of GR(pr−k, a)











From Proposition 1.5.6, we immediately deduce
Proposition 1.5.7. Let Nl be the number of solutions to h(x) = 0 in the ring Rl. Then
Sl(Θ
(r), gh, r) = Sl(Θ
(r), yh(x), r) = qlrNl.
This motivates us to study sums of the kind Sl(f,Θ
(r), r) described above. Now, we
may combinatorially decompose these sums as follows, as in [Bom66].
A polynomial f ∈ R[x1, x2, ..., xn] may be considered as a polynomial in nr variables
xi,j by considering for each i = 1, 2, ..., n, the p-adic expansion of the variable xi given
by
xi = xi,0 + xi,1p+ ...+ xi,r−1p
r−1.
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Then, by an obvious combinatorial argument, we have
Sl(Θ







(r), f, r, T (A1,A2,...,An),r).
We are thus motivated to study sums of the kind S
(A1,A2,...,An),r
l . As mentioned
earlier, in this thesis we will study sums of the kind S
(Jr,Jr,...,Jr),r
l . To avoid this cum-
bersome notation, we will from now on use S∗l (analogous to Dwork’s S
∗
l ; please see
Chapter 2: subsection 2.1.3) to denote the generalized sums of this kind.
Before moving on to the next chapter, let us fix certain notations which do not
change in any of the subsequent chapters in this thesis. We fix a prime number, p and
fix a positive integer, a and let q = pa. Let Cp denote the completion of an algebraic
closure of Qp, the field of p-adic numbers, and let ordp denote the additive valuation on
Cp normalized by ordp p = 1. The field Cp (like C itself) is a good field to do analysis
over since it is both complete and algebraically closed. We consider all our p-adic fields
to be embedded in Cp.
19
Chapter 2
A Review of Dwork’s p-adic
Theory in the context of certain
Exponential Sums
In this chapter, we will review the essentials of Dwork’s p-adic theory ([Dwo60], [Dwo62])
including the generalizations by Blache [Bla03], Liu and Wei [LW07] and Adolphson
and Sperber [AS87a]. In Section 1, we will obtain a p-adic analytic expression for
the character sums studied by Dwork. We will also introduce the character sums that
generalize Dwork’s character sums as described in the introduction. In Section 2, we will
develop the basic Dwork trace formula and then use it to build the associated Dwork
complex.
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2.1 A p-adic Analytic Expression for certain Exponential
Sums
2.1.1 The Artin-Hasse Series and Dwork’s Splitting Functions
The Artin-Hasse exponential series, Ep(t) corresponding to the prime number, p is















It can be shown that the Artin-Hasse exponential series, Ep(t) corresponding to the
prime number, p has coefficients which are not only rational numbers but are also p-
adic integers, that is, Ep(t) ∈ (Q ∩ Zp)[[t]]. (This is an easy consequence of Dwork’s
Integrality Lemma, a version of it is stated as Lemma 3 in ([Kob84], Chapter IV: Section
2)). Looking at Ep(t) as an Cp-valued function, we can talk about the convergence of
this power series and in fact, Ep(t) has interesting p-adic analytic properties. As a
consequence of these properties, we can derive an important result which motivates the
definition of Dwork’s splitting functions, later generalized to splitting functions at level
r by Blache [Bla03]. The main goal of this subsection is to prove this important result
and define the splitting functions.






. Let r be a positive integer. Let γ be a zero of S(t)
satisfying ordp γ =
1
pr−1(p− 1)
. Then Ep(γ) is a primitive (p
r)th root of unity.
Before we begin with the proof of the theorem, we first observe the p-adic analytic
properties of the power series, S(t). It can be seen that S(t) converges on the open






diverges to ∞ as
j tends to ∞. Also from the theory of Newton polygons and the p-adic Weierstrass
Preparation Theorem ([Kob84]), it can be shown that for every positive integer r, there




i = 1, 2, ..., pr−1(p− 1). Since, we will need this result in the later sections, we will state
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this as a proposition.






. Let r be a positive integer. Then there exist




i = 1, 2, ..., pr−1(p− 1).





































. Then, the Newton Polygon of S̃(t) is well defined ([Kob84]).
The Newton Polygon is the convex closure of the points (pj − 1, ordp p−j) = (pj − 1,−j)
along with the origin. Then by the Corollory to Theorem 14 (The p-adic Weierstrass
Preparation Theorem) ([Kob84], Chapter IV), it follows that for each r ≥ 1, S̃(t) (and
hence S(t)) has pr − pr−1 = pr−1(p − 1) zeros γi,r satisfying ordp γi,r = 1pr−1(p−1) , for
i = 1, 2, ..., pr−1(p− 1).
In order to prove the theorem, we need the following lemma.

























converges p-adically and Ep(t)
pr−1 = expp(p












p−1 . But since Ep(u) ∈ Zp[[u]], it converges for ordp u > 0. And the series
1Please note that the convergence of a p-adic power series only depends on the p-adic size (absolute
value) of its coefficients and hence there is no notion of conditional convergence.
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Ep(t)
pr−1 equals the series expp(p
r−1S(t)) as a formal power series. Hence, it suffices to
prove the first part of the lemma and the second part follows automatically.


















pjc− j + (r − 1)
)
.
We now observe that pjc− j+ (r− 1) is strictly increasing for j ≥ r. For j ≥ r, we have
that pj+1c − (j + 1) + (r − 1) > pjc − j + (r − 1) if and only if pj+1c − pjc > 1. And
indeed,






















pjc− j + (r − 1)
)
.
It can easily be verified that pjc− j + (r − 1) > 1p−1 for all 0 ≤ j ≤ r as follows. When
j = r, we have










Hence, pjc− j + (r − 1) > 1p−1 in this case. When j = r − 1, we have







Hence, pjc − j + (r − 1) > 1p−1 in this case as well. Finally when 0 ≤ j ≤ (r − 2), we
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have
pjc− j + (r − 1) ≥ pjc+ 1 > p
j
pr−1(p− 1)
















and the lemma is proved.
We can now prove Theorem 2.1.1.








j for some coefficients bj





























Also noting that b1 is in fact equal to 1 (by expanding the Artin-Hasse exponential
series, Ep(t) as an infinite product of infinite series and computing the coefficient of
t), we have that ordp(b1γ) =
1
pr−1(p−1) . Then by the property of the non-Archimedian











pr(p−1) , by the lemma above, we may write
Ep(γ)
pr = exp [prS(γ)] = exp(0) = 1.
Hence, Ep(γ) is indeed a p-adic p
r-th root of unity. Lastly, we need to show that Ep(γ)
is a primitive pr-th root of unity. When r = 1, this is clear. When r ≥ 2, Ep(γ) = 1 +α
satisfies the equation xp
r − 1 = 0. Writing xpr − 1 = (xpr−1 − 1)Φpr(x), where Φpr(x)
is the pr-th cyclotomic polynomial, we must have that if 1 + α is not a primitive pr-th
root of unity, then it must satisfy the equation xp
r−1 − 1 = 0. But then 1 +α and hence
α must belong to the field Qp(ζpr−1), where ζpr−1 is a p-adic primitive pr−1-th root of
unity. Also the field extension Qp(ζpr−1) is totally ramified over Qp ([Kob84]: Chapter
III, Section 3) with ramification index, e = pr−2(p − 1). But then since α ∈ Qp(ζpr−1)






, contradicting the fact




We are now ready to construct Dwork’s splitting functions.






satisfying ordp γi =
1
pi−1(p−1) . Then we define the function θγi(t) associated with γi to
be







We almost always abbreviate and write θi(t) to denote θγi(t) and assume that γi has
already been chosen. It can be shown that the function θ̂r(t) :=
r∏
i=1
θi(t) is a splitting
function at level r in the sense of Dwork and Blache [Bla03] when the γi are chosen con-
sistently. We will soon explain how to choose a collection {γi : i = 1, 2, ..., r} consistently,
in an obvious fashion.
Proposition 2.1.4. With the above notation, each function θi(t) has its p-adic ra-









Proof. The proof is a trivial consequence of the facts that Ep(t) ∈ Zp[[t]] and ordp γi =
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1




















+ j ordp t where the right hand side
tends to +∞ as j tends to +∞ whenever ordp t > − 1pi−1(p−1) . Hence, θi(t) converges for
ordp t > − 1pi−1(p−1) . On the other hand, it can be shown that Ep(t) has its p-adic radius
of convergence exactly equal to 1 (please see lemma below), from which it follows that






Lemma 2.1.5. The series Ep(t) does not converge for ordp t = 0 and has its p-adic
radius of convergence exactly equal to 1.
Proof. Since Ep(t) ∈ Zp[[t]], it converges for ordp t > 0. Thus we only need to show that
Ep(t) does not converge for ordp t = 0. For a non-zero real number b, let D(b) denote
the closed disk of radius b, that is, D(b) = {x ∈ Cp : |x|p ≤ b}.




i ∈ Zp[[t]], if f(t) converges
in the closed disk, D(1) and if at least two of the coefficients ai are not divisible by
p, then f(t) has a zero in D(1). This is because the Newton polygon of the modified
power series f1(t) =
f(t)
antn
(where an is the first non-zero coefficient of f(t)) has at
least one edge with a non-positive slope. And by the Weierstrass’ Preparation Theorem
([Kob84]), f1(t) and hence f(t) has at least one zero in D(1).
We also observe another fact as a consequence of the Weierstrass’ Preparation The-




i ∈ Cp[[t]] convergent on D(b) for some
b > 0 has infinitely many zeros in D(b), then f(t) ≡ 0.
Now suppose Ep(t) converges for ordp t = 0. Then, it converges on D(1) and by
the first observation, there exists some α ∈ D(1) such that Ep(α) = 0. Let β be





ordp α ≥ 0. So Ep(β) converges. And since
Ep(t
p) exp(pt) = Ep(t)
p as formal power series and since Ep(β
p) = 0, it follows that
Ep(β) = 0 as well. In this way we can construct an infinite sequence of zeros of Ep(t)
in the disk D(1).
(If β is a Teichmuller unit, we can fix a primitive p-th root of 1 say ζp and produce
the sequence (ζpβ)
p` instead. But (ζpβ)
p` 6= ζpβ for any `. So we produce in this case
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as well a sequence of distinct zeros of Ep(t) in the disk D(1).)
Then by the second observation, Ep(t) ≡ 0, which is a contradiction.
2.1.2 Construction of Characters from Splitting Functions







in the sense that Ep(γr) = θr(1) is a primitive p
r-th root of unity and
Ep(γr−i) = Ep(γr)
pi for i = 1, 2, ..., r − 1. Let ζpr = θr(1). We define the character
Θ(r) : Zp/prZp → Cp by Θ(r)(x̄) := θr(1)x where x ∈ Zp is any lift of x̄ ∈ Zp/prZp
satisfying x ≡ x̄ (mod prZp).
We first note that for w ∈ Zp being any lift of x̄ ∈ Zp/prZp satisfying w ≡ x̄
(mod prZp), the power series θr(1)w is evaluated as the binomial expansion








where y = θr(1)− 1 = Ep(γr)− 1 = ζpr − 1. We represent the series (1 + y)w by Bw,p(y)
and since w ∈ Zp, Bw,p(y) ∈ Zp[[y]] (please see [Kob84]: Chapter IV) and thus the series
converges when ordp y > 0. Indeed ordp y = ordp(ζpr − 1) =
1
pr−1(p− 1)
> 0 as y being
a root of the Eisenstein polynomial,
gpr(z) := Φpr(z + 1) = (z + 1)
pr−1(p−1) + (z + 1)p
r−1(p−2) + ...+ (z + 1)p
r−1
+ 1
is a generator of the totally ramified extension Qp(ζpr) of degree pr−1(p− 1) over Qp.
We also note that this definition of the character is independent of the choice of
x by Theorem 2.1.1. And in particular, we understand that θr(1)
x degenerates to 1
when x ≡ 0 (mod prZp). Although any lift x ∈ Zp of x̄ ∈ Zp/prZp can be used to
evaluate the character values, certain special lifts called as the Teichmüller lifts have
some good properties in the sense that the series θr(1)
x can be evaluated in a much
simpler way rather than using the original binomial expansion. Before we discuss the
use of the Teichmüller lifts, we make the following remark about our generalization of
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Dwork’s original splitting function which he used in the proof of the rationality of the
zeta function.
Remark 2.1.6. Dwork’s original splitting function corresponds to the case when r = 1.
We will refer to this special case whenever we want to emphasize certain key ideas used
in the development of Dwork’s Trace Formula.
We will now provide a very brief review of the theory of unramified extensions and
Teichmüller lifts. We will omit proofs, and include a few in the Appendix B.
Proposition 2.1.7. Let f be a positive integer. There exists a unique unramified exten-
sion, Kunramf of Qp of degree f and it can be obtained by adjoining a primitive (pf−1)-th
root of 1. If K is an extension of Qp of degree n, index of ramification e and residue
field degree f (so that n = ef), then K = Kunramf (π) where π satisfies an Eisenstein
polynomial of degree e with coefficients in Kunramf .
Proof. Please see [Kob84]: Chapter III, Section 3.
We will denote by Qpf the unique unramified extension of degree f over Qp and by Zpf ,
the ring of integers of Qpf . Then we have the following results as stated in Chapter III
of [Kob84] and Appendix B of [Mus11].
Proposition 2.1.8. Let f be a positive integer. Then for every α ∈ Fpf , there exists a
unique α̃ ∈ Zpf such that
(i) α̃ is a lift of α, that is, α̃ ≡ α (mod pZpf ). In other words, the image of α̃ in
the quotient Zpf /pZpf corrsponds to α under the isomorphism of the residue field,
Zpf /pZpf ∼= Fpf .
(ii) α̃p
f
= α̃, that is, α̃ is either 0 or a (pf − 1)-th root of unity.
Proof. Please see Appendix B.
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Definition 2.1.9. The α̃ corresponding to α as stated in the above proposition is called
the Teichmüller lift of α in the unramified extension Qpf . And we often call the nonzero
Teichmüller lifts as Teichmüller units, justified by the fact that they are roots of unity.







i = ai for every i.
More generally, if K is a finite extension of Qp of degree n, index of ramification e,
and residue field degree f , and if π is chosen so that ordp π = 1/e, then every α ∈ K





where m = e ordp α and each ai satisfies a
pf
i = ai (the ai are called the Teichmüller
digits).
Proof. Please see Appendix B.
Having stated the basic properties of Teichmüller units, we will state two more
propositions which describe the Galois group of Qpf over Qp and the behaviour of the
Teichmüller units under the action of this Galois group.
Proposition 2.1.11. Let f be a positive integer. Then Qpf is a Galois extension of
Qp and there is an isomorphism of Galois groups Gal(Qpf /Qp) ∼= Gal(Fpf /Fp) that
associates to each automorphism of Qpf , the induced automorphism of the residue field.
Proof. Please see Appendix B.
The isomorphism in the above proposition allows us to talk about the Frobenius gen-
erator of Gal(Qpf /Qp) which is the element corresponding to the Frobenius generator
of Gal(Fpf /Fp). We end our brief review of the theory of unramified extensions and
Teichmüller lifts with the following trivial lemma.
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Lemma 2.1.12. Let σ be the Frobenius generator of Gal(Fpf /Fp) and let σ be the cor-
responding Frobenius generator of Gal(Qpf /Qp) under the isomorphism in Proposition
2.1.11. Then for x ∈ Zpf satisfying x ≡ x̄ (mod pZpf ), we have
(i) σ(x) ≡ xp (mod pZpf )
(ii) If moreover x is a Teichmüller lift of x̄, i.e., if x satisfies xp
f
= x, then σ(x) = xp
and σ(x) is also a Teichmüller lift.
Proof. Please see Appendix B.
We now state an important application of the Teichmüller lifts.
Proposition 2.1.13. For the case when r = 1, if x ∈ Zp is a Teichmüller lift of x̄ ∈ Fp,
then Θ(1)(x̄) := θ1(1)
x = θ1(x).
Before we present the proof, we observe that the Teichmüller lifts enable us in evaluating
the values of the character Θ(r)(x̄) by realizing it as a more tangible p-adic analytic
expression. The proof can easily be generalized to obtain a similar expression in terms
of Teichmüller lifts for Θ(r)(x̄) when r > 1. We will present the proof of the base case
when r = 1 to emphasize the key ideas.
Proof. The case when x is 0 is trivial. So we consider x 6= 0 (and hence x̄ 6= 0). We first
observe that from the proof of Proposition 2.1.4, we may write the power series θ1(t) as





= 1 + b(t)
for some coefficients bj satisfying ordp bj ≥
j
p− 1








whenever ordp t ≥ 0.
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We now consider the two formal power series f(y) := θ1(y)
x and g(y) := θ1(yx). We
will show that both these series converge for ordp y ≥ 0 and that they are equal in a
small disk about the origin, y = 0, and hence deduce that f(y) = g(y) on the whole disk
ordp y ≥ 0 and in particular f(1) = g(1) which proves the proposition.
Now, since x is a unit, ordp x = 0 and hence the series, f(y) = [1+ b(y)]
x = Bx(b(y))
converges for ordp b(y) > 0 ([Kob84]: Chapter IV). Thus by the first observation f(y)




jyj , and since
ordp x = 0, ordp(bjx
j) = ordp bj ≥
j
p− 1
. Then by Proposition 2.1.4, g(y) converges for
ordp y > −
1
p− 1
. In particular we have that both f(y) and g(y) converge on the disk
ordp y ≥ 0.
Next, we observe that when y → 0, both f(y) and g(y) converge to 1 since they are
continuous at the origin. Now since the p-adic logarithm function logp(1 + z) converges
for ordp > 0, we see that when ordp y >> 0, then f(y) and g(y) are sufficiently close to
1 and logp f(y) and logp g(y) are defined and we have that
f(y) = g(y) ⇐⇒ logp f(y) = logp g(y)
because of the local invertibility of the p-adic logarithm function [Kob84].
Hence we are left to show that logp f(y) = logp g(y) on a small disk about the origin
y = 0, that is, when ordp y is sufficiently large. This follows from simple algebra along
with using the hypothesis that x is a Teichmüller lift at a crucial step. We have


































where the third and the fifth equalities follow from the local invertibility of the p-adic
logarithm function, the fourth equality follows from the fact that x is a Teichmüller lift
and the penultimate equality follows from the equality of the formal power series logp(1+
z)w and w logp(1 + z) in the ring Q[w][[z]] with their coefficients being polynomials in
w, and hence when w ∈ Qp and when ordp z >> 0, both the power series converge and
are equal. Hence, we have the proposition.
Having proven this proposition, we can now readily generalize this using the same
methods to obtain the following results.






































where TrQq/Qp is the trace map and σ is the Frobenius generator of Gal(Qq/Qp).
Proof. We imitate the same method of proof of the previous proposition. Let us fix
j ∈ {1, 2, ..., r}. Again, the case when x = 0 is trivial and we assume x 6= 0. Consider
32










We will show that both these series converge for ordp y ≥ 0 and that they are equal in
a small disk about the origin, y = 0, and hence deduce that f(y) = g(y) on the whole
disk ordp y ≥ 0 and in particular f(1) = g(1) which proves the proposition.
From the proof of Proposition 2.1.4, we observe that we may write the power series
θj(t) as





= 1 + b(t)
for some coefficients bi satisfying ordp bi ≥
i
pj−1(p− 1)








whenever ordp t ≥ 0.





= TrQq/Qp(x) ∈ Zp, fj(y) = θj(y)
TrQq/Qp (x) =
[1 + b(y)]TrQq/Qp (x) converges whenever ordp b(y) > 0 ([Kob84]: Chapter IV). And hence,
by the previous paragraph, fj(y) converges for ordp y ≥ 0. On the other hand, any
factor θj(yx
pk) of gj(y), for k ∈ {0, 1, ...a− 1} can be written as
θj(yx






and since x is a unit, ordp bix
ipk = ordp bi ≥
i
pj−1(p− 1)
from the observation in the pre-
vious paragraph. Hence, the factor θj(yx




Hence, in particular, gj(y) being a finite product of these factors converges for ordp y ≥ 0.
Again we may imitate the argument in the proof of the previous proposition by
observing that both fj(y) and gj(y) converge to 1 as y tends to 0 since thy are both
continuous at the origin. Then on a very small disk about the origin, that is, when
ordp y > M for some sufficiently large M > 0, logp fj(y) and logp gj(y) are defined, and









































































where we used the hypothesis that xq = x and the fact that the set {l, l+1, ..., l+a−1} is
a complete set of residues (mod a) for any integer l in the fifth equality above. And the
penultimate equality follows from the same argument as we had before in the previous
proposition.
Finally, by Lemma 2.1.12, σ(x) = xp, and hence it is legitimate to rephrase the







The proposition above gives a beautiful way of evaluating character values as p-adic
anaytic expressions. We have the following theorem.
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Theorem 2.1.15. If x ∈ Zq is a Teichmüller lift of x̄ ∈ Fq, then




Proof. Let σ be the Frobenius generator of Gal(Qq/Qp) and σ̄, the corresponding Frobe-
nius generator of Gal(Fq/Fp) as in Proposition 2.1.11. Then we have






















σ̄i(x̄) and the last
equality follows from Proposition 2.1.14.
Proposition 2.1.14 and Theorem 2.1.15 also motivate us to define and conveniently
evaluate characters of Zql/prZql , where l is any positive integer, that are derived from
the character Θ(r) (by composition) by observing that the trace map TrQ
ql
/Qp induces
a map on Zql/prZql into Zp/prZp.
Proposition 2.1.16. For each positive integer l and for each positive integer m, the
trace map TrQ
ql
/Qp induces a map, τ(q, l,m) : Zql/p
mZql → Zp/pmZp which is an ad-
ditive group homomorphism.
Proof. Let σ be the Frobenius generator of Gal(Qql/Qp). Then for x ∈ Zql , since
ordp σ
i(x) = ordp x for all i ∈ {0, 1, ..., al− 1}, we have that ordp TrQ
ql
/Qp(x) ≥ 0. Thus,
TrQ
ql
/Qp(Zql) ⊂ Zp. Similarly, TrQql/Qp(p
mZql) ⊂ pmZp since ordp TrQql/Qp(x) ≥ m
whenever ordp x ≥ m. Hence, the map τ(q, l,m) is well defined. And since TrQ
ql
/Qp is
Qp-linear, τ(q, l,m) is indeed an additive group homomorphism.
Remark 2.1.17. It is easily seen that the trace map τ(q, l,m) is in fact a Zp/prZp-
module homomorphism and is the same as the generalized trace map, TrGR(pr,al)/GR(pr,1)
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of Galois ring extensions as defined in [Wan03] (Section 14.7). This is by the unique-
ness of the group of ring automorphisms of Zql/pmZql that fix elements in Zp/pmZp.
The Frobenius automorphism of Gal(Qql/Qp) induces the Frobenius automorphism of
Gal((Zql/pZq)/(Zp/pZp)) which in turn corresponds to the generalized Frobenius auto-
morphism of Gal((Zql/pmZql)/(Zp/pmZp)) as defined in Theorem 14.32 in [Wan03].
We are now in a position to extend the character, Θ(r) we constructed on Zp/prZp to
a character on Zql/prZql by composing it with the induced map τ(q, l, r) : Zql/prZql →






where the ai are Teichmüller digits satisfying a
ql
i = ai as in Corollory 2.1.10. Then
Theorem 2.1.15 extends to the following theorem.





in terms of Teichmüller digits aj satisfying a
ql
j = aj, we have








Proof. Let σ be the Frobenius generator of Gal(Qq/Qp). Then we have,































































where the second equality is due to the fact that σ fixes Qp, the fifth equality is because
Θ(r) is an additive character and the seventh equality is due to our choice of the consistent






so that θr−i(1) = Ep(γr−i) = Ep(γr)
pi =
θr(1)
pi for i = 1, 2, ..., r−1; and the last equality follows from the analogue of Proposition
2.1.14 obtained by replacing q with ql.
2.1.3 Sums of Characters constructed from Splitting Functions
The p-adic analytic expression obtained for evaluating the values of the characters,
Θ(r) ◦ τ(q, l, r) of Zql/prZql in Theorem 2.1.18 motivates us to obtain an expression
for sums of these character values associated to an affine algebraic variety defined over
Zq/prZq. And then we could study the L-functions associated to the family of these
character sums and prove Weil-type conjectures for these L-functions.
Motivated by Proposition 1.5.2, we study the following character sums, that spe-
cialize to toric exponential sums over finite fields studied by Dwork in the case when
r = 1.
Definition 2.1.19. Let f̄(x̄) = f̄(x̄1, x̄2, ..., x̄n) ∈ (Zq/prZq)[x̄1, x̄2, ..., x̄n] be a polyno-
mial in n variables. Then we define a family, {S∗l : l ≥ 1} of exponential sums associated




(r), f̄) = S∗l (q, r,Θ
(r), f̄) :=
∑
Θ(r) ◦ τ(q, l, r)(f̄(x̄))









k in terms of Teichmüller digits xi,k satisfying x
ql−1
i,k = 1. It should
be noted carefully that the sum is taken over only the Teichmüller units, that is, the
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whose components have zero Teichmüller digits.
We also define the L-function, L∗(q, r,Θ(r), f̄ , T ) associated to this family of expo-
nential sums and the polynomial, f̄(x̄) by







We often abbreviate and denote this L-function by L∗(f̄ , T ) for convenience, whenever
there is no confusion about the choice of q, r and Θ(r).
Remark 2.1.20. We note that when r = 1 and when f̄(x̄) degenerates to gV (x, y) as in
the discussion following Proposition 1.5.2, then the above family, {S∗l } degenerates to the
original family of toric exponential sums considered by Dwork and for which the Dwork
trace formula leads to the proof of the rationality of the zeta function of an affine vari-
ety through a simple inclusion-exclusion argument ([Bom66], [Dwo60], [AS87a]) which
relates Sl as per Definition 1.5.3 and S
∗
l as per Definition 2.1.19.
Oue goal now is to obtain an expression for the character sums, S∗l associated with an




µ (where āµ ∈ (Zq/prZq) and µ = (µ1, µ2, ..., µn) ∈
Zn≥0 runs over the support of the polynomial, f̄ , that is, those µ for which āµ 6= 0, and
the notation x̄µ means
n∏
i=1
x̄µii ), using Dwork’s p-adic theory and prove results for the
associated L-function.
From this point of time until the end of this chapter, we will describe the theory of
arriving at a trace formula for the special case when r = 1. In the case when r = 1,
we may identify (Zq/prZq) with the finite field Fq. In the chapters 3 and 4, we will
generalize this theory for any r ≥ 1.
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Let ωl : F×ql → Z
×
ql
denote the Teichmüller character sending ȳ into its unique
Teichmüller lift, y. Since ωl is multiplicative, we have the following proposition.
Proposition 2.1.21. Let µ = (µ1, ..., µn) ∈ Zn. Let aµ ∈ Z×q and x1, x2, ..., xn ∈ Z×ql






n is the Teichmüller lift of the product āµx̄
µ. Moreover, we have



































Proof. The first assertion follows from the multiplicativity of the Teichmüller character,
ωl and from the fact that ωl(āµ) = ω1(āµ) = aµ. The second assertion follows from
Theorem 2.1.18 and from the fact that aqµ = aµ. And the last line follows from the fact
that Θ(1) ◦ τ(q, l, 1) is a character.
From the above proposition, we can obtain an expression for Θ(1) ◦ τ(q, l, 1)(f̄(x̄)). To
do this, we first define a basic power series associated to f̄(x̄).
Definition 2.1.22. We define the power series F (x) ∈ Qq(ζp)[[x1, ..., xn]] corresponding




µ), where the aµ are the
Teichmüller lifts of the coefficients āµ.
We then observe that the last expression in the above proposition can be expressed in
terms of the action of the Galois group Gal(Qq(ζp)/Qp(ζp)) on the power series F (x).
We quickly recall the following porposition.







Proof. Please see Appendix B.
Definition 2.1.24. Let σ denote the Frobenius generator of Gal(Qq(ζp)/Qp(ζp)). Then
for any power series, H(x) =
∑
ν
A(ν)xν ∈ Qq(ζp)[[x1, x2..., xn]], we can define the ele-






i = 0, 1, 2, ..., (a− 1).
We can now rewrite the conclusion of Proposition 2.1.21 as follows.






note the vector of Teichmüller lifts of the components of the vector x̄ = (x̄1, x̄2, ..., x̄n) ∈
Fn
ql
. Then we have:








for the case when l = 1, and more generally,








which may also be rewritten as















(Here, the subscript 1 in G1(x) refers to the case when r = 1. In Chapter 3, we will
define an analogous Gr(x) for the general case when r ≥ 1).
Proof. The proof follows from Proposition 2.1.23, Lemma 2.1.12 and Proposition 2.1.21.
And the last equation follows from the fact that the Galois group, Gal(Qq(ζp)/Qp(ζp))
is cyclic of order a, that is, σa = 1. We observe that the power series G1(x
qi) converges
for ordp xj = 0 for each i = 0, 1, ..., l − 1 by the analytical properties of the splitting
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function θ1 established earlier and by the fact that ordp σ
k(y) = ordp y for any y ∈ Qq
for k = 0, 1, ..., a− 1.
We are now ready to give an expression for the character sums S∗l = S
∗
l (f̄ , q, 1,Θ1)
for the case when r = 1. Let G1(x) be the power series defined in the above proposition









for some coefficiencts Al(ν) ∈ Qq(ζp), we have the following proposition for the case
when r = 1.
Proposition 2.1.26.
S∗l (q, 1,Θ




where the notation (ql−1)|ν means that (ql−1) divides each component νi of the vector
ν ∈ Zn
Proof. The key observation here is the fact that the map on the group of the (ql− 1)-th
roots of unity, µql−1(Qq) that sends z 7→ zk is a multiplicative character for any integer





(ql − 1) if (ql − 1)|k
0 otherwise






































































2.2 The Trace Formula for the (base) case when r = 1
The last proposition in the previous subsection gives a nice p-adic expression for the
character sums, S∗l (q, 1,Θ
(1), f̄). The goal of this subsection is to express the sum∑
(ql−1)|ν
Al(ν) in the right hand side of the proposition as a trace of a certain completely
continuous endomorphism on a certain p-adic Banach space. And thereby we aslo ob-
tain an analytic expression for the associated L-function as per Definition 2.1.19. A
completely continuous endomorphism on a p-adic Banach space over a p-adic field, K
is defined as a limit of finite rank continuous K-linear endomorphisms. A detailed ac-
count of the theory of completely continuous endomorphisms of p-adic Banach spaces
was given by Serre [Ser62]. We will now construct a class of certain p-adic Banach
spaces associated to the polynomial f̄ , and then show that the power series G1(x) lies
in one of them on which we will later construct a completely continuous endomorphism.
The theory that follows includes a generalization to Dwork’s theory by Adolphson and
Sperber [AS87a] through their indroduction of a Newton polyhedral weight function.
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2.2.1 A Weight Function and certain p-adic Banach Spaces
Viewing the Laurent monomial xν =
n∏
i=1
xνii as a vector (ν1, ν2, ..., νn) ∈ Zn, we may
associate to every Laurent polynomial a certain monoid defined as follows. If f ∈
k[x±1 , ..., x
±
n ] is an arbitrary Laurent polynomial over an arbitrary ring, k then we may
define the following:
• Supp(f) := {ν ∈ Zn : the xν term in f has a nonzero coefficient}




The union in Rn of all rays from the origin
passing through all the points in ∆∞(f), if ∆∞(f) 6= {0}
{0}, if ∆∞(f) = {0}
.
• M(f) := Cone(f) ∩ Zn
Then it is clear that M(f) is a monoid under addition. For any p-adic field, K, we
may then define K[[M(f)]] to be the collection {
∑
ν∈M(f)
A(ν)xν : A(ν) ∈ K} of all power
series with coefficients in K and support in M(f). We now define a weight function as
follows.
Definition 2.2.1. For each ν ∈ M(f), the weight, w(ν) is defined as the smallest
nonnegative rational number, b such that ν ∈ b∆∞(f) = {v ∈ Rn : bv ∈ ∆∞(f)}.
Geometrically, the weight of a lattice point, ν represents the smallest amount by which
the convex polytope, ∆∞(f) has to be blown up or shrunk down in order to include the
the point, ν. In other words, it is the smallest nonnegative rational number which is the
ratio of the homothetic transformation with the origin as the centre on ∆∞(f) so as to
include the lattice point, ν. The diagram ∆∞(f) is called the Newton polyhedron of f ,
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and we call the weight function as the Newton polyhedral weight function associated to f .
The following properties of the weight function are quite evident for α, β ∈M(f):
1. w(α) = 0 ⇐⇒ α = 0.
2. w(cα) = cw(α), if c ≥ 0.
3. w(α+ β) ≤ w(α) + w(β)
We can, in fact, say more on the third property. Since this will be useful later on we
will state it as another proposition. Before we state it let us define the notion of a
sector. Let d be the dimension of the convex polytope ∆∞(f). Note that 0 ≤ d ≤ n
and d = 0 ⇐⇒ ∆∞(f) = {0} in which case its only (d − 1)-face is the empty set.
We also observe that if ∆∞(f) 6= {0}, then the ray from the origin passing through a
point ν ∈M(f) always intersects a (d− 1)-face of ∆∞(f) not containing the the origin,
by the definition of ∆∞(f). Now, for each ν ∈ M(f), we say that ν lies in the sector
determined by a (d − 1)-face, F (not containing the origin) of the convex d-polytope
∆∞(f) if the ray from the origin passing through ν intersects the face at exactly one
point.
Proposition 2.2.2. Let d be the dimension of ∆∞(f) and let d > 0. Then the following
assertions hold.
(i) If 0 6= ν ∈M(f) lies in the sector determined by the (d−1)-face, F (not containing
the origin) of ∆∞(f) whose vertices are v1, v2, ..., vm, then there exists a subset







αjvij for some αj ∈ Q≥0.
(ii) If d = n and ν = (ν1, ν2, ..., νn) ∈ M(f) lies in the sector determined by the
(n − 1)-face, F (not containing the origin) of ∆∞(f) contained in the supporting









(iii) If d ≤ n and ν = (ν1, ν2, ..., νn) ∈ M(f), then there exists a linear form l(x) :=
n∑
i=1
λixi with coefficients λi ∈ Q such that the hyperplane defined by l(x) = 1




λiνi. And if l̃(x) is any other such linear form, then we have that
l̃(ν) = w(ν) as well.
(iv) Suppose ν = (ν1, ν2, ..., νn) ∈ M(f) and the collection {l1(x), l2(x), ..., lk(x)} of
linear forms exhaustively define all the hyperplanes, li(x) = 1 containing the (d−1)-
faces of ∆∞(f). Then w(ν) = max{l1(ν), l2(ν), ..., lk(ν)}. Also, if ν does not lie
in the sector determined by a (d − 1)-face contained in the hyperplane, li(x) = 1,
then w(ν) > li(ν).
(v) If µ = (µ1, µ2, ..., µn), ν = (ν1, ν2, ..., νn) ∈ M(f) lie in the same sector, then
w(µ+ ν) = w(µ) +w(ν), whereas if µ, ν do not have any common sector in which
both of them lie, then w(µ+ ν) < w(µ) + w(ν).
Proof.
Proof of Assestion (i):
Suppose that the ray from the origin through the point ν intersects the face at the
point x. Then we may choose d linearly independent vertices vi1 , vi2 , ..., vid , such that
x is a convex linear combination of these vectors. These vectors form a basis for the
d-dimensional subspace of Rn spanned by them. Since this subspace contains the vector
ν, we may express the vector ν as a linear combination, ν =
d∑
j=1
αjvij . Now, since
ν, vij ∈ Zn, the αj ∈ Q. Also, the αj are clearly nonnegative since the vector ν lies in
the inside of the cone formed by taking the union of all the rays from the origin passing
through the face, F . If we let b =
d∑
j=1










αjvij is the unique convex linear combination of the vertices vij that
lies on the ray from the origin passing through ν. Hence, ν ∈ b∆∞(f). And for any









All the remaining assertions are trivial when ν = 0 or when µ = 0. Hence we assume
otherwise.
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Proof of Assertion (ii):






















Proof of Assertion (iii):
From assertion (i), there are d linearly independent vertices v1, v2, ..., vd and nonnegative
rational numbers α1, α2, ..., αd such that ν =
d∑
i=1




v1, v2, ..., vd can be extended to a set T = {v1, v2, ..., vn} that forms a basis for Qn,
and observe that T is also a basis for Rn. Since the set T = {v1, v2, ..., vn} is linearly
independent, it is also affinely independent as set of points And thus, the set of vectors
S = {v2 − v1, v3 − v1, ..., vn − v1} is linearly independent (please see lemma (a standard
fact) below). Hence, the affine span of the set of points, T has dimension (n− 1).
Lemma 2.2.3. Recall that a set of points v1, v2, ..., vk in the vector space Rn are said




ci = 0, then ci = 0 for all i = 1, 2, ..., k. Also, the affine span of such a set of
points the smallest affine space containing them.
Let T be a set of points {v1, v2, ..., vk} ∈ Rn. Then T is affinely independent if and
only if the set of vectors
S = {v2 − v1, v3 − v1, ..., vk − v1}
is linearly independent in Rn.
Proof. This is a straightforward argument. Please see Appendix B.
Since the linear span of S, call it W , has dimension (n− 1), its orthogonal comple-
ment, W⊥ is a one dimensional subspace of Rn. Let u be a generator of W⊥. We may
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choose u ∈ Qn, since W and W⊥ can also be viewed as subspaces of Qn. Then it is clear
that the hyperplane containing the points in T has an equation given by
(x− v1) · u = 0
where · represents the dot product in Rn. It is also evident that v1 ·u 6= 0, for otherwise
the basis T is orthogonal to a nonzero vector u, which is absurd. Hence, the above





for some coefficients λi ∈ Q.














and by the same argument, l̃(ν) = w(ν) if l̃(x) is any other such form.
Proof of Assertion (iv):
Assertion (iv) follows from the simple observation that the point of intersetion (if it
exists) of the ray from the origin passing through ν with the hyperplane defined by
li(x) = 1 is given by
ν
li(ν)




. Then it is clear from the convexity of ∆∞(f) that this distance
is the least when the hyperplane, li(x) = 1 contains a (d − 1)-face which determines a
sector in which ν lies in, and stritcly larger than the minimum when it does not contain
a face determining one of its sectors. And thus assertion (iv) follows from assertion (iii).
(If the point of intersection does not exist, then li(ν) ≤ 0 ≤ w(ν)).
Proof of Assertion (v):
The first part of assertion (v) follows from assersions (i), (ii) and (iii) since the vector
µ+ ν lies in the same sector as well. Finally suppose µ and ν do not have any common
sector in which both of them lie, and suppose that w(µ+ ν) = l∗(µ+ ν) for some linear
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form l∗(x) as per assertion (iii). Then by the hypothesis and by assertion (iv), at least
one of the strict inequalities: l∗(µ) < w(µ), l∗(ν) < w(ν) must hold. It follows that
w(µ+ ν) = l∗(µ+ ν) = l∗(µ) + l∗(ν) < w(µ) + w(ν).






rµµ = ν, rµ ∈ Q≥0
}
.











it is clear that w(ν) is less than or equal to the infimum. On the other hand, w(ν) is
greater than or equal to the infimum by the above proposition.
Corollary 2.2.5. Let d be the dimension of ∆∞(f). There exists a positive integer D






Proof. The rational coefficients of a linear form
n∑
i=1
λix1 as in assertion (iii) in the pre-
vious proposition have a common denominator. Moreover, there are only finitely many
(d − 1)-faces. We may choose D to be the least common multiple of the common de-
nominators of the rational coefficients of certain linear forms corresponding to each of
the (d− 1)-face as in assertion (iii).
Now let f̄ be the polynomial as in subsection 2.1.3. Let us define certain p-adic
Banach spaces associated to f̄ as follows. For each rational number b ≥ 0, given a p-adic




A(ν)xν : A(ν) ∈ K, inf
ν∈M(f̄)
{ordpA(ν)− w(ν)b} > −∞
 .
Furthermore, writing b =
c
d
for some coprime positive integers c, d, we could choose
a p-adic field, Kf̄ ,b such that there exists an element πb ∈ Kf̄ ,b with ordp πb = b and
π
w(ν)
b ∈ Kf̄ ,b for all ν ∈ M(f̄). For example, we may choose Kf̄ ,b to be the field
obtained by adjoining a root of the Eisenstein polynomial, xdD − p to Qp where D
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is a positive integer as in Corollory 2.2.5, so that Kf̄ ,b is a totally ramified extension
of Qp of degree dD. Hence, if the field K is appropriately chosen, then any element
ξ = ξ(x) =
∑
ν∈M(f̄)











for some coefficients Ã(ν) ∈ K. Now since inf
ν∈M(f̄)
{ordpA(ν)− w(ν)b} > −∞, there
exists a real number e such that ordpA(ν)−w(ν)b ≥ e for all ν ∈M(f̄) or equivalently,
ordp Ã(ν) ≥ e for all ν ∈ M(f̄). Thus, for an appropriately chosen K, the collection
Bf̄ (b,K) can be viewed as a p-adic Banach space over K isomorphic to the collection of
all bounded sequences (Ã(ν))ν∈M(f̄) of elements of K indexed by the countable collec-
tion, I = {πw(ν)b x
ν : ν ∈M(f̄)} under the norm, | · | defined by |ξ| := sup
ν∈M(f̄)
|Ã(ν)|p. In
Serre’s terminology [Ser62], this is the space bM(f̄)(K), the space of bounded sequences
in K indexed by the elements of the countable set, M(f̄). While it is true that the set
I is linearly independent and that |ξ| = 1 for every ξ ∈ I, it is not a basis in any sense
since the series in the unique representation as a formal sum in Equation 2.2.1 is not
convergent with respect to the norm. However, if the valuation of K is discrete, then the
set I is an orthonormal basis for the closed subspace, Cf̄ (b,K) ⊂ Bf̄ (b, k) consisting of
sequences (Ã(ν))ν∈M(f̄) that converge to zero with respect to the cofinite filter on M(f̄),
(with respect to the same norm). In other words, Cf̄ (b,K) is isometrically isomorphic
to the c(M(f̄)) space in Serre’s terminology [Ser62].
We will, from now onwards, suppress the field K in our notation Bf̄ (b,K) (resp.
Cf̄ (b,K)) and write Bf̄ (b) (resp. Cf̄ (b)) instead to denote these Banach spaces. And
when we talk about relationships between multiple Banach spaces of this kind, we un-
derstand that the field K was chosen a priori so that all the notations make sense. We
will always choose K so that Qq(ζp) ⊂ K. However, we insist that the field K is always
discretely valued as opposed to assuming that K = Cp for the remainder of this paper,
the reason being that only then we could apply certain results from [Ser62].
We will now state some important properties of the Banach space Bf̄ (b) and its closed
subspace Cf̄ (b). These properties will be used in the proof of a crucial proposition given
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below. We first observe that Bf̄ (b) is a Banach space satisfying the property that for
every ξ ∈ Bf̄ (b), |ξ| ∈ |K|, where |K| is the closure of the value group of K. That
is, Bf̄ (b) satisfies condition (N) in Serre’s terminology ([Ser62]). In other words, the
norm on Bf̄ (b) is a solid norm in the terminology of [PGS10]. Also since the valuation
of K is discrete, it follows that Bf̄ (b) is isometrically isomorphic to a c(J) space (in
Serre’s terminology) for some set J , which is necessarily uncountable ([PGS10]: Theorem
2.5.15). As pointed out earlier, the collection I is an orthonormal basis for the closed
subspace Cf̄ (b). In particluar, I is an orthonormal system of the space Bf̄ (b) in the
teminology of [PGS10]. We also note that the set I can be extended to an orthonormal
basis J ⊃ I of Bf̄ (b) ([PGS10]: Lemma 8.1.11).
Proposition 2.2.6. For rational numbers b′ > b ≥ 0, the inclusion map i : Bf̄ (b′) ↪→
Bf̄ (b) is completely continuous.
Proof. Let πb′ , πb ∈ K be chosen such that ordp πb′ = b′ and ordp πb = b and hence
I ′ := {πw(ν)b′ x
ν : ν ∈ M(f̄)} and I := {πw(ν)b x
ν : ν ∈ M(f̄)} are orthonormal systems in
Bf̄ (b
′) and Bf̄ (b) respectively, such that Bf̄ (b
′) and Bf̄ (b) are isometrically isomorphic to
the Banach spaces b(I ′) and b(I) respectively (in Serre’s terminology). Now let J ′ ⊃ I ′
and J ⊃ I be the extensions of these orthonormal systems to orthonormal bases for
these spaces respectively, such that Bf̄ (b
′) and Bf̄ (b) are isometrically isomorphic to
the Banach spaces c(J ′) and c(J) respectively (in Serre’s terminology). We note that
I is countable, J is uncountable and the closed subspaces Cf̄ (b
′) and Cf̄ (b) of Bf̄ (b
′)
and Bf̄ (b) respectively are isometrically isomorphic to the Banach spaces c(I
′) and c(I)
respectively.
Let us now describe the matrix (as described in [Ser62]) of the inclusion map i :
Bf̄ (b
′) ↪→ Bf̄ (b) with respect to the orthonormal bases J ′ and J by first looking at the
action of i on each of the elements in the basis J ′. Note that here we use the convention
of treating the elements of Bf̄ (b
′) as column vectors and thus the matrix is multiplied
from the left of the column vector. This is the opposite of Serre’s convention where he
treats the elements as row vectors and defines the matrix accordingly.















Now, if j′ ∈ J ′, there are two cases: either j′ ∈ I ′ or j′ ∈ J ′ − I ′.
In the former case, j′ = π
w(ν)
b′ x












ν . Thus, i(j′) has only one nonzero coefficient with respect to the or-
thonormal basis J and we see that in fact, i(j′) ∈ Cf̄ (b). We conclude that in the






. Observe carefully that the I ′, I and M(f̄) are in bijection with
each other. We write νj′ to denote the image of j
′ under the bijection from I ′ onto
M(f̄), and similarly, we write νj to denote the image of j under the bijection from I





j when j ∈ I, and hence there is no possible confusion.
We also observe that i(Cf̄ (b
′)) ⊂ Cf̄ (b) since ordpMjj′ = w(νj)(b′ − b) which tends to
∞ as j →∞ with respect to the cofinite filter on J .
















































b) which tends to ∞ as i→∞, it follows that i(j′) ∈ Cf̄ (b) in this case as well. Hence,
i(j′) ∈ Cf̄ (b) for all j′ ∈ J ′, and thus we have
Mjj′ = 0 if j /∈ I .
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and we have proved that the range of the inclusion operator, i is Cf̄ (b) which is of
countable dimension.












if j′ ∈ I ′ and νj′ = νj
0 if j′ ∈ I ′ and νj′ 6= νj
.
from which we infer that wj := inf
j′∈J ′
{ordpMjj′} = w(νj)(b′ − b) since ordp Ãj′(νj) ≥ 0.
We thus deduce that i is completely continuous as we see that wj → ∞ as j → ∞
with respect to the cofinite filter on the J . The matrix, M of i is shown below for





where C = D = 0, the rows of A are indexed by I, the rows of C are indexed by J − I,
the columns of A are indexed by I ′ and the columns of B are indexed by J ′ − I ′. A is





if νj = νj′ and is 0 otherwise. And the entries
of B are given by Bjj′ = D̃j′(νj) which was defined earlier.
Now observe that the space Bf̄ (b) can be expressed in terms of smaller subspaces,
Bf̄ (b, c) for real numbers c as follows. Define
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Bf̄ (b, c) :=
 ∑
ν∈M(f̄)
A(ν)xν : A(ν) ∈ K, ordpA(ν) ≥ w(ν)b+ c

so that Bf̄ (b) =
⋃
c∈R
Bf̄ (b, c). Then the following lemma holds.
Lemma 2.2.7. Let b be a nonnegative rational number and let c, c′ be real numbers.
Then the following assertions hold.
1. Bf̄ (b, c)Bf̄ (b, c
′) ⊂ Bf̄ (b, c+ c′)
2. If ξ(x) ∈ Bf̄ (b, c), then ξ(xp) ∈ Bf̄ (b/p, c)
3. If rational numbers b′ > b > 0, then Bf̄ (b
′, c) ⊂ Bf̄ (b, c)
Proof. If ξ =
∑
ω∈M(f̄)
D(ω)xω ∈ Bf̄ (b, c) and ξ′ =
∑
ω∈M(f̄)









and the sum E(ω) :=
∑
µ+ν=ω
D(µ)D′(ν) converges since ordpD(µ)→∞ as µ→∞ and
the collection {D′(ν) : ν ∈M(f̄), ordpD(ν) ≥ w(ν)b+ c′} is bounded p-adically. And,
ordpE(ω) ≥ inf
µ+ν=ω
{w(µ)b+ c+ w(ν)b+ c′}
≥ (w(µ) + w(ν))b+ c+ c′
≥ w(ω)b+ c+ c′
where the second inequality holds for all µ, ν ∈M(f̄) such that µ+ ν = ω and the last
inequality is due to the property of the weight function. Statement (2) follows from the
fact that w(pω) = pw(ω) for ω ∈M(f̄) and statement (3) is trivial. Hence we have the
lemma.



































m for some coefficients bm satisfying ordp bm ≥
m
p− 1
(recall the proof of

















µ with the sum running






mµµ = ν for














mµµ = ν,mµ ∈ Z≥0

≥ inf












where the second inequality is due to the fact that the aµ are Teichmüller units and the

















for i = 1, 2, ..., a − 1 from the above lemma and the
result follows from the lemma again.
Remark 2.2.9. An important point to be noted is the fact that the splitting function
θ1(t) converges p-adically on a disk of radius greater than 1 as established in Proposition
2.1.4. This overconvergence of θ1(t) was crucial in the above proof in establishing that
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m. Only because of the overconvergence, we
have that F (x) ∈ Bf̄ (b) for some positive b. We will see, in what follows, that the
property that F (x) ∈ Bf̄ (b) for some b > 0 is crucial in the construction of a certain
completely continuous endomorphism on Bf̄ (b).
2.2.2 The Frobenius and the Trace Formula
We are now ready to state the trace formula and then later express the L-function in
terms of a Frobenius map acting on a certain Koszul complex. Let us first define the
ψq linear operator which plays a fundamental role. Let b be a nonnegative rational
number. For ξ(x) =
∑
ω∈M(f̄)









C(qν)xν . We note that ordpC(qν) ≥ w(qν)b +
c = w(ν)qb+ c, hence the map is well defined. Also, this map is a bounded (therefore,
continuous) K-linear operator on Bf̄ (b), since given a basis, {π
w(ν)
b x
ν : ν ∈ M(f̄)} for
Bf̄ (b), we may take the set {π
qw(ν)
b x
ν : ν ∈ M(f̄)} to be the basis for Bf̄ (qb). We also
observe that for H ∈ Bf̄ (b), the operator, “multiplication by H”, H : Bf̄ (b) → Bf̄ (b)
defined by H(F ) := HF is a continuous Cp-linear map (recall Lemma 2.2.7). Then by
Proposition 2.2.6, and by the fact that the composition of a continuous linear operator
with a completely continuous linear operator is completely continuous [Ser62], we have
that whenever b > 0, the composite, iq ◦ ψq ◦H : Bf̄ (b)→ Bf̄ (b)
Bf̄ (b) Bf̄ (b) Bf̄ (qb) Bf̄ (b)
H ψq iq
completely continuous, where iq is the inclusion map. We now apply the crucial result
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from Serre (Corollory 3 in Section 5 in [Ser62]). The operator α : Bf̄ (b) → Bf̄ (b)











continuous on the p-adic Banach space, Bf̄ (b) over the discretely valued field K of
charecteristic zero. Hence,









where I is the identity endomorphism. And in particular, the trace, Tr(αm) is defined
for m ∈ Z≥0 since the αm are all completely continuous and hence they are of trace-class
[Ser62].
Lemma 2.2.10. Let B be an arbitrary Banach space over a non-Archimedian discretely
valued field, k which is complete with respect to the valuation. Suppose that B is iso-
metrically isomorphic to a c(I) space for some countable set I in the sense of [Ser62].
That is, B is the space of all sequences (xi)i∈I of elements of k which converge to zero
with respect to the cofinite filter on I. Let J = {ei}i∈I ⊂ B be the orthonormal basis
for B. Let β : B → B be a completely continuous endomorphism of B. Suppose that
the matrix of β with respect to the orthonormal basis, J is given by (Aij) (in the sense
of [Ser62]). Let J ′ = {ciei}i∈I for some arbitrary nonzero scalars ci ∈ k. Then the
matrix of β with respect to the Schauder basis (in the sense of [PGS10]), J ′ is given by
((cic
−1
j )Aij). And hence the trace of β can be computed with respect to the basis, J
′.
Proof. It is clear that J ′ is a topological basis (in the sense of [PGS10]) since it is




λi ∈ k. Also, it is a Schauder basis by Theorem 2.3.11 in [PGS10]. The rest of the proof




















Bf̄ (b), then the trace,







A ((q − 1)ν)
Proof. Let β = (iq ◦ψq ◦H). Let us first compute the trace of β|Cf̄ (b), the restriction of
β to the closed subspace Cf̄ (b) of Bf̄ (b). We observe that this restriction is stable on the
subspace. This is because, if ξ ∈ Cf̄ (b), then β(ξ) ∈ Bf̄ (qb) ⊂ Cf̄ (b). The last inclusion
is justified by the following reasoning. If πb ∈ K is an element satisfying ordp πb = b,
then we may consider the collection Ib = {π
w(ν)
b x
ν : ν ∈ M(f̄)} as an orthonormal
system in Bf̄ (b) such that Bf̄ (b) is isometrically isomorphic to the space b(Ib). Now, set
πqb = π
q
b so that ordp πqb = qb. Then the collection Iqb = {π
w(ν)
qb x
ν : ν ∈ M(f̄)} as an
orthonormal system in Bf̄ (qb) such that Bf̄ (qb) is isometrically isomorphic to the space
























≥ e+ (q−1)w(ν)→∞ as ν →∞. Hence, the restriction
β|Cf̄ (b) is a completely continuous endomorphism of Cf̄ (b).
Then the trace, Tr(β|Cf̄ (b)) can be computed from a matrix representation of the
map, iq ◦ ψq ◦H with respect to the Schauder basis (in the sense of [PGS10]), {xν : ν ∈
M(f̄)} due to Lemma 2.2.10. To see this, consider an element πb ∈ Bf̄ (b) such that
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ordp πb = b and so that the collection, I = {π
w(ν)
b : ν ∈M(f̄)} is an orthonormal system
for Bf̄ (b) such that Bf̄ (b) is isometrically isomorphic to the space, b(I) of all bounded
sequences of elements of K indexed by the set, I. Then, I is an orthonormal basis for
the closed subspace Cf̄ (b).
Now, suppose that the matrix, M of the map with respect to the basis {xν :: ν ∈
M(f̄)} is given by M = [Mνµ], so that we have





On the other hand, the action of the map on the basis element xµ is given by





















A ((q − 1)ν) . (2.2.3)
Finally, on extending the orthonormal system I to an orthormal basis J for the space,
Bf̄ (b), it is not hard to see that the trace of β with respect to the orthonormal basis J
should coincide with the right hand side of Equation 2.2.3, which is the expression for
the trace of β|Cf̄ (b) with respect to the orthonormal basis I. This is because any basis






λ with the coefficients D(λ)
satisfying ordpD(λ) ≥ 0. Then the sequence (E(λ))λ∈M(f̄) where E(λ) = D(λ)π
w(λ)
b
can be viewed as an element in the Banach space c(I ′) indexed by I ′ = {xλ : λ ∈M(f̄)}
which is also an orthonormal basis, since ordpE(λ) → ∞ as λ → ∞. Then β(ξ) can
be computed by the same matrix, M as above, with this point of view. And since β is
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linear, its trace, Tr(β) must coincide with the expression given by the right hand side
of Equation 2.2.3.





B(ν)xν ∈ Bf̄ (b), then
ψq (a(x
q)b(x)) = a(x)ψq (b(x)) .












































= a(x)ψq (b(x)) .
Proposition 2.2.13. Let b be a nonnegative rational number. If H(x) ∈ Bf̄ (b), then
for any positive integer l, we have






Proof. This result follows from a simple induction argument. Observe that ψlq = ψql
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and by the lemma above, we have
(iq ◦ ψq ◦H)2 = iq ◦ ψq ◦H(x) ◦ iq ◦ ψq ◦H(x)
= iq2 ◦ ψq ◦ ψq ◦H(xq)H(x)
= iq2 ◦ ψq2 ◦H(xq)H(x)
And similarly, if



























And finally we get the trace formula from Proposition 2.1.26 and the above results.
Theorem 2.2.14. (Dwork Trace Formula) For each positive integer, l we have
S∗l (q, 1,Θ
(1), f̄)) = (ql − 1)n Tr(αl)
where α = iq ◦ ψq ◦G1.
Proof. From the previous proposition, we have
Tr(αl) = Tr






Then the result follows from Proposition 2.2.11 and Proposition 2.1.26.
We will now obtain an expression for the associated L-function in terms of Dwork’s
δ-operator (with respect to q) defined as follows. For a rational function or Laurent
series P (t) ∈ K((t)), we write P (t)δ := P (t)
P (qt)
. Observe that the δ-operator is multi-





























Theorem 2.2.15. We have:
(a)







L∗(q, 1,Θ(1), f̄ , T )(−1)
(n+1)
= det(I− αT )δn
Proof. From the trace formula (Theorem 2.2.14) we have
























































































where the last equality follows from Equation 2.2.2. Hence we have part (a). Finally,
part (b) follows from Equation 2.2.4.
We will call the operator ψq as the Dwork operator or the Dwork inverse Frobenius
operator since it is essentially a “q-th root” map. We will also refer to the maps qjα as
the Dwork Frobenius (or just Frobenius) maps for simplicity when there is no possible
confusion. Our next goal is to realize these Frobenius maps as a chain map occurring on a
certain complex for cohomological applications like estimating the size of the eigenvalues
of these maps.
2.2.3 Realizing the Frobenius as a Chain Map on a Complex
Throughout the rest of this discussion, we will assume that the field Kq = Qq(ζp, π̃),
where π̃ is a root of an Eisenstein polynomial tλ − (1− ζp) ∈ Qp(ζp)[t] for a sufficiently
large positive integer λ such that Kq is sufficiently ramified over Qq so that ζp ∈ Kq and
all our Banach spaces defined over K = Kq have convenient choices for the orthonormal
bases. Also let Kp = Qp(ζp, π̃). Then it is clear that Gal(Kq/Kp) is isomorphic to
Gal(Fq/Fp) by an argument similar to that of Proposition 2.1.23. We will first describe










which satisfies αa0 = α. This
decomposition helps us realize the Frobenius maps as a chain map due to the peculiar
commutativity properties of α0. Let σ ∈ Gal (Kq/Kp) be the Frobenius generator.















. We note that this induced
map σ−1 is not Kq-linear, although it is Kp-linear. We also define the ψp linear operator
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very similar to the ψq operator defined at the beginning of this subsection (that is, ψp






we have the composite










, where the map F1(x) refers to “multiplication






















α0 := ip ◦ σ−1 ◦ ψp ◦ F1(x), where ip is the inclusion. Since σ−1 is not Kq-linear, so is
α0 which is only a group homomorphism. However, α0 is σ
−1-semilinear over Kq in the

















Thus, the composite αa0 is Kq-linear even though α0 is not. However α0 is Kp-linear
since σ fixes Kp.
Remark 2.2.16. Note that, in fact, the induced map σ−1 and the maps ψpj (where j
is a positive integer) can be defined on all spaces Bf̄ (b) when b is a nonnegative rational
number. And similarly, for any H(x) ∈ Bf̄ (b), the “multiplication by H(x) map” is well
defined for any nonnegative rational number, b. Also, for any other positive rational
number b′ < b, we have the following commutative diagrams























where i denotes the inclusion maps. Hence, we may ignore specifying the exact domain
of these maps which is usually inferred from the context when performing some compu-
tations. We also observe that ψjp = ψpj for any positive integer j, analogous to what we
had for ψq.
Proposition 2.2.17. Let H(x) ∈ Bf̄ (b) for some b ∈ Q≥0 such that b ≤ 1p−1 . Then
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(a)
F (x) ◦ σ−1 (H(x)) = σ−1 ◦ F σ(x) (H(x))
(b)
ψp ◦ σ−1 (H(x)) = σ−1 ◦ ψp (H(x))





, then αa0(L(x)) = α(L(x)).
Proof. Statements (a) and (b) are trivial. Statement (c) follows from statements (a)
and (b) and from an analogue of Lemma 2.2.12 for the ψp map. That is, we have for
A(x), B(x) ∈ Bf̄ (b),
A(x)ψp [B(x)] = ψp [A(x
p)B(x)] , that is, A(x) ◦ ψp [B(x)] = ψp ◦A(xp) [B(x)]
so that we have
αa0(L(x)) = (ip ◦ σ−1 ◦ ψp ◦ F (x))a(L(x))
= (σ−1 ◦ ψp ◦ F (x))a(L(x))
= (σ−1 ◦ ψp ◦ F (x)) ◦ (σ−1 ◦ ψp ◦ F (x)) ◦ ... ◦ (σ−1 ◦ ψp ◦ F (x))(L(x))
=
(
σ−a ◦ (ψp ◦ F σ
a−1
(x)) ◦ (ψp ◦ F σ
a−2
















= (ψpa ◦G1(x)) (L(x))
= (iq ◦ ψq ◦G1(x)) (L(x))
= α(L(x))
where the omissions of the inclusion maps ip and our slight abuses in notations make
sense by Remark 2.2.16 above.
Now, our goal is to construct a certain complex on which the Frobenius maps, qjα
act as a chain map. In order to construct such a complex, we need a good differential





(defined in the usual way) has good commutativity properties with the maps ψp
and ψq and hence we may construct a certain Koszul complex whose boundary maps
are derived from these operators.
Lemma 2.2.18. Let b be a nonnegative rational number and j a positive integer and


























p−jν = ψpj (νix




and the result is trivial when pj - ν. Statement (b) follows from the fact that σ−1 acts
trivially on rational integers occurring as coefficients upon differentiation.
Lemma 2.2.19. (Twist Lemma) Suppose that F (x) can be written as F (x) =
H(x)
Hσ(xp)






(b) On Bf̄ (
1
p−1),












(Note that the multiplication by H(x) acts on a much larger space, Bf̄ (b) but the
compositions are stable on the spaces indicated.)
(c) On Bf̄ (
1
p−1),
σ−1 ◦ ψp ◦ F (x) =
1
H(x)
◦ σ−1 ◦ ψp ◦H(x)
Proof. Statement (a) follows from the definition of G1(x) and from the fact that σ
−1
is a ring homomorphism on Bf̄ (0). Next we observe that
1
H(x) ∈ Bf̄ (0, 0) ⊂ Bf̄ (0)
whenever H(x) ∈ Bf̄ (0, 0) and is invertible. Statement (b) follows from Lemma 2.2.12
and its analogue for ψp. To prove statement (c), observe again that σ
−1 is a ring








σ−1 ◦ ψp ◦ F1(x) = σ−1 ◦ ψp ◦
H(x)
Hσ(xp)










◦ σ−1 ◦ ψp ◦H(x)
where the third inequality follows from the analogue of Lemma 2.2.12 for ψp.



















for i = 1, 2, ..., n, whenever we are able to write F (x) = H(x)Hσ(xp) . And in this case the
operators Li enjoy very good commutativity properties and are useful in the construction
of the complex. The following proposition shows that this is indeed the case.




in terms of another convergent power series, φ(t) ∈ Qq(ζp)[[t]] which converges for
ordp t > 0.




pj ). Then this infinite product converges in the



































such that ordp γ1 =
1
p−1 .





















































































where the last equality holds for i ≥ 0 due to the fact that the real valued function
g(y) = p
y
p−1 − y is increasing for y ≥ 1. And therefore,
pi
p−1 − i tends to ∞ as i tends to























converges for ordp t > 0.









µ) where the aµ are the Teichmüller lifts of the





where φ(t) is the series in the previous proposition. Then since σ(aµ) = a
p
µ and θ1(t) =
φ(t)/φ(tp), we have that F (x) =
H(x)
Hσ(xp)
. And it is easily seen that H(x) ∈ Bf̄ (0, 0)
(for instance, by an analogue of Lemma 2.2.7).
Hence, indeed we can write F (x) =
H(x)
Hσ(xp)














for i = 1, 2, ..., n.






even though the individual map “multiplication by H(x)” (defined on





. Let φ(t) be the
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since the operator xi
∂
∂xi





as the derivative only introduces integer coeffi-
cients. In fact, we can show something stronger.
Proposition 2.2.23. Let H̃(x) be the be the power series as defined above. Then for




























































































































, pLi ◦ α0 = α0 ◦ Li.
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Proof.














































































































= α0 ◦ Li
where the chain of equalities follow from the commutativity properties proved above:
Proposition 2.2.17, Lemma 2.2.18 and Lemma 2.2.19.





, qLi ◦ α = α ◦ Li.
Proof. This result is a trivial consequence of Proposition 2.2.24 and statement (c) in
Proposition 2.2.17.
We may now construct the Koszul complex on which the Frobenius maps qjα act





. Then the linear operators Li : M → M commute
with eact other, that is, LiLj = LjLi for all i, j ∈ {1, 2, ..., n} since the mixed partial
derivatives are equal independent of the order of differentiation. Let S be the ring
Z[L1, L2, ..., Ln]. Then M has a natural S-module structure under the action Li.m =
Li(m) for m ∈M . Let L = (L1, L2, ..., Ln) and let K•(L, S) denote the Koszul cochain
complex on S with respect to L. Let K•(L,M) := K•(L, S)⊗SM . We will construct this
complex by first constructing K•(L, R) as follows. Set KiS = 0 for i ∈ Z−{0, 1, 2, ..., n}.
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Then set K0S = S and K
1
S = S
n. Set KiS =
∧i(K1S), the i-th exterior power of the free
S-module, K1S of rank n, for i = 2, 3, ..., n. Let {e1, e2, ..., en} be a basis for K1S . Then









S(ej1 ∧ ej2 ∧ ... ∧ eji)




S are given by
∂iS(ej1 ∧ ej2 ∧ ... ∧ eji) =
n∑
k=1
Lk(ek ∧ ej1 ∧ ej2 ∧ ... ∧ eji)




Tensoring the complex K•(L, S) with M over S, we get the complex K•(L,M)





M(ej1 ∧ ej2 ∧ ... ∧ eji)
for i = 2, 3, ..., n with the boundary maps ∂i : Ki → Ki+1 given by
∂i(mej1 ∧ ej2 ∧ ... ∧ eji) =
n∑
k=1
Lk(m)(ek ∧ ej1 ∧ ej2 ∧ ... ∧ eji)
for i = 1, 2, ..., n − 1 and ∂0 : K0 → K1 is given by ∂0(m) =
n∑
k=1
Lk(m)ek. It is easily
seen that ∂S∂S = 0 and ∂∂ = 0.
We may now define the S-linear map Frob : K•(L,M)→ K•(L,M) as follows. For




qn−iα(ej1 ∧ ej2 ∧ ... ∧ eji)
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and define Frob|0 : K0 → K0 by Frob|0 = qnα.
0 K0 ∼= M K1 ∼= M(
n
1) K2 ∼= M(
n
2) ... Kn ∼= M 0













∂0 ∂1 ∂2 ∂n−1
Figure 2.1: Action of the Dwork Frobenius on the Dwork Complex: r = 1 case
Proposition 2.2.26. The map Frob defined above is a chain map on the complex,
K•(L,M).
Proof. For each i = 0, 1, 2, ..., n − 1 and 1 ≤ j1 < j2 < ... < ji ≤ n and for m ∈ M , we
have
∂i ◦ Frob|i [m(ej1 ∧ ej2 ∧ ... ∧ eji)] = ∂i
[

























Lk(m)(ek ∧ ej1 ∧ ej2 ∧ ... ∧ eji)
= Frob|i+1 ◦ ∂i [m(ej1 ∧ ej2 ∧ ... ∧ eji)]
where the crucial fourth equality follows from Corollary 2.2.25.
Theorem 2.2.27.








Proof. The result follows from Theorem 2.2.15 and from the observation that
[
det(I− qjαT )
](nj) = det(I− TFrob|n−j)
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for j = 0, 1, ..., n.
The complex constructed above is called the Dwork complex and its cohomology is
called the Dwork cohomology. It is natural to ask if there is an equivalent statement of
the above theoerem on cohomology. That is, when we write
Frob|n−j as Frob|n−j
Kn−j
to emphasize that the map Frob|n−j acts on the infinite dimensional Banach space,
Kn−j , and when we write
H(Frob)|n−j
Hn−j(K•)
to denote the corresponding map on the cohomology, do we have
det(I− TFrob|n−j
Kn−j
) = det(I− TH(Frob)|n−j
Hn−j(K•)
) ?
We note from ([Ser62]: Proposition 2) that if the images of the boundary maps ∂i
in the complex are closed subspaces, then the maps H(Frob)|n−j
Hn−j(K•)
are well defined
and the above equation holds. However, it is not always the case that the images
are closed. To rectify this difficulty, Monsky [Mon70] instead defines a larger class of
operators called nuclear maps that generalize completely continuous operators. Nuclear
maps are trace-class operators that have well-defined traces and Fredholm determinants.
Completely continuous operators are special cases of nuclear maps whose traces can be
realized in terms of orthonormal bases, and for which Serre’s result applies. However,
Monsky’s theorem ([Mon70]: Theorem 6.11) shows that the Frob|n−j
Kn−j
being nuclear
on Kn−j imply that the H(Frob)|n−j
Hn−j(K•)
are nuclear on Hn−j(K•) as well. And thus,
the boxed equation above holds true. Hence, we have
Theorem 2.2.28.













A Generalized Dwork Trace
Formula
The goal of this chapter is to prove an analogue of Corollary 2.2.8 for the exponential
sums we defined in Section 2.1.3 of Chapter 2, for the case when r > 1. This depends
on evaluating the character values inside the exponential sums S∗l using the p-adic
interpolation of characters by Theorem 2.1.18 [Bla03] for the case when r > 1 and
obtaining estimates for the growth of the coefficients of the associated power series
analogous to the series F (x) that we had in the case when r = 1 in Chapter 2. That is,
we express






for some power series Fi,j(x) in nr variables and then obtain estimates for the p-adic
size of the coefficients of the power series F0,0(x) in terms of an appropriate weight
function and prove the analogous results Proposition 3.2.25 and Corollary 3.2.30 for the
case when r > 1. Having established these results, a generalized Dwork trace formula
is proven easily by following the arguments in Chapter 2 (please see the beginning of
Chapter 4). Note that the analogue of Proposition 2.1.26 is easily proven (by the same
argument) for r > 1 (please see the beginning of Chapter 4).
For a better exposition of the results, to clarify the development of the cumbersome
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notation and to identify and clarify technical issues, we will first consider the single
variable case and further specializing to the cases when r = 2 and r = 3. We will then
generalize the results to the multivariable case for all r > 1.
3.1 The Single Variable Case
Let r be a positive integer and let f̄(x̄) ∈ (Zq/prZq)[x̄] be a polynomial in one variable
of degree m written out as
f̄(x̄) = āmx̄
m + ām−1x̄
m−1 + ...+ ā1x̄.






Θ(r) ◦ τ(q, l, r)(f̄(x̄)) (3.1.1)
as defined in Chapter 2 earlier for the case when r = 1 and obtain a similar p-adic









k in terms of Teichmüller digits
xk satisfying x
ql−1







in terms of Teichmüller digits aµ,j satisfying a
q
µ,j = aµ,j for µ = 1, 2, ...,m.







in terms of Teichmüller digits xj satisfying x
ql
j = xj . Then consider a monomial x̄
µ for a
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nonnegative integer exponent µ. Writing x̄ as above when evaluating the character sum







occurring in the multinomial expansion of
x̄µ = (x0 + x1p+ ...+ xr−1p
r−1)µ.
And note that we are only interested in those monomials for which the exponent of p,
ν(p) is less than r. The following lemmas are useful in determining the monomials of
interest.
Lemma 3.1.1. Let R be an arbitrary commutative ring with unity and of characteristic
pr. Let y = (y0 + y1p+ ...+ yr−1p
r−1) ∈ R[y0, y1, ..., yr−1]. Then
(a) There exists a unique R-linear derivation, D : R[y0, y1, ..., yr−1]→ R[y0, y1, ..., yr−1]
defined by D(yi) = yi+1 for i = 0, 1, ..., r − 2 and D(yr−1) = 0.
(b) For a given positive integer m, the monomials occurring in the multinomial expan-
sion of ym satisfy the following:
If none of the multinomial coefficients are divisible by p, then
(i) The monomials occuring as coefficients of p are those occurring in D(ym0 ).
(ii) Similarly, for each i = 1, 2, ..., r− 2, the monomials occuring as coefficients of
pi+1 are precisely those occurring in the image under D of those monomials
occurring as coefficients of pi.
Proof.
(a) Suppose there exists such a derivation, D. Clearly D(1) = 0. An easy induction
shows that D(ymi ) = my
m−1
i yi+1 for any positive integer m and for i = 0, 1, ..., r−2.
And hence, for a given monomial
r−1∏
i=0







using the Leibniz rule. Existence and uniqueness of D follows.
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(b) Consider the r ×m matrix

y0 y0 ... y0










A monomial occurring in the multinomial expansion of ym corresponds to a choice
of m entries in the matrix one from each column such that the power of p in the
product of the chosen entries is less than r. The operator D acts on this monomial
precisely by replacing exactly one entry in the chosen product by the corresponding
entry (excluding the p-power) in the next row and then summing over all such
replaced products. (And if an entry is already in the last row, then we simply set
the corresponding replaced product to be equal to zero).
For example, the monomial, ym−20 y
2
1 occurring as a coeffifient of p
2 in the expansion
of ym may be realized as the choice v = (y1p, y0, y1p, y0, y0, ..., y0) where the i-th
element of the vector v is chosen from the i-th column of the matrix. Then
D(ym−20 y
2







corresponds to the collection {v(j)} ofm vectors such that each of the v(j) differs from
v in exactly one coordinate where the entry in v is replaced by the corresponding
entry (excluding the p-power) in the next row of the matrix. And this is precisely
how we obtain the monomials occurring as coefficients of pi in the multinomial
expansion of ym.
Remark 3.1.2. Note that there will be more complications in finding the monomials
occurring as coefficients of pi in the multinomial expansion of ym in the above lemma if
the multinomial coefficients are divisible by p. However, since we are interested in the p-
adic growth of the coefficients of the power series analogous to G1(x) obtained from sums
of character values of f̄(x̄), the above lemma is still useful to provide reasonable bounds
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for the p-adic size of the coefficients. The p-divisibility of the multinomial coefficients
only help rather than hurt us.
The following lemma is a well-known fact in combinatorics.
Lemma 3.1.3.





is the number of partitions of n.
Proof.
We have a bijection between the set of all partitions of n and the set of all nonnegative
integer solutions b = (b1, b2, ..., bn) to the given equation described as follows. Given a
partition of n, a = (a1, a2, ..., ak) for some k ≤ n such that ai ≥ ai+1 > 0 for all i, we
obtain a nonnegative integer solution b = (b1, b2, ..., bn) in the following way. For each








whence b is a solution. It is easily seen that the mapping a 7→ b is a bijection.
3.1.1 Monomial Vectors
Lemma 3.1.1 motivates us to define a collection of vectors I(µ, r) ⊂ Zr≥0 associated to
each positive power µ of a variable y taking values in Zql/prZql as follows. A vector





r−1 occurs in the multinomial expansion of (y0+y1p+...+yr−1p
r−1)µ (mod pr).
The set I(µ, r) can be computed by using Lemma 3.1.1. And on I(µ, r), we define the
map d : I(µ, r)→ {0, 1, ..., r−1} which sends k = (k0, k1, ..., kr−1) 7→
r−1∑
j=0
jkj so that d(k)




r−1 is the coefficient in the
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multinomial expansion. For convenince, let us refer to any k ∈ I(µ, r) as a monomial
vector.
In order to better understand the structure of I(µ, r), let us consider the following
example. Let µ = 3, r = 4 and M be the 4× 7 matrix,

3 2 2 1 2 1 0
0 1 0 2 0 1 3
0 0 1 0 0 1 0
0 0 0 0 1 0 0

so that the columns of M are the elements in I(3, 4). Notice that we divided the
matrix into four blocks each corresponding to a p-power. That is, the monomial vectors
belonging to the same block correspond to the monomials that occur as coefficients of
the same p-power in the multinomial expansion assuming that none of the multinomial
coefficients is divisible by p. The first block consists of a single column that corresponds
to the monomial y30. The second block consists of a single column that corresponds to
the monomial y20y1 that is obtained by applying the derivation in Lemma 3.1.1 to the
columns in the first block. And similarly, the third block consists of the two columns
that are derived from the columns in the previous (the second) block, and so on.
Hence, it makes sense to partition I(µ, r) as
I(µ, r) = I1(µ, r)q I2(µ, r)q . . .q Ir(µ, r) (3.1.2)
where I1(µ, r) = {(µ, 0, 0, ..., 0)} and for each i such that 2 ≤ i ≤ r, Ii(µ, r) is the collec-
tion of vectors derived from Ii−1(µ, r) as per Lemma 3.1.1. Thus, in the (typical, worst)
case when none of the multinomial coefficients are divisible by p, Ij(µ, r) consists of those
monomials that are coefficients of pj occurring in the multinomial expansion. Then with
the decomposition in equation 3.1.2, Lemma 3.1.3 implies the following proposition.
Proposition 3.1.4.
Let µ be a positive integer. For any nonnegative integer n, let P (n) denote the number
of partitions of n. (Recall that P (0) = 1 by convention). Let I(µ, r) be decomposed as
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in equation 3.1.2. Then we have the following.
(a) If µ ≥ r − 1, then the cardinality of Ir(µ, r) is P (r − 1).
(b) For each i such that 1 ≤ i ≤ r, the cardinality of Ii(µ, r) is the cardinality of Ii(µ, i).




(d) If µ < r − 1, then the cardinality of Ir(µ, r) is strictly less than P (r − 1) and hence





For part (a), first assume r > 1 and recall that Ir(µ, r) is the collection of monomial
vectors corrsponding to the monomials occurring as coefficients of pr−1 in the expansion
of (y0 + y1p + ... + yr−1p
r−1)µ. Observe that when µ ≥ r − 1, the monomials vectors
in Ir(µ, r) can be obtained by successively applying the derivation in Lemma 3.1.1 to
Ii(µ, r) for i = 1, 2, ..., r−1, and these corresponds to all the monomials obtained from yµ0
through differentiation using the usual Leibniz rule since the least possible exponent of
y0 (obtained by applying the derivation in Lemma 3.1.1 (r−1) times) is µ−(r−1) which
is nonnegative. In this case, the cardinality of Ir(µ, r) is precisely the number of ways of
choosing a collection of elements (with repetitions) from the set {y0, y1p, ..., yr−1pr−1}
such that the power of p of the product of the chosen elements is exactly pr−1 and this
is same as the number of nonnegative integer solutions to the equation
n∑
j=1
jbj = r − 1 (3.1.3)
where bj refers to the number of repetitions of the term yjp
j that occurs in the product
(of the chosen elements). By Lemma 3.1.3, this number is P (r − 1). In other words, if
S is the set of all nonnegative solutions to equation 3.1.3, then the map h : Ir(µ, r)→ S
defined by h(k) = (k1, k2, ..., kr−1) is a bijection. (For the case when r = 1 it is trivial
to check that Ir(µ, r) has cardinality P (0) = 1).
Part (b) trivially follows from the definitions of Ii(µ, r) and Ii(µ, i) along with Lemma
3.1.1. Part (a) along with part (b) and equation 3.1.2 implies part (c). Finally, when
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µ < r − 1, then on one hand, every monomial vector in Ir(µ, r) corresponds to a
unique nonnegative soluton of equation 3.1.3. In other words, if S is the set of all
nonnegative solutions to equation 3.1.3, then the map h : Ir(µ, r) → S defined by
h(k) = (k1, k2, ..., kr−1) is injective. However the map is not surjective since not all
nonnegative solutions to equation 3.1.3 give rise to monomial vectors, for example, the
vector (µ− (r− 1), r− 1, 0, 0, ..., 0) is not in I(µ, r) since the first coordinate is negative.
Hence we have part (d).
For each µ ∈ {1, 2, ...,m}, it is often convenient to represent I(µ, r) as a matrix
M(µ, r) whose columns are the elements of I(µ, r), arranged in a lexicographic order
starting from I1(µ, r) to Ir(µ, r) where the columns corresponding to each of the Ii(µ, r)
are again arranged in a lexicographic order determined be the corresponding partitions
of (i− 1).
For example, for µ = 5 and r = 4, we have
M(5, 4) =

5 4 4 4 4 3 3
0 1 0 2 0 1 3
0 0 1 0 0 1 0
0 0 0 0 1 0 0

and for µ = 1 and r = 4, we have
M(1, 4) =

1 0 0 0 0
0 1 0 2 0
0 0 1 0 0
0 0 0 0 1














µ µ− 1 µ− 1 µ− 2
0 1 0 2




µ µ− 1 µ− 1 µ− 1 µ− 1 µ− 2 µ− 2
0 1 0 2 0 1 3
0 0 1 0 0 1 0
0 0 0 0 1 0 0
 ,
and so on. It is easy to see from 3.1.2 and by the definition of M(µ, r) that the following
lemma holds.
Lemma 3.1.5.
Given µ ∈ {1, 2, ...,m}, for each r ≥ 2, the matrix M(µ, r) is obtained from the ma-
trix M(µ, r − 1) by first appending an all-zero row and then appending new columns
obtained by applying Lemma 3.1.1 to the monomials corresponding to the columns in
M(µ, r − 1) and then arranging these columns in the lexicographic order determined by
the corresponding partitions or (r − 1). That is,
M(µ, r) =
M(µ, r − 1) Lemma 3.1.1 ◦M(µ, r − 1)
0 Lemma 3.1.1 ◦M(µ, r − 1)
 .
3.1.2 Growth of Coefficients of the Power Series associated to f̄
With the above definition of monomial vectors, we may rewrite the polynomial f̄(x̄)













































for some integer coefficients cµ,k, where the variable x̄ has its p-adic expansion in terms








s is the p-adic
representation of the āµ in terms of Teichmüller digits, aµ,s.
Now, if x̄ ∈ (Zql/prZql) and if we denote the vector of Teichmüller variables (x0, x1, ..., xr−1)
by x, then applying the character Θr ◦ τ(q, l, r) to f̄(x̄) we get























































































where the third equality follows from Theorem 2.1.18 and the fourth equality follows
from the fact that aqµ,s = aµ,s, and hence we have obtained an analogue of Proposition
2.1.21 in the previous chapter.

















where x = (x0, x1, ..., xr−1), the aµ,s are the Teichmüller digits of the coefficients āµ as
defined before and the cµ,k are the integer coefficients obtained from the multinomial
expansions as discussed before.
With the above definition we have










Let us now analyze the growth of the coefficients of the basic series F0,0(x). In order to
emphasize the degree, m of the polynomial, f̄ (which is useful in determining the weight
functions) it is sometimes useful to incorporate that into the notation. Consider
F
(m)





























where I(µ, r, s) is the subset of I(µ, r) consisting of those monomial vectors k for which













































































































by the p-adic analytic properties of the function θr−d(k)−s(t) established earlier.
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for some coefficients B(µ,r,s)(k, h




by Proposition 3.1.7. Rewriting F
(m)







we see that the coefficients A(κ) are given as follows.
Definition 3.1.8. We say that the polynomial f(x) ∈ Qq[x0, x1, ..., xr−1] is the r-
expansion of f̄(x̄) if f(x) is the last expression in Equation 3.1.4 with the coefficients






Definition 3.1.9. Let J(f̄ , r, κ) be the set of all solutions in Zr≥0 to the system of
equations
K(f̄ , r) · h = κ (3.1.8)
where K(f̄ , r) is a matrix with r rows and whose columns are all the possible monomial
vectors occurring in the r-expansion of f̄(x̄). It is convenient to index the columns as
k(s,µ,i(s,µ)) where s runs from 0 through r − 1, µ runs from 1 through m, and for each
fixed pair (s, µ), i(s,µ) runs from 1 through the cardinality of I(µ, r, s) which we denote
by ρ̄(µ, r, s). In this way, it is useful to think of the matrix K(f̄ , r) as consisting of r
blocks, one each for s = 0, 1, 2, ..., r − 1; arranged from left to right.
The following lemma is useful in computing K(f̄ , r) recursively.
Lemma 3.1.10.
For each r ≥ 2, the matrix K(f̄ , r) is obtained from the matrix K(f̄ , r−1) by first append-
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ing an all-zero row and then appending new columns obtained by applying Lemma 3.1.1
to the monomials corresponding to the columns in K(f̄ , r− 1) for each µ ∈ {1, 2, ...,m}
and then finally repeating all the columns of K(f̄ , r − 1), K(f̄ , r − 2) and so on until
K(f̄ , 1) with an all-zero row appended. That is,
K(f̄ , r) =
K(f̄ , r − 1) Lemma 3.1.1 ◦K(f̄ , r − 1) K(f̄ , r − 1) K(f̄ , r − 2) . . . K(f̄ , 1)
0 Lemma 3.1.1 ◦K(f̄ , r − 1) 0 0 0 0

Before we state the proof of this lemma, here is an example to see how this lemma
works. Let m = 4. Then we have:
K(f̄ , 1) =
[
1 2 3 4
]
,
K(f̄ , 2) =
1 0 2 1 3 2 4 3 1 2 3 4
0 1 0 1 0 1 0 1 0 0 0 0
 ,
K(f̄ , 3) =

1 0 0 2 1 1 0 3 2 2 1 4 3 3 2 1 0 2 1 3 2 4 3 1 2 3 4
0 1 0 0 1 0 2 0 1 0 2 0 1 0 2 0 1 0 1 0 1 0 1 0 0 0 0
0 0 1 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
 ,
and so on. K(f̄ , 1) has just one “big block”, corresponding to s = 0. K(f̄ , 2) has two
“big blocks” (demarcated by ||), the leftmost corresponding to s = 0 and the rightmost
corresponding to s = 1. In other words, K(f̄ , 3) can be broken as
K(f̄ , 2) =
[
K0(f̄ , 2) K1(f̄ , 2)
]
where
K0(f̄ , 2) =
1 0 2 1 3 2 4 3
0 1 0 1 0 1 0 1
 , and
88
K1(f̄ , 2) =
1 2 3 4
0 0 0 0
 .
Likewise, K(f̄ , 3) has three “big blocks” (demarcated by ||), the leftmost corresponding
to s = 0, the middle one corresponding to s = 1, and the rightmost corresponding to
s = 2. In other words, K(f̄ , 3) can be broken as
K(f̄ , 3) =
[
K0(f̄ , 3) K1(f̄ , 3) K2(f̄ , 3)
]
where
K0(f̄ , 3) =

1 0 0 2 1 1 0 3 2 2 1 4 3 3 2
0 1 0 0 1 0 2 0 1 0 2 0 1 0 2
0 0 1 0 0 1 0 0 0 1 0 0 0 1 0
 ,
K1(f̄ , 3) =

1 0 2 1 3 2 4 3
0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 0
 , and
K2(f̄ , 3) =

1 2 3 4
0 0 0 0
0 0 0 0
 .
We thus observe that K(f̄ , 2) is obtained as follows. K0(f̄ , 2) is just all the monomial
vectors in K(f̄ , 1) appended with 0 (for the new Teichmüller variable, x1) along with
the new monomials derived from these using Lemma 3.1.5. And K1(f̄ , 2) is just all the
monomial vectors in K(f̄ , 1) appended with 0 and nothing more, for there is already a
p-power due to s = 1, and we can afford no more p powers when r = 2.
Similarly, K(f̄ , 3) is obtained as follows. K0(f̄ , 3) is just all the monomial vectors
in K(f̄ , 2) appended with 0 (for the new Teichmüller variable, x2) along with the new
monomials derived from these using Lemma 3.1.5. And K1(f̄ , 3) is just all the monomial
vectors in K(f̄ , 2) appended with 0 and nothing more due to s = 1, and any additional
monomials will have a higher p-power. Finally, K2(f̄ , 3) is just all the monomial vectors
in K(f̄ , 1) appended with 0 and nothing more due to s = 2, again since any additional
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monomials will have a higher p-power.
We are now ready to understand the proof of Lemma 3.1.10 better.
Proof of the lemma. That the first block in the matrix K(f̄ , r) corresponding to s = 0 is
obtained in the way described follows from Lemma 3.1.5. Then the block corresponding
to each s > 1 (having an intrinsic p-power, namely, ps associated to it) is precisely given
by the block K(f̄ , r − s)
0

for the monomials corresponding to those columns are the only ones for which the















































where the last equation is for notational convenience (let us write hs,µ,i(s,µ) for h
(s,µ,i(s,µ))
both denoting the (s, µ, i(s,µ))-th component of the vector h). Using Proposition 3.1.7 we
obtain the following estimate (Proposition 3.1.12) on the p-adic size of the coefficients
A(κ). Before we state the proposition let us first define JQ(f̄ , r, κ) to be the set of all





ρ̄(µ, r, s) is the number of columns of the matrix
K(f̄ , r), to the system of equations 3.1.8. Let us also define a weight functiton as follows.
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We say that w(κ) is the weight of κ.


























































































We make the observation that the weight function w : Zr≥0 → R≥0 defined above
(Definition 3.1.11) is an “intuitive” weight function that satisfies the following properties
for κ, κ1, κ2 ∈ Zr≥0 and for c ≥ 0:
(i) w(κ) = 0 ⇐⇒ κ = 0
(ii) w(cκ) = cw(κ)
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(iii) w(κ1 + κ2) ≤ w(κ1) + w(κ2)
The third property is not as easily seen as the other two. The following lemma helps.
Lemma 3.1.13. Let K be an r×c matrix with c ≥ 1 and with entries in Q≥0. For each
κ ∈ Zr≥0, let J(κ) be the set of all solutions in Qc≥0 of the matrix equation Kh = κ, and
let v : Zr≥0 → R≥0 be a function defined by
v(κ) := inf{`(h) : h ∈ J(κ)}
where `(h) is a linear form in h with coefficients in Q≥0. Then for κ1, κ2 ∈ Zr≥0, we
have
v(κ1 + κ2) ≤ v(κ1) + v(κ2).
Proof. If h1 ∈ J(κ1) and h2 ∈ J(κ2), then clearly h1 + h2 ∈ J(κ1 + κ2). Thus, if J(κ1)
and J(κ2) are both nonempty, J(κ1 + κ2) is nonempty and
v(κ1 + κ2) ≤ `(h1 + h2) = `(h1) + `(h2).
The above inequality is true for all h1 ∈ J(κ1) and for all h2 ∈ J(κ2). It follows that
v(κ1 + κ2) ≤ v(κ1) + v(κ2).
The inequality holds trivially when either of J(κ1) and J(κ2) is empty, then the above
inequality holds trivially.
We now define a diagrammatic weight function which we later show is a good es-
timate for the weight function defined above. For the case when r = 1, the Newton
polyhedral (diagram) weight function [AS87a] that we defined in Chapter 2 coincides
with an “intuitive” analytical weight function as we saw in Corollary 2.2.4. However,
for r > 1, we will see that the following diagram weight function does not coincide with
the “intuitive” analytical weight function (Definition 3.1.11), but merely approximates
it.
Definition 3.1.14. For y = (y0, y1, ..., yr−1) ∈ Zr≥0, define the following:
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• w∆(y) := max{w1(y), w2(y)}.
We say that w∆(y) is the level-r ∆-diagram weight of y. The reasons for this nomen-
clature will soon become clear as soon as we see the special cases when r = 2 and
r = 3.
At this point, let us consider the special cases when r = 2 and r = 3 and eventually
observe the general pattern in order to define a good diagram weight function that helps
us build p-adic Banach spaces leading to a trace formula.
3.1.3 The case when r = 2
In this case, we have that s runs from 0 through 1 and for each µ = 1, 2, ...,m, we have
I(µ, 2, 0) = {(µ, 0), (µ−1, 1)} and I(µ, 2, 1) = {(µ, 0)}. Thus the matrix K(f̄ , 2) consists
of (a maximum of) 2m+m = 3m columns. Let us write out the matrix as
1 0 2 1 . . . m m− 1 1 2 . . . m
0 1 0 1 . . . 0 1 0 0 . . . 0

where the first big block (demarcated by ||) corresponds to s = 0 and the next big block
corresponds to s = 1. Then the system of equations
K(f̄ , r) · h = κ
read as follows.
[h(0,1,1) + 2h(0,2,1) + 3h(0,3,1) + . . .+mh(0,m,1)]
+[0 + h(0,2,2) + 2h(0,3,2) + . . .+ (m− 1)h(0,m,2)]
+[h(1,1,1) + 2h(1,2,1) + 3h(1,3,1) + . . .+mh(1,m,1)] = κ0 (3.1.10)
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h(0,1,2) + h(0,2,2) + . . .+ h(0,m,2) = κ1 (3.1.11)
Let us now obtain a bound for w(κ) and hence for ordpA(κ) in terms of the diagram
weight w∆(κ) for the case when r = 2.
At this moment we present a geometric interpretation of the diagram weight hence
justifying the name.
Definition 3.1.15. For each column, k of the matrix K(f̄ , r), (see Definition 3.1.9),
divide its components by pd(k)+s where we recall that d(k) =
r−1∑
j=1
jkj is the exponent
of p corresponding to the monomial vector k, and s is the block in which k is in. Let
K∆(f̄ , r) be the new matrix obtained after this division.
Then, for r = 2, we have
K∆(f̄ , 2) =
















0 0 . . . 0

We similarly obtain the matrix K∆(f̄ , r) for all r ≥ 2. For our example, when m = 4,
we have
K∆(f̄ , 1) =
[
1 2 3 4
]
,
K∆(f̄ , 2) =







p 0 0 0 0
 , and
K∆(f̄ , 3) =
[




K∆,0(f̄ , 3) =





























0 0 0 1
p2




























0 0 0 0 0 0 0 0
 , and










0 0 0 0
0 0 0 0
 .
We have the following proposition.
Proposition 3.1.16. Let m be a positive integer with m > 1. Let S be the set of all
columns of the matrix K∆(f̄ , 2) along with the zero vector. Then the convex hull of S





p), (m, 0) and (0, 0). And the faces of the polygon lie in the hyperplanes
x0 = 0, x1 = 0, w1(x0, x1) = 1 and w2(x0, x1) = 1.
Remark 3.1.17. Note that the convex hull of S is the same as the convex hull of the
set of all columns of K∆(f̄ , 2) that lie in the first (s = 0) block, along with the zero
vector.
Proof of Proposition 3.1.16. The proof is trivial. (Observe that the hyperplane w1(x0, x1) =




p) and the hyperplane













Figure 3.1: The level-2 ∆-diagram corresponding to f̄ with m = 4 and p = 5
Let us call the polygon in the previous proposition the level-2 ∆-diagram of f̄ ,
and denote it by ∆(f̄ , 2). Please see the figure above for an example.
By the arguments similar to those in Proposition 2.2.2, one can show the following
result.
Proposition 3.1.18. For y = (y0, y1) ∈ Z2≥0, w∆(y) is the smallest nonnegative rational
number, b such that the convex set b∆(f̄ , 2) := {bα : α ∈ ∆(f̄ , 2)} includes y.
We now claim that the following is true.

































































where the last equality follows from Equation 3.1.11.
Now if h ∈ JQ(f̄ , 2, κ), then since all of its components are nonnegative, we have
from Equation 3.1.10 that
m[h(0,1,1) + h(0,2,1) + h(0,3,1) + . . .+ h(0,m,1)]
+(m− 1)[h(0,1,2) + h(0,2,2) + h(0,3,2) + . . .+ h(0,m,2)]
+m[h(1,1,1) + h(1,2,1) + h(1,3,1) + . . .+ h(1,m,1)] ≥ κ0.
Then by using Equation 3.1.11 in the above inequality, we arrive at

















































































































On the other hand, from Equation 3.1.12, we also have
w(κ) ≥ κ1
=⇒ pw(κ) ≥ pκ1 = w1(κ).
Thus, we have
pw(κ) ≥ max{w1(κ), w2(κ)} = w∆(κ).
From the above proposition along with Proposition 3.1.12, we observe that the di-
agram weight provides a quick easy estimate of the p-adic size of the coefficients A(κ).
Let us state this result for convenience.







Proof. Combine the results of Proposition 3.1.12 and Proposition 3.1.19.







for all r > 1. This is indeed true for the case when r = 3 as we will see in the next
subsection. Before we proceed to the r = 3 case, let us briefly discuss how the trace
formula extends immediately to the r = 2 case.
Trace Formula for the case when r = 2
Let us summarize the results for the case when r = 2 as follows.
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Proposition 3.1.21.
Let r = 2 and let F0,0(x) be the power series associated to the polynomial f̄(x̄) defined













Then, on writing F0,0(x) =
∑
κ∈Zr≥0




where w∆(κ) is the diagrammatic weight of κ described as before.
The following results from the base case when r = 1 generalize gracefully in the
r = 2 case as well. Set M(f) := Zr≥0.
Proposition 3.1.22. The diagrammatic weight function w∆ satisfies the following prop-
erties:
(i) For each κ ∈M(f), w∆(κ) is the smallest nonnegative rational number b such that
κ ∈ b∆(f̄ , 2) = {v ∈ Rr : bv ∈ ∆(f̄ , 2)} where ∆(f̄ , 2) is the level-2 ∆-diagram of
f̄ as described before.
(ii) For α, β ∈M(f), we have
(a) w∆(α) = 0 ⇐⇒ α = 0.
(b) w∆(cα) = cw∆(α) if c ≥ 0.
(c) w∆(α+ β) ≤ w∆(α) + w∆(β)







(i) follows from an argument very similar to the analogous argument for the case when
r = 1 given in the proof of Proposition 2.2.2. Then (ii) follows from (i). And (iii)
follows from an analogous argument as in Corollary 2.2.5.
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We are now in a position to construct certain p-adic Banach spaces associated to the
polynomial f̄ as in the r = 1 case. For each rational number b ≥ 0, given a p-adic field,




A(ν)xν : A(ν) ∈ K, inf
ν∈M(f)
{ordpA(ν)− w∆(ν)b} > −∞
 .
As before, we will omit the field K in the notation Bf̄ (b,K) and simply write Bf̄ (b) once
we have chosen the field, K. The choice of the field depends on the denominator of b
and the positive integer, D in the previous proposition. By Dwork’s theory, we observe
that the Bf̄ (b) are p-adic Banach spaces and we have
Proposition 3.1.23. For rational numbers b′ > b ≥ 0, we have that the inclusion map
i : Bf̄ (b
′) ↪→ Bf̄ (b) is completely continuous.
And we observe that the space Bf̄ (b) can be expressed in terms of smaller subspaces,
Bf̄ (b, c) for real numbers c as follows. Define
Bf̄ (b, c) :=
 ∑
ν∈M(f)
A(ν)xν : A(ν) ∈ K, ordpA(ν) ≥ w∆(ν)b+ c

so that Bf̄ (b) =
⋃
c∈R
Bf̄ (b, c). Then the following lemma (analogous to Lemma 2.2.7)
holds.
Lemma 3.1.24. Let b be a nonnegative rational number and let c, c′ be real numbers.
Then the following assertions hold.
1. Bf̄ (b, c)Bf̄ (b, c
′) ⊂ Bf̄ (b, c+ c′)
2. If ξ(x) ∈ Bf̄ (b, c), then ξ(xp) ∈ Bf̄ (b/p, c)
3. If rational numbers b′ > b > 0, then Bf̄ (b
′, c) ⊂ Bf̄ (b, c)












Proof. It follows from Proposition 3.1.21.
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Now let σ denote the Frobenius generator ofGal(Qq(ζpr)/Qp(ζpr)). Then for any Laurent
series, F (x) =
∑
ν
A(ν)xν ∈ Qq(ζp) ((x1, x2..., xn)), we can define the element obtained





σi(A(ν))xν for i = 0, 1, 2, ..., (a−1).
Then we have the following corollary.
Corollary 3.1.26.














































































Then it is clear from the above lemma and from the fact that ordp σ
j(aµ,s) =












follows from part (a) and applying the lemma again.
We now see that Dwork’s Trace Formula extends naturally to this case when r = 2
with the ∆-diagrammatic weight function w∆.
101
3.1.4 The case when r = 3
We now have that s runs from 0 through 2 and for each µ = 1, 2, ...,m, we have
I(µ, 3, 0) = {(µ, 0, 0), (µ−1, 1, 0), (µ−1, 0, 1), (µ−2, 2, 0)} and then I(µ, 3, 1) = {(µ, 0, 0), (µ−
1, 1, 0)} and then I(µ, 3, 2) = {(µ, 0, 0)}. Then, for example, when m = 4, recall that
the matrix K(f̄ , 3) is given by Lemma 3.1.10:
K(f̄ , 3) =
[
K0(f̄ , 3) K1(f̄ , 3) K2(f̄ , 3)
]
where
K0(f̄ , 3) =

1 0 0 2 1 1 0 3 2 2 1 4 3 3 2
0 1 0 0 1 0 2 0 1 0 2 0 1 0 2
0 0 1 0 0 1 0 0 0 1 0 0 0 1 0
 ,
K1(f̄ , 3) =

1 0 2 1 3 2 4 3
0 1 0 1 0 1 0 1
0 0 0 0 0 0 0 0
 , and
K2(f̄ , 3) =

1 2 3 4
0 0 0 0
0 0 0 0
 .
That is,
K(f̄ , 3) =

1 0 0 2 1 1 0 3 2 2 1 4 3 3 2 1 0 2 1 3 2 4 3 1 2 3 4
0 1 0 0 1 0 2 0 1 0 2 0 1 0 2 0 1 0 1 0 1 0 1 0 0 0 0
0 0 1 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0

where the first (leftmost) big block (demarcated by ||) corresponds to s = 0 and the
next big block corresponds to s = 1 and the last big block corresponds to s = 2.
For a general m, the system of equations
K(f̄ , r) · h = κ
read as follows.
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[h(0,1,1) + 2h(0,2,1) + 3h(0,3,1) + . . .+mh(0,m,1)]
+[0 + h(0,2,2) + 2h(0,3,2) + . . .+ (m− 1)h(0,m,2)]
+[0 + h(0,2,3) + 2h(0,3,3) + . . .+ (m− 1)h(0,m,3)]
+[0 + 0 + h(0,2,4) + . . .+ (m− 2)h(0,m,4)]
+[h(1,1,1) + 2h(1,2,1) + 3h(1,3,1) + . . .+mh(1,m,1)]
+[0 + h(1,1,2) + 2h(1,2,2) + . . .+ (m− 1)h(1,m,2)]
+[h(2,1,1) + 2h(2,2,1) + 3h(2,3,1) + . . .+mh(2,m,1)] = κ0 (3.1.13)
[h(0,1,2) + h(0,2,2) + . . .+ h(0,m,2)]
+[0 + 2h(0,2,4) + . . .+ 2h(0,m,4)]
+[h(1,1,2) + h(1,2,2) + . . .+ h(1,m,2)] = κ1 (3.1.14)
h(0,1,3) + h(0,2,3) + . . .+ h(0,m,3) = κ2 (3.1.15)
For m = 4, the matrix K∆(f̄ , 3) is given by
K∆(f̄ , 3) =
[
K∆,0(f̄ , 3) K∆,0(f̄ , 3) K∆,0(f̄ , 3)
]
where
K∆,0(f̄ , 3) =





























0 0 0 1
p2




























0 0 0 0 0 0 0 0
 , and










0 0 0 0
0 0 0 0
 .
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We now have propositions analogous to Proposition 3.1.16, Proposition 3.1.18, Propo-
sition 3.1.19 and Proposition 3.1.20 stated below.
Proposition 3.1.27. Let m be a positive integer with m > 1. Let S be the set of all
columns of the matrix K∆(f̄ , 3) along with the zero vector. Then the convex hull of
S in R3 viewed as the 3-dimensional space defined by the x0, x1 and x2 axes is simply






















and the origin (0, 0, 0). And the faces of the polytope lie in the
hyperplanes x0 = 0, x1 = 0, x2 = 0, w1(x0, x1, x2) = 1 and w2(x0, x1, x2) = 1.
Proof. It is not hard to see that all the points corresponding to the columns of the matrix
K∆(f̄ , 3) lie on or within the specified convex polytope. First note that we need consider
only the convex hull of the columns in K∆(f̄ , 3) for the s = 0 block. Also, within this
first (s = 0) block, only the first and the last sub-blocks give the vertices (extreme
points). It is important to note that since p ≥ 2, we have that 2
p2
≤ 1p . Finally, it is






































lie on the hyperplane defined by w2(x0, x1, x2) = 1, and those along
with the coordinate planes form the faces of the convex polytope.
The convex polytope in the above proposition is called the the level-3 ∆-diagram
















Figure 3.2: The level-3 ∆-diagram corresponding to f̄ with m = 2 and p = 3
By the arguments similar to those in Proposition 2.2.2, one can show the following
result.
Proposition 3.1.28. For y = (y0, y1, y2) ∈ Z3≥0, w∆(y) is the smallest nonnegative
rational number, b such that the convex set b∆(f̄ , 3) := {bα : α ∈ ∆(f̄ , 3)} includes y.
We then have the following proposition.
Proposition 3.1.29. For κ = (κ0, κ1, κ2) ∈ Z3≥0, one has
p2w(κ) ≥ w∆(κ)
The proof of this proposition is a little too tedious due to the large number of columns of
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the matrix K∆(f̄ , 3) that gave rise to the three long equations 3.1.13, 3.1.14 and 3.1.15.
Please see Appendix C for a complete proof of the proposition.
We now have







Proof. Combine the results of Proposition 3.1.12 and Proposition 3.1.29.







r = 2 and r = 3.
The trace formula for the r = 3 case extends in a very similar manner, however,
as we noted in Appendix C, the mathematics for proving the proposition analogous to
Proposition 3.1.19 gets more tedious as r gets larger than or equal to 3. Hence, we
consider an alternate approach as described in the next subsection to derive the trace
formula in the general case for r > 1.
3.1.5 Alternate Approach
The rudimentary approaches above lead us to the following alternate approach in esti-
mating the p-adic size of the coefficients of the power series, and thus arriving at a trace
formula for the general case, r > 1.
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Growth of Coefficients of the Power Series associated to f̄
Consider the polynomial f̄(x̄) in terms of Teichmüller variables (xj)0≤j≤r−1 whenever











































for some integer coefficients cµ,k, where the variable x̄ has its p-adic expansion in terms








s is the p-adic
representation of the āµ in terms of Teichmüller digits, aµ,s.
Now, if x̄ ∈ (Zql/prZql) and if we denote the vector of Teichmüller variables (x0, x1, ..., xr−1)
by x, then applying the character Θr ◦ τ(q, l, r) to f̄(x̄) we get























































































where the third equality follows from the basic theory we established in the previous
document and the fourth equality follows from the fact that aqµ,s = aµ,s, and hence we
have obtained an analogue of Proposition 2.1.21 in Chapter 2.


















where x = (x0, x1, ..., xr−1), the aµ,s are the Teichmüller digits of the coefficients āµ as
defined before and the cµ,k are the integer coefficients obtained from the multinomial
expansions as discussed before and µ runs over Supp(f̄).
With the above definition we have










Let us now analyze the growth of the coefficients of the basic series F0,0(x). In order to
emphasize the degree, m of the polynomial, f̄ (which is useful in determining the weight
functions) we incorporate that into the notation. Consider (as before)
F
(m)





































0,0 (x) . (3.1.19)
































































































by the p-adic analytic properties of the function θr−d(k)−s(t) established earlier.
The two ways of looking at F
(m)
0,0 (x)
Let us note carefully the two ways of looking at the power series, F
(m)
0,0 (x). The first way
is useful in getting tighter estimates based on an algebraically defined weight function
(what we called an “intuitive” weight function) that we considered in the previous
subsections in our “rudimentary” approach. We also recall that we defined the ∆-
diagrammatic weight function that bounded the “intuitive” weight function. We will
see that the second way of looking at it using the new approach based on Equation
3.1.19 is useful in obtaining estimates on the size of its coefficients using a convenient
diagrammatic weight function more easily without going through the computational
trouble that we encountered in the rudimentary approach.
The first way is to write the product expressing F
(m)
(0,0)(x) as we originally looked at















where I(µ, r, s) is the subset of I(µ, r) consisting of those monomial vectors k for which

































Here is the second way using our new approach (notice the change in the order in
which the products are taken in expressing F
(m)






























for some coefficientsB(u,µ,s)(k, h





The Λ-diagram Weight Function
Let us now develop a diagrammatic weight function.
Definition 3.1.33. Recall that for each s = 0, 1, 2, ..., r − 1, I(µ, r, s) is the subset of
I(µ, r) consisting of those monomial vectors k for which d(k) < r − s. Let ρ̄(µ, r, s) be
the cardinality of I(µ, r, s). The members of I(µ, r, 0) are the same as the members of
I(µ, r) which are obtained by applying Lemma 3.1.1. We may arrange these members
in a total order dictated by the lexicographic ordering of the corresponding partitions
of integers as per Proposition 3.1.4. Then the sets I(µ, r, 1), I(µ, r, 2), ... are simply
truncations of the set I(µ, r, 0). We may put them all together in a matrix K(µ, r) :=
[I(µ, r, 0) I(µ, r, 1) ... I(µ, r, r − 1)] that has r rows and
r−1∑
s=0
ρ̄(µ, r, s) columns.
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Example 3.1.34. Let r = 3 and let µ ≥ 2. Then
K(µ, r) =

µ µ− 1 µ− 1 µ− 2 µ µ− 1 µ
0 1 0 2 0 1 0
0 0 1 0 0 0 0

Observe that the matrix is divided into three blocks of columns where the first block
corresponds to s = 0, the second one corresponds to s = 1 and the last one to s = 2.
Example 3.1.35. Let r = 3 and let µ = 1. Then
K(µ, r) =

µ µ− 1 µ− 1 µ µ− 1 µ
0 1 0 0 1 0
0 0 1 0 0 0

Observe that when µ = 1, µ − 2 is negative, and therefore we have only 3 columns in
the s = 0 block in this case.
Let us now modify the matrix K(µ, r) slightly in order to accommodate the effect
of d(k) and s for each column k in the matrix. We define the matrix K(µ, r) as follows.
Definition 3.1.36. Replace each column k in the matrix K(µ, r) with the column
pr−1−d(k)−sk. Recall that d(k) =
r−1∑
j=0
jkj and that s corresponds to the block in which
the column is in. We thus obtain the matrix K(µ, r). The columns of this matrix are
denoted by k so that k = pr−1−d(k)−sk where k is the corresponding column in K(µ, r).
Example 3.1.37. Let r = 3 and let µ ≥ 2. Recall that
K(µ, r) =

µ µ− 1 µ− 1 µ− 2 µ µ− 1 µ
0 1 0 2 0 1 0
0 0 1 0 0 0 0

and that the matrix is divided into three blocks of columns where the first block cor-





p2µ p(µ− 1) (µ− 1) (µ− 2) pµ (µ− 1) µ
0 p 0 2 0 1 0
0 0 1 0 0 0 0
 .
Example 3.1.38. Let r = 3 and let µ = 1. Recall that
K(µ, r) =

µ µ− 1 µ− 1 µ µ− 1 µ
0 1 0 0 1 0





p2µ p(µ− 1) (µ− 1) pµ (µ− 1) µ
0 p 0 0 1 0
0 0 1 0 0 0
 .
Let us now define a diagrammatic weight function that is almost the same as the
previously defined diagrammatic weight function, except for a factor of a p power (This
slight modification is helpful in proving Bombieri-Adolphson-Sperber’s degree estimates
later on in Chapter 5).
Definition 3.1.39. The level-r Λ-diagram (or simply the level-r diagram) corre-
sponding to the polynomial f̄ is defined as the convex closure (hull) of the columns
of the matrices K(µ, r) as µ runs over Supp(f̄) along with the origin when look-
ing at them as vectors in Rr. We denote this by Λ(f̄ , r), and we write Λ(f̄ , r) =
Conv
(
{k : k ∈ K(µ, r) : µ ∈ Supp(f̄)} ∪ {0}
)
.
The figures below give some examples of such level-r diagrams for f̄ being a poly-






















Figure 3.4: The level-3 Λ-diagram corresponding to f̄ with m = 2 and p = 3
Definition 3.1.40. Let f = f(x) be the r-expansion of f̄(x̄). Let Cone(f) be the
union in Rr of all the rays from the origin passing through all the points in Λ(f̄ , r). Let
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M(f) := Cone(f) ∩ Zr.
Definition 3.1.41. For convenience, it is useful to define the submatrices of K(µ, r)
that consist only of the columns that correspond respectively to s = 0, s = 1, ...,
s = (r − 1) and let us denote these by Ks(µ, r) for each s = 0, 1, ..., (r − 1).
It is easy to see that the following proposition holds by the definition of the matrix
K(µ, r).
Proposition 3.1.42. From the above definitions, we have
Λ(f̄ , r) = Conv
(
{k : k ∈ K0(µ, r), µ ∈ Supp(f̄)} ∪ {0}
)
Proof. The columns of Ks(µ, r) for s ≥ 1 are simply convex combinations of a column
of K0(µ, r) along with the origin.
By the above proposition, we observe that only the columns of K0(µ, r) as µ runs over
Supp(f̄) matter for the Λ-diagram.
Definition 3.1.43. For y = (y1, y2, ..., yr−1) ∈ M(f), the level r Λ-diagram weight
(or simply the diagram weight when there is no confusion about which diagram we
refer to), wΛ(y) is defined as the smallest nonnegative rational number b such that
y ∈ bΛ(f̄ , r) := {v ∈ Rr : bv ∈ Λ(f̄ , r)}.
Proposition 3.1.44. The level r Λ-diagram weight function wΛ satisfies the following
properties:
For α, β ∈M(f), we have
(i) wΛ(α) = 0 ⇐⇒ α = 0.
(ii) wΛ(cα) = cwΛ(α) if c ≥ 0.
(iii) wΛ(α+ β) ≤ wΛ(α) + wΛ(β)








(i), (ii) and (iii) follows easily from the definition of the Λ-diagram as a convex closure.
And (iv) follows from an analogous argument as in Corollary 2.2.5.
Let us now define an analytical weight function and we will show that this analytical
weight function coincides with the Λ-diagrammatic weight function for the single variable
case.















































w̄Λ(y) := max{w1(y), w2(y)}.
We say that w̄Λ(y) is the analytical expression of the Λ-diagram weight of y.
Let us now show how this analytical expression coincides with the Λ-diagram weight
defined before.
Lemma 3.1.46. Let r ≥ 2, 1 ≤ µ ≤ m and let k ∈ I(µ, r). Suppose that w1(k) ≤ 1 and
that w2(k) ≤ 1. Let k′ ∈ I(µ, r+ 1) be a monomial derived from k as per Lemma 3.1.1.
Let w′1 and w
′
2 denote the extension of the linear forms w1 and w2 to dimension, r + 1.
Then w′1(k
′) ≤ 1 and w′2(k′) ≤ 1.
Proof. Writing k = (k0, k1, ..., kr−1), we have that k
′ has the form k′ = (k0, k1, ..., ki −
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r−1 + pr−1(p− 1)
pr
= 1.
Proposition 3.1.47. Let y ∈M(f). Then
wΛ(y) = w̄Λ(y).
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Proof. Let d be the dimension of Λ(f̄ , r). (Here, of course, d = r). The main argument
in the proof is to establish that there are only two (d−1)-faces of the polyhedron, Λ(f̄ , r)
that do not pass through the origin, and they lie on the hyperplanes defined my the
equations w1(x) = 1 and w2(x) = 1. Once this is established, the result follows by the
same argument as in Proposition 2.2.2.
The claimed statement is easily seen to be true in the case when r = 2 by a straight-
forward calculation. For r ≥ 3, first note that if w1(y) ≤ 1 and w2(y) ≤ 1 at level
r − 1, then clearly w1(y, 0) ≤ 1 and w2(y, 0) ≤ 1 (where w1 and w2 also denote the
extensions of the linear forms w1 and w2 to level r) as well at level r. Also, Lemma
3.1.46 proves that the (new) derived monomials from level (r−1) satisfy the inequalities
w1(x) ≤ 1 and w2(x) ≤ 1. Also, it is easily seen that the lattice points corresponding
to the monomial vectors (m, 0, 0, ..., 0) and (m − 1, 1, 0, 0, ..., 0) (which are present in
I(m, r) for every r ≥ 3), namely, (pr−1m, 0, 0, ..., 0) and (pr−2(m − 1), pr−2, 0, 0, ..., 0)
precisely lie on the hyperplanes w2(x) = 1 and w1(x) = 1 respectively. Thus there is at
least one point that lie on each of the hyperplanes w2(x) = 1 and w1(x) = 1.
Thus, we deduce that
wΛ(y) = w̄Λ(y).
Now, from Proposition 3.1.32, we immediately deduce the following result.
Proposition 3.1.48. For fixed (u, µ, k, s) with u ∈ {0, 1, ..., r − 1}, µ ∈ {1, 2, ...,m},
k ∈ I(µ, r) and u = d(k) + s, when the power series, F(u,µ,k,s)(x) is written out as∑
v
Avx


































Hence it suffices to prove that
1
pr−1−u
≥ wΛ(k) ⇐⇒ wΛ(pr−1−d(k)−sk) ≤ 1.
But the last inequality is easily seen to be true by observing that k := pr−1−d(k)−sk is
simply a column in the matrix K(µ, r).
The following lemma helps us to prove the important application of the above propo-
sition.
Lemma 3.1.49. Let N be a positive integer, K be a positive constant and for each




j be a power series in several variables with



























































Proposition 3.1.50. When the power series, F
(m)











































by the preceding lemma.
From Proposition 3.1.50, it is easily seen that Dwork’s Trace Formula extends natu-
rally to the general case with r > 1, with respect to the Λ-diagram weight for the single
variable case.
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3.2 The Multivariable Case
Let us now consider the multivariable case and generalize the previous theory for
the single variable case. Let {x̄i : i = 1, 2, ..., n} be a set of n variables and let












so that for all µ ∈ Supp(f̄), |µ| := µ1 + µ2 + ...µn ≤ m and there is some µ ∈ Supp(f̄)
such that |µ| = m.
















































































Let us now introduce the following notations for convenience. Let k = (k(1), k(2), ..., k(n))
denote an element in the cartesian product,
n∏
i=1
I(µi, r). Let I(µ, r) denote the set of all
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such elements that satisfy the property that
d(k(1)) + d(k(2)) + · · ·+ d(k(n)) ≤ r − 1. (3.2.1)
Note that only the monomials that satisfy the above condition 3.2.1 matter in our p-adic
estimation. It is convenient to denote d(k(1)) + d(k(2)) + · · ·+ d(k(n)) by d(k).
Example 3.2.1.
















































































































, we have that
d(k) = d(k(1)) + d(k(2)) = 1 + 1 = 2
for example.
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Also, since these integer coefficients do not matter in our p-adic estimation, we may
introduce cµ,k to denote the integer
n∏
i=1
cµi,k(i) . With these abbreviations, we me rewrite
















































, if each of the x̄i are represented by Te-
ichmüller representatives (xi,j)j=1,2,...,r−1, then on applying the character Θ
(r) ◦ τ(q, l, r)
to the polynomial f̄(x̄), we get






















































































where the third equality follows from the basic theory we established in Chapter 2, and
the fourth equality follows from the fact that aqµ,s = aµ,s, and hence we have obtained
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an analogue of Proposition 2.1.21 in the previous chapter.
Let us now follow a very similar analysis as we did in the single variable case.

















where x = (xi,j) i=1,2,...,n
j=0,1,...,r−1
, the aµ,s are the Teichmüller digits of the coefficients āµ as
defined before and the cµ,k are the integer coefficients obtained from the multinomial
expansions as discussed before and µ runs over Supp(f̄).
With the above definition we have










Let us now analyze the growth of the coefficients of the basic series F0,0(x). In order to
emphasize the degree, m of the polynomial, f̄ (which is useful in determining the weight
functions) we incorporate that into the notation. Consider
F
(m)





































Then we have the following proposition.
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Proof. We have that for some coefficients b
(r−u)




































































by the p-adic analytic properties of the function θr−d(k)−s(t) established earlier.
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3.2.1 The Λ-diagram Weight Function
Let us now generalize the level-r Λ-diagram weight in the multivariable case. As
before, let us consider the definitions of a class of matrices that help us understand this
weight function better.
Definition 3.2.4. For each s = 0, 1, 2, ..., r − 1, I(µ, r, s) be the subset of I(µ, r) con-
sisting of those n-tuples of monomial vectors k for which d(k) < r − s. Let ρ̄(µ, r, s)
be the cardinality of I(µ, r, s). The members of I(µ, r, 0) are the same as the mem-
bers of I(µ, r) which are obtained by applying Lemma 3.1.1. For the multivariable
case, we may arrange these members first by the order of the variable and then in a
total order dictated by the lexicographic ordering of the corresponding partitions of
integers as per Proposition 3.1.4. Then the sets I(µ, r, 1), I(µ, r, 2), ... are simply trun-
cations of the set I(µ, r, 0). We may put them all together in a matrix K(µ, r) :=
[I(µ, r, 0) I(µ, r, 1) ... I(µ, r, r − 1)] that has r rows and
r−1∑
s=0
ρ̄(µ, r, s) columns.
Example 3.2.5. Let r = 3 and let µ = (µ1, µ2) with µ1 ≥ 2 and µ2 ≥ 2. Then
K(µ, r) =

µ1 µ1 µ1 µ1 µ1 − 1 µ1 − 1 µ1 − 1 µ1 − 2 µ1 µ1 µ1 − 1 µ1
0 0 0 0 1 1 0 2 0 0 1 0
0 0 0 0 0 0 1 0 0 0 0 0
µ2 µ2 − 1 µ2 − 1 µ2 − 2 µ2 µ2 − 1 µ2 µ2 µ2 µ2 − 1 µ2 µ2
0 1 0 2 0 1 0 0 0 1 0 0
0 0 1 0 0 0 0 0 0 0 0 0

.
Observe that the matrix is divided into three blocks of columns where the first block
correspond to s = 0, the next block corresponds to s = 1 and the last block correspond
to s = 2.
Example 3.2.6. Let r = 3 and let µ = (µ1, µ2) with µ1 = 2, µ2 = 1. Then
K(µ, r) =

µ1 µ1 µ1 µ1 − 1 µ1 − 1 µ1 − 1 µ1 − 2 µ1 µ1 µ1 − 1 µ1
0 0 0 1 1 0 2 0 0 1 0
0 0 0 0 0 1 0 0 0 0 0
µ2 µ2 − 1 µ2 − 1 µ2 µ2 − 1 µ2 µ2 µ2 µ2 − 1 µ2 µ2
0 1 0 0 1 0 0 0 1 0 0




As with the single variable case, let us now modify the matrix K(µ, r) slightly in order
to accommodate the effect of d(k) and s for each column k in the matrix. We define
the matrix K(µ, r) as follows.
Definition 3.2.7. Replace each column k in the matrix K(µ, r) with the column
pr−1−d(k)−sk. Recall that d(k) =
n∑
j=1
d(k(j)) and that s corresponds to the block in
which the column is in. We thus obtain the matrix K(µ, r). The columns of this matrix
are denoted by k so that k = pr−1−d(k)−sk where k is the corresponding column in
K(µ, r).




µ1 µ1 µ1 µ1 µ1 − 1 µ1 − 1 µ1 − 1 µ1 − 2 µ1 µ1 µ1 − 1 µ1
0 0 0 0 1 1 0 2 0 0 1 0
0 0 0 0 0 0 1 0 0 0 0 0
µ2 µ2 − 1 µ2 − 1 µ2 − 2 µ2 µ2 − 1 µ2 µ2 µ2 µ2 − 1 µ2 µ2
0 1 0 2 0 1 0 0 0 1 0 0
0 0 1 0 0 0 0 0 0 0 0 0

and that the first block corresponds to s = 0, the next one corresponds to s = 1 and
the last one corresponds to s = 2. Then, we have
K(µ, r) =

p2µ1 pµ1 µ1 µ1 p(µ1 − 1) µ1 − 1 µ1 − 1 µ1 − 2 pµ1 µ1 µ1 − 1 µ1
0 0 0 0 p 1 0 2 0 0 1 0
0 0 0 0 0 0 1 0 0 0 0 0
p2µ2 p(µ2 − 1) µ2 − 1 µ2 − 2 pµ2 µ2 − 1 µ2 µ2 pµ2 µ2 − 1 µ2 µ2
0 p 0 2 0 1 0 0 0 1 0 0
0 0 1 0 0 0 0 0 0 0 0 0

.
Example 3.2.9. Let r = 3 and let µ = (µ1, µ2) with µ1 = 2, µ2 = 1. Recall that
K(µ, r) =

µ1 µ1 µ1 µ1 − 1 µ1 − 1 µ1 − 1 µ1 − 2 µ1 µ1 µ1 − 1 µ1
0 0 0 1 1 0 2 0 0 1 0
0 0 0 0 0 1 0 0 0 0 0
µ2 µ2 − 1 µ2 − 1 µ2 µ2 − 1 µ2 µ2 µ2 µ2 − 1 µ2 µ2
0 1 0 0 1 0 0 0 1 0 0







p2µ1 pµ1 µ1 p(µ1 − 1) µ1 − 1 µ1 − 1 µ1 − 2 pµ1 µ1 µ1 − 1 µ1
0 0 0 p 1 0 2 0 0 1 0
0 0 0 0 0 1 0 0 0 0 0
p2µ2 p(µ2 − 1) µ2 − 1 pµ2 µ2 − 1 µ2 µ2 pµ2 µ2 − 1 µ2 µ2
0 p 0 0 1 0 0 0 1 0 0
0 0 1 0 0 0 0 0 0 0 0

.
Definition 3.2.10. The level r Λ-diagram corresponding to the polynomial f̄ is
defined as the convex closure (hull) of the columns of the matrices K(µ, r) as µ runs
over Supp(f̄) along with the origin when looking at them as vectors in Rnr. We denote
this by Λ(f̄ , r), and we write Λ(f̄ , r) = Conv
(
{k : k ∈ K(µ, r) : µ ∈ Supp(f̄)} ∪ {0}
)
.
Definition 3.2.11. Let f = f(x) be the r-expansion of f̄(x̄). Let ConeΛ(f) be the
union in Rnr of all the rays from the origin passing through all the points in Λ(f̄ , r).
Let MΛ(f) := ConeΛ(f) ∩ Znr.
Definition 3.2.12. For convenience, as with the single variable case, it is useful to
define the submatrices of K(µ, r) that consist only of the columns that correspond
respectively to s = 0, s = 1, ..., s = (r− 1) and let us denote these by Ks(µ, r) for each
s = 0, 1, ..., (r − 1).
The following proposition analogous to the corresponding proposition in the single
variable case holds by the definition of the matrix K(µ, r).
Proposition 3.2.13. From the above definitions, we have
Λ(f̄ , r) = Conv
(
{k : k ∈ K0(µ, r), µ ∈ Supp(f̄)} ∪ {0}
)
Proof. The columns of Ks(µ, r) for s ≥ 1 are simply convex combinations of a column
of K0(µ, r) along with the origin.
By the above proposition, we observe that only the columns of K0(µ, r) as µ runs
over Supp(f̄) matter for the Λ-diagram.
Definition 3.2.14. For y = (y1, y2, ..., yr−1) ∈MΛ(f), the level r Λ-diagram weight
(or simply the diagram weight when there is no confusion about which diagram), wΛ(y)
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is defined as the smallest nonnegative rational number b such that y ∈ bΛ(f̄ , r) := {v ∈
Rnr : bv ∈ Λ(f̄ , r)}.
Proposition 3.2.15. The level r Λ-diagram weight function wΛ satisfies the following
properties:
For α, β ∈MΛ(f), we have
(i) wΛ(α) = 0 ⇐⇒ α = 0.
(ii) wΛ(cα) = cwΛ(α) if c ≥ 0.
(iii) wΛ(α+ β) ≤ wΛ(α) + wΛ(β)







(i), (ii) and (iii) follows easily from the definition of the Λ-diagram as a convex closure.
And (iv) follows from an analogous argument as in Corollary 2.2.5.
Now, analogous to the single variable case, from Proposition 3.2.3, we immediately
deduce the following result.
Proposition 3.2.16. For fixed (u,µ,k, s) with u ∈ {0, 1, ..., r− 1}, µ = (µ1, µ2, ..., µn),
µi ∈ {1, 2, ...,m} such that |µ| ≤ m, k ∈ I(µ, r) and u = d(k) + s, when the power






































Hence it suffices to prove that
1
pr−1−u
≥ wΛ(k) ⇐⇒ wΛ(pr−1−d(k)−sk) ≤ 1.
But the last inequality is easily seen to be true by observing that k := pr−1−d(k)−sk is
simply a column in the matrix K(µ, r).
We have the following lemma analogous to the single variable case.
Lemma 3.2.17. Let N be a positive integer, K be a positive constant and for each




j be a power series in several variables with


























































We finally arrive at
Proposition 3.2.18. When the power series, F
(m)











































by the preceding lemma.
3.2.2 The Σ-diagram Weight Function
When we notice the definition of the Λ-diagram weight as in Definition 3.2.10 and
the proof of Proposition 3.2.18 carefully, we observe that we can obtain much better
estimates on the p-adic size of the coefficients of the power series F
(m)
(0,0)(x) by taking
into account the p-divisibility of the coefficients āµ of the polynomial f̄(x̄). We may
thus improve our estimates by defining a new diagram weight function that takes this
p-divisibility of the coefficients into account.







where the aµ,s are the Teichmüller digits. Now if we define s
∗(µ) := min{s : aµ,s 6= 0} ,
then it is clear that it suffices to consider the columns of the matrix,
K(µ, r) =
[
K0(µ, r) K1(µ, r) . . . Kr−1(µ, r)
]
that are columns of the blocks Ks(µ, r) for s ≥ s∗(µ), in defining our diagram weight
function. Also, since for all s > s∗(µ) each of the columns of Ks(µ, r) is a convex
combination of a column of Ks∗(µ)(µ, r) and the origin (analogous to Proposition 3.2.13),
it suffices to consider only the matrixKs∗(µ)(µ, r) in the definition of our diagram weight.
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We define the new diagram as follows.
Definition 3.2.19. The level r Σ-diagram (or simply the level r diagram when
there is no possible confusion about which diagram) corresponding to the polynomial f̄
is defined as the convex closure (hull) of the columns of the matrices Ks∗(µ)(µ, r) as µ
runs over Supp(f̄) along with the origin when looking at them as vectors in Rnr. We
denote this by Σ(f̄ , r), and we write
Σ(f̄ , r) = Conv
(
{k : k ∈ Ks∗(µ)(µ, r) : µ ∈ Supp(f̄)} ∪ {0}
)
.
Definition 3.2.20. Let f = f(x) be the r-expansion of f̄(x̄). Let ConeΣ(f) be the
union in Rnr of all the rays from the origin passing through all the points in Σ(f̄ , r). Let
MΣ(f) := Cone(f)∩Znr. Since the Σ-diagram is better than the Λ-diagram, we almost
always use this preferred diagram for our estimates. We may thus abbreviate ConeΣ(f)
and MΣ(f) as Cone(f) and M(f) respectively, for convenience.








{k : k ∈ Ks∗(µ)(µ, r) : µ ∈ Supp(f̄)} ∪ {0}
)
= Σ(f̄ , r) (3.2.5)
We now define the level r Σ-diagram weight in an analogous manner.
Definition 3.2.21. For y = (y1, y2, ..., yr−1) ∈ M(f), the level r Σ-diagram weight
(or simply the diagram weight when there is no confusion about which diagram), wΣ(y)
is defined as the smallest nonnegative rational number b such that
y ∈ bΣ(f̄ , r) := {v ∈ Rnr : bv ∈ Σ(f̄ , r)}.
Proposition 3.2.22. The level r Σ-diagram weight function wΣ satisfies the following
properties:
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For α, β ∈M(f), we have
(i) wΣ(α) = 0 ⇐⇒ α = 0.
(ii) wΣ(cα) = cwΣ(α) if c ≥ 0.
(iii) wΣ(α+ β) ≤ wΣ(α) + wΣ(β)







(i), (ii) and (iii) follows easily from the definition of the Σ-diagram as a convex closure.
And (iv) follows from an analogous argument as in Corollary 2.2.5.
We may now strengthen Proposition 3.2.16 to the following proposition. Please
pay attention to the small but significant change in the hypothesis of the following
proposition when compared to that of Proposition 3.2.16.
Proposition 3.2.23. For fixed (u,µ,k, s) with s ≥ s∗(µ), u ∈ {0, 1, ..., r − 1}, µ =
(µ1, µ2, ..., µn) ∈ Supp(f̄), µi ∈ {1, 2, ...,m} such that |µ| ≤ m, k ∈ I(µ, r) and










Proof. The proof is analogous to that of Proposition 3.2.16. But pay attention to the





























Hence it suffices to prove that
1
pr−1−u
≥ wΣ(k) ⇐⇒ wΣ(pr−1−d(k)−sk) ≤ 1.
But the last inequality is easily seen to be true by observing that k := pr−1−d(k)−sk is
simply a column in the matrix Ks(µ, r) and s ≥ s∗(µ) (cf. Equation 3.2.5).
We have the following lemma analogous to Lemma 3.2.17.
Lemma 3.2.24. Let N be a positive integer, K be a positive constant and for each




j be a power series in several variables with










v, the coefficients Av
satisfy
ordpAv ≥ KwΣ(v)
Proof. Analogous to the proof of Lemma 3.2.17.
We now deduce the stronger estimate based on the Σ-diagram weight.
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Proposition 3.2.25. When the power series, F
(m)






















































by Lemma 3.2.24. (Note that F
(u,µ,k,s)
(0,0) (x) = 1 if s < s
∗(µ), and hence we have the
second equality above).
3.2.3 The Generalized Dwork Trace Formula
From Proposition 3.2.25 and the analogous Proposition 3.2.18, we can easily arrive at
Dwork trace formulas with respect to the Σ-diagram and the Λ-diagram respectively.
Remark 3.2.26. As remarked before, since the Σ-diagram gives better estimates, we
will always use the Σ-diagram throughout the rest of this thesis. However, the Λ-diagram
does provide some useful insight, when we think of the worst case possibilities. For
example, in the single variable case (n = 1), in the special case when 1,m ∈ Supp(f̄),
a1,0 6= 0 and am,0 6= 0, the Σ-diagram of f̄ coincides with the Λ-diagram of f̄ . If,
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moreover, r = 2 or r = 3, then the Λ-diagrams Λ(f̄ , 2) and Λ(f̄ , 3) as described in
section 3.1.5 give us good intuitions about the general, worst case scenarios. We note
carefully that the theory we develop in the rest of this thesis can be based either on
the Σ-diagram or on the Λ diagram. We will, from now on, stick to the Σ-diagram in
developing our theory. With slight modifications (replacing wΣ with wΛ, MΣ(f) with
MΛ(f), etc.) we have an analogous theory in terms of the Λ-diagram.
We are now in a position to construct certain p-adic Banach spaces associated to the
polynomial f̄ as in the r = 1 case, that we discussed in Chapter 2. For each rational





A(ν)xν : A(ν) ∈ K, inf
ν∈M(f)
{ordpA(ν)− wΣ(ν)b} > −∞
 .
As before, we will omit the field K in the notation Bf̄ (b,K) and simply write Bf̄ (b)
once we have chosen the field, K. The choice of the field depends on the denominator
of b and the positive integer, D in Proposition 3.2.22. By Dwork’s theory, we observe
that the Bf̄ (b) are p-adic Banach spaces and we have
Proposition 3.2.27. For rational numbers b′ > b ≥ 0, we have that the inclusion map
i : Bf̄ (b
′) ↪→ Bf̄ (b) is completely continuous.
And we observe that the space Bf̄ (b) can be expressed in terms of smaller subspaces,
Bf̄ (b, c) for real numbers c as follows. Define
Bf̄ (b, c) :=
 ∑
ν∈M(f)
A(ν)xν : A(ν) ∈ K, ordpA(ν) ≥ wΣ(ν)b+ c

so that Bf̄ (b) =
⋃
c∈R
Bf̄ (b, c). Then the following lemma (analogous to Lemma 2.2.7)
holds.
Lemma 3.2.28. Let b be a nonnegative rational number and let c, c′ be real numbers.
Then the following assertions hold.
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1. Bf̄ (b, c)Bf̄ (b, c
′) ⊂ Bf̄ (b, c+ c′)
2. If ξ(x) ∈ Bf̄ (b, c), then ξ(xp) ∈ Bf̄ (b/p, c)
3. If rational numbers b′ > b > 0, then Bf̄ (b
′, c) ⊂ Bf̄ (b, c)












Proof. It follows from Proposition 3.2.25.




A(ν)xν ∈ Qq(ζp) ((x1, x2..., x`)), we can define the element obtained by





σi(A(ν))xν for i = 0, 1, 2, ..., (a−1).
Then we have the following corollary.
Corollary 3.2.30.
















































































Then it is clear from the above lemma and from the fact that ordp σ
j(aµ,s) =











. Part (b) follows
from part (a) and applying the lemma again.
We now see that the Dwork trace formula extends naturally for the kind of expo-




In this chapter, we will construct the analogue of the Dwork complex corresponding to
our exponential sums S∗l (q, r,Θ
(r), f̄) in the case r > 1 using the generalized Dwork
trace formula that we derived in Chapter 3. The proofs are analogous to what we did at
the end of Chapter 2 for the case when r = 1. We will begin with a summary of what
we had in the previous chapter.







be a polynomial in (Zq/prZq)[x̄1, x̄2, ..., x̄n] of degree m as described in the previous
chapter. Then



















where σ is the Frobenius generator of Gal (Qq(ζpr)/Qp(ζpr)), and the series Fi,j(x) is in
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Now, following the analogous arguments in Chapter 2 for the base case (r = 1), we
can arrive at the generalized trace formula as follows.
Let b be a nonnegative rational number. For ξ(x) =
∑
ω∈M(f)
C(ω)xω ∈ Bf̄ (b, c),









where ordpC(qν) ≥ wΣ(qν)b + c = wΣ(ν)qb + c, and hence the map is well defined.
Also, this map is a bounded (therefore, continuous) K-linear operator on Bf̄ (b), since
given a basis, {πwΣ(ν)b x
ν : ν ∈ M(f)} for Bf̄ (b), we may take the set {π
qwΣ(ν)
b x
ν : ν ∈
M(f̄)} to be the basis for Bf̄ (qb). We also observe that for H ∈ Bf̄ (b), the operator,
“multiplication by H”, H : Bf̄ (b) → Bf̄ (b) defined by H(F ) := HF is a continuous
Cp-linear map. Then by Proposition 2.2.6, and by the fact that the composition of a
continuous linear operator with a completely continuous linear operator is completely
continuous [Ser62], we have that whenever b > 0, the composite, iq ◦ ψq ◦H : Bf̄ (b) →
Bf̄ (b)
Bf̄ (b) Bf̄ (b) Bf̄ (qb) Bf̄ (b)
H ψq iq










is completely continuous on the p-adic Banach space, Bf̄ (b) over the
discretely valued field K of charecteristic zero. Hence,










where I is the identity endomorphism.
Then by Dwork’s p-adic theory, we have the following analogous results. (Please
refer to Chapter 2 for proofs).





















Proof. We imitate the argument in the proof of proposition 2.1.26, noting that the
character sum is over xi,j satisfying x
ql−1
i,j = 1, for all i = 1, 2, ..., n, and j = 0, 1, ..., r−1.
These nr variables bring about the exponent nr on the right hand side.




Bf̄ (b), then the trace,







A ((q − 1)ν)
Proposition 4.1.3. Let b be a nonnegative rational number. If H(x) ∈ Bf̄ (b), then for
any positive integer l, we have






And finally we get the generalized trace formula,
Theorem 4.1.4. (Dwork Trace Formula) For each positive integer, l we have
S∗l (q, r,Θ
(r), f̄) = (ql − 1)nr Tr(αl)
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where α = iq ◦ ψq ◦Gr.
We will now obtain an analogous expression for the associated L-function in terms
of Dwork’s δ-operator (with respect to q) defined as follows. For a rational function or
Laurent series P (t) ∈ K((t)), we write P (t)δ := P (t)
P (qt)
. Recall that the δ-operator is
multiplicative and an easy induction argument shows that on applying the δ operator n





























Theorem 4.1.5. Let N = nr. Then
(a)







L∗(q, r,Θ(r), f̄ , T )(−1)
(N+1)
= det(I− αT )δN
Proof. From the trace formula (Theorem 4.1.4) we have
























































































where the last equality follows from Equation 4.1.1. Hence we have part (a). Finally,
part (b) follows from Equation 4.1.2.
As before, let us call the operator ψq as the Dwork operator or the Dwork inverse
Frobenius operator since it is essentially a “q-th root” map. We will also refer to the
maps qjα as the Dwork Frobenius (or just Frobenius) maps for simplicity when there
is no possible confusion. As in Chapter 2, in the next section, we will realize these
Frobenius maps as a chain map occurring on a certain complex.
4.2 Realizing the Frobenius as a Chain Map on a Complex
Throughout the rest of this discussion, we will assume that the field Kq = Qq(ζpr , π̃),
where π̃ is a root of an Eisenstein polynomial tλ− (1− ζpr) ∈ Qp(ζpr)[t] for a sufficiently
large positive integer λ such that Kq is sufficiently ramified over Qq so that ζpr ∈ Kq
and all our Banach spaces defined over K = Kq have convenient choices for orthonormal
bases. Also let Kp = Qp(ζpr , π̃). Then it is clear that Gal(Kq/Kp) is isomorphic
to Gal(Fq/Fp) by an argument similar to that of Proposition 2.1.23. As before, we











αa0 = α. This decomposition helps us realize the Frobenius maps as a chain map due
to the peculiar commutativity properties of α0. Let σ ∈ Gal (Kq/Kp) be the Frobenius
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. We note that
this induced map σ−1 is not Kq-linear, although it is Kp-linear. We also define the
ψp linear operator very similar to the ψq operator (that is, ψp is the “p-th root” map).

















, where the map F0,0(x) refers to “multiplication by F0,0(x)” as before. Then






















α0 := ip ◦ σ−1 ◦ ψp ◦ F0,0(x), where ip is the inclusion. Since σ−1 is not Kq-linear, so is
α0 which is only a group homomorphism. However, α0 is σ
−1-semilinear over Kq in the

















Thus, the composite αa0 is Kq-linear even though α0 is not. However α0 is Kp-linear
since σ fixes Kp.
Remark 4.2.1. Note that, in fact, the induced map σ−1 and the maps ψpj (where j is
a positive integer) can be defined on all spaces Bf̄ (b) when b is a nonnegative rational
number. And similarly, for any H(x) ∈ Bf̄ (b), the “multiplication by H(x) map” is well
defined for any nonnegative rational number, b. Also, for any other positive rational
number b′ < b, we have the following commutative diagrams























where i denotes the inclusion maps. Hence, we may ignore specifying the exact domain
of these maps which is usually inferred from the context when performing some compu-
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tations. We also observe that ψjp = ψpj for any positive integer j, analogous to what we
had for ψq.
Proposition 4.2.2. Let H(x) ∈ Bf̄ (b) for some b ∈ Q≥0 such that b ≤ 1p−1 . Then
(a)
F0,0(x) ◦ σ−1 (H(x)) = σ−1 ◦ F σ0,0(x) (H(x))
(b)
ψp ◦ σ−1 (H(x)) = σ−1 ◦ ψp (H(x))





, then αa0(L(x)) = α(L(x)).
Proof. The proof is analogous to that of Proposition 2.2.17. For part (c), we have
αa0(L(x)) = (ip ◦ σ−1 ◦ ψp ◦ F0,0(x))a(L(x))
= (σ−1 ◦ ψp ◦ F0,0(x))a(L(x))
= (σ−1 ◦ ψp ◦ F0,0(x)) ◦ (σ−1 ◦ ψp ◦ F0,0(x)) ◦ ... ◦ (σ−1 ◦ ψp ◦ F0,0(x))(L(x))
=
(
σ−a ◦ (ψp ◦ F σ
a−1
0,0 (x)) ◦ (ψp ◦ F σ
a−2















= (ψpa ◦Gr(x)) (L(x))
= (iq ◦ ψq ◦Gr(x)) (L(x))
= α(L(x))
where the omissions of the inclusion maps ip and our slight abuses in notations make
sense by Remark 4.2.1 above.
Now, our goal is to construct a certain complex on which the Frobenius maps, qjα
act as a chain map. In order to construct such a complex, we need a good differential
operator which acts as boundary maps on the complex. Recall that the emboldened










(defined in the usual way) has good commutativity properties with the maps
ψp and ψq and hence we may construct a certain Koszul complex whose boundary maps
are derived from these operators.
Lemma 4.2.3. Let b be a nonnegative rational number, k a positive integer, i ∈
















Proof. Analogous to the proof of Lemma 2.2.18.
Lemma 4.2.4. (Twist Lemma) Suppose that F0,0(x) can be written as F0,0(x) =
H(x)
Hσ(xp)






(b) On Bf̄ (
1
p−1),











(Note that the multiplication by H(x) acts on a much larger space, Bf̄ (b) but the
compositions are stable on the spaces indicated.)
(c) On Bf̄ (
1
p−1),
σ−1 ◦ ψp ◦ F0,0(x) =
1
H(x)
◦ σ−1 ◦ ψp ◦H(x)
Proof. The proof is analogous to that of Lemma 2.2.19 for the case when r = 1.
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for i = 1, 2, ..., n, whenever we are able to write F0,0(x) =
H(x)
Hσ(xp) . And in this case the
operators Li,j enjoy very good commutativity properties and are useful in the construc-
tion of the complex. The following proposition shows that this is indeed the case.




be written as θ̂r(t) =
φ̂r(t)
φ̂r(tp)
in terms of another convergent power series, φ̂r(t) ∈
Qq(ζpr)[[t]] which converges for ordp t > 1 + 1/p+ ...+ 1/pr−2 = p
r−p
pr−1(p−1) .




pi) . Then this infi-
nite product converges in the formal topology (topology of coefficientwise convergence)























































such that ordp γj =
1
pj−1(p−1) .



































where the coefficients β
(j)





















































− (i+ 1) (4.2.1)
where the last equality holds for i ≥ 0 due to the fact that the real valued function
g(y) = p
y
pj−1(p−1) − y is increasing for y ≥ 1. And therefore,
pi
pj−1(p−1) − i tends to ∞ as
i tends to ∞.
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Now, when ordp t > 1 + 1/p+ 1/p











































converges for ordp t >
pr−p
pr−1(p−1) for all j ∈ {1, 2, ..., r}
and thus φ̂r(t) converges for ordp t >
pr−p
pr−1(p−1) .







































]cµ,k , where the φj(t)
are the series defined in the proof of the previous proposition. Then since σ(aµ,s) = a
p
µ,s
and θj(t) = φj(t)/φj(t
p), we have that F0,0(x) =
H(x)
Hσ(xp)
. And it is easily seen that
H(x) ∈ Bf̄ (0, 0) (for instance, by an analogue of Lemma 2.2.7).
Hence, indeed we can write F0,0(x) =
H(x)
Hσ(xp)














for i = 1, 2, ..., n.
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Remark 4.2.7. It is to be observed carefully, as in the base case when r = 1, that





even though the individual map






. Let the φj(t) be the power series defined in Proposition 4.2.5.
Writing φj(t) = expβ





















































































































, it suffices to show that

















as the derivative only introduces integer coefficients. In fact, we
can show something stronger as in the r = 1 case.
Proposition 4.2.8. Let H̃(x) be the be the power series as defined above. Then for























































































where the sum is over the set
S =
{
(µ, `, s,k) ∈ Supp(f)× Z≥0 × {s∗(µ), s∗(µ) + 1, ..., r − 1} × I(µ, r, s) : p`k = ν
}
.
Then since ordp cµ,k ≥ 0, ordp aµ,s ≥ 0 and ordp k
(i)







































≥ wΣ(p`k) = wΣ(ν).










, pLi,j ◦ α0 = α0 ◦ Li,j.
Proof.















































































































= α0 ◦ Li,j
where the chain of equalities follow from the commutativity properties proven above in
this chapter: Proposition 4.2.2, Lemma 4.2.3 and Lemma 4.2.4.





, qLi,j ◦ α = α ◦ Li,j.
Proof. This result is a trivial consequence of Proposition 4.2.9 and statement (c) in
Proposition 4.2.2.
We may now construct the Koszul complex on which the Frobenius maps qjα act as a





. Then the linear operators Li,j : M →M commute with
eact other, that is, Li,jLu,v = Lu,vLi,j for all i, u ∈ {1, 2, ..., n} and j, v ∈ {0, 1, ..., r− 1}
since the mixed partial derivatives are equal independent of the order of differentiation.
Let S be the ring Z[Li,j : i ∈ {1, 2, ..., n}, j ∈ {0, 1, ..., r − 1}]. Then M has a natural
S-module structure under the action Li,j .m = Li,j(m) for m ∈M .
LetN = nr. Let L = (L1,0, L1,1, ..., Ln,r−1) which is rewritten as L = (L̂1, L̂2, ..., L̂N ),





and j is the integer in
{0, 1, ..., r−1} that equals k−1 modulo r. Now let K•(L, S) denote the Koszul cochain
complex on S with respect to L. Let K•(L,M) := K•(L, S)⊗SM . We will construct this
complex by first constructing K•(L, S) as follows. Set KiS = 0 for i ∈ Z−{0, 1, 2, ..., N}.
Then set K0S = S and K
1
S = S
N . Set KiS =
∧i(K1S), the i-th exterior power of the free
S-module, K1S , of rank N , for i = 2, 3, ..., N . Let {e1, e2, ..., eN} be a basis for K1S . Then










S(ej1 ∧ ej2 ∧ ... ∧ eji)




S are given by
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∂iS(ej1 ∧ ej2 ∧ ... ∧ eji) =
N∑
k=1
L̂k(ek ∧ ej1 ∧ ej2 ∧ ... ∧ eji)




Tensoring the complex K•(L, S) with M over S, we get the complex K•(L,M)





M(ej1 ∧ ej2 ∧ ... ∧ eji)
for i = 2, 3, ..., N with the boundary maps ∂i : Ki → Ki+1 given by
∂i(mej1 ∧ ej2 ∧ ... ∧ eji) =
N∑
k=1
L̂k(m)(ek ∧ ej1 ∧ ej2 ∧ ... ∧ eji)
for i = 1, 2, ..., N − 1 and ∂0 : K0 → K1 is given by ∂0(m) =
N∑
k=1
L̂k(m)ek. It is easily
seen that ∂S∂S = 0 and ∂∂ = 0.
We may now define the S-linear map Frob : K•(L,M)→ K•(L,M) as follows. For




qN−iα(ej1 ∧ ej2 ∧ ... ∧ eji)
and define Frob|0 : K0 → K0 by Frob|0 = qNα.
0 K0 ∼= M K1 ∼= M(
N
1 ) K2 ∼= M(
N
2 ) ... KN ∼= M 0













∂0 ∂1 ∂2 ∂N−1
Figure 4.1: Action of the Dwork Frobenius on the Dwork Complex: r > 1 case
Proposition 4.2.11. The map Frob defined above is a chain map on the complex,
K•(L,M).
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Proof. For each i = 0, 1, 2, ..., N − 1 and 1 ≤ j1 < j2 < ... < ji ≤ N and for m ∈M , we
have
∂i ◦ Frob|i [m(ej1 ∧ ej2 ∧ ... ∧ eji)] = ∂i
[

























L̂k(m)(ek ∧ ej1 ∧ ej2 ∧ ... ∧ eji)
= Frob|i+1 ◦ ∂i [m(ej1 ∧ ej2 ∧ ... ∧ eji)]
where the crucial fourth equality follows from Corollory 4.2.10.
Theorem 4.2.12.








Proof. The result follows from Theorem 4.1.5 and from the observation that
[
det(I− qjαT )
](Nj ) = det(I− TFrob|N−j)
for j = 0, 1, ..., N .
The complex constructed above is the generalization of the Dwork complex for the r > 1
case and its cohomology is called the Dwork cohomology. And we also have an analogous



















Bounds on the Degree
In this chapter we will first prove the rationality of the L-function associated to the
exponential sums we considered, using the classical methods of Dwork and Bombieri
[Dwo60], [Bom66] generalized to our situation using our generalized trace formula and
the Galois theory of Galois rings in the place of finite fields. We will then prove the
Bombieri-Adolphson-Sperber bound [AS87a] on the degree of the L-function (or its
reciprocal).
5.1 Rationality of the L-function
An immediate application of Dwork’s trace formula is to prove the rationality of the
associated L-function. One of the main ingredients in the proof of the rationality for
the case when r = 1 is the fact that the function det(I − αT ) is a p-adically entire
function of T as observed by Dwork ([Dwo60], [Ser62]), whence by Theorem 2.2.15, the
associated L-function is p-adic meromorphic with infinite p-adic radius of meromorphy.
A more comprehensive exposition of the proof of the rationality for the case when r = 1
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can be found in [Kob84].
The argument for rationality ([Dwo60]) should easily extend to the case when r > 1
once we have the trace formula along with Galois theory for Galois rings. We have al-
ready seen that the functions θj(t) are p-adically overconvergent (that is, these functions
converge on a disk of radius greater than 1 centered at the origin) (please recall Propo-




θj(t) is overconvergent. And this enabled us to construct a completely con-
tinuous endomorphism, α on a certain p-adic Banach space, namely, Bf̄ (
1
p−1) and obtain
a trace formula for the associated exponential sums, S∗l , from which we can immediately
express the associated L-function as a ratio of p-adically entire functions as in Theorem
4.1.5.
In this section let us describe the proof of the rationality in our case (r > 1) in more
detail. We will follow the method of Bombieri [Bom66] to prove the rationality. Let us
first state the key theorem (Dwork’s Rationality Criterion).
Theorem 5.1.1 (Dwork’s Rationality Criterion: [Dwo60]: Theorem 3). If L is an




s ∈ L[[T ]], then f is rational if and only if
there exists a finite set, S, of primes of L such that
(i) For each p /∈ S, |As|p ≤ 1 for all integers s ≥ 0.
(ii) For each p ∈ S, f(T ) is meromorphic in Cp in a circle |T |p ≤ Rp, where {Rp} is




In order to establish the rationality of our L-function,
L∗(q, r,Θ(r), f̄ , T ) = L∗(f̄ , T )
we make the following observations.
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Lemma 5.1.2.
L∗(f̄ , T ) ∈ Q(ζpr)[[T ]]
Proof. This trivially follows from the fact that the sums S∗l = S
∗
l (q, r,Θ
(r), f̄) ∈ Q(ζpr)
for all integers l ≥ 1.
Lemma 5.1.3. L∗(f̄ , T ) is p-adically meromorphic with infinite radius of meromorphy
on Cp.
Proof. By Theorem 4.1.5, L∗(f̄ , T ) is a ratio of finite products of Fredholm determinants,
all of which are p-adically entire since the Dwork Frobenius operator, α and its qj-
multiples are completely continuous [Ser62] on the p-adic Banach space, Bf̄ (
1
p−1).
Lemma 5.1.4. L∗(f̄ , T ) has a nonzero Archimedean radius of convergence, and hence
a nonzero radius of meromorphy, R
(m)
∞ associated to the prime ∞.
Proof. Observe that the Archimedean absolute values of our exponential sums S∗l =
S∗l (q, r,Θ
(r), f̄) are bounded as follows:







∣∣∣Θ(r) ◦ τ(q, l, r)(f̄(x̄))∣∣∣ = qlnr









, and the geometric series converges for |T | < q−nr.
Let us now state the other important lemma that generalizes Bombieri’s lemma
([Bom66]: Lemma 1) to our situation, and that finally establishes the rationality of our
L-function.
Lemma 5.1.5. The coefficients As of the Taylor series (about the origin) for L
∗(f̄ , T )
are algebraic integers in the number field generated by a primitive pr-th root of unity.
We shall, in fact, prove the following (with more generality).
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Lemma 5.1.6. Let R be the Galois ring Zq/prZq. Let A1, A2, ..., An be arbitrary subsets
of Jr := {0, 1, 2, ..., r − 1}. Let A denote the n-uple, (A1, A2, ..., An). For each integer
l, let Rl denote the degree-l Galois ring extension of R, and let S
A,r
l (f̄) denote the
exponential sum as defined in Chapter 1, for the multivariable case, that is,






Θ(r) ◦ τ(q, l, r)(f̄(x))
where













 ∈ Rnl :

xi,j 6= 0, if j ∈ Ai






j is the p-adic representation of the variable xi in the ring Rl and the
digits xi,j take Teichmüller representatives. Let L
A,r(f̄ , T ) denote the associated L-
function, that is,








Then the coefficients As of the Taylor series (about the origin) for L
A,r(f̄ , T ) are alge-
braic integers in the number field generated by a primitive pr-th root of unity.
Before proving these lemmas, let us first review the theory of 0-cycles for varieties
over perfect fields (please see [Mon70]) and generalize this theory for affine varieties over
Galois rings.
5.1.1 Theory of 0-Cycles for Affine Varieties over Galois Rings
We will follow the approach given in Monsky’s account [Mon70] and generalize the theory
of 0-cycles for affine varieties over Galois rings. We will also refer to [Wan03] for the
basic results about Galois theory for Galois rings.
Let R denote the Galois ring, Zq/prZq. For each integer l, let Rl denote the degree-l
Galois ring extension of R. Let R̄ denote the ring Z(u)q /prZ(u)q where Z(u)q is the ring of
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integers of the maximal unramified extension, Q(u)q of Qq in its algebraic closure, Q̄q.
The ring R̄ is also denoted by GR(pr,∞) and it is analogous to the algebraic closure of
a finite field in a sense (please see [McD74]: Exercise XVI.6). For each pair of positive
integers d, e with d|e, let Gal(Re/Rd) (and recall that R1 = R) denote the Galois group
of Re over Rd (that is, the group of automorphisms of Re fixing Rd [Wan03]). We
define the absolute Galois group of R̄ over R (denoted by Gal(R̄/R)) to be the group of
automorphisms of R̄ that fix R. It can be shown that
Gal(R̄/R) ∼= Gal(F̄q/Fq) ∼= Gal(Q(u)q /Qq)
where F̄q is the algebraic closure of the finite field Fq with q elements, as follows.
We note (please see [Wan03]: Theorem 14.30) for integers d, e with d|e, the group
of automorphisms of the ring Re fixing every element of the ring Rd, Gal(Re/Rd) is
generated by the generalized Frobenius generator. If Re = Rd[ξ], where ξ is an element
of order qe − 1 in Re and is a root of a monic basic primitive polynomial h(x) of degree
e/d over Rd and dividing x




a0 + a1ξ + ...+ ae/d−1ξ
e/d−1
)
= a0 + a1ξ
q + ...+ ae/d−1ξ
(e/d−1)q
for all a0, a1, ..., ae/d−1 ∈ Rd, and that it acts on the Teichmüller digits of the p-adic
representation of an element as the qd-power map, that is, if a = a0 +a1p+ ...+ar−1p
r−1
is an element of Rd with its p-adic representation, then









Now, since Q(u)q =
∞⋃
f=1
Qqf , and since Gal(Qqf /Qq) ∼= Gal(Fqf /Fq) (as we proved in




is isomorphic to Gal(Q(u)q /Qq).
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On the other hand, by the isomorphisms of Galois groups of Galois ring extensions
with those of the corresponding finite field extensions ([Wan03]: Theorem 14.32, Corol-





Hence, it follows that
Gal(R̄/R) ∼= Gal(F̄q/Fq) ∼= Gal(Q(u)q /Qq).
Now, let V be an affine variety defined over the ring R, (defined by a set of polynomial
equations with coefficients in R; we do not require that the ideal generated by the
associated polynomials is prime). We define the zeta function of V to be the formal
power series,







where Nl(V ) is the number of Rl-rational points of V . We may thus identify V with
its set of R̄-rational points. We now define a 0-cycle D on V to be a formal Z-linear
combination of points of V . We say that D is R-rational if it is invariant under the








niPi is defined to be the sum
∑
i




called positive if all the ni are nonnegative.
Proposition 5.1.7. The R-rational 0-cycles form a free abelian group on the prime
R-rational 0-cycles.
Proof. It is clear that any finite collection of distinct prime R-rational 0-cycles are Z-
linearly independent (the 0-cycles are a free abelian group over the R̄-rational points
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of V ) and that the free abelian group generated by the prime R-rational 0-cycles is a
subgroup of the group of all R-rational 0-cycles on V . Now we claim that the prime
R-rational 0-cycles generate the group of all R-rational 0-cycles. To see this we observe
that any R-rational 0-cycle, D =
k∑
i=1
niPi with the Pi distinct and the ni 6= 0 is generated
by prime R-rational 0-cycles. We can prove this by strong induction on k. Given such
a 0-cycle D, we define its support, Supp(D) := {P1, P2, ..., Pk}. When k = 1, since D is
invariant under Gal(R̄/R), it follows that P1 is a prime R-rational 0-cycle. Now assume
that any such R-rational 0-cycle is generated by prime R-rational 0-cycles whenever
k ≤ m. Now consider an R-rational 0-cycle, D =
m+1∑
i=1
niPi with the ni 6= 0 and the
Pi distinct. Let {Qi : i = 1, 2, ..., d} be the orbit of P1 (with Q1 = P1) under the
action Gal(R̄/R) and hence
d∑
i=1
Qi is the prime 0-cycle associated to Pi. It is clear
that 1 ≤ d ≤ (m + 1), and that the Qi are in Supp(D). Suppose that Qi = Pji for
some indices ji ∈ {2, 3, ...,m + 1} for i = 2, 3, ..., d. Then it is clear that nji = n1 for
all i = 2, 3, ..., d. If d < (m + 1), then D − n1
d∑
i=1
Qi is an R-rational 0-cycle which is
generated by the prime ones by induction hypothesis and hence the result follows. If
d = m + 1, then D is generated by the prime R-rational 0-cycle,
d∑
i=1
Qi, and hence we
are done.
We will now generalize Monsky’s theorem ([Mon70]: Theorem 2.1) to our setting.
Theorem 5.1.8. For each integer s, let As be the number of positive R-rational 0-cycles
of degree s on V , let Ms be the number of prime R-rational 0-cycles of degree s on V
and let Ns be the number of Rs-rational points of V . Then the following three formal

















Proof. Monsky’s proof applies. However, we use the analogous Galois theory for Galois
rings.
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The power series (b) can be written as
∞∏
d=1


























as N ldd , we note that this number counts the number
of distinct ways we get positive 0-cycles of degree ld from Md prime 0-cycles of degree











and by the previous proposition, this is precisely As. (Note that A0 = 1).





























cients and using Equation 5.1.3, we find that the series (b) and (c) are equal.
Corollary 5.1.9. The zeta function, Z(V, T ) of the affine variety, V over the Galois
ring, R has rational integer coefficients.
To prove lemmas 5.1.5 and 5.1.6, we use Bombieri’s method in generalizing Monsky’s
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proof of representing the zeta function Z(V, T ) as an Euler product (the series (b) in the
above theorem) to our situation involving L-functions associated to character sums over
Galois rings. We will first prove the following lemma and then use the Galois theory of
Galois rings to establish the lemmas stated earlier.
Lemma 5.1.10. Let R denote the Galois ring, Zq/prZq and let P denote the Galois
ring Zp/prZp. Let f be a polynomial in n variables, x1, x2, ..., xn over R so that its
r-expansion is a polynomial in nr variables xi,j obtained from the p-adic expansion,
xi = xi,0 + xi,1p+ ...+ xi,r−1p
r−1 at level r, for each of the xi. For each positive integer
l, let Rl be the degree-l Galois ring extension of R and let Sl(f) = Sl(q, r,Θ
(r), f) be the
character sum




Θ(r) ◦ τ(q, l, r)(f(x))
where Θr is the character of P and τ(q, l, r) is the generalized trace map, TrRl/P , as
defined in Chapter 2. Let L(f, T ) be the associated L-function,








Then, the coefficients As of the Taylor series of L(f, T ) are algebraic integers in the
algebraic number field generated by a primitive pr-th root of unity.
Proof. We will follow Bombieri’s argument closely [Bom66]. Considering the affine n-
space, An(R), of points x = (x1, x2, ..., xn) defined over R as an affine variety over R
defined by the zero polynomial, we may consider the prime 0-cycles defined over R.
Let R̄ denote the ring, Zuq/prZ
(u)
q where Z(u)q is the ring of integers of the maximal
unramified extension, Q(u)q of Qq in Q̄q. If x = (x1, x2, ..., xn) ∈ An(R) is defined over a
finite Galois ring extension of R, let Rm be the smallest such ring of definition. Then,
if σ ∈ Gal(Rm/R) is the generalized Frobenius generator, it is easily seen that the
conjugates of x over R under the action of the absolute Galois group, Gal(R̄/R) are
given by σ(x), σ2(x), ..., σm−1(x). As noted earlier, σ acts on the Teichmüller digits of
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the p-adic representation of each component of x as the q-power map, that is, for











for each i = 1, 2, ..., n. Then the prime R-rational 0-cycle associated with x is denoted
by p and is given by
p = x+ σ(x) + ...+ σm−1(x).
The degree of p is deg(p) = m.
Now, since f is defined over R, σ fixes its coefficients and hence it follows that
σ(f(x)) = f(σ(x))
and hence the value of the trace TrRm/P (f(x)) is the same for x and all of its conjugates.
(To see this, recall that if λ is the generalized Frobenius generator of Gal(Rm/P ),
then λ acts on f(y) (for some element y in Rm) as the p-power map on the Teichmüller
digits of the p-adic expansion at level r of each of the coefficients and on those of y.












u, the r-expansion of









































Similarly, for each k = 1, 2, ...,m− 1, the map σk acts on the Teichmüller digits as the
168

















































for k = 1, 2, ...,m− 1.





a polynomial in n variables, where x = (x1, x2, ..., xn), u = (u1, u2, ..., un) and Supp(f)
is the collection of all exponent vectors u that have nonzero coefficients au. Then the









































































for k = 1, 2, ...,m− 1.)
Thus, we may write TrRm/P (f(p)) to denote TrRm/P (f(y)) for any y in the orbit of
x under the action of Gal(R̄/R). We immediately have the Euler product formula:
L(f, T ) =
∏
p
(1−Θ(r) ◦ TrP [f(p)]T deg(p))−1 (5.1.4)
where the product runs over all prime R-rational 0-cycles p of An(R) and TrP denotes
the absolute trace TrRdeg(p)/P .
(To see this, we compare the coefficients of the formal logarithmic derivative of the


















Θ(r) ◦ TrRd/P [f(p)]
)k
T dk
The coefficient of T l−1 for the above series (observe that there is a factor of T−1 on the















































Θ(r) ◦ τ(q, l, r) [f(x)]
= Sl(f).
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where the first equality is due to the fact that Θ(r) ◦ TrRd/P is an additive character,
and the penultimate inequality is by the Galois theory of Galois rings (from which we
obtained Equation 5.1.3 earlier).
).
From Equation 5.1.4, it is clear that the coefficients of L(f, T ) are algebraic integers
in the algebraic number field generated by a primitive pr-th root of unity.
Now, in order to prove Lemma 5.1.6, we first observe the following fact.
Definition 5.1.11. Let R be the Galois ring of characteristic pr and cardinality qr.
(We identify R with the ring Zq/prZq). Let R̄ denote the ring Z
(u)
q /prZ(u)q . For each
integer l, let Rl denote the degree-l Galois ring extension of R. Let A be a subset of
Jr := {0, 1, 2, ..., r − 1}. For each l, we define the subset RAl to be
RAl :=
{
x = x0 + x1p+ ...+ xr−1p
r−1 ∈ Rl :
xi 6= 0, if i ∈ Axi = 0, if j /∈ A
}
.
Lemma 5.1.12. With the above definition, for any subset A ∈ Jr and any positive
integer l, if x ∈ RAl , then all of its Galois conjugates over R belong to RAl as well.
Proof. This is clear from the fact that if σ ∈ Gal(Rl/R) is the generalized Frobenius
generator, then
σ(x0 + x1p+ ...+ xr−1p






Corollary 5.1.13. Let R be the Galois ring of characteristic pr and cardinality qr. (We
identify R with the ring Zq/prZq). Let R̄ denote the ring Z
(u)
q /prZ(u)q . Let An(R) denote
the affine n-space over R consisting of points x = (x1, x2, ..., xn). We may identify
An(R) with the affine variety (defined by the zero polynomial) consisting of all of its
R̄-rational points.
Let x be a point of An(R). Let l be the smallest positive integer such that x ∈ Rnl . For
each i = 1, 2, ..., n, let Ai be a subset of Jr := {0, 1, 2, ..., r−1}. If for each i = 1, 2, ..., n,
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Proof. This follows from the previous lemma.
We can now prove Lemma 5.1.6 from which Lemma 5.1.5 follows.
Proof of Lemma 5.1.6. We may repeat the argument in Lemma 5.1.10 and observe that
due to Corollary 5.1.13, the L-function now has an Euler product expansion
L(f, T ) =
∏
p




′ runs over all prime 0-cycles p such that if p = x + σ(x) + ... +
σm−1(x) and x = (x1, x2, ..., xn), then for all i = 1, 2, ..., n, xi ∈ RAim .
We can now, finally, establish the rationality of our L-function.
Theorem 5.1.14. The L-function that we considered in this thesis, L∗(f̄ , T ), is a ra-
tional function of T .
Proof. By Lemma 5.1.2 (or by the stronger Lemma 5.1.5), Dwork’s rationality criterion
(Theorem 5.1.1) is applicable to the L-function. By Lemma 5.1.5, condition (i) in
Theorem 5.1.1 is satisfied by L∗(f̄ , T ). In fact, |As|v ≤ 1 for all finite primes v. By
Lemma 5.1.3 and Lemma 5.1.4, condition (ii) in Theorem 5.1.1 is satisfied. Hence,
L∗(f̄ , T ) is rational.
Remark 5.1.15. Before we proceed to the next section, it is worthwhile to make the
following observations. We had considered several related L-functions and the zeta
function of an affine variety over a Galois ring in this section in order to establish the
rationality of our L-function. We may imitate our arguments and similarly establish the
rationality of the other L-functions as well. The analogues of Lemma 5.1.4 are easily
proven. These along with Lemma 5.1.6, just leave us with establishing analogues for
Lemma 5.1.3 in order to prove the rationality using Dwork’s criterion. This requires
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us to prove analogous trace formulas for the respective sequences of exponential sums
corresponding to the respective L-function. Such Dwork trace formulas can, in principle,
be proven by using the diagrammatic weight function that we constructed in Chapter
3. Having established the rationality of all these related L-functions, the rationality of
the zeta function follows from a simple combinatorial argument.
5.2 Bombieri-Adolphson-Sperber Bounds on the Degree
of the L-function
Another important application of the trace formula and the associated p-adic theory is
to obtain estimates on the degree and the total degree of the L-function (once it is known
that the L-function is rational) following Bombieri’s argument in [Bom66] and [Bom78]
and related arguments in [AS87a] which improve the basic estimates of Bombieri. Once
we establish the rationality of the L-function, we may define its degree to be the integer
R−S where R is the number of its zeros and S is the number of its poles. And similarly,
we may also define its total degree to be the integer R+ S.
In what follows, we will prove the analogue of Bombieri-Adolphson-Sperber estimate
for the degree (R−S) of our L-function (or its reciprocal). We will present the argument
in four steps as follows.
Step 1
We recall that our L-functon is related to the associated Fredholm determinant in terms
of the Dwork’s δ-operator given by Theorem 4.1.5:
L∗(f̄ , T ) = L∗(q, r,Θr, f̄ , T )






for a rational function or Laurent series P (t) ∈ K((t)) and N = nr is the total number
of variables at level r. Bombieri exploits the fact that det(I− αT ) is a p-adically entire
function by first rewriting Equation 5.2.1 as
[
L∗(f̄ , T )(−1)
N+1
]δ−N
= det(I− αT ) (5.2.2)
and then obtaining an expression for the left hand side as follows. Like the δ operator,
Dwork also defines the φ operator (with respect to q) defined on any rational function
of Laurent series, P (t) ∈ Cp((t)) by P (t)φ = P (qt). Then clearly δ = 1 − φ, where 1
represents the identity map. And thus









. Now since L∗(f̄ , T ) is a rational
function in 1 + TCp[[T ]], we may write









where ω−1h and η
−1
j are zeros and poles (respectively) of L
∗(f̄ , T )(−1)
N+1
for some positive












= det(I− αT )
which can be rewritten as
















For the case when r = 1, a simple argument as a consequence of ([Bom66]: Lemma 1)
where he shows that the coefficients of the Taylor series of L∗(f̄ , T ) are algebraic integers
in Q(ζpr), along with Krasner’s theorem on the uniqueness of analytic continuation shows
that the ωh and the ηj are algebraic integers.
For the general case when r > 1, we can use the same argument involving the use of
Krasner’s Theorem, having established the analogous Lemma 5.1.5. We could also use
the following argument based on an exercise in [Kob84] instead to deduce that ωh and
ηj are algebraic integers.
We recall that the p-adic Gauss norm of a polynomial or a power series with
coefficients in Cp is the supremum of the p-adic absolute values of the coefficients. If
g(t) is in Cp[[t]] or Cp[t], let us denote its p-adic Gauss norm by |g|p.
Lemma 5.2.1. If g(t) =
h(t)
f(t)
is a power series in 1 + tCp[[t]] with h(t) and f(t) being










and if the coefficients of g(t) are in the p-adic unit disk (that is, their absoulute values
are less than or equal to one), then the αi and the βj are also in the p-adic unit disk.
Proof. Let us first rewrite h(t) and f(t) as












by expanding them out. We will now use a Gauss norm argument to show that the the





We claim that |h|p = 1 and |f |p = 1. To see this, we first write f̂(t) = 1f(t) as





and we see that
|g|p = |hf̂ |p = 1.
Suppose for the sake of contradiction that |h|p > 1 or |f |p > 1. Note that if |f |p > 1,
then |f̂ |p > 1 as well. Let m be the the smallest integer such that |hm|p = max{|hi|p :
i = 0, 1, . . . , k}, and let n be the smallest integer such that |f̂n|p = max{|f̂j |p : j =
0, 1, 2, . . .}.
Now consider the coefficient of tm+n in the expansion of h(t)f̂(t). Then, by definition
of m and n, it follows that the absolute value of the coefficient is |hmf̂n|. This is because
this coefficient is the sum of hif̂j over i+ j = m+ n. But then the term with uniquely
maximum absolute value is the one with i = m and j = n since all other terms have a
factor hi or f̂j with index i < m or j < n, so has absolute value strictly less than |hmf̂n|.
From aove, it follows that if |h|p > 1 or |f |p > 1, then |g|p > 1, a contradiction.
Thus, |h|p = 1 and |f |p = 1.
Now rearrange the αi in the increasing order of absolute values so that |α1| ≤ |α2| ≤
. . . ≤ |αR|. Let s be the largest integer such that |αs| ≤ 1. Then consider the coefficient
of tR−s in the expansion of h(t) =
R∏
i=1
(1 − αit). The term αs+1αs+2 . . . αR in this
coefficient has the maximum absloute value and is equal to the the absolute value of this
coefficient, which is greater than one contradicting the above conclusion that |h|p = 1
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unless s = R. Thus, all the αi are in the p-adic unit disk.
By a very similar argument, all the βj are also in the p-adic unit disk.
Theorem 5.2.2. The ωh and the ηj in the above expression for L




Proof. The previous lemma can be applied to L∗(f̄ , T )(−1)
N+1
due to Lemma 5.1.5 and
the easily proven fact that if g(T ) ∈ 1 + TOK [[T ]] where OK is the ring of integers of
an algebraic number field K, then 1/g(T ) ∈ 1 + TOK [[T ]] as well.
From the lemma, it follows that the ωh and the ηj are in the p-adic unit disk. By
repeating the argument in the previous lemma for all finite primes, `, it follows that
|ωh|` ≤ 1 and |ηj |` ≤ 1 for all finite primes ` for 1 ≤ h ≤ R and 1 ≤ j ≤ S. It
follows that the ωh and the ηj are algebraic integers by a standard theorem in number
theory.
Now, since the left hand side of Equation 5.2.3 is entire, it follows that all the zeros
of D2(T ) must cancel with the zeros of D1(T ). A straightforward argument using this
fact shows that R − S ≥ 0 and if S ≥ 1, then for each j ∈ {1, 2, ..., S}, ηj = qbhωh for
some h ∈ {1, 2, ..., R} and some nonzero integer bh.
Step 2
Next, Bombieri uses Dwork’s arguments [Dwo64] to obtain an estimate on the New-
ton polygon of det(I− αT ) as follows. Here, let Kq = Qq(ζpr) and let Kp = Qp(ζpr) .
Let ordq denote the valuation on Cp normalized by ordq q = 1. And thus, ordp = a ordq.
Let σ be the Frobenius generator of Gal(Kq/Kp). Then, we recall (from the previous
chapter) that the map α decomposes as αa0 where α0 = ip ◦ σ−1 ◦ ψp ◦ F0,0(x). We ob-
served that even though α0 is not Kq-linear, it is Kp-linear. And in fact, as a Kp-linear





, we have that α = αa0.







the characteristic polynomial det(I−αT ) has different meanings depending on the choice





is defined. Using subscripts to
denote the choice of the field, Dwork observes that
det
Kp
(I− αT ) = NKq/Kp det
Kq
(I− αT )
with the norm being interpreted in the sense of products of conjugates of Kq over Kp,
the automorphisms acting trivially on the variable T .
Now, on one hand, we have, by the theory of characteristic polynomials, that
det
Kp





(I− α0(λT )) (5.2.4)
where the product runs over all λ satisfyting λa = 1. On the other hand, from Theorem
5.2.2, the coefficients of the Taylor series of L∗(f̄ , T ) lie in the algebraic number field,
Q(ζpr) ⊂ Kp, and thus detKq(I − αT ) ∈ Kp[[T ]]. And therefore, the conjugates of
detKq(I− αT ) are all equal and from Dwork’s observation we have that
det
Kp



























(I− α0(λT )). (5.2.6)
The above equation helps us to compute the Newton polygon of detKq(I − αT ) in
terms of that of detKp(I − α0T ). More precisely, Dwork shows ([Dwo64]: Lemma 7.1)
that a point (x, y) ∈ R2 is a vertex in the Newton polygon of detKq(I− αT ) computed
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with respect to the valuation ordq if and only if the point (ax, ay) is a vertex of the
Newton polygon of detKp(I− α0T ) computed with respect to the valuation ordp. Thus
it suffices to estimate the Newton polygon of detKp(I− α0T ).
In order to estimate the Newton polygon of detKp(I− α0T ), we first consider Kq as
a Kp-vector space of dimension a and we may choose an integral basis {ξ1, ξ2, ..., ξa} of
Kq over Kp such that Kq is a p-adically direct sum of a copies of Kp ([Dwo62]: Section










It can be shown that such a basis exists. Now, the collection {ξixu : u ∈ ZN≥0, i =





















for some sijk ∈ Kp. Then since, ordp ξi = 0 for all i, it follows that ordp σ−1(ξjξk) ≥ 0








































Then it follows from the above arguments that Au,i;v,j = 0 when the n-uple pu − v





On the other hand, writing
det
Kp











A(uν , iν ; vν , jν)
where the sum is over all sets of m 4-uples (uν , iν , vν , jν) such that the m pairs (uν , iν)
are distinct and the m pairs (vν , jν) are permutations of the m pairs (uν , iν), and the
signs in the sum are determined by m and the signature of the permutation. Then, we
have that





where the minimum is taken over all m quadruplets as described above.
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where the first minimum is taken over all m quadruplets as described above and the
second minimum is taken over all m distinct pairs (uν , iν).
Hence, the Newton polygon of detKp(I − α0T ), which is the convex closure of the







where the minimum is again taken over all m distinct pairs (uν , iν).
Thus, as described in [AS87a], the problem of estimating the Newton polygon of the
series, detKp(I − α0T ) reduces to the problem of counting the number of u ∈ ZN of
a given weight. Since our weight function wΣ satisfies Proposition 3.2.22 analogous to
Lemma 2.14 in [AS87a], we may define integers W (j) for j = 0, 1, 2, ... by
W (j) = card
{




where D is the smallest positive integer such that wΣ(ZN ) ⊆ 1DZ≥0 ∪ {+∞} where Z≥0
denotes the set of all nonnegative integers.
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Then, following [AS87a], we note that from a simple combinatorial argument ([Dwo64]:
Section 7), it follows that the convex closure of the points given by (5.2.7) above coincides








 , M = 0, 1, 2, . . . .
along with (0, 0). Finally, from the paragraph following Equation 5.2.6, we have an
estimate for the Newton polygon of detKq(I − αT ) with respect to the valuation ordq






 , M = 0, 1, 2, . . .
along with (0, 0).
Step 3
Next, Bombieri proves a p-adic analogue of Jensen’s formula for entire functions using
the theory of Newton polygons and uses this to obtain a result useful for our estima-
tion. This result is later generalized by Adolphson and Sperber [[AS87a]: Lemma 4.2].
More precisely, for our situation, we have the following lemma [[Bom66]] and corollary
[[AS87a]].




j be an entire function in Cp, and let {ρi} be the
sequence of reciprocals of the zeros of D(t) ordered such that ordp ρi ≤ ordp ρi+1 for all
i. Then we have for every real x
∑
(x− ordp ρi) = max
j≥0
(xj − ordp dj)
where the sum is over all i such that ordp ρi ≤ x.
And the lemma above also holds when ordp is replaced by ordq. Also, it suffices to
consider only the integers j such that (j, ordq dj) is a vertex of the Newton polygon
of D(t) when taking the maximum in the above lemma. Applying the lemma to the
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entire function detKq(I−αT ), and using Equation 5.2.3 and the bounds on the Newton
polygon of detKq(I− αT ) obtained in Step 2, we get























In the last step, we observe the following asymptotic relationship:
Lemma 5.2.5. ∑
i≤x




where the sum runs over all nonnegative integers i less than or equal to a fixed nonneg-
ative real number x.











∑′ is as defined in Corollory 5.2.4 and the second sum runs over all nonnegative
integers i satisfying i ≤ x − ordq ωh. The second equality follows from Lemma 5.2.9.















On the other hand, we can obtain an asymptotic expression in terms of the Σ-
diagram of the polynomial f̄ for the right hand side of Equation 5.2.8 by following the
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arguments in [AS87a] as described below, we will be able to prove the following result.
Theorem 5.2.6. Let E(f̄) be the smallest subspace of RN containing Σ(f̄ , r), the level-
r Σ-diagram of f̄ . Let Ñ be the dimension of E(f̄). (Note that Ñ ≤ N with equality
holding in most generic cases). Let Ṽ (f̄) be the Ñ -dimensional volume of Σ(f̄ , r) with
respect to the Haar measure on E(f̄) normalized so that a fundamental domain for the
lattice E(f̄) ∩ ZN has volume 1.














Equation 5.2.10 and the above theorem give asymptotic growth for the left hand side






+O(xN ) ≤ Ñ !Ṽ (f̄)
(Ñ + 1)!
xÑ+1 +O(xÑ )
Now, if Ñ = N , then we identify Ṽ (f̄) with V (f̄), defined as the volume of Σ(f̄ , r)
with respect to the Lebesgue measure on RN .
Letting x→∞, we see that if Ñ = N , then
(R− S) ≤ N !V (f̄) (5.2.11)
and if Ñ < N , then (R−S) ≤ 0, and also, from the paragraph following Theorem 5.2.2,
we also have that (R−S) ≥ 0. We have thus obtained the Bombieri-Adolphson-Sperber
estimate on the degree of our L-function. We have
Theorem 5.2.7. With the notations used in this section, we have that
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(a) If Ñ = N , then
0 ≤ degree L∗(f̄ , T )(−1)N+1 = (R− S) ≤ N !V (f̄) .
(b) If Ñ < N , then
degree L∗(f̄ , T )(−1)
N+1
= (R− S) = 0 .
In the following subsection we will prove Theorem 5.2.6.
5.2.1 Proof of Theorem 5.2.6
We will follow the arguments in [AS87a] closely.
Let r ≥ 2. A “face” of Σ(f̄ , r) means a closed face of arbitrary dimension. For each
face Γ of Σ(f̄ , r), let C(Γ) be the union of all half-lines emenating from the origin and
passing through Γ. Let Γ̂ be the convex hull of Γ∪{(0, 0, ..., 0)}. Let Ṽ (Γ) (resp. Ṽ (Γ̂))
be the volume of Γ (resp. Γ̂) with respect to the Haar measure on the smallest affine
space (resp. linear space) containing Γ (resp. Γ̂), normalized so that a fundamental
domain for the induced lattice has volume 1. Let E(f̄) be the smallest subspace of RN
containing Σ(f̄ , r) and set Ñ = dimE(f̄).






















where j′ is a positive integer such that j′/D(Γ) = j/D in the case when D|D(Γ)j. Note
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that if D - D(Γ)j, then WΓ(j) = 0.
A Brief Illustration of the above Estimate:
To illustrate the above estimate, let us consider a simple example. Consider p =
5,m = 4 and n = 1, r = 2 so that N = 2 and assume that Σ(f̄ , 2) = Λ(f̄ , 2), (cf.





Figure 5.1: The level-2 Λ-diagram corresponding to f̄ with m = 4 and p = 5
Let Γ1 be the face defined by the hyperplane w1(x) = 1 which is x1 = 1 and let Γ2
be the face defined by the hyperplane w2(x) = 1 which is x0 + 17x1 = 20. Then
D(Γ1) = 1, D(Γ2) = 20 and D = 20.
First consider Γ1. For 0 < j with 20 - j, D - D(Γ1)j and thus WΓ1(j) = 0, however,
for j = 20, 40, 60, ..., we have that j′ = 1, 2, 3, .... For j ≥ 1 for which j′ ≡ 0 (mod 1),





= 3j′ + 1
in this case.
Now consider Γ2. Now D|D(Γ2)j for all j and j′ = j for all j. For each integer











































Proof. This is easily proven by using strong induction on s as follows.
When s = 1, it is clear that S1(x) =
x2
2
+ O(x). Now, assume that Sj(x) =
xj+1
j + 1
+O(xj) for all j = 1, 2, ..., k. Now consider the following lemma.
Lemma 5.2.9. Let n = bxc and k be an integer. Then, we have










(x+ 1)k − 1 = (x+ 1)k − 1k
= [(x+ 1)k − (n+ 1)k] + [(n+ 1)k − nk] + [nk − (n− 1)k] + . . .+ [2k − 1k]


















































where the last equality is due to the fact that
[(x+ 1)k − (n+ 1)k] ≤ [(n+ 2)k − (n+ 1)k]
= O(nk−1)
= O(xk−1).
Then by the above lemma, we have























=⇒ (k + 2)Sk+1(x) = xk+2 +O(xk+1)










= Ṽ (Γ̂) . (5.2.15)
Then from equations 5.2.14 and 5.2.15, we get
∑
j≤Dx
WΓ(j) = Ṽ (Γ̂)x
Ñ +O(xÑ−1). (5.2.16)




















denotes the sum over all (Ñ − 2)-dimensional faces σ of Σ(f̄ , r) that





























W (j) = Ṽ (f̄)xÑ+1 +O(xÑ) . (5.2.19)
Now, we use a similar argument to deduce the other assertion of Theorem 5.2.6.















(j′)Ñ +O(xÑ ) (5.2.21)







xÑ+1 +O(xÑ ). (5.2.22)



















xÑ+1 +O(xÑ ) (5.2.24)
thus proving Theorem 5.2.6.
190
Chapter 6
Conclusion and Future Directions
6.1 Conclusion
We summarize by quoting that in this thesis we considered the sequence of exponential
sums,{
SA,rl (Θ
(r), f̄) : l = 1, 2, ...
}
where the SA,rl (Θ






where r is an integer greater than or equal to 1, f̄(x̄) is a polynomial in n variables,
x̄1, x̄2, ..., x̄n with coefficients in the Galois ring R = Zq/prZq, Rl ∼= Zql/prZql is the
degree-l Galois ring extension of R, TrRl/R is the generalized trace map, Θ
(r) is a char-
acter of Zp/prZp, A = (A1, A2, ..., An) is an n-uple of subsets Ai ⊆ {0, 1, 2, ..., r − 1},
x = (x1, x2, ..., xn) with the xi representing the level-r p-adic expansion of the variable






and the xi,j are called the Teichmüller variables associated to the variable, x̄i, and T A,rl
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is the set defined by
T A,rl :=









 ∈ Rnl :

xi,j 6= 0, if j ∈ Ai
xi,j = 0, if j /∈ Ai
 .
The associated L-function, LA,r(Θ(r), f̄ , T ) is defined by








We studied the special case when A = (Jr, Jr, ..., Jr) where Jr := {0, 1, 2, ..., r − 1}
and we denoted the sequence of exponential sums by S∗l (Θ
(r), f̄) for l = 1, 2, ... and the
associated L-function by L∗(Θ(r), f̄ , T ). In Chapter 3, we proved a generalized Dwork
trace formula for this sequence of exponential sums by extending the work of Adolphhson
and Sperber [AS87a] through construction of analogoues of Newton polyhedra associated
to the polynomial f̄ . When r = 1, these exponential sums degenerate to the classical
exponential sums over finite fields studied implicitly by Dwork [Dwo60] in his celebrated
paper where he proves the rationality of the zeta function of an algebraic variety, and
then later in more detail by Bombieri [Bom66], where he proves more results on the
associated L-function.
The trace formula immediately gives us Dwork’s classical results for the associated
L-function L∗(Θ(r), f̄ , T ). In particular, in Chapter 4, we deduced that this L-function
is a finite alternating product of p-adically entire functions of T which are Fredholm
determinants of certain completely continuous operators called the Dwork-Frobenius
operators. We then constructed the analogoue of the Dwork complex on which the
Dwork-Forbenius operators act as a chain map, and thus realized the L-function in
terms of Fredholm determinants of maps on the complex. This gives a corresponding
statement on the cohomology of the complex as well.
In Chapter 5, we proved the rationality of the L-function using Dwork’s classical
methods. In that process, we generalized Bombieri’s result ([Bom66]: Lemma 1) in
Lemma 5.1.6 using the Galois theory of Galois rings. On obtaining generalized trace
formulas for the sequence of exponential sums, SA,rl (Θ
(r), f̄) for arbitrary n-uples A =
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(A1, A2, ..., An) of subsets of Jr, we can similarly prove the rationality of the associated L-
function using Lemma 5.1.6 and its consequences. This leads us to a proof of rationality
of the zeta function, Z(V, T ) of an affine variety, V over the Galois ring, R defined by








where Nl is the number of Rl-rational points of V (please see section 5.1: Remark 5.1.15),
by a simple combinatorial argument as in [Dwo60]. Meuser proved the rationality of this
zeta function in [Meu86] as she studied a more general zeta function in two variables
that generalized both the Weil zeta function and the Igusa zeta function. We have thus
shown that there is an alternate proof for the rationality of the zeta function using
Dwork’s classical methods.
Later in Chapter 5, we proved the analogue of the Bombieri-Adolphson-Sperber
estimate for the degree (the number of zeros minus the number of poles) of the associated
L-function (or its reciprocal) in terms of the volume of the analogue of the Newton
polyhedron [AS87a] of the polynomial, f̄ .
6.2 Future Directions
Here are a few applications and extensions of this work.
6.2.1 Rational Point Counts
An obvious application of this work is to obtain a formula for the number of Rl-rational
points of an affine variety, V over the Galois ring, R in terms of the exponential sums
of the kind SA,rl (Θ
(r), f̄) by developing generalized Dwork trace formulas for arbitrary
n-uples A = (A1, A2, ..., An) of subsets Ai ⊆ Jr, and then by using the arguments in
the end of section 1.5. We thus obtain results relating the zeta function 6.1.1 with the
L-functions LA,r(Θ(r), f̄ , T ).
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6.2.2 p-divisibility of the Number of Solutions
Another application of this work is to generalize Chevalley-Warning-Ax-Katz’s classical
result on the p-divisibility of the number of solutions to a system of polynomial equations
defined over a finite field, to that corresponding to polynomial equations defined over
Galois rings.
In 1935, Emil Artin conjectured that the finite field with q elements, Fq is quasi-
algebraically closed, that is, any homogeneous polynomial of degree, d 6= 0 in n variables
over Fq has a nontrivial zero provided n > d. His conjecture was motivated by the facts
that both finite fields and quasi-algebraically closed fields have trivial Brauer groups (For
proofs, please see [Ser79]: p.161-162). The Chevalley-Warning Theorem, first proven
by Claude Chevalley [Che36] and then later strengthened and generalized by Ewald
Warning [War36] implied immediately that Artin’s conjecture was in fact true.
The Chevalley-Warning Theorem asserts that the cardinality of the set of common
solutions in Fnq to a system of m polynomial equations in n variables over Fq is divisible
by the characteristic, p of the field Fq as long as n is greater than the sum of the
total degrees of those polynomials. Later, James Ax [Ax64] strengthened the result by










where di is the total degree of the i-th polynomial and dxe denotes the ceiling function
of x, that is, dxe is the smallest integer greater than or equal to x. In 1971, Nicholas
Katz [Kat71] showed that this result could be strengthened further by asserting that










Marshall and Ramage [MR75] generalized Ax’s results to the case of a single poly-
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nomial defined over a finite principal ideal ring. More recently, Daniel J. Katz [Kat09]
generalized Marshall-Ramage’s [MR75] results and Nicholas Katz’s [Kat71] results to
the case of a system of polynomial equations over a finite principal ring. However, it is
to be noted that Daniel J. Katz’s generalization did not rely on Nicholas Katz’s methods
based on Dwork’s p-adic theory. It would be interesting to obtain a generalization of
Nicholas Katz’s [Kat71] results for the case of a system of polynomial equations defined
over Galois rings using the p-adic theory developed in this thesis by following Nicholas
Katz’s method, and compare the results with those obtained by Daniel J. Katz [Kat09].
On a related note, studying the p-divisibility of the exponential sums themselves has
been of interest since the classical Stickelberger’s congruence for Gauss sums. Adolphson
and Sperber in [AS87b] investigated the p-divisibility of exponential sums over finite
fields, and their result has been shown to imply Nicholas Katz’s result [Kat71] on p-
divisibility of the number of solutions. It is worth investigating a generalization of
Adolphson-Sperber’s results for our exponential sums over Galois rings.
6.2.3 Formalism in terms of an Artin L-function
The Euler product factorization for our L-functions that we deduced in Lemma 5.1.6
(that generalizes [Bom66]: Lemma 1) should, in principle, be derived based on a for-
malism in terms of certain Artin L-functions.
Bombieri [Bom66] relates the L-function, L(f, T ) = L(f, T,An(Fq)) associated to
sequence of affine exponential sums over finite fields,
{Sl(Θ, f) = Sl(Θ, f,An(Fq)) : l = 1, 2, ...}, where Θ is a nontrivial additive character of
Fp, f is a polynomial over Fq and each of the sums





is over all x in Fn
ql
; to the Artin L-function related to the Artin-Schreier covering (a
Galois covering) of the affine n-space over the finite field Fq defined by the Artin-Schreier
polynomial, yp − y = f(x) and the character Θ which is also a character of the Galois
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group of the covering (which is isomorphic to Fp). Realizing the L-function, L(f, T ) as
such an Artin L-function immediately gave him the Euler product factorization. It is
worthwhile to investigate the analogous formalism in terms of an Artin L-function for
our L-function associated to exponential sums over Galois rings.
Such a formalism has been investigated by Liu and Wei [LW07]. They describe a
Witt covering of Tn, the n-dimensional torus over Fq in terms of exponential sums over
Galois rings. The case they examine is closely related to the sequence of exponential
sums
{
SA,rl : l = 1, 2, ...
}
where A = (A1, A2, ..., An) with the Ai = {0} for all i.
6.2.4 Twisted Exponential Sums generalizing Gauss Sums
We could extend this work by considering twisted exponential sums over Galois rings
and generalize the work of Adolphson and Sperber [AS93].
On one hand, we could consider sums of the kind described as follows. We first
observe that the group of all multiplicative characters χ : F×p → C×p is generated by
the Teichmüller character, ω : F×p → C×p that sends an element x in F×p to its unique
Teichmuller lift, ω(x) ∈ Zp which is a (p− 1)-st root of unity. Hence any multiplicative
character χ : F×p → C×p is ωk for some k = 0, 1, 2, ..., p− 2. Now let P = Zp/prZp, let f
be a polynomial in n variables over the Galois ring R = Zq/prZq, let Rl be the degree-l
extension of R, let Θ be an additive character of P , and let b = (bi,j)i=1,2,...,n;j=0,1,...,r−1
be a vector of nr entries, each belonging to {0, 1, .., p−2}. Let NRl/P and TrRl/P denote
the generalized norm and generalized trace maps respectively. Then the sequence of
exponential sums, {SA,rl (b,Θ, f) : l = 1, 2, ...} with A being the n-uple A = (Jr, Jr, ..., Jr)
where








Θ ◦ TrRl/P (f(x))
where T A,rl is as defined earlier in this chapter, generalize the twisted exponential sums
over finite fields considered by Adolphson and Sperber [AS93].
On the other hand, we could also consider a pair of characters (χ,Θ) where Θ is
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an additive character of P := Zp/prZp, and χ is a multiplicative character of the group
of units P ∗ of P . Let R be the Galois ring Zq/prZq and Rl its degree-l Galois ring
extension for each l. Then the generalized norm maps NRl/P and the generalized trace
maps TrRl/P give rise to a sequence of exponential sums,
{
SU,rl (χ,Θ, f̄) : l = 1, 2, ...
}
associated to a polynomial f̄ (in several variables) over R, given by
SU,rl (χ,Θ, f̄) =
∑
χ ◦NRl/P (x̄)Θ ◦ TrRl/P (f̄(x̄))
where the sum is over all x̄ = (x̄1, x̄2, ..., x̄n) with each x̄i being a unit in the ring Rl.
Note that the group of units of Rl is a direct product G1 × G2 where G1 = µql−1, the
group of (ql− 1)-th roots of unity and G2 = 1 + pRl ([McD74], [Wan03]). The sum SU,rl
can easily be written in terms of the sums of the kind SA,rl that we considered in this
thesis.
These investigations would lead to extensions and variants of Xhumari’s [Xhu16] and
Blache’s [Bla03] work on Gauss sums.
6.2.5 Finite Dimensionality of the Cohomology of the Dwork Complex
Another interesting question for future research is to find natural conditions for which
the cohomology given in Chapter 4 is finite dimensional and computable. In the case
when r = 1, conditions have been found where the cohomology vanishes except in the
highest dimension and there it is finite dimensional. It would be of great interest to find
such conditions in the case of sums over Galois rings.
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[LS00] P. Langevin and P. Solé, Gauss Sums over quasi-Frobenius rings, Proceed-
ings of the fifth international conference on Finite Fields and Applications
Springer (2000), 329–341.
[LW07] Chunlei Liu and Dasheng Wei, The L-functions of Witt coverings, Journal of
Number Theory 255 (2007), 95–115.
[LW09] Chunlei Liu and Daqing Wan, T-adic Exponential Sums over Finite Fields,
Algebra and Number Theory 3, 5 (2009), 489–509.
[Mat89] Hideyuki Matsumura, Commutative Ring Theory, Cambridge University
Press, 1989.
[McD74] B.R. McDonald, Finite Rings with Identity, New York: Marcel Dekker, 1974.
[Meu86] Diane Meuser, The Meromorphic Continuation of a Zeta Function of Weil
and Igusa type, Inventiones Mathematicae 85 (1986), 493–514.
[Mon70] Paul Monsky, p-adic Analysis and Zeta Functions, Kinokuniya Book-Store
Co., Ltd., 1970.
[MR75] Murray Marshall and Garry Ramage, Zeros of polynomials over finite principal
ideal rings, Proc. Amer. Math. Soc. 49 (1975), 35–38.
[Mus11] Mircea Mustata, Zeta Functions in Algebraic Geometry - Lecture Notes, http:
//www.math.lsa.umich.edu/~mmustata/zeta_book.pdf, 2011.
[PGS10] C. Perez-Garcia and W.H. Schikhof, Locally Convex Spaces over Non-
Archimedian Valued Fields, Cambridge University Press, 2010.
[Rab14] Joseph Rabinoff, The Theory of Witt Vectors, https://arxiv.org/pdf/
1409.7445.pdf, 2014.
[Ser62] Jean-Pierre Serre, Endomorphismes complètement continus des espaces de
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Hilbert’s Theorem 90 for Galois
Rings
We will state and prove the analogue of Hilbert’s Theorem 90 (Additive Form) for Galois
rings. This is an exercise in [Wan03].
Proposition A.0.1. Let p be a prime, let a be a positive integer, and let q = pa. Let
R denote the Galois ring GR(pr, a) that has characteristic pr and cardinality, qr. Let
Rl be the degree-l Galois ring extension of R. (So Rl is isomorphic to GR(p
r, al) and
it contains R as a subring). Let σ be the generalized Frobenius generator of the Galois
group, Gal(Rl/R), and let TrRl/R denote the generalized trace map. Then we have:
(i) For b ∈ Rl, Tr(b) = 0 if and only if there is some a ∈ Rl such that b = a− σ(a).
(ii) The generalized trace map TrRl/R : Rl → R is surjective.
Proof.
(i) If b = a− σ(a) for some a ∈ Rl, then it is clear that TrRl/R(b) = a− σ
l(a) = 0.
Conversely, suppose that TrRl/R(b) = 0. Let F and Fl denote the residue fields of
R and Rl respectively. Let σ̄ denote the Frobenius generator of the Galois group,
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Gal(Fl/F ). Since the trace map, TrFk/F : Fk → F is nonzero, there is some c̄ ∈ Fk
such that TrFk/F (c̄) 6= 0. Then, the Teichmüller lift, c ∈ Zql of c̄ reduces to c̄ (mod
p) and it is a unit in Rl such that TrRl/R(c) 6= 0. Let t = TrRl/R(c). Then, it is
clear that t is a unit in R.
Now, we may imitate Hilbert’s classical argument in this setting. Let a ∈ Rl be





bc+ [b+ σ(b)]σ(c) + [b+ σ(b) + σ2(b)]σ2(c) + . . .
+[b+ σ(b) + . . .+ σl−1(b)]σl−1(c)
)
.
Then since TrRl/R(b) = 0,














[bt− c · 0] = b.
(ii) The trace map, TrRl/R : Rl → R is an R-module homomorphism. Let K be the
kernel of this map. Then by (i), we have that
K = {a− σ(a) : a ∈ Rl}.
Then clearly, a − σ(a) = a′ − σ(a′) if and only if a − a′ = σ(a − a′) if and only if
(a − a′) ∈ R if and only if a and a′ are in the same coset in relative to R in the
additive abelian group Rl. Hence, the cardinality, |K| of K is the index, [Rl : R]
of the subgroup R of Rl.








Thus the trace map TrRl/R is surjective.
204
Appendix B
Proofs of Some Basic Facts given
in Chapter 2
B.1 Proof of Proposition 2.1.8
Proof. Let us first show the existence. If α = 0, then we just take α̃ = 0. Now suppose
α 6= 0. By the previous proposition 2.1.7, Qpf = Qp(β̃) where β̃ ∈ Q̄p is a primitive
(pf −1)-th root of unity and its image β ∈ Zpf /pZpf ∼= Fpf is also a primitive (pf −1)-th
root of unity. Hence β is a generator of F×
pf
and thus α = βk for some integer k. Since
β̃ ∈ Zpf , we may take α̃ = β̃k ∈ Zpf . Then α̃ has the required properties.
We will now show the uniqueness. It follows easily from Hensel’s Lemma [Mat89].
Suppose α̃, β̃ ∈ Zpf are two different lifts of α satisfying α̃p
f




f−1 − 1) over Zpf reduces to itself (mod pZpf ) and is separable
over Fpf and factors into pf − 1 distinct linear factors (x − αi), with the αi being the
nonzero elements of Fpf . Then since the factors (x−α) and (xp
f−1−1)/(x−α) are rela-
tively prime monic polynomials, by Hensel’s Lemma, there exists α′ ∈ Zpf and a monic
polynomial G(x) ∈ Zpf [x] such that (xp
f−1 − 1) = (x− α′)G(x) such that α′ reduces to
α and G(x) reduces to (xp
f−1 − 1)/(x − α) (mod pZpf ). Repeating the argument for
the monic polynomial G(x), we see that the polynomial (xp








where the α′i ∈ Zpf reduce to αi ∈ Fpf which are all distinct. Hence if both α̃ and β̃
reduce to the same α, they must coincide.
B.2 Proof of Corollary 2.1.10
Proof. We first consider the special case when α ∈ Zpf . Let a0 be the Teichmüller lift of
the image of α in Fpf . Then α− a0 = pα1 for some α1 ∈ Zpf . Repeat this construction
for α1 to get α1 − a1 = pα2 for some α2 ∈ Zpf where a1 is the Teichmüller lift of the






with the ai satisfying a
pf
i = ai for all i ≥ 0. The uniqueness of this expression follows
from the uniqueness of the Teichmüller lifts as per the previous proposition. For ex-










i = ai and b
pf
i = bi, then by considering the
reduction modulo pZpf , we easily see successively that ai = bi for every i.
Now for the general case when α ∈ K as in the second part of the statement of the
corollory, we first observe that α can be written uniquely of the form α = πmu for
some unit u ∈ OK , where OK = {x ∈ K : ordp x ≥ 0} is the ring of integers of K,
with ordp u = 0 and m being the integer such that m = e ordp α. We also note that
K = Qpf (π) by proposition 2.1.7. Now we imitate the same construction as in the
previous paragraph by considering the reduction of u modulo πOK in Fpf and lifting it







The uniqueness of this expression follows from the uniqueness of the Teichmüller units
bi in the same way as before. Then by multiplying by π






where ai = bi−m satisfy a
pf
i = ai for every i ≥ m.
B.3 Proof of Proposition 2.1.11
Proof. Firstly, if σ is an embedding of Qpf into an algebraic closure Q̄p, then we observe
that σ(Qpf ) is an unramified extension of Qp of degree f . This is because of the fact
[Art59] that any valuation of rank 1 of a complete field can be extended uniquely to
a finite extension, and in particular, the extension can precisely be given in a formula
using the absolute values of elements of the base field. In our case, the valuation on






for any α ∈ Qpf . In particular, this implies that |σ(α)| = |α|, or in other words,
ordp σ(α) = ordp α for every α ∈ Qpf . Hence, the extension σ(Qpf ) over Qp is unrami-
fied as well. Then, by the uniqueness of the unramified extension (Proposition 2.1.7), it
follows that σ(Qpf ) = Qpf . Also evidently the extension Qpf is separable over Qp which
has characteristic zero. Hence, Qpf is Galois over Qp.
Now, any automorphism σ of Qpf fixing Qp induces an automorphism of Zpf , which
in turn induces an automorphism, σ of the residue class field Zpf /pZpf ∼= Fpf . Hence
we have a group homomorphism, g : Gal(Qpf /Qp) → Gal(Fpf /Fp) of finite groups of
the same order equalling f . Now, Qpf = Qp(α̃) for some primitive (pf − 1)-th root of
1, α̃ ∈ Qp. Also the image α of α̃ in the residue class field Zpf /pZpf is also a primi-
tive (pf − 1)-th root of 1. Hence, for any σ ∈ Gal(Qpf /Qp), the conjugate σ(α̃) = α̃i
for some integer i, and hence it can easily be seen that g is injective, and hence an
isomorphism.
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B.4 Proof of Lemma 2.1.12
Proof. For (i), since σ(x̄) = x̄p = xp, we have that σ(x) = xp and thus σ(x) ≡ xp





) = σ(x). By (i), σ(x) must satisfy σ(x) ≡ xp (mod pZpf ).
But then xp is a Teichmüller lift satisfying xp ≡ xp (mod pZpf ). By the uniquenuess of
Teichmüller lifts, we must have that σ(x) = xp.
B.5 Proof of Proposition 2.1.23







We will first establish that the degree [Qq(ζpr) : Qp(ζpr)] = [Qq : Qp] = a. Since Qq is
unramified over Qp and since Qp(ζpr) is finite over Qp, we have that the compositum
Qq(ζpr) is unramified over Qp(ζpr) by [Lan00] (Chapter II: Section 4 - Proposition 8)
and thus the degree, [Qq(ζpr) : Qp(ζpr)] equals the residue field degree, fQq(ζpr )/Qp(ζpr ).
Now, on one hand, the residue field degree, f of the extension Qq(ζpr)/Qp being the
product of the residue field degrees of the extensions Qq(ζpr)/Qp(ζpr) and Qp(ζpr)/Qp,
must coincide with the residue field degree of the extension Qq(ζpr)/Qp(ζpr) as the latter
extension is totally ramifed (It can be shown that (ζpr − 1) is a root of an Eisenstein
polynomial of degree pr−1(p − 1)). On the other hand, we have f ≥ fQq/Qp = a, the
residue field degree of Qq/Qp. Hence we have that
[Qq(ζpr) : Qp(ζpr)] = fQq(ζpr )/Qp(ζpr ) = f ≥ a.
However, since Qq(ζpr) = Qp(ζpr , ζpa−1), and since ζpa−1 satisfies a polynomial of degree
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a over Qp(ζpr), we have that the degree
[Qq(ζpr) : Qp(ζpr)] ≤ a.
Therefore,
[Qq(ζpr) : Qp(ζpr)] = a.
Now, if τ : Qq(ζpr) ↪→ Qp is any embedding fixing Qp(ζpr), then since τ fixes Qp,
its restriction, τ |Qq ∈ Gal(Qq/Qp) and thus τ(Qq) = Qq. Also since τ fixes ζpr , we
have that τ(Qq(ζpr)) = Qq(ζpr). So the extension Qq(ζpr)/Qp(ζpr) is normal, and since
Qp(ζpr) has characteristic zero, it follows that the extionsion is Galois.
Finally, consider the map ψ : Gal(Qq(ζpr)/Qp(ζpr)) −→ Gal(Qq/Qp) defined by ψ :
τ 7→ τ |Qq . Since τ(ζpr) = ζpr , this map is clearly an injective homomorphism of finite
groups of the same order, and is hence an isomorphism.
B.6 Proof of Lemma 2.2.3
Proof. Suppose that T is affinely independent. Consider the linear equation
c2(v2 − v1) + c3(v3 − v1) + . . .+ ck(vk − v1) = 0
which can be rewritten as
c2v2 + c3v3 + . . . ckvk − (c2 + c3 + . . .+ ck)v1 = 0.
It is clear that the scalars ci must equal 0 for all i = 2, 3, ..., k for otherwise the above
equation violates the assumption that T is affinely independent as we note that
c2 + c3 + . . . ck − (c2 + c3 + . . .+ ck) = 0.
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Conversely suppose S is linearly independent. Consider the linear equation
d1v1 + d2v2 + . . .+ dkvk = 0
where the scalars d1, d2, ..., dk satisfy
k∑
i=1
di = 0. Then we may write d1 = −(d2 + d3 +
. . .+ dk), from which the above equation becomes
−(d2 + d3 + . . .+ dk)v1 + d2v2 + . . .+ dkvk = 0
which can be rewritten as
d2(v2 − v1) + d3(v3 − v1) + . . .+ dk(vk − v1) = 0.
Then from the linear independence of S, it follows that di = 0 for i = 2, 3, ..., k, whence
d1 = −(d2 + d3 + . . .+ dk) = 0.
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Appendix C
Proof of Proposition 3.1.29 in
Chapter 3
In this appendix, we will prove Proposition 3.1.29. The proof, although tedious, is very
analogous to the proof of Proposition 3.1.19. Let us rewrite equations 3.1.13, 3.1.14 and
3.1.15 below so that it is easier follow the proof.
[h(0,1,1) + 2h(0,2,1) + 3h(0,3,1) + . . .+mh(0,m,1)]
+[0 + h(0,2,2) + 2h(0,3,2) + . . .+ (m− 1)h(0,m,2)]
+[0 + h(0,2,3) + 2h(0,3,3) + . . .+ (m− 1)h(0,m,3)]
+[0 + 0 + h(0,2,4) + . . .+ (m− 2)h(0,m,4)]
+[h(1,1,1) + 2h(1,2,1) + 3h(1,3,1) + . . .+mh(1,m,1)]
+[0 + h(1,1,2) + 2h(1,2,2) + . . .+ (m− 1)h(1,m,2)]
+[h(2,1,1) + 2h(2,2,1) + 3h(2,3,1) + . . .+mh(2,m,1)] = κ0 (C.0.1)
[h(0,1,2) + h(0,2,2) + . . .+ h(0,m,2)]
+[0 + 2h(0,2,4) + . . .+ 2h(0,m,4)]
+[h(1,1,2) + h(1,2,2) + . . .+ h(1,m,2)] = κ1 (C.0.2)
h(0,1,3) + h(0,2,3) + . . .+ h(0,m,3) = κ2 (C.0.3)
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where the last equality follows from Equation C.0.3.
Now if h ∈ JQ(f̄ , 3, κ), then since all of its components are nonnegative, we have
from Equation C.0.1 that
m[h(0,1,1) + h(0,2,1) + h(0,3,1) + . . .+ h(0,m,1)]
+(m− 1)[h(0,1,2) + h(0,2,2) + h(0,3,2) + . . .+ h(0,m,2)]
+(m− 1)[h(0,1,3) + h(0,2,3) + h(0,3,3) + . . .+ h(0,m,3)]
+2(m− 1)[h(0,2,4) + h(0,3,4) + . . .+ h(0,m,4)]
+m[h(1,1,1) + h(1,2,1) + h(1,3,1) + . . .+ h(1,m,1)]
+(m− 1)[h(1,1,2) + h(1,2,2) + h(1,3,2) + . . .+ h(1,m,2)]
+m[h(2,1,1) + h(2,2,1) + h(2,3,1) + . . .+ h(2,m,1)] ≥ κ0.
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≥ pκ1 + p2κ2 = w1(κ)
where the last inequality follows from Equation C.0.2 and from the fact that the h(s,µ,i(s,µ))
are all nonnegative.
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And thus, we have
p2w(κ) ≥ max{w1(κ), w2(κ)} = w∆(κ).
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Appendix D
Proof of Equation 5.2.15 in
Chapter 5
In this appendix, we will prove Equation 5.2.15 in Chapter 5.
Proposition D.0.1. Let Ñ be the dimension of E(f̄), the smallest subspace of RN
containing Σ(f̄ , r). Assume that Ñ ≥ 1 (The trivial case when Ñ = 0 is not of interest).
Let Γ be an (Ñ − 1)-dimensional face of Σ(f̄ , r) not containing the origin. Let Γ̂ be the
convex hull of Γ∪{(0, 0, ..., 0)}. Let Ṽ (Γ) (resp. Ṽ (Γ̂)) be the volume of Γ (resp. Γ̂) with
respect to the Haar measure on the smallest affine space (resp. linear space) containing
Γ (resp. Γ̂), normalized so that a fundamental domain for the induced lattice has volume











= Ṽ (Γ̂) .
Proof. We first note that it suffices to prove the equation in the case when Γ is a simplex,
for we can always triangulate the face into simplices and then add up the volumes. Also
note that Γ̂ is an Ñ -dimensional simplex whenever Γ is an (Ñ−1)-dimensional simplicial
face, not containing the origin.
216
We will need the following elementary fact from basic algebra.
Lemma D.0.2. If m is a positive integer, and a1, a2, ..., an are nonzero integers, then
gcd(ma1,ma2, ...,man) = m · gcd(a1, a2, ..., an)
Proof of the lemma. It suffices to prove for the case when n = 2 due to the fact that
gcd(ma1,ma2, ...,man) = gcd(gcd(ma1,ma2, ...,man−1),man).
Now, if d = gcd(a1, a2) and D = gcd(ma1,ma2), then md | ma1 and md | ma2, and
hence, md | D. On the other hand, by Bézout’s identity, there are integers r, s such that
ra1 + sa2 = d. Hence, md = r(ma1) + s(ma2), and again by Bézout’s identity, md is a
multiple of D. Thus, md = D.
We return to proving the proposition.
Choose an orthonormal basis for E(f̄), and express the vertices v1, v2, ..., vÑ of Γ in
terms of this basis. We may thus form the Ñ × Ñ matrix, M , whose i-th column has





Now, let Q be the (Ñ − 1)× Ñ matrix obtained from M as
Q =
[
c1 − cÑ c2 − cÑ . . . cÑ−1 − cÑ
]
where ci is the i-th column of M . For each j = 1, 2, ..., Ñ , let dj be the j-th (Ñ − 1)×
(Ñ − 1)-subdeterminant of the matrix Q, obtained by deleting the j-th row. Then, by
the definition of Ṽ (Γ), we have that
Ṽ (Γ) =




For convenience, let D denote D(Γ). Then it is clear that it suffices to prove that




Remark D.0.3. When Ñ = 1, the equation Ṽ (Γ)D(Γ) = Ñ Ṽ (Γ̂) holds trivially. In
this case, clearly Ṽ (Γ̂) = D(Γ), and observe that det [] = 1. Hence, we only consider
Ñ > 1 from now onwards.
Now, by the definition of D = D(Γ), (cf. Proposition 2.2.2), there exists a linear
form in x = (x1, x2, ..., xÑ ), namely,
a1x1 + a2x2 + ...aÑxÑ
such that the hyperplane containing the face Γ in E(f̄) has equation
a1x1 + a2x2 + ...aÑxÑ = D
with gcd(a1, a2, ..., aÑ ) = 1 . Hence, the coordinates vi,j of each of the vertices vi of Γ
satisfy
a1vi,1 + a2vi,2 + . . .+ aÑvi,Ñ = D
for i = 1, 2, ..., Ñ .
Let a = (a1, a2, ..., aÑ ), and let D = (D,D, ...,D). Thus, a satisfies the matrix
equation,
MTa = D.




where Dj is the determinant of the matrix M
T whose j-th column is replaced by the
vector D.
On evaluating the determinants Dj by first subtracting the last row from each of its
218
first (Ñ − 1) rows and then expanding along the j-th column, it is easily seen that
Dj = ±Ddj







for each j = 1, 2, ..., Ñ .
Finally, since gcd(a1, a2, ..., aÑ ) = 1, we deduce from the above equations and from
the above lemma that
gcd(d1, d2, ..., dÑ ) =
d
D
.
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