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The spectrum of the Coxeter transformation R in a reflection group defined by a 
matrix A without odd cycles is determined in terms of spec(A). For afine A, R 
determines the defect map which is given a simple formulation in terms of null 
roots. The atline exponents, determined by spec(R), are related to the coefficients of 
the fundamental co-weight corresponding to the fork node of the Coxeter-Dynkin 
diagram. 
1. INTRODUCTION 
The product of all the reflections in the simple roots of the root system of 
a compact Lie group is a Coxeter transformation. Neither the choice of 
simple roots nor the ordering in the product affects its conjugacy class. 
Ever since Coxeter studied these elements and their eigenvalues in [S] they 
have played a remarkable role in Lie theory [3, 43. Appearances continue 
unabated today, particularly in the theory of atline algebras, where they are 
involved in the principal grading and several of the famous Macdonald 
identities. 
The corresponding afline Coxeter transformations defined in the same 
way except using a system of simple roots of an affrne Lie algebra have, 
surprisingly, not played a significant role in the theory of these algebras so 
far. However, they have been important in the study of associative algebras 
of tame representation type and, in particular, a description of the so-called 
defect map for all types was worked out by V. Dlab and C. Ringel in [6]. 
More recently they have appeared in the study of finite subgroups of SU, 
[lo, 143. 
* S. Berman and R. V. Moody gratefully acknowledge the support of the Natural Sciences 
and Engineering Research Council of Canada while this work was being done. 
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In this paper we establish three things: 
(i) the explicit relationship between the spectrum of a matrix 
defining a reflection group (for instance a generalized Cartan matrix 
(g.C.m.)) and the spectrum of a corresponding Coxeter element; 
(ii) the spectra of all the afline matrices (with no odd cycles) and 
their corresponding Coxeter elements; 
(iii) a simple description of the defect map of an affine Coxeter trans- 
formation. 
In doing this we reestablish several previously known results and gather 
together a number of facts which are probably best described as folklore. 
Our basic assumption is that we have a reflection group W operating in 
a vector space V over K = R or C with a basis {al, . . . . aI} and that W is 
generated by the “reflections” r,, . . . . r,. Here 
riaj = aj - Aiiai, (1.1) 
where A = (AU) is some 1 x I matrix of elements of K satisfying 
A;;=2, i = 1, . ..) I; (AlI 
A,=0 ifandonlyifAji=O, l<i,j<f. (A21 
The matrix A defines two graphs, both with 1 nodes. The first is the 
Coxeter-Dynkin graph f in which the ith and jth nodes (i #j) are joined 
by lAiil arrows from j to i and lAjil arrows from i to j. This is defined 
providing all A,‘s are integers. The second is the primitive graph To of A, in 
which the ith and jth (i#j) nodes are joined by an edge if and only if 
A, # 0. We assume throughout hat A satisfies 
the primitive graph of A has no odd cycles, 643) 
Thus we are assuming that there do not exist closed paths through the 
graph which traverse an odd number of edges. 
A graph r without odd cycles is bipartite, that is, it permits a partition 
of its nodes into two disjoint sets Z, and Z, so that each edge of r joins a 
pair of nodes one from each set. If r is connected this partition is unique. If 
this is done for r,, arising from a matrix A as above then the corresponding 
reflections ri, iE Z;,, mutually commute, k = 1,2. In particular 
R,= fl riE W, k=l,2 (1.2) 
ieZk 
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is independent of the order in which the product is formed and is an 
involution, and the product 
R=R,R,E W (1.3) 
is conjugate to its inverse 
R-‘=R,R,= Rz(R,R,) Ril. (1.4) 
We call R the Coxeter transformation of W. If r,, is a tree or all of its 
components are trees then the formation of the product of the r;s results in 
conjugate elements no matter what order is taken. In general, however, this 
is false and so our definition of a Coxeter transformation is rather special. 
Our first result states that if {exl, .. . . eX’} is the spectrum of R (that 
is, the set of eigenvalues of R counted with multiplicities) then 
(4 cosh2(X1/4), . . .. 4 cosh2(X,/4)} is the spectrum of A (see Theorem 2 for 
the exact formulation). For A a matrix of finite type (associated to a finite 
reflection group) this result is apparently known. We were made aware of it 
through a private communication of L. Michel and it was his proof of it 
that inspired the one that we present here. The proof is based on two 
simple observations: 
spec(2 -A) = spec(d - 2) (1.5) 
R,+R,=2-A. (1.6) 
The second of these appears in the work of Steinberg [14] and later 
Kostant [lo]. 
A simple corollary to our result is the result that the Coxeter transfor- 
mation is of infinite order if A is not of finite type. A’Campo proved this for 
trees in [l] and later Howlett [7] proved it for all graphs. Our result con- 
tains A’Campo’s but is not as strong as Howlett’s. In [ 1 ] A’Campo proved 
that spec(R) lies in the union of the unit circle and the real line, again for r 
a tree, and asked if it was always true. We show that this result holds for 
all A satisfying our hypotheses (Al)-(A3) and give a counter example to 
show that it is false in general. 
In establishing the infiniteness of the order of the Coxeter element we 
deal with the non-affine cases by using a result of N. Iwahori about the 
Perron-Frobenius eigenvalue of the matrix 2 - A. This result appears in his 
unpublished notes [S] and as far as we know nowhere else in English. The 
result deserves to be better known so we have included a proof here in 
Section 3. 
If A satisfies our hypotheses then the eigenvalues of A occur in pairs 
{1,4-A} because of (1.5). The eigenvectors likewise occur in pairs, the 
relationship being simply a change of sign in the components 
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corresponding to one of the two parts of the partition. We prove this in 
Proposition 3 and go on to use it in Section 4 in the particular case that A 
is affine and d = 0. The corresponding 4 eigenvector of A seems hardly to 
be known, but it appears naturally in studying the defect map. 
The defect map arises in the following way. Take K = R. Any afllne 
matrix A has unique (up to scalar multiples) positive right and left eigen- 
vectors 6 and 6’) and 6 is the coordinate matrix of a vector 6 E V which is 
invariant by W. Thus W induces a group of transformations E’ on V/R& 
In fact p is well known to be the (finite) Weyl group of the root system 2 
obtained by reducing the afline root system A defined by A modulo 6. 
Thus R E W induces a transformation BE p of finite order m, and 
8 := 1 -R”: V-t R6. This mapping 8 is the defect map. Our result says 
(Theorem 10) that 8 is given by the matrix 
ciqfw )T, (1.7) 
where n is a diagonal matrix changing signs of u,, i E Z:, , and c = 1 or 2. 
Furthermore, 
~(6” )= 6 = 4m. (1.8) 
The value of c, the exponents m, of R, and the order m of i? are linked in 
a curious way. Suppose that A is affme of type Xi’) for some Cartan matrix 
X, of finite type. Let p be the simple root corresponding to the fork node of 
the Coxeter-Dynkin diagram of X, (use the center node if X, is A,, I odd). 
Let wBV be the corresponding co-weight. Then c is the smallest positive 
integer such that cogV lies in the co-root lattice and cwsv = Ci= ,, miay and 
m. ( =Oh ml, . . . . m, are precisely the exponents of R (this includes m as the 
coefficient of jY). The exponents for the other types of Cartan matrices 
follow easily from this. 
The paper concludes with Table I which lists spec( R), spec( A), m, 6’) 6, 
(6” )= 6, and c for each of the afline matrices. 
The authors thank Professor L. Michel, whose correspondence made us 
aware of the connection between spec(R) and spec(A) in the finite case and 
whose proof of this led us to generalize the result. 
2. THE SPECTRUM OF A COXETER TRANSFORMATION 
In this section we establish the relationship between the spectrum of a 
Coxeter transformation and the spectrum of the underlying matrix A. We 
assume that A satisfies the three assumptions (Al )-(A3) and that W is the 
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group of transformations on V = Ka i + . . . + Ka,generated by the 1 reflec- 
tions (1.1). We denote by C, u C, a fixed partition of { 1, . . . . I} such that 
A,=0 if i, jEZk,k=l,2 (2.1) 
and define R, and R, by (1.2) and R by (1.3). 
Let B = A - 2Z= A - 2 and write B = (B,). Note that B, = 0 for all i. 
Now if k > 1 is odd then 
tr Bk= f: C Bg,Bj,j,*.*Bjk-,,i. 
i=l l<jl,...,jk-1<1 
Each product whose indices do not trace out a sequence of adjacent 
edges in the primitive graph of A is zero. Since k is odd and there are no 
odd cycles, we find that tr Bk = 0 for all odd k. However, we have the 
following observation: If T is a linear transformation on I/ and 
spec( T) = { 1,) . . . . A,} then 
spec( T) = spec( - T) GS f: Izf = 0 for all odd positive k. (2.2) 
j=l 
To prove the implication “e” suppose that the notation is chosen SO 
that Iz 1, . . . . A,,, are the non-zero eigenvalues of T and let $i: N + C ’ be the 
character on the monoid (N, + ) defined by t,bi(k) = I:k, i= 1, . . . . m. By 
Artin’s theorem on the independence of characters, ZIziJ/i= 0 * 
C$i=$ ni$i=” f or every character $ of N. Since i,ki= tijol: = A;, 
Cl; = (I li = 0 for every a E C. Hence we have proved the following lemma: 
LEMMA 1. If A satisfies (Al k(A3) then spec(A - 2) = spec(2 - A). 1 
We will use this in our investigation of R. Since the determinant of each 
ri is -1, the determinant of R is (-1)‘. From (1.4), spec(R)=spec(R-‘). 
Let p (respectively n) be the multiplicity of 1 (respectively - 1) in spec(R). 
Then p + n = I mod 2 since the eigenvalues A# { 1, - 1) occur in pairs 3, 
and A-‘. The determinant of R is ( - 1)” = ( - 1)’ so n = 1 mod 2 and hence 
p = 0 mod 2. It now follows that we can choose complex numbers xi, . . . . xl 
such that 
spec( R) = { eX1, . .. . ex’}, 
where 
Xj+XI-j+1=2nJ-1, l<j<l. (2.3) 
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Let {k, k’} = { 1,2} and let BECK. Then 
Thus 
R,(q) = --ui and 
(R,+R,)(u,)= - c Aj;uj= -2 A,,cl,+2cr,, 
je.Ek, j= 1 
and so the matrix of R, + R2 relative to the basis {ai, . . . . IX,} is 2Z- A. If we 
allow ourselves to identify matrices and transformations relative to this 
basis then 
R,+R2=2-A (2.4) 
2+R+R-‘=(2-A)‘. (2.5) 
It follows that the spectrum of (2 - A)2 consists of the numbers 
eXI+e-Q+2=4cosh2(Xj/2), j = 1, . . . . 1. 
From (2.3) 
cosh(Xj/2) + cosh(X,-j+ i/2) ~0, 
By our lemma, if one of these values is in spec(2 - A) then the other is also, 
so we find that spec(2 - A) consists of the values 2 cosh(Xj/2), j= 1, . . . . 1. 
Since 2 + 2 cosh(Xj/2) = 4 cosh2(;C,/4), we have proved the following: 
THEOREM 2. Let A = (A,) be any matrix satisfying (Al)-(A3). Let R be 
the Coxeter transformation of A. Then there are 1 complex numbers x,, . . . . x, 
satisfying 
Xj+X,-j+I=27tJ--l for l<j<l, 
such that the spectrum of R is 
exL , . . . . exf 
and the spectrum of A is 
4 cosh2(X1/4), . . .. 4 cosh’(XJ4). 
Since 
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the eigenvalues of A occur in pairs { A,4 - A}. There is a simple relation 
between the eigenvectors. Fix the notation so that Z, = { 1, . . . . k} and 
z, = (k + 1, . ..) I>. Later, when we take A to be alline, we will let our index 
set be (0, . . . . 1> and C, = (0, . . . . k - l}, C, = fk, . . . . r}. In either case we let 
A= (2.6) 
where - 1 occurs k times. If n = (n,, . . . . nr)’ is any column vector, we will 
denote An by ii, so 
fii= -ni if iEL5, 
ni if iEC2. 
PROPOSITION 3. Zf n is an eigenvector of A with eigenvalue I then fi is an 
eigenvector of A with eigenvalue 4- 1. 
Proof: Let i E C, . Then 
i A,nj=Jni 
j=l 
gives 
C Agfij=J-ni+jg, A,iij= -J,jii+2si 
icZ2 
so 
c AUCj= -Mi+2n”,+2fii=(4-il)&. 
j=l 
In the same way, if i E E,, 
-j,c,, Aiiiij = lfi, - j;z A$, = (2 - 2) iii 
so 
i A,rl,=(2-~)n”i+2rl,=(4-I)~,. 1 
.i= 1 
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In order to present some applications of our theorem we need to 
introduce some more notation. Towards this end, recall that the matrix 
A = (Aq) is said to be symmetrizable if there is a non-singular diagonal 
matrix 
D=diag{d,,...,d,} 
with DA symmetric. If A is also indecomposable, real, and satisfies 
sgn(A,) = sgn(Aji) for all i, j (2.7) 
then it follows from diAij= djAji that sgn(di) = sgn(dj) for all i and j, and 
hence we can take dj > 0 for all j. Assume this to be the case. Let V, denote 
the real linear span of ~1~) . . . . a, in V and define a symmetric bilinear pairing 
(-,.): Vex I’,+R 
by 
(ai, aj) = diA,. 
Note that (ai, ai) > 0 for all i, and, as is usual, 
Ag=2(ai, aj)/(ai, ai) for 1 Gi,j<f. 
Also, note that 
JA = D-“‘((ai/(ai, ai)l12, aj/(aj, aj)li2)) D112. Gw 
Using this we can establish the following corollary in which we give an 
extension (and also, we think, a simpler proof) of the result of N. A’Campo 
[l] on spec(R). 
COROLLARY 4. If A is symmetrizable, real, indecomposable, and satisfies 
(2.7) above, each element in the spectrum of R lies in R or on the unit circle. 
Proof As above, A is similiar to a real symmetric matrix so its spec- 
trum is in R. Thus, using the notation of the theorem, we have ea + e-xj E R 
for j = 1, . . . . 1. But any complex number a which satisfies a+ a-l ER is 
either in R itself or on the unit circle. [ 
EXAMPLE. We show that it is not always the case that the eigenvalues of 
the Coxeter transformation R are either real or on the unit circle. To do 
this assume that 
A= a + /3 J-1 = 4 cosh2(X/4) = 2 + exf2 + e-Xl2 
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is a non-real eigenvalue of A so that fl# 0. Wgte 
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where nEZ, a, PER, and O<y< 1. Then 
n=cr+pJ-1 
=2+ {(@ +e-“/*)cosny+Ji(e”‘*-ePO’*)sinny} 
so that n#R yields a#0 and y ~0. Thus eX = e0e2niy is not on the unit 
circle. 
Furthermore, eX$R unless y= f. If y = i then the real part of 1 is 2. 
Thus, if A has a non-real eigenvalue whose real part is not 2, then there are 
eigenvalues of the Coxeter transformation which are not real and not on 
the unit circle. To give a concrete example of this take the generalized 
Cartan matrix 
-1 
2 
-3 
0 
0 
0 
0 
-1 
2 
-3 
0 
0 
0 
0 
-1 
2 
-3 
0 
0 
0 
0 
-1 
2 
-3 
-3 
0 
0 
0 . 
-1 
2 1 
Then A is not symmetrizable and its spectrum is { -2,6, &?, - fi, 
4+&T, 4-&T}. 
Finally, it is worthwhile to note that there are non-symmetrizable 
g.C.m.‘s A for which the spectrum of R satisfies the conclusion of the 
previous corollary. As an example of this take A to be 
Then the spectrum of A is {2,2,2 + a, 2 - a} and so is in R. Thus, 
all eigenvalues of R lie in R also. 
For a second application, we use our theorem to get information on the 
order of R in certain cases. The definitive results here are due to R. Howlett 
in [7], and although we don’t get his results in full generality (because of 
the odd cycles condition and the specific choice of a Coxeter transfor- 
mation that we make) we feel our proofs are a bit more direct. We use, as 
481/121/2-7 
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he does, the Perron-Frobenius Theory. Actually, one of us (R. V. Moody) 
learned part of this approach from N. Iwahori [8], and no doubt this 
deserves to be better known and is of independent interest. 
3. A THEOREM OF IWAHORI ON THE SPECTRUM OF A g.C.m. 
We work with g.C.m.‘s A = (AU) of size 1 x 1 and A’ = (A;) of size I’ x 1’ 
and say A’ is inferior to A if there is an injective map 
*: { 1, . ..) l’} --) { 1, . ..) I> 
such that 
IA;/ < IAi.j.l for 1 <i, j<:l’. 
Thus A’ is inferior to A if the Coxeter-Dynkin graph of A’ can be obtained 
from that of A by removing nodes and arrows. Recall also that a g.C.m. A 
is offinite type if and only if W is finite and that there are only the usual 
nine types of indecomposable Cartan matrices in this class. Also, an 
indecomposable g.C.m. A = (A,) is said to be of affine (or sometimes 
Euclidean) type if there are positive real numbers di, . . . . d,, such that 
c A,d,=O for l<i<l. (3.1) 
j=l 
For the classification of these types of g.C.m.‘s and more information about 
them consult [2,9, 123. 
PROPOSITION 5. If A is a g.C.m. that is not of finite type then there is a 
affine Cartan matrix inferior to A. 
Proof We can assume that A is indecomposable, and we let r be its 
graph. If r contains a cycle then some Ail), k > 2, is inferior to r. If f con- 
tains o 2; o with ab 2 4 then either o 2: o or o 2: o is inferior to K If r 
contains a node of valence 24 (i.e., a node with four or more adjacent 
nodes) or two nodes of valence 3 then oil) is inferior for some k. If there 
are two multiple edges (i.e., o 2; o ab # 1) then 0=0----o . . o--0=0 with 
some orientation of the arrows is inferior. If there is a single multiple edge 
and a node of valence 3 then 
o=w . . < 
is inferior, while if there is a single multiple edge and every node is of 
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valence <3 then -=M is inferior. Finally, we are reduced to the 
case of only single edges and then one of E&l), E$l), or EQ’) is inferior. m 
If Z is a graph then its incidence matrix M (unique up to row-column 
permutations) is obtained by labelling the vertices 1, . . . . 1 and defining 
M = (Q) by saying mii equals the number of arrows from vertex j to vertex 
i for i # j and m, = 0 for all i. Clearly, the g.C.m. A associated to f is 
related to M by M = 2Z- A. The spectrum of the graph is the spectrum of 
its incidence matrix M. Notice that M is a non-negative matrix and so we 
can apply the Perron-Frobenius Theory, see 1133, especially Theorem 1.5. 
When Z is connected, then M is irreducible and so it follows that there is a 
simple eigenvalue r > 0 of M such that 
(i) r can be associated with strictly positive left and right eigen- 
vectors, 
(ii) r 3 (A( for all eigenvalues 1 of M, 
(iii) if N= (nV) is a non-negative matrix and for all i, j we have 
nii < rnV and if JI is an eigenvalue of N then l/I) f r and furthermore if I/?/ = r 
then N = M. 
Suppose in our case that r = 2 for M = 21-A. Then M has a strictly 
positive eigenvector with eigenvalue 2. It follows that there is a strictly 
positive column vector u such that Au =0 and so A is a affine Cartan 
matrix. 
Conversely if A is afline then A is symmetrizable and similar (see (2.8)) 
to a positive semi-definite matrix, namely 2((aJ(ai, oi)‘lz, aj/(uj, aj)l’*)). 
Thus none of the eigenvalues of 2 - A exceeds 2 and it follows that 2 is the 
Perron-Frobenius eigenvalue of 2 -A with the vector (di) of (3.1) as the 
corresponding eigenvector. Thus, using the previous proposition and (iii) 
above, we get the following result. 
THEOREM 6. Let M be the incidence matrix of a connected diagram r, 
and let r be the Perron-Frobenius eigenvalue of M. Then 
(i) r is affine if and only if r = 2, 
(ii) r is of finite type if and only if r < 2. 
Using this proposition we see that if A is a g.C.m. which is not afIine and 
not finite then the Perron-Frobenius eigenvalue of 2 -A is greater than 2. 
Thus by (1.5), A has an eigenvalue greater than 4 so cosh2(Xj/4) > 1 for one 
of the numbers x1, . . . . x, from the theorem. Then it is easy to check that 
then eo is not on the unit circle so, since this is an eigenvalue of the 
Coxeter transformation R, R has infinite order. 
481/121/2-7% 
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PROPOSITION 7. If A is a g.C.m. which is not offinite or aSfine type and if 
A has no odd cycles then the order of R is in$nite. 1 
The case of A afhne is not covered by the argument above even though 
the result still holds. We deal with it in Corollary 9 below. 
4. AFFINE MATRICES AND THE DEFECT MAP 
Let A be an afline matrix. We let z, = (0, . . . . k - 1 }, C2 = {k, . . . . Z} (see 
Section 2) and define n by (2.6). Let 6 = (Si) be a right positive O-eigen- 
vector for A. 
From now on we work with an alline Cartan matrix A with no odd 
cycles and take K = R. Take A = (A,) to be of dimension (I + 1) x (I + 1) 
with 0 < i, j < 1. Let 6 be the null root of A so that A6 = 0 and 6 is an 
integral column vector with the property that the greatest common divisor 
of its entries is 1. One can find 6 in various places (e.g., [2] or [9]). Recall 
that 8 := (16 (Section 2). 
PROWSITION 8. Let A be an affine Cartan matrix (not of type AA’) with 
n even) and with mdl root 6. Then 
(i) Ag=4& 
(ii) (R-Z)2g=0, but (R-Z)g#O, 
(iii) the l-generalized eigenspace of R is R6 + R8. 
Proof Since A6 = 0, we find that (i) follows from Proposition 3. Now 
(R,+R,)g=(2-A)6 so that (R+R-‘+2)8=(2-A)‘$ and hence 
(R+R-‘-2)g=A(A-4)$=0. Thus, 
so that 
(R - Z)2 6 = 0. 
Suppose that (R-1)6=0. Then (R,R,-Z)6=0so that (R,-R,)g=O 
and R28=R,6;. Thus, we have (R,+R2)g=2R1g=2R2$ and hence 
(2 -A) 8 = 2R, 6 = 2R2& It follows that -28 = 2R, 6 = 2R28, and in par- 
ticular R,g= -8. Now R, involves only those ri for jEX, so that 
R,g=$+a for some CIEC~~~, Raj, which is an obvious contradiction. 
Thus, (R-Z) 6 #O, as desired. As for (iii), eX = l-4 cosh2(x/4) =0 or 4 
and we know that the pair {0,4} occurs in spec(A) once. Thus 1 occurs 
twice in spec(R) and the result follows from (ii). 1 
THESPECTRUMOFA COXETERTRANSFORMATION 
As a corollary we have 
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COROLLARY 9. If A is an affine Cartan matrix with no odd cycles then 
the Coxeter element, R, has infinite order. 
Proof: If R has finite order then R is semi-simple, contrary to (ii) of the 
previous proposition. 1 
Relative to the basis (a,, . . . . ~1,) of Y the matrix of R, is 
R,= (4.1) 
where A,,,, means (Aii)is=,,jErZ. Similarly, the matrix of R, is 
R2= 
4 0 
. . 
0 1 
\ 
0 
-1 0 
. . 
0 -1 
I 
(4.2) 
It is easy to check that -ARTA = R;, -AR:A= R;, where R; and R; 
are the corresponding transformations of the transposed matrix A’. It 
follows that for any integer k 2 1 we have 
(R, RZ)‘T = A(R; R; )k A. (4.3) 
Our next goal is to compute the defect map. This map arises in the 
following way. The Weyl group leaves the nullvector 6 invariant: W6 = 6. 
Let R: Y+ P:= V/R6 be the natural quotient map and let the V be the 
group of transformations of V/R6 induced by W. Since the bilinear form 
(., .) on V, which is positive semi-deftnite, induces a positive definite form 
on P which is preserved by m, 6V is seen to be finite. Indeed it is the Weyl 
group of the (not necessarily reduced) root system a = ALA. In particular 
our affine Coxeter transformation R = R, Rz induces a transformation 
i? = 8, i?, lying in m and hence i? has some finite order m. It follows at 
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once that the eigenvalues of R are e2aimllmj= 0, .. . . 1, where the mj are 
integers, 0 <m,<m. Using the convention of (2.3) we can suppose that 
mj + m,- j = m. The mj are called the (afline) exponents of R. Since R” = 1, 
8 := (1 -Rm): V+Rc% 
This a is called the defect map (see [6]). For the choice of Coxeter trans- 
formation that we use, this map takes a particularly attractive form. 
Since (1 -R”) has rank 1 and image R6, it has the matrix form &a’ for 
some column matrix c (relative to the basis q,, . . . . a,): 
1 -R”=6aT. (4.4) 
In the same way, with R’ = R; R; , we have from (4.3) that 
(1-R”)T=A(1-Rvm)A=A6VvT (4.5) 
for some matrix v, where 6” is the null vector for AT. Comparing (4.4) and 
(4.5) we see that 
0 = cA6’ for some real number c. 
PROPOSITION 10. 1 -(RI R2)m= c~(A&‘)~ for some non-zero real 
number c. Furthermore A&’ is orthogonal to 6 relative to the usual inner 
product on R’+ ‘. 
Prooj: We need to show that c # 0. But since (R - 1) 8 # 0, 
(R-1)28=0, 
R8=8-r6 for some r # 0 (4.6) 
by Proposition 8. Thus 
(l-R”)8=mr&#O, (4.7) 
which shows that a # 0 and hence c # 0. Then from (1 -R”) 6 = 0 we 
obtain 
cs(ns” )’ 6 = 0, 
and hence (A&’ )’ 6 = 0. 1 
We can deduce a simple relationship between c and m. From (4.7) we 
have 
c15(A6” )’ 8 = rmS 
so we need to compute r. However, 
(A” )T 1= (6” )’ A8 = 6” =ii, 
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so 
On the other hand, 
so that 
Then using (4.6), 
c6” T6 = rm. 
(R,+R,)8=(2-A)& -28 
;(R-'+ 1)6;= -R&i. 
But R2 does not involve a0 (since a0 E C,) so comparing the coefficients of 
cxO we obtain 
and hence r = 4. 
PROPOSITION 11. In the notation of the preceding, 
(i) ~6’ T6 = 4m, 
(ii) R8=8-46. 1 
Let Q be the root lattice @ i = 0 Za, of A. Then 
a=1-(RIR2)m:Q+cZ6 (4.8) 
and since A6’ has at least one coefficient equal to + 1 we see (from 
Proposition 10) that the mapping in (4.8) is surjective. 
The determination of c and of the exponents of R is based on a theorem 
of Steinberg. First some notation. Let r be the Coxeter-Dynkin diagram of 
an indecomposable Cartan matrix Y, of finite type. If r is not of type A 
there exists a unique node of 7, we call it the fork node, with the maximum 
number of arrows emanating from it. For AI, 1 odd, the center node is 
called the fork node. (For A,, I even, the concept is not defined.) If we have 
a simple system of roots R corresponding to i= we denote the simple root 
associated to the fork node by /?. 
Since neither c nor the exponents of R are changed by replacing the 
affine matrix A by its transpose, we can assume, with the exception of the 
BC cases, that A is “untwisted,” or l-tiered type. Thus A= XII’) and the 
graph r of A is obtained from the graph 7 of Z[ by adjoining a node 
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corresponding to the negative of the highest root 5 of X,. We will always 
index this adjoined node by 0. We assume, as above, that 0~2, in our 
partition of the simple roots 17 of A. 
PROPOSITION 12 (Steinberg [ 141). Let A be an affine matrix of type 
Xj’) (X,# A, if1 even) and let the Coxeter-Dynkin graphs of A and X, be I 
and I=. Let R be the affine Coxeter transformation and let R be the 
corresponding transformation on V/R& Let /? be the fork node of I= and let 
Ts be the graph obtainedfrom i= by removing fi and the edges attached to it. 
Let &j be the highest root of X,. Then there exists a w E W such that 
6) wt = -A 
(ii) C := wRw-’ is a product of the reflections in the simple roots 
corresponding to Fa. In particular C is a Coxeter transformation for the root 
system corresponding to FB. 
Note in particular that m is thus shown to be the Coxeter number of the 
graph i=‘s. 
In the case A= Xl’), w can be identified with the subgroup of W 
generated by the reflections in the simple roots of i= ( =subgraph of f). We 
make this identification in the sequel. Then the homomorphism W -+ W 
determined by V + V/R6 gives rise to the split exact sequence 
l-T-W&&l, 
where T is the translation subgroup of W. Evidently R” E T. It is well 
known that T is isomorphic to the co-root lattice & of r (Kac [lo]). For 
each uv E &” define 
by 
t,v: v+ v (4.9) 
t,v:xl+x-(X,d”)d. 
Then tav E T and the mapping Q” + T defined by a” --) t,, is the 
isomorphism. In the argument below we view 9” as a lattice in Cien Rai 
in the usual way: cry = 2ai/(ai, ai). 
Let w be chosen as in Proposition 12 and let S= WRW-‘. Then 
S= wi?w-’ = C’. Under the homomorphism W-+ p, r,, H rg. and indeed 
rOrC = ttv. Thus wrOrcw-’ = t,,,,” 
tpflv C. We have 
so S=wRw-‘=wQ?w-‘=t,,,C= 
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S”=t_,YCt_B”(7...t_B”C 
= t-p tC(-8’) . . . t,-+p”p 
= t-{p +cp + +FI-lp} 
since Cm=Sm=wRmw-‘= 1. 
Set 
qj” =p” +cB” + . . . +p-l/j”. (4.10) 
Clearly 4” # 0 since S” # 1, yet it is a fixed point of c. However, on 
&s := Oiclr\(~) Za, (which is (? invariant by Proposition 12) c has no 
fixed points except 0 since it is a Coxeter transformation for rs [3]. Thus 
#“@,V. On the other hand, ~“~Q”c~~..Rcl, and hence ~ERo~“, 
where ogv E xi. n Rai is the fundamental co-weight corresponding to /I: 
<B, O/3’ > = 1, (a,wBv)=O if aelT\{fi}. (4.11) 
We show that 
4” = cwp”. (4.12) 
In fact cZ6=(1-R”)Q=(l-Sm)Q=(l-t~,V)Q=(Q,&’)~. Since 
(Q, ogv > = Z, it follows that 4’ = +cwsV. However, using (4.10) and 
the fact that c is a product of reflections rcr, a E n\(B), we have 
@’ E /I” mod RQ, and 
4’ 2 rnb” mod RQ,. (4.13) 
The coefficient of j?’ in ogv, when the latter is expressed in terms of the 
fundamental co-roots, is positive (the inverse matrix of a Cartan matrix of 
finite type has entirely positive entries; for more on the inverses of Cartan 
matrices see [ 111). Now (4.12) follows. Together, (4.12) and (4.13) say that 
c is the unique integer that makes the coefficient of fl” in cosv equal to m. 
We determine ogV as follows. Let k be the smallest positive integer for 
which ko,” E Q” : 
kw,” = C miay. 
iEl7 
(4.14) 
Consider the arms of the diagram i=’ which emanate from /I”. These are of 
the form 
o-o.. 0 -+o 
aI a2 ap-l B” = ap, 
356 BERMAN, LEE, AND MOODY 
where indexing has been chosen simply for convenience and the symbol -+ 
indicates that there are at least as many arrows into /I” from olPP, as in the 
other direction (i.e., 8” is short). Following Steinberg we compute the 
solution to (4.11) explicitly: 
2m,-m,=O 
-m,+2m,-m,=O 
-mp-2 -?-2m,-,-m,=O, 
which gives mj= jm,, j= 1, . . . . p. If p, q, . . . are the lengths of the arms to 
/7’, then the coeflicient of /I” in (4.14) must be lcm(p, q, . ..). But this is also 
the Coxeter number m of the graph rP. By our characterization of c we 
have k = c. Thus c is the least positive integer such that cwaV E Q” . Further- 
more the coefftcients of cuBV are of the form ml, 2m,, . . . . pm, on each arm, 
where pm, = m. However, these are exactly the exponents of the Coxeter 
element of FB. Thus 
PROPOSITION 13. Let p be the fork node in the diagram i= of the Cartan 
matrix A of finite type X,. Let ogv be the fundamental co-weight 
corresponding to fi. Let R be the affine Coxeter transformation for the 
diagram of Xi’) or its dual A’~‘)” and let 8 = 1 - R” = c6(/16’ )T be the defect 
map. Then 
(i) c is the least positive integer such that cwBV lies in the co-root 
lattice of A. 
TABLE I 
Eigenvalues of Aftine Coxeter Transformations 
Type Exponents m c 
A 2fl+l 
B 2” + I 
&!A 
C” 
D *rfl 
&./l 
E6 
E, 
ES 
F4 
(32 
BCI 
BCn 
0, 1, 1, . . . . n, n, n + 1 
0, 1, . . . . n - 1, n, n, n + 1, . . . . 2n 
0, 2, . . . . 2n - 2, 2n - 1, 2n, . . . . 2(2n - 1) 
0, 1, . . . . n 
0, 2, . . . . 2n - 2, 2n - 1,2n - 1,2n, . . . . 2(2n - 1) 
0, . . . . n - 2, n - 1, n - 1, n - 1, n, . . . . 2n - 2 
092, 2, 3,4,4, 6 
0, 3,4, 6,6, 8, 9, 12 
0,6, 10, 12, 15, 18,20, 24, 30 
0, 2, 3,496 
0,192 
0,2 
0, 1, . . . . n 
n+l 
2n 
2(2n- 1) 
2(2:- 1) 
2n-2 
6 
12 
30 
6 
2 
2 
n 
2 
1 
2 
2 
2 
1 
1 
1 
1 
1 
1 
2 
1 
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(ii) Writing cogv =cf=, rn& (with m’=O) the mi are precisely the 
exponents of R and the coefficient of /I” is m. 
We are left to consider the case BC. This in fact reduces to the case Cl’) 
if I> 1. The BC, graph arises from the B, graph by adjoining a node 
corresponding to the negative of twice the highest short root, -21. The 
afftne Coxeter element R reduces mod R6 to i? = jI-271?l . . . = F-,f, . . . . 
Thus a coincides with the reduced affine Coxeter element for Cjr)“, 
O-0 ..* 0 =t- 0, 
which in turn has the same spectrum as R for Cl’). The case BC, can be 
worked out directly. 
Note added in proof: Since the appearance of a preprint of this paper A. J. Coleman 
(Killing and the Coxeter Transformation of Kac-Moody Algebras, Invent. Math., to appear) 
has extended some of our results by dropping the assumption that A has no odd cycles. 
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