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Abstract
Reactive nitrogen is becoming a prevalent and threatening pollutant in the biosphere,
with the rate of pollution continuing to increase. Thus, an efficient method for deni-
trification is essential. One promising method is the use of electrocatalysis to remove
nitrate, a common form of reactive nitrogen, from water. CuPd nanoparticles (clusters)
have shown great promise as a catalyst for selective nitrate electroreduction to dinitro-
gen (N2), a benign form of nitrogen. In order to enable the use of CuPd catalysts as
a denitrification method, their catalytic ability must be improved. For this to happen,
we must understand more about two key factors: the mechanisms of nitrate reduction
toward different products, and the structure of the CuPd cluster catalysts. These are
the two broad aims of the research presented in this thesis.
First, using density functional theory, we determine the mechanisms by which NO
electroreduction products are formed, on planar and stepped transition metal surfaces,
as the reduction of NO is key to determining the product selectivity of the overall
nitrate reduction reaction. There are a number of possible reduction products in addition
to N2, with the common products on most transition metals being ammonia (NH4
+),
hydroxylamine (H3NOH
+), and nitrous oxide (N2O), which are the products considered
here. In addition, the theoretical onset potentials for each product on the different metals
are calculated, and scaling relations and a limiting potential volcano are constructed to
investigate the trends across the range of metals.
On the planar metal surfaces, it was found that the mechanism toward ammonia on
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the majority of metals goes via an NOH intermediate, while for hydroxylamine both
NOH and HNO are key intermediates. In addition, it was found that the onset potential
for NO reduction is not strongly influenced by the energy of N binding, and thus is rela-
tively invariant across the range of metals. For nitrous oxide formation, two mechanisms
are considered: an Eley-Rideal mechanism is found to be possible on all of the metals
studied, while a Langmuir-Hinshelwood mechanism was only found to be possible on Ag,
Au and Cu. The influence of the choice of solvation correction, surface NO coverage, and
exchange-correlation functional were also investigated, and were found to have minimal
influence on the overall results and trends.
Following on from the planar surfaces, stepped metal surfaces were investigated in
order to determine the impact of surface morphology on the reaction mechanisms and
onset potentials. The steps represent a more complex surface geometry, and have been
shown to have higher catalytic activity than planar surfaces, and are potentially present
on clusters. The largest impact of the surface morphology was on the mechanisms by
which the products are formed; for ammonia and hydroxylamine, reaction pathways via
both HNO and NOH intermediates are competitive, whereas for planar surfaces, NOH
was more favoured. For nitrous oxide formation, it was found that both the Langmuir-
Hinshelwood and Eley-Rideal mechanisms are plausible for most metals, which is a
distinct difference from the planar surfaces, where the Eley-Rideal mechanism was the
only plausible mechanism on most metals. The onset potentials and scaling relations
were found to be relatively insensitive to the surface morphology, and were found to be
similar to the planar surfaces.
On transition metals, formation of N2 in significant amounts is only observed on
Pd. Here we investigate the mechanism of N2 formation on Pd, and the adsorption and
reaction of relevant species, in comparison with Pt, a metal that does not form any sig-
nificant amount of N2, despite its similarity to Pd for many other catalytic applications.
It was found that the potential dependent adsorption of hydrogen is a key difference on
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the metals; on Pt, hydrogen may inhibit the adsorption and formation of key precursors
to N2 formation, while on Pd, this inhibition is unlikely to occur.
Understanding the structure of CuPd clusters is essential to understanding their ni-
trate reduction ability, due to the intrinsic link between a cluster’s structure and catalytic
ability. Here we use a genetic algorithm, with energies calculated using an empirical po-
tential, to investigate the structure of CuPd clusters at multiple sizes and Cu:Pd ratios.
First, we consider 38 atom clusters, and explore the influence of the chosen parameters
in the empirical potential. It is found that using multiple parameterisations across mul-
tiple genetic algorithm runs improves the search for low energy cluster structures, and
increases the chance of success in finding the global minimum energy structure. At the
38 atom size, it is found that for compositions close to either Cu38 or Pd38, a structure
similar to the monometallic cluster structure, a truncated octahedron, is favoured. For
intermediate compositions (Cu5Pd33 to Cu25Pd13), a “pancake” icosahedron (a type of
poly-icosahedron) is most stable, which is a structural motif that is particularly stable
for bimetallic clusters, and is potentially interesting for catalytic purposes due to its
unique structure, especially compared to the monometallic clusters.
We then consider larger clusters, extending the work from 38 atom clusters to include
clusters up to 309 atoms. At these larger sizes, it was found that the overall trends
are similar to those seen for 38 atoms; the most stable clusters in the Pd- and Cu-
majority compositions are found to have a structure similar to the monometallic cluster
structure and in the intermediate composition range are found to adopt poly-icosahedral
structures. It was also found that in Pd-majority regions, Cu atoms occupied the core
or vertex positions, while in intermediate regions, the segregation was mixed, however
in the Cu-majority regions, the Pd atoms occupied the faces of the clusters. Given that
similar structures and segregations were seen for CuPd clusters across multiple sizes, the
structures found here may be representative of experimental CuPd clusters in this size
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The introduction of the Haber-Bosch process in 1913 allowed cheap, industrial scale
production of ammonia, leading to a boom in fertiliser production. This in turn increased
the global food supply, and has allowed for the rapid growth of the human population.
However, increased use of nitrogenous fertilisers, fossil fuel combustion, and industrial
processes have greatly increased the amount of reactive nitrogen (Nr ) in the biosphere.
Many forms of Nr are harmful to human health and the environment,
1 thus an efficient
method of Nr removal is required.
Electrocatalytic denitrification is a promising method of removing nitrate (NO3
– ),
a common form of Nr , from the environment. The use of an appropriate catalyst can in
principle convert NO3
– to harmless dinitrogen (N2) at a high rate, without dangerous
byproducts.2,3 In addition, using renewable sources of electricity to provide the energy
for reaction can allow for a green approach to denitrification.
The electroreduction process is a complex, multi-step reaction, with a number of
possible products in addition to N2, such as nitric oxide (NO), nitrous oxide (N2O),
ammonia (NH4
+), and hydroxylamine (H3NOH
+).4 An additional layer of complexity
1
is that the product selectivity varies with the applied potential (voltage) and choice of
catalyst. How these factors drive product selectivity are not yet well understood, which
limits our ability to design and tune catalysts toward different products.
CuPd nanoparticles (clusters) are a type of catalyst that have shown great promise for
active and selective reduction of NO3
– to N2.
5–8 These catalysts have two key differences
to traditional bulk metal catalysts: the size and shape of the cluster, and the bimetallic
nature of the cluster. Clusters are particles in the size range of tens to hundreds of
atoms, and a consequence of their small size is an abundance of unique surface sites
that can drive activity or selectivity of a chemical reaction.9,10 In addition, bimetallic
clusters introduce the concept of atomic segregation, where one metal can preferentially
occupy certain sites in the cluster, such as the core, shell, or edges. This too can affect
the activity and selectivity of a reaction.6–8,11 Given that the catalytic behaviour of a
cluster is intrinsically linked to its structure, understanding CuPd cluster structure is
key for improving the selective electrocatalytic reduction of NO3
– to N2.
The work in this thesis uses entirely computational methods. Computational meth-
ods offer key benefits in both studying reaction mechanisms and in determining cluster
structure. For reaction mechanisms, methods such as density functional theory (DFT)
offer the ability to understand the energetics of elementary steps and explore the reaction
at the atomic scale. In terms of cluster structure, theoretical methods can provide a de-
tailed understanding of the overall structure of the clusters, as well as an understanding
of the principles driving cluster stability.
This thesis investigates two key research questions related to electrocatalytic deni-
trification:
What are the mechanisms of NOx reduction toward the major reduction prod-
ucts, NH4
+, H3NOH
+, and N2O, and the desired reduction product, N2, and
how are these affected by potential?
2
and
What is the structure of CuPd clusters, and how is the structure, stability,
and segregation affected by both the size, and the method of investigation?
1.2 Reactive Nitrogen in the Biosphere
Nr has always been a part of the natural nitrogen cycle. Nitrogen is a key nutrient
in the growth of organic lifeforms, and is often the limiting nutrient, hence the use of
nitrogenous fertilisers in agriculture and horticulture.12 In a nitrogen cycle unperturbed
by anthropogenic processes, nitrogen is mainly made available for plant growth through
biological nitrogen fixation by nitrogenase enzymes present in some microorganisms.13
One of the key drivers of Nr pollution is artifical nitrogen fixation, i.e. the Haber-
Bosch process. Nowadays, the Haber-Bosch process consumes around 2% of the annual
global energy production, and around half of the nitrogen in an average person’s body
comes from the process.14 While nitrogenous fertilisers are now critical to efficient agri-
cultural production in order to provide adequate food for the world’s population, the
inefficient use or overuse of these fertilisers leads to Nr lost to either the atmosphere or
groundwater. An additional driver of the increasing amount of Nr is NOx formed during
combustion processes, particularly fossil fuel combustion.15 The production of Nr is still
accelerating, and it has been suggested that this is unlikely to change in the near future,
with models projecting an increase in Nr pollution of up to 156% of the 2010 value by
2050.16
Anthropogenic perturbation of the nitrogen cycle, stemming from processes such
as artificial nitrogen fixation, has had many adverse effects. NO, for example, can
cause photochemical smog formation, while N2O is a particularly potent greenhouse
gas.15 The most oxidised form of Nr, NO3
– , is the main nitrogen-containing pollutant in
groundwater.2,3 Increased concentrations of NO3
– can have human and ecological health
3
consequences, such as eutrophication and algal blooms.1
Given the adverse effects of perturbing the nitrogen cycle and the resulting Nr pol-
lution, efforts must be made to mitigate these effects of this pollution. It is crucial to
reduce the anthropogenic input to the nitrogen cycle, by improving processes such as the
Haber-Bosch process, and improving the efficiency of fertiliser use. However, due to the
long residence times of Nr, historical perturbances of the cycle have not had full impact
yet, and thus we must also develop efficient methods for removing Nr from the bio-
sphere.17 This thesis focusses on the denitrification of water, specifically, the reduction
of NO3
– through electrochemical processes.
1.3 Denitrification Methods
Developing an efficient denitrification technique is a pressing issue, with a large body of
work dedicated to a variety of denitrification technologies. In order for a denitrication
method to be successful, multiple challenges must be met. Two key challenges are first,
for use in the environment, the method must be selective toward a benign product, and
second, the method must be rapid or efficient enough to warrant large scale use. Addi-
tional challenges such as manufacture, cost, and deployment must also be considered.18
There are three general fields that denitrification research fall into: physico-chemical
processes, biological processes, and catalytic reactions.18 Physico-chemical methods in-
clude techniques such as ion exchange and reverse osmosis. Ion exchange often uses
a strong base anion exchange resin, where on contact with the resin, nitrate displaces
chloride at the surface of the resin. The resin can be regenerated with a concentrated
solution of sodium chloride or sodium bicarbonate.19 However, both the selectivity of
the resin for nitrate, and the regeneration of the resin are issues that are yet to be
overcome.19 Reverse osmosis is based on forcing water through a semi-permeable mem-
brane, through which the water can pass, but any contaminants cannot. A benefit of
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reverse osmosis is that water can be treated for multiple contaminants at once, however,
membrane degradation and disposal of the contaminants are problems which need to be
addressed.20
Biological denitrification generally involves the use of heterotrophic or autotrophic
microorganisms to sequester Nr. The use of microorganisms can lead to selective re-
duction of nitrate to nitrogen, and has a relatively low operation cost. However, the
treated water then requires further disinfection to remove the microorganisms and their
byproducts.18,21
Using catalysis as a denitrification method is of particular interest, as it can poten-
tially selectively reduce NO3
– to N2, without harmful byproducts. Herein we consider
electrocatalytic methods, where a potential is used to drive the reaction. In particular,
we focus on heterogeneous electrocatalysis, wherein the catalyst is in a different state
to the reactants; in this case, a solid catalyst (electrode) and liquid phase reactants
(electrolyte).
Electrocatalysis is a powerful technique, and is either used commercially or showing
promise for several major reactions. These include the oxygen evolution and reduction
reactions,22,23 hydrogen evolution,24 and carbon dioxide reduction.25 In addition, several
reactions in the nitrogen cycle can be performed electrocatalytically including ammonia
oxidation, nitrous oxide reduction, nitric oxide reduction and oxidation, and nitrate and
nitrite reduction.4 Electrocatalysis shows promise as a denitrification method, however
is not yet selective enough toward N2 to be successfully implemented.
1.4 Electroreduction of NOx
As noted previously, the reduction of NOx species is a complex, multi-step reaction. Var-
ious experimental studies of NOx reduction on transition metal catalysts have allowed
insight into the products formed on each metal, and the potential ranges in which these
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products are formed. In general, it is found that in acidic conditions, at low to mid
potentials, most metals form NH4
+, with H3NOH
+ as a minor product, while at high
potentials, most metals form N2O.
3,4,26–30 Although N2 is the environmentally desirable
product, it is only experimentally observed in significant amounts on Pd.26 While exper-
imental work has established the products and potential dependence of NOx reduction,
the reaction mechanisms, and thus the drivers of selectivity and potential dependence,
are less well understood.
Computational work has allowed for some insight into the mechanisms by which each
product is formed, however these studies have generally been limited to the close-packed
surface facets of Pt.31,32 An in-depth review of the literature regarding NOx reduction,
including the products observed, the potential dependence of the products, and any
mechanistic insight, is presented in Chapter 3.
Reliable experimental data exists for pure transition metal catalysts, however, less is
known for other types of catalyst. As noted prior, CuPd clusters are particularly promis-
ing catalysts for NOx reduction. The first step to understanding, and thus improving,
NOx reduction on CuPd catalysts, is understanding the reaction in depth on traditional
catalysts, such as these pure transition metals, for which this reliable experimental data
exists.
This thesis presents three chapters regarding the electroreduction of NOx : Chapters
3, 4, and 5. In the first of these chapters, Chapter 3, we determine the mechanisms and
onset potentials for the common NO reduction products, NH4
+, H3NOH
+, and N2O, on
a variety of planar transition metal surfaces, and compare the results across the metals
to find insight into the reaction. In Chapter 4, we again determine the mechanisms and
onset potentials for NH4
+, H3NOH
+, and N2O, this time considering stepped transition
metal surfaces. Stepped surfaces are considered in order to investigate the impact of
surface morphology, as this has been shown to affect mechanisms and reaction energies
to a significant degree for other reactions,33–35 especially for cluster catalysts,9 with some
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sensitivity to surface facet also observed for NO3
– reduction on Pt.36,37 The final chapter
regarding the electroreduction of NOx is Chapter 5, which considers the formation of
N2 on both Pd and Pt, and addresses the selectivity of Pd toward N2. This chapter
investigates the two closely related metal surfaces in order to establish why Pd forms
N2, while Pt does not.
1.5 Bimetallic Clusters as Catalysts
Clusters are particles in the size range of tens to hundreds of atoms. The properties of
clusters, such as their catalytic activity, are intrinsically linked to their structure. There
are two structural features of clusters that are integral to their catalytic ability: surface
area and surface morphology. At this size, clusters have a very high surface to bulk
ratio, much higher than a traditional bulk metal catalyst, and therefore offer more area
for catalysis. In addition, cluster structures lead to more complex surface morphologies
than a bulk metal catalyst, and have a high abundance of under-coordinated sites such as
steps and edges. These under-coordinated sites have been shown to be very catalytically
active compared to bulk metal catalysts for some reactions.9,10,38–40
Bimetallic clusters are composed of two metals. The structures of bimetallic clusters
can be more variable than monometallic clusters, driven by factors like the bond strength,
atomic size differences, and composition.11,38,41 In addition, the atomic segregation, i.e.
the position of atoms of each element type within the cluster, can influence the catalytic
activity and selectivity.11,38
In terms of the synthesis of clusters, and in particular bimetallic clusters, many
methods are available, such as chemical reduction, electrochemical synthesis, thermal
decomposition, and cluster beam techniques.11,42 It has been shown that with some of
these methods, a high level of control over the size, composition, and structure of the
clusters is possible.42
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CuPd clusters have shown particular promise for selective NO3
– reduction to N2,
with selectivity toward N2 of higher than 90% reported.
5–8 There have been conflicting
reports regarding both which segregation patterns and Cu:Pd ratios of CuPd clusters
lead to the highest activity and selectivity toward N2. Multiple segregation patterns
have been proposed from experimental work, including homogeneously mixed clusters,8
clusters with Cu-doped edges and vertices,7 clusters with Cu-doped faces,43 and clusters
with a Cu bulk and Pd surface.6 Experimental works have also reported multiple different
Cu:Pd ratios at which maximum activity and selectivity is achieved, with Cu:Pd ratios
of 1:2,43 1:4,5 and 1:57 reported. Given that the structure of CuPd clusters is integral
to their catalytic activity and selectivity, understanding the structure at different sizes
and compositions is key.
This thesis presents two chapters regarding the structure of CuPd clusters: Chapters
6 and 7. The first of these chapters, Chapter 6, investigates the structure, stability,
and segregation of 38 atom CuPd clusters, across all CuPd ratios. In addition, this
chapter analyses the performance of three chosen parameterisations of the empirical
potential used to describe cluster energies, in order to understand the impact of the
chosen methodology on the results. Chapter 7 extends the work in the prior chapter
to larger clusters, including 55, 78, 101, 147, and 309 atom clusters. This allows us to
compare the structure, stability, and segregation of CuPd clusters across multiple sizes
and evaluate any trends.
1.6 Published Material
Three of the chapters here present direct or substantial inclusion of material that is
either published, or has been submitted for publication. Detailed descriptions of the
inclusion of published material and the contributions of authors can be found in the
respective chapters, while a summary is presented below.
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A substantial amount of Chapter 3 is published as a paper entitled “A density func-
tional theory study of the mechanism and onset potentials for the major products of NO
electroreduction on transition metal catalysts”, of which the author of this thesis is the
first author:
Casey-Stevens, C. A.; Ásmundsson, H.; Skúlason, E.; Garden, A. L. A density
functional theory study of the mechanism and onset potentials for the major
products of NO electroreduction on transition metal catalysts. App. Surf.
Sci. 2021, 552, 149063.
A substantial amount of Chapter 6 is published as a paper entitled “A theoreti-
cal investigation of 38-atom CuPd clusters: the effect of potential parameterisation on
structure and segregation”, of which the author of this thesis is the first author:
Casey-Stevens, C. A.; Yang, M.; Weal, G. R.; McIntyre, S. M.; Nally, B.
K.; Garden, A. L. A theoretical investigation of 38-atom CuPd clusters:
the effect of potential parameterisation on structure and segregation. Phys.
Chem. Chem. Phys. 2021, 23, 15950-15964.
In addition, results from Chapter 5 have been submitted for review in the Journal
of Physical Chemistry C as a paper entitled “The Selective Reduction of NO to N2 on
Pt(111) and Pd(111) Surfaces”:
Gilmour, J. T. A.; Casey-Stevens, C. A.; Ruffman, C.; Garden, A. L. The
Selective Reduction of NO to N2 on Pt(111) and Pd(111) Surfaces. Submitted





Several theoretical methods are used in this work to investigate heterogeneous catalysis
on metal surfaces, and to determine cluster structure. This chapter describes the theo-
retical basis of the techniques used in this work, including density functional theory, the
Gupta many-body interaction potential, and the genetic algorithm, as well as methods
used for energetic and structural analysis.
2.1 Theory
2.1.1 Schrödinger Equation
The Schrödinger equation (Equation 2.1) is a cornerstone of quantum mechanics, and in-
deed, chemistry. The equation describes the wavefunction (ψ) of any quantum-mechanical
system; solutions to the equation give information about any chemical system. The time
independent form of the Schrödinger equation is given in Equation 2.1:
Ĥψ = Eψ (2.1)
where Ĥ is the Hamiltonian operator, and E is the total energy of the system. The
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Hamiltonian operator is a quantum mechanical operator that relates to the energy of a
system, and describes the system of nuclei and electrons with both kinetic and potential
energy terms:








































Here, the first two terms are the kinetic energy of the electrons and nuclei, respectively.
The remaining terms are potential energy terms; describing the nuclei-nuclei interactions,
the electron-nuclei interactions, and the electron-electron interactions, respectively.
Using the Born-Oppenheimer approximation, we can separate the electronic and nu-
clear components of the equation, resulting in the electronic Schrödinger equation, and
associated Hamiltonian (Equations 2.3 and 2.4). With the Born-Oppenheimer approxi-
mation applied, the nuclear kinetic energy term becomes zero, while the potential energy
term related to the nuclei-nuclei interactions becomes a constant value.
Ĥeψe = Eeψe (2.3)
























Except for the electron-electron interaction term, the remaining terms in the Schrödinger
equation are readily solvable. The electron-electron term poses the most difficulty when
it comes to solving the equation, as the equation cannot be broken down into one-electron
terms. This makes it impossible to solve the Schrödinger equation analytically for any
system with more than one electron.
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Solving the Schrödinger equation is undoubtedly of huge benefit in finding infor-
mation about chemical systems, however, the many-body problem introduced by the
electron-electron interactions hinders this. Hence, the focus of electronic structure meth-
ods is deriving approximations to help solve the equation.
2.1.2 Electronic Structure Methods
Many electronic structure methods exist, with three common theoretical bases: wave-
function methods, empirical methods, and electron density based methods. Wavefunc-
tion methods are an intuitive progression from the Schrödinger equation, where the form
of the equation remains the same, and approximations to the many-body wavefunction
are made in order to solve for physical properties of a system. These methods are con-
sidered ab initio (from first principles), as the only input required are physical constants.
Another approach are empirical methods, which involve some level of parameterisation
in order to reproduce chosen data, usually experimental. Electron density based meth-
ods, such as density functional theory (DFT), replace the wavefunction with the electron
density as the descriptor of the system.
Hartree-Fock, Møller-Plesset perturbation theory, and coupled cluster are prevalent
examples of wavefunction methods. Hartree-Fock is the simplest approximation to the
wavefunction, as it treats the many-electron wavefunction as merely the antisymmetric
product of one-electron wavefunctions. A consequence of this is that the electron-electron
interaction (correlation) is mostly ignored; each electron moves independently from all
other electrons, only “feeling” the Coulomb repulsion due to the average position of the
other electrons (i.e. the mean field). Post Hartree-Fock methods, such as Møller-Plesset
perturbation theory and coupled cluster, expand on Hartree-Fock by including higher-
level approximation to the electron-correlation, i.e. the instantaneous repulsion between
pairs of electrons. While post Hartree-Fock wavefunction methods can offer a high level
of accuracy, their computational demands do not scale appropriately for use with larger
systems (such as metals).
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Empirical and semi-empirical methods are often based on the Hartree-Fock method,
with some computationally expensive components approximated or omitted, allowing
their use on larger systems. To compensate for the loss of accuracy from these ap-
proximations, these methods are parameterised to reproduce empirical data. Empirical
methods are fast and computationally inexpensive, however, they are generally only reli-
able within the family of data they were parameterised with. In this thesis, an empirical
method called the Gupta many-body interaction potential is used within a global op-
timisation method to investigate cluster structure. This potential will be described in
detail in Section 2.1.4.
Electron density methods use the electron density as the descriptor of a system, with
the density functional being, to some extent, analogous to the molecular Hamiltonian.
DFT, a prominent electron density based method, is often considered to be an ab initio
method. However, this depends on the exchange-correlation functional of choice, as
these functionals can be fitted to experimental data. DFT exhibits favourable scaling
with system size, with the computational requirements increasing by N4, where N is
the number of basis sets required to describe the system. Due to these factors, DFT
is a widely used method for large systems, particularly metallic systems, and will be
described in more detail in the following section.
2.1.3 Density Functional Theory
Hohenberg-Kohn theorems and the Kohn-Sham equations
The theoretical foundation of DFT comes from two theorems postulated by Hohenberg
and Kohn in 1964.44 The first theorem states that the ground state density (and thus
the ground state energy) of a system is a unique functional of the electron density. The
second theorem defines a density functional, and shows that the density that minimises
the total energy is the ground state density. Although the density functional has been
defined, the exact form it takes is unknown.
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In 1965, Kohn and Sham published an advancement that made the practical use
of the Hohenberg-Kohn theorems in the form of DFT possible.45 In the Kohn-Sham
formalism, the system is treated as a set of non-interacting one electron orbitals in
some external potential, which maps to the same total density as the given system. In
the Kohn-Sham formalism the general form of the density functional can be split into
physically meaningful terms, similar to the molecular Hamiltonian:
E[ρ] = Ts[ρ] +
∫
ρ(r)Vext(r)dr + J [ρ] + EXC [ρ] (2.5)
where Ts[ρ] is the kinetic energy of non-interacting electrons, the second term is the
potential energy arising from the interaction of the electrons with an external potential
(Vext) set up by the nuclei, while J [ρ] is the classical Coulomb repulsion, and EXC [ρ] is
the exchange-correlation term. The exchange energy is an outcome of the Pauli exclusion
principle, where two electrons cannot occupy the same quantum state simultaneously.
The correlation energy relates to the instantaneous repulsion between electrons. This
exchange-correlation term encompasses the remaining interactions between the electrons,
including some non-classical electron-electron interactions, and some kinetic energy.
Practically, the system is solved self-consistently by iterative diagonalisation of the
matrix of one electron orbitals: an initial guess at the form of the density is made,
then the required external potential is calculated, and finally the Kohn-Sham equations
solved for the density. If the initial and final density are the same, it is considered to be
self-consistent and the ground state density found, and thus, solved.
In the Kohn-Sham formalism, the first three terms of Equation 2.5 are known, or can
be solved.45 However, the exact form of the exchange-correlation functional is unknown,
and thus approximating this functional is a core part of DFT.
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Exchange-Correlation functionals
There are numerous methods to approximate the exchange-correlation functional, and
each yields an exchange-correlation functional that is suited for different systems and
purposes. Methods to approximate the exchange-correlation functional include local-
density approximation (LDA), generalised gradient approximation (GGA), and hybrid
approximations.46 LDA is the simplest approximation, escalating in complexity through
to hybrid and double-hybrid approximations. An additional layer of complexity can be
introduced to these approximations, by including non-local correlation, more commonly
known as van der Waals interactions.
The LDA method uses the density of a homogeneous electron gas to approximate
the exchange-correlation functional.47 LDA is good for calculating properties of systems
with relatively uniform density, and gives reasonable lattice constants for solid metals,
however it performs poorly for other purposes, such as binding energies.46 As chemical
bonds are a phenomenon that are dependent on non-uniform electron density, this poor
performance is perhaps unsurprising. LDA does, however, serve as a useful foundation
for the construction of more complex exchange-correlation functionals.
The GGA method is a natural extension of LDA, where to take into account the
non-uniform electron density of systems, the first derivative (gradient) of the electron
density is also included. This type of functional has proven accurate for calculating
molecular geometries, ground state energies, and periodic systems.46 Examples of GGA
functionals are the Perdew-Burke-Enzerhof (PBE) functional48 and its revised family
(e.g. RPBE,49 revPBE,50 and PBEsol51), and the BP86 functional.52,53
Meta-GGA exchange-correlation functionals are a further extension of the GGA
method, including both the first and second derivatives of the electron density. While
they can give improved accuracy for some quantities, such as activation barriers, they can
be highly sensitive to the calculation parameters, and are computationally expensive.54
Hybrid and double-hybrid functionals are another way to improve the approximation
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of the exchange-correlation energy; these methods are based on GGA or meta-GGA
functionals, and include a component of other electronic structure methods. Hybrid
functionals include a fraction of the exact exchange. Double-hybrid functionals build
on this by including both a fraction of exact exchange, and some fraction of electron
correlation from other methods (such as Møller-Plesset perturbation theory). These
methods can give highly accurate functionals, however they are very computationally
expensive, and are particularly difficult to implement on periodic systems.
Traditional exchange-correlation functionals describe short range atomic interactions
relatively well, however can neglect some longer-range forces, in particular, van der
Waals interactions. Ways to account for van der Waals interactions have been devel-
oped; these methods can either be built into the functional, or applied as a correction.
A commonly used correction is the D3 method, which can be combined with many
exchange-correlation functionals.55 In this thesis, one of the functionals used is BEEF-
vdW (Bayesian Error Estimation Functional with van der Waals), which includes an
approximation to the van der Waals interactions within the exchange-correlation func-
tional.56
A variety of exchange-correlation functionals are used within this work; including
BEEF-vdW, PBE, PBEsol, and RPBE.
Plane wave basis sets and periodic boundary conditions
Describing the electronic structure of a metal surface is inherently different from de-
scribing that of a molecule. Basic chemical knowledge tells us that electrons in isolated
molecules can be described with an orbital representation, but in bulk metals with a
periodic crystal structure, the electronic structure is more delocalised.
The delocalised nature of the electrons in bulk metal means very little is known about
the position of the electrons; this means the momentum of the electrons is very well
understood, according to the Heisenberg uncertainty principle.57 Thus it is convenient
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to describe the electronic structure in momentum space (also known as reciprocal space).
Bloch’s theorem states that in reciprocal space, the electronic structure (wavefunction)
of a periodically repeating environment can be expressed as the product of a periodic
cell component and a plane wave component:58
ψnk(r) = e
ik·runk(r) (2.6)












where r is the position vector, k is the wave vector, and the wave vectors G are the
reciprocal lattice constants of the crystal.
These plane wave basis functions in Equation 2.8 constitute the plane wave basis
sets for periodic systems, the number of which is determined by a cut-off energy. Includ-
ing higher energy plane waves gives more flexibility in the description of the electronic
wavefunction, and a better overall description of the system, but is more costly. These
plane wave basis sets are easier to compute than orbital-type functions, however, this is
offset by the larger number of basis sets required to give similar accuracy.
Plane wave basis functions are suited to metal surfaces due to the delocalised nature
of the electrons, however for systems where adsorbates are included, this method is no
longer ideal due to the more localised nature of the electrons in the adsorbate atoms.
In order to counteract this, higher energy plane waves, and thus more basis functions,
must be included for a better description.
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A consequence of Bloch’s theorem is that the calculation of an infinitely repeating
system is reduced to the calculation of a finite sized, repeatable cell with a finite number
of electrons. However, there exists an infinite number of values of k, the wave vector,
over which integrals must be computed. Sampling schemes exist for this such as the
Monkhorst Pack59 and Γ point centred schemes, used in this work, which convert these
integrals into sums and use these sums for calculation. As k-points are in reciprocal
space, larger systems in real space require fewer k-points in reciprocal space. The number
of k-points must be chosen such that the energy of the system is converged.
In order to describe a metal surface, as opposed to bulk metal, a vacuum is included
between metal slabs in the finite sized, repeatable cell. To describe a cluster, vacuum is
included in all directions, and a single Γ-centred k-point is chosen.
Pseudopotentials
It is advantageous in computational techniques to minimise computational expense while
maintaining accuracy. One place computational expense may be reduced is by describing
core electrons in less detail, as chemistry is generally dictated by the valence electrons
only.
Core electrons, while contributing little to chemical reactivity, are difficult to describe
computationally. This difficulty arises from the deep well in the Coulomb potential near
the core; this results in a highly oscillatory wavefunction in the core region (see Figure
2.1). To describe this oscillatory wavefunction, many plane wave basis functions are
required.
An alternative approach to describing the core region is to use pseudopotentials. A
pseudopotential replaces the true Coulomb potential with a smooth wavefunction in the
core region, while retaining the shape of the wavefunction past a cut-off radius. This
work uses the Projector Augmented Wave (PAW) method, which is closely related to a
pseudopotential, to describe the core region.60
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Figure 2.1: A comparison between the wavefunctions related to the true Coulomb po-
tential (blue) and the pseudopotential (red). Note rc is the cutoff radius, whereafter
the pseudopotential matches the Coulomb potential. Image sourced from Wikimedia
Commons.61
2.1.4 Gupta Many-body Interaction Potential
The Gupta potential is an empirical method used in this thesis. It is a many-body in-
teraction potential formulated in the second moment approximation of the tight binding
model.62–64 Here, it is used to perform local optimisations of cluster structure, imple-
mented in the genetic algorithm, which is described in Section 2.1.5.
The tight binding model is a method for calculating the electronic band structure of
a system. It is somewhat analogous to the linear combination of atomic orbitals method
taught in chemistry; each electron is tightly “bound” to its related atom, and allowed
limited interactions with neighbouring atoms.
The second-moment approximation of tight binding provides an expression for the
binding energy of a system. In physics, a moment is the product of a distance and a
physical quantity that gives information about the location of the quantity, and how it
is arranged. For transition metals, the square root of the second moment of the local
density of states is roughly proportional to binding energy.62,63 It has been shown that
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the second moment can be expressed analytically (if restricted to first neighbours for
fcc and hcp crystal lattices), as a sum of squares of “hopping” integrals. These hopping
integrals describe the interaction between neighbouring atoms, in terms of the transfer
(“hop”) of an electron from one atom to another and back. The hopping integrals are a
function of only the interatomic distance; and thus the bonding energy can be written
as Equation 2.9:62,63











where a and b indicate the atom type, rij is the distance between atoms i and j, r0(a,b) is
the first nearest neighbour distance in the lattice, ξ(a,b) is an effective hopping integral,
and q(a,b) describes its dependence on the interatomic distance.
In the Gupta potential, a pairwise repulsive term is also included to stabilise the











where A(a,b) and p(a,b) are fitted parameters.
The Gupta potential is thus written as a sum of all of the many-body attractive and




{V r(i)− V m(i)} (2.11)
In practice, the four parameters (ξ(a,b), q(a,b), A(a,b), and p(a,b)) in the Gupta potential
are fitted to reproduce chosen data (often experimental, however sometimes from ab
initio calculations), and thus it is an empirical method. The fitting of the parameters
gives a parameter set; different parameter sets exist for different atomic interactions,
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and perform differently. In this work we consider the performance of multiple Gupta
parameter sets for Cu-Cu, Pd-Pd, and Cu-Pd interactions, and analyse the performance
for cluster optimisation with respect to the original data the parameter sets were fitted
to.
2.1.5 Global Optimisation
Global optimisation algorithms are designed to find the globally optimum solution (global
minimum) to many dimensional problems that are difficult or impossible to solve an-
alytically. Often, these problems have many local minima, which are solutions that
satisfy the mathematical requirements of a minimum (e.g. appropriate first and second
derivatives), however are not the optimum solution.
One such high-dimensional challenge is the optimisation of clusters, where each atom
can move in three dimensions, creating an immense number of degrees of freedom as
the size of the cluster increases. For example, a cluster of even 55 atoms, a relatively
small size, has been estimated to have approximately 1021 local minima (possible stable
structures), while a 100 atom cluster has been estimated to have approximately 1040
local minima.65–67
Global optimisation algorithms generally have two key steps that are performed
repeatedly until the putative global minimum is reached. The two types of step are de-
picted schematically in Figure 2.2. The first step is a global optimisation step; for global
optimisation of cluster structure this is some kind of perturbation to the structure of the
cluster, which equates to moving across the potential energy surface (PES). The second
step is a local optimisation, in which the new cluster is locally optimised, which equates
to moving to the nearest local minimum on the PES. Both steps are required, with the
first step required in order to search across the PES. The second step is required for two
reasons: a global minimum must also be a local minimum, and a global optimisation








Figure 2.2: A schematic representation of the PES (blue), with examples of a global
optimisation step (orange) and a local optimisation step (green). Examples of cluster
structure are shown in lilac. Note that the global and local optimisation steps shown
result in the global minimum structure for this PES.
This thesis uses a global optimisation algorithm called a genetic algorithm to search
for cluster structures. An additional global optimisation algorithm called a basin-
hopping algorithm is used in this work,68 however in this work it is used to optimise
the atomic segregation of the bimetallic clusters, as opposed to global optimisation of
cluster structure.
Genetic Algorithm
Genetic algorithms are a global optimisation technique inspired by Charles Darwin’s
theory of evolution, and involve processes inspired by the natural world, such as mating,
mutation, and natural selection. The algorithm involves several stages designed to effi-
ciently sample the PES, and find the global minimum energy cluster. In addition, other
low energy clusters (other local minima) can be found. The algorithm process is shown













Figure 2.3: A schematic representation of the genetic algorithm used here, where each
shape represents a cluster.
tutorials.69,70
The first step of the algorithm is the generation of an initial population of clusters,
which can be done either randomly, or from a population of the user’s choice. A local
minimisation is performed on the clusters in the initial population. Following this, the
clusters from the initial population may mate or mutate to form “offspring”, which
are new clusters. A local minimisation is then performed on each new cluster in the
population (which now consists of clusters from the initial population and offspring
clusters). Then, a fitness test (natural selection) is performed, where the principle of
“survival of the fittest” is applied; the least fit clusters in the population are removed,
until the population returns to its original size. This process of mating, mutation, and
natural selection is considered to be one generation. The genetic algorithm iterates over
several generations, with the aim of refining the population toward the global minimum
over time.
To generate offspring, clusters from the population are either mated or mutated.
Mating is a process by which two parent clusters are combined in some way, whereas
mutation is where a cluster is distorted in some way. Each of these processes can be
implemented in different ways. Mating is often performed with the “cut and splice”
method, where two parent clusters are cut in half, rotated so that the cut planes are
parallel, and spliced together.71 Alternatively, the location of the cut can be modified,
such that non-equal amounts of the parent clusters are spliced together (e.g. 70% of
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cluster A and 30% of cluster B are spliced to form an offspring, cluster C). The mutation
method used here is “rattle”, where each atom in the cluster is randomly displaced up
to a set distance from its original position.72
Local minimisations are performed on each cluster structure in the population, en-
suring we find stable or meta-stable clusters for the population. Several methods can be
used for energy evaluation and local minimisation, as described in Section 2.1.2.While
use of a higher level method such as DFT is desirable, the sheer quantity of the local
minimisations that need to be performed precludes the use of these methods. The local
minimisation method used here is the Gupta many-body interaction potential, which
has been outlined previously in Section 2.1.4.
The natural selection process is where the clusters are assessed through some lens of
“fitness”, and the least fit clusters are removed from the population. Often, as we are
searching for the global minimum energy cluster, fitness is assessed in terms of energy,
where the algorithm keeps the lowest energy clusters, and removes the highest energy
clusters. Other methods of assessing the fitness of a cluster exist; for example, structural
comparison methods, wherein the uniqueness of a cluster’s structure is quantitatively
assessed, and clusters are assigned higher fitness if they are structurally different to the
rest of the population.70 This method of assessing fitness can, in some cases, promote a
broad search of the PES, assisting in locating some difficult to find cluster structures.
Often, in concert with the natural selection process, other processes are included to
improve the performance of the algorithm. One of these processes involves the use of
predation operators, where clusters are removed from the population based on certain
criteria. These are different from natural selection in that a cluster can be removed from
the population even if it has high fitness. For example, an energy diversity scheme can be
implemented, where if any pair of clusters in the population are similar enough in energy
(dependent on some energy cut-off), one of the clusters is removed from the population.
In addition, clusters can be assessed in terms of their structure, where clusters with
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structure similar to others in the population are removed, in order to promote structural
diversity. These can improve the performance of the algorithm by preventing resampling
of the same structures, and promoting a wider search of the PES.
2.2 Methods and Analyses
Several analyses were performed in this work, for the purposes of converting and com-
paring energies of various systems. While some methods are outlined in the relevant
chapters, here, several key and recurring methods are described.
2.2.1 Calculation of Free Energies
Throughout this thesis, adsorption energies refer to Gibbs free energies. Gibbs free
energies are a more complete description of the energy than the electronic energy (EDFT ),
as they include the zero point energy (ZPE) and some approximation to the entropy
contributions (S):
G = EDFT + ZPE − TS + Esolv (2.12)
T is the temperature, taken as room temperature (298.15 K). Esolv is a correction to
account for the solvent environment, and is detailed in Section 2.2.3.
For adsorbed species, S is taken as the vibrational contribution to entropy (Svib). As
the molecules of interest are adsorbed to a metal surface, rotational and translational
contributions to entropy are expected to be negligible. Both ZPE and Svib are calculated
from harmonic vibrational frequencies obtained from a normal mode analysis. The ZPE
is approximated as half the sum of the vibrational frequencies. The entropy contribution
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(2.13)
where R is the ideal gas constant, T is temperature (298.15 K), and K are the vibrational





where h is Planck’s constant, c is the speed of light, kB is the Boltzmann constant, and
ν̃ is the vibrational frequency.
2.2.2 Equilibrium Potential Corrections
It has been observed that some exchange-correlation functionals are limited in their char-
acterisation of molecules, in particular those with multiple bonds, or charged/solvated
species, leading to differences in the experimental and DFT-calculated formation ener-
gies.74 This in turn leads to poor description of the equilibrium potentials, and subse-
quently, onset potentials for reduction. Given that a key focus of Chapters 3, 4, and 5
is the calculation of onset potentials for electrocatalytic formation of various products,
we must ensure a good description of equilibrium potentials. Herein we correct the ini-
tial and final states of the reactions studied to ensure accurate equilibrium potentials.
Note that these corrections are not applied to the adsorbed species. In addition, these
corrections do not affect trends in the data, as it is a linear shift of the values.
In the reactions studied in Chapters 3, 4, and 5, the initial state is NO(g), and the
final states are NH4
+(aq), H3NOH
+(aq), N2O(g), and N2(g). Following the work of
Calle-Vallejo et al.,74 we estimate the correction required as the difference between the
DFT and experimental formation energies. Applying this correction effectively aligns
the DFT calculated values with the experimental energy of formation. The free energies
(G(corr)) of these species are calculated with Equation 2.15:
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where G is the free energy as calculated per Section 2.2.1. ∆G◦f(expt) is the experimentally
determined formation energy of the species, and ∆G◦f(DFT ) is the formation energy of
the species as determined from DFT calculations.
Calculating the original free energy of each species (G) required the calculation of
EDFT . EDFT for each species is the calculated energy of the species in the gas phase
(“in a box”). As periodic DFT is limited in describing solvated and charged species,
EDFT had to be calculated for NH3(g) and H2NOH(g) as opposed to NH4
+(aq) and
H3NOH
+(aq), respectively. These limitations can be accounted for in the choice of the
experimental formation energy when applying Equation 2.15. By taking the experimen-
tal formation energy to be ∆G◦f (NH4
+(aq)) for NH4
+(aq), we can account for both the
change in state ((g) to (aq)) and change in charge between the DFT calculated value
and the desired value. Similarly, for H3NOH
+(aq), we choose to take the experimental
formation energy of ∆G◦f (H3NOH
+(aq)).
2.2.3 Solvation Corrections
Solvent is a key factor in electrochemical reactions, and can stabilise adsorbates. In
particular, solvent molecules can stabilise some reaction intermediates more than oth-
ers.31,75 Solvation corrections used here are taken from work by Greeley and coworkers,
and were explicitly calculated using ab initio molecular dynamics.31 Values used are
shown in Table 2.1. Note that H2NOH and ONNOH were not among the adsorbates
calculated by Greeley et al., and thus the solvation corrections have been instead ap-
proximated from the values from the number of OH and NH groups, as these are key
groups that are affected by solvent. For ONNOH the value for NOH was used; it is com-
mon in literature for the same correction to be applied for all intermediates with an OH
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group.75 For H2NOH, the value was inferred from HNOH and the difference between NH
and NH2 (as this is the equivalent change - the addition of one H-bond to an N atom),
i.e. −0.47 + (−0.24−−0.30) = −0.41.













2.2.4 Potential Dependent Free Energies
Potential dependent free energies were calculated using the computational hydrogen
electrode model.76 The free energy of each step at a given potential U (∆G(U)) depends
on the number of electrons transferred in the step (n), and the applied potential:
∆G(U) = ∆G(0)− neU (2.16)
where e is the charge on an electron and ∆G(0) is the free energy in the absence of
potential (0 V).
2.2.5 Scaling Relations and Volcano Lines
Scaling relations are a concept in heterogeneous catalysis which suggests that linear
relationships exist between the binding energies for similar adsorbates. This can occur
when the similar adsorbates bind to the surface through the same atom (e.g. NO and
NOH bind to the surface through N), as the dominant interaction with the surface is the
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Figure 2.4: An example scaling relation between E(∗NO) and E(∗N), bound on a planar
surface.
similar for each adsorbate. An example of this is NO, which binds to the surface through
N; an NO vs. N scaling relation is found in Figure 2.4. Given that catalytic reactions can
often depend on the adsorption of a key intermediate, scaling relations offer a powerful
tool for understanding screening catalysts for reactions. Scaling relations can also be
used to construct volcano plots, wherein the activity of a catalytic reaction is related to
a single descriptor.
Scaling relations are constructed by plotting the electronic energy, EDFT , of an
adsorbate against the energy of a chosen descriptor, and fitting a simple linear regression.
Here, the descriptor is chosen to be the electronic energy of ∗N (here, ∗ indicates an
adsorbed species). EDFT is calculated with reference to the energy of the clean metal
surface, E(N2(g)), E(H2(g)), and E(H2O(g)). The energy of an O atom is taken as
E(H2O(g)) - E(H2(g)).
From these scaling relations, lines relating the limiting potential for each reaction
step to the free energy of N adsorption are calculated. The limiting potential lines are
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plotted in “volcano” plots for NH4
+ and H3NOH
+ formation on both planar and stepped
transition metal surfaces, in Chapters 3 and 4.
Overall, in order to express the limiting potential for each reaction step in terms of
G(∗N), there are three key steps. First, the scaling relations must be converted from
electronic energies to free energies, with all corrections. Then, ∆G of a reaction step,
as a function of G(∗N), can be found by subtracting the scaling relation of the initial
state from the final state of the reaction step. Given the relationship G = −neU , for a
single electron step the limiting potential can then be expressed as −1× the expression
for ∆G found in the previous step. Each step is described in more detail below.
To convert the scaling relations to free energies, G is calculated in an analogous
manner to the energies discussed prior (Section 2.2.1), and are taken with respect to
the free energies of the clean metal surface and relevant reference molecules (e.g. N2(g),
H2(g), and H2O(g)). Equation 5.1 is reproduced here (as Equation 2.17):
G = EDFT + ZPE − TS + Esolv (2.17)
where EDFT is now the equation of the scaling relation. ZPE for each adsorbate was
taken as the mean of the ZPE values calculated for that adsorbate on all of the metals.
TS was calculated the same way. These values, as well as Esolv for each adsorbate, and
ZPE and TS values for the reference states, are presented in Table 2.2.
Once the conversion from electronic energy to free energy has been established, the
limiting potential lines can be constructed.
Here, we present an example of constructing a limiting potential line. All scaling
relations, conversion factors, and limiting potential lines can be found in Appendices
D and G. Consider the reaction step NO −−→ NOH, on a planar surface. First, the
conversion factors, calculated with the above method, for N, NO, and NOH are as below:
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Table 2.2: The mean ZPE, mean TS, and Esolv for each adsorbate (eV). Also shown
are ZPE and TS values for the reference states (N2, H2O, H2).
Adsorbate ZPE TS Esolv
N 0.082 0.033 0
NO 0.164 0.137 0
HNO 0.459 0.149 -0.23
NOH 0.459 0.144 -0.31
HNOH 0.776 0.173 -0.47
H2NO 0.810 0.170 -0.24
H2NOH 1.091 0.236 -0.41
NH 0.378 0.043 -0.30
NH2 0.679 0.101 -0.24
NH3 1.007 0.165 -0.16
N2 0.177 0.592 -
H2O 0.589 0.580 -
H2 0.276 0.400 -
G(∗N) = E(∗N) + 0.257 (2.18)
G(∗NO) = E(∗NO) + 0.101 (2.19)
G(∗NOH) = E(∗NOH) + 0.142 (2.20)
The free energy for each intermediate can be expressed in terms of N, as calculated using
the scaling relations and appropriate conversion above. For NO, this proceeds as follows,
beginning with the scaling relation (Figure 2.4):
E(NO) = 0.66E(∗N) + 1.38 (2.21)
Substituting in the conversion factors gives:
G(NO)− 0.101 = 0.66(G(∗N)− 0.257) + 1.38 (2.22)
G(NO) = 0.66G(∗N) + 1.31 (2.23)
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The equivalent procedure for NOH gives:
G(NOH) = 0.73G(∗N) + 1.44 (2.24)
To get ∆G of the reaction step NO −−→ NOH we subtract the initial state (NO) from
the final state (NOH), GNOH −GNO, which gives:
∆G(NOH−NO) = 0.07G(∗N) + 0.13 (2.25)
Given the relationship G = −neU , for a single electron step, the onset potential can be
expressed as:
UL(NO −−→ NOH) = −0.07G(∗N)− 0.13 (2.26)
2.2.6 Bulk Properties
Chapters 6 and 7 use the Gupta potential extensively to calculate the energies of many
clusters. A variety of bulk properties were calculated for Cu and Pd with both the Gupta
potential and DFT in order to benchmark their performance. These properties include
the lattice constant, cohesive energy and the bulk modulus.





where Ebulk is the total energy of the bulk, N is the number of atoms in the bulk,
and Eatom is the electronic energy of a single metal atom. Note that in the Gupta
potential, the energy of a single atom (Eatom) is by definition zero. The cohesive energy
is calculated at the equilibrium lattice constant.
The bulk modulus is an elastic property that indicates how incompressible a material
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is, i.e. how much it can resist compression. It is measured as the decrease in volume
with an increase in pressure. To calculate the bulk modulus, the energy of the system
is calculated over a range of volumes, to which an equation of state is fitted, which
then gives the bulk modulus. Several methods can be used to fit the equation of state,
including the stabilised jellium equation of state, and the Murnaghan, Birch, and Birch-
Murnaghan methods.77–82 Here, the stabilised jellium equation of state was used.
2.2.7 Surface Energies
A variety of surface models are used in this work, in both DFT calculations regarding
mechanisms of NO reduction, and Gupta and DFT calculations for benchmarking calcu-
lations. Surface facets used here are based on three types of bulk packing: face centred
cubic (fcc), hexagonal close packed (hcp), and body centred cubic (bcc). Different sur-
face facets are achieved by taking different “cuts” through bulk models. Surface energies
for various fcc surfaces are calculated in Chapter 6; images of these surfaces are shown
in Figure 2.5.
The surface energy of different facets is an important factor in cluster stability, and
can play a role in determining the overall structure of a cluster. Surface energy is defined
as the excess energy at the surface of a material, compared to the bulk. It can also be
defined as the energy required to split an infinite crystal into two semi-infinite crystals,
with two surfaces.83 In calculating the surface energy, a surface slab can be simulated,
and the energy calculated for this system as the number of layers in the surface slab
increase. Given that a surface slab has two surfaces, one on either side, this calculates








(a) fcc (111) (b) fcc(110) (c) fcc(100)
(d) fcc(211) (e) fcc (221)
(f) fcc(532) from two views
Figure 2.5: Images of the surface facets for which surface energies are calculated in this
work. Green atoms indicate step edges. (a), (b) and (c) show planar surfaces ((111),
(110), and (100)), (d) and (e) show stepped surfaces ((211) and (221)), and (f) shows
two views of a kinked (532) surface.
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where ENslab is the total energy of an N -layer slab, and Ebulk is the total energy per atom
of the bulk system. For the best accuracy, Ebulk should be obtained from the same type
of calculation as Esurf (i.e. periodic in two dimensions). Fiorentini et al. proposed an
approach where Ebulk is obtained from the slope of a plot of slab energies against slab
thickness, according to Equation 2.29:84
ENslab ≈ NEbulk + 2σ (2.29)
Once Ebulk is obtained, it can be used in Equation 2.28. While Equation 2.28 indicates
that the surface energy will be obtained when N approaches infinity, in practice, the
surface energy is usually converged between 5 to 15 layers.83
2.2.8 Energetic Analysis of Clusters
In analysing the energy of clusters, we must introduce ways to compare cluster energy
across different sizes and compositions. For monometallic clusters of different sizes, we







where Etotal is the total energy of an N atom cluster and Ebulk is the energy of the
pure metal bulk (in eV/atom). Dividing by N
2
3 approximates the number of surface
atoms. This aims to remove the effect of size, and allows for comparison of stability
across clusters of different sizes.
For bimetallic clusters of N atoms, but differing elemental composition, energy is
analysed in terms of the mixing (excess) energy (∆N ). Mixing energy is defined in
Equation 2.31:
∆N = EN (CumPdn)−m
EN (CuN )
N




where EN (CumPdn) is the total energy of a given CumPdn cluster, and EN (CuN ) and
EN (PdN ) are the total energies of the monometallic clusters of size N , where N is equal
to m + n. Negative values of the mixing energy indicate that mixing (the formation of
heteronuclear bonds) is energetically favourable.
2.2.9 Structural Analysis of Clusters
In addition to analysing the energies of cluster structures, quantitative analysis of the
cluster structure is desirable. Here we perform this analysis using radial distribution
functions and nearest neighbour analyses.
A radial distribution function (RDF) describes how particles are distributed as a
function of distance from a reference particle; in this case, RDFs can give an idea of
the distribution and distances between atoms in a cluster. In particular, RDFs can be
refined by element type, and thus can give an idea, in the case of CuPd clusters, of the
distribution of Cu and Pd atoms throughout a cluster. The RDF of a cluster is thus
constructed as a histogram of the interatomic distances in the cluster.
Nearest neighbour analyses were also conducted, where the total number of bonds
per cluster and number of bonds per atom were calculated. Bonds are defined by a
cut-off distance, that is, all atom pairs with an interatomic distance smaller than the
chosen cut-off distance (2.9 Å) are considered to have a bond between them. The cut-
off distance here was chosen to be slightly longer than the nearest neighbour distance
of the element with the larger lattice constant (Pd). As with the RDFs, these were
refined by element type, and as such can give quantitative information about the atomic
segregation of a cluster. For example, if all atoms of one type were found to have
the maximum number of nearest neighbours, the cluster has a core-shell segregation,
while for homogeneously mixed clusters, one would expect to see a wider distribution of




Electroreduction of NO to NH4
+,
H3NOH
+, and N2O I: Planar
Transition Metal Surfaces
Electrocatalytic reduction of nitrate (NO3
– ) and other NOx species is a potential solu-
tion to reactive nitrogen pollution. Various products are possible in the electroreduction
reaction, however, the mechanisms toward each product are not yet well understood.
Herein we explore possible mechanisms from NO toward the formation of major prod-
ucts, NH4
+, H3NOH
+, and N2O, on planar transition metal catalysts, using density
functional theory. The majority of metals studied produce NH4
+ via an NOH interme-
diate, while for H3NOH
+ both NOH and HNO are key intermediates. Onset potentials,
scaling relations, and limiting potential volcanoes have been calculated for NH4
+ and
H3NOH
+; it is found that the onset potential of NO reduction is not strongly influ-
enced by the energy of N binding. For N2O formation, two mechanisms were found to
be plausible: a Langmuir-Hinshelwood mechanism, possible on Ag, Au, and Cu, and
an Eley-Rideal mechanism, possible on all of the metals studied. The influence of the
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choice of solvation correction, surface NO coverage, and exchange-correlation functional
were also investigated, and were found to have minimal influence on the overall results
and trends.
This chapter is substantially based on a published research paper of which the author
of this thesis is first author. Sections 3.1, 3.2, and 3.3 are published as a paper entitled
“A density functional theory study of the mechanism and onset potentials for the major
products of NO electroreduction on transition metal catalysts.” in Applied Surface
Science:
Casey-Stevens, C. A.; Ásmundsson, H.; Skúlason, E.; Garden, A. L. A density
functional theory study of the mechanism and onset potentials for the major
products of NO electroreduction on transition metal catalysts. App. Surf.
Sci. 2021, 552, 149063.
The final section, Section 3.4 is included to further extend the research here and
probe the robustness of the results with respect to the chosen methodology. Initial DFT
calculations of intermediates in the NH4
+ and H3NOH
+ pathways were performed by
Hrólfur Ásmundsson at the University of Iceland in collaboration with Professor Egill
Skúlason and Dr Anna Garden. Remaining calculations and analysis were performed by
the author of this thesis.
3.1 Introduction
Reducing NO3
– using electrocatalysis is a promising method of removing NO3
– from
the environment. The use of an appropriate catalyst can, in principle, convert NO3
–
to harmless N2 at a high rate, without dangerous byproducts.
2,3 However, the reduc-
tion reaction is complex and multi-step, with various possible products, including N2O,
H3NOH
+, and NH4
+, as shown in Figure 3.1. NO is a key intermediate in the reduction
process, the reduction of which is thought to drive the overall product selectivity of
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Figure 3.1: A stylised depiction of NO3
– reduction, showing a variety of possible prod-
ucts. N2, the environmentally desirable product, is shown in green, while the remaining
products, which are less desirable due to their detrimental effects on human health and
the environment are shown in red.
NO3
– reduction.4 The factors driving product selectivity are not yet well understood, in
turn, limiting our ability to design and tune catalysts toward different products. Previ-
ous work regarding the reduction of NOx on various transition metals is discussed here,
allowing some insight into the products seen on each metal, and the onset potentials for
these products.
Numerous experimental works have studied the electrocatalytic reduction of NOx
on a variety of close-packed metal surfaces (Ag, Au, Cu, Ir, Pd, Pt, Rh, Ru),3,4,26–30
allowing insight into the product selectivity of these various metals. These works have
been performed under a variety of conditions, including both reductive stripping, wherein
an adsorbed layer of NO is reduced with no NO present in solution, and continuous
reduction, wherein NO is present in solution. Experimentally, products are observed and
characterised using a variety of techniques, including rotating disk electrode and rotating
ring disk electrode studies, differential electrochemical mass spectrometry, and on-line
electrochemical mass spectrometry.3,26 Here we discuss reduction in acidic conditions
only.
A common product of continuous NOx reduction is ammonium (NH4
+). In general,
NH4
+ is formed on transition metals in the range from 0 to 0.3 V vs. RHE.4,26,30 In
addition, three metals could not be conclusively shown to produce NH4
+, namely Ag,
Au and Ir.3 In the case of Ag and Au, a shift to a hydrogenated, soluble product at low
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potentials was observed but the product could not be characterised. Similarly, Ir forms
a soluble hydrogenated product at potentials lower than 0.1 V, but again this could not
be characterised.
Hydroxylamine (H3NOH
+) is another product of continuous NOx reduction. In the
literature surveyed here, only two metals definitively formed H3NOH
+, and only in a
narrow potential range; Pd formed H3NOH
+ between 0.02 and 0.06 V vs. RHE,3 and
Pt formed H3NOH
+ between 0.05 and 0.1 V vs. RHE.27,29 On Ag, Au, and Ir, there is
a possibility that the hydrated soluble product detected is H3NOH
+, either instead of
or in addition to NH4
+.3
Nitrous oxide (N2O) is the most ubiquitous product of continuous NOx reduction,
however it is not seen under reductive stripping conditions.4 For continuous reduction
conditions, most of the studied metals form N2O in a broad potential range, from around
0.3 V up to 0.6 V vs. RHE and above.3,26,30 Ag and Au form N2O at notably lower
potentials than the other metals.3 Of all the metals studied, Cu was the only metal
where N2O formation was not observed. Multiple factors may serve to explain this; a
lower potential limit was necessary (0.275 V vs. RHE) to avoid oxidation of the surface,
and the likelihood of competing reactions that can dissolve the Cu surface.3,28
Nitrogen gas (N2) is a minor product of continuous NO reduction; unlike N2O and
NH4
+, N2 is observed for only a few metals. Ir showed, at most, trace amounts of N2
formation. Rh and Ru produced small amounts of N2 at intermediate potentials (0 to
0.5 V vs. RHE and 0.4 to 0.8 V vs. RHE, respectively).26 Pd was the only metal to
exhibit significant amounts of N2 production, with N2 observed as the major product
between 0 and 0.4 V vs. RHE, with a non-zero amount detected between 0.4 and 0.8 V
vs. RHE.26
The above results describe investigations on close-packed surfaces under comparable
conditions. However, the reaction has also been shown to be very sensitive to facet, NO
coverage, and pH. Studies of Pt(111) and Pt(100) surfaces found differing adsorption and
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reactivity of adsorbed NO.36,37 It was found that the reduction of NO on Pt(111) was
independent of NO surface coverage, while on Pt(100), higher reactivity is seen at lower
NO coverages.36,37 Studies of Cu(111) and Cu(100) surfaces in both acidic and alkaline
conditions also found the reaction to be dependent on facet and pH.85 In acidic condi-
tions, both Cu facets produced NO and NH4
+, while in alkaline conditions, H3NOH
+
was the main observed product. It was also noted that the hydrogen evolution activity
of the surfaces can influence NO reduction; with Cu(111) more affected (deactivated)
than Cu(100) due to its higher hydrogen evolution activity in both acidic and alkaline
conditions. The notable sensitivity of this reaction to the overall conditions provides
motivation for a systematic study of model systems in order to further understand the
foundations of NOx reduction.
While the experimentally observed products of NO electroreduction are relatively
well known, the mechanisms leading to the formation of the various products are less
well established. The reduction of NO to NH4
+ on platinum surfaces has been the
most heavily researched, with several low- and high-index facets studied. Conflicting
mechanisms toward NH4
+ formation have been proposed on Pt(111): a mechanism via
HNO then H2NO, or via NOH then HNOH.
86,87 As yet, there is no definitive consensus on
the mechanism. In general, there is very little work in terms of experimental mechanistic
studies on other metals or toward other products. In terms of the mechanism of N2O
formation, the lack of N2O formed from reductive stripping suggests that some form of
NO in solution, or a coverage of NO only accessible (or maintainable) during continuous
reduction is necessary for the formation of N2O.
4,26
Density functional theory (DFT) is a useful tool in elucidating reaction mechanisms.
In regard to NH4
+ formation, a recent study of NO reduction on a range of metals (Fe,
Co, Rh, Pd, Pt, Cu, Ag, and Au) considered a mechanism involving direct dissociation
of NO followed by subsequent hydrogenation to form NH4
+.88 However, the barrier for
direct dissociation of NO was found to be high on most of the metals studied, which un-
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der electrochemical conditions at room temperature would be prohibitive to overcome.89
Other recent studies on Pt surfaces provided further insights into the mechanism of
NO reduction to NH4
+, considering an alternative route via a hydrogenated form of
NO rather than direct dissociation,31,32 consistent with experimental mechanistic stud-
ies.86,87 On Pt(111), the lowest energy pathway to form NH4
+ was calculated to go via
NOH, followed by a hydrogen mediated dissociation to give N, rather than any further
hydrogenated species.31 The barriers for this mechanism were calculated to be accessible
at room temperature, thereby offering a plausible mechanism. For Pt(100) both NOH
and HNO are viable configurations in the mechanism toward NH4
+, based on DFT and
kinetic Monte Carlo studies.32
The formation of H3NOH
+ was also investigated on Pt(111), where it was found that
it was likely formed via an NOH intermediate, which is then further hydrogenated to
form H3NOH
+.31
Regarding the formation of N2O, two mechanisms have been investigated using DFT:
a mechanism involving the binding of a solution-phase NO to an adsorbed NO (an
Eley-Rideal type mechanism), and a mechanism involving two adsorbed NO molecules
interacting (a Langmuir-Hinshelwood type mechanism).31,88 On Pt, it was found that
a Langmuir-Hinshelwood type mechanism was implausible, with no interaction between
the two adsorbed NO molecules observed.31 However, the Eley-Rideal type mechanism
was found to be energetically possible. On other metals, the barrier to form the key
ON–NO intermediate for the Langmuir-Hinshelwood type mechanism was prohibitively
high on most metals.88 An Eley-Rideal type mechanism was not considered.88
To date, there has been no systematic computational study of the mechanism of
NOx electrocatalytic reduction on a range of transition metals. Here, we explore the
mechanism of formation of the major products of NOx electrocatalytic reduction in
acidic conditions, NH4
+, H3NOH
+, and N2O, from the initial state of NO, on a variety of
planar transition metal surfaces, namely Ag, Au, Cu, Ir, Mo, Pd, Pt, Rh, and Ru. While
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N2 is the most desirable product from an environmental perspective, it is only formed
in significant amounts on Pd; we investigate this reaction in depth in a future chapter.
Continuous reduction conditions are assumed, where solution phase NO is present. In
addition, we report the first theoretically determined onset potentials for each product,
as well as scaling relations between adsorbates, and limiting potential volcanoes for
the formation of NH4
+ and H3NOH
+ to understand how the onset potentials could be
improved by varying the catalyst.
3.2 Computational Details
Surfaces considered here are all planar facets, with the close-packed (111) and (0001)
surfaces used for the fcc (Ag, Au, Cu, Ir, Pd, Pt, Rh) and hcp crystals (Ru) respectively,
and the (110) surface used for bcc (Mo). Lattice constants used for the metals were: Ag
4.21 Å, Au 4.22 Å, Cu 3.71 Å, Ir 3.87 Å, Mo 3.20 Å, Pd 4.02 Å, Pt 4.02 Å, Rh 3.85
Å, and Ru 2.75 Å (c/a ratio: 1.58).90 Slab models were separated by at least 14 Å of
vacuum in the z direction.
Two different-sized slabs were employed to investigate reaction pathways; a 2 × 2
surface unit cell, with 5 layers in the vertical axis, was used to model pathways toward
NH4
+ and H3NOH
+, while a 3 × 3 surface unit cell, with 5 layers in the vertical axis,
was used to model pathways toward N2O. A larger model size was required for the
N2O pathway in order for there to be sufficient space to accommodate the NO dimer
intermediates. For both model sizes, the bottom two layers of the slab were constrained
to the bulk positions, while the top three layers were allowed to relax. A coverage of 0.25
ML was used on the 2 × 2 cell (one NO molecule), and a coverage of 0.45 ML was used
on the 3 × 3 cell (four NO molecules). This coverage was chosen to simulate surface
coverages accessible under experimental reduction conditions.31,91
Potential dependent free energies, with solvation corrections, are calculated in this
45
chapter using the methods described in detail in Chapter 2. Additional corrections were
made to the energies of the initial and final states (NO, NH4
+, H3NOH
+, and N2O), in
order to ensure correct calculation of energy of formation and equilibrium potentials.74
Full details on these corrections can also be found in Chapter 2.
Calculations were performed with DFT as implemented in the Vienna Ab initio
Simulation Package (VASP),92,93 using the RPBE exchange-correlation functional.49 The
valence electrons were represented using a plane wave basis set with an energy cut-
off of 400 eV, and a Monkhorst-Pack k-point sampling of 4 × 4 × 1 for all surfaces.
This choice of k-points was found to be sufficient in most cases to give convergence
within 0.05 eV for both cell sizes, with the exception of Ag and Au where convergence
was within 0.1 eV. The ionic cores were represented using the projector-augmented
wave method.60 The self-consistent electron density was determined by the iterative
diagonalisation of the Kohn-Sham Hamiltonian, with the Kohn-Sham states smeared
according to a Fermi-Dirac distribution with a smearing parameter of kBT = 0.1 eV,
and energies extrapolated to σ = 0. Barriers were calculated using the climbing image
nudged elastic band method.94,95 Calculations were optimised until the atomic forces
were less than 0.05 eV/Å on any moveable atom.
3.3 Results and Discussion
3.3.1 Ammonia
The adsorption of possible intermediates in the reduction of NO(g) to ammonia has
been investigated on Ag, Au, Cu, Ir, Pd, Pt, Rh fcc(111) surfaces, the Mo bcc(110)
surface, and the Ru hcp(0001) surface. It is assumed the final state in acidic conditions
is NH4
+(aq). Free energies of adsorption of all adsorbates can be found in Appendix
A. The first step of the reaction is the adsorption of NO to the surface. There are
three general levels of NO binding; Ag and Au bind NO weakly, Cu binds NO mod-
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erately, and the remaining metals bind NO strongly. Mo in particular binds NO very
strongly. Weak binding on Ag and Au, moderate binding on Cu, and strong binding
on the remaining metals is a trend that is seen for all intermediates, due to the scaling
relations, as discussed below. This weak binding on “coinage” metals compared to other
transition metals is well known, and has been previously observed for many reactions.96
NO generally binds through the N atom in the fcc hollow site (see Figure 3.2), except
for Ir, where it preferentially binds through the N atom in a bridge site (approximately
0.1 eV more stable than binding in the fcc hollow).
Adsorption geometries for intermediates considered are shown in Figure 3.2. For
many intermediates, the fcc binding site was preferred, similar to NO. The stability
conferred by this binding site can be attributed to the fact that it allows the adsorbate
to bind with three surface metal atoms. Intermediates where the N atom is not a
terminal atom, such as HNO, HNOH, and H2NO, bind in the bridge site, which allows
for interaction with two metal atoms. H2NOH, the largest adsorbate, binds on the top
site; this is likely due to steric interactions with the surface.
A variety of proposed mechanisms for NO reduction to NH4
+ were explored, as
shown in Reactions 3.1 to 3.10, where an asterisk represents a surface site.4,31,89,97 The
mechanisms explored here are also outlined in schematic form in Figure 3.3 (including
pathways to both NH4
+ and H3NOH
+).
NO + ∗ −−→ ∗NO (3.1)
∗NO + H+ + e− −−→ ∗NOH (3.2a)
∗NO + H+ + e− −−→ ∗HNO (3.2b)
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Figure 3.2: The preferred adsorption geometries for intermediates in the reduction of
NO to NH4
+ and H3NOH
+. Geometries are each shown from the x axis and z axis (left
and right images, respectively). Metal atoms are depicted in teal, N atoms in blue, O in

















∗NOH + H+ + e− −−→ ∗N + H2O (3.3a)
∗NOH + H+ + e− −−→ ∗HNOH (3.3b)
∗HNO + H+ + e− −−→ ∗N + H2O (3.4a)
∗HNO + H+ + e− −−→ ∗HNOH (3.4b)
∗HNO + H+ + e− −−→ ∗H2NO (3.4c)
∗HNOH + H+ + e− −−→ ∗NH + H2O (3.5)
∗H2NO + H
+ + e− −−→ ∗NH + H2O (3.6)
∗N + H+ + e− −−→ ∗NH (3.7)
∗NH + H+ + e− −−→ ∗NH2 (3.8)
∗NH2 + H
+ + e− −−→ ∗NH3 (3.9)
∗NH3 + H
+ −−→ NH4+ (3.10)
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The direct dissociation of NO is the simplest mechanistic possibility, however it has
previously been shown to have a prohibitive barrier on Pt(111) (2.32 eV on Pt(111),
and 3.53 eV on high NO coverage Pt(111)),89 as well as on other metals (in the range
0.7 - 2.9 eV for Ag, Au, Cu, Pd, Pt and Rh (211) surfaces).88 Therefore, it has been
proposed that after adsorption of NO, the next step in the reaction is hydrogenation of
the adsorbed NO, followed by a proton/electron mediated dissociation to give N.4,31,89,97
This hydrogenation of NO (NO → NOH/HNO) via a water mediated mechanism has
been shown to have accessible barriers on Pt in prior works (between 0 and 0.7 eV).31,32
While 0.7 eV is not a low barrier, it has been noted that this is accessible under electro-
chemical conditions at room temperature.31 The subsequent dissociation steps (NOH→
N and HNO → HNOH → NH) have also been shown to have accessible barriers on Pt
(between 0.1 and 0.4 eV), via a water mediated mechanism.31,32
After adsorption of NO, there are multiple places where the reaction mechanism
may branch, with the key focus of literature being the NOH vs. HNO pathway.86,87
Whether the reaction proceeds via NOH or HNO is a question that is yet unresolved
from experimental work. Investigated here are pathways via both NOH, where H is
bound to the O atom, and HNO, where H is bound to the N atom. Both intermediates
adsorb to the surface through the N atom (see Figure 3.2).
Selected free energy diagrams for the reduction of NO to NH4
+ are presented in
Figure 3.4 (all free energy diagrams can be found in Appendix B). Those diagrams shown
here depict the two mechanisms that were found to be thermodynamically favoured. For
Ag and Au, a mechanism proceeding via HNO (Reaction 3.2b) is the most favoured,
while for the remaining metals, a mechanism proceeding via NOH (Reaction 3.2a) is
preferred. For Mo, NOH and HNO are effectively isoenergetic (energy difference of 0.02
eV), therefore we cannot decisively conclude which mechanism dominates. Previous
computational work found that the reaction proceeded via the NOH intermediate on




















































































Figure 3.4: Free energy diagrams of NO reduction to NH4
+ on Au (left) and Pt (right)
at equilibrium potential (0.84 V, depicted in green), and the calculated onset potential
for each metal (0.10 and -0.35 V, respectively, depicted in red).
of the NOH and HNO pathways, for the metals on which the NOH pathway is favoured,
NOH is generally more stable than HNO by around 0.15 to 0.3 eV, while for metals on
which the HNO pathway is favoured, HNO is more stable than NOH by around 0.5 eV.
If NO is hydrogenated to NOH, two pathways are possible. First, NOH can be
further hydrogenated to HNOH, before dissociation of the N–O bond to give NH. It is
assumed, given the geometries of NOH and H2NO (see Figure 3.2), that H2NO is not
accessible via NOH. Second, NOH can dissociate to form N. These steps can be seen in
Reactions 3.5 and 3.3, respectively. N is more stable than HNOH for all metals that go
via the NOH pathway, therefore we propose that the pathway continues via N on these
metals.
If hydrogenation of NO gives HNO, then three further pathways are possible. Similar
to NOH, HNO can be further hydrogenated to give HNOH, and additionally, H2NO. In
addition, HNO may be able to dissociate to form N. Here, we assume that this step is
energetically plausible; note that this dissociation step may require an additional barrier
to transfer H to the O atom prior to dissociation, however calculation of this barrier
is not trivial, and thus is not included here. These steps can be seen in Reaction 3.4.
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For Ag, H2NO is 0.49 eV more stable than N, while HNOH is 0.15 eV more stable than
N. Thus it is proposed that on Ag the pathway goes via HNO, followed by H2NO. In
contrast, on Au, N is more stable than H2NO and HNOH, and thus it is proposed that
the pathway via HNO and N is favoured.
We note that these pathways only consider the thermodynamically preferred path-
ways. Given that the barriers toward both the hydrogenation and dissociation of NOH
and HNO have been previously calculated to be accessible on both Pt(111) and Pt(100),31,32
we assume the kinetics of both hydrogenation and dissociation are plausible.
At equilibrium potential (Ueq = 0.84 V), the reaction step with the largest increase in
energy is presumed to be potential-limiting; here, three different potential-limiting steps
are found. For Ag and Au, the potential-limiting step is the hydrogenation of NO to
form HNO, for Cu, Pd, and Rh, the hydrogenation of NO to NOH is potential-limiting,
and for Ir, Mo, Pt, and Ru the hydrogenation of NH to form NH2 is potential-limiting.
Onset potentials for the reduction of NO to NH4
+ have been calculated on all met-
als, as seen in Table 3.1. The onset potential is taken as the potential at which the free
energy landscape (all electrochemical steps) becomes downhill. This method provides a
first estimate of the onset potential; more rigorous calculation of the potential requires
calculation of the barriers between all reaction steps. For all metals, the mechanism with
the smallest limiting step is assumed to be preferred. The calculated onset potentials
lie between -0.69 to 0.10 V for all metals, with the majority of the metals having an
onset potential between -0.4 and 0 V. The onset potential for Pt has been previously
calculated with DFT to be around 0 V.31,36 Experimentally all of the metals exhibit
onset potentials in the range 0 to 0.3 V;4,26,36,37,85 this is qualitatively similar to the
onset potentials we have calculated here. Note that our calculated onset potentials are
consistently lower than the experimentally observed onset potentials, however the exact
onset potential depends on the free energies of adsorption, which are in turn sensitive
to factors such as the exchange-correlation functional used,9 and the choice of solvent
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Table 3.1: Calculated onset potentials and limiting steps for NO reduction toward NH4
+.
The equilibrium potential for this reaction is 0.84 V.
Metal Potential (V) Step
Cu -0.02 NO −−→ NOH
Mo -0.69 NH −−→ NH2
Ru -0.20 NH −−→ NH2
Rh -0.18 NO −−→ NOH
Pd -0.58 NO −−→ NOH
Ag 0.02 NO −−→ HNO
Ir -0.15 NH −−→ NH2
Pt -0.35 NH −−→ NH2
Au 0.10 NO −−→ HNO
corrections. Given that the calculated onset potentials are qualitatively similar to those
observed experimentally, we propose that the mechanism outlined above is plausible on
all metals studied. Further quantitative comparisons of the calculated and experimental
onset potentials is desirable, however extracting meaningful and comparable onset po-
tentials from experiment is difficult, given the differing reaction conditions and reaction
starting materials used (e.g. NO, NO3
– , and HNO2).
As discussed above (and shown in Reactions 3.1 to 3.10, and Figure 3.4), the elec-
troreduction of NO is a complex multistep reaction, with many branching pathways, and
the overall onset potential is dependent on the adsorption of each intermediate on the
metal surface. As each intermediate binds to the surface through the N atom, scaling
relations suggest there may be a correlation between the binding energies of interme-
diates.96 It is indeed found here that the binding energies of the intermediates toward
NH4
+ (NO, NOH, HNO, HNOH, H2NO, NH, NH2, NH3) correlate well with E(*N),
with selected plots shown in Figure 3.5 (the remaining plots can be found in Appendix
C). The slopes of the scaling relations calculated here are consistent with those from
Liu et al., which were constructed using a slightly different selection of metals (including
Fe and Co, and not including Ir, Mo, and Ru) and on an fcc(211) stepped surface, thus
confirming the robustness of the scaling relations.88
Using G(*N) as a descriptor, a limiting potential volcano plot was constructed, as
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E(*N) + 1.38 E(*N) + 1.49 E(*N) + 1.53
Figure 3.5: Scaling relations between the electronic binding energy of N and selected in-
termediates; left: NO; centre: NOH; right: HNO. Energies are calculated with reference
to the electronic energies of the clean metal surface, and H2, N2, H2O.
shown in Figure 3.6, where both explicitly calculated limiting potentials and limiting
potentials established from the scaling relations are shown. Volcano plots show the
relationship between the binding energy of a relevant species and a measure of the
catalytic activity of a reaction, here taken to be the limiting potential for a reaction
step.
The Sabatier principle states that for ideal (heterogeneous) catalysis, reactants must
bind neither too weak nor too strong to the catalyst surface. This is due to the reaction
being reliant on the intermediates’ ability to both adsorb to the surface, for reaction
to occur, and to desorb from the surface upon completion of the reaction. In relation
to volcano plots, this implies that one “side” of the volcano is limited by a step early
in the reaction and one is limited by a step later in the reaction, analogous to the
adsorption and desorption steps. The intersection of the lines indicates the theoretical
limit for catalytic activity; i.e. the best catalytic activity. It can be seen that the
potential volcano is limited by two steps: NO→ NOH (HNO), which occurs early in the
mechanism, and the later NH → NH2 step.
As expected from using a simple descriptor, some scatter can be seen, most notably
Pd, which sits furthest from the calculated lines of any of the metals. For Pd, this is due
to the scaling relation for NO not fitting very well (see Figure 3.5, left). The magnitude
of these differences could be accounted for by the degree of uncertainty expected within
54
Figure 3.6: The limiting potential volcano for NO reduction to NH4
+. The points
displayed are the explicitly calculated limiting potentials relative to N binding energy
for each metal, the colour of which relates to the limiting step for each metal. The
lines indicate the potential at which the related step becomes neutral in terms of free
energy, as constructed from the scaling relations of the related species (detailed in Chap-
ter 2). The vertical distance between the equilibrium potential and the most negative
limiting potential lines is the theoretical overpotential. The equations of the most neg-
ative limiting potential lines are as follows: UL(NO → NOH) = −0.07G(∗N) − 0.17;
UL(NO → HNO) = 0.04G(∗N) − 0.28; UL(NH → NH2) = 0.27G(∗N) − 0.30. Equa-
tions for the remaining lines can be found in Appendix D.
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a choice of exchange-correlation functional. In addition, the small range of binding
energies for these metals magnifies the apparent differences; this could be addressed in
future work by introducing a more diverse range of transition metals, to get a wider
overview of trends of NO reduction on different surfaces.
Here, the chosen descriptor is G(*N), although other descriptors could be used. Both
G(*NO) and G(*NOH) were also tested as descriptors, however, gave similar results to
G(*N). This is not unexpected, as the scaling relations show both G(*NO) and G(*NOH)
are closely related to G(*N). There is scope for future work to consider more advanced
descriptors, including those related to the electronic structure of the metals.
Similar to CO2 reduction to CH4 on pure metals,
98 the legs of the volcano are rather
flat (i.e. the magnitude of change in the limiting potential for NO reduction is approx-
imately 0.6 V). This means the onset potential of the reaction is insensitive to changes
in E(*N), and therefore the onset potentials do not vary much between metals. This
reflects the experimental literature, where all close-packed metals produce NH4
+ in the
same potential region. While the flatness of the volcano does not allow much insight
into “improving” the electrocatalysis of NO reduction by defining the top of the volcano,
it does somewhat go toward explaining the similarity of the transition metals and their
catalytic performance.
Finally, many of the metals sit close to the top of the volcano, however, even at the
top of the volcano, the overpotential is still around 1 V. This high overpotential implies
that in order to improve the catalysts any further, a catalyst must be able to break the
scaling relations in some way.
3.3.2 Hydroxylamine
Hydroxylamine (H2NOH) is another product of NO reduction. It is assumed that the
final state in acidic conditions is H3NOH
+. It has not been explicitly identified in many
experimental studies, with only Pd and Pt definitively forming H3NOH
+.3,27,29 However,
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on other metals, such as Ag, Au, and Ir, a hydrated, soluble product was observed but
not characterised, allowing a possibility that these metals also form H3NOH
+.3 The
pathway to form H3NOH
+ has similarities to the pathway of NH4
+ formation; both
begin with hydrogenation of the NO (i.e. to NOH or HNO), and may continue via
further hydrogenated intermediates (such as H2NO or HNOH). Proposed reaction steps
are shown in Reactions 3.11 to 3.17. Refer to Figure 3.3 for a schematic depiction of the
possible mechanisms. Possible reaction intermediates are shown in Figure 3.2.
NO + ∗ −−→ ∗NO (3.11)
∗NO + H+ + e− −−→ ∗NOH (3.12a)
∗NO + H+ + e− −−→ ∗HNO (3.12b)
∗NOH + H+ + e− −−→ ∗HNOH (3.13)
∗HNO + H+ + e− −−→ ∗HNOH (3.14a)
∗HNO + H+ + e− −−→ ∗H2NO (3.14b)
∗HNOH + H+ + e− −−→ ∗H2NOH (3.15)
∗H2NO + H
+ + e− −−→ ∗H2NOH (3.16)
∗H2NOH + H
+ −−→ H3NOH+ (3.17)
Selected free energy diagrams for the reduction of NO to H3NOH
+ are shown in
Figure 3.7. For all metals, the mechanism with the smallest limiting step is assumed


















































































Figure 3.7: Free energy diagrams of NO reduction to H3NOH
+ on Au (left) and Pt
(right) at equilibrium potential (0.49 V, depicted in green), and the calculated onset
potential for each metal (0.10 and -0.13 V respectively, depicted in red).
HNO, similar to NO reduction to NH4
+. For the final three metals, Ir, Ru, and Mo, the
mechanism also proceeds via HNO, similar to Ag and Au. Note that on these metals,
NOH is more stable than HNO, however, if the reaction went via this pathway, the
limiting step would be the hydrogenation of NOH to HNOH, which is larger than the
NO to HNO limiting step. This is illustrated in Figure 3.8.
For the second hydrogenation step, H2NO is more stable than HNOH on four of the
metals studied (Ag, Cu, Mo, Ru), and HNOH is more stable than H2NO on Pt. For
the remaining metals, the difference between H2NO and HNOH is less than 0.1 eV (the
limit of accuracy, as determined by k-point convergence), thus we are unable to conclude
which hydrogenation pathway dominates. Given the geometries of the intermediates (see
Figure 3.2), it is assumed that H2NO is not accessible from NOH, therefore, only metals
where an NOH pathway is disfavoured, i.e. Ag, Ru, and Mo, proceed via H2NO. For
Au and Ir, pathways via both H2NO and HNOH are possible. The remaining metals
proceed via HNOH.
The limiting step for the reduction of NO to H3NOH
+ differs between metals, as































Figure 3.8: The free energy diagram of NO reduction to H3NOH
+ on Ru, at equilibrium
potential (0.49 V), with the magnitudes of the largest uphill step for the NOH and HNO
mechanisms shown.
Table 3.2: Calculated onset potentials and limiting steps for NO reduction toward
H3NOH
+. The equilibrium potential for this reaction is 0.49 V.
Metal Potential (V) Step
Cu -0.02 NO −−→ NOH
Mo -0.84 H2NO −−→ H2NOH
Ru -0.21 NO −−→ HNO
Rh -0.18 NO −−→ NOH
Pd -0.58 NO −−→ NOH
Ag 0.02 NO −−→ HNO
Ir -0.18 NO −−→ HNO
Pt -0.13 NO −−→ NOH
Au 0.10 NO −−→ HNO
NO to NOH or HNO, which is unsurprising, as the reaction mechanism has similarities
with the NH4
+ formation mechanism. For Cu, Pd, Pt, and Rh, the limiting step is
the hydrogenation of NO to NOH, and for Ag, Au, Ir, and Ru, the limiting step is the
hydrogenation of NO to HNO. For Mo, it is the hydrogenation of H2NO to H2NOH that
is limiting.
The onset potentials for NO reduction to H3NOH
+ lie in the range -0.84 to 0.10 V,
with most metals between -0.3 and 0 V. For most of the metals the limiting steps for
NO reduction to H3NOH
+ are the same as the limiting steps for reduction to NH4
+,
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and so the onset potentials are the same. The similarity of the onset potentials on many
of the metals has implications for the detection of H3NOH
+ in experimental studies,
as the onset potentials for H3NOH
+ and NH4
+ are similar enough that these products
would be produced in the same potential region, potentially obscuring detection of the
products. While the free energy of N is not shown in the free energy diagrams toward
H3NOH
+ (Figure 3.7), as it is not part of the mechanism, we know from the free energy
diagrams toward NH4
+ (Figure 3.4) that N is generally more stable than both H2NO





+, a limiting potential volcano plot was constructed using the scaling
relations, as shown in Figure 3.9. Also similar to NH4
+, many metals sit around the
top of the volcano, however a high overpotential still exists, in part due to the fact that
some of the limiting steps are the same as the NH4
+ mechanism.
3.3.3 Nitrous Oxide
N2O is one of the major products of NO reduction on metals. In order to produce N2O
from NO, it is required that a N–N bond is formed. There are two mechanisms by
which this bond may be formed, which have been debated in both experimental and
computational studies.31,32,88,99 The first is a Langmuir-Hinshelwood type mechanism,
whereby two adsorbed NO react on the surface to form a N–N bond. The second is an
Eley-Rideal type mechanism, whereby an adsorbed NO reacts with a solution phase NO.
Given the orientation of adsorbed NO, reaction of two NO via a Langmuir-Hinshelwood
mechanism gives a cis-ON–NO adsorbed species. In the Eley-Rideal type mechanism,
the solution phase NO needs to be in appropriate proximity of the adsorbed NO to
react, and therefore must be oriented with the O end toward the surface (otherwise the
NO will adsorb to the surface), and therefore, forms a trans-ON–NO adsorbed species.

































Figure 3.9: The limiting potential volcano for NO reduction to H3NOH
+. The points
displayed are the explicitly calculated limiting potentials relative to N binding energy
for each metal, the colour of which relates to the limiting step for each metal. The
lines indicate the potential at which the related step becomes neutral in terms of free
energy, as constructed from the scaling relations of the related species (detailed in the
Chapter 2). The vertical distance between the equilibrium potential and the most neg-
ative limiting potential lines is the theoretical overpotential. The equations of the most
negative limiting potential lines are as follows: UL(NO → NOH) = −0.07G(∗N)−0.17;
UL(NO → HNO) = 0.04G(∗N) − 0.28; UL(NOH → HNOH) = 0.32G(∗N) − 0.38.
Equations for the remaining lines can be found in Appendix D. Note that limiting po-
tentials for NO reduction via both NOH and HNO are shown for Ru and Mo, in order
to clearly show that the pathway via HNO is favoured.
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trans-ON–NOH species, followed by a proton-electron mediated dissociation of an OH
to form N2O. These possible intermediates are shown in Figure 3.10.
Previous computational work has found the formation of trans-ON–NO to be favourable
on Pt(111) (while cis-ON–NO was not found to be stable).31 In contrast, cis-ON–NO
formation was found to be favourable on Pt(100),32 suggesting the mechanism of the
reaction is sensitive to the catalyst surface. Energies of reaction intermediates for both
the Langmuir-Hinshelwood and Eley-Rideal type mechanisms have been calculated, to
investigate if the reaction mechanism is also sensitive to the choice of metal. The mech-
anisms of N2O formation explored here are detailed in Reactions 3.18 to 3.24. They are
also depicted in schematic form in Figure 3.11.
2 NO(g) −−→ NO(g) + ∗NO (3.18)
NO(g) + ∗NO −−→ ∗trans-ON−NO (3.19)
2 NO(g) −−→ ∗2 NO (3.20)
∗2 NO −−→ ∗cis-ON−NO (3.21)
∗(cis or trans)−ON−NO + H+ + e− −−→ ∗(cis or trans)−ON−NOH (3.22)
∗(cis or trans)−ON−NOH + H+ + e− −−→ H2O + ∗N2O (3.23)
∗N2O −−→ N2O(g) (3.24)
The adsorption of several key possible intermediates in the overall mechanisms is de-
tailed here. As stated, a Langmuir-Hinshelwood type mechanism requires a cis-ON–NO
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NO + NO(g) NO + NO
N2Otrans-ONNOHtrans-ONNO
cis-ONNOHcis-ONNO
Figure 3.10: The preferred adsorption geometries for intermediates in the reduction of
NO to N2O. Geometries are each shown from the x axis and z axis (left and right images,
respectively). Note that NO+NO(g) is also shown from the y axis, for additional clarity.








Figure 3.11: A schematic depiction of NO reduction pathways toward N2O.
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(a) N2O (linear) (b) N2O (bent up) (c) N2O (bent down)
Figure 3.12: The stable N2O geometries: (a) linear, (b) bent up, and (c) bent down.
intermediate to be stable. Here it was found that cis-ON–NO does not exist on many of
the metals (Ir, Mo, Pd, Pt, Rh, Ru). Geometry optimisations resulted in a return to the
original ∗NO+ ∗NO geometry, implying no interaction between the N atoms, as observed
previously for Pt(111).31 Conversely, on Ag, Au, and Cu, geometry optimisations result
in cis-ON–NO with a N–N distance of between 1.6 and 1.7 Å, implying an interaction
between N atoms exists (the cis-ON–NO geometry is shown in Figure 3.10). In addition,
the barrier to forming this species was probed using the nudged elastic band method; it
was found that the additional barrier is relatively small (∼ 0.2 eV on Cu) to completely
barrierless (on Ag and Au). For all metals, a stable trans-ON–NO intermediate was
found, as required for the Eley-Rideal mechanism. Given the stability of cis-ON–NO,
both the Langmuir-Hinshelwood and Eley-Rideal mechanisms are possible on Ag, Au
and Cu, while for the remaining metals, the Langmuir-Hinshelwood mechanism is ruled
out, due to the lack of a stable cis-ON–NO species.
The binding of the final adsorbed species, N2O, has been previously studied compu-
tationally on Pd and Pt, with multiple configurations shown to be possible.31,100 Three
geometries were tested here: linear N2O, normal to the surface (Figure 3.12 (a)), N2O
“bent up” (Figure 3.12 (b)) with the N-N bond parallel to the surface, and the O bent
away from the surface, and N2O “bent down” (Figure 3.12 (c)) with the O and termi-
nal N adsorbed to the surface. All geometries of N2O were unstable on the surface of
Ag, Au, and Cu, with geometry optimisations resulting in the N2O desorbing from the
metal surface. The linear geometry of N2O was the most stable configuration on most
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other metals. Ru, the only hcp metal investigated here, was the exception to this, with
the bent down geometry slightly more stable than linear (by 0.04 eV). It appears the
adsorption geometries and energies are sensitive to the exchange-correlation functional
with which it is calculated; previous computational work has found the bent down ge-
ometry to exist on Pd, when using PW91, whereas in this work it was not found to exist,
using RPBE.100
Selected free energy diagrams for the reduction of NO to N2O are shown for both
mechanisms in Figure 3.13. The remaining free energy diagrams can be found in Ap-
pendix B. The limiting step for both mechanisms is generally the hydrogenation of
ON–NO to ON–NOH, except for Ir and Mo, where it is the hydrogen mediated disso-
ciation of ON–NOH to give N2O.
Notably, for both the Langmuir-Hinshelwood and Eley-Rideal mechanisms on Au
and Ag, the initial adsorption of NO to the surface (either as ∗NO + NO(g) or 2 ∗NO)
is an uphill, energetically unfavoured step. This is a large energetic step (ranging from
approximately 0.2 to 0.8 eV) to surmount for both the Langmuir-Hinshelwood and Eley-
Rideal mechanisms, however, as it is a non-electrochemical step in both cases, it cannot
be overcome by applying a potential. Experimentally, there are conflicting conclusions
regarding whether NO adsorbs on Au at all.101,102 Previous studies using DFT have
found that the adsorption of NO to the Au(111) is generally unfavourable, with the
adsorption energy increasing as the surface coverage increases.103–105 Similarly, it has
been observed both experimentally and computationally that NO is weakly binding on
Ag.106,107 While the adsorption of NO may be weak on both metals, it must also be noted
that Au and Ag have been observed to form N2O.
3 This implies that regardless of the
unfavourable adsorption of NO, some mechanism of N2O formation remains possible, by
either overcoming the high energy of adsorption, or potentially via an additional reaction
or surface feature.































































































Figure 3.13: Selected free energy diagrams of NO reduction to N2O on Au (left and
center) and Pt (right) at equilibrium potential (1.57 V, depicted in green), and the
calculated onset potential for each metal (0.78, 0.97, and 1.14 V respectively, depicted
in red).
toward N2O than the other metals (Cu, Ir, Pd, Pt, Rh, Ru) exhibited.
3 Here, Ag and
Au have similar onset potentials to the remaining metals (see Table 3.3). Given that
the required NO adsorption for this pathway was unfavourable on both Ag and Au, and
that the onset potentials calculated here are not notably different for Ag and Au than
the other metals (i.e. do not align with experimental observations), it is likely that the
formation of N2O on these metals is dependent on another feature, e.g. a defect site or
different surface facet.
In terms of the mechanisms of NO reduction to N2O, for Ag, Au, and Cu, where
two mechanisms are possible, the mechanism which has an onset potential closer to the
equilibrium potential for the reaction (1.57 V), i.e. a lower overpotential, was assumed
to dominate on that metal, and as such is shown in Table 3.3. For Cu and Ag, the
Langmuir-Hinshelwood type mechanism was preferred, whereas for Au, the Eley-Rideal
type mechanism was preferred.
The onset potentials for NO reduction to N2O (Table 3.3) lie between -0.22 and 1.14
V, with most lying between 0.1 and 0.8 V. There is a significant amount of variance in
both stability and geometry of the proposed intermediates investigated for N2O forma-
tion. Given this, scaling relations were not able to be constructed, as too few data points
existed to give a satisfactory linear fit. Thus, no limiting potential volcano has been con-
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Table 3.3: Calculated onset potentials and limiting steps for NO reduction toward N2O.
The equilibrium potential for this reaction is 1.57 V.
Metal Potential (V) Step
Cu 0.81 cis– (ON–NO) −−→ cis– (ON–NOH)
Mo -0.22 trans–(ON–NOH) −−→ N2O
Ru 0.40 trans–(ON–NO) −−→ trans–(ON–NOH)
Rh 0.71 trans–(ON–NO) −−→ trans–(ON–NOH)
Pd 0.79 trans–(ON–NO) −−→ trans–(ON–NOH)
Ag 0.91 cis– (ON–NO) −−→ cis– (ON–NOH)
Ir 0.68 trans– (ON–NOH) −−→ N2O
Pt 1.14 trans–(ON–NO) −−→ trans–(ON–NOH)
Au 0.97 trans–(ON–NO) −−→ trans–(ON–NOH)
structed. For each metal, the onset potential is more positive than the corresponding
potentials for NH4
+. This is consistent with experiment, where N2O was observed in a
more positive potential range than NH4
+.4,26
3.3.4 Onset Potentials Summary
The calculated onset potentials for NO electroreduction toward NH4
+, H3NOH
+, and
N2O are presented in Table 3.4. Overall, it can be seen that the theoretical onset
potentials calculated here are qualitatively consistent with those seen experimentally.
In particular, on each metal, the onset potentials for NH4
+ and H3NOH
+ are low, and
similar to each other, while the onset potential for N2O is much higher.
3,4 As discussed in
individual sections, these onset potentials capture the trends seen in experiment, but are
lower than those observed experimentally. In this study only one, planar, surface facet
is considered, and kinetics are not accounted for. This discrepancy between experiment
and theory lends itself to future work; including investigation of the kinetics of each
reaction step, the effect of exchange-correlation functional, and the impact of surface
morphology. The latter two effects will be explored in Section 3.4 and Chapter 4.
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Table 3.4: A summary of the calculated onset potentials for NO reduction toward NH4
+,
H3NOH
+, and N2O, on various metals.
Metal NH4
+ (Ueq = 0.84 V) H3NOH
+ (Ueq = 0.49 V) N2O (Ueq = 1.57 V)
Cu -0.02 -0.02 0.81
Mo -0.69 -0.84 -0.22
Ru -0.20 -0.21 0.40
Rh -0.18 -0.18 0.71
Pd -0.58 -0.58 0.79
Ag 0.02 0.02 0.91
Ir -0.15 -0.18 0.68
Pt -0.35 -0.13 1.14
Au 0.10 0.10 0.97
3.4 Assessing the Robustness of Results
While the above work lays a foundation for understanding NO reduction on transition
metals, further testing is desirable in order to show the robustness of the method and
results. In the previous sections one solvation correction scheme was used, only a single
exchange-correlation functional was considered, and an assumption of the average NO
surface coverage under typical reaction conditions was made. The results and conclusions
of this work could be sensitive to these choices, and thus we further investigate the impact
of these choices herein. First, we discuss the impact of the selected solvation corrections
on the calculated onset potentials, for all metals. Then, we present the results of two
tests, on Pd and Pt, regarding the robustness of the results with respect to the surface
NO coverage, and choice of exchange-correlation functional.
3.4.1 Solvation Corrections
For an electrochemical reaction, the solvent environment can have non-negligible im-
pacts on the reaction. For example, solvent molecules can stabilise adsorbates, and in
particular can stabilise some adsorbates more than others.31,75 Here, we present the on-
set potentials for NO reduction toward NH4
+ (Table 3.5), H3NOH
+ (Table 3.6), and
N2O (Table 3.7) both with and without solvation corrections. The preferred mecha-
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nisms found here for NO reduction are insensitive to the solvation corrections, however
the occasional switch in limiting step is seen, as noted in the table captions.
The calculated onset potentials shift with the solvation corrections applied, in gen-
eral, to more positive potentials. In most cases, across all products, the onset potential
is around 0.3 V more positive with the solvation corrections than without.
The solvation corrections applied here are taken from the work of Greeley and co-
workers,31 and were originally determined using ab initio molecular dynamics calcu-
lations on Pt(111). Other methods of accounting for solvent exist, such as implicit
solvation fields.
Table 3.5: Calculated onset potentials for NO reduction to NH4
+, with and without
solvation corrections. Note that the limiting step for Ir, Pt, and Ru changes; with Esolv
applied the limiting step is NH −−→ NH2, whereas without Esolv the limiting step is
NO −−→ NOH.










Table 3.6: Calculated onset potentials for NO reduction to H3NOH
+, with and without
solvation corrections. Note that the limiting step for Ir changes; with Esolv applied the
limiting step is NO −−→ HNO, whereas without Esolv the limiting step is NO −−→ NOH.











Table 3.7: Calculated onset potentials for NO reduction to N2O, with and without sol-
vation corrections. Note that the limiting step for Mo changes; with Esolv applied
the limiting step is ONNOH −−→ N2O, whereas without Esolv the limiting step is
ONNO −−→ ONNOH.
Metal Onset potential (V) with Esolv Onset potential (V) without Esolv
Cu (Langmuir-Hinshelwood mech) 0.81 0.50





Ag (Langmuir-Hinshelwood mech) 0.91 0.60
Ag (Eley-Rideal mech) 0.61 0.30
Ir 0.68 0.99
Pt 1.14 0.83
Au (Langmuir-Hinshelwood mech) 0.78 0.47
Au (Eley-Rideal mech) 0.97 0.66
3.4.2 Surface Coverage
Ideally, the method used in this chapter, although relatively simplistic, would capture the
key interactions and determining factors in NO electroreduction, and would be relatively
insensitive to specific reaction conditions. One reaction condition that may influence the
results is the surface coverage of adsorbates, including adsorbed NO, which can affect
the adsorption geometries and energies, and interactions between the adsorbates.
The surface coverage of adsorbed NO has been investigated experimentally, in terms
of both the overall saturation coverage, and the effect it has on the reduction process.
On Pt(111) the saturation coverage has been found to lie in the range 0.4 to 0.5 ML.108
On Pd(111), the saturation coverage was found to be slightly higher, at around 0.75
ML.109,110 These saturation coverages can potentially be influenced by the electrolyte;
for example, on Pt(110), the saturation coverage changed by up to 0.3 ML with a change
in electrolyte.4 In terms of the impact of surface NO coverage, it has been shown that
at lower coverages, a small positive shift in some reduction peaks is observed.27,97 This
shift may indicate that the NO adlayer is easier to reduce at lower coverages.
Here we extend the method used in this chapter by considering different surface NO
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coverages, in order to investigate if the results are sensitive to differences in NO coverage
that may be expected in an experimental environment. We calculate the adsorption
geometries, energies, and onset potentials at different surface NO coverages, on Pd and
Pt, using the BEEF-vdW exchange-correlation functional.
The two main coverages considered here are selected to represent low and high cover-
age systems. For the low coverage system, the reacting NO is the only adsorbate; on a 3
× 3 surface slab this equates to a coverage of 0.11 ML. For N2O pathways, two reacting
NO molecules are required, and thus the coverage equates to 0.22 ML. The low coverage
models are shown in Figure 3.14 (a) and (b).
For the high coverage system, we have chosen to model a coverage approaching the
saturation coverage range of 0.4 to 0.5 ML, as determined for Pt(111).97,111 On a 3 × 3
surface slab, a coverage of 0.45 ML equates to four adsorbed NO molecules. Given that
the NH4
+ and H3NOH
+ pathways have one reacting NO molecule, the remaining three
adsorbed NO molecules are spectators to the reaction. Again, N2O formation requires
two reacting NO molecules, and thus the remaining two adsorbed NO molecules are
spectators to the reaction. The high coverage models, with reacting and spectator NO
molecules indicated, are shown in Figure 3.14 (c) and (d).
When calculating the free energy, the “clean” system is taken as the metal slab
plus however many spectator NO molecules are present (three for NH4
+ and H3NOH
+
pathways, and two for N2O pathways). The ZPE and vibrational entropy is included
for the spectator NO molecules in both the clean system and adsorbed system, which




First, we consider NO reduction to NH4
+ and H3NOH
+. At high coverage, for the
reactions toward NH4
+ and H3NOH
+, there are three spectator NO molecules adsorbed.
The adsorbates generally bind in or near the fcc hollow where the reacting NO binds, to
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Figure 3.14: Images of the low and high coverage systems investigated here. Reacting
NO molecules are indicated with R, while spectator NO molecules are indicated with
S. The size of the surface slab is indicated by the purple dashed box. (a) is the 0.11
ML coverage system, for NH4
+ and H3NOH
+ pathways, (b) is the 0.22 ML coverage
system, for N2O pathways, (c) is the 0.45 ML coverage system for NH4
+ and H3NOH
+
pathways, and (d) is the 0.45 ML coverage system for N2O pathways.
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preserve the evenly spaced nature of the system. In the case that the binding geometry
(e.g. hcp or top) was further from the central fcc hollow, the spectator NO molecules
move, again to preserve the even spacing between adsorbates. The preferred binding site
and adsorption energy of all adsorbates in the NH4
+ and H3NOH
+ pathways at both
low and high coverage can be found in Table 3.8.
Most of the intermediates have a similar binding site preference at low and high
coverage. Key differences include NOH and HNO on Pt, N on Pd, and NH on Pd and
Pt. At low coverage, NOH prefers the fcc binding site, however at higher coverage, NOH
is slightly more stable in the hcp binding site on Pt. HNO also changes binding site
on Pt; at low coverage it binds in the bridge site, whereas at high coverage, it binds
on top of a Pt atom. For N, at low coverage on Pd it binds in the fcc hollow, but at
high coverage it binds in the hcp hollow. NH similarly binds in the hcp hollow at high
coverage, for both metals, whereas at low coverage it binds in a bridge site.
At low coverage, all intermediates bind in the same site on both metals, while at
high coverage, some variability between the metals is introduced. Intermediates that
have different site preferences for Pd and Pt at high coverage are NOH, HNO, and N.
In addition, at high coverage the difference in adsorption energy between the metals
becomes more pronounced. For low coverage, the energies are mostly similar between
metals, within around 0.3 eV. At high coverages, most of the adsorbates are around 0.4
to 0.7 eV more stable on Pt than Pd. The two exceptions to this are NO, which is
around 0.15 eV more stable on Pd, and NH3 which is around 0.1 eV more stable on Pd.
Part of this energy difference is potentially due to the binding of NO, which is much
more energetically favoured on Pd than Pt; this means that when NO has to move from
its preferred binding site to facilitate the binding of the intermediates, there is less of an
energetic “cost” on Pt than Pd.
It is observed that the adsorption energies become more positive as the surface cov-
erage increases. This is also observed for the intermediates in the N2O pathways. These
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Table 3.8: The preferred adsorption site and free energy of adsorption for NO reduction
reaction intermediates (toward NH4
+ and H3NOH
+) on Pd and Pt at 0.11 and 0.45 ML
coverage.
Pd Pt
0.11 ML 0.45 ML 0.11 ML 0.45 ML
Intermediate Site E (eV) Site E (eV) Site E (eV) Site E (eV)
NO fcc 1.43 fcc 2.24 fcc 1.79 fcc 2.40
NOH fcc 1.98 fcc 2.87 fcc 1.98 hcp 2.49
HNO bridge 2.16 bridge 3.03 bridge 2.20 top 2.42
N fcc 0.86 hcp 1.82 fcc 0.79 fcc 1.38
HNOH bridge 2.03 bridge 2.81 bridge 1.91 bridge 2.26
H2NO bridge 2.10 bridge 2.90 bridge 2.02 bridge 2.22
NH fcc 0.34 hcp 1.21 fcc 0.17 hcp 0.76
NH2 bridge 0.27 bridge 0.73 bridge 0.14 bridge 0.36
NH3 top -0.35 top -0.18 top -0.46 top -0.11
H2NOH top 1.66 top 2.22 top 1.50 top 1.57
more positive adsorption energies indicate that binding is weaker, or less favoured. This
is unsurprising, as the higher surface coverage approaches the saturation coverage, where
it becomes unfavourable to bind more NO to the surface.
In general, the same mechanisms for NH4
+ and H3NOH
+ formation are observed
for both low and high coverage. For both NH4
+ and H3NOH
+ pathways the NO is
hydrogenated to NOH/HNO. For NH4
+, this then dissociates to give N, which under-
goes successive hydrogenations to form NH4
+. For H3NOH
+, NOH/HNO is successively
hydrogenated to give H3NOH
+. In the case of Pt, at low coverage the reaction proceeds
via NOH, while at high coverage, the NOH and HNO are within 0.1 eV of each other,
meaning we cannot decisively conclude which intermediate dominates. For both cover-
ages, the energies of H2NO and HNOH are quite similar on both metals, meaning no
specific conclusion can be drawn for this part of the H3NOH
+ pathway. Free energy
diagrams for NH4
+ formation on Pt show the mechanisms discussed above, at both low
and high coverage, in Figure 3.15.
Finally, the onset potentials for NO reduction to NH4
+ and H3NOH
+ have been
calculated at 0.11 and 0.45 ML, as shown in Table 3.9. At both coverages, the limiting






































































0.11 ML, U = -0.19 V 0.45 ML, U = -0.01 V
Figure 3.15: Free energy diagrams for NO reduction to NH4
+ on Pt at low (left) and
high (right) coverages, presented at the onset potentials for each coverage.
for each metal are similar at both coverages, within 0.1 V for Pd and 0.2 V for Pt.
Interestingly, the high coverage onset potential for Pd is lower than the low coverage
onset potential, while the opposite is seen for Pt. This is likely due to the changing
stability of NO on the metals, which is more affected on Pd than Pt. This leads to the
difference in the onset potentials between metals being higher at high coverage, with
the onset potentials for Pd around 0.6 V more negative than Pd, than at low coverage,
where Pd has onset potentials around 0.3 V more negative than Pt.
Table 3.9: The calculated onset potentials for NO reduction toward NH4
+ and H3NOH
+
at 0.11 and 0.45 ML surface NO coverage.
Metal NO coverage NH4
+ (Ueq = 0.84 V) H3NOH
+ (Ueq = 0.49 V)
0.11 ML -0.55 -0.55
Pd
0.45 ML -0.63 -0.63
0.11 ML -0.19 -0.19
Pt
0.45 ML -0.01 -0.01
Pathways to N2O
For NO to N2O pathways, the two coverages considered were 0.22 and 0.45 ML.
Calculations for the reduction of NO to N2O at 0.45 ML required two spectator NO
molecules; Figure 3.14 shows the adsorption geometry of the reacting and spectator NO
molecules. In general, the geometries and energies of the intermediates were found to
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Table 3.10: The preferred adsorption site and free energy of adsorption (eV) for NO
reduction reaction intermediates (toward N2O) on Pd and Pt at 0.22 and 0.45 ML
coverage. Here, adsorption site refers to the position of the surface bound N atom (so
for both NO + NO(g) and 2 NO is indicated for both NO molecules).
Pd Pt
0.22 ML 0.45 ML 0.22 ML 0.45 ML
Intermediate Site E (eV) Site E (eV) Site E (eV) Site E (eV)
NO + NO(g) top top 5.12 top top 4.97 top top 5.03 top top 5.13
2 NO fcc fcc 3.09 fcc fcc 3.61 fcc fcc 3.81 fcc fcc 4.47
trans-ON–NO top 5.23 top 5.27 top 5.29 top 5.66
cis-ON–NO unstable - unstable - unstable - unstable -
trans-ON–NOH top 4.96 top 4.64 top 4.71 top 4.89
N2O linear 2.90 bent down 2.78 linear 3.19 linear 3.28
Table 3.11: The adsorption energies of various N2O geometries on Pd and Pt at low and
high coverage. Note that these are electronic energies of adsorption (eV).
Pd Pt
Geometry E at 0.22 ML (eV) E at 0.45 ML (eV) E at 0.22 ML (eV) E at 0.45 ML (eV)
linear -3.96 -4.24 -3.85 -
bent up -3.69 -3.86 -3.65 -3.55
bent down - - -3.76 -3.71
be similar for the low and high coverage calculations (see Table 3.10). Interestingly, the




The only difference in adsorption geometry was N2O on Pt, where the most stable
geometry was N2O, adsorbed in a linear fashion on a top site at low coverage, and in
a bent down geometry at high coverage. At both coverages, multiple N2O geometries
are stable on the metal surfaces; the electronic energies of adsorption (E(*N2O)) can be
found in Table 3.11 (refer back to Figure 3.12 for images of the geometries). For Pd,
while the most stable geometry was linear, the bent up structure was stable, albeit 0.4
eV less favoured than the linear geometry. For Pt, the bent up and bent down geometries
were both stable, with the bent down geometry approximately 0.15 eV more stable than
the bent up geometry.
In terms of reaction mechanism, at both low and high coverage, no stable cis –ONNO
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intermediate was found for Pd or Pt. It is thus assumed that the Langmuir-Hinshelwood
mechanism is not possible, and the reaction must go via an Eley-Rideal type mechanism,
regardless of surface NO coverage.
Table 3.12: The calculated onset potentials for NO reduction toward N2O at 0.22 and
0.45 ML surface NO coverage.







Finally, onset potentials were calculated for both low and high coverage systems
(Table 3.12). The limiting step for the reaction on both metals is the hydrogenation of
trans –ONNO. The onset potentials for each metal are quite similar at both coverages,
within 0.1 V for Pd and 0.2 V for Pt. The small difference in onset potentials between




Overall impacts of changing surface NO coverage
In terms of how increasing the surface coverage impacts NO reduction, we see that the
largest impact is the change in adsorption site preference for some of the intermediates.
This is perhaps unsurprising given that the high coverage surface is relatively “crowded”,
and thus maximising the distance between adsorbates may supercede site preferences.
One would potentially expect this to affect larger intermediates more, however as the
larger intermediates often bind in top sites, they already tended to be evenly spread out
with respect to the spectator NO molecules.
In general, while the adsorption energies were more positive for the high coverage
surfaces (i.e. weaker binding), the energy difference between adsorbates were similar,
as were the mechanisms, limiting steps, and onset potentials. While experimentally, it
has been observed that decreasing surface coverage lead to a small positive shift in some
reduction peaks,27,97 this is not reflected here.
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3.4.3 Exchange-correlation Functionals
DFT calculations of adsorption energies can be sensitive to factors such as the choice of
exchange-correlation functional, and as such, we have tested the impact of our choice of
functional. We extend the above results obtained with the RPBE functional by calcu-
lating the reaction mechanisms and onset potentials with the BEEF-vdW functional.
RPBE is an exchange-correlation functional that was designed to give improved de-
scription of adsorption energies on metal surfaces over its precursors, PBE and revPBE.49
BEEF-vdW was similarly designed to give a good description of adsorption on metal sur-
faces, however it has an additional feature in the inclusion of van der Waals forces.56
Prior work comparing the two functionals for CO and CO2 reduction found that the
adsorption energies were generally lower when calculated with BEEF-vdW, with larger
intermediates such as HCOOH and H2COOH affected more than smaller intermediates
such as CO and HCO.112
Here, the RPBE and BEEF-vdW calculations represent slightly different coverages,
due to differences in the model sizes. The BEEF-vdW calculations were performed on
a 3 × 3 surface slab (corresponding to 0.11 ML), and the RPBE calculations performed
on a 2 × 2 surface slab (corresponding to 0.25 ML). Differences in surface coverage have
been shown in the previous section to have little impact on energy differences between
adsorbates, as well as mechanisms and onset potentials. This indicates that the results
here can be compared, regardless of the modest change in surface coverage. Of particular
note is that neither of these surface coverages involve spectator NO molecules.
The preferred mechanisms toward each product were the same for both exchange-
correlation functionals. For NH4
+ and H3NOH
+, the mechanism proceeded via NOH
and N on both Pd and Pt with both functionals. For N2O, the mechanism proceeded
via an Eley-Rideal type mechanism on both Pd and Pt with both functionals.
While the mechanisms were invariant to the choice of functional, the magnitude of




















































































Figure 3.16: Free energy diagrams of NO reduction to NH4
+ on Pt, as calculated with
both the RPBE (left) and BEEF-vdW (right) exchange-correlation functionals. Energies
are shown at the equilibrium potential (0.84 V, in green) and the onset potentials (-0.35
and -0.19 V, respectively, in red). Note that the vertical axes are slightly different.
potential for NH4
+ formation. NH −−→ NH2 is the limiting step for reduction to NH4+
on Pt with RPBE, while it is NO −−→ NOH for Pt with BEEF-vdW. Free energy
diagrams on Pt toward NH4
+ show this change in limiting step, with diagrams calculated
using each functional shown in Figure 3.16. With the RPBE functional, the NH −−→
NH2 step is larger than calculated with BEEF-vdW, due to NH2 being less stable with
RPBE. For Pd, the limiting step is NO −−→ NOH for both functionals.
In general, the onset potentials for each metal were similar with both functionals,
within 0.16 eV for NH4
+, 0.06 eV for H3NOH
+ and 0.25 V for N2O (see Table 3.13).
Interestingly, the NH4
+ onset potentials are similar even though the limiting step is
different. The similarity of the onset potentials means qualitative trends across the
three reactions are also preserved with both functionals, with NH4
+ and H3NOH
+ having
similar, low onset potentials, and N2O having a much higher onset potential.
Between the exchange-correlation functionals, there are no general trends for which
direction the onset potentials change in; i.e. for Pt, the onset potentials calculated with
BEEF-vdW are less negative for NH4
+, more negative for H3NOH
+, and less positive for
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N2O, as compared with the RPBE onset potentials. In addition, none of the adsorbates
were notably more affected by the different functionals, which is in contrast to what was
found by Studt et al. for CO and CO2 reduction.
112 However, none of the intermediates
here are particularly large, and thus may not be as affected by van der Waals forces.
Across the two metals, the different exchange-correlation functionals predict similar
differences in onset potentials. For NH4
+, the onset potential for Pd is around 0.2 to
0.3 V more negative than Pt for both functionals. For H3NOH
+, the onset potentials
are around 0.3 to 0.4 V more negative on Pd than Pt. For N2O, they are around 0.3 V
lower on Pd than Pt as calculated with both functionals.
The similarity of the calculated onset potentials, especially at a qualitative level, sug-
gests that the computational method is robust across exchange-correlation functionals.
Table 3.13: The calculated onset potentials for NO reduction toward NH4
+, H3NOH
+,
and N2O, with RPBE and BEEF-vdW.
Metal XC functional NH4
+ (Ueq = 0.84 V) H3NOH
+ (Ueq = 0.49 V) N2O (Ueq = 1.57 V)
RPBE -0.58 -0.58 0.79
Pd
BEEF-vdW -0.55 -0.55 0.59
RPBE -0.35 -0.13 1.14
Pt
BEEF-vdW -0.19 -0.19 0.89
3.5 Conclusion
Mechanisms and onset potentials for NO electroreduction toward a variety of products
on multiple transition metals have been calculated using density functional theory. In
general, it is found that a simple thermodynamic understanding of the mechanisms is
sufficient to provide qualitative agreement with experimental observations. We conclude
that the majority of the metals studied produce NH4
+ via a mechanism involving NOH
as a key intermediate. For the formation of H3NOH
+ there are two key mechanisms,
via both NOH and HNO intermediates. In most cases for both NH4
+ formation and
H3NOH
+ formation, the hydrogenation of NO (to NOH or HNO) was found to be the
reaction limiting step.
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Scaling relations and limiting potential volcanoes have been constructed for both
NH4
+ and H3NOH
+. In both cases, the onset potential of the reaction was found to
be relatively insensitive to changes in the binding of N, as reflected in the experimental
literature, where both products are observed in a similar potential region on all metals.
In addition, the volcano plots show a high overpotential for both products, suggesting
that in order to improve electrocatalytic reduction of NO, a catalyst must be able to
break the scaling relations in some way.
Probing of the mechanism of N2O formation demonstrated that an Eley-Rideal type
mechanism wherein an adsorbed NO reacted with a solution-phase NO to form a trans-
(ON–NO) dimer was favoured on most metals. In contrast, a Langmuir-Hinshelwood
type mechanism was unfeasible on most metals, where no stable cis-(ON–NO) dimer
could be found. The exception to this was Ag, Au, and Cu, where the stability of the
cis-(ON–NO) dimer suggested this mechanism was possible, and on Ag and Cu, was
found to be favoured over the Eley-Rideal type mechanism.
In addition, the effects of surface NO coverage and exchange-correlation functional
choice were investigated. Increasing surface NO coverage lead to changes in the ad-
sorption geometry of some intermediates, as well as more positive adsorption energies,
however, the energy difference between adsorbates remained similar. This led to the
mechanisms, limiting steps, and onset potentials being similar on low and high coverage
systems. It was found that the choice of exchange-correlation functional mainly affected
the adsorption energies, however not enough to influence the onset potentials or overall
mechanisms.
The method used to calculate onset potentials in this work is relatively simplistic,
in order to avoid spurious corrections. This means that overall, the onset potentials
do not necessarily give ideal quantitative agreement with experiment. However, the
investigations presented above, which consider the robustness of the results, give us a
range of onset potentials from which we can estimate the amount of variance present
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in this method. In assessing the amount of variance within this simplistic method, we
can ascertain whether the method could potentially be further tuned to give better
quantitative agreement with experiment.
Across both exchange-correlation functionals, all coverages considered, and with and
without solvation corrections, the onset potentials for NH4
+ change by up to 0.4 V, for
H3NOH
+ change by up to 0.4 V, and for N2O change by around 0.3 V. While these shifts
in onset potentials are not negligible, the range of onset potentials (within each of the
method choices) and the mechanisms observed are relatively insensitive to these changes
in method. This shows that the method is robust for finding the mechanisms, and
exploring any trends in onset potentials. The amount of variance seen in the absolute
onset potentials shows that they can be sensitive to method choices, and thus there




Electroreduction of NO to NH4
+,
H3NOH
+, and N2O II: Stepped
Transition Metal Surfaces
In this chapter, we investigate stepped surfaces as a natural extension to the work on
planar surfaces in Chapter 3. Investigating NO reduction on these surfaces gives a
first idea of whether the reactions are sensitive to surface morphology. In addition,
steps represent a more complex surface geometry that may represent a catalyst surface
more accurately, and are potentially present on clusters. Using the same methods as
in Chapter 3, considering a five-fold site present on a stepped surface, we find that the
reaction is generally insensitive to the surface morphology, with similar onset potentials
and scaling relations. The key impact of the surface morphology is the mechanisms
by which the reactions proceed; for the formation of NH4
+ and H3NOH
+, a reaction
pathway via HNO is competitive with NOH, whereas for the planar surfaces, NOH was
much more favoured. For the formation of N2O, it is found that both the Langmuir-
Hinshelwood and Eley-Rideal type mechanisms are plausible for most metals based on
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the stability of key intermediates, a clear difference from planar metals, where on most
metals the reaction could only proceed via an Eley-Rideal type mechanism.
DFT calculations to find preferred adsorbate geometries for some intermediates to-
ward NH4
+ were performed by Jess Blyth, under the supervision of the author of this
thesis, and Dr Anna Garden. The remaining DFT calculations, construction of free
energy diagrams, scaling relations, and volcanoes, and calculation of limiting steps and
onset potentials were performed by the author of this thesis.
4.1 Introduction
Stepped surfaces have been shown to have interesting catalytic behaviour, that is often
drastically different from planar surfaces. Steps provide atoms that are even more under-
coordinated than regular surface atoms, when compared to the bulk, which can enhance
binding of adsorbates. This enhanced binding has been shown to stabilise transition
states and lower kinetic barriers for reactions, thus increase the rate.9,10,33 In addition,
the geometry of the step itself can allow different binding sites and configurations for ad-
sorbates, which can lead to further differences between reactions on planar and stepped
surfaces.33 These differences can lead to results such as faster rates for reactions or
selective formation of some products.
Previous computational and experimental work on both extended surfaces and clus-
ters have shown that non-planar sites (including steps) can have drastic differences in
reactivity compared to planar surfaces. Dahl et al. investigated N2 dissociation at
stepped sites on an extended Ru surface in an elegant combined experimental and com-
putational study.113 This study utilised the fact that Au atoms preferentially adsorb at
stepped sites,114 which effectively blocks the sites from participating in N2 dissociation.
Comparing the rate of reaction between the blocked and non-blocked surfaces, it was
found that the sticking coefficient at the stepped site was nine orders of magnitude higher
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than the planar surface, indicating the stepped site completely dominated the reactivity
of the surface.
More complex reactions, such as CO2 electroreduction have also revealed differing
behaviour on planar and stepped surfaces. Different product distributions were exper-
imentally observed for CO2 reduction on different Cu surfaces, with fcc(111) steps on
the (100) basal plane increasing selectivity toward C2H4, while the (110) surface is the
only surface shown to produce CH3COOH.
34,115,116 Computational work has allowed for
understanding of some of these observations, with investigation of different Cu facets and
steps showing that the different surfaces caused changes in mechanism and activity.35,117
Not only can stepped surfaces exhibit different behaviour to planar surfaces, but
different steps can have different properties. Prior work by the present author has
investigated the dissociation of N2 on a variety of planar, step, and edge sites on Ru,
and found that the specific geometry of the step can have notable impacts on the reaction
energies.33 It was found that a five-fold Ru atom surface feature enabled the lowest kinetic
barriers, while four-fold surface features also enabled low kinetic barriers, and three-fold
surface features did little to lower kinetic barriers. Figure 4.1 shows the surface sites
and the transition state energy for N2 dissociation on each site. The site that offered
the lowest kinetic barriers has been identified in prior work as well. This site has been
termed the B5 site (B Step in Figure 4.1) due to its fivefold step geometry.
9 The low
kinetic barriers offered by the B5 site lead to marked differences in the calculated rates.
An energy difference of only 0.2 eV between the barriers for the B5 site and the site
with the next lowest barrier lead to a rate 20 times faster for the B5 site. Even greater
was the difference between the planar (0001) surface and the B5 site, where a difference
in energy of around 1.5 eV between the barriers yielded a difference in rate of nearly
11 orders of magnitude. This B5 site is the step geometry that has been chosen for
investigation here; it is present on both hcp surfaces such as Ru, but can also be found
on close-packed fcc surfaces such as an fcc(211) step.
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Figure 4.1: Depiction of active sites on a Ru nanoparticle and the related transition
state energies for N2 dissociation. The left hand side depicts the active sites, with the
N2 dissociation transition state geometry shown with blue atoms. The right hand side
shows the transition state energies for each site, with the inset depicting an example Ru
nanoparticle structure. Figure adapted from Casey-Stevens et al.33
Here, we explore the electroreduction of NO on various stepped transition metal
surfaces, extending the work in the previous chapter on planar surfaces. Adsorption of
intermediates is investigated, and mechanisms determined from thermodynamics, for re-
action pathways toward NH4
+, H3NOH
+ and N2O. Limiting steps and onset potentials
have been determined from constructed free energy diagrams, as well as constructing
scaling relations and limiting potential volcanoes. It is found that the energy of adsor-
bates generally scale closely with the adsorption energy of N. It is also found that the
mechanisms and onset potentials are relatively insensitive to the surface morphology,
despite differences in adsorption of key intermediates.
4.2 Computational Details
Calculations were performed on the fcc(211) surface facet of the transition metals (except
Ru), with the same lattice constants as used in Chapter 3. Lattice constants used for the
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(b) (c)(a)
Figure 4.2: Clean stepped surfaces; (a) fcc(211) surface shown from x (left) and z (right)
axes, (b) hcp(0001) surface that has had a strip of atoms removed to create a step, shown
from x and z axes(left and right images, respectively), and (c) the cell sizes used, with
the purple highlight showing the smaller cell size, while the purple and yellow highlight
together indicate the larger cell size.
metals were: Ag 4.21 Å, Au 4.22 Å, Cu 3.71 Å, Ir 3.87 Å, Pd 4.02 Å, Pt 4.02 Å, Rh 3.85
Å, and Ru 2.75 Å (c/a ratio: 1.58).90 Mo is not included in this chapter. The fcc(211)
step exposes a “five-fold” site across the step. For Ru, in order to have an analogous
step site to the fcc models exposed, an hcp(0001) surface with a strip of the top layer of
atoms removed was used. This step site has been identified as active for N2 dissociation
in prior work, and is termed the B5 site.
9,33 The fcc and hcp step models are shown in
Figure 4.2. For both the fcc and hcp step models, the models were three layers thick
(in the z direction), with the bottom layer of atoms constrained, and the top two free
to relax. Similar to the planar surfaces, two model sizes were used, with the larger size
used for the N2O formation pathways, in order to appropriately accommodate the larger
intermediates. For both model sizes, the terrace (in the y direction) was three atoms
long, while the direction parallel to the step (x direction) had either two (small model)
or three (large model) atoms. Models were separated by at least 14 Å in the z direction.
The RPBE exchange-correlation functional was used, with an energy cut-off of 400
eV, and a Monkhorst-Pack k-point sampling of 4 × 4 × 1. Calculations were optimised
until the atomic forces were less than 0.05 eV/Å on any moveable atom.
Calculation of free energies and onset potentials, and construction of scaling relations
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and limiting potential volcanoes, are performed using the same methods and corrections
as Chapter 3. Further details on these methods can be found in the Methods section of
Chapter 2.
4.3 Results and Discussion
4.3.1 Formation of Ammonia and Hydroxylamine
Adsorption of intermediates and reaction mechanisms
The preferred adsorption geometries and energies of intermediates involved in the reduc-
tion of NO to NH4
+ and H3NOH
+ are listed in Table 4.1. Here, the same elementary
steps as in Chapter 3 are considered; refer back to Reactions 3.1 to 3.17. The stable
geometries that were found for each intermediate are shown in Figures 4.3 to 4.4.
The geometry of the step itself can influence the binding of adsorbates. Surface
atoms are undercoordinated, with fewer neighbours than bulk atoms. Atoms on the step
edge are thus particularly undercoordinated, with even fewer neighbours than regular
surface atoms, which can lead to stronger binding of adsorbates. In addition to this,
adsorbates can orient themselves in more directions on the step, compared to planar
surfaces. Different binding sites are also exposed in the step, with the steps chosen here
exposing a five-fold site in the step.
A large amount of variety is seen in the preferred adsorption geometries on the
stepped surfaces. However, it can be seen that the majority of the adsorbates utilise sites
on the step (top, bridge), which means they are binding to the most undercoordinated
surface atoms. For N and NH, it is observed that they bind in sites that allow more
bonds with the surface atoms, and thus on some of the metals, bind in the fourfold site
in the step. Given that there is a large amount of variety seen in the preferred adsorption
geometries, there are no clear trends in geometry across either metals or adsorbates. In














Figure 4.3: Preferred adsorption geometries for selected NO reduction intermediates on
stepped surfaces; (a) NO geometries, (b) NOH geometries, (c) HNO geometries, (d) N
geometries, (e) HNOH geometry and (f) H2NO geometry. Each geometry is shown from











Figure 4.4: Preferred adsorption geometries for selected NO reduction intermediates on
stepped surfaces; (a) NH geometries, (b) NH2 geometry, (c) NH3 geometry, and (d)
H2NOH geometries. Each geometry is shown from the x and z axes (left and right
images, respectively).
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and Au, moderately on Cu, and strongly on the remaining transition metals, similar to
the planar surfaces.
In terms of adsorbates in competing reaction pathways, we consider the energetics of
NOH/HNO and N/HNOH/H2NO. HNO is more stable on all of the metals than NOH.
N is generally more stable than HNOH and H2NO, except for Ag and Au, where for
Ag H2NO is the most stable, and for Au HNOH is the most stable. Between HNOH
and H2NO, HNOH is more stable on most of the metals, with H2NO more stable on
Ag and Ru. However, note that there are several cases in which the adsorption energies
of intermediates in competing pathways are close in energy (less than 0.1 eV). Given
that the reasonable accuracy that can be expected in these calculations is around 0.1
eV, for adsorbates this close in energy we can merely infer which may be more stable,
and cannot draw decisive conclusions. A key example of this is HNO and NOH, where
HNO is lower in energy than NOH on all of the metals, however is within this 0.1 eV
range on many of the metals. This is a notable difference from planar surfaces, where
this competition was not observed, and NOH was definitively more stable than HNO on
most metals.
Adsorbates tend to bind more strongly to the step than to a planar surface. Nearly
all adsorbates on all metals have a lower adsorption energy on the stepped surface
than the planar surface; the single exception is N adsorbed on Au. The degree of
stabilisation afforded by the step differs between adsorbates, two examples of starkly
different stabilisation being H2NOH, which is only on average 0.17 eV more stable on
the stepped surface, and NH2, which is on average 0.78 eV more stable on the stepped
surface.
Considering the resulting pathways, the first step in the reaction mechanism for
NH4
+ formation is the hydrogenation of NO to HNO for all metals. Again, note that
on many of the metals, NOH and HNO are within 0.1 eV and thus may be competitive.





















































































































































































































































































































































































































































































































































































































































































































+. On Ag and Au, the mechanism continues via H2NO and HNOH, respectively,
then NH and subsequent hydrogenations.
For H3NOH
+, the reaction mechanism also begins with the hydrogenation of NO to
HNO. On most of the metals, the reaction proceeds further with the hydrogenation of
HNO to give HNOH, then subsequent hydrogenations to form H3NOH
+. On Ag and Ru
however, HNO likely proceeds via H2NO instead.
Comparing to the planar surfaces, there are some differences observed. A key differ-
ence is the stabilisation of HNO on the steps. This implies that the reaction mechanisms
toward NH4
+ and H3NOH
+ will likely proceed via HNO on stepped surfaces for all met-
als. On many of the metals, although HNO is lower in energy than NOH, the two are
within 0.1 eV of each other, indicating that they may be competitive. This is another key
difference from the planar surfaces, where very little competition was observed between
NOH and HNO, with a relatively pronounced difference in stability on most metals. On
planar surfaces, for NH4
+ mechanisms, only Ag and Au go via HNO, while for H3NOH
+,
Ag, Au, Ir, and Ru go via HNO.
Onset potentials, scaling relations and potential volcano
Free energy diagrams have been constructed for all metals for both the NH4
+ and
H3NOH
+ reaction pathways at the equilibrium potential for these reactions (0.84 and
0.49 V, respectively). Selected free energy diagrams can be found in Figures 4.5 and 4.8,
while all free energy diagrams can be found in Appendix E. From these diagrams the
potential limiting steps and theoretical onset potentials can be found.
Ammonia
The limiting steps and resulting onset potentials for NH4
+ formation are listed in
Table 4.2. For NH4
+ formation, there are two limiting steps. The hydrogenation of NO


































































Reaction Coordinate Reaction Coordinate
Figure 4.5: Free energy diagrams of NO reduction to NH4
+ on Pd (left) and Ru (right),
shown at the equilibrium potential (0.84 V, green), and the calculated onset potentials
for each metal (-0.59 and -0.50 V, respectively, red).
Rh. A later step in the reaction, the hydrogenation of NH2 to NH3, is the limiting step
for Cu, Ir, and Ru. Examples of free energy diagrams for metals with each limiting step
(NO −−→ HNO and NH2 −−→ NH3) can be seen in Figure 4.5; the remaining free energy
diagrams are in Appendix E. The calculated onset potentials lie between -0.59 and 0.02
V, with most of the metals having an onset potential between -0.59 and -0.35 V. The
range seen in the onset potentials (with most of the metals lying within 0.3 V) is similar
to planar surfaces, where most of the metals had onset potentials between -0.4 and 0 V.
Table 4.2: Calculated onset potentials and limiting steps for NO reduction toward NH4
+
on stepped surfaces. The equilibrium potential for this reaction is 0.84 V.
Metal Onset Potential (V) Limiting Step
Ag 0.02 NO −−→ HNO
Au -0.09 NO −−→ HNO
Cu -0.15 NH2 −−→ NH3
Ir -0.35 NH2 −−→ NH3
Pd -0.59 NO −−→ HNO
Pt -0.43 NO −−→ HNO
Rh -0.35 NO −−→ HNO
Ru -0.50 NH2 −−→ NH3
In order to relate the onset potentials to a simple descriptor of the system, the scaling































Figure 4.6: Scaling relations between the electronic binding energy of N and selected
intermediates: NO, HNO, and NOH, left to right.
lated. Examples of these scaling relations are included here, showing the relationship
between E(*NO), E(*HNO), E(*NOH) and E(*N), in Figure 4.6. The remainder can be
found in Appendix F.
The scaling relations show a high degree of correlation between E(*N) and the binding
energy of adsorbates, regardless of the variety in adsorption sites and geometries that
were found. Prior work found that constructing scaling relations between adsorbates in
the same adsorption site gives scaling relations with less scatter than if adsorbates are
in their most favoured adsorption site.118 However, the high degree of correlation here
indicates that using the most favoured adsorption sites as opposed to the same adsorption
sites in constructing the scaling relations is sufficient. The same study found that the
slopes of scaling relations are relatively invariant with respect to surface morphology,
with a change of less than 0.05 eV, while the intercepts vary much more, by up to 1 eV.118
This is consistent with what is seen between the stepped and planar scaling relations,
with very little change in the slopes, and a slightly larger change in the intercepts.
Scaling relations similar to these have been constructed in prior literature, with Liu
et al. constructing scaling relations for selected intermediates against E(*N) on stepped
metal surfaces.88 They used the PBE exchange-correlation functional to investigate some
N-containing intermediates on the fcc(211) surface of a variety of metals: Fe, Co, Rh,
Pd, Pt, Cu, Ag, and Au. Comparing the scaling relations constructed here with those of
the same adsorbates from the Liu et al. paper (NO, NH, NH2, and NH3), it is found that
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Equilibrium Potential
Figure 4.7: The limiting potential volcano for NO reduction to NH4
+. The points dis-
played are the explicitly calculated limiting potentials relative to N binding energy for
each metal, the colour of which relates to the limiting step for each metal. The lines
indicate the potential at which the related step becomes neutral in terms of free en-
ergy. The vertical distance between the equilibrium potential and the most negative
limiting potential lines is the theoretical overpotential. The equations of the most neg-
ative limiting potential lines are as follows: UL(NO −−→ HNO) = −0.06G(∗N) − 0.43;
UL(NH2 −−→ NH3) = 0.23G(∗N)−0.32. Equations for the remaining lines can be found
in Appendix G.
there is excellent agreement, with the difference between the calculated slopes in both
works in all cases within 0.03. There is more variance seen in the calculated intercepts,
which is expected as it is consistent with prior works,118 and reflects the differences in
adsorption energy due to the different exchange-correlation functionals used.
From the scaling relations, we can establish limiting potentials in terms of G(*N)
for each reaction step, and present these as a limiting potential volcano plot, as seen
in Figure 4.7. The process for constructing the volcano lines is detailed in Chapter 2,
Section 2.2.5, and the equations for the lines themselves are in Appendix F.
Both explicitly calculated limiting potentials (points) and limiting potentials con-
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structed from scaling relations (lines) are shown in the volcano. The most negative
limiting potential lines are the steps that limit the overall reaction; the hydrogenation
of NO to give HNO, and the hydrogenation of NH3 to give NH3.
It can also be seen that the explicitly calculated limiting potentials have some scatter
compared to the lines, in particular Pd. For Pd, this is due to the low G(*NO) and high
G(*HNO) values, leading to a larger limiting step, i.e. deviations from the scaling
relations. Conversely, for the other metals if one of G(*NO) or G(*HNO) is low then
generally so is the other, and similarly if one is high then so is the other, thus the limiting
steps stay similar.
The “legs” of the volcano are relatively flat, which indicates that the onset and
overpotentials for the reaction are relatively insensitive to changes in G(*N). This is
similar to the planar surfaces. In addition, the overpotential (distance between the
equilibrium potential and the limiting potential lines) is quite high, around 1 eV, again,
similar to planar surfaces.
Hydroxylamine
The limiting steps and resulting onset potentials for H3NOH
+ formation are listed in
Table 4.3. For H3NOH
+ formation, there are two limiting steps. The hydrogenation of
NO to form HNO is the limiting step on the majority of the metals: Ag, Au, Pd, Pt, and
Rh. This is the same as for NH4
+ formation. Given that some key mechanistic steps
are the same for both NH4
+ and H3NOH
+ formation, this is unsurprising. A later step
in the reaction, the hydrogenation of HNOH/H2NO to H2NOH is limiting on Cu, Ir and
Ru. Free energy diagrams for metals with each of the limiting steps seen are presented
in Figure 4.8. Given that several of the metals exhibit the same limiting step for both
NH4
+ and H3NOH
+ formation, the onset potentials are the same for both reactions. The
onset potentials are similar to those for NH4
+ even for metals with a different limiting
step for NH4
+ and H3NOH













Pd, U = -0.59 V Ir, U = -0.26 V
Figure 4.8: Free energy diagrams of NO reduction to H3NOH
+ on Pd (left) and Ir (right),
shown at the equilibrium potential (0.49 V, green), and the calculated onset potentials
for each metal (-0.59 and -0.26 V, respectively, red).
to what was observed for planar surfaces.
Table 4.3: Calculated onset potentials and limiting steps for NO reduction toward
H3NOH
+ on stepped surfaces. The equilibrium potential for this reaction is 0.49 V.
Metal Onset Potential (V) Limiting Step
Ag 0.02 NO −−→ HNO
Au -0.09 NO −−→ HNO
Cu -0.08 HNOH −−→ H2NOH
Ir -0.26 HNOH −−→ H2NOH
Pd -0.59 NO −−→ HNO
Pt -0.43 NO −−→ HNO
Rh -0.35 NO −−→ HNO
Ru -0.59 H2NO −−→ H2NOH
As for NH4
+ formation, a limiting potential volcano plot has been constructed from
the scaling relations, shown in Figure 4.9. The lines that lie at the most negative poten-
tials are the steps that limit the overall reaction. Overall the hydroxylamine volcano is
very similar to the NH4
+ volcano. Again, this is similar to what was observed for planar
surfaces. In addition, from the NH4
+ free energy diagrams, we know that N is generally
more stable than both H2NO and HNOH, thus it is likely the reaction is more likely to
proceed to NH4
+ than H3NOH
+, regardless of similarities in onset potentials.
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G(*N) / eV
Figure 4.9: The limiting potential volcano for NO reduction to H3NOH
+. The points
displayed are the explicitly calculated limiting potentials relative to N binding energy
for each metal, the colour of which relates to the limiting step for each metal. The
lines indicate the potential at which the related step becomes neutral in terms of free
energy. The vertical distance between the equilibrium potential and the most negative
limiting potential lines is the theoretical overpotential. The equations of the most neg-
ative limiting potential lines are as follows: UL(NO −−→ HNO) = 0.06G(∗N) − 0.29;
UL(HNOH −−→ H2NOH) = 0.27G(∗N)−0.34. Equations for the remaining lines can be
found in Appendix G.
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Comparison to planar surfaces
Given the stark differences that have been observed for the behaviour of planar and
stepped surfaces for other reactions, it is pertinent to compare the results for the two
types of surfaces here. As discussed prior, differences are observed for adsorbate binding
sites and energies on the stepped and planar surfaces. The first, and key, difference is
the stabilisation of HNO on the step, which means the preferred NO hydrogenation step
on all of the metals is NO −−→ HNO, as opposed to planar surfaces, where there was a
more even split between NO −−→ HNO and NO −−→ NOH on the metals. Secondly, it
was observed that all adsorbates bind more strongly on the stepped surfaces than the
planar surfaces.
Table 4.4: Calculated onset potentials and limiting steps for NO reduction toward NH4
+
on planar and stepped surfaces. The equilibrium potential for this reaction is 0.84 V.
Planar surfaces Stepped surfaces
Metal Onset Potential (V) Limiting Step Onset Potential (V) Limiting Step
Ag 0.02 NO −−→ HNO 0.02 NO −−→ HNO
Au 0.10 NO −−→ HNO -0.09 NO −−→ HNO
Cu -0.02 NO −−→ NOH -0.15 NH2 −−→ NH3
Ir -0.15 NH −−→ NH2 -0.35 NH2 −−→ NH3
Pd -0.58 NO −−→ NOH -0.59 NO −−→ HNO
Pt -0.35 NH −−→ NH2 -0.43 NO −−→ HNO
Rh -0.18 NO −−→ NOH -0.35 NO −−→ HNO
Ru -0.20 NH −−→ NH2 -0.50 NH2 −−→ NH3
Table 4.5: Calculated onset potentials and limiting steps for NO reduction toward
H3NOH
+ on planar and stepped surfaces. The equilibrium potential for this reaction is
0.49 V.
Planar surfaces Stepped surfaces
Metal Onset Potential (V) Limiting Step Onset Potential (V) Limiting Step
Ag 0.02 NO −−→ HNO 0.02 NO −−→ HNO
Au 0.10 NO −−→ HNO -0.09 NO −−→ HNO
Cu -0.02 NO −−→ NOH -0.08 HNOH −−→ H2NOH
Ir -0.18 NO −−→ HNO -0.26 HNOH −−→ H2NOH
Pd -0.58 NO −−→ NOH -0.59 NO −−→ HNO
Pt -0.13 NO −−→ NOH -0.43 NO −−→ HNO
Rh -0.18 NO −−→ NOH -0.35 NO −−→ HNO
Ru -0.21 NO −−→ HNO -0.59 H2NO −−→ H2NOH
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In general, the magnitude of the limiting steps remained similar, regardless of changes
in mechanisms, and the overall increased binding strength of the adsorbates. This in
turn means that the onset potentials and limiting potential volcanoes are similar for
both the planar and stepped surfaces. The calculated onset potentials on stepped and
planar surfaces toward both NH4
+ and H3NOH
+ can be found in Tables 4.4 and 4.5
respectively. It can be seen that the majority of onset potentials are within 0.2 V on
each surface. Ru shows the most variability, with the onset potentials for NH4
+ 0.3 V
different on the different surfaces, and for H3NOH
+ around 0.4 V different.
The similarity of the onset potentials is interesting as it suggests the reaction is
relatively insensitive to the surface morphology. This is surprising, as often experimental
and computational work find that stepped surfaces can induce large changes to reactions
in terms of mechanisms and energetics. However, the work here still needs a crucial
extension before it can be decisively claimed that the reaction is completely insensitive
to surface morphology, which is the calculation of kinetic barriers for key reaction steps.
A crucial impact of the surface morphology can be the stabilisation of transition
states for reaction steps; consider the case of N2 dissociation, where the difference in
barrier height for stepped (B5 site on Ru) and planar (Ru(0001)) sites was 1.5 eV.
33
However, for N2 dissociation, the calculated barriers are for direct dissociation in vacuum,
whereas here reaction steps take place in electrochemical conditions, where the solvent
interactions may influence the kinetic barriers. Previous work on the barriers for key
steps such as hydrogenation and dissociation of NO and NOH by Clayborne et al. found
that the barriers for the steps were lowered considerably when mediated by nearby
water molecules compared to direct reaction.31 For example, the barrier for direct NO
dissociation to form N was calculated to be 2.32 eV, while the formation of N through
the hydrogenation and subsequent dissociation of NO, both steps mediated by water
molecules, was calculated to have an overall barrier of 0.19 eV. Given that these barriers
were calculated on a planar surface, and are already low, we thus suggest that kinetic
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barriers for these processes on a stepped surface are both likely to be low, and less likely
to be affected by the surface morphology.
4.3.2 Formation of Nitrous Oxide
Adsorption of intermediates and reaction mechanisms
N2O can be formed via two mechanisms, a Langmuir-Hinshelwood type mechanism and
an Eley-Rideal type mechanism, as discussed in Chapter 3. The Langmuir-Hinshelwood
type mechanism involves reaction of two adsorbed NO molecules to form a cis –ONNO
intermediate. The Eley-Rideal type mechanism involves reaction of one adsorbed NO
molecule with a solution-phase NO molecule, to form a trans –ONNO intermediate.
Both the cis- and trans –ONNO intermediates undergo hydrogenation to form ONNOH
intermediates, which then can dissociate to give N2O. The adsorption geometries and
energies for all intermediates in both pathways can be found in Table 4.6. Images of the
adsorption geometries for the Langmuir-Hinshelwood mechanism can be seen in Figure
4.10, while the Eley-Rideal mechanism intermediates can be seen in Figure 4.11, and the
N2O geometries in Figure 4.12.
First we discuss the intermediates in the Langmuir-Hinshelwood type pathway. The
initial adsorption geometry for this is 2 *NO. On all metals, the NO molecules prefer-
entially adsorb at the step, with at least one of the two NO molecules in the bridge site
on every metal. On most metals, both NO molecules adsorb in the bridge site, while
for Ir and Ru, one of the NO molecules adsorbs on the top site, and for Pd, one NO
adsorbs in the hcp hollow. This is relatively consistent with the lower coverage single NO
adsorption (for the NH4
+ and H3NOH
+ pathways), where the preferred site on many
metals was the bridge.
The next intermediate in this pathway is cis –ONNO, which is stable on most metals,
in direct contrast to the planar surfaces, with two preferred geometries. On Au, no stable
cis –ONNO geometry was found. On Ag and Cu, the preferred adsorption geometry is
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(a) NO + NO
(b) cis-ONNO
(c) cis-ONNOH
bridge - bridge bridge - top bridge - hcp
top - parallel step
top -  parallel step
Figure 4.10: Preferred adsorption geometries for selected NO reduction intermediates for
the Langmuir-Hinshelwood mechanism (via cis intermediates) to N2O on stepped sur-
faces; (a) 2 NO geometries, (b) cis-ONNO geometries, and (c) cis-ONNOH geometries.
Each geometry is shown from the x and z axes (left and right images, respectively).
parallel to the step edge, spanning two top sites. For the remaining metals, cis –ONNO
binds in the step. This is interesting, as no stable adsorption geometry could be found
for cis –ONNO on the planar surfaces of these metals, indicating that the step plays a
key role in stabilising this intermediate.
Finally, stable cis –ONNOH geometries were found for all the metals except Au. The
preferred cis –ONNOH geometry was found to be similar to the preferred cis –ONNO
geometry for that metal. The H preferred to point “inward”, toward the rest of the
molecule.
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top - diagonal top - parallel
top - parallel
Figure 4.11: Preferred adsorption geometries for selected NO reduction intermediates
for the Eley-Rideal mechanism (via trans intermediates) to N2O on stepped surfaces; (a)
NO + NO(g) geometry, (b) trans-ONNO geometries, and (c) trans-ONNOH geometry.
Each geometry is shown from the x and z axes (left and right images, respectively).
For the Eley-Rideal type mechanism, the initial geometry involves one adsorbed NO
and one solution phase NO. The adsorbed NO is generally tilted somewhat, with the
solution phase NO in close proximity. There were two stable trans –ONNO geometries
found, both adsorbed to a top site at the step. On the majority of the metals, a geometry
spanning two top sites, parallel to the step, was preferred, while for Ag, the molecule
adsorbs diagonally to the step, spanning one top site and one bridge site. For the
trans –ONNOH geometry, on all metals a geometry parallel to the step was found to be
most stable.
Finally, multiple stable N2O geometries were found (Figure 4.12). Similar to planar
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(a) N2O
linear - top bent down - top parallel
bent up - top parallel bent - step
Figure 4.12: Preferred adsorption geometries for N2O on stepped surfaces. Each geom-
etry is shown from the x and z axes (left and right images, respectively).
surfaces, three key geometries were tested; linear N2O adsorbed through the terminal
N atom, “bent down” N2O, where both terminal atoms are bound to the surface, and
“bent up” N2O where both N atoms are bound to the surface and the O atom is pointed
away. Also similar to planar surfaces, no N2O geometry was found to be stable on Ag
and Au. On three metals, Cu, Pd, and Pt, the linear N2O was most favoured, adsorbed
to the top site at the step. For the remaining metals, the bent configurations were most
stable. Notably, on Ru the most stable N2O geometry actively involves the step with
the O bound to the top step, and the terminal N atom in a hollow site at the base of
the step.
In terms of mechanisms, here we find that both the Langmuir-Hinshelwood and Eley-
Rideal type mechanisms are possible on most metals, as stable geometries have been
found for the required intermediates. The exception to this is Au, where the stability
of intermediates infers that only the Eley-Rideal type mechanism is possible. This is in
contrast to the planar surfaces, where the instability of the cis –ONNO and –ONNOH
geometries on most metals implied that the Langmuir-Hinshelwood type mechanism










































Figure 4.13: Free energy diagrams of NO reduction to N2O on Pd (left) and Cu (right)
at the equilibrium potential (1.57 V, green) and the calculated onset potentials for
each metal (0.82 and 0.96 V, respectively, red). Pd proceeds via an Eley-Rideal type
mechanism, while Cu proceeds via a Langmuir-Hinshelwood type mechanism.
therefore relies on the magnitude of the overpotential, and will be discussed in the next
section.
Onset potentials and scaling relations
Free energy diagrams for both the Langmuir-Hinshelwood and Eley-Rideal type mech-
anisms of N2O formation have been constructed at the equilibrium potential (1.57 V)
and the calculated onset potentials for each metal. Examples of free energy diagrams
for each mechanism are shown in Figure 4.13 with all diagrams shown in Appendix E.
The limiting steps and onset potentials for both mechanisms for all metals are listed
in Table 4.7. For all metals, for both mechanisms, the limiting step is the hydrogenation
of the cis- or trans- ONNO intermediate to form cis- or trans- ONNOH (ONNO −−→
ONNOH). A large range is observed for the onset potentials, spanning 0.35 to 1.16 V,
with most metals having an onset potential between 0.7 and 1.0 V.
In terms of which mechanism the reaction actually proceeds via, we assume the mech-
anism with a lower overpotential is preferred, thus, whichever mechanism has a closer










































































































































































































































































































































































































































































































































































































































































































Table 4.7: Calculated onset potentials and limiting steps for NO reduction toward N2O
on stepped surfaces. The equilibrium potential for this reaction is 1.57 V. Preferred
mechanisms are indicated with ∗.
Langmuir-Hinshelwood Eley-Rideal
Metal Onset Potential (V) Limiting Step Onset Potential (V) Limiting Step
Ag 1.16∗ ONNO −−→ ONNOH 1.12 ONNO −−→ ONNOH
Au - - 0.97∗ ONNO −−→ ONNOH
Cu 0.96∗ ONNO −−→ ONNOH 0.76 ONNO −−→ ONNOH
Ir 0.35 ONNO −−→ ONNOH 0.72∗ ONNO −−→ ONNOH
Pd 0.60 ONNO −−→ ONNOH 0.82∗ ONNO −−→ ONNOH
Pt 0.63 ONNO −−→ ONNOH 0.88∗ ONNO −−→ ONNOH
Rh 0.44 ONNO −−→ ONNOH 0.56∗ ONNO −−→ ONNOH
Ru 0.35 ONNO −−→ ONNOH 0.40∗ ONNO −−→ ONNOH
preferred mechanism is the Eley-Rideal type mechanism, via the trans intermediates.
The Langmuir-Hinshelwood type mechanism, via the cis intermediates, is preferred on
two metals: Ag and Cu. This was also the case for planar surfaces. Note that for Ag,
Rh, and Ru, the onset potentials for each mechansism are within around 0.15 V, thus
the mechanisms are competitive, and may both occur in an experimental environment.
Scaling relations have been constructed relating the electronic energy of the adsor-
bates in the N2O formation pathways to the electronic energy of N adsorption (E(*N)).
In most cases, linear regression gave a good fit with the data, indicating that adsorption
strength of many adsorbates scales with E(*N). However, for two adsorbates (namely
cis –ONNOH and N2O), a poor fit was observed. Examples of both good and poor fits
are shown in Figure 4.14. The rest of the scaling relations can be found in Appendix F.
Given that for some of the scaling relations, the linear fit was not satisfactory, a limiting
potential volcano was unable to be constructed.
Comparison to planar surfaces
As noted before, the geometry of the step affords more variation in adsorption geometry,
something that is especially key for the N2O formation intermediates; in part as they
are larger species which have more ways to orient in or near a step than on a planar
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Figure 4.14: Scaling relations between the electronic binding energy of N and selected
intermediates: trans –ONNO (left) and cis –ONNOH (right). The trans –ONNO scaling
relation is an example of a good linear fit, while the cis –ONNOH scaling relation is an
example of a poor fit.
surface. The most notable example of this is the stability of cis –ONNO and ONNOH
intermediates, which were found to be stable on stepped surfaces but not planar for most
metals. In turn this enabled an additional mechanistic pathway on stepped surfaces for
many metals. However, the preferred mechanisms (those with lower overpotentials) were
the same across both stepped and planar surfaces for all metals (see Table 4.8).
Another key difference between the stepped and planar surfaces is the stability of the
initial NO adsorption, either as 2 ∗NO or ∗NO + NO(g), on Ag and Au. For the planar
surfaces, both of these intermediates were energetically unfavoured uphill steps. It was
concluded that if this high energy of adsorption was unable to be overcome, that Ag
and Au must form N2O via some other mechanism or surface feature, given that N2O
formation has been experimentally observed. In contrast, on stepped surfaces, both of
the initial NO geometries are stable for Ag and Au, indicating that NO adsorption is
favourable. This suggests that stepped surfaces may play a key role in the formation of
N2O on these metals.
In addition to finding the overall mechanisms to be the same on planar and stepped
surfaces for all metals, the onset potentials are also relatively similar on both metals, as
shown in Table 4.8. The largest changes in onset potential are observed for Ag (0.91 V on
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planar, 1.16 V on stepped) and Pt (1.14 V on planar, 0.88 V on stepped). Interestingly,
these changes are in the opposite direction, with the onset potential for Ag increasing
on the stepped surface, and for Pt, decreasing. This is consistent with the remaining




+ formation, the onset potentials and mechanisms are
relatively insensitive to the surface morphology. Again, as with NH4
+ and H3NOH
+
formation, the kinetics of the reactions must be fully explored to draw a more definitive
conclusion.
Table 4.8: Calculated onset potentials and limiting steps for NO reduction toward N2O
on planar and stepped surfaces. The equilibrium potential for this reaction is 1.57 V.
Planar surfaces Stepped surfaces
Metal Onset Potential (V) Limiting Step Onset Potential (V) Limiting Step
Ag 0.91 cis –ONNO −−→
cis –ONNOH
1.16 cis –ONNO −−→
cis –ONNOH
Au 0.97 trans –ONNO −−→
trans –ONNOH
0.97 trans –ONNO −−→
trans –ONNOH
Cu 0.81 cis –ONNO −−→
cis –ONNOH
0.96 cis –ONNO −−→
cis –ONNOH
Ir 0.68 trans –ONNOH −−→
N2O
0.72 trans –ONNO −−→
trans –ONNOH
Pd 0.79 trans –ONNO −−→
trans –ONNOH
0.82 trans –ONNO −−→
trans –ONNOH
Pt 1.14 trans –ONNO −−→
trans –ONNOH
0.88 trans –ONNO −−→
trans –ONNOH
Rh 0.71 trans –ONNO −−→
trans –ONNOH
0.56 trans –ONNO −−→
trans –ONNOH
Ru 0.40 trans –ONNO −−→
trans –ONNOH
0.40 trans –ONNO −−→
trans –ONNOH
4.4 Conclusion
In this chapter, the NO reduction reaction is investigated on stepped surfaces of a variety
of transition metals, in terms of adsorption of intermediates, preferred mechanisms, and
onset potentials. These results were compared with those obtained on planar surfaces.
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It was found that the onset potentials and scaling relations are insensitive to the surface
morphology. For NH4
+ and H3NOH
+ formation, it was found that the adsorption energy
of some key intermediates changed, which in turn influenced the preferred mechanisms;
on the planar surfaces, the mechanisms proceeded via both NOH and HNO, while on the
stepped surfaces, the increased stability of HNO meant all metals were likely to proceed
via HNO. For N2O formation, a key finding was that cis –ONNO and ONNOH were
stable on most metals, where they were not on planar surfaces. While this potentially
could enable the Langmuir-Hinshelwood mechanism to become a more dominant mech-
anism, the calculated onset potentials indicated that the Eley-Rideal mechanism was
favoured on most metals (except Ag and Cu).
It was found that NO adsorption on Ag and Au surfaces is favourable on stepped
surfaces, while it is not for planar surfaces. This suggests that stepped surfaces may
play a key role in the formation of N2O on these metals.
In terms of future work, a key step to extend the results presented here is the calcula-
tion of kinetic barriers for both stepped and planar surfaces. In particular, calculation of
kinetic barriers could give more insight into any differences between stepped and planar
surfaces. However, kinetic barriers are not a trivial quantity to calculate, especially with
many reaction steps and mechanisms to consider. A first approach could be to calcu-
late barriers for only the steps that have been found to be potential limiting using the
method here. In both Chapter 3 and this chapter, the method and results regarding NO
reduction on pure transition metals have been validated. This work lays the foundation
for exploring NO reduction on more complex surfaces. Given the experimental evidence
that CuPd clusters are particularly active and selective catalysts, additional future work
could be to apply the model used here to a variety of CuPd alloy surfaces. Future
chapters in this thesis investigate stable structures of small to medium CuPd clusters;
investigation of NO reduction on either stable clusters (for the smaller clusters), or sites





Electroreduction of NO to N2: A
Study on Pd and Pt
While electroreduction of NOx to N2 has shown promise in recent years, ideal selectiv-
ity toward N2 has not yet been achieved. On transition metal catalysts, appreciable
selectivity toward N2 has only been observed on Pd. Pd and Pt are two metals that
often behave similarly as catalysts; here we investigate factors driving the similarities
and differences between Pd and Pt for NOx reduction toward N2 in order to understand
the selectivity Pd exhibits in experiments. The adsorption and reaction of several per-
tinent species is considered, as well as the effect of potential on the surface coverage of
some adsorbates. The potential dependent coverage of adsorbed H is implicated in the
formation of N2. On Pt, at low to moderate potentials, H binds in top sites and impedes
the formation of N2O, a key intermediate in N2 formation, while on Pd, H binds in fcc
hollow sites, and thus does not impede the formation of N2O. At high potentials, the
calculated onset potentials suggest that N2 is not formed, and the major product in this
region is thus N2O on both metals.
Results from this chapter have been submitted as a research paper to the Journal of
Physical Chemistry C:
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Gilmour, J. T. A.; Casey-Stevens, C. A.; Ruffman, C.; Garden, A. L. The
Selective Reduction of NO to N2 on Pt(111) and Pd(111) Surfaces. Submitted
Manuscript, University of Otago, 2021.
Construction of free energy diagrams, calculation of onset potentials, and select DFT
calculations regarding preferred adsorption sites were performed by the author of this
thesis. Charlie Ruffman assisted in analysis of H coverage. H coverage calculations, N
and H atom adsorption calculations (for the construction of heat maps), and select DFT
calculations regarding preferred adsorption sites were performed by Dr James Gilmour,
under the supervision of Dr Anna Garden.
5.1 Introduction
Previous chapters have addressed the formation of a variety of major NOx electrore-
duction products; NH4
+, H3NOH
+, and N2O. However, in terms of the environmental
motivation for a NO electroreduction catalyst, the key desired product is nitrogen, N2.
Of the transition metals considered, Pd is the only metal to have experimentally demon-
strated any significant selectivity toward N2 under acidic conditions.
26 Pd forms different
products at different potentials, selectively producing N2 at low potentials (0 to 0.3 V),
with some NH4
+ observed. At intermediate and high potentials, less N2 is observed,
and more N2O, with N2O the major product above 0.5 V.
For many catalytic reactions, Pd and Pt behave similarly.88,98,119 In the chapters
prior, Pd and Pt have exhibited similar adsorption geometries, energies, and mecha-
nisms for NO reduction to NH4
+, H3NOH
+, and N2O. However for N2 production,
experimentally they exhibit markedly different behaviour, with Pd forming N2, whereas
Pt forms only NH4
+ at low potentials and N2O at high potentials. The cause of this
differing behaviour has not yet been explained in the literature. Herein we address the
mechanism of N2 formation and factors which may explain this difference.
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There are two key proposed mechanisms for N2 formation by NO reduction; these are
presented in Figure 5.1. The first pathway is the associative desorption of two adsorbed
N atoms (Figure 5.1 (a)). The second pathway is the formation and subsequent dissoci-
ation of N2O (Figure 5.1 (b)). The dissociation of N2O may proceed via a hydrogenated
intermediate, or direct dissociation followed by subsequent hydrogenations of the ad-
sorbed O atom. The experimentally observed relationship between N2O formation and
N2 selectivity indicates that a serial N2O −−→ N2 mechanism such as this is likely.4,26
(a) N2 association
(b) formation of N2O
(b(i)) Direct N2O dissociation
(b(ii)) H-mediated N2O dissociation
Figure 5.1: The proposed mechanisms for N2 formation. Here, blue circles represent
N atoms, red represent O atoms, and white represent H atoms. The grey rectangle
indicates the transition metal surface.
First, we investigate the adsorption geometries and energies of several species relevant
to N2 formation, including those in the proposed N2 formation mechanisms in Figure 5.1,
as well as other species that may be co-adsorbed during the reaction, on both Pd and
Pt. Secondly, we investigate the effect of potential on some of the co-adsorbates, and the
ability for key species to diffuse across the metal surface. Finally, free energy diagrams
are constructed and onset potentials calculated for N2O and N2 formation mechanisms.
5.2 Computational Details
Calculations were performed with DFT as implemented in the Vienna Ab initio Sim-
ulation Package (VASP),92,93 using the RPBE exchange-correlation functional.49 The
valence electrons were represented using a plane wave basis set with an energy cut-off
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of 400 eV, and a Monkhorst-Pack k-point sampling of 4 × 4 × 1 for all surfaces. The
ionic cores were represented using the projector-augmented wave method.60 The self-
consistent electron density was determined by the iterative diagonalisation of the Kohn-
Sham Hamiltonian, with the Kohn-Sham states smeared according to a Fermi-Dirac
distribution with a smearing parameter of kBT = 0.1 eV, and energies extrapolated to
σ = 0. The electronic energy convergence was set to 10−4 eV and the force convergence
set to 0.03 eV/Å.
The close-packed fcc(111) surface was used to represent both Pd and Pt, with a
lattice constant of 4.02 Å.90 A 3 × 3 surface unit cell with 3 layers in the z direction was
used. Slab models were separated by 20 Å in the z direction. For geometry optimisation
calculations, the top two layers of atoms were free to move, with the bottom layer fixed.
The Gibbs free energy was calculated for all species using Equation 5.1:
G = EDFT + ZPE − TS (5.1)
where EDFT is the electronic energy as calculated with DFT, ZPE is the zero point
energy, T is the temperature (298 K), and S is entropy. ZPE and S are calculated for
the adsorbed species using harmonic vibrational frequencies obtained from a normal-
mode analysis. S values for the gas phase species are taken from thermodynamic tables.
Free energies of adsorption are calculated with reference to the clean metal surface,
G(N2(g)), G(H2(g)), and G(H2O(g)).
Potential dependent free energies were calculated using the computational hydrogen
electrode model, where the free energy of each step at a given potential U (∆G(U)) is
given by Equation 5.2:76
∆G(U) = ∆G(0)− neU (5.2)
where n is number of electrons transferred in the step, e is the charge on an electron,
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and ∆G(0) is the free energy in the absence of potential. All potentials presented here
are vs. RHE at pH = 0. Potential dependent free energies are used in calculating onset
potentials toward N2O and N2.
Free energy diagrams are constructed toward N2O and N2 in a manner similar to
previous chapters. Additional corrections were applied to gaseous species (NO(g), N2O
(g), and N2(g)) to ensure correct equilibrium potentials, and solvation corrections were
applied to adsorbed molecules. Details regarding these corrections can be found in
Chapter 2.
Surface hydrogen coverage at a given potential was also calculated using the compu-
tational hydrogen electrode, in the form given in Equation 5.3:
∆GHads,diff = −eU (5.3)
where ∆GHads,diff is the differential free energy of H adsorption and describes the energy
required to adsorb an additional H atom to the surface at a given H coverage. Thus,
a surface will be spontaneously covered in H at a given potential until ∆GHads,diff is
positive. This gives an estimate of H coverage as a function of potential. The binding
site with the lowest binding energy was used as a starting configuration. As coverage
increased, all unique binding sites were considered for each subsequent H adsorption.
Finally, the energetics of H and N diffusion across the metal surface were considered,
by constructing heat maps from adsorption calculations. A grid with spacing of 0.26
Å was mapped over the metal surface, and the adsorption energy of the appropriate
species calculated at each grid point. This involved fixing the adsorption species in the
x and y directions, and allowing movement in the z direction. This effectively disallowed
movement parallel to the plane of the metal surface, while allowing movement perpen-
dicular to the surface. The Pt surface was found to be prone to non-physical surface
distortions in this process; to prevent this, the bottom two layers of the surface slab
model were constrained, with one surface atom (not adjacent to the adsorbed species)
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constrained, for both Pd and Pt. Given that many points on the grid were not minima,
reliably determining vibrational frequencies (and consequently Gibbs free energies) was
not feasible, and thus electronic energies are used for comparison.
5.3 Results and Discussion
5.3.1 Adsorption of Key Species
Here, the adsorption geometries and energies of key species involved in the reduction
of NO have been calculated (NO, NOH, N, N2O, N2OH, and N2), as well as species
that are likely to be present in the solvated environment (H, O, and OH). Adsorption
geometries and energies of key species are presented in Table 5.1 and adsorption sites of
key intermediates are illustrated in Figure 5.2. Most of the adsorbates display similar
behaviour on both metals, with the same adsorption site, and similar binding energies
(O, N, NOH, N2OH, N2). This suggests that these species do not play a key role in the
different catalytic behaviour of Pd and Pt.
Table 5.1: Preferred adsorption site and adsorption free energy (∆Gads, in eV) for various
adsorbates on Pt and Pd. “bent down” refers to an N2O containing molecule adsorbed
via the terminal N and O atoms, while “bent up” refers to adsorption via the two N
atoms with the O atom bent away from the surface.
Pt Pd
Site ∆Gads (eV) Site ∆Gads (eV)
O fcc 1.09 fcc 1.02
OH top 0.58 fcc 0.43
H top -0.32 fcc -0.37
N fcc 0.37 fcc 0.49
NO fcc 1.59 fcc 1.22
NOH fcc 1.80 fcc 1.85
N2O bent down 2.97 bent up 2.90
N2OH bent up 2.59 bent up 2.62
N2 top -0.04 top -0.13
The species which show different behaviour on each metal are NO, N2O, and H and
OH. NO binds more strongly on Pd than Pt (by approximately 0.4 eV), however has
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Figure 5.2: Adsorption sites on the fcc(111) surfaces. (a) shows the possible adsorption
sites tested for both single and double atom adsorbates and (b) and (c) illustrate the
difference between the bent up and bent down binding configurations, respectively, for
adsorbed N2O outlined in Table 5.1, with views from the z-axis and x-axis (left and
right images, respectively).
the same adsorption site preference. This may indicate a higher NO surface coverage
is achievable on Pd than Pt, which is consistent with previous experimental studies,
which found a saturation coverage of 0.4 to 0.5 ML on Pt(111), and around 0.75 ML on
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Pd(111).108–110
In Chapter 3 it was established that on Pd and Pt, N2O is formed via an Eley-Rideal
type mechanism, in which two NO atoms interact to form a trans –ONNO intermediate.
This is then hydrogenated to trans –ONNOH, which dissociates to give N2O. Here, we
make an assumption based on the trans –ONNO and trans –ONNOH geometries that
N2O will be formed in a geometry that is multiply-coordinated to the surface, i.e. the
bent up or down configurations discussed in Chapters 3 and 4. We also assume that if
N2O reacts further to form N2, the geometry required for dissocation will also be one of
the bent up or down geometries. The linear N2O geometry is not considered here.
N2O has similar binding energies on Pd and Pt, but different adsorption geometries.
On Pd, N2O binds in a bent up configuration, while on Pt it binds in a bent down
configuration (see Figure 5.2 (b) and (c)). However, the energy difference between the
bent up and bent down configurations on Pt is only 0.05 eV, which suggests that both
geometries are likely to be accessible on Pt. Regardless of which of the two geometries
is preferred, it is important to note that both geometries bind via two top sites on the
metal surface, as does N2OH. Thus, formation and subsequent reaction of N2O requires
two adjacent top sites to be free. This will be discussed further in Section 5.3.2.
Finally, H and OH also show different behaviour on the two metals. The adsorption
energy is similar on both metals, however the preferred adsorption sites differ. For Pd
both of these adsorbates bind in the fcc hollow site, while for Pt they both preferentially
adsorb on top sites. Note that N2O formation requires two adjacent top sites, thus the
adsorption of H on the top sites on Pt (as opposed to the fcc hollow site preference on
Pd) may have implications for this reaction.
The adsorption of H to the metal surface in an acidic environment is an electrochem-
ical process, as it proceeds via the Volmer reaction (H+ + e– −−→ *H), and is thus a
potential dependent process. The free energy of H adsorption at a given potential is
calculated with the computational hydrogen electrode (Equation 5.3); when this process
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is exergonic, H adsorption is favourable. From this, we estimate the surface coverage
of H at a given potential. The preferred binding of H at various coverages and the H
coverage as a function of potential are shown in Figure 5.3.
Figure 5.3: H adsorption on Pt and Pd, and its relationship to potential. (a) shows the
order of adsorption of H atoms on the surface, with the first row showing the preferred
binding position of the first 9 atoms adsorbed to the surface, and the second row showing
the H positions at 2/3 monolayer coverage. Red lines are drawn between adjacent H
atom positions on the surface. (b) shows the differential H adsorption free energy as a
function of H coverage on the Pt(111) and Pd(111) surfaces. (c) shows H coverage as a
function of potential, calculated using Eq. 5.3.
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Adsorption profiles for both Pd and Pt are similar at low coverages, reaching 1/3
ML coverage between 0.3 and 0.4 V. Both surfaces reach 1 ML coverage at around 0.1
to 0.2 V, with a slightly higher energetic cost to reaching higher coverages on Pt. At
all coverages, H atoms preferentially adsorb in top sites on Pt, while they adsorb in fcc
sites on Pd. 2/3 ML is the coverage at which there are no longer two vacant adjacent
sites of the same type; for Pd this means there are no adjacent vacant fcc sites, and for
Pt there are no adjacent vacant top sites.
5.3.2 Reaction Mechanisms
In this section we explore the proposed reaction mechanisms of N2 formation, and how
the mechanisms are affected by potential. This mechanistic study aims to elucidate the
driving factors for two experimental observations: the observation that N2O is formed
at mid to high potentials on both Pd and Pt, and that N2 is formed on Pd at low to
mid potentials. The selectivity of NO reduction to N2O and N2 on Pd and Pt across the
potential range is shown in Figure 5.4, adapted from De Vooys et al.26
There are two proposed pathways for the formation of N2; association of two adsorbed
N atoms, and dissociation of N2O (see Figure 5.1). First we consider the association
of two adsorbed N atoms. While thermodynamically N2 formation is favourable, the
kinetic barriers to N association are key in determining if the reaction is likely. Calcu-
lations of the minimum energy path for this reaction were unable to be converged, and
thus heat maps regarding the diffusion of adsorbed N were constructed from adsorption
calculations.
It can be observed in Figure 5.5 that there are high energetic barriers to N diffusion
on both metals. The lowest energy for diffusion from one binding site to another (from
an fcc to hcp hollow) is around 0.7 to 0.8 eV. These high diffusion barriers suggest N
association is an unlikely pathway for N2 formation; this is supported by previous work
showing high N2 association barriers (larger than 1 eV) on many pure metal surfaces.
88
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Figure 5.4: Experimentally observed selectivity of NO reduction in acidic conditions.
Solid lines and circles indicate N2O selectivity, while dotted lines and rectangles indicate
selectivity to N2. At low to mid potentials (0 to ∼ 0.4 V), N2 is observed on Pd but not
Pt. At mid to high potentials (∼ 0.4 to 0.8 V) N2O is observed on both metals. Figure
























Figure 5.5: Heat maps showing the energetic cost of diffusing adsorbed N across the
surface of Pt and Pd. The colour scale on the right hand side of the image is given
in eV, with the energies taken relative to the most stable binding site. Note that two
points on the heat map for Pd were unable to be converged, and thus have no value.
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The second proposed pathway is the formation and dissociation of N2O. Within this
there are two sub-pathways to consider as well, shown in Figure 5.1 (b(i)) and (b(ii)).
The first of these is direct N2O dissociation to give N2 + O, with the O atom removed
from the surface by subsequent hydrogenations. The second of these is H-mediated N2O
dissociation, with N2O hydrogenated to form N2OH, which dissociates upon reaction
with solution-phase H to give N2 + H2O. Both of these mechanisms involve the initial
formation of N2O.
As discussed previously, the mechanism of N2O formation implies that the N2O
geometry is likely to be multiply-coordinated to the surface, through either two of the N
atoms, or an N atom and the O atom. In the discussion of adsorption sites above, it is
determined that N2O binds to both the Pd and Pt surfaces through two top sites. As also
noted prior, this potentially conflicts with H adsorption on Pt, where H preferentially
adsorbs to the top site, while it does not for Pd, where H preferentially adsorbs in the
fcc sites. Assessing the H coverage study, it is seen that on Pt, the two adjacent top
sites required for N2O adsorption are only vacant at H coverages lower than 2/3 ML,
which correlates to potentials more positive than around 0.25 V. This suggests N2O is
only formed on Pt at potentials more positive than 0.25 V, which is consistent with
experimental observations (See Figure 5.4).26
While the above analysis explains the formation of N2O on Pt and potential limit of
0.25 V for N2O formation, it does not explain why the formation of N2O is also limited
on Pd at potentials lower than around 0.2 V. On Pt, the sites for H adsorption conflict
with the sites for N2O adsorption, while on Pd, the H adsorption sites are different to the
N2O adsorption sites. This implies that the H adsorption is not limiting N2O formation
on Pd. Thus we would expect to see N2O formed at lower potentials, and therefore high
H surface coverage, on Pd than Pt. However, the key difference between Pd and Pt is
that on Pd N2 is formed at low to mid potentials (See Figure 5.4). We propose that
N2O is indeed formed at potentials lower than 0.2 V on Pd, however, it reacts further,
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to form N2, and thus is not detected.
It is possible that after N2O formation, it may adopt a linear geometry, which requires
only one top site for adsorption. Given the electrochemical environment, it is feasible
that the terminal O could be hydrogenated upon interaction with the solvent, giving
linear N2OH, and then undergo H-mediated dissociation to give N2 + H2O. However,
the formation of N2O would still require two top sites, and thus the reaction would still
be restricted to a potential range with low H coverage.
This argument is predicated on the adsorption of H, thus it is important to un-
derstand the mobility of adsorbed H, rather than simply infer from the lowest energy
system. The relative ease, or difficulty, to diffuse H across a metal surface may im-
pact the conclusions drawn above. Heat maps for H diffusion were constructed from
























Figure 5.6: Heat maps showing the energetic cost of diffusing adsorbed H across the
surface of Pt and Pd. The colour scale on the right hand side of the image is given in
eV, with the energies taken relative to the most stable binding site.
It can be seen that there is a very small barrier to H diffusion on Pt, around 0.15
eV. It is thus relatively facile for H atoms to diffuse from the preferred top sites to the
fcc and hcp hollow sites. For Pd, the barrier to H diffusion is higher, around 0.45 eV,
suggesting that H atom diffusion is less facile. This suggests that on Pt, it is possible
for the top sites to be free for N2O formation an adsorption, but there still remains a
125
chance that these sites will be blocked. For Pd, the H diffusion barrier suggests that it is
very unlikely that H will block the top sites required for N2O formation. The diffusion
barriers for both metals are consistent with what is seen in literature.90
While the blocking of the required top sites on Pt and not Pd can help explain
the different N2O and N2 formation at low to mid potentials, it does not assist with
understanding in the mid to high potential range. In the mid to high potential range,
N2O can form on both Pd and Pt, with some N2 formed on Pd and none on Pt. Here
we investigate the mechanisms for N2 formation from N2O, and the associated onset
potentials, in order to clarify why N2 is produced on Pd and not Pt at mid to high
potentials.
As discussed previously, two dissociation mechanisms for N2O are proposed; a direct
dissociation and an H-mediated dissociation. The kinetic barrier for direct N2O disso-
ciation has been shown to be accessible on Pd at ambient conditions.100 In addition,
H-mediated dissociation of N-O bonds on Pt has been shown to have lower kinetic bar-
riers than direct dissociation.31,32 Given that these kinetic barriers have been shown to
be accessible, we assume here that kinetics of these processes are achievable, and turn
our focus to the thermodynamics of the mechanisms.
Free energy diagrams for the electroreduction of NO to N2O and N2 via both mech-
anisms have been constructed, and from these the potential limiting steps and onset
potentials for the mechanisms have been found. Onset potentials can be found in Table
5.2. The free energy diagrams at equilibrium and onset potentials for all pathways are
shown in Figure 5.7.
Table 5.2: Onset potentials for the reduction of NO to N2O and N2. The equilibrium
potentials for these reactions are 1.57 and 1.68 V respectively.
Onset potential / V
Product Pt Pd
N2(g) (direct) 0.40 0.45
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Figure 5.7: Free energy diagrams for NO reduction toward N2O and N2 on Pd (left) and
Pt (right). Pathways are shown at the equilibrium potential (green) and calculated onset
potentials (red). The top row shows NO reduction to N2O, the middle row shows NO
reduction to N2 via direct dissociation of N2O, and the bottom row shows NO reduction
to N2 via H-mediated dissociation of N2O. The key in each diagram (bottom left) shows
the equilibrium and onset potentials for each reaction.
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The onset potentials for N2O are high, at 0.70 and 1.09 V, which indicate that it
is favourable to form at mid to high potentials. For N2, the calculated onset potentials
are lower, between 0.40 and 0.54 V for both metals, regardless of dissociation pathway.
These lower onset potentials for N2 suggest it is unlikely to be formed at mid to high
potentials. In an experimental system, as the potential decreases, we would expect to
see N2O formed before N2 on both metals. It should be noted that as these onset
potentials are calculated from thermodynamics, they are a first approximation toward
quantitatively precise onset potentials, however as seen in previous chapters, this method
of calculating onset potentials gives good qualitative agreement with experiment.
The combination of the H coverage study and the calculated onset potential allows
insight into the different N2 selectivity of Pd and Pt. For Pt, at potentials lower than
around 0.2 V, N2O formation is likely to be blocked by adsorbed H. This potential is
close to the upper limit (onset potential) calculated for N2 formation on Pt, and thus it
is unlikely that N2O is further reacted to form N2, explaining the absence of N2 on Pt.
For Pd, while the onset potential for N2 is similar to that on Pt, adsorbed H is unlikely
to ever block formation of N2O, and thus N2 is formed and observed.
5.4 Conclusion
We have investigated the differences in key adsorbates on Pd and Pt, in order to elucidate
why selective NO electroreduction to N2 is observed on Pd but not on Pt. In addition,
the mechanisms and onset potentials toward N2O and N2 are calculated. We find that
the formation of N2 likely proceeds via a serial mechanism with N2O, where N2O is
formed from reaction of two NO molecules, then dissociates, either directly, or mediated
by H, to form N2.
A key distinction between the metals in the low to mid potential region is the binding
of H. On Pt, H preferentially binds in top sites, while on Pd, it binds in fcc hollow sites.
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This creates a steric impediment to N2O formation on Pt, but not Pd, as N2O formation
requires two adjacent top sites. On Pd, diffusion of H from the fcc sites to the top sites
has a significant energetic cost, thus it is unlikely that this steric impediment will occur
on Pd.
In determining the onset potentials for the formation of N2O and N2 on the metals,
it was found that the onset potentials for N2O formation are much higher than for N2,
on both metals. This implies N2O formation is favourable in the high potential regions
on both metals, while N2 formation is not.
From this, it is concluded that there may be a “goldilocks” zone for N2 formation
for metals where N2O and H have the same adsorption site preference. This zone exists
where the potential is low enough for N2 formation to be favourable, and high enough
that surface H coverage is not saturated enough to sterically hinder the formation of
N2O, a key precursor to N2. It is found that on Pt, this zone does not exist, and
thus only N2O is formed. It is found that for Pd, as H has a different adsorption site
preference to N2O, this “goldilocks” zone is unnecessary, and the only requirement is
that the potential is low enough for N2 formation to be favourable.
The conclusions in this chapter are derived from static systems, and only consider a
single type of adsorbate in each calculated system. Future work may consider the co-
adsorption of key intermediates, such as N2O and H, and N2O and OH. The formation
of N2 via linear N2O and N2OH intermediates was proposed, however calculations have
not been performed for this pathway. Studies of the dynamics of the adsorbates should
also be considered, utilising such techniques as cluster expansion using Monte Carlo




CuPd Cluster Structure I:
Method Benchmarking and 38
Atom Clusters
Understanding the structure of CuPd clusters is increasingly important due to the cat-
alytic ability they have exhibited for NOx reduction. Herein we investigate the structure
and segregation of 38 atom CuPd clusters using a genetic algorithm with cluster ener-
gies described by the semi-empirical Gupta potential. Selected clusters are then refined
with density functional theory (DFT). Three different parameterisations of the Gupta
potential are used and their performance assessed to understand what features of bulk
and surfaces are necessary to capture for accurate description of small clusters. Three
general regions of motif stability exist; for the Pd majority clusters (Pd38 to Cu4Pd34)
the truncated octahedron is most stable, while for clusters of intermediate compositions
(Cu5Pd33 to Cu25Pd13) a “pancake” icosahedron is most stable, and for the Cu major-
ity clusters (Cu26Pd12 to Cu38) again the truncated octahedron is most stable. CuPd
clusters tend to segregate to a Cu-core, Pd-shell structure if possible, and at higher Cu
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compositions, the Pd segregates to the faces of the cluster. Using multiple parameter-
isations of the Gupta potential ensures the full variety of possible structures is found,
and improves the search for the most stable CuPd clusters.
Results from this chapter have been published in Physical Chemistry Chemical
Physics, as a paper entitled “A theoretical investigation of 38-atom CuPd clusters: the
effect of potential parameterisation on structure and segregation”:
Casey-Stevens, C. A.; Yang, M.; Weal, G. R.; McIntyre, S. M.; Nally, B.
K.; Garden, A. L. A theoretical investigation of 38-atom CuPd clusters:
the effect of potential parameterisation on structure and segregation. Phys.
Chem. Chem. Phys. 2021, 23, 15950-15964.
Select bulk and surface calculations were performed by Mingrui Yang and Brianna
Nally, and testing of the genetic algorithm was performed by Samantha McIntyre. Ge-
offrey Weal wrote the genetic algorithm used in this and the following chapter.69 The
remaining calculations and analyses were performed by the author of this thesis. All
calculations and analysis were performed under the supervision of Dr Anna Garden.
6.1 Introduction
Bimetallic nanoparticles (clusters) have garnered much attention in the scientific com-
munity due to their unique properties.38 These properties stem in part from their small
size, bridging the gap between the quantum and macroscopic worlds, and from the con-
junction between two metals. The properties of clusters, such as their catalytic activity,
are intrinsically linked to their structure. In particular, bimetallic clusters can display
more structural variety than monometallic clusters, as the two element types enables
different motifs, and introduces the concept of atomic segregation.
CuPd clusters have been shown to be catalytically active for a number of reactions,
including oxygen reduction,120 Suzuki-Miyaura coupling,40 Sonogashira cross-coupling,39
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and, of particular relevance to this thesis, have shown promise for selective nitrate elec-
troreduction to nitrogen.5 Experimental works have reported varying conclusions re-
garding the structure of the clusters, for example homogeneously mixed clusters, and
clusters with Cu selectively on the edges and corners of the clusters.7,8 This is perhaps
unsurprising, as the structure can be dependent on the method of cluster formation and
the size and relative composition of the clusters. However, detailed understanding of
their structure is required for rational design for their practical use in catalysis. Experi-
mental methods of structure determination, such as transmission electron spectroscopy
and low-energy ion scattering, can provide detailed evidence of atomic structure, but
are often limited to the surface of the cluster.8,121 Theoretical approaches can thus be a
complementary technique to experimental methods for structural determination.
Theoretical approaches for determining cluster structure are powerful, but non-trivial
techniques. Even for small clusters (tens of atoms) the number of structural isomers is
extremely large, and with multiple elements the issue of homotops (isomers with the
same structure, but a different segregation of each element) increases the number of iso-
mers enormously. Searching the potential energy surface (PES) for a given cluster size
and composition thus requires global optimisation techniques. While higher level meth-
ods such as density functional theory (DFT) are desirable for description of the PES,
they are as yet unsuitable for general use in global optimisation methods for medium to
large clusters, due to the large number of calculations required. Ab initio global opti-
misation methods have been used successfully for cluster structure elucidation, but are
currently limited to a maximum size of around 20 atoms due to computational resources
required.122 These methods will undoubtedly become more prevalent in the future as
computational ability continues to improve. Often, to ensure computational tractability,
semi-empirical potentials, such as Gupta, EAM, and EMT are used to calculate energies
in global optimisation methods instead, meaning high quality semi-empirical methods
are desirable. Semi-empirical methods can be heavily dependent on the parameterisation
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used, therefore should be rigorously tested and carefully chosen.
Herein we investigate the structure and segregation of 38 atom CuPd clusters using
the Gupta potential to describe cluster energies. A variety of Gupta parameter sets
(GPSs) are used and their performance assessed for calculating bulk, surface, and model
monometallic cluster properties. These GPSs are then used within a genetic algorithm
in order to find low energy structures of 38 atom CuPd clusters, as a first step in
understanding the structure of these promising NOx reduction catalysts. The putative
global minimum energy clusters from each GPS are compared across all compositions of
CumPd38–m , in terms of shape, stability, and segregation. This is then extended, with
chosen GPSs, to investigate multiple low energy structures of select compositions. DFT
is used as a complementary technique to both benchmark and refine results.
In addition, an initial section is included wherein the choice of genetic algorithm
settings is investigated. The performance of the algorithm both with and without an
“energy diversity” scheme is considered in terms of the quality of results and the ease of
analysis.
In analysing the results, we consider both the choices made with regard to method-
ology, and the general performance of the GPSs, to determine factors that may improve
the search for stable CuPd clusters. Two key lines of enquiry are followed: one, whether
the use of multiple GPSs (in multiple global optimisation runs) can improve the search
for low energy clusters, and two, whether any simple “benchmark” calculations can give
a good indication of how well a GPS may perform in a global optimisation setting.
6.2 Computational Details
6.2.1 The Gupta Potential
The Gupta (or RGL) potential is chosen here to model interatomic interactions and
perform local minimisations within the genetic algorithm. The Gupta potential is an
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empirical many-body potential, based on the second-moment approximation of the tight-
binding scheme, which is described in detail in Chapter 2.64 Within the potential, the
energy of the cluster is expressed as the sum over all the many-body attractive and pair

























where a and b indicate the element type of atom i and j, rij is the distance between
atoms i and j, and A(a,b), p(a,b), ξ(a,b), q(a,b), and r0(a,b) are the fitted parameters. Cut-off
distances are imposed on the interactions, as listed in Table 6.1. The cut-offs are the same
as in the original work for each parameter set. In order to model a bimetallic system,
three parameter sets must be defined; two sets describing homoatomic interactions for
each element, and one describing the heteroatomic interactions. For CuPd, this means
a Cu-Cu, Pd-Pd, and Cu-Pd set must be defined.
The parameter sets used here are taken from previous literature and have been chosen
because they have been fitted to a variety of data. Further details about the fitting of
each parameter set can be found in the original papers.64,123–125 The parameter sets can
be found in Table 6.1. GPS C for Cu and Pd is from the work of Cleri and Rosato,64
where the homoatomic parameters have been fitted using the experimentally measured
cohesive energy, lattice constant, and elastic constants. The heteroatomic parameters
have been generated by taking the arithmetic mean of each homoatomic parameter.
GPS P (for Cu) has been fitted to DFT calculated values of cohesive energy, lattice
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constant, bulk modulus, and the energy difference per atom between bulk hcp and fcc
phases (∆E(hcp−fcc)).
123 GPS N (for Pd) is fitted to experimental values of cohesive
energy, lattice constant, and bulk modulus, and DFT values for ∆E(hcp−fcc), and various
surface energies.124 Given that both GPS P and N are fitted to similar parameters,
when performing calculations on bimetallic clusters, GPS P/N is used, wherein the Cu-
Cu parameters are defined by GPS P, the Pd-Pd parameters are defined by GPS N, and
the Cu-Pd parameters are taken as the arithmetic mean of GPSs P and N.
The final parameter set, GPS M, is fitted to experimentally determined surface en-
ergies.125 Note that this is the only one of the parameter sets considered here that is
not fitted to cohesive energy. In addition, this GPS also fitted the heteroatomic param-
eters, explicitly describing the Cu-Pd interactions. These parameters were fitted to the
bulk CuPd alloy phase diagram, in order to reproduce some of the major characteristic
features.
Table 6.1: The Gupta parameter sets (GPSs) considered in this work.
Parameter set p (eV) q (eV) A (eV) ξ (eV) r0 (Å) Cut-off
Cu-Cu
Ca 10.96 2.278 0.0855 1.224 2.556 r0
√
5
Pb 10.653 2.49 0.092585 1.2437 2.556 r0
√
3




Ca 10.867 3.742 0.1746 1.718 2.7485 r0
√
5
Nd 17.0 2.09 0.0501 1.1924 2.7506 r0
√
3




C 10.914 3.010 0.1301 1.471 2.6523 r0
√
5
P/N 13.827 2.29 0.071342 1.2181 2.6533 r0
√
3
Mc 7.200 2.867 0.208 2.600 2.6500 r0
√
2
a See Cleri and Rosato, 199364
b See Panizon et al., 2015123
c See Mottet et al., 2002125
d See Negreiros et al., 2010124
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6.2.2 Density Functional Theory Calculations
Selected clusters were further refined using DFT. In addition, the bulk and surface
properties were also obtained with DFT. Calculations were performed with DFT as
implemented in the Vienna Ab initio Simulation Package (VASP),92,93 using the PBE48
and PBEsol51 exchange-correlation functionals. These functionals were chosen as they
have been shown to sufficiently describe the surface and bulk features of transition
metals, with PBEsol recommended for a balanced description of surface properties, and
PBE recommended for systems where both surface and bulk properties are important.126
The valence electrons were represented using a plane-wave basis set with an energy cut-off
of at least 300 eV, and the ionic cores with the projector-augmented wave method.60 The
self-consistent electron density was determined by iterative diagonalisation of the Kohn–
Sham Hamiltonian, with the Kohn–Sham states smeared according to a Fermi–Dirac
distribution with a smearing parameter of kBT = 0.1 eV. Energies were extrapolated
to σ = 0. The Monkhorst Pack k -point sampling scheme was used for the bulk and
surface calculations, with 8 × 8 × 8 k -points used for the bulk calculations, and 8 ×
8 × 1 k -points used for the surface calculations. For the cluster calculations, 1 × 1 ×
1 Γ-point sampling was used. Calculations were considered converged when the atomic
forces were less than 0.03 eV/Å on any moveable atom.
6.2.3 Global Optimisation Using a Genetic Algorithm
Global optimisations are performed here using a genetic algorithm (GA), as described
in Chapter 2.
Here, the chosen population size was 40 clusters, with a crossover rate of 0.8 (meaning
32 offspring were made per generation). These offspring were generated by either mating
or mutation, with a 90% chance they were formed by mating and a 10% chance they
were formed by mutation. Clusters were mated using the Deaven and Ho cut-and-splice
method, with equal weighting of each parent cluster.71 Parent clusters were selected
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using the roulette-wheel method.127 The mutation type chosen perturbed each atom
within the cluster randomly with a displacement of up to 1.95 Å. Clusters were selected
for mutation randomly. The GA was run for 400 generations, with 20 GA runs for each
composition.
6.2.4 The Basin-hopping Algorithm
Due to the high number of homotops possible for bimetallic clusters, further optimisation
was performed using a basin-hopping algorithm.128 The algorithm swaps heteroatomic
atom pairs, while retaining the overall structure and composition of the cluster, then
performs a local optimisation of the cluster structure. At least 5000 basin-hopping steps
were carried out, where every basin hop step was accepted. This allowed a wide search
of the PES. Some test cases were run with 20000 basin-hopping steps, which showed no
improvement over the lower number of steps. All bimetallic clusters presented here have
been optimised with the basin-hopping algorithm.
6.3 Results and Discussion
6.3.1 Genetic Algorithm Settings and Performance - Au6Pd32
First, in order to validate the chosen settings, usability, and performance of the genetic
algorithm we trialled a Gupta parameter set, which has been previously used in con-
junction with a genetic algorithm, with known results. Here, the structure of Au6Pd32
was investigated using the parameters listed in Paz-Borbón et al.129 Two approaches
were used; one where all clusters produced through the genetic algorithm run were kept,
and one in which an energy diversity scheme was implemented, which aims to reduce
duplication of results by removing similar clusters. In the energy diversity scheme, if a
cluster is produced that has an energy within a chosen energy cut-off of another cluster
within that generation, the lower energy cluster is kept, and the other cluster removed.
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Table 6.2: The Gupta parameters for Au-Au, Pd-Pd, and Au-Pd interactions, from
Paz-Borbón et al.129
Parameters p (eV) q (eV) A (eV) ξ (eV) r0 (Å)
Au-Au 10.229 4.036 0.2061 1.790 2.884
Pd-Pd 10.867 3.742 0.1746 1.718 2.7485
Au-Pd 10.54 3.89 0.19 1.75 2.816
This aims to prevent resampling of similar cluster structures, and improve diversity in
the resulting cluster structures.
The Paz-Borbón et al. Gupta parameters used can be found in Table 6.2. The
genetic algorithm parameters used were kept similar to those used in Paz-Borbón; the
only setting different from those listed in Section 6.2 is that 100 trials are performed
here. For one genetic algorithm run all clusters were retained (“normal”), and for one
an energy diversity scheme was implemented with an energy cut-off of 0.01 eV (“energy
diversity”).
Paz-Borbón et al. reported four motifs observed for Au6Pd32 clusters; a truncated
octahedron (TO), an incomplete Mackay icosahedron (iMi), an octahedral icosahedral
structure (Oh-Ih), and a pancake icosahedron (pancake ico). Three of these motifs
were observed in both of the genetic algorithm results, while the pancake icos was not
observed. The relative energies (∆E, taken relative to the lowest energy structure) of the
motifs were found at can be seen in Table 6.3. The motifs that were found in our runs
were found within 0.03 eV of the Paz-Borbón et al. relative energies. The pancake ico
may not have been found in our runs due to the sheer number of clusters at this higher
relative energy; it is potentially a motif found much less often than the other amorphous
structures that dominated at this energy. This difficulty in finding the pancake ico motif
is expanded upon in Section 6.3.6.
The performance of the energy diversity run compared with the normal run can be
evaluated by two key factors: does the energy diversity scheme find the same clusters
as the normal run, and does the energy diversity scheme improve the usability and
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Table 6.3: Relative energies at which motifs are found in our genetic algorithm runs of
Au6Pd32, and the energies they were found in Paz-Borbón.
129 Energies are taken relative
to the TO energy. “-” indicates the cluster was not found.
Motif Energy diversity (eV) Normal (eV) Paz-Borbón (eV)
TO 0.00 0.00 0.00
iMi 0.25 0.25 0.22
Oh-Ih 0.32 0.31 0.30
pancake ico - - 1.45
operation of the genetic algorithm?
We compared the clusters found in both the energy diversity and normal runs, and
found that the same motifs appeared at the same relative energies (within 0.02 eV) for
both runs, as seen in Figure 6.1. In some cases, we found clusters that were distorted
from the base motif, examples of which include a truncated decahedron and a distorted
octahedron. For these distorted clusters, we found structures that were distorted in a
similar fashion (e.g. single atom movement), but not necessarily identically, at the same
energy in both runs. The energy diversity and normal runs produced similar results, in
terms of both motifs (and distortion of motifs) and energetics of the clusters.
It can be seen that the segregation patterns of the observed clusters are overall
consistent, with the Au atoms segregating to edge and vertex positions, however the
patterns are not identical. The segregation was refined in both runs using the basin-
hopping algorithm, which suggests that the number of basin hop steps performed in the
basin-hopping algorithm is suitable for refining the segregation to an overall favoured
pattern, however may not lead to the same specific arrangement of atoms in every case.
The differences in segregation may explain the small differences in energy seen between
the same motifs in the different runs (up to 0.02 eV).
In terms of the usability and analysis of the results, implementing the energy diversity
scheme lead to large improvements. Using the energy diversity scheme reduced the
number of clusters found (within 2 eV of the global minimum) from over 1,200,000 to
just over 800,000, a reduction of about 1/3. The number of clusters found within 0.75
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eV of the global minimum dropped from around 150,000 to 10,000. The reduced number
of clusters found drastically improves the ease with which the clusters can be analysed.
This reduction in the number of clusters found also reduces the file count and overall
size of the genetic algorithm run. This increases the ease with which the user can store
and transfer the files associated with the genetic algorithm run.
As we can find the same motifs and energies for the clusters generated in the energy
diversity and the normal runs, and using the energy diversity scheme reduces the number
of clusters generated and stored (i.e. removes some replication), we can conclude that
using the energy diversity scheme has improved the performance of the genetic algorithm
for the Au6Pd32 clusters. The energy diversity scheme is used in all genetic algorithm
runs henceforth.
6.3.2 Bulk Properties of Cu and Pd
With the performance of the genetic algorithm validated, we now consider the perfor-
mance of the Gupta parameter sets. To evaluate the performance of the Gupta param-
eter sets (GPSs) for simple systems, bulk and surface properties of Cu and Pd have
been calculated and compared to experimental data. The bulk properties which have
been calculated are the cohesive energy (Ecoh), the bulk modulus (B), and the binding
energy difference between the hexagonal close packed and the face centred cubic bulk
phases (∆E(hcp−fcc)). Both Ecoh and B are commonly used in the fitting of GPSs.
64,130
∆E(hcp−fcc) is a property that can be important to calculate correctly for clusters, as
over-stabilisation of one phase compared to another can lead to poor prediction of cluster
structure.124 The bulk properties calculated for Cu and Pd can be found in Table 6.4.
For the cohesive energy, the GPSs were generally in good agreement with the exper-
imental value for both Cu and Pd, within 0.1 eV/atom for both metals. The exception
to this is GPS M, which deviated from experiment by up to 5 eV/atom. However this
is perhaps unsurprising, as GPS M was not fitted to bulk properties, and instead was
specifically fitted to reproduce surface energies.
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∆E = 0.00 - TO ∆E = 0.00 - TO
∆E = 0.25 - iMi ∆E = 0.25 - iMi
∆E = 0.31 - deca ∆E = 0.31 - deca
∆E = 0.32 - Oh-Ih ∆E = 0.31 - Oh-Ih
∆E = 0.55 - distorted octa ∆E = 0.55 - distorted octa
Figure 6.1: Motifs found in the genetic algorithm runs for Au6Pd32, each shown from 3
angles. Left: the energy diversity run clusters; right: the normal run clusters.
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The bulk modulus of Cu was calculated with the GPSs to be in good agreement
with the experimental value. For Pd, slightly more variation was seen in the calculated
values, however all values are still within reasonable agreement with the experimental
value.
Note that while lattice constants are listed for each GPS, they are in fact one of the
parameters, and therefore not calculated values, and thus comparison to experiment is
not informative.
For many of the forthcoming properties, experimental data either does not exist or
is limited. Therefore, the bulk properties above have also been calculated with DFT,
which will be used to benchmark the GPSs in the absence of experimental data. To
ensure that DFT results are suitable benchmarks we first compare DFT (using two
exchange-correlation functionals) to the experimental lattice constants, Ecoh, and B.
The lattice constants of Cu and Pd were calculated with reasonable accuracy by both
the PBE and PBEsol functionals (within approximately 1% of experimental values). For
the cohesive energy, the PBE functional is in good agreement with the experimental val-
ues, whereas the PBEsol functional overestimates the cohesive energy quite significantly
for both Cu and Pd. For the bulk modulus, the PBE functional is in good agreement
with experiment for Cu, while PBEsol overestimates it somewhat. For Pd, both the
PBE and PBEsol functionals give similar values, which are underestimates of the bulk
modulus. For these features, it seems that PBE is a more reliable functional.
Experimental values for ∆E(hcp−fcc) of Cu and Pd have not been reported and must
therefore be compared to DFT values. For Cu, both functionals calculated similar values
(PBE 6.8 meV/atom, PBEsol 6.7 meV/atom). The calculated ∆E(hcp−fcc) for Pd was
somewhat higher but both functionals performing similarly, with the PBE functional
calculating a value of 26.2 meV/atom, and the PBEsol functional calculating a value of
32.4 meV/atom.
In terms of the GPSs, for Cu two GPSs gave values consistent with DFT: GPS P
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and M (12.0 and 21.8 meV/atom respectively), whereas GPS C gave a somewhat lower
value. This lower value of ∆E(hcp−fcc) may lead to over-stabilisation of hcp clusters. For
Pd, the majority of the GPSs calculated a notably lower value than DFT (between 0
and 1 meV/atom), except GPS N, which calculated a value of 22.0 meV/atom. This is
unsurprising, as GPS N was specifically fitted to reproduce ∆E(hcp−fcc).
In summary, for the bulk properties, most GPSs perform similarly, with the exception
of GPS M. This is unsurprising, as all of the GPSs (with the exception of GPS M) were
fitted to some sort of bulk property, whereas GPS M was fitted to surface properties.
In terms of DFT, the PBE functional performs best for Cu, calculating the cohesive
energy and bulk modulus with much closer agreement to experiment than the PBEsol
functional. For Pd, both functionals perform similarly. Interestingly, comparing the GPS
and DFT values, it is seen that there is closer agreement between GPS and experimental
values than there is between DFT and experimental values. This indicates that the GPSs
perform satisfactorily when calculating bulk properties.
6.3.3 Surface Properties of Cu and Pd
Surface energies have been calculated for a variety of low and high Miller index surfaces
of the fcc crystal ((111), (100), (110), (211), (221), and (532)), including planar, stepped,
and kinked surfaces that may be present on a cluster. A figure of these surfaces can be
found in Chapter 2. All surface energies calculated can be found in Table 6.5. Ratios
between each surface energy and the calculated (111) surface energy are shown in Table
6.6.
Due to the methods required to experimentally measure surface energy, only an av-
erage value is available as comparison, as the measured value cannot easily be refined
into the energies of each facet. As this is the case, individual surface energies calcu-
lated by the GPSs will be evaluated against DFT calculated energies. Therefore it is
pertinent to first assess the relative performance of the two exchange-correlation func-
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Table 6.4: Calculated bulk properties for Cu and Pd, as calculated here using both the
Gupta potential and DFT. Experimental values are also given.
a Ecoh B ∆E(hcp−fcc)
Å eV/atom GPa meV/atom
Cu
GPS C 3.62 -3.54 142 3.6
GPS P 3.61 -3.43 144 12.0
GPS M 3.62 -5.17 143 21.8
PBEsol 3.57 -4.04 172 6.7
PBE 3.63 -3.49 140 6.8
Expt. 3.61a -3.49b 137b
Pd
GPS C 3.89 -3.94 197 0.1
GPS N 3.89 -3.89 181 22.0
GPS M 3.89 -8.94 220 0.7
PBEsol 3.88 -4.51 159 32.4
PBE 3.95 -3.78 146 26.2
Expt. 3.89c -3.89b 181b
aSee Straumanis and Yu, 1969131
bSee Kittel, 2005132
cSee Rao and Rao, 1964133
tionals. Experimentally, the surface energy of Cu has been reported as 1.78 J/m2.134
For the DFT calculations, the PBE functional gives values from 1.3 to 1.6 J/m2, while
the PBEsol functional gives values from 1.6 to 1.9 J/m2, which is more consistent with
the experimental value. The surface energy of Pd has been found experimentally to be
2.00 J/m2, using the same method as that for Cu.134 With DFT, the PBE functional
gives surface energy values between 1.3 and 1.6 J/m2, and the PBEsol functional gives
values between 1.7 and 2.0 J/m2, which is again more consistent with the experimental
value. Given this, the GPSs will be benchmarked against the PBEsol absolute surface
energies.
For Cu, GPS P and C tend to underestimate the surface energies when compared to
the PBEsol values, by as much as 0.6 J/m2. GPS M gives higher surface energy values,
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which are overall more consistent with the values calculated with the PBEsol functional
(within 0.1 J/m2). Both the GPSs and DFT calculated surface energies predicted the
same energetic ordering for Cu surfaces: (111) lowest, then (100), (221), (211), (110),
and the least stable being the kinked (532) surface. In terms of ratios between the
surface energies, both the GPSs and the DFT calculations predict similar ratios, with
one difference being that the GPSs tend to predict more stabilisation of the (100) surface
than the DFT calculations.
For Pd, GPS C and N tend to underestimate the surface energies when compared to
PBEsol, by as much as 1 J/m2. GPS M predicted high surface energies, which, as for
Cu, are the most consistent overall with the experimental value. For Pd, the predicted
energetic ordering of the surfaces differs between the GPSs and the DFT calculations;
for the GPSs the predicted ordering is the same as that for Cu, whereas with DFT, the
predicted ordering is (111) being the most stable, followed by (221), (100), (211), (532),
and the least stable being (110). This suggests that stepped and kinked surfaces ((221)
and (532)) are potentially more stable for Pd than the more open planar facets ((100)
and (110)). The GPSs do not capture this. GPS M in particular has a low (100) surface
energy.
Overall, the GPSs tended to underestimate surface energies (with the exception
of GPS M), however, all GPSs tended to predict similar surface ratios and energetic
ordering. Interestingly, while the Pd surface energies tended to be higher than the Cu
surface energies, GPS C predicted Pd surface energies lower than Cu surface energies.
This may have an impact on the predicted atomic segregation in clusters.
Considering both bulk and surface properties, while PBE performs slightly better
for bulk properties, PBEsol performs better for surface properties. With no clear dis-
tinction in their performance, both exchange-correlation functionals will be used in the
forthcoming sections for testing on clusters.
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Table 6.5: Calculated surface energies for low and high Miller index surfaces of Cu and
Pd. All values are in J/m2.
γ(111) γ(100) γ(110) γ(211) γ(221) γ(532)
Cu
GPS C 1.27 1.36 1.48 1.44 1.42 1.48
GPS P 1.11 1.21 1.32 1.28 1.26 1.32
GPS M 1.74 1.78 2.03 1.99 1.96 2.05
PBEsol 1.60 1.79 1.90 1.85 1.81 1.93
PBE 1.29 1.46 1.53 1.49 1.46 1.55
Pd
GPS C 0.73 0.85 0.91 0.87 0.85 0.90
GPS N 1.34 1.45 1.56 1.53 1.51 1.57
GPS M 1.88 2.00 2.24 2.17 2.14 2.24
PBEsol 1.72 1.92 2.03 1.93 1.90 1.99
PBE 1.36 1.53 1.62 1.54 1.51 1.58
Table 6.6: Surface ratios (to (111)) for low and high Miller index surfaces of Cu and Pd.
(100) (110) (211) (221) (532)
Cu
GPS C 1.07 1.17 1.14 1.12 1.17
GPS P 1.09 1.19 1.15 1.14 1.19
GPS N 1.02 1.17 1.14 1.13 1.18
PBEsol 1.12 1.19 1.16 1.13 1.21
PBE 1.13 1.19 1.16 1.13 1.20
Pd
GPS C 1.16 1.24 1.18 1.16 1.22
GPS N 1.08 1.17 1.14 1.12 1.17
GPS M 1.06 1.19 1.15 1.14 1.19
PBEsol 1.12 1.18 1.12 1.10 1.16
PBE 1.13 1.19 1.13 1.11 1.16
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6.3.4 Model Clusters of Cu and Pd
To further evaluate the performance of the GPSs, in particular with regards to cluster
properties, the energies of several model monometallic clusters have been calculated and
compared to DFT calculated values. All of the model clusters are shown in Figure
6.2. The first family of clusters considered are 13 and 55 atom “magic” clusters, which
are closed-shell highly symmetric clusters of the icosahedron (ico), decahedron (deca),
and octahedron (octa) motifs. Then, high-symmetry clusters around the 38 atom size
are considered. Finally, a selection of 38 atom open-shell clusters based on the ico,
deca, and octa motifs are considered. Here, closed-shell refers to a complete geometric
shell, whereas open-shell clusters have vacancies or adatoms. Very limited experimental
literature about Cu and Pd clusters of these sizes exists, therefore, the GPS performance
will be compared against DFT calculated values.
The relative energies of 13 atom Cu and Pd clusters are presented in Figure 6.3,
and for the 55 atom clusters, in Figure 6.4, while the structures of the clusters can be
seen in Figure 6.2 (a) and (b). For Cu and Pd clusters at both sizes, the GPSs generally
predict the ico to be the most stable motif, and always predict the deca to be more stable
than the octa. For the 55 atom clusters, finding the ico to be the most stable motif is
consistent with experimental work on anionic 55 atom clusters.135 The GPSs are not
always consistent with the DFT calculations. In the case of Cu13, the DFT calculations
indicate the octa is more stable than the deca, which the GPSs do not capture. Similarly,
DFT calculations for Pd55 also indicate the octa to be more stable than the deca, which
is not captured by the GPSs. In terms of the energies themselves, the GPSs appear
to struggle to differentiate the octa and deca motifs because of the small difference in
energy.
The next model clusters to be considered are high symmetry clusters around the 38
atom size, which are shown in Figure 6.2 (c). These clusters are recurring motifs that
have been found in previous computational studies.129,136–140 The clusters included are
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(c) High symmetry clusters
TO iMi pancake ico deca
(b) 55-atom magic clusters
ico deca octa
(a) 13-atom magic clusters
ico deca octa
Ico Deca 1 Deca 2 Deca 3
Deca 4 Octa 1 Octa 2 Octa 3
(d) Open shell 38-atom clusters
Figure 6.2: Images of all model clusters investigated here. (a) and (b) show 13 and 55
atom magic clusters, (c) shows high symmetry clusters around the 38 atom size, and (d)
shows the open-shell clusters considered here. For (d) each cluster is shown from two





























Figure 6.3: ∆ energies of the model Cu and Pd 13 atom magic clusters as calculated



























Figure 6.4: ∆ energies of the model Cu and Pd 55 atom magic clusters as calculated
with Gupta and DFT, relative to the icosahedron. Note that for GPS N (Pd), the octa
and deca are isoenergetic.
150
the truncated octahedron (TO), which is commonly accepted to be the global minimum
energy structure for 38 atom clusters of most metals,140 a partial (38 atom) version of
a 55 atom Mackay icosahedron (incomplete Mackay icosahedron, iMi), a 6-fold “pan-
cake” icosahedron (pancake ico), made of 6 interpenetrating 13 atom ico subunits, first
predicted by Rossi et al.,136 and a 39 atom decahedral cluster. Note that the 39 atom
decahedral cluster was chosen as this is a size where a closed-shell decahedral structure
exists. The difference in energy between these clusters is generally smaller than that
seen for the magic clusters, and thus may prove a more difficult challenge for the GPSs
to accurately capture.
The relative energies of the high symmetry clusters can be found in Figure 6.5. For
the Cu clusters, the lowest energy cluster is the TO, which is consistent with previous
studies.140 Both the DFT and GPSs generally predict the same ordering, and similar
energies of the clusters. The exception in this case is GPS M, which both predicts a
different ordering, and a much larger difference in energies than the other GPSs and
DFT values. It appears that GPS M destabilises the structures based on icosahedral
motifs for Cu (i.e. the iMi and the pancake ico).
For the Pd clusters, both DFT and the GPSs found a larger spread of energies than
for Cu. The methods predicted the same lowest and highest energy clusters (TO and
pancake ico, respectively), however the ordering of the middle two clusters (deca and
iMi) changes dependent on the method.
In general for high symmetry clusters, the GPSs perform relatively similar to DFT,
except GPS M. Small differences in the ordering of clusters do occur, in particular with
the iMi and deca motifs for Pd. For monometallic clusters, it appears that the pancake
ico is not a stable motif, especially for Pd.
The final type of model cluster considered are open-shell, lower symmetry clusters
(Figure 6.2 (d)). These clusters are generated by systematic removal of low-coordinated
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Figure 6.5: ∆ energies of the model Cu and Pd high symmetry clusters as calculated
with Gupta and DFT, relative to the TO. Note that for Pd, for GPS M the 39 deca and
38 iMi are isoenergetic.
Clusters of this type have been observed experimentally,142,143 and thus the ability of a
GPS to describe these types of clusters is key. Relative ∆ energies of the clusters are
presented in Figure 6.6.
Overall for the open-shell clusters, DFT predicts similar ordering for both Cu and
Pd, with both the PBE and PBEsol functionals. Two key differences in the ordering are
that for Cu, the Ico is more stable than for Pd, and Octa 3 is less stable than for Pd.
For Cu, the GPSs generally predict a similar ordering to that of DFT, however they do
not capture the stabilisation of the ico structure. For Pd, the GPSs generally predict a
similar ordering to DFT.
For these model monometallic clusters in general, it is seen that there is little dif-
ference between the performance of the PBE and PBEsol functionals, regardless of the
differences they exhibited in the bulk and surface properties. The GPSs all generally
predict similar ordering of the clusters, however do not often capture the same ordering
as DFT. In terms of the different structural motifs, there are no persistent trends in
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Figure 6.6: ∆ energies of the model Cu and Pd open-shell clusters as calculated with
Gupta and DFT, relative to the TO. Note that for Cu, for GPSs C and M Octa 1 is
isoenergetic with Octa 2; and for PBEsol Deca 3 is isoenergetic with Octa 3. For Pd, for
GPS C Octa 1 is isoenergetic with Octa 2, and for GPS M Deca 1 is isoenergetic with
Deca 4.
of capturing the energies of the clusters, none of the GPSs are notably more consistent
with DFT than any others.
6.3.5 Global Optimisation of Monometallic Cu and Pd Clusters
The final test of the GPS performance comes in the form of clusters obtained from
global optimisations of Pd38 and Cu38, using each GPS in a GA. This introduces more
complexity into the system, as more freedom in the cluster structures allows amorphous
structures to be considered. In addition, there is potential for the GA to be unable to
“find” some structures, either due to the cluster existing high on the PES, or existing
in inaccessible funnels on the PES.
Pd38
For pure Pd38 clusters, four key motifs were found in the global optimisation results:
TOs, decas, iMis, and an octahedral-icosahedral (Oh-Ih) structure (as shown in Figure
153
TO iMi Oh-Ih deca (example)
Figure 6.7: Images of key cluster motifs found in the global optimisation runs for
monometallic Cu and Pd 38 atom clusters. Note that the TO and iMi are reproduced
from earlier for clarity. Also note that the deca cluster is indicative of the overall
motif only; clusters found in the global optimisation process may have different trunca-
tions/atoms missing.
Table 6.7: Relative energies (eV) of the structural motifs found in the global optimisa-
tion runs of Pd38 and Cu38 (as calculated with Gupta), and the energies of the structural
motifs after refinement with DFT, relative to the lowest energy cluster found. “-” in-
dicates the motif was not found, (d) indicates the structure found was distorted. Note
that there was relatively little structural variation found, with no pancake ico or poly-ico
structures found.
Structure GPS C GPS P/N GPS M DFT (PBE) DFT (PBEsol)
Pd38
TO 0.00 0.00 0.00 0.25 0.27
iMi 0.33 0.77 - 1.09 1.31
Oh-Ih 0.34 1.26 - 0.00 0.00
Deca 0.27 0.90 - 0.93 1.14
Cu38
TO 0.00 0.00 - 0.00 0.00
iMi 0.17 0.03 0.90 (d) 0.28 0.37
Oh-Ih 0.28 0.21 0.18 0.22 0.22
Deca 0.54 0.47 - 0.32 0.45
Oh-Ih (d) - - 0.00 0.37 0.38
154
6.7). The Oh-Ih structure has been previously described by Paz-Borbón et al.;129 it
is a cluster with an octahedral core, and icosahedral sub-shells. An additional note to
make is that there is no “closed-shell” deca structure at the 38 atom size. From here on
“deca” refers to a cluster where the underlying motif is a deca, however some atoms are
missing. This means that clusters classified as a deca do not necessarily have the same
structure as each other. The energies of these motifs (relative to the lowest energy motif
found) can be found in Table 6.7. Upon refinement of these structures with DFT, the
energetic ordering of these motifs was found to be Oh-Ih lowest, followed by the TO,
then a deca, then the iMi. It is interesting that the Oh-Ih is the most stable cluster upon
DFT refinement, compared to the prediction of the TO as the global minimum energy
structure (GM) for many metals when using an empirical potential.140 This highlights
the need for DFT refinement for accurate prediction of the lowest energy motif. The
energy difference between the Oh-Ih and TO structures is 0.25 eV as calculated with
the PBE functional (and 0.27 eV as calculated with the PBEsol functional), suggesting
that the TO structure is unlikely to be competitive with the Oh-Ih as the GM.
None of the GPSs predicted the putative GM structure to be the Oh-Ih, instead,
all found the TO to be the GM. GPS M only found the TO out of the defined motifs,
with other low energy clusters all predicted to have amorphous structures. GPSs C and
N found all four motifs, with GPS C giving a much smaller energy range than GPS
N and DFT. This small energy range for GPS C was also seen for the model clusters,
particularly the open-shell clusters.
Cu38
The global optimisations of pure Cu38 clusters identified the same four motifs as for
Pd38 (as shown in Figure 6.7); the relative energies of these clusters can be seen in Table
6.7. With DFT refinement, the TO was the lowest energy motif, followed by the Oh-Ih,
then the iMi, then a deca cluster. In this case, finding the TO to be the putative GM is
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consistent with previous studies using empirical potentials.140
Both GPS C and P captured all of the motifs, and correctly predicted the putative
GM structure to be the TO. However for the higher energy motifs, the GPSs did not
give the same ordering as DFT, with both GPS C and P finding the iMi to be more
stable than the Oh-Ih. In the case of GPS P, the iMi was competitive with the TO for
the GM structure.
GPS M performed differently to the other GPSs, finding a distorted Oh-Ih structure
to be the putative GM, and did not find the TO or deca motifs. Similarly to Pd38,
amorphous structures dominate the low energy clusters found by GPS M. Overall, for
the monometallic cluster global optimisation, it is seen that GPSs C and P perform
better than GPS M.
By introducing the ability to generate amorphous structures by using the GA, we
see that such structures tend to dominate the low energy region of GPS M, and fewer
of the defined motifs are found by GPS M. Upon DFT refinement, these amorphous
structures had high energies, indicating that they are not a stable motif. Although
GPS M performed somewhat similarly to the others for the model clusters, the observed
tendency toward amorphous clusters, and the lack of defined motifs found (including
the GM clusters) shows that it does not perform sufficiently. This suggests that using a
GPS fitted solely to surface energies is unsuitable at this size.
As also seen for the monometallic clusters, both DFT exchange-correlation func-
tionals perform very similarly. From here onward, solely the PBE exchange-correlation
functional is used for refining clusters.
6.3.6 Global Optimisation of CuPd Clusters
Evolution of global minimum energy structure with composition
Global optimisations of all compositions of CumPd38–m were performed using a GA with












(d) DFT refined structures



























































Figure 6.8: Mixing energy (∆38) of the GM clusters as a function of composition; (a)
the clusters found with GPS C, (b) the clusters found with GPS M, (c) the clusters
found with GPS P/N, (d) the lowest energy clusters as refined by DFT from the GPS
results, and (e) examples of each cluster motif. Colours (in all subfigures) indicate the
structural motif of the cluster: TO (black), iMi (red), pancake ico (blue), octa (purple),
amorphous (green), and clusters consisting of ico sub-units (poly-icos) (yellow).
structural motifs of the putative GM clusters are presented in Figure 6.8. The most
stable structures across all the compositions are presented in Figure 6.9. The cluster
structure in each case has been assigned by visual identification.
GPS C finds two motifs to be GM structures across the range of compositions, namely
the TO and the iMi. There are three major zones of motif stability; the Pd majority
clusters (Pd38 to Cu6Pd32) are TOs, intermediate compositions (Cu7Pd31 to Cu22Pd16)
are mostly iMis, and the Cu majority clusters (Cu23Pd15 to Cu38) are again TOs. The
mixing energies indicate that the most stable compositions have a slight Pd majority, a




Figure 6.9: The clusters with the most negative mixing energy across all compositions
(i.e. the most stable composition) for each GPS and the DFT refined results; (a) the
most stable GPS C cluster, an incomplete Mackay icosahedron of composition Cu11Pd27,
(b) the most stable GPS M cluster, an amorphous cluster of composition Cu25Pd13, (c)
the most stable GPS P/N cluster, a pancake icosahedron of composition Cu20Pd18, and
(d) the most stable cluster after DFT refinement, a pancake icosahedron of composition
Cu18Pd20.
With GPS M, there are two major structural families across the range of composi-
tions, octahedral (including the TO) and amorphous clusters. In general the Pd majority
clusters are either TOs or other octas, while the Cu majority clusters are more amor-
phous. The mixing energies indicate that these amorphous Cu majority clusters are the
most stable compositions.
GPS P/N finds a variety of structures to be the GM structure across all compositions;
TOs, pancake icos, other poly-icosahedral clusters, and the iMi are all observed. A
poly-icosahedral cluster as discussed here is a structure consisting of multiple inter-
penetrating 13 atom ico sub-units. The pancake ico is the most stable cluster for the
majority of compositions. TOs are seen in the Pd majority region (Pd38 to Cu4Pd34),
poly-icosahedral structures are seen at some intermediate compositions, while only one
iMi was found (Cu37Pd1). The mixing energy appears to be dependent on the motif,
an example being the considerable increase in stability when switching from TOs to
pancake icos. While the pancake icos dominate across a large range of compositions,
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those in the intermediate region are indicated by the mixing energies to be the most
stable compositions.
Overall, there is minimal agreement between the GPSs in which motifs are most sta-
ble, other than the TO, which is present in all three GPS results at low Cu composition.
Finally, the DFT mixing energies can be seen in Figure 6.8(d). Note that these
clusters are not from a DFT global optimisation. Instead, each structure identified as a
GM by one of the GPSs has been refined with DFT, using the PBE exchange-correlation
functional, and the lowest energy structure at each composition is presented. Note that
due to this method, the Oh-Ih motif found to be the DFT GM for Pd38 in the previous
section (Section 6.3.5) is not included in results here. In addition, it was suspected that
the pancake ico was under-represented (which will be discussed in further depth later),
therefore additional pancake ico structures were also refined with DFT and included
here. This under-representation of the pancake ico in global optimisation results has
been previously observed for Ag-Au clusters,144 and was seen earlier in this chapter for
Au-Pd clusters, in Section 6.3.1.
Three major regions of motif stability are seen after refinement with DFT; for Pd
majority clusters (Cu1Pd37 to Cu4Pd34) the TO is the preferred geometry, in the in-
termediate compositions (Cu5Pd33 to Cu25Pd13) clusters are mostly pancake icos, and
for Cu majority clusters (Cu26Pd12 to Cu38), TOs are again the dominant motif. The
most stable cluster is a pancake ico, shown in Figure 6.9 (d). None of the GPSs cor-
rectly captured the most stable motifs across all compositions, however both GPS C and
P/N correctly predict the GM in certain composition regions. GPS C gives the correct
structure in two regions, the Pd majority and Cu majority compositions, where the GM
structure is the TO. GPS P/N correctly predicts the GM in two major regions, the Pd
majority clusters, where the TO is dominant, and the intermediate compositions, where
pancake icos are common, and also finds the TO to pancake ico transition at Cu5Pd33
consistent with DFT.
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Radial distribution functions (RDFs) have been calculated for all clusters determined
to be a GM cluster across all compositions with each GPS and with the DFT refined
structures. These provide a quantitative way of analysing the structures beyond simple
visual identification of motif. The RDFs of all clusters can be found in Appendix H. The
RDFs of the Cu6Pd32 structures are presented in Figure 6.10; this composition is chosen
as it represents the general segregation patterns seen for the GPSs and DFT. It can be
seen that the TO from GPS C has a very ordered structure. The octa structure from GPS
M is shown to be very disordered, which shows the variability in interatomic distances
that is possible even in structures that are visually identifiable as a distinct motif. This
is further evidence of the tendency that GPS M has toward amorphous clusters. The
pancake ico from GPS P/N has a larger range in interatomic distances than GPS C,
but still shows quite an ordered structure. GPS P/N also appears to perform best at
capturing similar interatomic distances to the DFT refined structure. GPS C shows very
similar interatomic distances for Cu-Cu, Pd-Pd, and Cu-Pd interactions, which is not
consistent with DFT. Further examples of this can be seen in the RDFs in Appendix H,
particularly when comparing Cu-majority cluster RDFs for GPS C and DFT.
In terms of the overall GPS performance, for the GM structures at all CumPd38–m
compositions, it can be seen that GPS M is never consistent with DFT when finding the
GM, while GPSs C and P/N show large regions where they are consistent with DFT.
These results, combined with the monometallic global optimisation results, suggest that
GPS M is unsuitable for use with this size of clusters. From here onwards, we shall use
the two better performing GPSs, GPS C and GPS P/N, for further global optimisation
studies.
Key cluster motifs at select compositions
Henceforth, we discuss selected compositions of CumPd38–m in depth, extending the fo-
cus from the GM structure to other low energy cluster structures found in the global op-
timisation. The selected compositions include Cu6Pd32, Cu14Pd24, Cu19Pd19, Cu24Pd14,
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Figure 6.10: Radial distribution functions, refined by element, of all atoms in the min-
imum energy structures of Cu6Pd32 found by (a) GPS C, (b) GPS M, (c) GPS P/N,
and (d), DFT. The Cu-Cu function is depicted in orange, the Pd-Pd function in teal,
and the Cu-Pd function in pink. The inset shows the radial distribution function of the
first-nearest neighbours range (2 to 3 Å). The structure of the relevant cluster is shown
in bottom right of each subfigure.
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and Cu32Pd6. Previously, A24B14 has been noted to be a particularly stable composition
for 38 atom bimetallic AB clusters, while the A32B6 composition enables a perfect core-
shell TO and pancake ico, and A19B19 is interesting as a 1:1 alloy.
129 Herein, we discuss
clusters of distinct or dominant motifs found at these select compositions, addressing the
performance of the GPSs, with regards to which structures, segregations, and stabilities
are predicted, and agreement with DFT.
For each composition studied, global optimisations were performed using both GPSs
(C and P/N), and selected structures from these runs were further refined with DFT,
using the PBE exchange-correlation functional. The relative energies for structures found
in the global optimisation results for the selected compositions can be found in Table
6.8. The energies listed are for the lowest energy occurrence of each motif. In many
cases, similar motifs were found in the global optimisation runs with both GPSs. It is
found that generally the detailed geometric structures that were found with both GPSs
are structurally similar (i.e. a TO found with GPS C is geometrically similar to one
found with GPS P/N). This can be seen in the RDF analyses as found in Appendix H.
However, as addressed later, the atomic segregation is not necessarily similar. It should
be noted that some structural motifs were found in the global optimisation process with
one GPS but not the other; in order to investigate why these clusters were not found
(i.e. are the motifs high in energy or in a narrow funnel on the PES?), the motifs found
by only one GPS were also locally optimised with the other GPS (separate from the
global optimisation).
First, we consider the most stable clusters as determined by DFT refinement, and
how the GPSs performed in finding these structures. For the Pd-majority composition
region (Cu6Pd32, Cu14Pd24, and Cu19Pd19) the structure found to be the GM with GPS
P/N was also found to be the most stable with DFT. In all of these cases, the GM
structure was a pancake ico. For the Cu majority structures, the structure most stable
with DFT was originally found by GPS C. For Cu32Pd6, this was the GPS C GM, the
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Table 6.8: Energies (eV) of the structural motifs calculated with Gupta and DFT cal-
culations for select compositions, relative to the lowest energy structure found. Regular
text indicates the cluster was found in a global optimisation run, while an asterisk indi-
cates that the cluster was locally optimised with the GPS (using a structure found with
the other GPS), and (d) indicates the structure found was distorted.
Structure GPS C GPS P/N DFT (PBE)
Cu6Pd32
TO 0.00 0.60 0.77
Deca *1.32 2.20 2.83
iMi 0.09 1.50 (d) 0.66
Oh-Ih 0.28 *1.55 0.67
pancake ico *0.28 0.00 0.00
poly-ico *1.13 0.78 1.29
Cu14Pd24
TO 0.11 *1.00 0.48
iMi 0.00 *1.36 0.62
pancake ico *0.43 0.00 0.00
poly-ico *1.63 0.11 0.42
Cu19Pd19
TO 0.11 *1.13 0.33
Deca 0.63 *1.72 1.06
iMi 0.00 *1.27 0.58
pancake ico *0.48 0.00 0.00
poly-ico *1.41 0.01 0.32
Cu24Pd14
TO 0.00 *1.18 0.04
iMi 0.00 1.09 (d) 0.00
Oh-Ih 0.40 *1.27 0.50
pancake ico *0.39 0.00 0.01
poly-ico *0.83 0.35 0.24
Cu32Pd6
TO 0.00 *0.53 0.00
iMi 0.17 0.27 (d) 0.28
Oh-Ih 0.39 *0.56 0.57
pancake ico *0.84 0.23 (d) 0.88 (d)
















GM structures at select compositions (DFT level)
Figure 6.11: The most stable clusters at select compositions, as refined with DFT. (a)
Cu6Pd32, (b) Cu14Pd24, (c) Cu19Pd19, (d) the isoenergetic Cu24Pd14 structures, and (e)
Cu32Pd6.
TO structure. These clusters are presented in Figure 6.11.
For Cu24Pd14, finding the most stable structure was less straightforward. For Cu24Pd14,
GPS C found two GM structures, the TO and iMi, that were isoenergetic (within 0.003
eV). DFT calculations indicated that the iMi structure was the most stable. Interest-
ingly, upon refinement with DFT, multiple structures become energetically competitive
with each other, with the three lowest energy clusters (the iMi and TO from GPS C,
and the pancake ico from GPS P/N) within 0.04 eV of each other. These clusters are
shown in Figure 6.11 (d). This is in contrast to all other compositions, where DFT re-
finement increased the energy range of the clusters compared to the GPSs. Both GPSs
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were required to find these three competitive motifs, as neither found all three.
The close energies seen for the Cu24Pd14 structures are not dissimilar to those seen
for pure Cu clusters in the monometallic global optimisation results. However, this
small energy range is not seen for all Cu-majority clusters, with Cu32Pd6 exhibiting
an energy difference of 0.28 eV between the GM (the TO) and the next most stable
cluster (the iMi). This small range of energies therefore cannot be solely attributed to
the composition of the cluster.
Two key structural motifs, the TO and the pancake ico, dominated as the GM struc-
tures for CumPd38–m clusters. In particular, pancake icos at intermediate compositions
are the most stable CumPd38–m clusters (as indicated by mixing energy). While the TO
is a structure that is also found in global optimisations of the monometallic clusters, the
pancake ico is only seen for bimetallic clusters. The TO is based on a bulk fcc pack-
ing, while the pancake ico is based on 6 interpenetrating 13 atom icosahedrons. These
structures both have a 6 atom core, with a 32 atom outer shell, however the packing
of the atoms give a different total number of bonds in the cluster, with the TO having
144 bonds, while the pancake ico has 157. In addition, the structure of the pancake
ico allows more variation in bond length, which can be suitable for bimetallic clusters
as it can relieve strain.136–138 The pancake ico also generally maximises the number of
heteronuclear bonds. These factors have all been shown to be important for bimetallic
cluster structure, hence it is no surprise that the pancake ico is a dominant structural
motif here.136–138
In addition to considering the structure of the cluster, we must also consider the
Cu/Pd segregation. Both GPSs performed similarly with regards to the segregation in
general. However, some variation was observed in some of the Pd-majority cases, as
shown in Figure 6.12. For Cu6Pd32, both GPS C and P/N found TO structures; the
TOs found with GPS C exhibited Cu-core/Pd-shell segregation, and GPS P/N found
TOs where Cu preferentially occupied the vertex positions. With DFT refinement, the
core-shell segregation was more favourable for the TO. In addition, the segregation found
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(a) (b) (c)
Figure 6.12: Examples of Cu6Pd32 structures found in the global optimisation runs
showing differing segregation (left), along with a graph of the number of nearest neigh-
bours each atom has, refined by element (right). (a) shows the TO found by GPS C
with Cu-core/Pd-shell segregation; it can be seen that all Cu atoms have the maximum
number of nearest neighbours. (b) shows the TO found by GPS P/N with Cu in vertex
positions, with the nearest neighbours analysis showing that Cu atoms have the mini-
mum number of nearest neighbours. (c) shows the pancake ico found by GPS P/N with
Cu-core/Pd-shell segregation, where Cu atoms have the maximum number of nearest
neighbours. Comparing (a) and (c) shows that for the same structure, segregation can
be dependent on the GPS used for the global optimisation run. Comparing (b) and (c)
shows that from the same GPS, segregation can be dependent on the structure.
with GPS P/N appeared to be dependent on structure; as stated previously, the TOs
found had Cu in the vertex positions, while for the pancake icos found the Cu atoms
segregated preferentially to the core positions.
In terms of segregation and stability, the structures found most stable after DFT
refinement are discussed here. In general, the Pd majority clusters showed Cu preferen-
tially segregating to the core and vertex positions. If one considers the number of nearest
neighbours as a driving force for segregation, this is interestingly divergent behaviour,
as the core atoms have the most nearest neighbour interactions, while the vertex atoms
have the least. As the Cu ratio increases, Pd preferentially occupies the facet sites, in
particular the (111) facet when available. These trends in segregation were seen regard-
less of the cluster motif. Analysis of the number of nearest neighbour interactions were
performed for all clusters, and can be found in Appendix I, and show the generality of
the analysis of segregation presented here.
Several previous works have investigated the structure of 38 atom bimetallic clusters
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using the Gupta potential in conjunction with a GA. The dominant motifs found across
many of the works are similar to those here, namely the TO, the pancake ico, and the
iMi, as well as several poly-ico variants.124,129,137–139,144–146 These motifs are present
across a wide range of element pairs, including Cu-Pt, Pd-Pt, Ag-Au, Ag-Cu, Ag-Ni,
Au-Cu, Ag-Pd, Pd-Au, Ag-Pt. It has been noted that in size mismatched systems,
the larger element tends to segregate to the surface, which is also seen here, with the
Pd-shell.137,138
Finally, we investigated why some cluster motifs may be hard to find (in particular,
the pancake ico). This was done by taking clusters with motifs that were only found
in the global optimisation results for one GPS, and locally optimising (and optimising
segregation using a basin-hopping algorithm) these clusters with the other GPS (see the
values in Table 6.8 with asterisks). If the energy of the resulting cluster was high, this
implies that the motif may not appear in the global optimisation results due to being
high on the PES for this GPS, whereas if the energy of the cluster was low, this may
imply that the particular motif is in an inaccessible/narrow funnel on the PES for this
GPS. Most of the clusters optimised in this way have high energies, and thus it is implied
that they are not found in the global optimisation results as they are not energetically
favourable clusters. These clusters include decas, poly-icos, TOs, and Oh-Ih motifs. The
exception to this is the pancake ico motif. These were mainly originally found in global
optimisations using GPS P/N, and reoptimised with GPS C. These clusters are relatively
low in energy, which may imply that the pancake ico is in an inaccessible/narrow funnel
on the PES for GPS C.
Factors to consider for good GPS performance for small bimetallic clusters
A final aim of this study is to compare the performance of the GPSs in terms of the
cluster global optimisation results with the calculated bulk, surface, and model cluster
results, in order to determine any factors which may indicate if a GPS will perform
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poorly/well for global optimisation of small bimetallic clusters. In addition, we consider
different methodological approaches to finding the GM clusters.
First, it appears that good performance when calculating absolute surface energies
does not correlate with good GPS performance for bimetallic clusters at this size. Note
the performance of GPS M, discussed previously; this GPS was fitted specifically to
reproduce surface energies, and performed poorly in finding the GM clusters, or indeed
any of the low energy motifs. More subtle evidence that the surface energy is not an
important consideration at this size is observed when considering the Cu/Pd segregation.
GPSs C and P/N generally predicted the correct segregation (consistent with DFT). GPS
C notably calculated the surface energy of Pd to be lower than that of Cu, in contrast to
both the experimental and DFT values, while GPS P/N predicted surface energies more
in line with experimental and DFT values. Examining the stability of the various fcc
surfaces, the DFT calculations for Pd suggested that some stepped and kinked surfaces
were more stable than some planar surfaces, especially in comparison to the Cu surface
energies. This may suggest that Pd atoms are more likely to segregate to edge and
vertex positions over Cu atoms, however this was not seen. Thus we conclude that
surface energies are not a determining factor for cluster structure in this size range.
Given that surface energies are not an important feature to fit to, some bulk param-
eters may be the key for cluster structure. One of the key differences between GPS M
and GPSs C and P/N is the very poor performance of GPS M in predicting the cohesive
energy of the metals. For the other bulk properties a less stark difference was observed
between the GPSs. This may suggest that Ecoh is an important factor in cluster structure
in this size range.
In terms of methodology, we can assess two approaches to finding the GM. The first is
performing multiple global optimisation runs using different GPSs, and refining all GM
structures with DFT. The second is using a single GPS in the global optimisation process,
and searching through the low energy clusters to find structures for DFT refinement.
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In terms of tractability, while using multiple GPSs across multiple global optimisation
runs increases the computational time and space required, it generally decreases the
human effort required, as searching through low energy clusters is not a trivial task.
Furthermore, in terms of finding the GM structures, using multiple GPSs increased the
likelihood of finding the GM structure. This appears to be due to two factors: one,
no GPS captures all the pertinent motifs (and some key bimetallic structures (e.g. the
pancake ico) appear be hard to find with some GPSs), and two, that each GPS seems
to have a certain composition range it performs the best for.
There are a few logical pathways for future work with these GPSs in determining key
factors that influence their performance. One of these is to introduce non-symmetrical
weighting for the heteronuclear (Cu-Pd) parameters. Here, the heteronuclear parameters
for GPSs C and P/N are constructed by taking the arithmetic mean of the two homonu-
clear parameter sets (i.e. they are symmetrically weighted). Previous works have found
that non-symmetrical weighting can influence the structures of the clusters found.139,147
An additional route to consider is introducing different parameter sets for core and shell
atoms. This would require many more parameter sets, with a core-core, core-shell, and
shell-shell parameter set for each of the Cu-Cu, Cu-Pd, and Pd-Pd interactions, however,
given the speed and low computational cost of using the Gupta potential, this is entirely
plausible. This approach may allow for a better understanding of atomic segregation
and the dependence of the structure on surface energies.
Another pathway for exploration is the application of the methods used here in global
optimisations of larger clusters (up to hundreds of atoms). For example, it was found
that at this size, surface energy is not a key determinant of cluster structure and is thus
inappropriate to fit a GPS to; however, this may not hold at larger sizes, where surface
morphology is more similar to that of extended systems. This is investigated in the next
chapter, Chapter 7, where global optimisations of 55, 78, and 101 atom CuPd clusters




The structure of 38 atom CuPd clusters was investigated, using three parameterisations
of the Gupta potential, and refined using density functional theory (DFT). These three
Gupta parameter sets (GPSs) were first assessed in terms of calculating bulk, surface,
and monometallic cluster properties. It was found the GPSs C, P, and N performed
similarly for bulk properties, while GPS M performed poorly. For surface properties,
GPS M performed the best for absolute surface energies, however all GPSs performed
similarly for the ordering of the surface energies, and the ratios between surface energies.
For the model monometallic clusters, no clear conclusions could be drawn regarding
relative performance of the GPSs. However, when the GPSs were used in a genetic
algorithm (GA) for monometallic clusters, GPS M performed poorly at finding the GM
cluster, insteading finding many amorphous structures to be stable, due to the structural
freedom that the GA allows.
It was observed that GPS M was unsuitable for global optimisations of CuPd clusters
at this size, as the results from GPS M never aligned with the DFT refinement. The
fitting of GPS M to surface energies and the poor performance at predicting Ecoh was
determined to be a likely cause for the poor performance of GPS M.
The putative global minimum (GM) clusters across all compositions for each GPS
were found, and refined with DFT. It was found that the truncated octahedron (TO)
and pancake ico are particularly stable motifs across various compositions. In general,
Cu atoms preferentially segregated to the core and vertex positions, whereas Pd prefer-
entially segregated to the shell, and at higher Cu compositions in particular, the faces
of the cluster.
Low energy clusters at select compositions were investigated with GPSs C and P/N.
It was concluded that the neither of the chosen GPSs captured the full range of stable
structures (as determined by DFT refinement with the PBE exchange-correlation func-
170
tional), and overall it was determined that performing multiple global optimisations with
multiple GPSs improved the investigation of stable bimetallic structures, and increased




CuPd Cluster Structure II: Mid
to Large Sized Clusters - 55 to
318 Atoms
This chapter considers the shape, stability, and segregation of a variety of clusters in
the size range 55 to 318 atoms. This work is an extension of Chapter 6, using the same
three Gupta parameter sets (GPSs) that were considered there, extending the size range
to explore the generality of the results. Here, we evaluate both the stable structures of
CuPd clusters, and the performance of each of the GPSs. For the mid-size clusters, of 55,
78, and 101 atoms, the GPSs were used to describe the cluster energies, within a genetic
algorithm, in order to perform global optimisations. For the larger clusters, of around
147 and 309 atoms, the GPSs were used to perform local optimisations of clusters with
specific segregation patterns, for three well-defined structural motifs. In general, it is
found that each GPS behaves similarly across all sizes, including the 38 atom clusters in
Chapter 6. GPS C finds clusters similar to those seen for the monometallic clusters, and
structures based on icos. GPS M has a strong tendency to find amorphous structures.
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GPS P/N finds clusters with structures similar to the monometallic structures for the
Pd- and Cu-majority regions, and poly-ico structures in intermediate regions. Overall,
GPS M performs poorly across all ranges. GPS P/N is generally the most consistent
with DFT, and finds the most structural variety across the composition ranges. GPS C
performs relatively well for regions close to monometallic, but poorly for intermediate
compositions, as it does not find enough structural variety.
Upon DFT refinement, it is found that in regions close to the monometallic com-
positions, clusters with motifs similar to the monometallic cluster are the dominant
stable structures, while in the intermediate regions, clusters based on poly-icos are the
most stable structures. In terms of the segregation, it was found that at Pd-majority
compositions, Cu atoms were found in the core and edge sites, while across the inter-
mediate compositions, the clusters were mixed, and at Cu-majority compositions, Pd
atoms showed some preference for the faces of the clusters. In terms of atomic segre-
gation, both GPSs P/N and C are required to find the lowest energy segregation (as
determined with DFT).
Calculations and analysis in this chapter were performed solely by the author of
this thesis, under the supervision of Dr Anna Garden. Geoffrey Weal wrote the genetic
algorithm used in this chapter.69
7.1 Introduction
Clusters used for catalysis are often relatively large,7,8 and thus understanding the struc-
ture at these sizes is key. It has been observed that as clusters increase in size, there is a
transition in the preferred motif.141,148,149 At smaller sizes, ico structures are the domi-
nant motif, while at larger sizes, structures based on fcc packing, such as deca and octa
clusters, become the dominant motif. This transition (cross-over) between motifs does
not necessarily occur at a distinct size, as there are specific sizes, for each motif, where
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particularly stable versions of that motif exist. An example of this, seen in Chapter 6,
is the 38 atom truncated octahedron, which is particularly stable, even though most of
the highly stable clusters in this size range are icos.38,41 In addition, this cross-over to
fcc structures occurs at different sizes for different metals.124,149
For bimetallic clusters, it has been proposed that the cross-over from ico struc-
tures to fcc structures occurs somewhere between the cross-over sizes of the two related
monometallic clusters.124 For Cu, ico structures are predicted to be favoured for sizes up
to around 1000 atoms, while for Pd, ico structures are only favoured for small clusters,
with a cross-over predicted to occur at a size smaller than 100 atoms.130 Thus in this
chapter, where we consider clusters up to around 309 atoms, we may see some cross-over
in preferred motifs.
Global optimisation of bimetallic clusters of the size range of interest here has been
performed for a variety of metal pairs, including AgPd,124 AuPd,150 and CoPt.151 For
AgPd clusters, at the 60 atom size an ico was found to be the most stable structure, while
at 100 atoms, a deca was found to be most stable.124 This is potentially an example of the
cross-over from ico to fcc based structures. Also of note in this work was the conclusion
that poly-ico structures were particularly stable. For AuPd clusters at 98 atoms, the
dominant motifs found were based on fcc structures, including Marks decahedra and an
“fcc-hcp” structure.150 Finally, for CoPt clusters at 76 atoms, a notable structure found
was a “double pancake”, which is similar to a 38 atom pancake ico, with the equivalent
of two 38 atom pancake icos stacked together.151 It is clear that a wide range of clusters
are stable at these sizes, and some evidence has been found for cross-overs occurring for
various bimetallic clusters.
In the previous chapter, the hypothesis that using multiple GPSs (in multiple global
optimisation runs) could improve the search for low energy clusters was tested. The
putative GM clusters at each composition with each GPS were refined with DFT, and
the resulting mixing energy curve constructed. This method was tested in contrast to an
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approach where only one GPS was used, and low energy clusters (as opposed to solely
the GM) were refined with DFT. It was concluded that the use of multiple parameter
sets allowed us to find a wider structural variety of clusters, which did indeed improve
the search.
Here, the methodology from Chapter 6 is applied to larger cluster sizes, with two
aims. First, to understand how the GPS performance changes with size, and second,
to understand the structural trends seen for CuPd clusters, and determine the likely
structure of larger CuPd clusters. Global optimisation runs are performed for 55, 78,
and 101 atom clusters, using the three GPSs tested in the prior chapter (GPSs C, M, and
P/N). Putative GM clusters from each GPS are refined with DFT, in order to construct
a mixing energy curve for each size. The behaviour of each GPS is considered across the
range of clusters that global optimisations have been performed for, 38, 55, 78, and 101
atoms, in terms of trends in cluster structures and segregation patterns observed, and
stability of clusters.
In addition, larger cluster sizes of around 147 and 309 atoms are considered. These
sizes are too large for efficient global optimisation, and thus we consider a variety of
specific segregation patterns for three well defined cluster motifs, and perform local
optimisations on these. Finally, we assess the overall methodology used in the search for
low energy bimetallic clusters.
7.2 Computational Details
In general, the calculations in this chapter were performed using similar computational
details as those in Chapter 6. The Gupta potential is used to model interatomic interac-
tions and perform local minimisations. Three sets of parameters (GPSs) are used within
the Gupta potential, GPS C, GPS M, and GPS P/N.64,123–125 Details on these GPSs
and their fitting can be found in Chapter 6. The key differences in the computational
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details for the genetic algorithm between Chapter 6 and the present chapter were the
number of generations and GA runs performed. For the 55 atom clusters, the GA was
run for 400 generations (similar to the 38 atom clusters), with 100 GA runs for each
composition (compared to 20 at the 38 atom size). For the 78 and 101 atom clusters,
the GA was run for 1000 generations, with 100 GA runs for each composition. More
generations and GA runs are used for these sizes than for 38 atom clusters; at larger
sizes this is required to ensure some confidence that the GM cluster is likely to have
been found.
All clusters presented in the mid-size clusters section have also undergone further
optimisation of the atomic segregation, using a basin-hopping algorithm.128 20,000 basin
hop steps were carried out, where every basin hop step was accepted. This is a larger
number of basin hop steps than was used for the 38 atom clusters, again to ensure the
lowest energy cluster is found. The GM cluster was the cluster with the lowest energy
found during this process. The mid-size clusters were also refined with DFT, in order
to construct the DFT mixing energy curves, using the same computational details as in
Chapter 6.
For the larger clusters, around 147 and 309 atoms, global optimisation would not be
efficient or indeed even feasible. Instead, specific segregation patterns were considered
for three stable closed-shell motifs. For each cluster, a local optimisation using the
Gupta potential was performed, with each GPS. The clusters around the 147 atom size
range have also been refined with DFT, using the same calculation parameters as for
the mid-size clusters.
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7.3 Results and Discussion
7.3.1 Mid-size Clusters - 55, 78, and 101 Atoms
Three sizes of cluster are presented in this section: 55, 78, and 101 atom clusters. For
55 atoms, the closed-shell Mackay icosahedron (Mackay ico) structure is known to be
particularly stable for monometallic clusters,41 and has been observed experimentally
for anionic clusters.135
78 and 101 atoms are sizes that are intermediate to two closed-shell ico sizes (55 and
147). Investigating cluster structures at these sizes allows us to understand more about
the shape and stability of open-shell clusters, where an incomplete version of a larger
closed-shell motif is possible. 78 atoms is a size with less than half of the “shell” of a
147 atom cluster, while 101 atoms has more than half of the shell of a 147 atom cluster.
These sizes also allow more understanding of cluster structures that are not necessarily
defined by the classic closed-shell motifs, such as the poly-ico structures that have been
shown to be stable for bimetallic clusters.136,151
Throughout this section, cluster motifs have been assigned from visual inspection of
the cluster structure. Poly-ico structures, in particular, are identified by having multiple
13 atom ico sub-units, or one or more “pancake ico”-like stuctures.
55 atom clusters
The mixing energy curves constructed for each GPS, and the DFT refined structures,
are presented in Figure 7.1. Example clusters showing the trends in segregation for
each GPS, and the preferred segregation on DFT refinement, are shown in Figure 7.2.
For GPS C (Figure 7.1 (a)), the dominant structure found was the Mackay ico, which
was found to be the putative GM structure at all compositions. The mixing energies
indicate that the most stable structure is Cu13Pd42, which enables a complete Cu core
and Pd shell. In terms of atomic segregation, at high Pd compositions, Cu preferentially
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occupied the core, while at intermediate compositions, Cu occupied the core and vertex
positions, and at high Cu compositions, Pd occupied shell positions.
For GPS M (Figure 7.1 (b)), more variety was seen in the stable structures, with octa-
hedral, amorphous, and poly-icosahedral structures stable across different compositions.
Two of these structural families were particularly dominant for GPS M, the octa and
amorphous clusters, which are the GM structures across most compositions. The Mackay
ico was only the most stable structure at compositions very close to either monometallic
cluster, while poly-ico structures are stable for a small range of Cu-majority structures.
The segregation observed for GPS M clusters was somewhat dependent on the motif
found; for the Pd-majority Mackay icos, Cu preferentially occupied the core, while for
the Pd-majority octas, Cu preferred the vertex sites. For the intermediate composition
region, comprised of octa and amorphous structures, the clusters were highly mixed. In
the Cu-majority region, each Pd atom was surrounded by Cu atoms, forming several
Pd-core Cu-shell units in each cluster. This appeared to minimise the number of Pd-Pd
bonds.
Finally, for GPS P/N (Figure 7.1 (c)), only two structures were found to be GM
structures. Similar to GPS C, the Mackay ico was the most stable structure over most of
the compositions. For an intermediate region, Cu19Pd36 to Cu31Pd24, poly-ico structures
were the most stable. The mixing energies indicate that the most stable composition is
one of these poly-ico structures.
A key difference between the Mackay ico structures found by GPSs C and P/N is the
atomic segregation in the Pd-majority region (Figure 7.2, left); while for GPS C, the Cu
atoms preferentially segregate to the core, with GPS P/N, at Pd-majority compositions
a single Cu atom occupies the very centre of the cluster, with the remaining Cu atoms
segregating to the vertex positions, followed by the second shell. Through intermediate
and Cu-majority compositions, the segregation is similar to that for GPS C, with Pd


























































(e) Examples of each cluster motif
Figure 7.1: Mixing energy (∆55) of 55 atom clusters as a function of composition; (a),
(b), and (c) show the ∆55 of the GM clusters as found with the three GPSs, (d) shows the
∆55 of the lowest energy clusters as refined with DFT, and (e) shows examples of each
cluster motif. Colours indicate the structural motif of the cluster: Mackay icosahedron







Figure 7.2: Selected clusters showing trends in segregation across the different composi-
tions for the 55 atom size. Clusters from each GPS and DFT are shown, at Pd-majority,
intermediate, and Cu-majority compositions.
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An interesting feature of both the GPS C and GPS P/N mixing energy curves is
the drop in mixing energy between Pd55 to Cu1Pd54. For both GPSs, the structure of
Cu1Pd54 is a Mackay ico with a single Cu atom occupying the very centre of the cluster.
Ico structures are known to have high internal strain, which increases with increasing
size.141,148 It is also known that removing this very centre atom can release this strain
and stabilise the cluster.148 Here, we propose that the incorporation of a Cu atom, which
is smaller than a Pd atom, also allows the release of some of the internal strain.
Similar to the previous chapter, a DFT mixing energy curve has been constructed
(Figure 7.1 (d)). This curve is constructed by performing a local optimisation using DFT
of each cluster found by each GPS to be a GM structure, and plotting the mixing energy
of the lowest energy cluster at each composition. For the 55 atom clusters, it was found
that the Mackay ico is the dominant motif across most of the range of compositions.
The poly-ico was also found to be stable, being the most stable motif for a small range
of compositions from Cu19Pd36 to Cu24Pd31.
In terms of the GPS performance, with respect to the DFT refined results, GPS P/N
performs the best in terms of the variety of motifs found, as it is the only GPS to predict
both stable motifs, although it slightly overestimates the range where poly-ico clusters
are the most stable motif. GPS C also performs relatively well, however only captures
one motif. Even though GPS C only captures one motif, upon DFT refinement it is
found that the Mackay icos from the GPS C global optimisations have more favourable
segregation than the GPS P/N Mackay icos, at Pd-majority compositions, i.e. the Cu-
core Pd-shell segregation is more favourable than the Cu vertex segregation. GPS M
is not very consistent with the DFT refined results at all, and performs poorly overall.
The performance of the GPSs is very similar to what was seen for the 38 atom clusters.
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78 atom clusters
In general, the results for the 78 atom clusters are very similar to those for the smaller
clusters, and thus here we will mainly discuss notable differences. One of the key dif-
ferences seen here is that clusters based on fcc packing become more dominant at this
size, with the introduction of deca clusters, and more octa clusters seen. Deca clusters
occurring at this size is perhaps not surprising, given that 78 atoms is very close in
size to a 75 atom Marks decahedron that has been shown to be particularly stable for
monometallic clusters.152
The mixing energy curves for each GPS, and the DFT refined mixing energy curve,
are presented in Figure 7.3. Example clusters showing the trends in segregation for each
GPS, and the preferred segregation on DFT refinement, are shown in Figure 7.4. For
GPS C, Figure 7.3 (a), a structure based on a Mackay ico is the dominant motif, similar
to the 55 atom clusters. This Mackay ico has a complete 55 atom core and a partial
outer shell. A difference from the 38 and 55 atom clusters is the introduction of a deca
motif as a stable motif, for clusters close to monometallic compositions (Pd78 and Cu78).
The preferred segregation is again Cu-core Pd-shell, the same as was observed for 38
and 55 atom clusters.
GPS M again shows a tendency to find amorphous structures to be the most stable,
Figure 7.3 (b), with most of the composition range dominated by amorphous clusters,
with some octa clusters in the intermediate composition range. In the Pd-majority
region, a variety of stable structures are seen, including ico, deca, and octa structures.
The segregation is similar to what was observed for 38 and 55 atom clusters, with Cu
atoms in vertex positions at Pd-majority compositions, highly mixed clusters in the
intermediate composition range, and Pd-core Cu-shell sub-units observed for the Cu-
majority compositions.
Four stable motifs are observed for GPS P/N: octa, poly-ico, ico, and deca clusters,



















































































(d) DFT refined structures
(e) Examples of each cluster motif
Figure 7.3: Mixing energy (∆78) of 78 atom clusters as a function of composition; (a),
(b), and (c) show the ∆78 of the GM clusters as found with the three GPSs, (d) shows the
∆78 of the lowest energy clusters as refined with DFT, and (e) shows examples of each
cluster motif. Colours indicate the structural motif of the cluster: incomplete Mackay








Figure 7.4: Selected clusters showing trends in segregation across the different composi-
tions for the 78 atom size. Clusters from each GPS and DFT are shown, at Pd-majority,
intermediate, and Cu-majority compositions.
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(a) (b)
Figure 7.5: The two poly-ico structures found for 78 atom clusters; (a) the slightly
elongated structure, and (b) the double pancake-like structure. Structure (a) is found
in the range Cu18Pd60 to Cu55Pd23, while structure (b) is found in the range Cu56Pd22
to Cu70Pd8. Each structure is shown from two views.
are most stable. In the intermediate region, Cu18Pd60 to Cu70Pd8, poly-ico clusters are
most stable, similar to the smaller sizes. For the remaining Cu-majority clusters, ico
clusters are most stable, except for the pure Cu78 cluster, and the Cu77Pd1 cluster, which
both have a deca motif. As for smaller clusters, with GPS P/N the observed segregation
has Cu preferentially segregating to vertex sites for Pd-majority clusters, followed by
core sites for intermediate compositions.
It is interesting to note that two distinct structures were observed for the poly-ico
clusters, as shown in Figure 7.5; a slightly elongated structure was observed in the range
Cu18Pd60 to Cu55Pd23 (Figure 7.5 (a)), and a “double pancake”-like structure observed
in the range Cu56Pd22 to Cu70Pd8 (Figure 7.5 (b)). This double pancake-like structure is
named so here as it is similar to a double pancake that has been previously observed for
76 atom bimetallic clusters, with two pancake icos stacked with their faces together.41,151
For the DFT refined clusters, Figure 7.3 (d), we see four motifs: octa, deca, ico and
poly-ico structures. Octa and deca structures, are the most stable clusters in the Pd-
majority region (Pd78 to Cu10Pd68), and Cu78 and Cu77Pd1 clusters, i.e. compositions
close to monometallic. Across most of the intermediate range, poly-ico clusters are most
stable (Cu18Pd50 to Cu65Pd13), similar to smaller sizes. Mackay ico clusters, with a
partial shell, are the most stable structure in two regions, Cu11Pd68 to Cu17Pd61, and
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Cu66Pd12 to Cu76Pd2. Again, GPS P/N generally performs the best here, as it is most
consistent with DFT, while GPS C captures some of the motifs, but does not capture
the ranges these motifs are stable for, and GPS M performs very poorly.
101 atom clusters
The 101 atom clusters continue the trends seen for all of the smaller clusters. As with
the 78 atom clusters in particular, we see a higher number of structures based on fcc
packing, including decas and octas. For the 101 atom clusters, the mixing energy curves
for each GPS, and the DFT refined mixing energy curve, are presented in Figure 7.6.
Example clusters showing the trends in segregation for each GPS, and the preferred
segregation on DFT refinement, are shown in Figure 7.7. GPS C finds two stable motifs
across the composition range; deca structures dominate in regions close to monometallic
compositions, while across most of the composition range (Cu10Pd91 to Cu99Pd2), an
incomplete Mackay ico is the most stable structure, as shown in Figure 7.6 (a). This
incomplete Mackay ico is similar to what was seen for 78 atoms, where the structure has
a complete 55 atom Mackay ico core and a partial outer shell. As with smaller sizes, the
segregation observed for the GPS C structures is a Cu-core at Pd-majority compositions,
with Pd atoms in shell positions across all compositions.
Again, GPS M finds amorphous structures to be the most stable clusters across
most of the composition range, as shown in Figure 7.6 (b). For compositions close to
half-Cu half-Pd, octa structures are the most stable. In addition, for Cu1Pd100 and
Cu2Pd99, incomplete Mackay icos were the most stable clusters. Similar to smaller sizes,
the preferred segregation observed for the GPS M clusters was Cu-vertex atoms at Pd-
majority compositions, highly mixed through intermediate compositions, and Pd-core
Cu-shell sub-units for Cu-majority clusters.
Similar to smaller sizes, GPS P/N finds a variety of cluster structures, as shown




















































































(d) DFT refined structures
(e) Examples of each cluster motif
Figure 7.6: Mixing energy (∆101) of 101 atom clusters as a function of composition; (a),
(b), and (c) show the ∆101 of the GM clusters as found with the three GPSs, (d) shows
the ∆101 of the lowest energy clusters as refined with DFT, and (e) shows examples
of each cluster motif. Colours indicate the structural motif of the cluster: incomplete
Mackay icosahedron (red), poly-icosahedral (yellow), octahedral (purple), amorphous







Figure 7.7: Selected clusters showing trends in segregation across the different composi-
tions for the 101 atom size. Clusters from each GPS and DFT are shown, at Pd-majority,
intermediate, and Cu-majority compositions.
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octa, poly-ico, and incomplete Mackay icos. In the Pd-majority region, most of the
stable clusters have deca structures, with a couple of octa structures found. Across
the intermediate composition range, poly-ico structures dominated. For Cu-majority
clusters, incomplete Mackay icos are seen. In terms of the segregation, trends similar
to smaller sizes are observed; at Pd-majority compositions, Cu vertices and edges are
observed, while in Cu-majority compositions, Pd atoms segregate to the shell.
The mixing energy for GPS P/N is somewhat erratic at this size. This is likely due to
the small difference in energy between Pd101 and Cu101, which leads to mixing energies
close to zero, and magnifies any small differences in mixing energy.
For the DFT refined clusters, Figure 7.6 (d), four motifs are found to be most stable
across the composition range. The monometallic clusters, and clusters close to Pd101,
have deca structures, while those approaching half-Cu half-Pd are mostly poly-icos,
with a couple of octa structures. In two composition ranges, the incomplete Mackay ico
dominates: Cu10Pd91 to Cu39Pd62, and Cu62Pd39 to Cu100Pd1. In this case, two of the
GPSs perform relatively well; GPS C is consistent with DFT for the Pd-majority and
Cu-majority regions, while GPS P/N is consistent with DFT for the intermediate and
Cu-majority regions. GPS M, again, performs relatively poorly, however, it is worthy to
note that the three stable octa structures in the DFT refined mixing energy curve are
all from GPS M results.
7.3.2 Analysis of Overall GPS Performance
Here, we compare the GPS performance across the four different sizes that global op-
timisations have been performed for, 38, 55, 78, and 101 atoms, and all compositions.
The trends, similarities, and differences observed across the range of sizes are discussed,
in terms of structure, segregation, and stability. The original fitting of each GPS is also
considered, in order to see if any insight into GPS fitting for bimetallic clusters is gained.
Each GPS chosen here has been fitted to reproduce certain features of a Cu or Pd
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system; the fitting is discussed in Chapter 6, however will be revisited here. For GPS
C, the Cu-Cu and Pd-Pd parameters were fitted to bulk properties,64 while the Cu-Pd
parameters were introduced here, and were constructed by taking the arithmetic mean
of the Cu-Cu and Pd-Pd parameters. GPS M was fitted to experimentally determined
surface energies, with the Cu-Pd parameters explicitly fitted to reproduce major char-
acteristics of the bulk CuPd alloy phase diagram.125 GPS P/N is constructed from two
parameter sets, fitted to similar features. GPS P describes Cu-Cu interactions, and was
fitted to DFT calculated values of cohesive energy, lattice constant, bulk modulus, and
the energy difference per atom between bulk hcp and fcc phases (∆E(hcp−fcc)).
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N describes Pd-Pd interactions, and was fitted to the same features as GPS P, with
the addition of some DFT calculated surface energies.124 The Cu-Pd parameters were
introduced in this work, and as for GPS C, were constructed by taking the arithmetic
mean of the Cu-Cu and Pd-Pd parameters.
For the four sizes of cluster that have been investigated here, each GPS exhibits clear
trends across the whole size range. GPS C finds little structural variety, with structures
based on Mackay icos dominant across all sizes. The two other cluster motifs found by
GPS C are the truncated octahedron (TO) at the 38 atom size, and deca motifs, at the
78 and 101 atom size. For both the TO and the deca motifs, these are the preferred
motif found for the monometallic clusters as well.
It was observed in the radial distribution functions (RDFs) for the 38 atom clusters
that the Cu-Cu, Pd-Pd, and Cu-Pd bonds in the GPS C clusters were all similar lengths;
this may account for the dominant cluster motifs being so similar to monometallic clus-
ters. RDFs have also been calculated for the larger GPS C clusters, with selected RDFs
shown in Figure 7.8. Again, it can be observed that the Cu-Cu, Pd-Pd, and Cu-Pd
bonds are all similar lengths. High variance in atomic radii or bond lengths have been
shown to induce internal strain in clusters, which in turn promotes structures like poly-
icos (which are not generally stable for monometallic clusters), as these can alleviate
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Cu13Pd42 - Mackay ico Cu9Pd69 - deca
Figure 7.8: Selected RDFs, refined by element, calculated for GPS C clusters; left, RDF
for a 55 atom Mackay ico, centre, RDF for a 78 atom deca, and right, RDF for a 101
atom deca. The Cu-Cu function is depicted in orange, the Pd-Pd function in teal, and
the Cu-Pd function in pink.
this strain.137,138 If the strain is not present, it makes sense that the cluster motifs are
similar to monometallic motifs.
In addition, for GPS C the segregation showed little variation as size was increased;
for Pd-majority clusters, Cu-core Pd-shell clusters were common, intermediate composi-
tions were often mixed, while for Cu-majority clusters, Pd atoms were often found in the
shell, particular on planar faces of the clusters. Another point to note is that the mixing
energy curves were relatively similar at the different sizes, with the shape of the curve
remarkably similar for the 55, 78, and 101 atom sizes, and in each case, the minimum
mixing energy (i.e. most stable composition) found at a Cu:Pd ratio of around 1:3.
GPS M had a strong tendency toward amorphous clusters. While from visual in-
spection, many GPS M clusters appeared to have an overall octa-like motif, RDFs for
the 38 atom clusters showed that there was little short or long range order in the GPS
M clusters, with erratic and varying bond lengths. RDFs have also been calculated for
the larger GPS M clusters, with selected RDFs shown in Figure 7.9. These RDFs also
show the lack of short and long range order in the GPS M clusters. The tendency to-
ward amorphous clusters was even present for monometallic clusters, with an amorphous
cluster found to be the GPS M putative GM for Cu38, Cu78, Pd101, and Cu101.
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Figure 7.9: Selected RDFs, refined by element, calculated for GPS M clusters; left, RDF
for a 55 atom octa, centre, RDF for a 78 atom deca, and right, RDF for a 101 atom
octa. The Cu-Cu function is depicted in orange, the Pd-Pd function in teal, and the
Cu-Pd function in pink.
Although the GPS M structures could generally be regarded as amorphous, there
were distinct types of amorphous cluster observed with distinct segregation patterns,
dependent on the composition, across all sizes, examples of which are shown in Figure
7.10. For the Pd-majority region, amorphous clusters were somewhat octa-like, with the
Cu atoms segregating to the surface, where they created a vertex atop four Pd atoms.
In the intermediate composition region, clusters had distorted octa motifs, with the Cu
and Pd highly mixed. In the Cu-majority region, each Pd atom was surrounded by Cu
atoms, forming Pd-shell Cu-core sub-units.
The structures found with GPS M had very compressed bonds in most cases, across
all sizes, especially for the Cu-Pd bonds. This was particularly notable for the octa
structures of intermediate compositions; DFT refinement of GPS M clusters usually led
to a more relaxed structure, with much longer bonds. An example of a GPS M cluster
pre- and post- DFT refinement can be seen in Figure 7.11. In addition, this compression
of bond lengths can be seen in the RDFs in Figure 7.9.
The mixing energy curves for GPS M were very similar in terms of the shape of
the curve for all sizes, which was also seen for GPS C. At each size, the mixing energy







Figure 7.10: Example clusters from GPS M showing the distinct types of amorphous clus-
ters found. The left-hand column shows Pd-majority clusters, while the centre column
shows clusters of intermediate compositions, and the right-hand column shows clusters
of Cu-majority compositions. From top to bottom, the size of the cluster increases, from









Figure 7.11: (a) a cluster from the GPS M global optimisation run for 38 atoms, (b)
the same cluster after DFT refinement. The numbers indicate the average Cu-Pd bond
length in each cluster.
2:1.
The clusters found by GPS P/N can be separated into two different types, in two
different regions: those of either Cu- or Pd-majority compositions, where motifs similar
to the monometallic motif were dominant, or those of intermediate compositions, where
the poly-ico motif was dominant. The size of each of these regions varied for each size;
for example, for the 38 atom clusters, 30 of the 39 GM clusters were poly-icos, while
for the 55 atom clusters, only 13 of the 56 GM clusters were poly-icos. For 78 and 101
atoms, more poly-icos are seen, similar to the 38 atom size. The small number of poly-
icos seen for the 55 atom clusters may be due to the notable stability of the Mackay ico.
In terms of segregation, at Pd-majority compositions Cu atoms were found in vertex
and edge sites, while for the remaining compositions the clusters were relatively mixed,
with some preference for the Pd atoms to segregate to the faces of the clusters.
Unlike GPSs C and M, the mixing energy curves for GPS P/N are not similar across
the sizes. It can be observed that as the cluster size increases, the curve becomes more
irregular. This is due to the small difference in energy between the pure Cu and pure
Pd clusters, leading to small mixing energy values overall, and thus magnifying any
differences. This potentially implies that GPS P/N is poor at predicting relative cluster
energies. However, regardless if GPS P/N is poor at predicting the energetics, it was
found that it is generally good at predicting cluster structure, as over the four sizes, it
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is the GPS that most consistently found structures that were found to be the lowest
energy upon refinement with DFT.
Overall, in terms of the perfomance of the GPSs, we can compare them to the DFT
refined mixing energy curves. GPS M clearly does not perform well, rarely predicting
either the motif or segregation that was found to be most stable with DFT. Although the
fitting of GPS M to surface properties implies it may perform better for mid-size clus-
ters than small clusters, as surface energies become more important in defining cluster
structure, this was not observed.
GPS C performed best for clusters near the monometallic compositions, i.e. highly
Pd- or Cu-majority. In the intermediate composition range, the lack of structural variety,
in particular the invariable bond lengths and motifs found, predicted by GPS C meant
that it did not find the favoured poly-ico structures.
GPS P/N generally performed the best at finding the cluster motif consistent with
DFT. This was especially the case in the intermediate composition regions, where it was
the only GPS to find the poly-icos that were indicated to be energetically favourable
with DFT.
There was some overlap between the structural motifs found by GPSs C and P/N in
the Cu- and Pd-majority regions, however there was little overlap with regards to the
atomic segregation seen in these clusters. When these clusters were refined with DFT, it
was found that neither of the GPSs consistently predicted the more stable segregation;
i.e. neither GPS had notably better performance for predicting segregation.
It was suggested in Chapter 6 that good performance when calculating absolute
surface energies did not correlate with good GPS performance for 38 atom bimetallic
clusters. We further extend that here, and suggest that at intermediate sizes, surface
energies are not necessarily a determining factor in the structure or segregation of a
cluster. First, GPS M, fitted to surface energies, remains a poor choice for bimetallic
cluster optimisation at these slightly larger sizes. Secondly, in the prior chapter it was
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noted that while GPSs C and P/N had differing behaviour in calculating surface energies,
they found similar segregation patterns in many cases. For these mid-size clusters, GPSs
C and P/N predict differing segregation patterns, however, neither is more consistent
with DFT. This indicates that the differing behaviour in calculating surface energies does
not necessarily correlate with either having improved prediction of segregation patterns.
7.3.3 Evolution of CuPd Structure With Size
Here, we discuss how the structure of CuPd clusters evolves across the sizes considered
here, with respect to the structures found to be most stable with DFT refinement. The
mixing energy curves constructed from the DFT refined clusters are reproduced in Figure
7.12 for clarity.
At 38 atoms, three regions of stability were observed; at compositions close to the
monometallic clusters (Cu38 and Pd38) the TO was the dominant motif, while for in-
termediate regions, the pancake ico was the dominant motif. Note that in the 38 atom
mixing energy curve, both the pancake ico (shown in blue, a type of poly-ico) and TO
(black, a type of octahedron) are well-known, defined versions of their respective motifs,
hence are shown in unique colours.
For 55 atoms, the Mackay ico, a structure known to be particularly stable for
monometallic clusters,41,135 was the dominant motif observed, being the most stable
cluster across nearly the whole composition range. For a select few intermediate com-
positions, Cu19Pd36 to Cu24Pd31, a poly-ico structure was most stable.
At 78 atoms, a wider range of structures are seen, including the addition of a few
structures based on fcc packing. At compositions close to the monometallic clusters
Cu78 and Pd78, these structures based on fcc packing, deca and octa clusters, are most
stable. In the intermediate range, poly-ico clusters are the predominant structure seen.
At slight Cu- and Pd- majority compositions some incomplete Mackay icos are seen,
which have a complete 55 atom Mackay ico core, and a partial outer shell.
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For 101 atoms, a very similar pattern is seen to the 78 atom clusters, with the
intermediate compositions found to have a poly-ico structure, and clusters at slight Cu-
and Pd-majority regions found to be an incomplete Mackay ico. A key difference is that
the fcc structures seen in the regions close to the monometallic compositions are all deca
clusters, whereas at 78 atoms, a mix of deca and octa structures were seen.
As the cluster size increases, it is seen that both poly-icos and structures based on
Mackay icos are key motifs in the intermediate regions. In particular, for compositions
with a Cu:Pd ratio around 1:1, the poly-ico is particularly dominant. This may be
due to the ability of poly-ico structures to relieve internal strain related to atom size
mismatch.136–138
It is also seen that as cluster size increases, the tendency toward structures based on
fcc packing become more dominant, especially in the regions close to the monometallic
compositions. In particular, this is seen for the Pd-majority regions. Recall the pro-
posal that a bimetallic cluster’s cross-over size lies between the cross-over size of each
monometallic cluster,124 and the cross-over sizes proposed for Cu (around 1000 atoms)
and Pd (less than 100 atoms). The tendency toward deca structures at the larger sizes,
especially in Pd-majority regions, may thus suggest that the larger size range (78 to 101)
atoms is approaching the bimetallic cross-over size for CuPd clusters.
7.3.4 Evolution of CuPd Segregation With Size
Here, we discuss how the segregation of CuPd clusters evolves across the sizes considered
here, with respect to the structures found most stable with DFT refinement. The trends
seen for segregation were relatively invariant across both cluster size and motif. Figure
7.13 shows examples of the segregation patterns seen across all sizes (clusters shown are
101 atoms, but are representative of the trends). At intermediate compositions, and
through to Cu-majority compositions, it was observed that the preferred segregation


















































































Figure 7.12: Mixing energy (∆N ) of all sizes as a function of composition as refined
with DFT. Colours indicate the structural motif of the cluster: truncated octahedron
(black, a specific type of octa), (incomplete) Mackay icosahedron (red), pancake ico (blue,
a specific type of poly-ico), poly-icosahedral (yellow), octahedral (purple), amorphous
(green), and decahedral (pink).
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Pd-majority Intermediate Cu-majority
Figure 7.13: Examples of preferred segregation of 101 atom clusters for Pd-majority
(left), intermediate (centre), and Cu-majority (right) compositions.
Pd-majority compositions, it was generally found that there were two positions that Cu
atoms preferentially segregated to; the core of the cluster, or the vertices (and edges).
As noted in Chapter 6, the segregation of Cu atoms at Pd-majority compositions
is slightly peculiar behaviour, as if one considers the number of nearest neighbours
each atom has, core atoms have the most, while vertex atoms have the least. There is
potential that Cu may segregate to these positions not as a result of Cu atoms being
particularly stable in those positions, but more as a result of Pd atoms being particularly
unstable in the core and vertices. This is also somewhat observed for Cu-majority
compositions, where Pd atoms preferably segregate to the faces of a cluster (where there
is an intermediate number of neighbours). However, it is difficult to refine whether the
segregation of a bimetallic cluster is driven by the stability of one element over another.
7.3.5 Larger Clusters - 147 and 309 Atoms
In this final section, we present a preliminary study considering larger clusters with
defined motifs and segregation patterns, around the 147 and 309 atom size. These sizes
are chosen as it is known that a stable, closed-shell ico cluster exists, with stable octa and
deca motifs found at nearby sizes.153 For the 147 atom size bracket, the chosen clusters
are a 140 atom truncated octa, a 146 atom Marks deca, and a 147 atom ico. For the 309
atom size bracket, the chosen clusters are a 314 atom truncated octa, a 318 atom Marks
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deca, and a 309 atom ico. It should be noted that while octa and deca motifs exist at
both exactly 147 and 309 atom sizes, these are known to be relatively unstable, due to
unfavourable truncations.141
For the segregation patterns, we consider three patterns that are commonly found
in literature, and were seen in the global optimisation results at smaller sizes, and one
that is commonly found in literature, but was not observed in the global optimisation
results. These are core-shell, edge-doped, homogeneously mixed, and Janus-type seg-
regation patterns. Each segregation pattern was studied for both a Cu-majority and a
Pd-majority composition. Given the slightly different sizes of the three motifs, it was
not possible to test the exact same composition for all motifs. The core-shell segregation
pattern has the most constraints on possible composition and thus the compositions were
chosen as the composition at which the motif with the smallest core (octa) would have
a complete core-shell pattern. This meant that for the 147 atom size bracket, clusters
had 44 of the dopant atom, giving either 96 (octa), 102 (deca), or 103 (ico) of the other
atom. For the 309 atom size bracket, they had 140 dopant atoms, giving either 174
(octa), 178 (deca), or 169 (ico) of the other atom.
In terms of constructing the clusters of each motif, certain principles were followed,
based on observations made for smaller clusters. For the edge-doped clusters, the vertices
were doped with dopant atoms first, followed by the remaining edges. If the cluster had
more dopant atoms than edge atoms, the remaining dopant atoms were assigned to
the first sub-layer (a pattern seen in the global optimisation runs, but not previously
discussed). For the homogeneously mixed clusters, the atoms assigned as dopant atoms
were selected by use of a random number generator. Note that these clusters do not
necessarily represent the most stable version of each segregation pattern, as the patterns
have not been optimised, and instead serve as test cases to give an initial indication of
overall stability of each type of segregation pattern. However, as seen for AuPd clusters
at the start of Chapter 6, the precise segregation is not likely to hugely impact the
energies.
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While comparing the energetics of the clusters using mixing energy is desirable, it was
seen that the magnitudes of the mixing energies are sensitive to the GPS used. Mixing
energies can only be meaningfully compared within results from one parameter set, and
even if this is overcome, we cannot separate the stability inferred by the segregation from
the stability of slightly different compositions and sizes. In order to compare clusters
across different sizes, compositions and GPSs, we compare the relative energies of clusters
within a parameter set, and normalise these energies to give a ranking of the stability
of the different segregation patterns.
Clusters in the 147 atom size bracket
First we consider the smaller size, around 147 atoms. The clusters chosen here are
a 147 atom icosahedron, a 140 atom truncated octahedron, and a 146 atom Marks
decahedron.153 The compositions investigated for these clusters have 44 Cu atoms for
the Pd-majority composition, and 44 Pd atoms for the Cu-majority composition. The
structures of the studied clusters can be seen in Figure 7.14.
Pd-majority clusters
The normalised relative energies for each segregation and motif for the Pd-majority
clusters are shown in Figure 7.15. For the core-shell segregation pattern, the cluster has
a Cu-core and Pd-shell, and for the edge-doped segregation pattern, the cluster has a Pd
“body” with Cu vertices and edges. It can be seen from the normalised relative energies
that the three GPSs show no agreement in the ordering of the segregations, regardless
of the cluster motif. In particular, none of the GPSs are overall consistent with DFT in
terms of the energetic ordering of the segregation patterns. However, for the 147 atom
ico, GPS C predicts the same lowest energy segregation pattern to be core-shell, which
is consistent with DFT.








140 atom Octa 146 atom Deca 147 atom Ico
Figure 7.14: Cluster motifs and segregations studied in the 140 to 147 atom size range.
From left to right, the 140 atom octahedron, the 146 atom decahedron, and the 147
atom icosahedron, and from top to bottom, the monometallic cluster, the core-shell
segregation, the edge-doped segregation, the Janus segregation, and the homogeneously
mixed segregation. Each cluster is shown from two views for clarity. Note that here the
bimetallic clusters shown have 44 Cu atoms, thus the overall compositions are Cu44Pd96,
Cu44Pd102, and Cu44Pd103. The structures for the clusters with 44 Pd atoms are the


































































Figure 7.15: Normalised relative energies for the Pd-majority clusters with each segre-
gation, as locally optimised with each GPS, and with DFT, using the PBE exchange-
correlation functional. These clusters have the compositions Cu44Pd96 (octa), Cu44Pd102
(deca), and Cu44Pd103 (ico).
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segregation pattern to be most stable for each of the three motifs. GPS C predicts
the core-shell pattern to be most stable for all motifs. GPS M predicts the edge-doped
pattern to be the most stable for all motifs, however, for the ico cluster the edge-doped
pattern is only slightly more stable than the mixed pattern. GPS P/N shows a small
amount of variation in the energetic ordering, with edge-doped pattern most stable for
the octa and deca clusters, while for the ico clusters, the mixed pattern is most stable.
This consistency of favoured segregation patterns across the three motifs suggests that
at this size range, the segregation is probably not dependent on the cluster structure.
For all three GPSs, the energetic ordering of the segregation patterns is generally
consistent with the segregation patterns seen for the stable clusters found in global
optimisation runs of smaller sizes. For GPS C, the preferred segregation for the Pd-
majority clusters was Cu-core Pd-shell, regardless of structure or cluster size. For GPS
M, at Pd-majority compositions, clusters often had Cu atoms in vertex or edge-like
positions. As the cluster structures found by GPS M in global optimisation runs were
mostly amorphous, the assignment of an atom as a vertex or edge atom is less rigorous.
For GPS P/N, Pd-majority clusters were often observed to have Cu vertex and edge
atoms.
The DFT refined clusters show different energetic ordering to the ordering of the
GPS clusters in most cases, and shows some motif-dependent segregation. For both the
octa and deca clusters, the mixed segregation was the most stable, while for the ico
cluster the core-shell segregation was the most stable. As noted for the smaller sizes,
the core-shell segregation may help relieve the internal strain present in ico clusters,
as the Cu atoms in the core are smaller than the Pd atoms in the shell. This effect
is potentially even more pronounced here, as the strain in the core of an ico structure
becomes more prevalent as the cluster size increases. A notable feature is that for the
DFT refined clusters, the Janus segregation patterns are consistently found to be the


































































Figure 7.16: Normalised relative energies for the Cu-majority clusters with each segre-
gation, as locally optimised with each GPS, and with DFT, using the PBE exchange-
correlation functional. These clusters have the compositions Cu96Pd44 (octa), Cu102Pd44
(deca), and Cu103Pd44 (ico).
Cu-majority clusters
The normalised relative energies for each segregation and motif for the Cu-majority
clusters are shown in Figure 7.16. For the core-shell segregation pattern, the cluster has
a Pd-core and Cu-shell, and for the edge-doped segregation pattern, the cluster has a Cu
“body” with Pd vertices and edges. It can be seen from the normalised relative energies
that the three GPSs show no agreement in the ordering of the segregations, regardless
of the cluster motif.
Similar to the Pd-majority clusters, while the GPSs are not consistent with each
other, the GPSs find the same segregation pattern to be most stable for each of the
three motifs. For GPS C, the edge-doped segregation pattern was most stable. For
GPS M, the mixed segregation pattern was most stable. GPS P/N finds the Janus
segregation to be the most stable, which is interesting, given that this is seen for the
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Cu-majority clusters and not the Pd-majority clusters. While the stabilisation of the
Janus segregation pattern is interesting, we cannot necessarily determine if this is due to
the Janus segregation being particularly stable or the other patterns being particularly
unstable. This consistency across the three motifs for all GPSs suggests that at this size
range, the segregation is probably not dependent on the cluster structure.
It is observed that for the DFT refined clusters, one of the GPSs predicts the energetic
ordering somewhat consistent with DFT. For the octa and deca motifs, GPS M and DFT
both predict the mixed segregation pattern to be the most stable, followed by the edge-
doped, then core-shell, then Janus type segregation. This is interesting, as it is one
of few cases where GPS M performs well; this suggests GPS M may perform better in
an environment with fewer structural degrees of freedom, such as a local optimisation,
compared to an environment with more degrees of freedom, such as a global optimisation.
The consistency with DFT may also be a sign that GPS M performs better for larger
clusters, however this needs further testing.
No GPS predicts the same energetic ordering as DFT for the 147 atom ico, where
DFT predicts the edge-doped segregation pattern to be most stable, followed by the
mixed, then Janus, then core-shell segregation patterns. However, GPS C is close,
predicting the same segregation to be most stable (edge-doped), and the same least
stable segregation (core-shell), while the mixed and Janus patterns are switched with
respect to DFT.
Recalling the segregation patterns observed for the stable clusters found in the global
optimisation runs at smaller sizes, for the Cu-majority compositions, stable clusters
were often mixed, with some tendency for Pd to segregate to planar faces of the cluster.
However, none of the segregation patterns chosen here reproduce the Pd face segregation
specifically. A “face-doped” structure is something that should be considered in future
work; of particular interest is comparing this segregation pattern to the others considered
here, at the DFT level.
For both the Cu and Pd-majority clusters, the GPSs generally do not capture the
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segregation pattern that is most stable as determined by DFT refinement. This may be
an issue for global optimisation, especially for cases where the goal is to elucidate cluster
structures that may be seen experimentally, as atomic segregation can be a key factor
for purposes such as catalysis.
Clusters in the 309 atom size bracket
The second large cluster size considered is around 309 atoms. The clusters chosen
here are a 309 atom closed-shell icosahedron, a 314 atom truncated octahedron, and
a 318 atom Marks decahedron. The compositions investigated for these clusters have
140 Cu atoms for the Pd-majority composition, and 140 Pd atoms for the Cu-majority
composition. The structures of the studied clusters can be seen in Figure 7.17. For
this size, DFT refinement was not performed, as the clusters are too large for efficient
calculation within the time frame of this work. Given that we cannot compare the
GPSs to DFT refined results, we cannot necessarily evaluate the performance of the
GPSs. Here, we can however assess the relative stability of the segregation patterns in
comparison with the 147 atom size bracket.
A key difference between the clusters at this size range and those in the 147 atom size
bracket is the overall ratio between Cu and Pd atoms. For the clusters in the 147 atom
size bracket, the ratio between the elements was around 1:2, while in the 309 atom size
bracket, the number of hetero-atoms required for a core-shell segregation gives a ratio
much closer to 1:1 (with, for example, 140 core atoms and 174 surface atoms for the 314
atom octa). Thus while the clusters around 147 atoms have a more stark majority of
one element, here there is a smaller majority, which may lead to differing results.
Pd-majority clusters
The normalised relative energies for the Pd-majority clusters at this size are presented








314 atom Octa 318 atom Deca 309 atom Ico
Figure 7.17: Cluster motifs and segregations studied in the 309 to 318 atom size range.
From left to right, the 314 atom octahedron, the 318 atom decahedron, and the 309
atom icosahedron, and from top to bottom, the monometallic cluster, the core-shell
segregation, the edge-doped segregation, the Janus segregation, and the homogeneously
mixed segregation. Each cluster is shown from two views for clarity. Note that here
the bimetallic clusters shown have 140 Cu atoms, thus the overall compositions are
Cu140Pd174, Cu140Pd178, and Cu140Pd169. The structures for the clusters with 140 Pd
atoms are the same as above, with the elements swapped.
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of the energetic ordering of the segregation patterns.
Similar to the clusters around 147 atoms, while there is not much agreement between
GPSs, each GPSs predicts the same general trends for energetic ordering of the segre-
gation patterns across the three motifs. GPS C predicts the core-shell segregation to
be lowest energy for all motifs. This is consistent with what was seen for the smaller
sizes, including the global optimisation results, where Cu-core Pd-shell segregation was
consistently seen for the Pd-majority clusters.
GPS M predicts mostly the same energetic ordering across the three motifs; for all
motifs the mixed segregation is most stable, followed by the edge-doped segregation.
This marks a slight departure from what was seen for the clusters around 147 atoms,
where the edge-doped segregation was most stable. However, this is generally consistent
with the results for smaller clusters, where the cluster segregation became more mixed as
the composition approached the intermediate region. The observed difference between
the two larger sizes (around 147 and 309) may be due to the differing Cu:Pd ratios at
each size, as at this size, the clusters are closer to an intermediate composition.
GPS P/N also predicts mostly the same energetic ordering across the three motifs.
For the octa and deca motifs, the edge-doped segregation was most stable, followed by
the Janus segregation. For the ico motif, the edge-doped and Janus segregations are
switched, meaning the Janus segregation pattern was found to be most stable. This is
generally consistent with what was found for the smaller clusters, where Pd-majority
clusters often had Cu vertex or edge atoms. Interestingly, for the smaller clusters, as the
composition approached the intermediate composition range, the segregation observed
often had Cu edges and a Cu-core, however, for both the sizes around 147 and 309 atoms,
the core-shell segregation, with only a Cu-core, was found to be the least stable. The
key difference between the two segregation patterns are the presence of Cu edge atoms
and absence of Pd edge atoms; this implies that the edge atoms in particular are a key




























































Figure 7.18: Normalised relative energies for the Pd-majority clusters with each seg-
regation, as locally optimised with each GPS. These clusters have the compositions
Cu140Pd174 (octa), Cu140Pd178 (deca), and Cu140Pd169 (ico).
Cu-majority clusters
The normalised relative energies of the Cu-majority clusters are presented in Figure
7.19. Similar to all of the large clusters considered, there is no consistency between the
GPSs in terms of the energetic ordering of the segregation patterns.
For GPS C, the energetic ordering of the segregation patterns is the same for the
three structural motifs. The edge-doped segregation pattern is the lowest energy for all
three motifs, which is consistent with what was seen for the clusters around 147 atoms
in size. For GPS M, the ordering is also the same across all the motifs, with the mixed
segregation the most stable.
GPS P/N is mostly similar across the motifs; for all of the motifs, the Janus type
segregation pattern was most stable. For the octa and deca motifs, the edge-doped
segregation pattern was least stable. As discussed for the Pd-majority compositions, the
stability of the segregation patterns for GPS P/N seem to be quite dependent on the
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edge atoms; this is further confirmed here, with the Pd edge-doped clusters relatively
unstable overall.
Future work that should be considered for the 309 atom size bracket (and potentially
larger) are segregation patterns with different core sizes. For example, the 309 atom ico
has multiple icosahedral shells, and thus multiple core sizes that could be considered;
13, 55, and 147 atoms are all sizes that enable a complete core-shell pattern. These
segregation patterns would also allow different Cu:Pd ratios to be studied. Additionally,
a “nano-onion” pattern could be considered, where each shell is comprised of alternating
layers of Cu and Pd. Finally, as mentioned previously, a Pd face-doped segregation
pattern should be investigated.
Future work should also include DFT refined structures, which is being pursued.
Without DFT refined larger structures, it is difficult to extend any conclusions regarding
the evolution of cluster structure and segregation with size past the sizes considered with
DFT here.
7.3.6 Overall Methodology Recommendations
In both Chapter 6 and here, we investigated the structure of a range of sizes of CuPd
clusters. Three GPSs were used to find low energy cluster structures (within a genetic
algorithm) for the small to mid-sized clusters (38 to 101 atoms), which were subsequently
refined with DFT. At larger sizes (147 and 309 atom size brackets), defined motifs with
specific segregation patterns were locally optimised with each GPS. Each GPS considered
here has been fitted to reproduce different data, with GPS C fitted to bulk properties,
GPS M fitted to surface and bulk alloy properties, and GPS P/N fitted to a mix of
experimental and DFT-calculated properties, including ∆E(hcp−fcc).
Two method approaches were considered in Chapter 6. Both approaches involved
finding low energy clusters using the genetic algorithm, with the GPSs used to calculate




























































Figure 7.19: Normalised relative energies for the Cu-majority clusters with each seg-
regation, as locally optimised with each GPS. These clusters have the compositions
Cu174Pd140 (octa), Cu178Pd140 (deca), and Cu169Pd140 (ico).
approach involved using a single GPS, and choosing a variety of low energy structures for
DFT refinement, while the second approach involved using multiple GPSs, and choosing
to take only the putative GM clusters through to DFT refinement. It was found that
using multiple GPSs captured a wider range of structural variety than using a single
GPS, even when clusters other than the GM structure were included. This structural
variety was found to be favourable at the DFT level, increasing the likelihood of finding
the GM structure. There were two factors that appeared to be key for this; one, none
of the GPSs capture all of the structural variety, and two, each GPS appears to have a
composition range in which it performs best.
The method of using multiple GPSs to search for putative GM structures, and re-
fining these structures with DFT, was used again in this chapter for clusters of 55, 78,
and 101 atoms. Similar observations were made at this mid-size range as for the 38
atom clusters: none of the GPSs capture all of the structural variety, and the GPSs
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have composition ranges where they perform best. In general, it was found that GPS
P/N performed best in the intermediate composition range, as it was the only GPS that
found the favourable poly-ico structures, while it also performed relatively well in the
Cu- and Pd-majority composition regions. GPS C performed well in the regions near to
the monometallic compositions, but did not find the poly-ico structures at all.
From the performance of the GPSs across all sizes global optimisations were per-
formed for (38, 55, 78, and 101 atoms), there are some aspects of the methodology we
propose are key for finding low energy bimetallic cluster structures. First, capturing a
wide range of structures is essential; in particular, one should ensure that the chosen
method captures poly-ico structures in intermediate ranges. This could be done in two
ways. One is continuing with the method above, where multiple GPSs are used, and
choosing at least one GPS that is known to find poly-ico structures. The second is de-
veloping a new set of Gupta parameters that reproduce features of the results seen here,
where structures similar to the monometallic structures are favoured in composition re-
gions that have a large majority of one element, and poly-ico structures are favoured
in intermediate composition regions. While this recommendation is inferred from CuPd
clusters, it should be noted that poly-ico structures are favoured for many bimetallic
systems, especially those with a size mismatch between the metals.41,136–138,151
The fitting of the GPSs also appears to be a key factor in good performance. From
the poor performance of GPS M in a global optimisation setting, we proposed that only
including surface energies and bulk alloy properties in the fitting of a GPS leads to poor
prediction of cluster structure and segregation. This poor prediction of cluster structure
due to fitting to surface energies has been discussed in depth in both this chapter and
Chapter 6. Inclusion of some bulk monometallic parameters in GPS fitting appears to
improve the performance. Both Ecoh and ∆E(hcp−fcc) may be good properties for GPS
fitting, as implied by the good performance of both GPSs P/N and C.
At larger sizes, the 147 and 309 atom size brackets, more testing must be performed
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before recommendations can be made regarding methodology at this size (and larger size
ranges). At these larger size ranges, global optimisation methods are not feasible, and
thus a robust method for understanding cluster structure is desired. There are three key
areas for future work at the 147 and 309 atom size, in order to understand the structure
of clusters at these sizes, and hopefully larger sizes. The first is determining if poly-
ico structures exist at this size, and if they continue to be favourable at a DFT-level.
Currently, a common approach, and one used here, is to consider only defined motifs,
i.e. ico, deca, and octa structures. These structures are relatively simple to define,
however a poly-ico structure, made up of multiple ico sub-units, has a less distinct
overall structure, which may prove difficult to define. This challenge must be overcome
in order to investigate poly-ico clusters at large sizes.
The second area of future work for at the 147 and 309 atom sizes is the testing
of more segregation patterns. For example, here we considered major patterns seen in
literature, however this neglected the possibility of Pd face-doped clusters. In addition,
the investigation of different core sizes and nano-onions was discussed. Extending the
work here over more types of segregation will allow for an improved understanding of
cluster structure.
The third area that could potentially be explored is using the basin-hopping al-
gorithm to optimise the segregation of these larger clusters. Preliminary tests were
performed here, using 5000 basin hop steps, however the results suggested this number
of basin hop steps was too low to give any meaningful results. However, this is not sur-
prising, as given the truly immense number of homotops that are present for clusters of
these sizes and compositions, fully optimising the segregation using basin-hopping is not
a trivial task. Something that could be implemented to circumvent this is to limit the
basin hop element swapping steps to only swap atoms of the same “type”, e.g. swapping
an edge atom with another edge atom, in order to optimise each particular segregation
pattern at a given composition.
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7.4 Conclusion
The structure of CuPd clusters over the size range 55 to 318 atoms has been investi-
gated. For the mid-sized clusters, 55, 78, and 101 atoms, global optimisations using the
genetic algorithm were performed, while for the larger sizes, in the 147 and 309 atom
size brackets, local optimisations of specific clusters were performed using the Gupta
potential.
The performance of the GPSs for the 55, 78, and 101 atom clusters was overall
relatively similar to those for the 38 atom clusters. It was found that GPS P/N performed
the best as it was the GPS most often consistent with DFT. It was also the only GPS that
often found poly-ico structures, which were often favoured by DFT in the intermediate
regions. GPS C also performed relatively well, however this good performance was
limited to the regions with a large majority of one element, as it did not often perform
well in the intermediate ranges. GPS M showed a large tendency toward amorphous
structures, which lead to poor agreement with DFT, and overall poor performance.
The structural motifs observed were somewhat dependent on the size of the cluster.
As the size increased from 55 to 101 atoms, an increasing preference for structures based
on fcc structures was seen. However, in order to conclude this is definitive evidence for
a cross-over from ico to fcc motifs, more sizes should be considered.
The results here suggest that the structure of CuPd clusters in this size range is de-
pendent on the composition of the cluster. Across all sizes from 38 to 101, clusters in the
intermediate composition were found to adopt a poly-ico structure. In the composition
ranges nearer to the monometallic clusters (i.e. with a large majority of one element),
the clusters tended to adopt structures similar to the monometallic clusters, with some
preference as well for structures based on the Mackay ico.
The segregation of CuPd clusters was also found to be dependent on the composition.
At Pd-majority compositions, it was found that Cu segregated to two sites: the core and
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vertices. As the ratio of Cu increased, the clusters became more mixed with Pd exhibiting
some preference for the faces of the clusters.
These results found regarding the structure and segregation of CuPd clusters can
inform future studies on NO electroreduction. In Chapter 4 it was suggested that future
work could involve alloy surfaces. The segregation observed here, with Cu atoms in the
core and on the vertices, and Pd atoms on the faces, suggests that studies similar to
those in Chapters 3, 4, and 5 could be performed on models representing these features.
In particular, a model with Cu bulk and a planar Pd surface and models of Pd steps
and edges where the step and edge atoms are doped with Cu are of interest.
Considering the larger clusters, in the 147 atom size bracket we observed that the
GPSs were not often consistent with DFT in predicting the most stable segregation







Electrocatalytic denitrification is a promising technique that may help to mitigate the
impact of reactive nitrogen pollution. In particular, CuPd clusters have shown potential
as a catalyst that can selectively reduce nitrate to nitrogen. This thesis presents work
related to two aspects of electrocatalytic denitrification: the mechanisms of NO reduction
toward different products, and the structure of CuPd clusters.
NOx electroreduction mechanisms
NO reduction mechanisms on planar and stepped transition metals toward some com-
mon products (ammonia, hydroxylamine, and nitrous oxide) were determined in Chap-
ters 3 and 4 using density functional theory calculations. The onset potentials, scaling
relations, and limiting potential volcanoes were also established.
On the planar surfaces, it was found that the majority of the metals form ammonia
via a mechanism involving NOH as a key intermediate, while for hydroxylamine, the
metals are split more evenly between NOH and HNO mechanisms. On the stepped
surfaces, both the HNO and NOH mechanisms are competitive on most of the metals
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for both ammonia and hydroxylamine formation. On the planar surfaces, it was found
that on most of the metals the formation of nitrous oxide proceeded via an Eley-Rideal
type mechanism, while for the stepped surfaces, a key finding was that both an Eley-
Rideal mechanism and a Langmuir-Hinshelwood mechanism are plausible on most of the
metals studied.
Onset potentials and limiting potential volcanoes were constructed for ammonia and
hydroxylamine, where it was found that the reaction is insensitive to the binding strength
of N. In addition, a high overpotential toward the products was seen in the limiting
potential volcanoes. This insensitivity, on both the planar and stepped surfaces, implies
that to improve the activity or selectivity for NO reduction, the scaling relation between
N binding and NO reduction intermediates must be broken in some way. This breaking
of the scaling relations is unlikely to be achieved using a pure transition metal catalyst.
The onset potentials, scaling relations, and limiting potential volcanoes for all prod-
ucts were relatively similar for both of the surfaces considered here, suggesting the re-
action is insensitive to the surface morphology, with the exception of Ag and Au, where
the stepped surface appeared to be essential for NO adsorption.
The method chosen to investigate NO reduction was assessed in terms of the choice of
solvation corrections, surface NO coverage, and exchange-correlation functional. These
were all found to have minimal influence on the overall results and trends found.
In terms of future work, the work in this thesis has allowed an understanding of the
mechanisms of NOx reduction, validated across a range of methodology choices and two
different surface morphologies, which in turn allows the investigation of more complex
systems. Given the experimental evidence that CuPd clusters exhibit high activity and
selectivity for NOx reduction, CuPd alloy surfaces should be considered. The studies
on CuPd cluster structure and segregation in this work can inform which alloy surfaces
may be of interest. Also, the kinetics of these systems must be investigated.
The mechanism of N2 formation from NO reduction was investigated, in Chapter 5,
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as well as the impact of the adsorption of other key species. Pd is the only transition
metal that has been observed to form N2 in any significant amounts in acidic conditions.
Here, the formation of N2 on Pd was investigated, and compared to Pt, a metal that does
not form any significant amount of N2. It was found that at low potentials, where N2
is observed experimentally, the potential dependent adsorption of hydrogen may inhibit
the adsorption and formation of key intermediates in the N2 formation mechanism on
Pt, but not Pd. This is due to the different site preference for H adsorption on the
two metals. The onset potentials for nitrous oxide and N2 were also calculated; it was
found that nitrous oxide has a high onset potential, while N2 has an intermediate onset
potential, which explains the potential dependence observed for N2 formation.
This study of N2 formation relied on calculations of static systems. However, the
explanation for the difference between Pd and Pt relies on the adsorption, desorption,
and diffusion of hydrogen, which is often facile. Thus, future work must consider a more
dynamic system, using a method such as microkinetic modelling or cluster expansion
and Monte Carlo modelling of surface coverage.
CuPd cluster structure
Two studies on CuPd cluster structure and the methodology for finding said structure
were presented in Chapters 6 and 7. In the first of the two chapters, the performance of
three Gupta parameter sets (GPSs) was first assessed for calculating bulk, surface, and
model monometallic cluster properties, then the GPSs were used for global optimisation
of 38 atom CuPd clusters. In the second of these chapters, the method refined in Chapter
6 was applied to mid-sized clusters, of 55, 78, and 101 atoms. In addition, a preliminary
study of the segregation of large clusters (in the 147 and 309 atoms size bracket) was
performed.
It was found that two of the GPSs performed similarly for the bulk and surface
properties. GPS M however performed differently to the others, with the worst perfor-
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mance for bulk properties and the best performance for absolute surface energies. When
considering model monometallic clusters, no clear differences in GPS performance were
seen, however, when used in a global optimisation run for monometallic clusters, it was
found that GPS M performed very poorly. This trend continued throughout global op-
timisations of bimetallic clusters at multiple sizes (38 to 101 atoms), suggesting that
good performance in predicting absolute surface energies is not a good indicator of GPS
performance for predicting low energy bimetallic clusters. Instead it was suggested that
good performance at predicting Ecoh may be a better indicator of GPS performance.
In terms of the structure of CuPd clusters, it was found that there were three main
types of motif observed across all sizes and compositions. In the intermediate composi-
tion ranges for all sizes, clusters based on a poly-ico motif were observed, which consist
of multiple 13 atom ico sub-units. In composition regions close to the monometallic clus-
ters, clusters based on fcc packing were often observed, namely octa and deca clusters, in
particular at larger sizes. The final motif that was commonly found was the Mackay ico;
at the 55 atom size, a complete Mackay ico was the dominant motif found, while at the
other sizes, Mackay icos with partial outer shells were commonly found in composition
regions with a slight Cu- or Pd-majority.
Segregation of the CuPd clusters was found to be somewhat dependent on compo-
sition; at Pd-majority compositions, it was generally found that Cu atoms segregated
to the core of the cluster, or the vertices (and edges), while at intermediate and Cu-
majority compositions the preferred segregation was mixed, with some tendency for Pd
atoms to segregate to the faces of a cluster.
Across all sizes for which global optimisations were performed (38 to 101 atoms), it
was found that GPS P/N performed the best at finding cluster motifs that were consis-
tent with DFT. This was especially true in the intermediate composition regions, where
GPS P/N was the only GPS to find the poly-ico structures that were often favourable
upon DFT refinement. GPS C also showed promise across all sizes, specifically in the
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composition regions close to the monometallic clusters. However, GPS C did not find
any poly-ico structures. Testing in Chapter 6 found that the poly-ico structures are
likely to exist in a narrow well on the potential energy surface, and thus are difficult to
find with some GPSs. General methodology recommendations were made based on the
results across the 38 to 101 atom size range; the most key recommendation was using
multiple GPSs in order to capture the full variety of structural motifs for bimetallic
clusters.
Overall conclusions
Two research questions were considered in this thesis, regarding the mechanisms of
NOx electroreduction on transition metals and the structure of CuPd cluster catalysts.
Here, we consider how the conclusions from each branch of study can inform the other,
to provide overall insight into NOx electroreduction and in particular, which features of
both the reaction mechanisms and the catalyst structure may drive selectivity toward
N2. We first propose some future work, based on the conclusions presented here, then
we summarise the overall insight gained.
Given the structures and segregation patterns seen for the CuPd clusters, we can
infer that there are several features that should be investigated for NOx reduction.
Using methods refined and validated against existing experimental data in Chapters 3
and 4, models with Cu bulk and a Pd surface should be considered, as well as Pd steps
and edges doped with Cu atoms. In addition, some kind of poly-ico-like surface should
be considered.
The conclusions from Chapter 5 regarding N2 formation also lend themselves to in-
teresting avenues of future work with CuPd clusters. In particular, the impact of surface
H coverage and the dependence of this coverage on potential should be investigated on
selected CuPd clusters, as well as other key intermediates in the N2 formation pathway.
Overall, in terms of the reaction mechanisms and onset potentials for NOx reduction
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on pure transition metals, it was concluded that the insensitivity of the reaction to
N binding strength suggested that any “improvement” in the reaction (i.e. increasing
activity or selectivity) was unlikely to be achieved on pure transition metal catalysts. The
segregation of CuPd clusters found here indicate that both Cu and Pd atoms are present
on the surface of a cluster, thus both metals are available for adsorption and reaction of
NOx reduction intermediates. In addition, the cluster structures found here suggested
that across the composition range, a variety of different CuPd surface morphologies are
available for adsorption and reaction of NOx reduction intermediates. We suggest that
both the alloying of the metals and the cluster form of the catalyst may be able to break
the scaling relations between N binding and the NO reduction intermediates in some
way, causing the high activity and selectivity observed on CuPd clusters.
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P. G.; Skúlason, E.; Bligaard, T.; Nørskov, J. K. Phys. Rev. Lett. 2007, 99,
016105.
(97) Beltramo, G. L.; Koper, M. T. M. Langmuir 2003, 19, 8907–8915.
(98) Peterson, A. A.; Nørskov, J. K. J. Phys. Chem. Lett. 2012, 3, 251–258.
(99) De Vooys, A.; Beltramo, G.; van Riet, B.; van Veen, J.; Koper, M. Electrochim.
Acta 2004, 49, Trends in Surface Electrochemistry: From Single Crystals to
Nanoparticles, 1307–1314.
(100) McCalman, D. C.; Kelley, K. H.; Werth, C. J.; Shapley, J. R.; Schneider, W. F.
Top. Catal. 2012, 55, 300–312.
(101) Bartram, M. E.; Koel, B. E. Surf. Sci. 1989, 213, 137–156.
(102) McClure, S. M.; Kim, T. S.; Stiehl, J. D.; Tanaka, P. L.; Mullins, C. B. J. Phys.
Chem. B 2004, 108, 17952–17958.
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(125) Mottet, C.; Tréglia, G.; Legrand, B. Phys. Rev. B 2002, 66, 045413.
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Note that all free energies are rounded to 2 decimal places, which may introduce small
discrepancies in values on the order of 0.01 eV.
Table A.1: Free energy of adsorption (eV) of all intermediates at 0 V toward NH4
+ and
H3NOH
+. The energies are taken relative to the energy of NO(g), and have solvation
corrections applied.
Metal NO NOH HNO N HNOH H2NO NH NH2 NH3 H2NOH
Ag -0.08 0.41 -0.09 -0.01 -0.16 -0.50 -1.63 -2.44 -3.18 -1.08
Au 0.12 0.55 0.02 -0.33 -0.10 -0.07 -1.60 -2.03 -3.16 -1.07
Cu -0.66 -0.64 -0.48 -1.46 -0.85 -1.03 -2.79 -2.97 -3.15 -1.19
Ir -1.32 -1.42 -1.14 -2.80 -1.24 -1.32 -3.41 -3.27 -3.62 -1.89
Mo -2.81 -2.75 -2.73 -4.54 -1.85 -2.49 -4.89 -4.20 -3.61 -1.64
Pd -1.38 -1.10 -0.88 -2.30 -1.06 -1.06 -2.84 -2.94 -3.46 -1.40
Pt -1.30 -1.17 -0.92 -2.44 -1.12 -0.98 -3.07 -2.72 -3.49 -1.53
Rh -1.77 -1.59 -1.42 -2.86 -1.45 -1.39 -3.46 -3.36 -3.50 -1.55
Ru -1.76 -1.70 -1.54 -3.06 -1.31 -1.65 -3.71 -3.52 -3.53 -1.58
239
Table A.2: Free energy of adsorption (eV) of all intermediates at 0 V in the Eley-Rideal
type mechanism toward N2O. The energies are taken relative to the energy of 2 NO(g),
and have solvation corrections applied.“-” indicates no stable geometry was found for
this species.
Metal NO(g) + NO(ads) trans-ONNO trans-ONNOH N2O N2O geometry
Ag 0.40 -0.49 -1.10 - -
Au 0.47 0.34 -0.63 - -
Cu 0.09 -0.88 -1.41 - -
Ir -0.85 -0.95 -2.48 -3.16 linear
Mo -3.15 -3.67 -3.88 -3.66 linear
Pd -0.67 -0.53 -1.32 -3.21 linear
Pt -0.51 -0.23 -1.37 -3.04 linear
Rh -0.89 -1.00 -1.71 -3.29 linear
Ru -1.55 -1.81 -2.21 -3.59 bent down
Table A.3: Free energy of adsorption (eV) of all intermediates at 0 V in the Langmuir-
Hinshelwood type mechanism toward N2O. The energies are taken relative to the energy
of 2 NO(g), and have solvation corrections applied. Note that only the metals where the
Langmuir-Hinshelwood type mechanism was found to be possible are presented.
Metal 2 NO(ads) cis-ONNO cis-ONNOH
Ag 0.27 -0.57 -1.48
Au 0.82 0.09 -0.69
Cu -0.66 -0.67 -1.48
240
Appendix B


























































































































































































































Cu, 0.84 V Cu, -0.02 V
Figure B.1: The free energy diagrams for NO reduction to NH4
+ on a variety of transition
metals, presented at the equilibrium potential of 0.84 V (left column), and the calculated























































































































































































































Pd, 0.84 V Pd, -0.58 V
Figure B.2: The free energy diagrams for NO reduction to NH4
+ on a variety of transition
metals, presented at the equilibrium potential of 0.84 V (left column), and the calculated

























































































































































































































Ru, 0.84 V Ru, -0.20 V
Figure B.3: The free energy diagrams for NO reduction to NH4
+ on a variety of transition
metals, presented at the equilibrium potential of 0.84 V (left column), and the calculated






























































































































































































Cu, 0.49 V Cu, -0.03 V
Figure B.4: The free energy diagrams for NO reduction to H3NOH
+ on a variety of
transition metals, presented at the equilibrium potential of 0.49 V (left column), and
































































































































































































Pd, 0.49 V Pd, -0.59 V
Figure B.5: The free energy diagrams for NO reduction to H3NOH
+ on a variety of
transition metals, presented at the equilibrium potential of 0.49 V (left column), and


































































































































































































Ru, 0.49 V Ru, -0.22 V
Figure B.6: The free energy diagrams for NO reduction to H3NOH
+ on a variety of
transition metals, presented at the equilibrium potential of 0.49 V (left column), and

































































































































































Au (Langmuir-Hinshelwood mech), 1.57 V Au (Langmuir-Hinshelwood mech), 0.78 V
Figure B.7: The free energy diagrams for NO reduction to N2O on a variety of transition
metals, presented at the equilibrium potential of 1.57 V (left column), and the calculated

































































































































































Cu (Eley-Rideal mech), 1.57 V Cu (Eley-Rideal mech), 0.53 V
Figure B.8: The free energy diagrams for NO reduction to N2O on a variety of transition
metals, presented at the equilibrium potential of 1.57 V (left column), and the calculated











































































































































































Pd, 1.57 V Pd, 0.79 V
Figure B.9: The free energy diagrams for NO reduction to N2O on a variety of transition
metals, presented at the equilibrium potential of 1.57 V (left column), and the calculated









































































































































































Ru, 1.57 V Ru, 0.40 V
Figure B.10: The free energy diagrams for NO reduction to N2O on a variety of transition
metals, presented at the equilibrium potential of 1.57 V (left column), and the calculated






C.1 Scaling relations for intermediates in ammonia and
hydroxylamine formation pathways
253




































































































































































 E(NH3*) = 0.14  E(N*) - 1.33
































































































Figure C.1: Adsorbate scaling relations between the electronic energy of adsorption of




Limiting Potential Lines: Planar
Surfaces
Lines relating the limiting potential for each reaction step to the free energy of N adsorp-
tion have been calculated from the scaling relations. The limiting potential is defined as
the applied potential at which a reaction step becomes neutral in terms of free energy.
The reaction steps considered are all of those in the NH4
+ and H3NOH
+ pathways. This
process is described in the Methods section (Subsection 2.2.5) in Chapter 2.
D.1 Conversion from E to G
Conversion factors from electronic energy to free energy are listed below:
G(∗N) = E(∗N) + 0.257 (D.1)
G(∗NO) = E(∗NO) + 0.101 (D.2)
G(∗NOH) = E(∗NOH) + 0.142 (D.3)
G(∗HNO) = E(∗HNO) + 0.216 (D.4)
257
G(∗HNOH) = E(∗HNOH) + 0.331 (D.5)
G(∗H2NO) = E(
∗H2NO) + 0.598 (D.6)
G(∗H2NOH) = E(
∗H2NOH) + 0.705 (D.7)
G(∗NH) = E(∗NH) + 0.305 (D.8)
G(∗NH2) = E(
∗NH2) + 0.671 (D.9)
G(∗NH3) = E(
∗NH3) + 1.077 (D.10)
D.2 Limiting potential lines
Equations for the limiting potential of each reaction step with respect to G(∗N) are listed
below:
UL(NO −−→ NOH) = −0.07G(∗N)− 0.17 (D.11)
UL(NO −−→ HNO) = 0.04G(∗N)− 0.28 (D.12)
UL(NOH −−→ N) = −0.27G(∗N) + 1.44 (D.13)
UL(N −−→ NH) = 0.29G(∗N) + 0.54 (D.14)
UL(NH −−→ NH2) = 0.27G(∗N)− 0.30 (D.15)
UL(NH2 −−→ NH3) = 0.30G(∗N) + 0.05 (D.16)
UL(NOH −−→ HNOH) = 0.32G(∗N)− 0.38 (D.17)
UL(HNO −−→ N) = −0.38G(∗N) + 1.39 (D.18)
UL(HNO −−→ HNOH) = 0.21G(∗N)− 0.13 (D.19)
258
UL(HNO −−→ H2NO) = 0.15G(∗N)− 0.02 (D.20)
UL(HNOH −−→ NH) = −0.31G(∗N) + 2.37 (D.21)
UL(H2NO −−→ NH) = −0.24G(∗N) + 2.15 (D.22)
UL(HNOH −−→ H2NOH) = 0.24G(∗N)− 0.17 (D.23)








Ag, 0.84 V Ag, 0.02 V
Au, 0.84 V Au, -0.09 V
Cu, 0.84 V Cu, -0.15 V
Figure E.1: The free energy diagrams for NO reduction to NH4
+ on a variety of stepped
transition metals, presented at the equilibrium potential of 0.84 V (left column), and
the calculated onset potential for each metal (right column).
262
Ir, 0.84 V Ir, -0.35 V
Pd, 0.84 V Pd, -0.59 V
Pt, 0.84 V Pt, -0.43 V
Figure E.2: The free energy diagrams for NO reduction to NH4
+ on a variety of stepped
transition metals, presented at the equilibrium potential of 0.84 V (left column), and
the calculated onset potential for each metal (right column), cont’d.
263
Rh, 0.84 V Rh, -0.35 V
Ru, 0.84 V Ru, -0.50 V
Figure E.3: The free energy diagrams for NO reduction to NH4
+ on a variety of stepped
transition metals, presented at the equilibrium potential of 0.84 V (left column), and
the calculated onset potential for each metal (right column), cont’d.
264
E.2 Hydroxylamine
Ag, 0.49 V Ag, 0.02 V
Au, 0.49 V Au, -0.09 V
Cu, 0.49 V Cu, -0.08 V
Figure E.4: The free energy diagrams for NO reduction to H3NOH
+ on a variety of
stepped transition metals, presented at the equilibrium potential of 0.49 V (left column),
and the calculated onset potential for each metal (right column).
265
Ir, 0.49 V Ir, -0.26 V
Pd, 0.49 V Pd, -0.59 V
Pt, 0.49 V Pt, -0.43 V
Figure E.5: The free energy diagrams for NO reduction to H3NOH
+ on a variety of
stepped transition metals, presented at the equilibrium potential of 0.49 V (left column),
and the calculated onset potential for each metal (right column), cont’d.
266
Rh, 0.49 V Rh, -0.35 V
Ru, 0.49 V Ru, -0.59 V
Figure E.6: The free energy diagrams for NO reduction to H3NOH
+ on a variety of
stepped transition metals, presented at the equilibrium potential of 0.49 V (left column),
and the calculated onset potential for each metal (right column), cont’d.
267
E.3 Nitrous Oxide
Ag (Langmuir-Hinshelwood mech), 1.57 V Ag (Langmuir-Hinshelwood mech), 1.16 V
Ag (Eley-Rideal mech), 1.57 V Ag (Eley-Rideal mech), 1.12 V
Au (Eley-Rideal mech), 1.57 V Au (Eley-Rideal mech), 0.97 V
Figure E.7: The free energy diagrams for NO reduction to N2O on a variety of stepped
transition metals, presented at the equilibrium potential of 1.57 V (left column), and
the calculated onset potential for each metal (right column).
268
Cu (Langmuir-Hinshelwood mech), 1.57 V Cu (Langmuir-Hinshelwood mech), 0.96 V
Cu (Eley-Rideal mech), 1.57 V Cu (Eley-Rideal mech), 0.76 V
Ir (Langmuir-Hinshelwood mech), 1.57 V Ir (Langmuir-Hinshelwood mech), 0.35 V
Figure E.8: The free energy diagrams for NO reduction to N2O on a variety of stepped
transition metals, presented at the equilibrium potential of 1.57 V (left column), and
the calculated onset potential for each metal (right column), cont’d.
269
Ir (Eley-Rideal mech), 1.57 V Ir (Eley-Rideal mech), 0.72 V
Pd (Langmuir-Hinshelwood mech), 1.57 V Pd (Langmuir-Hinshelwood mech), 0.60 V
Pd (Eley-Rideal mech), 1.57 V Pd (Eley-Rideal mech), 0.82 V
Figure E.9: The free energy diagrams for NO reduction to N2O on a variety of stepped
transition metals, presented at the equilibrium potential of 1.57 V (left column), and
the calculated onset potential for each metal (right column), cont’d.
270
Pt (Langmuir-Hinshelwood mech), 1.57 V Pt (Langmuir-Hinshelwood mech), 0.63 V
Pt (Eley-Rideal mech), 1.57 V Pt (Eley-Rideal mech), 0.88 V
Rh (Langmuir-Hinshelwood mech), 1.57 V Rh (Langmuir-Hinshelwood mech), 0.44 V
Figure E.10: The free energy diagrams for NO reduction to N2O on a variety of stepped
transition metals, presented at the equilibrium potential of 1.57 V (left column), and
the calculated onset potential for each metal (right column), cont’d.
271
Rh (Eley-Rideal mech), 1.57 V Rh (Eley-Rideal mech), 0.56 V
Ru (Langmuir-Hinshelwood mech), 1.57 V Ru (Langmuir-Hinshelwood mech), 0.35 V
Ru (Eley-Rideal mech), 1.57 V Ru (Eley-Rideal mech), 0.40 V
Figure E.11: The free energy diagrams for NO reduction to N2O on a variety of stepped
transition metals, presented at the equilibrium potential of 1.57 V (left column), and





































































































Figure F.1: Adsorbate scaling relations between the electronic energy of adsorption of
intermediates and the electronic energy of adsorption of N on stepped surfaces.
275
F.2 Scaling relations for intermediates in nitrous oxide for-
mation pathways
276
Figure F.2: Adsorbate scaling relations between the electronic energy of adsorption of




Limiting Potential Lines: Stepped
Surfaces
Lines relating the limiting potential for each reaction step to the free energy of N adsorp-
tion have been calculated from the scaling relations for stepped surfaces. The limiting
potential is defined as the applied potential at which a reaction step becomes neutral
in terms of free energy. The reaction steps considered are all of those in the NH4
+ and
H3NOH
+ pathways. This process is described in the Methods section (Subsection 2.2.5)
in Chapter 2.
G.1 Conversion from E to G
Conversion factors from electronic energy to free energy are listed below:
G(∗N) = E(∗N) + 0.251 (G.1)
G(∗NO) = E(∗NO) + 0.093 (G.2)
G(∗NOH) = E(∗NOH) + 0.188 (G.3)
G(∗HNO) = E(∗HNO) + 0.220 (G.4)
G(∗HNOH) = E(∗HNOH) + 0.347 (G.5)
G(∗H2NO) = E(
∗H2NO) + 0.615 (G.6)
G(∗H2NOH) = E(
∗H2NOH) + 0.743 (G.7)
279
G(∗NH) = E(∗NH) + 0.286 (G.8)
G(∗NH2) = E(
∗NH2) + 0.699 (G.9)
G(∗NH3) = E(
∗NH3) + 1.088 (G.10)
G.2 Limiting potential lines
Equations for the limiting potential of each reaction step with respect to G(∗N) are listed
below:
UL(NO −−→ NOH) = −0.04G(∗N)− 0.43 (G.11)
UL(NO −−→ HNO) = 0.06G(∗N)− 0.29 (G.12)
UL(NOH −−→ N) = −0.28G(∗N) + 0.47 (G.13)
UL(N −−→ NH) = 0.35G(∗N) + 1.40 (G.14)
UL(NH −−→ NH2) = 0.26G(∗N) + 0.41 (G.15)
UL(NH2 −−→ NH3) = 0.23G(∗N)− 0.32 (G.16)
UL(NOH −−→ HNOH) = 0.25G(∗N) + 0.31 (G.17)
UL(HNO −−→ N) = −0.38G(∗N) + 0.32 (G.18)
UL(HNO −−→ HNOH) = 0.15G(∗N) + 0.16 (G.19)
UL(HNO −−→ H2NO) = 0.15G(∗N) + 0.07 (G.20)
UL(HNOH −−→ NH) = −0.18G(∗N) + 1.56 (G.21)
UL(H2NO −−→ NH) = −0.18G(∗N) + 1.65 (G.22)
UL(HNOH −−→ H2NOH) = 0.27G(∗N)− 0.34 (G.23)
UL(H2NO −−→ H2NOH) = 0.27G(∗N)− 0.25 (G.24)
280
Appendix H
Radial Distribution Functions of
38 Atom Clusters
H.1 Radial distribution functions of all GM clusters from
GPSs C, M and P/N, and DFT refinement, for all
bimetallic compositions (Cu1Pd37 to Cu37Pd1)
281














































































































































































































































































































Figure H.1: The radial distribution functions calculated for GM clusters of all composi-
tions found in a global optimisation run with GPS C.
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Figure H.2: The radial distribution functions calculated for GM clusters of all composi-
tions found in a global optimisation run with GPS C cont’d.
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Figure H.3: The radial distribution functions calculated for GM clusters of all composi-
tions found in a global optimisation run with GPS C cont’d.
284




















































































































































































































































































































































































Figure H.4: The radial distribution functions calculated for GM clusters of all composi-
tions found in a global optimisation run with GPS M.
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Figure H.5: The radial distribution functions calculated for GM clusters of all composi-
tions found in a global optimisation run with GPS M cont’d.
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Figure H.6: The radial distribution functions calculated for GM clusters of all composi-
tions found in a global optimisation run with GPS M cont’d.
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Figure H.7: The radial distribution functions calculated for GM clusters of all composi-
tions found in a global optimisation run with GPS P/N.
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Figure H.8: The radial distribution functions calculated for GM clusters of all composi-
tions found in a global optimisation run with GPS P/N cont’d.
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Figure H.9: The radial distribution functions calculated for GM clusters of all composi-
tions found in a global optimisation run with GPS P/N cont’d.
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Figure H.10: The radial distribution functions calculated for GM clusters of all com-
positions as found by DFT refinement of the GM clusters from the global optimisation
runs of each GPS.
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Figure H.11: The radial distribution functions calculated for GM clusters of all com-
positions as found by DFT refinement of the GM clusters from the global optimisation
runs of each GPS cont’d.
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Figure H.12: The radial distribution functions calculated for GM clusters of all com-
positions as found by DFT refinement of the GM clusters from the global optimisation
runs of each GPS cont’d.
293
H.2 Radial distribution functions of clusters from select
compositions, as calculated with GPSs C and P/N.











































































TO - GPS C TO - GPS P/N Deca - GPS P/N









































































iMi - GPS C iMi (d) - GPS P/N OhIh - GPS C


















































pancake ico - GPS P/N poly-ico - GPS P/N
Figure H.13: The radial distribution functions calculated for selected Cu6Pd32 clusters.
Labels indicate the structural motif of the cluster and the GPS it was found with.
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TO - GPS C iMi - GPS C pancake ico - GPS P/N
























poly-ico - GPS P/N
Figure H.14: The radial distribution functions calculated for selected Cu14Pd24 clusters.
Labels indicate the structural motif of the cluster and the GPS it was found with.
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TO - GPS C iMi - GPS C Deca - GPS C
















































pancake ico - GPS P/N poly-ico - GPS P/N
Figure H.15: The radial distribution functions calculated for selected Cu19Pd19 clusters.
Labels indicate the structural motif of the cluster and the GPS it was found with.
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TO - GPS C iMi - GPS C iMi(d) - GPS P/N











































































OhIh - GPS C pancake ico - GPS P/N poly-ico - GPS P/N
Figure H.16: The radial distribution functions calculated for selected Cu24Pd14 clusters.
Labels indicate the structural motif of the cluster and the GPS it was found with.
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TO - GPS C iMi - GPS C iMi (d) - GPS P/N













































































OhIh - GPS C pancake ico (d) - GPS P/N poly-ico - GPS P/N
Figure H.17: The radial distribution functions calculated for selected Cu32Pd6 clusters.
Labels indicate the structural motif of the cluster and the GPS it was found with.
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Appendix I
Nearest Neighbour Analyses of 38
Atom Clusters
I.1 Nearest neighbour analyses of all GM clusters from
GPSs C, M and P/N, and DFT refinement, for all
bimetallic compositions (Cu1Pd37 to Cu37Pd1)
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Figure I.1: The nearest neighbour analyses calculated for GM clusters of all compositions
found in a global optimisation run with GPS C.
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Figure I.2: The nearest neighbour analyses calculated for GM clusters of all compositions
found in a global optimisation run with GPS C cont’d.
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Figure I.3: The nearest neighbour analyses calculated for GM clusters of all compositions
found in a global optimisation run with GPS C cont’d.
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Figure I.4: The nearest neighbour analyses calculated for GM clusters of all compositions
found in a global optimisation run with GPS M.
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Figure I.5: The nearest neighbour analyses calculated for GM clusters of all compositions
found in a global optimisation run with GPS M cont’d.
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Figure I.6: The nearest neighbour analyses calculated for GM clusters of all compositions
found in a global optimisation run with GPS M cont’d.
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Figure I.7: The nearest neighbour analyses calculated for GM clusters of all compositions
found in a global optimisation run with GPS P/N.
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Figure I.8: The nearest neighbour analyses calculated for GM clusters of all compositions
found in a global optimisation run with GPS P/N cont’d.
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Figure I.9: The nearest neighbour analyses calculated for GM clusters of all compositions
found in a global optimisation run with GPS P/N cont’d.
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Figure I.10: The nearest neighbour analyses calculated for GM clusters of all composi-
tions as found by DFT refinement of the GM clusters from the global optimisation runs
of each GPS.
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Figure I.11: The nearest neighbour analyses calculated for GM clusters of all composi-
tions as found by DFT refinement of the GM clusters from the global optimisation runs
of each GPS cont’d.
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Figure I.12: The nearest neighbour analyses calculated for GM clusters of all composi-
tions as found by DFT refinement of the GM clusters from the global optimisation runs
of each GPS cont’d.
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I.2 Nearest neighbour analyses of clusters from select com-
positions, as calculated with GPSs C and P/N.






















































TO - GPS C TO - GPS P/N Deca - GPS P/N




























































iMi - GPS C iMi (d) - GPS P/N OhIh - GPS C








































pancake ico - GPS P/N poly-ico - GPS P/N
Figure I.13: The nearest neighbour analyses for selected Cu6Pd32 clusters. Labels indi-
cate the structural motif of the cluster and the GPS it was found with.
312



























































TO - GPS C iMi - GPS C pancake ico - GPS P/N





















poly-ico - GPS P/N
Figure I.14: The nearest neighbour analyses for selected Cu14Pd24 clusters. Labels
indicate the structural motif of the cluster and the GPS it was found with.
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TO - GPS C iMi - GPS C Deca - GPS C









































pancake ico - GPS P/N poly-ico - GPS P/N
Figure I.15: The nearest neighbour analyses for selected Cu19Pd19 clusters. Labels
indicate the structural motif of the cluster and the GPS it was found with.
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TO - GPS C iMi - GPS C iMi(d) - GPS P/N




























































OhIh - GPS C pancake ico - GPS P/N poly-ico - GPS P/N
Figure I.16: The nearest neighbour analyses for selected Cu24Pd14 clusters. Labels
indicate the structural motif of the cluster and the GPS it was found with.
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TO - GPS C iMi - GPS C iMi (d) - GPS P/N




























































OhIh - GPS C pancake ico (d) - GPS P/N poly-ico - GPS P/N
Figure I.17: The nearest neighbour analyses for selected Cu32Pd6 clusters. Labels indi-
cate the structural motif of the cluster and the GPS it was found with.
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