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Einleitung
In vielen technischen und ingenieurwissenschaftlichen Anwendungen spielen
Eigenwertaufgaben eine wichtige Rolle, da sie Modelle für die Beschreibung
und Behandlung von Beobachtungen darstellen, die entweder durch Expe-
rimente oder natürliche Vorgänge gewonnen wurden. Ein berühmtes Bei-
spiel ist das von Leonhard Euler 1744 behandelte Problem, die kritische
Last, die sogenannte Eulersche Knicklast, für einen auf Druck beanpruch-
ten schlanken Stab zu bestimmen. Bei Überschreitung dieser Last knickt der
Stab aus. In Abhängigkeit von den verschiedenen Lagerungsarten des Stabes
ergeben sich die vier Eulerschen Knickfälle, die jeder Ingenieurstudent in
den mechanischen Grundvorlesungen kennenlernt.
Bei dem Modell der Eulerschen Knickfälle wird das Eigengewicht des Sta-
bes vernachlässigt. Bei kurzen Stäben ist diese Vernachlässigung zulässig,
da das Eigengewicht in diesem Fall die Knickkraft kaum beein‡ußt. Bei
langen, schweren Stäben, z.B. Bohrgestängen, wirkt sich das Eigengewicht
jedoch wesentlich aus. Willers hat daher in [32] eine Di¤erentialgleichung
hergeleitet, die das Knicken schwerer Gestänge unter Berücksichtigung des
Eigengewichtes beschreibt. Sie lautet, zusammen mit den Randbedingungen
für den beiderseits gelenkig gelagerten Fall
w(4)+
1
EI
[(P ¡ ¹gx)w0]0 = 0 , w(0) = w(l) = w00(0) = w00(l) = 0 , (0.1)
wobei l die Länge des Gestänges angibt, E, I, ¹ und g Konstanten sind und
P den zu bestimmenden Eigenwert darstellt. Die Willerssche Di¤erential-
gleichung ist die Grundlage dieser Arbeit. De…niert man ¸ := PEI , so stellt
sich die Frage nach dem kleinsten positiven ¸, für das (0.1) eine nichttriviale
Lösung besitzt. Das zu diesem ¸ gehörige P mit P = ¸ ¢ EI heißt kritische
Last.
Willers überführt in seinem Artikel die Di¤erentialgleichung in eine Bes-
selsche Di¤erentialgleichung und behandelt sie dann unter Zuhilfenahme von
Besselfunktionen, eine Methode, die sich bei Ingenieuren großer Beliebtheit
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erfreut, da es für Besselfunktionen umfangreiche Tabellen gibt, die einen
schnellen Zugang ermöglichen (s. [30]).
Spätere Untersuchungen haben ergeben, daß die numerischen Werte, die
Willers errechnet hat, zum Teil ungenau bzw. falsch sind (vgl. [17],
[22]). Alle angegebenen Korrekturen haben jedoch den Nachteil, daß sie
mit herkömmlicher Gleitpunktarithmetik berechnet wurden und nur (mehr
oder weniger genaue) Näherungen für die kritische Last liefern.
Ziel dieser Arbeit ist es daher zunächst, ein solides theoretisches Fundament
für die Behandlung der Willersschen Di¤erentialgleichung in Zusammen-
hang mit verschiedenen Randbedingungen zu scha¤en. Diese Randbedingun-
gen werden durch unterschiedliche Lagerungsarten des Gestänges gegeben, es
wird die Situation des
² oben und unten drehbar gelagerten,
² unten drehbar gelagerten, oben eingespannten,
² unten eingespannten, oben drehbar gelagerten,
² oben und unten eingespannten
Gestänges betrachtet. Dies führt auf die Untersuchung von vier Willers-
schen Eigenwertproblemen. Im numerischen Teil wird dann für jedes dieser
vier Eigenwertprobleme auf der Grundlage der Computerarithmetik, wie sie
in [15] und [16] beschrieben ist, eine veri…zierte Einschließung für den klein-
sten Eigenwert berechnet, aus dem bei vorgegebener Biegestei…gkeit EI eine
Einschließung für die kritische Last bestimmt werden kann.
Die Arbeit ist in drei Teile gegliedert.
Im ersten Teil werden die für den Umgang mit Eigenwertaufgaben notwendi-
gen grundlegenden Begri¤e und Sätze bereitgestellt. In diesem Zusammen-
hang wird die für Eigenwertprobleme wichtige Klasse der Vergleichsfunktio-
nen eingeführt. Hierbei handelt es sich um hinreichend oft di¤erenzierbare
Funktionen, die alle Randbedingungen der Eigenwertaufgabe erfüllen. Es
wird gezeigt, daß sich die vier genannten Willersschen Eigenwertprobleme
in die in [5] ausführlich beschriebene Klasse der vollde…niten und selbst-
adjungierten Eigenwertprobleme einordnen lassen. Damit ist für jeden der
vier Lagerungsfälle die Existenz unendlich vieler, positiver reeller Eigenwerte
sichergestellt. Um das Bild zu vervollständigen, wird auf die Minimaleigen-
schaften der Eigenwerte hingewiesen.
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Der zweite Teil steckt einen funktionalanalytischen Rahmen ab, der es er-
möglicht, die Di¤erentialgleichungseigenwertprobleme mit Hilfe von symme-
trischen Bilinearformen zu behandeln und damit Einschließungssätzen zu-
gänglich zu machen. Ausgehend von Eigenwertproblemen der Struktur
„Finde Paare (¸; Á), so daß
M (f; Á) = ¸N (f; Á) (0.2)
für alle f 2 DM gilt.“,
wobei M (¢; ¢) eine symmetrische und N (¢; ¢) eine symmetrische und positiv
de…nite Bilinearform ist, werden als zentrale Aussagen die Theoreme von
Goerisch und Lehmann für die Bestimmung veri…zierter unterer Schran-
ken von (0.2), ein Variationsprinzip und darauf aufbauend das Theorem von
Rayleigh-Ritz für gesicherte obere Schranken bewiesen. Ferner wird ein
Vergleichssatz hergeleitet, mit dessen Hilfe sich später grobe untere Schran-
ken für die Eigenwerte von (0.2) ermitteln lassen, die wiederum für die Be-
stimmung eines Parameters in den Theoremen von Goerisch und Lehmann
benötigt werden.
Im dritten Teil werden die Ergebnisse der beiden ersten Kapitel mit der Ziel-
setzung zusammengeführt, daraus numerische Resultate in Form von Ein-
schließungsintervallen zu gewinnen. Es wird darauf hingewiesen, daß die Be-
stimmung von Eigenwerteinschließungen bei funktionalanalytischen Eigen-
wertproblemen der Struktur (0.2) nach den Theoremen von Goerisch und
Lehmann sowie Rayleigh-Ritz auf das Lösen von Matrixeigenwertaufga-
ben der Struktur
Ax = ¸Bx (0.3)
mit symmetrischer Matrix A 2 Rn£n und symmetrischer und positiv de-
…niter Matrix B 2 Rn£n führt. Es sind zwei Matrizeneigenwertprobleme
der Gestalt (0.3) zu lösen, das Lehmann-Goerisch-Problem für die Ein-
schließung unterer Schranken und das Rayleigh-Ritz-Problem für die Ein-
schließung oberer Schranken. Bei geeigneter Wahl der benötigten Parame-
ter liefern die Einschließungen des Lehmann-Goerisch-Problems und des
Rayleigh-Ritz-Problems garantierte untere und obere Schranken für die
kritische Last.
Grundlage für die Berechnungen sind Verfahren von Lohner und Behnke
zur Bestimmung von Eigenwerteinschließungen für spezielle und allgemeine
Matrizeneigenwertprobleme. Diese Verfahren werden modi…ziert und auf die
Willersschen Eigenwertprobleme angepaßt. Es werden die im Programm
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benutzten Module sowie der Algorithmus für die Problemlösung erläutert.
Den Schluß bilden die für die einzelnen Lagerungsarten ermittelten numeri-
schen Ergebnisse, eine Anknüpfung an den Willersschen Artikel zur Ver-
deutlichung der Vorzüge der in dieser Arbeit durchgeführten veri…zierenden
Rechnungen sowie ein Beispiel mit konkreten Materialdaten.
Die für die Lösung der vier Willersschen Eigenwertprobleme erforderlichen
Orthogonalisierungen und Integrationen von Funktionen sowie das Auswer-
ten von Bilinearformen wurden unter Verwendung des Computeralgebrasy-
stems Mathematica 3.0, die numerischen Berechnungen mit Hilfe der Pro-
grammiersprache PASCAL-XSC auf einer Sun-Unix-Workstation durchge-
führt.
De…nitionen, Theoreme, Korollare etc. sind innerhalb eines Kapitels fortlau-
fend numeriert. Aussagen, auf die an anderer Stelle in der Arbeit nochmals
Bezug genommen wird, sind mit einer Zahl am rechten Rand versehen, auch
hier erfolgt die Numerierung innerhalb eines Kapitels fortlaufend. Ein Ka-
pitel ist unterteilt in Abschnitte und ggf. in Unterabschnitte, wobei das
Kapitel eine einteilige, der Abschnitt eine zweiteilige und der Unterabschnitt
eine dreiteilige Numerierung erhält. Das Ende eines Beweises ist durch ein
gekennzeichnet.
Kapitel 1
Grundlagen
1.1 Die Theorie der Eigenwertaufgaben
Wir wollen uns im Verlauf dieser Arbeit mit Eigenwertproblemen beschäfti-
gen, die - für unterschiedliche Lagerungsarten - das Knickverhalten von Ge-
stängen unter Berücksichtigung des Eigengewichtes beschreiben. Daher ist
es erforderlich, zunächst einige Bezeichnungen und Begri¤e aus der Theorie
der Eigenwertaufgaben einzuführen.
De…nition 1.1 Es sei I = [a; b] ½ R ein kompaktes Intervall, k;m; n 2 N0
mit m > n. Ferner seien fk; gk 2 Ck(I), y 2 C2m (I) und M und N lineare
homogene Di¤erentialoperatoren mit
M(y) =
mX
k=0
(¡1)k £fk ¢ y(k)¤(k) , (1.1)
N (y) =
nX
k=0
(¡1)k £gk ¢ y(k)¤(k) . (1.2)
fm und gn mögen auf I nicht identisch verschwinden.
Für l = 1; : : : ; 2m sei
Ul(y) =
2m¡1X
k=0
®lky
(k)(a) + ¯lky
(k)(b) ,
wobei die ®lk und ¯lk gegebene reelle, nicht sämtlich verschwindende Konstan-
ten sind. Falls n > 0, so nennen wir
M(y) = ¸N (y) , Ul(y) = 0 (l = 1; : : : ; 2m) (1.3)
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ein allgemeines Eigenwertproblem, falls n = 0, sprechen wir von einem
speziellen Eigenwertproblem. Die Gleichungen
Ul(y) = 0 (l = 1; : : : ; 2m) (1.4)
heißen Randbedingungen.
Wir gehen ab jetzt davon aus, daß ¸ in den Randbedingungen nicht auf-
tritt. Die Randbedingungen werden eingeteilt in wesentliche und restliche
Randbedingungen:
De…nition 1.2 Aus möglichst vielen der 2m gegebenen Randbedingungen
(1.4) seien durch Linearkombination der Randbedingungen die Ableitungen
m-ter und höherer Ordnung entfernt worden. Dadurch seien j Randbedingun-
gen entstanden, die nur Ableitungen bis zur höchstens (m¡ 1)-ten Ordnung
enthalten und wesentliche Randbedingungen genannt werden, während
sich aus keiner der (2m¡j) übrigen Randbedingungen alle Ableitungen m-ter
und höherer Ordnung entfernen lassen; die letztgenannten heißen restliche
Randbedingungen.
Im weiteren Verlauf verwenden wir verschiedene Funktionenklassen, die bei
der Behandlung von Eigenwertproblemen eine Rolle spielen. Sie werden ein-
geführt durch folgende
De…nition 1.3 Es sei I = [a; b] ½ R ein kompaktes Intervall. Vorgelegt
sei ferner das Eigenwertproblem (1.3). Eine reelle Funktion u, die auf [a; b]
nicht identisch verschwindet, heißt
a) zulässige Funktion, falls u 2 Cm(I) und u die wesentlichen Randbe-
dingungen erfüllt.
b) Vergleichsfunktion, falls u 2 C2m(I) und u alle Randbedingungen
erfüllt. Die Klasse aller Vergleichsfunktionen bezeichnen wir mit V(I).
c) Eigenfunktion, falls u 2 C2m(I) und u alle Randbedingungen sowie
für ein (reelles oder komplexes) ¸ die Di¤erentialgleichung erfüllt. Die-
ses ¸ heißt dann Eigenwert von (1.3). Die Klasse aller Eigenfunktio-
nen bezeichnen wir mit E(I).
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1.2 Spezialisierung der Eigenwertprobleme
Es ist zunächst einmal gar nicht klar, ob (1.3) überhaupt Eigenwerte besitzt.
Im Falle der Existenz stellt sich die Frage, ob sie reell oder komplex sind.
In [5], S. 44-46 …nden sich Beispiele für Eigenwertaufgaben, bei denen keine
bzw. nur komplexe Eigenwerte vorhanden sind.
In den Abschnitten 1.2.1 und 1.2.2 wird die Annahme getro¤en, daß die
dort diskutierten Eigenwertprobleme Eigenwerte besitzen. Von dieser An-
nahme ausgehend werden Aussagen über Art und Verteilung der Eigenwerte
hergeleitet. Diese Informationen sind wichtig für die Untersuchung der Wil-
lersschen Eigenwertprobleme.
Satz 1.12 sagt aus, daß für selbstadjungierte und vollde…nite Eigenwertpro-
bleme die Existenz von unendlich vielen reellen positiven Eigenwerten ge-
währleistet ist. Die oben genannte Annahme tri¤t somit für diese Klasse von
Eigenwertproblemen, in die, wie in Abschnitt 1.3 gezeigt wird, auch die zu
untersuchenden Willersschen Eigenwertprobleme fallen, zu.
1.2.1 Selbstadjungierte und vollde…nite Eigenwertpro-
bleme
Wie bereits angedeutet, läßt sich bei Eigenwertaufgaben in Zusammenhang
mit Di¤erentialgleichungen unter gewissen Voraussetzungen sicherstellen, daß
die Eigenwerte reell sind. Als Grundlage dient
De…nition 1.4 Es sei I = [a; b] ein kompaktes Intervall. Vorgelegt sei wie-
der das Eigenwertproblem (1.3). Für u; v 2 V(I) sei
M (u; v) :=
Z b
a
uM(v)dx
N (u; v) :=
Z b
a
uN (v)dx
a) Das Eigenwertproblem (1.3) heißt selbstadjungiert, falls M (u; v) =
M (v; u) und N (u; v) = N (v; u) für alle u; v 2 V(I).
b) Das Eigenwertproblem (1.3) heißt positiv de…nit, falls für jeden Ei-
genwert ¸ gilt: ¸ ist reell und ¸ > 0.
c) Das Eigenwertproblem (1.3) heißt vollde…nit, falls M (u; u) > 0 und
N (u; u) > 0 für alle u 2 V(I).
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d) Ist das Eigenwertproblem (1.3) vollde…nit, so de…nieren wir für u 2
V(I) den Rayleighschen Quotienten R(u) durch
R(u) :=
M (u; u)
N (u; u)
.
Es läßt sich leicht folgendes einsehen:
Satz 1.5 Ein vollde…nites Eigenwertproblem der Gestalt (1.3) ist positiv de-
…nit.
Beweis:
Es sei ¸ ein Eigenwert des vollde…niten Problems und y eine zugehörige
Eigenfunktion, d.h. es gilt y 2 E(I) ½ V(I) und
M (y) = ¸N (y)
und somit auch
M (y; y) = ¸N (y; y) .
Da R(u) > 0 für alle u 2 V(I), folgt aus der Beziehung R(y) = ¸ sofort
¸ > 0.
Die folgenden Überlegungen geben Aufschluß über die Verteilung der Eigen-
werte. Betrachtet werde auf dem Intervall [a; b] ein allgemeines Eigenwert-
problem, bestehend aus einer homogenen linearen Di¤erentialgleichung der
Ordnung 2m, die nach Ausdrücken mit und ohne ¸ geordnet ist, d.h.
M (y) = ¸N (y) (1.5)
und den (von ¸ unabhängigen) Randbedingungen
Ul (y) = 0, l = 1; : : : ; 2m. (1.6)
Es sei
©
y¸1 (x) ; : : : ; y¸2m (x)
ª
ein reelles Fundamentalsystem von (1.5), in dem
¸ als Parameter auftritt. Die allgemeine Lösung von (1.5) hat daher die
Gestalt
y¸ (x) =
2mX
i=1
Ciy¸i (x) .
Um die Lösung des Eigenwertproblems zu bestimmen, müssen die Unbekann-
ten Ci, i = 1; : : : ; 2m, an die Randbedingungen (1.6) angepaßt werden. Dies
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führt auf das Lösen eines homogenen linearen Gleichungssystems mit 2m
Gleichungen für die 2m Unbekannten Ci:
2mX
i=1
CiUl
¡
y¸i (x)
¢
= 0 , l = 1; : : : ; 2m.
Dieses Gleichungssystem besitzt genau dann eine nichttriviale Lösung
(C1; : : : ; C2m)
T , wenn die Determinante der Koe¢zientenmatrix verschwin-
det:
¢(¸) := det
264 U1
¡
y¸1 (x)
¢
: : : U1
¡
y¸2m (x)
¢
...
...
U2m
¡
y¸1 (x)
¢
: : : U2m
¡
y¸2m (x)
¢
375 = 0 . (1.7)
Diese Determinante wird in [6], S. 133 Frequenzdeterminante genannt.
Dieser Begri¤ wird auch in dieser Arbeit verwendet. Mit Hilfe der Fre-
quenzdeterminante können Aussagen über die Verteilung der Eigenwerte ge-
macht werden. Geht man davon aus, daß für festes x 2 [a; b] die y¸i (x),
i = 1; : : : ; 2m, auf dem Gebiet G = C oder - wie bei den Funktionen in
(3.12) - auf dem Gebiet G = C¡ := C n fz 2 C : Re z · 0, Im z = 0g (die
„längs der negativen reellen Achse geschlitzte Ebene“) holomorph in ¸ sind
und beachtet man, daß ¸ nicht in den Ul (y), l = 1; : : : ; 2m, auftaucht und
diese daher ebenfalls holomorph von ¸ abhängen, so folgt daraus, daß auf
G auch ¢(¸) holomorph in ¸ ist. Nach dem Identitätssatz für holomorphe
Funktionen ergeben sich zwei Alternativen:
1. ¢(¸) ´ 0. Dann ist jedes ¸ 2 G ein Eigenwert.
2. f¸ 2 G : ¢ (¸) = 0g liegt diskret in G.
Ist ein gegebenes allgemeines Eigenwertproblem vollde…nit, so scheidet nach
Satz 1.5 die erste Möglichkeit aus. Falls ein vollde…nites Eigenwertproblem
Eigenwerte besitzt, so gibt es höchstens abzählbar viele, isoliert liegende, die
sich im Endlichen nicht häufen. Diese Eigenwerte lassen sich dann der Größe
nach ordnen: 0 < ¸1 · ¸2 · : : : .
Bemerkung 1.6 Die De…nition eines allgemeinen Eigenwertproblems kann
auch in einen allgemeineren, funktionalanalytischen Rahmen gestellt werden.
Wir werden darauf in Abschnitt 2.1 zurückkommen und sehen, daß für unsere
Problematik die De…nitionen gleichwertig sind.
KAPITEL 1. GRUNDLAGEN 14
1.2.2 Die verallgemeinerte Orthogonalität
Im Zusammenhang mit selbstadjungierten und vollde…niten Eigenwertaufga-
ben spielt der Begri¤ Orthogonalität für die Charakterisierung der Eigenfunk-
tionen eine wichtige Rolle. Neben der kanonischen Orthogonalitätsde…nition
für stetige Funktionen läßt sich mit Hilfe vonM (¢; ¢) und N (¢; ¢) eine weitere
Orthogonalitätsrelation erklären.
De…nition 1.7 Es sei I = [a; b] ein kompaktes Intervall.
a) u; v 2 C(I) heißen orthogonal, fallsZ b
a
uvdx = 0 .
b) u 2 C(I) und v 2 C2m(I) heißen im verallgemeinerten Sinne or-
thogonal, falls
N(u; v) = 0 .
Es gilt
Satz 1.8 Ist die Eigenwertaufgabe (1.3) selbstadjungiert und besitzt sie zwei
voneinander verschiedene Eigenwerte ¸i, ¸k mit yi, yk als zugehörigen Ei-
genfunktionen, so sind diese im verallgemeinerten Sinne orthogonal.
Beweis:
Aus M (yi) = ¸iN (yi) und M (yk) = ¸kN (yk) folgtM (yk; yi) = ¸iN (yk; yi)
sowie M (yi; yk) = ¸kN (yi; yk). Da M (yk; yi) = M (yi; yk) und N (yk; yi) =
N (yi; yk), ergibt sich somit (¸i ¡ ¸k)N (yi; yk) = 0. Da ¸i 6= ¸k, folgt
N (yi; yk) = 0.
Auch für den Fall, daß in Problem (1.3) ein Eigenwert mehrfach auftritt, kann
man die zugehörigen Eigenfunktionen so wählen, daß sie im verallgemeinerten
Sinne orthogonal sind.
De…nition 1.9 Ein Eigenwert ¸ heißt r-fach oder man sagt, er besitze die
Vielfachheit r, wenn es genau r voneinander linear unabhängige Eigen-
funktionen y1; : : : ; yr gibt, die zu diesem Eigenwert gehören, d.h. es gilt
M (yi) = ¸N (yi) , Ul (yi) = 0 (i = 1; : : : ; r, l = 1; : : : ; 2m) .
Es gilt der folgende allgemeine Satz (vgl. [5], S. 84, in Verbindung mit [7],
S. 41/42):
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Satz 1.10 Ist die Eigenwertaufgabe (1.3) selbstadjungiert und vollde…nit, so
gibt es ein im verallgemeinerten Sinne orthogonales System von Eigenfunk-
tionen yi, für das gilt
N (yi; yk) = ±ik . (1.8)
Dieses System ist also sogar orthonormiert.
Bemerkung 1.11 Die in Abschnitt 1.2.1 eingeführte Frequenzdeterminan-
te spielt im Zusammenhang mit der Charakterisierung der Vielfachheit eines
Eigenwertes eine wichtige Rolle. In einem Artikel von Kamke ([12], Satz 5)
wird gezeigt, daß für ein selbstadjungiertes und vollde…nites Eigenwertpro-
blem folgende Aussagen äquivalent sind:
(i) Der Eigenwert ¸j besitzt die Vielfachheit r.
(ii) Für alle k = 0; : : : ; r ¡ 1 giltµ
d
d¸
¶k
¢(¸)
¯¯¯¯
¯
¸=¸j
= 0
und µ
d
d¸
¶r
¢(¸)
¯¯¯¯
¸=¸j
6= 0 .
Auf diese Tatsache wird in Abschnitt 3.3 Bezug genommen.
1.2.3 Minimaleigenschaften der Eigenwerte
Wir können jetzt Aussagen über Existenz und Art der Eigenwerte machen.
Wir verzichten in diesem und in dem nächsten Abschnitt auf die Beweise
der Aussagen, da dies den Rahmen dieser Arbeit sprengen würde. Eine aus-
führliche Beweisführung …ndet sich im 3. Kapitel von [5]. Im Unterkapitel
2.5 werden wir eine Charakterisierung der positiven Eigenwerte eines Ei-
genwertproblems mittels des Courantschen Minimum-Maximum-Prinzips
herleiten.
Satz 1.12 Die Eigenwertaufgabe (1.3) sei selbstadjungiert und vollde…nit.
Dann existieren unendlich viele reelle positive Eigenwerte ¸1 · ¸2 ·
: : : . Für den ersten Eigenwert ¸1 und die zugehörige Eigenfunktion y1 gilt:
¸1 = min
u2V(I)
R(u) = R (y1) .
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Ist s ¸ 1 und sind y1; : : : ; ys Eigenfunktionen zu den ersten s Eigenwerten,
so gilt
¸s+1 = min
u2V(I)
N(u;yi)=0 für al le i=1;:::;s
R(u) .
Dabei sind mehrfache Eigenwerte entsprechend ihrer Vielfachheit mehrfach
zu zählen.
Die Folge der Eigenwerte (¸s) wächst unbeschränkt an: ¸s ! 1 für s! 1.
1.2.4 Ergebnisse aus der Theorie der Fourier-Reihen
Interessanterweise lassen sich für selbstadjungierte und vollde…nite Eigen-
wertaufgaben Aussagen formulieren, die ursprünglich in der Theorie der
Fourier-Reihen zu …nden sind. Es handelt sich um die Parsevalsche
Gleichung und um eine Folgerung aus der Besselschen Ungleichung. Diese
beiden zentralen Ergebnisse werden uns auch im weiteren Verlauf der Arbeit
wiederbegegnen. Wir de…nieren zunächst
De…nition 1.13 Das Eigenwertproblem (1.3) sei selbstadjungiert und voll-
de…nit. Es seien 0 < ¸1 · ¸2 · : : : die Eigenwerte von (1.3) und y1, y2, : : :
zugehörige Eigenfunktionen. Es gelte die Beziehung (1.8). Für eine Funktion
u 2 C(I) sei
ai := N (u; yi) , i 2 N . (1.9)
Die Glieder der Folge (ai)i2N heißen Fourier-Koe¢zienten der Funktion
u bezüglich des Eigenwertproblems (1.3).
Damit läßt sich folgender Satz zeigen, der die beiden wichtigen funktional-
analytischen Aussagen enthält:
Satz 1.14 Das Eigenwertproblem (1.3) sei selbstadjungiert und vollde…nit.
Es seien 0 < ¸1 · ¸2 · : : : die Eigenwerte von (1.3), u 2 V(I) und (ai)i2N
die Folge ihrer Fourier-Koe¢zienten nach (1.9). Dann konvergieren die
Reihen
P1
i=1 a
2
i und
P1
i=1 ¸ia
2
i , und es gilt
1X
i=1
a2i = N (u; u) (Parsevalsche Gleichung),
1X
i=1
¸ia2i · M (u; u) (Folgerung aus der Besselschen Ungleichung).
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1.3 Das Knicken schwerer Gestänge als Dif-
ferentialgleichungseigenwertproblem
Die nachfolgende Di¤erentialgleichung ist der Kern dieser Arbeit. Sie stammt
aus einem Artikel von Willers [32]. Zusammen mit verschiedenen Randbe-
dingungen ergeben sich vier Eigenwertprobleme, die ausführlich untersucht
werden.
Willers behandelt die Probleme unter Zuhilfenahme von Bessel-Funktio-
nen. Wir beschreiten einen anderen Weg und zeigen zunächst, daß alle vier
Probleme selbstadjungiert und vollde…nit sind.
1.3.1 Problemstellung
Betrachtet werde ein senkrecht hängender gerader Stab der Länge l mit kon-
stantem Querschnitt. Der Stab werde nur durch sein Eigengewicht sowie
durch eine am unteren Ende in Längsrichtung wirkende Kraft P belastet.
Ein Koordinatensystem sei so gewählt, daß die x-Achse in Richtung der
unverformten Stabachse zeigt, am unteren Stabende x = 0 und am obe-
ren Stabende x = l ist. Von diesen Annahmen ausgehend, leitet Willers
in seinem Artikel folgende Di¤erentialgleichung zur Beschreibung der Stab-
knickung her:
w(4) +
1
EI
[(P ¡ ¹gx)w0]0 = 0 . (1.10)
Hierbei bedeuten
w = w(x) : Querausbiegung des Stabes
¹ : Masse pro Längeneinheit des Stabes
g : Erdbeschleunigung
I : (konstantes) Flächenträgheitsmoment
E : Elastizitätsmodul
Wir formen die Di¤erentialgleichung um und erhalten zunächst
w(4) +
1
EI
[¡¹gw0 + (P ¡ ¹gx)w00] = 0 ,
w(4) +
1
EI
£
Pw00 ¡ ¹g (xw0)0¤ = 0 ,
und daraus
w(4) ¡
³ ¹g
EI
xw0
´0
= ¡ P
EI
w00 .
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Setzen wir a := ¹gEI (¸ 0) und ¸ := PEI , so lautet die Di¤erentialgleichung
w(4) ¡ (axw0)0 = ¡¸w00 .
Nach Au‡ösen der Klammer ergibt sich in Abhängigkeit von x
w(4) (x) ¡ axw00 (x) ¡ aw0 (x) = ¡¸w00 (x) .
Zu lösen sind folgende vier Eigenwertprobleme:
1. für den Fall des unten und oben drehbar gelagerten Gestänges:
Bestimme das kleinste ¸ > 0, so daß es ein w 2 C4 ([0; l])nf0g
gibt mit
w(4) (x) ¡ axw00 (x) ¡ aw0 (x) = ¡¸w00 (x)
für alle x 2 [0; l] und den Randbedingungen
w (0) = w00 (0) = w (l) = w00 (l) = 0 . (1.11)
2. für den Fall des unten drehbar gelagerten und oben eingespannten Ge-
stänges:
Bestimme das kleinste ¸ > 0, so daß es ein w 2 C4 ([0; l])nf0g
gibt mit
w(4) (x) ¡ axw00 (x) ¡ aw0 (x) = ¡¸w00 (x)
für alle x 2 [0; l] und den Randbedingungen
w (0) = w00 (0) = w (l) = w0 (l) = 0 . (1.12)
3. für den Fall des unten eingespannten und oben drehbar gelagerten Ge-
stänges:
Bestimme das kleinste ¸ > 0, so daß es ein w 2 C4 ([0; l])nf0g
gibt mit
w(4) (x) ¡ axw00 (x) ¡ aw0 (x) = ¡¸w00 (x)
für alle x 2 [0; l] und den Randbedingungen
w (0) = w0 (0) = w (l) = w00 (l) = 0 . (1.13)
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4. für den Fall des unten und oben eingespannten Gestänges:
Bestimme das kleinste ¸ > 0, so daß es ein w 2 C4 ([0; l])nf0g
gibt mit
w(4) (x) ¡ axw00 (x) ¡ aw0 (x) = ¡¸w00 (x)
für alle x 2 [0; l] und den Randbedingungen
w (0) = w0 (0) = w (l) = w0 (l) = 0 . (1.14)
1.3.2 Transformation
Wie unten gezeigt wird, lassen sich die eben beschriebenen Eigenwertproble-
me durch Transformationen auf solche zurückführen, die auf dem Einheits-
intervall [0; 1] de…niert sind. Ausgangspunkt ist dann die folgende (von »
abhängige) Di¤erentialgleichung:
~w(4) (») ¡ ~a» ~w00 (») ¡ ~a ~w0 (») = ¡~¸ ~w00 (») (~a := a ¢ l3) (1.15)
Die einzelnen transformierten Eigenwertaufgaben lauten:
1. für den Fall des unten und oben drehbar gelagerten Gestänges:
Bestimme das kleinste ~¸ > 0, so daß es ein ~w 2 C4 ([0; 1])nf0g
gibt mit
~w(4) (») ¡ ~a» ~w00 (») ¡ ~a ~w0 (») = ¡~¸ ~w00 (»)
für alle » 2 [0; 1] und den Randbedingungen
~w (0) = ~w00 (0) = ~w (1) = ~w00 (1) = 0: (1.16)
2. für den Fall des unten drehbar gelagerten und oben eingespannten Ge-
stänges:
Bestimme das kleinste ~¸ > 0, so daß es ein ~w 2 C4 ([0; 1])nf0g
gibt mit
~w(4) (») ¡ ~a» ~w00 (») ¡ ~a ~w0 (») = ¡~¸ ~w00 (»)
für alle » 2 [0; 1] und den Randbedingungen
~w (0) = ~w00 (0) = ~w (1) = ~w0 (1) = 0: (1.17)
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3. für den Fall des unten eingespannten und oben drehbar gelagerten Ge-
stänges:
Bestimme das kleinste ~¸ > 0, so daß es ein ~w 2 C4 ([0; 1])nf0g
gibt mit
~w(4) (») ¡ ~a» ~w00 (») ¡ ~a ~w0 (») = ¡~¸ ~w00 (»)
für alle » 2 [0; 1] und den Randbedingungen
~w (0) = ~w0 (0) = ~w (1) = ~w00 (1) = 0: (1.18)
4. für den Fall des unten und oben eingespannten Gestänges:
Bestimme das kleinste ~¸ > 0, so daß es ein ~w 2 C4 ([0; 1])nf0g
gibt mit
~w(4) (») ¡ ~a» ~w00 (») ¡ ~a ~w0 (») = ¡~¸ ~w00 (»)
für alle » 2 [0; 1] und den Randbedingungen
~w (0) = ~w0 (0) = ~w (1) = ~w0 (1) = 0: (1.19)
Wir betrachten nun ein beliebiges der genannten untransformierten Probleme
zusammen mit seinem zugehörigen transformierten Problem. Mit Ul (w) = 0,
l = 1; : : : ; 4, sei ein Satz Randbedingungen der Gestalt (1.11), (1.12), (1.13)
oder (1.14) für das untransformierte Problem, mit Ul ( ~w) = 0, l = 1; : : : ; 4,
sei der zugehörige Satz Randbedingungen der Gestalt (1.16), (1.17), (1.18)
oder (1.19) für das entsprechende transformierte Problem bezeichnet.
Behauptung: Hat man ein Lösungspaar
³
~¸; ~w
´
2 R+ £ C4 ([0; 1]) n f0g
gefunden, das das Eigenwertproblem
~w(4) (») ¡ ~a» ~w00 (») ¡ ~a ~w0 (») = ¡~¸ ~w00 (»)
Ul ( ~w) = 0, l = 1; : : : ; 4
(1.20)
löst, so läßt sich daraus ein Lösungspaar (¸;w) 2 R+ £ C4 ([0; l]) n f0g be-
stimmen, das das Eigenwertproblem
w(4) (x) ¡ axw00 (x) ¡ aw0 (x) = ¡¸w00 (x)
Ul (w) = 0, l = 1; : : : ; 4
löst.
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Begründung: Setzt man ~w (») = w (»l) für alle » 2 [0; 1], so erhält man mit
Hilfe der Kettenregel für l 6= 0µ
d
d»
¶º
~w (») = lº
µ
d
dx
¶º
w (»l) für alle » 2 [0; 1] ,µ
d
d»
¶º
w (»l) =
1
lº
µ
d
dx
¶º
~w (») für alle » 2 [0; 1] . (1.21)
Damit geht die Di¤erentialgleichung (1.15) über in
l4w(4) (»l) ¡ ~a»l2w00 (»l) ¡ ~alw0 (»l) = ¡~¸l2w00 (»l) .
Da ~a = a ¢ l3, folgt hieraus
w(4) (»l) ¡ a»lw00 (»l) ¡ aw0 (»l) = ¡ ~¸
l2
w00 (»l) .
Setzt man x = »l, ¸ = ~¸l2 , so erhält man
w(4) (x) ¡ axw00 (x) ¡ aw0 (x) = ¡¸w00 (x) . (1.22)
Hat man also ein Lösungspaar
³
~¸; ~w
´
von (1.20), so hat man damit auch ein
Lösungspaar (¸;w), das die Di¤erentialgleichung (1.22) löst, wegen (1.21)
sind die Randbedingungen Ul (w) = 0, l = 1; : : : ; 4, erfüllt.
1.3.3 Nachweis der Selbstadjungiertheit und Vollde…-
nitheit
Wir können uns nunmehr darauf beschränken, die auf das Einheitsintervall
[0; 1] transformierten Probleme zu betrachten, die rechentechnisch einfacher
handhabbar sind, wobei wir ¸, w, a, x statt ~¸, ~w, ~a, » schreiben.
Einen Satz Randbedingungen der Gestalt (1.16), (1.17), (1.18) oder (1.19)
bezeichnen wir mit Ul (w) = 0, l = 1; : : : ; 4. Wir ersetzen in (1.1), (1.2) und
(1.4) y durch w, setzen m = 2, n = 1 und de…nieren f0 := 0, f1 := ax,
f2 := 1, g0 := 0, g1 := 1. Dann hat für jede Wahl eines Satzes der eben
genannten Randbedingungen Ul (w) = 0, l = 1; : : : ; 4 das Eigenwertproblem
w(4) ¡ (axw0)0 = ¡¸w00 , Ul (w) = 0, l = 1; : : : ; 4 (1.23)
die Gestalt des allgemeinen Eigenwertproblems (1.3).
Behauptung: (1.23) ist selbstadjungiert und vollde…nit.
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Beweis: Es sei I := [0; 1]. Für u; v 2 V(I) sei
Ma (u; v) :=
Z 1
0
u
©
v(4) ¡ (axv0)0ª dx
N (u; v) := ¡
Z 1
0
uv00dx
Partielle Integration liefert
Ma (u; v) =
Z 1
0
u
©
v(4) ¡ (axv0)0ª dx
= [u fv000 ¡ axv0g]10| {z }
=0
¡
Z 1
0
u0 fv000 ¡ axv0g dx
=
Z 1
0
axu0v0dx¡
Z 1
0
u0v000dx
=
Z 1
0
axu0v0dx¡
8<:[u0v00]10| {z }
=0
¡
Z 1
0
u00v00dx
9=;
=
Z 1
0
axu0v0dx+
Z 1
0
u00v00dx . (1.24)
Da (1.24) symmetrisch in u und v ist, folgt
Ma (u; v) =Ma (v; u) .
Außerdem ist
N (u; v) = ¡
Z 1
0
uv00dx
= ¡
8<:[uv0]10| {z }
=0
¡
Z 1
0
u0v0dx
9=;
=
Z 1
0
u0v0dx . (1.25)
(1.25) ist ebenfalls symmetrisch in u und v und damit
N (u; v) = N (v; u) .
Das Eigenwertproblem (1.23) ist also selbstadjungiert.
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Da a ¸ 0 und x ¸ 0 auf I, folgt aus der Monotonie des Integrals
Ma (u; u) =
Z 1
0
ax(u0)2dx+
Z 1
0
(u00)2dx ¸
Z 1
0
(u00)2dx ¸ 0 .
Wäre Ma (u; u) = 0, so wäre u00 ´ 0 auf [0; 1], also u = c1x+ c0 ein Polynom
vom Grad · 1. Wegen u (0) = u (1) = 0 folgt u ´ 0, im Widerspruch zur
Voraussetzung u 2 V (I). Folglich ist Ma (u; u) > 0.
Ferner gilt
N (u; u) =
Z 1
0
(u0)2 dx ¸ 0 .
Wäre N (u; u) = 0, so wäre u0 ´ 0 auf [0; 1], also u konstant. Wegen u (0) = 0
folgt u ´ 0, im Widerspruch zur Voraussetzung u 2 V (I). Folglich ist
N (u; u) > 0.
Das Eigenwertproblem (1.23) ist somit auch vollde…nit.
1.3.4 Zusammenfassung
An dieser Stelle werden die wichtigsten Erkenntnisse über die vier in Ab-
schnitt 1.3 untersuchten Willersschen Eigenwertprobleme mit den Lage-
rungsarten
² unten und oben drehbar gelagert,
² unten drehbar gelagert und oben eingespannt,
² unten eingespannt und oben drehbar gelagert,
² unten und oben eingespannt
noch einmal zusammengefaßt. Es gelten die Bezeichnungen aus Abschnitt
1.3.3.
1. Alle vier Eigenwertprobleme sind selbstadjungiert und vollde…nit, es
gilt
(a) Ma (u; v) =Ma (v; u) und Ma (u; u) > 0 für alle
² u; v 2 DMa :=ff 2 C4 ([0; 1]) : f (0) = f (1) = f 00 (0) = f 00 (1) = 0g
im Fall des unten und oben drehbar gelagerten Stabes,
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² u; v 2 DMa :=
ff 2 C4 ([0; 1]) : f (0) = f (1) = f 00 (0) = f 0 (1) = 0g
im Fall des unten drehbar gelagerten und oben eingespannten
Stabes,
² u; v 2 DMa :=ff 2 C4 ([0; 1]) : f (0) = f (1) = f 0 (0) = f 00 (1) = 0g
im Fall des unten eingespannten und oben drehbar gelagerten
Stabes,
² u; v 2 DMa :=ff 2 C4 ([0; 1]) : f (0) = f (1) = f 0 (0) = f 0 (1) = 0g
im Fall des unten und oben eingespannten Stabes,
(b) N (u; v) = N (v; u) und N (u; u) > 0 für alle u; v 2 DN :=
ff 2 C2 ([0; 1]) : f (0) = f (1) = 0g in allen vier Fällen,
d.h. in jedem der vier Fälle ist Ma (¢; ¢) eine symmetrische und positiv
de…nite Bilinearform auf DMa £ DMa und N (¢; ¢) eine symmetrische
und positiv de…nite Bilinearform auf DN £DN .
2. Aufgrund von Satz 1.12 besitzt jedes der vier Eigenwertprobleme ab-
zählbar unendlich viele Eigenwerte 0 < ¸1 · ¸2 · : : : und zugehörige
Eigenfunktionen y1, y2, : : : . Wegen Satz 1.10 kann angenommen wer-
den, daß N (yi; yk) = ±ik für alle i; k 2 N.
3. Nach Satz 1.14 gilt N (u; u) =
1X
i=1
N (u; yi) für alle u 2 V (I).
4. Aus der Vollde…nitheit jedes der vier Eigenwertprobleme und den Er-
läuterungen im Anschluß an Satz 1.5 folgt: Für jedes ¾ 2 R ist
fi 2 N : ¸i < ¾g endlich.
Kapitel 2
Funktionalanalytische
Methoden
2.1 Bilinearformen und Eigenwertprobleme
Während wir uns im ersten Kapitel mit Eigenwertaufgaben beschäftigt ha-
ben, die auf der Grundlage gewöhnlicher Di¤erentialgleichungen formuliert
waren, stellen wir nun die Eigenwertproblematik in einen allgemeineren,
funktionalanalytischen Zusammenhang. Diese Vorgehensweise bietet den
Vorteil, auch andere Typen von Eigenwertaufgaben (z.B. für partielle Dif-
ferentialgleichungen, Systeme von gewöhnlichen Di¤erentialgleichungen oder
Matrizen) in einer einheitlichen Weise behandeln zu können.
Ein weiterer Aspekt ist die Möglichkeit des numerischen Zugangs zu den
Eigenwertproblemen und damit insbesondere die veri…zierte Einschließung
der Eigenwerte.
Es sei DN ein reeller Vektorraum, DM ½ DN ein Unterraum von DN , M :
DM £DM ! R und N : DN £DN ! R seien Bilinearformen.
Wir betrachten nun Eigenwertprobleme der folgenden Gestalt: Gesucht sind
Paare (¸; Á) 2 R£DM n f0g, so daß
M(f; Á) = ¸N(f; Á) (2.1)
für alle f 2 DM gilt.
Falls (2.1) für ein ¸ 2 R und ein Á 6= 0 erfüllt ist, so heißt ¸ ein Eigenwert
von Problem (2.1) und Á ein zum Eigenwert ¸ gehöriges Eigenelement.
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Wir zeigen nun, unter welchen Voraussetzungen die Formulierung eines Ei-
genwertproblems mit Hilfe von linearen Operatoren gleichwertig zu der so-
eben eingeführten funktionalanalytischen Sprechweise ist.
Lemma 2.1 Es sei (H; h¢; ¢i) ein reeller Skalarproduktraum, DM und DN
seien Unterräume von H mit DM ½ DN . M : DM ! H und N : DN ! H
seien lineare Operatoren. Die BilinearformenM und N seien de…niert durch
M(f; g) := hf;Mgi für f; g 2 DM ,
N(f; g) := hf;N gi für f; g 2 DN .
Gilt dann D?M := fg 2 H : hf; gi = 0 für alle f 2 DMg = f0g, so sind für
¸ 2 R und Á 2 DM folgende Aussagen äquivalent:
(i) MÁ = ¸NÁ,
(ii) M(f; Á) = ¸N(f; Á) für alle f 2 DM .
Beweis:
(i) ) (ii): M(f; Á) = hf;MÁi = hf; ¸NÁi = ¸ hf;NÁi = ¸N(f; Á) für alle
f 2 DM
(ii) ) (i): Es gilt
M(f; Á) = ¸N(f; Á) für alle f 2 DM )
hf;MÁi = ¸ hf;NÁi für alle f 2 DM )
hf;MÁ¡ ¸NÁi = 0 für alle f 2 DM .
Folglich liegt MÁ¡¸NÁ inD?M . DaD?M = f0g, folgt hieraus MÁ¡¸NÁ = 0,
also MÁ = ¸NÁ.
Es stellt sich nun die Frage, unter welchen Voraussetzungen die Bedingung
D?M = f0g erfüllt ist, um die Äquivalenz der beiden Eigenwertprobleme si-
cherzustellen. Im Hinblick auf die in dieser Arbeit behandelten Eigenwert-
probleme beweisen wir zur Beantwortung dieser Frage
Lemma 2.2 Es seien a; b 2 R mit a < b, n 2 N0, m 2 N und ®lk, ¯lk 2 R,
k = 0; : : : ; n, l = 1; : : : ;m (®lk und ¯lk nicht sämtlich verschwindend). Ferner
seien de…niert:
Ul (f) :=
nX
k=0
®lkf
(k) (a) + ¯lkf
(k) (b)
für alle f 2 Cn ([a; b]) und l = 1; : : : ;m sowie
D := ff 2 Cn ([a; b]) : Ul (f) = 0, l = 1; : : : ;mg .
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Dann gibt es kein g 2 C ([a; b]) n f0g mitZ b
a
f (x) g (x) dx = 0
für alle f 2 D.
Beweis:
Der Beweis wird indirekt geführt. Angenommen, es gibt ein g 2 C ([a; b]) n
f0g, so daß Z b
a
f (x) g (x) dx = 0 (2.2)
für alle f 2 D. Da g stetig ist, gibt es ein x0 2 (a; b) mit g (x0) 6= 0. Ohne
Beschränkung der Allgemeinheit sei g (x0) > 0. (Ist g (x0) < 0, so betrachte
man die Funktion ¡g). Aufgrund der Stetigkeit von g gibt es ein ® 2 (a; x0)
und ein ¯ 2 (x0; b) mit g (x) ¸ g(x0)2 für alle x 2 [®; ¯]. Wir de…nieren die
Funktion
f : [a; b] 3 x 7!
(
e
¡1
(x¡®)(¯¡x) , falls ® < x < ¯
0 sonst
.
f ist eine C1-Funktion mit der Eigenschaft f (k) (a) = f (k) (b) = 0 für alle
k 2 N0 (insbesondere ist daher f 2 D) und f (x) > 0 für alle x 2 (®; ¯).
De…nieren wir ¹® := ® + ¯¡®4 und ¹¯ := ¯ ¡ ¯¡®4 , so ist ¹® < ¹¯ und
£
¹®; ¹¯
¤
$
(®; ¯). Es ergibt sich schließlichZ b
a
f (x) g (x) dx =
Z ¯
®
f (x) g (x) dx
¸ g (x0)
2
Z ¯
®
f (x) dx
¸ g (x0)
2
Z ¹¯
¹®
f (x) dx
> 0 ,
denn nach dem Mittelwertsatz der Integralrechnung ist
R ¹¯
¹® f (x) dx =
f (»)
¡¹¯ ¡ ¹®¢ mit einem » 2 £¹®; ¹¯¤. Damit haben wir einen Widerspruch
zu (2.2) erhalten, und das Lemma ist bewiesen.
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2.2 Das Knicken schwerer Gestänge als funk-
tionalanalytisches Eigenwertproblem
Wir können jetzt zeigen, daß sich die in Abschnitt 1.3.3 behandelten Eigen-
wertprobleme
Á(4) ¡ a (xÁ0)0 = ¡¸Á00 , Ul (w) = 0 , l = 1; : : : 4,
wobei Ul (w) = 0, l = 1; : : : ; 4 Randbedingungen der Gestalt (1.16), (1.17),
(1.18) oder (1.19) sein sollen, auch mit Hilfe von Bilinearformen M (¢; ¢) und
N (¢; ¢) formulieren lassen.
In Anlehnung an die Bezeichnungen in Lemma 2.1 seien H := C ([0; 1]) und
hf; gi := R 10 fgdx für f; g 2 H. Weiterhin seien
1. für den Fall des unten und oben drehbar gelagerten Gestänges
DN := ff 2 C2 ([0; 1]) : f(0) = f(1) = 0g ,
DM := DN \ ff 2 C4 ([0; 1]) : f 00(0) = f 00(1) = 0g ,
2. für den Fall des unten drehbar gelagerten und oben eingespannten Ge-
stänges
DN := ff 2 C2 ([0; 1]) : f(0) = f(1) = 0g ,
DM := DN \ ff 2 C4 ([0; 1]) : f 00(0) = f 0(1) = 0g ,
3. für den Fall des unten eingespannten und oben drehbar gelagerten Ge-
stänges
DN := ff 2 C2 ([0; 1]) : f(0) = f(1) = 0g ,
DM := DN \ ff 2 C4 ([0; 1]) : f 0(0) = f 00(1) = 0g ,
4. für den Fall des unten und oben eingespannten Gestänges
DN := ff 2 C2 ([0; 1]) : f(0) = f(1) = 0g ,
DM := DN \ ff 2 C4 ([0; 1]) : f 0(0) = f 0(1) = 0g .
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Schließlich seien de…niert
MÁ := Á(4) ¡ a (xÁ0)0 ,
NÁ := ¡Á00 ,
M (f; g) :=
Z 1
0
f
¡
g(4) ¡ a (xg0)0¢ dx
=
Z 1
0
(f 00g00 + axf 0g0) dx für f; g 2 DM ,
N (f; g) := ¡
Z 1
0
fg00dx
=
Z 1
0
f 0g0dx für f; g 2 DN .
Die Umformungen lassen sich mit Hilfe des Beweises der Behauptung auf
Seite 21 nachvollziehen. Man braucht nur V (I) durch DM zu ersetzen. Aus
dem Beweis ergibt sich auch, daßM (¢; ¢) symmetrisch und positiv de…nit auf
DM £DM und N (¢; ¢) symmetrisch und positiv de…nit auf DN £DN ist. Aus
Lemma 2.2 (mit D = DM) folgt (unter Benutzung des eben eingeführten
Skalarproduktes hf; gi = R 10 fgdx) D?M = f0g. Jedes der vier zu Beginn
dieses Abschnitts genannten Di¤erentialgleichungseigenwertprobleme
MÁ = ¸NÁ , Ul (w) = 0 , l = 1; : : : 4,
ist also äquivalent zu einem entsprechenden funktionalanalytischen Eigen-
wertproblem
M(f; Á) = ¸N(f; Á)
für alle f 2 DM . Weitere Einzelheiten zur Behandlung der vier funktional-
analytischen Probleme …nden sich in Abschnitt 3.3.
2.3 Einschließungen der Eigenwerte
Leider ist es in den seltensten Fällen möglich, Eigenwertprobleme in geschlos-
sener Form zu lösen, so daß man für die Berechnung der Eigenwerte auf nume-
rische Verfahren angewiesen ist. Während die meisten klassischen Methoden
versuchen, die Eigenwerte zu approximieren, haben in der jüngeren Vergan-
genheit verschiedene Autoren vorgeschlagen, mit Hilfe von Einschließungs-
sätzen und kontrollierter Numerik garantierte obere und untere Schranken
für die Eigenwerte zu bestimmen. Für dieses Vorgehen gibt es verschiedene
Gründe. In [4] und [9] …nden sich z.B. folgende Argumente:
1. Die Kenntnis von Schranken für die Eigenwerte (im Gegensatz zu Nä-
herungswerten) kann benutzt werden, um gewisse mathematische Sätze
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zu beweisen. Als Beispiel dienen Existenz- und Einschließungsaussagen
über die Lösungen nichtlinearer Randwertprobleme (vgl. [23]).
2. Untere Schranken für die Eigenwerte sind notwendig, um Vorhersa-
gen physikalischer Theorien mit experimentellen Ergebnissen zu ver-
gleichen.
3. In vielen Fällen ist es möglich, mit Hilfe von bekannten Schranken für
die Eigenwerte die Zuverlässigkeit von Näherungsverfahren zu überprü-
fen.
Goerisch weist in seiner Habilitationsschrift ([9]) darauf hin, daß die Er-
mittlung oberer Schranken für die Eigenwerte im allgemeinen relativ einfach
durch das Rayleigh-Ritz-Verfahren zu bewerkstelligen ist. Er entwickelt
einen Einschließungssatz, mit dessen Hilfe die Schwierigkeit, zuverlässige un-
tere Schranken zu bestimmen, behoben wird. Dieses Theorem bildet die
Kernaussage von Abschnitt 2.4. Das Theorem von Goerisch enthält als
Spezialfall die von Lehmann in [18] und [19] beschriebene Methode zur Be-
stimmung unterer Schranken. Sie kommt bei den numerischen Anwendungen
zum Einsatz. Eine ausführliche Darstellung von Einschließungssätzen für Ei-
genwertprobleme, die auch die historische Entwicklung beleuchtet, …ndet sich
in [10].
Zusammenfassend kann man sagen, daß sich die Verfahren von Lehmann-
Goerisch und Rayleigh-Ritz hervorragend ergänzen. Verwendet man bei
der Implementierung dieser Verfahren Intervallarithmetik, so bekommt man
veri…zierte, in der Regel sehr genaue Einschließungen für die Eigenwerte.
Wir verwenden weiter die Bezeichnungen aus Abschnitt 2.1. Ausgangspunkt
ist das funktionalanalytische Eigenwertproblem (2.1). Es sei ¾ 2 R gegeben.
Ferner sei X ein reeller Vektorraum, T : DM ! X eine lineare Abbildung,
b : X £ X ! R eine symmetrische, positiv semide…nite Bilinearform (d.h.
b(f; f) ¸ 0 für alle f 2 X). Für das gesamte Kapitel gehen wir von folgenden
Annahmen aus:
A1: Die Bilinearformen M (¢; ¢) und N (¢; ¢) sind symmetrisch. N (¢; ¢) ist
positiv de…nit (d.h. N(f; f) > 0 für alle f 2 DN n f0g). (Man nennt
(2.1) dann auch ein rechtsde…nites Eigenwertproblem.)
A2: Zu J := fi 2 N : i · dimDMg gibt es eine Folge (¸i)i2J in R von
Eigenwerten des Problems (2.1) und eine Folge (Ái)i2J in DM n f0g
von zugehörigen Eigenelementen mit M(f; Ái) = ¸iN(f; Ái) für alle
f 2 DM , i 2 J , so daß gilt
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N(Ái; Ák) = ±ik für i; k 2 J ,
N(f; f) =
X
i2J
N(f; Ái)2 für alle f 2 DM .
A3: Die Menge fi 2 J : ¸i < ¾g ist endlich.
A4: Es gilt b(Tf; Tg) = N(f; g) für alle f; g 2 DM .
Bemerkung 2.3 In A2 ist dimDM = 1 zugelassen.
Folgendes Lemma kann zunächst gezeigt werden:
Lemma 2.4
(i) Ein Eigenelement Á von Problem (2.1) kann nicht zu zwei verschiede-
nen Eigenwerten gehören.
(ii) Ist ¸ ein Eigenwert von Problem (2.1), so gibt es ein i 2 J mit ¸ = ¸i,
d.h. die Folge (¸i)i2J enthält alle Eigenwerte des Problems (2.1).
Beweis:
Zu (i): Ist Á 2 DM n f0g ein Eigenelement von Problem (2.1), das zu den
Eigenwerten ¸i und ¸j gehört, so ist M (f; Á) = ¸iN (f; Á) = ¸jN (f; Á) für
alle f 2 DM , also insbesondere ¸iN (Á; Á) = ¸jN (Á; Á). Da N (¢; ¢) positiv
de…nit ist, ist N (Á; Á) 6= 0 und daher ¸i = ¸j.
Zu (ii): Es sei ¸ 2 R ein Eigenwert von Problem (2.1) und Á 2 DM n f0g ein
zugehöriges Eigenelement. Dann ist
M (Ái; Á) = ¸N (Ái; Á) für alle i 2 J ,
wegen der Symmetrie von M (¢; ¢) und N (¢; ¢) daher auch
M (Á; Ái) = ¸N (Á; Ái) für alle i 2 J .
Auf der anderen Seite hat man
M (Á; Ái) = ¸iN (Á; Ái) für alle i 2 J .
Wäre ¸ 6= ¸i für jedes i 2 J , so wäre wegen (i) Á 6= Ái, wegen A2 daher
N (Á; Ái) = 0 für jedes i 2 J und somit N (Á; Á) = 0. Dies steht jedoch im
Widerspruch zur positiven De…nitheit von N (¢; ¢).
Bemerkung 2.5 Nach den Erkenntnissen in Abschnitt 1.3.4 erfüllen die
dort diskutierten, in Abschnitt 2.2 funktionalanalytisch umformulierten
Willersschen Eigenwertprobleme die Annahmen A1, A2 und A3 (mitDM =
V ([0; 1]), J = N).
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2.4 Untere Schranken für die Eigenwerte
2.4.1 Die Theoreme von Goerisch und Lehmann
Bevor wir die beiden zentralen Aussagen dieses Abschnitts formulieren kön-
nen, die die Grundlage für das Lehmann-Goerisch-Verfahren zur Berech-
nung unterer Schranken darstellen, benötigen wir zwei Lemmas. Die folgen-
den Ausführungen lehnen sich an [11], S. 141-145 an.
Lemma 2.6 Es gelten die Annahmen A1, A2, A3 und A4. Ferner seien
folgende Voraussetzungen erfüllt: Es seien e´; e¾ 2 R mit e´ · e¾, v 2 DM und
w 2 X mit
(i) b (w ¡ e¾Tv; w ¡ e´Tv) · 0,
(ii) b (Tf; w) =M(f; v) für alle f 2 DM ,
(iii) N(v; Ái) = 0 für alle i 2 J mit e´ · ¸i · e¾.
Behauptung: Dann ist v = 0.
Beweis:
Die Elemente der Menge fTÁj : j 2 Jg bilden ein abzählbares Orthonormal-
system in (X; b (¢; ¢)), denn es gilt b(TÁj; TÁk) = N(Áj; Ák) = ±jk für alle
j; k 2 J . Aufgrund der Besselschen UngleichungX
i2J
b (Á; TÁi)
2 · b (Á; Á) für alle Á 2 X
folgt somit für das Element w ¡ 12 (e¾ + e´)Tv 2 X:
b
µ
w ¡ 1
2
(e¾ + e´)Tv; w ¡ 1
2
(e¾ + e´)Tv¶
¸ X
i2J
b
µ
w ¡ 1
2
(e¾ + e´)Tv; TÁi¶2 .
Es ist
b (w ¡ e¾Tv; w ¡ e´Tv) = b (w;w) ¡ (e¾ + e´) b (Tv;w) + e¾e´b (Tv; Tv)
und
b
µ
w ¡ 1
2
(e¾ + e´)Tv;w ¡ 1
2
(e¾ + e´)Tv¶ = b (w;w) ¡ (e¾ + e´) b (Tv; w)
+
1
4
(e¾ + e´)2 b (Tv; Tv) .
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Da e¾e´ ¡ 14 (e¾ + e´)2 = ¡14 (e¾ ¡ e´)2, folgt daher mit A4 und A2
0 ¸ b (w ¡ e¾Tv; w ¡ e´Tv)
= b
µ
w ¡ 1
2
(e¾ + e´)Tv; w ¡ 1
2
(e¾ + e´)Tv¶ ¡ 1
4
(e¾ ¡ e´)2 b (Tv; Tv)
¸ X
i2J
b
µ
w ¡ 1
2
(e¾ + e´)Tv; TÁi¶2
¡1
4
(e¾ ¡ e´)2 X
i2J
N (v; Ái)
2 . (2.3)
Weil b (TÁi; w) =M (Ái; v) = ¸iN (Ái; v) für alle i 2 J gilt, folgt
b
µ
w ¡ 1
2
(e¾ + e´)Tv; TÁi¶ = b (w;TÁi) ¡ 12 (e¾ + e´) b (Tv; TÁi)
= ¸iN (Ái; v) ¡ 12 (e¾ + e´)N (v; Ái)
=
µ
¸i ¡ 12 (e¾ + e´)
¶
N (v; Ái) .
Da µ
¸i ¡ 12 (e¾ + e´)
¶2
= ¸2i ¡ ¸i (e¾ + e´) + 14 (e¾ + e´)2
und
1
4
(e¾ + e´)2 ¡ 1
4
(e¾ ¡ e´)2 = e¾e´ ,
ist µ
¸i ¡ 12 (e¾ + e´)
¶2
¡ 1
4
(e¾ ¡ e´)2 = ¸2i ¡ ¸i (e¾ + e´) + e¾e´
= (¸i ¡ e¾) (¸i ¡ e´) .
Damit ergibt sich schließlich aus (2.3)
0 ¸ X
i2J
µ
¸i ¡ 12 (e¾ + e´)
¶2
N (v; Ái)
2 ¡ 1
4
(e¾ ¡ e´)2 X
i2J
N (v; Ái)
2
=
X
i2J
(¸i ¡ e¾) (¸i ¡ e´)N (v; Ái)2
=
X
i2J
¸i<e´ oder ¸i>e¾
(¸i ¡ e¾) (¸i ¡ e´)N (v; Ái)2 , (2.4)
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wobei Gleichung (2.4) aus Voraussetzung (iii) folgt. Wir erhalten N (v; Ái) =
0 für alle i 2 J mit ¸i < e´ oder ¸i > e¾. Wegen Voraussetzung (iii) gilt somit
N (v; Ái) = 0 für alle i 2 J . Aufgrund von A2 folgt N (v; v) = 0, wegen der
positiven De…nitheit von N (¢; ¢) damit v = 0.
Lemma 2.7 Es gelten die Annahmen A1, A2, A3 und A4. Ferner seien
folgende Voraussetzungen erfüllt: Es seien ¾ 2 R wie in A3, ´ 2 R mit
´ < ¾, v 2 DM und w 2 X mit
(i) b (w ¡ ¾Tv; w ¡ ´Tv) · 0,
(ii) b (Tf; w) =M(f; v) für alle f 2 DM ,
(iii) N(v; Ái) = 0 für alle i 2 J mit ´ · ¸i < ¾.
Behauptung: Dann ist b (w ¡ ¾Tv; w ¡ ¾Tv) = 0.
Beweis:
Gilt ¾ 6= ¸i für alle i 2 J , so ist (iii) äquivalent mit
N(v; Ái) = 0 für alle i 2 J mit ´ · ¸i · ¾.
Aus Lemma 2.6 folgt dann v = 0, wegen der positiven Semide…nitheit von
b (¢; ¢) und (i) daher b (w;w) = 0 und somit b (w ¡ ¾Tv; w ¡ ¾Tv) = 0.
Falls ¾ 6= ¸i nicht vorausgesetzt wird, kann man die Behauptung indirekt
beweisen. Angenommen, es ist b (w ¡ ¾Tv; w ¡ ¾Tv) > 0. Dann gilt
0 > b (w ¡ ¾Tv; w ¡ ´Tv) ¡ b (w ¡ ¾Tv; w ¡ ¾Tv)
= b (w ¡ ¾Tv; (¾ ¡ ´)Tv)
= (¾ ¡ ´) b (w ¡ ¾Tv; Tv) .
Hieraus folgt wegen ¾ ¡ ´ > 0:
b (w ¡ ¾Tv; Tv) < 0 . (2.5)
Da nach A3 die ¸i mit ¸i < ¾ isoliert liegen, gibt es ein e´ 2 R mit e´ < ´, so
daß ¸i =2 [e´; ´) für alle i 2 J . Wegen (i) und (2.5) gilt
b (w ¡ ¾Tv; w ¡ e´Tv) = b (w ¡ ¾Tv; w ¡ ´Tv) + (´ ¡ e´) b (w ¡ ¾Tv; Tv)
< 0 .
Aus Stetigkeitsgründen gibt es ein e¾ 2 R mit e´ · e¾ < ¾ und
b (w ¡ e¾Tv;w ¡ e´Tv) · 0 .
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Da ¸i =2 [e´; ´) für alle i 2 J , folgt aus (iii) N (v; Ái) = 0 für alle i 2 J
mit e´ · ¸i · e¾. Aus Lemma 2.6 folgt v = 0, daraus Tv = 0 und daher
b (w ¡ ¾Tv; Tv) = 0, im Widerspruch zu (2.5).
Damit ist die Behauptung gezeigt.
Wir kommen nun zur Hauptaussage dieses Abschnitts. Wir geben sie zu-
nächst in einer allgemeinen Form an, für unsere weiteren Zwecke werden wir
im Anschluß daran eine speziellere Gestalt wählen.
Theorem 2.8 (Goerisch) Es gelten die Annahmen A1, A2, A3 und A4.
Weiterhin seien für i = 1; : : : ; n Elemente vi 2 DM und wi 2 X gegeben, für
die
b (Tf;wi) =M (f; vi) für alle f 2 DM und für jedes i = 1; : : : ; n
gelte.
Die Matrizen A0, A1, A2, bA und bB seien durch
A0 := [N (vi; vk)]i;k=1;:::;n ,
A1 := [M (vi; vk)]i;k=1;:::;n ,
A2 := [b (wi; wk)]i;k=1;:::;n ,bA := A1 ¡ ¾A0 ,bB := A2 ¡ 2¾A1 + ¾2A0
de…niert. bB sei positiv de…nit.
Die Matrixeigenwertaufgabe bAx = ¹ bBx
habe die Eigenwerte ¹1 · ¹2 · : : : · ¹p < 0 · : : : · ¹n.
Behauptung: Für l = 1; : : : ; p enthält das Intervall·
¾ +
1
¹l
; ¾
¶
mindestens l Eigenwerte der Eigenwertaufgabe (2.1).
Beweis:
Der Beweis verläuft wieder indirekt.
Angenommen, es gibt ein l 2 f1; : : : ; pg, so daß die Anzahl der Eigenwerte
des Problems (2.1), die das Intervall
h
¾ + 1¹l ; ¾
´
enthält, strikt kleiner als l
ist.
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Da bA und bB o¤ensichtlich symmetrisch sind und bB zusätzlich positiv de-
…nit, gibt es nach bekannten Sätzen aus der Linearen Algebra Vektoren
x1; : : : ; xn 2 Rn mit xk = (xk;1; : : : ; xk;n)T für alle k = 1; : : : ; n, so daßbAxi = ¹i bBxi und xTi bBxk = ±ik für i; k = 1; : : : ; n.
Für i = 1; : : : ; n de…nieren wir evi und ewi durch
evi := nX
j=1
xi;jvj und ewi := nX
j=1
xi;jwj .
Damit ergibt sich für i; k = 1; : : : ; n
M (evi; evk) ¡ ¾N (evi; evk) = M Ã nX
j=1
xi;jvj,
nX
m=1
xk;mvm
!
¡¾N
Ã
nX
j=1
xi;jvj,
nX
m=1
xk;mvm
!
=
nX
j;m=1
xi;jxk;mM (vj; vm)
¡¾
nX
j;m=1
xi;jxk;mN (vj; vm)
= xTi A1xk ¡ ¾xTi A0xk
= xTi (A1 ¡ ¾A0) xk
= xTi bAxk
= ¹kxTi bBxk
= ¹k±ik
sowie
b ( ewi; ewk) ¡ 2¾M (evi; evk) + ¾2N (evi; evk) = xTi A2xk ¡ 2¾xTi A1xk
+¾2xTi A0xk
= xTi bBxk
= ±ik .
Es sei nun L der Unterraum von DM , der von den Eigenelementen des Pro-
blems (2.1) aufgespannt wird, die den im Intervall
h
¾ + 1¹l ; ¾
´
liegenden Ei-
genwerten zugeordnet sind. Aufgrund der Annahme zu Beginn des Beweises
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folgt dimL < l. Es gibt dann ¯1; : : : ; ¯l 2 R mit (¯1; : : : ; ¯l) 6= (0; : : : ; 0)
und
lX
i=1
¯iN (evi; g) = 0 für alle g 2 L. (2.6)
Falls L = f0g, ist das klar. Im Fall L 6= f0g sei fg1; : : : ; gkg eine Basis von
L. Dann ist k < l. Das homogene lineare Gleichungssystem
lX
i=1
¯iN (evi; gj) = 0 , j = 1; : : : ; k
mit k < l Gleichungen für die l Unbekannten ¯1; : : : ; ¯l besitzt daher eine
nichttriviale Lösung. Da g =
kX
j=1
®jgj, folgt daraus (2.6).
Wir de…nieren
v :=
lX
i=1
¯ievi ,
w :=
lX
i=1
¯i ewi sowie
´ := ¾ +
1
¹l
.
Dann ist ´ < ¾, v 2 DM , w 2 X, und es gilt
b (Tf;w) =
lX
i=1
¯i
nX
k=1
xi;kb (Tf; wk)
=
lX
i=1
¯i
nX
k=1
xi;kM (f; vk)
= M (f; v)
für alle f 2 DM sowie
N (v; Ák) =
lX
i=1
¯iN (evi; Ák) = 0
für alle k 2 J mit ´ · ¸k < ¾, da Ák 2 L für diese k. Weiterhin gilt
b (w ¡ ¾Tv; w ¡ ´Tv)
= b (w;w) ¡ (¾ + ´) b (w; Tv) + ¾´b (Tv; Tv)
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= b (w;w) ¡
µ
2¾ +
1
¹l
¶
M (v; v)
+¾
µ
¾ +
1
¹l
¶
N (v; v)
= b (w;w) ¡ 2¾M (v; v) + ¾2N (v; v)
¡ 1
¹l
(M (v; v) ¡ ¾N (v; v))
=
lX
i;j=1
¯i¯j
¡
b ( ewi; ewj) ¡ 2¾M (evi; evj) + ¾2N (evi; evj)¢
¡ 1
¹l
lX
i;j=1
¯i¯j (M (evi; evj) ¡ ¾N (evi; evj))
=
lX
i=1
¯2i
µ
1 ¡ ¹i
¹l
¶
· 0 ,
da ¹1 · ¹2 · : : : · ¹l < 0.
Die Voraussetzungen von Lemma 2.7 sind somit erfüllt. Eine weitere Rech-
nung liefert jedoch
b (w ¡ ¾Tv; w ¡ ¾Tv)
= b (w;w) ¡ 2¾b (w; Tv) + ¾2b (Tv; Tv)
= b (w;w) ¡ 2¾M (v; v) + ¾2N (v; v)
=
lX
i=1
¯2i
> 0 .
Dies widerspricht der Aussage in Lemma 2.7. Damit ist Theorem 2.8 bewie-
sen.
Bemerkung 2.9 bB ist positiv de…nit, wenn v1; : : : ; vn linear unabhängig
sind und ¾ nicht Eigenwert von (2.1) ist.
Beweis:
Setzt man zu c = (c1; : : : ; cn)
T 2 Rn
v (c) :=
nX
i=1
civi ( 2 DM ) und
w (c) :=
nX
i=1
ciwi ( 2 X ),
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so folgt
b (Tf; w (c)) =M (f; v (c)) für alle f 2 DM (2.7)
aus b (Tf;wi) = M (f; vi) für alle f 2 DM und jedes i = 1; : : : ; n. Insbeson-
dere ist daher
b (Tv (c) ; w (c)) =M (v (c) ; v (c)) .
Folglich hat man
0 · b (w (c) ¡ ¾Tv (c) ; w (c) ¡ ¾Tv (c))
= b (w (c) ; w (c)) ¡ 2¾b (Tv (c) ; w (c)) + ¾2b (Tv (c) ; T v (c))
= b (w (c) ; w (c)) ¡ 2¾M (v (c) ; v (c)) + ¾2N (v (c) ; v (c))
= cT bBc .
Daher ist bB stets positiv semide…nit.
Sei jetzt vorausgesetzt, daß v1; : : : ; vn linear unabhängig sind und daß ¾ kein
Eigenwert von Problem (2.1) ist. Gezeigt wird (indirekt), daß dann für c 6= 0
auch b (w (c) ¡ ¾Tv (c) ; w (c) ¡ ¾Tv (c)) 6= 0, also cT bBc 6= 0 gilt.
Angenommen, für ein c 2 Rn n f0g ist b (w (c) ¡ ¾Tv (c) ; w (c) ¡ ¾Tv (c)) =
0. Dann folgt (aus der für b (¢; ¢) gültigen Cauchy-Schwarzschen Unglei-
chung)
b (w (c) ¡ ¾Tv (c) ; x) = 0 für alle x 2 X.
Insbesondere ist daher
b (w (c) ¡ ¾Tv (c) ; T f) = 0 für alle f 2 DM .
Damit hat man aber
b (w (c) ; T f) = ¾b (Tv (c) ; Tf) für alle f 2 DM .
Mit (2.7) und b (Tv (c) ; T f) = N (v (c) ; f) für jedes f 2 DM folgt schließlich
M (f; v (c)) = ¾N (f; v (c)) für alle f 2 DM .
Aus der linearen Unabhängigkeit von v1; : : : ; vn und c 6= 0 folgt v (c) 6=
0. Folglich ist ¾ ein Eigenwert des Problems (2.1), im Widerspruch zur
Voraussetzung.
Theorem 2.8 enthält als Spezialfall ein Theorem von Lehmann, das in Zu-
sammenhang mit Eigenwertproblemen für gewöhnliche Di¤erentialgleichun-
gen eine Rolle spielt. Wir werden dieses Theorem später verwenden und
geben es daher hier an.
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Theorem 2.10 (Lehmann) Es gelten die Annahmen A1, A2 und A3. Wei-
terhin seien für i = 1; : : : ; n Elemente vi 2 DM und wi 2 DN gegeben, für
die
N (f; wi) =M (f; vi) für alle f 2 DM und für jedes i = 1; : : : ; n
gelte.
Die Matrizen A0, A1, A2, bA und bB seien durch
A0 := [N (vi; vk)]i;k=1;:::;n ,
A1 := [M (vi; vk)]i;k=1;:::;n ,
A2 := [N (wi; wk)]i;k=1;:::;n ,bA := A1 ¡ ¾A0 ,bB := A2 ¡ 2¾A1 + ¾2A0
de…niert. bB sei positiv de…nit.
Die Matrixeigenwertaufgabe bAx = ¹ bBx
habe die Eigenwerte ¹1 · ¹2 · : : : · ¹p < 0 · : : : · ¹n.
Behauptung: Für l = 1; : : : ; p enthält das Intervall·
¾ +
1
¹l
; ¾
¶
mindestens l Eigenwerte der Eigenwertaufgabe (2.1).
Beweis:
Die Aussage folgt sofort aus Theorem 2.8, wenn man X := DN , T : DM !
DN mit Tf := f sowie b (f; g) := N (f; g) für alle f; g 2 DN setzt.
2.4.2 Die Rolle des Parameters ¾ im Theorem von Leh-
mann
Unser Ziel ist es, für jedes der vier Willersschen Eigenwertprobleme eine
Einschließung [¸1] für den kleinsten Eigenwert ¸1 zu bestimmen. Die Er-
mittlung einer genauen unteren Schranke erfolgt mit Hilfe des Theorems von
Lehmann. Hierbei stellt sich das Problem einer geeigneten Wahl des dort
auftauchenden Parameters ¾.
1. ¾ soll so gewählt sein, daß B^ positiv de…nit ist. Um dies sicherzustellen,
darf ¾ kein Eigenwert von (2.1) sein (vgl. Bemerkung 2.9).
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2. Gelingt es, für ein p 2 N eine Zahl ¾p+1 zu bestimmen, die garan-
tierte untere Schranke für den (p + 1)-ten Eigenwert des betrachteten
Willersschen Eigenwertproblems ist und die die Bedingung
¾p+1 > ¤p (2.8)
erfüllt, wobei ¤p eine obere Schranke für den p-ten Eigenwert sein soll,
und stellt sich für das im Theorem von Lehmann de…nierte Matrixei-
genwertproblem A^x = ¹B^x heraus, daß p negative Eigenwerte
¹1 · ¹2 · : : : · ¹p (2.9)
vorliegen, so ist für jedes l = 1; : : : ; p die Zahl
³
¾p+1 + 1¹l
´
eine untere
Schranke für den (p + 1 ¡ l)-ten Eigenwert des Willersschen Eigen-
wertproblems. ¾p+1 wäre somit eine geeignete Wahl für ¾.
3. Ist eine der Bedingungen (2.8) oder (2.9) nicht erfüllt, so läßt sich
keine untere Schranke für den kleinsten Eigenwert des Willersschen
Eigenwertproblems berechnen, da man dann die Indizes der Eigenwerte,
die in den im Theorem von Lehmann genannten Intervallen liegen,
nicht genau kennt.
Die Bestimmung eines ¾p+1, das die in 2. beschriebenen Anforderungen er-
füllt, wird im Anschluß an Theorem 2.13 geklärt.
2.5 Obere Schranken für die Eigenwerte
In diesem Abschnitt geben wir eine Beschreibung der positiven Eigenwerte
durch ein bekanntes Variationsprinzip an. Aus diesem Variationsprinzip,
das dem Courantschen Minimum-Maximum-Prinzip entspringt, lassen sich
ein Vergleichssatz, der für die Bestimmung grober unterer Schranken des
Eigenwertproblems benötigt wird sowie das Verfahren von Rayleigh-Ritz
ableiten. Ähnliche Aussagen …nden sich in [4], dort sind sie für linksde…nite
Probleme bewiesen worden.
Es gelten folgende Modi…kationen der Annahmen A1 und A2 aus Unterkapitel
2.3:
A1*: Die Bilinearformen M (¢; ¢) und N (¢; ¢) sind symmetrisch und positiv
de…nit.
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A2*: Zu J := fi 2 N : i · dimDMg gibt es eine Folge (¸i)i2J in R von
Eigenwerten des Problems (2.1) und eine Folge (Ái)i2J in DM n f0g
von zugehörigen Eigenelementen mit M (f; Ái) = ¸iN (f; Ái) für alle
f 2 DM , i 2 J , so daß gilt:
¸i · ¸k für alle i; k 2 J mit i · k,
N(Ái; Ák) = ±ik für i; k 2 J ,
N(f; f) =
X
i2J
N(f; Ái)2 für alle f 2 DM .
Die Aussagen aus Lemma 2.4 übertragen sich. Ferner folgt sofort
Lemma 2.11
(i) ¸1 > 0,
(ii) M (f; f) ¸ X
i2J
¸iN (f; Ái)
2 für alle f 2 DM .
Beweis:
Zu (i): Es ist 0 < M (Á1; Á1) = ¸1N (Á1; Á1) = ¸1.
Zu (ii): Setzt man eÁi := 1p¸iÁi, i 2 J , so gilt
M
³eÁi; eÁk´ = 1p¸ip¸kM (Ái; Ák) = 1p¸ip¸k¸kN (Ái; Ák) = ±ik
für i; k 2 J . Da M (¢; ¢) ein Skalarprodukt auf DM £ DM ist, gilt für jedes
f 2 DM die Besselsche Ungleichung
M (f; f) ¸ X
i2J
M
³
f; eÁi´2 = X
i2J
1
¸i
M (f; Ái)
2 =
X
i2J
¸iN (f; Ái)
2 .
Die Hauptaussage dieses Abschnitts lautet
Theorem 2.12 (Charakterisierung der Eigenwerte mittels eines Va-
riationsprinzips) Die Annahmen A1* und A2* mögen zutre¤en. Dann gilt
für j 2 J:
¸j = min max
M (f; f)
N (f; f)
.
U ist Unterraum von DM f 2 U n f0g
dimU = j
(2.10)
KAPITEL 2. FUNKTIONALANALYTISCHE METHODEN 43
Beweis:
Es sei j 2 J . Der Beweis verläuft in drei Schritten.
1. Schritt: Es sei f 2 DM n f0g mit N (f; Ák) = 0 für k 2 J , k < j. Wir
erhalten
M (f; f) ¸ X
k2J
¸kN (f; Ák)
2
=
X
k¸j
¸kN (f; Ák)
2
¸ ¸j
X
k¸j
N (f; Ák)
2
= ¸jN (f; f)
und somit
M (f; f)
N (f; f)
¸ ¸j .
2. Schritt: Es sei nun U ein beliebiger Unterraum von DM der Dimension
j. SeiW := f0g, falls j = 1 undW := span fÁ1; : : : ; Áj¡1g, falls j ¸ 2. Dann
gibt es ein bf 6= 0 in U mit bf ? W im Sinne des inneren Produkts N (¢; ¢).
Im Fall j = 1 ist das klar. Falls j ¸ 2, sei fu1; : : : ; ujg eine Basis von U . Die
Gleichungen
jX
i=1
ciN (ui; Ák) = 0 , k = 1; : : : ; j ¡ 1
bilden ein homogenes lineares Gleichungssystem mit j ¡ 1 Gleichungen in
den j Unbekannten c1; : : : ; cj. Dieses Gleichungssystem besitzt eine nichttri-
viale Lösung
¡
c01; : : : ; c0j
¢
. Setzt man bf := jX
i=1
c0iui 2 U , so ist bf 6= 0 und
N
³ bf; Ák´ = 0 für alle k 2 J mit k < j. Mit Hilfe von Schritt 1 folgt
max
0 6=f2U
M (f; f)
N (f; f)
¸
M
³ bf; bf´
N
³ bf; bf´ ¸ ¸j .
(Das Maximum existiert, da die Abbildung f 7! M(f;f)N(f;f) auf der kompakten
Menge ff 2 U : N (f; f) = 1g stetig ist.)
Also ist ¸j · max
06=f2U
M(f;f)
N(f;f) für jeden j-dimensionalen Unterraum U von DM .
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3. Schritt: Es sei eU := span fÁ1; : : : ; Ájg. Für 0 6= f 2 eU , f = jX
k=1
®kÁk
mit ®k 2 R, 1 · k · j, folgt:
N (f; f) =
jX
k=1
®2k
sowie wegen f =
jX
k=1
®k
p
¸k
³
1p
¸k
Ák
´
und M
³
1p
¸i
Ái; 1p¸kÁk
´
= ±ik
M (f; f) =
jX
k=1
®2k¸k
· ¸j
jX
k=1
®2k
= ¸jN (f; f)
und somit
M (f; f)
N (f; f)
· ¸j
sowie
max
0 6=f2eU
M (f; f)
N (f; f)
· ¸j . (2.11)
Aufgrund des Ergebnisses von Schritt 2 muß in (2.11) sogar Gleichheit gelten.
Damit ist (2.10) bewiesen.
Als erste Anwendung von Theorem 2.12 erhalten wir
Theorem 2.13 (Vergleichssatz) Die Annahmen A1* und A2* mögen für
DM , M und N zutre¤en sowie analoge Annahmen für DfM , fM und eN . Es
sei eJ := ©i 2 N : i · dimDfMª und ne¸i : i 2 eJo die Menge der Eigenwerte
des Problems fM (f; Á) = ¸ eN (f; Á) für alle f 2 DfM
mit 0 < e¸i · e¸k, falls i · k.
Gilt DfM ½ DM und M(f;f)N(f;f) · fM(f;f)eN(f;f) für alle f 2 DfM n f0g, so ist
¸j · e¸j
für jedes j 2 eJ.
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Beweis:
Sei j 2 eJ . Nach Theorem 2.12 gibt es einen j-dimensionalen Unterraum U
von DfM mit e¸j = max
f2Unf0g
fM (f; f)eN (f; f) ¸ maxf2Unf0g M (f; f)N (f; f) .
Wegen DfM ½ DM ist U auch ein j-dimensionaler Unterraum von DM . Nach
Theorem 2.12 gilt daher
¸j · max
f2Unf0g
M (f; f)
N (f; f)
.
Damit ist aber ¸j · e¸j gezeigt.
Bemerkung 2.14 Man beachte, daß mit
ne¸
i : i 2 eJo die Eigenwerte des
Originalproblems und mit f¸i : i 2 Jg die Eigenwerte des Vergleichsproblems
gemeint sind.
Bemerkung 2.15 In Anknüpfung an Abschnitt 2.4.2 läßt sich der Ver-
gleichssatz folgendermaßen bei der Lösung der Willersschen Eigenwert-
aufgaben einsetzen: Für jedes der vier Probleme kann ein geschlossen lösba-
res, selbstadjungiertes und vollde…nites Vergleichsproblem formuliert werden,
dessen Eigenwerte untere Schranken für die Eigenwerte des Willersschen
Problems darstellen. (In Abschnitt 3.3 wird für jeden angesprochenen Lage-
rungsfall das zugehörige Vergleichsproblem konstruiert und für ein s 2 N die
Lage seiner s kleinsten Eigenwerte angegeben. Mit Hilfe von Intervallarith-
metik wird gezeigt, daß die Eigenwerte einfach sind.) Für jeden Eigenwert
¸Vi , 1 · i · s, des Vergleichsproblems läßt sich eine untere Schranke ¾i,
1 · i · s angeben. Jedes dieser ¾i ist dann natürlich auch eine untere
Schranke für den entsprechenden Eigenwert ¸i des Willersschen Problems.
Falls für ein p 2 N mit p · s ¡ 1 für ¾p+1 die Bedingungen (2.8) und (2.9)
erfüllt sind, so kann als Ausgangswert für die numerischen Berechnungen
¾ := ¾p+1 gesetzt werden.
Schließlich können wir den Satz formulieren, der die Grundlage für die Be-
rechnung oberer Schranken des Problems (2.1) bildet. Man erhält ihn, indem
man in Theorem 2.13 für DfM einen n-dimensionalen Unterraum V von DM
wählt und fM :=M jV£V sowie eN := N jV£V setzt.
Theorem 2.16 (Rayleigh-Ritz) Die Annahmen A1* und A2* mögen zu-
tre¤en. Für festes n 2 N seien v1; : : : ; vn 2 DM linear unabhängig. Es seien
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0 < ¸1 · : : : · ¸n die ersten n Eigenwerte (Vielfachheiten mitgezählt) von
(2.1). Die symmetrischen und positiv de…niten Matrizen A0 und A1 seien
durch
A0 := [N (vi; vk)]i;k=1;:::;n ,
A1 := [M (vi; vk)]i;k=1;:::;n
de…niert.
Es seien 0 < ¸01 · : : : · ¸0n die Eigenwerte des Problems
A1x = ¸A0x .
Dann gilt
¸j · ¸0j
für alle j = 1; : : : ; n.
Beweis:
V bezeichne den von v1; : : : ; vn aufgespannten n-dimensionalen Unterraum
vonDM . Es sei fM :=M jV£V und eN := N jV£V . (Dann istDfM = D eN = V .)
Das Eigenwertproblem
„Gesucht sind Paare (¸; v) 2 R£DfM n f0g mitfM (w; v) = ¸ eN (w; v) (2.12)
für alle w 2 DfM“
ist äquivalent mit dem Problem
„Gesucht sind Paare (¸; v) 2 R£ V n f0g mit
M (vi; v) = ¸N (vi; v)
für alle i = 1; : : : ; n“.
Dieses Problem ist aber äquivalent mit dem Problem
„Gesucht sind Paare (¸; x) 2 R£Rn n f0g, x = (x1; : : : ; xn)T , mit
M
Ã
vi;
nX
k=1
xkvk
!
= ¸N
Ã
vi;
nX
k=1
xkvk
!
für alle i = 1; : : : ; n“, d.h. mit
nX
k=1
M (vi; vk) xk = ¸
nX
k=1
N (vi; vk) xk
für alle i = 1; : : : ; n, d.h. mit
A1x = ¸A0x .
Folglich sind ¸01; : : : ; ¸0n die nach wachsender Größe geordneten Eigenwerte
von (2.12) und Theorem 2.16 erweist sich als Spezialfall von Theorem 2.13.
Kapitel 3
Numerischer Zugang
3.1 Vorbereitungen
Im gesamten Kapitel 3 sei vorausgesetzt, daß die BilinearformenM (¢; ¢) und
N (¢; ¢) symmetrisch und positiv de…nit sind.
Die Theoreme 2.10 und 2.16 stellen die Grundlage für die Bestimmung unte-
rer und oberer Schranken für funktionalanalytische Eigenwertprobleme der
Gestalt (2.1) dar. Sie führen beide auf die Aufgabe, allgemeine Matrixeigen-
wertprobleme der Form
Ax = ¸Bx , A = AT , B = BT , B positiv de…nit (3.1)
mit Matrizen A, B 2 Rn£n, n 2 N zu lösen. Die Eigenwerte von (3.1) seien
der Größe nach geordnet: ¸1 · ¸2 · : : : · ¸n. Verwendet man bei der
Lösung dieser allgemeinen Matrixeigenwertprobleme Intervallarithmetik, so
erhält man veri…zierte Einschließungen für die unteren und oberen Schranken
der ersten Eigenwerte des funktionalanalytischen Eigenwertproblems (2.1).
Hierbei wird allerdings davon ausgegangen, daß die Matrizen A^ und B^ aus
Theorem 2.10 und A0 und A1 aus Theorem 2.16 als Punktmatrizen vorliegen.
Müssen die Matrixelemente jedoch mit Hilfe von Intervallarithmetik ausge-
wertet werden, so sind die numerischen Ausgangsdaten für die Anwendung
der genannten Theoreme Intervallmatrizen
h
A^
i
,
h
B^
i
, [A0] und [A1], welche
die exakten Punktmatrizen A^, B^, A0 und A1 enthalten. In diesem Fall sind
zusätzliche Überlegungen nötig. Dies wird weiter unten erläutert.
In Abschnitt 3.3 werden die vier in Unterkapitel 2.2 funktionalanalytisch
formulierten Willersschen Eigenwertprobleme untersucht. In jedem dieser
vier Fälle führt die Einschließung des kleinsten Eigenwertes des entsprechen-
den Problems nach den eben getro¤enen Feststellungen auf zwei allgemeine
47
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Matrixeigenwertprobleme der Struktur (3.1): nach Theorem 2.10 auf das Lö-
sen des Lehmann-Goerisch-Problems, das eine garantierte untere Schran-
ke für den kleinsten Eigenwert des betre¤enden Willersschen Eigenwert-
problems liefert und nach Theorem 2.16 auf das Rayleigh-Ritz-Problem,
mit dessen Hilfe eine garantierte obere Schranke berechnet werden kann.
In der jüngeren Vergangenheit wurden verschiedene Verfahren vorgeschlagen,
Einschließungen für die Eigenwerte allgemeiner Matrixeigenwertprobleme der
Gestalt (3.1) zu bestimmen. Zu den bekanntesten Methoden zählen die von
Rump ([24], [25]), die auf dem Brouwerschen Fixpunktsatz basiert und die
von Behnke ([2], [3]), die sich auf den Einschließungssatz von Goerisch
(Theorem 2.8) stützt.
Da sich das Verfahren von Behnke nahtlos in die in Kapitel 2 dargelegte
Theorie der Einschließungssätze einreiht, sich hervorragend für die Behand-
lung der vier Willersschen Eigenwertprobleme eignet und sehr genaue Ein-
schließungen liefert, wird es - mit gewissen Modi…kationen - in dieser Arbeit
aufgegri¤en. Mit Hilfe des Behnke-Algorithmus läßt sich eine Einschließung
für einen Eigenwert ¸j eines allgemeinen Matrixeigenwertproblems (3.1) mit
vorgegebenem Index j berechnen.
Für das Behnke-Verfahren, aber auch in allgemeinerem Zusammenhang, ist
es wichtig, Aussagen über die Lage der Eigenwerte symmetrischer Matrizen
machen zu können. Zu diesem Zweck wird eine von Lohner in [20] beschrie-
bene Methode zur genauen Einschließung aller Eigenwerte einer symmetri-
schen Matrix P verwendet. Das Verfahren von Lohner wird so modi…ziert,
daß auch Näherungen für Eigenwerte und zugehörige Eigenvektoren angege-
ben werden können.
Die von Lohner und Behnke abgeleiteten Verfahren werden nachfolgend
erläutert.
3.1.1 Das Verfahren von Lohner
Die theoretische Grundlage für den Lohnerschen Einschließungsalgorithmus
…ndet sich in [20]. Lohner beschreibt dort ein Verfahren zur Einschließung
von Eigenwerten und Approximation von Eigenvektoren einer symmetrischen
Matrix P mit hoher Genauigkeit. Es handelt sich hierbei um eine Weiter-
entwicklung der klassischen Jacobi-Methode (s. [29]) mit der Zielsetzung,
die durch das gerundete Produkt aller Givens-Matrizen entstehende fast
orthogonale Transformationsmatrix zu verbessern.
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Es wird zunächst in einer „ersten Jacobi-Methode“ eine Matrix ~T bestimmt,
die die Näherungen für die Eigenvektoren von P in einfacher Länge enthält.
Bei der „zweiten Jacobi-Methode“ werden die Spalten von ~T orthonormiert
und das Ergebnis T im staggered-correction-Format (vgl. [1], [27]) als T =
T1 + T2 abgespeichert. (Bei der staggered correction wird eine reelle Zahl a
approximiert durch a ¼ a1+ : : :+am, wobei die ai Maschinenzahlen sind und
die Summe unter Verwendung eines langen Akkumulators ausgewertet wird).
staggered correction wird auch bei der Abspeicherung der Diagonalelemente
der Matrix
P1 := T¡1PT = D + ~P1
(und damit der Eigenwertapproximationen von P ) eingesetzt, wobei D eine
Diagonalmatrix und ~P1 eine vollbesetzte Matrix ist. Das Jacobi-Verfahren
wird mit D+ eeP 1 fortgesetzt, wobei eeP 1 eine Näherung für ~P1 ist. Dies liefert
schließlich die endgültige Transformationsmatrix Tf im staggered-correction-
Format als Tf = T1f + T2f . Damit lassen sich dann Einschließungen [¸i] für
die Eigenwerte von P bestimmen.
Die Mittelpunkte der Einschließungsintervallemid ([¸i]) bilden die gewünsch-
ten Näherungen für die Eigenwerte, die Spalten der Matrix # ¤ (T1f + T2f)
(Rundung zur nächsten Gleitpunktmatrix) die gewünschten Näherungen für
die Eigenvektoren.
Eine algorithmische Implementierung des Verfahrens …ndet sich in [21].
3.1.2 Das Verfahren von Behnke
Die aus dem Verfahren von Behnke abgeleitete Methode zur veri…zierten
Einschließung eines einfachen, gut vom Rest des Spektrums separierten Ei-
genwertes ¸j, 1 · j · n, eines allgemeinen Eigenwertproblems der Gestalt
(3.1) besteht aus drei wesentlichen Schritten, die als Motivation am Anfang
dieses Abschnitts zusammengefaßt werden:1
1. Berechnung von Näherungen
~¸j¡1 < ~¸j < ~¸j+1
(1 · j · n) für die Eigenwerte sowie einer Näherung ~xj für den zu ¸j
gehörigen Eigenvektor.
1Die Voraussetzung, daß ¸j einfach und gut separiert ist, ist bei den in dieser Arbeit
betrachteten Matrixeigenwertproblemen erfüllt. Im Algorithmus …ndet eine entsprechende
Überprüfung statt.
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(Falls j = 1, entfällt die Berechnung von ~¸j¡1, falls j = n, die von
~¸
j+1).
2. Bestimmung einer groben oberen Schranke ½ für ¸j¡1 mit ¸j¡1 < ½ < ¸j
(entfällt, falls j = 1), einer groben unteren Schranke ¾ für ¸j+1 mit
¸j < ¾ < ¸j+1 (entfällt, falls j = n), einer Näherung ~¸min (B) für
¸min (B) sowie einer Konstanten c mit 0 < c · ¸min (B) mit Hilfe der
Eigenwertnäherungen und veri…zierenden Rechnungen.
3. Berechnung genauer Schranken für ¸j mit Hilfe von Einschließungssät-
zen für Matrixeigenwertprobleme unter Verwendung von ~xj, ½, ¾ und
c.
Die mathematische Grundlage für die einzelnen Schritte wird jetzt präzisiert.
Der erste Schritt
Die im ersten Schritt benötigten Näherungen für die Eigenwerte und Ei-
genvektoren werden durch Umwandlung des allgemeinen Eigenwertproblems
in ein spezielles Eigenwertproblem, Anwendung des Lohner-Verfahrens und
anschließende Rücktransformation bestimmt. Obwohl das Lohner-Verfahren
sogar Einschließungen für die Eigenwerte einer symmetrischen Matrix be-
rechnet und man Einwände gegen den erhöhten Aufwand anführen könnte,
kommt es bereits an dieser Stelle zur näherungsweisen Bestimmung von Ei-
genwerten und Eigenvektoren zum Einsatz, da die dadurch gelieferten Ap-
proximationen bereits sehr genau sind und sich der Aufwand nicht unver-
hältnismäßig vergrößert.
Der zweite Schritt
Für die Ermittlung der im zweiten Schritt genannten Größen ½, ¾ und c spielt
das folgende Lemma ([26], S. 312/313) eine wichtige Rolle:
Lemma 3.1 Es seien A¸, B¸ 2 Rq£q mit A¸ = A¸T , B¸ = B¸T , B¸ positiv de…-
nit sowie ° 2 R. Die Anzahl der Eigenwerte von A¸x = ¸B¸x, die kleiner,
gleich oder größer als ° sind, ist gleich der Anzahl der Eigenwerte der Matrix³
A¸¡ °B¸
´
, die negativ sind, verschwinden bzw. positiv sind.
Um mit Hilfe von Lemma 3.1 eine zuverlässige Aussage über die Lage der
Eigenwerte des Problems A¸x = ¸B¸x bezüglich ° machen zu können, wird
eine Einschließung
h
A¸¡ °B¸
i
der Matrix A¸ ¡ °B¸ mit Hilfe von Intervall-
arithmetik berechnet und die zugehörige symmetrische Mittelpunktsmatrix
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mid
³h
A¸¡ °B¸
i´
gebildet. Mit Hilfe des Lohner-Verfahrens werden Ein-
schließungen
£
¸mid1;°
¤
; : : : ;
£
¸midn;°
¤
für die Eigenwerte von mid
³h
A¸¡ °B¸
i´
er-
mittelt. Durch Anwendung des folgenden Theorems ([28], S. 203) lassen
sich dann Einschließungen [¸1;° ] ; : : : ; [¸n;° ] für die Eigenwerte von A¸ ¡ °B¸
bestimmen:
Theorem 3.2 Es sei A 2 Rn£n eine symmetrische Matrix mit Eigenwerten
¸1 · : : : · ¸n und E 2 Rn£n eine symmetrische Störmatrix. Das (i; k)-te
Element von E werde mit eik bezeichnet. Ferner sei ~A := A+E eine gestörte
symmetrische Matrix mit Eigenwerten ~¸1 · : : : · ~¸n. Dann gilt
max
n¯¯¯
~¸
i ¡ ¸i
¯¯¯o
· kEk2 ,
wobei die Zahl kEk2 :=
Ã
nX
i;k=1
e2ik
! 1
2
die Schur-Norm von E bezeichnet.
Setzt man ~A := A¸ ¡ °B¸, so ist ~A 2
h
A¸¡ °B¸
i
. Mit A := mid
³h
A¸¡ °B¸
i´
läßt sich ~A darstellen als eine Summe aus A und einer (nicht näher spezi…-
zierten) symmetrischen Störmatrix E:
~A = A+ E.
Es gilt
¸i ¡ kEk2 · ~¸i · ¸i + kEk2
für einen beliebigen Eigenwert ~¸i. Es sei [H] :=
h
A¸¡ °B¸
i
¡mid
³h
A¸¡ °B¸
i´
.
Das (i; k)-te Element von [H] werde mit [h]ik bezeichnet. Kennt man die obe-
re Intervallgrenze S von
Ã
nX
i;k=1
[h]2ik
! 1
2
, so gilt wegen
E 2 [H] und
Ã
nX
i;k=1
e2ik
! 1
2
2
Ã
nX
i;k=1
[h]2ik
! 1
2
die Abschätzung
kEk2 · S.
Daher ist
[¸i;° ] :=
h£
¸midi;°
¤ ¡ S ; £¸midi;° ¤ + Si
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eine Einschließung für den i-ten Eigenwert von A¸¡ °B¸.2
Die Argumentation läßt sich auch auf den Fall übertragen, daß für die Matri-
zen A¸ und B¸ nur Einschließungen
h
A¸
i
und
h
B¸
i
bekannt sind. Man de…niert
dann A := mid
³h
A¸
i
¡ °
h
B¸
i´
, ~A := A¸¡ °B¸ und beachtet, daßh
A¸
i
¡ °
h
B¸
i
3 ~A = A+ E
gilt.
Wir kehren zum Matrixeigenwertproblem (3.1) zurück. Um die groben Schran-
ken ½, ¾ und c mit ¸j¡1 < ½ < ¸j < ¾ < ¸j+1 und 0 < c · ¸min (B) zu
bestimmen, geht man folgendermaßen vor:
² Die berechnete Näherung ~¸j¡1 aus Schritt 1 wird etwas vergrößert und
damit eine Zahl ½ festgelegt. Durch Berechnung von Einschließungen
für die Eigenwerte von A¡ ½B wird festgestellt, ob j ¡ 1 negative und
n¡ (j ¡ 1) positive Eigenwerte vorliegen. Falls die Null eingeschlossen
wird oder nicht die genannte Anzahl an positiven und negativen Eigen-
werten vorliegt, wird das Verfahren abgebrochen, da sich dann keine
verläßlichen Aussagen ableiten lassen.
² Die berechnete Näherung ~¸j+1 aus Schritt 1 wird etwas verkleinert und
damit eine Zahl ¾ festgelegt. Durch Berechnung von Einschließungen
für die Eigenwerte von A¡¾B wird festgestellt, ob j negative und n¡j
positive Eigenwerte vorliegen. Falls die Null eingeschlossen wird oder
nicht die genannte Anzahl an positiven und negativen Eigenwerten vor-
liegt, wird das Verfahren aus dem oben genannten Grund abgebrochen.
² Die berechnete Näherung ~¸min (B) wird etwas verkleinert und damit
eine Zahl c festgelegt. Durch Berechnung von Einschließungen für die
Eigenwerte von B¡ cI (I ist die Einheitsmatix) wird festgestellt, ob n
positive Eigenwerte vorliegen. Falls die Null eingeschlossen wird oder
nicht die genannte Anzahl an positiven Eigenwerten vorliegt, wird das
Verfahren aus dem oben genannten Grund abgebrochen.
Die genaue Festlegung von ½, ¾ und c folgt bei der Beschreibung des Al-
gorithmus im Pseudocode. Nach dem Ende des zweiten Schrittes ist eine
veri…zierte untere Schranke ½ und eine veri…zierte obere Schranke ¾ für den
Eigenwert ¸j gefunden. Diese Schranken sind jedoch noch sehr grob. Im
dritten Schritt werden schließlich genaue Schranken bestimmt.
2Für Intervalle wird die Schreibweise [¸] =
£
¸; ¸
¤
gewählt, ¸, ¸ sind dann die untere
bzw. obere Grenze.
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Der dritte Schritt
Grundlage für den dritten Schritt ist das folgende, aus dem Theorem von
Goerisch (Theorem 2.8) abgeleitete Theorem zur Berechnung von Ein-
schließungen für die Eigenwerte allgemeiner Matrixeigenwertprobleme der
Gestalt (3.1) und sich daraus ergebender Konsequenzen. Diese Aussagen
…nden sich in allgemeinerer Form in [3].
Theorem 3.3 Folgende Voraussetzungen seien erfüllt:
1. Gegeben sind Matrizen A;B 2 Rn£n mit A = AT , B = BT , B positiv
de…nit.
2. Es sind u; v 2 Rn gegeben, u 6= 0.3
3. Es ist c 2 R, 0 < c · ¸min (B), ferner ist ¾ 2 R. Die (1 £ 1)-Matrizen
A0, A1, A2, bA und bB werden de…niert durch
A0 := uTBu ,
A1 := uTAu ,
A2 := uTAv ¡ vT (Bv ¡ Au)
+1c (Bv ¡ Au)T (Bv ¡ Au) ,bA := A1 ¡ ¾A0 ,bB := A2 ¡ 2¾A1 + ¾2A0 .bB ist positiv de…nit.
4. Für den Eigenwert ¹¸ des Matrixeigenwertproblems bAx = ¹ bBx gilt ¹¸ <
0.
Behauptung: Unter den genannten Voraussetzungen enthält das Intervall·
¾ +
1
¹¸
; ¾
¶
mindestens einen Eigenwert der Eigenwertaufgabe Ax = ¸Bx.
Beweis:
Der Beweis wird auf Theorem 2.8 zurückgeführt. Es seien DM := Rn, DN :=
Rn, M (¢; ¢) und N (¢; ¢) seien de…niert durch
M (x; y) := xTAy und N (x; y) := xTBy für x; y 2 Rn.
3Im Algorithmus wird später als v eine Näherung für B¡1Au verwendet werden.
KAPITEL 3. NUMERISCHER ZUGANG 54
Dann ist die Eigenwertaufgabe
M (y; x) = ¸N (y; x) für alle y 2 Rn
äquivalent mit der Aufgabe
Ax = ¸Bx .
Die Bedingungen A1, A2 und A3 aus Abschnitt 2.3 sind erfüllt. (In einem
endlichdimensionalen euklidischen Vektorraum entspricht die Gültigkeit des
Satzes von Pythagoras der in A2 geforderten Parsevalschen Gleichung,
vgl. [8], S. 269). Weiterhin wird das Tripel (X; b; T ) de…niert durch
X := Rn £Rn ,
b
µµ
x1
x2
¶
;
µ
y1
y2
¶¶
:= xT1By1 ¡ cxT1 y1 + cxT2 y2 für x1; x2; y1; y2 2 Rn ,
T : Rn ! Rn £Rn, Tx :=
µ
x
x
¶
.
b (¢; ¢) ist bilinear und symmetrisch, T ist linear.
Es sei fh1; : : : ; hng eine Orthonormalbasis aus Eigenvektoren von B mit
Bhj = ¸jhj für j = 1; : : : ; n. Dann gilt für x1 =
nX
j=1
®jhj und x2 =
nX
j=1
¯jhj
b
µµ
x1
x2
¶
;
µ
x1
x2
¶¶
=
nX
j=1
¸j®2j ¡ c
nX
j=1
®2j + c
nX
j=1
¯2j
=
nX
j=1
(¸j ¡ c)®2j + c
nX
j=1
¯2j
¸ 0 ,
da 0 < c · ¸min (B), d.h. b (¢; ¢) ist positiv semide…nit.
Für alle x; y 2 Rn hat man
b (Tx; Ty) = xTBy ¡ cxTy + cxTy = xTBy = N (x; y) .
Es sei
w :=
µ
v
v ¡ 1c (Bv ¡Au)
¶
,
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dann ist
b (Ty; w) = yTBv ¡ cyTv + cyT
µ
v ¡ 1
c
(Bv ¡ Au)
¶
= yTAu
= M (y; u)
für y 2 Rn. Außerdem gilt
b (w;w) = vTBv ¡ cvTv
+c
µ
v ¡ 1
c
(Bv ¡Au)
¶T µ
v ¡ 1
c
(Bv ¡ Au)
¶
= vTBv ¡ cvTv + cvTv ¡ vT (Bv ¡Au)
¡ (Bv ¡ Au)T v + 1
c
(Bv ¡ Au)T (Bv ¡ Au)
= vTBv ¡ vTBv + vTAu¡ vTBv + uTAv
+
1
c
(Bv ¡ Au)T (Bv ¡ Au)
= uTAv ¡ vT (Bv ¡Au) + 1
c
(Bv ¡ Au)T (Bv ¡ Au)
= A2 .
Damit folgt die Behauptung unmittelbar aus Theorem 2.8.
Bemerkung 3.4 Analog zu Bemerkung 2.9 kann man zeigen, daß bB positiv
de…nit ist, falls ¾ kein Eigenwert der Eigenwertaufgabe Ax = ¸Bx ist.
Um die Aussage von Theorem 3.3 im Einschließungsalgorithmus verwenden
zu können, wird es leicht umformuliert:
Theorem 3.5 Die Voraussetzungen 1 und 2 aus Theorem 3.3 seien erfüllt,
¾, c, A0, A1 und A2 seien de…niert wie in Voraussetzung 3. ¾ sei nicht
Eigenwert der Aufgabe Ax = ¸Bx. Dann besitzt die Eigenwertaufgabe
(A2 ¡ ¾A1)x = ¿ (A1 ¡ ¾A0)x
einen reellen Eigenwert ¿¸ . Wenn ¿¸ < ¾ gilt, dann enthält das Intervall [¿¸ ; ¾)
mindestens einen Eigenwert der Aufgabe Ax = ¸Bx.
Beweis:
Es läßt sich leicht einsehen, daß A1 ¡ ¾A0 6= 0. Nach Voraussetzung ist ¾
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kein Eigenwert der Aufgabe Ax = ¸Bx. Mit den Notationen aus dem Beweis
von Theorem 3.3 folgt: ¾ ist kein Eigenwert der Aufgabe
M (y; x) = ¸N (y; x) für alle y 2 Rn ,
also gilt insbesondere
M (u; u) 6= ¾N (u; u) . (3.2)
Wäre A1 ¡ ¾A0 = 0, so wäre uTAu = ¾uTBu, also M (u; u) = ¾N (u; u), im
Widerspruch zu (3.2). Da B^ positiv de…nit ist, besitzt die Eigenwertaufgabe
A^x = ~¿B^x ,
(A1 ¡ ¾A0)x = ~¿ ¡A2 ¡ 2¾A1 + ¾2A0¢x
einen reellen Eigenwert ¹. Da A1 ¡ ¾A0 6= 0, folgt ¹ 6= 0.
Somit gilt für eine reelle Zahl ¹, ¹ 6= 0:
¹ ist Eigenwert der Aufgabe
(A1 ¡ ¾A0) x = ~¿ ¡A2 ¡ 2¾A1 + ¾2A0¢x ()
1
¹ ist Eigenwert der Aufgabe
((A2 ¡ ¾A1) ¡ ¾ (A1 ¡ ¾A0)) x = ¿^ (A1 ¡ ¾A0) x ()
¾ + 1¹ ist Eigenwert der Aufgabe
(A2 ¡ ¾A1)x = ¿ (A1 ¡ ¾A0) x .
Die Behauptung folgt somit aus Theorem 3.3.
Es stellt sich natürlich jetzt die Frage, wie die Größen u; v 2 Rn und ¾ 2 R
zu wählen sind, um mit Hilfe von Theorem 3.3 bzw. Theorem 3.5 eine genaue
untere Schranke für ¸j zu berechnen. Naheliegenderweise greift man auf das
¾ aus dem zweiten Schritt mit ¸j < ¾ < ¸j+1 zurück. Ist u 2 Rn exakter
Eigenvektor zum Eigenwert ¸j des Problems (3.1), also Au = ¸jBu und
v := B¡1Au = ¸jB¡1Bu = ¸ju, so ist
A1 = uTAu = ¸juTBu
A2 = uTAv =
¡
vTATu
¢T = ¡vTAu¢T
=
¡
¸juT¸jBu
¢T = ¸2juTBu .
Ist ¿¸ ein Eigenwert von
(A2 ¡ ¾A1)x = ¿ (A1 ¡ ¾A0) x ,
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so folgt ¡
¸2ju
TBu¡ ¾¸juTBu¢ = ¿¸ ¡¸juTBu¡ ¾uTBu¢ ,
wegen der positiven De…nitheit von B somit
¸2j ¡ ¾¸j = ¿¸¸j ¡ ¾¿¸ )
¸j (¸j ¡ ¾) = ¿¸ (¸j ¡ ¾) .
Da ¸j < ¾, folgt hieraus ¿¸ = ¸j, d.h. in diesem Fall stimmen ¿¸ und ¸j
überein.
In der Praxis wird man jedoch im allgemeinen u und v nicht exakt zur Verfü-
gung haben, weshalb man Näherungen für diese Vektoren benutzt. Aufgrund
von Konvergenzaussagen für die Lehmann-Schranken ([33]) kann man er-
warten, daß eine gute Näherung für den j-ten Eigenvektor, wie sie z.B. vom
Lohner-Verfahren geliefert wird, eine gute untere Schranke ¿ ergibt. Ver-
wendet man das im zweiten Schritt bestimmte ¾ mit ¸j < ¾ < ¸j+1, so läßt
sich mit Hilfe von Theorem 3.5 durch Bildung des Templeschen Quotienten
¿ (¾) =
A2 ¡ ¾A1
A1 ¡ ¾A0
eine im allgemeinen sehr genaue untere Schranke für ¸j berechnen. Unter den
genannten Voraussetzungen hat für y 6= 0 der Rayleigh-Quotient yA1yyA0y = A1A0
die Größenordnung von ¸j, somit gilt
A1 ¼ ¸jA0 < ¾A0
und daher im allgemeinen
¡ (A1 ¡ ¾A0) > 0 . (3.3)
Sollte sich während der Berechnung herausstellen, daß (3.3) nicht erfüllt ist,
wird das Verfahren abgebrochen (zu diesen Ausführungen siehe auch [3]).
Falls eine untere Schranke für ¸n berechnet werden soll (also ¾ > ¸n ist),
betrachtet man anstelle des Eigenwertproblems in Theorem 3.5 das durch
den Grenzübergang ¾ ! 1 entstehende Problem A1x = ¿A0x und bildet
den Quotienten A1A0 (vgl. hierzu [2], Satz 5).
Für die Bestimmung oberer Schranken legt man das Matrixeigenwertproblem
¡Ax = (¡¸)Bx anstelle von (3.1) zugrunde. Statt ¾ wählt man das im
zweiten Schritt bestimmte ½. Eine untere Schranke für (¡¸j), d.h. eine obere
Schranke für ¸j kann dann mit Hilfe von Theorem 3.5 berechnet werden.
Damit ergibt sich
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Theorem 3.6 Die Voraussetzungen 1 und 2 aus Theorem 3.3 seien erfüllt.
Es sei ½ 2 R, c, A0, A1 und A2 seien de…niert wie in Voraussetzung 3. ½ sei
nicht Eigenwert der Aufgabe Ax = ¸Bx. Dann besitzt die Eigenwertaufgabe
(A2 ¡ ½A1)x = ¿ (A1 ¡ ½A0) x
einen reellen Eigenwert ¿¸ . Wenn ¿¸ > ½ gilt, dann enthält das Intervall (½; ¿¸ ]
mindestens einen Eigenwert der Aufgabe Ax = ¸Bx.
u und v werden analog zur Bestimmung unterer Schranken gewählt. Es gilt
A1 ¼ ¸jA0 > ½A0
und daher im allgemeinen
A1 ¡ ½A0 > 0 ,
d.h. auch in diesem Fall ist der Nenner des Templeschen Quotienten un-
gleich Null. Soll eine obere Schranke von ¸1 bestimmt werden, so geschieht
dies mit Hilfe des Quotienten A1A0 .
Im Algorithmus wird zur Verbesserung der numerischen Resultate anstelle
des Problems (3.1) das spektralverschobene Matrixeigenwertproblem³
A¡ ~¸jB
´
x =
³
¸¡ ~¸j
´
Bx für die Berechnung der Einschließungen im
dritten Schritt des Verfahrens verwendet (vgl. [3], [4]). Durch Addition von
~¸
j zu den ermittelten Schranken läßt sich schließlich eine Einschließung für
den Eigenwert ¸j des Original-Matrixeigenwertproblems angeben. Die Aus-
wertung der Matrizen A ¡ ~¸jB, B, A0, A1 und A2 sowie die Bestimmung
der Templeschen bzw. Rayleighschen Quotienten erfolgt mit Hilfe von
Intervallarithmetik.
Der Pseudocode
Nach den theoretischen Ausführungen folgt in diesem Abschnitt eine zusam-
menfassende Beschreibung des Algorithmus im Pseudocode.
Eingabe: A, B Matrizen aus Problem (3.1)
n Dimension der Matrizen
j Index des einzuschließenden Eigenwertes
Ausgabe: [¸j] Einschließungsintervall
1. Berechnung von Näherungseigenwerten ~¸j¡1 < ~¸j < ~¸j+1
und eines Näherungseigenvektors ~xj;
{Falls j = 1, entfällt ~¸j¡1;
falls j = n, entfällt ~¸j+1;}
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2. Falls j 6= 1, dann
² überprüfe, ob ~¸j¡1 + 0:01
¯¯¯
~¸j¡1
¯¯¯
< ~¸j;
falls nein: stop;
² setze ½ := ~¸j¡1 + 0:005
¯¯¯
~¸j¡1
¯¯¯
;
² berechne eine Einschließung der Eigenwerte der Matrix A¡ ½B;
prüfe, ob j ¡ 1 negative und n¡ (j ¡ 1) positive Eigenwerte vor-
liegen;
falls nein: stop;
falls j 6= n, dann
² überprüfe, ob ~¸j < ~¸j+1 ¡ 0:01
¯¯¯
~¸
j+1
¯¯¯
;
falls nein: stop;
² setze ¾ := ~¸j+1 ¡ 0:005
¯¯¯
~¸
j+1
¯¯¯
;
² berechne eine Einschließung der Eigenwerte der Matrix A¡ ¾B;
prüfe, ob j negative und n¡ j positive Eigenwerte vorliegen;
falls nein: stop;
anschließend
² setze c := ~¸min (B) ¡ 0:1~¸min (B);
² berechne eine Einschließung der Eigenwerte der Matrix B ¡ cI;
prüfe, ob n positive Eigenwerte vorliegen;
falls nein: stop;
3. {Berechnung von Schranken für das spektralverschobene Problem}
² [A] := A¡ ~¸jB;
[B] := B;
½ := ½¡ ~¸j;
¾ := ¾ ¡ ~¸j;
u := ~xj;
² berechne v als Näherungslösung des linearen Gleichungssystems
mid ([B]) v = mid ([A])u;
² [A0] := uT [B]u;
[A1] := uT [A]u;
[A2] := uT [A] v ¡ vT ([B] v ¡ [A]u)
+1c ([B] v ¡ [A] u)T ([B] v ¡ [A] u) ;
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obere Schranken:
² falls j = 1, dann
berechne durch Quotientenbildung eine Einschließung [¹]
für den Eigenwert des Problems [A1] x = ¹ [A0] x;
² sonst
prüfe, ob die Matrix [A1] ¡ ½ [A0] positiv de…nit ist;
falls nein: stop;
² berechne durch Quotientenbildung eine Einschließung [¹]
für den Eigenwert des Problems
([A2] ¡ ½ [A1]) x = ¹ ([A1] ¡ ½ [A0])x;
² prüfe, ob ½ < ¹;
falls nein: stop;
² ¸j := ~¸j + ¹;
untere Schranken:
² falls j = n, dann
berechne durch Quotientenbildung eine Einschließung [¹]
für den Eigenwert des Problems [A1] x = ¹ [A0] x;
² sonst
prüfe, ob die Matrix ¡ ([A1] ¡ ¾ [A0]) positiv de…nit ist;
falls nein: stop;
² berechne durch Quotientenbildung eine Einschließung [¹]
für den Eigenwert des Problems
(¡ [A2] + ¾ [A1]) x = ¹ (¡ [A1] + ¾ [A0]) x;
² prüfe, ob ¹ < ¾;
falls nein: stop;
² ¸j := ~¸j + ¹;
[¸j ] :=
£
¸j; ¸j
¤
;
3.1.3 Die De…nition der Matrizen in den Theoremen
von Lehmann und Rayleigh-Ritz
Es soll noch kurz die grundsätzliche Vorgehensweise bei der Festlegung der
Matrizen A0, A1, A2, A^ und B^ in den Theoremen von Lehmann und Ray-
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leigh-Ritz beschrieben werden. Eine ausführliche Darstellung für jeden
einzelnen Lagerungsfall folgt in Abschnitt 3.3.
Mit Hilfe des Computeralgebrasystems Mathematica 3.0 können die Elemen-
te der Matrizen A0, A1 und A2 analytisch bestimmt werden. In vielen Fällen
handelt es sich dabei jedoch nicht um Maschinenzahlen. Die für die weitere
Verarbeitung erforderliche numerische Auswertung der Matrizen erfolgt un-
ter Verwendung von Intervallarithmetik. Dies liefert Intervallmatrizen [A0],
[A1] und [A2]. Mit ihnen werden die aus dem Theorem von Lehmann abge-
leiteten Intervallmatrizen
h
A^
i
und
h
B^
i
mit
h
A^
i
:= [A1]¡¾ [A0] und
h
B^
i
:=
[A2]¡ 2¾ [A1] + ¾2 [A0] bestimmt. Da der Einschließungsalgorithmus Punkt-
matrizen als Ausgangsdaten benötigt, werden zu [A0], [A1],
h
A^
i
und
h
B^
i
die zugehörigen Mittelpunktmatrizen gebildet, die mit AM0 , AM1 , A^M und
B^M bezeichnet werden. Mit ihnen werden das Rayleigh-Ritz-Problem
und das Lehmann-Goerisch-Problem für die Mittelpunktmatrizen gelöst.
Mit Hilfe des Rayleigh-Quotienten und Anwendung der Resultate aus Ab-
schnitt 3.1.4 auf die zugehörigen Intervallmatrix-Eigenwertprobleme läßt sich
dann eine Einschließung für den kleinsten Eigenwert des betrachteten Wil-
lersschen Eigenwertproblems bestimmen.
Bei der Festlegung der Dimension der Matrizen gilt es folgendes zu beachten:
Einerseits sollte sie möglichst groß sein, da dies eine größere Freiheit bei
der Wahl von ¾ läßt und sich positiv auf die Genauigkeit der numerischen
Ergebnisse auswirkt. Andererseits sind die Darstellungsmöglichkeiten durch
die Mantissenlänge des zugrunde liegenden Gleitpunktsystems beschränkt.
Alle numerischen Rechnungen wurden auf einer Sun-Unix-Workstation mit
einer sechzehnstelligen Mantisse durchgeführt. Es hat sich herausgestellt,
daß für jedes der vier Willersschen Eigenwertprobleme 10 die maximale
Dimension der Matrizen ist, die eine Darstellung auf der Sun noch gestattet.
3.1.4 Störungsrechnung
Wie im letzten Abschnitt ausgeführt, sind die mit Mathematica bestimmten
Elemente der Matrizen A0, A1, A^ und B^ häu…g nicht durch Maschinenzah-
len darstellbar. Die Intervallmatrizen [A0], [A1],
h
A^
i
und
h
B^
i
enthalten die
genauen Ausgangsdaten. Es ist daher wichtig, mit Hilfe der für die Mit-
telpunktmatrizen gelösten Eigenwertprobleme Informationen über die Lage
der Eigenwerte des exakten Rayleigh-Ritz- und Lehmann-Goerisch-
Problems und daraus resultierend des kleinsten Eigenwertes des exakten Aus-
gangsproblems zu erhalten.
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Es werden zunächst zwei Lemmas bewiesen, die für die Abschätzung des Feh-
lers bei der Berechnung des kleinsten Eigenwertes für das exakte allgemeine
Eigenwertproblem im Vergleich zu dem Eigenwertproblem für die Mittel-
punktmatrizen benötigt werden. Mit k¢k werde in diesem Abschnitt stets die
Maximumsnorm für Vektoren x 2 Rn bzw. Matrizen A 2 Rn£n bezeichnet,
d.h.
kxk = max
i=1;:::;n
jxij und kAk = max
i=1;:::;n
nX
k=1
jaikj .
Ferner sei ¸min (A) der kleinste Eigenwert des speziellen Eigenwertproblems
Ax = ¸x, A symmetrisch und ¸min (A;B) der kleinste Eigenwert des allge-
meinen Eigenwertproblems Ax = ¸Bx, A und B symmetrisch, B positiv
de…nit.
Als erstes beweisen wir ein Lemma für spezielle Eigenwertprobleme.
Lemma 3.7 Es sei [A] eine symmetrische Intervallmatrix, A 2 [A] sei sym-
metrisch und positiv de…nit. Es gelte ¸min (A) > kA0 ¡ Ak für alle symme-
trischen A0 2 [A].
Dann gilt: Jedes symmetrische A0 2 [A] ist positiv de…nit und
¸min (A0) ¸ ¸min (A) ¡ kA0 ¡ Ak
> 0 .
Beweis:
Es sei x ein Eigenvektor von A0 zum Eigenwert ¸min (A0) mit kxk = 1. Dann
ist
¸min (A0) =
xTA0x
xTx
= xTA0x
= xTAx+ xT (A0 ¡ A) x
¸ ¸min (A) + xT (A0 ¡A) x .
Aus der Cauchy-Schwarzschen Ungleichung folgt¯¯
xT (A0 ¡ A) x¯¯ · kxk k(A0 ¡ A)xk · kxk kA0 ¡Ak kxk = kA0 ¡ Ak
und damit
¸min (A) + xT (A0 ¡ A)x ¸ ¸min (A) ¡ kA0 ¡ Ak .
Damit ist die Behauptung gezeigt.
Für allgemeine Eigenwertprobleme ergibt sich:
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Lemma 3.8 Es seien [A] und [B] symmetrische Intervallmatrizen, A 2 [A],
B 2 [B] seien symmetrisch und positiv de…nit. Es gelte ¸min (A) > kA0 ¡Ak
und ¸min (B) > kB0 ¡Bk für alle symmetrischen A0 2 [A] und B0 2 [B].
Dann gilt: Jedes symmetrische A0 2 [A] und B0 2 [B] ist positiv de…nit und
¸min (A0; B0) ¸ ¸min (A;B)
1 ¡ kA0¡Ak¸min(A)
1 + kB
0¡Bk
¸min(B)
= ¸min (A;B)
Ã
1 ¡
kA0¡Ak
¸min(A)
+ kB
0¡Bk
¸min(B)
1 + kB
0¡Bk
¸min(B)
!
.
Beweis:
Aus Lemma 3.7 folgt, daß jedes symmetrische A0 2 [A] und B0 2 [B] positiv
de…nit ist. Es seien nun ein beliebiges symmetrisches A0 2 [A] und B0 2 [B]
gegeben. Dann gibt es einen Eigenvektor x zu ¸min (A0; B0) mit kxk = 1, so
daß
¸min (A0; B0) =
xTA0x
xTB0x
=
xTAx
xTBx
xTBx
xTAx
xTA0x
xTB0x
¸ ¸min (A;B) x
TBx
xTAx
xTA0x
xTB0x
.
Der Rayleighsche Quotient xTAxxT x ist eine obere Schranke für den kleinsten
Eigenwert der Matrix A. Zusammen mit der Cauchy-Schwarzschen Un-
gleichung folgt daher¯¯¯¯
xT (A0 ¡ A) x
xTAx
¯¯¯¯
=
¯¯¯
xT (A0¡A)x
xT x
¯¯¯
xTAx
xT x
· kA
0 ¡Ak
¸min (A)
,
¯¯¯¯
xT (B0 ¡B) x
xTBx
¯¯¯¯
=
¯¯¯
xT (B0¡B)x
xTx
¯¯¯
xTBx
xTx
· kB
0 ¡Bk
¸min (B)
.
Damit erhalten wir
xTBx
xTAx
xTA0x
xTB0x
=
xTBx
¡
xTAx+ xT (A0 ¡A) x¢
xTAx (xTBx+ xT (B0 ¡B) x)
=
1 + x
T (A0¡A)x
xTAx
1 + x
T (B0¡B)x
xTBx
(Kürzen durch xTAx ¢ xTBx)
¸ 1 ¡
kA0¡Ak
¸min(A)
1 + kB
0¡Bk
¸min(B)
,
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womit alles gezeigt ist.
Es kann jetzt der absolute Fehler abgeschätzt werden, der bei der Berechnung
des kleinsten Eigenwertes für das exakte allgemeine Eigenwertproblem im
Vergleich zu dem Eigenwertproblem für die Mittelpunktmatrizen entsteht.
Theorem 3.9 Es gelten die Voraussetzungen von Lemma 3.8. Dann gilt:
¸min (A0; B0) ¸ ¸min (A;B)¡ ¸min (A)¸min (B)
kB0 ¡Bk + ¸min (B) kA0 ¡Ak
¸min (B) + kB0 ¡Bk . (3.4)
Beweis:
Nach Lemma 3.8 ist
¸min (A0; B0) ¸ ¸min (A;B) ¡ ¸min (A;B)
kA0¡Ak
¸min(A)
+ kB
0¡Bk
¸min(B)
1 + kB
0¡Bk
¸min(B)
.
Es sei x ein Eigenvektor zu ¸min (A) mit kxk = 1 und ¸min (A) = xTAxxT x =
xTAx. Da der Rayleighsche Quotient x
TAx
xTBx eine obere Schranke für
¸min (A;B) ist, folgt
¸min (A;B) · x
TAx
xTBx
=
¸min (A)
xTBx
· ¸min (A)
¸min (B)
und somit
¸min (A;B)
kA0¡Ak
¸min(A)
+ kB
0¡Bk
¸min(B)
1 + kB
0¡Bk
¸min(B)
· ¸min (A)
¸min (B)
³kA0¡Ak
¸min(A)
+ kB
0¡Bk
¸min(B)
´
1 + kB
0¡Bk
¸min(B)
=
kA0 ¡Ak + ¸min(A)¸min(B) kB0 ¡Bk
¸min (B) + kB0 ¡Bk .
Multiplikation der Ungleichung mit (¡1) liefert schließlich die Behauptung.
Auch für den Fall, daß die positive De…nitheit der symmetrischen Matrix
A nicht vorausgesetzt wird, läßt sich eine Abschätzung für den kleinsten
Eigenwert angeben.
Theorem 3.10 Es seien [A] und [B] symmetrische Intervallmatrizen, A 2
[A] sei symmetrisch, B 2 [B] sei symmetrisch und positiv de…nit. Es gelte
¸min (B) > kB0 ¡Bk für alle symmetrischen B0 2 [B].
Dann gilt: Jedes symmetrische B0 2 [B] ist positiv de…nit und
¸min (A0; B0) ¸ ¸min (A;B) ¡ kAk kB
0 ¡Bk + ¸min (B) kA0 ¡ Ak
¸min (B) (¸min (B) ¡ kB0 ¡Bk) . (3.5)
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Beweis:
Aus Lemma 3.7 folgt wiederum, daß jedes symmetrische B0 2 [B] positiv
de…nit ist. Es seien nun ein beliebiges symmetrisches A0 2 [A] und B0 2 [B]
gegeben. Es sei x ein Eigenvektor zu ¸min (A0; B0) mit kxk = 1, so daß
¸min (A0; B0) =
xTA0x
xTB0x
und
¸min (A;B) · x
TAx
xTBx
= ¸min (A0; B0) +
µ
xTAx
xTBx
¡ x
TA0x
xTB0x
¶
und somit
¸min (A0; B0) ¸ ¸min (A;B) ¡
µ
xTAx
xTBx
¡ x
TA0x
xTB0x
¶
. (3.6)
Es ist
xTAx
xTBx
¡ x
TA0x
xTB0x
=
xTB0xxTAx¡ xTA0xxTBx
xTBxxTB0x
=
¡
xTBx+ xT (B0 ¡B)x¢xTAx¡ ¡xTAx+ xT (A0 ¡ A) x¢xTBx
xTBx (xTBx+ xT (B0 ¡B)x)
=
xT (B0 ¡B) xxTAxxTBx ¡ xT (A0 ¡ A)x
xTBx+ xT (B0 ¡B)x
· kB
0 ¡Bk kAk¸min(B) + kA0 ¡ Ak
¸min (B) ¡ kB0 ¡Bk (¸min (B) > kB
0 ¡Bk !)
=
kB0 ¡Bk kAk + ¸min (B) kA0 ¡ Ak
¸min (B) (¸min (B) ¡ kB0 ¡Bk)
Multiplikation dieser Gleichungs-/Ungleichungskette mit (¡1) liefert in Zu-
sammenhang mit (3.6) die Behauptung.
Bei den numerischen Berechnungen werden für A und B die Matrizen A^M
und B^M zur Lösung des Lehmann-Goerisch-Problems verwendet.
3.2 Das Programm
Wir wenden uns jetzt der Vorstellung des Programms zur Einschließung der
kritischen Last für ein beliebiges der vier Willersschen Eigenwertprobleme
zu. Es werden zunächst die im Programm verwendeten Module sowie die
Prozedur zur Überprüfung des Parameters ¾ beschrieben. Anschließend folgt
eine Erläuterung des Algorithmus.
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3.2.1 Die verwendeten Module
² Die Module i_ari, mv_ari und mvi_ari.
Diese Module sind standardmäßig in PASCAL-XSC implementiert und
stellen die benötigte Intervallarithmetik, die reelle Matrix- / Vektora-
rithmetik sowie die reelle Matrix- / Vektorintervallarithmetik zur Ver-
fügung (vgl. [14]).
² Die Module mZweiDefinition, mDreiDefinition, mVierDefinition,
mFuenfDefinition und adachBdachDefinition.
Diese Module enthalten für die Lagerungsfälle
– unten und oben drehbar gelagert,
– unten drehbar gelagert, oben eingespannt,
– unten eingespannt, oben drehbar gelagert,
– unten und oben eingespannt
die De…nitionen der Intervallmatrizen [A0], [A1], [A2],
h
A^
i
und
h
B^
i
und der zugehörigen Mittelpunktmatrizen, die für die Formulierung des
Rayleigh-Ritz-Problems und des Lehmann-Goerisch-Problems be-
nötigt werden.
² Das Modul willersBasis.
Dieses Modul enthält grundlegende Prozeduren und Funktionen, die
bei der Lösung der Willersschen Eigenwertprobleme benötigt werden.
Im einzelnen sind das
– die Prozedur UMWANDLUNG,
die näherungsweise das allgemeine Matrix-EigenwertproblemAx =
¸Bx mit A = AT , B = BT , B positiv de…nit mit Hilfe der Cho-
lesky-Zerlegung in ein spezielles Eigenwertproblem Pz = ¸z mit
symmetrischer Matrix P = L¡1A (L¡1)T und B = LLT überführt.
Bei der Implementierung der Cholesky-Zerlegung wird zur Ver-
meidung von Rundungsfehlern der Datentyp dotprecision, der
standardmäßig in PASCAL-XSC zur Verfügung steht, eingesetzt.
Sollte die Cholesky-Zerlegung nicht möglich sein, weil die Ma-
trix B nicht positiv de…nit ist, wird die Variable
BERECHNUNG_MOEGLICH auf false gesetzt und an das aufrufende
Programm zurückgeliefert (vgl. [31], S. 306/307).
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– die Prozedur RUECKTRANSFORMATION,
die näherungsweise die Eigenvektoren des Problems Ax = ¸Bx
aus den Eigenvektoren des Problems Pz = ¸z rekonstruiert (vgl.
[31], S. 308/309).
– die Prozedur POSDEFMATINVERT,
die mit Hilfe der LU -Zerlegung eine Näherungsinverse einer posi-
tiv de…niten Matrix A berechnet. Auch hier wird der Datentyp
dotprecision eingesetzt. Falls A nicht positiv de…nit ist, wird
die Variable BERECHNUNG_MOEGLICH auf false gesetzt und an das
aufrufende Programm zurückgeliefert (vgl. [31], S. 16/17/24).
– die Prozedur BUBBLESORT,
die mit Hilfe des gleichnamigen Algorithmus sowohl die Nähe-
rungseigenwerte und zugehörigen -eigenvektoren als auch die dis-
junkt liegenden Einschließungsintervalle für die Eigenwerte sor-
tiert.
– die Funktion TRANSP,
die die Transponierte eines RVECTORs bzw. IVECTORs bestimmt.
– die Funktionen betragEinesIntervalls und
betragIntervallmatrix,
die den Betrag eines Intervalls bzw. der Komponenten einer Inter-
vallmatrix bestimmen. Für ein Intervall [a] = [a; a] wird de…niert
j[a]j := max fjaj : a 2 [a]g .
– die Funktion MaxNorm,
die eine obere Schranke für die Maximumsnorm einer reellen Ma-
trix berechnet.
– die Funktion SchurNorm,
mit deren Hilfe eine obere Schranke für die Schurnorm einer In-
tervallmatrix angegeben werden kann.
² Das Modul eigenwerte.
Dieses Modul enthält alle in Zusammenhang mit der Eigenwertbestim-
mung relevanten Funktionen und Prozeduren:
– die Prozedur SEIG_EV,
die auf der Grundlage des Lohner-Verfahrens Näherungen für die
Eigenwerte und Eigenvektoren einer symmetrischen Matrix sowie
Einschließungen für ihre Eigenwerte in unsortierter Reihenfolge
berechnet (vgl. [21]).
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– die Prozedur EWSIMATRIXBER,
die für alle in einer symmetrischen Intervallmatrix [A] enthaltenen
symmetrischen Punktmatrizen eine Einschließung der Eigenwerte
in sortierter Reihenfolge berechnet. Dazu werden die zu [A] ge-
hörige Mittelpunktmatrix mid ([A]) und eine obere Schranke für
die Schur-Norm der Störmatrix bestimmt (vgl. Ausführungen
nach Theorem 3.2). Ferner werden die positiven und negativen
Eigenwerte gezählt. Enthält ein Einschließungsintervall die Null,
wird eine Meldung ausgegeben, daß keine gesicherte Aussage über
das Vorzeichen dieses Eigenwertes gemacht werden kann.
– die Prozedur ALLEIG,
die eine Realisierung des in Abschnitt 3.1.2 ausführlich beschrie-
benen, modi…zierten Behnke-Verfahrens darstellt. Die Proze-
dur liefert eine Einschließung für einen mit INDEX indizierten Ei-
genwert eines allgemeinen Matrixeigenwertproblems Ax = ¸Bx,
A = AT , B = BT , B positiv de…nit, und eine Näherung für den
zugehörigen Eigenvektor.
– die Funktion RayleighQuotient,
die einen RVECTOR x und zwei Intervallmatrizen [A] und [B] über-
geben bekommt und eine Einschließung x
T [A]x
xT [B]x des Rayleigh-
Quotienten berechnet. Damit läßt sich eine sehr genaue obe-
re Schranke für den kleinsten Eigenwert des Willersschen Ei-
genwertproblems berechnen, wenn man [A] := [A1], [B] := [A0]
setzt und für x eine mit dem Lohner-Verfahren berechnete Nähe-
rung für den kleinsten Eigenvektor des Rayleigh-Ritz-Problems
nimmt.
– die Prozedur untereSchrankeOriginalproblem,
die mit Hilfe und unter den Voraussetzungen der Theoreme 3.9
und 3.10 jeweils eine Einschließung des Ausdrucks auf der rech-
ten Seite der Ungleichung (3.4) bzw. (3.5) berechnet. Erwar-
tet wird dazu die Übergabe einer Einschließung des Eigenwer-
tes ¸min (A;B). Zusammen mit der Funktion RayleighQuotient
läßt sich damit jeweils eine Einschließung für den kleinsten Eigen-
wert des Original-Lehmann-Goerisch-Problems mit den Inter-
vallmatrizen
h
A^
i
und
h
B^
i
bestimmen. Zu Kontrollzwecken wird
außerdem eine obere Schranke der Maximumsnorm von A0 ¡ A
und B0 ¡B (Notation aus den Theoremen 3.9 und 3.10) geliefert.
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3.2.2 Veri…kation der ¾
Zur Bestimmung des im Theorem von Lehmann auftauchenden Parame-
ters ¾ sind für jeden Lagerungsfall die Eigenwerte eines geschlossen lösbaren
Vergleichsproblems zu ermitteln (vgl. Bemerkung 2.15). Diese Eigenwerte
sind die Nullstellen der jeweiligen holomorphen Frequenzdeterminante. Hat
die Frequenzdeterminante eine einfache Struktur, so lassen sich grobe untere
Schranken für die Eigenwerte des Vergleichsproblems direkt angeben. Falls
die Nullstellen und die damit verbundenen unteren Schranken nicht durch
elementare Überlegungen gefunden werden können, werden sie mit Hilfe des
Computeralgebrasystems Mathematica 3.0 näherungsweise bestimmt.
In jedem Fall muß mit Hilfe von Intervallarithmetik veri…ziert werden, daß es
sich tatsächlich um untere Schranken für die Eigenwerte des Vergleichspro-
blems handelt. Dies geschieht mit Hilfe des Programms VerifikationSigma.
Hier sind für jeden Lagerungsfall die ermittelten ¾i hinterlegt. Damit werden
Intervalle [¾i; ¾i + 1] gebildet und durch Intervallauswertung gezeigt, daß die
Frequenzdeterminante ¢(¸) auf diesem Intervall eine Nullstelle besitzt. Die
Intervallauswertung der Ableitung von ¢(¸) auf den Intervallen ergibt, daß
diese auf jedem einzelnen Intervall nullstellenfrei ist. Damit ist nachgewie-
sen, daß die Eigenwerte des Vergleichsproblems einfach sind (vgl. Bemerkung
1.11).
3.2.3 Der Algorithmus
Der Algorithmus zur Berechnung der Einschließungen der Eigenwerte und
zur Ermittlung der kritischen Last besteht aus folgenden Einzelteilen:
1. Prozedur wahlDerLagerungsart.
Hier kann der Benutzer über Angabe einer Identi…kations-Nummer aus-
wählen, für welchen der vier Lagerungsfälle
² unten und oben drehbar gelagert,
² unten drehbar gelagert, oben eingespannt,
² unten eingespannt, oben drehbar gelagert,
² unten und oben eingespannt
eine Eigenwertberechnung durchgeführt werden soll.
2. Prozedur RayleighRitz.
Diese Prozedur besteht aus folgenden Schritten:
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(a) Eingabe des Parameters a aus der Willersschen Di¤erentialglei-
chung.
(b) De…nition der Intervallmatrizen [A0] und [A1] und der zugehörigen
Mittelpunktmatrizen.
(c) Übergabe der Mittelpunktmatrizen an die Prozedur UMWANDLUNG,
welche die symmetrische Matrix P1 liefert.
(d) Weiterleitung von P1 an SEIG_EV.
(e) Rücktransformation und Sortierung der Eigenwerte und Eigenvek-
toren.
(f) Ausgabe der Eigenwertnäherungen für das Rayleigh-Ritz-Pro-
blem mit den Mittelpunktmatrizen.
(g) Übergabe des zum kleinsten Eigenwert gehörenden Näherungs-
eigenvektors und der Matrizen [A0] und [A1] an die Funktion
RayleighQuotient. Berechnung einer oberen Schranke für den
kleinsten Eigenwert des Willersschen Eigenwertproblems.
3. Prozedur LehmannGoerisch.
Die Bestandteile dieser Prozedur sind:
(a) Eingabe des mit Hilfe des Vergleichsproblems bestimmten Leh-
mann-Parameters ¾.
(b) Eingabe des Index USI des Eigenwertes, für den ¾ untere Schran-
ke ist.
(c) De…nition der Intervallmatrizen [A2],
h
A^
i
und
h
B^
i
sowie der zuh
A^
i
und
h
B^
i
gehörigen Mittelpunktmatrizen A^M und B^M .
(d) Überprüfung, ob ¾ > ¤USI¡1 (obere Schranke für den Eigen-
wert ¸USI¡1 des Willersschen Eigenwertproblems) durch Be-
stimmung der Anzahl der negativen Eigenwerte der Matrix [A1]¡
¾ [A0] mit Hilfe von EWSIMATRIXBER. Es müssen mindestens USI¡
1 negative Eigenwerte vorliegen, denn dann hat das Rayleigh-
Ritz-Problem A1x = ¤A0x mit den exakten Ausgangsdaten A0
und A1 mindestens USI ¡ 1 Eigenwerte, die kleiner als ¾ sind
(Lemma 3.1). Sollte diese Bedingung nicht erfüllt sein, Abbruch.
(e) Überprüfung, ob die Matrix
h
A^
i
(d.h. alle in ihr enthaltenen
symmetrischen Punktmatrizen) (USI ¡ 1) negative Eigenwerte
hat, mit Hilfe von EWSIMATRIXBER. Wenn nein, Abbruch, dann
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kann keine verläßliche Aussage gemacht werden. Wenn ja, dann
hat nach Lemma 3.1 das Original-Lehmann-Goerisch-Problem
A^x = ¹B^x (USI ¡ 1) negative Eigenwerte.
(f) Berechnung einer Einschließung
£
¹M1
¤
für den kleinsten Eigenwert
und einer Näherung für den zugehörigen Eigenvektor des Problems
A^Mx = ¹B^Mx mit Hilfe von ALLEIG.
(g) Berechnung einer Einschließung [¹1] für den kleinsten Eigenwert
des Problems
h
A^
i
x = ¹
h
B^
i
x mit Hilfe der Prozeduren
RayleighQuotient und untereSchrankeOriginalproblem.
(h) Berechnung des Intervalls ¾ + 1[¹1] =
h
¾ + 1[¹1] ; ¾ +
1
[¹1]
i
.
(i) Eine garantierte untere Schranke für den Eigenwert ¸USI¡1 des
Willersschen Eigenwertproblems ist gegeben durch ¾ + 1[¹1] .
(j) Setze UHS := ¾ + 1[¹1] , ¾ := UHS ¡ 1 (falls USI > 2), USI :=
USI ¡ 1.
(k) Falls USI > 1, de…niere
h
A^
i
,
h
B^
i
sowie die zu
h
A^
i
und
h
B^
i
gehörigen Mittelpunktmatrizen A^M und B^M mit neuem ¾ und
gehe zu (3d).
Falls USI = 1, ist UHS eine garantierte untere Schranke für den
kleinsten Eigenwert des Willersschen Eigenwertproblems.
4. Prozedur kleinsterEigenwert
Diese Prozedur gibt den Startwert für ¾ und das Einschließungsintervall
für den kleinsten Eigenwert des gewählten Willersschen Eigenwert-
problems für das eingegebene a und das zuletzt berechnete ¾ auf dem
Bildschirm und in einer Ausgabedatei aus.
Anschließend hat der Benutzer die Möglichkeit, eine neue Berechnung anzu-
stellen.
3.3 Numerische Resultate
In diesem Abschnitt geht es darum, die Erkenntnisse aus Kapitel 1 und 2
miteinander zu verknüpfen und in eine Darstellung der daraus gewonnenen
numerischen Ergebnisse münden zu lassen. Zunächst wird der für alle vier
beschriebenen Eigenwertprobleme gemeinsame Kern herausgeschält. In den
sich anschließenden Unterabschnitten werden die für jede der auftretenden
Lagerungsarten spezi…schen Einzelheiten erläutert. In Abschnitt 3.3.6 wird
KAPITEL 3. NUMERISCHER ZUGANG 72
ein Bezug zu dem Willersschen Artikel hergestellt. Den Abschluß bildet ein
Beispiel, in dem anhand konkreter Daten die Knicklast eines Stabes bestimmt
wird.
3.3.1 Gemeinsamkeiten aller vier behandelten Eigen-
wertprobleme
Ausgangspunkt ist wieder die Di¤erentialgleichung
Á(4) ¡ (axÁ0)0 = ¡¸Á00 .
Ferner seien de…niert:
1. für den Fall des unten und oben drehbar gelagerten Gestänges die Rand-
bedingungen
Á (0) = Á00 (0) = Á (1) = Á00 (1) = 0
sowie
DN := ff 2 C2 ([0; 1]) : f(0) = f(1) = 0g ,
DM := DN \ ff 2 C4 ([0; 1]) : f 00(0) = f 00(1) = 0g .
2. für den Fall des unten drehbar gelagerten und oben eingespannten Ge-
stänges die Randbedingungen
Á (0) = Á00 (0) = Á (1) = Á0 (1) = 0
sowie
DN := ff 2 C2 ([0; 1]) : f(0) = f(1) = 0g ,
DM := DN \ ff 2 C4 ([0; 1]) : f 00(0) = f 0(1) = 0g .
3. für den Fall des unten eingespannten und oben drehbar gelagerten Ge-
stänges die Randbedingungen
Á (0) = Á0 (0) = Á (1) = Á00 (1) = 0
sowie
DN := ff 2 C2 ([0; 1]) : f(0) = f(1) = 0g ,
DM := DN \ ff 2 C4 ([0; 1]) : f 0(0) = f 00(1) = 0g .
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4. für den Fall des unten und oben eingespannten Gestänges die Randbe-
dingungen
Á (0) = Á0 (0) = Á (1) = Á0 (1) = 0
sowie
DN := ff 2 C2 ([0; 1]) : f(0) = f(1) = 0g ,
DM := DN \ ff 2 C4 ([0; 1]) : f 0(0) = f 0(1) = 0g .
Für jeden der genannten Fälle seien die symmetrischen BilinearformenMa (¢; ¢)
und N (¢; ¢) festgelegt durch
Ma (f; g) :=
Z 1
0
(f 00(x)g00(x) + axf 0(x)g0(x)) dx ,
N (f; g) :=
Z 1
0
f 0(x)g0(x)dx .
(3.7)
Wie bereits in Abschnitt 1.3.3 gezeigt wurde, ist in jedem Fall
Ma (f; g) =
Z 1
0
f (x)
¡
g(4) (x) ¡ a (g0 (x) + xg00 (x))¢ dx
für f; g 2 DM und
N (f; g) = ¡
Z 1
0
f (x) g00 (x) dx
für f; g 2 DN . Nach den Ausführungen in Abschnitt 2.2 geht für jeden der
oben genannten Lagerungsfälle das Di¤erentialgleichungseigenwertproblem
Á(4) ¡ (axÁ0)0 = ¡¸Á00 , Ul (Á) = 0, l = 1; : : : ; 4 (3.8)
über in das folgende äquivalente funktionalanalytische Eigenwertproblem:
Gesucht sind Paare (¸(a); Áa) 2 R£DM n f0g, so daß
Ma (f; Áa) = ¸(a)N (f; Áa) für alle f 2 DM . (3.9)
Aus den Zusammenfassungen in Abschnitt 1.3.4 und Bemerkung 2.5 ergibt
sich die Gültigkeit der Annahmen A1*, A2* und A3. Die Rolle des in A3
genannten Parameters ¾ wurde bereits in Bemerkung 2.15 diskutiert. Weiter
unten wird erläutert, wie ¾ in jedem Einzelfall zu wählen ist.
Um mit Hilfe des Theorems von Lehmann (Theorem 2.10) untere Schranken
für die Eigenwerte bestimmen zu können, muß für jeden der vier Lagerungs-
fälle das Problem gelöst werden, zu gegebenem v 2 DM ein w 2 DN mit
N (f;w) =Ma (f; v)
KAPITEL 3. NUMERISCHER ZUGANG 74
für alle f 2 DM zu …nden. Dies ist wegen
N (f;w) = ¡
Z 1
0
f (x)w00 (x) dx
für f 2 DM und w 2 DN und
Ma (f; v) =
Z 1
0
f (x)
¡
v(4) (x) ¡ a (v0 (x) + xv00 (x))¢ dx
für f 2 DM und v 2 DM identisch mit dem Problem, zu gegebenem v 2 DM
ein w 2 DN zu …nden mitZ 1
0
f (x)
¡
w00 (x) + v(4) (x) ¡ a (v0 (x) + xv00 (x))¢ dx = 0
für alle f 2 DM , was aber
w00 (x) = ¡v(4) (x) + a (v0 (x) + xv00 (x)) =: hv (x) (3.10)
für alle x 2 [0; 1] bedeutet, denn nach Lemma 2.2 istD?M = f0g. Durch (3.10)
und die Randbedingungen w (0) = w (1) = 0 wird aber für jeden einzelnen
der vier Lagerungsfälle genau eine Lösung w des Problems festgelegt. Sie
läßt sich jeweils durch zweimalige Integration von hv und geeignete Wahl der
Integrationskonstanten berechnen.
Es stellt sich nun die Frage, wie für ein vorgegebenes n 2 N Elemente vi 2
DM und wi 2 DN konstruiert werden können, für die
N (f; wi) =Ma (f; vi) für alle f 2 DM und für jedes i = 1; : : : ; n
gilt. Dazu werden für jeden Lagerungsfall zunächst Polynome p1; : : : ; pn be-
stimmt, die alle Randbedingungen erfüllen. Unter Verwendung des Compu-
teralgebrasystems Mathematica 3.0 wird mit Hilfe des Gram-Schmidtschen
Orthogonalisierungsverfahrens aus den Polynomen pi eine im Sinne des
C ([0; 1])-Skalarproduktes hf; gi := R 10 f(x)g(x)dx orthogonale Familiefv1; : : : ; vng von Vergleichsfunktionen ermittelt. Für jedes i = 1; : : : ; n wird
die oben erwähnte Funktion hvi de…niert, und durch zweimalige Integration
- ebenfalls durch Anwendung von Mathematica - wird wi bestimmt.
Es werden Polynome als Ansatzfunktionen verwendet, weil sich mit ihnen die
notwendigen Integrationen problemlos durchführen lassen und die Elemente
der in den Theoremen 2.10 und 2.16 de…nierten Matrizen A0, A1 und A2
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analytisch bestimmt werden können. Die Polynome werden orthogonalisiert,
um sicherzustellen, daß die Matrizen gut konditioniert sind.
Für eine geeignete Wahl des Parameters ¾ bei der De…nition der Matrizen bA
und bB im Theorem von Lehmann betrachten wir - wie bereits in Bemerkung
2.15 angedeutet - für jeden der vier Lagerungsfälle ein Vergleichsproblem.
Die genauen Einzelheiten jedes Vergleichsproblems werden in den folgenden
Abschnitten beschrieben. An dieser Stelle werden die Gemeinsamkeiten her-
ausgehoben.
In jedem Einzelfall folgt aus (3.7) o¤ensichtlich M0 (f; f) · Ma (f; f) für
alle a > 0. Wir können nun Theorem 2.13 anwenden, indem wir M (¢; ¢) =
M0 (¢; ¢), fM (¢; ¢) = Ma (¢; ¢) für a > 0, eN (¢; ¢) = N (¢; ¢) und DfM = DM
setzen. Es gilt dann für jeden Lagerungsfall ¸i(0) · ¸i(a) für alle a > 0 und
für alle i 2 N. Die explizite Berechnung von ¸i(0), i = 1; 2; : : : erfolgt weiter
unten in den einzelnen Abschnitten. Die vier Eigenwertprobleme haben die
gemeinsame Eigenschaft, daß sich für a = 0 aus (3.8) die Di¤erentialgleichung
Á(4) + ¸Á00 = 0 (3.11)
ergibt. Für ¸ > 0 hat (3.11) als reelles Fundamentalsystem
Á1 = e0¢x = 1 ,
Á2 = x ¢ e0¢x = x ,
Á3 = cos
p
¸x und
Á4 = sin
p
¸x .
(3.12)
Die allgemeine Lösung hat die Form
Á = A ¢ 1 +B ¢ x+ C ¢ cosp¸x+D ¢ sinp¸x . (3.13)
Zweimaliges Ableiten nach x ergibt
Á0 = B ¡ Cp¸ sinp¸x+Dp¸ cosp¸x ,
Á00 = ¡C¸ cosp¸x¡D¸ sinp¸x .
Es werden jetzt die mit Hilfe des Programms berechneten Einschließungen
vorgestellt.
3.3.2 Oben und unten drehbar gelagertes Gestänge
Wir betrachten das Eigenwertproblem
Á(4) ¡ a (xÁ0)0 = ¡¸Á00 , Á(0) = Á(1) = Á00(0) = Á00(1) = 0
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mit
DN := ff 2 C2 ([0; 1]) : f(0) = f(1) = 0g ,
DM := DN \ ff 2 C4 ([0; 1]) : f 00(0) = f 00(1) = 0g .
Die symmetrischen BilinearformenMa (¢; ¢) undN (¢; ¢) seien wie in Abschnitt
3.3.1 de…niert.
Wir bestimmen nun die im Theorem von Lehmann (Theorem 2.10) benötig-
ten Ansatzfunktionen vi und wi mit N (f; wi) = Ma (f; vi) für alle f 2 DM
und für jedes i = 1; : : : ; 10. Dazu wählen wir zunächst Polynome pi (x),
i = 1; 2; : : :, die die Randbedingungen pi(0) = pi(1) = p00i (0) = p00i (1) = 0
erfüllen. Wir beginnen mit einem Polynom p1 (x) vom Grad 4,
p1 (x) = a1x+ a3x3 + a4x4 )
p01 (x) = a1 + 3a3x2 + 4a4x3 )
p001 (x) = 6a3x+ 12a4x
2.
Aus p1 (1) = p001 (1) = 0 folgt a1 = a4 und a3 = ¡2a4. Setzt man a4 = 1,
a3 = ¡2 und a1 = 1, so ergibt sich
p1(x) = x¡ 2x3 + x4 .
Als nächstes bestimmen wir ein Polynom p2 (x) vom Grad 5.
p2 (x) = a1x+ a3x3 + a4x4 + a5x5 )
p02 (x) = a1 + 3a3x
2 + 4a4x3 + 5a5x4 )
p002 (x) = 6a3x+ 12a4x
2 + 20a5x3.
Aus p2 (1) = p002 (1) = 0 folgt a1 = a4+ 73a5 und a3 = ¡2a4 ¡ 103 a5. Setzt man
a4 = 1, a5 = 3, a3 = ¡12, a1 = 8, so ergibt sich
p2 (x) = 8x¡ 12x3 + x4 + 3x5 .
Als drittes ermitteln wir ein Polynom p3 (x) vom Grad 6.
p3 (x) = a1x+ a3x3 + a4x4 + a5x5 + a6x6 )
p03 (x) = a1 + 3a3x
2 + 4a4x3 + 5a5x4 + 6a6x5 )
p003 (x) = 6a3x+ 12a4x2 + 20a5x3 + 30a6x4.
Aus p3 (1) = p003 (1) = 0 folgt a1 = a4+ 73a5+4a6 und a3 = ¡2a4 ¡ 103 a5 ¡5a6.
Setzt man a4 = 1, a5 = 3, a6 = 1, a3 = ¡17, a1 = 12, so ergibt sich
p3 (x) = 12x¡ 17x3 + x4 + 3x5 + x6 .
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Für i ¸ 4 wählen wir
pi(x) = (¡1 + x)4 xi¡1 .
Mit Hilfe von Mathematica werden - wie oben beschrieben - aus den Polyno-
men pi Vergleichsfunktionen vi bestimmt. Für i = 1; : : : ; 10 ergeben sich:
v1 = x¡ 2x3 + x4 ,
v2 = x
¡¡1 + 10x2 ¡ 15x3 + 6x4¢ ,
v3 = x
¡
27 ¡ 736x2 + 2073x3 ¡ 2046x4 + 682x5¢ ,
v4 = x
¡¡41 + 2360x2 ¡ 10365x3 + 17796x4 ¡ 13650x5 + 3900x6¢ ,
v5 = x
¡
57 ¡ 6016x2 + 37341x3 ¡ 96018x4 + 123370x5
¡78312x6 + 19578x7¢ ,
v6 = x
¡¡15 + 2648x2 ¡ 21861x3 + 77448x4 ¡ 145530x5
+151332x6 ¡ 82314x7 + 18292x8¢ ,
v7 = x
¡
133 ¡ 36778x2 + 387483x3 ¡ 1793148x4 + 4565176x5
¡6834816x6 + 6001374x7 ¡ 2861780x8 + 572356x9¢ ,
v8 = x
¡¡117 + 48226x2 ¡ 629157x3 + 3664542x4 ¡ 12032328x5
+24120144x6 ¡ 30157218x7 + 22974344x8 ¡ 9763644x9
+1775208x10
¢
,
v9 = x
¡
47 ¡ 27770x2 + 438375x3 ¡ 3126657x4 + 12790052x5
¡32756076x6 + 54356055x7 ¡ 58480765x8 + 39398894x9
¡15110586x10 + 2518431x11¢ ,
v10 = x
¡¡167 + 137026x2 ¡ 2569937x3 + 21974787x4
¡109146108x5 + 345536964x6 ¡ 727256673x7
+1031463279x8 ¡ 975157634x9 + 589344318x10
¡206021465x11 + 31695610x12¢ .
Zweimalige Integration der vi, i = 1; : : : ; 10, und jeweilige Anpassung an die
Randbedingungen wi (0) = wi (1) = 0 liefert die Funktionen
w1 =
1
10
(¡1 + x)x ¡¡120 ¡ 2a¡ 7ax¡ 7ax2 + 8ax3¢ ,
w2 =
1
2
(¡1 + x)x ¡120 ¡ 240x+ ax+ ax2 ¡ 14ax3 + 10ax4¢ ,
w3 =
1
70
(¡1 + x)x ¡¡309120 ¡ 37a+ 1432200x¡ 982ax¡ 1432200x2
¡982ax2 + 37658ax3 ¡ 78430ax4 + 40920ax5¢ ,
w4 =
1
2
(¡1 + x)x ¡28320 ¡ 220440x+ 41ax+ 491400x2 + 41ax2
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¡327600x3 ¡ 3499ax3 + 13085ax4 ¡ 16575ax5 + 6825ax6¢ ,
w5 =
1
210
(¡1 + x) x (¡7580160 ¡ 67a+ 86519160x¡ 6052ax
¡316756440x2 ¡ 6052ax2 + 460474560x3 + 941468ax3
¡230237280x4 ¡ 5331820ax4 + 11471330ax5 ¡ 10735270ax6
+3654560ax7
¢
,
w6 =
1
10
(¡1 + x)x ¡158880 ¡ 2464440x+ 75ax+ 13025160x2
+75ax2 ¡ 30633840x3 ¡ 19785ax3 + 32925600x4 + 155103ax4
¡13170240x5 ¡ 490297ax5 + 757103ax6 ¡ 567052ax7
+164628ax8
¢
,
w7 =
1
330
(¡1 + x) x (¡72820440 ¡ 98a+ 1461612240x¡ 22043ax
¡10373164560x2 ¡ 22043ax2 + 34822077840x3 + 9080512ax3
¡59908471920x4 ¡ 93215000ax4 + 50996919600x5
+399900700ax5 ¡ 16998973200x6 ¡ 891391940ax6
+1082161180ax7 ¡ 678241860ax8 + 171706800ax9¢ ,
w8 =
1
10
(¡1 + x)x ¡2893560 ¡ 72605280x+ 585ax+ 660303120x2
+585ax2 ¡ 2949395280x3 ¡ 361110ax3 + 7181065200x4
+4672146ax4 ¡ 9706976880x5 ¡ 25865704ax5 + 6834550800x6
+77268536ax6 ¡ 1952728800x7 ¡ 133782724ax7 + 134281436ax8
¡72487660ax9 + 16272740ax10¢ ,
w9 =
1
6006
(¡1 + x) x (¡1000719720 ¡ 302a+ 30593843280x¡ 141443ax
¡344980195560x2 ¡ 141443ax2 + 1959531373800x3
+124948522ax3 ¡ 6303254309352x4 ¡ 1981355678ax4
+11978643805128x5 + 13667562607ax5 ¡ 13310310365352x6
¡52175625089ax6 + 7986367797408x7 + 119965743310ax7
¡1996591949352x8 ¡ 170223115650ax8 + 145888811481ax9
¡69229149759ax10 + 13962181464ax11¢ ,
w10 =
1
70
(¡1 + x)x ¡57550920 ¡ 2101196160x+ 5845ax+ 28663505640x2
+5845ax2 ¡ 200543321160x3 ¡ 7188020ax3 + 815335353000x4
+136728452ax4 ¡ 2035510805160x5 ¡ 1145134123ax5
+3163064121000x6 + 5403632357ax6 ¡ 2980428973200x7
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¡15760506688ax7 + 1557522275400x8 + 29491019632ax8
¡346116061200x9 ¡ 35491166945ax9 + 26564318855ax10
¡11251941550ax11 + 2060214650ax12¢ .
Diese Funktionen erfüllen für alle i = 1; : : : ; 10 die Bedingung Ma (f; vi) =
N (f;wi) für alle f 2 DM . Es können nun die in den Theoremen 2.10 und 2.16
de…nierten Matrizen A0, A1 und A2 mit Mathematica analytisch bestimmt,
mit Intervallarithmetik ausgewertet und die zugehörigen Mittelpunktmatri-
zen gebildet werden.
Für die Bestimmung von ¾ bei der De…nition der Matrizen bA und bB betrach-
ten wir das für a = 0 geschlossen lösbare Vergleichsproblem
Á(4) + ¸Á00 = 0 , Á(0) = Á(1) = Á00(0) = Á00(1) = 0 . (3.14)
Aus den Ergebnissen in Abschnitt 1.3.3 folgt, daß (3.14) vollde…nit und damit
positiv de…nit ist. Die Berechnung der Frequenzdeterminante
¢(¸) = det [Ui (Áj)]1·i;j·2m
(vgl. Abschnitt 1.2.1) ergibt mit U1 (Á) = Á(0), U2 (Á) = Á00 (0), U3 (Á) =
Á (1), U4 (Á) = Á00 (1) und Á1, Á2, Á3, Á4 wie in (3.12)
¢(¸) = det
2664
1 0 1 0
0 0 ¡¸ 0
1 1 cos
p
¸ sin
p
¸
0 0 ¡¸ cosp¸ ¡¸ sinp¸
3775
= ¡det
24 1 1 00 ¡¸ 0
0 ¡¸ cosp¸ ¡¸ sinp¸
35
= ¡¸2 sinp¸ .
¢(¸) ist holomorph auf C¡ := C n f¸ 2 C : Re¸ · 0, Im¸ = 0g.
Aufgrund der positiven De…nitheit des Vergleichsproblems sind dessen Ei-
genwerte ¸i (0) gegeben durch die positiven Nullstellen der Frequenzdetermi-
nante, also durch die positiven Nullstellen von sin
p
¸, d.h.
¸i (0) = (i ¢ ¼)2 , i 2 N.
Es stellt sich jetzt die Frage, ob die Eigenwerte ¸i (0), i = 1; 2; : : : einfach
sind. Um dies zu zeigen, genügt es nach Bemerkung 1.11 nachzuweisen, daß
für i = 1; 2; : : :
d
d¸
¢(¸)
¯¯¯¯
¸=¸i(0)
6= 0 .
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Es ist
d
d¸
¢(¸) = ¡2¸ sinp¸¡ ¸21
2
¸¡
1
2 cos
p
¸
= ¡1
2
¸
³
4 sin
p
¸+
p
¸ cos
p
¸
´
.
Grobe untere Schranken ¾i, i = 1; 2; : : : für die Eigenwerte ¸i (0), i = 1; 2; : : :
des Vergleichsproblems sind ¾1 = 9:8, ¾2 = 39, ¾3 = 88, ¾4 = 157, ¾5 = 246,
¾6 = 355, ¾7 = 483, ¾8 = 631, ¾9 = 799.
Mit diesen ¾i werden Intervalle I gebildet. Die Untergrenze von I ist je-
weils ¾i, die Obergrenze von I ist ¾i + 1. Die folgende Tabelle zeigt die
Intervallauswertung der Funktion f (¸) := ¡¸2 sinp¸ und der Funktion
g (¸) := ¡12¸
³
4 sin
p
¸+
p
¸ cos
p
¸
´
auf I:
Intervall I f (I) g (I)
[9:8; 10:8] [¡1:9E ¡ 001; 1:9E + 001] [1:5E + 001; 2:2E + 001]
[39; 40] [¡6:7E + 001; 6:2E + 001] [¡1:3E + 002;¡1:1E + 002]
[88; 89] [¡3:5E + 002; 7:3E + 001] [4:0E + 002; 4:3E + 002]
[157; 158] [¡8:6E + 001; 9:1E + 002] [¡1:0E + 003;¡9:7E + 002]
[246; 247] [¡1:5E + 003; 5:1E + 002] [1:9E + 003; 2:0E + 003]
[355; 356] [¡2:4E + 003; 1:1E + 003] [¡3:4E + 003;¡3:3E + 003]
[483; 484] [¡3:3E + 003; 2:1E + 003] [5:29E + 003; 5:34E + 003]
[631; 632] [¡2:8E + 003; 5:3E + 003] [¡7:96E + 003;¡7:90E + 003]
[799; 800] [¡5:0E + 003; 6:4E + 003] [1:12E + 004; 1:14E + 004]
Jedes Intervall I enthält also einen Eigenwert ¸i (0) des Vergleichsproblems.
Weiterhin folgt
d
d¸
¢(¸)
¯¯¯¯
¸=¸i(0)
6= 0
für alle i = 1; : : : ; 9, d.h. die Eigenwerte ¸1 (0) ; : : : ; ¸9 (0) des Vergleichspro-
blems sind einfach.
Die genannten groben unteren Schranken ¾i, i = 1; : : : ; 9, werden noch je-
weils um 1 verkleinert, um weit genug von dem jeweiligen Eigenwert ent-
fernt zu sein. (Wie man an der obigen Tabelle erkennen kann, gerät man
dadurch nicht zu nahe an den nächsten Eigenwert). Die damit erhaltenen
unteren Schranken können dann als zulässige Startwerte für den Parameter
¾ im Theorem von Lehmann (Theorem 2.10) verwendet werden. Mit der
Vorgabe des Startwertes wird versucht, einerseits eine hohe Genauigkeit bei
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der Berechnung der Einschliessung zu erzielen, andererseits den Rechenauf-
wand in Grenzen zu halten. Der Wert von ¾, mit dem eine untere Schranke
für den kleinsten Eigenwert ¸min des Willersschen Eigenwertproblems be-
stimmt wird, wird durch das Programm berechnet. Die nachfolgende Tabelle
gibt die Einschließung des kleinsten Eigenwertes für verschiedene Werte von
a wieder. Das größte a, für das eine Einschließung berechnet werden konnte,
ist a = 210. Für größere a konnte die Bedingung ¾ > ¤USI¡1 (vgl. Abschnitt
3.2.3) nicht mehr für alle Schleifendurchläufe sichergestellt werden. Dies ist
auch bei den anderen Lagerungsarten der Fall und wird daher dort nicht
mehr explizit erwähnt.
a ¾ Einschließung von ¸min
1 38 [1:036788539938720E + 001]
10 38 [1:469834076617610E + 001]
30 5:415682685619988E + 001 [2:33712341105249E + 001]
50 6:516120672706572E + 001 [3:090781437067E + 001]
70 7:631387000704558E + 001 [3:7565854831E + 001]
90 8:739573889780982E + 001 [4:35694555146E + 001]
110 9:825730695647826E + 001 [4:908233664E + 001]
130 1:088113123608730E + 002 [5:421763686E + 001]
150 1:190169738932527E + 002 [5:9053517068E + 001]
170 1:288652873218742E + 002 [6:3645204138E + 001]
190 1:383670964221265E + 002 [6:8032896259E + 001]
210 1:475440966200623E + 002 [7:2246739489E + 001]
3.3.3 Unten drehbar gelagertes, oben eingespanntes
Gestänge
In diesem Fall betrachten wir das Eigenwertproblem
Á(4) ¡ a (xÁ0)0 = ¡¸Á00 , Á (0) = Á00 (0) = Á (1) = Á0 (1) = 0
mit
DN := ff 2 C2 ([0; 1]) : f(0) = f(1) = 0g ,
DM := DN \ ff 2 C4 ([0; 1]) : f 00(0) = f 0(1) = 0g .
Die symmetrischen BilinearformenMa (¢; ¢) undN (¢; ¢) seien wie in Abschnitt
3.3.1 de…niert.
Für die Polynome pi (x), die wieder alle Randbedingungen erfüllen, wählen
wir als erstes
p1 (x) = a1x+ a3x3 + a4x4 )
p01 (x) = a1 + 3a3x
2 + 4a4x3.
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Aus p1 (1) = p01 (1) = 0 folgt a3 = ¡32a4 und a1 = 12a4, mit a4 = 2, a3 = ¡3,
a1 = 1 daher
p1(x) = x¡ 3x3 + 2x4 .
Als nächstes bestimmen wir
p2 (x) = a1x+ a3x3 + a4x4 + a5x5 )
p02 (x) = a1 + 3a3x2 + 4a4x3 + 5a5x4 .
Aus p2 (1) = p02 (1) = 0 folgt a1 = 12a4 + a5 und a3 = ¡32a4 ¡ 2a5, mit a4 = 2,
a5 = 1, a3 = ¡5, a1 = 2 daher
p2(x) = 2x¡ 5x3 + 2x4 + x5 .
Als drittes ermitteln wir
p3 (x) = a1x+ a3x3 + a4x4 + a5x5 + a6x6 )
p03 (x) = a1 + 3a3x2 + 4a4x3 + 5a5x4 + 6a6x5 .
Aus p3 (1) = p03 (1) = 0 folgt a1 = 12a4+ a5+
3
2a6 und a3 = ¡32a4 ¡ 2a5 ¡ 52a6,
mit a4 = 2, a5 = 1, a6 = 2, a1 = 5, a3 = ¡10 daher
p3(x) = 5x¡ 10x3 + 2x4 + x5 + 2x6 .
Für i ¸ 4 setzen wir
pi(x) = (¡1 + x)4 xi¡1 .
Damit werden die Funktionen vi und wi gebildet.
In diesem Fall lautet das für a = 0 geschlossen lösbare Vergleichsproblem
Á(4) + ¸Á00 = 0 ; Á (0) = Á00 (0) = Á (1) = Á0 (1) = 0 . (3.15)
Aus den Ergebnissen in Abschnitt 1.3.3 folgt, daß (3.15) vollde…nit und damit
positiv de…nit ist. Die Berechnung der Frequenzdeterminante ¢(¸) ergibt
mit U1 (Á) = Á(0), U2 (Á) = Á00 (0), U3 (Á) = Á (1), U4 (Á) = Á0 (1) und Á1, Á2,
Á3, Á4 wie in (3.12)
¢(¸) = det
2664
1 0 1 0
0 0 ¡¸ 0
1 1 cos
p
¸ sin
p
¸
0 1 ¡p¸ sinp¸ p¸ cosp¸
3775
= ¸ det
24 1 0 01 1 sinp¸
0 1
p
¸ cos
p
¸
35
= ¸ det
·
1 sin
p
¸
1
p
¸ cos
p
¸
¸
= ¸
³p
¸ cos
p
¸¡ sinp¸
´
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¢(¸) ist holomorph auf C¡.
In diesem Fall sind die Eigenwerte ¸i (0), i = 1; 2; : : : des Vergleichsproblems
die positiven Nullstellen der Funktion
p
¸ cos
p
¸ ¡ sinp¸. Mit Hilfe von
Mathematica ergeben sich als grobe untere Schranken ¾i, i = 1; 2; : : :: ¾1 =
20, ¾2 = 59, ¾3 = 118, ¾4 = 197, ¾5 = 296, ¾6 = 414, ¾7 = 553, ¾8 = 711,
¾9 = 888.
Die Berechnung der Ableitung der Frequenzdeterminante liefert
d
d¸
¢(¸) =
³p
¸ cos
p
¸¡ sinp¸
´
+¸
µ
1
2
¸¡
1
2 cos
p
¸¡ p¸1
2
¸¡
1
2 sin
p
¸¡ 1
2
¸¡
1
2 cos
p
¸
¶
=
p
¸ cos
p
¸¡ sinp¸¡ 1
2
¸ sin
p
¸
=
p
¸ cos
p
¸¡
µ
1 +
1
2
¸
¶
sin
p
¸
Mit den oben genannten ¾i werden wieder Intervalle I mit Untergrenze ¾i
und Obergrenze ¾i + 1 gebildet. Die folgende Tabelle zeigt die Intervall-
auswertung der Funktion f (¸) := ¸
³p
¸ cos
p
¸¡ sinp¸
´
und der Funktion
g (¸) :=
p
¸ cos
p
¸¡ ¡1 + 12¸¢ sinp¸ auf I:
Intervall I f (I) g (I)
[20; 21] [¡2:6E + 000; 8:7E + 000] [9:5E + 000; 1:1E + 001]
[59; 60] [¡1:0E + 001; 2:1E + 001] [¡3:0E + 001;¡2:8E + 001]
[118; 119] [¡5:4E + 001; 6:5E + 000] [5:8E + 001; 6:0E + 001]
[197; 198] [¡1:5E + 001; 8:6E + 001] [¡9:9E + 001;¡9:7E + 001]
[296; 297] [¡8:3E + 001; 6:7E + 001] [1:47E + 002; 1:49E + 002]
[414; 415] [¡2:6E + 000; 2:1E + 002] [¡2:08E + 002;¡2:05E + 002]
[553; 554] [¡4:7E + 001; 2:4E + 002] [2:76E + 002; 2:78E + 002]
[711; 712] [¡3:3E + 002; 2:9E + 001] [¡3:57E + 002;¡3:55E + 002]
[888; 889] [¡3:3E + 002; 1:2E + 002] [4:43E + 002; 4:45E + 002]
Die genannten Intervalle enthalten die einfachen Eigenwerte ¸1 (0) ; : : : ; ¸9 (0)
des Vergleichsproblems.
Die groben unteren Schranken ¾i werden wieder um 1 reduziert und als Start-
werte für die Wahl des Parameters ¾ im Theorem von Lehmann verwendet.
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Es ergeben sich die Einschließungen
a ¾ Einschließung von ¸min
1 58 [2:053602602304163E + 001]
10 58 [2:3584927153643E + 001]
30 7:291284759749115E + 001 [3:0006503398830E + 001]
50 8:236519977181720E + 001 [3:59949328485E + 001]
70 9:174109881170743E + 001 [4:16117963129E + 001]
90 1:010091081578552E + 002 [4:6910329050E + 001]
110 1:101461189324825E + 002 [5:19352200198E + 001]
130 1:191363791278201E + 002 [5:672347897E + 001]
150 1:279701831321003E + 002 [6:130563497E + 001]
170 1:366425719745164E + 002 [6:5706912118E + 001]
190 1:451521857852810E + 002 [6:994825195E + 001]
210 1:535003083523404E + 002 [7:40471531E + 001]
3.3.4 Unten eingespanntes, oben drehbar gelagertes
Gestänge
In diesem Fall betrachten wir das Eigenwertproblem
Á(4) ¡ a (xÁ0)0 = ¡¸Á00 , Á (0) = Á0 (0) = Á (1) = Á00 (1) = 0
mit
DN := ff 2 C2 ([0; 1]) : f(0) = f(1) = 0g ,
DM := DN \ ff 2 C4 ([0; 1]) : f 0(0) = f 00(1) = 0g .
Die symmetrischen BilinearformenMa (¢; ¢) undN (¢; ¢) seien wie in Abschnitt
3.3.1 de…niert.
Für die Polynome pi (x) wählen wir als erstes
p1 (x) = a2x2 + a3x3 + a4x4 )
p01 (x) = 2a2x+ 3a3x
2 + 4a4x3 )
p001 (x) = 2a2 + 6a3x+ 12a4x
2 .
Aus p1 (1) = p001 (1) = 0 folgt a2 = 32a4 und a3 = ¡52a4, mit a4 = 2, a2 = 3,
a3 = ¡5 daher
p1(x) = 3x2 ¡ 5x3 + 2x4 .
Als nächstes bestimmen wir
p2 (x) = a2x2 + a3x3 + a4x4 + a5x5 )
p02 (x) = 2a2x+ 3a3x
2 + 4a4x3 + 5a5x4 )
p002 (x) = 2a2 + 6a3x+ 12a4x
2 + 20a5x3 .
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Aus p2 (1) = p002 (1) = 0 folgt a2 = 32a4 +
7
2a5 und a3 = ¡52a4 ¡ 92a5, mit
a4 = a5 = 1, a2 = 5, a3 = ¡7 daher
p2(x) = 5x2 ¡ 7x3 + x4 + x5 .
Als drittes ermitteln wir
p3 (x) = a2x2 + a3x3 + a4x4 + a5x5 + a6x6 )
p03 (x) = 2a2x+ 3a3x
2 + 4a4x3 + 5a5x4 + 6a6x5 )
p003 (x) = 2a2 + 6a3x+ 12a4x
2 + 20a5x3 + 30a6x4 .
Aus p3 (1) = p003 (1) = 0 folgt a2 = 32a4+
7
2a5+6a6 und a3 = ¡52a4¡ 92a5¡7a6,
mit a4 = a5 = a6 = 1, a2 = 11, a3 = ¡14 daher
p3(x) = 11x2 ¡ 14x3 + x4 + x5 + x6 .
Für i ¸ 4 wählen wir
pi(x) = (¡1 + x)4 xi¡1 .
Damit werden die Funktionen vi und wi gebildet.
Das für a = 0 geschlossen lösbare Vergleichsproblem hat die Gestalt
Á(4) + ¸Á00 = 0 ; Á (0) = Á0 (0) = Á (1) = Á00 (1) = 0 . (3.16)
Aus den Ergebnissen in Abschnitt 1.3.3 folgt, daß (3.16) vollde…nit und damit
positiv de…nit ist. Die Berechnung der Frequenzdeterminante ¢(¸) ergibt
mit U1 (Á) = Á(0), U2 (Á) = Á0 (0), U3 (Á) = Á (1), U4 (Á) = Á00 (1) und Á1, Á2,
Á3, Á4 wie in (3.12)
¢(¸) = det
2664
1 0 1 0
0 1 0
p
¸
1 1 cos
p
¸ sin
p
¸
0 0 ¡¸ cosp¸ ¡¸ sinp¸
3775
= det
2664
1 0 1 0
0 1 0
p
¸
0 1 cos
p
¸¡ 1 sinp¸
0 0 ¡¸ cosp¸ ¡¸ sinp¸
3775
= det
24 1 0 p¸1 cosp¸¡ 1 sinp¸
0 ¡¸ cosp¸ ¡¸ sinp¸
35
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= det
24 1 0 p¸0 cosp¸¡ 1 sinp¸¡ p¸
0 ¡¸ cosp¸ ¡¸ sinp¸
35
=
³
cos
p
¸¡ 1
´³
¡¸ sinp¸
´
¡
³
¡¸ cosp¸
´³
sin
p
¸¡ p¸
´
= ¡¸ sinp¸ cosp¸+ ¸ sinp¸
+¸ sin
p
¸ cos
p
¸¡ ¸p¸ cosp¸
= ¸
³
sin
p
¸¡ p¸ cosp¸
´
Diese Frequenzdeterminante ist ebenfalls holomorph auf C¡ und unterschei-
det sich von der in Abschnitt 3.3.3 nur durch das Vorzeichen. Gleiches gilt
für ihre Ableitung:
d
d¸
¢(¸) =
µ
1 +
1
2
¸
¶
sin
p
¸¡ p¸ cosp¸ .
Es können daher die gleichen groben unteren Schranken ¾i, i = 1; 2; : : : für
die Eigenwerte ¸i (0), i = 1; 2; : : : des Vergleichsproblems bei der Wahl des
Parameters ¾ im Theorem von Lehmann benutzt werden. Für folgende
Werte von a wurden Einschließungen des kleinsten Eigenwertes berechnet:
a ¾ Einschließung von ¸min
1 58 [2:0844093442400399E + 001]
10 58 [2:66627890179832E + 001]
30 7:451740350889665E + 001 [3:91731429697E + 001]
50 8:518102690404517E + 001 [5:1060164264E + 001]
70 9:594754981963557E + 001 [6:229185406399E + 001]
90 1:068003268151742E + 002 [7:28691152615E + 001]
110 1:176943176383145E + 002 [8:2825673027E + 001]
130 1:285669336226549E + 002 [9:2218705346E + 001]
150 1:393523655725106E + 002 [1:011157169E + 002]
170 1:499930882777317E + 002 [1:0958365E + 002]
190 1:604458633820796E + 002 [1:1768231E + 002]
210 1:706829016334770E + 002 [1:2546275E + 002]
3.3.5 Oben und unten eingespanntes Gestänge
In diesem Fall betrachten wir das Eigenwertproblem
Á(4) ¡ a (xÁ0)0 = ¡¸Á00 , Á (0) = Á0 (0) = Á (1) = Á0 (1) = 0
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mit
DN := ff 2 C2 ([0; 1]) : f(0) = f(1) = 0g ,
DM := DN \ ff 2 C4 ([0; 1]) : f 0(0) = f 0(1) = 0g .
Die symmetrischen BilinearformenMa (¢; ¢) undN (¢; ¢) seien wie in Abschnitt
3.3.1 de…niert.
Für die Polynome pi (x) wählen wir als erstes
p1 (x) = a2x2 + a3x3 + a4x4 )
p01 (x) = 2a2x+ 3a3x
2 + 4a4x3 .
Aus p1 (1) = p01 (1) = 0 folgt a2 = a4 und a3 = ¡2a4, mit a4 = 1, a2 = 1,
a3 = ¡2 daher
p1(x) = x2 ¡ 2x3 + x4 .
Als nächstes bestimmen wir
p2 (x) = a2x2 + a3x3 + a4x4 + a5x5 )
p02 (x) = 2a2x+ 3a3x
2 + 4a4x3 + 5a5x4 .
Aus p2 (1) = p02 (1) = 0 folgt a2 = a4 + 2a5 und a3 = ¡2a4 ¡ 3a5, mit
a4 = a5 = 1, a2 = 3, a3 = ¡5 daher
p2(x) = 3x2 ¡ 5x3 + x4 + x5 .
Als drittes ermitteln wir
p3 (x) = a2x2 + a3x3 + a4x4 + a5x5 + a6x6 )
p03 (x) = 2a2x+ 3a3x
2 + 4a4x3 + 5a5x4 + 6a6x5 .
Aus p3 (1) = p03 (1) = 0 folgt a2 = a4 +2a5 + 3a6 und a3 = ¡2a4 ¡ 3a5 ¡ 4a6,
mit a4 = a5 = a6 = 1, a2 = 6, a3 = ¡9 daher
p3(x) = 6x2 ¡ 9x3 + x4 + x5 + x6 .
Für i ¸ 4 wählen wir
pi(x) = (¡1 + x)4 xi¡1 .
Damit werden die Funktionen vi und wi gebildet.
Das für a = 0 geschlossen lösbare Vergleichsproblem hat die Gestalt
Á(4) + ¸Á00 = 0 ; Á (0) = Á0 (0) = Á (1) = Á0 (1) = 0 . (3.17)
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Aus den Ergebnissen in Abschnitt 1.3.3 folgt, daß (3.17) vollde…nit und damit
positiv de…nit ist. Die Berechnung der Frequenzdeterminante ¢(¸) ergibt
mit U1 (Á) = Á(0), U2 (Á) = Á0 (0), U3 (Á) = Á (1), U4 (Á) = Á0 (1) und Á1, Á2,
Á3, Á4 wie in (3.12)
¢(¸) = det
2664
1 0 1 0
0 1 0
p
¸
1 1 cos
p
¸ sin
p
¸
0 1 ¡p¸ sinp¸ p¸ cosp¸
3775
= det
2664
1 0 1 0
0 1 0
p
¸
0 1 cos
p
¸¡ 1 sinp¸
0 1 ¡p¸ sinp¸ p¸ cosp¸
3775
= det
24 1 0 p¸1 cosp¸¡ 1 sinp¸
1 ¡p¸ sinp¸ p¸ cosp¸
35
= det
24 1 0 p¸0 cosp¸¡ 1 sinp¸¡ p¸
0 ¡p¸ sinp¸ p¸ cosp¸¡ p¸
35
=
³
cos
p
¸¡ 1
´³p
¸ cos
p
¸¡ p¸
´
¡
³
¡p¸ sinp¸
´³
sin
p
¸¡ p¸
´
=
p
¸ cos2
p
¸¡ p¸ cosp¸¡ p¸ cosp¸
+
p
¸+
p
¸ sin2
p
¸¡ ¸ sinp¸
= 2
p
¸¡ 2p¸ cosp¸¡ ¸ sinp¸
=
p
¸
³
2 ¡ 2 cosp¸¡ p¸ sinp¸
´
¢(¸) ist holomorph auf C¡.
Die positiven Nullstellen des zweiten Faktors sind die Eigenwerte ¸i (0), i =
1; 2; : : : des Vergleichsproblems. Mit Hilfe von Mathematica ergeben sich
folgende grobe untere Schranken ¾i, i = 1; 2; : : : für die Eigenwerte: ¾1 = 39,
¾2 = 80, ¾3 = 157, ¾4 = 238, ¾5 = 355, ¾6 = 475, ¾7 = 631, ¾8 = 791 und
¾9 = 986.
Die Berechnung der Ableitung der Frequenzdeterminante ergibt
d
d¸
¢(¸) =
1
2
¸¡
1
2
³
2 ¡ 2 cosp¸¡ p¸ sinp¸
´
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+
p
¸
µ
2 ¢ 1
2
¸¡
1
2 sin
p
¸¡
µ
1
2
¸¡
1
2 sin
p
¸+
p
¸
1
2
¸¡
1
2 cos
p
¸
¶¶
= ¸¡
1
2 ¡ ¸¡ 12 cosp¸¡ 1
2
sin
p
¸+ sin
p
¸
¡1
2
sin
p
¸¡ 1
2
p
¸ cos
p
¸
= ¸¡
1
2 ¡ ¸¡ 12 cosp¸¡ 1
2
p
¸ cos
p
¸
Mit den oben genannten ¾i werden wieder Intervalle I mit Untergrenze ¾i
und Obergrenze ¾i + 1 gebildet. Die folgende Tabelle zeigt die Intervall-
auswertung der Funktion f (¸) :=
p
¸
³
2 ¡ 2 cosp¸¡ p¸ sinp¸
´
und der
Funktion g (¸) := ¸¡ 12 ¡ ¸¡ 12 cosp¸¡ 12
p
¸ cos
p
¸ auf I:
Intervall I f (I) g (I)
[39; 40] [¡1:7E + 000; 1:6E + 000] [¡3:2E + 000;¡3:1E + 000]
[80; 81] [¡3:5E + 000; 1:3E + 000] [4:1E + 000; 4:4E + 000]
[157; 158] [¡5:5E ¡ 001; 5:8E + 000] [¡6:29E + 000;¡6:26E + 000]
[238; 239] [¡5:6E + 000; 2:3E + 000] [7:5E + 000; 7:7E + 000]
[355; 356] [¡6:6E + 000; 2:9E + 000] [¡9:435E + 000;¡9:419E + 000]
[475; 476] [¡6:6E + 000; 4:5E + 000] [1:07E + 001; 1:09E + 001]
[631; 632] [¡4:4E + 000; 8:3E + 000] [¡1:257E + 001;¡1:255E + 001]
[791; 792] [¡6:2E + 000; 8:1E + 000] [1:39E + 001; 1:41E + 001]
[986; 987] [¡6:3E ¡ 001; 1:6E + 001] [¡1:571E + 001;¡1:569E + 001]
Wie man an der Tabelle erkennen kann, enthalten die genannten Intervalle
die einfachen Eigenwerte ¸1 (0) ; : : : ; ¸9 (0) des Vergleichsproblems.
Die groben unteren Schranken ¾i werden wieder um 1 reduziert und die damit
erhaltenen Ergebnisse jeweils als Startwerte für die Wahl des Parameters ¾
im Theorem von Lehmann verwendet. Für folgende Werte von a wurden
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Einschließungen des kleinsten Eigenwertes berechnet:
a ¾ Einschließung von ¸min
1 79 [3:99780229864E + 001]
10 79 [4:4438966927369E + 001]
30 9:469266805195362E + 001 [5:4124170031E + 001]
50 1:045650580563568E + 002 [6:349880742E + 001]
70 1:143674349822959E + 002 [7:257097084E + 001]
90 1:240932029567793E + 002 [8:135195050E + 001]
110 1:337347908316973E + 002 [8:985540750E + 001]
130 1:432843757754534E + 002 [9:809651490E + 001]
150 1:527345090149126E + 002 [1:06091187E + 002]
170 1:620785870606844E + 002 [1:1385543E + 002]
190 1:713111535533835E + 002 [1:2140487E + 002]
210 1:804280461839916E + 002 [1:2875421E + 002]
3.3.6 Anknüpfung an den Artikel von Willers
Willers benutzt in seinem Artikel eine Größe b, die die Länge des Teils des
Gestänges angibt, der unter Druck steht und bestimmt die dimensionslose
Knickkraft ¹P für Gestänge, deren Länge l ein Vielfaches von b ist, nämlich
für l = 12b, b,
3
2b, 2b. Auf S. 49 des Artikels …nden sich für verschiedene
Lagerungsarten folgende Werte für ¹P :
Länge l des Gestänges 12b b
3
2b 2b
beiderseits eingespannt — 4:15 3:77 3:54
unten eingespannt, oben drehbar gelagert — 3:78 3:54 3:39
unten drehbar gelagert, oben eingespannt — 3:10 2:60 2:35
beiderseits drehbar gelagert 3:59 2:64 2:28 2:15
(3.18)
Verwendet man die Bezeichnungen aus Abschnitt 1.3.1, so ist a = ¹gEI und
¸1 = P1EI und damit
b :=
P1
¹g
=
P1
EI
¢ EI
¹g
=
¸1
a
,
¹P := P1
¡
EI (¹g)2
¢¡13 = ¸1EI ¡EI (¹g)2¢¡ 13 = ¸1 µEI¹g
¶ 2
3
= ¸1a¡
2
3 .
Die in dieser Arbeit gewonnenen numerischen Resultate lassen sich nicht
unmittelbar mit denen von Willers vergleichen, da mit dem dargestellten
Zugang zu den Eigenwertproblemen eine Einschließung [¸1] für den kleinsten
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Eigenwert stets ohne die Verwendung von b berechnet wurde. Dennoch kön-
nen die folgenden Überlegungen als Motivation dienen, die Genauigkeit der
Willersschen Ergebnisse in Zweifel zu ziehen.
Wir gehen von der Situation in Abschnitt 1.3.3, also von einem Gestänge mit
der Länge l = 1 aus und versuchen, ¸1 und a so vorzugeben, daß gilt
1 = l = 12b ) b = ¸1a = 2 ,
1 = l = b ) b = ¸1a = 1 ,
1 = l = 32b ) b = ¸1a = 23 ,
1 = l = 2b ) b = ¸1a = 12 .
(3.19)
Um die Werte in der Tabelle auf S. 49 im Willersschen Artikel nachvollzie-
hen zu können, bestimmen wir ein a > 0 und damit eine Einschließung [¸1]
so, daß [b] := [¸1]a eine möglichst gute Einschließung der Zahlen in der rechten
Spalte von Tabelle (3.19) liefert, im Idealfall diese Zahlen den Intervallmit-
telpunkt eines Intervalls mit möglichst kleinem Durchmesser darstellen. Eine
Einschließung für die dimensionslose Knickkraft ¹P berechnet sich dann durch£ ¹P ¤ := [¸1] expµ¡23 ln (a)
¶
.
Als Beispiel betrachten wir den Fall l = 12b für das oben und unten drehbar
gelagerte Gestänge. Folgende Ergebnisse wurden ermittelt:
a : 6:530932324510279E + 000
¾ : 38
[¸1 (a)] : [1:306186464902074E + 001]
[b] : [1:99999999999999E + 000 ,2:00000000000001E + 000]£ ¹P ¤ : [3:73842257145610E + 000]
¹P nach Willers : 3:59
Dieses mit Hilfe von Intervallarithmetik gerechnete Beispiel kann zum Anlaß
genommen werden, die Genauigkeit der Zahlen in Tabelle (3.18) in Frage zu
stellen und die Vorteile einer veri…zierenden Rechnung zu erkennen.
3.3.7 Ein Beispiel
Zum Abschluß betrachten wir ein praktisches Beispiel, in dem für einen Holz-
stab die kritische Last für eine vorgegebene Länge berechnet wird. Die Daten
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für den Elastizitätsmodul und die Biegestei…gkeit sind einem Artikel von Ka-
ras ([13]) entnommen.
Gegeben sei ein Holzstab der Länge l = 30 m. Der Elastizitätsmodul des
Holzes wird mit E = 100000 kg / cm2 angenommen, die Biegestei…gkeit
betrage EI = 2160 kg¢m2. Der Stab habe ein laufendes Gewicht von ¹g =
8:64 kg / m. Er sei an beiden Enden drehbar gelagert. Es ist
a =
¹g
EI
=
8:64 kg/m
2160 kg ¢ m2 =
1
250 m3
.
Ausgehend von den Ausführungen in Abschnitt 1.3.1 lautet die Problemstel-
lung:
Bestimme das kleinste ¸ > 0, so daß es ein w 2 C4 ([0; 30]) n f0g
gibt mit
w(4) (x) ¡ axw00 (x) ¡ aw0 (x) = ¡¸w00 (x)
für alle x 2 [0; 30] und den Randbedingungen
w (0) = w00 (0) = w (30) = w00 (30) = 0 .
Mit Hilfe der in Abschnitt 1.3.2 durchgeführten Transformation ~a = a ¢ l3
ergibt sich ~a = 1250 m3 ¢ 27000 m3 = 108. Mit diesem ~a wird das Problem
Bestimme das kleinste ~¸ > 0, so daß es ein ~w 2 C4 ([0; 1]) n f0g
gibt mit
~w(4) (») ¡ ~a» ~w00 (») ¡ ~a ~w0 (») = ¡~¸ ~w00 (»)
für alle » 2 [0; 1] und den Randbedingungen
~w (0) = ~w00 (0) = ~w (1) = ~w00 (1) = 0:
gelöst. Da ¸ = ~¸l2 (vgl. Abschnitt 1.3.2) und P = ¸ ¢ EI, ergeben sich die
Einschließungen
~¸ =
£
4:854958475E + 001
¤
kleinster Eigenwert des transformierten Problems,
¸ =
£
5:3943983028E ¡ 002
¤
(in 1/m2)
kleinster Eigenwert des Ausgangsproblems,
P =
£
1:165190042E + 002
¤
(in kg)
kritische Last.
Symbolverzeichnis
N Menge der natürlichen Zahlen
N0 N [ f0g
R Körper der reellen Zahlen
R+ fx 2 R : x > 0g
C Körper der komplexen Zahlen
C¡ C n fz 2 C : Re z · 0, Im z = 0g
Rn Vektorraum der n-Tupel (x1; : : : ; xn)
T
mit xi 2 R, 1 · i · n
Rn£n Vektorraum der n£ n-Matrizen [aik] 1·i·n
1·k·n
mit aik 2 R, 1 · i; k · n
AT Transponierte einer Matrix A
dimDM Dimension des Vektorraums DM
±ik =
½
0, falls i 6= k
1, falls i = k Kronecker-Symbol¡ d
d¸
¢k k-te Ableitung nach ¸, k 2 N0
[a; b] fx 2 R : a · x · bg
(a; b) fx 2 R : a < x < bg
V ([a; b]) Klasse der Vergleichsfunktionen auf [a; b] (S. 10)
E ([a; b]) Klasse der Eigenfunktionen auf [a; b] (S. 10)
C ([a; b]) ff : [a; b] ! R : f ist stetigg
Ck ([a; b]) ff : [a; b] ! R : f ist k-mal stetig di¤erenzierbarg
C1 ([a; b]) T
k2N0
Ck ([a; b])
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