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Abstract
A double-loop digraph G=G(N ; s1; s2), with gcd(N; s1; s2)=1, has the set of vertices V =ZN
and the adjacencies are given by u → u + si (mod N ) i = 1; 2. The diameter of G, denoted by
D(N ; s1; s2), is known to be lower bounded by lb(N ) with
D(N ) = min
16s1¡s2¡N;
gcd(N;s1 ; s2)=1
D(N ; s1; s2)¿
⌈√
3N
⌉
− 2 = lb(N ):
This lower bound is known to be sharp. For a 0xed N ∈N, some algorithms to 0nd D(N ) and
steps 16 ¡¡N such that D(N ; ; )=D(N ) are known through the bibliography, being of
numerical nature all of them.
In this paper we propose a symbolic algorithm on the following problem: Given a number of
vertices N0 ∈N, 0nd if possible an in0nite family of tight double-loop digraphs
G(x) = G(N (x); s1(x); s2(x)) such that N (x0) = N0 and D(x) = D(N (x); s1(x); s2(x)) = lb(N (x))
∀x¿ x0. This family is parameterized by the integer x with N (x)∈Z and s1(x); s2(x)∈Z=(N (x)).
As a direct consequence of such an explicit family of digraphs G(x), we also have an additive
basis {s1(x); s2(x)} which covers the elements of Z=(N (x)) with optimal order.
The time cost of this algorithm is O(
√
N0 logN0), in the worst case.
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1. Introduction and notation
Double-loop digraphs (DLD) G=G(N ; s1; s2), with 16s1¡s2¡N and gcd(N; s1; s2)
= 1, have the vertex set V =ZN and the adjacencies are de0ned by v→ v+ si (modN )
for v∈V and i=1; 2. The hops s1 and s2 between vertices are called steps. These kind
of digraphs have been widely studied to modelize some local area networks, known as
double-loop networks. The diameter of G is denoted by D(N ; s1; s2).
For a 0xed N ∈N, a classical computation is to 0nd s∈ZN such that D(N ; 1; s)
is minimal. If we denote this minimal value by D1(N )= min1¡s¡N D(N ; 1; s), it is
known that D1(N ) is lower bounded (see [11]) by
D1(N )¿ lb(N ) =
⌈√
3N
⌉
− 2: (1)
This lower bound is sharp. It is also known that, for an in0nite number of values
N ∈N, the restriction s1 = 1 is too strong for attaining the optimal diameter (see [4])
D(N ) = min
16s1¡s2¡N;
gcd(N;s1 ;s2)=1
D(N ; s1; s2): (2)
However, the lower bound lb(N ) for D1(N ) is also a sharp lower bound for D(N ) [8].
Denition 1. A double-loop digraph G(N ; s1; s2) is called
• optimal if D(N ; s1; s2)=D(N ),
• tight if D(N ; s1; s2)= lb(n).
Tight DLD are also optimal ones. The converse is not true for an in0nite number
of values of N , the 0rst one being N =12 with D(12; 1; 3)=5=D(12)=D1(12) and
lb(12)= 4. So G(12; 1; 3) is 1-tight optimal double-loop digraph.
An additive basis of length  for N ∈N is a set of integers A;N = {16s1¡s2¡
· · ·¡s} which covers ZN , that is, ∀n∈{0; 1; : : : ; N−1}, ∃1;n; : : : ; ;n ∈ N and n ∈Z
such that
∑
k=1
k;nsk + nN = n:
The order of A;N is de0ned by
h(A;N ) = max
06n6N−1
min
1;n ;:::;;n∈N∑
k=1
k;nsk+nN=n
1;n + · · ·+ ;n:
A suGcient condition on A;N to cover ZN is known to be gcd(N; s1; : : : ; s)= 1.
There is an equivalence between a double-loop digraph G(N ; s1; s2) and the basis
A2;N = {s1; s2}. We have D(N ; s1; s2)= h(A2;N ). It is known (see [9]) that the optimal
order mins1 ;s2 h(A2;N ) is also lower bounded by lb(N ). Therefore, a tight DLD gives
an optimal tight additive basis A2;N = {s1; s2}. See [10] for a survey on additive bases.
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Fig. 1. Generic dimensions of an L-shaped tile and its related tessellation.
Each DLD is linked to a plane geometric L-shaped tile which fully describes its
metrical properties. This kind of tiles is known to be a useful tool for the study of
D1(N ) and D(N ). They have been introduced by Wong and Coppersmith for the case
s1 = 1 in [11]. Fiol, Yebra, Alegre and Valero used these tiles for any two pairs of
steps in [8]. Given a DLD, G(N ; s1; s2), we can link an L-shaped tile with area N
to it using a process described in many works, see for instance [8,7,5]. This kind of
L-shapes periodically tessellates the plane. A generic tile and its related tessellation is
fully characterized by its dimensions L(l; h; w; y). This characterization is depicted in
Fig. 1. For obvious reasons the diameter of this tile is de0ned by
d(L)= max{l+ h− w − 2; l+ h− y − 2} (3)
and d(L)¿D(N ; s1; s2).
Given an L-shaped tile L=L(l; h; w; y) with area N = lh − wy and a related DLD
G=G(N ; s1; s2) we say that L can be (s1; s2)-implemented, it is also said that the
DLD G realizes L. Recently, several authors have proved that all tight L-shaped tiles
L(l; h; w; y), with gcd(l; h; w; y)= 1, can be implemented [2].
Fiol et al. [8] used a method based on the Smith normal form of the integral matrix
M =
(
l −w
−y h
)
;
whose entries are the (column) vectors u=(l;−y)T and v=(−w; h)T de0ning the
tiling related to L(l; h; w; y). This method is given in the following result, where the
isomorphism of digraphs is the usual one.
Proposition 1 (Steps computation from the dimensions of the tile). LetL=L(l; h; w; y)
be a tile with gcd(l; h; w; y)= 1 and area N realizing the DLD G(N ; s1; s2). Let M
be the matrix de;ning the tiling related to L. Let S(M)= diag(1; N ) be the Smith
normal form of M , with related unimodular matrices U and V such that S(M)=UMV .
Then the pair of steps ≡U2;1 (modN ), ≡U2;2 (modN ) de;nes G(N ; ; ) which is
isomorphic to the original digraph G.
For instance, take G(5; 1; 3) with D(5; 1; 3)=2= lb(5). This tight DLD, its related
L-shaped tile L(3; 2; 1; 1) and its plane tessellation is depicted in Fig. 2.
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Fig. 2. The DLD G(5; 1; 3) and its related L-shaped tile.
Note that the L-shaped tile L(3; 2; 1; 1) ful0lls Proposition 1 because is a tight tile
with gcd(3; 2; 1)=1. From the matrix
M =
(
3 −1
−1 2
)
we can recover a DLD isomorphic to G(5; 1; 3):
S(M) =
(
1 0
0 5
)
=
(
0 −1
1 3
)
M
(
1 2
0 1
)
:
Therefore we have recovered a DLD with 5 vertices (the area of the tile) and steps
s1 = 1 and s2 = 3 (from the second row of the matrix U ).
Let us classify our algorithms into three types:
T1. Fixed N , s1 and s2 0nd D(N ; s1; s2).
T2. Fixed N , 0nd D1(N ) or D(N ).
T3. Find optimal diameter families of DLDs.
As DLD are vertex symmetric, the computation of the diameter can be performed
from the expression maxm∈ZN d(0; m), where d(u; v) is the distance from u to v in
G(N ; s1; s2). Type T1 can be eGciently computed by the algorithm CH88 given in [6]
which has order O(log N ). Note the improvement over a breadth-0rst search on G from
the vertex 0 (or any other one,) with order O(N 2). Using this algorithm, the values
of D1(N ) and D(N ) can be computed in time cost O(N log N ) and O(N 2 log N ),
respectively. However T2 can be done more eGciently using the algorithm AF95 given
in [3] with time cost O(N 3=4 log N ). This algorithm is based on the characterization
of tight L-shaped tiles given in [3] to 0nd a proper L-shaped tile and then, from
Proposition 1, the optimal DLD is recovered.
Note that the algorithm types T1 and T2 are numerical ones, while type T3 is of
symbolical nature. So the use of some Computer Algebra System like MuPad, Maple
or Mathematica is needed to perform symbolical computations. There are several kind
of inputs and outputs we deal with for the T3 type. The particular case of tight families
of DLDs can be studied using Table 1 of tight L-shaped tiles and several kind of tasks
can be performed.
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Table 1
Tight tiles diLerent from L(3; 3; 0; 3) and L(2; 3; 0; 3)
Family N (x) w y
Tiles with area in I1(x)= [3x2 + 1; 3x2 + 2x] and diameter d(L)= 3x − 1
T[1; 1] 3x2 + 1, x ¿ 1
a= b=0 x − 1 x + 1
3x2 + x + B1;2
T[1; 2] B1;2 = ab− (a+ b− 1) (a+ b) x + a+ b− 1 x + a+ b
x¿max{1− B1;2; B1;2}
3x2 + 2x + B1;3
T[1; 3] B1;3 = ab− (a+ b− 1) (a+ b− 1) x + a+ b− 1 x + a+ b− 1
B1;360; x ¿ (1− B1;3)=2
Tiles with area in I2(x)= [3x2 + 2x + 1; 3x2 + 4x + 1] and diameter d(L)= 3x
T[2; 1] 3x2 + 2x + 1, x ¿ 1
a=1; b=0 x − 1 x + 1
a=0; b=1 x − 1 x + 1
a=1; b=1 x x + 2
3x2 + 3x + B2;2
T[2; 2] B2;2 = ab− (a+ b− 2) (a+ b− 1) x + a+ b− 2 x + a+ b− 1
x¿|1− B2;2|
3x2 + 4x + B2;3
T[2; 3] B2;3 = ab− (a+ b− 2) (a+ b− 2) x + a+ b− 2 x + a+ b− 2
B2;361, x¿(1− B2;3)=2
Tiles with area in I3(x)= [3x2 + 4x + 2; 3x2 + 6x + 3] and diameter d(L)= 3x + 1
T[3; 1] 3x2 + 4x + 2, x ¿ 1
a=1; b=1 x − 1 x + 1
a=2; b=1 x x + 2
a=1; b=2 x x + 2
3x2 + 5x + B3;2
T[3; 2] B3;2 = ab− (a+ b− 3) (a+ b− 2) x + a+ b− 3 x + a+ b− 2
x¿max{2− B3;2; B3;2 − 3}
3x2 + 6x + B3;3
T[3; 3] B3;3 = ab− (a+ b− 3) (a+ b− 3) x + a+ b− 3 x + a+ b− 3
B3;363, x ¿ (2− B3;3)=2
T3a. Given a polynomial N (x)= 3x2 +Ax+B representing the area of a tight L-shaped
tile as it is stated in Theorem 2, 0nd if possible a family of linked tight DLDs
G(x)=G(N (x); s1(x); s2(x)). The found steps also form an additive basis A2;N (x)
with optimal order for Z=(N (x)).
T3b. Given N0 ∈N, 0nd a tight DLDs G(x) family x¿x0, as in the above item, with
N (x0)=N0.
T3c. Idem as in item T3b, however the condition N (x0)=N0 may not be ful0lled. This
task can be used for generating optimal families of digraphs or additive basis of
length 2.
Table 1 is the symbolical link between T2 and T3 problems.
428 F. Aguil.o et al. / Theoretical Computer Science 319 (2004) 423–439
Examples of T3a and T3b can be found in the bibliography. For instance, for
N0 = 450, one can 0nd in [4] the following solution to T3b:
N () = 27002 + 2220+ 450; s1() = 90+ 32; s2() = 90+ 35
with optimal diameter D(N ()) = 90+35. As a direct consequence, the additive basis
A2;N () = {90+ 32; 90+ 35} has optimal order 90+ 35.
2. Tight L-shaped tiles and related results
As was commented before, we will work in a T3-type algorithm through tight L-
shaped tiles, that is tiles with diameter d(lh − wy)= lb(lh − wy). Tight tiles were
completely parameterized using the following natural parameterization of N:
N =
⋃
x¿0
I(x); I(x) = [3x2 + 1; 3(x + 1)2]; (4)
which easily gives a closed expression for lb(N ):
lb(N ) =


3x − 1 if N ∈ I1(x) = [3x2 + 1; 3x2 + 2x];
3x if N ∈ I2(x) = [3x2 + 2x + 1; 3x2 + 4x + 1];
3x + 1 if N ∈ I3(x) = [3x2 + 4x + 2; 3x2 + 6x + 3]:
(5)
The tight tile table (Table 2 in [7]), was obtained using (4) and (5). We give this
table here because we will use it later. For symmetry reasons, we can suppose 06w6y
in the dimensions of a tight tile because if G(N ; s1; s2) is related to (l; h; w; y), then
G(N ; s2; s1) is also related to (h; l; y; w). It is also proved in [7] the following theorem.
Theorem 1. Let L(l; h; w; y) be a tight tile with 06w6y. Then y− 26w6y except
for the tiles L(3; 3; 0; 3) and L(2; 3; 0; 3).
Theorem 1 allows us to 0nd the characterization of tight tiles using the three cases
y=w, w + 1 and w + 2 which correspond to the second entry of the nine families
in Table 1, that is T[∗; j] corresponds to tiles with y=w + 3− j for j=1; 2; 3. This
characterization is given by the following theorem whose proof is contained in [7].
Theorem 2. Let L=(l; h; w; y), y−26w6y, be a tight tile with area N =3x2+Ax+B.
Then, the values of A; B; w; y are given by Table 1 with l=2x + a and h=2x + b.
Note that, given any N0, the existence of G(N0; s1; s2) tight is equivalent to the
existence of a tight implementable L-shaped tile L(l; h; w; y) with w6y. This tile will
be detected by Table 1. Finally, all the tight tiles of area N0 in this table can be found
in time cost O(
√
N0), in the worst case. See [4] or [3] for a detailed proof.
Now we give the idea of procreation which we will use later to obtain in0nite
families of tight tiles in the symbolic algorithm.
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Denition 2. Let L(l; h; w; y) be a k-tight tile. We say that L procreates or it is a
procreating tile if the tiles L(t)=L(l+2t; h+2t; w+t; y+t) are k-tight for t=0; 1; 2; : : : .
Lemma 1. Let L=L(l; h; w; y), 06w6y, be a tight tile, then
(l+ h− w − 1)2 + 163lh− 3wy6(l+ h− w)2:
Proof. From (3) we have d(L)= l + h − w − 2. As L is a tight tile we also have
lb(lh− wy)=d(L), that is
l+h−w − 2 =
⌈√
3lh−3wy
⌉
−2⇔ l+h−w− 1 ¡
√
3lh−3wy 6 l+h−w
and hence we have (l+ h− w − 1)2 + 16 3lh− 3wy 6 (l+ h− w)2, as stated.
Theorem 3. Let L=L(l; h; w; y), 06w6y, be a tight tile di<erent from (3; 3; 0; 3) and
(2; 3; 0; 3). Then L procreates.
Proof. We must prove that L(t)=L(l + 2t; h + 2t; w + t; y + t) is a tight tile ∀t¿0,
that is d(L(t))= lb((l+ 2t) (h+ 2t)− (w + t) (y + t)) ∀t ¿ 0. Let be
(t) = (l+ h− w − 1 + 3t)2 + 1;
(t) = 3(l+ 2t)(h+ 2t)− 3(w + t)(y + t);
%(t) = (l+ h− w + 3t)2:
The tile L=L(0) is tight, then d(L)= lb(lh− wy). Using Lemma 1 we have
(l+ h− w − 1)2 + 16 3lh− 3wy 6 (l+ h− w)2 ⇔ (0)6 (0)6 %(0):
Moreover L(t) is tight ∀t¿0 iL (t)6(t)6%(t) ∀t¿0. From the identities
(t) = (0) + 9t2 + 6t(l+ h− w − 1);
(t) = (0) + 9t2 + 3t(2l+ 2h− w − y);
%(t) = %(0) + 9t2 + 6t(l+ h− w);
is easy to see
(t)6 (t);∀t ¿ 0⇔ y − 26w;
(t)6 %(t);∀t ¿ 0⇔ w6y:
As L(0) is diLerent from (3; 3; 0; 3) and (2; 3; 0; 3), by Theorem 1 we have y−26w6y
and this fact ends the proof.
Theorem 3 is the main fact that helps us to 0nd a tight family of tiles, provided an
initial one. Therefore, we can study the T3 type problem.
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3. Algorithms
From now on, we will call tight N0 to an integer value N0 if there is one tight
implementable tile of area N0. That is a tile L(l0; h0; w0; y0) with area N0 = l0h0−w0y0
and gcd(l0; h0; w0; y0)= 1. Here we propose an algorithm to give a solution for the
T3b problem for tight values of N0 with a related tight implementable tile with
gcd(l0; w0)= 1 or gcd(y0; h0)= 1 or gcd(l0; y0)= 1 or gcd(w0; h0)= 1. A computer
search for 56N061 000 000 shows that the number of tight values for N0 is 510 521.
There are 1329 of these values such that all their related tight tiles do not ful0ll the
above conditions, that is gcd(l0; h0; w0; y0)= 1 and gcd(l0; w0) =1 and gcd(y0; h0) =1
and gcd(l0; y0) =1 and gcd(w0; h0) =1. The 0rst one is N0 = 450 with related imple-
mentable tight tiles
L(27; 25; 15; 15); L(27; 22; 12; 12); L(25; 22; 10; 10);
L(25; 27; 15; 15); L(22; 27; 12; 12); L(22; 25; 10; 10):
These 1329 tiles represent the 13% over all the explored values of N0 and the 26%
over the tight values of N0. Therefore, our algorithm will 0nd a solution to the T3b
problem about the 99.8% over the range 56N061 000 000.
Lemma 2. Let be N0 ∈N. All the tight tiles L(l0; h0; w0; y0) with 06w06y0 and area
N0 can be found in time cost O(
√
N0).
The proof of this lemma can be found in [3,1], based on the computation of all
possible pairs of integers (a; b) appearing in Table 1. In fact, the number of these pairs
is bounded by O(
√
N0) (we have a tile for each pair, possibly there are several pairs
linked to the same tile).
Theorem 4 (Algorithm for T3b). Let be N0 ∈N. We can solve the T3b problem for
N0 when there is a tight tile L=L(l0; h0; w0; y0), 06w06y0, with area N0 in the case
of gcd(l0; w0)= 1 or gcd(y0; h0)= 1 or gcd(l0; y0)= 1 or gcd(w0; h0)= 1. The time
cost of computing an explicit solution is O(
√
N0 log N0), in the worst case.
Proof. The proof is based on Table 1 of Theorems 2 and 3 for locating a family
of tight tiles, and Proposition 1 to compute the explicit expression of the steps. This
explicit expression of steps is contained in the parameterized integral matrix U of
Proposition 1. To compute this matrix U we will use, if necessary, elemental transfor-
mations by unimodular integral matrices.
Using the tight tile table (Table 1), we have l0 = 2x0 + a, h0 = 2x0 + b, w0 =
x0 + a + b − i and y0 = x0 + a + b + 3 − i − j if the tile L(l0; h0; w0; y0) belongs
to the tight family T[i; j], for some integral values a; b; x0.
Let us suppose that gcd(l0; w0)= 1. We can locate this tight tile applying the great
common divisor function (with cost O(log N0)) to all possible tight tiles linked to N0.
By Lemma 2, the number of tiles is bounded by O(
√
N0). Therefore, the total cost of
locating this tight tile is O(
√
N0 log N0), in the worst case. Now we must prove that
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the time cost for giving explicit steps is at most O(
√
N0 log N0), in fact we will see
that this cost reduces to O(log N0).
From now on, let us denote l(x)= 2x + a, h(x)= 2x + b, w(x)= x + a + b − i,
y(x)= x + a+ b+ 3− i − j, N (x)= l(x)h(x)− w(x)y(x) and
M (x) =
(
l(x) −w(x)
−y(x) h(x)
)
:
Let us consider the unimodular matrix
V1 =
(
1 0
2 1
)
;
then
MV1 =
( −a− 2b+ 2i −x − a− b+ i
3(x − 1) + b− a+ i + j 2x + b
)
= M1:
Let us denote x= x0 + t for t¿0.
Let us suppose that 2(i− b)− a¿0. From gcd(2(i− b)− a; x0 + a+ b− i)= 1, there
exist ; ∈Z such that [2(i − b)− a] + (x0 + a+ b− i)= 1. Then
(− )[2(i − b)− a] + [x0 + a+ b− i + [2(i − b)− a]] = 1; ∀¿ 0:
Hence, for t= [2(i − b)− a], ¿0, the integral matrix
V2 =
(
−  x + a+ b− i
− 2(i − b)− a
)
is unimodular and
M1V2 =
(
1 0
A2(x) B2(x)
)
= M2
with
A2(x) = (− )[3(x − 1) + i + j + b− a]− (2x + b);
B2(x) = (x + a+ b− i)[3(x − 1) + i + j + b− a] + (2x + b)[2(i − b)− a]
=N (x):
Also we have(
1 0
−A2(x) 1
)
M2 =
(
1 0
0 B2(x)
)
= S(M (x)):
Therefore, the unimodular matrices U (x) and V (x) of Proposition 1 are given by:
U (x) =
(
1 0
−A2(x) 1
)
; V (x) = V1V2:
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Hence, by Proposition 1 and the substitution x= x0 + t= x0 + [2(i− b)− a], we have
the following explicit expression of steps
s1() ≡ −A2() (modN ()); s2() = 1;
where N ()=B2(). Note that N (0)=N0, as required. Note also that we only have
made one great common divisor, so we have not increased the time cost.
Let us suppose that 2(i − b) − a¡0. Using the same notation, put x= x0 + t and
t= − [2(i − b)− a] for ¿0 and let ; ∈Z be such that
−[2(i − b)− a] + (x0 + a+ b− i) = 1:
Then, for A2(x)= − (− )[3(x − 1) + b+ i + j − a]− (2x + b) we have
U (x) =
(
1 0
−A2(x) 1
)
; V (x) =
(
1 0
2 1
)(−+  x + a+ b− i
− 2(i − b)− a
)
;
and the steps are given by
s1() ≡ −A2() (modN ()); s2() = 1:
Let us suppose now that 2(i−b)−a = 0. From 1=gcd(l0; w0)= gcd(2(i−b)−a; x0 +
a + b − i), we have x0 + a + b − i=1, then x + a + b − i= t + 1 for t¿0. Let us
consider the unimodular matrices
V1 = U1 =
(
1 0
2 1
)
;
then
U1MV1 =
(
0 −x − a− b+ i
3(x − 1) + b+ i + j − a −2a− b+ 2i
)
= M1:
From 2i − 2b− a=0, we have
2i − b− 2a= b− a;
x= t + i + 1− a− b;
3(x − 1) + b− a+ i + j= 3(t + i + 1− a− b− 1) + b− a+ i + j
= 3t + 4i + j − 4a− 2b
and the matrix M1 has become
M1 =
(
0 −t − 1
3t + 4i + j − 4a− 2b b− a
)
:
Now we have three possible cases: b − a=0, b − a¿0 and b − a¡0. Let us 0rst
discuss the case b−a=0. From 2(i−b)−a=0, we have 2i=2b+a=3a. Then there
is only one possibility for the equality 2i=3a (provided that i∈{1; 2; 3}) : i=3 and
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a=2. Also we have 3t + 4i + j − 4a − 2b=3t + j and the matrix M1 by the right
unimodular matrix
V2 =
(
1 0
−1 1
)
is
M2 = M1V2 =
(
t + 1 −t − 1
3t + j 0
)
:
From gcd(t+1; 3t+j)= gcd(t+1; 3−j), we will discuss j =3 or j=3. For j =3, let us
consider t= (3− j)¿0, ¿0, therefore gcd(t+1; 3− j)= gcd(1+(3− j); 3− j)= 1.
Let be =1− 3 and = , then [1 + (3− j)] + [3(3− j) + j] = 1 and
det
(
 
−3t − j t + 1
)
= (t + 1) + (3t + j) = 1; if t = (3− j):
Let us consider the left and right unimodular matrices
U2 =
(
 
−3t − j t + 1
)
; V3 =
(
1 (t + 1)
0 1
)
;
then
M3 = S(M) = U2M2V3 =
(
1 0
0 3(t + 1)2
)
= UMV
with
U = U2U1 =
(
+ 2 
−t + 2− j t + 1
)
:
Then, the family of tight digraphs we are searching for is
N (t) = 3(t + 1)2;
s1(t) ≡ −t + 2− j(modN (t));
s2(t) = t + 1;
for t=(3− j), ¿0. Note that we have also used Proposition 1 to 0nd the steps.
The case j=3 is not possible here because for i=3 and a= b=2, the tight tile
table reports the dimensions of the tiles L(2x + 2; 2x + 2; x + 1; x + 1), and we would
have gcd(2x + 2; x + 1)= x + 1¿1, which corresponds to a non double-loop digraph
(the set of vertices is not a cyclic group.) Only N0 = 3 can have gcd(l0; w0)= 1 (for
x0 = 0 and L(2; 2; 1; 1)) in this case, if N0¿3 we always have gcd(l0; w0)= x0 + 1¿1
(for x0¿0.)
Let us suppose that b − a¿0. Recall the matrices U1, M1 and V1. Let us write
t= (b−a) for ¿0, then gcd(t+1; b−a)= gcd((b−a)+1; b−a)= gcd(1; b−a)= 1.
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Let be =1 and = −, then [1+(b−a)]+(b−a)= 1. Consider the unimodular
matrices
U2 =
( −1 −
−(b− a) −t − 1
)
and
V2 =
(
0 1
1 0
)
which leads us to
M2 = U2M1V2 =
(
1 −(3t + 4i + j − 4a− 2b)
0 −(t + 1)(3t + 4i + j − 4a− 2b)
)
:
Finally, we obtain the Smith normal form by right multiplying by
V3 =
(
1 −(3t + 4i + j − 4a− 2b)
0 −1
)
:
S(M) = M2V3 =
(
1 0
0 (t + 1)(3t + 4i + j − 4a− 2b)
)
:
Therefore the steps are given by the matrix
U = U2U1 =
( −1− 2 −
−2(t + 1)− (b− a) −t − 1
)
:
Hence, the family of tight double-loop digraphs is
N (t) = (t + 1) (3t + 4i + j − 4a− 2b);
s1(t) ≡ −2(t + 1)− (b− a) (modN (t));
s2(t) ≡ −t − 1(modN (t));
for t= (b− a), ¿0.
For the case b − a¡0, we obtain the same family as above by putting
t= − (b− a), ¿0.
Using similar arguments, we can get the expression of the other cases which we
report below:
• gcd(y0; h0)= 1. The family depends on the sign of −2a − b − 6 + 2i + 2j. If
−2a − b − 6 + 2i + 2j¿0, let ; ∈Z be such that (x0 + a + b + 3 − i − j) +
(−2a− b− 6 + 2i+ 2j)= 1, x= t + x0 and t=(−2a− b− 6 + 2i+ 2j) for ¿0,
then
N (x) = (3x + a− b+ i) (x + a+ b+ 3− i − j)
−(2x + a) (2a+ b+ 6− 2i − 2j);
s1(x) = 1;
s2(x) ≡ (2x + a) + ( − ) (3x + a− b+ i) (modN (x)):
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For −2a − b − 6 + 2i + 2j¡0 we obtain similar expressions, except for t=
−(−2a−b−6+2i+2j) and s2(x)= (2x+a)−(+)(3x+a−b+ i) (modN (x)).
Finally, for −2a−b−6+2i+2j=0, it depends on the sign of 2x0 +a−2. If 2x0 +
a−2=0, we have only two possible values for i and j, that is (i; j)∈{(1; 2); (2; 1)}.
For i=1 and j=2 we have
N (t) = (t + 1) (3t + 4); s1(t) = −t − 1(modN (t)); s2(t) = t + 2; t ¿ 0:
For i=2 and j=1, we obtain
N (t) = (t + 1) (3t + 5); s1(t) = t + 1; s2(t) = −t − 3(modN (t)); t ¿ 0:
If 2x0 + a− 2¿0, we get
N (t) = (t + 1) (3t + 3x0 − a+ 3i + 2j − 6);
s1(t) ≡ −t − 1(modN (t));
s2(t) ≡ −2t − 2x0 − a(modN (t));
t = (2x0 + a− 2); ¿ 0:
If 2x0 +a−2¡0, we obtain the same expression as above with t= − (2x0 +a−2),
for ¿0.
• gcd(l0; y0)= 1. We discuss this case depending on the sign of a+2b+6− 2i− 2j.
For a+ 2b+ 6− 2i − 2j¿0, the following family is obtained
N (x) = (x+a+b+ 3− i−j) (3x−a+b+ i)−(a+2b+6−2i−2j) (2x + b);
s1(x) = x + a+ b+ 3− i − j;
s2(x) = 2x + a;
x = x0 + t; t = (a+ 2b+ 6− 2i − 2j); ¿ 0:
If a+ 2b+ 6− 2i − 2j¡0, using t= − (a+ 2b+ 6− 2i − 2j) for ¿0, the same
expressions are obtained. For the case a+ 2b+ 6− 2i − 2j=0, the family is
N (t) = (t − 1) [3t + 2(x0 + i + j − 4)];
s1(x) = 1;
s2(x) ≡ 2− [3t + 2(x0 + i + j − 4)] (modN (t));
t = (3x0 + i + j); ¿ 0:
• gcd(w0; h0)= 1. The expression of the family depends on the sign of b + 2(a − i).
For b+ 2(a− i)¿0, we obtain
N (x) = (x + a+ b− i) (3x + a− b− 3 + i + j)− (2a+ b− 2i) (2x + a);
s1(x) ≡ −2x − b(modN (x));
s2(x) ≡ −x − a− b+ i(modN (x));
x = x0 + t; t = (2a+ b− 2i); ¿ 0:
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The case b + 2(a − i)¡0 gives similar expressions with t= − (2a + b − 2i), for
¿0.
Finally, for b + 2(a − i)= 0, we get the expressions of the family depending on
the sign of 2x0 − 2 + a. For 2x0 − 2 + a¿0, we obtain
N (t) = (t + 1) (3t + 3x0 + 3a+ 3− i + j);
s1(x) = 2t + 3;
s2(x) = 1;
t = (2x0 − 2 + a); ¿ 0:
If 2x0 − 2 + a¡0, the expression is obtained by changing t= − (2x0 − 2 + a), for
¿0.
For 2x0− 2+ a=0, we obtain a family when j =3 (the case j=3 is not possible
here), that is
N (t) = (t + 1) (3t + j);
s1(x) ≡ −5t − 2− j(modN (t));
s2(x) ≡ −t − 1(modN (t));
t = (3− j); ¿ 0:
We must note that the symbolic operations in all cases are reduced to several modulus
products and one great common divisor per case. Therefore, the cost of symbolic
operations is reduced to O(log N0) which is less than the necessary cost to obtain the
tiles.
Theorem 5 (Algorithm for T3c). If L(l0; h0; w0; y0) is a tight tile with area N0, we
can give an explicit solution to the T3c problem in time cost O(
√
N0).
Proof. We use the same technique to get the explicit expressions of the steps. The cost
of this algorithm is less than the cost of the algorithm given in Theorem 4 because we
do not need to compute a greatest common divisor per tile.
From the initial matrix M given by the tight tile table, we multiply by the right
unimodular matrix
V1 =
(
1 0
2 1
)
to get M1
M1 = MV1 =
(
2i − a− 2b −x − a− b+ i
3x + b− a− 3 + i + j 2x + b
)
:
Now we will discuss three diLerent cases, depending on the sign of 2i− a− 2b. Here
we will give the complete discussion of the case 2i− a− 2b¿0, in the other cases we
will give only the expression of the family without discussion (because of the similarity
with the 0rst case).
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Let us suppose 2i−a−2b¿0. If we take x such that x+a+b−i≡ 1(mod 2i−a−2b),
then we have gcd(x + a+ b− i; 2i− a− 2b)= 1. Hence, there exist ; ∈Z such that
(x + a+ b− i) + (2i − a− 2b) = 1:
In fact, if x=1+ i− a− b+ (2i− a− 2b) for ¿1, we can take =1 and = − 
for all ¿1. With the appropriate substitutions, we have now
M1 =
(
2i − a− 2b −1− (2i − a− 2b)
3(2i − a− 2b) + 4i − 4a− 2b+ j 2(2i − a− 2b) + 2(1 + i − a)− b
)
:
The multiplication by the right unimodular matrix
V2 =
(− 1 + (2i − a− 2b)
−1 2i − a− 2b
)
gives
M2 = M1V2 =
(
1 0
A() B()
)
with
A() =−[3(2i−a−2b)+4i−4a−2b+ j]+b−2(1+ i−a)−2(2i−a−2b);
B() = [3(2i − a− 2b) + 4i − 4a− 2b+ j][1 + (2i − a− 2b)]
+[2(2i − a− 2b) + 2(1 + i − a)− b](2i − a− 2b) = N ():
Finally the left multiplication by the unimodular matrix U1
M3 = U1M2 =
(
1 0
−A() 1
)
M2 =
(
1 0
0 B()
)
:
Therefore, the expression of the family is
N () = B(); ¿ 1;
s1() ≡ −A()(modN ());
s2() = 1:
For the case 2i − a− 2b¡0, let us denote by
C() = [−3(2i−a−2b)+4i−4a−2b+ j]+2(2i−a−2b)−2(1+ i −a) + b;
D() = [−3(2i − a− 2b) + 4i − 4a− 2b+ j][1− (2i − a− 2b)]
+(2i − a− 2b)[−2(2i − a− 2b) + 2(1 + i − a)− b];
then we get the family
N () = D(); ¿ 1;
s1() ≡ −C()(modN ());
s2() = 1:
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Finally, for the case 2i−a−2b=0, we must diLerentiate −5b−2i¿0 and −5b−2i¡0
(note that −5b− 2i =0 because i ≡ 0(mod 5)). When −5b− 2i¿0, we get
N () = [1 + (−5b− 2i)][3(−5b− 2i)− 10b− 4i + j]; ¿ 1;
s1() ≡ −2− (1 + 2)(−5b− 2i)(modN ());
s2() ≡ −1− (−5b− 2i)(modN ()):
When −5b− 2i¡0, we obtain the family
N () = [1− (−5b− 2i)] [−3(−5b− 2i)− 10b− 4i + j]; ¿ 1;
s1() ≡ −2− (1− 2) (−5b− 2i)(modN ());
s2() ≡ −1 + (−5b− 2i) (modN ()):
Like in the above theorem, the additional cost of symbolic manipulation does not
increase the time cost. Note that we do not need that gcd(l0; h0; w0; y0)= 1 for the
initial tight tile, and hence the factor log N0 does not appear in the expression of the
time cost.
Example. Solve the problem T3b for N0 = 331. From lb(331)=30≡ 0(mod 3), we
have D(331)=30=3x0 and hence x0 = 10. Now, from Table 1, N0 can belong to
T[2; 2] for B2;2 = 1 (3x20+3x0+1=331) or T[2; 3] for B2;3 =−9 (3x20+4x0−9=331.)
Let us look for a tight tile in T[2; 2]: we must solve the equation B2;2 = 1, that is to
solve for (a; b) the equation in integer variables ab− (a+ b− 2) (a+ b− 1)=1. One
possible solution is a= b=1, which generates the initial tile (following the entries of
the Table 1):
l0 = 2x0 + a=21;
h0 = 2x0 + b=21;
w0 = x0 + a+ b− 2=10;
y0 = x0 + a+ b− 1=11:
As gcd(l0; w0)= gcd(21; 10)=1, we are in the 0rst case of Theorem 4. We have
i= j=2 (we are in the family T[2; 2]), hence 2(i − b) − a=1¿0 and then, we
must search for ; ∈Z such that [2(i − b) − a] + (x0 + a + b − i)= 1, that is
 + 10=1. Take = − 9 and =1. Then x= x0 + [2(i − b) − a] = 10 +  and
A2()= − (9+ )[3(+9)+ 4]− (2+21)= − 32− 60− 298. Therefore, Theorem
4 reports the following solution:
N () = 32 + 63+ 331;
s1() ≡ −A2()(modN ()) = 32 + 60+ 298;
s2() = 1:
Theorem 3 guarantees that all the digraphs in this family are tight ones with diameter
D(N (); s1(); s2())= 3x=3 + 30=D(N ()). Also we have obtained an additive
basis for N (), A2;N () = {1; 32 + 60+298}, with optimal order h(A2; N ())= 3+30.
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