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The Martin representation theorem says that any positive solution of a
second-order elliptic differential equation on a domain is represented
uniquely by an integral of the Martin kernel over the Martin boundary with
respect to a ﬁnite Borel measure which is supported on the minimal Martin
boundary. It also asserts that the domain connected with the Martin
boundary forms a compact metric space called the Martin compactiﬁcation
(see Subsection 1.4). During the last few decades, there has been a signiﬁcant
progress in determining explicitly Martin boundaries and Martin kernels
in many important cases (cf. [Aik1,2,AM,Anc2–4,AnSc, CFMS,Dahl,
GiWo, GJT,Gr5,HW2, IP,LP,Pins1,2,M3–10,Martin,MV, Sulliv,Wu] and
references therein).
One of the fundamental problems concerning the structure of all positive
solutions of an elliptic equation is to explicitly determine the Martin
boundary and Martin kernel for an equation in skew product form from its
factors. For this problem, however, only a few results are known probably
because it is unexpectedly difﬁcult and subtle.
The main aim of the present paper is to explicitly determine the Martin
boundary and Martin kernel for an elliptic equation in skew product form
Lu  ðL1 þW1L2Þu ¼ 0 in D ¼ D1  D2  M ¼ M1  M2: ð0:1Þ
Here D is a non-compact domain of a Riemannian manifold M; L is an
elliptic operator on D which is in divergence form and uniformly elliptic on
any compact subset of D; Di with i ¼ 1 or 2 is a domain of a Riemannian
manifold Mi; Li is an elliptic operator on Di; and W1 is a positive
measurable function on D1 such that W1;W11 2 L
1
locðD1Þ: The representa-
tion is given in terms of the Martin boundaries of its factors.
Concerning the structure of all positive solutions to Eq. (0.1), previous
results except for those by direct methods such as [GiWo,GJT,M4,MV]
seem to be classiﬁed into two types:
(I) Results on minimal positive solutions in the case where W1 ¼ 1 and
the spatially uniform parabolic Harnack inequality for @t þ L; @t þ L1 and
@t þ L2 holds (cf. [Freire, LP,M7, 10], and references therein).
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where D2 is a compact manifold or a relatively compact Lipschitz domain,
and L2 is an operator with non-singular coefﬁcients (cf. [AM, IP, Pins1,2,
Maz’ya,M3,5,6,10], and references therein).
The above two types have different characters in methods and results.
Among others, results of type (II) have a functorial property in the sense
that the Martin compactiﬁcation Dn of D with respect to L is home-
omorphic to the topological product Dn1  D
n
2 or a quotient space of it,
where Dni with i ¼ 1 or 2 is the Martin compactiﬁcation of Di with respect to
an operator associated with Li:
This paper grew out of [M5, 9]. In [M5], we investigated the case where L2
is self-adjoint and D2 is a compact manifold or a relatively compact
Lipschitz domain, and determined the Martin boundary and Martin
kernel for Eq. (0.1) by making use of the eigenfunction expansion
for L2 and comparison of Green functions. In [M9], we investigated
perturbation theory for elliptic equations concerning the structure of
positive solutions.
The main purpose of this paper is to establish general and precise results
having the functorial property on the Martin boundary and Martin kernel
for Eq. (0.1). We extend and improve in a systematic way the results of type
(II) given in [M3, 5, 6] by exploiting and developing the perturbation theory
given in [M9] and short/long-time estimates for fundamental solutions of
corresponding parabolic equations which have been recently investigated
extensively. We also give several concrete examples to show the wide
applicability of the general results. Further examples will be investigated
elsewhere. We are deeply motivated by concrete examples.
The secondary purpose is to completely provide such results as a general
theory for positive solutions of elliptic/parabolic equations, estimates for
fundamental solutions of parabolic equations, and a perturbation theory for
elliptic equations. These results related to positivity are provided mainly for
treating skew products. But they are of independent interest and useful also
for other purposes.
Recently, much attention has been paid to problems related to positivity,
and there is an extensive literature on them. For perturbation theory,
see [Aik1, AM,Anc4,5, Ban1,GH,HZ,M1,3,5,9,10, Pinc1,4, Pins2, Zhao];
as for estimates for fundamental solutions of parabolic equations, see
[Aron, Bab, Ban1,2, Ciap, CoSa,Dav1–3,Davis,DS,Gr1–6,KS, Li, LY,M1,
2,7,8,Nor1,2, Pinc2, Sal1–3, Stur1–3, Sulliv]; and as for general theory for
positive solutions of elliptic/parabolic equations, see [Agmon,Anc3,
CC,Helms, Phelps,Maeda, Pins2, Sulliv, Taylor].
Main Result. One of our principal results is Theorem 9.1 to be given in
Section 9. It is an explicit determination of the Martin compactiﬁcation and
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Partially, it reads as follows:
Under certain assumptions to be explained later, the Martin boundary
@MD for (0.1) is decomposed into three parts:
@MD ¼ X0  fd2g [ X1 Dn2 [ D1  @MD2: ð0:2Þ
Here, when D2 is compact, @MD2 ¼1 and Dn2 ¼ D2; otherwise, @MD2 and
Dn2 are the Martin boundary and the Martin compactiﬁcation of D2 with
respect to L2  l for some (a fortiori, any) lol0; respectively, where l0 is
the generalized principal eigenvalue of L2 on D2; d2 is an ideal point outside
of Dn2 ; and X0 (resp. X1) is a closed (resp. an open) subset of the Martin
boundary @MD1 for ðL1 þ l0W1;D1Þ such that
X0 [ X1 ¼ @MD1 and X0 \ X1 ¼1:
We call X1 Dn2 [ D1  @MD2 (resp. X0  fd2g) a regular part (resp. a
degenerate part) of the Martin boundary @MD: Furthermore, the minimal
Martin boundary @mD for (0.1) is given by
@mD ¼ ðX0 \ @mD1Þ  fd2g [ ðX1 \ @mD1Þ Dn2 [ D1  @MD2; ð0:3Þ
where @mD1 is the minimal Martin boundary for ðL1 þ l0W1;D1Þ:
Now, let us state the main assumptions and explain intuitively how one
constructs the Martin boundary of the skew product by using them. The
main assumptions on the pair ðL2;D2Þ are (SMI2):
(I) The Dirichlet realization of L2 is a self-adjoint operator on L
2ðD2Þ
such that the semigroup generated by L2 is intrinsically ultracontractive
and satisﬁes an additional condition on the short-time behavior. This
implies that L2 admits a complete orthonormal base of eigenfunctions
ffjg
1
j¼0 with eigenvalues l0ol1u l2u    :
(S) The function 1 is a semismall perturbation of L2  l on D2 for
some lol0: This implies that for any j ¼ 1; 2; . . . ; the function fj=f0 has a
continuous extension ½fj=f0 up to the Martin boundary @MD2 of D2 with
respect to L2  l:
(M) The Martin boundary @MD2 has only minimal points, i.e., @MD2 ¼
@mD2: This together with conditions (I) and (S) implies that the family
f½fj=f0; j ¼ 0; 1; 2; . . .g separates ﬁnite Borel measures on D
n
2 (see
Proposition 9.7 in Section 9).
Assume that ðL;DÞ is subcritical, i.e., there exists the Green function
Gðx; yÞ of the operator L on D: By the standard procedure of eigenfunction
expansion (i.e., separation of variables) for G with respect to the
MARTIN BOUNDARIES OF ELLIPTIC SKEW PRODUCTS 57orthonormal base ffjg
1
j¼0; it follows that formally
Gðx; yÞ ¼
X1
j¼0
Hjðx1; y1Þfjðx2Þfjðy2Þ; ð0:4Þ
where Hj are the Green functions of L1 þ ljW1 on D1: To make this formal
expansion rigorous, one needs another property (PEG) which follows from
assumption (I), and is an upper bound for the Green function of the full
operator L in terms of the Green function H0 and the ground state f0 of L2
(see Proposition 9.7). From the above expansion, it is formally possible to
obtain the Martin boundary for the pair ðL;DÞ by taking the Martin
quotient Gðx; yÞ=Gðx0; yÞ; where x0 is a reference point.
Let us explain in some detail how one proceeds. Since by assumption (S),
fj=f0 are well behaved at inﬁnity, it follows that one can ﬁnd limits of the
Martin quotient if the behavior of the quotients
kjðx1; y1Þ  Hjðx1; y1Þ=H0ðx01; y1Þ
as y1 tends to @MD1 is known. Therefore, it is always assumed that for any
point in @MD1; the limits of kj exist as y1 tends to the point. Clearly, under
this assumption, the limit of k1 at a given boundary point is either identically
zero or a positive solution. Moreover, it follows that all kj ðj > 1Þ behave in
the same way as k1 at a given boundary point. Therefore, everything is
determined according to the limit of k1:
Now, by the maximum principle, the Green function H1 of L1 þ l1W1 on
D1 becomes smaller as the positive function W1 becomes bigger. Thus, if the
perturbation ðl1  l0ÞW1 of the operator L1 þ l0W1 on D1 is ‘‘big,’’ then k1
vanishes at inﬁnity; and so all kj ðj > 1Þ vanish at inﬁnity. Thus, in this case
(which we call the zero limit case or the degenerate case) the Martin kernel
for ðL; DÞ is simply given by the product of the Martin kernel for
ðL1 þ l0W1; D1Þ and the ground state f0:
On the other hand, if the perturbation is ‘‘small,’’ then k1 together with
kj ðj > 1Þ has a positive continuous limit at @MD1: In this case (which we call
the positive limit case or the regular case), it follows from assumptions
(SMI2) that the Martin kernel for ðL;DÞ is given by a series in terms of kj
and fj :
It turns out that in many cases, k1 behave in a different way on different
parts of @MD1: Therefore, it is natural to assume that @MD1 is decomposed
into a disjoint union of a regular part and a degenerate part. Because of the
different type of behavior near the different parts of the ideal boundary,
another assumption (the so-called comparison principle for a family of
Green functions) is needed on each part. Summing up, the main assumption
(ZCS1) on the pair ðL1 þ l0W1; D1Þ is roughly described as follows:
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union of a closed set X0 (the degenerate part) and an open set X1 (the
regular part): X0 [ X1 ¼ @MD1:
(ii) Near a point in X1; the positive function W1 is a semismall
perturbation of the operator L1 þ l0W1 on D1; while near a point in X0; W1
is a ‘‘big’’ perturbation in the sense that k1 vanishes at the given boundary
point.
(iii) For any point in @MD1; the comparison principle for a family of
Green functions holds on closed sets which separate points near the given
boundary point from distant points.
All these assumptions and ﬁne arguments lead to the main results,
namely, the decomposition of the Martin boundary @MD into three parts,
and the explicit representation of the Martin kernel for ðL;DÞ:
Now, let us see simple examples as an application of Theorem 9.1. We
ﬁrst give a completely new example.
Example 1 (Cf. Example 10.3 in Section 10). Let D1  Rl be a cone
fx1 2 R
l =f0g; x1=jx1j 2 E1g; where E1 is a Lipschitz domain in the unit
sphere Sl1: Let D2 ¼ R
m and
L ¼  4x1 þhx1i
ghx2iað 4x2 þhx2i
bÞ
on D ¼ D1 D2; where a > 2; b > 2; g > 2; and hzi ¼ ð1þ jzj2Þ
1=2:
Then
Dn1 ¼ ðD1 \ fjx1ju 1gÞ [ fðr;oÞ; 1oru1; o 2 E1g;
Dn2 ¼fjx2ju 1g [ fðr;oÞ; 1oru1; o 2 Sm1g;
Dn ¼ ðD1 Dn2Þ [ ðf1g  E1Þ  fd2g; @mD ¼ @MD:
In this case, X1 ¼ @D1 and X0 ¼ f1g  E1: Here, a fundamental
neighborhood of a point *o ¼ ð1;o; d2Þ 2 ðf1g  E1Þ  fd2g is given by
the family
ff1g  ðBðo; eÞ \ E1Þ  fd2g [ ð1=e;1Þ  ðBðo; eÞ \ E1Þ  Dn2; 0oeo1g;
where Bðo; eÞ is a ball in Sl1 with center o and radius e:
The next example says that any compact manifold can be the Martin
boundary of a complete Riemannian manifold with respect to the Laplace
Beltrami operator. It is based upon a construction by Pinchover [Pinc3]
(see also [Gr5, Subsect. 13.5]).
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Riemannian manifold, and D ¼ N  K : Here N is a complete Riemannian
manifold which is the two-dimensional jungle jim in R3 with a Riemannian
metric to be described in Section 10. Then the Martin boundary @MD of D
with respect to D is homeomorphic to K :
The third example is a generalization of [Gard, Theorem 1] (see also [M5,
Theorem 6.6 and Remark 6.12; Boul]).
Example 3 (Cf. Example 10.4). Let D2  Rm be a bounded John
domain, and D ¼ R‘ D2: Let L and L2 be the Laplacian on D and D2;
respectively. Let @MD2 and @mD2 be the Martin boundary and minimal
Martin boundary of D2 for L2; respectively. Suppose that @MD2 ¼ @mD2
(which holds, for example, if D2 is an NTA domain). Then
@MD ¼ @mD ¼ R
‘  @MD2 [ S‘11  fd2g;
where S‘11 is a sphere at inﬁnity which is homeomorphic to the unit sphere
in R‘:
Finally, we give an example, where D1 is one dimensional but D2 is
general.
Example 4 (Cf. Example 10.1). Let D1 ¼ ða; bÞ  R; where 1u ao
bu1: Assume the condition (SMI2) on ðL2;D2Þ: Then @MD ¼ @mD and Dn
is homeomorphic to one of the following four spaces:
(1) ½a; b  Dn2 ;
(2) fða; d2Þg [ ða; b  Dn2;
(3) ½a; bÞ  Dn2 [ fðb; d2Þg;
(4) fða; d2Þg [ ða; bÞ  Dn2 [ fðb; d2Þg:
Here, a fundamental neighborhood system of the point ða; d2Þ or ðb; d2Þ is
given by the family
ffða; d2Þg [ ðða; rÞ  Dn2Þ; aorobg or
ffðb; d2Þg [ ððr; bÞ  Dn2Þ; aorobg:
As for this example, the typical case where L is a Schro¨dinger operator
with radial potential or the Laplace Beltrami operator on a rotationally
symmetric Riemannian manifold was studied in [M3,6]; and the results there
were extended in [M5] to the case where D2 is compact or a relatively
compact Lipschitz domain. Subsequently Pinsky [Pins1,2] investigated by a
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coefﬁcients which is not necessarily formally self-adjoint, and D2 is a regular
bounded domain or the unit sphere in Rn:
The remainder of this paper consists of four parts: (1) Sections 1–3 are
concerned with general theory (see Lemma 1.5, Theorems 2.2, 2.3, and 3.12);
(2) Section 4 is concerned with short- and long-time estimates of
fundamental solutions of parabolic equations (see Theorems 4.1, 4.8, and
4.13); (3) Sections 5 and 6 are concerned with perturbation theory for elliptic
equations (see Theorems 5.1, 5.5, Lemma 5.8, Theorems 6.2, 6.3, and
Corollary 6.4); (4) Sections 7–10 are devoted to the investigation of positive
solutions of elliptic equations in skew product form, and results given there
are based upon those in Sections 1–6 (see Theorems 7.2, 7.4, 8.5, 8.7, 8.10,
9.1, 9.8, 9.9, and 9.15).
1. PRELIMINARIES
In this section, we prepare notations, introduce basic assumptions, recall
fundamental notions and results for positive solutions, and give a lemma
concerning decomposition of the Martin boundary via the comparison
principle (see Lemma 1.5).
1.1. Basic Assumptions and Notations
Let M be a connected separable n-dimensional smooth manifold with
Riemannian metric g of class C0: We denote by TxM and TM the tangent
space to M at x 2 M and the tangent bundle, respectively. Let EndðTxMÞ
and EndðTMÞ be the set of endmorphisms in TxM and the corresponding
bundle, respectively. The divergence and gradient with respect to the metric
g are denoted by div and r; respectively. The inner product on TM is
denoted by hX ;Yi; where X ;Y 2 TM; and jX j ¼ hX ;Xi1=2:
Let D be a non-compact domain in M: Let L be an elliptic differential
operator on D of the form
Lu ¼ m1 divðmAru muCÞ  hB;rui þ Vu; ð1:1Þ
where m ¼ mðxÞ is a positive measurable function on D; A is a symmetric
measurable section on D of EndðTMÞ;B and C are measurable vector ﬁelds
on D; and V is a real-valued measurable function on D: We assume that for
any compact set K in D there exists a positive constant l such that
ljxj2u hAxx; xiu l1jxj2; x 2 K ; ðx; xÞ 2 TM ð1:2Þ
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m and m1 are bounded on any compact subset of D: ð1:3Þ
Denote by n the Riemannian measure on ðM; gÞ; and put dm ¼ m dn: For
1u pu1; denote by LplocðD; dmÞ ¼ L
p
locðDÞ the set of complex-valued
functions on D locally pth integrable with respect to dm: We assume
that
jBj2; jCj2; V 2 LplocðD; dmÞ; ð1:4Þ
where p > maxðn=2; 1Þ:
For an open set O M; we denote by H10 ðO; dmÞ the closure of C
1
0 ðOÞ
under the norm of the Sobolev space H1ðO; dmÞ of order one. The dual space
of H10 ðO; dmÞ is denoted by H
1ðO; dmÞ: By H1locðD; dmÞ; we denote the set of
functions f such that cf 2 H10 ðD; dmÞ for any c 2 C
1
0 ðDÞ:
Consider the elliptic equation
Lu ¼ 0 in D: ð1:5Þ
We say that u is a (non-negative) solution of (1.5) when u is a (non-negative)
function in H1locðD; dmÞ satisfyingZ
D
ðhAru;rfi  hC;rfiu  hB;ruifþ VufÞ dm ¼ 0
for any f 2 C10 ðDÞ: It is known that any solution u is continuous,
and that any non-negative solution is either strictly positive on D or
identically zero. We call a strictly positive solution on D a positive
solution.
We denote by Ln the formal adjoint operator of L; i.e.,
Lnu ¼ m1 divðmAru  muBÞ  hC;rui þ Vu: ð1:6Þ
We associate with ðL; DÞ sesquilinear forms Q and q on C10 ðDÞ deﬁned
by
Qðu; vÞ ¼
Z
D
ðhAru;r %vi  hB;rui%v  hC;r %viu þ Vu%vÞ dm; ð1:7Þ
qðu; vÞ ¼
Z
D
hAru;r%vi 
B þ C
2
;ru
 
%v 
B þ C
2
;r %v
 
u þ Vu%v
 
dm:
ð1:8Þ
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i.e., Ln ¼ L:
1.2. Generalized Principal Eigenvalue
Let O be a domain in D: With
L ¼ fl 2 R; the equation ðL  lÞu ¼ 0 in O has a positive solutiong;
deﬁne the generalized principal eigenvalue lðL;OÞ of L on O by
lðL;OÞ ¼
supL if La1;
1 if L ¼1:
(
ð1:9Þ
Then lðL;OÞo1 and L ¼ ð1; lðL;OÞ (cf. [Agmon, Pins2]). Now, let E
!D be a domain. Here E!D means that the closure %E of E is a compact
subset of D: We see that for any domain E!D there exist constants
C > 0; a > 0; and 1obo1 such that
jQðu; vÞjuCjjujjH1
0
ðEÞjjvjjH1
0
ðEÞ; ð1:10Þ
Re Qðu; uÞv ajjujj2H1
0
ðEÞ  bjjujj
2
L2ðEÞ ð1:11Þ
for all u; v 2 C10 ðEÞ (cf. [Agmon, Stamp]). Thus, the sesquilinear form Q on
C10 ðEÞ is closable, and the domain of its closure is H
1
0 ðEÞ: Denote by LE the
Dirichlet realization of L in L2ðEÞ which is a closed operator on L2ðEÞ with
domain DomðLEÞ deﬁned as follows:
(i) We write Lu ¼ f for u 2 H10 ðEÞ and f 2 L
2ðEÞ when
Qðu;fÞ ¼ ðf ;fÞL2ðEÞ; f 2 C
1
0 ðEÞ;
(ii) DomðLEÞ ¼ fu 2 H10 ðEÞ; Lu ¼ f for some f 2 L
2ðEÞg; LEu ¼ Lu
for u 2 DomðLEÞ:
It follows from (1.11) and the Rellich compactness theorem that the
spectrum sðLEÞ of LE consists of a discrete set of eigenvalues fljg with
Re lj > b: Furthermore, the following facts hold (cf. [Agmon]):
lðL; EÞ ¼ inf Re sðLEÞ; ð1:12Þ
lðL;EÞ is an eigenvalue of LE ; ð1:13Þ
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lðL;DÞ ¼ infflðL;EÞ; E!Dg: ð1:15Þ
1.3. Green Function, Criticality and Subcriticality
Suppose that lðL;DÞv 0: Then lðL; EÞ > 0 for any domain E!D; and
the operator LE has a bounded inverse ðLEÞ
1 on L2ðEÞ which is represented
by a kernel function GEðx; yÞ: We call GE the Green function for ðL; EÞ: By
the maximum principle, GEðx; yÞ > 0 on E2: Let fDjg
1
j¼1 be an exhaustion of
D: Dj are smooth domains, Dj!Djþ1 for any jv 1; and
S1
j¼1 Dj ¼ D: Put
Gj ¼ GDj : Since GjuGjþ1 for any jv 1; the Harnack inequality implies that
either
lim
j!1
Gjðx; yÞ  Gðx; yÞo1 or lim
j!1
Gjðx; yÞ ¼ 1
for any xay in D: In the ﬁrst case, we say that ðL;DÞ is subcritical, and call
G the (minimal) Green function for ðL; DÞ: In the second case, we say that
ðL;DÞ is critical. Put
HþðL;DÞ ¼ fu 2 H1locðDÞ; u is a positive solution of ð1:5Þg: ð1:16Þ
If ðL;DÞ is critical, then lðL;DÞ ¼ 0; HþðL; DÞ ¼ fav; a > 0g for a positive
solution v of (1.5), and any positive supersolution of (1.5) is also a constant
multiple of v (cf. [Agmon,M5]).
1.4. Martin Boundary and Martin Representation of Positive Solutions
Suppose that ðL;DÞ is subcritical, and let G be the Green function for
ðL;DÞ: Then Martin’s representation theorem for positive harmonic
functions can be extended to positive solutions of (1.5) as follows
(cf. [CC,Helms,Maeda,Martin,M10, Phelps, Taylor]). Fix a reference point
x0 in D: For x; y in D; put
Kðx; yÞ ¼ Gðx; yÞ=Gðx0; yÞ if yax0;
Kðx; yÞ ¼ 0 if y ¼ x0 and yax; and Kðx; yÞ ¼ 1 if y ¼ x0 ¼ x: A sequence
fykg1k¼1 is called a fundamental sequence if fy
kgk has no point of
accumulation in D and fKð; ykÞgk converges uniformly on any compact
subset of D to a positive solution of (1.5). Let fDjg
1
j¼1 be an exhaustion of D:
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dðy; zÞ ¼
X1
j¼1
2j sup
x2Dj
Kðx; yÞ
1þ Kðx; yÞ

Kðx; zÞ
1þ Kðx; zÞ
				
				
for y; z 2 D: Denote by DnL (or D
n) the completion of D with respect to the
metric d; and put @MDL ¼ DnL=D (or @MD ¼ D
n=D). Then we have:
d is extended to the metric on DnL; D
n
L is a compact metric space; the
relative topology of D is equal to the original one; D is an open and dense
subset of DnL; and for any x 2 @MDL there exists a fundamental sequence
fykgk such that fKð; y
kÞgk converges to a positive solution Kð; xÞ of (1.5).
We call Kð; xÞ; @MDL; and DnL the Martin kernel, Martin boundary, and
Martin compactiﬁcation for ðL;DÞ; respectively. A positive solution u of
(1.5) is said to be minimal if for any positive solution v with vu u there exists
a positive constant C such that v ¼ Cu: Denote by @mDL (or @mD), the set of
all x 2 @MD such that Kð; xÞ is minimal. We call @mDL the minimal Martin
boundary for ðL; DÞ: We are now ready to state the Martin representation
theorem.
Theorem 1.1. (i) Any minimal solution of (1.5) is a constant multiple of
Kð; xÞ for some x 2 @mDL:
(ii) @mDL is a countable intersection of open subsets of @MDL:
(iii) Kðx; zÞ is continuous on D DnL =fðx;xÞ; x 2 Dg:
(iv) For any u 2 HþðL;DÞ; there exists a unique finite Borel measure l on
@MDL such that lð@MDL=@mDLÞ ¼ 0 and
uðxÞ ¼
Z
@mDL
Kðx; xÞ dlðxÞ; x 2 D: ð1:17Þ
Conversely, for any finite Borel measure l on @MDL; the function u defined by
(1.17) is a positive solution of (1.5).
For a set O D; we denote by On the closure of O in Dn; while %O denotes
the closure of O in the relative topology of D: Put dMO ¼ On \ @MD and
dmO ¼ On \ @mD: We denote by
HþðL;D; dmOÞ
the set of all positive solutions u of (1.5) such that the measure l in (1.17)
representing u satisﬁes lð@MD=dmOÞ ¼ 0:
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Let F be a subset of an open set O D such that %F \ O ¼ F ; andF be a
family of positive solutions of Lu ¼ 0 in O: Put S ¼ ðF; L;O;F Þ:
Definition 1.2. We say that the comparison principle holds for S
when there exists a positive constant C such that for any u and v in F
C1
vðxÞ
vðyÞ
u
uðxÞ
uðyÞ
uC
vðxÞ
vðyÞ
; ðx; yÞ 2 F 2: ð1:18Þ
Example 1.3. Let F be the set of all positive solutions of Lu ¼ 0 in a
domain O; and F be a compact subset of O: Then the Harnack inequality
shows that the comparison principle holds for S:
Let z 2 @D: We say that D has a Lipschitz boundary near z when there
exist a coordinate neighborhood ðU ;cÞ of z; a Lipschitz continuous function
j on Rn1; positive constants C and C0 such that
C1dðp; qÞu jcðpÞ  cðqÞjuCdðp; qÞ; p; q 2 U ;
cðU \ DÞ ¼cðUÞ \ fðx0; xnÞ; x0 2 R
n1; xn > jðx0Þg;
cðU \ @DÞ ¼cðUÞ \ fðx0;jðx0ÞÞ; x0 2 Rn1g;
j ðx0Þ  jðy0Þju C0jx0  y0j; x0; y0 2 Rn1:
We say that D is a Lipschitz domain when it has a Lipschitz boundary near
any boundary point z 2 @D:
Example 1.4. Suppose that D has a Lipschitz boundary near z 2 @D:
Let O ¼ U \ D with ðU ;cÞ a coordinate neighborhood of z having the
property stated above. Let F ¼ K \ D; where K is a compact subset of U :
Assume that the coefﬁcients of L satisfy the conditions in Subsection 1.1 also
on U : Let F be the set of all positive solutions u of Lu ¼ 0 in O which
vanish continuously on @D\ U : Then the comparison principle holds forS
by the boundary Harnack principle (for which, see [Aik2, Anc1, AnSc,
CFMS,Dahl,HW1,2,M5,Wu]).
We close this section with a lemma which says that the Martin boundary
can be decomposed via the comparison principle.
Lemma 1.5. Suppose that ðL;DÞ is subcritical. Let Ui (i ¼ 1–3) be
domains in D such that U1  U2  U2  U3 and x0 2 U3=U1: Assume that
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S ¼ ðfGð; yÞ; y 2 U1 [ ðD=U3Þg; L;U3=U1; @U2Þ: ð1:19Þ
Then the following (i) and (ii) hold true:
(i) dMU1 \ dMðD=U3Þ ¼1:
(ii) If u 2 HþðL;DÞ satisfies uðÞuKð; xÞ on D for some x 2 dMU1; then
u 2 HþðL;D; dmU3Þ:
Proof. Put O ¼ D=U3: We have only to treat the case where %O is non-
compact. Fix a point x2 2 @U2; and choose a domain E!D such that x0;
x2 2 E: Suppose that there exists a point Z 2 dMU1 \ dMO: Then, we can
choose a sequence fyig1i¼1 in U1= %E and a sequence fz
ig1i¼1 in O= %E such that
limi!1 y
i ¼ limi!1 zi ¼ Z: By the Harnack principle,
C1uKðx2; yiÞuC; i ¼ 1; 2; . . .
for some positive constant C: Thus, the comparison principle implies
Kðx; yiÞuCKðx; y1Þ; x 2 @U2; i ¼ 1; 2; . . . ;
with another constant C: Let fDjg
1
j¼1 be an exhaustion of D; and Gj be the
Green function for ðL;DjÞ: Fix i: Then, for any sufﬁciently large j
Gjðx; yiÞ=Gðx0; yiÞuKðx; yiÞuCKðx; y1Þ; x 2 @U2;
and Gjð; yiÞ ¼ 0 on @Dj : By applying the maximum principle on each
connected component of Dj =U2; we get
Gjðx; yiÞ=Gðx0; yiÞuCKðx; y1Þ; x 2 Dj =U2; j  1:
Letting j !1; we obtain that Kðx; yiÞuCKðx; y1Þ; x 2 D=U2; i ¼ 1; 2;
. . . : Letting i !1; we then have
Kðx; ZÞuCGðx; y1Þ; x 2 D=U2 ð1:20Þ
with another constant C: Similarly,
Kðx; ZÞuCGðx; z1Þ; x 2 U2: ð1:21Þ
Hence,
Kðx; ZÞuCfGðx; y1Þ þ Gðx; z1Þg; x 2 D:
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complete. Let us show (ii). By Theorem 1.1,
uðxÞ ¼
Z
dmU3=dmO
Kðx; ZÞl1 ðdZÞ þ
Z
dmO
Kðx; ZÞl2 ðdZÞ  u1ðxÞ þ u2ðxÞ:
Here, note that (1.21) holds for all Z 2 dMO with z1 ﬁxed in O: Thus,
u2ðxÞuCGðx; z1Þ; x 2 U2:
But u2ðxÞu uðxÞuKðx; xÞuCGðx; y1Þ; x 2 D=U2: Thus, u2uCfGð; y1Þ þ
Gð; z1Þg on D: Hence, u2 ¼ 0: This proves (ii). ]
2. SPECTRA, GENERALIZED PRINCIPAL EIGENVALUES,
RESOLVENTS, AND MINIMAL GREEN FUNCTIONS
In this section, we consider related aspects of positivity and L2-spectral
theory. More precisely, we give a relation between spectra of Dirichlet
realizations LO of L on subdomains O of D and generalized principal
eigenvalues lðL;OÞ; and a relation between resolvents of LO and minimal
Green functions. We also give an asymptotics of the resolvent ðLO  zÞ
1 as
z ! lðL;OÞ when O!D:
2.1. Relatively Compact Domain Case
Let E!D be a domain and LE be the closed operator on X ¼ L2ðEÞ
deﬁned in Subsection 1.2. By (1.12), lðL;EÞ ¼ inf Re sðLEÞ: When L is
formally self-adjoint, LE becomes a self-adjoint operator on X : In this case,
the generalized principal eigenvalue lðL;EÞ is known to be a simple
eigenvalue of LE with positive eigenfunction. This also holds true even if LE
is not self-adjoint.
Theorem 2.1. For l0 ¼ lðL;EÞ; there exists a unique normalized positive
eigenfunction f0 (resp. c0) of the equation LEf0 ¼ l0f0 (resp. L
n
Ec0 ¼ l0c0).
The eigenvalue l0 of LE and LnE is simple in the following sense: any
generalized eigenfunction u (resp. v) for LE (resp. L
n
E), which is a solution of
the equation
ðLE  l0Þ
Nu ¼ 0 ðresp: ðLnE  l0Þ
Nv ¼ 0Þ
for some natural number N; is a constant multiple of f0 (resp. c0).
Furthermore, the resolvent ðLE  zÞ
1 has the following asymptotics as
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ðLE  zÞ
1 ¼
ð;c0ÞXf0R
E
f0c0 dm
1
l0  z
þOð1Þ; ð2:1Þ
where the term Oð1Þ is holomorphic and bounded near l0 in the operator norm
from X to X :
Proof. The ﬁrst half of the theorem is well known (cf. [Agmon,
M5, Pinc2]). Let us show the second half, for it is not a direct consequence of
the Krein–Rutman theorem (cf. [Pins2, pp. 79 and 120]). For any complex
number z near l0; we have
ðLE  zÞ
1 ¼ 
P
z  l0

Xm1
j¼1
D j
ðz  l0Þ
jþ1 þ
X1
j¼0
ðz  l0Þ
jS jþ1; ð2:2Þ
where P and D are the eigenprojection and eigennilpotent associated with
the eigenvalue l0; m is the multiplicity of l0; and S is a bounded operator
(cf. [Kato]). Let us show that l0 is semisimple, i.e., D ¼ 0: Since D is
degenerate and D ¼ DP ¼ PD; D j is represented by D j ¼
Plj
k¼1 ð ; fjkÞgjk;
where gjk and fjk satisfy, for a natural number N;
ðLE  l0Þ
Ngjk ¼ 0 and ðLnE  l0Þ
Nfjk ¼ 0;
respectively. By the elliptic regularity theorem, fjk and gjk are continuous on
E: Thus, D j is an integral operator with continuous kernel Kjðx; yÞ ¼Plj
k¼1 fjkðyÞgjkðxÞ: On the other hand, for real zol; the resolvent ðLE  zÞ1
has a non-negative kernel Gðx; y; zÞ called the Green function for ðL  z;EÞ
(cf. [Agmon]). We have
ðl0  zÞ
Z
E
Gðx; Z; zÞf0ðZÞ dmðZÞ ¼ f0ðxÞ: ð2:3Þ
By the Harnack inequality, for any compact subsets K and K 0 in E with
K \ K 0 ¼1 there exists a constant C such that
CGðx; y; zÞf0ðyÞuGðx; Z; zÞf0ðZÞ; x 2 K ; y 2 K
0; Z 2 K 0:
Thus, with another constant C
ðl0  zÞGðx; y; zÞuC; x 2 K ; y 2 K 0:
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f \ Supp g ¼1;
jððLE  zÞ
1f ; gÞX juCðl0  zÞ
1; zol0:
Therefore,
R
E
R
E
Kjðx; yÞf ðyÞgðxÞ dmðxÞ dmðyÞ ¼ 0: Hence, D j ¼ 0; j ¼ 1; . . . ;
m  1; and so any generalized eigenfunction is actually an eigenfunction.
But any eigenfunction is a constant multiple of f0: Thus, l0 is a simple
eigenvalue of LE : Similarly, we can show that l0 is a simple eigenvalue of
LnE : Furthermore, (2.1) follows from (2.2) and (2.3). ]
Remark. It will be shown that there are no eigenvalues z of LE such that
Re zu l0 and zal0 (see Theorem 4.8 in Section 4).
2.2. Self-adjoint Operator Case
Suppose that Ln ¼ L: Let O D be a domain. Then the formula
lðL;OÞ ¼ supfb 2 R; Qðu; uÞv bðu; uÞL2ðOÞ for any u 2 C
1
0 ðOÞg ð2:4Þ
is known to hold. Suppose further that l0 ¼ lðL;OÞ > 1: Put X ¼ L2ðOÞ:
Let R be the sesquilinear form deﬁned by
Rðu; vÞ ¼ Qðu; vÞ þ ð1 l0Þðu; vÞX ; u; v 2 C
1
0 ðOÞ: ð2:5Þ
Along the line given in the proof of Theorem 1.2 of [M10], we shall show
that R is closable. Choose a positive solution h of the equation ðL  l0Þh ¼ 0
in O: Then elementary calculations show that
Rðu; vÞ ¼
Z
O
Ar
u
h
 
;r
%v
h
  
h2 dmþ
Z
O
u%v dm ð2:6Þ
for any u; v 2 C10 ðOÞ: Let Y be the Hilbert space as a completion of the pre-
Hilbert space C10 ðOÞ with inner product R: By (2.6),
Y  H1locðOÞ \ L
2ðOÞ: ð2:7Þ
Hence R is closable, and the domain of its closure is equal to Y : Deﬁne the
self-adjoint operator LO on X ¼ L2ðOÞ with domain DomðLOÞ as follows
(cf. [Kato]): (i) We write Lu ¼ f for u 2 Y and f 2 L2ðOÞ when
Qðu;fÞ ¼ ðf ;fÞX ; f 2 C
1
0 ðOÞ;
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u 2 DomðLOÞ:
Then we have the following theorem.
Theorem 2.2. Suppose that Ln ¼ L and lðL;OÞ > 1: Then
lðL;OÞ ¼ inf sðLOÞ: ð2:8Þ
Furthermore, for any loinf sðLOÞ the minimal Green function Gðx; y; lÞ for
ðL  l;OÞ is an integral kernel of the resolvent ðLO  lÞ
1:
The ﬁrst assertion is well known. The second assertion is known in several
special cases (cf. [Agmon; Sulliv; M8, p. 364]), and can be shown similarly.
2.3. Non-self-adjoint Operator Case
Let q be the sesquilinear form (1.8) which is a real part or symmetric part
of the form Q associated with L: Let O D be a domain. Put X ¼ L2ðOÞ:
Suppose that there exists a real number g such that
qðu; uÞv ð1 gÞðu; uÞX ; u 2 C
1
0 ðOÞ: ð2:9Þ
Put r ¼ q þ g: As in the last subsection, deﬁne the Hilbert space Y as a
completion of the pre-Hilbert space C10 ðOÞ with inner product r: Then we
have (2.7). Suppose further that there exist positive constants a;C and a real
number b such that
jQðu; vÞjuCjjujjY jjvjjY ; ð2:10Þ
Re Qðu; uÞv ajjujj2Y  bjjujj
2
X ; ð2:11Þ
for any u; v 2 C10 ðOÞ: Here jjujj
2
Y ¼ rðu; uÞ: We say that Q is coercive on O
when (2.9)–(2.11) are satisﬁed. As in Subsection 1.2, deﬁne the Dirichlet
realization LO in X with domain DomðLOÞ: u 2 DomðLOÞ if and only if
u 2 Y and
Qðu;fÞ ¼ ðf ;fÞX ; f 2 C
1
0 ðOÞ;
for some f 2 X :
Theorem 2.3. Suppose that Q is coercive on O; i.e., (2.9)–(2.11) hold.
Then
boinf Re sðLOÞu lðL;OÞ: ð2:12Þ
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for ðL  l;OÞ is an integral kernel of the resolvent ðLO  lÞ
1:
Proof. It follows from the coercivity of Q that any z 2 C with Re zu 
b belongs to the resolvent set of LO; and that the minimal Green function
Gðx; y;mÞ for ðL  m;OÞ with mu  b is an integral kernel of the resolvent
RðmÞ ¼ ðLO  mÞ
1: Let boloinf Re sðLOÞ: By analyticity of the resol-
vent, we have
RðlÞ ¼
X1
j¼1
ðl mÞ jþ1RðmÞ j ð2:13Þ
as bounded operators on X : Thus, RðlÞ is a positivity improving operator,
for RðmÞ is so. Choose non-negative functions ffjg
1
j¼1  C
1
0 ðOÞ such that
fSupp fjgj has no accumulation points in O; and RðlÞfjðx
0Þ ¼ 1 for a point
x0 2 O=
S1
j¼1 Supp fj : Put uj ¼ RðlÞfj : Then uj is a non-negative solution of
the equation ðL  lÞuj ¼ 0 in O=Supp fj ; and ujðx0Þ ¼ 1: Thus, we can
choose a subsequence of uj which converges to a positive solution u of
ðL  lÞu ¼ 0 in O: Hence lu lðL;OÞ: This implies inf Re sðLOÞu lðL;OÞ:
Denote by SðlÞ; the minimal Green function for ðL  l;OÞ: By the
maximum principle, SðlÞf uRðlÞf for any non-negative function f in X :
Thus, jjSðlÞjju jjRðlÞjj: By the monotone convergence theorem, we have the
resolvent equation for SðlÞ:
SðlÞ ¼ RðmÞ þ ðl mÞRðmÞSðlÞ:
This together with the resolvent equation for RðlÞ yields
RðlÞ  SðlÞ ¼ ½ðl mÞRðmÞkðRðlÞ  SðlÞÞ
for any k ¼ 1; 2; . . . : Since the radius of convergence of (2.13) is greater
than l m; we have jj½ðl mÞRðmÞk jjo1=2 for some k: Thus, jjRðlÞ
SðlÞjju ð1=2ÞjjRðlÞ  SðlÞjj: This implies RðlÞ ¼ SðlÞ: &
Example 2.4. When O is not relatively compact, the equality lðL;OÞ ¼
inf Re sðLOÞ may not hold. For example, let L ¼ ðd=dxÞ
2 þ d=dx on R:
Let LR be the maximal accretive operator on L
2ðR; dxÞ associated with L;
where dx is the one-dimensional Lebesgue measure. By the Fourier
transform, sðLRÞ ¼ fx
2 þ ix; x 2 Rg; and so inf Re sðLRÞ ¼ 0: On the other
hand, there exists a positive solution of Lu ¼ lu on R if and only if lu 1=4
(in this case uðxÞ ¼ exp½ð1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1=4 l
p
ÞxÞ: Hence, lðL;RÞ ¼ 1=4 > inf Re
sðLRÞ: However, note that L does have a self-adjoint realization on
L2ðR; exdxÞ; since Lu ¼ exðexu0Þ0:
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OF PARABOLIC EQUATIONS
In this section, we give basic properties of a heat semigroup and a minimal
fundamental solution of the parabolic equation
@tu ¼ Lu on D  ð0;1Þ; ð3:1Þ
where L is the elliptic operator (1.1) on a non-compact domain D:
3.1. Heat Semigroups
Let O D be a domain. Assume that Q is coercive on O; i.e., (2.9)–(2.11)
are satisﬁed. (For example, if either O!D or Ln ¼ L and lðL;OÞ > 1;
then Q is coercive on O:) Let LO be the Dirichlet realization of L on X ¼
L2ðOÞ: Then, we have the following lemma (cf. [Tanabe, Theorem 3.6.1]).
Lemma 3.1. The operator LO generates a holomorphic semigroup TOðtÞ
on X :
Let Y be the completion of the pre-Hilbert space C10 ðOÞ with inner
product q þ g (see (2.9). Consider the initial-boundary value problem
@tu ¼ Lu in O ð0;1Þ; ð3:2Þ
uðx; 0Þ ¼ 0 on @O ð0;1Þ; uðx; 0Þ ¼ u0ðxÞ on O; ð3:3Þ
where u0 2 X : This problem has a unique solution u 2 C0ð½0;1Þ; X Þ
satisfying
u 2FT  L2ðð0;TÞ; Y Þ \ C0ð½0;T ; X Þ \ H1ðð0; TÞ; Y 0Þ ð3:4Þ
for any T > 0 (cf. [LM]). Furthermore, with b in (2.11),
jjuð; tÞjjX u e
btjju0jjX ; tv 0: ð3:5Þ
Lemma 3.2. Let vðx; tÞ ¼ TOðtÞu0ðxÞ: Then v is a solution of (3.2) and (3.3)
satisfying (3.4).
Proof. Deﬁne a C0-semigroup SðtÞ by SðtÞu0ðxÞ ¼ uðx; tÞ; where u is a
unique solution of (3.2) and (3.3) satisfying (3.4). If u0 2 DomðLOÞ; then
vðx; tÞ ¼ TOðtÞu0ðxÞ is also a solution. Thus v ¼ u; and so TOðtÞ ¼ SðtÞ on
DomðLOÞ: By continuity, TOðtÞ ¼ SðtÞ on X : ]
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(2.11) are satisﬁed with Y ¼ H10 ðEÞ: Let TEðtÞ be the holomorphic
semigroup generated by LE ; and put l0 ¼ lðL;EÞ: Then a direct
consequence of Lemma 3.1 and the equality l0 ¼ inf Re sðLEÞ is the
following.
Lemma 3.3. For any lol0; there exists a positive constant C such that
jjTEðtÞjjuCelt; tv 0; ð3:6Þ
where the left-hand side of (3.6) is the operator norm of TEðtÞ from X to X :
The following maximum principle plays a basic role in constructing a
minimal fundamental solution of Eq. (3.1).
Lemma 3.4. Let u 2 C0ð½0;1Þ; L2ðEÞÞ be a solution of (3.2) with O ¼ E
such that u0 2 L2ðEÞ and u 2 L2ðð0;TÞ; H1ðEÞÞ for any T > 0: Suppose that u
is non-negative on the parabolic boundary @E  ð0;1Þ [ %E  f0g in the sense
that u0v 0 and u  maxðu; 0Þ 2 L2ðð0;TÞ; H10 ðEÞÞ for any T > 0: Then
uv 0 on E  ð0;1Þ:
As for the proof of this lemma, see, for example, [IM, Lemma 5.2].
Proposition 3.5. For any p 2 ½1;1 and tv 0; the operator TEðtÞ and its
adjoint TEðtÞ
n extend to bounded operators on LpðEÞ: Furthermore, there exist
constants C > 0 and l 2 R such that for all p 2 ½1;1 and tv 0:
jjTEðtÞjjp!puCe
lt; jjTEðtÞ
njjp!puCe
lt; ð3:7Þ
where jj  jjp!p is the operator norm from L
pðEÞ to LpðEÞ:
Proof. Let F be a domain such that E!F !D; and choose a real
number l such that lolðLn; F Þ: We see that LnE generates a holomorphic
semigroup on L2ðEÞ which is equal to TEðtÞ
n and satisﬁes
jjTEðtÞ
njj2!2uCe
lt; tv 0: ð3:6nÞ
Here, we have used lðLn;F ÞolðLn;EÞ: Furthermore, there exists a positive
solution h of ðLn  lÞh ¼ 0 in F : Put uðx; tÞ ¼ elthðxÞ: Then, u is a positive
solution of
@tu ¼ Lnu in F  ð0;1Þ; uðx; 0Þ ¼ hðxÞ on F :
Suppose that g 2 L1ðEÞð L2ðEÞÞ: Then, jgju ðjjgjj1= infE hÞh on E: By the
maximum principle for @t þ Ln (i.e., the adjoint version of Lemma 3.4) and
MINORU MURATA74Lemma 3.2,
jTEðtÞ
ngðxÞju jjgjj1= inf
E
h
 
elthðxÞ:
With C ¼ ðsupE hÞ=ðinfE hÞ; we have jjTEðtÞ
njj1!1uCelt: The interpola-
tion theorem together with (3.6*) and this inequality shows that
jjTEðtÞ
njjp!puCe
lt; 2u pu1:
By duality, jjTEðtÞjjq!quCelt for any 1u qu 2: The other inequalities can
be shown similarly. ]
3.2. Minimal Fundamental Solutions of Parabolic Equations and
their Life Spans
Denote by Bðx; rÞ; an open ball with center x and radius r: We consider
the equation
ð@t þ LÞu ¼ 0 in Qrðx; tÞ  Bðx; rÞ  ðt  r2; t þ r2Þ: ð3:8Þ
For d > 0; put Id ¼ ðt  r2 þ d; tþ r2  dÞ and Bd ¼ Bðx; r  dÞ: A function u
is called a solution of (3.8) when
u 2 L1ðId; L2ðBdÞÞ \ L2ðId; H1ðBdÞÞ
for any d > 0; and satisﬁes the Eq. (3.8) in the weak sense.
Lemma 3.6. Let ðx; tÞ 2 D  ð0;1Þ; and r0 be a positive number such that
r0ominð
ﬃﬃ
t
p
;distðx; @DÞÞ and the ball Bðx; r0Þ is included in a coordinate
neighborhood of x: Then there exists a positive constant C such that for any
r 2 ð0; r0 and any non-negative solution u of (3.8) there holds the inequality
sup
Qr ðx;tÞ
uuC inf
Qþr ðx;tÞ
u; ð3:9Þ
where Qr ðx; tÞ ¼ Bðx; r=2Þ  ðt 3r
2=4; t r2=4Þ and Qþr ðx; tÞ ¼ Bðx; r=2Þ 
ðt þ r2=4; t þ 3r2=4Þ:
This parabolic Harnack inequality plays a crucial role in studying positive
solutions of parabolic and elliptic partial differential equations. As for the
proof, see [ArSe, CS1–3, CW,FS,Gr1,GW1,2, Ishige,Moser, Sal1–3, Stur3].
Let E!D be a domain. Put X ¼ L2ðEÞ and Y ¼ H10 ðEÞ: Then we have
the following proposition, which can be derived from Proposition 2.3 of
[Stur2].
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pEðx; y; tÞ on E2  ð0;1Þ with the following properties:
(i) For every t > 0; m a:e:x; y 2 E; and every f 2 L1ðEÞ;
TEðtÞf ðxÞ ¼
Z
E
pEðx; z; tÞf ðzÞ dmðzÞ; ð3:10Þ
TEðtÞ
nf ðyÞ ¼
Z
E
pEðz; y; tÞf ðzÞ dmðzÞ: ð3:10Þ
(ii) For every y 2 E; the function uðx; tÞ ¼ pEðx; y; tÞ is a solution of the
equation ð@t þ LÞu ¼ 0 in E  ð0;1Þ satisfying u 2Fd;T for any T > d > 0;
where
Fd;T ¼ L2ððd;TÞ; Y Þ \ C0ð½d;T ; X Þ \ H1ððd; TÞ; Y 0Þ: ð3:11Þ
ðiinÞ For every x 2 E the function vðy; tÞ ¼ pEðx; y; tÞ is a solution of the
equation ð@t þ LnÞv ¼ 0 in E  ð0;1Þ satisfying v 2Fd;T for any T > d > 0:
(iii) For every t > s > 0 and every x; y 2 E;
pEðx; y; tÞ ¼
Z
E
pEðx; z; t  sÞpEðz; y; sÞ dmðzÞ: ð3:12Þ
The function pE is called the fundamental solution or Green function of
(3.2) and (3.3) with O ¼ E (cf. [Stur2, Proposition 2.3; Aron, Theorem 9]).
For lol0 ¼ lðL;EÞ; let GEðx; y; lÞ be the Green function for ðL  l;EÞ:
Lemma 3.8. For any lol0;
GEðx; y; lÞ ¼
Z 1
0
pEðx; y; tÞelt dt; x; y 2 E: ð3:13Þ
Proof. By Lemma 3.3, ðLE  lÞ
1 ¼
R1
0 TEðtÞe
lt dt: This together with
the Fubini theorem implies (3.13) for GEðx; y; lÞ and pEðx; y; tÞ are positive
kernel functions of ðLE  lÞ
1 and TEðtÞ; respectively. ]
Let F !E!D: Extend pF to D2  ð0;1Þ by setting zero outside
F 2  ð0;1Þ: Then we have by Lemma 3.4,
0u pFu pE on D2  ð0;1Þ: ð3:14Þ
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1
j¼1 be an exhaustion of D: By (3.14), pDj increases as j !1: We put
pðx; y; tÞ ¼ lim
j!1
pDj ðx; y; tÞ; ð3:15Þ
which may be equal to 1: The parabolic Harnack inequality implies that if
pðx0; y0; t0Þo1 for some ðx0; y0; t0Þ 2 D2  ð0;1Þ; then pðx; y; tÞo1 in
D2  ð0; t0Þ and it satisﬁes the equation ð@t þ LÞpð; y; Þ ¼ 0 in D2  ð0; t0Þ
and the initial condition limt!0 pðx; y; tÞ ¼ dy; where dy is the Dirac measure
concented on y: Put
lspð@t þ L; DÞ ¼ supftv 0; pðx; y; tÞo1 for some ðx; yÞ 2 D2g: ð3:16Þ
Following [M8], we call p restricted to D2  ð0; lspð@t þ L; DÞÞ and lspð@t þ
L; DÞ the minimal fundamental solution for ð@t þ L;DÞ and the life span of
it, respectively (see also [Dod]).
Proposition 3.9. If lðL; DÞ > 1; then lspð@t þ L;DÞ ¼ 1:
Proof. With l0 ¼ lðL; DÞ; choose a positive solution h of the equation
ðL  l0Þh ¼ 0 in D: Let fDjg
1
j¼1 be an exhaustion of D: By the maximum
principle, Z
Dj
pDj ðx; y; tÞhðyÞ dmðyÞu e
l0thðxÞ; x 2 Dj ; tv 0:
By the monotone convergence theorem,
R
D
pðx; ; tÞhðÞ dmu el0thðxÞ;
x 2 D; tv 0: This proves lspð@t þ L; DÞ ¼ 1: ]
Remark 3.10. The converse of Proposition 3.9 does not hold. For
example, let L ¼  4jxja on Rn with 0oao2: Then, by Proposition 2.2
of [M8], lspð@t þ L;R
nÞ ¼ 1: Let us show that lðL;RnÞ ¼ 1: With
l0 ¼ lð4;Bð0; 1ÞÞ; we have
lðL;RnÞu lð 4 jxja;Bðy; 1ÞÞu l0  ðjyj  1Þa
for any y 2 Rn: Thus, lðL;RnÞ ¼ 1:
Proposition 3.11. ðL; DÞ is subcritical if and only if lspð@t þ L;DÞ ¼ 1
and pðx; y; Þ is integrable on ð0;1Þ for any xay in D: In this caseZ 1
0
pðx; y; tÞ dt ¼ Gðx; yÞ; ð3:17Þ
where G is the minimal Green function for ðL;DÞ:
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1
j¼1 be an exhaustion of D: By Lemma 3.8,Z 1
0
pDj ðx; y; tÞ dt ¼ GDj ðx; yÞ:
Then the monotone convergence theorem shows the proposition. ]
Theorem 3.12. Suppose that Q is coercive on D; i.e., (2.9)–(2.11) are
satisfied. Then lspð@t þ L;DÞ ¼ 1 and the minimal fundamental solution
pðx; y; tÞ is an integral kernel of the semigroup TDðtÞ on L2ðDÞ generated
by LD:
Proof. Theorem 2.3 and Proposition 3.9 imply lspð@t þ L;DÞ ¼ 1: Let
loinf Re sðLDÞ: By Theorem 2.3, the minimal Green function Gðx; y; lÞ for
ðL;DÞ is an integral kernel of the resolvent ðLD  lÞ
1: By Lemma 3.1 and
Proposition 3.11,Z 1
0
TDðtÞelt dt ¼ ðLD  lÞ
1;
Z 1
0
pðx; y; tÞelt dt ¼ Gðx; y; lÞ:
Combining these equalities we get
Z 1
0
TDðtÞf ðxÞelt dt ¼
Z 1
0
Z
D
pðx; y; tÞf ðyÞ dmðyÞ
 
elt dt
for any f 2 X and loinf Re sðLDÞ: Thus, the Laplace transforms of
TDðtÞf ðxÞ and
R
D
pðx; y; tÞf ðyÞ dmðyÞ are equal. This shows the theorem, since
the Laplace transform is injective. ]
This theorem is known in several special cases (cf. [M8, p. 365; Sulliv] and
references therein). In view of Theorem 3.12, minimal fundamental solutions
are sometimes called heat kernels or fundamental solutions. As for bounds
of heat kernels, see [Aron, Bab, CoSa,Dav1–3,Gr1–6, LY,Nor1,2,
Sal1–3, Stur2].
4. SHORT- AND LONG-TIME BEHAVIORS OF FUNDAMENTAL
SOLUTIONS
In this section, we study short- and long-time behaviors of the minimal
fundamental solution pðx; y; tÞ for ð@t þ L; DÞ constructed in the last section.
Throughout this section, we assume that p exists globally in time, i.e.,
lspð@t þ L;DÞ ¼ 1 (see (3.16).
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The purpose of this subsection is to show the following theorem. It
will be exploited in studying positive solution of elliptic equations in
skew product form (see Theorem 9.1 and Proof of Proposition 9.7 in
Section 9).
Theorem 4.1. For any compact subsets J and K of D with J \ K ¼1;
there exist positive constants a and b such that
pðx; y; tÞu bea=t; 0oto1; x 2 J; y 2 K : ð4:1Þ
As for results related to this theorem, see [Nor1,2,Gr6] and references
therein.
We prove Theorem 4.1 by exploiting the method of Davies (cf. [Dav1–3]).
For proving it, we prepare lemmas.
Lemma 4.2. Let E!D be a domain. Then there exist positive constants
a; b; c such that
Qðecw; ecwÞv c
Z
E
jrwj2 dm b
Z
E
w2jrcj2 dm a
Z
E
w2 dm ð4:2Þ
for any w 2 H10 ðEÞ and c 2 C
0;1ð %EÞ; which is the set of all Lipschitz continuous
functions on %E:
Proof. We have
Qðecw; ecwÞ ¼
Z
E
ðhArðecwÞ;rðecwÞi  hB;rðecwÞiecw
 hC;rðecwÞiecw þ Vw2Þ dm:
Let 0oeo1: We have
hArðecwÞ;rðecwÞi ¼hArw;rwi
 hArc;rciw2 þ hArw;wrci  hwArc;rwi
v ð1 e2ÞhArw;rwi  ð1þ e2Þw2hArc;rci:
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Z
E
jhB;rðecwÞiecwj dm
u
Z
E
e2
2
hArw;rwiþ
e2
2
w2 hArc;rciþ e2w2hAðA1BÞ;A1Bi
 
dm
u
Z
E
e2hArw;rwi þ
e2
2
w2 hArc;rci þ Cew2
 
dm;
where Ce is a positive constant depending only on e: Since the remaining
terms can be estimated similarly, we get (4.2) by choosing a sufﬁciently
small e: ]
Lemma 4.3. Let TEðtÞ be the semigroup on X ¼ L2ðEÞ generated by
LE : Let J and K be compact subsets of E with dðJ;KÞ  inffdistðx; yÞ;
x 2 J; y 2 Kg > 0: Then
ðTEðtÞwJ ; wK ÞX u ½mðJÞmðKÞ
1=2exp at 
dðJ; KÞ2
4bt
 
; ð4:3Þ
for any t > 0: Here wJ is the characteristic function of the set J :
Proof. We show the lemma along the line given in the proof of Lemma
1.7 and Theorem 1.8 of [Stur2]. We ﬁrst claim that for any c 2 C0;1ð %EÞ with
jrcju g;
jjecTEðtÞecjju eðaþbg
2Þt; ð4:4Þ
where the left-hand side of (4.4) is the operator norm from X to X : For
f 2 X ; put uðtÞ ¼ TEðtÞf : By (4.2),
jjecuðtÞjj2  jjecuð0Þjj2 ¼ 2
Z t
0
ð@suðsÞ; e2cuðsÞÞ ds
¼ 2
Z t
0
QðuðsÞ; e2cuðsÞÞ dsu 2
Z t
0
ða þ bg2ÞjjecuðsÞjj2 ds:
From this we have
jjecuðtÞjju eðaþbg
2Þtjjecf jj;
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ðTEðtÞwJ ; wK Þu e
ðaþbg2ÞtjjecwJ jjjje
cwK jj
u expfða þ bg2Þt  gdðJ ;KÞg½mðJÞmðKÞ1=2:
From this we get (4.3) by putting g ¼ dðJ; KÞ=2bt: ]
Lemma 4.4. Let J˜ and K˜ be open sets such that J! J˜!E; K! K˜!E; and
dðJ˜; K˜Þ > 0: Then there exists a positive constant C such that
pEðx; y; tÞuCtn=2 exp 
dðJ˜; K˜Þ2
8bt
 
; 0oto1; x 2 J; y 2 K : ð4:5Þ
Proof. We have only to consider such a small t that Bðx;
ﬃﬃ
t
p
=4Þ and
Bðy;
ﬃﬃ
t
p
=4Þ are contained in J˜ and K˜; respectively. By the parabolic Harnack
inequality (cf. Lemma 3.6),
pEðx; y; tÞu C1tn=2
Z
Bðy;
ﬃ
t
p
=4Þ
pE x; v;
3t
2
 
dmðvÞ
u C2tn
Z
Bðx;
ﬃ
t
p
=4Þ
Z
Bðy;
ﬃ
t
p
=4Þ
pEðu; v; 2tÞ dmðuÞ dmðvÞ;
where C1 and C2 are positive constants. By Proposition 3.7 and Lemma 4.3,
pEðx; y; tÞu C2tn m B x;
ﬃﬃ
t
p
4
 ! !
m B y;
ﬃﬃ
t
p
4
 ! !( )1=2
exp 2at  d B x;
ﬃﬃ
t
p
4
 !
;B y;
ﬃﬃ
t
p
4
 ! !2
=8bt
8<
:
9=
;
u Ctn=2expfdðJ˜; K˜Þ2=8btg;
where C is a positive constant. ]
The following lemma can be shown in the same way as Theorems 2 and 20
of [ArSe] (see also [Aron, Ishige]).
Lemma 4.5. Let U ; U˜;O be open sets such that U ! U˜!O!D; and
T > d > 0: Then there exists a positive constant C such that for any solution u
of the equation
ð@t þ LÞu ¼ 0 in O ð2d;T þ dÞ;
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Z T
0
dt
Z
U
jruðx; tÞj2 dmðxÞ þ ess sup
0otoT
x2U
juðx; tÞj2uC
Z T
d
dt
Z
U˜
juðx; tÞj2 dmðxÞ:
ð4:6Þ
We are now ready to prove Theorem 4.1.
Proof of Theorem 4.1. Choose domains E and F such that J [ K!F
!E!D: Choose z 2 C10 ðEÞ with z ¼ 1 in a neighborhood of %F : We have
ð@t þ LÞðzðÞpð; y; tÞÞ ¼ m1fhrp; mArzi þ divðmpArzÞ
þ mphB  C;rzig
 qð; y; tÞ:
Thus, for any x; y 2 F ;
pðx; y; tÞ ¼ zðxÞpðx; y; tÞ
¼ pEðx; y; tÞ þ
Z t
0
ds
Z
E
mðzÞ dnðzÞpEðx; z; t  sÞqðz; y; sÞ
 pEðx; y; tÞ þ rðx; y; tÞ:
Choose open sets U and U˜ such that supprz!U ! U˜!O ¼ E = %F : With
pðz; y; sÞ ¼ 0 for ðz; sÞ 2 O ð1; 0; the function pð; y; Þ is seen to be a
solution of the equation
ð@t þ LÞp ¼ 0 in O R:
Similarly, the extended function pEðx; ; Þ is a solution of the equation
ð@t þ LnÞpE ¼ 0 in O R:
Now, let us estimate rðx; y; tÞ by applying Lemmas 4.4 and 4.5. We have
rðx; y; tÞ
¼ 
Z t
0
ds
Z
U
dmðzÞfpEðx; z; t  sÞ½hrp;Arzi þ pðz; y; sÞhB  C;rzi
 hrzpEðx; z; t sÞ;Arzipðz; y; sÞg:
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jrðx; y; tÞju M
Z t
0
ds
Z
U
ðp2E þ jrpE j
2Þ dmðzÞ
 1=2
Z t
0
ds
Z
U
ðp2 þ jrpj2Þ dmðzÞ
 1=2
þ M
Z t
0
ds
Z
U
½pEðx; z; t sÞpðz; y; sÞq
 1=q
Z t
0
ds
Z
U
ðjBj þ jCjÞ2p
 1=2p
;
where M is a positive constant and 1=q þ 1=2p ¼ 1: By Lemma 4.5 and the
Sobolev inequality,
jrðx; y; tÞju M
Z t
0
sup
z2U˜
pEðx; z; t sÞ
" #2
ds
0
@
1
A
1=2
þ M
Z t
0
sup
z2U˜
pEðx; z; t  sÞ
" #q
ds
 !1=q
with another constant M: By Lemma 4.4,
sup
z2U˜
pEðx; z; tÞuCeðaþeÞ=t; 0otot;
for some a; e > 0: Thus, jrðx; y; tÞjuCea=t: This together with Lemma 4.4
implies (4.1). ]
4.2. Long-Time Behaviors
Suppose that l0 ¼ lðL;DÞ is ﬁnite. Then the minimal fundamental
solution pðx; y; tÞ for ð@t þ L;DÞ exists globally in time (see Proposition 3.9
and (1.9)). We say that ðL  l0;DÞ is positively critical when it is critical and
there exist positive solutions f0 and c0 of the equations ðL  l0Þf0 ¼ 0 in D
and ðLn  l0Þc0 ¼ 0 in D; respectively, such thatZ
D
f0c0 dmo1: ð4:7Þ
The following theorem is essentially Theorem 1.2(iii) of [Pinc2], and can be
shown in the same way as in [Pinc2, Pins2] (see also [Pinc1]).
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lim
t!1
el0tpðx; y; tÞ ¼
f0ðxÞc0ðyÞR
D
f0c0 dm
: ð4:8Þ
Remark 4.7. Similarly, we can show that if ðL  l0; DÞ is not positively
critical, then
lim
T!1
1
T
Z T
0
pðx; y; tÞ dt ¼ 0 ð4:9Þ
for any x; y 2 D with xay (cf. [Pinc2, Theorem 1.2(i) and (ii)]). In the case
where ðL  l0;DÞ is not positively critical, only a few precise long-time
behaviors of fundamental solutions are known (see [M1,2,Gr6,KS,
Li,Nor2, Aron,Dav1]).
We close this subsection with an application of Theorem 4.6, which is an
improvement of Lemma 3.3. Let E!D be a domain, and TEðtÞ the
semigroup on X ¼ L2ðEÞ generated by LE : With l0 ¼ lðL;EÞ; let f0 and
c0 be the normalized positive eigenfunctions of LEf0 ¼ l0f0 and L
n
Ec0 ¼
l0c0; respectively (see Theorem 2.1). Then we have
Theorem 4.8. (i) fz 2 sðLEÞ; Re z ¼ l0g ¼ fl0g:
(ii) For any d with 0odoinffRe z  l0; z 2 sðLEÞ=fl0gg;
TEðtÞ ¼
ð;c0ÞXf0R
E
f0c0 dm
el0t þOðeðl0þdÞtÞ ð4:10Þ
as t !1; where the term Oðeðl0þdÞtÞ is a bounded operator whose operator
norm from X to X is bounded by a constant multiple of eðl0þdÞt: In particular,
there exists a positive constant C such that
jjTEðtÞjjuCel0t; tv 0; ð4:11Þ
where the left-hand side of (4.11) is the operator norm of TEðtÞ from X to X :
Proof. Suppose that fz 2 sðLEÞ=fl0g; Re z ¼ l0g ¼ fl0 þ imj; j ¼ 1; . . . ;
Ng with Nv 1: By Lemma 3.1, TEðtÞ is represented by an integral in the
complex plane (cf. [RS]). By the equality l0 ¼ inf Re sðLEÞ; Theorem 2.1,
and Laurent expansions at isolated eigenvalues l0 þ imj (cf. (2.2)),
SEðtÞ TEðtÞ 
ð;c0ÞXf0R
E
f0c0 dm
el0t
¼
XN
j¼1
Xmj
k¼0
eðl0þimjÞt tkUj;k þ Oðeðl0þdÞtÞ ð4:12Þ
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negative integers. Let pE be the integral kernel of TEðtÞ: We haveZ
E
pEðx; y; tÞc0ðxÞ dmðxÞ ¼ e
l0tc0ðyÞ; y 2 E; t > 0:
By this equality and the parabolic Harnack inequality, for any compact
subset K of E there exists a positive constant C such that
pEðx; y; tÞel0tuCc0ðyÞ; x 2 K ; y 2 E; t > 1: ð4:13Þ
Let f;c 2 C10 ðEÞ: By Theorem 4.6 and the Lebesgue dominated conver-
gence theorem together with (4.13), limt!1 ðSEðtÞel0tf;cÞX ¼ 0: This
together with (4.12) shows that
lim
t!1
XN
j¼1
Xmj
k¼0
eimj t tkðUj;kf;cÞX ¼ 0:
With M ¼ maxfmj ; j ¼ 1; . . . ; Ng; we then have
lim
t!1
XN
j¼1
eimj tðUj;kf;cÞ ¼ 0; k ¼ 0; . . . ; M:
Thus,
ðUl;kf;cÞ þ
X
jal
lim
T!1
1
T
Z T
0
eiðmjml Þt dtðUj;kf;cÞ ¼ 0
for any l ¼ 1; . . . ; N and k ¼ 0; . . . ; M: Therefore, ðUl;kf;cÞ ¼ 0 for any
f;c 2 C10 ðEÞ: Hence Uj;k ¼ 0 for any j and k; which is a contradiction. The
proof of (i) is complete. We have also shown (ii) already. ]
Remark 4.9. If @E and the coefﬁcients of L are regular, then there holds
a pointwise version of (4.10): there exists a positive constant C such that
pEðx; y; tÞ 
f0ðxÞc0ðyÞR
E
f0c0 dm
				
				uCeðl0þdÞt; x; y 2 E; t > 1: ð4:14Þ
This can be shown by making use of the elliptic regularity theorem
(cf. [GT]).
4.3. Intrinsic Ultracontractivity
Let O D be a domain. Suppose that Ln ¼ L and l0 ¼ lðL;OÞ > 1:
Let LO be the Dirichlet realization of L on O (see Section 2.2), TOðtÞ the
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the integral kernel of TOðtÞ (see Theorem 3.12). We say that TOðtÞ is IU (i.e.,
intrinsically ultracontractive) when l0 is an eigenvalue of LO and for
any t > 0 there exists a constant Ct such that
pðx; y; tÞuCtel0tf0ðxÞf0ðyÞ; x; y 2 O; ð4:15Þ
where f0 is a positive eigenfunction for the eigenvalue l0 which is
normalized as jjf0jj ¼ 1: Note that Ct in (4.15) may be assumed to be
decreasing in t; since TOðsÞTOðtÞ ¼ TOðt þ sÞ and TOðsÞf0 ¼ e
l0sf0 for any
s > 0: As for IU, see [Ban1,2, Ciap,Dav1,Davis,DS,M7–9].
From Theorems 2.1.4, 4.2.4, and 4.2.5 of [Dav1], we have the following
theorem.
Theorem 4.10. Suppose that TOðtÞ is IU : Then the following (i), (ii), and
(iii) hold true.
(i) There exists a complete orthonormal set ffjg
1
j¼0 in L
2ðOÞ such that for
any j; fj is an eigenfunction of LO with eigenvalue lj and fj=f0 2 L
1ðOÞ:
(ii) There holds the equality
pðx; y; tÞ
f0ðxÞf0ðyÞ
¼
X1
j¼0
elj t
fjðxÞfjðyÞ
f0ðxÞf0ðyÞ
; t > 0; x; y 2 O; ð4:16Þ
where the series converges uniformly on ½a;1Þ  O O for any a > 0:
(iii) There exist positive constants C and d such that
jel0tpðx; y; tÞ  f0ðxÞf0ðyÞjuCe
dtf0ðxÞf0ðyÞ; t > 1; x; y 2 O: ð4:17Þ
Example 4.11. Let O!D be a Lipschitz domain. Then TOðtÞ is IU, and
there exist constants nv n and C > 0 such that
pðx; y; tÞuCtn=2f0ðxÞf0ðyÞ; 0otu 1; x; y 2 O: ð4:18Þ
This can be shown in the same way as Theorem 4.6.9 of [Dav1] and
Corollary 2.7 of [Ban1].
Example 4.12. Let O ¼ D ¼ Rn and L ¼  4þjxja½logðjxj þ 2Þb; where
av 0 and bv 0: Then TOðtÞ is IU if and only if either a > 2 or a ¼ 2 and
b > 2 (cf. [Dav1, Corollary 4.5.5 and Theorem 4.5.11; M8, Proposition 6.2
and Corollary 6.4]). Furthermore, in the case where a > 2 and b ¼ 0; there
exist b1; b2 > 0 and b > ðaþ 2Þ=ða 2Þ such that
pðx; y; tÞu b1 expðb2tbÞf0ðxÞf0ðyÞ; 0otu 1; x; y 2 Rn ð4:19Þ
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(cf. [Dav1, Theorem 4.5.10]). Note that b > 1 in this example.
Now we give a new example satisfying (4.15) with
log Ct ¼ oðt1Þ as t ! 0:
This condition will play a crucial role in studying Martin boundaries for
elliptic equations in skew product form (see Theorem 9.1 in Section 9).
Theorem 4.13. Let O ¼ D ¼ Rn and L ¼ hxiað 4 þhxibÞ; where
a > 2; b > 2; and hxi ¼ ðjxj2 þ 1Þ1=2: Put g ¼ ðb=2þ 1Þ=ðb=2þ a 1Þ:
Then TOðtÞ is IU ; and for any b with gobo1 there exist b1; b2 > 0 such
that inequality (4.19) holds.
Proof. Let f0 be a positive solution of ðL  l0Þf0 ¼ 0 in O: We have
ð 4 þhxib  l0hxiaÞf0ðxÞ ¼ 0 in R
n:
Since l0 ¼ lðL;R
nÞ; and b=2 1 > a; we see that ð 4 þhxib
l0hxia;R
nÞ is critical, and f0 is a radial function satisfying
f0ðxÞ ¼ Cjxj
b=4ðn1Þ=2 expfjxjb=2þ1=ðb=2þ 1Þg½1þ oð1Þ ð4:20Þ
as jxj ! 1; where C is a positive constant (see, for example, [M3]). Thus
f0 2 L
2ðRnÞ; and so we may assume that jjf0jj ¼ 1: Furthermore, by (4.20),
there exists a constant a > 0 such that for any e > 0
log f0ðxÞu ehxi
aþb þ aeg; x 2 Rn: ð4:21Þ
This implies the quadratic form inequality: log f0u eL þ ae
g: Since go1;
we thus get (4.19) by Corollaries 4.4.2 and 2.2.8 of [Dav1]. ]
5. SEMISMALL AND h-BIG PERTURBATIONS
In this and next sections, we develop a perturbation theory for positive
solutions. We are mainly interested in asymptotic behaviors of
GW ðx; yÞ=Gðx0; yÞ as y approaches to the Martin boundary @MD (see
Theorem 5.5 and Lemma 5.8), where GW is the Green function for a
perturbed operator L þ W on D: The asymptotic behaviors of GW=G will
play a crucial role in determining the Martin boundary for elliptic equations
in skew product form (see Sections 8 and 9). The main results of this section,
Theorems 5.1 and 5.5, are of independent interest.
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p
locðD; dmÞ; where
p > maxðn=2; 1Þ is the exponent in (1.4). Suppose that ðL;DÞ and ðL þ W ;DÞ
are subcritical. We use the notations in Section 1.4: x0 denotes a reference
point in D; G;K ;Dn; @MD; and @mD denote the Green function, Martin
kernel, Martin compactiﬁcation, Martin boundary, and minimal Martin
boundary for ðL; DÞ; respectively; and the corresponding ones for
ðL þ W ;DÞ are denoted by GW ;KW ;DnW ; @MDW ; and @mDW ; respectively.
For an open set O D; we denote by On and OnW the closure of O in D
n
and DnW ; respectively; while
%O denotes the closure of O in the relative
topology of D:
For positive functions f and g; we write f  g when f =g is bounded from
above and below by positive constants.
5.1. Semismall Perturbations
Let fDjg
1
j¼1 be an exhaustion of D; i.e., Dj are smooth domains in D such
that Dj!Djþ1 ðj ¼ 1; 2; . . .Þ and D ¼
S1
j¼1 Dj : Put D
c
j ¼ D=Dj : Following
[M9], we say that W is a semismall perturbation of L on D when
lim
j!1
sup
y2Dc
j
1
Gðx0; yÞ
Z
Dc
j
Gðx0; zÞjW ðzÞjGðz; yÞ dmðzÞ ¼ 0: ð5:1Þ
Following [Pinc1], we say that W is a small perturbation of L on D
when
lim
j!1
sup
x;y2Dc
j
1
Gðx; yÞ
Z
Dc
j
Gðx; zÞjW ðzÞjGðz; yÞ dmðzÞ ¼ 0: ð5:2Þ
Among others, we have from [M9] the following results (I)–(III):
(I) If W is a small perturbation, then it is a semismall perturbation.
(II) Suppose that W is a semismall perturbation of L on D: Then
there exists a homeomorphism F from Dn onto DnW such that FjD ¼ identity
and Fð@mDÞ ¼ @mDW : Furthermore, GW is semicomparable with G; i.e.,
for any compact subset F of D there exists a positive constant C such
that
C1Gðx; yÞuGW ðx; yÞuCGðx; yÞ; x 2 F ; y 2 D; ð5:3Þ
and there hold the resolvent equation
Gðx; yÞ  GW ðx; yÞ ¼
Z
D
GW ðx; zÞW ðzÞGðz; yÞ dmðzÞ
¼
Z
D
Gðx; zÞW ðzÞGW ðz; yÞ dmðzÞ; x; y 2 D;
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lim
y!x
GW ðx; yÞ
Gðx0; yÞ
¼Kðx; xÞ

Z
D
GW ðx; zÞW ðzÞKðz; xÞ dmðzÞ; x 2 @MD; x 2 D;
ð5:5Þ
which we call the Martin kernel equation.
(III) If W is a small perturbation of L on D; then GW and KW are
comparable with G and K ; respectively, i.e., there exists a positive constant
C such that
C1Gðx; yÞuGW ðx; yÞuCGðx; yÞ; x; y 2 D; ð5:6Þ
C1Kðx; xÞuKW ðx;FxÞuCKðx; xÞ; x 2 D; x 2 @MD; ð5:7Þ
where F is a homeomorphism from Dn to DnW :
As for further results on small and semismall perturbations, see
[Aik1, AM,Anc4,M9,10, Pinc4]. Here we give an example of small
perturbation, which will be exploited in constructing a new example of
skew product (see Example 10.3 in Section 10). Let L be a uniformly elliptic
operator on D ¼ Rn of the form
L ¼ 
Xn
i;j¼1
@iðaijðxÞ@jÞ þ V ðxÞ; ð5:8Þ
where ðaijðxÞÞ
n
i;j¼1 is a symmetric matrix-valued measurable function on R
n;
and V is a positive measurable function on Rn satisfying, for some bv  2;
V ðxÞ  hxib; x 2 Rn:
Here hxi ¼ ð1þ jxj2Þ1=2: For x 2 Rn with jxj ¼ r > 0; put BbðxÞ ¼ fy 2
Rn; jy  xjorb=2=4g:Denote by jBbðxÞj; the Lebesgue measure of BbðxÞ: Set
wðrÞ ¼ sup
jxj¼r
1
jBbðxÞj
Z
BbðxÞ
jW ðyÞjp dy
( )1=p
: ð5:9Þ
Then we have the following.
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Z 1
1
sup
rv s
rbwðrÞ
" #
sb=2 dso1: ð5:10Þ
Proof. Introduce a Riemannian metric g on Rn by gij ¼ hxi
bdij : Then
M ¼ Rn becomes a complete Riemannian manifold with this metric g: The
associated gradient r and divergence div are written as
r ¼ hxibr0; div ¼ hxinb=2 div0 8 hxi
nb=2;
where r0 and div0 are the standard gradient and divergence on Rn: Put
mðxÞ ¼ hxið1n=2Þb; gðxÞ ¼ hxibV ðxÞ; AðxÞ ¼ ðaijðxÞÞ
n
i;j¼1; and L ¼ hxi
b
L: Then
Lu ¼ 
1
m
divðmAruÞ þ g ¼ divðAruÞ 
1
m
Ar0m  ru þ g: ð5:11Þ
Since C1u guC; the operator L 1=2C has the Green function.
Furthermore, the function jAr0mj=m is bounded. This implies that L
belongs to the class DM ðy; 2p; 1=2CÞ introduced by Ancona [Anc4], where
y > maxðC;LÞ is a sufﬁciently large positive number. Put
L2 ¼ hxibðL þW ðxÞÞ ¼Lþ hxibW ðxÞ:
In order to apply the results of [Anc4], we proceed to estimate hxibW ðxÞ:
Let dðxÞ be the Riemannian distance distð0;xÞ from the origin to x: In what
follows, we only treat the case where b > 2: We see that
dðxÞ  jxjb=2þ1; jxj > 1:
Furthermore, there exists a positive number r0 such that the Riemannian
ball Bðx; r0Þ of radius r0 is contained in BbðxÞ for any x with jxj > 1: Thus,
Z
Bðx;r0Þ
jhyibW ðyÞjp dnðyÞ
 1=p
uCrbwðrÞ; r ¼ jxj;
where dnðyÞ ¼ hyinb=2 dy is the Riemannian volume element and C is a
positive constant. Put cbðrÞ ¼ suptv r t
bwðtÞ: Then, for any x with
dðxÞ ¼ s > 1;
Z
Bðx;r0Þ
jhyibW ðyÞjp dnðyÞ
 1=p
uCcbðas
1=½b=2þ1Þ;
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Z 1
1=a
cbððasÞ
1=½b=2þ1Þ ds ¼
Z 1
1
cbðrÞ½ðb=2þ 1Þ=ar
b=2 dro1:
By virtue of Corollary 6.1, Theorems 1 and 2 of [Anc4], hxibW ðxÞ is a
small perturbation of L on M: That is,
lim
R!1
sup
jxj;jyj>R
1
Hðx; yÞ
Z
jzj>R
Hðx; zÞhzibjW ðzÞjHðz; yÞhzinb=2 dz ¼ 0;
where H is the Green function for ðL; MÞ with respect to the measure
hxinb=2 dx: Since L1 ¼ L1 8 hxi
b; Hðx; yÞ ¼ Gðx; yÞhyibnb=2: Hence,
lim
R!1
sup
jxj;jyj>R
1
Gðx; yÞ
Z
jzj>R
Gðx; zÞjW ðzÞjGðz; yÞ dz ¼ 0:
That is, W is a small perturbation of L on Rn: ]
Remark 5.2. In the special case where L ¼  4þhxib and W ðxÞ ¼
hxia; we see that W is a small perturbation of L on Rn if and only if
aob=2 1: Indeed, if av b=2 1; then W is not even a semismall
perturbation because GW ð0; yÞ and Gð0; yÞ are not comparable. Obviously, if
aob=2 1; then W is a small perturbation by Theorem 5.1.
Remark. For results related to Theorem 5.1, see [M3, Theorems 5.7 and
5.8; M9, Theorems 5.9 and 5.11; HZ; Pinc3, Example 8.9; Anc5, Theorem 5
and Corollary 9.1]. In particular, Ancona [Anc5] has independently
obtained results which imply, in essence, Theorem 5.1.
5.2. Resolvent Equation
Lemma 5.3. If W has definite sign, then the resolvent equation (5.4) holds.
This lemma is well known (see, for example, [Pinc1, (2.10)]), and can be
shown easily by the monotone convergence theorem.
Remark 5.4. When W changes sign, the resolvent equation may not
hold. For example, let L ¼ 4 on Rn; nv 3; and W the potential given in
Example 4.1 of [M3]. Then
W ðzÞ ¼ 4g0ðjzjÞ=g0ðjzjÞ; GW ð0; zÞ ¼ dng0ðjzjÞ
Z 1
jzj
t1ng0ðtÞ
2 dt;
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1-function on ½0;1Þ
such that g0ðrÞv rð3nÞ=2 for rv 1; and
g0ðrÞ ¼ er on
[1
k¼1
fr > 0; jr  4kjo1=2g:
Thus, for z with jz  4kjo1=2;
GW ð0; zÞv dnejzj=6jzj2; W ðzÞ ¼ 1þ ðn  1Þ=r:
Therefore,
Z
Rn
GW ð0; zÞjW ðzÞjGðz; yÞ dzvC
X1
k¼1
Z
jjzj4kjo1=2
ejzj dz
jzj2ðjzj þ jyjÞn2
¼ 1:
Hence, GW ðx; ÞW ðÞGð; yÞ =2 L1ðR
nÞ for any x; y 2 Rn; and the resolvent
equation does not hold.
5.3. Martin Kernel Equation
We assume throughout this subsection that Wv 0 and ðL; DÞ is
subcritical. In this subsection, we give a semilocalized version of the Martin
kernel equation (5.5) by combining semismall perturbation and the
comparison principle introduced in Section 1.5. We abbreviate the
comparison principle to CP, and write
kW ðx; yÞ ¼ GW ðx; yÞ=Gðx0; yÞ:
Theorem 5.5. Let Ei ði ¼ 1; . . . ; 6Þ be domains in D such that Ei  Eiþ1
for 1u iu 5; and x0 2 E4=E3: For j ¼ 0; 1; let gjW be the Green function of
L þ jW on E6: Suppose that CP holds for Si ði ¼ 1; 2Þ;Tj and Uj ðj ¼ 0; 1Þ;
where
Si ¼ ðfGð; yÞ; y 2 E2i1 [ ðD=E2iþ1Þg;L; E2iþ1=E2i1; @E2iÞ; i ¼ 1; 2;
Tj ¼ ðfGjW ð; yÞ; y 2 E4g [ fgjW ð; yÞ; y 2 E4g;L þ jW ;E6=E4; @E5Þ;
Uj ¼ ðfGjW ðx0; Þ; gjW ðx0; Þg; Ln þ jW ;E6=fx0g; @E4Þ; j ¼ 0; 1:
ð5:12Þ
Here G0 ¼ G: Assume that W is a semismall perturbation of L on E6: Then for
any x 2 En1 \ @MD there exists the limit
kW ðx; xÞ  lim
D ] y!x
kW ðx; yÞ; x 2 D; ð5:13Þ
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kW ðx; xÞ ¼ Kðx; xÞ 
Z
D
GW ðx; zÞW ðzÞKðz; xÞ dmðzÞ; x 2 D: ð5:14Þ
Here kW ð; yÞ converges to kW ð; xÞ uniformly on any compact subset of D:
Furthermore, GW and G are semicomparable on E4; i.e., (5.3) holds with D
replaced by E4:
Note that the hypotheses of Theorem 5.5 are satisﬁed if W is a semismall
perturbation of L on D: Indeed, with E6 ¼ D; we can always choose Ei
ði ¼ 1; . . . ; 5Þ such that D=E1 is a compact subset of D; and so CP holds
for (5.12).
For proving this theorem, we need a lemma.
Lemma 5.6. For j ¼ 0; 1; GjW and gjW are comparable on E5  E4; i.e.,
there exists a positive constant C such that
C1GjW ðx; yÞu gjW ðx; yÞuCGjW ðx; yÞ; ðx; yÞ 2 E5  E4: ð5:15Þ
Proof. We only treat the case j ¼ 0: Put g ¼ g0 and h ¼ G  g: We see
that hð; yÞ 2 HþðL;E6Þ for any y 2 E6: Let us show that
Gðx; yÞuCgðx; yÞ; x 2 @E5; y 2 E4; ð5:16Þ
for some positive constant C: By the Harnack inequality and CP for T0;
Gðx; yÞ=Gðx0; yÞuCgðx; yÞ=gðx0; yÞ; x 2 @E5; y 2 E4: ð5:17Þ
By CP for U0; Gðx0; ÞuCgðx0; Þ on @E4: This together with the maximum
principle yields
Gðx0; yÞuCgðx0; yÞ; y 2 E4: ð5:18Þ
Combining (5.17) and (5.18), we obtain (5.16). Thus, hu ðC  1Þg on
@E5  E4: This together with the maximum principle yields hu ðC  1Þg on
E5  E4: Hence, GuCg on E5  E4: Since guG; this completes the proof
of (5.15) with j ¼ 0: ]
Proof of Theorem 5.5. We ﬁrst claim that GW ðx0; Þ and Gðx0; Þ are
comparable on E4: Since W is a semismall perturbation of L on E6;
gW ðx0; Þ  gðx0; Þ on E6: By Lemma 5.6, g  G and gW  GW on E5  E4:
This shows the claim; which implies (5.3) with D replaced by E4: We next
show that limit (5.13) exists, and kW satisﬁes (5.14). By Lemma 1.5(i),
En1 \ ðD=E3Þ
n ¼1: Since x 2 En1 and ðD=E3Þ
n is compact, there exists a
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show that
lim
E3 ] y!x
kW ðx; yÞ ¼ Kðx; xÞ 
Z
D
GW ðx; zÞW ðzÞKðz; xÞ dmðzÞ; x 2 D:
ð5:19Þ
Fix x 2 D: For any y 2 E3; we have
Kðx; yÞ  kW ðx; yÞ ¼
Z
E4[ðD=E4Þ
GW ðx; zÞW ðzÞKðz; yÞ dmðzÞ: ð5:20Þ
We see that
GW ðx; zÞKðz; yÞuCgðx; zÞgðz; yÞ=gðx0; yÞ; z 2 E4; y 2 E3:
Since W is a semismall perturbation of L on E6; this implies that for any
e > 0 there exists a compact subset F of E6 such thatZ
E4=F
GW ðx; zÞW ðzÞKðz; yÞ dmðzÞoe; y 2 E3:
Thus,
lim
E3 ] y!x
Z
E4
GW ðx; zÞW ðzÞKðz; yÞ dmðzÞ ¼
Z
E4
GW ðx; zÞW ðzÞKðz; xÞ dmðzÞ;
ð5:21Þ
since Kð; yÞ converges to Kð; xÞ uniformly on any compact subset of D:
Choose a point y0 2 E3: By the Harnack inequality and CP for S2; there
exists a positive constant C such that
Gðz; yÞ=Gðx0; yÞuCGðz; y0Þ=Gðx0; y0Þ; z 2 @E4; y 2 E3:
This together with the maximum principle shows that
Kðz; yÞuCKðz; y0Þ; z 2 D=E4; y 2 E3:
Thus, the dominated convergence theorem implies that there holds (5.21)
with E4 being replaced by D=E4: This together with (5.20) and (5.21) shows
that there exists the limit (5.13), and kW satisﬁes (5.14). Furthermore, since
GW ðx0; Þ and Gðx0; Þ are comparable on E4; kW ðx; xÞ > 0: ]
The following corollary is useful in treating manifolds with several ends.
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Suppose that E6=E1 is a compact subset of D: Assume that W is a semismall
perturbation of L on E6: Then all the conclusions of Theorem 5.5 hold true.
Proof. Since CP clearly holds for (5.12), Theorem 5.5 shows the
corollary. ]
5.4. h-Big Perturbations
We assume throughout this subsection that Wv 0 and ðL; DÞ is
subcritical. Let h be a positive solution of Lu ¼ 0 in D: Following [GH],
we say that W is h-big when any solution v of ðL þ W Þv ¼ 0 in D satisfying
0u vu h must be identically zero, and that W is non-h-big when W is not
h-big.
Lemma 5.8. Let x 2 @MD: If W is Kðx; xÞ-big, then
lim
D ] y!x
GW ðx; yÞ
Gðx0; yÞ
¼ 0; x 2 D: ð5:22Þ
Proof. Suppose that (5.22) is not valid. Then there exists a sequence
fyjg1j¼1 in D such that y
j ! x; and vðxÞ ¼ limj!1 GW ðx; yjÞ=Gðx0; yjÞ is a
positive solution of ðL þ W Þv ¼ 0 in D satisfying 0ovuKð; xÞ: This is a
contradiction. ]
Remark 5.9. Grigor’yan and Hansen [GH] have introduced also the
notion of h-smallness, which implies non-h-bigness. Here, let us see that
if W is a semismall perturbation of L on D; then it is h-small for any
h 2 HþðL;DÞ: Indeed, it follows from Lemma 7.17 of [GH] (see also [GH,
Lemma 3.8]) that ifZ
D
Gðx; yÞW ðyÞhðyÞ dmðyÞo1; x 2 D; ð5:23Þ
then W is h-small. On the other hand, it follows from Proposition 3.3 of
[M9] that if W is a semismall perturbation of L on D; then (5.23) holds for
any h 2 HþðL;DÞ: Thus, our semismallness implies h-smallness of [GH] for
any h 2 HþðL;DÞ: However, the converse is not valid. Take, for example,
L ¼ D on D ¼ R3 and
W ðxÞ ¼
X1
j¼1
wAj ðxÞ; Aj ¼ fx 2 R
3; jx  xj jojg; xj ¼ ð4j ; 0; 0Þ;
where wAj is the characteristic function of the set Aj : Then W satisﬁes (5.23)
for any h 2 HþðL;DÞ; since Gðx; yÞ ¼ 1=4pjx  yj and any h 2 HþðL; DÞ is a
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for any integers N and j with 4j  j > N > 1 we haveZ
jyj>N
Gð0; yÞW ðyÞGðy;xjÞ dyv
Z
Aj
ð1=4pjyjÞð1=4pjy  xj jÞ dy
v j2½8pð4j  jÞ1 ¼ j24j½2ð4j  jÞ1Gð0;xjÞ:
Thus,
sup
jzj>N
1
Gð0; zÞ
Z
jyj>N
Gð0; yÞW ðyÞGðy; zÞ dy ¼ 1:
As for further relations among several notions related to semismall
perturbation, see [M9, Sect. 3; Pinc4, Sect. 8].
Remark 5.10. We say that a set Y  D is h-thick if for any positive
L-superharmonic function s on D; sv h on Y implies that sv h on D: It
follows from Theorem 7.19 of [GH] (see also [GH, Theorem 4.1]) that W is
non-h-big if and only if there is a Borel set Y  D which is non-h-thick such
that Z
D=Y
Gðx; yÞW ðyÞhðyÞ dmðyÞo1; x 2 D: ð5:24Þ
Lemma 5.11. Let U and X be domains in D such that %U  X and
x0 =2 %X : Let y0 2 D=ð %X [ fx0gÞ: Suppose that the comparison principle
holds for
S ¼ ðfGð; yÞ; y 2 %U [ fy0gg; L;D=ð %U [ fy0gÞ; @X Þ:
Let x 2 dMU ; and hðxÞ ¼ Kðx; xÞ: Then D=X is non-h-thick.
Proof. Choose a point x1 on @X and a domain E!D such that x0;x1;
y0 2 E: Choose a sequence fyig1i¼1 in U = %E converging to x: By the
comparison principle,
Gðx; yiÞ=Gðx1; yiÞuCGðx; y0Þ=Gðx1; y0Þ; x 2 @X ; i ¼ 1; 2; . . . :
By the Harnack inequality, C1uGðx1; yiÞ=Gðx0; yiÞuC for any
i ¼ 0; 1; . . . . Thus,
Kðx; yiÞuCGðx; y0Þ; x 2 @X ; i ¼ 1; 2; . . . :
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Kðx; xÞuCGðx; y0Þ; x 2 D=X : ð5:25Þ
Suppose that D=X is h-thick. Then (5.25) implies that Kð; xÞuCGð; y0Þ:
Thus, Kð; xÞ ¼ 0: This is a contradiction. ]
5.5. Eigenfunctions
Suppose that ðL; DÞ is subcritical. Assume that Ln ¼ L; and let L be the
self-adjoint operator on L2ðD; dmÞ associated with L on D (cf. Subsection
2.2). Then we have the following theorem, which will play a basic role in
determining the Martin boundary for elliptic equations in skew product
form.
Theorem 5.12. Assume that 1 is a semismall perturbation of L on D:
Then one has:
(i) The spectrum of L consists of discrete eigenvalues with finite
multiplicity.
(ii) Let l0ol1u l2u    be the eigenvalues of L repeated according to
multiplicity. Let fj be an eigenfunction associated with lj ðj ¼ 0; 1; 2; . . .Þ such
that ffjg
1
j¼0 is a complete orthonormal system of L
2ðD; dmÞ: Then, for any
j ¼ 1; 2; . . . ; the function fj=f0 has a continuous extension ½fj=f0 to D
n:
This theorem essentially follows from Theorem 6.3 of [Pinc4]. Assertion
(i) can be shown by using a characterization of the bottom of the essential
spectrum of L (cf. [Agmon]). Assertion (ii) can be shown by using an
integral representation fjðzÞ ¼
R
D
gjðy; zÞcjðyÞfjðyÞ dmðyÞ; where cj is a
function with compact support and gj is the Green function of L  lj þ cj
on D:
Remark. We can also give a sufﬁcient condition for (ii) which is
concerned with the comparison principle (see proofs of [M5, Lemma 4.1;
Aik2, Theorem 2]).
6. SEMISMALL PERTURBATIONS IN THE ONE-DIMENSIONAL
CASE
In this section, we give a necessary and sufﬁcient condition for semismall
perturbation in the one-dimensional case. Let D ¼ ða; bÞ  R1; where 1
u aobu1; and
Lu ¼ m1ðmAu0 mCuÞ0  Bu0 þ Vu:
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PðxÞ ¼ exp
Z x
c
C
A
dy
 
; QðxÞ ¼ exp
Z x
c
B þ C
A
dy
 
: ð6:1Þ
Then we have
P1 8L 8P ¼ 
1
mQ
d
dx
mQA
d
dx
 
þ V 
BC
A
: ð6:2Þ
Thus, we may and will assume that L is of the form
L ¼ 
1
m
d
dx
mA
d
dx
 
þ V ; ð6:3Þ
and ðL; DÞ is subcritical. Then we have the following theorem, which can be
shown in the same way as the lemmas and theorems in Appendix 1 of [M3].
Theorem 6.1. Dn ¼ ½a; b; @MD ¼ @mD ¼ fa; bg; and
Gðx; yÞ ¼
gKbðxÞKaðyÞ; aoxu yob;
gKaðxÞKbðyÞ; aoyu xob;
(
ð6:4Þ
where g is a positive constant, KaðxÞ ¼ Kðx; aÞ and KbðxÞ ¼ Kðx; bÞ are the
Martin kernels with KaðcÞ ¼ KbðcÞ ¼ 1: Furthermore,
lim
x!a
KbðxÞ=KaðxÞ ¼ lim
x!b
KaðxÞ=KbðxÞ ¼ 0; ð6:5Þ
KaðxÞ ¼ aKbðxÞ
Z b
x
½mAðKbÞ21 ds;
KbðxÞ ¼ bKaðxÞ
Z x
a
½mAðKaÞ21 ds; ð6:6Þ
where a and b are positive constants.
The following theorem says that a converse of Lemma 5.11 holds true in
the one-dimensional case.
Theorem 6.2. A Borel set Y  D is non-Kb-thick (resp. non-Ka-thick) if
and only if sup Yob ðresp: aoinf Y Þ:
Proof. We show only the assertions for b: Lemma 5.11 shows that if
supYob; then Y is non-Kb-thick. Suppose that sup Y ¼ b: Then there exists
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1
j¼1  Y such that bj ! b as j !1: Let s be any positive L-
superharmonic function on D such that svKb on Y : By the maximum
principle, svKb on ½b1; bj  for any j: Thus, svKb on ½b1; b: On the other
hand, svKb on ða; b1 by (6.5). Hence Y is Kb-thick. This completes the
proof. ]
Suppose that Wv 0 and W 2 Lplocðða; bÞ; dmÞ; where dm ¼ m dx and p > 1
is the exponent in (1.4). Put kW ðx; yÞ ¼ GW ðx; yÞ=Gðx0; yÞ; Wa ¼ wða;cÞW
and Wb ¼ wðc;bÞW : Then we have
Theorem 6.3. The following conditions (i)–(vi) are equivalent:
(i) Wa (resp. Wb) is a semismall perturbation of L on D:
(ii) Wa (resp. Wb) is a small perturbation of L on D:
(iii) W is non-Ka-big (resp. non-Kb-big).
(iv) There holds the following condition (6.7a) (resp. (6.7b)):
ðaÞ
Z c
a
KaKbWam dxo1; ðbÞ
Z b
c
KaKbWbm dxo1: ð6:7Þ
(v) There holds the following condition (6.8a) (resp. (6.8b)):
ðaÞ lim sup
y!a
kW ðx; yÞ > 0; x 2 D; ðbÞ lim sup
y!b
kW ðx; yÞ > 0; x 2 D: ð6:8Þ
(vi) There holds the following condition (6.9a) (resp. (6.9b)):
ðaÞ lim
y!a
kW ðx; yÞ > 0; x 2 D; ðbÞ lim
y!b
kW ðx; yÞ > 0; x 2 D:
ð6:9Þ
Proof. We show only the assertions for b: The equivalence of (iii) and
(iv) follows from Theorems 6.1, 6.2, and the necessary and sufﬁcient
condition for non-Kb-bigness stated in Remark 5.10. Let Dj ¼ ðaj ; bjÞ with
aj # a and bj " b as j !1; and a1ocob1: Let us show that (iv) implies (ii).
Let bju xu yob: By (6.4),Z
D=Dj
Gðx; zÞWbðzÞGðz; yÞ dmðzÞ ¼
Z x
bj
g2KaðxÞKbðzÞWbðzÞKbðzÞKaðyÞ dm
þ
Z y
x
g2KbðxÞKaðzÞWbðzÞKbðzÞKaðyÞ dm
þ
Z b
y
g2KbðxÞKaðzÞWbðzÞKaðzÞKbðyÞ dm:
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1
gGðx; yÞ
Z
D=Dj
Gðx; zÞWbðzÞGðz; yÞ dm
¼
Z x
bj
KaðzÞKbðzÞWbðzÞ
KaðxÞ
KbðxÞ
 
KaðzÞ
KbðzÞ
 1
dmþ
Z y
x
KaðzÞKbðzÞWbðzÞ dm
þ
Z b
y
KaðzÞKbðzÞWbðzÞ
KaðzÞ
KbðzÞ
 
KaðyÞ
KbðyÞ
 1
dm
u
Z b
bj
KaKbWb dm:
Similarly, the above inequality for bju yu xob can be shown. Hence, Wb
is a small perturbation of L on D: Recall that (ii) implies (i). We next show
that (i) implies (iv), although it follows from Proposition 3.3 of [M9]. For
x0 ¼ cobju yob; we haveZ y
bj
KaKbWb dmu
1
gGðx0; yÞ
Z
D=Dj
Gðx0; zÞWbðzÞGðz; yÞ dmðzÞ: ð6:10Þ
Choose j so large that the right-hand side of (6.10) is less than 1 for any
y 2 ½bj ; bÞ: Then we obtain (6.7b). Hence, (i), (ii) and (iv) are equivalent. By
Corollary 5.7, (i) implies (vi). Obviously, (vi) implies (v). By Lemma 5.8, (v)
implies (iii). Since (iii) and (iv) are equivalent, this already completes the
proof of the equivalence. Here, however, we give another proof of that (v)
implies (iv). Since GW ðx0; yÞ  GWb ðx
0; yÞ on ðb1; bÞ; (6.8b) implies
lim sup
y!b
GWbðx
0; yÞ=Gðx0; yÞ > 0: ð6:11Þ
Let h ¼ Kb; and f the solution of ðL þWbÞf ¼ 0 in D such that f ¼ h on
ða; cÞ: Then v ¼ f =h satisﬁes
vðyÞ  1 ¼
Z y
c
dr½mAh2ðrÞ1
Z r
c
mh2Wv ds
¼
Z y
c
ds½mh2WvðsÞ
Z y
s
½mAh21 dr ð6:12Þ
for coyob: Thus, v is increasing as y ! b; and f v h: For y > x0; we have
GWb ðx
0; yÞ ¼ gf ðx0ÞgðyÞ; gðyÞ ¼ f ðyÞ
Z b
y
½mAf 21 dr: ð6:13Þ
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0o lim sup
y!b
f ðyÞ
R b
y
½mAf 21 dr
hðyÞ
R b
y
½mAh21 dr
u lim
y!b
1
vðyÞ
:
Thus, limy!b vðyÞo1: This together with (6.12) yieldsZ b
c
ds½mh2W 
Z b
s
½mAh21 dru lim
y!b
vðyÞ  1o1:
Hence, we get (6.7b). ]
A direct consequence of Theorem 6.3 is worth mentioning.
Corollary 6.4. (i) If
R c
a
KaKbWa dm ¼ 1 (resp.
R b
c
KaKbWb dm ¼ 1),
then
lim
y!a
kW ðx; yÞ ¼ 0; x 2 D resp: lim
y!b
kW ðx; yÞ ¼ 0; x 2 D
 
:
(ii) Condition (6.7a) (resp. (6.7b)) implies (6.9a) (resp. (6.9b)).
7. ELLIPTIC EQUATIONS IN SKEW PRODUCT FORM
In this section, we study the generalized principal eigenvalues and
subcriticality for elliptic equations in skew product form.
Suppose that the manifold M; non-compact domain D; and operator L in
Subsection 1.1 are of the form
M ¼ M1 M2; D ¼ D1 D2; L ¼ L1 þW1L2; ð7:1Þ
where Di with i ¼ 1 or 2 is a domain of a Riemannian manifold Mi; Li is an
elliptic operator on Di in the form (1.1) with obvious modiﬁcation of
notations, and W1 is a positive measurable function on D1 such that W1;
W11 2 L
1
locðD1Þ: In the rest of this paper, we consider positive solutions of
the equation
ðL1 þ W1L2Þu ¼ 0 in D1 D2: ð7:2Þ
We put
J ¼ W11 L; J1 ¼ W
1
1 L1; J2 ¼ L2; ð7:3Þ
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fundamental solutions for ð@t þ J ;DÞ; ð@t þ J1;D1Þ and ð@t þ J2;D2Þ with
respect to the measure W1 dm1 dm2; W1 dm1 and dm2; respectively (cf.
Subsection 3.2). From deﬁnition, we have the following lemma (cf. [Freire]).
Lemma 7.1. There hold the equalities
lspð@t þ J ;DÞ ¼ minflspð@t þ J1; D1Þ; lspð@t þ J2;D2Þg; ð7:4Þ
pðx; y; tÞ ¼ p1ðx1; y1; tÞp2ðx2; y2; tÞ; x; y 2 D; 0otolspð@t þ J;DÞ: ð7:5Þ
7.1. Generalized Principal Eigenvalue
For the generalized principal eigenvalue lðL; DÞ deﬁned by (1.9), we have
the following.
Theorem 7.2. (i) There holds the equality
lðJ ;DÞ ¼ lðJ1;D1Þ þ lðJ2;D2Þ: ð7:6Þ
In particular, lðJ;DÞ > 1 if and only if lðJ1;D1Þ > 1 and lðJ2;D2Þ
> 1:
(ii) Eq. (7.2) has a positive solution, i.e., lðL;DÞv 0; if and only if
lðL2; D2Þ > 1; lðJ1;D1Þ þ lðL2;D2Þv 0: ð7:7Þ
(iii) If lðL2;D2Þ > 1; then
lðL;DÞ ¼ lðL1 þ lðL2; D2ÞW1;D1Þ: ð7:8Þ
For proving this theorem, we need a lemma.
Lemma 7.3. For any domain E!D2;
lðJ ;D1  EÞ ¼ lðJ1;D1Þ þ lðJ2;EÞ; ð7:9Þ
lðL;D1  EÞ ¼ lðL1 þ lðL2;EÞW1;D1Þ: ð7:10Þ
Proof. We ﬁrst show (7.9) along the line given in the proof of [M5,
Theorem 3.1]. Put l0 ¼ lðJ2;EÞ: We claim that if lðJ1; D1Þ > 1; then
lðJ ;D1  EÞv lðJ1; D1Þ þ l0: ð7:11Þ
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and J2u2 ¼ l0u2 in E; respectively. Then uðxÞ ¼ u1ðx1Þu2ðx2Þ is a positive
solution of Ju ¼ ðlðJ1;D1Þ þ l0Þu in D1  E: Thus, we get (7.11). Next, we
claim that if lðJ;D1  EÞ > 1; then
lðJ1; D1Þ þ l0v lðJ ;D1  EÞ: ð7:12Þ
Suppose on the contrary that lðJ1; D1Þ þ l0olðJ; D1  EÞ: Then there exists
a domain F !D1 with regular boundary such that m0  lðJ1;F ÞolðJ;D1 
EÞ  l0: Let c 2 H10 ðF Þ be a positive solution of J1c ¼ m0c in F : Put
vðxÞ ¼ cðx1Þu2ðx2Þ and P ¼ J  ðm0 þ l0Þ: Since u2 2 H
1
0 ðEÞ; v 2 H
1
0 ðF  EÞ
and Pv ¼ 0 in F  E: Let u be a positive solution of Ju ¼ lðJ;D1  EÞu in
D1  E: Then
Pu ¼ flðJ ;D1  EÞ  ðm0 þ l0Þgu > 0 in F  E:
Since ðP;F  EÞ is critical, there exists a positive constant C such that u ¼
Cv on F  E: But u > 0 on @F  E: This is a contradiction. Thus (7.12)
holds. We have shown that lðJ ;D1  EÞ > 1 if and only if lðJ1;D1Þ >
1; and in this case (7.9) is valid. Similarly, we can show that (i) if
lðL1 þ lðL2;EÞW1;D1Þ > 1; then
lðL;D1  EÞv lðL1 þ lðL2; EÞW1; D1Þ;
(ii) if lðL;D1  EÞ > 1; then lðL1 þ lðL2;EÞW1;D1Þv lðL;D1  EÞ:
By (i) and (ii), we obtain (7.10). ]
Proof of Theorem 7.2. Let fD2;jg
1
j¼1 be an exhaustion of D2: By
(7.9),
lðJ ;D1  D2;jÞ ¼ lðJ1; D1Þ þ lðJ2;D2;jÞ
for any j: This together with (1.15) yields (7.6). Since lðL; DÞv 0 if and only
if lðJ;DÞv 0; assertion (ii) follows from (i). It remains to show (iii). Put
n0 ¼ lðL1 þ lðL2; D2ÞW1;D1Þ and l0 ¼ lðL2;D2Þ: We see that if n0 > 1;
then lðL;DÞv n0: We next claim that if lðL; DÞ > 1; then n0v lðL;DÞ:
Suppose on the contrary that n0olðL;DÞ: Then there exists a domain F !
D1 with regular boundary such that m0  lðL1 þ lðL2; D2ÞW1;F ÞolðL;DÞ:
Choose d > 0 such that d supfW1ðx1Þ; x1 2 %FgolðL; DÞ  m0; and a domain
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lðL1 þ lðL2; EÞW1; D1Þu lðL1 þ lðL2;EÞW1;F Þ
o lðL1 þ lðL2;D2ÞW1 þ dW1;F Þ
om0 þ flðL;DÞ  m0g ¼ lðL;DÞu lðL;D1  EÞ:
This contradicts (7.10). Thus, n0v lðL;DÞ: Hence, n0 > 1 if and only
if lðL;DÞ > 1; and (7.8) holds when n0 > 1: This completes the proof
of (iii). ]
7.2. Subcriticality
Suppose that l0 ¼ lðL2;D2Þ > 1: Note that ðL;DÞ and ðL1 þ l0W1;D1Þ
are subcritical if and only if ðJ; DÞ and ðJ1 þ l0; D1Þ are subcritical,
respectively.
Theorem 7.4. (i) If ðJ1 þ l0;D1Þ is subcritical, then ðL;DÞ is subcritical.
(ii) If ðL; DÞ is subcritical, then ðJ1 þ l0; D1Þ is subcritical under the
condition that ðL2  l0;D2Þ is positively critical (cf. Subsection 4.2).
Proof. We ﬁrst show (i). Let q1 and q2 be the fundamental solutions for
ð@t þ J1 þ l0;D1Þ and ð@t þ J2  l0; D2Þ; respectively. Clearly, q1ðx1; y1; tÞ ¼
etl0p1ðx1; y1; tÞ and q2ðx2; y2; tÞ ¼ etl0p2ðx2; y2; tÞ: By Proposition 3.9, (7.4)
and (7.5),
pðx; y; tÞ ¼ q1ðx1; y1; tÞq2ðx2; y2; tÞ; x; y 2 D; 0oto1: ð7:13Þ
Choose a positive solution h of the equation ðJ2  l0Þh ¼ 0 in D2: By the
maximum principle,
Z
q2ðx2; y2; tÞhðy2Þ dm2ðy2Þu hðx2Þ: ð7:14Þ
By Proposition 3.11, (7.13) and (7.14),
Z 1
0
dt
Z
D
pðx; y; tÞhðy2Þ dm2ðy2Þu hðx2Þ
Z 1
0
q1ðx1; y1; tÞ dto1:
Thus ðL;DÞ is subcritical. It remains to show (ii). Suppose that ðL2  l0;D2Þ
is positively critical, and ðL; DÞ is subcritical. Theorem 4.6 and (7.13)
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if
Z 1
0
pðx; y; tÞ dto1; then
Z 1
0
q1ðx1; y1; tÞ dto1:
Thus, ðJ1 þ l0; D1Þ is subcritical. ]
Corollary 7.5. Suppose that ðL;DÞ is critical. Then ðJ1 þ l0;D1Þ and
ðJ2  l0; D2Þ are critical. Furthermore, any positive solution of (7.2) is a
constant multiple of f1ðx1Þf2ðx2Þ; where f1 and f2 are positive solutions of
ðJ1 þ l0Þf1 ¼ 0 in D1 and ðJ2  l0Þf2 ¼ 0 in D2; respectively.
Proof. By Theorem 7.4, if ðL;DÞ is critical, then ðJ1 þ l0;D1Þ
must be critical. Since ðJ2  l0;D2Þ is either subcritical or critical, it follows
from the proof of Theorem 7.4 that ðJ2  l0; D2Þ is critical. Since fðxÞ ¼
f1ðx1Þf2ðx2Þ is a positive solution of Lf ¼ 0 in D; we obtain the last
assertion. ]
Remark 7.6. The converse of Corollary 7.5 is not valid in general.
A well-known counterexample is the following: Let L ¼ 4 on
D ¼ R3; L1 ¼ d2= dx21 on D1 ¼ R
1 and L2 ¼ 4 on D2 ¼ R
2; then
l0 ¼ 0; ðJ1 þ l0;D1Þ and ðJ2  l0; D2Þ are critical, but ðL;DÞ is not
critical. (For non-trivial counterexamples, see [Aron,Dav1, Gr6,K-
S, Li,M1,2,Nor2].) However, by Theorem 7.4, the converse of Corollary
7.5 is valid under the assumption that ðL2  l0; D2Þ is positively critical. As
for further criteria of criticality of skew products, see [Okura] and references
therein.
Suppose that ðJ1 þ l0;D1Þ and ðJ ;DÞ are subcritical. Let H0 and G be the
Green functions for ðJ1 þ l0;D1Þ and ðJ ;DÞ with respect to the measure
W1 dm1 and W1 dm1 dm2; respectively. Then we have
Lemma 7.7. The Green functions for ðL1 þ l0W1;D1Þ and ðL;DÞ with
respect to the measures dm1 and dm1 dm2 are equal to H0 and G; respectively.
Furthermore,
H0ðx1; y1Þ ¼
Z 1
0
p1ðx1; y1; tÞetl0 dt; ð7:15Þ
Gðx; yÞ ¼
Z 1
0
p1ðx1; y1; tÞp2ðx2; y2; tÞ dt: ð7:16Þ
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the measure dm1: Since J1 ¼ W
1
1 L1; we haveZ
D1
H0ðx1; y1Þjðy1ÞW1ðy1Þ dm1ðy1Þ ¼
Z
D1
Hðx1; y1ÞW1ðy1Þjðy1Þ dm1ðy1Þ
for any j 2 C10 ðD1Þ: Thus, H ¼ H0: Then (7.15) follows from Proposition
3.11. The assertions for G can be shown similarly. ]
8. DEGENERATE PART AND REGULAR PART OF THE
MARTIN BOUNDARY
In this section, we consider positive solutions of the elliptic equation (7.2)
in skew product form, and study the Martin boundary for ðL1 þW1L2;
D1  D2Þ: In the next section, we will completely determine the Martin
boundary on the basis of results to be given in this section.
8.1. Basic Assumptions, Notations, and Lemmas
Suppose that ðL;DÞ is subcritical, and let G be the Green function for
ðL;DÞ with respect to the measure dm ¼ dm1 dm2: Put l0 ¼ lðL2;D2Þ; which
is ﬁnite by Theorem 7.2(ii). Suppose that Ln2 ¼ L2; and let L2 be the self-
adjoint operator on L2ðD2; dm2Þ associated with L2 on D2 (cf. Subsection
2.2). Assume the following condition (EE2), i.e., eigenfunction expansion
for the second operator.
(EE2) The spectrum sðL2Þ consists of discrete eigenvalues with ﬁnite
multiplicity.
Then the smallest eigenvalue of L2 is l0; and it is simple. Let l0ol1u
l2u    be the eigenvalues ofL2 repeated according to multiplicity. Let fj
be an eigenfunction associated with lj ðj ¼ 0; 1; 2; . . .Þ such that ffjg
1
j¼0 is a
complete orthonormal system of L2ðD2Þ: By Theorem 7.4, ðL1 þ l0W1;D1Þ
is subcritical; and so ðL1 þ ljW1;D1Þ are also subcritical for j ¼ 1; 2; . . . .
For j ¼ 0; 1; . . . ; denote by Hj the Green function for ðL1 þ ljW1;D1Þ with
respect to the measure dm1:
Lemma 8.1. Assume (EE2). ThenZ
D2
Gðx; yÞf0ðx2Þ dm2ðx2Þ ¼ H0ðx1; y1Þf0ðy2Þ; x1; y1 2 D1; y2 2 D2: ð8:1Þ
Proof. By Theorem 3.12,Z
D2
p2ðx2; y2; tÞf0ðx2Þ dm2ðx2Þ ¼ e
tl0f0ðy2Þ: ð8:2Þ
MINORU MURATA106By the Fubini theorem and Lemma 7.7,
Z
D2
Gðx; yÞf0ðx2Þ dm2ðx2Þ ¼
Z 1
0
p1ðx1; y1; tÞetl0 dtf0ðy2Þ
¼ H0ðx1; y1Þf0ðy2Þ: ]
Remark. Actually, (8.1) and (8.2) hold if ðL2  l0;D2Þ is critical
(cf. [Gr5, Theorems 5.1 and 6.2; Pinc1, Theorem 2.1; Pinc2, Lemma 3.1]).
Corollary 8.2. For any domain F and open set E with F !E!D1;
there exists a positive constant C such that
Gðx1; x02; y1; y2ÞuCH0ðx1; y1Þf0ðx
0
2Þf0ðy2Þ;
ðx1; y1Þ 2 F  ðD1=EÞ; y2 2 D2; ð8:3Þ
where x0 ¼ ðx01;x
0
2Þ is a reference point in D:
Proof. Let B be a ball Bðx02; rÞ!D2: By (8.1) and the Harnack
inequality,
H0ðx1; y1Þf0ðy2Þv
Z
B
Gðx; yÞf0ðx2Þ dm2ðx2Þv c Gðx1;x
0
2; y1; y2Þf0ðx
0
2Þ:
Here c is a positive constant. Thus, we get (8.3) with C ¼ c1f0ðx
0
2Þ
2: ]
In constructing the Martin boundary for ðL;DÞ; we need the following
condition (PEG), i.e., product estimate of the Green function, which is more
stringent than (8.3).
(PEG) For any domain F and open set E with F !E!D1; there exists a
positive constant C such that
Gðx; yÞuCH0ðx1; y1Þf0ðx2Þf0ðy2Þ; ðx1; y1Þ 2 F  ðD1=EÞ; x2; y2 2 D2:
ð8:4Þ
As for sufﬁcient conditions for (PEG), see Proposition 9.7 and Lemma
9.13 to be given in the next section.
Lemma 8.3. Assume (EE2) and (PEG). Then, for any j ¼ 1; 2; . . . ;
Z
D2
Gðx; yÞfjðx2Þ dm2ðx2Þ ¼ Hjðx1; y1Þfjðy2Þ; x1; y1 2 D1; y2 2 D2: ð8:5Þ
MARTIN BOUNDARIES OF ELLIPTIC SKEW PRODUCTS 107Proof. For N > 1; put
GNðx; yÞ ¼
Z N
1=N
p1ðx1; y1; tÞp2ðx2; y2; tÞ dt: ð8:6Þ
Fix x1; y1 and y2: For any s > 0 and x2 2 D2;
esl0f0ðx2Þ ¼
Z
D2
p2ðx2; z; sÞf0ðzÞ dm2ðzÞv
Z
B
p2ðx2; z; sÞf0ðzÞ dm2ðzÞ;
where B is a ball Bðy2; rÞ!D2: By the parabolic Harnack inequality, there
exists a positive constant C such that
p2ðx2; y2; tÞuCp2ðx2; z; tþ r2Þ; x2 2 D2; 1=Nu tuN; z 2 B:
Thus, there exists another constant C such that
p2ðx2; y2; tÞuCf0ðx2Þ; x2 2 D2; 1=Nu tuN: ð8:7Þ
By Theorem 3.12,
Z
D2
p2ðx2; y2; tÞfjðx2Þ dm2ðx2Þ ¼ e
tljfjðy2Þ: ð8:8Þ
Since (8.7) implies
p1ðx1; y1; Þp2ð; y2; ÞjfjðÞj 2 L
1ðD2  ð1=N;NÞ; dm2 dtÞ;
we have by Fubini’s theorem, (8.6) and (8.8),
Z
D2
GNðx; yÞfjðx2Þ dm2ðx2Þ ¼
Z N
1=N
p1ðx1; y1; tÞetlj dtfjðy2Þ: ð8:9Þ
Since 0oGN ðx; yÞoGðx; yÞuCH0ðx1; y1Þf0ðx2Þf0ðy2Þ; the Lebesgue domi-
nated convergence theorem shows that (8.5) is obtained by letting N !1
in (8.9). ]
Corollary 8.4. For any j ¼ 1; 2; . . . ; there exists a positive constant Cj
such that
jfjðy2ÞjuCjf0ðy2Þ; y2 2 D2: ð8:10Þ
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0
1 in D1: By (8.5), (8.4), and the Schwartz inequality,
Hjðx01; y
0
1Þjfjðy2Þju
Z
D2
Gðx01; x2; y
0
1; y2Þjfjðx2Þj dm2ðx2Þ
u C
Z
D2
H0ðx01; y
0
1Þf0ðx2Þf0ðy2Þjfjðx2Þj dm2ðx2Þ
u CH0ðx01; y
0
1Þf0ðy2Þ:
This yields (8.10) with Cj ¼ CH0ðx01; y
0
1Þ=Hjðx
0
1; y
0
1Þ: ]
In the rest of this section, we assume that ðL;DÞ is subcritical, and
conditions (EE2) and (PEG) are satisﬁed.
We denote by Dn; @MD; @mD; and Kðx; xÞ the Martin compactiﬁcation of
D with respect to L; the Martin boundary, minimal Martin boundary, and
Martin kernel for ðL;DÞ; respectively. We deﬁne Dn1 and D
n
2 as follows.
When Di with i ¼ 1 or 2 is compact, we put Dni ¼ Di and @MDi ¼ @mDi ¼1
as convention. When D1 is non-compact, D
n
1 ; @MD1; @mD1; and K0ðx1; x1Þ
denote the Martin compactiﬁcation of D1 with respect to L1 þ l0W1; the
Martin boundary, minimal Martin boundary, and Martin kernel for ðL1 þ
l0W1;D1Þ; respectively. When D2 is non-compact, Dn2 denotes the Martin
compactiﬁcation of D2 with respect to L2  l0 þ j; where j 2 C10 ðD2Þ is a
non-negative function not identically zero. It is known that Dn2 is
independent of j: The Martin boundary and minimal Martin boundary
for ðL2  l0 þ j;D2Þ are denoted by @MD2 and @mD2; respectively.
For an open subset X1 (resp. a closed subset X0) of @MD1; we call a subset
of @MD which is homeomorphic to
X1  Dn2 [ D1  @MD2 ðresp: X0  fd2gÞ;
a regular part (resp. a degenerate part). Here d2 is an ideal point outside
of Dn2 :
The purpose of this section is to construct a degenerate part and a regular
part of the Martin boundary @MD:
8.2. Degenerate Part of the Martin Boundary
Put
kðx; yÞ ¼
Gðx; yÞ
H0ðx01; y1Þf0ðy2Þ
; kjðx1; y1Þ ¼
Hjðx1; y1Þ
H0ðx01; y1Þ
; j ¼ 1; 2; . . . ; ð8:11Þ
and k0ðx1; y1Þ ¼ K0ðx1; y1Þ ¼ H0ðx1; y1Þ=H0ðx01; y1Þ: In order to construct a
degenerate part of the Martin boundary @MD; we introduce the following
condition (EZ1), i.e., existence of the zero limit for relative Green functions
on the ﬁrst domain.
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x1 2 X0;
lim
D1 ] y1!x1
kjðx1; y1Þ ¼ 0; x1 2 D1; j ¼ 1; 2; . . . : ð8:12Þ
Actually, (8.12) holds if limD1 ] y1!x1 k1ðx1; y1Þ ¼ 0 for any x1 2 D1 because
0uHjuH1 for any jv 2: As for sufﬁcient conditions for (EZ1), see
Lemma 5.8, Theorems 6.3, and Corollary 6.4 in Sections 5 and 6.
Theorem 8.5. Assume (EE2), (PEG), and (EZ1). Then the following
(i)–(iv) hold:
(i) For any sequence fyig1i¼1  D with the sequence fy
i
1g
1
i¼1  D1
converging to x1 2 X0 in Dn1 ;
lim
i!1
kðx; yiÞ ¼ K0ðx1; x1Þf0ðx2Þ; x 2 D: ð8:13Þ
(ii) X0 is continuously embedded into @MD; and the image of x1 2 X0 is
denoted by *x1 ¼ ðx1; d2Þ; where d2 is an ideal point outside of Dn2 :
(iii) For x1 2 X0;
Kðx; *x1Þ ¼ K0ðx1; x1Þf0ðx2Þ=f0ðx
0
2Þ; x 2 D: ð8:14Þ
(iv) ðX0  fd2gÞ \ @mD  ðX0 \ @mD1Þ  fd2g:
Proof. Put uiðxÞ ¼ kðx; yiÞ: By (PEG), for any domain F !D1 there
exists a positive constant C such that for all sufﬁciently large j
0ouiðxÞuCK0ðx1; yi1Þf0ðx2Þ; x1 2 F ; x2 2 D2: ð8:15Þ
Thus, any subsequence of fuig has its subsequence which converges
uniformly on any compact subset of D to a non-negative solution of (7.2).
Suppose that a subsequence fuilg
1
l¼1 of fuigi converges to a non-negative
solution u: Fix x1: By (8.15),
0ouil ðx1;x2ÞuCf0ðx2Þ; x2 2 D2; ð8:16Þ
for any sufﬁciently large l: Thus, uðx1; x2ÞuCf0ðx2Þ; x2 2 D2: By Lemma
8.3, Z
D2
uil ðx1; x2Þfjðx2Þ dm2ðx2Þ ¼ kjðx1; y
il
1 Þfjðy
il
2Þ=f0ðy
il
2 Þ:
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8.4, (8.16) and (8.12) yields
Z
D2
uðx1; x2Þfjðx2Þ dm2ðx2Þ ¼
K0ðx1; x1Þ; j ¼ 0;
0; j ¼ 1; 2; . . . :
(
ð8:17Þ
Since uðx1; Þ 2 L2ðD2Þ; this implies that uðxÞ ¼ K0ðx1; x1Þf0ðx2Þ: Hence the
sequence fuig
1
i¼1 itself converges to K0ðx1; x1Þf0ðx2Þ; which shows (i).
Assertions (ii) and (iii) follow from (i). It remains to show (iv). Suppose that
*x1 2 @mD; i.e., Kð; *x1Þ is minimal. Let u1 be a positive solution of
ðL1 þ l0W1Þu1 ¼ 0 in D1 such that u1ðx1ÞuK0ðx1; x1Þ: Then
u1ðx1Þf0ðx2Þ=f0ðx
0
2ÞuKðx; *x1Þ; x 2 D:
Thus u1ðx1Þf0ðx2Þ=f0ðx
0
2Þ ¼ CKðx; *x1Þ for some constant C; which implies
u1ðx1Þ ¼ CK0ðx1; x1Þ: Hence, x1 2 @mD1: ]
Remark. An open problem concerning the part (iv) of Theorem 8.5 is
whether the equality ðX0  fd2gÞ \ @mD ¼ ðX0 \ @mD1Þ  fd2g holds only
under the assumptions of the theorem. In constructing the full Martin
boundary, we shall show this equality by assuming further conditions
(see (9.10) in Theorem 9.1 and the proof of Theorem 9.8 to be given in
Section 9).
8.3. Regular Part of the Martin Boundary
In order to construct a regular part of the Martin boundary, we introduce
the following condition (CE2), i.e., continuous extension to the Martin
boundary of intrinsic eigenfunctions of the second operator.
(CE2) For any j ¼ 1; 2; . . . ; the function fj=f0 has a continuous extension
½fj=f0 to D
n
2 :
As for a sufﬁcient condition for (CE2), see Theorem 5.12. Put
Hðx; yÞ ¼ Gðx; yÞ=f0ðy2Þ: ð8:18Þ
Lemma 8.6. Assume (EE2), (PEG), and (CE2). Then, for any sequence
fyig1i¼1  D which converges to x ¼ ðx1; x2Þ 2 D1  @MD2; the sequence
fHð; yiÞg1i¼1 converges uniformly on any compact subset of D to a positive
solution Hð; xÞ of (7.2) satisfying
Hðx; xÞ ¼
X1
j¼0
Hjðx1; x1Þfjðx2Þ½fj=f0ðx2Þ; x 2 ðD1=fx1gÞ  D2: ð8:19Þ
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for any domain F !D1=fx1g; and also uniformly on any compact subset of
ðD1=fx1gÞ  D2: Furthermore, H is continuous on D  ðD1  @MD2Þ:
Proof. Put uiðxÞ ¼ Hðx; yiÞ: By (PEG), for any domain F !D1=fx1g
there exists a positive constant C such that for all sufﬁciently large i
0ouiðxÞuCH0ðx1; yi1Þf0ðx2Þ; x 2 F  D2: ð8:20Þ
Thus, any subsequence of fuig
1
i¼1 has its subsequence which converges
uniformly on any compact subset of D to a non-negative solution of (7.2).
Suppose that a subsequence fuilg
1
l¼1 of fuigi converges to a non-negative
solution u: Fix x1 2 D1=fx1g: By (8.20),
0ouil ðx1;x2ÞuCf0ðx2Þ; x2 2 D2; ð8:21Þ
for any sufﬁciently large l: Thus, uðx1; x2ÞuCf0ðx2Þ; x2 2 D2: By Lemma
8.3, Z
D2
uil ðx1; x2Þfjðx2Þ dm2ðx2Þ ¼ Hjðx1; y
il
1Þðfj=f0Þðy
il
2 Þ:
Then the Lebesgue dominated convergence theorem together with (8.21)
and (CE2) yieldsZ
D2
uðx1;x2Þfjðx2Þ dm2ðx2Þ ¼ Hjðx1; x1Þ½fj=f0ðx2Þ ð8:22Þ
for any j ¼ 0; 1; 2; . . . . Equality (8.22) for j ¼ 0 also shows that u > 0: Since
uðx1; Þ 2 L2ðD2Þ; (8.22) implies
uðx1; x2Þ ¼
X1
j¼0
Hjðx1; x1Þ½fj=f0ðx2Þfjðx2Þ in L
2ðD2Þ: ð8:23Þ
Since continuous functions on D1  D2 satisfying (8.23) for any x1 2
D1=fx1g coincide, the sequence fuig
1
i¼1 itself converges to a positive solution
u determined by (8.23). This proves the ﬁrst half of the lemma. Let us show
that the series on the right-hand side of (8.19) converges in L2ðF D2Þ for
any domain F !D1=fx1g: Let e > 0: By (8.20), there exists a domain E!D2
such that
sup
x12F
jjuðx1; ÞjjL2ðD2=EÞoe: ð8:24Þ
Choose domains U1 and U2 such that F !U1!D1=fx1g and E!U2!D2:
Then u is a positive solution of Lu ¼ 0 in U ¼ U1  U2 such that
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juðz; x2Þ  uðw;x2ÞjuC½distðz;wÞa; z;w 2 %F ; x2 2 E; ð8:25Þ
where C and a are positive constants. Choose ﬁnite number of points
fxl1; l ¼ 1; . . . ; Ng  %F such that for any x1 2 %F there exists x
l
1 such thatZ
E
juðx1;x2Þ  uðxl1;x2Þj
2 dm2ðx2Þoe2: ð8:26Þ
By (8.24) and (8.26),
jjuðx1; Þ  uðxl1; ÞjjL2ðD2Þo3e: ð8:27Þ
Put ujðx1Þ ¼ Hjðx1; x1Þ½fj=f0ðx2Þ: Choose m so large that
sup
l
X1
j¼m
½ujðxl1Þ
2
( )1=2
oe:
Then, we have f
P1
j¼m ½ujðx1Þ
2g1=2o4e; x1 2 F : Thus,
X1
j¼m
Hjðx1; x1Þ½fj=f0ðx2Þfjðx2Þ
					
					
					
					
L2ðFD2Þ
o4em1ðF Þ1=2:
This proves that the series converges in L2ðF D2Þ: Since for any mok; the
function
Xk
j¼m
Hjðx1; x1Þ½fj=f0ðx2Þfjðx2Þ
is a solution of Lu ¼ 0 in ðD1=fx1gÞ  D2; the L2-convergence shown above
together with the a priori estimate implies that the series converges
uniformly on any compact subset of ðD1=fx1gÞ  D2: It remains to show the
continuity of H on D  ðD1  @MD2Þ: Let fðxl ; x
lÞg1l¼1 be a sequence in D 
ðD1  @MD2Þ which converges to ðx; xÞ 2 D  ðD1  @MD2Þ: Choose domains
E and F such that fxl ; l ¼ 1; 2; . . .g!E!D and fxl1; l ¼ 1; 2; . . .g!F !
D1: Choose a point z 2 D with z1 2 D1=F : For any l; choose a sequence
fyl;ig1i¼1 in D converging to x
l such that fyl;i1 ; l ¼ 1; 2; . . . ; i ¼ 1; 2; . . .g!F :
By (8.20),
sup
l;i
Hðz; yl;iÞo1: ð8:28Þ
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lim
i!1
Hð; yl;iÞ ¼ Hð; xlÞ
is uniform on any compact subset of D: Thus, for any l ¼ 1; 2; . . . ; we can
choose zl  yl;iðlÞ 2 D= %E such that distðzl ; xlÞo1=l and
sup
w2E
jHðw; zlÞ  Hðw; xlÞjo1=l:
We have
jHðxl ; xlÞ Hðx; xÞjo1=l þ jHðxl ; zlÞ Hðx; zlÞj þ jHðx; zlÞ Hðx; xÞj:
Clearly, liml!1 z
l ¼ x: By (8.28) and the a priori estimate, there exist
positive constants a and C such that for all l;
jHðxl ; zlÞ  Hðx; zlÞjuC½distðxl ; xÞa:
Hence, liml!1 jHðxl ; x
lÞ Hðx; xÞj ¼ 0: ]
In order to identify a regular part of the Martin boundary @MD; we
further need the following condition (SM2), i.e., separation of measures on
Dn2 by extended intrinsic eigenfunctions of the second operator.
(SM2) If ﬁnite Borel measures b and g on Dn2 satisfy
Z
Dn
2
½fj=f0 db ¼
Z
Dn
2
½fj=f0 dg; j ¼ 0; 1; 2; . . . ; ð8:29Þ
then b ¼ g:
As for sufﬁcient conditions for (SM2), see Proposition 9.7 and Theorem
9.9 in the next section.
Theorem 8.7. Assume (EE2), (PEG), (CE2) and (SM2). Then the
following (i)–(iii) hold true.
(i) For any sequence fyig1i¼1  D which converges to x 2 D1  @MD2;
lim
i!1
Kðx; yiÞ ¼ Hðx; xÞ=Hðx0; xÞ; x 2 D; ð8:30Þ
where Hð; xÞ is a positive solution of (7.2) determined by (8.19).
(ii) D1  @MD2 is continuously embedded into @MD; and the image of
x 2 D1  @MD2 is also denoted by x:
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Kðx; xÞ ¼ Hðx; xÞ=Hðx0; xÞ: ð8:31Þ
Proof. (i) follows from Lemma 8.6. It also shows that for any x 2
D1  @MD2 there corresponds a point *x 2 @MD such that Kðx; *xÞ ¼
Hðx; xÞ=Hðx0; xÞ: We claim that *x ¼ *Z implies x ¼ Z: Suppose that
Hðx; xÞ=Hðx0; xÞ ¼ Hðx; ZÞ=Hðx0; ZÞ; x 2 D;
for some x; Z 2 D1  @MD2: By (8.19),
Hjðx1; x1Þ
Hðx0; xÞ
fj
f0
 
ðx2Þ ¼
Hjðx1; Z1Þ
Hðx0; ZÞ
fj
f0
 
ðZ2Þ; x1 2 D1=fx1; Z1g; ð8:32Þ
for any j ¼ 0; 1; . . . : Equality (8.32) for j ¼ 0 implies that x1 ¼ Z1 and
Hðx0; xÞ ¼ Hðx0; ZÞ; which together with (8.32) for j ¼ 1; 2; . . . yields
½fj=f0ðx2Þ ¼ ½fj=f0ðZ2Þ:
Condition (SM2) then implies x2 ¼ Z2: Thus, x ¼ Z: This completes
the proof of the claim; which together with (i) shows (iii). The continuity
of the map: x/ *x follows from the continuity of H on
D  ðD1  @MD2Þ: ]
In comparison with condition (EZ1) which has been used for constructing
a degenerate part of the Martin boundary, we introduce here the following
condition (EP1), i.e., existence of positive limits for relative Green functions
on the ﬁrst domain.
(EP1) There exists an open subset X1 of @MD1 such that for any x1 2 X1;
kjðx1; x1Þ  lim
D1 ] y1!x1
kjðx1; y1Þ > 0; x1 2 D1; j ¼ 1; 2; . . . : ð8:33Þ
Actually, condition (EP1) holds if for any x1 2 X1 there exist the limits
kjðx1; x1Þ; j ¼ 1; 2; . . . and k1ð; x1Þ > 0 on D1: Indeed, inequality (3.9) of
[Pinc1] yields
H1uH
1tj
0 H
tj
j ; tj ¼ ðl1  l0Þ=ðlj  l0Þ; j ¼ 2; 3; . . . ;
which implies k1ð; x1Þu kjð; x1Þ
tj : (Although (3.9) was shown in a different
setting, its proof is valid in our setting.) This comment has been informed by
Y. Pinchover in a private letter. As for sufﬁcient conditions for (EP1), see
Theorems 5.5, 6.3, and Corollary 5.7 in Sections 5 and 6.
Lemma 8.8. Assume ðEP1Þ: Then kj is continuous on D1  X1:
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0
1g; the continuity of kj can
be shown in the same way as that of H in Lemma 8.6. ]
Lemma 8.9. Assume ðEE2Þ; ðPEGÞ; ðCE2Þ; and ðEP1Þ: Then, for any
sequence fyig1i¼1  D which converges to x 2 X1  D
n
2 ; the sequence
fkð; yiÞg1i¼1 converges uniformly on any compact subset of D to a positive
solution kð; xÞ of (7.2) satisfying
kðx; xÞ ¼
X1
j¼0
kjðx1; x1Þ½fj=f0ðx2Þfjðx2Þ; x 2 D: ð8:34Þ
Here the series in the right-hand side of (8.34) converges in L1ðX1  Dn2 ;
L2ðF  D2ÞÞ for any domain F !D1; and also uniformly on ðF  EÞ  ðX1 
Dn2Þ for any domains F !D1 and E!D2: Furthermore, kðx; xÞ is continuous
on D  ðX1  Dn2Þ:
Proof. The conclusion except for the last one can be shown in the same
way as Lemma 8.6. The continuity of k follows from the uniform
convergence and Lemma 8.8. ]
Theorem 8.10. Assume ðEE2Þ; ðPEGÞ; ðCE2Þ; ðSM2Þ and ðEP1Þ: Then the
following ðiÞ–ðiiiÞ hold true:
ðiÞ For any sequence fyig1i¼1  D which converges to x 2 X1  D
n
2 ;
lim
i!1
Kðx; yiÞ ¼ kðx; xÞ=kðx0; xÞ; x 2 D; ð8:35Þ
where kð; xÞ is a positive solution of (7.2) determined by (8.34).
ðiiÞ X1  Dn2 is continuously embedded into @MD; and the image of
x 2 X1  Dn2 is also denoted by x:
ðiiiÞ For x 2 X1 Dn2 ;
Kðx; xÞ ¼ kðx; xÞ=kðx0; xÞ; x 2 D: ð8:36Þ
Proof. By Lemma 8.9, the theorem can be shown in the same way as
Theorem 8.7. ]
9. COMPLETE BODY OF THE MARTIN BOUNDARY
In this section, by combining the preceding results, we completely
determine the Martin boundary @MD for positive solutions of the elliptic
equation (7.2) in skew product form.
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Let L ¼ L1 þW1L2 be the elliptic operator (7.1) on the non-compact
domain D ¼ D1  D2: Suppose that ðL;DÞ is subcritical, and let G be the
Green function of L on D with respect to the measure dm ¼ dm1 dm2: Denote
by Dn; @MD; @mD; and Kðx; xÞ the Martin compactiﬁcation of D with
respect to L; the Martin boundary, minimal Martin boundary, and Martin
kernel for ðL;DÞ; respectively.
Suppose that Ln2 ¼ L2; and let L2 be the self-adjoint operator on
L2ðD2; dm2Þ associated with L2 on D2 (cf. Subsection 2.2). Put l0 ¼
lðL2;D2Þ; which is ﬁnite by Theorem 7.2(ii). When D2 is non-compact, we
denote by Dn2 ; @MD2 and @mD2 the Martin compactiﬁcation, Martin
boundary and minimal Martin boundary of D2 with respect to L2  l0 þ
j; respectively, where j 2 C10 ðD2Þ is a non-negative function not identically
zero. When D2 is compact, we put D
n
2 ¼ D2 and @MD2 ¼ @mD2 ¼1 as
convention. Suppose that l0 is an eigenvalue of L2; and let f0 be a
normalized positive eigenfunction for l0: Let p2 be the minimal funda-
mental solution for ð@t þ L2;D2Þ with respect to the measure dm2 (cf.
Subsection 3.2).
We assume the following condition (SMI2), i.e., semismallness, minim-
ality, and IU for ðL2;D2Þ (cf. Subsections 5.1, 1.4, and 4.3).
(SMI2) The following are satisﬁed:
(S) 1 is a semismall perturbation of L2  l on D2 for some lol0:
(M) @mD2 ¼ @MD2:
(I) There exists a positive continuous decreasing function CðtÞ on
ð0;1Þ such that
p2ðx2; y2; tÞuCðtÞel0tf0ðx2Þf0ðy2Þ; x2; y2 2 D2; t > 0; ð9:1Þ
and
lim
t!0
t log CðtÞ ¼ 0: ð9:2Þ
For examples satisfying (SMI2), see Examples 9.2–9.4 below. We note
that by the condition (S), Dn2 ; @MD2 and @mD2 are homeomorphic to the
Martin compactiﬁcation, Martin boundary and minimal Martin boundary
of D2 with respect to L2  l; respectively (cf. result (II) in Subsection 5.1).
By Theorem 5.12, condition (S) also implies that the spectrum of L2
consists of discrete eigenvalues with ﬁnite multiplicity. Let l0ol1u l2u
   be the eigenvalues ofL2 repeated according to multiplicity. Let fj be an
eigenfunction associated with lj ðj ¼ 0; 1; 2; . . .Þ such that ffjg
1
j¼0 is a
complete orthonormal system of L2ðD2Þ: By Theorem 5.12, for any
j ¼ 1; 2; . . . ; the function fj=f0 has a continuous extension ½fj=f0 to D
n
2 :
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and so ðL1 þ ljW1;D1Þ are also subcritical for j ¼ 1; 2; . . . : For j ¼ 0; 1; . . . ;
denote by Hj the Green function of L1 þ ljW1 on D1 with respect to the
measure dm1: When D1 is non-compact, we denote by D
n
1 ; @MD1; @mD1; and
K0 the Martin compactiﬁcation, Martin boundary, minimal Martin
boundary, and Martin kernel for ðL1 þ l0W1;D1Þ; respectively. When D1
is compact, we put Dn1 ¼ D1 and @MD1 ¼ @mD1 ¼1 as convention. For an
open set O D1; we denote by On the closure of O in Dn1; while %O denotes
the closure of O in the relative topology of D1: We abbreviate the
comparison principle to CP (cf. Subsection 1.5).
In view of Lemma 1.5 and Theorem 5.5, we introduce the following
condition (ZCS1), i.e. zero limit, comparison principle, and semismallness
for ðL1 þ l0W1;D1Þ:
(ZCS1) There exist subsets X0 and X1 of @MD1 such that X0 [ X1 ¼
@MD1 and the following conditions (ZC) and (CS) are satisﬁed.
(ZC) For any x1 2 X0; there exist domains Ui ði ¼ 1–4) of D1 such
that
Ui  Uiþ1 for i ¼ 1; 2; 3; x1 2 U
n
1 \ @MD1; x
0
1 2 U3=U1; ð9:3Þ
lim
U3 ] y1!x1
h1ðx1; y1Þ=h0ðx01; y1Þ ¼ 0; x1 2 U3; ð9:4Þ
where h1 (resp. h0) is the Green function of L1 þ l1W1 (resp. L1 þ l0W1) on
U4: Furthermore, CP holds for S and R; where
S ¼ ðfH0ð; y1Þ; y1 2 U1 [ ðD1=U3Þg; L1 þ l0W1; U3=U1; @U2Þ; ð9:5Þ
R ¼ ðfH1ðx01; Þ; h1ðx
0
1; Þg; L
n
1 þ l1W1; U4=fx
0
1g; @U3Þ:
(CS) For any x1 2 X1; there exist domains Ei ði ¼ 1; . . . ; 8Þ of D1 such
that
Ei  Eiþ1 for i ¼ 1; . . . ; 7; x1 2 E
n
1 \ @MD1; x
0
1 2 E6=E5; ð9:6Þ
W1 is a semismall perturbation of L1 þ l0W1 on E8; ð9:7Þ
and CP holds for Si ði ¼ 1–3Þ; Tj and Uj ðj ¼ 0; 1; . . .Þ; where
Si ¼ ðfH0ð; y1Þ; y1 2 E2i1 [ ðD1=E2iþ1Þg;L1 þ l0W1;E2iþ1=E2i1; @E2iÞ;
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Uj ¼ ðfHjðx01; Þ; hjðx
0
1; Þg; L
n
1 þ ljW1; E8=fx
0
1g; @E6Þ; j ¼ 0; 1; 2; . . . :
ð9:8Þ
Here hj is the Green function of L1 þ ljW1 on E8:
This condition (ZCS1) always holds when D1 is one dimensional
(see Theorem 6.3 and Corollary 6.4). The semilocalized conditions (9.4)
and (9.7) are useful in treating domains having several connected
components at inﬁnity. Note that CP holds for (9.8), for example, when
either E8=E1 is a compact subset of D1 or E8=E1 is a relatively compact
Lipschitz domain of M1 and the coefﬁcients of W
1
1 L1 satisfy the conditions
in Subsection 1.1 also on a neighborhood of E8 =E1 (see Examples 1.3
and 1.4).
We are now ready to state our main theorem.
Theorem 9.1. Assume conditions ðSMI2Þ and ðZCS1Þ: Then the following
ðiÞ–ðiiiÞ hold true:
ðiÞ With d2 being an ideal point outside of Dn2 ; the Martin boundary @MD
is equal to a disjoint union of X0  fd2g; X1  Dn2 ; and D1  @MD2:
@MD ¼ X0  fd2g [ X1 Dn2 [ D1  @MD2: ð9:9Þ
Furthermore,
@mD ¼ ðX0 \ @mD1Þ  fd2g [ ðX1 \ @mD1Þ Dn2 [ D1  @MD2: ð9:10Þ
In particular, @mD ¼ @MD if and only if @mD1 ¼ @MD1:
ðii:0Þ For x1 2 X0; a subset U of Dn is a neighborhood of *x1 ¼ ðx1; d2Þ if
and only if there exists a neighborhood U1 of x1 in Dn1 such that
U*ðU1 \ X0Þ  fd2g [ ðU1 \ X1Þ  Dn2 [ ðU1 \ D1Þ  D
n
2 : ð9:11Þ
ðii:1Þ For x 2 X1  Dn2 [ D1  @MD2; a subset U of D
n is a neighbor-
hood of x if and only if there exist neighborhoods U1 and U2 of x1 and x2 in Dn1
and Dn2 ; respectively, such that U1 U2  U :
ðiii:0Þ For x 2 X0  fd2g;
Kðx; xÞ ¼ K0ðx1; x1Þf0ðx2Þ=f0ðx
0
2Þ; x 2 D: ð9:12Þ
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0; xÞ on D with kð; xÞ
being a positive solution of (7.2) determined by
kðx; xÞ ¼
X1
j¼0
kjðx1; x1Þ½fj=f0ðx2Þfjðx2Þ; x 2 D; ð9:13Þ
kjðx1; x1Þ ¼ lim
D1 ] y1!x1
Hjðx1; y1Þ=H0ðx01; y1Þ; j ¼ 0; 1; 2; . . . :
Here the series on the right-hand side of (9.13) converges in L1ðX1 
Dn2 ; L
2ðF D2ÞÞ for any domain F !D1; and also uniformly on ðF  EÞ 
ðX1  Dn2Þ for any domains F !D1 and E!D2: Furthermore, kðx; xÞ is
continuous on D  ðX1 Dn2Þ; and kjð; x1Þ; j ¼ 0; 1; 2; . . . ; are positive
solutions of ðL1 þ ljW1Þu ¼ 0 in D1:
For x 2 D1  @MD2; Kð; xÞ ¼ Hð; xÞ=Hðx0; xÞ on D with Hð; xÞ being a
positive solution of (7.2) determined by
Hðx; xÞ ¼
X1
j¼0
Hjðx1; x1Þfjðx2Þ½fj=f0ðx2Þ; x 2 ðD1=fx1gÞ  D2: ð9:14Þ
Here the series on the right-hand side of (9.14) converges in L2ðF D2Þ for
any domain F !D1=fx1g; and also uniformly on any compact subset of
ðD1=fx1gÞ  D2: Furthermore, H is continuous on D  ðD1  @MD2Þ:
In proving Theorem 9.1, we shall show that conditions (SMI2) and
(ZCS1) imply all the conditions (EE2), (PEG), (CE2), (SM2), (EZ1), and
(EP1) introduced in the last section (see Lemma 9.6 and Proposition 9.7); in
particular, X0 (resp. X1) is closed (resp. open) and X0 \ X1 ¼1: Here we
give examples satisfying condition (SMI2).
Example 9.2. Let D2 be compact. Then (SMI2) holds. Indeed,
conditions (S) and (M) hold trivially. Condition (I) holds, since we have
from the proof of [Dav1, Corollary 2.4.3 and Theorem 2.4.4]:
p2ðx2; y2; tÞuCtn=2f0ðx2Þf0ðy2Þ; 0oto1; x2; y2 2 D2;
where C is a positive constant.
Example 9.3. Suppose that D2!M2 is a Lipschitz domain or a
bounded open interval of R ¼ M2: Assume that the coefﬁcients of L2
satisfy the conditions in Subsection 1.1 also on a neighborhood of D2: Then
(SMI2) holds. Let us give a proof in the case where D2 is a Lipschitz domain.
MINORU MURATA120By Example 4.11, condition (I) is satisﬁed. Theorem 1 and the proof of
Theorem 9:10 of [Anc4] imply condition (S) (see also [M9, Example 5.4.2]).
By making use of the boundary Harnack principle, we can show the
condition (M), i.e., @mD2 ¼ @MD2 (cf. [HW1,2, CFMS,Aik2;M5, Theorem
1.3]).
By Examples 9.2 and 9.3, we see that Theorem 9.1 is an extension (except
for minor details) and improvement of [M5, Theorem 3.5], where D2 is
assumed to be either compact or relatively compact Lipschitz domain.
We next give an example, where D2 is not relatively compact.
Example 9.4. Let D2 ¼ Rm and L2 ¼ hziað 4z þhzibÞ on Rm; where
a > 2; b > 2 and hzi ¼ ðjzj2 þ 1Þ1=2: Then (SMI2) holds true. Let us show
it. By Theorem 4.13, condition (I) is satisﬁed. Since b=2 1 > a; Remark
5.2 says that hzia is a small perturbation of  4z þhzib on D2: Thus, 1 is a
small perturbation of L2 on D2: This implies condition (S); and so l0 > 0: By
Murata [M3, Theorem 3.3], @mD2 ¼ @MD2 ¼ Sm1 ¼ fx 2 R
m; jxj ¼ 1g; and
so (M) holds.
Remark 9.5. (i) Assumption (SMI2) cannot be weakened so much for
the conclusions of Theorem 9.1 to be valid. For example, let D ¼ R4; D1 ¼
D2 ¼ R
2; Li ¼  4xi þjxi j
2 on R2 for i ¼ 1; 2; W1 ¼ 1; and L ¼  4þjxj
2
on R4: Then neither (S) nor (I) holds because f1=f0 is not bounded on R
2:
However, the spectrum of L2 consists of discrete eigenvalues with ﬁnite
multiplicity, and condition (M) holds with @MD1 ¼ @mD2 ¼ S1: Further-
more, condition (ZCS1) holds with X0 ¼ @MD1 ¼ S1: On the other hand,
assertion (i) of Theorem 9.1 does not hold because @MD ¼ @mD ¼ S3
(cf. [M3]).
(ii) Condition (S) might be redundant. When D2 is one dimensional, (S)
actually follows from (9.1) by virtue of Theorems 6.1, 6.3, and Proposition
3.5 of [M9]. However, in the higher dimensional case, it is an open problem
whether the IU implies the semismallness.
The remainder of this section is organized as follows. In Subsection 9.2,
we prove Theorem 9.1. In Subsection 9.3, we show Proposition 9.7 which is
a key to the proof of Theorem 9.1. Finally, in Subsection 9.4, we give a
condition related to the comparison principle which can be a replacement of
condition (I) in (SMI2).
9.2. Proof of Theorem 9:1
Theorem 9.1 is a consequence of Lemma 9.6, Proposition 9.7 and
Theorem 9.8 to be given below.
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ðiÞ For any x1 2 @MD1; there exist the limits
kjðx1; x1Þ ¼ lim
D1 ] y1!x1
Hjðx1; y1Þ=H0ðx01; y1Þ; x1 2 D1; j ¼ 1; 2; . . . : ð9:15Þ
Furthermore,
(1) kjð; x1Þ ¼ 0 on D1 for x1 2 X0; j ¼ 1; 2; . . . ;
(2) kjð; x1Þ > 0 on D1 for x1 2 X1; j ¼ 1; 2; . . . ;
(3) the functions kj are continuous on D1  @MD1;
(4) X0 (resp. X1) is closed (resp. open).
ðiiÞ For any Z 2 X1 and j ¼ 1; 2; . . . ; there holds the equality
kjðx1; ZÞ ¼ K0ðx1; ZÞ  ðlj  l0Þ
Z
D1
Hjðx1; ÞW1ðÞK0ð; ZÞ dm1; x1 2 D1:
ð9:16Þ
ðiiiÞ If a finite Borel measure n on @MD1 satisfiesZ
@mD1\X0
K0ðx1; Þ dnuK0ðx1; x1Þ; x1 2 D1; ð9:17Þ
for some x1 2 X1; then nð@mD1 \ X0Þ ¼ 0:
Remark. Note that assertion (i) implies that there hold conditions (EZ1)
and (EP1) with X0 [ X1 ¼ @MD1:
(EZ1) There exists a closed subset X0 of @MD1 such that for any x1 2 X0
and j ¼ 1; 2; . . . ; the limit kjð; x1Þ exists and is identically zero on D1:
(EP1) There exists an open subset X1 of @MD1 such that for any x1 2
X1 and j ¼ 1; 2; . . . ; the limit kjð; x1Þ exists and is positive on D1:
Proof of Lemma 9.6. We ﬁrst claim that k1ð; x1Þ ¼ 0 on D1 for x1 2 X0:
By CP for S and Lemma 1.5(i), there exists a neighborhood U of x1 such
that U \ D1  U3: Thus, we have only to show that for any x1 2 D1;
lim
U3 ] y1!x1
H1ðx1; y1Þ=H0ðx01; y1Þ ¼ 0: ð9:18Þ
Put f ¼ h1ðx01; Þ and F ¼ H1ðx
0
1; Þ: By CP for R; FuCf on @U3 for
some positive constant C: Since F  f is a non-negative solution of
ðL1 þ l1W1Þu ¼ 0 in U4; the maximum principle yields FuCf on U3: Thus,
H1ðx01; y1Þ=H0ðx
0
1; y1ÞuCh1ðx
0
1; y1Þ=h0ðx
0
1; y1Þ; y1 2 U3:
This together with (9.4) yields (9.18) with x1 ¼ x01: Suppose that (9.18) does
not hold. Then there exists a sequence fyi1gi such that y
i
1 ! x1 and
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0
1; y
i
1Þ is not identically zero. But v is a non-
negative solution of ðL1 þ l1W1Þv ¼ 0 in D1 with vðx01Þ ¼ 0: Thus, v ¼ 0:
This is a contradiction. Hence k1ð; x1Þ ¼ 0 on D1 for any x1 2 X0: Since
HjuH1; this implies that kjð; x1Þ ¼ 0 on D1 for any x1 2 X0 and j ¼
1; 2; . . . : By condition (CS) and Theorem 5.5, for any x1 2 X1 and j ¼
1; 2; . . . ; the limit kjð; x1Þ exists and is positive. (Actually, for any Z 2 En3
\ @MD1 and j ¼ 1; 2; . . . ; the limit kjð; ZÞ exists and is positive.) Hence,
limits (9.15) exist for any x1 2 @MD1 and j ¼ 1; 2; . . . ; and the existence of the
limits shows that kj are continuous on D1  @MD1 (see the proof of the
continuity of H in Lemma 8.6). Since
X0 ¼ fx1 2 @MD1; k1ðx
0
1; x1Þ ¼ 0g; X1 ¼ fx1 2 @MD1; k1ðx
0
1; x1Þ > 0g;
the continuity of k1 implies X0 (resp. X1) is closed (resp. open). This
completes the proof of assertion (i). Assertion (ii) also follows from
Theorem 5.5 and condition (CS). It remains to show (iii). Fix x1 2 X1:
Denote by u the left-hand side of (9.17). By Lemma 1.5(ii), the measure n
representing u is supported by @mD1 \ X0 \ En3 : But E
n
3 \ @MD1  X1 by
Theorem 5.5. Hence, n ¼ 0: This proves (iii). ]
We proceed to a proposition which is a key to the proof of Theorem 9.1.
Proposition 9.7. Assume ðSMI2Þ: Then the following conditions are
satisfied:
ðEE2Þ The spectrum of L2 consists of discrete eigenvalues with finite
multiplicity.
ðCE2Þ For any j ¼ 1; 2; . . . ; fj=f0 has a continuous extension ½fj=f0
to Dn2 :
ðSM2Þ If finite Borel measures b and g on Dn2 satisfyZ
Dn
2
½fj=f0 db ¼
Z
Dn
2
½fj=f0 dg; j ¼ 0; 1; 2; . . . ;
then b ¼ g:
ðPEGÞ For any domain F and open set E with F !E!D1; there exists a
positive constant C such that
Gðx; yÞuCH0ðx1; y1Þf0ðx2Þf0ðy2Þ; ðx1; y1Þ 2 F  ðD1=EÞ; x2; y2 2 D2:
We have already seen that condition (S), semismallness, in (SMI2) implies
(EE2) and (CE2) (see Theorem 5.12). We shall show in the next subsection
that condition (I) in (SMI2) implies (PEG). The proof of (SM2) is more
involved. We will give it there after proving the following theorem.
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ðiÞ–ðiiiÞ of Lemma 9.6 and conditions ðEE2Þ; ðCE2Þ; ðSM2Þ; and ðPEGÞ are
satisfied.
This theorem together with Lemma 9.6 and Proposition 9.7 shows
Theorem 9.1.
Proof of Theorem 9.8. We ﬁrst note that all the conclusions of
Theorems 8.5, 8.7, and 8.10 are valid by the hypotheses of Theorem 9.8.
We see that any sequence fyig1i¼1  D with no accumulation points
in D has a subsequence fyilg1l¼1 satisfying one of the following three
conditions:
(1) the sequence fyil1gl converges to a point in X0;
(2) the sequence fyilgl converges to a point in X1 D
n
2 ;
(3) it converges to a point in D1  @MD2:
Furthermore, since the functions Kð; xÞ appearing in (iii.0) and (iii.1)
are different, the sets X0  fd2g; D1  @MD2; and X1 Dn2 are
disjoint. Hence (9.9) follows from Theorems 8.5, 8.7, and 8.10. We proceed
to the proof of (ii.0). Let x1 2 X0: We claim that a sequence fzigi in D
n
converges to *x1 ¼ ðx1; d2Þ if and only if the sequence fzi1gi converges to x1: If
zi1 ! x1 as i !1; then there exists a sequence fy
igi in D such that limi!1
yi1 ¼ x1 and limi!1 jKðx; z
iÞ  Kðx; yiÞj ¼ 0: Thus, by Theorem 8.5, zi
converges to *x1 in Dn: Conversely, suppose that zi1 does not converge to x1:
Then there exists a sequence fyilgl in D such that distðz
il ; yil Þ ! 0 as l !1
and it satisﬁes the above condition (3) or (2) or the following condition
ð10Þ or (0):
ð10Þ the sequence fyil1gl converges to a point in X0=fx1g:
(0) fyilgl converges to a point in D:
In each case, Kðx; zil Þ does not converge to Kðx; *x1Þ; and so fzig
does not converge to *x1: This completes the proof of the claim. Since
U is a neighborhood of *x1 if and only if for any sequence fzig in Dn
which converges to *x1 there exists N such that fzi; ivNg  U ; the claim
implies (ii.0). Similarly, we can prove (ii.1). Assertion (iii) has been shown
already.
It remains to show (9.10). Let us show that ðX0 \ @mD1Þ  fd2g
 @mD: Suppose that x1 2 X0 \ @mD1: By the Martin representation
theorem,
Kðx; *x1Þ ¼
Z
X0
Kðx; *ZÞm ðdZÞ þ
Z
X1Dn2
Kðx; zÞn ðdzÞ þ
Z
D1@MD2
Kðx; zÞl ðdzÞ;
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(iii) of Theorem 9.1 and Fubini’s theorem,
K0ð; x1Þ
f0ðx
0
2Þ
¼
Z
X0
K0ð; ZÞ
f0ðx
0
2Þ
m ðdZÞ þ
Z
X1Dn2
K0ð; z1Þ
kðx0; zÞ
n ðdzÞ þ
Z
D1@MD2
H0ð; z1Þ
Hðx0; zÞ
l ðdzÞ
on D1: Deﬁne a measure n1 on X1 by
n1ðAÞ ¼
Z
ADn
2
½f0ðx
0
2Þ=kðx
0; Þ dn
for any Borel set A  X1: Similarly, deﬁne a measure l1 on D1 by
l1ðBÞ ¼
Z
B@MD2
½f0ðx
0
2Þ=Hðx
0; Þ dl
for any Borel set B  D1: Then we have
K0ðx1; x1Þ ¼
Z
X0
K0ðx1; Þ dmþ
Z
X1
K0ðx1; Þ dn1 þ
Z
D1
H0ðx1; Þ dl1:
Since K0ð; x1Þ is minimal, this implies that l1 ¼ 0; n1 ¼ 0; and m is equal to
the Dirac measure dx1 concentrated on fx1g: Hence, ðx1; d2Þ 2 @mD: This
together with Theorem 8.5(iv) yields
ðX0 \ @mD1Þ  fd2g ¼ ðX0 \fd2gÞ \ @mD: ð9:19Þ
Next, we claim that ðX1 \ @mD1Þ Dn2  @mD: Suppose that x1 2 X1 \
@mD1: The same argument as above shows that there exists a ﬁnite Borel
measure n2 on Dn2 such that n2ðfZ 2 D
n
2; ðx1; ZÞ =2 @mDgÞ ¼ 0 and
Kðx; xÞ ¼
Z
Dn
2
Kðx; x1; Þ dn2:
Multiply both the sides by fjðx2Þ; and integrate on D2: Then, by assertion
(iii),
kjðx1; x1Þ½fj=f0ðx2Þ ¼
Z
Dn
2
kjðx1; x1Þ½fj=f0ðZÞ
kðx0; x1; x2Þ
kðx0; x1; ZÞ
n2 ðdZÞ:
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½fj=f0ðx2Þ ¼
Z
Dn
2
½fj=f0 d *n2:
By (SM2), *n2 ¼ dx2 : Hence, ðx1; x2Þ 2 @mD: This proves the claim. We then
show the converse inclusion: If x ¼ ðx1; x2Þ 2 @mD \ ðX1  Dn2Þ; then x1 2
@mD1: By Theorem 1.1 and Lemma 9.6(iii),
K0ðx1; x1Þ ¼
Z
@mD1\X1
K0ðx1; Þ dn ð9:20Þ
for a ﬁnite Borel measure n on @MD1: By Fubini’s theorem, Lemma 9.6(ii)
and (9.20),
kjðx1; x1Þ ¼
Z
A
kjðx1; Þ dn; j ¼ 1; 2; . . . ;
where A ¼ @mD1 \ X1: By deﬁnition, K0 ¼ k0: Thus,
kðx; xÞ ¼
X1
j¼0
kjðx1; x1Þ½fj=f0ðx2Þfjðx2Þ ¼
Z
A
X1
j¼0
kjðx1; Þ½fj=f0ðx2Þfjðx2Þ dn:
This yields
Kðx; xÞ ¼
Z
A
Kðx; ; x2Þ
kðx0; ; x2Þ
kðx0; x1; x2Þ
dn:
Since Kð; xÞ is minimal, this implies n ¼ dx1 : Thus x1 2 @mD1: Hence, we
have shown that
ðX1 \ @mD1Þ  Dn2 ¼ ðX1 D
n
2Þ \ @mD: ð9:21Þ
Now, let us show that
D1  @MD2  @mD: ð9:22Þ
Suppose that x 2 D1  @MD2: As in the proof of (9.19), we have from the
Martin representation of Kðx; xÞ:
H0ðx1; x1Þ ¼
Z
X0
K0ðx1; Þ dmþ
Z
X1
K0ðx1; Þ dn1 þ
Z
D1
H0ðx1; Þ dl1:
Since the ﬁrst and second terms on the right-hand side are non-negative
solutions of ðL1 þ l0W1Þu ¼ 0 in D1 which are bounded by the Green
function H0ðx1; x1Þ; they must be zero. Thus, m ¼ 0 and n1 ¼ 0: Further-
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Kðx; xÞ ¼
Z
@MD2
Kðx; x1; Þ dl2;
where l2 is a ﬁnite Borel measure on @MD2 such that l2ðfZ 2 @MD2; ðx1; ZÞ
=2 @mDgÞ ¼ 0: Then the same argument as in the proof of (9.21) shows that
l2 ¼ dx2 : Hence, x 2 @mD: This proves (9.22). Equality (9.10) follows from
(9.9), (9.19), (9.21), and (9.22). Finally, by (9.9) and (9.10), @mD ¼ @MD if
and only if @mD1 ¼ @MD1: ]
9.3. Proof of Proposition 9:7
In this subsection, we complete the proof of Proposition 9.7. We have
already shown that (SMI2) implies (EE2) and (CE2). It remains to show
(PEG) and (SM2).
Proof of (PEG) in Proposition 9.7. By Lemma 7.7,
Gðx; yÞ ¼
Z 1
0
p1ðx1; y1; tÞp2ðx2; y2; tÞ dt
u
Z 1
0
p1ðx1; y1; tÞCðtÞel0t dtf0ðx2Þf0ðy2Þ:
Let F and E be open sets such that F !E!D1: By Theorem 4.1, there exist
positive constants C and d such that
p1ðx1; y1; tÞuCed=t; 0otu 1; x1 2 F ; y1 2 @E:
By (7.15) and (9.2), we thus obtain that for any ðx; yÞ 2 D2 with x1 2 F and
y1 2 @E;
Gðx; yÞ=f0ðx2Þf0ðy2Þu
Z 1
1
p1ðx1; y1; tÞCð1Þel0t dt þ
Z 1
0
Ced=tCðtÞel0t dt
u Cð1ÞH0ðx1; y1Þ þ C0;
where C0 is a positive constant. Since inffH0ðx1; y1Þ; x1 2 F ; y1 2 @Eg > 0;
we have
Gðx; yÞuCH0ðx1; y1Þf0ðx2Þf0ðy2Þ; x1 2 F ; y1 2 @E; x2; y2 2 D2;
with another constant C: By the maximum principle for Ln on ðD1= %EÞ  D2;
we ﬁnally obtain the desired estimate. The proof is complete. ]
Remark. Note that (PEG) follows from the only one condition (I) in
(SMI2).
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the following theorem. There we make use of the auxiliary differential
operator d2=dr2 on I ¼ ð1; 1Þ  R1:
Theorem 9.9. Suppose that condition ðPEGÞ holds for ðd2=dr2 þ L2 
l0; I  D2Þ; and that 1 is a semismall perturbation of L2  l on D2 for some
lol0: Then ðSM2Þ holds if and only if @mD2 ¼ @MD2:
Before proving Theorem 9.9, we complete the proof of Proposition 9.7.
Proof of (SM2) in Proposition 9.7. By the above remark, condition (I) in
(SMI2) implies (PEG) for ðd2=dr2 þ L2  l0; I D2Þ: Thus, Theorem 9.9
implies (SM2). ]
For proving Theorem 9.9, we need three lemmas. Let A be the self-adjoint
realization of the differential operator d2=dr2 on I with zero Dirichlet
boundary condition. Let m0om1u m2u    be eigenvalues of A repeated
according to multiplicity. Let cj ðj ¼ 0; 1; 2; . . .Þ be an eigenfunction
associated with mj such that fcjg
1
j¼0 is a complete orthonormal system of
L2ðIÞ: For l > m0; let hðr; s; lÞ be the Green function for ðd
2=dr2 þ l; IÞ:
By Theorem 6.1, the Martin compactiﬁcation In of I with respect to d2=
dr2 is equal to %I ¼ ½1; 1; and @mI ¼ @MI : Clearly, cj=c0 has a continuous
extension ½cj=c0 to I
n:
Lemma 9.10. If finite Borel measures b and g on In satisfy
Z
In
½cj=c0 db ¼
Z
In
½cj=c0 dg; j ¼ 0; 1; 2; . . . ; ð9:23Þ
then b ¼ g:
Proof. We show the lemma along the line given in the proof Lemma 4.3
of [M5]. Let D ¼ I  I ; D1 ¼ D2 ¼ I ; L ¼ 4 on D; and L1 ¼ L2 ¼
d2=dr2 on I : Then, by Example 9.3, (EE2), (PEG), and (CE2) are satisﬁed.
For j ¼ 0; 1; . . . ; put hjðr; sÞ ¼ hðr; s; mjÞ: Then we see that
lim
s!1
hjðr; sÞ=h0ð0; sÞ > 0:
Thus (EP1) holds with X1 ¼ @MD1: Let G and K be the Green function and
Martin kernel for ðL;DÞ; respectively. Put kðx; yÞ ¼ Gðx; yÞ=h0ð0; y1Þc0ðy2Þ
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kðx1;x2; 1; sÞ  lim
y!ð1;sÞ
kðx; yÞ ¼
X1
j¼0
kjðx1; 1Þ½cj=c0ðsÞcjðx2Þ ð9:24Þ
for any x 2 D and s 2 In: On the other hand, the Martin compactiﬁcation
Dn of D with respect to L is equal to %D; and @mD ¼ @MD (cf.
[Aik2, CFMS,HW1,2]). Thus,
Kðx1;x2; 1; sÞ ¼ kðx1; x2; 1; sÞ=kð0; 0; 1; sÞ; s 2 In: ð9:25Þ
Here note that wðsÞ  kð0; 0; 1; sÞ is a positive continuous function on In: Fix
x 2 D: Since the series in (9.24) converges uniformly on In; we have by
(9.23)–(9.25)
Z
In
Kðx1; x2; 1; sÞwðsÞ dbðsÞ ¼
Z
In
Kðx1;x2; 1; sÞwðsÞ dgðsÞ:
Recall that ð1; sÞ 2 @mD for any s 2 In: Thus, the uniqueness of the measure
representing a positive solution of Lu ¼ 0 in D (cf. Theorem 1.1) implies
that w db ¼ w dg: This yields b ¼ g; since w is positive and continuous
on In: ]
Lemma 9.11. Let D ¼ D2  I and L ¼ L2  l0  d2=dr2 on D. Suppose
that 1 is a semismall perturbation of L2  l on D2 for some lol0; and that
@mD2 ¼ @MD2: Then the Martin compactification Dn of D with respect to L is
equal to Dn2  %I ; and @mD ¼ @MD:
Proof. By Example 9.3, Lemma 9.10, and Theorem 6.3, all the
hypotheses of Theorem 9.8 are satisﬁed with X1 ¼ @MD2 and X0 ¼1:
Thus, Dn ¼ Dn2  %I : Furthermore, @mD ¼ @MD because @mD2 ¼ @MD2: ]
Lemma 9.12. Let D ¼ I  D2 and L ¼ d2=dr2 þ L2  l0 on D. Assume
the hypotheses of Theorem 9.9 and ðSM2Þ: Then Dn ¼ %I  Dn2 and
@mD ¼ @MD:
Proof. We see that the hypotheses of Theorem 9.8 hold with X1 ¼
f1; 1g and X0 ¼1: Thus, Dn ¼ %I  Dn2 : Furthermore, @mD ¼ @MD
because @mI ¼ @MI : ]
Proof of Theorem 9.9. Suppose that @mD2 ¼ @MD2: Let D ¼ I  D2;
D1 ¼ I ; L1 ¼ d2=dr2 on I ; and L ¼ d2=dr2 þ L2  l0 on I  D2: Since
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kðx1;x2; 1; x2Þ  lim
y!ð1;x2Þ
kðx; yÞ ¼
X1
j¼0
kjðx1; 1Þ½fj=f0ðx2Þfjðx2Þ
for any x 2 I  D2 and x2 2 Dn2 : On the other hand, by Lemma 9.11, D
n ¼
%I  Dn2 and @mD ¼ @MD: Thus, the same argument as in the proof of Lemma
9.10 shows that (SM2) holds. Conversely, suppose that (SM2) is satisﬁed.
Let D ¼ D2  I and L ¼ L2  l0  d2=dr2 on D2  I : Then all the
hypotheses of Theorem 9.8 are satisﬁed with X0 ¼1: On the other hand,
by Lemma 9.12, @mD ¼ @MD: Thus, assertion (i) of Theorem 9.1 shows that
@mD2 ¼ @MD2: ]
9.4. Product Estimates of Relative Green Functions
In this subsection, we give another sufﬁcient condition for (PEG), which is
concerned with the comparison principle. We introduce the following
condition (PER), i.e., product estimates of relative Green functions.
(PER) For any domain F and open set E with x01 2 F !E!D1 there exist
a positive constant C; a ﬁnite number of open sets Uj  D2 and points
zj 2 F  Uj ; j ¼ 1; . . . ; N; such that D2=
SN
j¼1 Uj!D2 and
Gðx; yÞ
Gðzj ; yÞ
uC
H0ðx1; y1Þf0ðx2Þ
H0ðz
j
1; y1Þf0ðz
j
2Þ
; x1 2 F ; y1 2 D1=E; x2 2 Uj ; y2 2 D2;
ð9:26Þ
for any j ¼ 1; . . . ; N:
Lemma 9.13. Assume ðEE2Þ and ðPERÞ: Then ðPEGÞ holds true.
Proof. By the Harnack inequality and (9.26), there exists a positive
constant C such that
Gðx; yÞ
Gðx0; yÞ
uC
H0ðx1; y1Þf0ðx2Þ
H0ðx01; y1Þf0ðx
0
2Þ
; x1 2 F ; y1 2 D1=E; x2; y2 2 D2:
This together with (8.3) yields (8.4). ]
Let us consider Example 9.3 again from the view point of Lemma 9.13.
Remark 9.14. Suppose that D2!M2 is a Lipschitz domain or an open
interval of R ¼ M2: Assume that the coefﬁcients of L2 satisfy the conditions
in Subsection 1.1 also on a neighborhood of D2: Then, by Example 1.4,
(PER) holds; and so (PEG) is valid. Actually, in this case, there holds the
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there exists a positive constant C such that
C1u
Gðx; yÞ
H0ðx1; y1Þf0ðx2Þf0ðy2Þ
uC; ðx1; y1Þ 2 F  ðD1=EÞ; x2; y2 2 D2:
ð9:27Þ
Indeed, there exists a positive constant C such that
H0ðx1; y1Þf0ðx2Þ
H0ðx01; y1Þf0ðx
0
2Þ
uC
Gðx; yÞ
Gðx0; yÞ
; x1 2 F ; y1 2 D1=E; x2; y2 2 D2:
Furthermore, the same argument as in the proof of [CFMS, Theorem 1.1]
shows the estimate
Gðx; yÞuCGðx0; yÞ; ðx1; y1Þ 2 F  ðD1=EÞ; x2; y2 2 D2:
This together with (8.1) yields
H0ðx01; y1Þf0ðx
0
2Þf0ðy2ÞuCGðx
0; yÞ; y1 2 D1=E; y2 2 D2:
Hence,
H0ðx1; y1Þf0ðx2Þf0ðy2ÞuCGðx; yÞ; ðx1; y1Þ 2 F  ðD1=EÞ; x2; y2 2 D2:
Now, let us introduce the following condition (SMP2).
(SMP2) The following are satisﬁed:
(S) 1 is a semismall perturbation of L2  l on D2 for some lol0:
(M) @mD2 ¼ @MD2:
(P) Condition (PER) holds for both ðL; DÞ and ðd2=dr2 þ L2 
l0; I  D2Þ:
The following theorem is a direct consequence of Theorems 5.12, 9.8, 9.9,
and Lemma 9.13.
Theorem 9.15. Assume ðSMP2Þ and ðZCS1Þ: Then all the conclusions of
Theorem 9.1 are valid.
10. EXAMPLES
In this section, we give several examples in order to illustrate a scope of
Theorem 9.1. We begin with a simple case where D1 is one dimensional.
Example 10.1. Let D1 ¼ ða; bÞ  R; where 1u aobu1: Assume
condition (SMI2). Since condition (ZCS1) holds by Theorem 6.3 and
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omorphic to one of the following four spaces:
(1) ½a; b  Dn2 ;
(2) fða; d2Þg [ ða; b  Dn2;
(3) ½a; bÞ  Dn2 [ fðb; d2Þg;
(4) fða; d2Þg [ ða; bÞ  Dn2 [ fðb; d2Þg:
The above four spaces correspond to the following four cases:
(1) X1 ¼ fa; bg; X0 ¼1;
(2) X1 ¼ fbg; X0 ¼ fag;
(3) X1 ¼ fag; X0 ¼ fbg;
(4) X1 ¼1; X0 ¼ fa; bg:
Here a fundamental neighborhood system of the ideal point ða; d2Þ or
ðb; d2Þ is given by the family
ffða; d2Þg [ ðða; rÞ  Dn2Þ; aorobg or
ffðb; d2Þg [ ððr; bÞ  Dn2Þ; aorobg:
Furthermore, for Martin kernels, assertion (iii) of Theorem 9.1 holds.
As for this example, typical cases are: (i) D ¼ Rn=f0g ¼ ð0;1Þ  Sn1 and
L ¼  4þV ðjxjÞ ¼ r1n d=drðrn1 d=drÞ þ V ðrÞ  r2L;
where L is the Laplace Beltrami operator on the unit sphere Sn1; and (ii) D
is a rotationally symmetric Riemannian manifold and L is the Laplace
Beltrami operator on D: These typical cases were studied in [M3,6].
Example 10.2. Let D1 ¼ fðr; sÞ 2 R2; bðrÞosoaðrÞ; 1oro1g; where a
and b are locally Lipschitz continuous functions on ½1;1Þ such that boa:
Let D2 be a Lipschitz domain in S
N1 or the whole space SN1; where
Nv 2: Let
D ¼ fðz; sÞ 2 RN  R1; bðjzjÞosoaðjzjÞ; jzj > 1; z=jzj 2 D2g
and L ¼ 4 on D: Then, by making use of [M5, Theorem 3.5] which is
essentially a special case of Theorem 9.1, Aikawa–Murata [AM] showed
that if Z 1
1
ðaðrÞ  bðrÞÞr2 dro1;
then Dn is homeomorphic to Dn1  D2; where D
n
1 is the closure of D1 in the
one-point compactiﬁcation of R2: In this case, X0 ¼1 and X1 ¼ @MD1 ¼
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show elsewhere from Theorem 9.1 that ifZ 1
1
ðaðrÞ  bðrÞÞr2 dr ¼ 1;
then Dn is homeomorphic to ðD1  D2Þ [ fð1; d2Þg; where a fundamental
neighborhood system of the ideal point ð1; d2Þ is given by the family
ffð1; d2Þg [ ðfðr; sÞ 2 R
2; bðrÞu su aðrÞ; e1oro1g D2Þ; 0oeo1g:
In this case, X0 ¼ f1g; X1 ¼ @D1; and @mD1 ¼ @MD1 ¼ Dn1 : A special case
of these results was shown in [IP] by a different method, and related results
were announced in [Maz’ya].
Example 10.3. Let D1  Rl be a cone fx1 2 Rl =f0g; x1=jx1j 2 E1g;
where E1 is a Lipschitz domain in the unit sphere S
l1: Let D2 ¼ R
m
and
L ¼  4x1 þhx1i
ghx2iað 4x2 þhx2i
bÞ
on D ¼ D1  D2; where a > 2; b > 2; and 1ogo1: Then, by Example
9.4, condition (SMI2) holds. In particular, l0 > 0: By [M3], the Martin
compactiﬁcation Dn2 of D2 with respect to L2 is homeomorphic to
fjx2ju 1g [ fðr;oÞ; 1oru1; o 2 Sm1g:
By Murata [M5], the Martin compactiﬁcation Dn1 of D1 with respect to
L1 þ l0hx1ig is homeomorphic to
ðD1 \ fjx1ju 1gÞ [ fðr;oÞ; 1oru1; o 2 E1g if g > 2;
D1 [ fð1; e1Þg if gu  2:
Here ð1; e1Þ is an ideal point, and a fundamental neighborhood system of it
is given by the family
fð1; e1Þg [ fðr;oÞ; e1oro1; o 2 %Eg; 0oeo1:
Furthermore, @mD1 ¼ @MD1: As for the Martin compactiﬁcation Dn of D
with respect to L; we have:
(1) For go 2; Dn ¼ Dn1  Dn2 : In this case, X1 ¼ @MD1 and X0 ¼1:
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Dn ¼ ðD1  Dn2Þ [ fð1; e1; d2Þg:
In this case, X1 ¼ @D1 and X0 ¼ fð1; e1Þg: Here a fundamental neighbor-
hood of the ideal point p ¼ ð1; e1; d2Þ is given by the family
fpg [ fðr;oÞ; e1oro1; o 2 E1g  Dn2 ; 0oeo1:
(3) For g > 2;
Dn ¼ ðD1  Dn2Þ [ ðf1g  E1Þ  fd2g:
In this case, X1 ¼ @D1; and X0 ¼ f1g  E1: Here a fundamental
neighborhood of a point *o ¼ ð1;o; d2Þ 2 ðf1g  E1Þ  fd2g is given by
the family
ff1g  ðBðo; eÞ \ E1Þ  fd2g [ ð1=e;1Þ  ðBðo; eÞ \ E1Þ  Dn2; 0oeo1g;
where Bðo; eÞ is a ball in Sl1 with center o and radius e:
Furthermore, @mD ¼ @MD and assertion (iii) of Theorem 9.1 holds.
Now, let us show condition (ZCS1) in order to apply Theorem 9.1.
Suppose that go 2: Then we see that hx1ig is a semismall perturbation of
 4x1 þl0hx1i
g on D1: Thus, (ZCS1) holds with X1 ¼ @MD1; and (1) holds.
Suppose that g > 2: By Theorem 5.5, @D1  X1: We see that for any
j ¼ 1; 2; . . . ;
lim
jy1 j!1
E1 ] y1=jy1 j!o
Hjðx1; y1Þ
Hjð0; y1Þ
> 0; lim
jy1 j!1
Hjð0; y1Þ
H0ð0; y1Þ
¼ 0:
Thus, f1g  E1  X0: This proves (ZCS1) in the case g > 2; which implies
(3). Similarly, the case g ¼ 2 can be treated.
We say that a domain O Rm with non-empty boundary @O is a John
domain when there exists a point z0 2 O and a positive constant cJ such that
each z 2 O can be joined to z0 by a rectiﬁable curve gðtÞ; 0u tu 1; with
gð0Þ ¼ z; gð1Þ ¼ z0; g O; and
distðgðtÞ; @OÞv cJ‘ðg½0; tÞ; 0u tu 1;
where ‘ðg½0; tÞ is the length of the curve gðsÞ; 0u su t: For example, a
bounded Lipschitz domain is a John domain. The so-called Lebesgue spine
domain in R3 (cf. [Helms]) is a John domain which is not a Lipschitz
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Lipschitz domain is a uniform domain, which in turn is a John domain.
Recently, Aikawa [Aik2] has shown that if O is a bounded uniform domain,
then the Martin compactiﬁcation of O with respect to D is homeo-
morphic to %O and @MO ¼ @mO ¼ @O: The following example is a general-
ization of [Gard, Theorem 1] (see also [Boul;M5, Theorem 6.6 and
Remark 6.12]).
Example 10.4. Let D2  Rm be a bounded John domain, and D ¼
D1  D2 with D1 ¼ R
‘: Let L1 and L2 be the Laplacian on D1 and D2;
respectively, and L ¼ D on D: Let l0 be the ﬁrst eigenvalue of L2 on D2
with zero Dirichlet boundary condition. Note that l0 > 0: Suppose that
@MD2 ¼ @mD2 (which holds, for example, if D2 is a bounded uniform
domain). Then there hold conditions (SMI2) and (ZCS1) with X0 ¼ @MD1:
(Here note that @MD1 is the Martin boundary for ðDþ l0;R
‘Þ:) Hence all
the conclusions of Theorem 9.1 are valid. Furthermore,
@MD ¼ @mD ¼ R
‘  @MD2 [ @MD1  fd2g; @MD1 ¼ @mD1;
@MD1 is homeomorphic to the unit sphere S‘1 in R
‘; and for x1 2 S‘1
Kðx; *x1Þ ¼ expð
ﬃﬃﬃﬃ
l0
p
x1x1Þf0ðx2Þ=f0ðx
0
2Þ; x 2 D;
where x01 ¼ 0 (cf. [M3]).
Now, let us see that (SMI2) holds. Firstly, condition (I) is satisﬁed with
CðtÞ ¼ atb for some positive constants a and b (cf. [Ban2, Ciap]). Secondly,
1 is a semismall perturbation of D on D2 by Proposition 10.5 and Remark
10.6 to be given later. Thus, (SMI2) holds. Furthermore, direct computa-
tions show that (ZCS1) holds with X0 ¼ @MD1:
Proposition 10.5. Let O be a bounded domain in Rm: Let rðzÞ be the
quasi-hyperbolic distance in O from z0 to z. Suppose that r 2 LqðOÞ for some
q > m=2: Then 1 is a semismall perturbation of D on O:
Proof. For t > 0; put Ot ¼ fz 2 O; rðzÞotg: Then Oj!Ojþ1 for any
j ¼ 1; 2; . . . ; and
S1
j¼1 Oj ¼ O: Let g be the Green function of D on O: For
any integer k; put
Ak ¼ fz 2 O; ek2ogðz0; zÞoekþ3g:
By the Harnack inequality, there exists a positive integer a such that
earðzÞu gðz0; zÞu ea; z 2 O=O1:
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Ak =Oj 
1 for k > 2þ a;
Ocj for  aj  3u ku 2þ a;
Ocðkþ3Þ=a for ko aj  3:
8><
>:
For t > 0; denote by V ðtÞ the Lebesgue measure of the set Oct ¼ fz 2
O; rðzÞv tg: Then V ðtÞuCtq; since r 2 LqðOÞ: Thus,
jAk =Oj ju
0 for k > 2þ a;
Cjq for  aj  3u ku 2þ a;
C½jðk þ 3Þj=aq for ko aj  3:
8><
>:
Choose p such that m=2opoq: Then we have
X1
k¼1
jj1jjLpðAk=OjÞ jAk j
2=m1=puC
Xaj2
k¼1
jk þ 3jq=p þ j1q=p
( )
:
This implies that the left-hand side of the above inequality converges to zero
as j !1: On the other hand, by (5.7) in the proof of [M9, Theorem 5.1],
sup
y2Ocj
1
gðx0; yÞ
Z
Ocj
gðx0; zÞgðz; yÞ dzuC
X1
k¼1
jj1jjLpðAk=Oj ÞjAkj
2=m1=p:
Hence, 1 is a semismall perturbation of D on O: ]
Remark 10.6. Recall that if O is a bounded John domain, then expðbrÞ 2
L1ðOÞ for some b > 0 (cf. [SS]); and so 1 is a semismall perturbation of D
on O: We also recall that if r 2 LqðOÞ for some q > m=2; then the associated
heat semigroup is IU (cf. [Ban2, Corollary 2.6]). Thus, under the assumption
that @MD2 ¼ @mD2; condition (SMI2) holds for domains much wilder than
John domains.
We conclude this section with an example which shows that for any
compact Riemannian manifold K there exists a complete Riemannian
manifold whose Martin boundary with respect to D is homeomorphic to
K : Our example is based upon a construction by Pinchover [Pinc3] (see also
[Gr5, Subsect. 13.5]). Let M be the standard two-dimensional jungle jim in
R3; and g the standard Riemannian metric on M: Fix a point x0 in M: Let r
be a smooth function on M satisfying
rðxÞ  1=r log r; x 2 M; r ¼ distðx0;xÞ > 2: ð10:1Þ
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that f =h is bounded from above and below by positive constants.
Introduce a conformal metric gˆ ¼ r2g; and let N be the Riemannian
manifold ðM; gˆÞ:
Example 10.7. Let D2 be a compact Riemannian manifold, and D ¼
D1  D2 with D1 ¼ N: Let L1 and L2 be the Laplace Beltrami operators
on D1 and D2; respectively, and L ¼ D on D: Then D1 is complete,
Dn1 is homeomorphic to the one-point compactiﬁcation D1 [ f1g of D1
(cf. [Pinc3]),
Dn ¼ Dn1  D2; @MD ¼ @mD ¼ f1g  D2; Kðx; xÞ ¼ kðx; xÞ=kðx
0; xÞ;
where kðx; xÞ is given by (9.13) with f0 ¼ 1:
Now let us give a proof. In view of Theorem 9.1 and Example 9.2, it
sufﬁces to show that 1 is a semismall perturbation of L1 on D1 ¼ N: Denote
by #D; Hˆ; and #n the Laplace Beltrami operator, the Green function, and the
Riemannian measure on N: Then
#D ¼ r2D; Hˆ ¼ H; #n ¼ r2n;
where D; H; and n are corresponding ones on M : By Babillot [Bab,
Corollaire, p. 559],
Hðx; yÞ  1=dðx; yÞ; x; y 2 M; dðx; yÞ ¼ distðx; yÞ > 1=2 ð10:2Þ
(see also [CoSa, The´ore`me 8.3; KS, Theorem 1]). Furthermore,
Hðx; yÞ  log 1=dðx; yÞ; x; y 2 M ; dðx; yÞu 1=2; ð10:3Þ
nðBðx0;RÞÞuCR3; R > 1; ð10:4Þ
where Bðx0;RÞ is a ball in M with center x0 and radius R: Thus, by (10.1)–
(10.4), 1 is a semismall perturbation of L1 on N :
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