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ABSTRACT 
A characterization of B&out matrices is presented as matrices the entries of 
which satisfy a certain system of homogeneous quadratic equations. Also, the class of 
matrices which are both Hankel and Bbzout is characterized, and formulae for the 
inversion of such matrices are given. 
Let us recall the usual basic definitions. 
An n-by-n complex matrix A is called Hankel if it has the form A = (a i + k), 
i,k=O,..., n - 1. We denote by 2” the class of all Hankel matrices. 
An n-by-n complex matrix C is called BBzout if there are polynomials (in 
one indeterminate) f, g of degree at most n such that for C = (cik), i, k = 
0 ,***, n - 1, the identity 
n-l 
c c, Xiyk = fwdY) - f(y)gW 
ak 
i,k-0 X-Y 
(1) 
is fulfilled. We write then also C = B( f, g). The class of all B6zout matrices 
will be denoted by 9,. 
LINEAR ALGEBRA AND ITS APPLZCATZONS 105:77-89 (1988) 77 
@ Elsevier Science F’ublishing Co., Inc., 1988 
52 Vanderbilt Ave., New York, NY 10017 0024-3795/88/$3.50 
78 M. FIEDLER 
The following theorems are well known: 
THJXOREM 1. The determinant of an n-by-n B&out matrix B( f, g) is zero 
if and only if the polynomials f and g have at least one root in common 
(which may also be “the root 00” if both f and g have degree less than n). 
More specifically, the rank of B( f, g) is m - S, where m = max(deg f, deg g ) 
and S is the degree of the greatest common divisor d of f and g. If 
d =d,+dlx + ... +d&, then 
B(f,g) = FB& g,)F? 
where F is the n-by-(m - 6) matrix 
(2) 
(3) 
I 43 \ 
d, *. 
. . 
43 
F= d, * 4 , 
0 *. : 
. . 
i 
\ 
;, ..: (-j 
and j&g, satisfy f =d&, g =dgO, so that B&g,) is a nonsingular 
(m - 8>by-(m - 8) matrix. 
THEOREM 2 (Lander [6]). The inverse of a nonsingular Hankel (B&out) 
matrix is B&out (Hankel). 
THEOREM 3. The class Sn forms a linear space of dimension 2n - 1 in 
the space of all n-by-n complex symmetric matrices. 
THEOREM 4. An n-by-n matrix A = (aik), i, k = 0,. . . , n - 1, is Hankel if 
and only if 
ai-l,k=ai,k-l for i,k=l,..., n-l. (4) 
We present now a characterization of the class .B’,, in a way analogous to 
that in Theorem 4. The second part appears in a different setting in [l] and 
for Toeplitz matrices in [5]. 
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THEOREM 5. A complex symmetric n-by-n matrix B = (b,,,), p, q = 
0 ,***> n - 1, is B&out if and only if for all i, j, k, 1, 0 < i < j < k < 1~ n, 
(b,-l,j-bi,j-l)(btl,~-bk,r-1)-(bi-l,k-bi.k-l)(bj-l.~-bj,~-l) 
+(bi-1,r-bi,l-l)(bj-l,k-bj,k-l)=0. (5) 
(Here, we have to set b,, equul to zero if any of the indices p or q is either 
- 1 M n.) 
Zf (5) is fulfilled and B # 0, then C;;q1E,bP,zPt4 # 0 for some pair z, t, 
z # t, and B = B( f, g), where 
n-1 
f(x) = (z - z) c bi,dzk, 
i,k=O 
g(x) = 
(x - t)C;,j’obilxit’ 
(z - t)E;;,&obP,zPtg * 
In particular, if bo, “_ 1 # 0 (i.e., (6) applied to z = 0, t = co), then B is 
B&out if and only if for all i, k, 1 d i < k Q n - 1, 
Then, B=B(f,g)fm 
n-l n-l 
f(x) = r c boixi, g(r) cbki-1 1 bi,n_lxi* (6) 
i-o i=O 
Proof. Let B E ST,,, B = B( f, g). Then for indeterminates r, y, z, and 
t, the determinant 
identically. By Laplace expansion with respect to the first two columns, we 
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obtain the identity 
Since by (1) 
n-l 
f(x)g(Y)-f(Y)g(x)=(x-Y) .C- bij"iYjy etc., 
i,j=O - 
we have identically 
(X - Y)(Z - t)~bijd~j~bkrtktl - (X - Z)(Y - t)CbikXkkCbjlyjtl 
i,j i,k j,l 
+(x-_)(y-z)~bi~xit’~bjkyjzk=O. 
(9) 
i,l j,k 
However, this is easily seen to be equivalent to 
i jkl 
‘dij@ y 2 t = 0 
i,j,k,l=O 
where uijkr is the left-hand side of (5). Thus (5) is fulfilled. 
Conversely, if (5) is fulfikd, then it is fulfilled for all i, j, k, I in 
{OP..., n }, so that (9) is identically zero. If B = 0, we are finished. Otherwise, 
it is easily seen that there exist two different numbers z and t such that 
CP,~bpqzPt~ # 0. It follows then from (9) that for these z and t and for f 
and g defined by (6), we obtain identically 
n-l 
c b,.xiyj = fbk(Y) -f(Y)&) 
'J 
i,j=O X-Y 
Thus B is Bezout. The rest follows by choosing z = 0, t + co. n 
Theorem 5 shows that L@,, is the intersection of a finite number of 
homogeneous quadratic hypersurfaces in the space of all symmetric complex 
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matrices. Any such intersection S enjoys the property that whenever three 
linearly dependent but mutually distinct points are in S, the whole line 
containing them is in S. Thus the first part of the result obtained previously 
by Z. Vavrin and the author follows: 
THEOREM 6. Let the matrices B,, B,, and B, in 9,, be linearly 
dependent, but any two of them linearly independent. Then all matrices 
linearly dependent on B,, B,, and B, belong to .SY,,, and there exist polynomi- 
als f, g,, g,, g, of degree at most n such that B, = B(f, gi), i = 1,2,3. 
Let us recall now that a Hankel matrix A = (ai+k) is called [4] compati- 
ble with a nonzero polynomial f = fo + fix + * . . + f,r” of degree at most n 
if 
I 
a0 a, ... a, 
a1 a2 -* an+1 
., . . . . . . . . . . . . . . . . . . 
\an_2 a,_, *** azn-2 
\I 
I \ 
JTJ 
fi 
f, 
= 0. 00) 
[On the left-hand side is an (n - 1)by-(n + 1) matrix obtained from A.] We 
shall denote Sn( f) the class of all matrices in 3” compatible with f. 
A B&out matrix C is called compatible with f if C = B( f, g ) for some 
polynomial g of degree at most n. We shall denote by .%3’,(f) the class of all 
such matrices. 
In this terminology, the following holds: 
THEOREM 7 [3]. Zf a Hankel matrix and a B&out matrix are inverse to 
each other, then their sets of compatible polynomials coincide. 
Let us introduce now the class of n-by-n Hankel-B&out matrices as the 
class of n-by-n matrices which are both Hankel and B&out. 
We observe first the following: 
THEOREM 8. All Hankel matrices of rank one are Hankel-B&out. 
Proof. If a Hankel matrix A =(ai+k), i, k = 0 ,..., n - 1, has rank one, 
then we have either 
ai = cti, j=o ,...,2n - 2, for some t and c # 0, 
82 
or 
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aj=O, j=O ,...,2n - 3, a2n_2 = c # 0. 
In the first case, A is B&out of the form 
B(xh(x),c(l- t”x”)), 
where 
h(x)=l+tx+ *** +tn-lxn-l. 
Indeed, then 
A = B(xh(x),c(l- t+(x)) 
= 1,t,..., ( t”-‘)?qX,C(l-&))(l,t,...,t”-‘) 
by (2), which is true because by (1) we have B( X, c(1 - tx)) = c. 
In the second case, A is easily seen to be Bezout of the form B(r”, cxn-i). 
W 
In the next theorem, we present several characterizations of the class of 
Hankel-Bezout matrices. 
THEOREM 9. Let C=(Cik), i,k=O ,..., n - 1, be a complex matrix. 
Then the following are equivalent: 
(i) C E 2” n a,,, i.e., C is a Hankel-B&out matrix; 
(ii) the entries of C satisfy 
Ci-l,k=Ci,k-l* i,k=l,..., n-l, 
CO,j-lC~,n-l~CO,[-lCj,n-~~O, l<j<Z<n-1; (11) 
(iii) C is a Hankel matrix compatible with some nonzero polynomial of 
the form ax”+/3; 
(iv) C is a B&out matrix compatible with some nonzero polynomial of the 
fomt yx”+& 
Proof. (i) + (ii): Follows from Theorems 4 and 5. 
(ii) + (iii): The second condition in (11) shows that in the matrix on the 
left-hand side of (10) corresponding to the matrix C, which is Hankel by 
BEZOUT AND HANKEL-BEZOUT MATRICES 8.3 
Theorem 4, the first and last columns are linearly dependent. This implies 
that C is compatible with some polynomial of the form (YX” + /? where LX and 
/? are not both zero. 
(iii)+(iv): Let C=(U~+~) b e a Hankel matrix compatible with the 
polynomial ax” + j3, (a, p) # (0,O). By (lo), this means that 
a0 a, ... an \ P 
a1 a2 0.. an+1 . . . . . . . . ..*......... 
a n-2 a,_, *** II O 0 * = . QZn-2, i 
Therefore, 
bk + aa,+k = 0, k=O,...,n-2. 
It is then easily checked that if (Y z 0, 
C=B(jw+a, -a-‘(aox+ a.0 +a,_2x”-1)); 
if a=O, i.e. uO=al= a-* =a,_,=O, then 
C=B( x”,a,_, + a,x + * *. + a2n_2X”-1). 
(iv) 4 (i): Let C = B(yx” + 6, g) for some polynomial g of degree at most 
n. BY (I), 
n-1 
i E ocikriY' = 
(YX” + MY) - (YY" + Gdx) 
X-Y 
identically. It is immediate that C is then also Hankel. n 
REMARK. It follows from the proof of the implication (iii) -+ (iv) that the 
choice of y = p and 6 = a! will relate conditions (iii) and (iv). We can thus 
state the corollaries: 
COROLLARY 1. Let (a,/?) z (0,O). Then AQJxxn + P) = B”(PX” + a). 
CORONARY 2. We have 
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Let us state now a theorem which completely describes the relations 
between two mutually inverse matrices in Sn n S?,,: 
THEOREM 10. Let C be u mu&ix in A$ n .S?“, viz. 
C=B(ax”+j3,f), 
where f is a polynomial of degree at most n and (a, p) z (0,O). Let f be 
relatively prime with ax” + /I. 
Zf a + 0, then there exists a polynomial g of degree at most n such that 
a’f(x)g(x)+ 1= w(x)(ax” + /3) (12) 
for some polynomial w(x) of degree at most n, and 
C-l=B(px”+a,Z), 03) 
where g(x) i.s the polyrwrniul satisfying g(x) = x*g(x- ‘). 
Zf a = 0, let f= x”f(x-I). Then there exists a polynomial h(x) such that 
p2f(x)h(x) + 1 = W(x)x” (14 
for some polynomial W(x) of degree at most n, and 
C-l= B@x”, h). (15) 
Proof. First let a/3 # 0 and let t be a number satisfying 
a+pt”=O. 06) 
Then 
c = zqx” -t-“,af). 
The polynomial af can be written as 
n-1 
af = c kjPj + k,(x” - t-“), 
j=O 
(17) 
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where, for E = e2ai/“, 
n-1 
Pi’ n (x-t-‘&-k), j=o ,...,n-1. 
k=O,kt j 
Since f is relatively prime to axn + fi, all numbers k,, . . . , k n_ 1 are 
different from zero. By (17), 
af(t-lE-j) = kjPj(t-le-j). 
However, Pj(t-%-j) is the value at t-%-j of the derivative of 1~” - t-“, i.e. 
Also, p.(x) = - t-(n-1) E Q.(X), i where Q.(x) = 1 + tek + (tJ)2X2 
+ . . . +ttEi)“P%nP1. Using t&e notation u(z)‘=(l, z,..., ~“-l)~, we thus 
obtain by (2) and (3) 
n-l 
c kjPj 
j=O I 
n-l 
= I~okjB((r-t-‘P-i)Pj,‘j) 
=t--)~kjE2jB((x - t-kj)Qj,Qj) 
j 
= t-2(“-L)~kj&2j,(t&j)VT(tej), 
since B(x - tcls-j, 1) = 1. By (18), 
n-l 
c = afl-‘t-(“-l’ c &jf(t-‘&-i)O(tEi)OT(t&j). 09) 
j-0 
The existence of g(x) and w(x) satisfying (12) being elementary, let r be 
the matrix defined by 
l-= B(/?x”+a,g^). 
86 M. F‘IEDLER 
As in the preceding case, with t defined in (16) and E = ePzni/“, r can be 
written as B(x” - t”, /3g^) so that 
r=~,_,tn-lC~-j~(t~j)~(t-~~-j)~~(t-~~-j). (20) 
i 
From (12) for x = t-‘&-j, we obtain 
a2f(t-1&-j)g(t-1e-j) = - 1, 
so that for g^, 
a2t-y(t-1E-j)g(tej) = - 1, 
or, by (1% 
apf(t-lqg( t&j) = 1. 
Multiplying (19) and (20), it follows that 
n-1 
Cr=~$n-~ C d-kf(t-lE-j)g(tek) 
j,k=O 
Since 
n-luT(td)u(t-‘~-k) = Sjk, the Kronecker symbol, 
we obtain by (21) that 
n-l 
cr = n-l c u(t&j)UT(t-‘&-‘), 
j-0 
which is easily seen to be the identity matrix. Thus r = C- ‘. 
Now let (Y = 0, so that p # 0. The polynomial f is then of exact degree n, 
and the polynomial S2f satisfies /3’f(O) # 0. Therefore, there exist polynomi- 
als h(x) and W(x) of degrees at most n such that (14) holds. 
BEZOUT AND HANKEL-BEZOUT MATRICES 87 
By (2), the matrix C has the form (u~+~), i, k= 0 ,..., n - 1, where 
a,=an+,= .. . =a,,_,=Oand 
-pPf(x)=rJX+ulr2+ *** +a,_,x”,~,-,#o. 
Denoting by J the flip matrix 
it follows that CJ is an upper triangular Toeplitz matrix. If S is the shift 
matrix (sik), sik =1 for k=i+l (i=O,..., n - 2), sik = 0 otherwise, then 
Cl= - Pf’(S), 
with fdefined as above. Consequently, since S” = 0, 
(cr) -‘=PqS), 
since by (14), 
We have thus 
- p”f’(s)h(s) = 1. 
c-‘=jVla(S). 
If h(x) = h, + h,x + . . . + h,_lr”-l, then 
where 
co=“l= . . . SC 
n-2 = 0, Cn_l+m=phmr m=O ,..., n-l. 
However, it follows from (2) that 
c-’ = q/3x”, h(x)), 
as asserted. 
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The remaining case p = 0 (thus (Y # 0) follows also from the last case, 
since substituting p + a, h + f, and f + g^ into (14) and (15) we obtain that 
if 
a2f(x)g(x)+l= tiqX)P 
for some G(x) of degree at most n, then 
q=“> f) and B(cy,g^) 
are inverse to each other. n 
In view of Theorem 2, we have: 
COROLLARY 3. The inverse of a nonsingular n-by-n Hankel matrix A is 
again Hankel if and only if A E S”(ax” + p) for some ((Y, p) # (0,O). 
Let us conclude with an analogous result for ToepIitz matrices, i.e. 
matrices of the form (ai_k). i, k = 0,. . . , n - 1. Circulant matrices [2] are 
Toeplitz matrices of the above form which satisfy, in addition, a i _-n = a i, 
i=l ,...,n - 1. 
THEOREM 11. Let A be a nonsingular complex n-by-n matrix. Then the 
following are equivalent: 
(i) both matrices A and A-’ are Toeplitz; 
(ii) AisToepZitz, A=(ai_k)r (YU~+@_,,=O, i=l,...,n-1, forsome 
(a, P) # (090); 
(iii) A is a Toeplitz matrix which is either upper triangular, M lower 
triangular, or diagonally similar to a circulant matrix. 
Proof. (i) + (ii): Follows from Corollary 3, since (i) implies that A.l and 
(A./)-’ with J defined in (22) are Hankel. 
(ii) + (iii): If (Y = 0 or p = 0, th en A is upper or lower triangular. If 
ap#O,let t satisfypt”+a=Oandlet D=diag(t’), i=O,...,n-1. Then 
D-‘AD = ( ai_jtj-j) 
is circulant, since for k = 1,. . . , n - 1, 
ak-nt k-” = ( - a/p)ak( - P/a)tk 
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(iii) + (i): If (iii) h o Id s and A is upper or lower triangular, then A - ’ is 
again upper or lower triangular and Toeplitz. If A is diagonally similar to a 
circulant matrix, A = DCD-I, then the diagonal matrix D can be chosen as 
D=diag(t’), i=O,..., fl - 1, for some t + 0. Since C-’ is again circulant 
[2], it follows that A-’ = DC-‘D-’ is Toeplitz. n 
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