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1Computational details
All-atom Molecular Dynamics Simulation
All-atom MD simulations are performed using the GROMACS 4.5 package1 with the GROMOS96
53a6 force ﬁeld2 for the proteins, the modiﬁed Berger’s force ﬁeld3 for the lipids, and the SPC/E
model4 for the water molecules. The closed, intermediate (inter) and open states of the Tb-MscL
are based on previous coarse-grained MD simulations5. The closed state corresponds to the crystal
structure relaxed in the membrane environment. The intermediate state is characterized by tension
induced expansion of the periplasmic side that however does not open the channel. In the open
state the cytoplasmic side is also expanded, the hydrophobic lock is broken, and the channel is able
to conduct water, ions, and small solutes. For a more detailed description of these states we refer
to previous studies5,6. The atomistic structures are reconstructed from the corresponding coarse-
grained representations using restrain-coupled simulated annealing MD in vacuum7. During the
reconstruction, the protein is allowed to optimize its atomistic details while the system is cooling
down. After that, the restraints to the underlying coarse-grained representation were gradually
removed to ensure a smooth relaxation of the atomistic structure. Then, the atomistic channel is
embedded inside a bilayer of 300 DOPC lipid molecules by using Kandt’s method8 and solvated
with   16000 water (D2O) molecules. After this a 2 ns of position restrained simulation on all pro-
tein atoms is performed followed by 2 ns position restrained simulation on the protein C  atoms.
Finally, after a 2 ns simulation without any restraint, the systems are assumed to be equilibrated
and the 2 ns production runs are made.
During all simulations, the SETTLE algorithm9 is used to constrain bond lengths and angles of
the water molecules, and the LINCS algorithm10 is used for all other bonds and angles, allowing
an integration time step of 2 fs. Long-range electrostatic interactions are calculated by the Particle-
Mesh-Ewald (PME) method11 and short-range repulsive and attractive dispersion interactions are
described with Lennard-Jones potentials, using 0.9 nm as cutoff length. The temperature of the
2system is kept constant with the Nosé-Hoover coupling method12,13 on the protein, lipids and
water molecules (time constant  =0.1 ps) separately with an external heat bath at 310 K, in order
to be consistent with the original parameterization conditions3. Similarly, the pressure is kept
constant with semi-isotropic Parrinello-Rahman coupling14 (time constant  =1 ps) separately to a
pressure bath of 1 bar. The simulation time of each state is 2 ns.
Infrared and SFG response Modeling
We use the following form of the time-dependent Hamiltonian of amide I oscillators:
H(t)=
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i and Bi are Bosonic creation and annihilation operators, respectively, of the ith oscillator.
Furthermore,  i(t) is its vibrational frequency, and Jij(t) is the resonance coupling between the
ith and the jth oscillators.   µi(t) and  i(t) are the transition dipole and transition polarizability
responsible for the coupling to the applied laser ﬁeld   E(t), respectively.   = 16 cm 1 is the
anharmonicity, which accounts for the fact that the energy gap between the single and double
excited vibrational states is smaller than that between the ground state and the single excited state.
The vibrational frequency is affected by the ﬂuctuating local environment.
We consider two types of amino acid groups. For the secondary amide units, the frequency
shifts and nearest neighbor couplings of the neighboring amide units in the peptide chain are ac-
counted for with a dihedral map obtained from ab initio calculations on glycinedipeptide15. The
frequency changes induced by the remaining environment is then determined with an electrostatic
map based on N-methyl acetamide. This accounts for the effect of a local electric ﬁeld and the
electric ﬁeld gradient16. For the 15 tertiary amide units found in Tb-MscL (i.e. those preceding
proline in the backbone), the dihedral maps for nearest neighbor couplings and the frequency shifts
due to nearest neighbors involving proline were used. These were calculated by a procedure similar
3to that of the secondary amide groups using glycine-proline dipeptides for the parameterization17.
For these groups an electrostatic map which accounts for the contribution of remaining environ-
ment based on ab initio calculations on N,N-dimethyl acetamide17 were used. The side chain
amide groups were not included in this study. These primary amide groups typically have amide
I frequencies about 25 cm 1 higher than the secondary amide units.18 For both the secondary
and tertiary amides, the non-nearest-neighbor couplings were calculated by using the transition
charge coupling scheme15,17. This treatment is identical to that previously applied to Elastin like
peptides19 and very similar to the one recently benchmarked on parallel  -sheet amyloids.20
The amide I vibrational frequency of the ith site is modeled through:
 i =  gas+  N( i,i 1, i,i 1)+  C( i,i+1, i,i+1)
+   map(E(r), E(r)) (2)
where  gas is the gas phase frequency,   N is the frequency shift originating from the previous
site i-1 toward the N terminus, while   C is the frequency shift originating from the next site
i+1 toward the C terminus.  i,i±1 and  i,i±1 are the dihedral angles between the ith and (i±1)th
amide I groups.   map is the frequency shift due to the electric ﬁeld generated by surrounding
protein, lipid, and water molecules16,17. The transition dipole   µi(t) and transition polarizability
 i(t) ﬂuctuate with the orientation of the ith amide I group, as well as with the local electric ﬁeld
E(r) and electric ﬁeld gradient  E(r)16,17. The polarization of infrared spectra is obtained using
the proper orientational averaging over different polarization directions21.
The SFG process involves an infrared ﬁeld   Ek( ir) (frequency  ir, polarization direction ˆ k),
and a subsequent visible ﬁeld   Ej( vis) (frequency  vis, polarization direction ˆ j). The second-
order nonlinear polarization   P
(2)
i ( SFG) (frequency  SFG =  ir +  vis, polarization direction ˆ i)
is then generated by the applied ﬁelds   Ek( ir) and   Ej( vis) through the second-order nonlinear
susceptibility  
(2)
ijk . It vanishes in the bulk of centrosymmetric materials, and thus also in isotropic
4materials on average.
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where the  
(2)
ijk is a third rank tensor, whose 27 elements depend on the properties of the medium
under investigation. At molecular interfaces,  
(2)
ijk is reduced to seven non-vanishing elements by
symmetry constraints. If an azimuthally isotropic polarization sheet in the xy plane is considered,
there are only four independent elements remaining22:
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In a SFG experiment, these four independent elements contribute to the signal under four different
lab frame polarization conditions: ppp, ssp, sps, and pss. Here, we will only consider the  
(2)
zzz
and  
(2)
xxz polarizations which determine the outcome of the SFG pppand ssp measurements23–26,
respectively.
For calculating the SFG response functions, the amide I transition polarizability tensor  ij is
needed. We use Tsuboi’s tensor matrix    27 which was determined for proteins with  -helical
structure, where the tilt angle (between the principal x-axis and the C=O bond)   = 34  (see Figure
S1). Then, we transform it to the local molecular frame, where the x -axis is along the C=O bond
direction. Using the rotational transformation, we then get:
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where  xx = 15,  xy =  yx = 9,  yy = 7.4 and  zz = 1. The tensor element is given in unit
of zz tensor component for which the value was not determined by the experiment27. A similar
5transformation is applied to the tensor matrix    into the simulation box frame, where the z-axis
is parallel to the membrane normal. The transition polarizability tensor in this frame is used to
calculate the SFG response functions.
Using all-atom MD simulations, the local structure of the protein chains, lipids, and the sur-
rounding solvent is known. Then, using the above mapping, the time-dependent Hamiltonian is
constructed for all amide I units. From this Hamiltonian, FTIR, LDIR, 2DIR and SFG spectra
are calculated by using the numerical integration of the Schrödinger equation (NISE) method28.
This quantum-classical method is based on numerically solving the time-dependent Schrödinger
equation for the vibrational Hamiltonian H(t) and using the solution to calculate optical response
functions. The Schrödinger equation for the time-dependent Hamiltonian is solved numerically by
successive propagation during time intervals that are short enough for the Hamiltonian to be con-
sidered constant, i.e. shorter than the time scale of the frequency ﬂuctuations. In practice, it turns
out that time intervals of 20 fs are short enough for this purpose28,29. The time domain response
functions governing the infrared and SFG signal are then calculated by averaging over multiple
starting conﬁgurations. The frequency domain spectra are calculated as a Fourier transform of the
time domain response functions.
The average tilt angle
The average tilt angle   of the amide I transition dipole is estimated from the relationship between
LDIR and FTIR spectra. Using z as the unique axis in the LDIR experiment Assuming one ﬁxed
transition dipole the following relations
IFTIR( )=Ixx( )+Iyy( )+Izz( )
ILDIR( )= Ixx( ) Iyy( )+Izz( ) (6)
6can be used to derive the following equation for the angle   between the dipole vector and the
membrane surface normal.
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In reality, however, with many contributing transition dipoles ﬂuctuating with time,   is a highly
convoluted quantity that nevertheless gives an idea of orientational changes.
Analysis
SFG response functions for Different Groups
To further understand the lineshape of the SFG response functions, we calculate the SFG response
functions of individual groups as shown in Figure S2. The contribution from the S1 and Loop
region is negligible, because the amide I transition dipoles of S1 helices and Loop region are
mainly perpendicular to the membrane surface normal. The transmembrane helices TM1 and
TM2 contribute strong positive and negative signals, respectively, because the amide I transition
dipoles along TM1 helices are pointing to the positive direction of the membrane surface normal,
where the amide I transition dipoles along TM2 helices are in the opposite direction. The S2
helices contribute slightly to the negative signal in the high frequency region because of their
orientation. The separated TM2 SFG response of the intermediate state are redshifted and have a
stronger negative signal than that of the closed and open state (Figure S4), which results in stronger
negative signal of the overall SFG response of the intermediate state, because the cancellation with
the positive TM1 signal is less pronounced at 1645 cm 1 in the intermediate state.
2DIR Spectra for Different Groups
To understand the 2DIR lineshape, we calculated the 2DIR spectra with parallel and perpendicular
polarization for different groups of the channel as shown in Figures S3 and S4, respectively. In
7Figure S5 diagonal slices through these spectra are presented. No signiﬁcant difference is found
between the two polarization directions except for the parallel spectra being about three times more
intense. For the TM1 helices, the peak is located at 1655 cm 1 in the closed state and 1650 cm 1
in the open state. In the intermediate state a strong peak at 1655 cm 1 is observed and a weaker
one at 1650 cm 1 at the same time the spectrum in the intermediate state is broader than in the
other states. For the TM2 helices, a sharp peak at 1650 cm 1 is observed for all states. In the
intermediate state this peak is slightly redshifted, narrower, and more intense than those in the
closed and open states. These are signatures of a more ordered helix in the intermediate state.30 In
the S1 and S2 helices the spectra are broader and contain multiple sub peaks indicating disorder
and a lack of perfect helical structure. For the loop region the spectra are broader and blue shifted
compared tothe other groups. This thethe typical spectrumof a randomcoil like structure.31 There
is little difference in the loop region spectra for the three different states. The peaks of the TM1
and TM2 groups are about 20 cm 1 lower than the average site frequency. This difference is due
to the collective property of the eigenstates as also known from other studies.32–34 There is also
essentially no difference in the average site frequencies for TM1 and TM2, but still the observed
peak positions are different, which can thus only come from differences in the couplings. Such
effects may arise from interactions between the helices.35 The average frequencies are slightly
higher for the Loop and S1 than for TM1 and TM2.
Tilt angle of transmembrane helices
To compare the tilt angle of transmembrane helices  helix to the average tilt angle of amide I tran-
sition dipoles (  in the main text), we calculated the angle between the principal axis of helix and
the membrane surface normal shown in Table S1. This was done using the Gromacs g_helixorient
tool. We found that the values of  helix are not equal to that of the average tilt angle of amide I
transition dipoles at 1645 cm 1 (manuscript Figure 2). However, the general trends are similar.
Both transmembrane helices and amide I transition dipole tilt more in the open state than in the
close and intermediate states.
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12Table S1: The tilt angles  helix of transmembrane helices TM1 and TM2.
 helix closed inter open
TM1 52  53  74 
TM2 34  42  52 
Figure S1: Schematic ﬁgure of the peptide group in different molecular frames, and the corre-
sponding polarization Raman tensors.
13Figure S2: SFG response functions of different groups. The scaling of the signal intensities is
preserved in all panels so the signals give an indication of the relative contributions to the total
signal.
14Figure S3: The parallel polarization 2DIR spectra of different groups. 2DIR spectra are normal-
ized to the maximal intensity amplitude, and each color contour represents 10% of the maximal
amplitude.
15Figure S4: The perpendicular polarization 2DIR spectra of different groups. 2DIR spectra are
normalized to the maximal intensity amplitude, and each color contour represents 10% of the
maximal amplitude.
16Figure S5: Diagonal slices through the 2DIR spectra presented in Figure S3 and S4. The signals
for S1, S2, and the loop are magniﬁed with a factor 5 for clarity.
17