This paper mainly studies the problem of image-text matching in order to make image and text better match. Existing cross-media retrieval methods only make use of the information of image and part of text, that is, matching the whole image with the whole sentence, or matching some image areas with some words. In order to better reveal the potential connection between image and text semantics, this paper proposes a fusion of two levels of similarity across media images-text retrieval method, constructed the cross-media two-level network to explore the better matching between images and texts, it contains two subnets for dealing with global features and local characteristics. Specifically, in this method, the image is divided into the whole picture and some image area, the text is divided into the whole sentences and words, to study respectively, to explore the full potential alignment of images and text, and then use a two-level alignment framework is used to promote each other, fusion of two kinds of similarity can learn to complete representation of cross-media retrieval. Through the experimental evaluation on Flickr30K and MS-COCO datasets, the results show that the method in this paper can make the semantic matching of image and text more accurate, and is superior to the international popular cross-media retrieval method in various evaluation indexes.
the classic latent dirichlet allocation (LDA) [2] model, and is generally used to process sentences, and then use text semantic features and image features to match. There is also a graphbased approach, according to the different focuses of the method. It is further divided into two categories: (1) graphbased method, focusing on the construction of the graph and (2) neighborhood analysis method, which considers how to use the neighbor relationship of data to measure the similarity.
The rise of deep neural networks (DNN) has also quickly spread to the field of cross-media information expression. So it is worth trying to use DNN to eliminate the ''semantic gap''. DNN can be used to handle the relevance of different media types. However, for a project in a modality, there may be multiple semantically different items with the same modality. It is not enough to simply match the representation by sharing the subspace, and a better method is needed to match this semantic representation.
We propose a DNN-based cross-media retrieval method. Our method is based on global similarity and local similarity. We refer to our model as GSLS. For global image features, we introduce a self-attention network to obtain a macro representation of the global image. For global text features, we use character-level convolutional neural networks (Char-CNN) [37] to get a macro representation of the entire sentence. For local image features, candidate areas of images are obtained using Faster R-CNN [27] and sent to the convolutional neural network (CNN) [18] to extract features. For local text features, we use attention mechanisms, which are essentially similar to human selective visual attention mechanisms. The core goal is to remove redundant information from a wide range of information and select information that is more critical to the current mission objectives. The innovation of this study lies in using the more comprehensive features of the whole image and the whole sentence to design the two-level similarity and carry out comprehensive accumulation. Our method use these two kinds of similarity and added them in some way. So the two similarity can be combined in cross-media retrieval applications and achieve good results.
II. RELATED WORK
A large number of studies [3] , [4] , [6] , [13] , [21] , [29] - [31] , [39] explored mapping image and complete sentences into a common semantic vector space for image-text matching. Kiros et al. [17] used a deep CNN [18] to encode images, and used recurrent neural networks (RNN) [35] to encode sentences with significant improvements. Feng et al. [4] uses the features of text and image to map to a common subspace through encoder, then uses L2 distance to measure the similarity between text and image, and gets the correlation loss, then uses decoder to separate the common subspace. The text and image are mapped to the original space, and the input text and image features are L2 distance to obtain a representation loss. Finally, two correlation losses and a representation loss are added using two hyperparameters of 1. This framework is very classic, and many models [3] , [19] , [25] , [28] , [30] , [32] , [38] , [39] have used it since then.
The idea of Wang et al. [31] is similar to Orderembeddings [28] . The biggest highlight is the introduction of hard triplet loss [11] and the addition of structure retention (hard triplet loss between texts). The main idea of Nam et al. [25] is to add attention to both sides of text and images, and then use triplet loss to measure the similarity between text and image in a common subspace. Wang et al. [29] used generative adversarial networks (GAN) in domain adaptation to draw on cross-media retrieval. Faghri et al. [3] used the hard triplet loss to the extreme and implemented end-to-end training. Zheng et al. [39] used CNN to extract the features of text and used softmax to classify all text image pairs into instance-level. Huang et al. [13] obtained a better image representation by learning the rank loss of the image-text and the loss generated by the text. The main idea of Lee et al. [19] is to use the attention mechanism on the text and image side to learn better text and image representation, and then use hard triplet loss to measure the similarity between text and image in the common subspace. This approach uses the attention mechanism to obtain better potential semantic alignment.
Compared with previous work, how to combining image and text information is a problem that has not been well studied. In our method, the image is divided into a whole image and some image areas, and the text is divided into some sentences and some words, which should be studied separately in order to explore the complete potential alignment of the image and the text. This study combines two levels of similarity to provide a more comprehensive semantic description of images and text. On the one hand, we borrowed from the use of the common subspace, and different media data are mapped from their independent representation spaces to a third party's common subspace, so that they can measure the similarity with each other. In this way, you can get a better semantic space, and you can reduce the distance of the same semantics of different media modes. On the other hand, we were inspired by the ideas proposed in some rankingbased methods, in which loss function based on triplet loss can be used to increase the distance representation of different semantics of different media modes. In this way, the result is a better modal matching representation of the image and text.
III. CROSS-MEDIA TWO-LEVEL NETWORK MODEL
The method of this study is shown in Figure 1 . In order to explore image-text retrieval, a two-level network model across media is constructed. This model contains two subnets for global representation and local representation. Specifically, we not only use the self-attention network to get the global macro representation of the image, but also use local fine-grained patches. Two kinds of similarity are proposed for mutual promotion and we can learn supplementary hints for cross-media related learning.
We introduce the formal definition of cross-media datasets
k=1 have a total of N instances in each media type, that is, N image/text pairs. i m and t k are the m th and k th instances of images and text, respectively. Finally, if given a modal and query another modal, we can get a global similarity sim1 and a local similarity sim2. The goal of cross-media retrieval is to measure cross-media final similarity sim(i m , t k ), and retrieve related instances of another media type.
A. GLOBAL REPRESENTATION PROCESSING
This study extracts global and local representations from the proposed visual language attention model, which provides rich and comprehensive semantic information for crossmedia related learning.
For the global representation of the image, each input image is adjusted to 256 × 256 and is fed to a convolutional neural network to take advantage of the high level global semantic information. In particular, the convolutional neural network (CNN) has the same configuration as the pretrained ResNet-152 [9] convolutional neural network, which is pre-trained on large-scale ImageNet datasets. We obtain the global image feature by taking a mean-pooling over the last spatial image features, expressed as x. Where x = (x 1 , x 2 , . . . , x j , . . . , x i , . . . , x n ).
Then we use the image self-attention mechanism [36] to pass the global features of the image through three 1 × 1 convolutions. The self-attention diagram is shown in Figure 2 , and the image features can be self-attention. We transpose the image feature matrix after f (x) processing and multiply it with the image feature matrix after y(x) processing, and then take out the softmax on all the lines to get an image feature attention map. Then we multiply the image feature matrix after k(x) processing and the attention map to get the output. The 1 × 1 convolution kernel can greatly improve the nonlinear characteristics by using the nonlinear activation function that follows the premise that the image feature scale is constant (that is, no loss of resolution), and the network can be done very deep. This layer helps the network capture details from farther parts of the image. Note that it does not replace the convolution operation, but rather complements it. Specifically, after ResNet-152 we get the image feature x, f (x) = W f x and y(x) = W y x which represent two feature spaces obtained by multiplying image features by W f and W y of different weight matrices. First, α j,i is calculated to indicate that the image content of region j synthesized by the model is VOLUME 8, 2020 the participation degree of region i, that is, the correlation:
α j,i is the result of softmax, then we calculate the output of the self-attention network c j :
where C = (c 1 , c 2 , . . . , c j , . . . , c i , . . . , c n ), W k is the weight parameter. Through self-attention network, we can integrate all the information together. Combining the original features of the image with the features of the attention layer, the final output is g i = λc i + x i as a global feature of the image, where λ is initialized to 0.1. Then, each input text t k being composed of a sequence of characters, each of these characters is represented by a single thermal code. Based on experience, we built a Char-CNN [37] to handle the global text representation, to generate a representation sequence from the last activation layer and feed them into the recurrent neural network. Text is classified at the character level to extract high-level abstract semantics. The advantage of this is that you do not need to use information such as pre-trained word vectors and grammatical structures. In addition, there is an advantage that it can be easily extended to all languages. For each input text t k , the text sequence output through Char-CNN is P.
For a global representation of text, the output of Char-CNN is the input of long-term short-term memory (LSTM [10] ). Specifically, we use LSTM networks to learn global representation. LSTM uses the following equations to recursively update:
The input, forget, memory cell and output activation vectors are represented as I t , F t , C t and O t . P is the input text sequence. W xi , W xf , W xo , W hi , W hf , W ho , W u and W hu are the weight parameter, b i , b f and b o are the bias parameter. tanh is the activation function, the output of the hidden unit is H i = h i 1 , . . . , h i m . represents element-byelement multiplication. σ is the s-shaped nonlinearity used to activate the gate. The output of the LSTM is g t = 1 m m k=1 h i k . We add two fully-connected networks to transform the image and text global feature vector dimensions into 1024-dimensional vectors, which are mapped as cross-media semantic alignments into common subspaces to compute cross-media similarity between images and text.
B. LOCAL REPRESENTATION PROCESSING
For the local representation of the image, we first use the Faster R-CNN [27] to generate a candidate image region that contains a large probability of the visual object, such as ''human'' or ''airplane''. To generate an image region, all candidate image regions are detected from a Faster R-CNN and sorted by their score. We pick the first 5 candidate image areas by using the method of Anderson et al. [1] . We used a Faster R-CNN model in combination with the pre-trained ResNet-152 in the ImageNet dataset. Specifically, each image i m is fed to a Faster R-CNN implemented with a ResNet-152 network that is pre-trained on the MS-COCO detection dataset. We can get a few bounding boxes, and then we obtain the image feature by taking a mean-pooling over the last spatial image features. They represent n different regions within an image and then form an image local representation l 1 i , . . . , l n i , where i represents the i th image. Then, in order to learn local representation of text, there is a problem if we only use LSTM to model sentences: we cannot encode back-to-front information. In the finer-grained classification, such as the strong degree of commendation, weak degree of commendation, neutral, weak degree of derogatory, or strong degree of derogatory, five classification tasks need to pay attention to the interaction between emotional words, degree words, and negative words.
For example, ''this restaurant is dirty very much, not as good as next door'', where ''very much'' is a modification of the degree of ''dirty'', so we use a bidirectional LSTM called ''Bi-LSTM'' [14] . The bi-directional semantic dependencies can be better captured by Bi-LSTM.
For the i th word in a sentence Y = {y 1 , y 2 , . . . , y i , . . . , y m }, we represent it with a single thermal vector that shows the retrieval of the word from the vocabulary and is represented by the word embedding matrix W E as:
Embedding words into a 300-dimensional vector, we use Bi-LSTM to summarize the information in two directions in a sentence. The Bi-LSTM contains the forward LSTM, which reads the sentence Y from ω 1 to ω n :
And using backward LSTM to read sentence Y from ω n to ω 1 :
The last word e i is characterized by an average forward hidden state − → h i and a backward hidden state ← − h i , which summarizes the information of the sentence centered on ω i .
Word embedding extracts the output of a word by Bi-LSTM network. Its output dimension is 2048. We can obtain a series of outputs from the hidden unit of the Bi-LSTM, denoted by E = {e 1 , . . . e i , . . . e m } as m different text segments in a sentence, as the final feature of the context in which the sentence is interpreted. In addition, our goal is to focus the model on the necessary fine-grained patches, so we apply the attention mechanism [24] to capture useful text fragments. The elements in each set represent the input information in a spatial position in the input information, the output e t m is the current spatial position t, a certain context respectively represents the corresponding attention, and the m th text segment is finally scored after passing softmax.
z t−1 means to select (t − 1) th input information from Bi-LSTM hidden state. We normalize by softmax, and finally the corresponding weight (i.e., score) of each input context representation is 1:
The extent to which the decoder indicates attention to different contextual information in the segment E of a sentence can be reflected by this score, where α t m denotes the attention weight of the generation of the text segment.
A piece of text with greater attention is more likely to contain keywords that describe the corresponding visual object. Therefore, after processing through the Bi-LSTM and attention mechanism, we can obtain a local representation of 1 m m k=1 α t k e k in a sentence. Assuming there are n texts, we can get a series of outputs from the hidden unit of the Bi-LSTM, denoted as E = e n 1 , . . . e n i , . . . , e n m , representing n sentences, where each sentence has m different text segments. After processing through the Bi-LSTM and attention mechanism, we can obtain a text local representation of l t = 1 m m k=1 n j=1 α t k e j k in a sentence, as the final text local representation. We add two fully-connected networks to transform the image and text local feature vector dimensions into 1024-dimensional vectors, which are mapped as cross-media semantic alignments into common subspaces to compute cross-media similarity between images and text. Figure 3 illustrates this process. We extract fine-grained patches for images and use attention mechanisms for text. The lower left corner of the image is the specific process of simulating partial images and local text matching in common subspaces. In fact, these features are abstract rather than visible. We use the attention mechanism to selectively filter out a small amount of important information from a large amount of information. We focus on this important information, (while ignoring most of the unimportant information), which contains rich fine-grained text local information, and can emphasize all the keywords in the text sequence.
C. CROSS-MEDIA TWO-LEVEL ALIGNMENT
The loss function we use for global and local representations is based on triplet loss [11] . The core of triplet loss is to use the anchor examples, the positive samples and the negative samples to optimize the model. By optimizing this loss, the anchor examples are closer to the positive example and farther away from the negative example. What triplet loss learned is a good embedding for cross-modal. Similar image/text pairs are alike in the common subspace, denoted as Loss triplet = max(d(a, p) − d(a, n) + margin, 0), where a is an anchor, p is a positive example, and n is a negative example. Triplet loss can reduce the distance between the similarity of matched image/text pairs, and make the similarity of mismatched pairs as large as possible. Therefore, using triplet loss, the objective function we designed is defined as follows:
L 1 (i n + , t n + , t n − ) = max(0, α−d(g n iC , g n tC )+d(g n iC , g n t− )) L 2 (t n + , i n + , i n − ) = max(0, α−d(g n iC , g n tC )+d(g n i− , g n tC )) (10) where L 1 and L 2 represent the similarity of the global image/text pair matched during model training, and the difference between the similarity of the mismatched pairs is as large as possible. d(.) represents the dot product between the VOLUME 8, 2020 image/text pairs. We use the dot product of the projections to calculate the similarity in the common subspace. It shows their similarity (the larger the value, the better). (g n i+ , g n t+ ) denotes a matching image/text pair, (g n i+ , g n t− ) and (g n i− , g n t+ ) are another two pairs, but do not match. n represents n image/text pairs. α represents the marginal parameter. N is the number of triple tuples sampled from the training set. Thus, cross-media global alignment can be leveraged from matched and unmatched image/text pairs.In previous work, Karpathy and Li FeiFei [15] defined region-word similarity as the dot product of regions and words, and we have extended this practice.
For local alignment, our goal is to find the best match between the text local representation l t and the multiple image local representations l 1 i , . . . , l n i in a pair of images and text. Specifically, for each text local representation, we select k nearest neighbors (KNN) from multiple image local representations [8] . If given a picture, with n local image represents. We assume that there is a particular visual feature such as ''food''. After extracting its feature vector, we can calculate the given distance between the feature vectors by the simple KNN tool, that is, L1 or L2 distance. The k nearest neighbors which are found from the n image local representations. This makes it possible to better match the image local representation and the text local representation and gives the following objective function:
The K value of the K-nearest neighbor is usually set to 3. The K-nearest neighbor algorithm weighted by distance is a very effective inductive reasoning method. It is robust to noise in the training data and is very effective when given a large enough training set. Note that by taking the weighted average of k neighbors, the effect of isolated noise samples can be eliminated. Finally, we designed a cross-media synthesis similarity between image i m and text t k . We calculate the similarity in the 1024-dimensional common subspace, which combines two levels of alignment:
Our model inputs the global and local features of the image/text pair transformation, and the output is the overall similarity. We designed θ to rearrange two kinds of similarity. θ is a parameter defined between 0.3 and 0.7, which will be explained in detail in the experimental section of this study below (mentioned in subsection IV.B).
IV. ANALYSIS OF EXPERIMENTAL RESULTS
Our approach achieved good results on the MS-COCO [20] and Flickr30K [34] datasets, generally higher than other popular methods. On Flickr30K, our method performs 2.3% better in image retrieval based on image query than current methods, and 12.7% better in image retrieval based on text query (based on Recall@1). On MS-COCO, our method has improved sentence retrieval by 1.7% and image retrieval by 1.2% (based on Recall@5, using the 1K test set). Figure 4 shows the results of the search. We found that ''the image retrieve the text'' is generally better than ''the text retrieve the images''. There is a lot of interference with text retrieval of images, because the semantic gap still exists, such as the search for ''a dog is running in a yard''. In Figure 4 , it is difficult to distinguish a dog from a group of dogs. We also find that the shadow may also affect the search results. For example, the shadow of the person in Figure 4 is mistakenly retrieved into a dog, and the search result becomes ''a dog catches a ball in its mouth''.
A. DATASETS AND EVALUATION INDICATORS
The original MS-COCO images and texts are a dataset from the official website of MS-COCO. The original Flickr30K images and texts are a dataset from the official Flickr30K website. The Flickr30K dataset contains 31,784 images. Each image comes with five sentences. Usually, there are 1,000 images in the test set, 1,000 images in the validation set, and the rest are training sets. The MS-COCO dataset contains 123,287 images, each with five separate annotated sentences. But there are 40,000 images without labels.
In the testing phase, we use the data of one type of media in the test set as a collection of queries to retrieve data from another medium. When we use the model to search, there are two methods: (1) input an unknown picture, retrieve the N texts in the test set by the similarity of the model, and obtain the K texts with the highest similarity in the test set. After the final calculation, the output recall rate of the image search text is obtained. (2) Input an unknown text, retrieve the N pictures in the test set by the similarity of the model, and obtain the K pictures with the highest similarity in the test set. After the final calculation, the output recall rate of the text search image is obtained.
We used Recall@K's score as an evaluation indicator, including the top 1 search result(R@1), the top five search result(R@5) and the top 10 search result(R@10). We use Recall@K (K = 1, 5, 10) to represent the percentage of queries that retrieved at least one ground-truth in the top K results. The higher the score of Recall@K, the better the model performance.
We also calculate another score, denoted ''sum'', which is used to evaluate the overall performance of the cross-media retrieval. It is the sum of the evaluation indicators in the model for R@1 and R@10:
The method we proposed is implemented by pytorch 1.0.0 version. For the Flickr30K and MS-COCO datasets, for each image we used 5 described sentences to form 5 image/text pairs. The advantage of doing this is that we can get very comprehensive information. For global text features, there are three convolutional layers in Char-CNN, with parameter combinations (256, 4), (512, 4) and (2048, 4) . The first parameter represents the number of cores and the second parameter represents the kernel width. The output of Char-CNN is handled by the LSTM network. Their output dimension is 2048. The number of dimensions embedded in the word input to the Bi-LSTM is set to 300. We use two fully-connected networks in each subnet to generate a global and local representation with 1024 dimensions. Although the training speed of using two fully-connected networks was slower than that using one fully-connected network, the recall rate of experimental results was higher than that using one full connection network. In addition, all margins α in the loss function are set to 1. We use the Adam optimizer [16] to train the model. For the Flickr30K dataset and the MS-COCO dataset, we both trained at a learning rate of 0.0002 in 15 iterations and then reduced the learning rate to 0.00002 in another 15 iterations. The mini-batch size is 128, and we also set the dimension of the Bi-LSTM and joint embedding space to 1024. The number of hidden units for both LSTM and Bi-LSTM is set to 1024.
Selection of θ: in the verification stage of the experiment, for the given global similarity sim1 and local similarity sim2, we can add them in a certain proportion to determine the optimal proportion of the two similarity. First, we use random numbers to iterate for 100 times in the minimum batch of each verification to determine the approximate range of θ. Then, according to the experiment in the verification phase, reorder based on the similarity of θ participation. If the result of the experiment is better than the result of the direct addition of the original global and local similarity, then θ will be output. On the contrary, the result of the experiment is still the addition of the original two similarity. Through many small batches of verification, we found that θ between 0.3 and 0.7 can obtain the best experimental results. In the test phase of the experiment, it is the same process, but not in small batches, but in full test data. Since the scope of θ has been determined before, we only need to iterate the θ value between 0.3 and 0.7 for 41 times in the test phase to get the best experimental results. In this way, we use fewer iterations to optimize the speed and improve the experimental results.
C. EXPERIMENTAL RESULTS ON THE FLICKR30K DATASET
We evaluate our method on the Flickr30K dataset and the Microsoft COCO dataset. Flickr30K has a standard 31,000 images for training. We split the same way as other people's methods. Following the split in [15] , we used 1,000 images as the verification set and 1,000 images as the test set, and the rest as the training set. Each image has five captions. Our results on the Flickr30K dataset are shown in Table 1 . In the beginning, we used only global similarity to predict the results of the experiment, that is, ''GSLS(only global)''. In addition, we only used local similarity to predict experimental results, namely ''GSLS(only local)''. Finally, the results of the experiment are predicted by the combination of global similarity and local similarity, that is, ''GSLS''. Only with this differential analysis would it be clear whether the combination is significantly improving performance or not. Experimental results show that our model performs well when dealing with small datasets such as the Flickr30K dataset.
D. EXPERIMENTAL RESULTS ON THE MS-COCO DATASET
In MS-COCO dataset, the training set contains 82,783 images, 5000 validation and 5000 test images. Following the split in [15] , we use 1,000 images for validation and 1,000 images for testing and the rest for training. Each image comes with five captions. Experiments have shown that our model performs well when dealing with large datasets such as the MS-COCO dataset. As with other methods, we use 1000 test images, each image comes with five captions. Our results are shown in Table 2 . 
E. ''MED'' AND ''SUM'' VALUES ON THE FLICKR30K AND MS-COCO DATASETS
This article also uses another evaluation indicator called ''Med R''. This is the median of the first retrieved groundtruth sentence or image. For its value, the lower the better. For example, if you retrieved four times and found the first ground-truth sentence or image for the fourth time, the median is 2. This article gives a comparison between the ''sum'' value and other methods after using 1000 test images on the Flickr30K dataset. A comparison between the ''sum'' value and other methods after using 1000 test images on the MSCOCO data set is also given. The experimental results are shown in Table 3 and Table 4 . These indicators can better reflect the comprehensive capabilities of the model. 
F. MAP VALUE ON THE MS-COCO DATASET
It is necessary that we use the mean average precision (mAP) to validate our methods. This is a common performance evaluation criterion in cross-media retrieval research. As with other methods, we calculated mAP using 1000 test images, each image comes with five captions. The experimental results are shown in Table 5 . It can be seen from the table that our method is better. So we can prove that the method is effective. 
G. TRAINING VISUALIZATION RESULTS
This article uses tensorboard to visualize on the MS-COCO dataset. The visualization of the validation phase is shown in Figure 5 . The higher the score of ''sum'', the better the performance of the model. The x-axis represents the amount of training data, and the y-axis represents the value of ''sum''. We find that the value of ''sum'' tends to be stable when the amount of training data reaches 80K or above. A peak of about 320 is reached at about 109K.
H. WORD EMBEDDING VISUALIZATION RESULTS
The word embedding matrix W E is also studied in our model (mentioned in subsection III.B). We visualize learning word embedding by projecting some selected word vectors into the two-dimensional space in Figure 6 . The picture is the word embedding method of other people's model, and the following is the word embedding method of our model. We can see that compared to the word embedding of other people's models ( [5] ), many words of the models of others are not well differentiated and are almost glued together. Our model can learn more words embedding related visual meanings, and the aggregation distribution of word embedding is more scattered, indicating that our model can better identify and distinguish different semantic information.
V. CONCLUSION
In this study, we propose a cross-media attention network to explore two-level alignment between different media types. First, we propose a visual language attention model that captures complementary cues in cross-media correlation learning using global and local representations. Second, we propose two levels of alignment across media and design a combination of two kinds of similarity, which can facilitate each other to learn more accurate cross-media correlation. Experiments are carried out in modal search to verify the effectiveness of our method. This framework can also be applied to other modes, not just image-text matching. In future work, we will combine traditional machine learning methods and generative adversarial networks to unsupervised learning using unmarked data in practical applications.
