This research is to find a design D that minimizes forecast variance in d dimensions over the candidate space X . We want a robust design since we may not know the specific covariance structure. We seek a design that minimizes a coverage criterion and hope that this design will provide a small forecast variance even if the covariance structure is unobservable. The details of an exchange or swapping algorithm and several properties of the parameters of coverage criterion with the unknown correlation structures are discussed.
Introduction
Recognizing and quantifying the relationship between a dependent variable and independent variables are the two primary goals of statistical experimental design. The construction and analysis of designs, therefore, are two main tasks of the experimental design. The first task focuses on selecting particular sites on which to run an experiment and collect related data. A site is a specific combination of descriptive values of the independent variables. In a given experimental setting, experimenters may have many choices of sites or design along with many objectives. Several important aspects of the experiment go into the choice of design, such as the costs of experiment, the number of sites to be chosen, and the information to be gained through the analysis of the design. The second task involves the application of statistical methods to data from the experiment. The subsequent statistical analysis of a well designed experiment should provide answers to the questions that motivated the experiment. Consequently, the first task of designing the experiment is fundamentally important.
One of the basic experimental design problems is the choice of inputs or sites for an efficient analysis of the data, the "selection-of-sites" problem. Often, when the goal of the experiment is to predict the response variable for particular values of the independent variables, the experimenter needs to find the set of sites of the independent variables that provide the smallest forecast variance from the response variable. Usually, choosing inputs from a continuous space is difficult and often computationally intractable. The solutions of traditional experimental design problems often have strict requirements such as the number of factors, the number of levels per factors, and the number of sites in the design. As a remedy, various optimality criteria have been introduced to evaluate the efficiency of designs, quantifying the cost of the experiment and the information gained.
A typical approach for statistical optimal experimental design is to select a particular criterion that measures the merit of a particular design and then optimize this criterion over all possible choices of designs. In particular, the variance of the parameter estimates and predictions depend upon the experimental design; these variances should be as small as possible. The optimality criteria typically used include A-, D-, and G-optimality (see Atkinson and Donev, 1992) . A-optimality finds a design that minimizes the average variance of the parameter estimates for a specific parametric model. D-optimality finds a design that minimizes the determinant of the variance-covariance matrix of the parameter estimates of the model. G-optimality finds a design that minimizes the maximum variance of the fitted response over the design region. The usual optimality criteria depend on the model and can be formulated as a function of the variance-covariance matrix of the parameter estimates.
In some fields of science and engineering, computer experiments are used when traditional or physical experiments are not reasonable to perform, such as when it is overly time consuming, expensive, impractical or fundamentally impossible. The primary objective of computer experiments is to estimate the relationship between dependent variables and independent variables from a moderate number of runs so that independent variables can be predicted at untried inputs. In a computer experiment, observations are generated by running a computer code with certain inputs and recording the response. The computer output or response is often deterministic of rerunning the computer code with the same inputs that provide exactly the same results. This lack of random error associated with the observed variable can make computer experiments different from classical physical experiments. Deterministic experiments also differ from simulation experiments (Kleijnen, 1987) , since simulations incorporate substantial random error through random number generators or randomization methods. Sacks et al. (1989) reviewed recent work on the design and analysis of computer experiments.
Because of the lack of random or replication error, computer experiments do not require the general concepts of an experimental unit; in addition, the lack of random error allows the complexity of the computer model to emerge. For these reasons, the "space-filling" design has been considered. Their construction does not depend on a specific model for the data. Similarly, with the model-based designs for traditional experiments, the experimenters expect to find the model-free space-filling designs for computer experiments.
Two approaches to construct space-filling designs have been proposed. One family of a design criteria are dependent on the specific correlation structure as suggested by Sacks et al. (1989) versus another design criteria independent of the assumed covariance function has been proposed based on geometric measures. In this context, the minimax and maximin distance-based designs were introduced (Johnson et al., 1990) . Specifically, the minimax designs minimize the maximum of nearest-neighbor distances from the candidate points to those in the design. The minimax designs are ideal space-filling designs based on geometric measures; however, these designs are impractical since the criterion is not well behaved and the minimax design is difficult to obtain even though the criterion itself is easy to compute.
The "coverage" space-filling designs were introduced by Tobias (1995) design. These designs geometrically measure how well a given design covers the space of interest. Coverage designs are easily generated using an "exchange" or "swapping" algorithm. Figure 1 .1 shows simple examples for n = 3, 5, 7 sites of the minimax designs on a rectangular grid and the final converging coverage designs for the swapping algorithm. The designs in the first row are the actual minimax designs from Johnson et al. (1990) and the designs in the second row are coverage designs generated on 2 7 × 2 7 grid of candidate points on the unit square. The results of the second row are from the best designs from 5 independent random starts of a swapping search algorithm (with 2,500 nearest-neighbors).
Two different criteria values are given for each of the coverage designs in the second row. One is the coverage criterion with the finite values of parameters labeled as 'Coverage', the other criterion labeled as 'Limiting' is the coverage criterion, which is evaluated at the limiting values of parameters. The minimax criterion is not comparable to the coverage criterion directly, since the coverage criterion in Figure 1 .1 calculates the discrete candidate set. Therefore, we consider the limiting coverage criterion as the surrogate of the minimax criterion on the continuum space. Notice that the differences between minimax and limiting coverage are quite small (smaller than .01).
Distance-Based Space-Filling Designs and Criteria
Computer experiments are based on models of scientific phenomena and employed across broad areas of science. For example, Currin et al. (1991) , and Sacks et al. (1989) give examples in the field of the electronic circuits. Sacks et al. (1989) present applications to chemical kinetics problems. The prediction of the computer output Y for an untried input is treated by modeling the systematic departure of Y from a linear model as a realization of a stochastic process. The examples listed above show how approaching the problem from a stochastic process model could aid in the computation of efficient designs and suggest several design criteria. The previously mentioned papers suggest several criteria that depend on the covariance structure of the stochastic process. We call the experimental designs that satisfy such criteria covariance-based designs.
The suggested covariance-based criteria for design selection are not appropriate when we do not have much prior information or knowledge on which to base the selection of the covariance structure. An alternative method of choosing a design is to use a geometric criterion that does not depend on the covariance structure. Johnson et al. (1990) , cited here as JMY, develop the notions of minimax and maximin designs for an arbitrary design set from the space of interest along with a certain distance measure defined on this space.
Minimax distance designs have asymptotically optimal properties when the correlation on the region of interest is a decreasing function of distance. Unfortunately it is often difficult to generate such a design because the minimax criterion is not well behaved, that is, the minimax criterion has many local minima and maxima. In addition, it behaves like a saddle point. Thus, the minimax design is an ideal but possibly impractical distance-based optimal design.
As an approximation, Tobias (1995) discussed "space-filling" coverage designs, where we minimize a criterion that is only a function of the distance between candidate points and design points. The coverage criterion can be interpreted as a measure of how well a set of design point covers the domain of interest. It has the advantage that designs can be easily found using an exchange algorithm. Nychka et al. (1998) showed that the coverage design approximately minimizes the average prediction variance.
"Space-Filling" designs are appealing in situations where the experimenter may be unwilling to specify the functional form of the response function but is willing to assume that the surface of prediction is "smooth enough" to justify interpolation (Doehlert, 1970) .
Let C denote a set of possible sites in X and suppose there is a nonnegative function d on C × C so that
with equality if and only if
Furthermore, if one allows that
) is a metric space.
Minimax design
The intuition behind the minimax criterion is that minimax distance designs ensure that all points in C are not "too" far from the subset D * . This follows because the minimax criterion attempts to cover the experimental space by locating design points to minimize the maximum distance from any candidate point to the closest design point. Another way of viewing the minimax design is to consider placing a p-dimensional sphere with radius r around each design point. The idea of a minimax design is to place the n points so that the design space is covered by the spheres with a minimal radius.
One illustration of this problem for the two dimensional case may be called the franchise problem. We can think of the design points D as store locations and the candidate set C as customer locations. From a customer point of view, we would like to locate the stores closest to the customers. A minimax plan of placing fast food stores would guarantee that no customer is too far from one of the franchise stores. The minimax criterion is in fact the largest distance that a customer is from his closest store. For small n, the minimax distance-based designs will generally lie in the interior of the design space.
JMY derived the asymptotic optimality properties of the minimax distance designs. The minimax designs have the asymptotic G-optimality property when the correlation in the space of interest is a decreasing function of distance. JMY showed that minimax designs based on distance also minimize the maximum prediction error when the correlations tend toward zero, that is, independence. The above asymptotic optimality property is proposed by JMY as the Theorem along with more details of the proof. In essence, the minimax designs have an asymptotic optimality when the space of interest has independency.
Coverage design
Because of difficulties of finding the minimax designs as mentioned before, we consider an approximate geometric criterion to locate design points whose solution may approach optimality. Space-filling "coverage" designs are spatial sampling plans that optimize a distance-based criterion. It is assumed that the designs are the solution to the discrete problem of selecting a subset of points from a larger finite set of candidates. Let C denote the set of N candidate points and D a subset constituting a design of size n. One measure for the distance between a candidate point x and a particular design D is dp(
This metric-type measure (2.4) can be thought of as measuring how well the design covers point x.
Definition 2.2. Let D and C be a design space and candidate space, respectively. A coverage design satisfies the minimum of
where p < 0 and q > 0.
Taking q > 0, an overall coverage criterion is an Lq average of "coverages" for each candidate point. There are two parameters in coverage criterion, p and q. We can think of p as how relatively close a design point has to be to affect dp (x, D) . We set the coverage parameters as p < 0 and q > 0. Since if we let p ≥ 0 or q ≤ 0 then the solution is a trivial design where all points equal the centroid.
With the following Lemma 2.1 and Lemma 2.2, we see that the minimax designs have connections with covering problems similar to coverage designs.
Lemma 2.1. Let x ∈ C. If p < 0, then dp(x, D) → 0 as x converges to a member of D.
Lemma 2.2. If p → −∞, then the metric dp(x, D) is the minimum distance between the candidate point and the design points.
Apparently, the coverage criterion measures how close selected design points are to candidate points. We can summarize the behavior of the coverage criterion in the following Theorems.
Theorem 2.1. The coverage criterion based on the geometric distance converges to the minimax distance design criterion if p → −∞ and q → ∞.
By Theorem 2.1, the coverage criterion with p = −∞ and q = ∞ is equal to the minimax criterion that minimizes the maximum of nearest-neighbor distances among points in the candidate set to those in the design. Therefore, one can view a coverage design, with relatively big number of finite p and q, as a good surrogate of the minimax design.
Theorem 2.2. If p → −∞ and q = 1, then the coverage design criterion converges to some design criterion that has asymptotic A-optimal properties when the correlation function satisfies the assumptions of the JMY Theorem.
Because the coverage designs do not depend on the covariance structure of the process to be sampled, coverage designs are more efficiently computed than designs that are optimal for mean squared error criteria. By using a simple "swapping" or "exchange" algorithm, the coverage designs are easily generated.
Maximin and spread designs
Definition 2.3. Let D ⊆ C with card(D) = n, n fixed. Call D • a maximin distance design if max D min u,u ′ ∈D d(u, u ′ ) = min u,u ′ ∈D o d(u, u ′ ) = d • .
Let the index I
• be the number of pairs of sites in
any maximin set with the smallest index. For simple illustration, let C = [0, 1], card(D) = n, then it is easy to see that the maximin set assigns an equal spacing to n points that include 0 and 1.
The maximin design criterion tries to spread the design points in space to maximize the minimum distance between the pairs of design points. We can think of a maximin design as a packing design since these designs pack the n design points, with their associated spheres with maximum radius, into the design space. Parts of the sphere may be out of D but the design points must be in D.
Analogous to the minimax illustration above is the desire of the owners of fast food stores to place them as far apart as possible. A maximin plan for placing the franchises would ensure that no two stores are too close to each other and will not compete with each other.
Tobias (1995) also discussed of another kind of space-filling design criterion or "spread" design. For u ∈ D, dp(u, D − {u}) measures how far the design point u is from the rest of the design points.
Definition 2.4. Let D be a design space. A spread design satisfies the minimum of
where p < 0 and q < 0.
The spread criterion, therefore, is the measure of how close selected design points are to each other. Tobias (1995) describes several properties of a spread design. One of the main properties relates the spread design to the JMY maximin design: if we let p → −∞ and q → −∞, the spread design converges to the maximin design.
The Point Swapping (Exchange) Algorithm and Details of Coverage Criterion

The swapping algorithm
The suggested algorithm for finding the optimum designs based on the coverage criterion uses a random starting configuration and decreases the coverage criterion by swapping or exchange a candidate point with a design point. The references for this algorithm are Kennard and Stone (1969) , Mitchell (1974) and in connection to distance-based criteria Marengo and Todeschini (1992) and Tobias (1995) . Several different kinds of the exchange algorithms are reviewed in Nguyen and Miller (1992) , that concentrates on finding discrete D-optimal designs.
The swapping algorithm may be summarized as follows: Let xi and uj be candidate points and design points, respectively.
(1) Select a random starting design, and compute the vector of initial row sums, r of the distance matrix and Cp,q(D).
(2) For each design point, replace uj by xi, i = 1, . . . , N and compute N criterion values.
(3) Swap xi with the uj that produces the largest decrease over the initial criterion. Given this swap recalculate r and Cp,q(D).
(4) Repeat (2)-(3) until no swap can be made.
When the design point is updated, the coverage criterion will always be reduced since the swapping is made only if it reduces the criterion. Since the algorithm stops when no swap gives an improvement, the solution may only be a local optimum. Consequently, it is very important to use several different random starts to improve the chances of finding the global optimum. The more details of the swapping step and the flow chart are in the dissertation paper (Baik, 1999) 
Details of coverage criterion
In the coverage criterion of the design D, Cp,q(D), we do not know how large the parameters p and q must be to give a near optimal design. We might hope that moderate number of values will provide a relatively good design. Furthermore, we want to know how many runs (random starts) do we need to obtain a design near the optimum. For answering these questions, we ran a simple simulation. We selected 25 design points from 51 × 51 (2,601) grid candidate points on the unit square, C = [0, 1] 2 , with the number of nearest-neighbors set to 25% of the candidate set. We use the 5×5 grid design for comparison, having minimax criterion value √ 2/10 = 0.1414 for this specific candidate set, since we do not know the exact minimax 25 point design and the 25 grid point design is known to be the A-optimal design. Using the 5 × 5 grid points and the three different coverage designs that all have the same criterion values of the grid points to 4 decimal places. These three designs illustrate three different random starts with p = −32 and q = 32.
Theoretically, larger values of −p and q should lead to better designs. Practically, the size of −p and q are limited for computational reasons. One of the benefits of coverage design over the minimax design is the stability of criterion function. While the minimax criterion is as easy to compute as the coverage criterion, finding the optimal solution is not easy since local optima abound. With finite values of coverage criterion parameter p and q, we are looking for a near optimal design instead of the minimax design. From Theorem 2.1, for large −p and q values we expect that the coverage design is nearly the same as the minimax design that has them asymptotically G-optimal property under certain conditions of the correlation function. Also by Tobias (1995) , large −p values with q = 1 we can achieve a nearly optimal design. However, the question is how large the parameter values should be to be nearly optimal.
For the various parameter values we use combinations of −p = {2, 8, 16, 24, 32} and q = {1, 8, 16, 24, 32}. We then ran 100 coverage designs from random starts at each (p, q) pair. If we take −p = q, and q to be a power of 2, then we can remarkably reduce the calculation time of p=-2 and q=32 2), therefore, we recommend values of (p, q) of (−16, 16) or (−32, 32).
Rule of thumb for selecting the number of runs
As mentioned before, we do not expect to have a good design with a single random starting design. Therefore, we try to run with several different random starts and choose the best design out of these solutions. For this reason, we want to know the number of runs that are likely to produce a good design. Boxplots of the Best at p=-32 and q=32 
Forecast Variance Designs
The experimenters usually notice that there exists some degree of relationship among the responses in the space of interest. Often, however, they cannot measure the magnitude or find any form of relationship. In these circumstances, our primary objective is finding designs, D, that minimize forecast variance over the candidate space X . Since we do not have much information about the covariance structure, we want a design that would be robust over a variety of spatial covariance structures. We might hope that a design that covers the space well such as having a small value of the coverage criterion, Cp,q(D), might also give small forecast variances for some values of spatial correlation.
In this context, we describe the minimized forecast variance designs and compare them with the original swapping coverage designs over the different levels of correlations. We use the cumulative distribution function of the best number of runs to compare these two designs.
Let us define the covariance structure between x and x ′ given parameters r and θ, V (x, x ′ |r, θ), as
where we use a correlation structure based on distance
is the correlation between x and x ′ , and σ 2 is the process variance. The above correlation decreases as θ decreases for fixed r. We use the above correlation structure throughout this discussion. Let ΣD be a covariance matrix of the discrete candidate space with the design D. It can be written as follows
where Σ11, Σ22 are the partitioned covariance matrices of the n design points and the N − n remaining candidate points (excluding design points), respectively.
Definition 4.1. A forecast variance design minimizes the average or maximum of the diagonal of the posterior variance, PV(ΣD),
Average Forecast Variance (AFV) : min
D i ∈C [ ∑ j PVj(ΣD i ) (N − n) ] Maximum Forecast Variance (MFV) : min D i ∈C [ max j PVj(ΣD i ) ] where PVj(ΣD) = diag j ( Σ22 − Σ21Σ −1 11 Σ12 ) , j = 1, . . . , (N − n).
Comparing designs and analysis
With the given correlation structure (4.1), we are going to compare the forecast variance designs with the coverage designs. In simulation, we use two types of candidate sets (coarse and fine) and two kinds of dimensions, 2 (C 2 = [0, 1] 2 ) and 4 (C 4 = [0, 1] 4 ). The coarse set with card(C 2 1 ) = 289 and fine set with card(C 2 2 ) = 4, 225 are used for 2 dimension case. For 4 dimension case, however, only the coarse candidate set, (card(C 4 1 ) = 1, 296), is used since the fine candidate set is hardly manageable and impractical. Two different numbers of design points (n = 5 and n = 7) at each dimensions are used with a 25% nearest-neighbors search. In the covariance structure, two levels of r, (r = 1 and 2) and four levels of θ, (θ = 1, 0.75, 0.25 and 0.1) are used.
First, we generate initial random designs on the specific candidate set and calculate the three different criteria, coverage, Cp,q (for p = −32, q = 32), AFV, and MFV at various values of r and θ. Table 4 .1 shows the scheme of these simulations. The top and bottom in each combination of the parameters, illustrate the swapping AFV and the MFV designs (triangle points) from the same random initial designs (circled points), respectively. The x-axes and y-axes represent the coverage and forecast variance criterion. Therefore, the coverage criteria, x-axes, of the random designs of the top and bottom are the same. From the random designs (circled points), the converged swapping coverage design criteria (cross points) are plotted at both plots. Similar to the random designs, the swapping coverage criteria at the top and bottom plots are all the same. The horizontal lines represent the mean values of the each design group. The solid line, long broken line, and short dotted line represent the mean of the coverage, forecast variance, and random designs, respectively.
In these Figures, the swapping solutions are superior to random designs. The coverage design is correlated with the forecast variance designs. The correlation between coverage and forecast variance designs decreases as the spatial correlation decreases. The slopes or shapes are changed by r. Now we are interested in the mean of the differences between the swapping coverage designs and the swapping forecast variance designs for various r and θ. Table 4 .2 shows the means and standard errors of paired differences between the swapping coverage and forecast variance designs. Two means are given for each case. One column gives mean of the differences between average forecast variances evaluated for the coverage designs and the converged AFV designs. The other column gives mean of the differences between maximum forecast variances evaluated for the coverage designs and the final swapping MFV designs. From Table 4 .2, the ranges of the absolute mean differences for the AFV designs are smaller than the MFV designs. The AFV designs have small standard errors for all θ values. The variances of the MFV designs are larger than the AFV designs. If the spatial correlation is large (θ 0.75) then the MFV designs are better than the coverage designs. However, the MFV designs have more variance than the coverage designs. Even if the spatial correlation is small (θ 0.25), the MFV designs have more variance and are higher than the coverage designs. The MFV designs have a large variance even in the plots from the fine set. Therefore, the swapping MFV designs are not a good choice of design criteria when there exists some level of correlation. In these situations, the coverage designs give more promising results than the MFV designs. These features are consistent throughout the fine candidate case. When we increase the dimension to 4 the above arguments still hold. Interestingly, correlations with the coverage and MFV designs begin to disappear as the spatial correlation decreases.
The mean differences between the coverage designs and the AFV designs are relatively small over the whole range of the parameters. These differences are statistically significant; however, not practically so since the differences are so small. For d = 4 case, the results are similar. However, the correlations between the coverage and the forecast variance designs begin to disappear more quickly than d = 2 case as the spatial correlation decreases. Therefore, the coverage designs and the AFV designs are relatively close for the whole range of θ. We cannot conclude that the coverage designs have the same effect as the AFV designs when there exists some level of correlation; however, we can compute the coverage designs more easily than the AFV designs.
Due to the nature of the swapping search algorithm and the random initial start, in practice a user may wish to take the best design of a few, say k, solutions. Because of the random initial design, the solution from a swapping algorithm can be viewed as a random sample from a (small) population of solutions, so that the best of k runs has the distribution of the minimum from an iid sample of size k. Suppose the best of k solutions from coverage swapping algorithm performs as well as the best of l solutions from forecast variance swapping. Then these two methods can be compared by estimating the ratio, β = l/k. Therefore, one swapping coverage solution has the same effect as well as the best β forecast variance search.
Let the cumulative distributions of the swapping AFV criteria, Fx(t), and the swapping coverage solutions, Gx(t), be a follows,
where Da, is the criterion of solution with average forecast criterion. If we assume that the distributions of the two swapping methods (coverage and forecast variance) of designs are same at the best of k th and l th then we can establish the following equation,
Taking the logarithm of both sides, where β = l/k. To estimate β, from sample values from both F and G, the relevant values of t should be taken from the intersection of their supports. We can use then simple linear regression to estimate β.
To estimate β, we use 1,000 forecast variance designs forF (t) and 1,000 coverage designs forĜ(t). The candidate set, C β , is 17 × 17 on the unit square ([0, 1] 2 ) to calculate several criteria, such as coverage criterion, average and maximum forecast variance criteria. We will consider only two cases of the correlation structures such as low and high relationship. For given correlation structure (4.1), we use r = 1, θ = 0.1 and r = 2, θ = 1 for low, high correlation, respectively. In addition, we investigate both n = 5 and n = 7 designs. Figure 4 .4 show the histograms of 1,000 runs of the swapping coverage designs and the AFV designs evaluated for the average forecast variance criteria. In Figure 4 .3 and Figure  4 .4, the first row is for the low correlation and the bottom row is for the high correlation. For each correlation structure, it shows the histograms of the average forecast variance criteria for the coverage swapping and AFV swapping designs. In the situation with the low correlation, the coverage design and the AFV design distributions do not overlap; however, in the same cases with a high correlation, they share some common t values. With the high correlation for n = 7 designs, the β for the AFV criteria between the coverage swapping and the AFV swapping is 3.51. This means that one AFV design has a same effect as well as 3.5 coverage designs for the AFV criterion points of view. However, the convergence time for AFV design is almost 4 times slower than for the coverage design.
In the practical situation, with the huge candidate and design set, AFV designs take significantly longer to compute than coverage designs. Therefore, the swapping coverage designs are a robust design for minimizing the forecast variance when there exists an unobservable covariance structure. Even if the covariance structure were known, the best of a few number of coverage designs will outperform an AFV design and are faster to compute.
Concluding Remarks
This research enables us to generate robust designs when there exist some level of spatial correlation. The swapping algorithm is effective in finding good coverage designs. From the study of the parameters (p, q) of coverage criterion connection with, we show that the pairs of (−16, 16) and (−32, 32) provide relatively good designs. Furthermore, with those pairs, we can reduce the number of random starting runs to achieve the same effectiveness of the designs.
This work has empirically shown that coverage space-filling designs can be used for problems with spatial correlation. Interestingly, the average forecast variance designs and the coverage designs perform similarly in minimizing the average forecast variance through the low and high correlation structures.
We must mention at this point about the degree of penalty of the swapping algorithm due to discretization, comparing numerically to the Newton-type (quasi-Newton) algorithm by using the gradient and Hessian of the coverage criterion. We cannot run a Newton-type algorithm starting from just any random location because if the starting solution is not near a local minimum then it may lead to a stationary point other than a minimum. A sensible scheme is to run the swapping algorithm first and then compute the Hessian and gradient at the design of the solution points to see if the swapping solution might be close to a local or global minimum in the continuum. The more detail about these topics and the results of the practical situation (especially for the typical chemical library) are in Baik (1999) .
