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On the Computational Complexity
of the LBG and PNN Algorithms
J. Shanbehzadeh and P. O. Ogunbona
Abstract—This correspondence compares the computational complexity
of the pair-wise nearest neighbor (PNN) and Linde–Buzo–Gray (LBG)
algorithms by deriving analytical expressions for their computational
times. It is shown that for a practical codebook size and training vector
sequence, the LBG algorithm is indeed more computationally efficient
than the PNN algorithm.
I. INTRODUCTION
The most computationally complex part in the design of a vector
quantization-based (VQ-based) [1], [2] coder/decoder system is the
codebook generation. A popular scheme for VQ codebook generation
is the Linde-Buzo–Gray (LBG) algorithm [3]. The LBG algorithm
iteratively uses a given training sequence and an initial codebook
to generate a locally optimum codebook. In an attempt to reduce
the computational complexity of the LBG algorithm, Equitz [4]
introduced the pair-wise nearest neighbor (PNN) clustering algorithm,
and a suboptimum version (fast PNN) as a fast alternative scheme for
codebook generation. He experimentally showed that the fast PNN
algorithm is computationally more efficient than the LBG algorithm
in terms of codebook generation. The comparison between PNN and
LBG algorithms, however, was not considered.
This correspondence addresses the situation: We have compared
PNN and LBG algorithms in terms of computational complexity. In
Sections II and III, expressions for the computation times of LBG
and PNN algorithms, respectively, are derived. In Section IV, the
codebook generation times of these two schemes are compared. The
final section contains our conclusion.
The symbols used in this correspondence are defined as follows.
m Codebook size.
k Codevector size.
t Number of vectors in the training sequence.
n: Number of iterations needed to meet stopping criterion.
LBG Computation time for finding the distance between two
vectors.
Tcom The unit time for comparing two distortion values.
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II. LBG A LGORITHM: COMPUTATION TIMES
The LBG algorithm is an iterative procedure where, at each
iteration, each vector in the training sequence is compared with all
the codevectors in the current version of the codebook and assigned
to the same cluster as the most similar codevector. Normally, the
criterion of similarity is the mean square error (MSE) or weighted
MSE. After each iteration the sequence of codevectors is updated
by using the moment center of each cluster. The stopping criterion
is satisfied when the ratio of the overall distortion improvement
to the distortion in the previous iteration is less than a predefined
value.
It is easy to show that the total computation time for the LBG
algorithm is
TLBG = ALBG +BLBG (1)
where
ALBG =nmtLBG
BLBG =n(m  1)tTcom:
ALBG is the distortion computation time andBLBG is the time for
comparing distortions. A proof of (1) is as follows: There aret v ctors
in the training sequence, each of which is to be compared with all the
codevectors. The number of iterations isn, and at each iteration we
need to find the minimum among them distortion values computed;
this requires (m  1) comparisons. Thus,ALBG = nmtLBG and
BLBG = n(m   1)tTcom: If the MSE is considered as the distance
m asure, then the required operations for calculatingLBG are (2k 
1) additions andk multiplications. If we further assume that the CPU
time required for multiplication is times more than that for addition
(tadd); we can write
LBG = ((2 + )k   1)tadd: (2)
III. PNN ALGORITHM: COMPUTATION TIME
In the first step of the PNN algorithm, each vector of the training
sequence is considered as a cluster and the distortion between every
pair of vectors is computed. The pair with the least distortion are
merged. At each of the subsequent steps, two clusters that result
in the least possible average distortion are merged. In order to find
out the merging that results in the least distortion, all the distortion
information arising from merging any pair of clusters are required. A
formula that gives the distortion arising from merging two clusters
(i and j) based on MSE [4] is
Distortion= niS
2
i + njS
2
j +
ninj
ni + nj
jxi   xj j: (3)
ni andnj are, respectively, the numbers of vectors in clustersi and
j: S2i andS
2
j are the average distortion (MSE) computed over the
vectors in clustersi and j; and their respective cluster centers(xi
or xj):
The computational burden incurred in the first step of PNN
algorithm has two parts: i) computation of the distortion between
each pair of vectors and ii) the cost of comparisons. Witht number
of training vectors, the computational cost of distortion calculation
is proportional to
t
2
= (t2   t)=2: The computational cost
of comparing thet2   t=2 calculated MSE is[((t   1)2   (t  
1))=2]Tcom: After merging two clusters we are left with 1 clusters.
The distortion between the newly generated cluster and the rest is
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calculated. This results int   2 distortion calculations and the time
for comparing all the distortions is[((t 2)2 (t 2))=2]Tcomm: For
a target codebook size,m; this process continues untilm clusters are
obtained. The required time for the first step of PNN is easily written
as
t1 =
t2   t
2
LBG +
(t  1)2   (t  1)
2
Tcomm: (4)
In the ith step, the computational time is
ti = (t  i)PNN +
1
2
[(t  i  1)
2
  (t  i  1)]TCOM (5)
wherePNN is the time for computing the distortion measure in (3);
this distortion measure is calculated for each cluster, and the newly
generated cluster from the previous step. This time can be calculated
by considering (3): If the information aboutS2i andS
2
j are available,
the required operations are four multiplications, one division, two
additions, and the rest is the same asLBG in the LBG algorithm.
If we assume that the CPU time for division is times greater than
that for addition, thenPNN can be written as
PNN = (4+  + (2 + )k + 1)tadd: (6)
The overall time for PNN is then
TPNN = APNN +BPNN (7)
where
APNN =
t m
i=1
(t  i)PNN +
1
2
(t
2
  t)LBG
BPNN =
1
2
t m
i=1
((t  i)
2
  (t  i))Tcom:
After some manipulation of (7), we have
APNN =
1
2
[t
2
  t m
2
+m]PNN +
1
2
(t
2
  t)lBG (7.1)
BPNN = [t
3
+ ( 5m+ 5
2
)t
2
+ (5m
2
  5m+ 3
2
)t
  (2m
2
+ 5
2
m  3
2
)m]Tcom: (7.2)
IV. COMPARISON OF COMPUTATIONAL
TIMES AND OBJECTIVE PERFORMANCE
In this section, we derive the constraint under which the LBG
algorithm becomes computationally more efficient than PNN. This
constraint is then tested in practical situations.
It is clear that
ALBG  APNN and BLBG  BPNN ) TLBG  TPNN:
(8)
Furthermore,ALBG  APNN is equivalent to
nmtLBG 
1
2
[t
2
  t m
2
+m]PNN +
1
2
(t
2
  t)LBG: (9)
If both sides of (9) are divided bymtLBG; the result, after some
straightforward manipulations, is
n 
1
2
t
m
 
1
m
1 +
PNN
LBG
+
1
t
 
m
t
: (10)
Now, in practicet 1 and t m; hence (10), can be written as
n 
1
2
t
m
 
1
m
1 +
PNN
LBG
: (11)
If the expressions forPNN andLBG from (2) and (6) are substituted
into (11), we have
n 
1
2
t
m
 
1
m
1 +
4+  + (2 + )k + 1
(2 + )k   1
: (12)
After some manipulations, the inequality in (12) can be written as
n 
t
m
 
1
m
1 +
2+

2
+ 2
1 +

2
k  
1
2
: (13)
We now use the fact that; ; andk are all greater than unity, and
t  m to obtain the required constraint forALBG  APNN in a
simple form
n 
t
m:
(14)
We now turn our attention to the constraint required forBLBG 
BPNN: BLBG  BPNN is equivalent to (15), shown at the bottom of
the page. Again, we use the fact that in practice 1 and t m
to simplify (15) into
n<
t2
m  1:
(16)
Next, we show that if (14) is true, then (16) is also true. Witht> 1
n 
t
m
) n 
t2
m
: (17)
It then follows that
t2
m

t2
m  1
) n 
t2
m  1
: (18)
Hence, it is sufficient to show that (14) is true to prove that the LBG
is computationally more efficient than PNN. In order to evaluate the
codebook generation times of LBG and PNN, the results quoted by
Equitz [4] are used. These results are shown in Table I. The size of all
the test images are 512 512 pixels. The codebook size is 256 and
the vector size is 16. The first column of Table I is the image under
test, the second column is the number of LBG algorithm iterations
when the initial codebook is selected randomly, the third column is
t=m; and the final column is the ratio of LBG codebook generation
time over fast PNN obtained by Equitz [4]. It can be easily seen that
for all cases, LBG requires less codebook generation time. However,
in case of codebook generation time, fast PNN is much superior than
LBG.
The main goal of each clustering algorithm is to achieve the
best possible partitioning of the data based on a classification mea-
surement. Here, the performance achieved by the LBG and PNN
algorithms for some sample images are shown in Table II. The tests
have been performed on 128 128 images and an image-based
codebook of size 64. The images are part of the some test images
from Table I, and the original images and the tested parts are shown
in Fig. 1. The reasons for using part of the images are twofold; the
computational time of PNN algorithm in practice and the memory
n<
t3 +  5m+
5
2
t2 + 5m2   5m+
3
2
t  2m2 +
5
2
m 
3
2
m
(m  1)t
(15)
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Fig. 1. Test images for objective quality comparison of LBG and PNN algorithms.
TABLE I
COMPARISON AMONG THE CODEBOOK GENERATION
TIMES OF LBG, PNN AND FAST PNN ALGORITHMS
required to execute PNN are very high. The memory required for a
typical 512 512 image and a vector size of 16 in situation, where
4 bytes are used for measuring the distortion between two clusters
will be more than 1 Gbytes. If we use the hard disk of computer for
memory, it will heavily affect the real execution time of the PNN
algorithm. PSNR, based on the following formula, has been used to
measure the objective performance of the two algorithms.
PSNR= 10 log
10
255
2
mse
: (19)
It can be seen that in all cases, the LBG algorithm shows better
performance than the PNN algorithm, and in fact LBG has a better
performance than the suboptimum version of PNN (fast PNN) as well.
V. CONCLUSION
In this correspondence, the computational times and the objective
quality performance of two codebook generation schemes, LBG and
PNN, have been compared. The constraint under which the LBG
algorithm is computationally more efficient than the PNN algorithm
was theoretically obtained, and it is shown that, in practice, the
codebook generation time of LBG is indeed less than that of PNN.
The performance of the LBG algorithm for all the test images was
better than the PNN algorithm. We hasten to point out that the widely
held opinion about the superiority of PNN over LBG is only true for
the suboptimum version of PNN, fast PNN.
TABLE II
PSNR OF LBG AND PNN ALGORITHMS
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