Abstract-It is widely known that minimum shift keying (MSK) may be seen as a PAM signaling scheme and that the same is true, albeit approximately, with MSK-like modulations. It is also known (perhaps not so widely) that any binary continuous phasemodulated (CPM) signal may be exactly decomposed into the sum of a few PAM waveforms. In this paper we show that this property extends to multilevel CPM signaling. Features of a PAM decomposition are discussed as a function of the alphabet size, the modulation index, and the frequency response of the system. It is found that, especially with signaling schemes with a long memory, the decomposition has so many terms that it becomes unmanageable. For these cases an approximation is proposed with a limited number of terms.
I. INTRODUCTION ONTINUOUS phase modulation (CPM) forms a class
C of signaling formats that are efficient in power and bandwidth [ 11. Furthermore, it generates constant envelope waveforms and therefore is very useful in radio channels employing nonlinear amplifiers. Notwithstanding these favorable features, however, current CPM applications are still limited to few simple cases (basically, MSK and its generalizations) because of implementation complexity and synchronization problems.
Implementation complexity has two separate aspects. One arises from the large number of states that are required to describe a CPM signal. As a consequence, a maximum-likelihood (ML) detector consists of a Viterbi algorithm operating on a possibly large trellis [2, ch. 81. Methods to reduce the trellis size are discussed in [3] - [5] . The other aspect originates from the filter bank needed to calculate the optimum metrics for the ML detector (either coherent or noncoherent). Here, the number of filters equals the dimensionality of the signal space, which may be quite large for many efficient CPM formats. Methods to cut down this number without sacrificing error performance are discussed in [6] - [8] . Finally, synchronization is a much more difficult task than in linear modulations. Various strategies have been proposed to recover carrier phase and symbol timing from CPM signals. For example, in [2, ch. 91, [9], [lo] , a nonlinear circuit is used to extract tones at carrier and clock frequencies from the received waveform. With smoothed phase pulses and multilevel signaling, however, this Universitii di Pisa, 56100 Rsa, Italy.
method fails because the amplitude of the tones is too small compared to the noise level.
While most of the above problems seem deeply rooted into the very features of CPM schemes (continuous phase variation, constant envelope, etc.), their solution is hindered by the nonlinear nature of these modulations. Perhaps it is not coincidental that the so-called MSK-type signals, which may be viewed as (approximate) linear modulations [ 111, [ 121, are much easier to deal with in terms of receiver complexity and synchronization functions.
In a paper published in 1986, Laurent [13] has opened the way to a "linear" representation of CPM modulations.
Actually he has shown that a binary CPM signal can be decomposed into the sum of a few pulse amplitude-modulated (PAM) waveforms. Laurent's decomposition (LD) has been used to reduce the size of the filter bank in coherent CPM detectors [7] and to find new phase recovery methods [14] for coherent detection. More recently, it has been exploited for carrier frequency recovery [15] . Unfortunately, LD is only valid for binary signaling and, as such, is restricted to a subset of CPM formats. The purpose of the present paper is to extend the LD to multilevel signaling.
The paper is organized in the following way. In the next section we overview LD for a binary alphabet. The results are exploited in Section 111 as a building block for extending LD to multilevel schemes. The key idea is that an M-ary signal may be viewed as the product of P binary waveforms ( P on the order of log, M ) . Performing the product of such waveforms leads to a sum of PAM components. Examples are provided in Section IV to illustrate the method. Since the number of PAM components may be large, especially with partial response schemes, the problem of discarding the less significant ones arises. This issue is addressed in Section V where mean-squared approximation methods are adopted. A few examples are discussed in Section VI. Finally, in Section VII. we draw the conclusions.
LAURENT DECOMPOSITION FOR BINARY SIGNALS

A. CPM Signal Model
The complex envelope of a CPM signal has the form s(t. a) = e 3 q l ' ( t . w (1) 
The pulse f ( t ) in (3) is time-limited to the interval (0, L T )
In numerical examples to be discussed later we consider frequency responses of rectangular shape. They are customarily indicated with the acronym LREC.
-02 and satisfies the conditions
B. Laurent Decomposition
In [13] it has been shown that, with a binary alphabet (ai = k l ) , the right-hand side of (1) may be expressed as a superposition of PAM waveforms 2) With full response systems ( L = 1 ) Q is unity and there is only one PAM component in (6 DI, = min(L(2 7.
-
In particular, it can be shown that
Q-1 
5)
If h is an integer, the denominator of u(t) in (8) vanishes and the Laurent decomposition seems to fail. We shall see later how to deal with these pathological cases.
Finally, the coefficients b k , in (6) (henceforth referred to as pseudo-symbols) are related to the information data a, by the relationship 
A. Decomposition of an M-ary Sequence
The following remarks are of interest: 1) The nonlinear relationship (10) between pseudo-symbols and information data reflects the nonlinear nature of CPM modulations. Indeed, s ( t , a ) is a nonlinear function of the information data even if it depends linearly on the pseudo-symbols.
into Binary Subsequences
The key idea to extend the LD to multilevel modulations is to express the M-ary data sequence { a i } in terms of binary subsequences. As we shall see, this allows us to write the multilevel signal as a product of binary CPM waveforms. Applying LD to each waveform leads to the desired result. To proceed, we call P that integer satisfying the conditions
and we consider the mapping a i b. defined by Clearly, as ai varies in the set {H, *3,. . . , f ( M -l)}, ti, takes on values in the range which, because of (16), may also be written as
It follows that & may be represented in radix-2 form as
Next, elimination of 8, from (17) and (20) yields
1=0
On the other hand, it may be checked that 
It is easily seen that the subsequences are independent if { a ; } is so and M equals 2 p . Table I provides an example of the above transformation for M = 4.
Inserting (23) into (1) and (2) yields
with h(l) = 2lh. As anticipated, this equation indicates that an M-level CPM signal may be written as the product of P binary CPM waveforms.
B. Extension of Laurent Decomposition
Application of LD to each binary waveform in (25) yields
where c f ' ( t ) are obtained from (7) and (8) 
L-1
The next step consists of performing the products indicated in (26). Since this is a time-consuming task, detailed passages are not given' and only the final results are illustrated. They are summarized in the following equation which extends Laurent formula (6) to multilevel modulations
Key quantities in (30) are the g k ( t ) , henceforth called Laurent functions (LF's), and the pseudo-symbols ak, n. These quantities are described below.
C. Computing & ( t ) and a k > 7L
Let us start with a few notations. First, we consider the radix-Q representation of an integer J belonging to the interval
'Working notes will be provided to the interested reader on request and we collect the coefficients d j , 1 into a vector d . 
.!m)={ell';).-l,eS~;).-Z,...,ei~'}, m = 0 , 1 , 2 , . . .
Fourth, for a given D -, we seek the P-tuples
with integer components and satisfying the equations
1=0
It can be shown that there are M , such P-tuples, where M j is given by
At this stage the computation of g k ( t ) and a k , n proceeds as follows. For each j we consider the functions
P -1
1=0
As j varies in the interval 0 5 j 5 Q" -1, hI""(lt) spans a set
elements. This is just the set of the Laurent functions. For convenience we order the elements in the set by establishing the following map ( 3 . r n ) + IC between pairs (j, m ) and subscripts IC to gr,(t)
(39) This leads to n =O P-1
and to the following expression for the pseudo-symbols
It is worth noting that, since the c t ' ( t ) are time-limited (see (13)), so are the LF's in (40). In fact, their duration (in symbol pcriods) is found to be an integer in the range (1, L+ 1). Table  I1 indicates how many LF's have a given duration. In the next Section we illustrate LD with a few examples. It turns out that the duration of g"(t) is 2 while it is unity for all the other g k ( t ) . Tables 111 and IV provide expressions of g k ( t ) and u k , ,, for A4 = 4 and M = 8, respectively. Fig. 2 shows cp'(t) and c t ' ( t ) for a lREC frequency response and h = 0.4, while Fig. 3 illustrates the shape of g k ( t ) ( k = 0. 1, 2 ) for M = 4. 
3) j = 2 : It is found that 
The only case to consider in (38) is m = 0. On the other hand, solving ( 3 5 ) and (36) yields
Hence, from (38) we obtain
hS"'(t) = c y ( t ) c p ( t ) . (63)
Inserting the above results into (40) gives the expressions of the LF's. Table V 
C. Full Response Binary Systems with h = 1
In Section I1 it has been pointed out that, with a binary alphabet and a modulation index equal to one, LD seems to fail because the denominator of the function u ( t ) in (8) vanishes. On the other hand, it is easily seen that a signal s ( t , a) with where, as a consequence of (7) where gO(t) and g I ( t ) and the pseudo-symbols no, are as given in Table VI . In particular, as ao, and al, equals (-l)n, it is recognized that the first sum in (68) is periodic of period = may be thought Of as the product Of two ' PM 2T. Of course, this reflects the lines in the spectrum of a binary signal with h = 1 [2, ch. 41. Fig. 5 shows the shape of ,90(t) with h = 112, i.e.
m d g1(t).
D. Full Response Systems with M = 4 and h = 112
Application of (23) (27) and (29). In particular, bearing in mind that co(t) is time-limited, after some algebra (70) becomes where g k ( t ) and (Lk, the form of gO(t), g l ( t ) , and g~( t ) .
are described in Table VII . Fig. 6 shows
V. APPROXIMATE LAURENT DECOMPOSITION
A. Mean-Square Approximation
It has been seen that a CPM signal can be decomposed into the sum of N = Q P ( a P -1) PAM waveforms. Through extensive numerical calculations we have found that, in most cases, the signal power is unevenly distributed between these waveforms and, indeed, it is consistently concentrated only in some of them. In particular, letting N O = 2 p -1, it turns out that the most important waveforms are associated with the following LF's: ) but the pulses { p k ( t ) } are arbitrary. We want to determine { p k ( t ) } so as to minimize the normalized mean-square error (MSE) between the complete LD and its approximation (76).
In other terms, we seek the minimum of
where the second line follows from the signal model (1). This minimum can be pursued by extending the methods in [13] . Since the derivation is long, we only provide the final results. Details are given in the Appendix. The optimum pulse p k ( t ) is found as the sum of the corresponding principal LF g k ( t ) plus a combination of delayed versions of nonprincipal LF's, i.e. TABLE VI1 LAURENT
One last important point is to know how good the MSE approximation (77) is. The answer is obtained by substituting (30) and (76) into (77). As a result we get the residual MSE 
The weights in (78) are obtained through the following steps.
First, one computes the
where A -' ( f ) is the inverse of A ( f ) . Second, by renumerating the columns of C ( f ) , one gets the matrix W ( f ) = { W ; , j ( f ) } with entries
Finally, the generic weight W k , i ( m ) is computed as the inverse DFT of W k , ; ( f ) , i.e.
Since the 'wk, % ( m ) are functions of the correlations Ak, ; ( l ) , it is important to see how these correlations are computed. We concentrate on the important case where the size M of the signal alphabet is a power of two, say M = 2r (see (16)).
As we mentioned in Section 111, in this case the subsequences 
from (14) and (15) Ao, l(1) = { 2. 1 = 1 (92) Hence, taking the DFT's of (91) and (92) and substituting the result into (89) yields
from which the desired expression of W O , l(7n) is obtained taking the inverse DFT They represent the correlations of the sequences {bE(n} and can be computed from (14) and ( 1 5) by replacing the modulation index h with h(') = 2'h.
where S ( r r~) is unity for m = 0 and is zero otherwise. Substituting into (87) results in
The residual MSE reads
It is interesting to compare (96) with the MSE we incur by approximating the CPM signal with its principal Laurent components, as indicated in (75 In this case the complete LD has N = 12 terms (see Table V ) while its MSE approximation has NO = 3 terms.
The latter are associated with the pulses p k ( t ) (IC = 0, 1. 2) which are derived from (78). Again, we concentrate on the computation of the weights { w k , z ( m ) } . Skipping the passages, the matrix C ( f ) is found to be (see (98) at the bottom of this page) where the shorthand notation X = e-J2?rfT has been used. Substituting into (83) yields W ( f ) = { W z , , ( f ) } from which the weights {wk, ,(711)} are obtained through (84). The optimum pulses are found to be NORMALIZED TIME, t/T NORMALIZED TIME, t/T Vice versa, by approximating s ( t , a) with its principal Laurent components, one gets
VII. CONCLUSIONS
We have shown that a general M-ary CPM signal can be decomposed into the sum of PAM components. This result generalizes a previous statement which was limited to binary signaling. A general method has been described to compute Laurent functions and pseudo-symbols associated with each PAM component as a function of parameters such as modulation index, alphabet size, and frequency response of the system.
It has been pointed out that, especially for signaling schemes with a long memory, the number of PAM components may be large. For these cases, a reduced-complexity decomposition has been proposed which approximates the CPM signal in the A$ a final step we take the inverse DFT of (A13). Recalling thatpk(n) = p k ( t + n T ) and q k ( n ) = g k ( t + n T ) we arrive at which is the desired result.
