Abstract. Sekine quantum groups are a family of finite quantum groups. The main result of this paper is to compute all the idempotent states on Sekine quantum groups, which completes the work of Franz and Skalski. This is achieved by solving a complicated system of equations using linear algebra and basic number theory. From this we discover a new class of non-Haar idempotent states. The order structure of the idempotent states on Sekine quantum groups is also discussed. Finally we give a sufficient condition for the convolution powers of states on Sekine quantum group to converge.
Introduction
On a locally compact group, probability measures which are idempotent with respect to convolution arise as Haar measures on its compact subgroups. This was first proved by Kawada and Itô [KI40, Theorem 3] . See also [Hey77] and references therein. Such a result fails for quantum groups. Namely, idempotent states on locally compact quantum groups are not necessarily of Haar type -in other words, they are not Haar idempotent states. Pal [Pal96] gave the first counterexample on a 8-dimensional Kac-Paljutkin quantum group. Indeed, he showed the existence of two idempotent states on this quantum group whose null-spaces are not self-adjoint. Such counterexamples are called non-Haar idempotent states. Later on more non-Haar idempotent states have been found, see [FS09b] . Even simpler counterexamples can be easily constructed on group algebras of finite non-commutative groups, as pointed out in [FS09b] .
Idempotent states also arise as limits in ergodic theorems for random walks [FS08] . The Cesàro limit of convolution powers of a state on a compact quantum group gives an idempotent state. It becomes the Haar state if the original state is suitably chosen (for example faithful). This is how Woronowicz constructed the Haar state [Wor98] . We will say a few words on the convergence of convolution powers on Sekine quantum groups, which are main examples of quantum groups we focus on in this paper.
For those who are interested in further applications of idempotent states, we refer to [BFS12] and [KNR13] for connections of idempotent states with Hopf images and Poisson boundaries, respectively. For more characterizations of idempotent states on compact quantum groups, see [FS09b, FS09a] .
Despite much progress on idempotent states, concrete forms of idempotent states on compact quantum groups have only been computed in a few examples. On classical (commutative) compact quantum groups, idempotent states, due to Kawada and Itô [KI40] , are all Haar idempotents. On cocommutative quantum group C * (Γ) with Γ a finite group, idempotent states are associated with subgroups of Γ, while Haar idempotent states correspond to the normal subgroups [FS09b] . Idempotent states on compact quantum groups U q (2), SU q (2) and SO q (3) were determined by Franz, Skalski and Tomatsu [FST13] . In [FS09b] Franz and Skalski also gave some examples of idempotent states on the so-called Sekine quantum groups, including all the Haar idempotent states and some classes of non-Haar ones. Sekine quantum groups form a class of finite quantum groups of Kac-Paljutkin type introduced by Sekine [Sek96] . The main purpose of this paper is to determine all the idempotent states on Sekine quantum groups, completing the work in [FS09b] . This is achieved in Theorem 2.9 by solving a complicated system of equations in Lemma 2.5.
The plan of this paper is as follows. In Section 1 we recall the definition of Sekine quantum groups and describe their representation theory. Then in Section 2 we give the calculations of idempotent states in detail. It turns out that the set of idempotent states, other than Haar state, can be divided into three disjoint parts. In Section 3 we discuss the order structure of idempotent states. The last section a sufficient condition for convolution powers of states on Sekine quantum groups to converge is given.
Sekine quantum groups
Although the main subject of this paper lies in finite quantum groups, we begin with the discussion of compact quantum group. We refer to [Wor98] and [MVD98] for more details on compact quantum groups.
1.1. Compact quantum groups. The following definition of compact quantum group is due to Woronowicz [Wor98] . Definition 1.1. Let A be a unital C*-algebra. If there exists a unital *-homomorphism ∆ :
is called a compact quantum group and ∆ is called the comultiplication on A. Here ι denotes the identity map and ⊗ denotes the spatial tensor product of C*-algebras. Sometimes we write the underlying C*-algebra A as the algebra of continuous functions on a quantum group G, using the notation A = C(G).
Any compact quantum group G = (A, ∆) admits a unique Haar state h, which is a state (a positive normalised functional) on A verifying the condition
Consider an element u ∈ A ⊗ B(H) with H a Hilbert space such that dim H = n. By identifying A ⊗ B(H) with M n (A) we can write u = [u ij ] n i,j=1 . Such a matrix u is called a n-dimensional representation of G if we have
A representation u is called unitary if it is unitary as an element of M n (A), and irreducible if the only matrices T ∈ M n (C) such that uT = T u are multiples of identity matrix. Two representations u, v ∈ M n (A) are said to be equivalent if there exists an invertible matrix T ∈ M n (C) such that T u = vT . Denote by Irr(G) the set of equivalence classes of irreducible unitary representations of G. For each α ∈ Irr(G), denote by
a representative of the class α, where H α is the finite dimensional Hilbert space on which u α acts. In the sequel we write n α = dim H α . Denote Pol(G) = span{u α ij : 1 ≤ i, j ≤ n α , α ∈ Irr(G)}. It is a dense subalgebra of A. And it is known that Pol(G) possesses a counit, which is a *-homomorphism ǫ : Pol(G) → C such that
A compact quantum group G = (A, ∆) is a finite quantum group if the underlying C*-algebra A is finite-dimensional. In this case A = Pol(G). And the Haar state h on a finite quantum group is also a trace [VD97] . That is, h(ab) = h(ba), a, b ∈ A.
1.2. Sekine quantum groups. Sekine [Sek96] introduced a family of finite quantum groups, referred as Sekine quantum groups, arising as bicrossed products of classical cyclic groups with the matched pair being Z 2 and Z k × Z k [VV03] . Z 2 acts on Z k × Z k by permutation. We follow the notations in [FS09b] here. Definition 1.2. Fix k ≥ 2 an integer. Let η be a primitive k-th root of 1, say, η = e 2πi k , and let Z k := {0, 1, . . . , k − 1} be the cyclic group with order k. Set
Denote by {e i,j : i, j ∈ Z k } the matrix units of M k (C). The comultiplication on A k is defined through:
forms a finite quantum group, called a Sekine quantum group.
1.3. Representation of Sekine quantum groups. We refer to [McC17] for more discussions on representation theory of Sekine quantum groups. Let p, q ∈ Z k . Then from (1.1) it follows that
and from (1.2) it follows that
Set ρ p,q := m,n∈Z k η mp+nq d m,n and σ p,q := i∈Z k η iq e i,i+p for all p, q ∈ Z k . Then the equations above can be rephrased as
is a representation of (A k , ∆ k ). Moreover, it is also unitary. To see this, note by definitions of ρ p,q and σ r,s that
For the same reason, if k is even, π p,k/2 is unitarily equivalent to
In such cases π p,q can be decomposed into, up to equivalence, two one-dimensional unitary irreducible representations. So we have obtained 2k one-dimensional representations when k is odd and 4k one-dimensional representations when k is even. Moreover, π p,q is unitarily equivalent to π p,−q since 0 1 1 0
2 ]k} are pairwise inequivalent twodimensional irreducible representations. Note that although this was pointed out only for k odd in [McC17] , it holds also for k even, following a similar argument.
Hence, up to equivalence, (A k , ∆ k ) has 2k one dimensional unitary irreducible representations and
two-dimensional irreducible representations when k is odd, 4k one dimensional unitary irreducible representations and
two-dimensional irreducible representations when k is even. These are the only irreducible representations. Indeed, one can check this by verifying the dimension.
We end this section by introducing the Fourier transform of linear functionals µ on ∈ A k , denoted byμ, at π p,q :
It is easy to see that for any functionals µ, ν on A k
where µ ⋆ ν := (µ ⊗ ν)∆ denotes the convolution of µ and ν.
Idempotent states on Sekine quantum groups
For a compact quantum group G = (A, ∆), denote by A ′ the set of all linear functionals on A. Then for µ, ν ∈ A ′ we can define the convolution of µ and ν, which we have seen earlier, as a linear functional on A given by the formula
A state µ on A is called an idempotent state if µ ⋆ µ = µ. Denote the class of all idempotent states on G = (A, ∆) by Idem(G), or Idem(A). Idempotent states on compact quantum groups have been characterized in different ways [FS09b, FS09a] .
Example 2.1 (Commutative case). If A is commutative, then G is isomorphic to (C(G), ∆), where C(G) denotes the set of continuous functions on a compact group G and ∆ is a comultiplication on C(G) given by
In this case idempotent state on C(G) arises as idempotent probability measure on G, which, by Kawada and Itô's classical theorem, arises as the Haar measure on a compact subgroup of G.
Let's recall the notion of a quantum subgroup here. More examples can be found on Sekine quantum groups [FS09b] . Indeed, a small class of non-Haar idempotent states on Sekine quantum groups A k was given in [FS09b, Proposition 6.6]. See (2.4) (2.5) below for details. Now we consider all the idempotent states on A k . Fix k ≥ 2. On A ′ k there is a natural basis: semi-definite, and the following equations hold: (2.4)
Certainly the Haar state on
There are certainly other non-Haar idempotents for special k's, as pointed out at the end of [FS09b] with the following examples:
e lp,lp , whenever k = pm and p, m ∈ N such that p, m ≥ 2. With the help of some elementary number theoretic considerations, we solve the equations in Corollary 2.5. We will see in the following that the set of idempotent states, other than the Haar state, can be divided into three disjoint classes, denoted by I 1 (A k ), I 2 (A k ) and I 3 (A k ). I 1 (A k ) consists of all Haar idempotents except the Haar state. I 2 (A k ) are non-Haar idempotents such that the corresponding matrix K = [κ r,s ] r,s∈Z k is diagonal, which include both (2.4) and (2.5) as subclasses. The third class I 3 (A k ), which are non-Haar idempotent states with K not diagonal, is an unexpected new discovery.
Note first that if µ = i,j∈Z k α i,j d i,j + r,s∈Z k κ r,s e r,s is an idempotent state, then from (2.2) it follows that (2.6)
Together with (2.3), we have either
The following proposition characterizes all the idempotents verifying (2.7). By Theorem 6.5 in [FS09b] , such idempotent states, together with the Haar state h A k , form the family of Haar idempotents.
Then it is an idempotent state verifying i,j∈Z k α i,j = 1 and r∈Z k κ r,r = 0 if and only if 
Proof. Since K = [κ r,s ] r,s∈Z k ≥ 0 and Tr(K) = r∈Z k κ r,r = 0, we have κ rs = 0 for all r, s ∈ Z k . Then (2.2) is trivial and (2.1) becomes (2.9)
From (2.9) and the non-negativity of α i,j we have that (i 1 , j 1 ) ∈ Γ and (i 2 , j 2 ) ∈ Γ imply (i 1 + i 2 , j 1 + j 2 ) ∈ Γ. Thus Γ is closed under group action. Moreover, (0, 0) = (ki ′ , kj ′ ) ∈ Γ, i.e., Γ contains the unit. Set M := max i,j∈Z k α i,j and suppose that it is attained by α i0,j0 with (
it follows that α i0−r,j0−s = M as long as α r,s = 0. So ♯Γ ≤ ♯{(i, j) :
♯Γ for any (i, j) ∈ Γ. Now apply (i 0 , j 0 ) to (0, 0), we have α −r,−s = M as long as α r,s = 0, i.e., (−r, −s) ∈ Γ if (r, s) ∈ Γ. So any (r, s) ∈ Γ has its inverse (−r, −s) in Γ. Hence Γ is a subgroup of
The remaining is a direct consequence of Theorem 6.5 of [FS09b] .
Remark 2.7. Let µ be as above. If µ = h Γ , we havê
The following theorem contains the main result of this paper, characterizing the set of idempotent states verifying (2.8), which consists of the Haar state h A k and all the non-Haar idempotents.
Before this we need the following well-known Bézout's identity:
Lemma 2.8 (Bézout's identity). For any integers a, b ≥ 1, there exist integers m, n such that ma + nb = gcd(a, b), where gcd(a, b) denotes the greatest common divisor of a and b.
Note that we can choose m > 0, n < 0 or m < 0, n > 0 freely. Indeed, we can replace the pair (m, n) with (m + lb, n − la) for any l ∈ Z. 
where Γ = pZ k × qZ k with p > 1 and pq = k, l ∈ Z q , and τ = (τ j ) j∈qZ k ∈ {±1} qZ k such that (2.10)
Remark
This allows us to define
Claim 1: We have p|k, q|k, and for any (i, j) ∈ Z k × Z k (2.12) α i,j = 0 ⇒ p|i and q|j.
To show this, recall that α i,j ≥ 0, so α i,j = 0 simply means α i,j > 0. From (2.1) and the previous observation (2.11), it follows that (2.13) (i 1 , j 1 ), (i 2 , j 2 ) ∈ Γ ⇒ (m 1 i 1 + m 2 i 2 , m 1 j 1 + m 2 j 2 ) ∈ Γ, m 1 , m 2 ∈ Z ≥0 , and (2.14)
From Lemma 2.8, there exist integers m, n > 0 such that mp − nk = gcd(p, k) ≤ p. Suppose that (p, j p ) ∈ Γ for some j p > 0, then (2.13) and Lemma 2.8 yield
From the definition of p we have gcd(p, k) = p, i.e. p|k. For any α i,j = 0, i.e. (i, j) ∈ Γ, there exist, by applying Lemma 2.8 two times, integers m, n, l > 0 such that 0 < mp + ni − lk = gcd(p, i, k) ≤ p. Thus (2.13) and Lemma 2.8 yield
So gcd(p, i, k) = p, i.e. p|i, which finishes the proof of Claim 1 for p. The proof for q is similar.
Claim 2: Fix t ∈ Z k . Suppose that |κ r0,s0 | = max{|κ r,s | : (r, s) ∈ Z k ×Z k , r−s = t}. Then for any (i, j) ∈ Γ, we have
Moreover, η 2pt = 1.
In fact, from (2.2) it follows
Thus α i,j = 0 implies (2.15). Consequently, we have |κ r0+j,s0+j | = |κ r0−j,s0−j | = |κ r0,s0 |. Repeating this argument for κ r0+j,s0+j and κ r0−j,s0−j , we have finally (2.16) |κ r,s | = |κ r0,s0 | for any r, s such that j|r − r 0 = s − s 0 , whenever α i,j = 0 for some i. Moreover, (2.15) implies κ r0,s0 = η −it κ r0+j,s0+j = η −2it κ r0,s0 , so we have κ r0,s0 = 0 only if η 2it = 1, which, by the definition of p, yields η 2pt = 1. So Claim 2 is proved.
Recall that κ r,r ≥ 0 for all r ∈ Z k , since K ≥ 0. From r∈Z k κ r,r = 1 2 , we have κ l,l = max r∈Z k κ r,r > 0 for some l. Suppose α iq ,q = 0, then (2.16) implies (2.17) κ r,r = κ l,l > 0, r ≡ l mod q.
For convenience, let 0 ≤ l < q. From (2.1) and (2.12), we have for any i ∈ Z k and any q ∤ j Thus κ r,r κ r+j,r+j = 0 whenever r ∈ Z k and q ∤ j. Combining this with (2.17) we obtain (2.18) κ r,r = q 2k r ≡ l mod q 0 otherwise .
From this and the positive semi-definitiveness of K we have (2.19) κ r,s = 0, if either q ∤ r − l or q ∤ s − l.
So it remains to compute the submatrix [κ r,s ] r,s≡l mod q . For this set
These are well-defined, since (k, 0) = (0, k) = (0, 0) ∈ Γ. Indeed, suppose (i ′ , j ′ ) ∈ Γ, then from (2.13) it follows (0, 0) = (ki ′ , kj ′ ) ∈ Γ. We have also by (2.13)
So from (2.12) it follows p|p ′ and q|q ′ .
Claim 3: p = p ′ and q = q ′ . As a consequence, we have (2.21) (i, j) ∈ Γ if and only if p|i and q|j.
To prove this, note first that for any p|i, there exists j ∈ Z k such that (i, j) ∈ Γ. Otherwise, (i, j) / ∈ Γ for all j ∈ Z k . Since (p, j p ) / ∈ Γ for some j p ∈ Z k , we have by (2.14) that (i − p, j) / ∈ Γ for all j ∈ Z k . This argument gives finally (0, j) / ∈ Γ for all j ∈ Z k , which contradicts with the fact that (0, 0) ∈ Γ. Similarly, for any q|j, there exists i ∈ Z k such that (i, j) ∈ Γ. This allows us to define for all p|i and q|j p j := min{i > 0 : (i, j) ∈ Γ},
Then (2.12) implies p|p j and q|q i for all such i, j. Following a similar argument of showing (2.12), we have by (2.13) and Lemma 2.8 that p j |p ′ and q i |q ′ . Moreover, note that (0, j) ∈ Γ iff q ′ |j, and
which is a consequence of definitions of p ′ , q ′ and (2.13) together with Bézout's identity. Then (2.13) tells us that for any p|i
and (2.14) tells us that for any p|i
So we have for any p|i,
Now we are ready to prove Claim 3. Suppose q = q ′ , then for any p|i, we have (i, j(i)) / ∈ Γ for some q|j(i) (for example, take j(i) = q i + q). So α i,j(i) = 0, and thus from the non-negativity of α m,n and (2.11) we have 
This clearly holds for any p ∤ i and any d i because of (2.12) and (2.19). Set
Then the system of linear equations
can be represented as
where
. . , a n ) denotes the n × n Vandermonde matrix [a 
′ , which ends the proof of Claim 3.
Claim 4:
We have either p = 1 or pq = k for p ≥ 2.
We will use a similar argument as above. Before this, let us update several conclusions, following Claim 3. Note first that κ r,s = κ r−s+l,l for all r, s ≡ l mod q, since (0, q) ∈ Γ. Moreover, κ r,s = 0 only if η p(r−s) = 1. If p > 1, we have for any p ∤ i:
So we have the following system of linear equations:
which can be represented as
where V ′ is a m × 
If gcd(
which leads to a contradiction. So gcd(
This happens only if k = pq, which ends the proof of the Claim 4.
Now we are ready to finish the proof of the theorem.
(i) Suppose p = 1. In this case Γ = {(i, j) ∈ Z k × Z k : q|j}, and
Hence (2.1) becomes
Let M := max{α i,j : (i, j) ∈ Γ} and suppose that α i0,j0 = M . Then
2k 2 , and thus
If q = 1, we have µ = h A k , which is nothing but (1). Otherwise, we obtain (2).
(ii) Suppose p > 1 and k = pq. In this case n = 
we have K ≥ 0 if and only if
where τ j := κ 0,j ∈ {±1}, j ∈ qZ k . Now (2.1) is equivalent to
Following a similar argument as above, we have
This gives (3), and the proof of the theorem is complete. 
3. The order structure on Idem(A k )
Franz and Skalski introduced in [FS09b] the order relation on the set of idempotent states of a finite quantum group. We recall this definition for Sekine quantum groups here.
Definition 3.1. Let φ 1 , φ 2 ∈ Idem(A k ). Denote by ≺ the partial order on Idem(A k ) given through
In this order the Haar state h A k and the counit ǫ are, respectively, the biggest and smallest idempotent on Idem(A k ). Let µ, ν ∈ Idem(A k ). We use superscripts to label all the symbols which appeared before. For example,
r,s e r,s .
We introduce the partial order ≺ in the family of 2 by 2 idempotent matrices J := {A ∈ M 2 (C) : A 2 = A}:
and the partial order ≺ in the family of subgroups of Z k × Z k :
Then from (1.3), µ ≺ ν if and only if
Our main result in this section is the following theorem, characterizing the order structure in the lattice (Idem(A k ), ≺). (
Proof. By (3.1), ifμ(π i,j ) ≺ν(π i,j ), thenμ(π i,j ) = 0 impliesν(π i,j ) = 0, and ν(π i,j ) = I impliesμ(π i,j ) = I. That is to say,
So from Remark 2.7 and Remark 2.11 it follows that
Hence we have only the following six cases:
(
From a similar argument in (1), we have that (3.4) implies
. In this case (3.5) always holds.
From a similar argument in (2), we have
. In this case (3.7) always holds.
, which is equivalent to
.
That is to say,
, and τ satisfies (2.10). When k = 2, the Hasse diagram reads precisely as:
Here τ is the trivial one that satisfies (2.10), i.e., τ 0 = τ 1 = 1; and τ ′ is given through τ Note that the Hasse diagram for k = 2 coincides with that of the lattice of subgroups of Dihedral group D 4 (with the partial order reversed). Indeed, from discussions in Section 1, A 2 has 8 one-dimensional representations and no 2-dimensional ones. Hence it is cocommutative, and therefore equal to C * (Γ) for some classical group Γ. This group is nothing but D 4 . To see this, take x = ρ 11 + σ 11 and y = ρ 10 + σ 10 . It is not difficult to verify that y 2 = x 4 = 1 and yxy = x −1 . Moreover, x and y do not admit any other independent relations. So A 2 is the group algebra of D 4 , and thus the lattice of idempotent states on A 2 is nothing but the lattice of subgroups of D 4 .
Convergence of convolution powers of states on Sekine quantum groups
We end this paper by saying a few words on the convergence of convolution powers of states on Sekine quantum groups. This is related to random walks on quantum groups [FG06, McC17] .
Fix a state µ = i,j∈Z k α i,j d i,j + r,s∈Z k κ r,s e r,s on A k . Then clearly {µ ⋆n } n≥1 converges if and only if {μ(π p,q ) n } n≥1 converges for all p, q ∈ Z k . The following proposition gives a sufficient condition that guarantees the convergence. Proof. Fix p, q ∈ Z k . Denote by λ 1 , λ 2 the eigenvalues ofμ(π p,q ). Let λ ∈ {λ 1 , λ 2 }, then we have (λ − µ(ρ p,q )) (λ − µ(ρ p,−q )) = µ(σ p,q )µ(σ p,−q ).
Since π p,q is unitary, μ(π p,q ) = (id M2(C) ⊗ µ)(π p,q ) ≤ 1. Thus |λ| ≤ 1. Note that which gives |µ(ρ p,q )| = |µ(ρ p,−q )| = i,j∈Z k α i,j . Since α 0,0 > 0, we have µ(ρ p,q ) = µ(ρ p,−q ) = i,j∈Z k α i,j > 0. So λ can be nothing but 1. That is to say, λ ∈ {z ∈ Z : |z| < 1} ∪ {1}. Hence {μ(π p,q ) n } n≥1 converges ifμ(π p,q ) is not similar to the Jordan normal form ( 1 1 0 1 ). If λ 1 = λ 2 = 1, then from 2 = λ 1 + λ 2 = µ(ρ p,q ) + µ(ρ p,−q ) ≤ 2 i,j∈Z k α i,j ≤ 2 it follows that µ(ρ p,q ) = µ(ρ p,−q ) = i,j∈Z k α i,j = 1. Thus µ(σ p,q ) = µ(σ p,−q ) = r∈Z k κ r,r = 0. That is to say,μ(π p,q ) equals identity, not similar to the Jordan normal form as above, which finishes the proof.
Remark 4.2. In the proof we only used α 0,0 > 0 to deduce µ(ρ p,q ) = µ(ρ p,−q ) = i,j∈Z k α i,j from |µ(ρ p,q )| = |µ(ρ p,−q )| = i,j∈Z k α i,j . Recalling (4.1), to make sure that {µ ⋆n } n≥1 converges when α 0,0 = 0, it suffices to assume ♯{η ip+jq : α i,j = 0} ≥ 2 for all p, q ∈ Z k .
