Abstract-Continuous-time Markov chains (CTMCs) have been widely used to determine system performance and dependability characteristics. Their analysis most often concerns the computation of steady-state and transient-state probabilities. This paper introduces a branching temporal logic for expressing real-time probabilistic properties on CTMCs and presents approximate model checking algorithms for this logic. The logic, an extension of the continuous stochastic logic CSL of Aziz et al., contains a time-bounded until operator to express probabilistic timing properties over paths as well as an operator to express steady-state probabilities. We show that the model checking problem for this logic reduces to a system of linear equations (for unbounded until and the steady-state operator) and a Volterra integral equation system (for time-bounded until). We then show that the problem of model-checking timebounded until properties can be reduced to the problem of computing transient state probabilities for CTMCs. This allows the verification of probabilistic timing properties by efficient techniques for transient analysis for CTMCs such as uniformization. Finally, we show that a variant of lumping equivalence (bisimulation), a well-known notion for aggregating CTMCs, preserves the validity of all formulas in the logic.
INTRODUCTION
C ONTINUOUS-TIME Markov chains (CTMCs) [34] , [46] , [50] , [53] , [69] are an important class of stochastic processes that have been widely used in practice to determine system performance and dependability characteristics. To mention just a few practical applications, these models have been used to quantify the throughput of production lines, to determine the mean time between failure in safety-critical systems, and to identify bottlenecks in high-speed communication networks. Due to the rapidly increasing size and complexity of systems, obtaining such models in a direct way becomes more and more cumbersome and error-prone. To avoid the specification of CTMCs directly at the state level, high-level model specification techniques have been developed, most notably those based on queuing networks [26] , stochastic Petri nets [2] , stochastic activity networks [57] , [61] , and stochastic process algebras [41] , [44] . With appropriate software tools supporting these specification methods, such as those provided by MACOM [52] , SPNP [21] , UltraSAN [68] , or TIPPtool [42] , it is relatively comfortable to specify performance and dependability models of which the underlying CTMCs have millions of states, cf. [69] . In combination with state-of-the art numerical means to compute state-based probabilities, a good workbench is available to construct and solve CTMC models of complex systems.
The design of performance and dependability models is usually complemented by a specification of the performance and dependability measures of interest, such as throughput, mean response time, and utilization. The measure of interest determines the kind of analysis that is to be carried out in order to compute the measure under study. Whereas the specification of performance and dependability models has become quite comfortable, the specification of performance measures of interest often has remained fairly cumbersome and is typically done in a rather informal, ad hoc manner. In particular, usually only simple state-based performance measures-such as steadystate and transient-state probabilities-can be defined and analyzed with relative ease. Steady-state probabilities refer to the system behavior in the "long run," whereas the transient-state probabilities consider the system at a fixed time instant t.
In contrast, in the area of formal methods, very powerful means have been developed to express temporal properties of systems, based on temporal logics. In this context, systems are specified as transition systems consisting of a finite set of states and a set of transitions that describe how the system evolves from one state to another. Branchingtime logics such as CTL (Computation Tree Logic) [32] allow one to express state-based properties as well as properties over paths, i.e., state sequences through transition systems. Typical properties expressible in CTL are that along all (or some) paths a certain set of (goal) states can eventually be reached while visiting only states of a particular kind before reaching one of these goal-states.
Similar capabilities would also be very useful for specifying performance and dependability measures over models such as CTMCs. Note that we can view a finite-state CTMC as a special kind of a transition system. The validity of CTL-formulas over finite-state automata can be established by fully automated techniques such as model checking [32] , [65] ; for an overview, see [25] . The basis of model checking CTL is a systematic, usually exhaustive, state-space exploration to check whether a property is satisfied in each state of the model, thereby using effective methods to combat the state-space explosion problem. Model checking has been successfully used to validate, among others, hardware and software systems, security protocols, and e-commerce systems. With appropriate tools such as SMV [22] , SPIN [45] , and Mur' [31] , systems of several millions of states have been analyzed.
In this paper, we present the branching-time logic CSL (Continuous Stochastic Logic) that provides us ample means to specify state as well as path-based performance and dependability measures for CTMCs in a compact and unambiguous way. This logic is basically a probabilistic timed extension of CTL and is strongly based on the (equally named) logic by Aziz et al. [9] and on PCTL, a variant of CTL for discrete-time Markov chains (DTMCs) [38] . Besides the standard steady-state and transient measures, the logic allows for the specification of (constraints over) probabilistic measures over paths through CTMCs. For instance, the probability can be expressed as follows: Starting from a particular state, within t time units, a set of goal-states is reached, thereby avoiding or deliberately visiting particular intermediate states before. This is a useful feature for dependability analysis, as demonstrated in [40] , and goes beyond the standard measures in performance and dependability analysis.
The model checking problem for CSL is known to be decidable [9] (for rational time bounds), but, to the best of our knowledge, no algorithms have been considered yet to verify CTMCs mechanically. In this paper, we investigate which numerical methods can be adapted to "model check" CSL-formulas over finite-state CTMCs. We show that next and until-formulas (without time bound) can be treated in a similar way as in the discrete-time probabilistic setting using matrix-vector multiplication and solving a system of linear equations [38] . Checking steady-state properties reduces to solving a system of linear equations combined with standard graph analysis methods, while checking until formulas with a time bound requires the solution of a (recursive) Volterra integral equation system. These characterizations provide the theoretical basis for model checking CSL over CTMCs in the same way as the fixedpoint characterizations for CTL provide the basis for the model checking algorithms for CTL [23] .
We show that model checking time-bounded untilformulas can be reduced to the problem of computing transient-state probabilities for CTMCs. In particular, our result states that, for a given CTMC M and state s in M, the measure P rob M ðs; 'Þ for path-formula ' to hold when the system starts in state s can be calculated by means of a transient analysis of another CTMC M 0 , which can easily be derived from M using '. This allows us to adopt efficient and numerically stable techniques for performing transient analysis of CTMCs, like uniformization [36] , [37] , [47] , for model checking time-bounded until-formulas. The reduction of the model checking problem for the time-bounded until-operator to the transient analysis of a CTMC has the advantage that-besides avoiding an awkward numerical integration of the Volterra equation system-it employs a measure-driven transformation of the CTMC.
In addition, we show that lumping-an equivalence notion on Markov chains to aggregate state spaces [18] , [44] that can be viewed as a continuous variant of probabilistic bisimulation [55] -preserves the validity of all CSL-formulas. This allows us to switch from the original state space to the (possibly much smaller) quotient space under lumping prior to carrying out the model checking. Using this property, we indicate how the state space for checking probabilistic timing properties on the derived CTMC M 0 can be obtained. This result is in the same spirit as [17] where bisimulation is shown to agree with CTL and CTL* equivalence.
Summarizing, the main contributions of this paper are:
. the definition of a stochastic branching-time logic that facilitates the formal specification of statebased, path-based, and more complex performance measures; . the characterization of the probability measure for time-bounded until formulas in terms of a Volterra integral equation system; . the transformation and subsequent computation of probability measures for time-bounded until formulas by transient analysis; . the preservation of the validity of CSL formulas under lumping. This paper is based on the extended abstract [11] and the paper [12] .
Organization of the paper. Section 2 introduces the basic concepts of CTMCs. Section 3 presents the logic CSL and provides fixed-point characterizations of CSL-formulas that form the basis for a model checking procedure. Section 4 presents the reduction of the model checking problem for time-bounded until to a transient analysis of CTMCs and discusses the use of uniformisation. Section 5 discusses lumping and the preservation of CSL-formulas. Section 6 presents efficiency considerations for model checking CSL, whereas Section 7 places our work in the context of related research. Finally, Section 8 concludes the paper.
CONTINUOUS-TIME MARKOV CHAINS
This section recalls the basic concepts of continuous-time Markov chains (CTMCs) as originally developed by Markov [56] for finite state spaces and Kolmogorov [51] for denumerable and continuous state spaces. The presentation is focused on the concepts needed for the understanding of the rest of this paper; for a more elaborate treatment, we refer to [34] , [46] , [49] , [53] , [69] .
Labeled CTMCs
To ease the definition of the semantics of the logic CSL, we slightly depart from the standard notations for CTMCs and consider a CTMC as an ordinary finite transition system (Kripke structure) where the edges are equipped with probabilistic timing information. Let AP be a fixed, finite set of atomic propositions. Intuitively, function L assigns to each state s 2 S the set LðsÞ of atomic propositions a 2 AP that are valid in s. It should be noted that Definition 1 does not require Rðs; sÞ ¼ À P s 0 6 ¼s Rðs; s 0 Þ, as is usual for CTMCs. In the traditional interpretation, at the end of a stay in state s, the system will move to a different state. According to Definition 1, self-loops at state s are possible and are modeled by having Rðs; sÞ > 0. We thus allow the system to occupy the same state before and after taking a transition. The inclusion of self-loops neither alters the transient nor the steady-state behavior of the CTMC, but allows the usual interpretation of linear-time temporal operators like next step and until. This will be exploited when we address the semantics of the logic CSL in Section 3.2. CTMCs are also treated in this way in, among others, the textbook [64] . The failure rate of a single processor is and of the voter failures per hour (fph). The expected repair time of a processor is 1= and of the voter 1= hours. It is assumed that one component can be repaired at a time. The system is operational if at least two processors and the voter are functioning correctly. If the voter fails, the entire system is assumed to have failed and, after a repair (with rate ), the system is assumed to start "as good as new." The details of the CTMC modeling this system are shown in Fig. 1 For infinite path and i 2 IN, let ½i ¼ s i , the ði þ 1Þst state of , and ð; iÞ ¼ t i , the time spent in s i . For t 2 IR !0 and i the smallest index with t P i j¼0 t j , let @t ¼ ½i, the state in occupied at time t. For finite that ends in s l , ½i and ð; iÞ are only defined for i l; they are defined for i < l in the above way and ð; lÞ ¼ 1. For t > P lÀ1 j¼0 t j , let @t ¼ s l ; otherwise, @t is as above. For instance, for finite path
Paths in CTMCs
we have ð; 0Þ ¼ 1:7 and ð; 1Þ ¼ ffiffi ffi
ffiffi ffi 2 p . Let P ath M denote the set of (finite and infinite) paths in the CTMC M, and P ath M ðsÞ the set of paths in M that start in s. The superscript M is omitted whenever convenient.
Borel Space
Our definition of a Borel space on paths through CTMCs follows [71] , [38] . An initial distribution yields a probability measure Pr on paths as follows: Let s 0 ; . . . ; s k 2 S with Rðs i ; s iþ1 Þ > 0 (0 i < k) and I 0 ; . . . ; I kÀ1 nonempty intervals in IR !0 . Then, Cðs 0 ; I 0 ; . . . ; I kÀ1 ; s k Þ denotes the cylinder set consisting of all paths 2 P athðs 0 Þ such that ½i ¼ s i (i k), and ð; iÞ 2 I i (i < k). Let F ðP athÞ be the smallest algebra on P ath which contains all sets Cðs; I 0 ; . . . ; I kÀ1 ; s k Þ, where s 0 ; . . . ; s k ranges over all statesequences with s ¼ s 0 , Rðs i ; s iþ1 Þ > 0 (0 i < k) and I 0 ; . . . ; I kÀ1 ranges over all sequences of nonempty intervals in IR !0 . The probability measure Pr on F ðP athÞ is the unique measure defined by induction on k by Pr ðCðs 0 ÞÞ ¼ ðs 0 Þ and, for k ! 0: is the probability of taking a transition outgoing from state s k in the interval I 0 , where the probability density function of the residence time of s k equals Eðs k ÞÁe ÀEðs k ÞÁt (for time instant t).
As opposed to the traditional approach in real-time systems [6] , we do not assume time divergence for infinite paths ¼ s 0 ! t0 s 1 ! t 1 . . . . Although P j!0 t j might converge, in which case represents an "unrealistic" computation where infinitely many transitions are taken in a finite amount of time, the probability measure of such non-time-divergent paths is 0 (independent of ) as stated in the following proposition. This allows a lazy treatment of the notation @t in the description of measurable sets of paths. 
PrðB n ðsÞÞ ¼ 0:
We now show that the probability measure of the set of convergent paths is 0. 
Steady-State and Transient-State Probabilities
For a CTMC, two major types of state probabilities are distinguished: steady-state probabilities where the system is considered "on the long run," i.e., when an equilibrium has been reached, and transient-state probabilities where the system is considered at a given time instant t. Formally, the transient probability M ð; s 0 ; tÞ ¼ Pr f 2 P ath M j @t ¼ s 0 g stands for the probability to be in state s 0 at time t given the initial distribution . 2 We denote with M ð; tÞ the vector of state probabilities (ranging over states s 0 ) at time t, when the initial distribution equals , i.e., M ð; tÞ ¼ ð. . . ; M ð; s; tÞ; . . .Þ. The transient probabilities are characterized by a system of linear differential equations, also known as the forward Chapman-Kolmogorov differential equations [34] , [50] , [53] , [69] :
where Q is the infinitesimal generator matrix of M defined by Q ¼ R À diagðEÞ. E ¼ diagðEÞ denotes the diagonal matrix with Eðs; sÞ ¼ EðsÞ and 0 otherwise. Steady-state probabilities are given by [34] , [50] , [53] , [69] :
tÞ. This limit always exists for finite CTMCs [53] .
Pr f 2 P ath M j @t 2 S 0 g:
Notational remarks: In case of a unique initial state s, i.e., ¼ 1 s , we write Pr s for Pr , ðs; s 0 ; tÞ for ð; s 0 ; tÞ, and ðs; s 0 Þ for ð; s 0 Þ. For strongly connected CTMCs, steadystate probabilities are independent of the initial distribution. We then write ðs 0 Þ for ð; s 0 Þ. Notice that the above two types of measures are truly state-based. In many cases, however, there is a need to determine the occurrence probability of certain (sets of) state sequences. Stated differently, we would also like to be able to express measures that address the probability on paths through the CTMC obeying particular properties. Except for the recent work by Obal and Sanders [60] , suitable mechanisms to express such measures have not been considered. In Section 3, we will introduce a logicbased approach that allows us to express such path-based measures.
THE CONTINUOUS STOCHASTIC LOGIC CSL
This section presents the syntax and the semantics of the continuous stochastic logic CSL. Next to that, fixed-point characterizations will be given for the stochastic operators in the logic that serve as the basis for the model-checking algorithms for CSL.
Syntax of CSL
CSL is a branching-time temporal logic á la CTL [32] with state and path formulas based on [9] . The state formulas are interpreted over states of a CTMC, whereas the path formulas are interpreted over paths in a CTMC. CSL extends CTL with two probabilistic operators that refer to the steady state and transient behavior of the system being studied. Whereas the steady-state operator refers to the probability of residing in a particular set of states (specified by a state formula) in the long run, the transient operator allows us to refer to the probability of the occurrence of particular paths in the CTMC, similar to [38] . In order to express the time span of a certain path, the path operators until ðUÞ and next (X) will be extended with a parameter that specifies a time interval. Definition 4. Let p 2 ½0; 1 be a real number, À / 2 f ; <; >; !g a comparison operator, and I IR !0 a nonempty interval. The syntax of CSL formulas over the set of atomic propositions AP is defined inductively as follows:
. tt is a state-formula.
. Each atomic proposition a 2 AP is a state formula.
. If È and É are state formulas, then so are :È and È^É. . If È is a state formula, then so is S À / p ðÈÞ. . If ' is a path formula, then P À / p ð'Þ is a state formula. . If È and É are state formulas, then X I È and È U I É are path formulas.
Before we provide the formal semantics, we give an informal explanation of the CSL formulas. S À / p ðÈÞ asserts that the steady-state probability for a È state meets the boundary condition À / p. P À / p ð'Þ asserts that the probability measure of the paths satisfying ' meets the bound given by À / p. The operator P À / p ð:Þ replaces the usual CTL path quantifiers 9 and 8. Intuitively, 9'-there exists a path for which ' holds-corresponds to P >0 ð'Þ, and 8'-for all paths ' holds-corresponds to P !1 ð'Þ. For instance, P >0 ðÅaÞ is equivalent to 9 Å a, and P !1 ðÅaÞ stands for 8 Å a given a fair interpretation [33] of the CTL formula 8 Å a. In a fair interpretation of CTL, paths that do not satisfy certain fairness constraints, like "visit a set of states infinitely often," are ruled out. Satisfaction of formulae is only with respect to the remaining fair paths. An elaborate discussion about the relation between fairness and probabilities goes beyond the scope of this paper; we refer the interested reader to [14] . The temporal operator X I is the timed variant of the standard next operator in CTL; the path formula X I È asserts that a transition is made to a È state at some time point t 2 I. Operator U I is the timed variant of the until operator of CTL; the path formula È U I É asserts that É is satisfied at some time instant in the interval I and that at all preceding time instants È holds.
Semantics
The state formulas are interpreted over the states of a CTMC. Let M ¼ ðS; R; LÞ with labels in AP . The meaning of CSL state formulas is defined by means of a satisfaction relation, denoted by , between a CTMC M, one of its states s, and a state formula È. The pair ðs; ÈÞ belongs to the relation , denoted by s È, if and only if È is valid in s.
Definition 5. Let SatðÈÞ ¼ fs 2 S j s Èg. The relation for CSL state formulas is defined by:
2. The fact that the set f 2 P ath M j @t ¼ s 0 g is measurable, follows by easy verification.
P rob M ðs; 'Þ denotes the probability measure of all paths 2 P ath satisfying ' when the system starts in state s, i.e.,
The fact that the set f 2 P ath j 'g is measurable can be verified from the Borel space construction in Section 2.3. In a similar way as for state formulas, the meaning of path formulas is defined by means of a satisfaction relation, (also) denoted by , between a CTMC M, one of its paths , and path formula '. Definition 6. The relation for CSL path formulas is defined by: Path-based measures. The standard transient measures on (sets of) states are expressed using a specific instance of the P-operator. However, by the fact that this operator allows an arbitrary path formula as argument, much more general measures can be described. An example is the probability of reaching a certain set of states provided that all paths to these states obey certain properties. For instance,
is valid in state s 3;1 if the probability of the system being down within 10 time units after having continuously operated with at least two processors is at most 0.01 when starting in state s 3;1 . Nested measures. By nesting the P and S operators, more complex properties of interest can be specified. These are useful to obtain a more detailed insight into the system's behavior and allow, e.g., to express probabilistic (timed) reachability that are conditioned on the system being in equilibrium. The property S !0:9 ðP !0:8 u t ½0;10 :downÞ is valid in those states that guarantee that, in equilibrium with probability at least 0.9, the probability that the system will not go down within 10 time units is at least 0.8. Conversely,
is valid for those states that,with probability at least 0.5, will reach a state s between 10 and 20 time units, which guarantees the system to be operational with at least two processors when the system is in equilibrium. Besides, prior to reaching state s, the system must be operational continuously. These measures are of interest from a practical point of view, but could not be expressed precisely before.
To summarize, Table 1 surveys some performance and dependability measures and their formulation in CSL, where up characterizes all states in which the system is operational.
There are two main benefits when using CSL for specifying constraints on measures-of-interest over CTMCs. First, the specification is entirely formal such that the interpretation is unambiguous. Whereas this is also the case for standard transient and steady-state measures (like Cases a and b in Table 1 ), this often does not apply to measures that are derived from these elementary measures. Such measures are typically described in an informal manner. A rigorous specification of such more intricate measures is of the utmost importance for their automated analysis (as proposed in the sequel). Furthermore, an important aspect of CSL is the possibility of stating performance and dependability requirements over a selective set of paths through a model, which was not possible previously. Finally, the possibility of nesting steady-state and transient measures provides a means to specify complex, though important measures in a compact and flexible way.
Model-Checking CSL
Once we have formally specified the (constraint on the) measure-of-interest in CSL by a formula È and have obtained the model, i.e., CTMC M, of the system under consideration, the next step is to model check the formula. To that end, we adapt the model-checking algorithm for CTL [23] to support the automated validation of È over a given state s in M. The basic procedure is as for model checking CTL: In order to check whether state s satisfies formula È, we recursively compute the set SatðÈÞ of states that satisfy È and, finally, check whether s is a member of that set. For the nonprobabilistic state operators, this procedure is the same as for CTL. The only main remaining question is how to compute SatðÈÞ for the S and P operators. We deal with these operators separately.
Computing steady-state measures. 
The probability of eventually reaching BSCC B 1 from state s 0 is obtained by solving: 7 9 . As this exceeds the bound 0.75, it follows s 0 S >0:75 ðbÞ.
Computation of probabilistic path-measures. The basis for model-checking probabilistic path-formulas is characterizations for P robðs; 'Þ, i.e., the probability measure for the set of paths that fulfill ' and that start in s. We consider such characterizations for the timed-next and timed-until operators and show that the characterizations for their untimed variants coincide with those for model checking PCTL over discrete-time Markov chains [10] , [27] , [38] . We first observe that it suffices to consider time bounds specified by closed intervals since: P robðs; È U I ÉÞ ¼ P robðs; È U clðIÞ ÉÞ and P robðs; X I ÈÞ ¼ P robðs; X clðIÞ ÈÞ;
where clðIÞ denotes the closure of I. This follows from the fact that the probability measure of a basic cylinder set Cðs; I 0 ; . . . ; I kÀ1 ; s k Þ does not change when some of the intervals I i (0 i < k) are replaced by their closure. In the sequel, we assume that interval I is compact. 
For time-bounded until formula ', P robðs; 'Þ is characterized by a fixed-point equation. This is similar to CTL [23] where appropriate fixed-point characterizations constitute the key toward model checking until formulas. In the sequel, let I É 
Proof. First, we show that the function ðs; IÞ 7 ! P robðs; IÞ ¼ P robðs; È U I ÉÞ is a fixed point of . Let s 2 S and I be an arbitrary nonempty interval in IR !0 . We define a ¼ inf I, b ¼ sup I. P athðs; IÞ denotes the collection of all paths that start in state s and fulfill the path formula È U I É. We may assume w.l.o.g. that I is closed, i. Tðs; s 0 ; xÞ Á P robðs 0 ; I É xÞ dx:
Case 3. a > 0 and s È^É. Then, P athðs; IÞ consists of all paths of the form s! x 0 , where 1) either 0 x a and 0 2 P athðs 0 ; I É xÞ for some state s 0 or 2) x > a. Thus, P robðs; IÞ is the sum of the probability to stay for more than x time units in state s 0 plus the probability to take a transition from s to s 0 within x time units (where x a) and to fulfill È U IÉx É along a path starting in s 0 . We obtain Tðs; s 0 ; xÞ Á P robðs 0 ; I É xÞ dx:
It is clear that P robðs; IÞ ¼ 0 in all remaining cases (if s 6 È _ É or a > 0 and s :È^É). We now explain why the function ðs; IÞ 7 ! P robðs; IÞ is the least fixed point of . Let P ath n ðs; IÞ denote the set of all paths ¼ s 0 ! t0 s 1 ! t 1 . . . ! t nÀ1 s nÀ1 ! t n s n ! t nþ1 . . . , where s 0 ¼ s and n is minimal with the properties 1) s 0 ; . . . ; s nÀ1 È and s n É and 2) t 0 þ t 1 þ . . . þ t n 2 I. Let P ath n ðs; IÞ ¼ S 0 i n P ath i ðs; IÞ and P rob n ðs; IÞ the probability measure of all paths 2 P ath n ðs; IÞ. It is easy to see that, for n ¼ 1; 2; 3; . . . , P rob n ðs; IÞ ¼ ðP rob nÀ1 Þðs; IÞ:
Moreover, lim n!1 P rob n ðs; IÞ ¼ P robðs; IÞ. Let F : S Â I ! ½0; 1 be a fixed point of . By induction on n, we obtain: F ðs; IÞ ! P rob n ðs; IÞ. This yields F ðs; IÞ ! lim n!1 P rob n ðs; IÞ ¼ P robðs; IÞ. From this, the Chapman-Kolmogorov differential equation system (see Section 2.4) can be derived. A second observation is that the recursive characterization for unbounded intervals, e.g., I ¼ ½t; 1½, yields that P robðs; È U !t ÉÞ equals
Tðs; s 0 ; xÞ Á P robðs 0 ; I É xÞ dx
The characterization in Theorem 1 is informally justified as follows: If s satisfies È and :É, the probability of reaching a É state from s within the interval I equals the probability of reaching some direct successor s 0 of s in x time units (x sup I), multiplied by the probability of reaching a É state from s 0 in the remaining time interval I É x (along a È path). If s satisfies È^É, the path formula ' is satisfied if no transition outgoing from s is taken for at least inf I time units (first summand). Alternatively, state s should be left before inf I in which case the probability is defined in a similar way as for the case s È^:É (second summand). Note that inf I ¼ 0 is possible. In this case, s È^É yields P rob M ðs; È U I ÉÞ ¼ 1. We discuss specific algorithms to compute P robðÈ U I ÉÞ in Section 4.
Corollary 1. For s 2 S and È; É CSL state formulas:
Pðs; s 0 Þ.
2.
The function S ! ½0; 1, s7 !P robðs; È U ÉÞ is the least fixed point of the higher-order operator Â : ðS ! ½0; 1Þ ! ðS ! ½0; 1Þ where:
Pðs; s 0 ÞÁF ðs 0 Þ if s È^:É 0 otherwise:
Proof. Directly from Proposition 3, Theorem 1, and the fact that X ¼ X ½0;1Þ and U ¼ U ½0;1Þ . t u
The results in Corollary 1 are identical to the discrete-time probabilistic case, i.e., the probabilities in DTMCs for satisfying next and until formulas in the logic PCTL are determined in the same way, cf. [10] , [38] . This suggests the following algorithms: For the formulas P À / p ðX ÈÞ, the computation boils down to a simple matrix-vector multiplication, i.e., the vector P robðX ÈÞ ¼ PÁi È , where i È characterizes the set SatðÈÞ (i È ðsÞ ¼ 1 if s È and i È ðsÞ ¼ 0 otherwise). For P À / p ðÈ U ÉÞ, solving a system of linear equations suffices; the vector P robðÈ U ÉÞ is the least solution of the following set of equations: This system of equations can, in general, have more than one solution. The least solution can be obtained by applying an iterative method or a graph analysis combined with standard methods (like Gaussian elimination or some iterative method [69] ) to solve regular linear equation systems. As for the discrete-time probabilistic case, more efficient, tailored algorithms can be used to check P >0 ðÈ U ÉÞ and P !1 ðÈ U ÉÞ; see [27] , [38] .
EXPLOITING TRANSIENT ANALYSIS
One of the main results of the previous section was the characterization of probability measures for time-bounded until formulas in terms of a Volterra integral equation system. This section first briefly discusses some numerical techniques to solve this equation system directly. To overcome the encountered problems in doing so, we propose a strategy that reduces the model-checking problem for time-bounded until properties to the problem of calculating transient probabilities in CTMCs. This is presented in Section 4.2. This strategy allows us to implement model checking of U I by means of a wellestablished transient analysis techniques for CTMCs such as uniformization.
Numerically Solving the Integral Equation System
Two obvious techniques that could be applied to solve the recursive integral equation of Theorem 1 is to either use numerical integration or to solve the differential equation system that corresponds to the integrals directly. We briefly discuss both approaches for ' ¼ È U ½0;t É and argue that these techniques are not attractive for our purposes.
Theorem 1 suggests the following iterative method to approximate the probability P robðs; 'Þ: let F 0 ðs; tÞ ¼ 0 for all s, t, and
F k ðs; tÞ ¼ P robðs; È U ½0;t ÉÞ:
Each step in the iteration amounts to solve an integral of the following form:
Rðs; s 0 ÞÁe ÀEðsÞÁx ÁF k ðs 0 ; t À xÞ dx; if s È^:É. These integrals can be solved numerically using integration methods such as trapezoidal, Simpson and Romberg integration [63] . Experiments have shown that this approach is rather time consuming and that numerical stability is hard to achieve [43] . Alternatively, the recursive integral formula equation of Theorem 1 can be reformulated as a heterogeneous linear differential equation of the following form. With yðtÞ denoting the vector P robðÈ U ½0;t ÉÞ, we have: The vector yðtÞ agrees with the following solution of the above heterogeneous linear differential equation:
Unfortunately, there does not seem to exist a closed-form solution for this integral. In the sequel, we present transformations of the CTMC that avoid the integration, still resulting in a numerical solution for yðtÞ.
Four Correctness-Preserving Transformations
We now propose a strategy that reduces the modelchecking problem for time-bounded until to a transient analysis of the CTMC. This is inspired by the observation that determining the transient state probabilities of a CTMC at time t, say, corresponds to calculating the probabilities of the path-formula Å ½t;t at s 0 , for some initial state s: M ðs; s 0 ; tÞ ¼ P rob M ðs; Å ½t;t at s 0 Þ:
As a slight generalization, we obtain (cf. Section 3. In the sequel, we partition the problem into four types of time-bounded until formulas with a nonempty compact interval I and show how they all can be reduced to instances of two simple base cases. We first define a CSL state-formula-driven transformation on CTMCs. 
Since É states are absorbing, it follows that once reaches a É state at time instant x, then it will stay in É states at all later time instants. This reduces (4) to: 
There are no paths in M½:È^:É relevant for this probability measure that pass through :ðÈ _ ÉÞ states. Thus, (5) Once such a É state has been reached, the future behavior of the CTMC is irrelevant for the validity of '. Accordingly, the É states can safely be made absorbing without affecting the validity of '. As a result, it suffices to consider the probability of being in a É state at time t for M½É, thus reducing to the case in Proposition 4. As M½É½:È^:É ¼ M½:È _ É, we obtain: Fig. 3a , amounts to verifying this property on the CTMC depicted in Fig. 3b where the gray-shaded states indicate the (now absorbing) states satisfying É. Proposition 4 now yields that it suffices to check the property P !0:05 ðÅ ½4;4 ÉÞ on the CTMC of Fig. 3c , where the gray-shaded states indicate the ð:È^:ÉÞ states. The transient-state probability of the only remaining reachable state that satisfies É, i.e., state s 2;1 , is approximately 0.041 at t ¼ 4 (for ¼ 0:01 and ¼ 0:001); so, È 0 is invalid for state s 3;1 .
Case C: Point-interval until. Let ' ¼ È U ½t;t É and assume É ) È. Similar to Proposition 4, ð:È^:ÉÞ states are made absorbing. Since É ) È, it follows that P robðs; 'Þ equals the probability to occupy a É state at time t in the obtained CTMC: e.g., for a CTMC with just a single state s equipped with a self-loop, where s satisfies È and É, the probability on the righthand side would be 0, whereas P robðs; È U ½t;t 0 ÉÞ ¼ 1. Fig. 3c Proof. Directly from Theorem 3. t u
Note that (3) is a simplified version of this corollary.
Uniformisation
In the previous sections, we have shown that the calculation of P robðs; È U I ÉÞ boils down to instances of transient analysis on CTMCs. Formally, transient state probabilities are obtained as a solution to the Chapman-Kolmogorov differential equations (cf. Section 2.4) and are given by the Taylor-MacLaurin series:
where we recall that ð; tÞ denotes the vector of state probabilities at time t. This characterization is not attractive for a numerical algorithm since [58] , [69] 1) it suffers from numerical instability as Q contains both positive and negative entries and 2) it is difficult to find a proper truncation criterion for the infinite summation. Therefore, other algorithms to compute transient state probabilities for CTMCs have been developed of which uniformization [36] , [37] , [47] is currently regarded as the most attractive. Under special conditions, e.g., when the rates in R differ a large number of magnitudes, Runge-Kutta-like methods might perform better, see [66] , [67] . For the sake of completeness, we briefly discuss the main aspects of uniformization here. These details will play a significant role in discussing the efficiency of our model-checking algorithms, cf. Section 6. For CTMC M ¼ ðS; R; LÞ, the uniformized DTMC is ðS; U; LÞ, where U is defined by U ¼ I þ Q=q with q ! max i fEðs i Þg. The uniformization rate q can be chosen to be any value exceeding the shortest mean residence time. All rates in the CTMC are normalized with respect to q. For each state s with EðsÞ ¼ q, one epoch in the uniformized DTMC corresponds to a single exponentially distributed delay with rate q, after which one of its successor states is selected probabilistically. As a result, such states have no additional self loop in the DTMC. If EðsÞ < q, i.e., state s has, on average, a longer state residence time than 1 q , one epoch in the DTMC might not be "long enough"; hence, in the next epoch, these states might be revisited with some positive probability. This is represented by equipping these states with a self loop with probability 1 À EðsÞ q þ Rðs;sÞ q . Transient state probabilities are now computed as follows: Substituting Q ¼ qÁðU À IÞ in (6) yields:
where e ÀqÁt ÁððqÁtÞ i =i!Þ is the ith Poisson probability with parameter qÁt and i is the state probability distribution vector after i epochs in the DTMC with transition matrix U determined recursively by i ¼ iÀ1 ÁU with 0 ¼ . The Poisson probabilities can be computed in a stable way with the Fox-Glynn algorithm [35] . The number of terms k in (7) to be taken given a required accuracy is the smallest value satisfying: 
If the product qÁt is large, k tends to be of order OðqÁtÞ. On the other hand, if qÁt is large, the DTMC described by U might have reached steady state along the way. Such an "on-the-fly" steady-state detection can be integrated in the computational procedure, see [59] . This steady-state truncation point is often smaller than k , making the trailing matrix-vector multiplications superfluous. For further details, see [39] , [69] .
Example 6. Consider the TMR example and È ¼ P !0:99 ðt u ½0;3 ðup 3 _ up 2 ÞÞ. As explained in Example 5, it suffices to verify È on the CTMC of Fig. 4 . This CTMC is equivalent to the CTMC depicted in Fig. 5a , as will be justified in the next section. Assume > . Checking È reduces to a transient analysis of the uniformized DTMC depicted in Fig. 5b , where q ¼ 2þþ. With a required accuracy ¼ 10 À5 and ¼ 0:01, ¼ 0:001, and ¼ 1:0, we obtain (with five digits of precision) q ¼ 1:021, k ¼ 13, and ðs 3;1 ; 3Þ ¼ ð0:96856; 0:02724; 0:00148Þ, where the last value corresponds to the state probability of the absorbing state. Summing the first two probabilities yields s 3;1 È.
ABSTRACTION WITH BISIMULATION
In this section, we discuss a technique to aggregate the state space of a CTMC. This technique is based on the observation that a slight variant of bisimulation, also known as lumping on CTMCs, preserves all CSL formulas. The result presented below is similar to that for relating bisimulation and CTL (and CTL* equivalence) [17] and probabilistic bisimulation and PCTL [8] .
Bisimulation (Lumping) Equivalence
Lumpability is an important notion on CTMCs that allows their aggregation without affecting performance properties [18] , [49] . We adapt the standard notion in order to deal with CTMCs with state labelings. Rather than considering a state labeling with atomic propositions, it is convenient for our purposes to consider labelings with more general sets of CSL formulas. Let M ¼ ðS; R; LÞ be a CTMC, F a set of CSL formulas, and L F : S ! 2 F a labeling defined by L F ðsÞ ¼ fÈ 2 F j s Èg. is an AP bisimulation on the set of states of the CTMC M depicted in Fig. 6 . For convenience, double arrows are used to indicate that there exists a transition from a state to another state and vice versa. The lumped CTMC M=R consists of five aggregated states: the singleton states ½1111 R , ½0000 R , and ½0001 R and the states ½0111 R ¼ f0111; 1011; 1101g and ½0011 R ¼ f0011; 0101; 1001g. In fact, this yields the CTMC of the TMR system of Example 1.
Bisimulation and CSL Equivalence
Let CSL F denote the smallest set of CSL formulas that includes F and that is closed under all CSL operators. In the following, we write M for the satisfaction relation (on CSL) on M. In particular, F -bisimilar states satisfy the same CSL F formulas.
Proof. Straightforward by structural induction on È and '.t u
As the verification of S formulae amounts to carrying out a steady-state analysis (after a graph analysis) and the verification of P formulae boils down to a transient-state analysis (on a transformed CTMC), this result is not surprising given that bisimulation-ordinary lumping Proof. The "if" part of the proof follows directly from Theorem 4. The "only if" part was recently shown in [30] .t u
We can exploit the above result and apply it to the transformations of the previous section by using the following observation: Fig. 5a . As a second example, in the CTMC of Fig. 5c , we may collapse ½SatðÉÞ R ¼ fs 2;1 ; s 1;1 g and ½Satð:È^:ÉÞ R ¼ fs 0;0 ; s 0;1 g into single states using a f:È; Ég bisimulation.
Note that the bisimulations constructed in this way have at most two nontrivial classes. We can exploit the above theorems further by aggregating the model M as far as possible during model checking or prior to model checking.
For the latter purpose, we consider the coarsest AP bisimulation R on M and construct the quotient Markov model M=R prior to model checking M. R can be computed by a modification of the standard partition refinement algorithm [29] . It now follows from Theorem 5 that any CSL formula can be equally well checked on M=R instead of on M. Furthermore, we can add a formula-specific aggregation. Let AP ðÈÞ denote the set of atomic propositions occurring in È. Note that È belongs to CSL AP ðÈÞ . Due to Theorem 4, È can be model checked on M=R 0 instead of on M, where R 0 is the coarsest AP ðÈÞ bisimulation on M. R 0 can again be computed by partition refinement.
EFFICIENCY CONSIDERATIONS
In this section, we summarize the results of the previous sections and discuss the space and time complexity of model checking CSL as well as some implementation considerations.
Let M ¼ ðS; R; LÞ be a CTMC, M the number of nonzero entries in the rate matrix R, and N ¼ jSj the number of states in M. For a fully connected CTMC M, we thus have M ¼ N 2 , but, in practice, we often find M < kN for a small constant k. Without loss of generality, we assume M ! N. Consider CSL state formula È. The general strategy is identical to the model checking procedure for CTL [23] . The set SatðÈÞ of states satisfying È is computed in an iterative way, starting with considering the subformulas of È of length 1, i.e., the atomic propositions in È. These subformulas correspond to the leaves in the parse tree of È. In the ði þ 1Þth iteration of the algorithm, subformulas of length i þ 1 are considered using the results of all subformulas of length at most i, i.e., the results of all subnodes in the parse tree. This computation continues until the formula È of length jÈj, i.e., the root of the parse tree, is considered. We consider the required computations for each kind of subformula (node). The computation for nodes in the parse tree of the form tt, :È, or È^É is straightforward and takes OðNÞ time.
Steady-state operator. First, a graph analysis is carried out to determine the BSCCs of M. This takes OðNþMÞ time [70] . In the worst case, for each identified BSCC B, a linear system of jBj equations needs to be solved once. Ranging over all BSCCs, this leads to at most N equations since each state belongs to at most one BSCC. Finally, the probability of reaching a BSCC B needs to be computed for each BSCC. This requires solving a linear system of N equations, taking OðN 3 Þ (or better) time [1] . In practice, it is often preferred to use iterative, numerical methods such as Power, GaussSeidel, or similar [69] for large N. Then, convergence depends on the structure of the equation system and is in principle not guaranteed.
Next formulas. The nodes that represent formulas of the form P À / p ðX I ÈÞ require OðMÞ time as OðMÞ scalar multiplications and additions are needed to perform the matrixvector multiplication with P given a suitably chosen sparse matrix storage structure. The same applies for the unbounded next operator.
Unbounded until. Formulas of the form P À / p ðÈ U ÉÞ require the solution of a linear system of N equations, taking OðN 3 Þ time. The special case P >0 ðÈ U ÉÞ and P !1 ðÈ U ÉÞ can be treated in OðNÞ time [38] .
Time-bounded until. The transformation takes OðMÞ time. To compute ðs; t 0 Þ on M½:È _ É using uniformization, the sum of Oðq 0 Át 0 Þ vectors is required, each of which is the result of a matrix-vector multiplication. Here, q 0 is the uniformization rate of M½:È _ É. Given a sparse implementation of the latter, we require OðMÞ multiplications and additions for the matrix-vector product so that the overall computational complexity of computing ðs; t 0 Þ is OðMÁq 0 Át 0 Þ. A naive approach to model check P À / p ðÈ U ½0;t 0 ÉÞ requires to perform this procedure for each state s as suggested in [12] . An improvement suggested in [48] cumulates the entire vector P robðÈ U ½0;t ÉÞ for all states simultaneously, yielding a time complexity of OðMÁq 0 Át 0 Þ. For formulas of the form P À / p ðÈ U ½t;t 0 ÉÞ with 0 < t t 0 , the computation is split into two parts, according to Theorem 3. This means that transient analysis is needed two times (for t and for t 0 À t) on different transformed Markov chains, M½:È and M½:È _ É. Each transformation takes OðMÞ time. The effort needed to carry out uniformization on either chain can be quantified as follows. Even though the uniformization rates in these two chains may differ, we can use the uniformization rate q of M as an upper bound for them and, hence, each transient analysis has a time complexity of OðMÁqÁt 0 Þ. Note that t 0 À t t 0 ! t. The method of [48] can be generalized such that two transient analyses suffice to compute the required probabilities for each s. In summary, we obtain that model checking the time bounded-until operator takes OðMÁqÁt 0 Þ time. Besides, the special case P >0 ðÈ U I ÉÞ, for nonempty I, can be treated in the same way as the CTL formula 9ðÈ U ÉÞ. This yields a worst-case time complexity of OðNÞ for this case, cf. [23] . The timing constraint I is not relevant here: If there exists a path in M satisfying È U É, then, with some positive probability, a É state can be reached for some t 2 I. Note, however, that P !1 ðÈ U I ÉÞ cannot be treated as the CTL formula 8ðÈ U ÉÞ.
A few efficiency improvements are possible. First, for large t 0 , the number of computation steps needed in practice might be much smaller than the above bound when using on-the-fly steady-state detection [59] . Furthermore, the uniformization rate is in practice determined chain specifically, i.e., after transformation. Also, it is favorable to reduce the size of the state spaces and, hence, of the probability vectors to be computed. For the ½0; t 0 case, for instance, we can exploit the fact that the CTMC M½:È can be aggregated to M½:È=R for R a f:È^:É; Ég bisimulation.
Bisimulation aggregation. Orthogonal to the model checking algorithm, we have the means to interweave abstraction steps whenever appropriate during model checking M. A priori, we can compute the best possible formula-independent lumping by constructing the coarsest possible AP bisimulation R and considering the quotient M=R instead of M. The computation of R and M=R takes OðM log NÞ time, using an adapted version of the algorithm in [29] . With the same computational effort, we can also compute a formula-dependent quotient M=R 0 for R 0 the coarsest AP ðÉÞ bisimulation, in order to reduce the number of computation steps required for subsequent model checking of subformula É.
Summary. The results for each operator are collected in Table 2 , where the complexity results are based on a sparse storage structure for the rate and transition matrix and where Gaussian elimination is used for solving linear equation systems and uniformization is used for transient analysis. Cumulating over all nodes in the parse tree, i.e., all subformulas of È, we obtain, for the worst-case time complexity of model checking CSL:
where t max is the maximum time bound of the timebounded until subformulas occurring in È. Recall that q is the uniformization rate, which can be chosen as the maximum entry of E. If we make the practically often justified assumption that M < kN for a constant k, then the space complexity is linear in N using a sparse matrix data structure.
Theorem 6. For M, a finite state CTMC and CSL state formula È, the time and space complexity of the model checking algorithm described in Section 4 is polynomial in the size of M and linear in the length of the formula È.
RELATED WORK
Model-checking probabilistic systems. Early work has concentrated on discrete-time models. Methods to verify a DTMC or a Markov decision process against a linear-time temporal logic (LTL) formula (or a Bü chi automaton) have been considered, e.g., [28] , [62] , [71] . The basis of these works is the nontrivial reduction of the model-checking problem to the computation of the probabilities to reach certain sets of states (mostly, BSCCs). Courcoubetis and Yannakakis [27] describe an algorithm for checking whether a DTMC satisfies an LTL formula. As stated in the introduction, PCTL model checking has been brought up by Hansson and Jonsson [38] . For the CSL operators that do not refer to the real-time behavior of the CTMC, the PCTL algorithms can be exploited. The logic PCTL* contains both LTL and PCTL. Its verification is studied in [8] , [15] , [16] . Its basic idea is the reduction to the verification of quantitative LTL properties.
Branching-time model checking of Markov decision processes is considered in [4] , [14] , [15] , [16] . Here, nondeterminism is resolved by adversaries. The model checking of until formulas reduces to the computation of a minimum (or maximum) probability, depending whether one quantifies over all or some adversaries, respectively.
Model-checking real-time probabilistic systems. A qualitative model-checking algorithm for a continuous probabilistic variant of timed automata has been proposed in [7] . This technique is based on regions, finite partitions of the infinite continuous-time domain tailored to the property and model under consideration. Recently, this approach has been adopted for quantitative model checking [54] .
Model-checking continuous-time Markov chains. A stochastic extension of CTL, also called CSL, was initially proposed in [9] . Using transcendental number theory, the elementary result that the model-checking problem for CSL is decidable for rational time bounds is proven. No concrete algorithms were provided, though.
In [11] , we extended CSL with the steady-state operator presented here to reason about the stationary behavior of CTMCs. The first work on logics and model-checking algorithms for studying the stationary behavior of stochastic systems, in particular semi-Markov decision processes, has been reported in [4] , [5] . Semi-Markov decision processes extend CTMCs with nondeterminism and nonexponential distributions. Apart from the fact that we are considering a more specific model, our approach differs in several aspects. To enable the specification of long-run average properties, [4] , [5] uses experiments, automata that are intended to be traversed infinitely often. Experiments are used to either measure the probability with which an LTL formula holds or to measure the expected time to reach a given set of goal states. In contrast, steady-state properties are first-class citizens of CSL-they can be combined arbitrarily with other operators-whereas experiments can only occur as top-level "operator."
Another related approach is that of [60] . Here, automata are used to define path-based stochastic variables on a Markov model described as a stochastic activity network [57] . Analysis takes place by considering a synchronous product of the model and the specification automaton. Other recent works on CSL are the extension to continuousspace Markov processes [30] , the use of discrete-event simulation and hypothesis testing [72] , and the use of Kronecker algebra to exploit the structure of the CTMC [20] .
CONCLUDING REMARKS
This paper proposed the use of the temporal logic CSL to specify performance and reliability measures for CTMCs and introduced automated verification algorithms. This yields:
. a flexible means to specify standard and complex measures succinctly, . automated means to analyze these measures over CTMCs, and . automated measure-driven aggregation (lumping) of CTMCs. The automated verification hides specialized algorithms from the performance engineer.
The following algorithms are used: Next and (unbounded) until formulas can be treated using matrix-vector multiplication and solving a system of linear equations like in [38] . Checking steady-state properties amounts to solving a system of linear equations combined with standard graph analysis methods. We showed that checking the timebounded until operator can be reduced to the problem of computing transient state probabilities for CTMCs. This allows us to adopt efficient and numerically stable techniques for model-checking CTMCs. The time and space complexity of our model-checking algorithms is polynomial in the size of the model and linear in the length of the formula. A prototype implementation and experimental results have been reported in [43] .
In addition, we showed that AP bisimulation preserves the validity of all CSL formulas. This allows us to switch from the original state space to the (possibly much smaller) quotient space under AP bisimulation prior to carrying out the model checking.
