We introduce several classes of pseudorandom sequences which represent a natural extension of classical methods in random number generation. The sequences are obtained from constructions on labeled binary trees, generalizing the wellknown Stern-Brocot tree.
Preliminaries
and therefore L(g, k) = (g(2 k ), g(2 k + 1), . . . , g(2 k+1 − 1))
We count the elements in each row of the tree beginning with 1 and denote the i-th element of level k by L(g, k, i). Hence L(g, k, i) := g(2 k + i − 1) Definition 1.6 Every n ∈ N+1 belongs to a unique level k and has therefore a unique representation of the form n = 2 k + j with k, j ∈ N and 0 ≤ j < 2 k . In this case we write n = 2 k ⊕ j.
We write also L(n) := k for the level of n. Hence j = n − 2 L(n) .
In Pari/GP one obtains L(n) as #binary(n)-1.
Remark 1.7
We project now the NBT to the unit interval [0, 1] in such a way that for n = 2 k ⊕ j the abscissa A(n) is given by A(n) = 2j + 1 2 k+1 We obtain then a new labeled tree L(A), which is called the dyadic tree. It contains every dyadic number 2j + 1 2 k+1 with k, j ∈ N and 0 ≤ j < 2 k exactly once. Definition 1.8 Let g : N + 1−→X be a function and S be a finite non-empty subset of N + 1. Assume that S has exactly m elements. Since the abscissa function A of Remark 1.7 is injective, we can write S = {s 1 , . . . , s m } such that A(s 1 ) < A(s 2 ) < . . . < A(s m ). See also Remark 1.17.
The sequence E(g, S) := (g(s 1 ), . . . , g(s m )) is then called the binary evolution sequence of g on S.
This is motivated by the following special case: For k ∈ N let N(k) := n ∈ N + 1 | n < 2 k+1 be the full initial triangle up to level k of the
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NBT. Then we can form the series of sequences E(g, 0) := E(g, N(0)) = (g (1)) E(g, 1) := E(g, N(1)) = (g (2) , g(1), g(3)) E(g, 2) := E(g, N(2)) = (g(4), g(2), g (5) , g(1), g (6) , g(3), g (7)) . . .
which is called the binary evolution scheme of g and will be denoted by E(g).
We define E(g, −1) as the void sequence. Again we write E( * , . . .) for E(id, . . .) and E(g, k, i) for the i-th element of E(g, k). Hence E(g, k, i) = g(E( * , k, i)) Remark 1.9 In Def. 1.8 for every k ∈ N + 1 one has E(g, k) = E(g, k − 1) ↓ L(g, k) From Definition 1.3 we have the recursion formulas E( * , k, 2j) = E( * , k − 1, j) for j = 1, . . . , 2 k − 1 E( * , k, 2j + 1) = 2 k + j = L( * , k, j + 1) for j = 0, . . . , 2 k − 1 which in particular imply that E( * , k + α, 2 k ) = 2 α for every k, α ∈ N Remark 1. 10 The evolution scheme E( * ) is interesting and well known: 1  2  1  3  4  2  5  1  6  3  7  8  4  9  2  10  5  11  1  12  6  13  3  14  7  15  16 8 17 4 18 9 19 2 20 10 21 5 22 11 23 1 24 12 25 6 26 13 27 3 28 14 29 7 30 15 31 Notice that E( * , k) is always a permutation of N(k). This implies in particular that E( * , k) has length |N(k)| = 2 k+1 − 1. Concatenating the vectors E( * , k) to an infinite sequence E( * , 0)E( * , 1) · · · , we obtain the sequence (1, 2, 1, 3, 4, 2, 5, 1, 6, 3, 7, 8, 4, 9, 2, 10, 5, 11, 1, 12, 6, 13, 3, 14, 7, 15, 16, . . .) which appears on OEIS as A131987. If one connects the same vectors by 0, beginning with (0), one obtains the sequence u = (0, 0, 1, 0, 2, 1, 3, 0, 4, 2, 5, 1, 6, 3, 7, 0, 8, 4, 9, 2, 10, 5, 11, 1, 12, 6, 13, 3, . . .) known as A025480. It is described by the simple recursion u 2n = n, u 2n+1 = u n beginning with n = 0.
Remark 1.11
We observe first that the position in E( * , h) of a number n which belongs to a level ≤ h is given by A(n) · 2 h+1 .
If in the second output of Remark 1.10 we write only the new elements of each level, we obtain a textual output of the NBT :   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31 Definition 1.12 We recall the following terminology from number theory: Let n ∈ N. If n > 0, then there exists a unique representation of the form n = u · 2 m where u is odd. We write odd(n) := u and call it the odd part of n. Furthermore |n| 2 := 2 −m is the 2-adic absolute value of n.
We define odd(0) := 1 and |0| 2 := 0. Then:
(4) odd(n) = 1 iff n = 0 or n is a power of 2.
(5) If n > 0, then n · |n| 2 = odd(n).
Theorem 1.13
Let k ∈ N and 0 ≤ i < 2 k+1 . Then
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Proof. Write i = 2 m odd(i) and odd(i) = 2j + 1. Then m ≤ k and 0 ≤ j < 2 k , so that from Remark 1.9 we obtain
−m = |i| 2 , the theorem follows.
Corollary 1.14 Let k, j ∈ N and 0 ≤ j < 2 k . Then:
Proof.
(1) The hypotheses on j and k imply that |2 k + j| 2 = |j| 2 . Since 2 k + j > 0, from Theorem 1.13 we have
(2) This is a special case of (1) or also of Remark 1.9.
Proposition 1.15 Let
Proof. Immediate from Remark 1.9.
Remark 1.16
If we represent the NBT L( * ) simply by its rows, we obtain the scheme The columns which appear in L( * ) coincide with the columns which appear in the scheme E( * ) shown in Remark 1.10. Proof. This is immediate from Remark 1.9:
(1) Fix i ∈ N + 1 and set j := i − 1. Then the i-th column in L( * ) consists of the numbers L( * , k, i) with k ∈ N such that i ≤ 2 k+1 , i.e. j < 2 k+1 . By Remark 1.9 we have . In some cases one could consider this vector as a pseudorandom sequence. 2. We shall apply this idea to the case M = N + 1 and n ≺ m ⇔ A(n) < A(m) where A is defined as in Remark 1.7. This order is known as inorder in computer science; cfr. Knuth [7 p. 316-317] . The sets S will be often the sets N(k) -the sequences generated are then the rows E(g, k) of the binary evolution scheme of g.
3. It could be interesting also to work with other subsets S ⊂ N + 1.
Generalized Stern-Brocot trees

Standing hypothesis 2.1 Let X be a non-empty set. We use the standard notations from combinatorics of words:
where ε is the empty word. Every v ∈ X * belongs to exactly one X n and we define then the length of v as |v| := n. In particular |ε| = 0.
Definition 2.2 Let
We extend now the function A of Remark 1.7 to a function N−→ [0, 1] by defining
The artificial elements 0 and 1/2 belong, by definition, to level −1. We put therefore L( * , −1) :
Similarly we put, for any function g :
and, as usual, E( * , k) := E(id, k). We shall not use the expressions E(g, k, i), but define instead
k be the set of dyadic numbers and put
The mapping A from Remark 1.7 can then be considered as a mapping:
Notice that this mapping is bijective by construction.
Remark 2.4 Let
Proof. Clear, since the projections of the elements of N(k) are separated by intervals of length 1 2 k+1 . Observe that the equation is true also for i = 0, since E( * , k, 0) = 0.
Generalized Stern-Brocot trees
Proof. Since i is odd, we have |i| 2 = 1 and |i ± 1| 2 ≤ 1 2 and also odd(i ± 1) ≤ i ± 1 2 . Writing for the moment e j := E( * , k, j) (for fixed k), from Theorem 1.13 now follow
Definition 2.7 For k ∈ N, the sequence E( * , k) contains, as noticed in Remark 1.9, all elements of L( * , k) in their natural order, interspersed with the elements of E( * , k − 1), these belonging to levels < k, as shown here for level k = 3, where we appended the two artificial elements on both extremities: 0 8 4 9 2 10 5 11 1 12 6 13 3 14
The elements of L( * , 3) are shown in boldface type. Similarly for every k ∈ N each number n ∈ L( * , k) has a left and a right neighbor in E( * , k), which belong to levels < k and are called the left support Ls(n) and the right support Rs(n) of n respectively.
It is also clear (by the very construction of A in Remark 1.7) that
Notice finally that, since every n ∈ N + 1 belongs to a unique level k, the left and the right support of n are well defined for every such n.
Remark 2.8 (1) For n ∈ N we have:
if n > 0 Rs(n) = Ls(n + 1) if n + 1 is not a power of 2 (2) Moreover: Proof. This is clear from the NBT.
Proposition 2.9
Let n ∈ N + 1. Then Ls(n) = odd(n) − 1 2 .
Proof. Write n = 2 m odd(n) with odd(n) = 2i + 1. By Remark 2.8 then
(1) If n is even, then Rs(n) = n 2 > 2 Ls(n), hence n > 4 Ls(n).
(1) From Remark 2.8 we know that Rs(n) = n 2 . Now n is even,
(2) From Remark 2.8 we know that Ls(n) = n − 1 2 .
Suppose first that n + 1 is not a power of 2. Then
Otherwise, if n + 1 is a power of 2, then Rs(n) = 1 2 < 3 4 ≤ n 4 , since n ≥ 3 by hypothesis.
Definition 2.11
Let f : X × X −→ X be a mapping and a, b ∈ X. Then we define a mapping g := f ab : N−→X in the following way:
Since for n ∈ N + 1 the levels of Ls(n) and Rs(n) are both strictly smaller than the level of n, the mapping f ab is well defined.
Notice that always g(1) = f (a, b). Substituting each n ∈ N + 1 in the NBT by f ab (n), we obtain the labeled binary tree L(f ab ) which can be considered as a generalized Stern-Brocot tree, as we shall see (Proposition 2.14).
Remark 2.12
Let g : N−→X be a function and k ∈ N. Then
Proof. This follows from Remark 1.9, because appending one element on each side of the shorter sequence in Definition 1.3 corresponds to reversing the order of the two sequences around the ↓ symbol.
Remark 2.13
Let k ∈ N and n ∈ L( * , k). Recall from Definition 2.7 that Ls(n) and Rs(n) are the left and right neighbors of n in E( * , k) and thus are neighbors of each other in E( * , k − 1). Consider now any function g : N−→ X. Then again g(Ls(n)) and g(Rs(n)) are neighbors of each other in E(g, k − 1) and g(n) is inserted between them in E(g, k).
If follows that, if now f : X × X −→ X, a, b ∈ X and g := f ab , then g(n) is the value of f evaluated on the left and right neighbors of g(n) in E(g, k) (taken in the position determined by n if it appears more than once), which both can be calculated on a lower level.
From Remark 2.12 we see that the sequence E(f ab , k) is obtained from x := E(f ab , k − 1) by inserting between x i and x i+1 the value f (x i , x i+1 ). Suppose n ∈ N + 1. Then n ∈ L( * , k) for some k ∈ N. We use Remark 2.10 and show the proposition by induction on k.
Definition 2.15
Let f : X × X−→X be a mapping, and a, b ∈ X. Then we may construct a mapping f ab : N−→X as in Definition 2.11. The triple (f, a, b) is called a dichotomic generator or simply a generator (of random sequences).
Remark 2.16
Let f : X × X−→X be mapping and a, b ∈ X. For k ∈ N then the sequence E(f ab , k) = (x 1 , . . . , x 2 k+1 −1 ) can be calculated by the general recursion formulas in Remark 1.9, but, as a consequence of Remark 2.13, also by the following algorithm wich we describe in Pari/GP and which justifies the name dichotomic generator: Notice that we may use this algorithm for calculating far away elements of the sequence E(f ab , k), as we did in this example, where, for f (x, y) = (3x + 5y + 2) mod 7, a = 2, b = 3, k = 100, the elements x n are calculated for n = 2 94 , 2 94 + 1, . . . , 2 94 + 40. This calculation is done directly on these indices without the need for calculating the preceding elements. For example the sequence (x 0 , . . . , x 11 ) can be obtained as a dichotomic sequence if we define:
Remark 2.18 As far as we know, the idea of using Remark 2.13 for the generation of random sequences appears in Centrella [2] (written under the supervision of J. E.) and Kreindl [8] .
Remark 3.1 Let g : N + 1−→X be a mapping.
We shall then consider the sequences E(g, k) as (finite) random sequences, in the spirit of Remark 1.17.
For applications where unpredictability of the generated sequences is desired, as for example in cryptology, it may be a pleasing aspect of the method that the sequences E(g, k) for different k can be rather unrelated. For theoretical investigations, however, also the case that E(g, k + 1) is always a continuation of E(g, k), i.e., that E(g, k) is always a prefix of E(g, k + 1), will be interesting.
We shall now consider the question, when this happens, if g is of the form f ab as in Definition 2.11.
Definition 3.2
Let g : N + 1 −→ X be a mapping. We define an infinite sequence E(g, ∞) : The bold numbers themselves represent the sequence E( * , ∞).
The sequence E(g, ∞), always defined, is of course interesting only if E(g, k + 1) is a continuation of E(g, k) for every k ∈ N.
In this case the mapping g is called continuative. If g is defined on some set containing N + 1 (usually on N or on N), this means, by convention, that the restriction g |N+1 is continuative.
Remark 3.3
Since for k, j ∈ N + 1 one has 2j + 1 ∈ L( * , k) iff j ∈ L( * , k − 1), the recursion formulas of Remark 1.9 become now
Proposition 3.4 Let g : N + 1 −→ X be a mapping. Then the following statements are equivalent:
(1) g is continuative.
(2) g is constant on each column of E( * ).
Here L(n) is the level of n as in Definition 1.6. The rows and columns of E( * ) were represented in Remark 1.10, those of L( * ) in Remark 1.16. The columns of L( * ) appear also as leftward diagonals in the tree-like representation (that is, in the NBT), as in the figure:
(2) ⇔ (3): We observed in Remark 1.16 that L( * ) and E( * ) have the same columns -which in L( * ) appear only once, in E( * ) infinitely often.
(5) ⇔ (6): Clear.
Lemma 3.5 Let f : X × X−→X be a mapping and a, b ∈ X. For every a,b) ,b , k) where the dot denotes concatenation of words.
Proof. Clear. Lemma 3.6 Let f : X × X −→ X be a mapping and b, c ∈ X. Assume that
Then f ab = f ac for every a ∈ X.
Proof. We show by induction on k ∈ N that E(f ab , k) = E(f ac , k) for every a ∈ X and every k ∈ N. k = 0: Applying the hypothesis to x = a we have f (a,
One has E(f ab , k + 1)
where we used again that f (a, b) = f (ac), applying in
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= the induction hypothesis on f (a, c) instead of a. Proposition 3.7 Let f : X × X −→ X be a mapping and a, b ∈ X. Assume that f (x, f (a, b) 
Then f ab is continuative.
Proof. For every k ∈ N we have E(f ab , k + 1) f (a, b) ) for every x ∈ X implies by Lemma 3.6 that f a,f (a,b) = f ab , hence (*) implies that E(f ab , k) = E(f a,f (a,b) , k) is a prefix of E(f ab , k + 1).
Corollary 3.8 Let f : X × X−→X be a mapping and a, b ∈ X.
If f (a, b) = b, then f ab is continuative.
Remark 3.9
Let g : N −→ X be a mapping and set a := g(0), b := g(1/2). Consider the sequences E(g, k):
b a g (4) g (2) g (5) g (1) g (6) g (3) g (7) b . . .
Then, for any fixed
is a continuation of E(g, k) and, in addition, g(1) = b. Corollary 3.10 Let f : X × X −→ X be a mapping and a, b ∈ X. The following statements are equivalent:
(
Proof. 
One-sided generators
Standing hypothesis 4.1 Let X be a non-empty set.
Definition 4.2
If P is a property defined for mappings, we say that the generator (f, a, b) has property P if the mapping f ab has property P . Thus for example the generator (f, a, b) is called continuative, if the mapping f ab is continuative. Proof. Let (f, a, b) be a one-sided generator.
For every x ∈ X then f (x, f (a, b)) = f (x, b), since f does not depend on the second argument. Hence f ab is continuative by Proposition 3.6. Definition 4.5 Let φ : X −→ X be a mapping and a ∈ X. We define a mapping g : N−→X in the following way:
and write also φ a := g. Since for n > 0 always Ls(n) < n, the mapping is well defined. On its domain of definition φ a coincides obviously with f ab , if we define f (x, y) := φ(x) and choose b ∈ X arbitrarily. Therefore we shall also call the couple (φ, a) or, for short, the mapping φ a itself, a one-sided generator. Proposition 4.6 Let φ : X−→X be a mapping and a ∈ X. Then:
for every j ∈ N. In particular φ a (1) = φ(a).
Proof. (1) This statement is trivial for
(2) φ a (2j + 1) = φ(φ a (Ls(2j + 1)))
Theorem 4.7 Let φ : X−→X be a mapping and a ∈ X. Then aE(φ a , ∞) = φ a or, equivalently, E(φ a , ∞, n) = φ a (n) for every n ∈ N + 1.
Proof. Let u := aE(φ a , ∞), hence u 0 = a and u n = E(φ a , ∞, n) for n ∈ N + 1.
(1) We show that u satisfies the same recursion rules as φ a , i.e., that
for every j ∈ N + 1. This clearly implies u = φ a .
(2) Since by Remark 4.4 φ a is continuative, from Proposition 3.4 we have
We show by induction on k ∈ N the following statement:
In this case j = 0 and we have to show that u 1 = φ(u 0 ) = φ(a), and this is true.
Suppose first that j is odd. Since now k > 0, also 2 k + j is odd, thus
Suppose now that j is even. For j = 0 we have u 1 = φ(u 0 ) = φ(a) as before. Otherwise write j = 2 m r with r odd. Then 0 < m < k and
Remark 4.8 The conclusion in Theorem 4.7 is not more true for general continuative dichotomic generators, as the example (f, 1, 6) with f (x, y) = (3x + 2y + 7) mod 8 shows:
g=f_{1,6} : 6 6 5 6 5 3 2 6 5 3 2 7 2 2 1 6 5 3 2 7 2 2 1 7 2 4 7 2 ... E(g,infinite) : 6 6 5 6 3 5 2 6 7 3 2 5 2 2 1 6 7 7 2 3 4 2 7 5 2 2 1 2 ...
Remark 4.9
Since in the proof of Theorem 4.7 u is uniquely determined by the recursion rules (*), for a sequence u ∈ X N with a := u 0 and a mapping φ : X−→X the following statements are equivalent:
For every j ∈ N we have u 2j = u j and u 2j+1 = φ(u j ). The infinite sequences which obey a recursion rule of type (3) are therefore exactly the sequences obtained by a one-sided generator as in Theorem 4.7.
Examples
Remark 5.1 In the following chapter we present examples of dichotomic generators.
For every generator are first indicated the function f : X × X−→ X (with X usually tacitly understood) and the initial values a, b ∈ X. Then follows the beginning of the binary evolution scheme (Definition 1.8) of the function f ab , from which the last row is selected. This vector of values is represented graphically in a bar diagram; by a similar bar diagram we represent also the absolute values of the discrete Fourier transform of the vector, with the origin centered.
Using the values x i − µ as increments, where µ is the mean of the vector, we obtain a random walk which is given too.
On the left then we present a usually longer vector of the same level of the evolution scheme by points in the plane, which are calculated in the following manner: As for the discrete Kolmogorov-Smirnov test (cf. Centrella [2] ) first the vector is decomposed in ordered non-overlapping blocks of length 10. Then the Ruffini-Horner method for powers of 2 is applied to each block giving us a vector of real numbers:
where r is the number of blocks. Finally each entry u i of u is divided by 2 10 , which gives the vector v := (v 1 , ..., v r ) with v i := u i 2 10 . Now from the pairs (v 2k , v 2k+1 ) we obtain a 2-dimensional representation of the sequence. For every example we simply project the generate sequence onto Z/2Z and we apply the above, most commonly used, bit tests, as described in the cited references.
Example 5.8
f (x, y) = (x 3 + 2xy 2 + x 2 y + 2y 3 + 5x 2 + 2xy + 7y 2 + 6x + 6y + 7) mod 9 a = 1, b = 8
Example 5.9
f (x, y) = A 
