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Abstract
We prove a structure theorem for Yetter-Drinfel’d Hopf algebras over
groups of prime order that are nontrivial, cocommutative, and cosemi-
simple: Under certain assumptions on the base field, these algebras can
be decomposed into a tensor product of the dual group ring of the group of
prime order and an ordinary group ring of some other group. This tensor
product is a crossed product as an algebra and an ordinary tensor prod-
uct as a coalgebra. In particular, the dimension of such a Yetter-Drinfel’d
Hopf algebra is divisible by the prime under consideration. We also find
explicit examples of such Yetter-Drinfel’d Hopf algebras and apply these
results to the classification program for semisimple Hopf algebras.
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Introduction
The topic of the present investigation is a special class of Yetter-Drinfel’d Hopf
algebras. Yetter-Drinfel’d Hopf algebras are Hopf algebras in a certain qua-
sisymmetric monoidal category, namely the category of Yetter-Drinfel’d mod-
ules, which was introduced by D. N. Yetter (cf. [88]). Yetter-Drinfel’d modules
are defined with respect to some underlying Hopf algebra, which in our case will
be the group ring of a cyclic group of prime order. In this situation, a Yetter-
Drinfel’d module is the same as a dimodule, which in turn is the same as a
graded vector space together with an action that preserves the gradation.
Throughout the whole discussion, we focus on Yetter-Drinfel’d Hopf algebras
that are cosemisimple and cocommutative. The consideration of such a restricted
situation is motivated by the structure theory of semisimple Hopf algebras, a
field that recently has experienced considerable progress, mainly through the
work of A. Masuoka (cf. [47] – [54]). In trying to understand the possible struc-
tures for a semisimple Hopf algebra of a given dimension, the analysis often
proceeds in the following steps: First, the possible dimensions of the simple
modules are determined. This information can sometimes be used to prove the
existence of nontrivial grouplike elements. If this can be shown, the existence
of analogous nontrivial grouplike elements in the dual may lead to a projection
onto a group ring of a cyclic group of prime order. In this case, the Radford
projection theorem (cf. [65]) leads to a decomposition of the given Hopf algebra
into a tensor product of a Yetter-Drinfel’d Hopf algebra and the group ring
of the cyclic group. The Yetter-Drinfel’d Hopf algebras arising in this way are
semisimple and tend to be commutative, because the dimensions of their sim-
ple modules are often only a fraction the dimensions of the simple modules of
the initial Hopf algebra, the denominator of the fraction being the order of the
cyclic group. By applying the same reasoning to the dual Hopf algebra, it is
sometimes even possible to conclude that the Yetter-Drinfel’d Hopf algebra is
also cocommutative.
In many cases, it is then possible to prove that this commutative and cocom-
mutative Yetter-Drinfel’d Hopf algebra must be trivial, which leads to the con-
clusion that the initial Hopf algebra was a group ring or a dual group ring. It
is therefore reasonable to conjecture that such a Yetter-Drinfel’d Hopf algebra
over a cyclic group of prime order is always trivial, i. e., has trivial action or
coaction. This conjecture was the starting point of the present considerations.
However, the conjecture turns out to be false: Although rare objects, Yetter-
Drinfel’d Hopf algebras of the form described above exist, although not in all
dimensions. The main result of the present investigation is the precise descrip-
tion, under certain assumptions on the base field, of Yetter-Drinfel’d Hopf alge-
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bras of this type, i. e., nontrivial, cosemisimple, cocommutative Yetter-Drinfel’d
Hopf algebras over groups of prime order: The structure theorem obtained in
Section 7 asserts that these Yetter-Drinfel’d Hopf algebras can be decomposed
into a tensor product of the dual group ring of the cyclic group under considera-
tion and the group ring of another group. The coalgebra structure of this tensor
product is the ordinary tensor product coalgebra structure, whereas the algebra
structure is that of a crossed product. In particular, the dimension of such a
Yetter-Drinfel’d Hopf algebra is divisible by the order of the cyclic group under
consideration, a fact that in many interesting cases rules out the existence of a
nontrivial Yetter-Drinfel’d Hopf algebra with these properties.
The analysis that leads to this decomposition can be reversed in order to com-
pose nontrivial Yetter-Drinfel’d Hopf algebras. In particular, we construct in
this way Yetter-Drinfel’d Hopf algebras of dimension p2 that are nontrivial, com-
mutative, cocommutative, semisimple, and cosemisimple. We prove that these
examples exhaust all possibilities, and therefore see that there are, up to iso-
morphism, p(p − 1) Yetter-Drinfel’d Hopf algebras of this form. On the other
hand, we show that the dimension p2 is, in a sense, the minimal case; more pre-
cisely, we prove that, if a nontrivial, cocommutative, and cosemisimple Yetter-
Drinfel’d Hopf algebra is also commutative, its dimension must be divisible
by p2. We therefore reach the conclusion that in dimension n the existence of a
nontrivial, commutative, cocommutative, semisimple, and cosemisimple Yetter-
Drinfel’d Hopf algebra is possible if and only if p2 divides n. Finally, we apply
these results to semisimple Hopf algebras along the lines indicated above.
The presentation is organized as follows: In Section 1, we recall the basic facts
on Yetter-Drinfel’d Hopf algebras, representation theory, and group cohomology
that will be needed in the sequel. In Section 2, which is also preliminary, we recall
the basic facts from Clifford theory. In our context, Clifford theory is used for the
correspondence between the modules of the Yetter-Drinfel’d Hopf algebra and
the modules of its Radford biproduct. The part of Clifford theory used in the
proof of the main results is a theorem of W. Chin that sets up a correspondence
between orbits of the centrally primitive idempotents of the Yetter-Drinfel’d
Hopf algebra and orbits of the simple modules of the Radford biproduct under
the action of the one-dimensional characters. In the applications, Clifford theory
is used to prove that the Yetter-Drinfel’d Hopf algebras occurring are indeed
commutative or cocommutative.
In Section 3, we construct examples of nontrivial Yetter-Drinfel’d Hopf algebras
that are cocommutative and cosemisimple. We work in a framework created
by N. Andruskiewitsch, or a very slight generalization thereof, that describes
nicely the requirements that have to be satisfied in form of a compatibility
condition. We then find various ways to satisfy this compatibility condition; in
particular, we attach a Yetter-Drinfel’d Hopf algebra of this form to every group
homomorphism from a finite group to the additive group of a finite ring.
In Section 4, we discuss under which circumstances the Yetter-Drinfel’d Hopf
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algebras constructed in Section 3 are isomorphic. In particular, we determine
the number of their isomorphism classes in dimension p2.
In Section 5, we investigate the Hopf algebras arising via the Radford biprod-
uct construction and the second construction from [78], [79] from the Yetter-
Drinfel’d Hopf algebras considered in Section 3, describe their integrals, and
prove that these Hopf algebras are semisimple. In this way, we construct new
classes of noncommutative, noncocommutative Hopf algebras with triangular
decomposition that are semisimple and cosemisimple. In particular, Masuoka’s
examples of semisimple Hopf algebras of dimension p3 appear in these Hopf
algebras as a kind of Borel subalgebra. However, these two constructions pro-
vide only one way to look at these Hopf algebras: They can also be understood
from the point of view of extension theory. We show that these Hopf algebras
are extensions of group rings by dual group rings, determine the corresponding
groups, and find explicit normal bases for these extensions.
In Section 6, we study nontrivial Yetter-Drinfel’d Hopf algebras over groups of
prime order that are commutative and semisimple. In this section, most of the
technical work is done; in particular, we find a linear and colinear character of
order p that induces action and coaction on the other characters. This is the
key step in the proof of the structure theorem in the next section.
In Section 7, we dualize the situation and consider nontrivial Yetter-Drinfel’d
Hopf algebras over groups of prime order that are cocommutative and cosemi-
simple. From the previous section, we know that there exists an invariant, coin-
variant grouplike element of order p that induces action and coaction on the
other grouplike elements. We then pass to a Yetter-Drinfel’d Hopf algebra quo-
tient in which this grouplike element is equal to the unit. Now action and coac-
tion in this quotient are trivial, and therefore this quotient is an ordinary Hopf
algebra, which must, since it is cocommutative, be a group ring. It is easy to see
that the initial Yetter-Drinfel’d Hopf algebra is a cleft comodule algebra over
this group ring, and therefore the structure theorem stated above follows. As an
application of the structure theorem, we then prove that the dimension of the
Yetter-Drinfel’d Hopf algebra is divisible by p2 if it is also commutative, and
classify Yetter-Drinfel’d Hopf algebras of this type in dimension p2.
In Section 8, these results are applied to semisimple Hopf algebras for the first
time. For the prime p under consideration, we show that every semisimple Hopf
algebra of dimension p3 is a Radford biproduct of a commutative, cocommuta-
tive Yetter-Drinfel’d Hopf algebra of dimension p2, which were classified in the
preceding section, with the group ring of the cyclic group of order p. This gives
a new proof of Masuoka’s classification of semisimple Hopf algebras of dimen-
sion p3 (cf. [50]). In contrast, Masuoka proves that every such Hopf algebra is
a Hopf algebra extension of the group ring of a cyclic group of order p and the
dual group ring of the elementary abelian group of order p2. Of course, it follows
again from the structure theorem that both approaches are related; the precise
relation has been worked out in Section 5.
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In Section 9, we apply the results to semisimple Hopf algebras of dimension pq,
where p and q are distinct prime numbers. Although the tools developed in the
preceding sections were initially forged to deal with this problem, the results
presented here were obtained independently and slightly earlier by P. Etingof,
S. Gelaki, and S. Westreich. We prove that a semisimple Hopf algebra of dimen-
sion pq is commutative or cocommutative if it and its dual contain nontrivial
grouplike elements. In Section 10, we find conditions that assure the existence
of such grouplike elements. These results look slightly more general than the
result proved in [21], where they were proved under the assumption that the
dimensions of the simple modules divide the dimension of the Hopf algebra,
i. e., are of dimension 1 or p, if p is smaller than q. However, Etingof and Gelaki
later proved that this is in fact always the case (cf. [18]). Their proof has already
been simplified by Y. Tsang and Y. Zhu (cf. [85]), and H.-J. Schneider (cf. [74]);
in addition, S. Natale has, in her investigation of semisimple Hopf algebras of
dimension pq2, given an extension-theoretic proof of these results (cf. [59]).
In the sequel, K denotes a field. All vector spaces that we consider are defined
over K, and all tensor products without subscripts are taken over K. The mul-
tiplicative group K \{0} of K is denoted by K×. Although most of the results
mentioned above and proved in the following need the assumption that K is al-
gebraically closed and of characteristic zero, some of the results hold in greater
generality. The precise assumptions on K will be stated at the beginning of
every section. Likewise, p denotes a natural number that in most cases, but not
always, will be prime. The precise assumptions on p will also be stated at the
beginning of every section. The transpose of a linear map f is denoted by f∗.
Following the conventions in group theory, we denote by Zn := Z/nZ the cyclic
group of order n, and therefore Zp should not be confused with the set of p-adic
integers. Propositions, definitions, and similar items are referenced by the para-
graph in which they occur; they are only numbered separately if this reference
is ambiguous.
10
1 Preliminaries
1.1 Suppose that H is a Hopf algebra defined over the base field K. We shall
denote its multiplication by µH , its unit by 1H , its comultiplication by ∆H , its
counit by ǫH , and its antipode by SH . We shall also use the following variant
of the Heyneman-Sweedler sigma notation for the comultiplication:
∆H(h) = h(1) ⊗ h(2)
Recall the notion of a left Yetter-Drinfel’d module (cf. [88], [57], Def. 10.6.10,
p. 213): This is a left H-comodule V which is also a left H-module such that
the following compatibility condition is satisfied:
δV (h→ v) = h(1)v
(1)SH(h(3))⊗ (h(2) → v
(2))
for all h ∈ H and v ∈ V . Here we have used the following Sweedler notation for
the coaction: δV (v) = v
(1) ⊗ v(2) ∈ H ⊗ V . The arrow → denotes the module
action.
We also define right Yetter-Drinfel’d modules, which are the same as left Yetter-
Drinfel’d modules over the opposite and coopposite Hopf algebra. They are right
comodules and right modules that satisfy:
δV (v ← h) = (v
(1) ← h(2))⊗ SH(h(1))v
(2)h(3)
Right Yetter-Drinfel’d modules are used in Paragraph 1.2 and in Section 5.
Of course one can also define left-right and right-left Yetter-Drinfel’d modules,
which are left Yetter-Drinfel’d modules over the opposite resp. coopposite Hopf
algebra, but they are not used in the following. We shall use the convention
that a Yetter-Drinfel’d module is a left Yetter-Drinfel’d module unless stated
otherwise.
The tensor product of two Yetter-Drinfel’d modules becomes again a Yetter-
Drinfel’d module if it is endowed with the diagonal module and the codiagonal
comodule structure. The base field K becomes a Yetter-Drinfel’d module via
the trivial module structure h → ξ := ǫH(h)ξ and the trivial comodule struc-
ture δK(ξ) := 1H ⊗ ξ. Yetter-Drinfel’d modules therefore constitute a monoidal
category. This category is also quasisymmetric; the quasisymmetry is given by:
σV,W : V ⊗W −→W ⊗ V
v ⊗ w 7→ (v(1) → w)⊗ v(2)
This mapping is bijective if H has a bijective antipode (cf. [57], Example 10.6.14,
p. 214).
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Since we have the notion of a Hopf algebra inside a quasisymmetric monoidal
category (cf. [67]), we can speak of Yetter-Drinfel’d Hopf algebras. In general,
these are not ordinary Hopf algebras, because the bialgebra axiom asserts that
they obey the equation:
∆A ◦ µA = (µA ⊗ µA) ◦ (idA⊗σA,A ⊗ idA) ◦ (∆A ⊗∆A)
However, it may happen that the quasisymmetry is trivial in the sense that it
coincides on A with the usual symmetry in the category of vector spaces, i. e.,
we have that σA,A(a⊗ a
′) = a′ ⊗ a for all a, a′ ∈ A. We call this case the trivial
case, although in several instances also examples of this type lead to interesting
applications:
Definition A Yetter-Drinfel’d Hopf algebra A over a Hopf algebra H is called
trivial if we have σA,A(a⊗ a
′) = a′ ⊗ a for all a, a′ ∈ A.
If A is trivial, A obviously is an ordinary Hopf algebra with some additional
structure. However, as observed by P. Schauenburg (cf. [69], Cor. 2, p. 262), the
converse of this statement is also true:
Proposition Suppose that A is a Yetter-Drinfel’d Hopf algebra over the Hopf
algebra H . Then the following assertions are equivalent:
1. A is trivial.
2. A is an ordinary Hopf algebra.
Proof. Obviously, the first statement implies the second. For the converse,
observe that we then have:
a(1)a
′
(1) ⊗ a(2)a
′
(2) = ∆A(aa
′) = a(1)(a(2)
(1) → a′(1))⊗ a(2)
(2)a′(2)
for a, a′ ∈ A. Now, convolution inversion yields:
SA(a(1))a(2)a
′
(1) ⊗ a(3)a
′
(2)SA(a
′
(3))
= SA(a(1))a(2)(a(3)
(1) → a′(1))⊗ a(3)
(2)a′(2)SA(a
′
(3))
and therefore a′ ⊗ a = (a(1) → a′)⊗ a(2). ✷
In the later sections, we shall consider finite-dimensional, cocommutative, co-
semisimple Yetter-Drinfel’d Hopf algebras over algebraically closed fields. If
these are trivial, they are, by a result of D. K. Harrison and P. Cartier (cf. [35],
Thm. 3.2, p. 354, [7], p. 102, [57], Thm. 2.3.1, p. 22), group rings with some
additional structure, which we consider as known objects in this context. There-
fore, in these sections we shall only deal with nontrivial Yetter-Drinfel’d Hopf
algebras.
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1.2 Right Yetter-Drinfel’d modules arise in a natural way as the duals of left
Yetter-Drinfel’d modules:
Proposition If V is a finite-dimensional left Yetter-Drinfel’d module, then the
dual space V ∗ is in a unique way a right Yetter-Drinfel’d module such that the
natural pairing
〈·, ·〉 : V × V ∗ → K, (v, f) 7→ f(v)
is a Yetter-Drinfel’d form (cf. [79], Subsec. 2.4, p. 37), i. e. that we have:
1. 〈h→ v, f〉 = 〈v, f ← h〉
2. 〈v, f1〉f2 = v1〈v2, f〉
Proof. See [81], Lem. 2.3, p. 4. ✷
The transpose of an H-linear and colinear map between finite-dimensional Yet-
ter-Drinfel’d modules is linear and colinear. If V1 and V2 are finite-dimensional
left Yetter-Drinfel’d modules, then V1
∗ ⊗ V2
∗ is isomorphic to (V1 ⊗ V2)
∗ as a
right Yetter-Drinfel’d module via the isomorphism
V1
∗ ⊗ V2
∗ → (V1 ⊗ V2)
∗, f1 ⊗ f2 7→ (v1 ⊗ v2 7→ f1(v1)f2(v2))
Up to this isomorphism, the quasisymmetry on V1
∗ ⊗ V2
∗ is the transpose of
the quasisymmetry on V1 ⊗ V2. One can express these facts by saying that
taking the dual space is a (non-strict) quasisymmetric monoidal functor from the
category of finite-dimensional left Yetter-Drinfel’d modules to the category of
finite-dimensional right Yetter-Drinfel’d modules (cf. [30], Def. 2.3, p. 38). As a
consequence, if A is a finite-dimensional left Yetter-Drinfel’d Hopf algebra, then
the dual space A∗ is in a unique way a right Yetter-Drinfel’d Hopf algebra such
that the natural pairing described above is a bialgebra form (cf. [79], Subsec. 2.6,
p. 37), i. e. we have:
1. 〈a⊗ a′,∆A∗(b)〉 = 〈aa
′, b〉
2. 〈a, bb′〉 = 〈∆A(a), b ⊗ b
′〉
3. 〈1A, b〉 = ǫB(b), 〈a, 1B〉 = ǫA(a)
Since left Yetter-Drinfel’d modules are the same as right Yetter-Drinfel’d mod-
ules over the opposite and coopposite Hopf algebra, we have:
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Lemma
1. If A is a left Yetter-Drinfel’d Hopf algebra over H , then the opposite and
coopposite Hopf algebra Aop cop is a right Yetter-Drinfel’d Hopf algebra
over Hop cop.
2. If A is a right Yetter-Drinfel’d Hopf algebra over H , then Aop cop is a left
Yetter-Drinfel’d Hopf algebra over Hop cop.
This lemma and the preceding proposition imply that the dual of a finite-di-
mensional left Yetter-Drinfel’d Hopf algebra may be considered as a left Yetter-
Drinfel’d Hopf algebra over the opposite and coopposite Hopf algebra Hop cop.
By using a suitable isomorphism between H and Hop cop, for example a bijective
antipode, the dual may even be considered as a left Yetter-Drinfel’d Hopf algebra
over H .
1.3 If H is finite-dimensional, the process of dualization can also be applied
to H :
Lemma Suppose that H is finite-dimensional. If V is a right Yetter-Drinfel’d
module over H , then V becomes a left Yetter-Drinfel’d module over H∗ using
the module structure
f → v := v(1)f(v(2))
for v ∈ V and f ∈ H∗, and the comodule structure
δ∗(v) :=
n∑
i=1
hi∗ ⊗ (hi → v)
where h1, . . . , hn is a basis of H with dual basis h
1∗, . . . , hn∗.
Proof. This rests on direct computation (cf. [57], Lem. 1.6.4, p. 11). ✷
If H is finite-dimensional, a mapping between two Yetter-Drinfel’d modules is
linear and colinear with respect to H if and only if it is linear and colinear with
respect to H∗.The dualization process described in this lemma commutes with
taking the tensor product of two Yetter-Drinfel’d modules, and the quasisymme-
try on the tensor product is the same before and after the dualization. This can
be expressed by saying that dualization with respect to H gives rise to a strict
quasisymmetric monoidal functor from the category of right Yetter-Drinfel’d
modules over H to left Yetter-Drinfel’d modules over H∗. Therefore, a Hopf
algebra in the former category remains a Hopf algebra in the latter category.
1.4 The tensor product of two ordinary Hopf algebras is again a Hopf algebra.
The fact that this is not the case for Hopf algebras in quasisymmetric monoidal
categories gives rise to a lot of complications, of which the following is only a
small part:
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Proposition Suppose that A and B are Yetter-Drinfel’d Hopf algebras over
the Hopf algebra H . Then the following assertions are equivalent:
1. A⊗B is a Yetter-Drinfel’d Hopf algebra if endowed with the tensor product
algebra and coalgebra structure.
2. For all a ∈ A and b ∈ B, we have:
σA,B(a⊗ b) = b⊗ a σB,A(b⊗ a) = a⊗ b
Proof. We begin with proving that the second statement implies the first.
Recall that the Yetter-Drinfel’d structure on A⊗B was defined in Paragraph 1.1.
Since, under these assumptions, the tensor product multiplication µA⊗B can be
written in the form
µA⊗B = (µA ⊗ µB) ◦ (idA⊗ σB,A ⊗ idB)
we see that µA⊗B is a composition of H-linear and colinear maps, and is there-
fore itself a linear and colinear map. Similarly, the tensor product comultiplica-
tion ∆A⊗B can be written in the form
∆A⊗B = (idA⊗ σA,B ⊗ idB) ◦ (∆A ⊗∆B)
and therefore is a linear and colinear map. The unit and the counit maps are
also tensor products of linear and colinear maps, and therefore are linear and
colinear themselves.
Of course, A⊗B is associative and coassociative. It remains to verify the Yetter-
Drinfel’d bialgebra condition. We have on the one hand:
∆A⊗B(a⊗ b)∆A⊗B(a
′ ⊗ b′)
= (a(1) ⊗ b(1))(a(2)
(1)b(2)
(1) → (a′(1) ⊗ b
′
(1)))⊗ (a(2)
(2) ⊗ b(2)
(2))(a′(2) ⊗ b
′
(2))
= a(1)(a(2)
(1)b(2)
(1) → a′(1))⊗ b(1)(a(2)
(2)b(2)
(2) → b′(1))⊗ a(2)
(3)a′(2)⊗b(2)
(3)b′(2)
and on the other hand:
∆A⊗B((a⊗ b)(a
′ ⊗ b′)) = (aa′)(1) ⊗ (bb
′)(1) ⊗ (aa
′)(2) ⊗ (bb
′)(2)
= a(1)(a(2)
(1) → a′(1))⊗ b(1)(b(2)
(1) → b′(1))⊗ a(2)
(2)a′(2) ⊗ b(2)
(2)b′(2)
Under our assumptions, both expressions are equal.
The antipode SA⊗B := SA ⊗ SB is a tensor product of two linear and colinear
maps, and therefore is itself linear and colinear. It is easy to see that it really is
an antipode.
To prove that the first assertion implies the second, note that, if both expressions
calculated above are equal, we get by applying ǫA ⊗ idB ⊗ idA⊗ǫB that:
b(a(1) → b′)⊗ a(2)a′ = bb′ ⊗ aa′
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For b = 1B and a
′ = 1A, this yields σA,B(a ⊗ b
′) = b′ ⊗ a. On the other hand,
by applying idA⊗ǫB ⊗ ǫA ⊗ idB to these expressions, we get:
a(b(1) → a′)⊗ b(2)b′ = aa′ ⊗ bb′
For a = 1A and b
′ = 1B, this yields σB,A(b⊗ a
′) = a′ ⊗ b. ✷
The topic of tensor products of Hopf algebras in quasisymmetric categories is
treated in greater detail in [60], Sec. 4.
1.5 As for any coalgebra, we call an element g of a Yetter-Drinfel’d Hopf
algebra A a grouplike element if ∆A(g) = g ⊗ g and ǫA(g) = 1K . In contrast
to ordinary Hopf algebras, the grouplike elements usually do not form a group,
because the product of two grouplike elements in general is not a grouplike
element. However, one has the following substitute:
Proposition 1 Suppose that A is a Yetter-Drinfel’d Hopf algebra over a Hopf
algebra H . Denote by G(A) the set of grouplike elements. Denote by
GI(A) := {g ∈ G(A) | ∀ h ∈ H : h→ g = ǫH(h)g}
the set of invariant grouplike elements and by
GC(A) := {g ∈ G(A) | δA(g) = 1H ⊗ g}
the set of coinvariant grouplike elements. Then we have:
1. Every grouplike element is invertible.
2. GI(A) and GC(A) are subgroups of the group of units.
3. GI(A) acts on G(A) via right multiplication.
4. GC(A) acts on G(A) via left multiplication.
Proof. As for ordinary Hopf algebras, SA(g) is an inverse of the grouplike
element g. If g and g′ are grouplike elements, we have:
∆A(gg
′) = g(g(1) → g′)⊗ (g(2) → g′)
Therefore, gg′ is grouplike if g is coinvariant or g′ is invariant. This proves
the third and the fourth statement. The product of two invariant elements is
again invariant, therefore GI(A) is a multiplicatively closed set. Similarly, the
product of two coinvariant elements is again coinvariant, therefore GC(A) is a
multiplicatively closed set. To prove that they are subgroups, we must prove
that they contain inverses. If g is a grouplike element, we have:
∆A(SA(g)) = SA(g
(1) → g)⊗ SA(g
(2))
Therefore we see that, if g is invariant or coinvariant, then the inverse SA(g) is
again grouplike. It is also invariant or coinvariant. ✷
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As we have seen in Paragraph 1.2, the dual of a finite-dimensional left Yetter-
Drinfel’d Hopf algebra over H is again a left Yetter-Drinfel’d Hopf algebra
over Hop cop. The grouplike elements of the dual are precisely the one-dimen-
sional characters, i. e., the algebra homomorphisms to the base field. We state
the following proposition, which is precisely the dual of the above proposition in
the finite-dimensional case, without proof. Observe that the dual of a coalgebra
is always an algebra, even in the infinite-dimensional case.
Proposition 2 Suppose that A is a Yetter-Drinfel’d Hopf algebra over H . De-
note by G(A∗) the set of one-dimensional characters of A. Denote by GI(A
∗)
the subset of H-linear characters and by GC(A
∗) the set of colinear characters.
Then we have:
1. Every one-dimensional character is invertible.
2. GI(A
∗) and GC(A
∗) are subgroups of the group of units.
3. GI(A
∗) acts on G(A∗) via left multiplication.
4. GC(A
∗) acts on G(A∗) via right multiplication.
1.6 Suppose thatA is a Yetter-Drinfel’d Hopf algebra over the Hopf algebraH .
Since A is in particular a module algebra overH , we can form the smash product
(cf. [57], Def. 4.1.3, p. 41). This is an algebra with underlying vector space A⊗H ,
multiplication
(a⊗ h)(a′ ⊗ h′) = a(h(1) → a
′)⊗ h(2)h
′
and unit 1A ⊗ 1H .
Since A is by assumption also a comodule coalgebra, we can dually form the
cosmash product. This is a coalgebra with underlying vector space A ⊗ H ,
comultiplication:
∆A⊗H(a⊗ h) = (a(1) ⊗ a(2)
(1)h(1))⊗ (a(2)
(2) ⊗ h(2))
and counit ǫA ⊗ ǫH .
As observed by D. E. Radford (cf. [65], Thm. 1, p. 328, [57], § 10.6), the Yetter-
Drinfel’d condition assures in this situation that A ⊗ H even becomes a Hopf
algebra with these structures. This Hopf algebra is called the Radford biproduct
of A and H . Its antipode is given by:
SA⊗H(a⊗ h) = (1A ⊗ SH(a
(1)h))(SA(a
(2))⊗ 1H)
Now suppose that A and H are both finite-dimensional. By Paragraph 1.2,
A∗ then is a right Yetter-Drinfel’d Hopf algebra over H , and thus A∗ is a left
Yetter-Drinfel’d Hopf algebra over H∗ by Paragraph 1.3. Therefore, we can also
form the Radford biproduct A∗ ⊗ H∗. This Hopf algebra is precisely the dual
of the original one:
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Proposition The canonical isomorphism
A∗ ⊗H∗ → (A⊗H)∗
is an isomorphism of Hopf algebras.
We leave the verification of this statement to the reader.
1.7 Suppose that H is a Hopf algebra. A module algebra over H is, by defini-
tion, the same as an algebra in the monoidal category of left H-modules. If A is
a module algebra over H , then a module over A in the category of H-modules
is, by definition, an A-module V for which the structure map A ⊗ V → V is
a morphism in the category, i. e., is an H-linear map. It is easy to see that A-
modules in the category of H-modules are the same as modules over the smash
product A⊗H :
Proposition 1
1. Suppose that A is an algebra in the category of left H-modules. Suppose
that V is an A-module in the category of H-modules. Then V is a module
over the smash product A⊗H via:
(a⊗ h)→ v := a(h→ v)
2. Conversely, if V is an A⊗H-module, V is an H-module and an A-module
by restriction. Then, the A-module structure map is H-linear, and there-
fore V is an A-module in the category of H-modules.
Stating this simple fact in a more categorical language, we have constructed a
functor F : A−(H−Mod)→ (A⊗H)−Mod between the categoryA−(H−Mod)
of A-modules in the category of H-modules and the category of modules over
the smash product A ⊗H , which is a category equivalence. Now suppose that
A is a Yetter-Drinfel’d Hopf algebra over H . We want to understand how the
above category equivalence is compatible with tensor products.
First of all, as in all quasisymmetric monoidal categories, the tensor product of
two algebras A and A′ in the Yetter-Drinfel’d category is again an algebra with
the multiplication
(a⊗ a′)(b ⊗ b′) = a(a′(1) → b)⊗ a′(2)b′
This multiplication was already used in Paragraph 1.4; it is just the left smash
product of the module algebra A and the comodule algebra A′ (cf. [4], Def. 1.2,
p. 24, see also [16], Rem. (1.3), p. 374). We denote the tensor product by A⊗ˆA′
if we want to emphasize that the tensor product carries this algebra structure.
The Yetter-Drinfel’d bialgebra axiom then says precisely that ∆A : A→ A⊗ˆA is
an algebra homomorphism. We now want to introduce a similar tensor product
on A-modules.
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Proposition 2 Suppose that A is a Yetter-Drinfel’d Hopf algebra over H and
that V and W are A-modules.
1. Suppose that V is an A-module in the category of H-modules, i. e., V is
also an H-module and the module structure map A⊗V → V is H-linear.
Then V ⊗W is an A⊗ˆA-module via:
(a⊗ a′)(v ⊗ w) := a(a′(1) → v)⊗ a′(2)w
We denote V ⊗W by V ⊗ˆW if we want to emphasize that it carries this
module structure.
2. If also W is an A-module in the category of H-modules, then V ⊗ˆW is
an H-module via the diagonal H-action, and the A⊗ˆA-module structure
map is H-linear.
This can be verified by direct computation. We note that in the situation of
the first assertion of Proposition 2, V ⊗ˆW also becomes an A-module by pulling
back the A⊗ˆA-module structure along ∆A. In the language of categories, this
means that the category A −Mod of left A-modules is a (A ⊗ H)-category in
the sense of [63], p. 351.
In the situation of the second assertion of Proposition 2, V and W are then
both modules over the Radford biproduct. Therefore V ⊗W is a module over
the Radford biproduct, and we can restrict the module structure to A as well
as to H . These restricted module structures then obviously coincide with the
module structures constructed in Proposition 2. Expressed in the language of
categories, this means that the functor
F : A− (H −Mod)→ (A⊗H)−Mod
defined above is a strict monoidal functor (cf. [44], Chap. VII, § 1, p. 160), i. e.,
we have F (V ⊗ˆW ) = F (V )⊗ F (W ).
1.8 We shall need the following variant of the Nichols-Zoeller theorem for
Yetter-Drinfel’d Hopf algebras:
Proposition Suppose that A is a finite-dimensional Yetter-Drinfel’d Hopf al-
gebra over the finite-dimensional Hopf algebra H . Suppose that B is a Yetter-
Drinfel’d Hopf subalgebra of A. Then A is free as a left B-module.
Proof. Let n := dimH . Since the Radford biproduct B ⊗ H is a Hopf sub-
algebra of the Radford biproduct A⊗H , the Nichols-Zoeller theorem (cf. [61],
Thm. 7, p. 384, [57], Thm. 3.1.5, p. 30) implies that, for some m ∈ N, we have
A⊗H ∼= (B⊗H)m as left B⊗H-modules, and therefore also as left B-modules.
Since we have A⊗H ∼= An and B ⊗H ∼= Bn as left B-modules, we get:
An ∼= Bmn
as left B-modules.
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Now suppose that B ∼=
⊕k
i=1 P
ni
i is a decomposition of the left regular repre-
sentation of B into indecomposable B-modules such that the indecomposable
B-modules P1, . . . , Pk are pairwise not isomorphic. Pick a similar decomposition
A ∼=
l⊕
j=1
M
mj
j
of the left B-module A into indecomposable B-modules such that the indecom-
posable B-modules M1, . . . ,Ml are pairwise not isomorphic. Then we have:
l⊕
j=1
M
nmj
j
∼= An ∼= Bmn ∼=
k⊕
i=1
Pmnnii
Now the Krull-Remak-Schmidt theorem implies that, by possibly changing the
enumeration of M1, . . . ,Ml, we have k = l, Mi ∼= Pi and nmi = mnni. This
implies mi = mni and therefore we have:
A ∼=
l⊕
i=1
Mmii
∼=
k⊕
i=1
Pmnii
∼= Bm
as left B-modules. ✷
As observed, among others, by B. Scharfschwerdt (cf. [68]), the proof of the
Nichols-Zoeller theorem carries over directly to Yetter-Drinfel’d Hopf algebras.
Therefore, in the above proposition the assumption that H be finite-dimensional
is superfluous.
1.9 Now suppose that A is a finite-dimensional semisimple Yetter-Drinfel’d
Hopf algebra over the Hopf algebra H . Denote by B := A ⊗ H the Radford
biproduct of A and H . We choose a nonzero right integral ρA ∈ A
∗. Observe
that A becomes a B-module via the action:
(a⊗ h)→ a′ := a(h→ a′)
(cf. [57], (4.5.1), p. 53). We want to study the dual module A∗ of A. To this
end, we introduce the following bilinear form:
〈·, ·〉 : A×A→ K, (a, a′) 7→ ρA(SA(a)a
′)
This bilinear form has the following properties:
Proposition For a, a′, a′′ ∈ A and h ∈ H , we have:
1. 〈h→ a, a′〉 = 〈a, SH(h)→ a
′〉
2. a(1)〈a(2), a′〉 = SH(a
′(1))〈a, a′(2)〉
3. 〈(a⊗ h)→ a′, a′′〉 = 〈a′, SB(a⊗ h)→ a
′′〉
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Proof. Since A is semisimple, we have:
ρA(h→ a) = ǫH(h)ρA(a) a
(1)ρA(a
(2)) = 1HρA(a)
(cf. [81], Prop. 2.14, p. 22). This implies:
〈h(1) → a, h(2) → a
′〉 = ǫH(h)〈a, a
′〉 a(1)a′(1)〈a(2), a′(2)〉 = 1H〈a, a
′〉
which implies the first two assertions. For the third assertion, recall the formula:
SA(aa
′) = SA(a
(1) → a′)SA(a
(2))
From the first assertion, we then get:
〈a′, SB(a⊗ h)→ a
′′〉 = 〈a′, (1A ⊗ SH(a
(1)h))(SA(a
(2))⊗ 1H)→ a
′′〉
= 〈a(1)h→ a′, SA(a
(2))a′′〉
= ρA(SA(a
(1)h→ a′)SA(a
(2))a′′)
= ρA(SA(a(h→ a
′))a′′)
= 〈(a⊗ h)→ a′, a′′〉
Note that the first assertion is a special case of the third assertion, namely the
case a = 1A. ✷
For the dual A∗ of the B-module A, this proposition says that it is isomorphic to
the module A itself. This is because it follows directly from the third assertion
of the proposition that the map
f : A→ A∗, a 7→ (a′ 7→ 〈a, a′〉)
is a B-module homomorphism. It is an isomorphism since A is a Frobenius
algebra with Frobenius homomorphism ρA (cf. [20], Cor. 5.8, p. 4885, [81],
Prop. 2.10, p. 15).
1.10 If H is commutative and cocommutative, the Yetter-Drinfel’d condition
reads:
δV (h→ v) = v
(1) ⊗ (h→ v(2))
A module that is simultaneously a comodule such that this compatibility con-
dition is satisfied is called a dimodule (cf. [39]). In particular, if G is a finite
abelian group and H = K[G] is its group ring, then an H-comodule is the same
as a G-graded vector space, where the homogeneous component of degree g is
given by
Vg = {v ∈ V | δV (v) = cg ⊗ v}
where cg ∈ K[G] denotes the canonical basis element of the group ring corre-
sponding to g ∈ G. The dimodule condition above then says precisely that the
homogeneous components are submodules.
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Now suppose that G = Zp, where p is not necessarily prime. We denote by C the
set of grouplike elements of H , C := G(H). These are precisely the canonical
basis elements of the group ring, i. e., we have:
C = {ci | i ∈ Zp}
Suppose that K contains a primitive p-th root of unity ζ, which is only pos-
sible if the characteristic of K is relatively prime to p. Then we have a group
homomorphism γ : Zp → K
× that maps 1 to ζ. If Zˆp denotes the character
group of Zp, i. e., the group of all group homomorphisms from Zp to K
× under
pointwise multiplication, γ is of order p in Zˆp, and therefore there is a group
homomorphism Zp → Zˆp mapping 1 to γ. It is easy to see that this is an iso-
morphism, which is a very special case of the Pontryagin duality theorem for
finite abelian groups (cf. [28], Sec. III.2, Cor. 2, p. 118), and by linear extension
we get a Hopf algebra isomorphism H → H∗. Since comodules over H are, in
the finite-dimensional case, the same as modules over H∗, we see modules as
well as comodules over H = K[Zp] are determined by a single linear map of
order p. If a vector space V is simultaneously a module and a comodule, the
Yetter-Drinfel’d (resp. dimodule) condition says precisely that these mappings
have to commute. We have therefore proved the following proposition:
Proposition Suppose p is a natural number. Suppose that K contains a prim-
itive p-th root of unity ζ and that γ : Zp → K
× is the group homomorphism
that maps 1 to ζ. For a Yetter-Drinfel’d module V over H , the mappings
φ : V → V, v 7→ (c1 → v) ψ : V → V, v 7→ γ(v
(1))v(2)
are commuting K-linear maps of order p. Moreover, this sets up a one-to-one
correspondence between Yetter-Drinfel’d module structures over H on V and
pairs of commuting endomorphisms of V of order p.
1.11 This way to express Yetter-Drinfel’d structures via pairs of commut-
ing endomorphisms is also useful to describe algebras, coalgebras, and Hopf
algebras in this category. A Yetter-Drinfel’d algebra over a cyclic group of or-
der p is an ordinary algebra such that the multiplication and the unit morphism
are linear and colinear. In terms of the mappings φ and ψ considered in the
previous paragraph, this is equivalent to the requirement that φ and ψ are al-
gebra homomorphisms. Similarly, a Yetter-Drinfel’d coalgebra is an ordinary
coalgebra together with two commuting coalgebra homomorphisms of order p.
However, the bialgebra condition is more involved. First observe that, for a
Yetter-Drinfel’d algebra A, the algebra structure of the tensor square A ⊗ A
formed in the category of Yetter-Drinfel’d modules is given by the formula:
(a⊗ b)(a′ ⊗ b′) :=
1
p
p−1∑
i,j=0
ζ−ijaφi(a′)⊗ ψj(b)b′
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where ζ is the primitive p-th root of unity used in the definition of ψ. Note
that this expression makes sense since the characteristic of the base field does
not divide p. The bialgebra axiom now says that the comultiplication is an
algebra homomorphism, where A ⊗ A is endowed with this algebra structure.
An antipode for a Yetter-Drinfel’d bialgebra is a K-linear map that satisfies the
ordinary antipode axioms and commutes with φ and ψ.
Note that the above algebra structure on the tensor square coincides with the
usual tensor product algebra if φ or ψ are equal to the identity. If p is prime,
this is the only possibility for A to be trivial:
Proposition A Yetter-Drinfel’d Hopf algebra over a group of prime order is
trivial if and only if the action or the coaction is trivial.
Proof. It is obvious that A is trivial if the action or the coaction is trivial.
Now suppose that A is trivial. If the coaction is nontrivial, there is a nonzero
element a ∈ A which is homogeneous of a degree different from zero, i. e., we
have δA(a) = ci ⊗ a for some nonzero i ∈ Zp. We then have for all b ∈ A:
b⊗ a = σA,A(a⊗ b) = φ
i(b)⊗ a
This implies φi(b) = b, and therefore also φ(b) = b. Therefore, the action is
trivial. ✷
1.12 We shall use character theory for Hopf algebras. The theory of characters
was invented by G. Frobenius (cf. [11]); it was first applied to Hopf algebras by
R. G. Larson (cf. [36]). More detailed expositions of the results we need can be
found in [71], [41], or [80].
If H is any semisimple Hopf algebra and ρ : H → End(V ) is a representation,
we define its character to be the composition of ρ and the trace map on End(V ):
χV (h) := Tr(ρ(h))
The degree of χV is, by definition, the dimension of V .
Characters are compatible with the operations on modules by the following
rules:
χV⊕W = χV + χW χV⊗W = χV χW χV ∗ = S
∗
H(χV ) χK = ǫH
Isomorphic modules have the same characters. Over fields of characteristic zero,
two modules are isomorphic if and only if their characters coincide. According
to the above rules, the vector space spanned by the characters is actually a
subalgebra of H∗, which is called the character ring and is denoted by Ch(H).
There is a unique linear map ¯ : Ch(H) → Ch(H) satisfying χV = χV ∗ . If
V1, . . . , Vk is a system of representatives for the isomorphism types of simple
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H-modules, then, using the notation χi := χVi , χ1, . . . , χk is a basis of Ch(H).
If ΛH is an integral of H satisfying ǫH(ΛH) = 1K , we can introduce the bilinear
form:
〈·, ·〉∗ : Ch(H)× Ch(H)→ K, (χ, χ
′) 7→ (χχ′)(ΛH)
We then have the important orthogonality relations:
〈χi, χj〉∗ = δij
It is easy to see that the adjoint of left multiplication by χ with respect to this
bilinear form is left multiplication by χ:
〈χχ′, χ′′〉∗ = 〈χ
′, χχ′′〉∗
An important consequence of this fact, which will be used frequently in the
sequel, is the observation that a one-dimensional H-module W is isomorphic to
a submodule of V ∗⊗V if and only if V ∼= V ⊗W (cf. [62], Thm. 9, p. 303, [41],
Sec. 3.1, p. 489, [80], Sec. 3.6).
1.13 We shall need some basic facts from the cohomology theory of groups. It
will be convenient to use its nonabelian variant (cf. [75], Appendix to Chap. VII,
see also [5], [76], Chap. I, § 5).
Suppose that G is a group. A (nonabelian) G-module is another group M on
which G acts via group automorphisms. A 0-cocycle is, by definition, the same
as a fixed point of G; the set of fixed points is denoted by H0(G,M) in this
context and is called the zeroth cohomology group of G with values in M . A
1-cocycle is a function s : G→M that satisfies:
s(g1g2) = s(g1)(g1.s(g2))
Note that, if the action of G on M is trivial, a 1-cocycle is the same as a
group homomorphism. Two 1-cocycles s and s′ are called cohomologous if there
exists an element m ∈ M , called a 0-cochain in this context, such that s′(g) =
m−1s(g)g.m. This defines an equivalence relation on the set Z1(G,M) of 1-
cocycles; the corresponding quotient set is called the first cohomology set of G
with values in M , denoted by H1(G,M). It is a pointed set, the distinguished
element being the cohomology class of the 1-cocycle which is constantly equal to
one. 1-cocycles that represent this cohomology class are called 1-coboundaries.
IfM is abelian, then the set of 1-cocycles is a group with respect to the pointwise
operations, and H1(G,M) is a factor group of this group.
We define 2-cocycles only ifM is abelian. A 2-cocycle is, by definition, a function
q : G×G→M that satisfies:
(g1.q(g2, g3))q(g1, g2g3) = q(g1g2, g3)q(g1, g2)
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2-cocycles form a group with respect to the pointwise operations. Two 2-cocycles
q and q′ are called cohomologous if there is a function s : G → M , called a 1-
cochain in this context, such that
q′(g1, g2) = q(g1, g2)(g1.s(g2))s(g1g2)
−1s(g1)
This defines an equivalence relation on the set Z2(G;M) of 2-cocycles. The
corresponding quotient set is in fact a factor group; it is called the second
cohomology group of G with values in M and is denoted by H2(G,M). A
2-cocycle representing the unit of this group is called a 2-coboundary.
In the sequel, we shall need some very basic consequences of these definitions
that we summarize in the following lemma:
Lemma
1. Suppose that s : G→M is a 1-cocycle. Then we have:
s(1) = 1 and s(g−1) = (g−1.s(g))−1
2. Suppose that M is abelian and that q : G × G → M is a 2-cocycle that
satisfies q(1, 1) = 1. Then we have:
q(g, 1) = 1 = q(1, g) and q(g−1, g) = g−1.q(g, g−1)
Proof. We have s(1) = s(1 · 1) = s(1)(1.s(1)), and therefore s(1) = 1. This
implies 1 = s(g−1g) = s(g−1)(g−1.s(g)). To prove the second statement, put
g2 = 1 in the definition of a 2-cocycle. We then have (g1.q(1, g3))q(g1, g3) =
q(g1, g3)q(g1, 1). Since M is commutative, this implies g1.q(1, g3) = q(g1, 1). For
g1 = 1, we get q(1, g3) = q(1, 1) = 1, and therefore we also have q(g1, 1) = 1.
In the definition of a 2-cocycle, we now put g2 = g, g1 = g3 = g
−1. We then
have:
(g−1.q(g, g−1))q(g−1, 1) = q(1, g−1)q(g−1, g)
This implies the assertion. ✷
A 2-cocycle that satisfies the condition q(1, 1) = 1 is called normalized.
If M and N are G-modules, we can introduce their tensor product M ⊗ N
(cf. [25], Def. 25.8, p. 648). It is always abelian and is a G-module with respect
to the diagonal module structure. If s ∈ Z1(G,M) and t ∈ Z1(G,N) are two
1-cocycles, we can define their cup product s ∪ t (cf. [6], Chap. V, § 3, p.110,
[43], Chap. VIII, § 9, p. 244). This is a 2-cocycle of G with values in the tensor
product M ⊗N defined by:
(s ∪ t)(g, g′) := s(g)⊗ g.t(g′)
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It is easy to see that an equivariant group homomorphism f :M → N between
two G-modules induces mappings
f0 : H
0(G,M)→ H0(G,N) f1 : H
1(G,M)→ H1(G,N)
f2 : H
2(G,M)→ H2(G,N)
between the various cohomology sets. Now suppose that f : G→ G′ is a group
homomorphism. Then any G′-module becomes a G-module by pullback via f .
f induces mappings
f1 : H1(G′,M)→ H1(G,M) f2 : H1(G′,M)→ H2(G,M)
given by:
f1(s)(g) := s(f(g)) f2(q)(g1, g2) := q(f(g1), f(g2))
Since every fixed point of G′ is also a fixed point of G, we also have a homo-
morphism
f0 : H0(G′,M)→ H0(G,M)
which is just the inclusion map.
From the (nonabelian) cohomology theory of groups sketched above, we shall
need two results that we state without proof. The first one is concerned with an
exact sequence of G-modules:
Proposition 1 Suppose that
M
ι
֌ N
π
։ P
is an exact sequence of G-modules, where ι and π are equivariant group homo-
morphisms. Assume that ι(M) is contained in the center of N . Then there exist
pointed mappings
δ0 : H
0(G,P )→ H1(G,M) δ1 : H
1(G,P )→ H2(G,M)
called connecting homomorphisms, such that the sequence
{1} → H0(G,M)
ι0→ H0(G,N)
π0→ H0(G,P )
δ0→ H1(G,M)
ι1→ H1(G,N)
π1→ H1(G,P )
δ1→ H2(G,M)
is an exact sequence of pointed sets.
Proof. Cf. [75], Appendix to Chap. VII, Prop. 2, p. 125. ✷
The second result that we need is concerned with trivial modules over cyclic
groups.
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Proposition 2 Suppose that p is a natural number and that M is a trivial
abelian Zp-module. Then we have:
1. A 2-cocycle q ∈ Z2(Zp,M) satisfies q(i, j) = q(j, i) for all i, j ∈ Zp.
2. H2(Zp,M) ∼=M/pM
3. If i ∈ Zp and f : Zp → Zp, j 7→ ij is multiplication by i, the induced
endomorphism of the second cohomology group is also multiplication by i:
f2 : H2(Zp,M)→ H
2(Zp,M), q 7→ iq
Proof. The last two assertions are proved in much greater generality in [43],
Chap. IV, Thm. 7.1, p. 122, resp. Exerc. 7.6, p. 124 and in [22], Chap. VI,
Prop. 7.1, p. 201, resp. Exerc. 7.4, p. 201. To prove the first assertion, observe
that, by replacing q with q − q(0, 0), we can assume that q is normalized. By
the standard description of extensions via cocycles (cf. [6], Chap. IV, § 3, p. 91,
[43], Chap. IV, § 4, p. 111), we can define a group structure on the set M × Zp
by:
(x, i)(y, j) := (x+ y + q(i, j), i+ j)
where, according to the above lemma, the unit element is (0, 0) and the inverse
of (x, i) is (−x− q(i,−i),−i). The group homomorphism
M →M × Zp, x 7→ (x, 0)
identifies M with a central subgroup of M × Zp whose corresponding quotient
is isomorphic to Zp. Since a group that contains a central subgroup with cyclic
quotient is abelian (cf. [25], Kap. III, Hilfssatz 7.1, p. 300, [34], Satz 1.19, p. 20,
[82], Chap. 1, (2.26), p. 17), we see that M × Zp is abelian. Obviously, this
implies that q(i, j) = q(j, i). ✷
In a similar situation, an explicit description of cocycles that constitute a com-
plete system of representatives of the cohomology classes can be found in [28],
Sec. I.15, p. 80.
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2 Clifford theory
2.1 In this section, we assume that p is a prime and that K is an algebraically
closed field whose characteristic is different from p. We denote by H := K[Zp]
the group ring of the cyclic group Zp of order p. As in Paragraph 1.10, we denote
by C the group of grouplike elements of H , C := G(H). These are precisely the
canonical basis elements of the group ring, i. e., using the notation of Para-
graph 1.10, we have C = {ci | i ∈ Zp}. A denotes a semisimple Yetter-Drinfel’d
Hopf algebra over the group ring H = K[Zp]. The set of centrally primitive
idempotents of A is denoted by E. Cˆ ∼= Zˆp denotes the the character group
of C ∼= Zp, i. e., the set of all group homomorphisms of C to the multiplicative
group K×. By linear extension, we can think of elements of Cˆ as elements of
the dual Hopf algebra H∗. As explained in Paragraph 1.10, Cˆ is a basis of H∗.
We denote the Radford biproduct A⊗H by B.
The goal of this section is to understand the modules of the Radford biproduct.
To achieve this, we apply Clifford theory for group-graded rings (cf. [13], [14],
[15], [12], §11C) in our very special situation of Radford biproducts over groups
of prime order. However, in our situation, the Hopf algebra structure of the
Radford biproduct gives rise to additional properties: The character group Cˆ
can be regarded as a subset of the set of irreducible characters ofB, and therefore
we get a left and a right action of Cˆ on the set of irreducible characters. We
will establish a linkage principle that will yield a one-to-one correspondence
between the orbits of the right action of Cˆ in the set of irreducible characters
of B and the orbits of centrally primitive idempotents of A under the action
of C. The results of this section can also be understood from the point of view
of the theory of prime ideals in crossed products developed by M. Lorenz and
D. S. Passman (cf. [40], [64], Chap. 4). We shall indicate the connections with
this theory where they occur.
Throughout this section, we will constantly use the convention that indices take
values between 0 and p− 1 and are reduced modulo p if they do not lie within
this range. In notation, we shall not distinguish between an integer i ∈ Z and
its equivalence class in Zp := Z/pZ.
2.2 We begin by associating to every simple B-module a subset of the set E
of centrally primitive idempotents of A. This subset essentially characterizes
which simple A-modules occur in the restriction of the B-module to A, since
the centrally primitive idempotents in E are in one-to-one correspondence with
simple A-modules. We shall see below that a simple A-module occurs in a simple
B-module at most with multiplicity one; therefore the knowledge of the simple
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modules occurring in the restriction already characterizes the restriction up to
isomorphism. It will turn out that this set is related to the isotropy group of the
character of the irreducible B-module under the canonical right action of Cˆ:
Definition Suppose that V is a simple B-module with character χV .
1. Define:
κ(V ) := {e ∈ E | ∃v ∈ V \{0} : (e⊗ 1H)v = v}
2. Define: κ∗(V ) to be the isotropy group of the canonical right action of Cˆ
on the set of irreducible characters:
κ∗(V ) := {γ ∈ Cˆ | χV (ǫA ⊗ γ) = χV }
The first observation is that κ(V ) is stable under the action of C on E. Even
stronger, we have:
Proposition Suppose that V is a simple B-module. Then κ(V ) is an orbit
of E with respect to the action of C.
Proof. If e ∈ κ(V ), the definition of κ(V ) implies that we can choose a nonzero
vector v ∈ V such that (e ⊗ 1H)v = v. We then have:
((c→ e)⊗ 1H)(1A ⊗ c)v = (1A ⊗ c)(e⊗ 1H)v = (1A ⊗ c)v
This implies that c→ e ∈ κ(V ), and therefore κ(V ) is a disjoint union of orbits
of C. Suppose that O is one of these orbits and consider for every element e ∈ O
the space
Ve := {v ∈ V | (e⊗ 1H)v = v}
which is nonzero by definition. Ve is obviously an A-submodule of V , and a
calculation similar to the one above shows that
V ′ :=
∑
e∈O
Ve
is invariant with respect to C. This means that V ′ is a B-submodule of V , which
by simplicity implies that V ′ = V . Therefore, we have κ(V ) = O. ✷
The above proposition is a special case of [13], Exerc. 18.10, p. 288, where mostly
the corresponding simple modules are emphasized over centrally primitive idem-
potents (cf. also [12], Prop. (11.16), p. 273). It should also be compared with
[64], Lem. 14.1, p. 132. The simple module V used here corresponds to a prime
ideal denoted there by P , and κ(V ) corresponds to the ideal that is denoted
there by P ∩R.
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2.3 The orbit κ(V ) defined in the previous paragraph obviously can consist
of one or of p elements. This easy observation is essential for the understanding
of the simple B-modules; it divides these modules into two classes that behave
in a fundamentally different way:
Definition Suppose that e ∈ E is a centrally primitive idempotent of A.
Denote by Ce the isotropy group of e, i. e., Ce := {ci ∈ C | ci → e = e}
1. e is called purely unstable if Ce = {1}.
2. e is called stable if Ce = C.
A simple A-module, or its character, will be called purely unstable, resp. stable,
if the corresponding centrally primitive idempotent has this property. If O ⊂ E
is an orbit of C, it will be called purely unstable, resp. stable, if its elements have
this property. A simple B-module will be called purely unstable, resp. stable if
κ(V ) is purely unstable, resp. stable.
The above definition should be compared with [12], p. 269, [10], Def. 2.7, p. 356,
[73], Def. 3.7, p. 278, and p. 286.
Now suppose that O1, . . . , Om are the orbits of E with respect to the action
of C. Then it is easy to see that
B =
m⊕
i=1
AOi ⊗H
is a decomposition of B into two-sided ideals. However, these ideals are not
always simple. But they are simple if the orbit is purely unstable:
Proposition 1 Suppose that O is a purely unstable orbit of C in E. Then
AO ⊗H is a simple ideal of B.
Proof. (1) Denote byKZp the algebra of functions from Zp to the base fieldK,
with pointwise addition and multiplication. We denote the canonical basis vector
corresponding to i ∈ Zp by ei, i. e., ei is the function taking the value one on i
and the value zero on all other elements of Zp. We get a left action of H on K
Zp
if we define:
ci → ej := ei+j
This turns KZp into an H-module algebra. The map
KZp ⊗H → EndK(K
Zp), q ⊗ ci 7→ (q
′ 7→ q(ci → q
′))
is an algebra isomorphism (cf. [57], Cor. 9.4.3, p. 162, note that the setup there
is slightly different), since it maps the elements ei ⊗ ci−j to the matrix units.
Therefore, the smash product KZp ⊗H is simple.
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(2) For all e ∈ O, the tensor product algebra Ae⊗KZp is therefore anH-module
algebra if it is endowed with the action on the second tensor factor. It can be
verified directly that the bijection
f : Ae⊗KZp → AO,
p−1∑
i=0
ai ⊗ ei 7→
p−1∑
i=0
(ci → ai)
is an isomorphism of H-module algebras. This implies that
f ⊗ idH : Ae⊗ (K
Zp ⊗H)→ AO ⊗H
is an algebra isomorphism between the corresponding smash products. Since the
left hand side is simple as the tensor product of two simple algebras, the right
hand side is simple, too. ✷
Although, for stable orbits O, the ideals AO⊗H are not simple themselves, we
can precisely determine their decomposition into simple ideals:
Proposition 2 Suppose that O = {e} is a stable orbit of C. Denote the cor-
responding two-sided ideal of A by I := Ae and suppose that W is a simple
I-module with corresponding representation ρW : I → EndK(W ). Then there
exists a group homomorphism
ue : C → U(I)
from C to the group of units U(I) of I such that, for all γ ∈ Cˆ,
I ⊗H → EndK(W ), a⊗ ci 7→ ρW (aue(ci))γ(ci)
is an irreducible representation of I⊗H . Every irreducible representation of I⊗H
is isomorphic to precisely one of these. In particular, I ⊗H is the direct sum of
the direct sum of p simple ideals of B.
Proof. The assumption that O is stable means that I is invariant with respect
to the action of C on A. By the Skolem-Noether theorem, the sequence
K×
ι
֌ U(I)
ad
։ Aut(I)
is exact, where ι(λ) = λe and ad(a)(a′) = aa′a−1. We regard these groups as
trivial (nonabelian) C-modules. From Proposition 1.13.1, we then get an exact
sequence of pointed sets
Hom(C,K×)
ι∗
֌ Hom(C,U(I))
ad∗
։ Hom(C,Aut(I))
since H2(C,K×) = {0} by Proposition 1.13.2. This now means that the action
of C on I can be lifted to a group homomorphism ue : C → U(I) that satis-
fies ci → a = ue(ci)aue(c
−1
i ). (This can of course also be proved without the
use of cohomology.) It then can be verified directly that the map
f : I ⊗H → I ⊗H, a⊗ ci 7→ aue(ci)⊗ ci
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is an algebra isomorphism from the smash product to the ordinary tensor prod-
uct. Since all irreducible representations of the ordinary tensor product are of
the form ρW ⊗ γ : I ⊗H → EndK(W ) for some γ ∈ Cˆ, the irreducible represen-
tations of the smash product are of the form stated above. ✷
The following statement is an obvious consequence of the above proofs:
Corollary κ is surjective, i. e., for all C-orbits O in E there is a simple B-
module V such that κ(V ) = O.
The assertions in this paragraph should be compared with [64], Thm. 14.7,
p. 138. Further references will be given below.
2.4 Our next aim is to describe in greater detail those simple B-modules which
are purely unstable. Recall that the function λH : H → K defined by:
λH(ci) =
{
1 : i = 0
0 : i 6= 0
is a normalized integral on H (cf. [57], Example 2.1.2.2, p. 17). If W is an
A-module, the set W p becomes a B-module by defining:
(a⊗ cj).(wi)i=0,... ,p−1 := ((c
−1
i → a)wi−j)i=0,... ,p−1
This module is isomorphic to the induced module V := B ⊗A W by the map:
W p → B ⊗A W, (wi)i=0,... ,p−1 7→
p−1∑
i=0
(1A ⊗ ci)⊗A wi
(cf. [64], Lem. 3.3, p. 21).
Proposition Suppose that V is a purely unstable simple B-module. Denote
the character of V by χV . For any e ∈ O := κ(V ), choose a minimal left idealWe
of the two-sided ideal Ae ⊂ A, and denote the character of the A-module We
by ηe. Then we have:
1. The induced B-modules B ⊗A We are isomorphic to V .
2. The character of V is given by the formula
χV = ηO ⊗ λH
where ηO :=
∑
e∈O ηe.
3. The restriction of V to A is isomorphic to
∑
e∈OWe.
4. dimV = p dimWe
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Proof. Suppose that e ∈ O. It is clear from the description of the induced
module B ⊗A We above that every centrally primitive idempotent e
′ ∈ E \O
vanishes on B⊗AWe. Therefore, B⊗AWe is a power of the unique simple module
corresponding to the simple ideal AO ⊗ H . Since dimAO ⊗H = p2 dimAe =
(dimW pe )
2, the induced module itself must be simple. Since V is a simple B-
module corresponding to the same ideal, we have V ∼= B⊗AWe. This proves the
first statement. The third and the fourth statement follows from the description
of the induced module given above.
For the second statement, suppose that ci ∈ C is not the unit element. Then the
elements of B of the form a ⊗ ci permute the subspaces in the decomposition
V ∼=
∑
e∈OWe cyclicly. Therefore, we have:
χV (a⊗ ci) = 0 = ηO(a)λH(ci)
This decomposition also implies:
χV (a⊗ 1H) = ηO(a) = ηO(a)λH(1H)
Since A⊗H is generated by elements of the form a⊗ ci, this implies the second
assertion. ✷
The above proposition is essentially a special case of [12], Prop. (11.16), p. 273
(cf. also [13], Exerc. 18.11, p. 288). A generalization of these considerations to
arbitrary Hopf Galois extensions can be found in [73], Thm. 5.5, p. 288.
2.5 The description of the characters of the purely unstable B-modules given
in the previous paragraph is rather explicit. The analogous description for char-
acters of stable B-modules is slightly less explicit, since it involves the group
homomorphism from Proposition 2.3.2:
Proposition Suppose that V is a stable simple B-module, i. e., κ(V ) = {e}
has length one. Denote the character of V by χV and the character of the
restricted A-module V by ηV .
1. The restriction of V to A is simple.
2. Denote the group of units of I := Ae by U(I). There exists a group
homomorphism ue : C → U(I), depending on e but not on V , and a
character γ ∈ Cˆ such that the character of V is given by the equation:
χV (a⊗ ci) = ηV (aue(ci))γ(ci)
for all a ∈ A and all i = 0, . . . , p− 1.
3. The isotropy group κ∗(V ) is trivial.
33
Proof. If O′ is an orbit distinct from κ(V ), the two-sided ideal AO′ ⊗H an-
nihilates V . Therefore, V corresponds to an irreducible representation of the
ideal I ⊗H . These representations were described in Proposition 2.3.2, and the
first two assertions follow directly from this description. To prove the third asser-
tion, assume on the contrary that the isotropy group κ∗(V ) contains nontrivial
element γ′ 6= ǫH . Choose an element c ∈ C that is distinct from the unit. Since
c generates C, we have γ′(c) 6= 1. We then have, for all a ∈ A, that
χV (a⊗ c) = (χV (ǫA ⊗ γ
′))(a⊗ c) = χV (a⊗ c)γ
′(c)
and therefore
0 = χV (a⊗ c) = ηV (aue(c))γ(c)
for some γ ∈ Cˆ. We therefore have to prove that, in contrast to the case of
purely unstable modules, there exists an a ∈ A such that ηV (aue(c)) 6= 0.
Denote the representation arising from the restriction of V to A by ρ : A →
EndK(V ). Since ρ(ue(c))
p = idV , the minimum polynomial of ρ(ue(c)) divides
the separable polynomial tp − 1, and therefore has distinct roots. Therefore,
ρ(ue(c)) is diagonalizable, and we can choose a basis v1, . . . , vn of V such that
ρ(ue(c))(vj) = ζjvj
for some p-th roots of unity ζ1, . . . , ζn. By the first part of the proposition, ρ is
surjective, and therefore there are elements a1, . . . , an ∈ A such that:
ρ(ai)(vj) = δijvj
We then have: ηV (aiue(c)) = ζi 6= 0 ✷
Note that, since the isotropy group κ∗(V ) is trivial, the orbit of χV under the
right action of Cˆ consists of p characters of nonisomorphic simple B-modules
whose restrictions to A are isomorphic.
2.6 It now turns out that there is a connection between the action of C on
the set E of centrally primitive idempotents of A and the action of Cˆ on the
irreducible characters of B: Two simple B-modules have the same restriction
to A if and only if their characters are linked via the canonical right action of Cˆ
on Ch(B):
Theorem Suppose that V and V ′ are simple B-modules with characters χV
resp. χV ′ . Then the following assertions are equivalent:
1. κ(V ) = κ(V ′)
2. The restrictions of V and V ′ to A are isomorphic.
3. There exists γ ∈ Cˆ such that χV ′ = χV (ǫA ⊗ γ).
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Proof. We distinguish two cases: Suppose first that V is purely unstable. Then
the restriction of V to A is a direct sum of p nonisomorphic simple A-modules,
each occurring with multiplicity one, that correspond to the elements of κ(V ).
Therefore, the first two assertions are equivalent. But since according to Propo-
sition 2.4, the B-module V can be recovered from every simple A-submodule
via induction, V and V ′ are isomorphic as A-modules if and only if they are
isomorphic as B-modules, i. e., if χV = χV ′ . But since, by Proposition 2.4, χV
has the form χV = ηV ⊗ λH , χV is invariant under the action of Cˆ. Therefore,
all three assertions are equivalent in this case.
Suppose now that V is stable. Then the restriction of V to A is still simple, and
κ(V ) consists precisely out of the corresponding centrally primitive idempotent
of A. Therefore, the first two assertions are equivalent. According to Propo-
sition 2.3.2, there are, up to isomorphism, p simple B-modules that have the
same restriction to A as V . For γ ∈ Cˆ, χV (ǫA ⊗ γ) is an irreducible character
of B that has the same restriction to A as χV . According to Proposition 2.5,
these characters are all distinct, and therefore exhaust all irreducible characters
of B that have the same restriction to A as χV . Therefore, the third assertion
is equivalent to the other two. ✷
The following statement is a byproduct of the above proof:
Corollary Suppose that V is a simple B-module. Then we have: card(κ(V )) =
card(κ∗(V ))
The above theorem is a special case of a result of W. Chin (cf. [8], Thm. 2.1,
p. 90, see also [73], Sec. 4 and [29], Bem. 1.14, p. 37) that is concerned with
arbitrary smash products. Arbitrary smash products are, in contrast to Rad-
ford biproducts, not endowed with a Hopf algebra structure; nevertheless, an
analogue of the right action of Cˆ can be defined also in this more general case.
2.7 Besides the canonical right action of Cˆ on Ch(B), there is of course also
a canonical left action of Cˆ on Ch(B), given by χ 7→ (ǫA ⊗ γ)χ for γ ∈ Cˆ. This
action takes characters of simple modules to characters of simple modules and
therefore induces an action on the isomorphism classes of simple B-modules.
We shall study this left action in conjunction with the following left action of Cˆ
on orbits in E:
Definition Suppose that γ ∈ Cˆ. Consider the algebra automorphism
ψγ : A→ A, a 7→ γ(a
(1))a(2)
(cf. [81], Prop. 2.6, p. 6). Denote the set of all orbits of the action of C in E
by O. We introduce the following left action of Cˆ on O:
Cˆ ×O → O, (γ,O) 7→ γ.O := ψγ−1(O)
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This is well defined because the algebra homomorphism ψγ preserves E and also
preserves orbits since it commutes with the action of C by Proposition 1.10. The
fundamental property of κ with respect to these left actions now is:
Proposition κ is equivariant.
Proof. Suppose that V is a simple B-module and that γ is an element of Cˆ. We
can endow the base field K with a B-module structure via the character ǫA⊗γ;
we denote K by KǫA⊗γ if we want to emphasize that it is endowed with this
module structure. B acts on the module γ.V = KǫA⊗γ ⊗ V via:
(a⊗ h)(1K ⊗ v) = ǫA(a(1))γ(a(2)
(1)h(1))⊗ (a(2)
(2) ⊗ h(2))v
= 1K ⊗ (ψγ(a)⊗ γ(h(1))h(2))v
If e ∈ κ(V ), choose a nonzero element v ∈ V such that (e⊗ 1H)v = v. We then
have:
(ψγ−1(e)⊗ 1H)(1K ⊗ v) = (1K ⊗ v)
and therefore ψγ−1(e) ∈ κ(KǫA⊗γ ⊗ V ) and therefore we see that γ.κ(V ) ⊂
κ(γ.V ). By replacing V by γ−1.V , we see that the other inclusion holds, too. ✷
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3 Examples
3.1 In this section, we construct examples of nontrivial cocommutative Yetter-
Drinfel’d Hopf algebras. We shall see in the Section 7 that Yetter-Drinfel’d Hopf
algebras of a certain type are necessarily of the form described here. The exam-
ples that we are going to construct have as underlying vector space the tensor
product of a group ring and a dual group ring. Their coalgebra structure is
the tensor product coalgebra structure, whereas the algebra structure is that of
a crossed product. The construction of the examples proceeds in three stages:
First, we present a general abstract framework that describes circumstances
under which the above tensor product becomes a Yetter-Drinfel’d Hopf alge-
bra. In this framework, the canonical basis elements of the tensor product are
eigenvectors with respect to the action and homogeneous with respect to the
coaction. This framework is a slight generalization of a framework created by
N. Andruskiewitsch (cf. [1]) to understand a previous version of the second
stage. In this second stage, we attach a Yetter-Drinfel’d Hopf algebra to a finite
ring and a group homomorphism from an arbitrary finite group to the group of
units of this ring. The Yetter-Drinfel’d Hopf algebra that is constructed is the
tensor product of the dual group ring of the underlying additive group of the
ring and the group ring of the above group; it is defined over the group ring
of the additive group of the ring. The construction depends on additional data,
which play the role of parameters that can be chosen freely.
In the third stage, the finite field of p elements is chosen for the finite ring
above, where p is an odd prime. It will be shown in Section 7 that, under
some restrictions on the base field, all cocommutative cosemisimple Yetter-Hopf
algebras over the group ring of the group with p elements are of this form. As
will be seen at the end of the section, the case p = 2 can also be treated within
this framework.
In this section, K denotes a field that is not required to satisfy any restrictions
except for Paragraph 3.5 and Paragraph 3.6, where we assume that K contains
a primitive fourth root of unity.
3.2 We now describe the above mentioned framework. Suppose that C, G,
and P are finite groups. Suppose that P is a (nonabelian) left G-module, i. e.,
that G acts on P via group automorphisms. We define H := K[C], the group
ring of C, and A := KP ⊗K[G], the tensor product of the dual group ring of P
and the group ring of G. The canonical basis elements of K[C] resp. K[G] are
denoted by cb resp. xs, where b ∈ C and s ∈ G. The primitive idempotents
of KP are denoted by eu for u ∈ P , i. e., eu : P → K is the mapping defined by
eu(v) := δuv.
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By linearity, we can extend the action of G on P to an action of K[G] on KP .
KP is therefore a left K[G]-module via:
xs.eu := es.u
for s ∈ G and u ∈ P . The set of homomorphisms of any group to an abelian
group is an abelian group with the pointwise operations. Therefore, the sets
Hom(P,Z(C)) and Hom(P, Cˆ) are abelian groups, where Z(C) resp. Cˆ :=
Hom(C,K×) denote the center resp. the character group of C. We turn these
spaces into left G-modules by defining:
(s.f)(u) := f(s−1.u)
for group homomorphisms f : P → Z(C) resp. f : P → Cˆ.
We now suppose that the following structure elements are given:
1. A 1-cocycle z : G → Hom(P,Z(C)), s 7→ zs of G with values in the G-
module Hom(P,Z(C)).
2. A 1-cocycle γ : G → Hom(P, Cˆ), s 7→ γs of G with values in the G-
module Hom(P, Cˆ).
3. A normalized 2-cocycle σ : G×G→ U(KP ) of G with values in the group
of units U(KP ) of KP , regarded as a G-submodule of KP . We write σ in
the form
σ(s, t) =
∑
u∈P
σu(s, t)eu
for functions σu : G×G→ K
×.
We require that these structure elements satisfy the following compatibility
condition:
σuv(s, t) = ((s.γt)(u))(zs(v))σu(s, t)σv(s, t)
for all u, v ∈ P and all s, t ∈ G.
In this situation, we can construct a Yetter-Drinfel’d Hopf algebra over H =
K[C] as follows:
Proposition The vector space A = KP ⊗ K[G] becomes a Yetter-Drinfel’d
Hopf algebra over H if it is endowed with the following structures:
1. Crossed product algebra structure:
(eu ⊗ xs)(ev ⊗ xt) := eu(xs.ev)σ(s, t)⊗ xsxt = δu,s.vσu(s, t)eu ⊗ xst
Unit: 1A :=
∑
u∈P eu ⊗ x1
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2. Tensor product coalgebra structure:
∆A(eu ⊗ xs) :=
∑
v∈P
(ev ⊗ xs)⊗ (ev−1u ⊗ xs)
Counit: ǫA(eu ⊗ xs) := δu1
3. Action: cb → (eu ⊗ xs) := (γs(u))(b)eu ⊗ xs
4. Coaction: δA(eu ⊗ xs) := czs(u) ⊗ (eu ⊗ xs)
5. Antipode: SA(eu ⊗ xs) := σ
−1
u−1(s, s
−1)es−1.u−1 ⊗ xs−1
Proof. (1) The Yetter-Drinfel’d condition follows from the fact that zs(u) is
contained in the center of C. We now prove that ∆A is H-linear. We have:
∆A(cb → (eu ⊗ xs)) = γs(u)(b)
∑
v∈P
(ev ⊗ xs)⊗ (ev−1u ⊗ xs)
=
∑
v∈P
γs(v)(b)γs(v
−1u)(b)(ev ⊗ xs)⊗ (ev−1u ⊗ xs)
=
∑
v∈P
(cb → (ev ⊗ xs))⊗ (cb → (ev−1u ⊗ xs))
= cb → ∆A(eu ⊗ xs)
By a similar calculation, the equation zs(u) = zs(v)zs(v
−1u) implies that ∆A is
colinear.
(2) From Lemma 1.13, we have that z1 = 1 ∈ Hom(P,Z(C)), i. e., we have
z1(u) = 1C for all u ∈ P . Since zs is a group homomorphism, we also have
zs(1P ) = 1C for all s ∈ G. For similar reasons, we have γ1 = 1 ∈ Hom(P, Cˆ),
i. e., we have γ1(u) = ǫH for all u ∈ P , and also γs(1P ) = ǫH for all s ∈ G. This
implies that 1A is invariant and coinvariant, since we have:
cb → 1A =
∑
u∈P
(γ1(u))(b)eu ⊗ x1 δA(1A) =
∑
u∈P
cz1(u) ⊗ (eu ⊗ x1)
Similarly, we see that ǫA is H-linear and colinear, since we have:
ǫA(cb → (eu ⊗ xs)) = (γs(u))(b)δu1 (idH ⊗ǫA)δA(eu ⊗ xs) = δu1czs(u)
(3) We now prove that the multiplication map µA : A ⊗ A → A is H-linear
and colinear. Since γ is a 1-cocycle, we have γst = γs(s.γt), i. e., we have
γst(u) = γs(u)γt(s
−1.u) for all u ∈ P . This implies:
(cb → (eu ⊗ xs))(cb → (ev ⊗ xt)) = (γs(u))(b)(γt(v))(b)(eu ⊗ xs)(ev ⊗ xt)
= (γs(u)γt(v))(b)δu,s.vσu(s, t)(eu ⊗ xst)
= (γs(u)γt(s
−1.u))(b)δu,s.vσu(s, t)(eu ⊗ xst)
= (γst(u))(b)δu,s.vσu(s, t)(eu ⊗ xst)
= cb → ((eu ⊗ xs)(ev ⊗ xt))
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Similarly, since z is a 1-cocycle, we have zst(u) = zs(u)zt(s
−1.u). Therefore we
have:
δA(eu ⊗ xs)δA(ev ⊗ xt) = czs(u)czt(v) ⊗ (eu ⊗ xs)(ev ⊗ xt)
= czs(u)zt(v) ⊗ δu,s.vσu(s, t)(eu ⊗ xst)
= czs(u)zt(s−1.u) ⊗ δu,s.vσu(s, t)(eu ⊗ xst)
= czst(u) ⊗ δu,s.vσu(s, t)(eu ⊗ xst)
= δA((eu ⊗ xs)(ev ⊗ xt))
(4) We now verify the Yetter-Drinfel’d bialgebra axiom, i. e., the fact that
∆A : A→ A⊗ˆA is an algebra homomorphism. This is the step that depends on
the compatibility condition:
∆A(eu ⊗ xs)∆A(ev ⊗ xt)
=
∑
u′,v′∈P
[(eu′ ⊗ xs)⊗ (eu′−1u ⊗ xs)][(ev′ ⊗ xt)⊗ (ev′−1v ⊗ xt)]
=
∑
u′,v′∈P
(γt(v
′))(zs(u
′−1u))(eu′ ⊗ xs)(ev′ ⊗ xt)⊗ (eu′−1u ⊗ xs)(ev′−1v ⊗ xt)
=
∑
u′,v′∈P
(γt(v
′))(zs(u
′−1u))δu′,s.v′δu′−1u,s.(v′−1v)σu′(s, t)σu′−1u(s, t)
(eu′ ⊗ xst)⊗ (eu′−1u ⊗ xst)
= δu,s.v
∑
u′∈P
(γt(s
−1.u′))(zs(u
′−1u))σu′(s, t)σu′−1u(s, t)
(eu′ ⊗ xst)⊗ (eu′−1u ⊗ xst)
= δu,s.v
∑
u′∈P
σu(s, t)(eu′ ⊗ xst)⊗ (eu′−1u ⊗ xst)
= ∆A((eu ⊗ xs)(ev ⊗ xt))
∆A also preserves the unit.
(5) We now prove that ǫA is an algebra homomorphism. Inserting u = v = 1
into the compatibility condition, we get:
σ1(s, t) = ((s.γt)(1))(zs(1))σ1(s, t)σ1(s, t) = σ1(s, t)σ1(s, t)
and therefore σ1(s, t) = 1. This implies:
ǫA((eu ⊗ xs)(ev ⊗ xt)) = ǫA(δu,s.vσu(s, t)eu ⊗ xst) = δu,s.vσu(s, t)δu1
= δu1δv1 = ǫA(eu ⊗ xs)ǫA(ev ⊗ xt)
It is easy to see that ǫA preserves the unit.
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(6) We now proceed to prove that the antipode is H-linear and colinear. Since γ
is a 1-cocycle, we know from Lemma 1.13 that γs−1 = (s
−1.γs)
−1 for all s ∈ G,
i. e., we have γs−1(u) = γs(s.u
−1). This implies:
cb → SA(eu ⊗ xs) = γs−1(s
−1.u−1)(b) SA(eu ⊗ xs) = γs(u)(b) SA(eu ⊗ xs)
= SA(cb → eu ⊗ xs)
Since z is also a 1-cocycle, we know from Lemma 1.13 that zs−1 = (s
−1.zs)
−1,
i. e., that zs−1(u) = zs(s.u
−1). This implies:
δA(SA(eu ⊗ xs)) = cz
s−1
(s−1.u−1) ⊗ SA(eu ⊗ xs) = czs(u) ⊗ SA(eu ⊗ xs)
= (idH ⊗SA)δA(eu ⊗ xs)
(7) At last, we show that SA really is an antipode for A. We begin by proving
that it is a right antipode for A:
µA ◦ (idA⊗SA) ◦∆A(eu ⊗ xs) =
∑
v∈P
(ev ⊗ xs)SA(ev−1u ⊗ xs)
=
∑
v∈P
σ−1u−1v(s, s
−1)(ev ⊗ xs)(es−1.(u−1v) ⊗ xs−1)
=
∑
v∈P
σ−1u−1v(s, s
−1)σv(s, s
−1)δv,u−1v(ev ⊗ x1)
= δu1
∑
v∈P
ev ⊗ x1 = ǫA(eu ⊗ xs)1A
Next, we prove that SA is a left antipode for A. For this, we observe first that,
by Lemma 1.13, we have:
σ(s−1, s) = s−1.σ(s, s−1)
This implies that σu(s, s
−1) = σs−1.u(s
−1, s). Therefore, the antipode is also
given by the formula:
SA(eu ⊗ xs) = σ
−1
s−1.u−1(s
−1, s)es−1.u−1 ⊗ xs−1
This implies:
µA ◦ (SA ⊗ idA) ◦∆A(eu ⊗ xs) =
∑
v∈P
SA(ev ⊗ xs)(ev−1u ⊗ xs)
=
∑
v∈P
σ−1s−1.v−1(s
−1, s)(es−1.v−1 ⊗ xs−1 )(ev−1u ⊗ xs)
=
∑
v∈P
σ−1s−1.v−1(s
−1, s)σs−1.v−1(s
−1, s)δs−1.v−1,s−1.(v−1u)(es−1.v−1 ⊗ x1)
= δu1
∑
v∈P
es−1.v−1 ⊗ x1 = ǫA(eu ⊗ xs)1A
This completes the proof of the proposition. ✷
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Note that A is semisimple if the characteristic of the base field does not divide
the order of G, since a crossed product of a semisimple group ring with a semi-
simple algebra is again semisimple (cf. [57], Thm. 7.4.2, p. 116, [64], Thm. 4.4,
p. 31). A is cosemisimple if the characteristic of the base field does not divide
the order of P , since KP is cosemisimple in this case, whereas K[G] is always
cosemisimple.
3.3 In the second stage, we shall construct a Yetter-Drinfel’d Hopf algebra for
any group homomorphism from a finite group to the group of units of a finite
ring. Suppose that G is a finite group and that R is a finite ring. We assume
that we are given a group homomorphism
ν : G→ U(R)
from G to the multiplicative group U(R) of units of R. We use ν to turn the
additive group of R into a left G-module in two ways. First, R becomes a G-
module via:
G×R→ R, (s, u) 7→ s · u := ν(s)u
We denote R by GR if it is regarded as a left G-module in this way. Second,
R becomes a left G-module via:
G×R→ R, (s, u) 7→ s . u := uν(s−1)
We denote R by RG if it is regarded as a left G-module in this way.
We now assume that the following additional structure elements are given:
1. Two 1-cocycles α, β ∈ Z1(G, GR), i. e., mappings from G to R satisfying
α(st) = α(s) + ν(s)α(t) β(st) = β(s) + ν(s)β(t)
for all s, t ∈ G.
2. A normalized 2-cocycle q ∈ Z2(G, GR).
3. Two characters χ, η ∈ Rˆ of the additive group of R, i. e., mappings from R
to K× satisfying
χ(u+ v) = χ(u)χ(v) η(u + v) = η(u)η(v)
for all u, v ∈ R.
These structure elements can be chosen freely, except that we suppose that χ
satisfies the condition:
χ(uvw) = χ(vuw)
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for all u, v, w ∈ R. For example, this condition is satisfied if R is commutative.
It should be observed that this condition implies
χ(u1 · . . . · uiui+1 · . . . · uk) = χ(uiui+1 · . . . · uku1 · . . . · ui−1)
= χ(ui+1ui · . . . · uku1 · . . . · ui−1) = χ(u1 · . . . · ui+1ui · . . . · uk)
and therefore χ(u1 · . . . ·uk) = χ(uτ(1) · . . . ·uτ(k)) for all τ ∈ Sk, since the above
transpositions generate the symmetric group Sk. Another way of seeing this is
to observe that the assumption implies that χ vanishes on the two-sided ideal
generated by the additive commutators uv−vu, and therefore is in fact induced
from a character of a commutative ring.
We define H := K[R], the group ring of the additive group of R, and A :=
KR ⊗ K[G], the tensor product of the dual group ring of the additive group
of R and the group ring of G. As in the previous paragraph, the canonical basis
elements of K[R] resp. K[G] are denoted by cu resp. xs, where u ∈ R and s ∈ G.
The primitive idempotents of KR are denoted by eu, where u ∈ R.
Proposition The vector space A = KR ⊗ K[G] becomes a Yetter-Drinfel’d
Hopf algebra over H if it is endowed with the following structures:
1. Crossed product algebra structure:
(eu ⊗ xs)(ev ⊗ xt) := δuν(s),vη(uq(s, t))χ(u
2ν(s)β(s)α(t))eu ⊗ xst
Unit: 1A :=
∑
u∈R eu ⊗ x1
2. Tensor product coalgebra structure:
∆A(eu ⊗ xs) :=
∑
v∈R
(ev ⊗ xs)⊗ (eu−v ⊗ xs)
Counit: ǫA(eu ⊗ xs) := δu0
3. Action: cu → (ev ⊗ xs) := χ(uvα(s))
2ev ⊗ xs
4. Coaction: δA(eu ⊗ xs) := cuβ(s) ⊗ (eu ⊗ xs)
5. Antipode: SA(eu ⊗ xs) := η(uq(s, s
−1))χ(u2β(s)α(s))e−uν(s) ⊗ xs−1
Proof. (1) For the proof, we use the framework of Paragraph 3.2 with C = R
and P = RG. To do this, we have to specify 1-cocycles
z : G→ Hom(RG, R), s 7→ zs γ : G→ Hom(RG, Rˆ), s 7→ γs
of G with values in the G-modules Hom(RG, R) resp. Hom(RG, Rˆ) and a 2-
cocycle σ : G×G→ U(KR) of G with values in the group of units U(KR) of R,
which we write in the form
σ(s, t) =
∑
u∈R
σu(s, t)eu
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for functions σu : G×G→ K
×. We define:
1. zs(u) := uβ(s)
2. (γs(u))(v) := χ(uvα(s))
2
3. σu(s, t) := η(uq(s, t))χ(u
2ν(s)β(s)α(t))
We now have to prove that z, γ and σ are cocycles that satisfy the compatibility
condition:
σu+v(s, t) = ((s.γt)(u))(zs(v))σu(s, t)σv(s, t)
(2) It is obvious that zs : R→ R is a group homomorphism. z is also a 1-cocycle,
since we have:
zst(u) = uβ(st) = uβ(s) + uν(s)β(t) = zs(u) + zt(s
−1.u)
It is also obvious that γs(u) is a character and that γs : R → Rˆ is a group
homomorphism. γ is a 1-cocycle, since we have:
(γst(u))(v) = χ(vuα(st))
2 = χ(vuα(s) + vuν(s)α(t))2
= χ(vuα(s))2χ(v(s−1.u)α(t))2 = (γs(u))(v)(γt(s
−1.u))(v)
(3) We now prove that σ is a 2-cocycle. We have:
σu(r, st)σr−1.u(s, t)
= η(uq(r, st))χ(u2ν(r)β(r)α(st))η((r−1 .u)q(s, t))χ((r−1.u)2ν(s)β(s)α(t))
= η(u(q(r, st) + ν(r)q(s, t)))
χ(u2ν(r)β(r)(α(s) + ν(s)α(t)) + u2ν(r)2ν(s)β(s)α(t))
= η(u(q(rs, t) + q(r, s)))χ(u2ν(r)β(r)α(s))
χ(u2ν(rs)β(r)α(t) + u2ν(rs)ν(r)β(s)α(t))
= σu(r, s)η(uq(rs, t))χ(u
2ν(rs)(β(r) + ν(r)β(s))α(t))
= σu(r, s)σu(rs, t)
It now follows from an easy calculation that σ is a 2-cocycle.
From Lemma 1.13, we have α(1) = 0 and β(1) = 0. Therefore, σ is normalized
since q is normalized.
(4) It remains to verify the compatibility condition. We have:
σu+v(s, t) = η((u+ v)q(s, t))χ((u + v)
2ν(s)β(s)α(t))
= η(uq(s, t))η(vq(s, t))χ(u2ν(s)β(s)α(t))χ(v2ν(s)β(s)α(t))χ(2uvν(s)β(s)α(t))
= σu(s, t)σv(s, t)(γt(s
−1.u))(vβ(s))
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(5) It now follows from Proposition 3.2 that A becomes a Yetter-Drinfel’d Hopf
algebra. It is easy to see that the structure elements given there are those stated
above, except for the antipode. The antipode given in Proposition 3.2 has the
form
SA(eu ⊗ xs) = σ
−1
−u(s, s
−1)e−uν(s) ⊗ xs−1
= η(uq(s, s−1))χ(−u2ν(s)β(s)α(s−1))e−uν(s) ⊗ xs−1
But since we have α(s−1) = −ν(s−1)α(s) by Lemma 1.13, this is the form of
the antipode given above. ✷
The Yetter-Drinfel’d Hopf algebra considered in the previous proposition will
be denoted by AG(α, β, q). This notation is ambiguous since the construction
also depends on R, ν, χ, and η. We shall therefore only use this notation if
the remaining structure elements are clear from the context. If G = Zp is a
cyclic group of prime order p, we shall abbreviate the notation AZp(α, β, q) to
Ap(α, β, q).
In the case where R is commutative, the definition of σ can be rewritten using
the cup product. The multiplication map
R⊗Z R→ R, u⊗ v 7→ uv
is then G-equivariant, provided that we consider R as a G-module in a third
way via the module structure
G×R→ R, (s, u) 7→ ν(s)2u
The cup product β ∪ α ∈ Z2(G,R ⊗Z R) then is mapped to a 2-cocycle
in Z2(G,R) which we, following common usage, also denote by β ∪ α. The
definition of σ then takes the form:
σu(s, t) = η(uq(s, t))χ(u
2(β ∪ α)(s, t))
3.4 We now look at the special case of the preceding construction which will
be the most important one in the following, because the structure theorem
mentioned above and stated in Paragraph 7.7 will say that all Yetter-Drinfel’d
Hopf algebras of a certain type are necessarily of the form that we describe now.
Suppose that p is an odd prime and that R = Zp, the finite field with p elements.
Suppose that ζ ∈ K is a p-th root of unity, which need not be primitive here.
Since p is odd, 2 is an invertible element of Zp, and therefore the expression i/2
for i ∈ Zp makes sense. We then define the characters
χ : Zp → K, i 7→ ζ
i/2 η : Zp → K, i 7→ ζ
i
Now, if G is a finite group, ν : G → Z×p is a group homomorphism, α, β ∈
Z1(G, GZp) are two 1-cocycles, and q ∈ Z
2(G, GZp) is a normalized 2-cocycle,
we can construct the Yetter-Drinfel’d Hopf algebra AG(α, β, q). Its structure
elements then take the following form:
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1. Crossed product algebra structure:
(ei ⊗ xs)(ej ⊗ xt) := δiν(s),jζ
iq(s,t)ζi
2ν(s)β(s)α(t)/2ei ⊗ xst
Unit: 1A :=
∑p−1
i=0 ei ⊗ x1
2. Tensor product coalgebra structure:
∆A(ei ⊗ xs) :=
p−1∑
j=0
(ej ⊗ xs)⊗ (ei−j ⊗ xs)
Counit: ǫA(ei ⊗ xs) := δi0
3. Action: ci → (ej ⊗ xs) := ζ
ijα(s)ej ⊗ xs
4. Coaction: δA(ei ⊗ xs) := ciβ(s) ⊗ (ei ⊗ xs)
5. Antipode: SA(ei ⊗ xs) := ζ
iq(s,s−1)ζi
2β(s)α(s)/2e−iν(s) ⊗ xs−1
3.5 We shall now give another application of the framework considered in
Paragraph 3.2. Suppose that G is a finite group and that the base field K
contains a primitive fourth root of unity ι; this can, of course, only happen
if K does not have characteristic 2. In the situation of Paragraph 3.2, we put
P = C := Z2. For i ∈ Z2, we denote the corresponding primitive idempotent
in KZ2 by ei and the corresponding canonical basis vector of K[Z2] by ci; the
canonical basis vectors of K[G] are denoted by xs, for s ∈ G. We regard Z2 as
a trivial G-module. Suppose that α : G → Z2 and β : G → Z2 are 1-cocycles;
since the G-module structure is trivial, these are just group homomorphisms.
Suppose that q ∈ Z2(G,Z4) is a normalized 2-cocycle of the trivial G-module Z4
such that
πˆ ◦ q = β ∪ α
where πˆ : Z4 → Z2 is the unique surjective group homomorphism. Here we have,
as in Paragraph 3.3, used the isomorphism Z2 ⊗Z Z2 ∼= Z2 to regard the cup
product β ∪ α ∈ Z2(G,Z2 ⊗Z Z2) as an element of Z
2(G,Z2), i. e., we have:
β ∪ α : G×G→ Z2, (s, t) 7→ β(s)α(t)
Using these data, we can construct group homomorphisms z : G→ Hom(Z2,Z2),
s 7→ zs and γ : G→ Hom(Z2, Zˆ2), s 7→ γs by:
zs(i) := iβ(s) (γs(i))(j) := (−1)
ijα(s)
For i ∈ Z2, we define σi : G×G→ K
Z2 by
σ0(s, t) := 1 σ1(s, t) := ι
q(s,t)
and set:
σ(s, t) := σ0(s, t)e0 + σ1(s, t)e1
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These data satisfy the requirements of Paragraph 3.2: It is obvious that z and γ
are homomorphisms; σ is a 2-cocycle, since q is a 2-cocycle; we only have to
verify the compatibility condition:
σi+j(s, t) = (γt(i))(zs(j))σi(s, t)σj(s, t)
This equation is obvious if i = 0 or if j = 0; in the case i = j = 1 it says that
1 = (−1)β(s)α(t)ιq(s,t)ιq(s,t) = (−1)β(s)α(t)(−1)q(s,t). But in this case it follows
from the assumption that πˆ(q(s, t)) = (β ∪ α)(s, t) = β(s)α(t).
It now follows from Paragraph 3.2 that A := KZ2 ⊗ K[G] becomes a Yetter-
Drinfel’d Hopf algebra over H := K[Z2] if it is endowed with the following
structures:
1. Crossed product algebra structure:
(ei ⊗ xs)(ej ⊗ xt) := δijσi(s, t)ei ⊗ xst
Unit: 1A :=
∑1
i=0 ei ⊗ x1
2. Tensor product coalgebra structure:
∆A(ei ⊗ xs) :=
1∑
j=0
(ej ⊗ xs)⊗ (ei−j ⊗ xs)
Counit: ǫA(ei ⊗ xs) := δi0
3. Action: ci → (ej ⊗ xs) := (−1)
ijα(s)ej ⊗ xs
4. Coaction: δA(ei ⊗ xs) := ciβ(s) ⊗ (ei ⊗ xs)
5. Antipode: SA(ei ⊗ xs) := σ
−1
i (s, s
−1)e−i ⊗ xs−1
3.6 The simplest case of the situation discussed in the previous paragraph is
the case where also G = Z2. In this case, A has dimension 4. If we want to
exclude that A is trivial, we must have that α 6= 0 and β 6= 0; therefore, we are
only left with the possibility α = β = id. The 2-cocycle q is then also almost
determined: Since we require it to be normalized, it has to satisfy q(i, j) = 0 if
i = 0 or j = 0; since it has to satisfy πˆ(q(i, j)) = (β ∪ α)(i, j) = ij, we have
πˆ(q(1, 1)) = 1 and therefore q(1, 1) = 1 or q(1, 1) = 3. We denote these two
possibilities by q+ resp. q−, i. e., we define:
q+(i, j) :=
{
0 if i = 0 or j = 0
1 if i = 1 and j = 1
q−(i, j) :=
{
0 if i = 0 or j = 0
3 if i = 1 and j = 1
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Since the equality
q±(i+ j, k) + q±(i, j) = q±(j, k) + q±(i, j + k)
holds if i = 0, j = 0, or k = 0, but also in the case i = j = k = 1, q+ resp. q−
really are 2-cocycles. They are not coboundaries, because if we would have
q+(i, j) = w(j)− w(i + j) + w(i)
for some map w : Z2 → Z4, we would have w(0) = q+(0, 0) = 0 and therefore
q+(1, 1) = 2w(1), which is impossible. We have q− = −q+, and therefore q−
is not a coboundary, too. Because H2(Z2,Z4) ∼= Z2 by Proposition 1.13.2, q+
and q− are cohomologous. We denote the Yetter-Drinfel’d Hopf algebras arising
from q+ resp. q− by A+ resp. A−:
Definition A± denotes the Yetter-Drinfel’d Hopf algebra over H = K[Z2]
with underlying vector space KZ2 ⊗K[Z2] and the following structures:
1. Crossed product algebra structure:
(ei ⊗ ck)(ej ⊗ cl) = δijσ
±
i (k, l)ei ⊗ ck+l
Unit: 1A± =
∑1
i=0 ei ⊗ c0
2. Tensor product coalgebra structure:
∆A±(ei ⊗ cj) =
1∑
k=0
(ek ⊗ cj)⊗ (ei−k ⊗ cj)
Counit: ǫA±(ei ⊗ cj) = δi0
3. Action: ck → (ei ⊗ cj) = (−1)
ijkei ⊗ cj
4. Coaction: δA±(ei ⊗ cj) = cij ⊗ (ei ⊗ cj)
5. Antipode: SA±(ei ⊗ cj) = σ
±
i (j,−j)
−1e−i ⊗ c−j
where, as in Paragraph 3.5,
σ±0 (i, j) := 1 σ
±
1 (i, j) := ι
q±(i,j)
Since, in the terminology of Paragraph 3.2, we are in the situation C = G,
we have used here the notation ci, and not xi, for the canonical basis vectors
of K[Z2]. It should be noted that the construction of A depends on the choice
of the primitive fourth root of unity ι. Choosing the other possibility −ι in the
above construction interchanges A+ and A−. Observe that both algebras are
also commutative.
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4 Isomorphisms
4.1 In the previous section, we have constructed some classes of examples of
Yetter-Drinfel’d Hopf algebras. These constructions depended on certain struc-
ture elements, and not all different choices of such structure elements lead to
nonisomorphic Yetter-Drinfel’d Hopf algebras. We shall now find sufficient con-
ditions on pairs of these structure elements to give rise to isomorphic Yetter-
Drinfel’d Hopf algebras. In special cases, we shall see that these conditions are
also necessary.
To construct isomorphisms, we shall more generally construct homomorphisms;
it will be easy to see when these homomorphisms are actually isomorphisms.
Expressed in a more categorical language, we are constructing functors; while
we took care of the objects in the previous section, we will now take care of the
morphisms.
In this section, K denotes a field. In Paragraph 4.5 and Paragraph 4.6, we
require that K contains a primitive p-th root of unity, where p is an odd prime.
In Paragraph 4.7, Paragraph 4.8, and Paragraph 4.9, we require that K contains
a primitive fourth root of unity. Throughout this section, we will use the same
notation for an integer i and its equivalence class in a factor group Zp = Z/pZ.
4.2 We now consider the question in which cases the Yetter-Drinfel’d Hopf
algebras constructed in Paragraph 3.2 are isomorphic. Suppose that C is a
finite group. Suppose that G and G′ are also finite groups and that P , resp. P ′,
is a (nonabelian) left G-module, resp. a G′-module. We denote by H := K[C]
the group ring of C. A := KP ⊗ K[G], resp. A′ := KP
′
⊗ K[G′], denotes the
tensor product of the dual group ring of P , resp. P ′, and the group ring of G,
resp. G′. The canonical basis elements of K[C], K[G] and K[G′] are denoted
by cb, xs resp. x
′
s′ , where b ∈ C, s ∈ G and s
′ ∈ G′. The primitive idempotents
of KP and KP
′
are denoted by eu resp. e
′
u′ , for u ∈ P and u
′ ∈ P ′. As in
Paragraph 3.2, we turn the spaces Hom(P,Z(C)) and Hom(P, Cˆ) into left G-
modules, and similarly the spaces Hom(P ′, Z(C)) and Hom(P ′, Cˆ) into left G′-
modules. As in Paragraph 3.2, we extend the G-module structure of P and the
G′-module structure of P ′ linearly to a K[G]-module structure of KP , resp. to
a K[G′]-module structure of KP
′
.
We now suppose that the following structure elements are given:
1. A 1-cocycle z′ : G′ → Hom(P ′, Z(C)), s′ 7→ z′s′ of G
′ with values in the
G′-module Hom(P ′, Z(C)).
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2. A 1-cocycle γ′ : G′ → Hom(P ′, Cˆ), s′ 7→ γ′s′ of G
′ with values in the
G′-module Hom(P ′, Cˆ).
3. A normalized 2-cocycle σ′ : G′ × G′ → U(KP
′
) of G′ with values in the
group of units U(KP
′
) of KP
′
, which we write in the form
σ′(s′, t′) =
∑
u′∈P ′
σ′u′(s
′, t′)eu′
for functions σ′u′ : G
′ ×G′ → K×.
We require that these structure elements satisfy the following compatibility
condition:
σ′u′v′(s
′, t′) = ((s′.γ′t′)(u
′))(z′s′(v
′))σ′u′ (s
′, t′)σ′v′ (s
′, t′)
for all u′, v′ ∈ P ′ and all s′, t′ ∈ G′. As explained in Paragraph 3.2, these struc-
ture elements can be used to define a Yetter-Drinfel’d Hopf algebra structure
on the vector space A′.
Now suppose that
fP : P → P
′ fG : G→ G
′
are group homomorphisms. As explained in Paragraph 1.13, every G′-module
then becomes a G-module by pullback via fG. We assume that fP is bijective
and G-equivariant, i. e., we have fG(s).fP (u) = fP (s.u), for s ∈ G and u ∈ P .
In this situation, we define z : G→ Hom(P,Z(C)) by
zs(u) := z
′
fG(s)
(fP (u))
Similarly, we define γ : G→ Hom(P, Cˆ) by
γs(u) := γ
′
fG(s)
(fP (u))
Then z and γ are 1-cocycles. We could also define σ : G × G → KP by the
condition
fP (σ(s, t)) = σ
′(fG(s), fG(t))
where we have extended fP linearly to a map fP : K
P → KP
′
, eu 7→ e
′
fP (u)
, to
obtain a 2-cocycle σ; however, we shall consider the more general case where σ
is only required to be cohomologous to the cocycle above. We therefore assume
that we are given a 1-cochain τ : G→ U(KP
′
) that satisfies τ(1) = 1 and define
σ : G×G→ KP by the condition
fP (σ(s, t)) = σ
′(fG(s), fG(t))(s.τ(t))τ(st)
−1τ(s)
Obviously, σ is then normalized. As for σ′, we write σ and τ in the form:
σ(s, t) =
∑
u∈P
σu(s, t)eu τ(s) =
∑
u′∈P ′
τu′(s)eu′
The definition of σ then means for these components that we have:
σu(s, t) = σ
′
fP (u)
(fG(s), fG(t))τfP (s−1.u)(t)τfP (u)(st)
−1τfP (u)(s)
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Proposition Suppose that we have τu′v′(s) = τu′(s)τv′ (s) for all s ∈ G and
u′, v′ ∈ P ′. Then we have:
1. For all s, t ∈ G and all u, v ∈ P , the compatibility condition
σuv(s, t) = ((s.γt)(u))(zs(v))σu(s, t)σv(s, t)
is satisfied. Therefore A, endowed with the structure elements given in
Paragraph 3.2, is a Yetter-Drinfel’d Hopf algebra.
2. The map
fA : A→ A
′, eu ⊗ xs 7→ τfP (u)(s)e
′
fP (u)
⊗ x′fG(s)
is a morphism of Yetter-Drinfel’d Hopf algebras.
Proof. First, we verify the compatibility condition:
σuv(s, t) = σ
′
fP (u)fP (v)
(fG(s), fG(t))
τfP (s−1.u)fP (s−1.v)(t)τfP (u)fP (v)(st)
−1τfP (u)fP (v)(s)
= ((fG(s).γ
′
fG(t)
)(fP (u)))(z
′
fG(s)
(fP (v)))
σ′fP (u)(fG(s), fG(t))σ
′
fP (v)
(fG(s), fG(t))
τfP (s−1.u)(t)τfP (u)(st)
−1τfP (u)(s)τfP (s−1.v)(t)τfP (v)(st)
−1τfP (v)(s)
= ((s.γt)(u))(zs(v))σu(s, t)σv(s, t)
We now prove the second assertion. Linearity and colinearity of fA follow di-
rectly from our definition of z and γ. We now show that fA is an algebra homo-
morphism:
fA(eu ⊗ xs)fA(ev ⊗ xt) = τfP (u)(s)τfP (v)(t)(e
′
fP (u)
⊗ x′fG(s))(e
′
fP (v)
⊗ x′fG(t))
= τfP (u)(s)τfP (v)(t)δfP (u),fG(s).fP (v)σ
′
fP (u)
(fG(s), fG(t))e
′
fP (u)
⊗ x′fG(st)
= δu,s.vσu(s, t)τfP (u)(st)e
′
fP (u)
⊗ x′fG(st) = fA((eu ⊗ xs)(ev ⊗ xt))
Our assumption on τ also assures that fA is a coalgebra homomorphism:
(fA ⊗ fA)∆A(eu ⊗ xs)
=
∑
v∈P
τfP (v)(s)τfP (v−1u)(s)(e
′
fP (v)
⊗ x′fG(s))⊗ (e
′
fP (v−1u)
⊗ x′fG(s))
= τfP (u)(s)∆A′ (e
′
fP (u)
⊗ x′fG(s)) = ∆A′(fA(eu ⊗ xs))
Since we have τ(1) = 1, i. e., τu′(1) = 1 for all u
′ ∈ P ′, fA preserves the unit.
fA preserves the counit since u
′ 7→ τu′(s) is a group homomorphism, which
implies that τ1(s) = 1 for all s ∈ G. fA is therefore a morphism of Yetter-
Drinfel’d bialgebras. Exactly as for ordinary Hopf algebras, it can be shown
that a morphism of Yetter-Drinfel’d bialgebras commutes with the antipode, and
therefore is a morphism of Yetter-Drinfel’d Hopf algebras (cf. [84], Lem. 4.0.4,
p. 81). ✷
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4.3 In Paragraph 3.3, we have explained how we can construct Yetter-Drinfel’d
Hopf algebras from group homomorphisms to the additive group of a finite
ring. In this paragraph, we shall find sufficient conditions under which Yetter-
Drinfel’d Hopf algebras arising from this construction are isomorphic.
Suppose that G′ is a finite group and that R is a finite ring. We assume that
we are given a group homomorphism
ν′ : G′ → U(R)
from G′ to the multiplicative group U(R) of units of R. As explained in Para-
graph 3.3, we can use ν′ to turn the additive group of R into a left G′-module
in two ways, denoted by G′R and RG′ respectively.
We assume that the following structure elements are given:
1. Two 1-cocycles α′, β′ ∈ Z1(G′, G′R).
2. A normalized 2-cocycle q′ ∈ Z2(G′, G′R).
3. Two characters χ, η ∈ Rˆ of the additive group of R.
As in Paragraph 3.3, we suppose that χ satisfies the condition χ(uvw) = χ(vuw)
for all u, v, w ∈ R. The canonical basis elements of K[R] resp.K[G′] are denoted
by cu resp. x
′
s′ , where u ∈ R and s
′ ∈ G′. The primitive idempotents of KR are
denoted by eu, where u ∈ R. In Paragraph 3.3, we constructed from these data
a Yetter-Drinfel’d Hopf algebra AG′(α
′, β′, q′) over H := K[R], the group ring
of the additive group of R.
Now suppose that G is another finite group and that f : G → G′ is a group
homomorphism. Suppose further that x ∈ ZU(R)(ν
′(f(G))) is an element of the
centralizer ZU(R)(ν
′(f(G))) of ν′(f(G)) in the group of units U(R) of R, i. e.,
an element x ∈ U(R) satisfying xν′(f(s)) = ν′(f(s))x for all s ∈ G. In this
situation, we define:
1. ν : G→ R, s 7→ ν(s) := ν′(f(s))
2. α : G→ R, s 7→ α(s) := xα′(f(s))
3. β : G→ R, s 7→ β(s) := xβ′(f(s))
If GR denotes R regarded as a G-module via ν, then α and β are 1-cocycles
in GR, since they are the images of the 1-cocycles f
1(α′) resp. f1(β′) with
respect to the G-equivariant homomorphism u 7→ xu. We could also define for
all s, t ∈ G
q(s, t) := xq′(f(s), f(t))
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to get a 2-cocycle; however, we shall consider the more general case where q is
only cohomologous to this cocycle. We therefore assume that we are given a
1-cochain w : G→ GR satisfying w(1) = 0 and define:
q : G×G→ R, (s, t) 7→ q(s, t) := x(q′(f(s), f(t)) + ν(s)w(t) − w(st) + w(s))
Proposition The map
fA : AG(α, β, q)→ AG′(α
′, β′, q′), eu ⊗ xs 7→ η(uxw(s))eux ⊗ x
′
f(s)
is a morphism of Yetter-Drinfel’d Hopf algebras.
Proof. By definition, AG′(α
′, β′, q′) is the Yetter-Drinfel’d Hopf algebra arising
from the construction described in Paragraph 3.2, using the structure elements
z′ ∈ Z1(G′,Hom(RG′ , R)), γ
′ ∈ Z1(G′,Hom(RG′ , Rˆ)) and σ
′ ∈ Z2(G′, U(R))
defined by:
1. z′s′(u) := uβ
′(s′)
2. (γ′s′ (u))(v) := χ(uvα
′(s′))2
3. σ′u(s
′, t′) := η(uq′(s′, t′))χ(u2ν′(s′)β′(s′)α′(t′))
with σ′(s′, t′) =
∑
u∈R σ
′
u(s
′, t′)eu. Using the maps fR : R → R, u 7→ ux,
fG := f , and τ : G→ K
R defined by τ(s) :=
∑
u∈R τu(s)eu, where
τu(s) := η(uw(s))
we get new structure elements z ∈ Z1(G,Hom(RG, R)), γ ∈ Z
1(G,Hom(RG, Rˆ))
and σ ∈ Z2(G,U(R)) via the construction considered in Paragraph 4.2. The
cocycle z is determined by:
zs(u) = z
′
f(s)(fR(u)) = uxβ
′(f(s)) = uβ(s)
Similarly, γ is determined by:
(γs(u))(v) = (γ
′
f(s)(fR(u)))(v) = χ(vuxα
′(f(s)))2 = χ(vuα(s))2
Finally σ, if written in the form σ(s, t) =
∑
u∈P σu(s, t)eu, is determined by:
σu(s, t) = σ
′
fP (u)
(fG(s), fG(t))τfP (s−1.u)(t)τfP (u)(st)
−1τfP (u)(s)
= η(uxq′(f(s), f(t)))χ((ux)2ν′(f(s))β′(f(s))α′(f(t)))
η(uν(s)xw(t))η(−uxw(st))η(uxw(s))
= η(uxq′(f(s), f(t)) + uν(s)xw(t) − uxw(st) + uxw(s))χ(u2ν(s)β(s)α(t))
= η(uq(s, t))χ(u2ν(s)β(s)α(t))
But these are precisely the structure elements defining AG(α, β, q). Therefore,
the assertion follows from Proposition 4.2. ✷
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In the special case G = G′, f = idG, and x = 1, this proposition yields:
Corollary If q and q′ are cohomologous, AG(α, β, q) and AG(α, β, q
′) are iso-
morphic.
4.4 As already noted in Paragraph 4.1, to attach a Yetter-Drinfel’d Hopf
algebra to a set of structure elements means to construct a functor, at least
if one also cares about morphisms, what we do in this section. Although we
are not going to pursue this topic further, we shall, as an example, make this
viewpoint explicit in the situation of Paragraph 4.3.
Suppose that R is a finite ring and that χ, η ∈ Rˆ are two characters of the addi-
tive group of R. We suppose that χ satisfies the condition χ(uvw) = χ(vuw) for
all u, v, w ∈ R. We define the category Cχ,η(R) as follows: The objects of Cχ,η(R)
are quintuples (G, ν, α, β, q) consisting of a finite group G, a group homomor-
phism ν : G → U(R) from G to the multiplicative group U(R) of units of R,
two 1-cocycles α, β ∈ Z1(G, GR), and a normalized 2-cocycle q ∈ Z
2(G, GR).
Here, GR denotes the additive group of R considered as a left G-module as
explained in Paragraph 3.3. If (G′, ν′, α′, β′, q′) is another object of Cχ,η(R), a
morphism from (G, ν, α, β, q) to (G′, ν′, α′, β′, q′) is a triple (f, x, w) consisting
of a group homomorphism f : G→ G′, an element x ∈ ZU(R)(ν
′(f(G))) of the
centralizer ZU(R)(ν
′(f(G))) of ν′(f(G)) in U(R), and a 1-cochain w : G→ GR
satisfying w(1) = 0 such that
1. ∀s ∈ G : ν(s) = ν′(f(s))
2. ∀s ∈ G : α(s) = xα′(f(s))
3. ∀s ∈ G : β(s) = xβ′(f(s))
4. ∀s, t ∈ G : q(s, t) := x(q′(f(s), f(t)) + ν(s)w(t) − w(st) + w(s))
If (f ′, x′, w′) : (G′, ν′, α′, β′, q′) → (G′′, ν′′, α′′, β′′, q′′) is another morphism, we
define the composition as:
(f ′, x′, w′) ◦ (f, x, w) := (f ′ ◦ f, xx′, x′−1w + f1(w′))
This is in fact a morphism, since we obviously have ν(s) = ν′′(f ′(f(s))), α(s) =
xx′α′′(f ′(f(s))), and β(s) = xx′β′(f ′(f(s))), but also
q(s, t) := xx′(q′′(f ′(f(s)), f ′(f(t))) + ν(s)w′(f(t))− w′(f(st)) + w′(f(s))
+ ν(s)x′−1w(t) − x′−1w(st) + x′−1w(s))
Note that, since x′ ∈ ZU(R)(ν
′(G′)) ⊂ ZU(R)(ν(G)), we have xx
′ ∈ ZU(R)(ν(G)).
Since
(f ′′, x′′, w′′) ◦ ((f ′, x′, w′) ◦ (f, x, w))
= (f ′′ ◦ f ′ ◦ f, xx′x′′, x′′−1x′−1w + x′′−1f1(w′) + f1(f ′1(w′′)))
= ((f ′′, x′′, w′′) ◦ (f ′, x′, w′)) ◦ (f, x, w)
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this composition law is associative. The identity homomorphism of the object
(G, ν, α, β, q) is (idG, 1R, 0).
Now consider the Hopf algebra H := K[R], i. e., the group ring of the additive
group of R. For u ∈ R, we denote the corresponding canonical basis element
of K[R] by cu and the corresponding primitive idempotent of K
R by eu. If
YDH(H) denotes the category of Yetter-Drinfel’d Hopf algebras over H , the
construction carried out in Paragraph 3.3 yields a functor
Cχ,η(R)→ YDH(H), (G, ν, α, β, q) 7→ AG(α, β, q)
if we assign to the morphism
(f, x, w) : (G, ν, α, β, q)→ (G′, ν′, α′, β′, q′)
in Cχ,η(R) the morphism
fA : AG(α, β, q)→ AG′(α
′, β′, q′), eu ⊗ xs 7→ η(uxw(s))eux ⊗ x
′
f(s)
in YDH(H) constructed in Paragraph 4.3. Here xs, resp. x
′
s′ , denotes the canon-
ical basis elements of K[G], resp. K[G′], where s ∈ G and s′ ∈ G′. This assign-
ment is compatible with composition, because, if fA′ denotes the morphism
assigned to (f ′, x′, w′) : (G′, ν′, α′, β′, q′)→ (G′′, ν′′, α′′, β′′, q′′), we have:
fA′ ◦ fA(eu ⊗ xs) = η(uxx
′(x′−1w(s) + w′(f(s))))euxx′ ⊗ x
′′
f ′(f(s))
and therefore fA′ ◦ fA is the morphism assigned to (f
′, x′, w′) ◦ (f, x, w). Obvi-
ously, identity morphisms are assigned to identity morphisms.
4.5 Now suppose that p is an odd prime and that R = Zp. We shall prove
now that isomorphisms between Yetter-Drinfel’d Hopf algebras of the type
AG(α, β, q) over H := K[Zp] described in Paragraph 3.4 are necessarily of the
form presented in the previous two paragraphs.
To consider two such algebras, we suppose that we are given two finite groups G
and G′, two group homomorphisms ν : G → Z×p and ν
′ : G′ → Z×p , two
cocycles α, β ∈ Z1(G,GZp) as well as two cocycles α
′, β′ ∈ Z1(G′,G′Zp), and two
normalized cocycles q ∈ Z2(G,GZp), q
′ ∈ Z2(G′,G′Zp). We define the characters
χ : Zp → K, i 7→ ζ
i/2 η : Zp → K, i 7→ ζ
i
where ζ is a fixed primitive p-th root of unity. We note that, since p is odd, 2 is
an invertible element of Zp, and therefore the expression i/2 for i ∈ Zp makes
sense. We denote by ei, for i ∈ Zp, the primitive idempotents of K
Zp , whereas
ci, xs, resp. x
′
s′ denote the canonical basis elements of K[Zp], K[G], resp. K[G
′].
As in Paragraph 1.10, we introduce the notation
φ(ei ⊗ xs) := c1 → (ei ⊗ xs) ψ(ei ⊗ xs) := γ((ei ⊗ xs)
(1))(ei ⊗ xs)
(2)
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where γ ∈ G(H∗) is the character which is uniquely determined by the con-
dition γ(c1) = ζ. In a similar way, we introduce endomorphisms φ
′ and ψ′
of AG′(α
′, β′, q′).
Now suppose that fA : AG(α, β, q)→ AG′(α
′, β′, q′) is an isomorphism.
Proposition Suppose that α 6= 0 or β 6= 0. Then there is an element k ∈ Z×p ,
a group isomorphism f : G → G′, and a 1-cochain w : G → GZp satisfying
w(1) = 0 such that
1. ∀s ∈ G : ν(s) = ν′(f(s))
2. ∀s ∈ G : α(s) = kα′(f(s))
3. ∀s ∈ G : β(s) = kβ′(f(s))
4. ∀s, t ∈ G : q(s, t) = k(q′(f(s), f(t)) + ν(s)w(t) − w(st) + w(s))
5. ∀i ∈ Zp ∀s ∈ G : fA(ei ⊗ xs) = ζ
kiw(s)eki ⊗ x
′
f(s)
In particular, q and kf2(q′) are cohomologous.
Proof. (1) In the algebras AG(α, β, q) resp. AG′(α
′, β′, q′), we consider the
elements
u :=
p−1∑
j=0
ζjej ⊗ x1 u
′ :=
p−1∑
j=0
ζjej ⊗ x
′
1
We then have
u(ei ⊗ xs) =
p−1∑
j=0
ζj(ej ⊗ x1)(ei ⊗ xs) =
p−1∑
j=0
ζjδjν(1),i(ej ⊗ xs) = ζ
iei ⊗ xs
and similarly u′(ei ⊗ x
′
s′) = ζ
iei ⊗ x
′
s′ . Since φ(ei ⊗ xs) = ζ
iα(s)ei ⊗ xs and
ψ(ei ⊗ xs) = ζ
iβ(s)ei ⊗ xs, we see that:
φ(ei ⊗ xs) = u
α(s)ei ⊗ xs ψ(ei ⊗ xs) = u
β(s)ei ⊗ xs
Similarly, we have:
φ′(ei ⊗ x
′
s′) = u
′α′(s′)ei ⊗ x
′
s′ ψ
′(ei ⊗ x
′
s′) = u
′β′(s′)ei ⊗ x
′
s′
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(2) The grouplike elements of the dual group ring KZp are the Fourier trans-
formed elements
∑p−1
j=0 ζ
ijej of the idempotents ej . Since the coalgebra struc-
ture of AG(α, β, q) is the ordinary tensor product coalgebra structure, the ele-
ments
∑p−1
j=0 ζ
ijej ⊗ xs form a basis of AG(α, β, q) consisting of grouplike ele-
ments. Since the powers of u are given by the formula ui =
∑p−1
j=0 ζ
ijej ⊗ x1,
these elements can be written in the form:
p−1∑
j=0
ζijej ⊗ xs = u
i(1⊗ xs)
AG′(α
′, β′, q′) has a similar basis consisting of grouplike elements. Since fA
takes grouplike elements to grouplike elements, there exists, for every s ∈ G, an
element w(s) ∈ Zp and an element f(s) ∈ G
′ such that
fA(1⊗ xs) = u
′w(s)(1⊗ x′f(s))
Now the linearity of fA over H implies:
fA(u
α(s))u′w(s)(1⊗ x′f(s)) = fA(u
α(s)(1⊗ xs)) = fA(φ(1 ⊗ xs))
= φ′(fA(1⊗ xs)) = u
′α′(f(s))u′w(s)(1⊗ x′f(s))
Since grouplike elements are invertible, this implies:
fA(u
α(s)) = u′α
′(f(s))
Similarly, the colinearity of fA implies fA(u
β(s)) = u′β
′(f(s)). Now suppose that
α 6= 0. Then there exists an element s ∈ G such that α(s) 6= 0, and, since fA
is injective, we also have α′(f(s)) 6= 0. Since α′(f(s)) generates Zp, there exists
k ∈ Z×p such that fA(u
k) = u′. By a similar reasoning, this also holds if β 6= 0.
The above equations now yield:
α(s) = kα′(f(s)) β(s) = kβ′(f(s))
This proves the second and the third assertion.
(3) We have:
(ei ⊗ xs)u =
p−1∑
j=0
ζj(ei ⊗ xs)(ej ⊗ x1) =
p−1∑
j=0
ζjδiν(s),jei ⊗ xs
= ζiν(s)ei ⊗ xs = u
ν(s)(ei ⊗ xs)
By a similar calculation, we have (ei ⊗ x
′
s′ )u
′ = u′ν
′(s′)(ei ⊗ x
′
s′ ). The first
equation implies (ei⊗xs)u
k = ukν(s)(ei⊗xs). Summing over i and applying fA,
we get u′w(s)(1 ⊗ x′f(s))u
′ = u′ν(s)u′w(s)(1 ⊗ x′f(s)). Since on the other hand
u′w(s)(1 ⊗ x′f(s))u
′ = u′ν
′(f(s))u′w(s)(1 ⊗ x′f(s)), we see that u
′ν(s) = u′ν
′(f(s))
and therefore ν(s) = ν′(f(s)). This proves the first assertion.
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(4) By inverting the discrete Fourier transform above, we get:
ei ⊗ xs =
1
p
p−1∑
j=0
ζ−ijuj(1⊗ xs)
Therefore, we have:
fA(ei ⊗ xs) =
1
p
p−1∑
j=0
ζ−ijfA(u
j(1 ⊗ xs)) =
1
p
p−1∑
j=0
ζ−iju′j/ku′w(s)(1 ⊗ x′f(s))
= u′w(s)
1
p
p−1∑
j=0
ζ−kiju′j(1⊗ x′f(s)) = u
′w(s)eki ⊗ x
′
f(s)
= ζkiw(s)eki ⊗ x
′
f(s)
This proves that fA has the form given in the fifth assertion.
(5) We have:
fA(ei ⊗ xs)fA(ej ⊗ xt) = ζ
kiw(s)+kjw(t)(eki ⊗ x
′
f(s))(ekj ⊗ x
′
f(t))
= ζkiw(s)+kjw(t)δkiν′(f(s)),kjζ
kiq′(f(s),f(t))ζk
2i2ν′(f(s))β′(f(s))α′(f(t))/2
(eki ⊗ x
′
f(s)f(t))
= ζki(w(s)+ν(s)w(t))δiν(s),jζ
kiq′(f(s),f(t))ζi
2ν(s)β(s)α(t)/2(eki ⊗ x
′
f(s)f(t))
On the other hand, we have:
fA((ei ⊗ xs)(ej ⊗ xt)) = δiν(s),jζ
iq(s,t)ζi
2ν(s)β(s)α(t)/2ζkiw(st)(eki ⊗ x
′
f(st))
Since fA is an algebra homomorphism, both expressions must be equal. There-
fore, we see that f(st) = f(s)f(t), i. e., f is a group homomorphism, and we
have q(s, t) = k(q′(f(s), f(t))+ ν(s)w(t)−w(st)+w(s)). This proves the fourth
assertion. Since q and q′ are normalized, we get, by inserting s = t = 1 in the
previous equation, the fact that w(1) = 0. ✷
4.6 In this paragraph, we continue our analysis of the case R = Zp for an
odd prime p, but specialize the situation further to the case where also G = Zp.
We want to determine the isomorphism classes of nontrivial Yetter-Drinfel’d
Hopf algebras among the algebras Ap(α, β, q). We shall use the notation of the
previous paragraph.
The algebras Ap(α, β, q) are defined with respect to the characters
χ : Zp → K, i 7→ ζ
i/2 η : Zp → K, i 7→ ζ
i
and a group homomorphism
ν : Zp → Z
×
p
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Obviously, the only group homomorphism of this type is the trivial homomor-
phism that is identically equal to one. Therefore, in this situation, Zp is a trivial
Zp-module, and the 1-cocycles α and β are ordinary group homomorphisms.
If we require that Ap(α, β, q) be nontrivial, α and β have to be nonzero by
Proposition 1.11.
For m ∈ Z×p , we denote by αm the group homomorphism
αm : Zp → Zp, i 7→ mi
Then, α1, . . . , αp−1 are all nonzero group homomorphisms from Zp to itself.
From Proposition 1.13.2, we know that the second cohomology group of the
trivial Zp-module H
2(Zp,Zp) is isomorphic to Zp. We choose a complete system
of representatives for these cohomology classes, i. e., cocycles q0, . . . , qp−1 ∈
Z2(Zp,Zp) such that H
2(Zp,Zp) = {q¯0, . . . , q¯p−1}.
Proposition
1. Suppose that α, β ∈ Hom(Zp,Zp) are nonzero group homomorphisms and
that q ∈ Z2(Zp,Zp) is a 2-cocycle. Define m ∈ Z
×
p by m := α(1)/β(1).
Suppose that q/β(1) is cohomologous to qn, for n ∈ Zp. Then Ap(α, β, q)
is isomorphic to Ap(αm, id, qn).
2. The Yetter-Drinfel’d Hopf algebras Ap(αm, id, qn), for m = 1, . . . , p − 1
and n = 0, . . . , p− 1, are mutually nonisomorphic.
Proof. To prove the first statement, define k := β(1). Since group endomor-
phisms of Zp are determined by their value on 1, we then have β = k id and,
since kαm(1) = km = α(1), we also have α = kαm. Since q is cohomologous to
kqn, there is a 1-cochain w : Zp → Zp such that
q(i, j) = kqn(i, j) + kw(j) − kw(i+ j) + kw(i)
It now follows from Proposition 4.3 that the map
fA : Ap(α, β, q)→ Ap(αm, id, qn), ei ⊗ cj 7→ ζ
kiw(j)eki ⊗ cj
is an isomorphism.
To prove the second statement, suppose that
fA : Ap(αm, id, qn)→ Ap(αm′ , id, qn′)
is an isomorphism. From Proposition 4.5, we know that there exists an ele-
ment k ∈ Z×p , a group isomorphism f : Zp → Zp, and a 1-cochain w : Zp → Zp
satisfying w(0) = 0 such that fA has the form
fA(ei ⊗ cj) = ζ
kiw(j)eki ⊗ cf(j)
Moreover, the 1-cocycles are related by
αm(i) = kαm′(f(i)) i = kf(i)
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for all i ∈ Zp, wheras the 2-cocycles are related by
qn(i, j) = k(qn′(f(i), f(j)) + w(j) − w(ij) + w(i))
for all i, j ∈ Zp. From the first relation, we see that αm = αm′ , and there-
fore we have m = m′. From the second relation, we see that qn and kf
2(qn′)
are cohomologous. But this implies, by Proposition 1.13.2, that qn and qn′ are
cohomologous, and therefore we have n = n′. ✷
Therefore, the algebras Ap(α, β, q) fall into p(p− 1) isomorphism classes, which
are represented by the algebras Ap(αm, id, qn), for m = 1, . . . , p − 1 and n =
0, . . . , p − 1. Note that, by Proposition 1.13.2, these algebras are also commu-
tative.
4.7 The framework considered in Paragraph 4.3 can also be applied to the
case p = 2. Suppose that ι is a primitive fourth root of unity. We denote by
ιˆ : Z2 → Z4 the unique injective group homomorphism and by πˆ : Z4 → Z2 the
unique surjective group homomorphism.
Suppose that G′ is a finite group. We regard Z2 as a trivial G
′-module. Suppose
that α′ : G′ → Z2 and β
′ : G′ → Z2 are 1-cocycles; since the G
′-module struc-
ture is trivial, these are just group homomorphisms. In addition, suppose that
q′ ∈ Z2(G′,Z4) is a normalized 2-cocycle of the trivial G
′-module Z4 satisfying
πˆ ◦ q′ = β′ ∪ α′
For i ∈ Z2, we denote the corresponding primitive idempotentin K
Z2 by ei and
the corresponding canonical basis vector of K[Z2] by ci; the canonical basis
vectors of K[G′] are denoted by x′s′ , for s
′ ∈ G′. We define σ′i : G
′ ×G′ → KZ2
by
σ′0(s
′, t′) := 1 σ′1(s
′, t′) := ιq
′(s′,t′)
and set:
σ′(s′, t′) := σ′0(s
′, t′)e0 + σ
′
1(s
′, t′)e1
As explained in Paragraph 3.5, these data can be used to construct a Yetter-
Drinfel’d Hopf algebra over H := K[Z2], which we denote by A
′.
Now suppose that G is another finite group and that f : G → G′ is a group
homomorphism. We define:
α : G→ Z2, s 7→ α(s) := α
′(f(s)) β : G→ Z2, s 7→ β(s) := β
′(f(s))
We could also define for all s, t ∈ G
q(s, t) := q′(f(s), f(t))
to get a 2-cocycle; however, we shall consider a more general case where q is
only cohomologous to this cocycle. Before we really define q, we remark that any
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2-cocycle q ∈ Z2(G,Z4) that satisfies πˆ2(q) = β ∪ α obviously has the property
that:
πˆ2(q) = f
1(β′) ∪ f1(α′) = f2(β′ ∪ α′) = f2(πˆ2(q
′)) = πˆ2(f
2(q′))
Therefore, we see that there is a 2-cocycle q′′ ∈ Z2(G,Z2) such that q−f
2(q′) =
ιˆ2(q
′′). The cocycles q that we want to consider are those for which q′′ is even a
coboundary.
We therefore assume that we are given a 1-cochain w : G → Z2 satisfying
w(1) = 0 and define
q : G×G→ Z2, (s, t) 7→ q(s, t) := q
′(f(s), f(t)) + ιˆ(w(t) − w(st) + w(s))
From α, β, and q we can construct another Yetter-Drinfel’d Hopf algebra overH ,
which we denote by A.
Proposition The map
fA : A→ A
′, ei ⊗ xs 7→ (−1)
iw(s)ei ⊗ x
′
f(s)
is a morphism of Yetter-Drinfel’d Hopf algebras.
Proof. By definition, A′ is the Yetter-Drinfel’d Hopf algebra arising from the
construction described in Paragraph 3.2, using the structure elements z′ ∈
Z1(G′,Hom(Z2,Z2)) and γ
′ ∈ Z1(G′,Hom(Z2, Zˆ2)) defined as:
z′s′(i) := iβ
′(s′) (γ′s′ (i))(j) := (−1)
ijα′(s′)
and σ′ ∈ Z2(G′, U(KZ2)) as defined above. Define, for i ∈ Z2 and s ∈ G, τi(s) :=
(−1)iw(s). Using the maps fZ2 := id and fG := f , we get new structure elements
z ∈ Z1(G,Hom(Z2,Z2)), γ ∈ Z
1(G,Hom(Z2, Zˆ2)) and σ ∈ Z
2(G,U(KZ2)) via
the construction considered in Paragraph 4.2. These structure elements can be
expressed as follows:
1. zs(i) := iβ(s)
2. (γs(i))(j) := (−1)
ijα(s)
3. σ0(s, t) = 1 σ1(s, t) = ι
q(s,t)
where σ(s, t) =
∑1
i=0 σi(s, t)ei.
Here, the last equation follows from the definition of σi:
σi(s, t) := σ
′
i(f(s), f(t))τi(t)τi(st)
−1τi(s)
This obviously yields σ0(s, t) = 1, whereas for i = 1 it reads:
σ1(s, t) = ι
q′(f(s),f(t))(−1)w(t)−w(st)+w(s)
= ιq
′(f(s),f(t))+ιˆ(w(t)−w(st)+w(s)) = ιq(s,t)
Now, the assertion follows from Proposition 4.2. ✷
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4.8 In the preceding paragraph, we have constructed homomorphisms of Yet-
ter-Drinfel’d Hopf algebras in the case p = 2, which, in special cases, may be
isomorphisms. We now consider the question whether all isomorphisms are nec-
essarily of this form. We continue to use the notation of the preceding paragraph.
Suppose that G and G′ are finite groups. We regard Z2 as a trivial G-module,
resp. as a trivial G′-module. Suppose that α : G → Z2 and β : G → Z2 are
1-cocycles, i. e., group homomorphisms. Similarly, suppose that α′ : G′ → Z2
and β′ : G′ → Z2 are 1-cocycles. In addition, suppose that q ∈ Z
2(G,Z4) and
q′ ∈ Z2(G′,Z4) are normalized 2-cocycles satisfying:
πˆ ◦ q = β ∪ α πˆ ◦ q′ = β′ ∪ α′
We define σi : G×G→ K
Z2 by
σ0(s, t) := 1 σ1(s, t) := ι
q(s,t)
and set:
σ(s, t) := σ0(s, t)e0 + σ1(s, t)e1
In a similar way, we also define σ′0, σ
′
1, and σ
′. As explained in Paragraph 3.5,
these data can be used to construct two Yetter-Drinfel’d Hopf algebras over
H := K[Z2], which we denote by A and A
′.
As in Paragraph 1.10, we introduce the notation
φ(ei ⊗ xs) := c1 → (ei ⊗ xs) ψ(ei ⊗ xs) := γ((ei ⊗ xs)
(1))(ei ⊗ xs)
(2)
where γ ∈ G(H∗) is the unique nontrivial character ofH ; it satisfies γ(c1) = −1.
Similarly, we introduce endomorphisms φ′ and ψ′ of A′.
Now suppose that fA : A→ A
′ is an isomorphism.
Proposition Suppose that α 6= 0 or β 6= 0. Then there is a group isomor-
phism f : G → G′ and a 1-cochain w : G → Z2 satisfying w(1) = 0 such
that
1. ∀s ∈ G : α(s) = α′(f(s))
2. ∀s ∈ G : β(s) = β′(f(s))
3. ∀s, t ∈ G : q(s, t)− q′(f(s), f(t)) = ιˆ(w(t) − w(st) + w(s))
4. ∀i ∈ Z2 ∀s ∈ G : fA(ei ⊗ xs) = (−1)
iw(s)ei ⊗ x
′
f(s)
Proof. (1) We follow the line of reasoning in Paragraph 4.5. In the algebras A
resp. A′, we consider the elements
u :=
1∑
j=0
(−1)jej ⊗ x1 u
′ :=
1∑
j=0
(−1)jej ⊗ x
′
1
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We then have
u(ei ⊗ xs) =
1∑
j=0
(−1)j(ej ⊗ x1)(ei ⊗ xs)
=
1∑
j=0
(−1)jδjiσj(1, s)(ej ⊗ xs) = (−1)
iei ⊗ xs
and similarly u′(ei ⊗ x
′
s′) = (−1)
iei ⊗ x
′
s′ . Since φ(ei ⊗ xs) = (−1)
iα(s)ei ⊗ xs
and ψ(ei ⊗ xs) = (−1)
iβ(s)ei ⊗ xs, we see that:
φ(ei ⊗ xs) = u
α(s)ei ⊗ xs ψ(ei ⊗ xs) = u
β(s)ei ⊗ xs
Similarly, we have:
φ′(ei ⊗ x
′
s′) = u
′α′(s′)ei ⊗ x
′
s′ ψ
′(ei ⊗ x
′
s′) = u
′β′(s′)ei ⊗ x
′
s′
(2) The grouplike elements of the dual group ring KZ2 are the Fourier trans-
formed elements
∑1
j=0(−1)
ijej of the idempotents ej . Since the coalgebra struc-
ture of A is the ordinary tensor product coalgebra structure, the elements of the
form
∑1
j=0(−1)
ijej⊗xs constitute a basis of A consisting of grouplike elements.
These elements can be written in the form:
1∑
j=0
(−1)ijej ⊗ xs = u
i(1⊗ xs)
A′ has a similar basis consisting of grouplike elements. Since fA takes group-
like elements to grouplike elements, there exists, for every s ∈ G, an element
w(s) ∈ Z2 and an element f(s) ∈ G
′ such that
fA(1⊗ xs) = u
′w(s)(1⊗ x′f(s))
Now the linearity of fA over H implies:
fA(u
α(s))u′w(s)(1⊗ x′f(s)) = fA(u
α(s)(1⊗ xs)) = fA(φ(1 ⊗ xs))
= φ′(fA(1⊗ xs)) = u
′α′(f(s))u′w(s)(1⊗ x′f(s))
Since grouplike elements are invertible, this implies:
fA(u
α(s)) = u′α
′(f(s))
Similarly, the colinearity of fA implies fA(u
β(s)) = u′β
′(f(s)). Now suppose that
α 6= 0. Then there exists an element s ∈ G such that α(s) = 1, and, since fA
is injective, we also have α′(f(s)) = 1. Therefore, we have fA(u) = u
′. By a
similar reasoning, this also holds if β 6= 0. The above equations now yield:
α(s) = α′(f(s)) β(s) = β′(f(s))
This proves the first and the second assertion.
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(3) By inverting the discrete Fourier transform above, we get:
ei ⊗ xs =
1
2
1∑
j=0
(−1)ijuj(1⊗ xs)
Therefore, we have:
fA(ei ⊗ xs) =
1
2
1∑
j=0
(−1)ijfA(u
j(1⊗ xs)) =
1
2
1∑
j=0
(−1)iju′ju′w(s)(1⊗ x′f(s))
= u′w(s)
1
2
1∑
j=0
(−1)iju′j(1⊗ x′f(s)) = u
′w(s)ei ⊗ x
′
f(s)
= (−1)iw(s)ei ⊗ x
′
f(s)
This proves that fA has the form given in the fourth assertion.
(4) We have:
fA(e1 ⊗ xs)fA(e1 ⊗ xt) = (−1)
w(s)+w(t)(e1 ⊗ x
′
f(s))(e1 ⊗ x
′
f(t))
= (−1)w(s)+w(t)ιq
′(f(s),f(t))(e1 ⊗ x
′
f(s)f(t))
On the other hand, we have:
fA((e1 ⊗ xs)(e1 ⊗ xt)) = (−1)
w(st)ιq(s,t)(e1 ⊗ x
′
f(st))
Since fA is an algebra homomorphism, both expressions must be equal. There-
fore, we see that f(st) = f(s)f(t), i. e., f is a group homomorphism, and we
have q(s, t) − q′(f(s), f(t)) = ιˆ(w(t) − w(st) + w(s)). This proves the third as-
sertion. Since q and q′ are normalized, we get, by inserting s = t = 1 in the
previous equation, the fact that w(1) = 0. ✷
4.9 As an application of the preceding considerations, we consider the Yetter-
Drinfel’d Hopf algebras A+ and A− constructed in Paragraph 3.6. We keep the
notation of Paragraph 4.7 and Paragraph 4.8.
Proposition A+ and A− are not isomorphic.
Proof. As in Paragraph 3.6, we denote the cocycles used in the definition
of A+ resp. A− by q+ resp. q−. We have q− − q+ = ιˆ2(q), where q ∈ Z
2(Z2,Z2)
is the 2-cocycle of the trivial Z2-module Z2 defined as:
q(i, j) :=
{
0 if i = 0 or j = 0
1 if i = 1 and j = 1
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If fA : A− → A+ were an isomorphism, we know from Proposition 4.8 that it
would have the form
fA(ei ⊗ cj) = (−1)
iw(j)ei ⊗ cj
for some 1-cochain w : Z2 → Z2 satisfying w(0) = 0 and
q(i, j) = w(j)− w(i + j) + w(i)
for all i, j ∈ Z2. Therefore, q were the coboundary arising from w. However,
this is not the case, since from w(0) = 0 we get, as in Paragraph 3.6, that
1 = q(1, 1) = w(1) + w(1) = 0, which is a contradiction. ✷
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5 Constructions
5.1 Yetter-Drinfel’d Hopf algebras can be used to construct ordinary Hopf
algebras. We have already seen one of these constructions in Paragraph 1.6,
namely the Radford biproduct construction. The second construction from [78]
is another example of such a construction; it yields a Hopf algebra in which the
Radford biproduct appears as a kind of Borel subalgebra.
In this section, we apply these constructions to the Yetter-Drinfel’d Hopf al-
gebra AG(α, β, q) considered in Paragraph 3.3. We describe the resulting Hopf
algebras by exhibiting a basis for which the structure elements can be written
down explicitly. Afterwards, we determine when the resulting Hopf algebras are
semisimple.
In the whole section, we assume that G is a finite group and that R is a finite
ring. As in Paragraph 3.3, we assume that we are given a group homomorphism
ν : G→ U(R)
from G to the multiplicative group U(R) of units of R, and use it to introduce
the left G-module structures GR and RG on R described there. Also, we assume
that the following additional structure elements are given:
1. Two 1-cocycles α, β ∈ Z1(G, GR).
2. A normalized 2-cocycle q ∈ Z2(G, GR).
3. Two characters χ, η ∈ Rˆ of the additive group of R, where χ is required
to satisfy χ(uvw) = χ(vuw) for all u, v, w ∈ R.
From Paragraph 5.5 on, where we begin to consider the second construction, we
require that α and β are compatible in the sense that we have
χ(uα(s)β(t)) = χ(uβ(s)α(t))
for all s, t ∈ G and all u ∈ R.
We use the notation H := K[R] for the group ring of the additive group of R
and A := AG(α, β, q) = K
R ⊗ K[G] for the tensor product of the dual group
ring of the additive group of R and the group ring of G, considered as a Yetter-
Drinfel’d Hopf algebra with the structure elements described in Proposition 3.3.
The canonical basis elements of K[R] resp. K[G] are denoted by cu resp. xs,
where u ∈ R and s ∈ G, and the primitive idempotents of KR resp. KG are
denoted by eu resp. ds.
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5.2 In this paragraph, we consider the Radford biproduct B := A ⊗ H . We
introduce the basis
buv(s) := eu ⊗ xs ⊗ cv
of the Radford biproduct, where u, v ∈ R are elements of the finite ring and
s ∈ G is an element of the finite group under consideration. With respect to
this basis, the structure elements of B take the following form:
Proposition
1. Multiplication: buv(s)bu′v′(s
′) =
δuν(s),u′η(uq(s, s
′))χ(2vu′α(s′) + u2ν(s)β(s)α(s′))bu,v+v′(ss
′)
2. Unit: 1B =
∑
u∈R bu0(1)
3. Comultiplication: ∆B(buv(s)) =
∑
w∈R bu−w,wβ(s)+v(s)⊗ bwv(s)
4. Counit: ǫB(buv(s)) = δu0
5. Antipode: SB(buv(s)) =
η(uq(s, s−1))χ(−u2β(s)α(s) − 2uvβ(s)α(s))b−uν(s),−uβ(s)−v(s
−1)
Proof. This follows by direct computation:
(1) Multiplication:
buv(s)bu′v′(s
′) = (eu ⊗ xs)(cv → (eu′ ⊗ xs′))⊗ cvcv′
= χ(vu′α(s′))2δuν(s),u′η(uq(s, s
′))χ(u2ν(s)β(s)α(s′))eu ⊗ xss′ ⊗ cv+v′
= δuν(s),u′η(uq(s, s
′))χ(2vu′α(s′) + u2ν(s)β(s)α(s′))bu,v+v′ (ss
′)
(2) Comultiplication:
∆B(eu ⊗ xs ⊗ cv) =
∑
w∈R
(eu−w ⊗ xs ⊗ (ew ⊗ xs)
(1)cv)⊗ ((ew ⊗ xs)
(2) ⊗ cv)
=
∑
w∈R
(eu−w ⊗ xs ⊗ cwβ(s)+v)⊗ (ew ⊗ xs ⊗ cv)
(3) Antipode:
SB(eu ⊗ xs ⊗ cv) = (1A ⊗ SH((eu ⊗ xs)
(1)cv))(SA((eu ⊗ xs)
(2))⊗ 1H)
= η(uq(s, s−1))χ(u2β(s)α(s))(1A ⊗ c−uβ(s)−v)(e−uν(s) ⊗ xs−1 ⊗ 1H)
= η(uq(s, s−1))χ(u2β(s)α(s))χ(uν(s)(uβ(s) + v)α(s−1))2
(e−uν(s) ⊗ xs−1 ⊗ c−uβ(s)−v)
= η(uq(s, s−1))χ(u2β(s)α(s) − 2u(uβ(s) + v)α(s))
(e−uν(s) ⊗ xs−1 ⊗ c−uβ(s)−v)
= η(uq(s, s−1))χ(−u2β(s)α(s) − 2uvβ(s)α(s))(e−uν(s) ⊗ xs−1 ⊗ c−uβ(s)−v)
where we have used the equation α(s) = −ν(s)α(s−1) from Lemma 1.13.
We leave the verification of the formulas for unit and counit to the reader. ✷
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The reader should compare the above description with the description in Para-
graph 8.5, where a slightly different basis for the Radford biproduct is used.
5.3 It is known that the crossed product of a semisimple algebra and a semi-
simple group ring is semisimple (cf. [64], Thm. 4.4, p. 31, [57], Thm. 7.4.2.
p. 116). Therefore, the algebra A constructed in Paragraph 3.3 is semisimple if
the characteristic of K does not divide the cardinality of G. Here we approach
this issue in a different way that provides slightly more information:
Proposition 1
1. ΛA :=
∑
s∈G e0 ⊗ xs is a two-sided integral of A. It is invariant and
coinvariant.
2. A is semisimple if and only if the characteristic of K does not divide the
cardinality of G.
3. B is semisimple if and only if the characteristic of K neither divides the
cardinality of G nor the cardinality of R.
Proof. ΛA is a left integral since we have:
(eu ⊗ xs)ΛA =
∑
t∈G
(eu ⊗ xs)(e0 ⊗ xt) =
∑
t∈G
δu0e0 ⊗ xst = ǫA(eu ⊗ xs)ΛA
The fact that ΛA is also a right integral follows from a similar calculation.
It is obvious that ΛA is invariant and coinvariant. Since ǫA(ΛA) = card(G),
the second assertion follows from Maschke’s theorem for Yetter-Drinfel’d Hopf
algebras (cf. [20], Cor. 5.8, p. 4885, [81], Prop. 2.14, p. 22). The third assertion
on the Radford biproduct B follows from [65], Prop. 3, p. 333. ✷
Since the coalgebra structure of A is the ordinary tensor product coalgebra
structure, it is easy to describe when A is cosemisimple:
Proposition 2
1. The linear form λA : A→ K determined by
λA(eu ⊗ xs) = δs1
is a two-sided integral of A∗. It is H-linear and colinear.
2. A is cosemisimple if and only if the characteristic of K does not divide
the cardinality of R.
3. B is cosemisimple if and only if the characteristic of K does not divide
the cardinality of R.
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Proof. The linear form λA is the tensor product of the integral λR on K
R and
the integral λG on K[G] that are determined by the conditions:
λR(eu) = 1 λG(xs) = δs1
Therefore, it is a two-sided integral itself; the fact that it is linear and colin-
ear follows from the fact that α(1) = β(1) = 0, which we have established in
Lemma 1.13. Since λA(1A) = card(R), the second assertion follows from the
dual of Maschke’s theorem for Yetter-Drinfel’d Hopf algebras (cf. [20], Cor. 5.8,
p. 4885, [81], Cor. 2.14, p. 23). The third assertion on the Radford biproduct B
follows from [65], Prop. 4, p. 335. ✷
5.4 The vector space underlying the Radford biproduct is KR⊗K[G]⊗K[R],
where the first two tensor factors constitute the Yetter-Drinfel’d Hopf algebra
and the last tensor factor represents its base Hopf algebra. A slight shift of the
viewpoint yields a rather different picture: Dividing the triple tensor product
into two parts consisting of the first tensor factor on the one hand and the last
two tensor factors on the other hand, we get a Hopf algebra extension: The
first tensor factor KR is a Hopf subalgebra of the Radford biproduct, whereas
the last two tensor factors appear as a Hopf algebra quotient. We make these
assertions precise in the following:
Proposition Define the linear mappings
ι : KR → B, eu 7→ bu0(1) = eu ⊗ x1 ⊗ c0
and
π : B → K[G]⊗K[R], buv(s) = eu ⊗ xs ⊗ cv 7→ δu0xs ⊗ cv
Then ι and π are Hopf algebra homomorphisms and
KR
ι
֌ B
π
։ K[G]⊗K[R]
is a short exact sequence of Hopf algebras.
Proof. Using the fact that α(1) = β(1) = 0 from Lemma 1.13, it is easy to
see that ι is an injective Hopf algebra homomorphism. We have:
π(buv(s)bu′v′(s
′))
= δuν(s),u′η(uq(s, s
′))χ(2vu′α(s′) + u2ν(s)β(s)α(s′))π(bu,v+v′ (ss
′))
= δu0δu′0(xs ⊗ cv)(xs′ ⊗ cv′) = π(buv(s))π(bu′v′(s
′))
and therefore π is an algebra homomorphism, since it also preserves the unit.
The fact that π is a coalgebra homomorphism follows from a similar direct
computation.
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To prove the exactness of the above sequence, it suffices to show that the space
of coinvariants
{b ∈ B | (idB ⊗π)∆B(b) = b⊗ 1}
coincides with ι(KR); in fact, this is the definition of a short exact sequence of
finite-dimensional Hopf algebras (cf. [46], Def. 1.3, p. 821, [55], Def. 5.6, p. 129,
see also [70], p. 3338). Now, if b =
∑
u,v∈R,s∈G µuvsbuv(s), we have:
(idB ⊗π)∆B(b) =
∑
u,v∈R,s∈G
µuvsbuv(s)⊗ (xs ⊗ cv)
Therefore, b is coinvariant if and only if the coefficients µuvs vanish for all indices
with the property (v, s) 6= (0, 1), which means precisely that b ∈ ι(KR). ✷
In the general theory of Hopf algebra extensions, one variant of the normal basis
theorem asserts in our situation that B is a crossed product of K[G] ⊗ K[R]
and KR, or of G × R and KR in the more traditional terminology (cf. [72],
Thm. 2.2, p. 299, [57], Thm. 8.4.6, p. 141). It is not difficult to determine the
cocycle and the corresponding action for B explicitly.
Corollary Consider KR as a G×R–module via
(s, u).ev := evν(s−1)
For s, t ∈ G and u, v, w ∈ R, define:
τu(s, v; t, w) := η(uq(s, t))χ(2uvν(s)α(t) + u
2ν(s)β(s)α(t))
and set:
τ(s, v; t, w) :=
∑
u∈R
τu(s, v; t, w)eu
Then B is isomorphic to the crossed product of G×R and KR with respect to
the 2-cocycle τ and the specified action.
Proof. In this crossed product, two basis elements are multiplied as follows:
(eu ⊗ xs ⊗ cv)(eu′ ⊗ xs′ ⊗ cv′) = eu(xs ⊗ cv).eu′τ(s, v; s
′, v′)⊗ xsxs′ ⊗ cvcv′
= η(uq(s, s′))χ(2uvν(s)α(s′) + u2ν(s)β(s)α(s′))δu,u′ν(s−1)eu ⊗ xss′ ⊗ cvv′
But this is precisely the formula for the product of two of the basis elements
buv(s) = eu⊗xs⊗cv in B. This implies the assertion, since the cocycle condition
is equivalent to the associativity of the crossed product, which follows from the
associativity of B. ✷
We note that the above module structure can also be written in the form
(s, u).ev := es.v, using the module structure RG defined in Paragraph 3.3.
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5.5 We now turn to another construction, namely the second construction
from [78], Sec. 3, resp. [79], Sec. 4. This construction, which generalizes the
construction of deformed enveloping algebras, yields a Hopf algebra structure on
the vector space B := A⊗H⊗A∗. This construction does not apply to arbitrary
Yetter-Drinfel’d Hopf algebras, but only to those that satisfy the following main
assumption on A (cf. [79], Subsec. 4.1), namely the requirement that we have
(a(1) → a′)⊗ a(2) = a′(2) ⊗ (a′(1) → a)
for all a, a′ ∈ A. To satisfy this main assumption, we impose from now on the
condition that we have
χ(uα(s)β(t)) = χ(uβ(s)α(t))
for all s, t ∈ G and all u ∈ R, as already noted in Paragraph 5.1. This condition
then assures that the main assumption is satisfied, because we have for a =
eu ⊗ xs and a
′ = ev ⊗ xt that:
(a(1) → a′)⊗ a(2) = (cuβ(s) → (ev ⊗ xt))⊗ (eu ⊗ xs)
= χ(uβ(s)vα(t))2(ev ⊗ xt)⊗ (eu ⊗ xs)
whereas:
a′(2) ⊗ (a′(1) → a) = (ev ⊗ xt)⊗ (cvβ(t) → (eu ⊗ xs))
= χ(vβ(t)uα(s))2(ev ⊗ xt)⊗ (eu ⊗ xs)
Since we have allowed arbitrary permutations among the arguments of χ (cf.
Paragraph 3.3), both expressions are equal.
5.6 We have explained in Paragraph 1.2 that the dual of a finite-dimensional
left Yetter-Drinfel’d Hopf algebra is a right Yetter-Drinfel’d Hopf algebra. Here
we use a modified dual instead. First, we observe that the vector space A∗ :=
K[R]⊗KG may be considered as the dual of A with respect to the nondegenerate
bilinear form:
〈eu ⊗ xs, cv ⊗ dt〉A = δuvδst
Therefore, A∗ is a right Yetter-Drinfel’d Hopf algebra over H by Paragraph 1.2.
However, we want to consider a different right Yetter-Drinfel’d Hopf algebra
structure on A∗, namely the coopposite structure in the categorical sense: In-
stead of ∆A∗ , we use σ
−1
A∗,A∗ ◦∆A∗ as a comultiplication; instead of δA∗ , we use
(idA∗ ⊗SH) ◦ δA∗ as a coaction; and instead of SA∗ , we use S
−1
A∗ as an antipode.
With these structures, A∗ becomes again a right Yetter-Drinfel’d Hopf alge-
bra over H (cf. [79], Subsec. 4.4). Since we will not need the earlier structures
anymore, we will denote the new structures again by ∆A∗ , δA∗ , and SA∗ .
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With respect to the basis cu ⊗ ds of A
∗, these structure elements take the
following form:
Proposition
1. Multiplication: (cu ⊗ ds)(cv ⊗ dt) = δstcu+v ⊗ dt
2. Unit: 1A∗ =
∑
s∈G c0 ⊗ ds
3. Comultiplication: ∆A∗(cu ⊗ ds) =∑
t∈G
η(uq(t, t−1s))χ(−u2ν(t)β(t)α(t−1s))(cuν(t) ⊗ dt−1s)⊗ (cu ⊗ dt)
4. Counit: ǫA∗(cu ⊗ ds) = δs1
5. Antipode: SA∗(cu ⊗ ds) = η(−uq(s, s
−1))χ(−u2β(s)α(s))c−uν(s) ⊗ ds−1
6. Action: (cu ⊗ ds)← cv = χ(vuα(s))
2cu ⊗ ds
7. Coaction: δA∗(cu ⊗ ds) = (cu ⊗ ds)⊗ c−uβ(s)
Proof. This rests on straightforward verification. We therefore only prove the
more complicated parts concerning the comultiplication and the antipode. From
the bilinear form 〈·, ·〉A, we get as in [79], Subsec. 2.5 a nondegenerate bilinear
pairing between A⊗A and A∗⊗A∗, which we also denote by 〈·, ·〉A. If we denote
the multiplication mapping of A by µA, we have by [79], Subsec. 4.4:
〈(ev ⊗ xp)⊗ (ew ⊗ xr),∆A∗(cu ⊗ ds)〉A
= 〈µA ◦ σ
−1
A,A((ev ⊗ xp)⊗ (ew ⊗ xr)), cu ⊗ ds〉A
= χ(−wvβ(r)α(p))2〈(ew ⊗ xr)(ev ⊗ xp), cu ⊗ ds〉A
= χ(−wvβ(r)α(p))2δwν(r),vη(wq(r, p))χ(w
2ν(r)β(r)α(p))〈ew ⊗ xrp, cu ⊗ ds〉A
=
∑
t∈G
χ(−u2ν(t)β(t)α(t−1s))2η(uq(t, t−1s))χ(u2ν(t)β(t)α(t−1s))
〈(ev ⊗ xp)⊗ (ew ⊗ xr), (cuν(t) ⊗ dt−1s)⊗ (cu ⊗ dt)〉A
= 〈(ev ⊗ xp)⊗ (ew ⊗ xr),∑
t∈G
η(uq(t, t−1s))χ(−u2ν(t)β(t)α(t−1s))(cuν(t) ⊗ dt−1s)⊗ (cu ⊗ dt)〉A
Since the pairing between A⊗A and A∗⊗A∗ is nondegenerate, this establishes
the form of the comultiplication.
To establish the form of the antipode, we take the formula given above as the
definition of a linear endomorphism SA∗ of A
∗. It is then easy to verify that this
endomorphism satisfies:
〈SA(eu ⊗ xs), SA∗(cv ⊗ dt)〉A = 〈eu ⊗ xs, cv ⊗ dt〉A
This implies that we have 〈S−1A (a), b〉A = 〈a, SA∗(b)〉A for all a ∈ A and b ∈
A∗. Therefore, it follows from [79], Subsec. 4.4 that SA∗ really is the antipode
of A∗. ✷
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5.7 The adjoint action of a Hopf algebra on itself has various generalizations
for Yetter-Drinfel’d Hopf algebras, depending on how the necessary interchang-
ing of the tensor factors is accomplished and whether the antipode or its inverse
is used in the definition. As in [79], Subsec. 4.6, we here consider the left adjoint
action constructed with the inverse quasisymmetry and the inverse antipode,
which we denote by ⇁:
a ⇁ a′ := µA(µA ⊗ S
−1
A )σ
−1
A⊗A,A(∆A ⊗ idA)(a⊗ a
′)
Via the left adjoint action, A becomes a left A-module. Similarly, A∗ becomes
a right A∗-module via the right adjoint action:
b′ ↽ b := µA∗(S
−1
A∗ ⊗ µA∗)σ
−1
A∗,A∗⊗A∗(idA∗ ⊗∆A∗)(b
′ ⊗ b)
where we use the modified structures from the previous paragraph. With respect
to the bases eu ⊗ xs resp. cu ⊗ ds of A resp. A
∗, the adjoint actions take the
following form:
Proposition For u, v ∈ R and s, t ∈ G, we have:
1. (eu ⊗ xs)⇁ (ev ⊗ xt) =
δuν(s),v−vν(t)η(vν(s
−1)(q(s, t) + q(st, s−1)− ν(sts−1)q(s, s−1)))
χ(v2ν(s−2)(ν(s)β(t) + ν(t)β(st) − ν(t2)β(s))α(s))evν(s−1) ⊗ xsts−1
2. (cv ⊗ dt)↽ (cu ⊗ ds) = δs1χ(−vuν(t)β(t)α(t))
2cv ⊗ dt
Proof. Using Heyneman-Sweedler sigma notation, the left adjoint action can
also be written in the form:
a ⇁ a′ = a(2)
(2)a′(2)S−1A (SH(a(2)
(1)a′(1))→ a(1))
With Lemma 1.13, we see that the inverse of the antipode is given by the
equation:
S−1A (eu ⊗ xs) = η(uq(s, s
−1))χ(−u2β(s)α(s))e−uν(s) ⊗ xs−1
Using this lemma again, together with our assumption that χ(uα(s)β(t)) =
χ(uβ(s)α(t)), we get:
(eu ⊗ xs)⇁ (ev ⊗ xt)
=
∑
w∈R
(ew ⊗ xs)
(2)(ev ⊗ xt)
(2)
S−1A (SH((ew ⊗ xs)
(1)(ev ⊗ xt)
(1))→ (eu−w ⊗ xs))
=
∑
w∈R
(ew ⊗ xs)(ev ⊗ xt)S
−1
A (c−wβ(s)−vβ(t) → (eu−w ⊗ xs))
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=
∑
w∈R
δwν(s),vη(wq(s, t))χ(w
2ν(s)β(s)α(t))
χ(−(wβ(s) + vβ(t))(u − w)α(s))2(ew ⊗ xst)S
−1
A (eu−w ⊗ xs)
= η(vν(s−1)q(s, t))χ(v2ν(s−1)β(s)α(t))
χ(v(ν(s−1)β(s) + β(t))(vν(s−1)− u)α(s))2
(evν(s−1) ⊗ xst)S
−1
A (eu−vν(s−1) ⊗ xs)
= η(vν(s−1)q(s, t))χ(v2ν(s−1)β(s)α(t))
χ(vν(s−1)(β(s) + ν(s)β(t))(vν(s−1)− u)α(s))2
η((u− vν(s−1))q(s, s−1))χ(−(u − vν(s−1))2β(s)α(s))
(evν(s−1) ⊗ xst)(ev−uν(s) ⊗ xs−1)
= η(vν(s−1)q(s, t))χ(v2ν(s−1)β(s)α(t))
χ(vν(s−1)β(st)(vν(s−1)− u)α(s))2η((u − vν(s−1))q(s, s−1))
χ(−(u− vν(s−1))2β(s)α(s))δvν(t),v−uν(s)η(vν(s
−1)q(st, s−1))
χ(v2ν(s−2)ν(st)β(st)α(s−1))evν(s−1) ⊗ xsts−1
= δuν(s),v−vν(t)η(vν(s
−1)q(s, t))η(−vν(ts−1)q(s, s−1))η(vν(s−1)q(st, s−1))
χ(v2ν(s−1)β(t)α(s))χ(v2ν(s−1)β(st)ν(ts−1)α(s))2
χ(−v2ν(ts−1)2β(s)α(s))χ(−v2ν(s−2t)β(st)α(s))evν(s−1) ⊗ xsts−1
= δuν(s),v−vν(t)η(vν(s
−1)(q(s, t) + q(st, s−1)− ν(sts−1)q(s, s−1)))
χ(v2ν(s−2)(ν(s)β(t) + ν(t)β(st) − ν(t2)β(s))α(s))evν(s−1) ⊗ xsts−1
This proves the first statement; we now turn to the second. Using Heyneman-
Sweedler sigma notation, the right adjoint action can also be written in the
form:
b′ ↽ b = S−1A∗ (b(2) ← SH(b
′(2)b(1)
(2)))b′(1)b(1)
(1)
Again with Lemma 1.13, we see that the inverse of the antipode of A∗ is given
by the equation:
S−1A∗ (cu ⊗ ds) = η(−uq(s, s
−1))χ(u2β(s)α(s))c−uν(s) ⊗ ds−1
We therefore have:
(cv ⊗ dt)↽ (cu ⊗ ds)
=
∑
r∈G
η(uq(r, r−1s))χ(−u2ν(r)β(r)α(r−1s))
S−1A∗ ((cu ⊗ dr)← SH((cv ⊗ dt)
(2)(cuν(r) ⊗ dr−1s)
(2)))
(cv ⊗ dt)
(1)(cuν(r) ⊗ dr−1s)
(1)
=
∑
r∈G
η(uq(r, r−1s))χ(−u2ν(r)β(r)α(r−1s))
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S−1A∗ ((cu ⊗ dr)← cvβ(t)+uν(r)β(r−1s))(cv ⊗ dt)(cuν(r) ⊗ dr−1s)
=
∑
r∈G
η(uq(r, r−1s))χ(−u2ν(r)β(r)α(r−1s))
χ((vβ(t) + uν(r)β(r−1s))uα(r))2δt,r−1sS
−1
A∗ (cu ⊗ dr)(cv+uν(r) ⊗ dt)
= η(uq(st−1, t))χ(−u2ν(st−1)β(st−1)α(t))
χ((vβ(t) + uν(st−1)β(t))uα(st−1))2η(−uq(st−1, ts−1))
χ(u2β(st−1)α(st−1))(c−uν(st−1) ⊗ dts−1)(cv+uν(st−1) ⊗ dt)
= δs1η(uq(t
−1, t))χ(−u2ν(t−1)β(t−1)α(t))
χ((vβ(t) + uν(t−1)β(t))uα(t−1))2η(−uq(t−1, t))χ(u2β(t−1)α(t−1))cv ⊗ dt
= δs1χ(u
2β(t−1)α(t−1))2χ((vβ(t) − uβ(t−1))uα(t−1))2cv ⊗ dt
= δs1χ(vuβ(t)α(t
−1))2cv ⊗ dt = δs1χ(−vuν(t)β(t)α(t))
2cv ⊗ dt ✷
5.8 We now dualize the adjoint actions to get the coadjoint actions (cf. [79],
Subsec. 4.7). Of course, this dualization depends on the bilinear form that is
used. To define the right coadjoint action ↼ of A on A∗, we use the bilinear
form 〈·, ·〉A from Paragraph 5.6; i. e., we define the right coadjoint action by the
condition:
〈a′, b ↼ a〉A = 〈a ⇁ a
′, b〉A
For the dualization of the right adjoint action of A∗ on itself, we use a different
bilinear form 〈·, ·〉A∗ that is defined as:
〈·, ·〉A∗ : A⊗A
∗ → K, a⊗ b 7→ 〈S−1A (a), b〉A
This bilinear form is the convolution inverse of the bilinear form 〈·, ·〉A; i. e., we
have:
〈a(1), b(1)〉A〈a(2), b(2)〉A∗ = ǫA(a)ǫA∗(b) = 〈a(1), b(1)〉A∗〈a(2), b(2)〉A
for all a ∈ A and b ∈ A∗.
We then define the left coadjoint action ⇀ of A∗ on A by the condition:
〈b ⇀ a, b′〉A∗ = 〈a, b
′ ↽ b〉A∗
Finally, we introduce the mapping
♯ : A∗ ⊗A→ H, b⊗ a 7→ b♯a := 〈a(1), b(1)
(1)〉A∗b(1)
(2)a(2)
(1)〈a(2)
(2), b(2)〉A
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With respect to the bases eu ⊗ xs of A, resp. cu ⊗ ds of A
∗, these structure
elements take the following form:
Proposition For u, v ∈ R and s, t ∈ G, we have:
1. (cu ⊗ ds)⇀ (ev ⊗ xt) = δs1χ(vuν(t
−2)β(t)α(t))2ev ⊗ xt
2. (cv⊗dt)↼ (eu⊗xs) = δu,v−vν(t)η(v(q(s, s
−1ts)+q(ts, s−1)−ν(t)q(s, s−1)))
χ(v2(ν(s)β(s−1ts) + ν(t)β(ts) − ν(t2)β(s))α(s))2cvν(s) ⊗ ds−1ts
3. (cu ⊗ ds)♯(ev ⊗ xt) = δv0δs1c2uβ(t)
Proof. Using Lemma 1.13, we have for the left coadjoint action:
〈(cu ⊗ ds)⇀ (ev ⊗ xt), cw ⊗ dr〉A∗ = 〈ev ⊗ xt, (cw ⊗ dr)↽ (cu ⊗ ds)〉A∗
= δs1χ(−wuν(r)β(r)α(r))
2〈ev ⊗ xt, cw ⊗ dr〉A∗
= δs1χ(−wuν(r)β(r)α(r))
2η(vq(t, t−1))χ(−v2β(t)α(t))
〈e−vν(t) ⊗ xt−1 , cw ⊗ dr〉A
= δs1χ(vν(t)uν(t
−1)β(t−1)α(t−1))2η(vq(t, t−1))χ(−v2β(t)α(t))
〈e−vν(t) ⊗ xt−1 , cw ⊗ dr〉A
= δs1χ(vuβ(t
−1)α(t−1))2〈ev ⊗ xt, cw ⊗ dr〉A∗
= δs1χ(vuν(t
−2)β(t)α(t))2〈ev ⊗ xt, cw ⊗ dr〉A∗
We leave the verification of the formula for the right coadjoint action to the
reader. The third formula follows, using again Lemma 1.13, from the following
calculation:
(cu ⊗ ds)♯(ev ⊗ xt)
=
∑
w∈R,r∈G
η(uq(r, r−1s))χ(−u2ν(r)β(r)α(r−1s))
〈ev−w ⊗ xt, (cuν(r) ⊗ dr−1s)
(1)〉A∗(cuν(r) ⊗ dr−1s)
(2)(ew ⊗ xt)
(1)
〈(ew ⊗ xt)
(2), cu ⊗ dr〉A
= η(uq(t, t−1s))χ(−u2ν(t)β(t)α(t−1s))
〈ev−u ⊗ xt, cuν(t) ⊗ dt−1s〉A∗c−uν(t)β(t−1s)cuβ(t)
= η(uq(t, t−1s))χ(−u2ν(t)β(t)α(t−1s))η((v − u)q(t, t−1))χ(−(v − u)2β(t)α(t))
〈e(u−v)ν(t) ⊗ xt−1 , cuν(t) ⊗ dt−1s〉Ac−uν(t)β(t−1s)cuβ(t)
= δv0δs1c2uβ(t) ✷
5.9 The second construction described in [78], Sec. 3, resp. [79], Sec. 4, now
enables us to build a second ordinary Hopf algebra from the Yetter-Drinfel’d
Hopf algebra A considered in Paragraph 3.3. The underlying vector space of
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this Hopf algebra is A⊗H ⊗A∗; it contains the Radford biproduct A⊗H as a
kind of Borel subalgebra.
We describe the Hopf algebra arising from the second construction with respect
to the basis
zuvw(s, t) := eu ⊗ xs ⊗ cv ⊗ cw ⊗ dt
of A⊗H ⊗ A∗, where u, v, w ∈ R and s, t ∈ G. With respect to this basis, the
structure elements of A⊗H ⊗A∗ take the following form:
Proposition
1. Multiplication:
zuvw(s, t)zu′v′w′(s
′, t′) =
δu′−uν(s),w−wν(t)δts′,s′t′
η(uq(s, s′) + w(q(s′, t′) + q(s′t′, s′−1)− ν(t)q(s′, s′−1)))
χ(2uwν(sts′−2)β(s′)α(s′) + 2vuν(s)α(s′) + 2v′wν(s′)α(t′)
+ 2w2(ν(s′)β(t′) + ν(t)β(t))α(s′) + u2ν(s)β(s)α(s′))
zu,v+v′+wβ(s′)+wν(t)β(s′),wν(s′)+w′(ss
′, t′)
2. Unit: 1 =
∑
u∈R,s∈G zu00(1, s)
3. Comultiplication:
∆(zuvw(s, t)) =∑
r∈G,k∈R
η(wq(r, r−1t))χ(−w2ν(r)β(r)α(r−1t))
zu−k,v+kβ(s),wν(r)(s, r
−1t)⊗ zk,v−wν(r)β(r−1t),w(s, r)
4. Counit: ǫ(zuvw(s, t)) = δu0δt1
5. Antipode:
S(zuvw(s, t)) =
η((u − wν(ts−1))q(s, s−1)− wq(t, t−1)
+ wν(ts−1)(q(st−1, s−1) + q(s, t−1)))
χ((−u2 + 2uwν(s)− 2w2ν(t) + 2w2 + 2uwν(s−1t)− 2uwν(s−1)
+ 2w2ν(s−2t)− 2w2ν(s−2t2))β(s)α(s) + 4w2ν(s−1)β(t)α(s)
+ w2β(t)α(t) − 2(uv − vwν(s−1t) + vwν(s−1))α(s) − 2vwα(t))
z−uν(s)+wν(t)−w,wβ(t)−v−uβ(s)−wν(t)β(s−1)−wβ(s−1),−wν(ts−1)(s
−1, st−1s−1)
Proof. We first establish the form of the multiplication. We have:
(∆A ⊗ idA) ◦∆A(eu ⊗ xs) =
∑
k,l∈R
(ek ⊗ xs)⊗ (el−k ⊗ xs)⊗ (eu−l ⊗ xs)
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Similarly, we have:
(idA∗ ⊗∆A∗) ◦∆A∗(cw ⊗ dt) =∑
p,r∈G
η(w(q(r, r−1t) + q(p, p−1r)))
χ(− w2(ν(r)β(r)α(r−1t) + ν(p)β(p)α(p−1r)))
(cwν(r) ⊗ dr−1t)⊗ (cwν(p) ⊗ dp−1r)⊗ (cw ⊗ dp)
This implies:
(eu ⊗ xs ⊗ cv ⊗ cw ⊗ dt)(eu′ ⊗ xs′ ⊗ cv′ ⊗ cw′ ⊗ dt′)
=
∑
k,l∈R,p,r∈G
η(w(q(r, r−1t) + q(p, p−1r)))
χ(−w2(ν(r)β(r)α(r−1 t) + ν(p)β(p)α(p−1r)))
(eu ⊗ xs)(cv → [(cwν(r) ⊗ dr−1t)
(1) ⇀ (ek ⊗ xs′)])
⊗ cv(cwν(r) ⊗ dr−1t)
(2)[cwν(p) ⊗ dp−1r♯el−k ⊗ xs′ ](eu′−l ⊗ xs′ )
(1)cv′
⊗ ([(cw ⊗ dp)↼ (eu′−l ⊗ xs′ )
(2)]← cv′)(cw′ ⊗ dt′)
=
∑
k,l∈R,p,r∈G
η(w(q(r, r−1t) + q(p, p−1r)))
χ(−w2(ν(r)β(r)α(r−1 t) + ν(p)β(p)α(p−1r)))
δrtδu′−l,w−wν(p)δlkδrpχ(kwν(r)ν(s
′−2)β(s′)α(s′))2
η(w(q(s′, s′−1ps′) + q(ps′, s′−1)− ν(p)q(s′, s′−1)))
χ(w2(ν(s′)β(s′−1ps′) + ν(p)β(ps′)− ν(p2)β(s′))α(s′))2
(eu ⊗ xs)(cv → (ek ⊗ xs′))⊗ cvc−wν(r)β(r−1t)c2wν(p)β(s′)c(u′−l)β(s′)cv′
⊗ ((cwν(s′) ⊗ ds′−1ps′)← cv′)(cw′ ⊗ dt′)
= χ((u′ − w + wν(t))wν(t)ν(s′−2)β(s′)α(s′))2
η(w(q(s′, s′−1ts′) + q(ts′, s′−1)− ν(t)q(s′, s′−1)))
χ(w2(ν(s′)β(s′−1ts′) + ν(t)β(ts′)− ν(t2)β(s′))α(s′))2
χ((u′ − w + wν(t))vα(s′))2χ(v′wν(s′)α(s′−1ts′))2
(eu ⊗ xs)(eu′−w+wν(t) ⊗ xs′)⊗ cvc2wν(t)β(s′)c(w−wν(t))β(s′)cv′
⊗ (cwν(s′) ⊗ ds′−1ts′)(cw′ ⊗ dt′)
= δuν(s),u′−w+wν(t)δs′−1ts′,t′χ(uν(s)wν(t)ν(s
′−2)β(s′)α(s′))2
η(w(q(s′, t′) + q(s′t′, s′−1)− ν(t)q(s′, s′−1)))
χ(w2(ν(s′)β(t′) + ν(t)β(s′t′)− ν(t2)β(s′))α(s′))2
χ(vuν(s)α(s′))2χ(v′wν(s′)α(t′))2η(uq(s, s′))χ(u2ν(s)β(s)α(s′))
eu ⊗ xss′ ⊗ cv+v′+wβ(s′)+wν(t)β(s′) ⊗ cwν(s′)+w′ ⊗ dt′
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= δu′−uν(s),w−wν(t)δts′,s′t′
η(uq(s, s′) + w(q(s′, t′) + q(s′t′, s′−1)− ν(t)q(s′, s′−1)))
χ(uwν(sts′−2)β(s′)α(s′) + vuν(s)α(s′) + v′wν(s′)α(t′))2
χ(w2(ν(s′)β(t′) + ν(t)β(s′t′)− ν(t2)β(s′))α(s′))2χ(u2ν(s)β(s)α(s′))
eu ⊗ xss′ ⊗ cv+v′+wβ(s′)+wν(t)β(s′) ⊗ cwν(s′)+w′ ⊗ dt′
If s′t′ = ts′, we get from the cocycle identity that:
ν(t)β(s′t′)− ν(t2)β(s′) = ν(t)β(ts′)− ν(t2)β(s′) = ν(t)β(t)
Therefore, the second argument of χ in the above expression for the product is
equal to w2(ν(s′)β(t′) + ν(t)β(t))α(s′). This implies the form of the multiplica-
tion stated above.
The form of the comultiplication follows easily from the definition (cf. [79],
Subsec. 3.2, p. 39):
∆(eu ⊗ xs ⊗ cv ⊗ cw ⊗ dt) =
(eu ⊗ xs)(1) ⊗ (eu ⊗ xs)(2)
(1)cv ⊗ (cw ⊗ dt)(1)
(1)
⊗ (eu ⊗ xs)(2)
(2) ⊗ cv(cw ⊗ dt)(1)
(2) ⊗ (cw ⊗ dt)(2)∑
r∈G,k∈R
η(wq(r, r−1t))χ(−w2ν(r)β(r)α(r−1t))
(eu−k ⊗ xs)⊗ (ek ⊗ xs)
(1)cv ⊗ (cwν(r) ⊗ dr−1t)
(1)
⊗ (ek ⊗ xs)
(2) ⊗ cv(cwν(r) ⊗ dr−1t)
(2) ⊗ (cw ⊗ dr)∑
r∈G,k∈R
η(wq(r, r−1t))χ(−w2ν(r)β(r)α(r−1t))
(eu−k ⊗ xs ⊗ cv+kβ(s) ⊗ cwν(r) ⊗ dr−1t)
⊗ (ek ⊗ xs ⊗ cv−wν(r)β(r−1t) ⊗ cw ⊗ dr)
For the antipode, we have:
S(eu ⊗ xs ⊗ cv ⊗ cw ⊗ dt)
= (1A ⊗ 1H ⊗ SA∗((cw ⊗ dt)
(1)))(1A ⊗ SH((eu ⊗ xs)
(1)cv(cw ⊗ dt)
(2))⊗ 1A∗)
(SA((eu ⊗ xs)
(2))⊗ 1H ⊗ 1A∗)
= η(−wq(t, t−1))χ(−w2β(t)α(t))η(uq(s, s−1))χ(u2β(s)α(s))
(1A ⊗ 1H ⊗ c−wν(t) ⊗ dt−1)(1A ⊗ cwβ(t)−v−uβ(s) ⊗ 1A∗)
(e−uν(s) ⊗ xs−1 ⊗ 1H ⊗ 1A∗)
= η(uq(s, s−1)− wq(t, t−1))χ(u2β(s)α(s) − w2β(t)α(t))
χ(−uν(s)(wβ(t) − v − uβ(s))α(s−1))2
(1A ⊗ 1H ⊗ c−wν(t) ⊗ dt−1)(e−uν(s) ⊗ xs−1 ⊗ cwβ(t)−v−uβ(s) ⊗ 1A∗)
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=
∑
k∈R,r∈G
η(uq(s, s−1)− wq(t, t−1))χ(u2β(s)α(s) − w2β(t)α(t))
χ(−uν(s)(wβ(t) − v − uβ(s))α(s−1))2
(ek ⊗ x1 ⊗ c0 ⊗ c−wν(t) ⊗ dt−1)(e−uν(s) ⊗ xs−1 ⊗ cwβ(t)−v−uβ(s) ⊗ c0 ⊗ dr)
= η(uq(s, s−1)− wq(t, t−1))χ(u2β(s)α(s) − w2β(t)α(t))
χ(−uν(s)(wβ(t) − v − uβ(s))α(s−1))2
η(−wν(t)(q(s−1 , st−1s−1) + q(t−1s−1, s)− ν(t−1)q(s−1, s)))
χ(wν(t)(uν(s) − wν(t) + w)ν(t−1s2)β(s−1)α(s−1)
− (wβ(t) − v − uβ(s))wν(t)ν(s−1)α(st−1s−1))2
χ(w2ν(t)2(ν(s−1)β(st−1s−1) + ν(t−1)β(t−1s−1)− ν(t−2)β(s−1))α(s−1))2
e−uν(s)+wν(t)−w ⊗ xs−1 ⊗ cwβ(t)−v−uβ(s)−wν(t)β(s−1)−wβ(s−1) ⊗
c−wν(t)ν(s−1) ⊗ dst−1s−1
To simplify this expression, we treat the arguments of χ and η separately. As
already pointed out in Paragraph 3.3, χ vanishes by assumption on the two-
sided ideal I generated by the additive commutators uv − vu and the elements
of the form β(s)α(t) − β(t)α(s), for u, v ∈ R and s, t ∈ G. Therefore, denoting
congruence modulo I by ≡, we can rewrite the argument of χ as follows:
u2β(s)α(s) − w2β(t)α(t) − 2uν(s)(wβ(t) − v − uβ(s))α(s−1)
+ 2wν(t)(uν(s) − wν(t) + w)ν(t−1s2)β(s−1)α(s−1)
− 2(wβ(t) − v − uβ(s))wν(t)ν(s−1)α(st−1s−1)
+ 2w2ν(t)2(ν(s−1)β(st−1s−1) + ν(t−1)β(t−1s−1)− ν(t−2)β(s−1))α(s−1)
≡ u2β(s)α(s) − w2β(t)α(t) + 2u(wβ(t)− v − uβ(s))α(s)
+ 2w(uν(s) − wν(t) + w)β(s)α(s) − 2(wβ(t) − v − uβ(s))wν(s−1t)α(s)
− 2(wβ(t) − v − uβ(s))wν(t)α(t−1) + 2(wβ(t)− v − uβ(s))wν(s−1)α(s)
+ 2(w2ν(s−2t)− w2ν(s−2t2))β(s)α(s) + 2(w2ν(s−1) + w2ν(s−1t))β(t)α(s)
≡ (−u2 + 2uwν(s)− 2w2ν(t) + 2w2 + 2uwν(s−1t)− 2uwν(s−1)
+ 2w2ν(s−2t)− 2w2ν(s−2t2))β(s)α(s)
+ 4w2ν(s−1)β(t)α(s) + w2β(t)α(t) − 2(uv − vwν(s−1t) + vwν(s−1))α(s)
− 2vwα(t)
Here we have used the equality
α(sts−1) ≡ α(s) + ν(s)α(t) − ν(t)α(s)
which follows easily from the definition of a 1-cocycle and Lemma 1.13, and,
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based on this equality, the expansion
2w2ν(t)2(ν(s−1)β(st−1s−1) + ν(t−1)β(t−1s−1)− ν(t−2)β(s−1))α(s−1)
≡ 2(w2ν(s−2t)− w2ν(s−2t2))β(s)α(s) + 2(w2ν(s−1) + w2ν(s−1t))β(t)α(s)
for the last summand in the first expression above.
To simplify the argument of η, we first note that we have from the definition of
a normalized 2-cocycle that:
q(s−1, st−1s−1) + q(t−1s−1, s) = ν(s−1)q(st−1s−1, s) + q(s−1, st−1)
= ν(s−1)q(st−1s−1, s)− ν(s−1)q(st−1, s−1s) + q(s−1, st−1)− q(s−1s, t−1)
= ν(s−1)ν(st−1)q(s−1, s)− ν(s−1)q(st−1, s−1) + q(s−1, s)− ν(s−1)q(s, t−1)
= ν(t−1)q(s−1, s) + q(s−1, s)− ν(s−1)q(st−1, s−1)− ν(s−1)q(s, t−1)
Therefore, the argument of η in the above expression is given by the formula:
uq(s, s−1)− wq(t, t−1)
− wν(t)(q(s−1, st−1s−1) + q(t−1s−1, s)− ν(t−1)q(s−1, s))
= uq(s, s−1)− wq(t, t−1)
− wν(t)(q(s−1, s)− ν(s−1)q(st−1, s−1)− ν(s−1)q(s, t−1))
= (u − wν(ts−1))q(s, s−1)− wq(t, t−1) + wν(ts−1)(q(st−1, s−1) + q(s, t−1))
This implies the asserted form of the antipode.
The formulas for the unit and the counit follow immediately from their respec-
tive definition. ✷
The reader is invited to check directly that the above structures make A⊗H⊗A∗
into a Hopf algebra, which is not entirely obvious.
5.10 We now want to determine when the above Hopf algebra is semisimple.
As in Paragraph 5.3, we approach this problem by explicitly exhibiting an inte-
gral.
Proposition 1
1. Λ :=
∑
s∈G,u,v∈R z0uv(s, 1) is a two-sided integral in A⊗H ⊗A
∗.
2. A ⊗ H ⊗ A∗ is semisimple if and only if the characteristic of K neither
divides the cardinality of R nor the cardinality of G.
Proof. We have seen in Proposition 5.3.1 that ΛA :=
∑
s∈G e0 ⊗ xs is a two-
sided integral of A that is invariant and coinvariant. The integral character
therefore coincides with the counit, and the integral group element coincides
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with the unit (cf. [81], Prop. 2.10, p. 15). Since, as an algebra, A∗ is the or-
dinary tensor product of a group ring and a dual group ring, it is easy to see
that ΛA∗ :=
∑
v∈R cv ⊗ d1 is a two-sided integral of A
∗, which is, as a con-
sequence of Lemma 1.13, also invariant and coinvariant. If ΛH :=
∑
u∈R cu
denotes the integral of the group ring H , we have by [81], Thm. 5.4, p. 62
that Λ = ΛA ⊗ ΛH ⊗ ΛA∗ is a two-sided integral of A ⊗H ⊗ A
∗. Since ǫ(Λ) =
card(G) card(R)2, the second assertion follows from Maschke’s theorem for or-
dinary Hopf algebras (cf. [57], Thm. 2.2.1, p. 20). ✷
We now turn to the question of cosemisimplicity. In general, we obtain a left
integral λ on the Hopf algebraA⊗H⊗A∗ emerging from the second construction
by the formula:
λ(a⊗ h⊗ b) = λA(a)λH(gAh)λB(b)
where λA ∈ A
∗, λH ∈ H
∗, and λB ∈ B
∗ are left integrals and gA ∈ H is the
integral group element of A. A right integral ρ on A ⊗H ⊗ A∗ is given by the
formula:
ρ(a⊗ h⊗ b) = ρA(a)ρH(hg
−1
A )ρB(b)
where ρA ∈ A
∗, ρH ∈ H
∗, and ρB ∈ B
∗ are right integrals. In our situation,
this yields the following:
Proposition 2
1. The linear form λ : A⊗H ⊗A∗ → K determined by
λ(zuvw(s, t)) = δs1δv0δw0
is a two-sided integral on A⊗H ⊗A∗.
2. A⊗H ⊗A∗ is cosemisimple if and only if the characteristic of K neither
divides the cardinality of R nor the cardinality of G.
Proof. We have seen in Proposition 5.3.2 that the linear form λA : A → K
determined by
λA(eu ⊗ xs) = δs1
is a two-sided integral of A∗. If ΛA :=
∑
s∈G e0 ⊗ xs denotes the two-sided
integral of A obtained in Proposition 5.3.1, we know from [81], Lem. 5.4, p. 61
that the linear form
λA∗ : A
∗ → K, b 7→ 〈ΛA, b〉B
is a two-sided integral on A∗. Since the antipode fixes ΛA, it is easy to see that
we have:
λA∗(cu ⊗ ds) = δu0
As already noted in the proof of Proposition 1, the integral group element gA is
equal to one. Using the two-sided integral
λH : H → K, cu 7→ δu0
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on the group ring H , we therefore get from the formulas above that the linear
form λ := λA ⊗ λH ⊗ λA∗ is a two-sided integral on A ⊗H ⊗ A
∗. It is obvious
that this integral satisfies:
λ(zuvw(s, t)) = δs1δv0δw0
Since λ(1) = card(G) card(R), the second assertion follows again fromMaschke’s
theorem. ✷
5.11 As we have seen in Paragraph 5.4, the Radford biproduct can also be
understood from the point of view of Hopf algebra extensions. In this paragraph,
we shall obtain a similar result for the Hopf algebra arising from the second
construction. For this, we need some preparation.
Consider the right action of G on the additive group R×R defined by:
(v, w)s := (v + 2wβ(s), wν(s))
The fact that this really is a right action follows from the cocycle condition
for β:
(v, w)st = (v + 2wβ(s) + 2wν(s)β(t), wν(s)ν(t)) = ((v, w)s)t
It is also easy to see that G acts on R × R via group automorphisms. We can
therefore form the corresponding semidirect product T := G⋉ (R×R). In this
semidirect product, the multiplication is determined by the formula:
(s, v, w)(s′, v′, w′) = (ss′, v + v′ + 2wβ(s′), wν(s′) + w′)
We denote the canonical basis elements of the group ring K[T ] by yvw(s),
where v, w ∈ R and s ∈ G.
Besides this semidirect product, we will use the dual group ring KGop of the
opposite group Gop, in which the elements are multiplied in the reverse order.
The coproduct in KGop is determined by the formula:
∆KGop (ds) =
∑
t∈G
dt−1s ⊗ dt
Of course, KGop is just the coopposite Hopf algebra (KG)cop of KG.
Proposition Define the linear mappings
ι : KR ⊗KGop → B, eu ⊗ dt 7→ zu00(1, t)
and
π : B → K[T ], zuvw(s, t) 7→ δu0δt1yvw(s)
Then ι and π are Hopf algebra homomorphisms and
KR ⊗KGop
ι
֌ B
π
։ K[T ]
is a short exact sequence of Hopf algebras.
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Proof. ι is an algebra homomorphism since we have:
zu00(1, t)zu′00(1, t
′) = δuu′δtt′zu00(1, t
′)
and since it preserves the unit. ι is a coalgebra homomorphism since we have:
∆(zu00(1, t)) =
∑
s∈G,v∈R
zu−v,0,0(1, s
−1t)⊗ zv00(1, s)
and since it preserves the counit. The assertion that π is an algebra homomor-
phism follows from:
π(zuvw(s, t)zu′v′w′(s
′, t′)) = δu0δu′0δt1δt′1yv+v′+2wβ(s′),wν(s′)+w′(ss
′)
= π(zuvw(s, t))π(zu′v′w′(s
′, t′))
To show that π is a coalgebra homomorphism, we first observe that:
(id⊗π)∆(zuvw(s, t)) = zuvw(s, t)⊗ yv−wβ(t),w(s)
Since β(1) = 0, this implies immediately that:
(π ⊗ π)∆(zuvw(s, t)) = δu0δt1yvw(s)⊗ yvw(s)
and therefore π is a coalgebra homomorphism. But the above equation also
shows that an element
b =
∑
u,v,w∈R
s,t∈G
µuvwstzuvw(s, t)
is coinvariant if and only if the coefficients µuvwst vanish for all indices with
the property (s, v − wβ(t), w) 6= (1, 0, 0). Since this property is equivalent to
(s, v, w) 6= (1, 0, 0), this means precisely that b ∈ ι(KR ⊗KGop). As explained
in Paragraph 5.4, this means that the above sequence is exact. ✷
5.12 As we have also pointed out in Paragraph 5.4, the middle term of an
exact sequence of finite-dimensional Hopf algebras is a crossed product of the
outer terms. However, in the present case the determination of the action and
the cocycle is more difficult than in the case of the Radford biproduct in Para-
graph 5.4. The reason for this is that the basis zuvw(s, t) is not a normal basis
of B in the sense that the map
KR ⊗KGop ⊗K[T ]→ B, eu ⊗ dt ⊗ yvw(s) 7→ zuvw(s, t)
is in general neither KR ⊗KGop-linear nor K[T ]-colinear, as we have, at least
in part, already seen in the proof of Proposition 5.11. Therefore, we introduce
a new basis of B, which is defined as:
z′uvw(s, t) := zu,v+wβ(s−1ts),w(s, s
−1ts)
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The product of two of these basis elements is given by the formula:
z′uvw(s, t)z
′
u′v′w′(s
′, t′) =
δu′−uν(s),w−wν(s−1ts)δs−1ts,t′
η(uq(s, s′) + w(q(s′, s′−1t′s′) + q(t′s′, s′−1)− ν(s−1ts)q(s′, s′−1)))
χ(2uwν(tss′−2)β(s′)α(s′) + 2vuν(s)α(s′) + 2wβ(s−1ts)uν(s)α(s′)
+ 2v′wν(s′)α(s′−1t′s′) + 2ww′ν(s′)β(s′−1t′s′)α(s′−1t′s′)
+ 2w2(ν(s′)β(s′−1t′s′) + ν(s−1ts)β(s−1ts))α(s′) + u2ν(s)β(s)α(s′))
zu,v+v′+wβ(s−1ts)+w′β(s′−1t′s′)+wβ(s′)+wν(s−1ts)β(s′),wν(s′)+w′(ss
′, s′−1t′s′)
We want to rewrite this formula slightly. First, since
β(t) + β(s) + ν(t)β(s)− ν(s)β(s−1ts)
= β(s) + β(ts)− ν(s)β(s−1)− β(ts) = 2β(s)
by Lemma 1.13, we have for t′ = s−1ts:
zu,v+v′+wβ(s−1ts)+w′β(s′−1t′s′)+wβ(s′)+wν(s−1ts)β(s′),wν(s′)+w′(ss
′, s′−1t′s′)
= zu,v+v′+wβ(t′)+w′β(s′−1t′s′)+wβ(s′)+wν(t′)β(s′),wν(s′)+w′(ss
′, s′−1t′s′)
= z′u,v+v′+wβ(t′)+wβ(s′)+wν(t′)β(s′)−wν(s′)β(s′−1t′s′),wν(s′)+w′(ss
′, st′s−1)
= z′u,v+v′+2wβ(s′),wν(s′)+w′(ss
′, t)
We also have:
q(s, s−1ts) + q(ts, s−1)− ν(t)q(s, s−1)
= q(s, s−1ts)− q(ss−1, ts) + q(ts, s−1)− ν(t)q(s, s−1)
= q(s, s−1)− ν(s)q(s−1, ts) + q(t, ss−1)− q(t, s)
and therefore, if t′ = s−1ts, the argument of η in the above equation can be
written in the form:
uq(s, s′) + w(q(s′, s′−1t′s′) + q(t′s′, s′−1)− ν(s−1ts)q(s′, s′−1))
= uq(s, s′) + w(q(s′, s′−1)− ν(s′)q(s′−1, t′s′)− q(t′, s′))
We now turn to the argument of χ. As pointed out in Paragraph 5.9, χ vanishes
on the two-sided ideal I generated by the additive commutators uv − vu and
the elements of the form β(s)α(t) − β(t)α(s), for u, v ∈ R and s, t ∈ G. Since
we have, using Lemma 1.13, that:
β(s−1ts) = ν(s−1)(−β(s)+β(t)+ν(t)β(s)) = ν(s−1)(ν(t)−1)β(s)+ν(s−1)β(t)
we get, denoting congruence modulo I by ≡, that:
β(s−1ts)α(s−1ts) ≡ ν(s−2)(1 − 2ν(t) + ν(t2))β(s)α(s)
+ 2ν(s−2)(ν(t) − 1)β(s)α(t) + ν(s−2)β(t)α(t)
85
Applying this to the primed arguments instead and collecting terms, the above
formula can be rewritten in the form:
z′uvw(s, t)z
′
u′v′w′(s
′, t′) =
δu′−uν(s),w−wν(t′)δs−1ts,t′
η(uq(s, s′) + w(q(s′, s′−1)− ν(s′)q(s′−1, t′s′)− q(t′, s′)))
χ([2uν(tss′−2) + 2w′ν(s′−1)− 4w′ν(s′−1t′) + 2w′ν(s′−1t′2)
+ 2wν(t′)− 2w]wβ(s′)α(s′) + 2ww′ν(s′−1)β(t′)α(t′)
+ [2uν(s) + 4w′ν(s′−1t′)− 4w′ν(s′−1) + 2w + 2wν(t′)]wβ(s′)α(t′)
+ 2vuν(s)α(s′) + 2v′wν(s′)α(s′−1t′s′) + u2ν(s)β(s)α(s′))
z′u,v+v′+2wβ(s′),wν(s′)+w′(ss
′, t)
We now can determine the cocycle and the corresponding action for B explicitly.
Consider KR ⊗KGop as a T –module via:
(s, v, w).(eu ⊗ dt) := euν(s−1)−wν(s−1)+wν(ts−1) ⊗ dsts−1
We extend this action to a K[T ]–module structure by linearity. Furthermore,
we define for s, s′, t ∈ G and u, v, w, v′, w′ ∈ R:
ρut(s, v, w; s
′, v′, w′) :=
η(uq(s, s′) + w(q(s′, s′−1)− ν(s′)q(s′−1, s−1tss′)− q(s−1ts, s′)))
χ([2uν(tss′−2) + 2w′ν(s′−1)− 4w′ν(s′−1s−1ts) + 2w′ν(s′−1s−1t2s)
+ 2wν(s−1ts)− 2w]wβ(s′)α(s′) + 2ww′ν(s′−1)β(s−1ts)α(s−1ts)
+ [2uν(s) + 4w′ν(s′−1s−1ts)− 4w′ν(s′−1) + 2w + 2wν(s−1ts)]wβ(s′)α(s−1ts)
+ 2vuν(s)α(s′) + 2v′wν(s′)α(s′−1s−1tss′) + u2ν(s)β(s)α(s′))
and set:
ρ(s, v, w; s′, v′, w′) :=
∑
u∈R,t∈G
ρut(s, v, w; s
′, v′, w′)eu ⊗ dt
Proposition The map
KR ⊗KGop ⊗K[T ]→ B, eu ⊗ dt ⊗ yvw(s) 7→ z
′
uvw(s, t)
is an isomorphism between B and the crossed product of T and KR⊗KGop with
respect to the 2-cocycle ρ and the specified action. z′uvw(s, t) is a normal basis
of B in the sense that this mapping is KR ⊗ KGop-linear and K[T ]-colinear,
where B is a KR ⊗KGop-module via ι and a K[T ]-comodule via π.
86
Proof. In this crossed product, two basis elements are multiplied as follows:
(eu ⊗ dt ⊗ yvw(s))(eu′ ⊗ dt′ ⊗ yv′w′(s
′))
= (eu ⊗ dt)(yvw(s).(eu′ ⊗ dt′))ρ(s, v, w; s
′, v′, w′)⊗ yvw(s)yv′w′(s
′)
= (eu ⊗ dt)(eu′ν(s−1)−wν(s−1)+wν(t′s−1) ⊗ dst′s−1)ρut(s, v, w; s
′, v′, w′)
⊗ yv+v′+2wβ(s′),wν(s′)+w′(ss
′)
= δu′−uν(s),w−wν(t′)δs−1ts,t′
η(uq(s, s′) + w(q(s′, s′−1)− ν(s′)q(s′−1, t′s′)− q(t′, s′)))
χ([2uν(tss′−2) + 2w′ν(s′−1)− 4w′ν(s′−1t′) + 2w′ν(s′−1t′2)
+ 2wν(t′)− 2w]wβ(s′)α(s′) + 2ww′ν(s′−1)β(t′)α(t′)
+ [2uν(s) + 4w′ν(s′−1t′)− 4w′ν(s′−1) + 2w + 2wν(t′)]wβ(s′)α(t′)
+ 2vuν(s)α(s′) + 2v′wν(s′)α(s′−1t′s′) + u2ν(s)β(s)α(s′))
(eu ⊗ dt)⊗ yv+v′+2wβ(s′),wν(s′)+w′(ss
′)
Now the formula for the product of two of the basis elements z′uvw(s, t) implies
that the above map is an algebra homomorphism, which is obviously bijec-
tive. Since the cocycle condition is equivalent to the associativity of the crossed
product, this also implies that ρ is a 2-cocycle. The fact that the above map is
KR ⊗KGop-linear follows from the formula
z′u00(1, t)z
′
u′v′w′(s
′, t′) = δuu′δtt′z
′
u′v′w′(s
′, t′)
whereas the formula
(id⊗π)∆(z′uvw(s, t)) = z
′
uvw(s, t)⊗ yvw(s)
which is a consequence of the corresponding formula for zuvw(s, t) obtained in
the proof of Proposition 5.11, implies that this map is K[T ]-colinear. ✷
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6 Commutative Yetter-Drinfel’d Hopf algebras
6.1 In this section, we assume that p is a prime and that K is an algebraically
closed field whose characteristic is different from p. We can therefore choose a
primitive p-th root of unity that we denote by ζ. The group ring of the cyclic
group Zp of order p will be denoted by H := K[Zp]; the canonical basis element
of the group ring corresponding to i ∈ Zp will be denoted by ci. The group of
grouplike elements of H , which consists precisely of these canonical basis ele-
ments, will be denoted by C. A denotes a Yetter-Drinfel’d Hopf algebra over H
that is commutative and semisimple. A therefore has a unique basis that con-
sists of primitive idempotents, which is denoted by E. If γ : C → K× is the
group homomorphism that maps c1 to ζ, we introduce as in Paragraph 1.10 the
mappings
φ : V → V, v 7→ (c1 → v) ψ : V → V, v 7→ γ(v
(1))v(2)
where we extend γ to H by linearity. (Note that the symbol γ, in contrast
to ψ, will also be used for other characters below.) Since φ and ψ are algebra
automorphisms, they induce permutations of E. The Radford biproduct A⊗H
will be denoted by B.
Throughout the section, we will constantly use the convention that indices take
values between 0 and p− 1 and are reduced modulo p if they do not lie within
this range. In notation, we shall not distinguish between an integer i ∈ Z and
its equivalence class in Zp := Z/pZ.
6.2 In the commutative case considered here, the results of Section 2 yield the
following:
Proposition Suppose that V is a simple B-module.
1. V is purely unstable if and only if dimV = p. In this case, Span(κ(V )) is
a B-submodule of A that is isomorphic to V .
2. V is stable if and only if dim V = 1.
In particular, we have dimV = p or dim V = 1.
Proof. If V is purely unstable, we have dimV = p by Proposition 2.4. Then
Span(κ(V )) is an H-submodule that is simultaneously and ideal of A, and there-
fore a B-submodule of A. To see that V ∼= Span(κ(V )), we compare characters.
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Denote the character of Span(κ(V )) by χ. If e ∈ E and i ∈ Zp, i 6= 0, e ⊗ ci
induces a fixed-point free map of κ(V ) to itself, which implies χ(e ⊗ ci) = 0. If
i = 0, we have χ(e ⊗ ci) = 1. Therefore, χ coincides with the character of V ,
which was given in Proposition 2.4.
If V is stable, the restriction of V to A is still simple by Proposition 2.5, and is
therefore one-dimensional. ✷
6.3 The correspondence between simple modules and orbits afforded by Clif-
ford theory has an additional aspect that we have not considered so far: To every
simple B-module, we can associate its dual. An interesting question is which or-
bit corresponds to the dual module. We here consider the more important case
where the module is purely unstable.
Lemma Suppose that V is a purely unstable simple B-module. Then we have:
Span(κ(V ∗)) = S−1A (Span(κ(V ))).
Proof. By Proposition 6.2, we can then assume that V = Span(κ(V )). We
define V ′ := S−1A (V ). V
′ is an H-submodule of A. For v ∈ V and a ∈ A, we
have:
S−1A (a)S
−1
A (v) = S
−1
A ((a
(1) → v)a(2)) ∈ S−1A (V )
and therefore V ′ is even an ideal of A. Therefore, V ′ is a B-submodule of the
B-module A.
Now choose a nonzero right integral ρA ∈ A
∗ and define, as in Paragraph 1.9,
the bilinear form:
〈·, ·〉 : A×A→ K, (a, a′) 7→ ρA(SA(a)a
′)
Since A is a Frobenius algebra with Frobenius homomorphism ρA, this bilinear
form is nondegenerate and restricts to a nondegenerate bilinear form
〈·, ·〉 : V ′ × V → K
Now Proposition 1.9 implies that V ′ ∼= V ∗ as B-modules. Therefore, we have
Span(κ(V ∗)) = V ′ = S−1A (V ). ✷
The above lemma has the following consequence that will be important in the
sequel:
Proposition Suppose that V is a simple B-module.
1. If κ(V ) is ψ-invariant, then κ(V ∗) is ψ-invariant.
2. If κ(V ) consists of fixed points of ψ, then κ(V ∗) consists of fixed points
of ψ.
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Proof. We consider the case where V is purely unstable first. Since SA is co-
linear, it commutes with ψ, and therefore Span(κ(V )) = SA(Span(κ(V
∗))) is
ψ-invariant if and only if Span(κ(V ∗)) is ψ-invariant, which is obviously equiva-
lent to the ψ-invariance of κ(V ∗). Also, Span(κ(V )) = SA(Span(κ(V
∗))) consists
of ψ-fixed points if and only if Span(κ(V ∗)) consists of ψ-fixed points.
We now consider the case where V is stable. In this case, the character χV
of V is an algebra homomorphism to the base field, and therefore has the form
χV = η ⊗ γ for some H-linear algebra homomorphism η : A → K and some
algebra homomorphism γ : H → K. If e ∈ E is the primitive idempotent that
satisfies η(e) = 1, we have κ(V ) = {e}. If κ(V ) is ψ-invariant, e is a fixed
point of ψ, which means that η is colinear. This implies that η ⊗ ǫH commutes
with ǫA ⊗ γ. Then η
−1 := η ◦ SA is also an H-linear and colinear algebra
homomorphism to the base field, and we have
χV ∗ = SB∗(χV ) = (ǫA ⊗ γ
−1)(η−1 ⊗ ǫH) = η
−1 ⊗ γ−1
The primitive idempotent corresponding to η−1 is S−1A (e): Since e is invariant
and coinvariant, S−1A (e) is an idempotent, and we can prove as in the preceding
lemma that S−1A (e) generates a one-dimensional ideal of A, which means that
S−1A (e) is primitive. Therefore, we have κ(V
∗) = {S−1A (e)}, which is also ψ-
invariant. ✷
6.4 The possibility to consider dual modules leads to a connection between the
left and right actions of Cˆ on the set of irreducible characters of B considered in
Section 2. This fact has the surprising consequence that purely unstable orbits
are also invariant with respect to ψ:
Proposition Suppose that O is a purely unstable orbit of C in the set E of
primitive idempotents of A. Then we have: ψ(O) ⊂ O.
Proof. Consider the simple B-submodule V := Span(O) of A and denote its
character by χV . By Corollary 2.6, the character χV ∗ of the dual module V
∗
satisfies χV ∗ = χV ∗(ǫA⊗γ) for all γ ∈ Cˆ. Dualizing this, we get for the character
of V that (ǫA ⊗ γ
−1)χV = χV . Applying κ, the assertion now follows from
Proposition 2.7. ✷
6.5 In Paragraph 1.7, we have already investigated modules over the alge-
bra A⊗ˆA. Now we want to determine, in our situation, all modules over this
algebra. We shall achieve this by describing explicitly the decomposition of A⊗ˆA
into simple two-sided ideals.
Let O1, . . . , Ol denote the C-orbits in the set E of primitive idempotents. Sim-
ilarly, we denote the orbits of ψ by O′1, . . . , O
′
m. We define Vi := Span(Oi) and
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Wj := Span(O
′
j). Then Vi is an H-submodule of A andWj is an H-subcomodule
of A. It is easy to see that
A⊗ˆA =
l,m⊕
i,j=1
Vi⊗ˆWj
is a decomposition of A⊗ˆA into two-sided ideals. However, not all of these are
simple. There are four possibilities:
Proposition Suppose that O is an orbit of φ and that O′ is an orbit of ψ.
Define V := Span(O) and W := Span(O′).
1. If O = {e} and O′ = {e′} are both orbits of length one, V ⊗ˆW is a one-
dimensional two-sided ideal and e⊗ e′ is a centrally primitive idempotent
of A⊗ˆA.
2. If O = {e} is an orbit of length one, i. e., a stable orbit, and O′ =
{e′0, . . . , e
′
p−1} is an orbit of length p, i. e., a purely unstable orbit, V ⊗ˆW =⊕p−1
j=0 Ke⊗ e
′
j is a decomposition of V ⊗ˆW into simple two-sided ideals.
3. If O = {e0, . . . , ep−1} is an orbit of length p, i. e., a purely unstable orbit,
and O′ = {e′} is an orbit of length one, V ⊗ˆW =
⊕p−1
i=0 Kei ⊗ e
′ is a
decomposition of V ⊗ˆW into simple two-sided ideals.
4. If O = {e0, . . . , ep−1} and O
′ = {e′0, . . . , e
′
p−1} are both orbits of length p,
V ⊗ˆW is a simple two-sided ideal.
Proof. The first three statements are obvious. We now prove the fourth. V is
a module algebra over H , whereas W is a comodule algebra over H . For each
such pair, we can form the left smash product V ⊗W already considered in
Paragraph 1.7, where the multiplication is defined as:
(v ⊗ w)(v′ ⊗ w′) := v(w(1) → v′)⊗ w(2)w′
This is precisely the algebra structure of the ideal V ⊗ˆW in A⊗ˆA. We now
perform a discrete Fourier transform to pass to a new basis c′0, . . . , c
′
p−1 of W
defined as:
c′j :=
p−1∑
i=0
ζ−ije′i
It is easy to see that these basis elements satisfy c′ic
′
j = c
′
i+j and ψ(c
′
j) = ζ
−jc′j ,
i. e., we have:
δA(c
′
j) = cj ⊗ c
′
j
This proves that the mapping H → W, cj 7→ c
′
j is an isomorphism of comod-
ule algebras, where H is considered as a comodule algebra via the left regular
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coaction, i. e., the comodule structure whose coaction is equal to the comultipli-
cation. It is obvious that V is isomorphic, as a module algebra, to KZp , where
KZp is endowed with the module algebra structure considered in the first step
of the proof of Proposition 2.3.1. Therefore, V ⊗ˆW is isomorphic to the smash
product KZp⊗H , and thus is simple as seen in the proof of Proposition 2.3.1. ✷
This proposition has the following corollary that will be useful later on:
Corollary Suppose that V is a simple B-module of dimension p and that
e, e′ ∈ E are primitive idempotents. If e′ = ψ(e), the A-modules V ⊗ˆAe and
V ⊗ˆAe′ are isomorphic.
Proof. According to Paragraph 1.7, the modules V ⊗ˆAe and V ⊗ˆAe′ are even
A⊗ˆA-modules, and we shall prove the stronger statement that they are isomor-
phic as such. By Proposition 6.2, we can assume that V = Span(O) for some
purely unstable φ-orbit O. Denote the ψ-orbit of e by O′; it is also the ψ-orbit
of e′ and, in the relevant case where e 6= e′, it has length p. Let W := Span(O′).
By the preceding proposition, V ⊗ˆW is a simple two-sided ideal of A⊗ˆA of di-
mension p2; V ⊗ˆAe and V ⊗ˆAe′ are p-dimensional left ideals of A⊗ˆA, which are
contained in V ⊗ˆW . Since all simple modules of V ⊗ˆW are isomorphic and of
dimension p, the assertion follows. ✷
6.6 We have seen in the preceding paragraph that the product of two one-
dimensional characters η and η′ is again a one-dimensional character if η is
linear or η′ is colinear over H , but is in general not a character in other cases.
We now investigate what can be said instead.
Proposition Suppose that η : A→ K is a character that is not H-linear and
that η′ : A → K is a character that is not colinear. Then there are distinct
characters ω0, . . . , ωp−1 with the following properties:
1. If η0, . . . , ηp−1 are the conjugates of η with respect to φ
∗ and η′0, . . . , η
′
p−1
are the conjugates of η′ with respect to ψ∗, we have
ηiη
′
j ∈ Span({ω0, . . . , ωp−1})
for all i, j ∈ Zp. In particular, we have ηη
′ ∈ Span({ω0, . . . , ωp−1}).
2. {ω0, . . . , ωp−1} is invariant under φ
∗ and ψ∗.
3. If η is colinear, {ω0, . . . , ωp−1} is an orbit with respect to ψ
∗.
4. If η′ is H-linear, {ω0, . . . , ωp−1} is an orbit with respect to φ
∗.
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Proof. (1) We can enumerate η0, . . . , ηp−1 in such a way that ηi = φ
∗i(η).
Similarly, we can enumerate η′0, . . . , η
′
p−1 in such a way that η
′
j = ψ
∗j(η′).
Denote by ei resp. e
′
j the primitive idempotents in E satisfying ηi(ei) = 1
resp. η′j(e
′
j) = 1. Then O := {e0, . . . , ep−1} is an orbit with respect to φ and
O′ = {e′0, . . . , e
′
p−1} is an orbit with respect to ψ. Define V := Span(O) and
W := Span(O′). For the primitive idempotents belonging to η resp. η′, we use
the abbreviation e := e0 resp. e
′ := e′0.
Since A is commutative, the A-module V ⊗ˆAe′ can be decomposed into a direct
sum of one-dimensional A-modules. Therefore, there is a basis v0, . . . , vp−1 of V
such that
a(vk ⊗ e
′) = ωk(a)vk ⊗ e
′
for characters ω0, . . . , ωp−1. Since a(vk ⊗ e
′) = a(1)(a(2)
(1) → vk)⊗ a(2)
(2)e′, we
get by applying idV ⊗η
′:
ωk(a)vk = a(1)(a(2)
(1) → vk)η
′(a(2)
(2))
(2) Since v0, . . . , vp−1 is a basis of V , the invariant idempotent eI :=
∑p−1
k=0 ek
can be written in the form eI =
∑p−1
k=0 λkvk for some λ0, . . . , λp−1 ∈ K. We
then have:
a(1)eIη
′(a(2)) = a(1)(a(2)
(1) → eI)η
′(a(2)
(2))
=
p−1∑
k=0
λka(1)(a(2)
(1) → vk)η
′(a(2)
(2)) =
p−1∑
k=0
λkωk(a)vk
Applying ηi to this equation, we get:
(ηiη
′)(a) =
p−1∑
k=0
λkηi(vk)ωk(a)
Therefore, we have ηiη
′ ∈ Span({ω0, . . . , ωp−1}). In particular, ω0, . . . , ωp−1
must be distinct, since η0η
′, . . . , ηp−1η
′ are linearly independent.
(3) It can be verified directly that we have
(ψ ⊗ ψ)(a(v ⊗ w)) = ψ(a)(ψ(v) ⊗ ψ(w))
for a ∈ A, v ∈ V and w ∈W . Since ψ(e′0) = e
′
p−1, we get by applying ψ ⊗ ψ to
the equation a(vi ⊗ e
′
0) = ωi(a)vi ⊗ e
′
0 that:
a(ψ(vi)⊗ e
′
p−1) = ωi(ψ
−1(a))ψ(vi)⊗ e
′
p−1
According to Proposition 6.4, ψ(v0), . . . , ψ(vp−1) is again a basis of V . Since
the A-modules V ⊗Ae′0 and V ⊗Ae
′
p−1 are isomorphic by Corollary 6.5, the sets
of one-dimensional characters occurring in both modules must coincide, i. e., we
have:
{ψ−1∗(ω0), . . . , ψ
−1∗(ωp−1)} = {ω0, . . . , ωp−1}
Therefore, {ω0, . . . , ωp−1} is invariant under ψ
∗.
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(4) As for ψ, we have for φ that
(φ⊗ φ)(a(v ⊗ w)) = φ(a)(φ(v) ⊗ φ(w))
for a ∈ A, v ∈ V , and w ∈ W . By Proposition 6.4, we have that φ(e′0) = e
′
j for
some j ∈ Zp. Applying φ⊗ φ to the equation a(vi ⊗ e
′
0) = ωi(a)vi ⊗ e
′
0, we get:
a(φ(vi)⊗ e
′
j) = ωi(φ
−1(a))φ(vi)⊗ e
′
j
Since V ⊗Ae′0
∼= V ⊗Ae′j by Corollary 6.5, we get as above that {ω0, . . . , ωp−1}
is invariant under φ∗.
(5) Since {ω0, . . . , ωp−1} is invariant under ψ
∗, we have that:
ψ∗j(ηi)ψ
∗j(η′) = ψ∗j(ηiη
′) ∈ Span({ω0, . . . , ωp−1})
By Proposition 6.4, we have {ψ∗j(η0), . . . , ψ
∗j(ηp−1)} = {η0, . . . , ηp−1}. This
implies the first assertion of the proposition.
(6) Now suppose that η is colinear. If {ω0, . . . , ωp−1} is not an orbit with re-
spect to ψ∗, it consists of colinear characters. Since ηη′ ∈ Span({ω0, . . . , ωp−1}),
we have η′ ∈ Span({η−1ω0, . . . , η
−1ωp−1}). We have seen in Paragraph 1.5 that
colinear characters form a group, therefore the linear functions η−1ωk are co-
linear characters. Since distinct characters are linearly independent, we have
η′ = η−1ωk for some k ∈ {0, . . . , p− 1}. Therefore, η
′ is colinear, which contra-
dicts our assumptions.
(7) Now suppose that η′ is H-linear. If {ω0, . . . , ωp−1} is not an orbit with
respect to φ∗, it consists of H-linear characters. As in the previous step, we
get that η ∈ Span({ω0η
′−1, . . . , ωp−1η
′−1}) is a linear combination of H-linear
characters, and since we then have η = ωkη
′−1 for some k ∈ {0, . . . , p− 1}, η is
H-linear itself, which contradicts our assumptions. ✷
Corollary If all primitive idempotents are invariant or coinvariant, then all
primitive idempotents are invariant or all primitive idempotents are coinvariant.
Proof. If this is not the case, there is a primitive idempotent e that is not
invariant and a primitive idempotent e′ that is not coinvariant. By assumption,
we then have that e is coinvariant and that e′ is invariant. We denote the
characters corresponding to e resp. e′ by η resp. η′. By the preceding proposition,
we then have characters {ω0, . . . , ωp−1} satisfying ψ
∗(ωj) = ωj+1 such that
ηη′ ∈ Span(ω0, . . . , ωp−1). Since ωj is not colinear, it must be linear, i. e., we
have φ∗(ωj) = ωj and therefore φ
∗(ηη′) = ηη′. This implies:
φ∗(η)η′ = φ∗(η)φ∗(η′) = φ∗(ηη′) = ηη′
Since η′ is an invertible element by Proposition 1.5.2, we have φ∗(η) = η, which
is a contradiction. ✷
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6.7 The proposition proved in the previous paragraph has particularly strik-
ing consequences if applied to the situation where the two characters η and η′
correspond to dual B-modules:
Proposition Suppose that η : A → K is a character which is neither H-
linear nor colinear. Then there exists a character ω : A→ K with the following
properties:
1. ω : A→ K is an H-linear and colinear character of order p.
2. We have: φ∗(η) = ωη = ηωj for some j ∈ Zp.
3. If e is the primitive idempotent corresponding to η, O the orbit of e under
the action of C, and V := Span(O) the corresponding simple B-module,
the B-module V ⊗V ∗ decomposes into p2 one-dimensional modules, whose
characters are ωi ⊗ γj , for i, j = 0, . . . , p− 1 and a generator γ of Cˆ.
In particular, p divides dimA.
Proof. (1) Since V ∗ is also a simple B-module, there is a C-orbit O′ =
{e′0, . . . , e
′
p−1} such that V
∗ ∼= W := Span(O′). By Proposition 6.4, we have
that O and O′ are invariant under ψ. The fact that η is neither linear nor colin-
ear means that O contains no fixed points of φ and ψ, and therefore, according
to Proposition 6.3, O′ contains no fixed points of φ and ψ, and thus is an orbit
with respect to φ and ψ.
As in the proof of the preceding proposition, there exists a basis v0, . . . , vp−1
of V and distinct characters ω0, . . . , ωp−1 such that:
a(vi ⊗ e
′
0) = ωi(a)vi ⊗ e
′
0
(2) From the decomposition
V ⊗ V ∗ ∼= V ⊗W =
p−1⊕
i=0
V ⊗Ae′i
we see, since the A-modules V ⊗ Ae′i are all isomorphic by Corollary 6.5, that
the A-module V ⊗V ∗ decomposes into one-dimensional modules corresponding
to the characters ω0, . . . , ωp−1, each occurring with multiplicity p. By Schur’s
lemma, one of these characters must be ǫA, which is a fixed point of φ
∗ and ψ∗.
Therefore, the set {ω0, . . . , ωp−1}, which is invariant under φ
∗ and ψ∗ by Propo-
sition 6.6, cannot be an orbit of length p with respect to these maps, and there-
fore must contain only fixed points. This implies:
φ∗(ωi) = ωi ψ
∗(ωi) = ωi
for all i = 0, . . . , p−1. Therefore, the B-module V ⊗V ∗ cannot contain a purely
unstable submodule, since its restriction to A would not correspond to H-linear
characters. Therefore, V ⊗ V ∗ decomposes into stable, i. e., one-dimensional,
submodules.
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(3) We denote by χV , resp. χV ∗ , the characters of V , resp. V
∗. We then know
from Theorem 2.6 that χV ∗(ǫA⊗γ
′) = χV ∗ for all characters γ
′ of H . Therefore,
we also have (ǫA ⊗ γ
′)χV = χV . Now, for i = 0, . . . , p − 1, we can find a one-
dimensional submodule of the B-module V ⊗V ∗ whose restriction to A has the
character ωi. The character of the submodule considered as a B-module then
has the form ωi ⊗ γ
′ for some character γ′ of H . From Paragraph 1.12, we then
know that (ωi ⊗ γ
′)χV = χV , and therefore we have (ωi ⊗ ǫH)χV = χV . By
reversing the argument, we see that
{ω0, . . . , ωp−1} = {ω
′ ∈ GI(A
∗) | (ω′ ⊗ ǫH)χV = χV }
where, as in Paragraph 1.5, GI(A
∗) denotes the set of H-linear characters of A.
In particular, {ω0, . . . , ωp−1} is a subgroup of GI(A
∗) of order p. By changing
the enumeration of the characters, we can therefore assume that ωi = ω
i
1 for
i = 0, . . . , p− 1. In particular, all these characters, except ǫA, have order p. In
addition, we that see that (ωi ⊗ γ
j)χV = χV for all i, j = 0, . . . , p − 1, and
therefore all the distinct characters ωi ⊗ γ
j are contained in V ⊗ V ∗. Since a
sum of nonisomorphic simple modules is direct, we see by counting dimensions
that V ⊗ V ∗ is the direct sum of one-dimensional submodules corresponding to
the characters ωi ⊗ γ
j.
(4) We denote the characters that correspond to the idempotents in O by
η0, . . . , ηp−1, with the convention that η0 = η. From Proposition 2.4, we have
χV (a ⊗ 1H) =
∑p−1
j=0 ηj(a). Therefore, the fact that (ωi ⊗ ǫH)χV = χV implies
that
∑p−1
j=0 ωiηj =
∑p−1
j=0 ηj . Since ωiηj is again a character by Proposition 1.5.2,
this implies {ωiη0, . . . , ωiηp−1} = {η0, . . . , ηp−1}. But this means that we have
{ω0ηj , . . . , ωp−1ηj} = {η0, . . . , ηp−1}, and therefore we must have φ
∗(η) = ωiη
for some i ∈ Zp. Since η is not H-linear, we cannot have ωi = ǫA. If we define
ω := ωi, ω therefore is an H-linear and colinear character of order p satisfying
φ∗(η) = ωη.
(5) Now denote the character corresponding to e′i by η
′
i and set η
′ := η′0. By ap-
plying the results proved so far to η′ instead of η, we see that there is anH-linear
and colinear character ω′ : A→ K of order p such that φ∗(η′) = ω′η′. From the
previous paragraph, we know that η0η
′, . . . , ηp−1η
′ as well as ηη′0, . . . , ηη
′
p−1 are
linearly independent subsets of Span(ω0, ω1, . . . , ωp−1). This implies that
Span(η0η
′, . . . , ηp−1η
′) = Span(ηω′0η′, . . . , ηω′p−1η′)
and therefore Span(η0, . . . , ηp−1) = Span(ηω
′0, . . . , ηω′p−1). Therefore, we get
that φ∗(η) = ηω′j for some j ∈ {1, . . . , p− 1}.
By a similar argument, we see that
Span(η0η, . . . , ηp−1η) = Span(ηη0, . . . , ηηp−1)
and therefore Span(ηω′0η, . . . , ηω′p−1η) = Span(ηω0η, . . . , ηωp−1η). Multiply-
ing on the left and on the right by η−1, we deduce that:
Span(ω′0, . . . , ω′p−1) = Span(ω0, . . . , ωp−1)
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This implies that ω′ is a power of ω. Replacing j by a different one, we arrive
at φ∗(η) = ηωj .
(6) From Paragraph 1.2, we know that A∗ is a (right) Yetter-Drinfel’d Hopf
algebra over H . The subspace spanned by the powers of ω is obviously a Yetter-
Drinfel’d Hopf subalgebra of A∗. Since, by Proposition 1.8 and Lemma 1.2, A∗ is
free as a right module over this subalgebra, its dimension divides the dimension
of A∗. Therefore, p divides dimA. ✷
In the case where A is nontrivial, we know from Paragraph 1.11 that the action
and the coaction must be nontrivial. Therefore, it follows from Corollary 6.6
that there is an idempotent which is neither invariant nor coinvariant, i. e., a
character which is neither linear nor colinear. By the preceding proposition, this
implies that p | dimA. Therefore, we have the following corollary:
Corollary If A is a nontrivial, p divides dimA.
This corollary will be substantially sharpened by the structure theorems that
will be obtained in Paragraph 7.7 and Paragraph 7.8.
6.8 We have seen in the preceding paragraph that the action and the coac-
tion on a given nonlinear and noncolinear character is induced by some other
character of order p. We shall prove now that the action and the coaction are
induced universally by a single character of order p.
Proposition Suppose that A is nontrivial. Then there exists an H-linear and
colinear character ω : A→ K of order p such that for all characters η : A→ K
we have
φ∗(η) = ωiη = ηωk ψ∗(η) = ωjη = ηωl
for some i, j, k, l ∈ Zp.
Proof. (1) By Corollary 6.6, there exists a character η : A → K which is
neither linear nor colinear over H . By Proposition 6.7, there exists an H-linear
and colinear character ω : A → K of order p such that φ∗(η) = ωη = ηωm for
some m ∈ Zp. Now suppose that η
′ is any one-dimensional character of A. We
have to prove that a similar equation holds with η′ instead of η. For this, we
distinguish various cases.
(2) First, suppose that η′ is neither linear nor colinear over H . Since, by Propo-
sition 6.4, ψ∗(η′) = φ∗r(η′) for some r ∈ Zp, Proposition 6.7 yields that there
exists an H-linear and colinear character ω′ : A → K of order p such that
ψ∗(η′) = ω′η′ = η′ω′n for some n ∈ Zp. We then know from Proposition 6.6 that
there are characters η′′0 , . . . , η
′′
p−1 such that the elements ηω
0η′, . . . , ηωp−1η′ as
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well as the elements ηω′0η′, . . . , ηω′p−1η′ are contained in Span(η′′0 , . . . , η
′′
p−1).
Since both families consist of linear independent vectors, we have
Span(ηω0η′, . . . , ηωp−1η′) = Span(ηω′0η′, . . . , ηω′p−1η′)
which, by multiplication by η−1 and η′−1, implies that Span(ω0, . . . , ωp−1) =
Span(ω′0, . . . , ω′p−1). Therefore, ω′ is a power of ω, and the assertion follows in
this case.
(3) Now suppose that η′ is colinear, but not linear over H . Consider the charac-
ter η′′ := ηη′. Then η′′ is not colinear, because in this case, by Proposition 1.5.2,
η = η′′η′−1 would be colinear, too. We now treat separately the two cases where
η′′ is H-linear and where it is not H-linear. Suppose first that η′′ is H-linear.
We then have:
ηωmφ∗(η′) = φ∗(η)φ∗(η′) = φ∗(η′′) = η′′ = ηη′
and therefore φ∗(η′) = ω−mη′.
Now suppose that η′′ is not H-linear. Then we can apply the above result to
conclude that φ∗(η′′) = ωnη′′ for some other n ∈ Zp that is not necessarily equal
to the one above. This implies:
ωnηη′ = φ∗(η′′) = φ∗(η)φ∗(η′) = ηωmφ∗(η′)
Since ωη = ηωm, this yields:
ηωnmη′ = ηωmφ∗(η′)
and therefore φ∗(η′) = ω(n−1)mη′.
Since η′−1 is also a character which is colinear, but not linear over H , we have
φ∗(η′−1) = ωkη′−1 for some k ∈ Zp. This implies φ
∗(η′) = η′ω−k.
(4) Now suppose that η′ is linear, but not colinear over H . Consider the charac-
ter η′′ := η′η. Then η′′ is notH-linear, because in this case, by Proposition 1.5.2,
η = η′−1η′′ would be H-linear, too. We now treat separately the two cases where
η′′ is colinear and where it is not colinear. Suppose first that η′′ is colinear. If
ψ∗(η) = ωsη = ηωsm, we have
ψ∗(η′)ωsη = ψ∗(η′)ψ∗(η) = ψ∗(η′′) = η′′ = η′η
and therefore ψ∗(η′) = η′ω−s.
Now suppose that η′′ is not colinear. Then we can apply the above result to
conclude that ψ∗(η′′) = η′′ωk for some other k ∈ Zp. This implies:
η′ηωk = ψ∗(η′′) = ψ∗(η′)ψ∗(η) = ψ∗(η′)ωsη
Since ηω = ωtη, where t ∈ Zp is the multiplicative inverse of m, this yields:
η′ωktη = ψ∗(η′)ωsη
and therefore ψ∗(η′) = η′ωkt−s.
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Since η′−1 is also a character which is linear, but not colinear over H , we have
ψ∗(η′−1) = η′−1ωr for some other r ∈ Zp. This implies ψ
∗(η′) = ω−rη′.
(5) The remaining case is that η′ is linear as well as colinear over H . This is
the trivial case, since the assertion is satisfied with i, j, k, l = 0. ✷
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7 Cocommutative Yetter-Drinfel’d Hopf
algebras
7.1 In this section, we assume that p is a prime and that K is an algebraically
closed field whose characteristic is different from p. We can therefore choose a
primitive p-th root of unity that we denote by ζ. The group ring of the cyclic
group Zp of order p will be denoted by H := K[Zp]; the canonical basis element
of the group ring corresponding to i ∈ Zp will be denoted by ci. The group
of grouplike elements of H , which consists precisely of these canonical basis
elements, will be denoted by C. A denotes a nontrivial Yetter-Drinfel’d Hopf
algebra over H that is cocommutative and cosemisimple. A therefore has a
unique basis that consists of grouplike elements, which is denoted by G(A). If
γ : C → K× is the group homomorphism that maps c1 to ζ, we introduce as in
Paragraph 1.10 the mappings
φ : V → V, v 7→ (c1 → v) ψ : V → V, v 7→ γ(v
(1))v(2)
where we extend γ to H by linearity. (Note that the symbol γ, in contrast to ψ,
will also be used for other characters below.) Since φ and ψ are coalgebra auto-
morphisms, they induce permutations of G(A). The Radford biproduct A⊗H
will be denoted by B.
Throughout the section, we will constantly use the convention that indices take
values between 0 and p− 1 and are reduced modulo p if they do not lie within
this range. In notation, we shall not distinguish between an integer i ∈ Z and
its equivalence class in Zp := Z/pZ.
The aim of the section is to prove that A arises from the construction explained
in Section 3, i. e., that A is, as an algebra, a crossed product of the dual group
ring KZp and the group ring of a certain group, and as a coalgebra the ordinary
tensor product coalgebra of these spaces.
7.2 First, we dualize the results of Section 6:
Proposition There exists a grouplike element which is not invariant and not
coinvariant. Furthermore, there exists a grouplike element u of order p which is
invariant and coinvariant such that, for all grouplike elements g ∈ G(A), there
are numbers i, j, k, l ∈ Zp such that:
φ(g) = uig = guk ψ(g) = ujg = gul
In particular, p divides dimA.
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Proof. From Paragraph 1.2, we know that A∗ is a right Yetter-Drinfel’d Hopf
algebra over H , and therefore, by Lemma 1.2, we know that A∗op cop is a left
Yetter-Drinfel’d Hopf algebra over H . The existence of grouplike elements that
are not invariant and not coinvariant now follows by applying Corollary 6.6 to
A∗op cop, and the existence of u follows by applying Proposition 6.8 to A∗op cop. ✷
For the rest of this section, we fix a grouplike element u of order p that has
the properties stated in the preceding proposition. The subspace spanned by
the powers of u will be denoted by U ; it is obviously a Yetter-Drinfel’d Hopf
subalgebra.
7.3 In this paragraph, we shall construct a Yetter-Drinfel’d Hopf algebra quo-
tient of A in which the equivalence class of u is equal to the unit. Since action and
coaction are induced by u, they become trivial in this quotient, and therefore
this quotient is an ordinary Hopf algebra which is, in addition, cocommutative.
Therefore, it is isomorphic to a group ring.
We shall use the usual notation U+ := ker(ǫU ) = U ∩ ker ǫA. Observe that,
since the product of u and a grouplike element g is again a grouplike element,
G(A) can be decomposed into orbits with respect to left multiplication by u.
Proposition
1. u− 1, u2 − 1, . . . , up−1 − 1 is a basis of U+.
2. AU+ is a two-sided ideal, a two-sided coideal, an H-submodule and an
H-subcomodule of A that is invariant with respect to the antipode SA.
A/AU+ is therefore a Yetter-Drinfel’d Hopf algebra.
3. If g1, . . . , gn ∈ G(A) is a system of representatives for the orbits of
the action of u on G(A), the equivalence classes g¯1, . . . , g¯n form a ba-
sis of A/AU+ consisting of grouplike elements. Therefore, the dimension
of A/AU+ is 1p dimA.
4. Action and coaction of H on A/AU+ are trivial. A/AU+ is therefore an
ordinary cocommutative Hopf algebra, G(A/AU+) = {g¯1, . . . , g¯n} is a
group, and we have A/AU+ ∼= K[G(A/AU+)].
Proof. The first statement holds because 1, u − 1, u2 − 1, . . . , up−1 − 1 is a
basis of U . It is obvious that AU+ is a left ideal of A. We now prove that
AU+ = U+A, which implies that AU+ is also a right ideal. Since the grouplike
elements form a basis of A, this will follow if we can prove that Ug = gU for all
grouplike elements g ∈ G(A). If g is not invariant or not coinvariant, we have
by Proposition 7.2 that
φ(g) = uig = guj or ψ(g) = uig = guj
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for some nonzero elements i, j ∈ Zp, which implies the assertion. If g is invariant
and coinvariant, choose a grouplike element g′ that is neither invariant nor
coinvariant, which exists by Proposition 7.2. Since gg′ is also neither invariant
nor coinvariant, we then have
g′u = ukg′ and ugg′ = gg′ul
for some nonzero elements k, l ∈ Zp. This implies ugg
′ = guklg′ and therefore
ug = gukl.
We have ∆A(U
+) ⊂ ker(ǫU ⊗ ǫU ) = U
+ ⊗ U + U ⊗ U+. If a ∈ A and a′ ∈ U+,
we have
∆A(aa
′) = a(1)(a(2)
(1) → a′(1))⊗ a(2)
(2)a′(2)
= a(1)a
′
(1) ⊗ a(2)a
′
(2) ∈ AU
+ ⊗A+A⊗AU+
Therefore, AU+ is a two-sided coideal. Since u is invariant and coinvariant, it
is an H-submodule and an H-subcomodule. Since we have
SA(aa
′) = SA(a
(1) → a′)SA(a
(2)) = SA(a
′)SA(a) ∈ U
+A = AU+
for a′ ∈ U+, it is invariant with respect to the antipode.
To prove the third statement, observe that, since A =
⊕n
i=1 giU , we have
AU+ =
⊕n
i=1 giU
+, and therefore:
A/AU+ =
n⊕
i=1
giU/giU
+ =
n⊕
i=1
Kg¯i
Since the n orbits all consist of p elements, we have dimA = pn.
To prove the last statement, observe that, if g ∈ G(A) is an arbitrary grouplike
element, we have by Proposition 7.2 that
φ(g) = gui ψ(g) = guj
for some i, j ∈ Zp. This implies that φ(g)− g = g(u
i − 1) ∈ AU+, which means
that φ, and similarly ψ, induces the identity on A/AU+. Therefore, action and
coaction on A/AU+ are trivial. The remaining assertions are obvious. ✷
7.4 We introduce some more notation. We denote by G := G(A/AU+) the
group of grouplike elements of A/AU+. In the proof of Proposition 7.3, we have
seen that, for all g ∈ G(A), there exists j ∈ Zp such that gu = u
jg. The
number j obviously only depends on the u-orbit of g. We therefore have a map
ν : G→ Z×p such that
gu = uν(g¯)g
where Z×p = Zp\{0} denotes the multiplicative group of the finite field Zp.
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By Proposition 7.2, we have, for every grouplike element g ∈ G(A), num-
bers i, j ∈ Zp such that:
φ(g) = uig ψ(g) = ujg
Again the numbers i and j only depend on the orbit of g with respect to left
multiplication by u, since u is invariant and coinvariant. We therefore have
mappings α : G→ Zp and β : G→ Zp such that:
φ(g) = uα(g¯)g ψ(g) = uβ(g¯)g
Proposition
1. ν : G → Z×p is a group homomorphism. Therefore, Zp is a G-module via
g.i := ν(g)i.
2. α and β are 1-cocycles with respect to this module structure, i. e., we
have:
α(st) = α(s) + ν(s)α(t) β(st) = β(s) + ν(s)β(t)
for all s, t ∈ G.
Proof. For g, g′ ∈ G(A), we have:
uν(g¯g¯
′)gg′ = gg′u = guν(g¯
′)g′ = uν(g¯)ν(g¯
′)gg′
This implies that ν(g¯g¯′) = ν(g¯)ν(g¯′). Similarly, we have:
uα(g¯g¯
′)gg′ = φ(gg′) = φ(g)φ(g′) = uα(g¯)guα(g¯
′)g′
= uα(g¯)uν(g¯)α(g¯
′)gg′ = uα(g¯)+ν(g¯)α(g¯
′)gg′
which implies α(g¯g¯′) = α(g¯) + ν(g¯)α(g¯′). The proof for β is similar. ✷
As in Paragraph 3.3, we will denote Zp by GZp if it is considered as a G-module
via ν as in the preceding proposition.
7.5 The fact that A/AU+ is a quotient coalgebra of A leads to a comodule
structure ofA overA/AU+. If π : A→ A/AU+ denotes the canonical projection,
we introduce the right coaction
δG : A→ A⊗A/AU
+, a 7→ a(1) ⊗ a¯(2)
which should be distinguished from the left coaction δA that is part of the Yetter-
Drinfel’d structure. Since A/AU+ ∼= K[G] is a group ring, A becomes a G-
graded vector space, where, for a grouplike element g ∈ G(A), the homogeneous
component corresponding to g¯ ∈ G is:
Ag¯ := {a ∈ A | δG(a) = a⊗ g¯}
Now we select for every s ∈ G a representative gs ∈ G(A) that satisfies g¯s = s,
where we choose g1 = 1A. We then have G(A) = {u
jgs | j ∈ Zp, s ∈ G}.
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Proposition
1. A is a right comodule algebra with respect to A/AU+.
2. For s ∈ G, the homogeneous component As is:
As = Span(gs, ugs, u
2gs, . . . , u
p−1gs)
In particular, we have A1 = U .
3. The extension U ⊂ A is cleft over K[G] with respect to the map
K[G]→ A, s 7→ gs
4. A is a crossed product of U and K[G], with cocycle
σ : G×G→ U, (s, t) 7→ gsgtg
−1
st
with respect to the G-module structure on U determined by s.u = uν(s).
Proof. The first statement follows from the fact that A/AU+ is a trivial H-
comodule: For a, a′ ∈ A, we have:
δG(aa
′) = a(1)(a(2)
(1) → a′(1))⊗ a¯(2)
(2)a¯′(2) = a(1)a
′
(1) ⊗ a¯(2)a¯
′
(2) = δG(a)δG(a
′)
To prove the second statement, observe that, since u is homogeneous of degree 1,
we have uigs ∈ As. Since we already have:
A =
⊕
s∈G
Span(gs, ugs, . . . , u
p−1gs)
and the decomposition into homogeneous components is also direct, we must
have As = Span(gs, ugs, . . . , u
p−1gs).
The third assertion is obvious (cf. [17], p. 806, [57], Def. 7.2.1, p. 105 for the defi-
nition of cleft extensions). Cleft extensions are always crossed products (cf. [17],
Thm. 11, p. 815, [57], Thm. 7.2.2, p. 106, see also [64], Chap. 1, p. 2); the cocycle
arises from the cleaving map in the way described in the proposition, whereas
the action is determined by the condition
s.u = gsug
−1
s = u
ν(s)
since u generates U . ✷
7.6 We now introduce a new basis of A by performing an inverse discrete
Fourier transform: For i ∈ Zp and s ∈ G, we define the elements
ei(s) :=
1
p
p−1∑
j=0
ζ−ijujgs
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where ζ is the primitive p-th root of unity fixed at the beginning of the section.
Then e0(s), . . . , ep−1(s) is a basis of As. These basis elements satisfy:
uei(s) = ζ
iei(s)
We therefore see that these elements explicitly depend on the chosen represen-
tative, but only up to a root of unity: To replace gs by another representative
ukgs means to replace ei(s) by ζ
ikei(s).
The cocycle σ : G×G→ U exhibited in Proposition 7.5 now can be written in
the form
σ(s, t) =
p−1∑
i=0
σi(s, t)ei(1)
where σi(s, t) is an element of the base field. Since the cocycle is invertible,
σi(s, t) is nonzero.
We now try to describe the structure elements of A with respect to the ba-
sis ei(s). In doing so, we will find again the compatibility condition first stated
in Paragraph 3.2. The possible solutions of this compatibility condition will
heavily depend on the parity of p, as we will see in the next paragraphs.
Proposition
1. Action and coaction are, with respect to this basis, determined by:
φ(ei(s)) = ζ
iα(s)ei(s) ψ(ei(s)) = ζ
iβ(s)ei(s)
We therefore have: δA(ei(s)) = ciβ(s) ⊗ ei(s)
2. The coalgebra structure has, with respect to this basis, the following form:
∆A(ei(s)) =
p−1∑
j=0
ej(s)⊗ ei−j(s)
and ǫA(ei(s)) = δi0.
3. For all i, j ∈ Zp and s, t ∈ G, we have:
ei(s)ej(t) = δiν(s),jσi(s, t)ei(st)
4. The functions σi satisfy the compatibility condition:
σi+j(s, t) = ζ
ijν(s)β(s)α(t)σi(s, t)σj(s, t)
Proof. The form of the action and the coaction follows directly from the equa-
tions uei(s) = ζ
iei(s), φ(gs) = u
α(s)gs, and ψ(gs) = u
β(s)gs. We leave the
verification of the form of the coalgebra structure to the reader.
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The form of the multiplication is a variant of the formula for the multiplication
in a crossed product: First, observe that we have:
s.ei(1) =
1
p
p−1∑
j=0
ζ−ijujν(s) =
1
p
p−1∑
j=0
ζ−ijν(s
−1)uj = eiν(s−1)(1)
Therefore, since ei(s) = ei(1)gs, we have:
ei(s)ej(t) = ei(1)(s.ej(1))σ(s, t)gst = δiν(s),jσi(s, t)ei(st)
It remains to establish the asserted compatibility condition for the functions σi.
For this, we look at the implications of the condition:
∆A(ei(s)eiν(s)(t)) = ∆A(ei(s))∆A(eiν(s)(t))
We have:
∆A(ei(s))∆A(eiν(s)(t)) =
p−1∑
m,n=0
(em(s)⊗ ei−m(s))(enν(s)(t)⊗ e(i−n)ν(s)(t))
=
p−1∑
m,n=0
em(s)(c(i−m)β(s) → enν(s)(t))⊗ ei−m(s)e(i−n)ν(s)(t)
=
p−1∑
m,n=0
ζnν(s)(i−m)β(s)α(t)em(s)enν(s)(t)⊗ ei−m(s)e(i−n)ν(s)(t)
=
p−1∑
m,n=0
δmν(s),nν(s)ζ
n(i−m)ν(s)β(s)α(t)σm(s, t)σi−m(s, t)em(st)⊗ ei−m(st)
=
p−1∑
m=0
ζm(i−m)ν(s)β(s)α(t)σm(s, t)σi−m(s, t)em(st)⊗ ei−m(st)
On the other hand, we have:
∆A(ei(s)eiν(s)(t)) = ∆A(σi(s, t)ei(st)) =
p−1∑
m=0
σi(s, t)em(st)⊗ ei−m(st)
By comparing coefficients, we get:
σi(s, t) = ζ
m(i−m)ν(s)β(s)α(t)σm(s, t)σi−m(s, t)
By replacing i by i+m, we arrive at the assertion. ✷
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7.7 We shall now, in the case where p is odd, prove the main result, namely
that A is isomorphic to a Yetter-Drinfel’d Hopf algebra of the form consid-
ered in Paragraph 3.4. The remaining task is to determine the solutions of the
above compatibility condition. Note that, in the odd case, 2 is an invertible
element of Zp, and therefore the expression i/2 for i ∈ Zp makes sense. As in
Paragraph 3.4, we work with respect to the characters:
χ : Zp → K, i 7→ ζ
i/2 η : Zp → K, i 7→ ζ
i
Theorem Suppose that p is odd. Then there exists a normalized 2-cocycle q ∈
Z2(G,GZp) of the G-module GZp such that
fA : AG(α, β, q)→ A, ei ⊗ xs 7→ ei(s)
is an isomorphism of Yetter-Drinfel’d Hopf algebras.
Proof. We use the notation of the previous proposition. Fix s and t and define
σ˜i := ζ
−i2ν(s)β(s)α(t)/2σi(s, t). We then have from the preceding proposition:
σ˜i+j = ζ
−(i+j)2ν(s)β(s)α(t)/2σi+j(s, t)
= ζ−i
2ν(s)β(s)α(t)/2ζ−ijν(s)β(s)α(t)ζ−j
2ν(s)β(s)α(t)/2ζijν(s)β(s)α(t)σi(s, t)σj(s, t)
= σ˜iσ˜j
This means that σ˜ defines a character to the base field. Therefore, there exists
an element q(s, t) ∈ Zp, depending on s and t, such that σ˜i = ζ
iq(s,t), i. e., we
have σi(s, t) = ζ
iq(s,t)ζi
2ν(s)β(s)α(t)/2.
We now prove that the so-defined q is a normalized 2-cocycle. The cocycle
condition for σ, i. e., the equality r.σ(s, t)σ(r, st) = σ(rs, t)σ(r, s), implies for
the components that:
σiν(r)(s, t)σi(r, st) = σi(rs, t)σi(r, s)
As explained in Paragraph 3.3, we can use the isomorphism Zp ⊗Z Zp ∼= Zp to
regard the cup product β ∪ α ∈ Z2(G,Zp ⊗Z Zp) as an element of Z
2(G,Zp), if
the G-module structure on Zp is chosen correctly. We then have:
σi(s, t) = ζ
iq(s,t)ζi
2(β∪α)(s,t)/2
The above condition then reads:
ζiν(r)q(s,t)ζi
2ν(r)2(β∪α)(s,t)/2ζiq(r,st)ζi
2(β∪α)(r,st)/2
= ζiq(rs,t)ζi
2(β∪α)(rs,t)/2ζiq(r,s)ζi
2(β∪α)(r,s)/2
Since we already know that β ∪ α is a 2-cocycle, this implies:
ν(r)q(s, t) + q(r, st) = q(r, s) + q(rs, t)
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and therefore q is a cocycle. Since σ is normalized, we have σi(1, 1) = 1 for
all i ∈ Zp. From Lemma 1.13, we have β(1) = 0. Therefore, we must have
q(1, 1) = 0, which means that q is normalized.
It is obvious from the description of the structure elements of AG(α, β, q) in
Paragraph 3.4 and the description of the structure elements of A in Para-
graph 7.6 that fA is an H-linear and colinear coalgebra homomorphism. The
cocycle q is constructed in such a way that fA is also algebra homomorphism,
and therefore a morphism of Yetter-Drinfel’d bialgebras. As in Paragraph 4.2,
it is therefore a morphism of Yetter-Drinfel’d Hopf algebras. ✷
7.8 We shall now prove a similar result in the case p = 2, namely, we shall
prove in this case that A is isomorphic to a Yetter-Drinfel’d Hopf algebra of the
form constructed in Paragraph 3.5.
Suppose that ι is a primitive fourth root of unity. First, it should be observed
that, since the group of units of Z2 is trivial, we have ν(s) = 1 for all s ∈ G,
and therefore Z2 is a trivial G-module. From Paragraph 7.6, we have:
σi+j(s, t) = (−1)
ij(β∪α)(s,t)σi(s, t)σj(s, t)
Here we have, as in Paragraph 3.5, used the isomorphism Z2 ⊗Z Z2 ∼= Z2 to
regard the cup product β ∪ α ∈ Z2(G,Z2 ⊗Z Z2) as an element of Z
2(G,Z2),
i. e., we have:
β ∪ α : G×G→ Z2, (s, t) 7→ β(s)α(t)
For i = j = 0, this implies that σ0(s, t) = 1, since σi(s, t) 6= 0. For i = j = 1,
we then have:
σ1(s, t)
2 = (−1)(β∪α)(s,t)
This implies σ1(s, t) = ι
q(s,t), where q(s, t) ∈ Z4 satisfies:
q(s, t) ∈
{
{0, 2} if (β ∪ α)(s, t) = 0
{1, 3} if (β ∪ α)(s, t) = 1
This condition means precisely that πˆ ◦ q = β ∪ α, where πˆ : Z4 → Z2 is the
unique surjective group homomorphism. Since σ is a normalized 2-cocycle, q is
a normalized 2-cocycle, too.
As described in Paragraph 3.5, the structure elements α, β, and q now can be
used to define a new Yetter-Drinfel’d Hopf algebra, which we denote by A′.
Theorem The mapping
fA : A
′ → A, ei ⊗ xs 7→ ei(s)
is an isomorphism of Yetter-Drinfel’d Hopf algebras.
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Proof. From the description of the structure elements in Paragraph 3.5, it
is clear that fA is an isomorphism of Yetter-Drinfel’d bialgebras. As in the
proof of Proposition 4.2, it is therefore an isomorphism of Yetter-Drinfel’d Hopf
algebras. ✷
7.9 We have already seen in Corollary 6.7 that p divides dimA. If A is also
commutative, this result can be sharpened:
Theorem If A is commutative, p2 divides dimA.
Proof. If A is commutative, we have uν(s)gs = gsu = ugs for all s ∈ G, and
therefore ν(s) = 1. This means that the G-module structure on Zp is trivial,
and therefore α and β are ordinary group homomorphisms from G to Zp. Since
A is nontrivial by hypothesis, α and β are nonzero by Proposition 1.11, and
are therefore surjective. This implies that the order of G is divisible by p, and
therefore the dimension of A is divisible by p2. ✷
Since we have already constructed Yetter-Drinfel’d Hopf algebras of dimen-
sion p2 with these properties in Paragraph 3.6 and Paragraph 4.6, we have the
following corollary:
Corollary For a natural number n, the following assertions are equivalent:
1. The exists a nontrivial, commutative, cocommutative, cosemisimple Yet-
ter-Drinfel’d Hopf algebra over K[Zp] that has dimension n.
2. p2 divides n.
Proof. By the above theorem, the first assertion implies the second. For the
converse, choose a nontrivial, commutative, cocommutative, cosemisimple Yet-
ter-Drinfel’d Hopf algebra A overK[Zp] of dimension p
2. Determinem satisfying
n = p2m. The group ring K[Zm] of the cyclic group of order m becomes a
Yetter-Drinfel’d Hopf algebra if endowed with the trivial module and the trivial
comodule structure. From Proposition 1.4, we know that A⊗K[Zm], endowed
with the tensor product algebra and the tensor product coalgebra structure, is
a Yetter-Drinfel’d Hopf algebra, which is nontrivial by Proposition 1.11, and
obviously is commutative, cocommutative, cosemisimple, and n-dimensional. ✷
7.10 As another application of the structure theorem, we classify the nontriv-
ial Yetter-Drinfel’d Hopf algebras of dimension p2 that are cocommutative and
cosemisimple. Recall that we are still assuming that p is a prime and that K is
an algebraically closed field whose characteristic is different from p.
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Theorem Suppose that A is a nontrivial Yetter-Drinfel’d Hopf algebra over
H = K[Zp] of dimension p
2 that is cocommutative and cosemisimple. Then A
is commutative.
1. If p is odd, there are nonzero group homomorphisms α, β ∈ Hom(Zp,Zp)
and a cocycle q ∈ Z2(Zp,Zp) such that A ∼= Ap(α, β, q).
2. If p = 2, A is isomorphic to A+ or A−.
3. In any case, there are p(p − 1) isomorphism classes of nontrivial, cocom-
mutative, cosemisimple Yetter-Drinfel’d Hopf algebras of dimension p2
over K[Zp].
Proof. We first consider the case where p is odd. Using the notation of the
previous paragraphs, we must have card(G) = p, and therefore we have that
G ∼= Zp. As already explained in Paragraph 4.6, ν must, since it is a group
homomorphism from G to Z×p , be constantly equal to one, and therefore the
G-module structure on Zp is trivial. By Theorem 7.7, A is isomorphic to some
algebra of the type Ap(α, β, q), for group homomorphisms α, β ∈ Hom(Zp,Zp)
and a normalized 2-cocycle q ∈ Z2(Zp,Zp). From Proposition 1.13.2, we see
that A is commutative. As explained in Paragraph 4.6, there are p(p − 1) iso-
morphism classes of these Yetter-Drinfel’d Hopf algebras.
In the case p = 2, we have card(G) = 2, and therefore G ∼= Z2. From Theo-
rem 7.8 and the discussion in Paragraph 3.6, we see that A is isomorphic to A+
or A−. Therefore, A is commutative. Since, by Proposition 4.9, A+ and A− are
not isomorphic, the assertions follow. ✷
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8 Semisimple Hopf algebras of dimension p3
8.1 In this section, we assume that K is an algebraically closed field of char-
acteristic zero, and that p is a prime number. B denotes a semisimple Hopf
algebra of dimension p3 over K that is neither commutative nor cocommuta-
tive. We want to prove that B is a Radford biproduct of a group ring of a group
of order p and a Yetter-Drinfel’d Hopf algebra of the form described in Section 3.
We then apply this result to give a new proof of the theorem of A. Masuoka
that, if p is odd, there are p + 1 isomorphism classes of semisimple Hopf alge-
bras of dimension p3 that are neither commutative nor commutative (cf. [50]).
In Masuoka’s approach, these Hopf algebras are not constructed via the Rad-
ford biproduct construction, but rather via the construction of Hopf algebra
extensions described by W. M. Singer, M. Feth, and I. Hofstetter (cf. [77], [19],
[23], [24]). As explained towards the end of the section, the case p = 2 can also
be treated from the point of view of the Radford biproduct construction in a
rather analogous fashion. This gives a new proof of the classification result in
dimension 8 obtained earlier by R. Williams and A. Masuoka (cf. [87], [47]).
As in the previous sections, we shall not, in notation, distinguish between an
integer i ∈ Z and its equivalence class in a quotient group Zn.
8.2 First, we determine the group G(B) of grouplike elements of B.
Proposition The group G(B) of grouplike elements of B is isomorphic to
Zp × Zp.
Proof. (1) By a result of G. I. Kac and A. Masuoka ([33], Cor. 2, p. 159, [49],
Thm. 1, p. 736), B contains a nontrivial central grouplike element g. By the
Nichols-Zoeller theorem, the order of g is a power of p; we can therefore assume
by Cauchy’s theorem (cf. [3], Chap. 2, Exerc. 3, p. 20, [25], Kap. I, Satz 7.4,
p. 34, [34], Satz 3.9, p. 41, [82], Chap. 2, § 2, p. 97) that its order is exactly p.
Denote by R the group ring spanned by the powers of g; R is then a normal
Hopf subalgebra of dimension p. By the normal basis theorem (cf. [72], Thm. 2.4,
p. 300, [57], Cor. 8.4.7, p. 142), the corresponding Hopf algebra quotient B/BR+
has dimension p2. By a theorem of A. Masuoka (cf. [49], Thm. 2, p. 736), Hopf
algebras of dimension p2 are group rings.
(2) Recall that groups of order p2 are isomorphic to Zp × Zp or Zp2 (cf. [3],
Chap. 2, Exerc. 4, p. 20, [25], Kap. I, Satz 6.10, p. 31, [34], Satz 4.3, p. 57, [82],
Chap. 1, § 3, p. 27). Assume that the quotient B/BR+ is isomorphic to the
group ring of Zp2 . If π : B → B/BR
+ denotes the corresponding projection,
111
the set of coinvariant elements with respect to this projection is precisely R:
R := {b ∈ B | (idB ⊗π)∆B(b) = b⊗ 1}
(cf. [57], Prop. 3.4.3, p. 34). By a different version of the normal basis theorem
(cf. [72], Thm. 2.2, p. 299, [57], Thm. 8.4.6, p. 141), B is, as an algebra, iso-
morphic to a crossed product of R and K[Zp2 ], and in this crossed product the
multiplication has the form:
(r ⊗ xi)(s⊗ xj) = r(xi.s)σ(i, j)⊗ xi+j
for r, s ∈ R and i, j ∈ Zp2 , where, for i ∈ Zp2 , xi denotes the corresponding
canonical basis vector of K[Zp2 ], and σ ∈ Z
2(Zp2 , U(R)) is a normalized 2-
cocycle. With respect to this isomorphism, the inclusion R ⊂ B corresponds
to the embedding R → R ⊗ K[Zp2 ], r 7→ r ⊗ 1. Therefore, the fact that R is
central in B implies that the action above is trivial. As in Proposition 1.13.2, we
can then show that σ(i, j) = σ(j, i). This implies that B is commutative. Since
this is not the case by assumption, we have ruled out the case that B/BR+ is
isomorphic to the group ring of Zp2 , and therefore it must be isomorphic to the
group ring of Zp × Zp.
(3) We have just established the existence of a surjective Hopf algebra morphism
from B to the group ring of Zp×Zp. Applying this to B
∗ and using the fact that
the group ring of Zp×Zp is self-dual (cf. Paragraph 1.10), we get a Hopf algebra
injection from this group ring to B. Therefore, G(B) contains a subgroup that
is isomorphic to Zp × Zp. By the Nichols-Zoeller theorem, the order of G(B)
divides p3, and must be strictly smaller since B is not cocommutative. Therefore,
G(B) is isomorphic to Zp × Zp. ✷
The argument used in the proof is taken from work of A. Masuoka, where it
appears in several places (cf. the proofs in [47], Prop. 2.3, p. 368, [48], Lem. 2,
p. 1933, [49], Thm. 2, p. 737). A similar argument will be used in Paragraph 9.2.
8.3 In order to invoke the methods developed so far, we have to show that B
is a Radford biproduct:
Proposition B is isomorphic to a Radford biproduct:
B ∼= A⊗H
Here H := K[Zp] is the group ring of the cyclic group of order p, and A is a
Yetter-Drinfel’d Hopf algebra over H .
Proof. As we have seen in the preceding paragraph, the dualization of the last
proposition says that there is a surjective Hopf algebra homomorphism
π : B → K[Zp × Zp]
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Restricting π to G(B), we get a group homomorphism
f : G(B)→ Zp × Zp
It is impossible that f is trivial, i. e., identically equal to the unit element,
because in this case G(B) would be contained in the set of coinvariant elements
{b ∈ B | (id⊗π)∆B(b) = b ⊗ 1}, which has dimension p by the normal basis
theorem.
The group G(B) ∼= Zp × Zp is elementary abelian, and therefore may be con-
sidered as a vector space over the field with p elements. Considered in this way,
f is a linear mapping of vector spaces. We have just seen that the kernel of f
has dimension at most one, and therefore there is a one-dimensional subspace U
that f maps isomorphically to a one-dimensional subspace of Zp × Zp. By pro-
jecting to f(U), we can construct group homomorphisms from Zp to G(B) and
from Zp × Zp to Zp such that the composite
Zp → G(B)
f
→ Zp × Zp → Zp
is the identity. Extending these group homomorphisms linearly, we can con-
struct Hopf algebra homomorphisms from K[Zp] to B and back such that the
composite
K[Zp]→ B → K[Zp]
is the identity. By the Radford projection theorem (cf. [65], Thm. 3, p. 336),
this implies the assertion. ✷
8.4 From the preceding proposition, we know that we can assume that B is a
Radford biproduct A ⊗H , and we shall do so in the following. It then follows
from many results in the literature that A is semisimple (cf. [45], Thm. 3.1,
p. 1368, [65], Prop. 3, p. 333, [20], Cor. 5.8, p. 4885, [81], Prop. 2.14, p. 22). We
now prove:
Proposition A is commutative.
Proof. Suppose that W is a simple A-module, and denote the correspond-
ing centrally primitive idempotent by e. We have to prove that dimW = 1.
By Corollary 2.3, there is a simple B-module V such that e ∈ κ(V ) (cf. Defini-
tion 2.2). By a result of S. Montgomery and S. J. Witherspoon (cf. [58], Cor. 3.6,
p. 325), V has dimension 1, p, p2, or p3. Since B cannot contain two-sided ideals
of dimension p4 resp. p6, the last two cases are impossible, and V has dimen-
sion 1 or p. Since e ∈ κ(V ), W is a submodule of the restriction of V to A, and
therefore dimV = 1 implies that dimW = 1. We therefore may assume that
the dimension of V is p.
Suppose first that V is stable (cf. Definition 2.3). We then know from Para-
graph 2.5 that there are p nonisomorphic simple B-modules whose restriction
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to A is isomorphic to W . This implies that B contains p simple two-sided ide-
als of dimension p2, whose direct sum has dimension p3 and is therefore equal
to B. This would imply that all simple B-modules have dimension p, which is
obviously not the case for the trivial module. Therefore, this case is impossi-
ble, and V must be purely unstable. Therefore, we know from Proposition 2.4
that dim V = p dimW , which means that dimW = 1. Since a semisimple al-
gebra whose simple modules are all one-dimensional is commutative, we have
established the assertion. ✷
From Paragraph 1.6, we have that B∗ ∼= A∗⊗H∗ is again a Radford biproduct.
Since B is also cosemisimple (cf. [37], Thm. 3.3, p. 276) and H = K[Zp] is
self-dual (cf. Paragraph 1.10), the above proposition therefore also yields:
Corollary A is cocommutative.
For similar reasons as above,A is also cosemisimple (cf. [65], Prop. 4, p. 335, [81],
Cor. 2.14, p. 23). If the action of H on A were trivial, it would follow directly
from the formula for the multiplication of the Radford biproduct that B were
commutative. Similarly, if the coaction were trivial, it would follow from the
comultiplication of the Radford biproduct that B were cocommutative. There-
fore, action and coaction are nontrivial, and therefore A is nontrivial by Propo-
sition 1.11.
8.5 Now suppose that p is odd and that ζ is a primitive p-th root of unity.
Nontrivial, cocommutative, cosemisimple Yetter-Drinfel’d Hopf algebras over H
of dimension p2 were classified in Theorem 7.10. We therefore know that A
appears in the list given in Paragraph 4.6. We now introduce a basis for these
algebras and describe their structure elements with respect to this basis. The
basis used here is slightly different from the basis used in Paragraph 5.2.
Definition Suppose that a, b ∈ Z×p are nonzero elements of Zp and that
q ∈ Z2(Zp,Zp) is a normalized 2-cocycle. Denote by α, resp. β, the group auto-
morphism of Zp given by multiplication by a, resp. b. In the Radford biproduct
Bp(a, b, q) := Ap(α, β, q) ⊗H , we introduce the basis
bijk := ei ⊗ cj ⊗ dk
where i, j, k ∈ Zp. Here ei denotes, as in Paragraph 2.3, the i-th primitive
idempotent in KZp , cj , and not xj , denotes the canonical basis vector of the
group ring K[Zp], as in Paragraph 1.10, and dk is the primitive idempotent
dk :=
1
p
p−1∑
l=0
ζ−klcl
obtained by an inverse discrete Fourier transform from the canonical basis vec-
tors. Under a Hopf algebra isomorphism between K[Zp] and K
Zp , d0, . . . , dp−1
would correspond to e0, . . . , ep−1 .
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With respect to this basis, the structure maps of Bp(a, b, q) take the form:
1. Multiplication: bijkblmn = δk−n,almδilζ
iq(j,m)ζabjmi
2/2bi,j+m,n
2. Unit: 1 =
∑p−1
i,k=0 bi,0,k
3. Comultiplication: ∆(bijk) =
∑p−1
l,m=0 ζ
b(i−l)jmbljm ⊗ bi−l,j,k−m
4. Counit: ǫ(bijk) = δi0δk0
5. Antipode: S(bijk) := ζ
bijkζabi
2j2/2ζiq(j,−j)b−i,−j,−k−aij
8.6 To complete the classification of semisimple Hopf algebras of dimension p3,
we have to describe which of the Hopf algebras Bp(a, b, q) are isomorphic. For
this, we must first understand the structure of Bp(a, b, q) in greater detail. We
maintain the assumptions that p is odd and that ζ is a primitive p-th root of
unity.
In the Yetter-Drinfel’d Hopf algebra Ap(α, β, q) used in the previous paragraph,
we can consider the element
u :=
p−1∑
i=0
ζiei ⊗ c0
Since
∑p−1
i=0 ζ
iei is a grouplike element of K
Zp , and since the coalgebra structure
of Ap(α, β, q) is the tensor product coalgebra structure, u is a grouplike element.
Since α(0) = β(0) = 0, u is invariant and coinvariant.
Analogously, we can define a linear form ω on Ap(α, β, q) by:
ω(ei ⊗ cj) := δi0ζ
j
From the description of the structure elements of Ap(α, β, q) given in Para-
graph 3.4, it is easy to verify that ω is an H-linear and colinear character.
Using these elements, we can define the following elements of the Radford
biproduct:
Definition
1. Define the elements gZ , gN ∈ Bp(a, b, q) as: gZ := u⊗ c0 gN := 1⊗ c1
2. Define the linear form χ ∈ Bp(a, b, q)
∗ as: χ := ω ⊗ ǫH
3. Define the linear map Ω ∈ End(Bp(a, b, q)) as:
Ω : Bp(a, b, q)→ Bp(a, b, q), b 7→ (id⊗χ)∆(b)
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With respect to the basis defined in Paragraph 8.5, these elements can be ex-
pressed in the following way:
gZ =
p−1∑
i,k=0
ζibi,0,k gN =
p−1∑
i,k=0
ζkbi,0,k χ(bijk) = δi0δk0ζ
j
Now we can characterize the basis elements bijk in terms of the elements gZ ,
gN , and χ:
Proposition
1. The element gZ is a central grouplike element.
2. The element gN is a grouplike element which is not central.
3. The element χ is a central grouplike element of Bp(a, b, q)
∗.
4. The basis element bijk satisfies
gZbijk = ζ
ibijk bijkgN = ζ
kbijk Ω(bijk) = ζ
jbijk
Every other element satisfying these equations is a scalar multiple of bijk.
Proof. gZ is grouplike since u is coinvariant, and it is central since u is in-
variant. Similarly, χ is grouplike, i. e., a character, since ω is H-linear, and it
is central since ω is colinear. gN is not central since conjugation by gN induces
the action of c1 on Ap(α, β, q), which is nontrivial. This proves the first three
assertions.
It is easy to verify that bijk in fact satisfies the equations stated in the fourth
assertion. In particular, we see that the operators ‘Left multiplication by gZ ’,
‘Right multiplication by gN ’, and Ω commute. This also follows from the fact
that Ω is an algebra homomorphism that, since χ(gZ) = ω(u) = 1 and also
χ(gN ) = ω(1) = 1, satisfies Ω(gZ)=gZχ(gZ)=gZ and Ω(gN ) = gNχ(gN) = gN .
Since the basis bijk is a basis of simultaneous eigenvectors for these operators,
the simultaneous eigenspaces cannot have a dimension greater than one. ✷
Since we know from Proposition 8.2 that Bp(a, b, q) contains p
2 grouplike ele-
ments, we see that gZ and gN generate G(Bp(a, b, q)). In addition, since not all
grouplike elements are central, the subgroup of central grouplike elements must
have order p, and is therefore generated by gZ .
8.7 We have seen in Theorem 7.10 that, up to isomorphism, there are p(p−1)
isomorphism classes of nontrivial, cocommutative, cosemisimple Yetter-Drinfel’d
Hopf algebras of dimension p2 over K[Zp]. However, two nonisomorphic Yetter-
Drinfel’d Hopf algebras may have isomorphic Radford biproducts, and this turns
out to be the case in our situation. The following lemma gives a first description
of the form of such an isomorphism:
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Lemma Suppose that a, b, a′, b′ ∈ Z×p and that q, q
′ ∈ Z2(Zp,Zp) are normal-
ized 2-cocycles. Suppose that
f : Bp(a, b, q)→ Bp(a
′, b′, q′)
is a Hopf algebra isomorphism. Then there are r, s, t ∈ Z×p , u ∈ Zp and a map
τ : Zp × Zp × Zp → K
× such that
f(bijk) = τ(i, j, k)b
′
ri,sj,tk+ui
for all i, j, k ∈ Zp. Here the basis elements in Bp(a
′, b′, q′) are denoted by b′ijk.
Proof. Denote the corresponding objects of Bp(a
′, b′, q′) by g′Z , g
′
N , χ
′, and Ω′.
g′Z must be the image of a central grouplike element in Bp(a, b, q). Therefore,
there exists r ∈ Z×p such that:
f(grZ) = g
′
Z
Similarly, g′N must be the image of a grouplike element in Bp(a, b, q) that is not
central. Therefore, there exist t ∈ Z×p and u ∈ Zp such that:
f(guZg
t
N ) = g
′
N
Of course, this u is different from the grouplike element used in Paragraph 8.6.
Since the transpose f∗ of maps central grouplikes to central grouplikes, there
exists s ∈ Z×p such that:
f∗(χ′) = χs
We therefore get that:
Ω′ ◦ f = (id⊗χ′) ◦∆ ◦ f = (id⊗χ′) ◦ (f ⊗ f) ◦∆ = f ◦ (id⊗χs) ◦∆ = f ◦ Ωs
We now have the following equations:
g′Zf(bijk) = f(g
r
Zbijk) = ζ
rif(bijk)
f(bijk)g
′
N = f(bijkg
u
Zg
t
N) = ζ
tk+uif(bijk)
Ω′(f(bijk)) = f(Ω
s(bijk)) = ζ
sjf(bijk)
By Proposition 8.6, f(bijk) must be proportional to b
′
ri,sj,tk+ui. ✷
Proposition Suppose that a, b, a′, b′ ∈ Z×p and that q, q
′ ∈ Z2(Zp,Zp) are
normalized 2-cocycles. Suppose that Bp(a, b, q) and Bp(a
′, b′, q′) are isomorphic.
Then there are r, t ∈ Z×p such that a
′ = tar , b
′ = brt , and q and rq
′ are cohomol-
ogous.
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Proof. (1) Suppose that f : Bp(a, b, q) → Bp(a
′, b′, q′) is a Hopf algebra iso-
morphism. By the preceding lemma, there are r, s, t ∈ Z×p , u ∈ Zp, and a map
τ : Zp × Zp × Zp → K
× such that f(bijk) = τ(i, j, k)b
′
ri,sj,tk+ui. We have:
∆(f(bijk)) = τ(i, j, k)
p−1∑
l,m=0
ζb
′r(i−l)sjmb′rl,sj,m ⊗ b
′
r(i−l),sj,tk+ui−m
= τ(i, j, k)
p−1∑
l,m=0
ζb
′r(i−l)sj(tm+ul)b′rl,sj,tm+ul ⊗ b
′
r(i−l),sj,t(k−m)+u(i−l)
On the other hand, we have:
(f ⊗ f)∆(bijk) =
p−1∑
l,m=0
ζb(i−l)jmτ(l, j,m)τ(i − l, j, k −m)b′rl,sj,tm+ul ⊗ b
′
r(i−l),sj,t(k−m)+u(i−l)
By comparing coefficients, we get:
τ(i, j, k)ζb
′r(i−l)sj(tm+ul) = τ(i − l, j, k −m)τ(l, j,m)ζb(i−l)jm
or, by replacing i with i+ l and k with k +m:
τ(i + l, j, k +m)ζb
′risj(tm+ul) = τ(i, j, k)τ(l, j,m)ζbijm
(2) The last equation can be rewritten in the form
τ(i, j, k)τ(l, j,m)
τ(i + l, j, k +m)
= ζ(b
′rst−b)ijmζb
′rsuijl
The left hand side of this equation remains invariant if we exchange simultane-
ously i and l as well as k and m. Therefore, we have ζ(b
′rst−b)ijm = ζ(b
′rst−b)ljk.
This yields for i = j = m = 1 and k = l = 0 that ζb
′rst−b = 1, and therefore
b = b′rst.
(3) We now argue as in the proof of Theorem 7.7. Fix j ∈ Zp. For i, k ∈ Zp, we
define:
τ˜ (i, k) := τ(i, j, k)ζb
′rsuji2/2
Note that, since p is odd, 2 is an invertible element of Zp, and therefore the
expression i/2 in the above formula makes sense. We then have:
τ˜ (i+ l, k +m) = τ(i + l, j, k +m)ζb
′rsuj(i+l)2/2
= τ(i + l, j, k +m)ζb
′rsuji2/2ζb
′rsujilζb
′rsujl2/2
= τ(i, j, k)τ(l, j,m)ζb
′rsuji2/2ζb
′rsujl2/2
= τ˜ (i, k)τ˜(l,m)
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This shows that τ˜ : Zp ×Zp → K
× is a group homomorphism. Therefore, there
exist, for every j ∈ Zp, elements v(j), w(j) ∈ Zp such that τ˜(i, k) = ζ
v(j)i+w(j)k ,
i. e.:
τ(i, j, k) = ζv(j)i+w(j)kζ−b
′rsuji2/2
(4) We have:
f(bijk)f(bilm) = ζ
v(j)i+w(j)k+v(l)i+w(l)mζ−b
′rsu(j+l)i2/2b′ri,sj,tk+uib
′
ri,sl,tm+ui
= δt(k−m),a′rislζ
i(v(j)+v(l))+w(j)k+w(l)mζ−b
′rsu(j+l)i2/2
ζriq
′(sj,sl)ζa
′b′sjsl(ri)2/2b′ri,s(j+m),tm+ui
On the other hand, we have:
f(bijkbilm) = δk−m,ailζ
iq(j,l)ζabjli
2/2f(bi,j+l,m)
= δk−m,ailζ
iq(j,l)ζabjli
2/2ζiv(j+l)+mw(j+l)ζ−b
′rsu(j+l)i2/2b′ri,s(j+m),tm+ui
Now suppose that k − m = ail. Then we have f(bijkbilm) 6= 0, and therefore
also f(bijk)f(bilm) 6= 0. This implies that t(k − m) = a
′risl. In particular, in
the case k = a,m = 0, i = l = 1, we have that at = a′rs.
(5) Inserting this result into the first calculation above, we get:
f(bijk)f(bilm)
= δk−m,ailζ
i(v(j)+v(l))+w(j)k+w(l)mζ−b
′rsu(j+l)i2/2ζriq
′(sj,sl)ζabjli
2/2
b′ri,s(j+m),tm+ui
In the case k−m = ail, a comparison with the expression for f(bijkbilm) yields:
ζiq(j,l)ζiv(j+l)+mw(j+l) = ζi(v(j)+v(l))+kw(j)+mw(l)ζirq
′(sj,sl) Therefore, if we set
k = m+ ail, we get:
iq(j, l)−irq′(sj, sl) = i(v(j)+v(l)−v(j+l))+ailw(j)+m(w(j)+w(l)−w(j+l))
for all i, j, l,m ∈ Zp. For i = 0 andm = 1, this yields w(j) + w(l)− w(j + l) = 0.
Therefore, we have w(j) = wj for some w ∈ Zp, for which we use the same
notation as for the function w. On the other hand, we get for i = 1 and m = 0
that:
q(j, l)− rq′(sj, sl) = v(j) + v(l)− v(j + l) + awjl
(6) Now define v˜(j) := v(j)− aw2 j
2. Then we have:
v˜(j) + v˜(l)− v˜(j + l) = v(j) + v(l)− v(j + l) +
aw
2
(j + l)2 −
aw
2
j2 −
aw
2
l2
= v(j) + v(l)− v(j + l) + awjl
= q(j, l)− rq′(sj, sl)
Therefore, q is cohomologous to the cocycle (j, l) 7→ rq′(sj, sl). By Proposi-
tion 1.13.2, we now have that this cocycle, and therefore q, is cohomologous
to rsq′. Now the assertion follows if we change notation and denote the prod-
uct rs by r. ✷
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8.8 In the preceding paragraph, we have obtained a necessary condition for
Bp(a, b, q) and Bp(a
′, b′, q′) to be isomorphic. However, this condition is also
sufficient. For, if there are r, t ∈ Z×p such that q and rq
′ are cohomologous,
a′ = tar , and b
′ = brt , it can be verified directly that
f : Bp(a, b, q)→ Bp(a
′, b′, q′), bijk → ζ
iv(j)b′ri,j,tk
is a Hopf algebra isomorphism, where v : Zp → Zp is a 1-cochain whose cobound-
ary is rq′ − q, i. e., we have:
rq′(j, l)− q(j, l) = v(j + l)− v(j)− v(l)
The remaining task is to determine the number of isomorphism classes among
the Bp(a, b, q). For this, the following lemma is helpful:
Lemma Suppose that p is odd. Consider the action of Z×p × Z
×
p on M :=
Z×p × Z
×
p × Zp defined by
(r, t).(a, b, q) := (
ta
r
,
b
rt
,
q
r
)
Then M can be decomposed into p+ 1 orbits with respect to this action.
Proof. We denote the same set Z×p ×Z
×
p ×Zp by N if endowed with the action:
(r, t).(a, b, q) := (t2a, rtb,
q
r
)
of Z×p × Z
×
p . It is then easy to see that
f :M → N, (a, b, q) 7→ (
a
b
,
1
b
, q)
is an equivariant bijection. It therefore suffices to count the orbits of N . It is
obvious that the isotropy group of the element (a, 1, 1) ∈ N is trivial, and any
two such element cannot belong to the same orbit. Therefore, we have found
p− 1 distinct orbits of length (p− 1)2.
Now fix an element a0 ∈ Z
×
p that is not a square. Then the elements (1, 1, 0) ∈ N
and (a0, 1, 0) ∈ N are not conjugate under the action of Z
×
p × Z
×
p . If (r, t) is
contained in the isotropy group of (a0, 1, 0), we have t
2a0 = a0 and rt = 1, i. e.,
t = ±1 and r = t. Therefore, the isotropy group of (a0, 1, 0) consists of two, the
orbit of (a0, 1, 0) of
1
2 (p − 1)
2 elements. Since the same applies to (1, 1, 0), we
have found two additional orbits of length 12 (p−1)
2. Since the combined lengths
of these orbits satisfy
(p− 1)3 + 2
(p− 1)2
2
= (p− 1)2p = card(N)
these are already all orbits, which means that we have p+ 1 orbits in total. ✷
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We summarize the obtained results in the following theorem:
Theorem Suppose that K is an algebraically closed field of characteristic zero
and that p is an odd prime.
1. Every semisimple, noncommutative, noncocommutative Hopf algebra of
dimension p3 is isomorphic to a Hopf algebra Bp(a, b, q) for some a, b ∈ Z
×
p
and a normalized 2-cocycle q ∈ Z2(Zp,Zp).
2. Bp(a, b, q) and Bp(a
′, b′, q′) are isomorphic if and only if there are r, t ∈ Z×p
such that a′ = tar , b
′ = brt , and q and rq
′ are cohomologous.
3. There are p+1 isomorphism classes of semisimple, noncommutative, non-
cocommutative Hopf algebras of dimension p3.
Proof. The first result was obtained in Paragraph 8.5. One part of the sec-
ond assertion was proved in Proposition 8.7, the other part was proved at
the beginning of this paragraph. Since we know from Proposition 1.13.2 that
H2(Zp,Zp) ∼= Zp, and since every cocycle is cohomologous to a normalized
cocycle, the third assertion follows from the preceding lemma. ✷
Those semisimple Hopf algebras of dimension p3 that are commutative or co-
commutative are described below in Paragraph 8.10.
8.9 We now consider the case p = 2. Fix a primitive fourth root of unity ι.
In Paragraph 7.10 and Paragraph 4.9, we have described completely the four-
dimensional Yetter-Drinfel’d Hopf algebras over K[Z2] that are nontrivial, co-
commutative, and cosemisimple: There are two isomorphism types that are rep-
resented by the two nonisomorphic Yetter-Drinfel’d Hopf algebras that were
denoted A+ and A−. We therefore can say that any eight-dimensional, noncom-
mutative, noncocommutative, semisimple Hopf algebra B over the algebraically
closed field K of characteristic zero is isomorphic either to the Radford biprod-
uct B+ := A+ ⊗ H or to the Radford biproduct B− := A− ⊗ H . We now
introduce a basis for these algebras and describe their structure elements with
respect to this basis:
Definition In the Hopf algebra B+ := A+ ⊗H , we introduce the basis
b+ijk := ei ⊗ cj ⊗ dk
where dk is the idempotent
dk :=
1
2
1∑
l=0
(−1)klcl
constructed in analogy to Definition 8.5. Here the indices i, j, k take the values
0 and 1. We introduce an analogous basis b−ijk in B−.
121
As in Paragraph 3.6, we define cocycles q+, q− ∈ Z
2(Z2,Z4) by:
q+(i, j) :=
{
0 if i = 0 or j = 0
1 if i = 1 and j = 1
q−(i, j) :=
{
0 if i = 0 or j = 0
3 if i = 1 and j = 1
Also as in Paragraph 3.6, we use the notation
σ±0 (i, j) := 1 σ
±
1 (i, j) := ι
q±(i,j)
With this notation, the structure maps of B± can be expressed with respect to
this basis:
1. Multiplication: b±ijkb
±
lmn = δk−n,lmδilσ
±
i (j,m)b
±
i,j+m,n
2. Unit: 1 =
∑1
i,k=0 b
±
i,0,k
3. Comultiplication: ∆(b±ijk) =
∑1
l,m=0(−1)
(i−l)jmb±ljm ⊗ b
±
i−l,j,k−m
4. Counit: ǫ(b±ijk) = δi0δk0
5. Antipode: S(bijk) = (−1)
ijkσ±i (j,−j)
−1b±
−i,−j,−k−ij
The remaining open question in our treatment of eight-dimensional semisimple
Hopf algebras is whether B+ and B− are isomorphic. We have seen in Propo-
sition 4.9 that A+ and A− are not isomorphic. Nevertheless, B+ and B− are
isomorphic:
Proposition The linear map
f : B+ → B−, b
+
ijk 7→ σ
+
1 (i, j)b
−
i,j,k+i
is a Hopf algebra isomorphism.
Proof. It is easy to verify the equations:
σ−i (j, k) = (−1)
ijkσ+i (j, k) σ
+
1 (i, j + k) = (−1)
ijkσ+1 (i, j)σ
+
1 (i, k)
Therefore, f is an algebra homomorphism:
f(b+ijkb
+
lmn) = δk−n,lmδilσ
+
i (j,m)f(b
+
i,j+m,n)
= δk−n,lmδilσ
+
i (j,m)σ
+
1 (i, j +m)b
−
i,j+m,n+i
= δk−n,lmδil(−1)
ijm(−1)ijmσ−i (j,m)σ
+
1 (i, j)σ
+
1 (i,m)b
−
i,j+m,n+i
= δk−n,lmδilσ
−
i (j,m)σ
+
1 (i, j)σ
+
1 (l,m)b
−
i,j+m,n+i
= σ+1 (i, j)σ
+
1 (l,m)b
−
i,j,k+ib
−
l,m,n+l = f(b
+
ijk)f(b
+
lmn)
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We can also deduce from these equations that f is a coalgebra homomorphism:
(f ⊗ f)∆(b+ijk) =
1∑
l,m=0
(−1)(i−l)jmσ+1 (l, j)σ
+
1 (i− l, j)b
−
l,j,m+l ⊗ b
−
i−l,j,k−m+i−l
=
1∑
l,m=0
(−1)(i−l)j(m−l)σ+1 (l, j)σ
+
1 (i− l, j)b
−
l,j,m ⊗ b
−
i−l,j,k−m+i
=
1∑
l,m=0
(−1)(i−l)jmσ+1 (i, j)b
−
ljm ⊗ b
−
i−l,j,k−m+i
= σ+1 (i, j)∆(b
−
i,j,k+i) = ∆(f(b
+
ijk))
It is easy to see that f preserves the unit and the counit, and therefore also
commutes with the antipodes (cf. [84], Lem. 4.0.4, p. 81). ✷
We therefore see that, in dimension eight, there is only one isomorphism class of
noncommutative, noncocommutative, semisimple Hopf algebras. This was first
proved by R. Williams and A. Masuoka (cf. [87], [47], Thm. 2.13, p. 371), who,
however, used comparatively different methods. The Hopf algebra itself was first
constructed by G. I. Kac and V. G. Paljutkin (cf. [31], [32]).
8.10 We have described above the semisimple Hopf algebras of dimension p3
that are neither commutative nor cocommutative. We now describe the semi-
simple Hopf algebras of dimension p3 that are commutative or cocommutative.
We maintain our assumption that the base field K is algebraically closed of
characteristic zero. In this case, finite-dimensional Hopf algebras that are com-
mutative or cocommutative are automatically semisimple; this follows, for ex-
ample, from an even more general result of R. G. Larson and D. E. Radford
(cf. [37], Cor. 2.6, p. 275). By a result of D. K. Harrison and P. Cartier (cf. [35],
Thm. 3.2, p. 354, [7], p. 102, [57], Thm. 2.3.1, p. 22), a finite-dimensional co-
commutative Hopf algebra is isomorphic to a group ring. The description of all
commutative or cocommutative Hopf algebras of dimension p3 therefore reduces
to the description of all groups of order p3. This is, of course, well known, and
here we shall only describe the results (cf. [25], Kap. I, Satz 14.10, p. 93, [34],
Kap. IV, § 1, p. 61/62, [83], Chap. 4, (4.13), p. 67); nevertheless, it is not a
totally easy task. By the structure theorem for finite abelian groups (cf. [82],
Chap. 2, Thm. 5.2, p. 145, [34], Kap. II, § 2, p. 30), the abelian groups of order p3
are:
Zp3 Zp2 × Zp Zp × Zp × Zp
The nonabelian groups of order 8 are the dihedral group D4 and the quaternion
group Q. Now suppose that p 6= 2 and that G is a nonabelian group of order p3.
It is easy to see that the center of G is of order p and that G contains a
subgroup N of order p2, which is therefore normal. Now two cases may occur:
Either G contains an element of order p2 or all nontrivial elements are of order p,
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i. e., we have N ∼= Zp2 or N ∼= Zp × Zp. In any case, we have a short exact
sequence:
N ֌ G։ Zp
The nontrivial task is to prove that this sequence is split, i. e., G is a semidirect
product in both cases. Since card(Aut(Zp2)) = p(p − 1), there is an essentially
unique automorphism of order p in the first case, which can be chosen to be
multiplication by p+1. In the second case, N is elementary abelian, and there-
fore group homomorphisms are linear maps over the field with p elements. The
automorphism in the semidirect product can be chosen in such a way that it is
described by the matrix (
1 1
0 1
)
which is of order p. This yields:
Proposition Suppose that p is an odd prime. Then the semidirect product
G1 := Zp2 ⋊ Zp
with respect to the action of Zp on Zp2 given by multiplication by p + 1, and
the semidirect product
G2 := (Zp × Zp)⋊ Zp
with respect to the action of Zp on Zp × Zp given by the matrix(
1 1
0 1
)
are, up to isomorphism, the only nonabelian groups of order p3.
We therefore have the following corollary:
Corollary Suppose that K is an algebraically closed field of characteristic
zero. Suppose that p is a prime number and that B is a semisimple Hopf algebra
of dimension p3.
1. Suppose that B is commutative and cocommutative. Then B is isomorphic
to K[Zp3 ], K[Zp2 × Zp], or K[Zp × Zp × Zp].
2. Suppose that B is cocommutative, but not commutative. Then B is iso-
morphic to K[D4] or K[Q] if p = 2, and to K[G1] or K[G2] if p 6= 2.
3. Suppose that B is commutative, but not cocommutative. Then B is iso-
morphic to KD4 or KQ if p = 2, and to KG1 or KG2 if p 6= 2, where
KG := Map(G,K) is the Hopf algebra of functions on the group G.
The reader should note that the notation G1 and G2 is interchanged in com-
parison to [50], Example 2.6, p. 796.
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9 Semisimple Hopf algebras of dimension pq
9.1 In this section, we assume that K is an algebraically closed field of char-
acteristic zero, and that p and q are two distinct prime numbers. B denotes a
semisimple Hopf algebra of dimension pq over K that is neither commutative
nor cocommutative. Note that B is then also cosemisimple (cf. [37], Thm. 3.3,
p. 276). We assume that B contains a nontrivial grouplike element g 6= 1B and
that B∗ contains a nontrivial grouplike element γ 6= ǫB. Our goal is to prove
that these assumptions are contradictory. H denotes the Hopf subalgebra of B
spanned by the powers of g. Observe that, by the Nichols-Zoeller theorem, the
orders of g and γ must divide dimB. Since B is neither commutative nor co-
commutative, these orders cannot be equal to pq, and therefore are equal to p
or q. By convention, we suppose that the order of g is p.
9.2 The first step in this investigation is similar to the first step of the previous
section in Paragraph 8.2. It does not rely on the existence of γ.
Proposition g is not central.
Proof. Assume on the contrary that g is central. Then H is a normal Hopf
subalgebra of B. The corresponding Hopf algebra quotient B/BH+ has dimen-
sion q by the normal basis theorem (cf. [72], Thm. 2.4, p. 300, [57], Cor. 8.4.7,
p. 142). By Zhu’s theorem (cf. [90], Thm. 2, p. 57), this quotient is isomorphic
to the group ring of the cyclic group of order q. By a different version of the
normal basis theorem (cf. [72], Thm. 2.2, p. 299, [57], Thm. 8.4.6, p. 141), we
can conclude that, as an algebra, B is isomorphic to a crossed product of H
and the group ring K[Zq], since the set of coinvariant elements with respect
to B/BH+ is precisely H (cf. [57], Prop. 3.4.3, p. 34). The fact that g is central
implies that the corresponding action is trivial (cf. [57], Prop. 7.2.3, p. 106).
Now we know from Proposition 1.13.2 that H2(Zq , U(H)) ∼= U(H)/U(H)
q,
where U(H) denotes the group of units of H . Since H ∼= Kp as an algebra
and since K is algebraically closed, every unit is a q-th power, and we see that
H2(Zq, U(H)) = {1}. The cocycle involved in the crossed product is therefore
trivial. This implies that B ∼= H ⊗ K[Zq] as an algebra (cf. [57], Thm. 7.3.4,
p. 113); in particular, B is commutative. This is a contradiction. ✷
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9.3 We now rule out the case that the orders of g and γ are different.
Proposition g and γ have the same order p.
Proof. (1) Suppose that the order of γ is q. By exchangingB and B∗, we could
exchange g and γ, and therefore we can assume that p < q. Since then B∗ con-
tains a grouplike element of order q, we get a Hopf algebra injectionK[Zq]→ B
∗.
Since K[Zq] is self-dual (cf. Paragraph 1.10), we get by dualization a Hopf al-
gebra surjection
π : B → K[Zq]
Then π(g) is a grouplike element whose order simultaneously divides p and q.
Therefore, we have π(g) = 1. Consider the space of coinvariant elements:
A := {b ∈ B | (idB ⊗π)∆B(b) = b⊗ 1}
By the normal basis theorem, we know that dimA = p. Since A contains g and
its powers, we see that A is precisely the vector space spanned by the powers of g,
i. e., A is isomorphic to K[Zp] as an algebra. In particular, A is commutative.
(2) By the second version of the normal basis theorem mentioned in the previous
paragraph, we know that B is isomorphic to a crossed product of A and K[Zq].
Since A is commutative and K[Zq] is cocommutative, A is not only a twisted
K[Zq]-module (cf. [57], Lem. 7.1.2, p. 101), but rather an ordinaryK[Zq]-module
algebra. As in Paragraph 6.1, Zq acts by permutations on the set E of primitive
idempotents of A. The orbits of this action have length 1 or q. Since dimA =
card(E) = p < q, orbits of length q cannot occur. Therefore, all orbits are
of length 1, which means that the action is trivial. Now the argument used
in the preceding paragraph shows that B ∼= A ⊗K[Zq] as an algebra (cf. [57],
Thm. 7.3.4, p. 113); in particular, B is commutative, which is a contradiction. ✷
9.4 Suppose that λB ∈ B
∗ is an integral that satisfies λB(1B) = 1. In con-
sistency with our conventions in Paragraph 1.12, we denote the character ring
of B by Ch(B). If e is a primitive idempotent in Ch(B), the class equation of
G. I. Kac and Y. Zhu (cf. [33], Thm. 2, p. 158, [90], Thm. 1, p. 56, [42], p. 2842)
says that dimB∗e divides dimB. Since dimB∗e cannot be equal to pq, it must
be 1, p, or q.
The left coregular representation of B induces an isomorphism
Z(B)→ Ch(B), b 7→ (b→ λB)
which restricts to a bijection between the central grouplike elements of B and
those idempotents e of Ch(B) that generate one-dimensional left ideals of B∗,
i. e., satisfy dimB∗e = 1 (cf. [71], Lem. 4.14, p. 50, [66], Prop. 6, p. 598). Note
that, by the Wedderburn structure theorem, all one-dimensional left ideals of B∗
are already two-sided ideals and contain a unique idempotent, which is central.
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Since, by Proposition 9.2, the unit element is the only central grouplike element
of B, we see that λB is the only primitive idempotent of Ch(B) that generates
a one-dimensional left ideal of B∗. Therefore, the following elementary lemma
allows us to determine the number of primitive idempotents e in Ch(B) that
satisfy dimB∗e = p resp. dimB∗e = q:
Lemma There are unique nonnegative integers np and nq such that:
1 + pnp + qnq = pq
They satisfy the inequalities 0 < np < q and 0 < nq < p.
Proof. To prove existence, let 0 ≤ np ≤ q − 1 be the unique number that
satisfies npp ≡ −1 mod q. Similarly, let 0 ≤ nq ≤ p− 1 be the unique number
that satisfies nqq ≡ −1 mod p. Since q | npp+ 1 and p | nqq + 1, we see that:
pq | (npp+ 1)(nqq + 1) = npnqpq + npp+ nqq + 1
Therefore, we have pq | npp+ nqq + 1, which means that there is an integer m
such that pqm = npp+ nqq + 1. But then we have:
pqm ≤ (q − 1)p+ (p− 1)q + 1 = 2pq − (p+ q) + 1 < 2pq
We conclude that 0 < m < 2, i. e., m = 1, and therefore pq = npp+ nqq + 1.
To prove uniqueness, observe that we obviously have npp ≡ −1 mod q and
nqq ≡ −1 mod p; in particular, np and nq are nonzero. We have npp < pq and
therefore np < q. Similarly, we have nq < p. ✷
9.5 The grouplike element γ gives rise to idempotents in the character ring
by performing an inverse discrete Fourier transform as in Paragraph 7.6. For
j = 0, . . . , p− 1, we introduce the elements:
ej :=
1
p
p−1∑
i=0
ζ−ijγi
where ζ is a primitive p-th root of unity.
Proposition
1. p divides q − 1.
2. The unique nonnegative integers np and nq satisfying 1 + pnp + qnq = pq
are np =
q−1
p and nq = p− 1.
3. For all j = 0, . . . , p− 1, we have dimB∗ej = q.
4. For j = 1, . . . , p− 1, ej is primitive in Ch(B).
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5. The idempotent e0 can be decomposed in the form:
e0 = λB +
np∑
i=1
di
where λB ∈ B
∗ is an integral satisfying λB(1B) = 1 and d1, . . . , dnp are
primitive idempotents in Ch(B) satisfying dimB∗di = p.
Proof. (1) As we have already noted several times, e0, . . . , ep−1 is a complete
system of primitive, orthogonal idempotents in the group ring K[G(B∗)], which
is spanned by the powers of γ. By the Nichols-Zoeller theorem, B∗ is free as a
right K[G(B∗)]-module, i. e., we have:
B∗ ∼= K[G(B∗)]q
This implies:
B∗ej ∼= (K[G(B
∗)]ej)
q
Since dimK[G(B∗)]ej = 1, this implies dimB
∗ej = q. This establishes the third
assertion.
(2) Since ǫB∗(e0) = 1, we have λBe0 = λB. Therefore e0 = λB + (e0 − λB) is a
nontrivial decomposition of e0 into orthogonal idempotents, which means that
e0 cannot be primitive. Suppose that
e0 − λB =
m∑
i=1
di
is a decomposition of e0 − λB into primitive idempotents of Ch(B). Then we
have:
B∗e0 = B
∗λB ⊕
m⊕
i=1
B∗di
As explained in Paragraph 9.4, we have dimB∗di = p or dimB
∗di = q. Since
we have dimB∗di < dimB
∗e0 = q, we must have dimB
∗di = p and p < q. Now
we have:
q = dimB∗e0 = 1 +
m∑
i=1
dimB∗di = 1 +mp
We therefore see that p | pm = q − 1. Since we have:
pq = 1 +
q − 1
p
p+ (p− 1)q
we must have np = m =
q−1
p and nq = p− 1. This proves the first, second, and
fifth assertion.
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(3) It remains to prove the fourth assertion. Assume on the contrary that, for
some i ∈ {1, . . . , p − 1}, ei were not primitive. Then it could be decomposed
into primitive idempotents:
ei =
n∑
j=1
e′j
This would lead to the vector space decomposition:
B∗ei =
n⊕
j=1
B∗e′j
As above, we must have dimB∗e′j = p, and therefore we have:
q = dimB∗ei =
n∑
j=1
dimB∗e′j = np
This is obviously impossible. ✷
9.6 We will prove now that the dimensions of the simple modules of B that are
not 1 are divisible by p. Recall the definition of the left adjoint representation
(cf. [57], Def. 3.4.1, p. 33):
adB : B → End(B), b 7→ adB(b)
where adB(b)(b
′) := b(1)b
′SB(b(2)). We denote its character by χA:
χA(b) = Tr(adB(b))
Lemma
1. ζ := γ(g) is a primitive p-th root of unity.
2. We have: χA(g) = p
3. If χ is the character of a simple module of dimension n > 1, we have
χ(g) = 0 and p | n.
Proof. (1) The proof of the first statement follows the proof of [47], Prop. 1.2,
p. 362: In any case, γ(g) is a p-th root of unity; we have to show that it is primi-
tive. So assume on the contrary that γ(g) = 1. As in the proof of Proposition 9.3,
we have a Hopf algebra injection K[Zp] → B
∗. Dually, we get a Hopf algebra
surjection:
π : B → KZp
We can identify KZp with Kp by mapping the basis of primitive idempotents
to the canonical basis of Kp. Under this identification, the mapping π takes the
form:
π : B → Kp, b 7→ (ǫB(b), γ(b), . . . , γ
p−1(b))
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Therefore, we have π(g) = 1. Consider the space of coinvariant elements:
A := {b ∈ B | (idB ⊗π)∆B(b) = b⊗ 1}
By the normal basis theorem, we know that dimA = q. Since A contains g, it
is a left relative K[Zp]-B-Hopf module with respect to the action of g and the
regular coaction of B. By the Nichols-Zoeller theorem, A is a freeK[Zp]-module;
in particular, p divides q, which is a contradiction.
(2) Recall from Paragraph 9.5 the definition of the idempotents e0, . . . , ep−1,
where we define ζ := γ(g). The mappings
ξj : Ch(B)→ K,χ 7→ χ(g
j)
are one-dimensional characters of the character ring that satisfy ξj(ei) = δji.
Since the idempotents e1, . . . , ep−1 are primitive by Proposition 9.5, these must
be the central idempotents of Ch(B) that generate the one-dimensional two-
sided ideals corresponding to ξ1, . . . , ξp−1.
On the other hand, we also have a different description of these idempotents.
If {χ1, . . . , χk} is the set of irreducible characters of B, we know from [80],
Prop. 3.5, p. 211 that
∑k
i=1 χi ⊗ χi¯ is a Casimir element of the Frobenius alge-
bra Ch(B), i. e., we have:
k∑
i=1
χχi ⊗ χi¯ =
k∑
i=1
χi ⊗ χi¯χ
for all χ ∈ Ch(B). This implies that we have:
k∑
i=1
χχiξj(χi¯) = ξj(χ)
k∑
i=1
χiξj(χi¯)
In particular, since χA =
∑k
i=1 χiχi¯ (cf. [80], Par. 3.3, p. 208), we have:
(
k∑
i=1
χiξj(χi¯))
2 = ξj(
k∑
i=1
χiξj(χi¯))
k∑
i=1
χiξj(χi¯) = χA(g
j)
k∑
i=1
χiξj(χi¯)
Since χA is invertible (cf. [80], Thm. 3.8, p. 215), χA(g
j) is nonzero. Therefore,
for j = 1, . . . , p−1, the element 1χA(gj)
∑k
i=1 χiξj(χi¯) is an idempotent that must
coincide with the idempotent ej. This means that we have for j = 1, . . . , p− 1:
1
χA(gj)
k∑
i=1
χiξj(χi¯) =
1
p
p−1∑
i=0
ζ−ijγi
Since the grouplike elements γi appear among all characters, we can com-
pare coefficients. We then get that χA(g
j) = p and ξj(χi) = χi(g
j) = 0 if
χi /∈ {ǫB, γ, . . . , γ
p−1}, i. e., if the degree of χi is greater than 1.
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(3) If V is a simple module of dimension greater than 1 with corresponding
character χ, we look at the eigenspaces of g:
V j := {v ∈ V | gv = ζjv}
Then we have:
p−1∑
j=0
(dimV j)ζj = χ(g) = 0
ζ is therefore a zero of the polynomial
∑p−1
j=0(dim V
j)tj ∈ Q[t], and therefore the
minimum polynomial
∑p−1
j=0 t
j of ζ divides this polynomial (cf. [28], Sec. III.1,
p. 112). Since both polynomials have the same degree, they must be equal up
to a scalar, and we get:
dimV 0 = dimV 1 = . . . = dim V p−1
Therefore, p divides dimV = p dimV 0 (cf. [2], Lem. 2.6, p. 433 for a similar
argument). ✷
9.7 We are now in a position that allows us to determine precisely the dimen-
sions of the simple modules of B.
Proposition
1. Up to isomorphism, B has p simple modules of dimension 1 corresponding
to the characters ǫB, γ, γ
2, . . . , γp−1, and q−1p simple modules of dimen-
sion p.
2. The character ring Ch(B) is commutative.
Proof. B has p one-dimensional representations. Denote the number of irre-
ducible representations that are not one-dimensional by m. Since these are of
dimension at least p, we have pq = dimB ≥ p + p2m, and equality holds if
and only if all representations are of dimension 1 or p. This implies q ≥ 1 + pm
resp. m ≤ q−1p . Therefore, we have:
dimCh(B) = p+m ≤ p+
q − 1
p
On the other hand, we know from Proposition 9.5 that a complete system of
primitive, orthogonal idempotents of the character ring contains 1 + np + nq =
1 + q−1p + p− 1 elements. Therefore, we have:
dimCh(B) ≥ p+
q − 1
p
This implies that equality holds, i. e., we have m = q−1p irreducible representa-
tions that are not one-dimensional, and all of these are of dimension p. Moreover,
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we see that the dimension of the character ring is equal to the cardinality of a
complete system of primitive, orthogonal idempotents. For a semisimple algebra
over an algebraically closed field (cf. [90], Lem. 2, p. 55, [80], Thm. 3.8, p. 215),
this is only possible if it is commutative. ✷
9.8 We have proved in Lemma 9.6 that γ(g) is a primitive p-th root of unity.
If
π : B → Kp, b 7→ (ǫB(b), γ(b), . . . , γ
p−1(b))
is the Hopf algebra homomorphism considered in the proof of that result, π(g)
is a nontrivial grouplike element of order p, and therefore the Hopf subalge-
bra π(H) is equal to Kp. Since Kp is isomorphic to H , we get by composition
with such an isomorphism a Hopf algebra map from B to H that restricts to
the identity on H . By the Radford projection theorem (cf. [65], Thm. 3, p. 336),
the map
A⊗H → B, a⊗ h 7→ ah
is an isomorphism from the Radford biproduct A⊗H to B, where the subspace
of coinvariant elements with respect to π is denoted by
A := {b ∈ B | (id⊗π)∆B(b) = b⊗ 1}
and is regarded as a Yetter-Drinfel’d Hopf algebra over H in a suitable way
(cf. [65], Eq. (3.3b), p. 337). Therefore, we shall assume from now on that B =
A⊗H is a Radford biproduct, where H = K[Zp] is the group ring of the cyclic
group of order p and A is a left Yetter-Drinfel’d Hopf algebra over H .
As in Paragraph 8.4, we have that A is semisimple. We now prove:
Proposition A is commutative.
Proof. Suppose that W is a simple A-module which is not the trivial module,
and denote the corresponding centrally primitive idempotent by e. We have to
prove that dimW = 1. By Corollary 2.3, there is a simple B-module V such
that e ∈ κ(V ). Denote the character of V by χV . By Proposition 9.7, V has
dimension 1 or p. Since e ∈ κ(V ),W is a submodule of the restriction of V to A,
and therefore dim V = 1 implies that dimW = 1. We therefore may assume that
the dimension of V is p. The B-module V ∗ ⊗ V can be decomposed into simple
modules of dimension 1 or p. If m1 is the number of one-dimensional modules
andmp is the number of p-dimensional modules occurring in this decomposition,
we have:
p2 = m1 + pmp
Since by Schur’s lemma the trivial module appears exactly once in this decom-
position, we have m1 ≥ 1, and since m1 is divisible by p, this implies that a
nontrivial one-dimensional module appears in this decomposition. As noted in
Paragraph 1.12, this means that we have χV (ǫA ⊗ γ
′) = χV for some nontrivial
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element γ′ ∈ Zˆp, i. e., the isotropy group κ
∗(V ) is nontrivial, and therefore
equal to Zˆp. This implies by Corollary 2.6 that the Zp-orbit κ(V ) that con-
tains e has length p, which means that V is purely unstable. Therefore, we have
by Proposition 2.4 that p = dimV = p dimW . This implies that dimW = 1. ✷
As in Paragraph 8.4, we have the following corollary:
Corollary A is cocommutative.
9.9 We summarize the results of this section in the following theorem:
Theorem Suppose thatK is an algebraically closed field of characteristic zero.
Suppose that p and q are distinct prime numbers. Suppose that B is a semisimple
Hopf algebra overK of dimension pq such that both B and B∗ contain nontrivial
grouplike elements, i. e, grouplike elements different from the unit. Then B is
commutative or cocommutative.
Proof. We have shown that, if this is not the case,B is isomorphic to a Radford
biproduct A⊗H , where A is a semisimple, commutative, cocommutative Yetter-
Drinfel’d Hopf algebra over H = K[Zp]. Since p
2 does not divide dimA = q,
we get from Theorem 7.9, or already from Corollary 6.7, that A is trivial. From
Proposition 1.11, we therefore see that either the action or the coaction of H
on A is trivial. Therefore, the Radford biproduct A⊗H is either as an algebra
or as a coalgebra the ordinary tensor product of A and H . This implies that B
is commutative or cocommutative, which is a contradiction. ✷
9.10 We have already explained in Paragraph 8.10 why the determination of
Hopf algebras of a given dimension that are commutative or cocommutative
reduces to the determination of finite groups of that order. However, the deter-
mination of groups of order pq is considerably simpler than the determination
of groups of order p3. Suppose that G is a group of order pq for two distinct
primes p and q, where p < q. The Sylow subgroups Gp and Gq are cyclic; the
number of q-Sylow subgroups is 1 or p, and is congruent to 1 modulo q. There-
fore, Gq is normal (cf. [34], Kap. III.3, Aufg. 4, p. 47), and G is the semidirect
product of Gp and Gq. Since Aut(Gq) is cyclic of order q− 1, Aut(Gq) does not
contain elements of order p if p does not divide q − 1, and therefore the action
determining the semidirect product is trivial in this case. If p does divide q− 1,
Aut(Gq) contains a unique subgroup of order p, and the action can be nontrivial.
A detailed analysis of the isomorphism classes arising in this latter case yields
(cf. [3], Chap. 3, Exerc. 4, p. 33, [25], Kap. I, Satz 8.10, p. 40, [34], Kap. II.3,
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Aufg. 1, p. 35, [82], Chap. 2, § 2, Example 1, p. 103):
Proposition Suppose that p and q are distinct prime numbers with p < q.
1. If p ∤ q − 1, then all groups of order pq are isomorphic to Zpq .
2. If p | q − 1, then besides Zpq there is a unique isomorphism type of non-
abelian groups of order pq, which is a semidirect product Zp ⋉ Zq.
As in Paragraph 8.10, we have the following corollary:
Corollary Suppose that K is an algebraically closed field of characteristic
zero. Suppose that p and q are distinct prime numbers with p < q and that B
is a semisimple Hopf algebra of dimension pq.
1. Suppose that B is commutative and cocommutative. Then B is isomorphic
to K[Zpq].
2. Suppose that B is cocommutative, but not commutative. Then we have
q ≡ 1 mod p, and B is isomorphic to K[Zp ⋉ Zq], where Zp ⋉ Zq is a
nonabelian semidirect product of Zp and Zq, which is unique up to iso-
morphism.
3. Suppose that B is commutative, but not cocommutative. Then we have
q ≡ 1 mod p, and B is isomorphic to KZp⋉Zq , where Zp⋉Zq is the semidi-
rect product above.
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10 Applications
10.1 In this section, we assume that K is an algebraically closed field of char-
acteristic zero, and that p and q are two distinct prime numbers. Since the case
of the even prime 2 has been treated by A. Masuoka (cf. [48]), we shall assume
that p and q are odd. B denotes a semisimple Hopf algebra of dimension pq
over K that is neither commutative nor cocommutative. Our goal is to find
sufficient conditions for the existence of nontrivial grouplike elements, thereby
arriving at a contradiction to Theorem 9.9. Among the sufficient conditions ex-
hibited below will be the condition that the dimensions of the simple modules
of B divide the dimension of B. We note that most of the results derived in this
section have been established in a similar form independently and slightly ear-
lier by S. Gelaki and S. Westreich (cf. [21]). Although the results of their article
are slightly less general, it has been shown even more recently by P. Etingof and
S. Gelaki that the dimensions of the simple B-modules divide, in this situation,
the dimension of B, thereby establishing that B is always commutative or co-
commutative (cf. [18]). The proof of this result has already been simplified by
Y. Tsang and Y. Zhu (cf. [85]), and by H.-J. Schneider (cf. [74]).
Throughout this section, np and nq will denote the unique nonnegative integers
that satisfy 1 + pnp + qnq = pq considered in Lemma 9.4.
10.2 The basic idea for the proofs of the results of this section is the following:
The class equation can be used to determine the cardinality of a complete system
of primitive, orthogonal idempotents in the character ring. This cardinality is
a lower bound for the dimension of the character ring, and therefore for the
number of irreducible representations ofB. Together with some knowledge about
the dimensions of the irreducible representations, this can be turned into a
lower bound for the dimension of B. This idea, together with some technical
improvements, leads to the following inequality:
Proposition Suppose that B∗ does not contain nontrivial grouplike elements.
Then we have:
(q2 − 9q + 9np)p ≥ 24q + 9qnp − 9
Proof. (1) Suppose that λB ∈ B
∗ is an integral that satisfies λB(1B) = 1.
We have already used in Paragraph 9.4 that, for a primitive idempotent e of
the character ring Ch(B), dimB∗e divides dimB. We have also explained there
that dimB∗e must be 1, p, or q and that the idempotents e of Ch(B) that
satisfy dimB∗e = 1 are in bijection with the central grouplike elements of B.
Since by Proposition 9.2 the unit element is the only central grouplike element
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of B, we see that λB is the only primitive idempotent of Ch(B) that generates
a one-dimensional left ideal of B∗.
Now suppose that
ǫB = λB +
mp∑
i=1
ei +
mq∑
j=1
e′j
is a decomposition of the unit of the character ring into primitive, orthogonal
idempotents such that we have dimB∗ei = p for i = 1, . . . ,mp and dimB
∗e′j = q
for j = 1, . . . ,mq. We then get the decomposition
B∗ = B∗λB ⊕
mp⊕
i=1
B∗ei ⊕
mq⊕
j=1
B∗e′j
and therefore, by comparing dimensions, we have pq = 1 + pmp + qmq. We
therefore have mp = np and mq = nq by the uniqueness of np and nq. Since
orthogonal idempotents are linearly independent, we have that dimCh(B) ≥
1 + np + nq. Therefore, B has at least 1 + np + nq nonisomorphic irreducible
representations.
(2) We have assumed that the trivial representation is the only one-dimensional
representation of B. By a result of W. Nichols and M. B. Richmond, B can-
not have a two-dimensional simple module, since its dimension is odd (cf. [62],
Cor. 12, p. 306). Therefore, all simple B-modules have at least dimension three.
By a result of S. Zhu (cf. [89], Lem. 11, p. 3879), there are at least four distinct
dimensions of simple B-modules. Therefore, there is one simple B-module of
dimension greater than three, and another one of dimension greater than four.
This implies that:
pq = dimB ≥ 1 + 32(np + nq − 2) + 4
2 + 52
(3) We have pq ≥ 9np+9nq +24, and therefore pq
2 ≥ 9qnp+9qnq +24q. Since
pq = 1+pnp+qnq, this implies pq
2 ≥ 9qnp+9(pq−pnp−1)+24q, and therefore:
pq2 − 9pq + 9pnp ≥ 9qnp + 24q − 9
This implies the assertion. ✷
10.3 Semisimple Hopf algebras of dimension 3p have been classified by M. Izu-
mi and H. Kosaki (cf. [26], p. 369), and by A. Masuoka (cf. [51]). These results
can also be obtained along the lines discussed below, since the present methods
should be viewed as a generalization of Masuoka’s approach; however, we shall
not discuss this in detail, but rather consider now the case q = 5. In this case,
the above argument can be slightly refined:
Proposition Suppose that B is a semisimple Hopf algebra of dimension 5p
that does not contain nontrivial grouplike elements. Then we have:
(61np − 180)p ≥ 225np + 139
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Proof. We keep the notation of the proof of the preceding proposition. For
j = 1, . . . , n5, consider the left modules B
∗e′j of dimension 5. By assumption,
the trivial representation is the only one-dimensional representation of B∗; it
occurs with multiplicity one. By the result of Nichols and Richmond also used
in the preceding paragraph, B∗ cannot have a two-dimensional simple module.
Therefore, the modules B∗e′j cannot contain a simple submodule of dimension 1
or 2. But then they also do not contain a simple submodule of dimension 3 or 4,
because the complements of these modules would have dimension 1 or 2. This
means that they are simple themselves.
If two of the left modules B∗e′j are isomorphic, they are contained in the same
two-sided ideal of B∗. Such a two-sided ideal is isomorphic to the ring of 5× 5-
matrices, and therefore can contain at most five primitive, orthogonal idempo-
tents. This implies that the isomorphism classes of the left modules B∗e′j contain
at most five elements, and therefore B∗ has at least n55 nonisomorphic simple
modules of dimension 5.
Denote the number of isomorphism classes of 5-dimensional simple B∗-modules
by k5. By the result of S. Zhu mentioned above, there must be another sim-
ple module of dimension larger than three. By Proposition 9.2, B∗ does also
not contain a central grouplike element, and therefore we conclude from Para-
graph 9.4 that B∗ has at least 1 + np + n5 irreducible representations, too. We
therefore have:
5p ≥ 1 + 32(np + n5 − k5 − 1) + 5
2k5 + 4
2 = 8 + 9np + 9n5 + 16k5
≥ 8 + 9np + 9n5 +
16
5
n5
Multiplying this by 25, we get:
125p ≥ 200 + 225np + 225n5 + 80n5 = 225np + 305n5 + 200
= 225np + 61(5p− pnp − 1) + 200
This implies that 61pnp − 180p ≥ 225np + 139. ✷
The above proposition can be used to determine certain cases in which semi-
simple Hopf algebras of dimension 5p are commutative or cocommutative:
Corollary Suppose that B is a semisimple Hopf algebra of dimension 5p over
an algebraically closed field of characteristic zero, where p is an odd prime.
1. If p ≡ 2 mod 5 or p ≡ 4 mod 5, then B is commutative and cocommuta-
tive.
2. If p ∈ {3, 13, 23, 43, 53, 73, 83, 103, 113, 163, 173, 193, 223, 233, 263}, then B
is commutative and cocommutative.
3. If p = 11, then B is commutative or cocommutative.
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Proof. Suppose that B does not contain a nontrivial grouplike element. By
Lemma 9.4, we know that pnp ≡ −1 mod 5. By the preceding proposition, we
therefore have the following cases:
p ≡ 1 mod 5⇒ np = 4⇒ 64p ≥ 1039⇒ p 6= 11
p ≡ 2 mod 5⇒ np = 2⇒ −58p ≥ 589
p ≡ 3 mod 5⇒ np = 3⇒ 3p ≥ 814⇒
p /∈ {3, 13, 23, 43, 53, 73, 83, 103, 113, 163, 173, 193, 223, 233, 263}
p ≡ 4 mod 5⇒ np = 1⇒ −119p ≥ 364
In the cases stated above, B therefore contains a nontrivial grouplike element.
Dually, B∗ contains a nontrivial grouplike element, and therefore B is commu-
tative or cocommutative by Theorem 9.9. B is therefore a group ring or a dual
group ring. Since groups of these orders are commutative by Proposition 9.10,
except for the case p = 11, the assertion follows. ✷
10.4 We now consider the case q = 7. In this case, the inequality derived in
Proposition 10.2 yields the following results:
Corollary Suppose that B is a semisimple Hopf algebra of dimension 7p over
an algebraically closed field of characteristic zero, where p is an odd prime.
1. If p ≡ 6 mod 7, then B is commutative and cocommutative.
2. If p ∈ {5, 11, 17, 23, 31, 59}, then B is commutative and cocommutative.
Proof. If B∗ does not contain a nontrivial grouplike element, the inequality
derived in Proposition 10.2 implies in this case:
(9np − 14)p ≥ 63np + 159
We therefore have the following cases:
p ≡ 1 mod 7⇒ np = 6⇒ 40p ≥ 537
p ≡ 2 mod 7⇒ np = 3⇒ 13p ≥ 348⇒ p 6= 23
p ≡ 3 mod 7⇒ np = 2⇒ 4p ≥ 285⇒ p /∈ {3, 17, 31, 59}
p ≡ 4 mod 7⇒ np = 5⇒ 31p ≥ 474⇒ p 6= 11
p ≡ 5 mod 7⇒ np = 4⇒ 22p ≥ 411⇒ p 6= 5
p ≡ 6 mod 7⇒ np = 1⇒ −5p ≥ 222
In the cases stated above, B∗ therefore contains a nontrivial grouplike element.
The assertions now follow as in the preceding paragraph. ✷
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10.5 We now look at the situation where the dimensions of the simple B-
modules divide the dimension of B. These dimensions then must be 1, p, q,
or pq. It is obviously impossible that B has a simple module of dimension pq,
because then it would contain a matrix ring of dimension p2q2. It therefore
follows directly from the result of S. Zhu already used above, or alternatively
from the fact that we cannot have pq = 1 + mpp
2 + mqq
2 for nonnegative
integersmp andmq, that B
∗ contains a nontrivial grouplike element. Combining
this with Theorem 9.9, we get:
Corollary Suppose that B is a semisimple Hopf algebra of dimension pq over
an algebraically closed field of characteristic zero, where p and q are distinct
primes. If the dimensions of the simple B-modules and the simple B-comodules
divide the dimension of B, then B is commutative or cocommutative.
As we already noted at the beginning of this section, the premise of this corollary
has been recently established by P. Etingof and S. Gelaki (cf. [18]). Their proof
has been simplified by Y. Tsang and Y. Zhu (cf. [85]), and by H.-J. Schneider
(cf. [74]).
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Skolem-Noether theorem, 31
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Sweedler notation, see Heyneman-
Sweedler sigma notation
Sylow subgroup, 133
Symmetric group, see Group, sym-
metric
Wedderburn structure theorem, 126
Yetter-Drinfel’d algebra, 22
Yetter-Drinfel’d bialgebra, 15, 18, 22,
23, 40, 51, 108, 109
Yetter-Drinfel’d category, 11, 18, 22
Yetter-Drinfel’d coalgebra, 22
Yetter-Drinfel’d condition, 17, 21, 22,
39
Yetter-Drinfel’d form, 13
149
Yetter-Drinfel’d Hopf algebra, 12, 14–
20, 28, 37, 38, 42, 43, 45,
47–52, 54, 55, 59–62, 64,
66, 69, 71, 73, 76, 97, 101,
103, 107–112, 115, 132
cocommutative, 12, 37, 100, 109
commutative, 88, 109, 133
isomorphism, 107, 108
morphism, 51, 53, 55, 61, 108,
109
of dimension 4, 121
of dimension p2, 110, 114, 116
quotient, 101
subalgebra, 97, 101
trivial, 12, 23, 47, 58, 97
Yetter-Drinfel’d module, 11, 14, 22
dual, 13
Zhu’s theorem, 125
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Symbol index
Aop cop, 14
A+, 48
A−, 48
AG(α, β, q), 45
Ap(α, β, q), 45
B+, 121
B−, 121
Bp(a, b, q), 114
Ce, 30
E, 28
G(A), 16
GC(A), 16
GI(A), 16
Gop, 83
H −Mod, 18
Hi(G,M), 24, 25
K[G], 21
K×, 10
KZp , 30
M , 120
N , 120
T , 83
U(R), 31, 42, 66
U+, 101
V ∗, 13
We, 32
Zi(G,M), 24, 25
ZC(G), 52
Cχ,η(R), 54
Ch(H), 23
ΛH , 24
Ω, 115
Zn, 10
Z×p , 102
O, 35
χV , 23
δV , 11
δi, 26
∆H , 11
ǫH , 11
≡, 80, 85
ηV , 33
ηe, 32
γ.V , 36
γs, 38
Zˆp, 22
ιˆ, 60
πˆ, 60
ι, 46
κ(V ), 29
κ∗(V ), 29
λH , 32
〈·, ·〉∗, 24
〈·, ·〉A, 71
〈·, ·〉B , 82
µH , 11
χ, 23
φ, 22
π, 103
ψ, 22
ψγ , 35
→, 11
ρA, 20
ρut, 86
SH , 11
σ±i , 48
σu(s, t), 38
σV,W , 11
τu, 70
ξj , 130
ζ, 22
b+ijk, 121
b−ijk, 121
bijk, 114
buv(s), 67
dk, 114
ei, 30
f∗, 10
f i, 26
fA, 51
fi, 26
gA, 82
q+, 48
q−, 48
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s ∪ t, 25
ue, 31
yvw(s), 83
z′uvw(s, t), 84
zs, 38
zuvw(s, t), 77
YDH(H), 55
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