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Abstract
Miller, Michele E. Ph.D. Environmental Sciences Ph.D. Program, Wright State
University, 2020. Anthrax Event Detection: Analysis of Public Opinion Using Twitter
During Anthrax Scares, The Mueller Investigation, and North Korean Threats.

When people allow fear to drive their decision making, they often make decisions
that do more harm than good. Examples of this include stocking up on ciprofloxacin,
flooding doctors’ offices and buying black market antibiotics after the anthrax attacks of
2001. Therefore, it is important to be able to address what people are saying when
another anthrax attack occurs. Supervised and unsupervised machine learning
methodologies can be utilized to detect an event, classify the tweets by event, and to
determine the main topics of discussion. Over the period of data collection, twenty events
were detected. Three of these events concerned North Korean Threats, six discussed The
Mueller Investigation, and three concerned Anthrax Scares. Other events included natural
outbreaks in hippos and cattle, a conspiracy theory about Matt DeHart, an article on how
long anthrax remains in the soil, wishing someone had anthrax, and tweets from those
affected by the anthrax attacks. Parts of speech, unigrams, hashtags, URL’s and atmentions were all important for classifying tweets. These methods can be used on other
social media sources and can detect other terrorism events. The Mueller Investigation
demonstrated that people do not forget past failings of the Federal Bureau of
Investigation (FBI) and continue to distrust them because of these failings. Anthrax
scares indicate people use past scares to determine how to react to current scares. North
Korean threats showed that people are fearful of new threats but stopped talking about
them quickly after the story broke.
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Introduction
Terrorism has existed for centuries (Roser, Nagdy, & Ritchie, 2013). While there
is still disagreement on the current definition of terrorism, all agree the goal is to cause
widespread fear in the target population (Department of Defense [DOD], 2019; FBI,
2019a; US Code 18, 2015). This fear can cause additional damage to the act of terror
itself. Examples include being afraid to open mail after the anthrax attacks of 2001 and an
increase in hate crimes following September 11th (Guillemin, 2011; Lee, 2008).
Therefore, it is important to find and address any fear and misconceptions to mitigate the
additional damage. While using social media to study terrorism events is relatively new,
there have been some studies to do so (Cassa, Chunara, Mandl, & Brownstein, 2013;
Cheong & Lee, 2011; Ishengoma, 2013; Troudi, Zayani, Jamoussi, & Amor, 2018).
Those studies found that researchers can collect data faster and with more precision than
traditional methods. All the studies used data from past outbreaks or simulated data for
their research. Therefore, it is important to study public discussion during an anthrax
related event. During data collection, three types of events were found (North Korean
Threats, The Mueller Investigation, and Anthrax Scares). These topics were chosen
because they relate to actual anthrax events and demonstrate how people discuss events
from the past (The Mueller Investigation), the present (Anthrax Scares), and the future
(North Korean Threats).
The main objective is to detect anthrax related events on Twitter and to determine
the main topics discussed. The aim is to first detect discussion concerning an anthrax
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related event on Twitter. Tweets not concerning the event will be removed from the
dataset. The main topics of discussion for each event will then be determined.
Affect Heuristic of Fear
When an individual allows their feelings to rule their decision making, it is known
as an affect heuristic (Slovic, Finucane, Peters, & MacGregor, 2007). An affect heuristic
of fear is when fear is the emotion that controls their decision making. Research has
shown that when individuals make decisions based on this affect heuristic of fear, they
tend to make the wrong decisions, causing them to be unable to correctly protect
themselves and have the potential to indirectly cause harm to others (Hartmann,
Subramaniam, & Zerner, 2005). Using the affect heuristic of fear, people base their
decisions on the possibility they were affected rather than the probability. Sjoberg,
Barker, Landgren, Griberg, Skiby, Tubbin, von Stapelmohr, Härenstam, Jansson, &
Knutsson (2013) did a study on the affect heuristic of fear and found a strong link
between the public’s communication behavior and their behavioral intentions before,
during, and after a bioterrorism attack.
An example of this occurred during the 2001 anthrax attack, people stockpiled
ciprofloxacin and became terrified to open their mail (Landers, 2016). Large amounts of
mail were quarantined resulting in bills, checks, packages, and letters not being delivered
in time. It also pushed many to switch to email. Once mail did start arriving again, many
citizens refused to open mail from unknown addresses.
Businesses purchased glove boxes that allowed employees to open mail without
touching the contents directly (Landers, 2016). With the overuse of any antibiotic, there
is the concern of creating resistant strains of bacteria (Graysmith, 2008). If doctors
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refused to prescribe an antibiotic, a few even bought it off the black market (Graysmith,
2008). Robert Mueller was Director of the FBI during the time of the anthrax attacks. The
investigation took seven years, some felt the real culprit was never apprehended, and the
investigation resulted in an innocent man having his career and reputation ruined
(Graysmith, 2008). Knowing the public’s opinion will not influence the investigation, it
will inform any questions, concerns, misconceptions, misinformation, or conspiracy
theories the public may have. Therefore, it is crucial to be able to determine the general
public’s concerns, questions, misconceptions, and conspiracy theories during terrorism
events so that they can be addressed in real-time. This is best done using data-driven
event detection methodologies.
Event Detection
Events are defined as real-world occurrences that unfold over time and space
(Yang, Pierce, & Carbonell, 1998). Event detection is discovering and monitoring these
events (Yang et al., 1998). Event detection using traditional media sources is a longestablished area of research but event detection using social media, and more specifically,
Twitter, is relatively new and continues to increase in popularity (Farzindar & Khreich,
2015). For this dissertation, the focus is on terrorism events due to the anthrax attack in
2001, and current perceived threats through 2020.
Terrorism and WMDs
Terrorism is not a new phenomenon of the 21st century; examples date back to the
first century AD (Roser et al., 2013). A turning point in recent history was the “War on
Terror”, which started after the attacks of September 11th, 2001 (Roser et al., 2013).
Terrorism experts have argued that the War on Terror had a perverse effect on our fight
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against terrorism, with some even claiming that the War on Terror is the leading cause of
terrorism (Roser et al., 2013). For this dissertation, terrorism is defined as “The illegal
use of force, violence, or a threat of violence for the purpose of intimidating, instilling
fear, and coercing a civilian or government entity with the goal of advancing religious,
political, or ideological objectives” (Oroszi & Ellis, 2019).
To cause terrorism, some terrorists utilize Weapons of Mass Destruction
(WMDs). According to the FBI, the definition of a WMD is:
Any explosive, incendiary, or poison gas, including the following: a bomb;
grenade; rocket having an explosive or incendiary charge of more than four
ounces; missile having an explosive or incendiary charge of more than onequarter ounce; mine; or device similar to any of the previously described devices;
Any weapons that is designed or intend to cause death or serious bodily injury
through the release, dissemination, or impact of toxic or poisonous chemicals, or
their precursors; Any weapon involving a disease organism; and Any weapon that
is designed to release radiation or radioactivity at a level dangerous to human life
(FBI, 2019b).

Oroszi and James have expanded the traditional definition of WMD to better
reflect the fear and psychological trauma of WMDs and propose to call them Weapons of
Mass Psychological Destruction (WMPD) (James & Oroszi [of Defining Weapons of
Mass Psychological Destruction], 2015, pp. 3-12). WMPDs do not require mass
casualties or millions of dollars in property damage. Instead, if the act causes intense,
long-term psychological damage to the masses, it should be considered a WMPD (James
& Oroszi, [of Defining Weapons of Mass Psychological Destruction], 2015, pp. 3-12).
4

One type of WMPD is biological terrorism. Biological terrorism is an effective WMPD
because people understand feeling ill and the need to take preventative measures, creating
feelings of paranoia.
Biological Terrorism
Biological terrorism is defined as the use of biological agents as weapons to push
a political, ideological, or religious agenda (Centers for Disease Control and Prevention
[CDC], 2019b). Unlike conventional weapons such as guns and knives, bioweapons can
cause hundreds to thousands of casualties with relatively small amounts of the agent
which is why they are classified as weapons of mass destruction (Szinicz, 2005).
The history of biological terrorism has also been documented since ancient times
(Szinicz, 2005). Recent examples include the Japanese using cholera and bubonic plague
against Chinese civilians and troops in the 1940s (Robinson, 1973; Szinicz, 2005), the
Rajneeshee contaminating salad bars with Salmonella to manipulate an election in The
Dalles, Oregon (Török et al., 1997), and Aum Shinrikyo attempting to disseminate
anthrax spores and botulinal toxins (Carus, 1999). The most prominent recent example of
bioterrorism was the distribution of anthrax letters in 2001 (Szinicz, 2005).
Between October 4th and November 2nd, 2001, the CDC reported 12 suspected or
confirmed cases of cutaneous anthrax and 10 confirmed cases of inhalation anthrax from
the intentional delivery of Bacillus anthracis spores through mailed letters (Jernigan,
Stephens, Ashford, Omenaca, Topiel, Galbraith, Tapper, Fisk, Zaki, Popovic, … Perkins,
2001). After nine years of investigations, the FBI had narrowed it down to eight samples
at the United States Army Medical Research Institute of Infectious Diseases
(USAMRIID): more specifically to the lab of Bruce Ivins, a trusted anthrax researcher
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since 1980. Ivins became the focus of the FBI investigation; however just as the FBI
started closing in on him, he committed suicide in 2008 (Guillemin, 2011). To understand
why anthrax was used as a WMPD, the properties of anthrax must be understood.
Bacillus anthracis
Anthrax, or Bacillus anthracis, is a gram-positive, rod-shaped, spore-forming,
facultative anaerobic, aerobic, nonmotile bacterium (Mock & Fouet, 2001). Human
anthrax infection occurs through three routes: gastrointestinal, cutaneous, and inhalation
(Inglesby, O’toole, Henderson, Bartlett, Ascher, Eitzen, Friedlander, Gerberding, Hauer,
& Hughes, 2002).
Symptoms and estimated mortality rate vary by type of anthrax infection (Table
1). Cutaneous anthrax is the most common but least dangerous form of infection with
symptoms developing one to seven days after exposure (CDC, 2019a; World Health
Organization [WHO], 2019) . Gastrointestinal anthrax has rarely been reported in the
United States (US) with infection also developing in one to seven days. Inhalation
anthrax is considered the deadliest form with infection typically developing within a
week of exposure but can take up to two months. Anthrax, no matter the route of
infection, responds well to antibiotics with ciprofloxacin being preferred (CDC, 2019a;
Heyer, 2006; WHO, 2019); however, antibiotics have limited effectiveness once
symptoms develop (Heyer, 2006).
Table 1
Symptoms and untreated mortality rate by route of anthrax infection.
Type

Symptoms

Untreated
Mortality

6

Cutaneous

a group of small bumps or blisters that may itch, possible

25%a

swelling around the sore, and a painless skin ulcer with a
black center that develops after the bumps or blistersa
Gastrointestinal fever and chills, swelling of the neck glands or neck, sore

50%a

throat, painful swallowing, hoarseness, nausea, and
vomiting (especially bloody vomiting), diarrhea or bloody
diarrhea, headache, flushing of the face, red eyes,
stomach pain, fainting, and swelling of the abdomena
Inhalation

fever and chills, chest discomfort, shortness of breath,

85-90%b

confusion or dizziness, cough, nausea, vomiting, stomach
pains, headache, sweats (often drenching), extreme
tiredness, and body achesb
a

Heyer, 2006. bCDC, 2019a.
Weapons-grade anthrax has been treated to reduce clumping, has a low

electrostatic charge, a uniform particle size, and high spore concentration (Inglesby et al.,
2002). An aerosol release of B. anthracis would be invisible and odorless with the
potential to travel several kilometers before dissipating (WHO, 1970). This combination
of high infection rate, high virulence, and ease of spread makes anthrax an ideal
bioweapon.
It is important to monitor for anthrax threats since there has been a terrorist attack
on US soil using anthrax in the recent past and there have been dozens of packages
containing powders mailed to various people within the past few years. Right now, the
main efforts to prevent attacks include monitoring social media for threats and detecting
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powder in mail and packages. While researchers have modeled hypothetical anthrax
attacks (Kulldorff, Zhang, Hartman, Heffernan, Huang, & Mostashari, 2004; Nordin,
Goodman, Kulldorff, Ritzwoller, Abrams, Kleinman, Levitt, Donahue, & Platt, 2005),
analysis using actual scares is a major gap in research. Social media is a useful tool to
monitor for the public’s response to attacks due to the real-time nature of posts, its
popularity, and the availability of the data.
Social Media Demographics
The demographics for three social media platform users (Facebook, Twitter, and
Instagram) were compared (Greenwood, Perrin, & Duggan, 2016) with Facebook being
used more by adults than Instagram and Twitter combined (Table 2).
Table 2
Percentage of online adults that use Facebook, Instagram, and Twitter by demographic
information.
Facebook

Instagram

Twitter

% of all US adults

68

28

21

% of all online adults

79

32

24

Men

75

26

24

Women

83

38

25

18-29

88

59

36

30-49

84

33

23

50-64

72

18

21

Gender

Age

8

65+

62

8

10

High school or less

77

27

20

Some college

82

37

25

College +

79

33

29

< $30K/year

84

38

23

$30K-$49,999

80

32

18

$50K-$74,999

75

32

28

$75,000+

77

31

30

Education

Income

I was also interested in the research trends using the keywords “Instagram”,
“Facebook”, and “Twitter”. A search was performed using Google Scholar for each
platform and results were limited to one year at a time. Research using Instagram has
been increasing over the years while Facebook and Twitter have been decreasing (Figure
1). Facebook and Twitter are used at a similar rate while Instagram is rarely used
compared to the other two social media sites.
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Figure 1
The number of articles using Facebook, Twitter, and Instagram per year from 2010 to

Number of articles

2019 found using Google Scholar.
800000
700000
600000
500000
400000
300000
200000
100000
0
2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Facebook

Twitter

Instagram

For research purposes, Twitter caps collection at 1% data consumption (Twitter,
2020) while Facebook limits it to verified profiles (Fraser, 2020). Even though Facebook
is more widely used by adults, Twitter is more commonly used in research and allows a
more random collection of posts. Twitter also provides more timely and fine-grained
information about events than Facebook (Farzindar & Khreich, 2015). The platform of
choice for previous research on terrorism events (Cassa et al., 2013; Cheong & Lee,
2011; Ishengoma, 2013; Troudi et al., 2018) and anthrax related events is Twitter
(Buckeridge, Burkom, Moore, Pavlin, Cutchis, & Hogan, 2004; Kulldorff et al., 2004;
Mandl, Reis, & Cassa, 2004; Nordin et al., 2005). Therefore, Twitter was the
recommended platform for data collection.
Features of Twitter
Twitter enables users to send 280-character messages called tweets. Registered
users can post and read messages as well as follow other users of the social media site.
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Placing the “@” symbol before a user’s handle, or username, creates a mention or reply
link to the referenced user’s account. Users can also retweet another user’s message,
indicated by an RT at the beginning of a tweet. A hashtag “#” can also be included in a
tweet to create groupings on Twitter. Users can modify their privacy settings to only
update followers; however, these are not commonly used making it easy for researchers
to collect large numbers of tweets. Twitter is currently one of the most used social
networks worldwide with 321 million active users as of the fourth quarter of 2018
(Statista, 2019). This popularity and the ease of collecting tweets is reflected in the
increasing number of research articles using tweets as data sources (Farzindar & Khreich,
2015). Also, several event detection papers have utilized Twitter for event detection data
(Aramaki, Maskawa, & Morita, 2011; Popescu, Pennacchiotti, & Paranjpe, 2011; Sakaki,
Okazaki, & Matsuo, 2010; Signorini, Segre, & Polgreen, 2011). Due to the real-time
nature of posts, the popularity of Twitter, the availability of the data, and its history of
being used for event-detection, this is an ideal method for understanding bioterrorism
events in real-time.
Introduction to Specific Aims
The process to classify tweets as relevant or not was repeated but for event-related
versus not event-related by each month of data. Main topics of discussion for event and
non-event related tweets were compared to see how the discussion changes when an
event was occurring. The average number of times a feature appears was compared for
event and non-event tweets to determine which features are important for event
classification.
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The process to classify tweets as relevant or not was repeated but for event type:
Anthrax Scares, The Mueller Investigation, and North Korean Threats. These events were
chosen based on data exploration and were the events that emerged as occurring based on
spikes at least three times higher than the average number of tweets per day. I compared
the topics between the three events to see how the discussion changes by type of event.
To do this study I addressed three main aims:
1. How do the topics discussed each month between 9/25/2017 and 8/15/2018 vary?
2. How does the number of parts of speech, words and phrases used, hashtags,
URLs, retweets, and at-mentions vary between anthrax event-related tweets and
tweets not concerning anthrax events?
3. How do the topics that emerge for Anthrax Scares, The Mueller Investigation, and
North Korean Threats compare?
The topics Anthrax Scares, The Mueller Investigation, and North Korean Threats
were chosen because they represent discussion around topics of the past (The Mueller
Investigation), present (Anthrax Scares), and future (North Korean Threats).

12

Review of Literature
Events Leading Up to Data Collection
Soon after the terrorist attacks on 9/11, anthrax laced letters started getting
delivered to a congressional office building and news stations in Florida and New York
resulting in the deaths of five people and seventeen others showing symptoms (FBI,
2020). Eleven months later, the FBI named Dr. Steven Hatfill, a medical doctor that
formerly worked at USAMRIID, as a person of interest due to him being in Rhodesia
(now called Zimbabwe) during an anthrax outbreak, an unpublished novel depicting a
fictional bioterrorism attack in Washington, an interview where he explained how
bubonic plague could be made for a bioterrorism attack, and the fact that he attended
medical school in a suburb named Greendale, which was the name of the fake school in
the return address of one of the anthrax letters (Freed, 2010). Being named a person of
interest ruined his career, his reputation, and ultimately cost the DOJ millions of dollars
in compensation for their mistake (Freed, 2010). In 2008 he and the Justice Department
settled for $5.8 million (CNN, 2013). Five years later the FBI named Dr. Bruce Ivins, an
anthrax researcher at USAMRIID, as the culprit. Before Dr. Bruce Ivins could be
arrested, he committed suicide (CNN, 2013). The length of the investigation, the missteps
in identifying the culprit, and the case being declared closed after Ivins suicide has
caused many to question the FBI and the Director at the time, Robert Mueller. During the
anthrax attacks, at least one hoax occurred. October 12th, 2001 a letter was opened by
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Judith Miller, a reporter for The New York Times that contained an unnamed harmless
white powder sent by an unnamed culprit (Miller, 2018).
The 2001 anthrax investigation is not former FBI Director Robert Mueller’s only
controversy. According to opinion pieces in the New York Post and Washington
Examiner, former FBI Director Robert Mueller blocked families’ of 9/11 victims from
suing Saudi Arabia (Girdusky, 2018; Sperry, 2019). The opinion pieces also suggest he
prevented agents from pursuing leads, helped dozens of Saudi officials escape the
country, vacated arrest warrants, and gave misleading testimony to Congress about the
Saudi-9/11 connections (Girdusky, 2018; Sperry, 2019).
In 2017 then FBI Director Robert Muller was appointed by the Attorney General
to investigate Russia’s interference into the 2016 Presidential election. Due to former FBI
Director Robert Mueller’s controversial past, and the controversial past of the FBI in
general, many were mistrustful of his investigation and his findings. Many of these
people tweeted about his past and their mistrust every time there was an update on the
investigation.
Definitions and Types of Terrorism
The words “terrorism” and “terrorist” are used often by the media even though
most attacks and perpetrators do not fit the definition of a terrorist (Hoffman, 2017). This
may be due to each agency having a different definition of terrorism (Schmid, 2004). To
illustrate, the definition of terrorism according to the DOD, FBI, and US Code 18 will be
provided (Appendix A).
While they all vary in their wording, all three agree that terrorism is the use of
aggressive means to push a political, ideological, or religious agenda. These aggressive
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means include the use of chemical weapons, biological weapons, radiological weapons,
nuclear weapons, or explosives (CBRNe).
Chemical agents
Chemical agents are man-made and can be dispersed as a liquid, aerosol, vapor, or
gas (Ganesan, Raza, & Vijayaraghavan, 2010). Their physiological mechanisms vary, but
all interfere with bodily functions with the effects also varying based on the route of
exposure, time, and concentration (Williams [of Chemical Agents], 2015, pp. 137-152).
Examples of chemical agents include Sarin (GB), VX, Mustard, hydrogen cyanide, and
chlorine (Ganesan, Raza, & Vijayaraghavan, 2010). Chemical agents cause psychological
effects due to the grotesque and shocking injuries they cause.
Chemical weapons are used to produce psychological damage due to causing
grotesque and shocking injuries (Ganesan, Raza, & Vijayaraghavan, 2010). The key
purpose of chemical weapons is to induce uncertainty, confusion, and fear in everyday
life (Guillemin, 2001). One unique aspect of chemical agents that makes them great
WMPDs is the potential for delayed or life-long physical effects and that they are
effective at concentrations below human detection leading to people having life-long fear
of developing symptoms, even if they were not exposed (Williams [of Chemical Agents],
2015, pp. 137-152). The people that were exposed will also have life-long psychological
trauma due to their injuries (Williams [of Chemical Agents], 2015, pp. 137-152).
Radiological agents
A radiological attack occurs when radioactive material is spread with the intent to
harm (Williams [of Radiological and Nuclear Weapons], 2015, pp. 165-182). Several
classes of radiological weapons exist, but I will focus on radiological dispersal devices
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(RDDs). The main hazards of RDDs are the fireball from the detonation, shrapnel, and
the explosive blast (Rosoff & von Winterfeldt, 2007). The secondary threat is the
radiation, which is dependent on the amount of radioactive material, the type of
radioactive material, the efficiency of the dispersal during the blast, and how populated
the area is (Ramesh & Kumar, 2010). Radiological agents produce radiation without
nuclear device detonation (US Department of Health and Human Services, 2019).
People fear what they cannot detect with their senses, causing psychological fear
during RDDs (Becker, 2005; Salter, 2001; Sudnik, 2006). Adding to the fear is the fact
that most have little to no knowledge about RDDs (Becker, 2005; Sudnik, 2006). People
believe RDDs can kill hundreds to thousands even though the death toll is very unlikely
to reach three digits (Acton, Rogers, & Zimmerman, 2007).
Nuclear agents
Nuclear weapons utilize man-made and highly refined natural isotopes of
plutonium, uranium, and other elements (Williams [of Radiological and Nuclear
Weapons], 2015, pp. 165-182). They involve a nuclear explosion (US Department of
Health and Human Services, 2019). Unlike other CBRNe agents, nuclear weapons can
destroy entire cities or nations (United Nations, 2020; Williams [of Radiological and
Nuclear Weapons], 2015, pp. 165-182). Acquiring a nuclear weapon is difficult unless
supported by a nuclear-capable nation or stealing a weapon from a nuclear-capable nation
(Salter, 2001; Sudnik, 2006).
The psychological effects of nuclear warfare are difficult to assess (Salter, 2001).
This is because the only use of nuclear weapons occurred in Hiroshima and Nagasaki in
1945 and experts believe the information gained then is no longer relevant since people
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back then did not understand what an atomic bomb was, while people today are more
aware (Becker, 2005; Salter, 2001). The symptoms experienced back then included
hysteria, overwhelming anxiety, dread, chronic stress, apathetic withdrawal, survivors’
guilt, and post-traumatic stress disorder (PTSD) (Becker, 2005; Salter, 2001). PTSD will
most likely be experienced by anyone near any CBRNe attack (Becker, 2005). The most
recent edition of WMDs is explosives.
Explosives
The “e” in CBRNe refers to high-yield explosives (Ferreri & Weir, 2020).
Examples of this include the Boston Marathon bombing, the bombing of the Alfred P.
Murrah Federal Building in Oklahoma City, and the World Trade Center bombing
(Ferreri & Weir, 2020; Williams [in Explosive Weapons], 2015, pp. 183-190). Explosives
are easier to acquire and use than the other CBRNe agents (National Institute of Health,
2020; Williams [in Explosive Weapons], 2015, pp. 183-190). Also, immediate
destruction and death leads to mass media coverage, which is a goal of terrorism (White,
2020; Williams [in Explosive Weapons], 2015, pp. 183-190). Types of explosives include
military explosive ordinances, commercial explosives, improvised explosive devices, and
homemade explosives (Williams [in Explosive Weapons], 2015, pp. 183-190).
A study on the psychological effects suffered by the general population near the
Alfred P. Murrah Federal Building in Oklahoma City after the bombing found several
psychological changes (North, Nixon, Shariat, Mallonee, McMillen, Spitznagel, & Smith,
1999; Smith, Christiansen, Vincent, & Hann, 1999). Smith et al. (1999) found people
started smoking, smoked more, or increased alcohol use at twice the rate of those not
directly affected by the bombing (Smith et al., 1999). They also found more stress and
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PTSD in the study population (North et al., 1999; Smith et al., 1999). While these results
were found due to a bombing, survivors of any terrorist attack would most likely
experience similar symptoms.
Biological agents
Biological agents can be microorganisms or toxins intended to incapacitate,
injure, or kill exposed individuals (Szinicz, 2005). Potential biological agents are
classified based on four criteria: 1) dissemination and transmission rates, 2) high
mortality rates and potential for major public health impact, 3) ability to cause terror and
social disruption, and 4) require special actions for public health preparedness (Table 3)
(CDC, 2019b). Using these criteria, agents of concern are categorized as Category A, B,
or C with agents in Category A posing the greatest threats (CDC, 2019b).
Table 3
Definition of the CDC’s Category A, B, & C Agents along with examples of each type.
Category

Definition

Example Agents

easily transmitted or
disseminated, have high
mortality, cause social

botulism, anthrax, tularemia, viral

disruption and public panic,

hemorrhagic fevers, and smallpox

A

and require special actions for
public health preparedness
Coxiella burnetti (Q fever), Brucella
disseminated moderately
B

species (Brucellosis), Burkholderia mallei
easily, have low mortality,
(Glanders), Burkholderia pseudomallei
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moderate morbidity, and

(Meliodosis), Rickettsia promazekii

require specific enhancements

(Typhus fever), Chlamydia psittaci
(Psittacosis), Cryptosporidum parvum,
Viral encephalitis, Ricinus communis
(Ricin Toxin), Clostridium perfringens
(Epsilon Toxin), Staphylococcal
enterotoxin B, food safety threats (such as
Escherichia coli O157:H7), and water
safety threats (such as Vibrio cholerae)

Easy availability, potential for

Yellow fever, Nipah virus, multidrug

major health impacts, and ease

resistant tuberculosis, Hantavirus, tick

of production and

borne hemorrhagic fever viruses, and tick-

dissemination

borne encephalitis viruses

C

Biological agents cause the most psychological trauma when compared with other
CBRNe threats (Williams [of Biological Agents], 2015, pp. 153-164). This is because
people understand bacteria and viruses at some level due to feeling ill in the past
(Williams [of Biological Agents], 2015, pp. 153-164). People also believe they can take
measures to prevent infection during bioterrorism attacks, creating feelings of paranoia
about medical readiness (Williams [of Biological Agents], 2015, pp. 153-164). During an
attack, worry wounded think they have been infected even if they were not at the location
of the attack (Department of Homeland Security, 2020; Williams [of Biological Agents],
2015, pp. 153-164). They then flock to hospitals and other medical facilities for
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treatment, overwhelming the medical staff (Department of Homeland Security, 2020;
Williams [of Biological Agents], 2015, pp. 153-164).
An example of the psychological trauma of a bioterrorism attack was seen after
the 2001 anthrax attack. In 2001, one week after attacks on the World Trade Centers and
Pentagon, letters containing anthrax spores were mailed to five news agencies along with
Senators Patrick Leahy and Tom Daschle. This resulted in five deaths and seventeen nonlethal illnesses. After the anthrax attacks, people stopped opening mail, despite the
thorough cleaning and all safe status of the facilities, mail workers were reluctant to
return to work, and started stockpiling ciprofloxacin (Guillemin, 2001). To mitigate these
psychological effects, terrorism attacks need to be detected in real-time allowing public
health officials, police, and the FBI to start providing information to those affected,
address misconceptions and misinformation, and start alleviating fear of those in the
surrounding area as the event is happening.
Event Detection
The techniques used in event detection are classified according to event type,
detection task, and detection method (Farzindar & Khreich, 2015). Event type can be
specified, detecting a known or planned event, or unspecified, detecting any event
(Farzindar & Khreich, 2015). The detection task can be retrospective, searching for data
after the fact, or new event detection, collecting the data in real-time (Farzindar &
Khreich, 2015). Supervised or unsupervised machine learning methods can be used for
the detection method. Supervised methods involve manually labeling data into categories
determined by the researcher, and then training a classifier to do it automatically. In
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unsupervised methods, the algorithm clusters the data into categories that the researcher
must then interpret after the fact.
Some previous event topics include events concerning celebrities (Becker,
Naaman, & Gravano, 2011b; Popescu et al., 2011; Popescu & Pennacchiotti, 2010),
disease outbreaks like H1N1 influenza (Aramaki et al., 2011; Signorini et al., 2011) and
Zika (Mamidi, Miller, Banerjee, Romine, & Sheth, 2019; Miller, Banerjee, Muppalla,
Romine, & Sheth, 2017; Muppalla, Miller, Banerjee, & Romine, 2017), and natural
disasters like earthquakes (Sakaki et al., 2010). Defense Advanced Research Projects
Agency also put out a request in 2012 for computer programs that predict cyber-terrorism
events (Lim, 2012). The studies resulting from the request focused on identifying how
groups are recruiting, how they are collaborating, who they are targeting, and the shifting
of allegiances, rather than on the public’s opinions and reactions. All these studies used
Twitter as their data source.
Past events have shown how timely information is shared and the effectiveness of
Twitter during disasters (Farzindar & Khreich, 2015). The content of Twitter contains
rich social information, real-time events in people’s lives, and temporal attributes
(Farzindar & Khreich, 2015). People post on Twitter without the idea that the data will be
used for research, which thereby increases the authenticity of the information. Monitoring
and analyzing tweets can provide unprecedented valuable information to researchers
(Farzindar & Khreich, 2015). One area that needs more focus is terrorism.
Terrorism
Several research groups have used event detection methodologies to study
terrorism (Cassa et al., 2013; M. Cheong & Lee, 2011; Ishengoma, 2013; Troudi et al.,
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2018). One study collected data using multiple APIs from Twitter, YouTube, and Google
Plus from specific accounts from the entertainment, sports, technology, and political
domains (Troudi et al., 2018). They used the Hadoop framework to analyze data, finding
Twitter was the best source of breaking news due to its real-time nature and were able to
detect more events using Twitter than Google or YouTube.
A study by Ishengoma (2014) crawled Twitter during the Westgate shopping mall
terrorist attack in Nairobi from the 21st to the 24th of September of 2013 using #Westgate.
The attack lasted three days and resulted in 72 deaths and over 200 wounded. Tweets
were dummy coded by location, the gender of the user, and if they were original posts,
replies, or retweets. The authors do not specify which machine learning algorithms they
used but we can conclude that they used supervised methods since they mention features
to categorize tweets such as location and gender. Ishengoma (2014) found the number of
tweets to be highest during the first hours of the attack before rapidly declining after the
attack ended. Kenyans tweeted the most about the event followed by US citizens. Most of
the tweets were original posts (65%) followed by retweets (27%) and replies (8%). Using
similar methods, researchers can determine where posts originated, the gender of the
people that posted comments, and what type of post it was for any terrorism incident
(Ishengoma, 2013).
Cheong and Lee (2011) queried the top ten trending topics on Twitter looking for
terrorist activity to identify civilian reactions. The location from which most tweets were
originating was determined and recent posts were collected. The corpus was scanned for
terrorism-related keywords which they used as features. After terrorism-related keywords
were found, all related Twitter messages were harvested. Sentiment analysis was
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performed on relevant tweets. Finally, a self-organizing map algorithm, an unsupervised
approach, was used to cluster the data. To test their framework, they used datasets
harvested with keywords from real events but modified the tweets to include randomly
distributed terrorism-related keywords. The study by Cheong and Lee (2011) is one of the
few terrorism studies that focus on using social media for event detection.
Another example of the utility of Twitter data for event detection comes from
Cassa et al. (2013). Cassa and colleagues limited tweets to a 35-mile radius from the
Boston Marathon bombing and found messages containing the stems explos* or explod*
within 3 minutes of the bombing. The machine learning algorithms utilized were not
named but that geospatial cluster identification could help refine the results was
mentioned. Within the first ten minutes, most of the messages were from the immediate
vicinity of the finish line. The analysis was performed after the bombings occurred, but
with the purpose to see if specifics of the attack or location information could help public
safety officers better understand what is happening in real-time for future terrorism
incidents. Posts from individuals were timely and were soon validated by public health
alerts, and lastly by news sources. Cassa et al. (2013) shows how quickly researchers can
start collecting and analyzing data after a terrorism incident, facilitating responses with
unprecedented precision and speed.
Anthrax
Due to the lack of anthrax attacks in recent times, modeling of hypothetical events
was necessary (Nordin et al., 2005). Researchers have used naturally occurring events to
assess their models, but these provide little information on how the models will perform
in the context of an unannounced, intentional release of a bioterrorism agent, like anthrax
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(Nordin et al., 2005). Several studies have developed models for anthrax event detection
using simulated data (Kulldorff et al., 2004; Nordin et al., 2005) or suggested
components or stages for detecting an attack (Buckeridge et al., 2004; Mandl et al.,
2004).
Nordin et al. (2005), performed a computer simulation of an anthrax release in the
air intakes of the Mall of America in Bloomington, Minnesota providing uniform
exposure throughout the mall. The purpose was to detect a purposeful anthrax release by
patient visits to their doctor. Data on the time between exposure and symptom onset was
based on data from the anthrax outbreak in Sverdlovsk, Russia. Based on the time frame
found using the Sverdlovsk data, actual patient respiratory visits were found using
HealthPartners Medical Group (HPMG) patients. The number of and geographic
distribution of patients infected with anthrax was based on demographic data from
HPMG, US Census Bureau, and visitor data from the mall. The rates of physician visits
ranged from 4% to 100% of mall visitors each day. The completeness and timeliness of
detecting the attack depended on the infection rate. The study by Nordin et al. (2005)
improves upon detection using traditional methods and may allow natural outbreaks to be
detected faster. However, it did not utilize social media to detect events.
Mandl et al. (2004) suggested four stages of detection in their article on
measuring outbreak detection using semisynthetic data sets. In the first stage, data were
grouped by syndrome (Mandl et al., 2004). In the modeling stage, historic trends were
used to understand temporal trends (Mandl et al., 2004). Nordin et al. (2005) also used
historic trends, the 1979 Sverdlovsk outbreak, to understand temporal trends. They used
the rate of respiratory illness visits from the Sverdlovsk outbreak to inform their stages of
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infection model. Next was the detection stage where predictions based on the model are
compared to observed data. Large deviations from the expected (outbreaks) were noted
for further inspection (Mandl et al., 2004). In the last stage, the health department
determined if the outbreak was worth investigation based on the large deviations seen in
stage three (Mandl et al., 2004). The simulated anthrax epidemic injection model
developed by Buckeridge et al. (2004) also consists of four components: 1) agent
dispersion, 2) infection, 3) disease and behavior, and 4) data sources. A Gaussian plume
model was used to compute spore counts for the agent-dispersion component and a
cohort approach was used for the infection component (Buckeridge et al., 2004). The
disease and behavior component used a discrete event approach for simulating disease
progression while the data-source component generated records to insert into the
background data sources. The models by Buckeridge et al. (2004) and Mandl et al. (2004)
may also improve natural outbreak and terrorism detection methods through their
comparison to background noise. This study will also be comparing peaks to background
noise but will be using real-time data instead of historical.
The study by Nordin et al. (2005) used the first three stages of infection proposed
by Buckeridge et al. (2004) (infection, agent dispersion, and disease and behavior). For
Nordin et al.’s model, rates of physician visits for respiratory symptoms ranged from 4%
to 100% with a cumulative distribution of respiratory visits expected each day based on
the Sverdlovsk data. Next, a random number between 0 and 1 from a uniform distribution
was used each day as the number of infections. If a randomly generated number was
between the minimum and maximum cumulative range for that day, a new visit from
infection was produced. These were run over 1,000 simulations with each of the
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simulations being randomly assigned to simulated anthrax attack data. A signal was
detected when the number of episodes of respiratory illness was markedly greater than
expected. This signal, after surpassing a threshold, is similar to the study by Mandl et al.
(2004). The rarity of an outbreak signal was measured as a recurrence interval of three
months or two years, which is the expected number of days of surveillance needed for a
signal of at least the observed magnitude to occur in the absence of any true outbreaks
(Nordin et al., 2005). At a 40% infection rate and a recurrence interval of three months,
all 1,000 events were detected by day 8. At higher percent infections, all events were
detected sooner while at lower percent infections, not all events were detected (Nordin et
al., 2005).
Kulldorf et al. (2004) used three different data sets to generate a null model,
where each person in NYC is equally likely to contract anthrax, and 35 alternative
models where one or more zip codes were assigned an increased risk on day 31, 32, or 33
post-exposure. In six alternative models, the outbreak only affected one zip code. Six
more alternative models centered the outbreak at the same six zip codes, but also
included four to nine neighboring areas (Kulldorff et al., 2004). Seven alternative models
with outbreaks centering around the Rockaways region, along the Hudson River, and
throughout each of the five NYC boroughs were examined. For the three null models,
9,999 random data sets were generated while 1,000 random data sets were generated for
each of the three sets of 35 alternative models. For all models, the total number of
randomly allocated cases in New York City was the number of days times 100. For the
alternative models, the relative risk of the outbreak was assigned based on the outbreak’s
total population, so that more populous areas were assigned a lower relative risk. This
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was done so the statistical power was 99% to detect a signal at the =0.05 level. An
alternative model with a citywide outbreak with a relative risk of 1.5 in all zip codes
during the 31st, 32nd, and 33rd day was also considered. They found that the statistical
power was higher when more days had elapsed since the outbreak started. The power was
approximately the same size for outbreaks of different sizes, except for the Hudson River
outbreak where the lower power was caused by using a circular geographic window to
capture, a narrow and long outbreak (Kulldorff et al., 2004).
The studies mentioned above are based on historical or simulated data and
demonstrate how computers can improve event detection speed and precision compared
to traditional survey methods. All also mention how using naturally occurring events
shows the usefulness of their methods but analysis using actual event data is needed. My
dissertation will also need to include a threshold for labeling something as an event or
background noise and will need to improve on detecting an event within a week. Realtime data during which twenty events occurred will be used for this dissertation. The
above studies were also focused on outbreaks whereas terrorism attacks, references to
past events, and concern over future events are the focus of this dissertation. Previous
work mentioned above also focused on detecting an anthrax event, which I take a step
further by determining topics of concern surrounding each event.
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Methods
Tweets were collected containing the keywords anthrax and Bacillus anthracis
using Python (Spyder 3.6, 2020) (Figure 2). Both general and Twitter-specific features
were coded, and preprocessing was performed on the dataset. I created a gold standard, a
random subset of the entire dataset that has been annotated by independent data analysts
and me into the categories of interest. In my dissertation the topics were coded as relevant
versus not, about an anthrax event or not, and by event type: North Korean Threats,
Anthrax Scares, or The Mueller Investigation. Using a supervised approach, the gold
standard was then used to train the machine learning algorithms to classify all tweets in
the dataset, allowing researchers to label the hundreds of thousands to millions of tweets
in a matter of minutes to hours as opposed to classifying them all by hand. Multiple
machine learning algorithms were evaluated to determine which performed best. The
remaining tweets were then coded using the best performing algorithm. An analysis was
then performed to extract meaning from the tweets (Mamidi et al., 2019; Miller et al.,
2017).
Figure 2
Methods diagram to address Specific Aims 1, 2, and 3. Copper boxes indicate where
supervised machine learning algorithms were trained, gray boxes are where the machine
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learning algorithms were tested, and gold boxes are where unsupervised methods were
utilized.

Data Collection
Tweets in English containing the keyword “Anthrax” and “Bacillus anthracis”
were collected from 9/25/2017 through 8/15/2018 using a crawling algorithm to collect
tweets containing the keywords in real-time. Tweets were collected per Twitter’s API
documentation; hence the tweets collected constitute a subset as opposed to all tweets
containing the keywords used. Data collected included the text of 204,008 tweets as well
as the date and time the tweet was posted. For each month, a line graph of the total
number of tweets and the total number of relevant tweets on each day was created to
show how tweets fluctuate daily (Signorini et al., 2011) and to quickly visualize on what
days an event occurred.
An event is often detected from a “bursty” dynamic: when the number of tweets
rises sharply, following the pattern of interest, before decaying rapidly (Sjöberg et al.,
2013). Graphing the number of tweets per day for each month allowed this bursty
dynamic to become clearer.
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Features for Classification
A feature is a measurable characteristic or property of an observed phenomenon
(Bishop, 2006). In other words, features are typically numeric phenomena used to help
classify data, or in this case tweets, into the categories of interest to the researcher. Some
examples of features of tweets include parts of speech (POS) (Popescu et al., 2011;
Popescu & Pennacchiotti, 2010), the number of reply tweets (Popescu et al., 2011), URLs
(Becker, Chen, Iter, Naaman, & Gravano, 2011a), hashtags (Becker et al., 2011a, 2011b;
Popescu & Pennacchiotti, 2010), retweets (Becker et al., 2011b), at-mentions (@)
(Becker et al., 2011b), and term vectors (Becker et al., 2011b). To classify the data, both
Twitter-specific and general features were used.
Twitter Specific Features
Twitter-specific features include a hashtag (#), URL, re-tweet (RT), and atmentions (@). These features were coded using binary coding to represent the presence
or absence of the feature. See Table 4 for an example of how a tweet was coded. These
features were used to help train the classification algorithm to classify all the tweets.
Once the Twitter-specific features were coded, the tweets had to be preprocessed before
general features could be determined.
Table 4
Example of a tweet and its Twitter-specific features coded as 1 for the presence of a
feature and 0 for the absence of the feature.
Tweet

#

URL RT @

@ScienceGina Anthrax: Causes, Dangers, Symptoms, and

0

1

Treatment urracawatch.com/ROrjJnJb
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0

1

Preprocessing
Once the Twitter-specific features were coded, tweets needed to be preprocessed
by removing URLs, non-Ascii characters, hashtags, at-mentions, punctuation, and retweet
indicators. Capital letters were also changed to lowercase and the words “anthrax” and
“Bacillus anthracis” were removed since every tweet contained them. Tweets were then
further processed by removing single letters such as “a”, “y”, “s”, etc., extra spaces, and
stop words. Stop words are the most used words in the English language such as “and”,
“in”, “for”, etc. Tweets were also stemmed so that only the root of the word remained.
Without stemming, cause, caused, and causing would all be considered different words
by the machine learning algorithm. After preprocessing, the tweet “@ScienceGina
Anthrax: Causes, Dangers, Symptoms, and Treatment urracawatch.com/ROrjJnJb” would
be “caus danger symptom treatment”. Once preprocessing was completed, the general
features were coded.
General features
General features are features that are not unique to Twitter. These include parts of
speech (POS) and n-grams. N-grams are where a single word or grouping of words is
used as a feature (i.e. anthrax, anthrax causes). The POS that were used are shown in
Table 5. The N-grams and POS were coded using binary coding to represent the presence
or absence of the feature. These were also used to help train the classification algorithms
to correctly classify tweets based on the user-created ground truth and to ultimately
classify the entire corpus of tweets.
Table 5
Parts of speech used as features with each coding abbreviation.
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POS abbreviation

POS

JJ

Adjective

NN

Noun, singular

VBD

Verb past tense

VBN

Verb past participle

VB

Verb

DT

Determiner

IN

Preposition

PRP

Personal pronouns

NNS

Noun plural

NNP

Proper noun, singular

PDT

predeterminer

RB

Adverb

N-grams
N-grams represent a sequence of words that are treated as a single feature (Brown,
Pietra, de Souza, Lai, & Mercer, 1992). For this study unigrams, each unique word, and
bigrams, each unique pair of adjoining words, were used. For the tweet “caus danger
symptom treatment”, the features generated by the n-gram model are shown in Table 6.
The frequency of each unigram and bigram itself was found for the entire corpus. The top
20 unigrams and bigrams were used as features since the dataset was large and it is
important to capture the most frequently used text features (Mamidi et al., 2019). See
Table 7 for an example of how the preprocessed tweet was coded using the n-grams. N-
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grams were also used to help train the classification algorithms and classify all the tweets
based on an acceptable level of evaluation metrics described below.
Table 6
Example of unigrams and bigrams generated from the tweet “causes dangers symptoms
treatment”.
N-gram

Feature

Unigram

Caus, danger, symptom, treatment

Bigram

Caus danger, danger symptom, symptom treatment

Table 7
Example of how n-grams were dummy coded where 1 indicates the presence of an ngram and 0 indicates the absence of the n-gram.
Tweet

danger powder cause prince package

caus danger symptom

1

0

1

0

contain

contain

powder

0

0

treatment

Determination of Relevancy
Many tweets contain messages that contain the search terms but are not relevant
to the research (Hurlock & Wilson, 2011). For example, many tweets concern the band
Anthrax rather than the bacterium Bacillus anthracis. Therefore, before event detection
could occur, tweets not about the bacterium needed to be removed. To accomplish this, a
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classifier was trained using a manually labeled gold standard to automatically categorize
tweets as relevant or not.
To develop the gold standard, a random sample of 5000 unique tweets was
annotated by an expert in CBRNe and two data analysts as relevant versus not. A tweet
was considered relevant if the focus of the tweet was about Bacillus anthracis. A tweet
was considered not relevant if the focus was about the band Anthrax or something else
not about the bacterium. Some examples of relevant and not relevant tweets are seen in
Table 8.
Table 8
Examples of relevant versus not relevant tweets.
Relevant

Not relevant

1. RT @catoletters: Remind me again,

1. Put anthrax on a Tampax\nAnd slap

why did DC invade Iraq? Yellow cake

you 'til you can't stand\nGirl, you just

and Nuclear weapons? Anthrax and

blew your chance\nDon't mean to ruin

Bio weapons? 9/11 Saudis?

your plans

2. Elusys Initiates Third Clinical Safety

2. Anthrax - In The End Official

Study of Anthim a New Anthrax

https://t.co/M8oSYyPC6Q

Treatment; Company Successfully

3. im tryna face fuck a bag of anthrax

Completes… https://t.co/Cj5F7lN7RH

4. an anthrax is a hereafter anastomotic
not heart

Inter-rater Reliability for Annotators and Classifiers

34

Cronbach’s alpha was used to evaluate inter-rater reliability. Cronbach’s alpha
tests the internal consistency of the coding outputs of multiple coders (Tavakol &
Dennick, 2011). The alpha value can range from 0 to +1 where in random data alpha
would be close to 0. Inter-rater reliability of 0.7 or greater, which suggests acceptable
agreement, will be required (Gliem & Gliem, 2003). The formula for Cronbach’s alpha is
K

2
𝛴𝜎𝐾

𝛼 = (𝐾−1) [1 − (𝜎2

𝑡𝑜𝑡𝑎𝑙

)] where k represents the number of items (Coders), 𝛴𝜎𝐾2 is the sum

2
of the item variances in the coding, and 𝜎𝑡𝑜𝑡𝑎𝑙
represents the variances of coding on all

items. Cronbach’s alpha was used to evaluate inter-rater reliability between annotators
along with evaluating reliability between the machine learning algorithms and annotators.
Once alpha was >0.7 (acceptable agreement), the machine learning algorithms were
trained using the gold-standard.
Machine Learning Algorithms
Similar to how there is a large number of features researchers use to classify
tweets, there is also a large number of supervised classification algorithms. Some
examples of algorithms used in event detection research include gradient boosted
decision tree (Popescu et al., 2011; Popescu & Pennacchiotti, 2010), Support Vector
Machine (SVM) (Aramaki et al., 2011; Becker et al., 2011b; Sakaki et al., 2010;
Signorini et al., 2011), Support Vector Regression (Signorini et al., 2011), naïve Bayes
(Aramaki et al., 2011; Becker et al., 2011b), logistic regression (Aramaki et al., 2011),
nearest neighbor (Aramaki et al., 2011), and random forest (Aramaki et al., 2011). This
study used logistic regression, naïve Bayes, SVM, and random forest. These algorithms
were chosen to get a range of complexity of the models and interpretability. Logistic
regression and naïve Bayes were used as baseline models while SVM and random forest
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served as more complex black box models. This could mean SVM and random forest
may fit better, but they are more difficult to interpret. They also include both generative
and discriminative classifiers. Generative classifiers learn joint probabilities of x and y
and make predictions using Bayes rules while discriminative classifiers model the
posterior conditional probability p(y|x) directly (Ng & Jordan, 2002). Naïve Bayes is
considered generative while logistic regression, random forest, and SVM are considered
discriminative (Ng & Jordan, 2002). Generative models have higher asymptotic error but
approach the asymptotic error more quickly than discriminative models (Ng & Jordan,
2002).
Baseline Models. Multiple logistic regression and naïve Bayes are both baseline
models. Multiple logistic regression is primarily used when data contain multiple
independent variables (Wright, 1995). For the relevancy classifier, the outcome variables
were 0 (not relevant) and 1 (relevant). The logistic function is also known as the sigmoid
function where 𝑝 =

1
1+𝑒 −(𝑏0 +𝑏1 𝑥1 +𝑏2 𝑥2 +⋯+𝑏𝑝 𝑥𝑝 )

, the output is the probability an input point

belongs to a certain class (relevant or not). One concern with logistic regression is that it
is outlier-sensitive, but this will be mitigated by removing non-relevant tweets. One
assumption of multiple logistic regression is that the observations are independent
(McDonald, 2015). In the context of this study, it was assumed that one Twitter post was
made independently of other posts after accounting for Twitter-specific features such as
retweets.
The naïve Bayes classifier is based on a theorem of probability called Bayes’
Theorem. The formula for Bayes’ Theorem is 𝑃(𝐴|𝐵) =

𝑃(𝐵|𝐴)∗𝑃(𝐴)
𝑃(𝐵)

. Where P(A|B) is the

probability a tweet is relevant or not based on the features and how a previous tweet was
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classified. This means it is useful for data with completely independent features, but it
also performs well with functionally dependent features (Rish, 2001). Naïve Bayes was
considered one of the simpler machine learning algorithms but has had the best precision,
recall, and F1-scores in previous research using Twitter (Miller et al., 2017). This is
likely because the features used in this study were independent. Naïve Bayes performs
well in datasets with independent features.
Black Box Models. Support Vector Machine (SVM) and Random forest were
chosen as a black box machine learning algorithms due to their promise for classifying
text data. Two reasons SVM works well with text is SVMs use overfitting protection,
allowing it to handle large feature sets, and most data are linearly separable. The idea of
SVM is to linearly separate the data by maximizing the distance between the two groups
of data points or tweets (Joachims, 1998). Support vectors are the data points nearest to
the hyperplane. A hyperplane is a multi-dimensional surface that separates the data into
groups. Researchers want a hyperplane that has the largest margin between the
hyperplane and the support vectors. The further the points lie from the hyperplane, the
more confident the researcher can be that the data have been correctly classified.
Random forest is an ensemble model composing a collection of decision trees
(Liaw & Wiener, 2002). In a random forest, not only does each decision tree use a
different sample of the data, but how the trees are constructed also changes. In a random
forest, each node is split using a subset of predictors randomly chosen at that node (Liaw
& Wiener, 2002). In this study, each node represented the presence or absence of the
features. The classification is based on a majority voting process among the trees. For
example, if three out of five trees classify a tweet as relevant, the output would be labeled
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as relevant. Random forest was chosen due to its demonstrated ability to not overfit
(Liaw & Wiener, 2002).
N-fold Cross-validation. The strength of a classification model is determined by
its ability to classify accurately both the original data on which it was trained as well as
data the model has not seen. To these ends, resubstitution and cross-validation are two
popular methods for estimating misclassification rates (Braga-Neto, Hashimoto,
Dougherty, Nguyen, & Carroll, 2004). In resubstitution, the classifier is trained using all
the data and is applied to each observation. In cross-validation, one successively holds
out observations from the data, trains the classifier on the reduced data, and then tests on
the held-out data (Braga-Neto et al., 2004). Resubstitution underestimates the rate of
misclassification while cross-validation provides a closer estimate of how the classifier
would perform on new data (Braga-Neto et al., 2004). This study used N-fold crossvalidation. N-fold cross-validation partitions the data into N disjoint sets with equal
samples from all classes (Forman & Scholz, 2010). The algorithm then trains on N-1 of
the sets and tests on the single hold-out set. This repeats so that all sets have been used
for training N-1 times and testing once as seen in Table 9 of 4-fold cross-validation. The
average error on the validation sets is then returned (Forman & Scholz, 2010). In this
study, I used 10 folds.
Table 9
Example of how data is divided into training and test sets for each trial of N-fold crossvalidation.
Trial

Set1

Set 2

Set 3

Set 4

1

Test

Train

Train

Train
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2

Train

Test

Train

Train

3

Train

Train

Test

Train

4

Train

Train

Train

Test

Evaluation of Classifier Performance
There are several different ways to evaluate the performance of supervised
classification algorithms. Some examples used in event detection papers are precision
(Becker et al., 2011a; Popescu et al., 2011; Popescu & Pennacchiotti, 2010; Sakaki et al.,
2010), recall (Becker et al., 2011a; Popescu et al., 2011; Sakaki et al., 2010), F1-score
(Aramaki et al., 2011; Becker et al., 2011b; Sakaki et al., 2010), out-of-sample validation
(Signorini et al., 2011), training time (Aramaki et al., 2011), and mean reciprocal rank
(Popescu et al., 2011). For this study, precision, recall, and F1-score were utilized.
Precision is the percentage of tweets that both the machine learning algorithm (or
another annotator) and the terrorism expert labeled as relevant divided by the percentage
of tweets that both the machine learning algorithm (or another annotator) and the CBRNe
expert labeled as relevant and the percentage of tweets that the CBRNe expert labeled as
non-relevant and the other annotator (or machine learning algorithm) labeled as relevant.
𝑇𝑃

The equation is 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃+𝐹𝑃 where TP=true positive, and FP= false positive
(Goutte & Gaussier, 2005). True positive, false positive, true negative, and false negative
all come from a confusion matrix (Table 10).
Recall is the percentage of results that both the machine learning algorithm (or
another annotator) and the CBRNe expert labeled as relevant divided by the percentage
of results that both the machine learning algorithm (or another annotator) and the CBRNe
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expert labeled as relevant and the percentage of tweets the CBRNe expert labeled
relevant but the machine learning algorithm (or another annotator) labeled non-relevant.
𝑇𝑃

The formula is 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃+𝐹𝑁 where TP=true positive and FN=false negative.
F1-score is the harmonic mean of precision and recall 𝐹1 =

2∗(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙)
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙

(Goutte & Gaussier, 2005). For all three, the values range from 0 to 1 where 1 is perfect
classification. An F1-score, recall, and precision above 0.5 is expected based on previous
work (Mamidi et al., 2019; Miller et al., 2017; Muppalla et al., 2017).
Table 10
Confusion matrix for precision, recall, and F1-score.
Algorithm: Non-relevant

Algorithm: Relevant

Annotator: Non-Relevant

True Negative (TN)

False Positive (FP)

Annotator: Relevant

False Negative (FN)

True Positive (TP)

Once a classifier demonstrated acceptable performance, 500 new random unique
tweets were selected. Those tweets were annotated by the CBRNe expert and tested using
the best performing algorithm. Precision, recall, and F1-score were again calculated. If
the evaluation metrics were above 0.5, the remaining tweets were classified for relevancy
automatically using the algorithm. If the evaluation metrics were below 0.5, the algorithm
was retrained. The relevant tweets were then divided by month except for September,
which was included in October’s tweets. The main themes from each month were then
determined.
Positionality
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The subject under investigation is tweets about anthrax related events. The
participants are Twitter users whose profiles are public that tweeted about anthrax. I have
a background in microbiology and immunology and have a CBRNe defense certificate. I
belong to InfraGard, which is a partnership between US businesses and the FBI and am in
the process of applying to be an analyst for the FBI. This leads to some bias towards
believing all FBI statements as truth and considering statements against the FBI as
conspiracy theories. To address this, I included everyone's full names and titles, cited
where the information came from, and included their links to the evidence for why they
had that belief. I also chose example tweets for and against the FBI. Sentences were
written to make it clear that I was stating other's beliefs when discussing a tweet. The
paper and topic coding's were reviewed by others (with different majors and no
association with the FBI) to ensure as much bias was removed as possible.
Addressing Specific Aim 1: How Do the Topics Discussed Each Month Between
9/25/2017 And 8/15/2018 Vary?
The relevant tweets were divided by month. Up to this point, only supervised
methods to describe the building of a system to filter relevant tweets were used. To
determine themes that emerged in the data each month, unsupervised methods were
utilized. Unsupervised methods were necessary because the researchers did not know a
priori what themes were going to exist—these must be extracted mathematically. Latent
Dirichlet allocation (LDA), an unsupervised method developed for text data, was used
(Blei, Ng, & Jordan, 2003; Lau, Collier, & Baldwin, 2012).
Latent Dirichlet allocation
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LDA detects underlying topics in text documents, such as tweets, aiding improved
qualitative examination of subtopics (Lau et al., 2012). LDA is a generative probabilistic
model of a corpus where documents (tweets) are represented as random mixtures over
latent topics and each topic is characterized by a distribution over words (Blei et al.,
2003). The output is a list of words that the researcher must then interpret. An example
from a paper using Zika tweets is shown in Table 11 where the words were listed and the
researchers interpreted the topics based on the list of the most frequently occurring words
for that topic (Miller et al., 2017). One issue with LDA is that the true number of topics is
unknown (Tang, Meng, Nguyen, Mei, & Zhang, 2014).
With both fit and parsimony in mind, the perplexity measure was chosen to
statistically determine the number of topics to include in the LDA analysis
(Chemudugunta, Smyth, & Steyvers, 2006). This allowed the topics to be as informative
as possible for the analysis. Based on the posterior membership probability, each tweet
was assigned to a specific topic. Using this information, the frequency of occurrence of
the extracted topics was determined and compared temporally from month to month.
Table 11
Example of the list of words output for each topic, the name of the topic determined by
the word output, and an example tweet belonging to each topic (Miller et al., 2017).
Topic

Words

Sample Tweets

(#1) Zika

infect, babies, mosquito,

RT @USATODAYhealth: Zika affects babies

Effects

cause, microcephaly,

even in later stages of pregnancy. Microcephaly

symptom, pregnancy

seen in babies from moms infected in 6th month

42

(#2) Brain

brain, link, studies,

'Zika Virus May Cause Microcephaly by

Defects

microcephaly, baby,

Hijacking Human Immune Molecule Fetal brain

disorder, cause, damage,

model provides first clues on how Z…

infect, fetal
(#3)

defect, cause, birth,

Enough conspiracy theories; nature is nasty

Confirmed

confirm, health, severe,

enough: U.S. health officials confirm Zika cause

Defects

link, official

of severe birth defects

(#4) Scarier

scarier, than, thought, us,

#breakingnews Zika Virus 'Scarier Than We

Than Thought official, health, CDC, warn,

First Thought,' Warn US Health Officials

learn, first
(#5) Initial

first, report, death, case,

Colombia Reports First Cases of Microcephaly

Reports

Puerto, confirm, Rico,

Linked to Zika Virus - Sun Jan 09 15:13:20 EST

cause, Colombia, defect

Finding the Best Number of Topics
Perplexity was used to evaluate the number of topics in the LDA models (Blei et
al., 2003). Perplexity is algebraically equivalent to the inverse of the geometric mean perword likelihood (Blei et al., 2003). A lower perplexity score indicates better
generalization performance (Blei et al., 2003). To determine the number of topics,
perplexity values must be graphed. In general, it is not useful to retain a more complex
solution (i.e. more topics) if it does not result in a significantly better fit to the data (i.e.
lower perplexity). For this reason, the best number of topics is indicated by the leveling
off of the perplexity measure.
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Addressing Specific Aim 2: How Does The Number Of Parts Of Speech, Words And
Phrases Used, Hashtags, URLs, Retweets, And At-Mentions Vary Between Anthrax
Event-Related Tweets And Tweets Not Concerning Anthrax Events?
The purpose of Specific Aim 2 was to determine which features were most
important for classifying between event and non-event related tweets. The relevant tweets
were further categorized as an event or not. The same Twitter-specific and general
features and codings from the relevancy classifier were used. To make the gold standard,
duplicate tweets were removed from the 165,844 relevant tweets leaving 37,936 unique
tweets. A random unique sample of 3,000 of those tweets were chosen for the gold
standard. The tweets were coded by a CBRNe expert and two data analysts as an event
(1) versus non-event (0). Tweets were considered about an event if they mentioned
something related to the event, whether this was retweeting a news article or sharing their
thoughts, opinions, or reactions to an event (Sjöberg et al., 2013). In the event of
disagreement, if two annotators agreed on a label, that label was used. There were no
cases where all three annotators chose a different coding. The gold standard was then
used to train and test the machine learning algorithms. The ability of the algorithms to
handle data not included in the training was then tested by using the trained algorithms to
label an additional 500 random unique tweets. Cronbach’s alpha was found by comparing
the logistic regression’s codings to the CBRNe expert’s codings to see which algorithm
performed best. The remaining tweets were then coded using the best performing
algorithm. Once all tweets were coded as event versus not, the frequency of each feature
was found for the two categories.
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T-Test Between Means and Cohen’s D to Determine Important Features For Event
Classification
The features indicative of a terrorism event versus those not directly associated
with an event were compared using independent samples T-test between means to see
which features were most important for event detection. Cohen’s D was then calculated
to see if the effect size was significant (Table 12) (Cohen, 1988). The dependent variable
was event (1) or not (0) with the parts of speech, Twitter specific features, top 20
unigrams and top 20 bigrams being the independent variables. Parts of speech were coded
based on the number of times they appeared in each tweet while twitter specific features,
top 20 unigrams and top 20 bigrams were coded based on presence or absence. A feature
was considered important if p<0.01.
Table 12
Cohen’s D values and their interpretation as effect size (Cohen, 1992).
Cohen’s D

Effect Size

0.00-0.19

Negligible

0.2-0.49

Small

0.5-0.79

Medium

> 0.8-1.00

Large

It was expected that the top unigrams and bigrams would be different between
event tweets and non-event tweets as well as the number of nouns. For example, during
events, one would expect the top unigrams and bigrams to contain the names of people
(i.e. former FBI Director Robert Mueller, President Trump, Maxine Waters) and places
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(North Korea, United States) but do not expect to see the same frequency of names or
locations in tweets not about events. This is based on the observations of the data and the
top 20 unigrams and bigrams. Because of that, it was expected to see more nouns in
event-related tweets compared to tweets not concerning an event. LDA and perplexity
were determined for tweets about the event and tweets not about the event to see how the
topics of discussion change during an event.
The purpose of Specific Aim 2 was to determine which features were most
important for classifying between event and non-event related tweets. This would allow
officials to select features to extract relevant tweets faster in the future.
Addressing Specific Aim 3: How Do The Topics That Emerge For Anthrax Scares,
The Mueller Investigation, and North Korean Threats Compare
The goal of Specific Aim 3 was to determine and compare the main topics for The
Mueller Investigation, North Korean Threats, and Anthrax Scares. This was
accomplished by creating a gold standard, training and testing the machine learning
algorithms, and performing LDA to determine the top topics for each category.
The relevant event tweets were further coded by the type of event they concern.
These types of events were Anthrax Scares, The Mueller Investigation, North Korean
Threats, and others. The Mueller Investigation refers to an attack that occurred in the
past, Anthrax Scares refer to events that occurred in real-time, and the North Korean
Threats events cause concern for the future. By analyzing all three, it can be determined
how people feel and react to events related to past, present, and future concerns. The
process used to classify the relevancy and event detection tweets was again utilized. The
number of tweets used for the gold standard was 1,900 random unique relevant event
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tweets coded as The Mueller Investigation (1), Anthrax Scares (2), and North Korean
Threats (3) and an additional 500 were used for testing. Tweets were coded by a CBRNe
expert and an independent data analyst.
The way officials respond will vary depending on event type, so it is crucial to be
able to easily extract the tweets about a certain event to allow officials to respond. For
example, during an event where someone received a package with powder, officials
should respond with facts that are known at that moment and make it clear that
information could change as the investigation continues. For events in the past, like The
Mueller Investigation, officials should address any misconceptions about the event
people express. For concern over future events, like with North Korean Threats, we
would expect officials to give known facts but also talk about the likelihood of the event
occurring.
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Results
Relevancy Classification
Initially, 204,008 tweets were collected. After preprocessing, 201,153 tweets
remained. The tweets that were removed after preprocessing were tweets such as:
“@ricsl1600 @ALDubFTnQT @HokageHoney10 @ALDub_RTeam @ALDUBNation
@TropALDUB @iam_Mark16 @mangahoy @CoraMarcelo1 @Maine093
@mindatan2014 @Annie2859 @maloujacala8 @iamdaycruz @jacobmaria7teen
@latuazon @Phen79 @revilleslily06 @abcbants @ALDUB_Joy25 @MndzSue
@elizamunoz1956 @merlycabuenas19 @let28vic @irmaroxas3 @jefroxthegreat
Anthrax #ALDUBNationLovesALDUB” where even though the tweets were long, all it
contained was at-mentions, a hashtag, and the word anthrax, all of which were removed
during preprocessing.
Feature Frequency
The frequency of each Twitter-specific feature before classification is shown in
Table 13. At-mentions had the highest frequency while hashtags had the lowest.
Table 13
Frequency of Twitter-specific features in the entire corpus.
Feature

Frequency

RT

74,088

#

42,913

@

117,161
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URL

112,052

The top 20 unigrams and bigrams with their frequency are shown in Table 14.
Most of unigrams and bigrams concern the events detected. Nine of the twenty unigrams
and twelve of the twenty bigrams come from tweets about The Mueller Investigation,
three of the twenty unigrams and two of the twenty bigrams come from tweets about
North Korean Threats, and six of the twenty unigrams and four of the twenty bigrams
come from tweets about Anthrax Scares.
Table 14
The top 20 unigrams and bigrams detected in the tweets with their frequencies.
Unigrams
Unigram

Count

mueller

Unigram

Bigrams
Count

Bigram

Count

Bigram

Count

49082 robert

12573 north korea

23003

lead investigator

8387

case

32903 trump

12496 robert mueller

11959

peter strzok

8386

korea

25888 defect

12135 maxine water

10170

arabia mastermind

8383

north

25775 package

11968 fbi dir

9066

intelligence fact

7720

attack

24082 corrupt

11630 rep maxine

8405

water office

7561

investigat

19268 maxine

10884 olympic bomb

8395

korea defector

6889

fbi

16565 office

10820 bomb case

8392

brian ross

5890

botch

15569 ross

10755 saudi arabia

8392

united state

5287

fail

15189 president

10677 victim famil

8391

mr mueller

5060

hippo

12956 treat

10605 su saudi

8389

president mr

5052
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Initial Event Detection
Any bursts with the total number of tweets reaching over 1,000 on a single day
were discussed as a potential event. Over 1,000 tweets in a single day was considered a
burst since it was over three times the average (316) number of tweets per day, not
including events. The time the event occurred that caused the burst was marked with a
vertical line in the graph to show any delay between when the event was reported and
when public discussion peaked (Figures 4, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, and 28).
Twenty different bursts in tweets over the 12 months of data collection were detected.
Relevancy Gold Standard
To make the gold standard, duplicate tweets were removed leaving 52,186 unique
tweets out of the original 204,008 tweets. A random unique subset of 5,000 of those
tweets were chosen for the gold standard. The tweets were coded by a CBRNe expert and
two data analysts with backgrounds in biology that were trained on how to code. Their
inter-rater reliability was found to be above 0.7 (0.76-0.87) (Table 15).
Most tweets in the gold standard were relevant (3239) versus not (1761) (Figure
4). The performance metrics for the four machine learning algorithms are shown in Table
16. Features used to classify the data included parts of speech (i.e. nouns, verbs,
adjectives), unigrams (i.e. Mueller, North, case), and bigrams (i.e. North Korea, Robert
Mueller, Maxine water). The performance of SVM, random forest, naïve Bayes, and
logistic regression were compared. All algorithms had acceptable levels of performance
(F1=0.72-0.80; Precision=0.75-0.81; Recall=0.75-0.81). Logistic regression performed
the best in precision (0.81), recall (0.81), and F1 (0.80).
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Figure 3
The total number of tweets per day with events marked with a colored line with events related to The Mueller Investigation, Anthrax
Scares, and North Korean Threats being labeled.
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Table 15
Inter-rater reliability for the relevancy gold-standard with acceptable alpha values
(>0.7).
Raters

Cronbach’s alpha

% agreement

A&M

0.87

89%

J&M

0.82

83%

A&J

0.76

79%

A, J, & M

0.87

76%

Figure 4
The number of relevant versus non-relevant tweets in the gold standard with more

# of Tweets

relevant (3,239) than not (1,761) tweets.
3500
3000
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1000
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Table 16
Precision recall and F1-score for the relevancy machine learning algorithms with
acceptable alpha values (>0.07).

SVM

F1

Precision

Recall

0.72

0.75

0.75
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Random Forest

0.78

0.78

0.79

Naïve Bayes

0.79

0.79

0.79

Logistic Regression

0.80

0.81

0.81

Most tweets were classified correctly using logistic regression (True
positive=1116; True Negative=2931; False Positive=645; False Negative=308) (Table
17). The majority of misclassification was the algorithm classifying not-relevant tweets
as relevant (False Positive=645).
An additional 500 random, unique tweets were selected and coded by the CBRNe
expert. The logistic regression algorithm trained with the gold standard was used since it
performed the best to label the tweets as well. Cronbach’s alpha was determined between
the expert’s and logistic regression’s codings and found to be sufficient (α=0.76; percent
agreement=83.4%). Most tweets were again classified correctly (True Positive=306 and
True Negative=111) with the majority of misclassification due to the algorithm
classifying not-relevant tweets as relevant (60) (Table 18). All tweets were then coded
using the logistic regression algorithm. There were a little over 4 times more relevant
tweets (165,844) than not relevant (35,308) (Figure 5). The difference in the ratio
between the gold standard and final count is because the gold standard included unique
tweets while several tweets were retweeted numerous times in the actual dataset and the
tweets that were retweeted were relevant.
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Table 17
Confusion matrix for the gold standard logistic regression with misclassification skewed
towards false positive.
Predicted

Actual

0

1

0

1116

645

1

308

2931

Table 18
Confusion matrix for the test tweets. Misclassification was skewed towards false positive.
Predicted
0

1

0

306

60

1

23

111

Actual
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Figure 5

Number of Tweets

Distribution of all relevant (165,844) versus not-relevant tweets (35,308).
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Addressing Specific Aim 1: How Do the Topics Discussed Each Month Between
9/25/2017 And 8/15/2018 Vary?
Relevant tweets were divided by month (Figure 7-29). Only five days of data
were collected in September 2017 and only 15 days of data in August 2018. Due to this,
the average number of tweets for each day by month was calculated both for all tweets
and for relevant tweets exclusively (Figure 6). December 2017 had the highest average
number tweets per day (1496), followed by July 2018 (971), with September having the
fewest (118).
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Figure 6
Average number of tweets per day for each month for all tweets and relevant tweets.

# of Tweets

December had the most tweets and September had the fewest.
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Analysis by Month
There were no events detected in September of 2017 (Figure 7) or June of 2018 (
Figure 23). One event was detected in October (Figure 7), November (Figure 9),
March (Figure 17), April (Figure 19), and August (Figure 27). Two events were detected
in January (Figure 13). Three events were detected in December (Figure 11), May
(Figure 21), and July (Figure 25), while four events were detected in February (Figure
15). Each event is shown in more detail below.
October and September 2017. There were no events detected in September of
2017 (Figure 7). One burst was detected in October of 2017 between October 8th and
October 13th. Tweets during this period concerned North Korea threatening World War
3: “NEWS ALERT, 10/9/17, North Korea threaten World War 3 with terrifying
PLAGUE, ANTHRAX and SMALLPOX https://t.co/IbyhnTRtLa”. This follows a news
report on October 6th, 2017 (grey vertical line Figure 7) stating that the country may have
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developed and stored over twelve killer agents’ deliverable by sprayer planes, bombs, or
missiles (Hughes, 2017). For this event, there is a three-day delay between when the
event was reported in the media and when the discussion spiked on Twitter.
From Figure 8, we observe that the perplexity values decrease rapidly until about
three, and then level off after three, indicating that increasing the number of topics after
three does not significantly improve the performance of the LDA models (the lower the
perplexity value the better). Therefore, the number of topics was restricted to three while
discussing the topics for September and October.
The three topics were North Korean threat, Frank Whitehouse, and Hippo Cull
(Table 19). The topic North Korean Threat concerns North Korea threatening World War
3 with plague, smallpox and anthrax loaded weapons. This topic is one of the events of
interest. Frank Whitehouse is a viral tweet where Frank asked how to tell someone they
smell bad and you were responsible for the anthrax attacks: “RT @WheelTod: What's a
good way to tell someone they have noticeable body odor, and that you were responsible
for the anthrax letter attack…”. This was not a topic of interest nor were there enough
tweets to be considered an event. This is background noise that was removed once tweets
were coded as event or not. Hippo Cull concerned several news reports concerning a
suspected anthrax outbreak in Namibia that resulted in 107 hippos’ deaths. This is again
not a topic of interest or caused a large spike in tweets but was a background discussion
throughout data collection as the story progressed.
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Figure 7
The total number of tweets each day in September and October for all tweets and
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Note. The grey vertical line indicates the day a news story was released that North Korea
may have developed twelve killer agents.
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Table 19
September and October topic modeling results. The three topics were North Korean
Threats, Frank Whitehouse, and Hippo Cull.

58

Topic

Most Frequent Words

Sample Tweets

North

Smallpox, korea, north,

North Korea threaten World War 3 with

Korean

weapon, war, mass,

terrifying PLAGUE, ANTHRAX and

Threat

biological, produc, unleash,

SMALLPOX weapons...

plague
Frank

World, letter, someone,

RT @WheelTod: What's a good way to

Whitehouse

attack, body, responsible,

tell someone they have noticeable body

noticeable, odor, one, report

odor, and that you were responsible for
the anthrax letter attack…

Hippo Cull

Hippo, kill, suspect,

Suspected anthrax outbreak kills 107

outbreak, Namibia, dead,

hippos in Namibia's major game park in

found, week, park, score

the Zambezi region in one week

November 2017. A burst was detected in November 2017 between November
25th and November 30th (Figure 9). Tweets during this period concerned former FBI
Director Robert Mueller and President Bush’s perceived mishandling of the anthrax
investigation: “RT @Chicago1Ray: https://t.co/UmcxVf762f\n\n#Mueller & #Comey
during the Bush Admin bungled the Anthrax case in which they ignored the…”. Robert
Mueller was Director of the FBI during the anthrax attacks (Ballesteros, 2017). During
the investigation, Dr. Steven Hatfill was labeled as a person of interest, destroying his
reputation as a biological weapons expert, virologist, and physician (Shane & Lichtblau,
2008). Dr. Hatfill later filed and won a lawsuit accusing the FBI and Justice Department
of leaking information about him to the news media, violating the Privacy Act (Shane &
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Lichtblau, 2008). People blamed former FBI Director Robert Mueller for this and other
perceived missteps during the investigation (Ballesteros, 2017).
From Figure 10, we observe that two topics should be used for November. The
two topics were Vaccine and Merkel (Table 20). Vaccine concerns the controversy about
requiring soldiers to be vaccinated for anthrax when most people have adverse reactions.
While this is not a topic of interest, it was a topic of discussion throughout data
collection. Merkel is a comment on an article where members of the Christian
Democratic Union of Germany wanted Merkel to resign because they disagree with her
policies: “Wrong???? They have ruined the very fabric of GERMANY.\n\nShe's
anthrax...” This Twitter user is comparing Merkel to anthrax and saying she is ruining the
country. This also does not concern a topic of interest but was a big topic of discussion
after the article came out. Both topics were removed after coding by event versus not.
Figure 9
The total number of tweets each day in November for all tweets and relevant only tweets.
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Figure 10
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Perplexity plot for November with two topics performing best.
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Table 20
November topic modeling results. The two topics were Vaccine and Merkel.
Topic

Most Frequent Words

Sample Tweets

Vaccine US, military, troop, guinea, pigs,
day, country, vaccine, regular,

US Military Troops Used As Anthrax
Guinea Pigs

male
Merkel

Contact, ebola, shit, good, wrong,

Wrong???? They have ruined the very

attack, case, ruin, Germany, fabric fabric of GERMANY.\n\nShe's
anthrax...

December 2017. Three bursts were detected in December (Figure 11). The first
was from December 1st to December 6th with tweets discussing Reporter Brian Ross: “RT
@JamesHasson20: Brian Ross has blown "major stories" in 2001 (Saddam behind
Anthrax attacks); 2006 (Abramoff prosecuting Hastert);…”. These tweets concern
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Reporter Brian Ross being suspended from ABC after an erroneous report stating
Michael T Flynn would testify that President Trump instructed him to contact Russian
officials (Wang, 2017).
The second was from December 19th through December 24th with tweets
addressing North Korea testing anthrax mounted to ICBMs: “RT @FoxNews: North
Korea begins testing mounting anthrax onto ICBMs, report says
https://t.co/d6REXDpF87”. These tweets stem from a report in Japan stating North Korea
was beginning to test if anthrax can survive the pressure and heat it would endure from
being launched towards the earth’s atmosphere when loaded on an ICBM (Lam, 2017).
A soldier that defected to South Korea earlier in 2017 was found to have traces of
anthrax antibodies indicating they had been vaccinated for or exposed to anthrax
(Longbottom, 2017; Zwirz, 2017) causing the third burst from December 24th to
December 31st with tweets discussing the defector and his anthrax antibodies: “RT
@Telegraph: Anthrax antibodies detected in blood of North Korean defector, raising
biological weapons fears https://t.co/xsd9pqpRDH”.
From Figure 12, we observe that the perplexity values decrease rapidly until about
three. Therefore, the number of topics was restricted to three while discussing the topics
for December. However, when the topics were found, two topics concerning the North
Korean spikes highly overlapped, so the number of topics was reduced to two.
The two topics for December were North Korean Threats and India (Table 21).
North Korean Threats includes tweets about the defector that tested positive for
antibodies and North Korea testing ICBMs loaded with anthrax. This topic references
concerns over possible future bioterrorism events and is one of the topics of interest.
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India released an article stating that anthrax remains in the soil for 60 years. While this is
not one of the events discovered, it was an important topic in India that got several retweets and articles written about it, which is why it emerged as a topic. It is also relevant
because it is about anthrax but will be removed in the next level of coding since it does
not relate to bioterrorism.
Figure 11
The total number of tweets each day in December for all tweets and relevant only tweets.
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Note. The first grey vertical line indicates when Reporter Brian Ross being suspended
from ABC first started appearing. The second grey vertical line indicates when a report
from Japan was released stating North Korea was testing ICBMs loaded with anthrax.
The third grey vertical line indicates when a report was released that a North Korean
soldier tested positive for anthrax antibodies.
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Figure 12
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Perplexity plot for December with three topics performing best.
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Table 21
December topic modeling results. The topics were North Korean Threats and India.
Topic

Most Frequent Words

Sample Tweets

North

Korea, north, antibody,

Report: North Korea soldier found to have

Korean

defect, soldier, report,

anthrax antibodies - One of the North Korean

Threats

system, south, weapon

soldiers who defected to the…
https://t.co/iXfNiJ0Ngs

India

Threat, test, year, scare,

No let-up in anthrax scare in Agency areas:

soil, bacteria, area,

Bacteria stays in the soil for 50-60 years -

agency, vaccine

Times of India https://t.co/4D1IUxDrYl

January 2018. Two bursts were detected in January of 2018 (Figure 13). The first
was from January 20th to January 25th with tweets about the band Anthrax: “RT @Slayer:
Lamb of God, Anthrax, Behemoth, Testament will support @Slayer on the first leg,
North America, of final world tour.\nTix go on…”. While this is an event, it is not an
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event related to anthrax, which is why the burst disappeared after relevancy was taken
into account (Figure 14).
The second was from January 25th to January 30th with a tweet from Seth Meyers
about working at SNL when 9/11 occurred going viral: “RT @sethmeyers: This was my
third week at SNL. It was a month after 9/11 and the week someone sent anthrax to NBC.
Everyone was scared an…”.
From Figure 14, we observe that two topics should be used for January. Topic one
is the viral tweet from Seth Meyers about working at SNL when NBC received the
anthrax letter (Table 22). While this tweet is not one of the topics of interest, it did pass
the event detection threshold of having over 1000 tweets a day and is relevant since it
concerns the anthrax attacks of 2001. However, it was removed when relevant tweets
were coded by the three main topics of concern. Topic two addresses how former FBI
Director Robert Mueller falsely accused at least one innocent man during the anthrax
attacks of 2001. This again refers to an event of the past and is another event of interest.
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Figure 13
The total number of tweets each day in January for all tweets and relevant only tweets.
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Table 22
January topic modeling results. Seth and The Mueller Investigation were the topics that
emerged.
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Topic

Most Frequent Words

Sample Tweets

Seth

Week, someone, sent,

RT @sethmeyers: This was my third week

everyone, scare, month,

at SNL. It was a month after 9/11 and the

nbc, third, snl, chill

week someone sent anthrax to NBC.
Everyone was scared an…

The Mueller

Mueller, investigation,

Investigation fbi, man, innocent, al
qaeda, prosecution, bush

RT @ThinBlueLR: Mueller botched the
Anthrax investigation and prosecution. \nHe
should have been thrown on the trash heap
of history then an…

February 2018. Four bursts were detected in February (Figure 15). The first was
from February 4th to February 7th with tweets during this period concerned US Secretary
of State Colin Powell in 2003: “RT @AFParchives: #OnThisDay in 2003 US Secretary
of State Colin Powell, showing a tube allegedly containing anthrax, tells the UN
Security…”. In 2003 US Secretary of State Colin Powell held up a vial allegedly
containing less than a teaspoon of dry anthrax stating that the vial contained the amount
of anthrax used in the anthrax attacks of 2001 and that the Iraqis have produced anthrax
(United Nations Security Council, 2003).
The second was February 7th to February 10th with tweets discussing the band
Anthrax: “RT @DaveMustaine: Megadeth, Anthrax, Exodus, Testament! The new Big 4.
https://t.co/yGj8VfzbgI”. This spike was removed after relevancy classification.
The third was from February 12th to February 15th with tweets about the anthrax
letter sent to Donald Trump Jr.: “RT @ZackGianino: If you’re genuinely cheering for
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potential anthrax being sent to Donald Trump Jr’s wife & it potentially killing them—
you’…”. This story broke after Vanessa Trump opened a piece of mail addressed to
Donald Trump Jr. that contained a white powder (Bryant, 2018).
A little over a week after the Trumps had their anthrax scare, a letter containing
powder was sent to Prince Harry and Meghan Markle (Furness & Evans, 2018). This
resulted in the fourth burst from February 20th to February 25th with tweets about Prince
Harry and Meghan Markle: “RT @Newsweek: Prince Harry and Meghan Markle in
Anthrax scare as couple are sent a racist letter containing white powder
https://t.co/AyQIa…”.
The number of topics was restricted to four while discussing the topics for
February (Figure 16). The four topics were New York Post, Prince Harry, Donald Trump
Jr., and Korean War (Table 23). Prince Harry and Donald Trump Jr are about both
people receiving letters that contained white powders. Both are events of interest (anthrax
scares) and will be explored in more detail. New York Post is a viral tweet from a person
that worked at the NY Post when a hoax anthrax letter was sent. During the Korean War
the US used anthrax, plague, and cholera against North Korea and China. New York Post
and Korean War were not topics of interest and were removed by the next level of
coding.
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Figure 15
The total number of tweets each day in February for all tweets and relevant only tweets.
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Table 23
February topic modeling results with New York Post, Prince Harry, Trump Jr., and
Korean War being the topics that emerged.
Topic

Most Frequent Words

Sample Tweets

New York

Sent, work, news, turn,

RT @maggieNYT: I worked at the NYPost

Post

outlet, nypost, hoax,

when anthrax was sent to news outlets post

terrify, letter, fake

9/11 and it was terrifying. This turned out to
be a hoax,…

Prince

Powder, white, war

Meghan Markle and Prince Harry in Anthrax

Harry

meghan, markle,

threat terror https://t.co/vSRoXbKQqF

contain, threat, harry,
biological, prince
Trump Jr.

Trump, jr, attack,

My son, Donald Trump Jr. , and his wife may

mueller, Donald, one,

have opened a letter containing anthrax.

threat, known,

Some people are saying terrori…

investigation

https://t.co/ug3flfIflZ

Korean

Post, korea, north,

U.S. use of biological warfare during the

War

terrify, china, attack,

Korean War against Korea & China, included

wide, known, plague,

use of anthrax, plague and cho

left

https://t.co/vJpdyCxtNK

March 2018. There was one burst in tweets in March from March 17th to March
21st (Figure 17) with tweets again discussing former FBI Director Robert Mueller: “RT
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@DRUDGE: Mueller is hardly a saint. Wrongfully accused Hatfill of anthrax attack back
in the day. Cost taxpayers millions in damages.…”.
The number of topics was restricted to two while discussing the topics for March
(Figure 18). The Mueller Investigation was a topic of discussion again this month (Table
24). This is an event of interest and was explored further. The second topic concerns a
suspicious package found at the post office in Travis Air Force Base that was suspected
of being a bomb. This was a topic due to being discussed with the Trump Jr. scare that
occurred in February and Austin serial bombings that occurred between March 2nd and
March 22nd, 2018.
Figure 17
The total number of tweets each day in March for all tweets and relevant only tweets.

5000
4500
4000
3500
3000
2500
2000
1500
1000
500
0

4739

Event
All
Relevant

3/1/2018
3/3/2018
3/5/2018
3/7/2018
3/9/2018
3/11/2018
3/13/2018
3/15/2018
3/17/2018
3/19/2018
3/21/2018
3/23/2018
3/25/2018
3/27/2018
3/29/2018
3/31/2018

Total # of Tweets

One event was detected.

Note. The grey vertical line indicates when tweets concerning The Mueller Investigation
started appearing again.
Figure 18
Perplexity plot for March with two topics performing best.
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Table 24
March topic modeling results. The topics were The Mueller Investigation and Travis.
Topic

Most Frequent Words

Sample Tweets

The Mueller

Mueller, investigation,

RT @ThinBlueLR: Mueller botched the

Investigation attack, botch, case, man,
handle, open

Anthrax investigation and prosecution.
\nHe should have been thrown on the trash
heap of history then an…

Travis

Mail, attack, bomb, air,

RT @Cernovich: - Austin bombing\n\n-

military, base, jr, scare,

Don Jr. anthrax scare\n\n- Travis Air Force

Austin, travis

Base attack\n\n- Suspicious packages
mailed to military installa…

April 2018. A burst in tweets from April 8th to April 15th again addresses The
Mueller Investigation: “@BillKristol, your pro-#Mueller ad left out the parts where he
covered up for now imprisoned dirty FBI agent John Connolly and his CI Whitey Bulger,
or when he tried to frame a guy in the 2001 Anthrax case and cost taxpayers a $5.8
million settlement.” (Figure 19).
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According to perplexity, five topics should be used for April (Figure 20).
However, when five topics were used, topics contained words that only appeared a
handful of times (Irvin occurred 6 times), and words from false positive tweets (“bought
candy from kid outside I taste anthrax”). The number of topics was reduced by one until
the topics no longer had five or more of the same words in each topic.
The two topics of discussion during April were Abortion and The Mueller
Investigation (Table 25). Abortion was another viral tweet from a worker at an abortion
clinic after 9/11 when they received a fake anthrax letter. The Mueller Investigation is
people again bringing up his FBI Director history due to investigators raiding the offices,
hotel room, and home of President Donald Trump’s former attorney, Michael Cohen.
Both are events of interest that were further explored.
Figure 19
The total number of tweets each day in April for all tweets and relevant only tweets. Two

3000
2500
2000
1500
1000
500
0

2684
1688

Event

4/29/2018

4/27/2018

4/25/2018

4/23/2018

4/21/2018

4/19/2018

4/17/2018

4/15/2018

4/13/2018

4/11/2018

4/9/2018

4/7/2018

4/5/2018

4/3/2018

All

4/1/2018

Total # of Tweets

events were detected.

Relevant

Note. The grey vertical line indicates another spike where people discussed The Mueller
Investigation.
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Figure 20
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Perplexity plot for April with five topics performing best.
70000
60000
50000
40000
30000
20000
10000
0
2

3

4

5

6

7 8 9 10 15 20 30 40 50 100
Candidate # of Topics

Table 25
April topic modeling results. Abortion and The Mueller Investigation were the topics.
Topic

Most Frequent Words

Sample Tweets

Abortion

Work, year,

@sadydoyle @DavidKlion I worked in an

investigation, attack,

abortion clinic during the time when Eric

one, clinic, time, fake,

Rudolph was on the loose. After 9/11, our

letter, us

clinic received a fake anthrax letter. One of
the doctors I worked with had an anti-choice
activist follow his children home from
school. He had Army of God propaganda on
him.

The Mueller

Mueller, case, fbi,

Investigation Robert, innocent, man,

Mueller & Comey have history in FBI of
lying to indict innocent people: Whitey
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bulger, whitey, million,

Bulger case, anthrax, obviously Obam…

official

https://t.co/g7XC9ZT1b2

May 2018. Three bursts were detected in May (Figure 21). Tweets from May 3rd
to May 5th and May 10th to 13th discuss The Mueller Investigation and Trump for the
fourth and fifth time: “

@marklevinshow on Mueller probe: They wanna treat

[@realDonaldTrump] like they treated @MarthaStewart. Well guess what, he's the
president, Mr. Mueller.This isn't one of your failed anthrax cases..this is the president of
the United States. #Hannity\n\n https://t.co/SYVUbLXhMu”.
Tweets from May 24th to May 27th concern another tweet that went viral: “This is
why I’m terrified to be a parent. I don’t know if I have enough self control to not
uppercut the shit outta these kids & mail anthrax to their parents.
https://t.co/71tqgrVBQa”.
Topics were limited to three for May since that is where the perplexity curve
leveled off (Figure 22). Topics for May are Hippo Cull, The Mueller Investigation, and
Parent (Table 26). This is the third time the investigation by former FBI Director Robert
Mueller has appeared as a topic. The topic Hippo Cull was about a cull in Zambia to
prevent anthrax. This was a topic of discussion throughout data collection as the story
progressed but was removed by coding by event versus not. Parent is another viral tweet,
this time from someone saying if they were a parent, they would send anthrax to parents
of children who bullied their kid. This was an event but was not an event of interest so
was removed once tweets were coded by event type (North Korean Threats, The Mueller
Investigation, and Anthrax Scares).
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Figure 21
The total number of tweets each day in May for all tweets and relevant only tweets. Three
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Note. The first two grey vertical lines again signify when people started discussing The
Mueller Investigation due to the investigation hitting the one-year mark and an increase
in tweets from President Donald Trump accusing former FBI Director Robert Mueller
and his prosecutors of a witch hunt. The third grey vertical line indicates when a viral
tweet about being a parent and mailing anthrax was posted.
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Table 26
May topic modeling results with three topics (The Mueller Investigation, Hippo Cull, and
Parent).
Topic

Most Frequent Words

Sample Tweets

The Mueller

Mueller, back, case,

RT @nancylee2016: "When Comey and

Investigation men, people, qaeda,
new, innocent, terror

Mueller Bungled the Anthrax Case""Mueller, in Steven Hatfill the bureau had its
man" AN INNOCENT MAN.…

Hippo Cull

Hippo, prevent, south,

#Zambia has announced that they are

Zambia, company,

permitting 2,000 Hippos to be killed to

deal announced, kill

prevent ‘anthrax’. \n\nHowever, this is just to
conceal the fact that they have made a deal
with a South African hunting company to
allow more #TrophyHunting.\n\nCall on
@EdgarCLungu to REVERSE this!
https://t.co/7jqJGux9zO

Parent

Shit, self, control,

This is why I’m terrified to be a parent. I don’t

uppercut, outta, parent, know if I have enough self control to not
terrify, kid, mail

uppercut the shit outta these kids & mail
anthrax to their parents.

June 2018. There were no events in June (
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Figure 23). Topics were limited to three for June (Figure 24). The three topics for June
were Cattle, The Mueller Investigation, and Abortion (Table 27). Anthrax was confirmed
in a cattle herd in South Dakota, causing the first topic. Any time there is a natural
anthrax outbreak, there will be discussion surrounding it. This was not explored further
since the focus of this dissertation is terrorism related. The Mueller Investigation was
again a topic for this month. While there were not enough tweets to be considered an
event, tweets concerning former FBI Director Robert Mueller’s investigation occurred
throughout the time of data collection since the dates of data collection coincided with
former FBI Director Robert Mueller’s investigation of President Trump. Abortion
concerns a viral tweet from the same person that caused the viral scare tweet in April
about planned parenthood being targeted. Again, there were not enough tweets to be
considered a detected event.
Figure 23
The total number of tweets each day in June for all tweets and relevant only tweets. No
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Figure 24
Perplexity plot for June with three topics performing best.
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Table 27
Topic modeling results for June with three topics (Cattle, The Mueller Investigation, and
Abortion).
Topic

Most Frequent Words

Sample Tweets

Cattle

South, Dakota, cattle,

Anthrax confirmed in South Dakota cattle herd

herd, confirm, us,

https://t.co/JPpaSbN6zr

animal, infect
The Mueller

Mueller, investigation,

Investigation attack, comey, botch,
Director, taxpayer,
wrongful

Robert Mueller has been botching
investigations since the anthrax
attacks

\n\nA former FBI official involved

in the investigation sued the FBI, alleging the
FBI concealed exculpatory
evidence.\n\nMueller held this case open for
TEN YEARS! \n\n
READ

MUST

\nhttps://t.co/dwgDMRbdq1

https://t.co/0p2Z0dRjN0
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Abortion

Scare, one, work,

@BrandyLJensen I worked for Planned

letter, fake, know,

Parenthood from 1999-2002.\n\nWe were

right, doctor

firebombed once. We got an anthrax scare
letter right after 9/11 (luckily fake). I was
followed home once by a protester. We had
multiple bomb threats. One doctor I worked
with had protestors target his children at
school.

July 2018. There were three bursts of tweets in July (Figure 25). Tweets from
July 1st to July 4th and July 17th to 21st discuss a hippo cull in Zambia: “The hippo cull in
#Zambia is set to begin. At least 2000 #Hippos will be killed by Trophy Hunters who will
pay $15,000 for a permit. The Government claims its to stop the spread of anthrax, but
really, it's about the spread of greed. RT to fight greed! https://t.co/uSgzbYRSUR”.
Tweets from July 23rd to July 27th discuss Rep Maxine Waters receiving a
suspicious package: “BREAKING: Rep Maxine Waters' office has been evacuated after a
package was received with the word "Anthrax" on it.\n\nReminder: Earlier this month
Trump tweet-attacked her, calling her corrupt and 'low IQ"\n\nFACT: Trump is corrupt
and Low IQ.” These tweets discuss the package addressed to “Anne Thrax” that was
delivered to a building that houses Representative Maxine Waters, resulting in affected
portions of the two-story building being evacuated (Warmbrodt, 2018).
Topics were limited to three for the month of July (Figure 26). However, two
topics concerned Maxine Waters and highly overlapped [had four of the same most
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frequently used words (Maxine, Waters, office, and package)] so topics were reduced to
two.
The topics for July were Maxine Waters and The Mueller Investigation (Table
28). Maxine Waters concerns news reporting on Representative Maxine Waters receiving
a package labeled “Annie Thrax”. This was explored further under the topic anthrax
scares. The Mueller Investigation again is a collection of people expressing their distrust
of former FBI Director Mueller to investigate Russian collusion after former FBI Director
Robert Mueller unveiled indictments against a dozen Russian intelligence officers.
Figure 25
The total number of tweets each day in July for all tweets and relevant only tweets. Three
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events were detected with almost all tweets concerning the events.
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Note. The first two grey vertical lines show when tweets concerning a hippo cull in
Africa first started to appear while the third grey vertical line shows when news articles
about Representative Maxine Waters receiving a package labeled “Anne Thrax” first
started to appear.
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Figure 26

Perplexity

Perplexity plot for July with three topics performing best.
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Table 28
Topic modeling results for July. The two topics were Maxine Waters and The Mueller
Investigation
Topic

Most Frequent

Sample Tweets

Words
Maxine

Maxine, waters,

BREAKING: Rep Maxine Waters' office has been

Waters

package, office,

evacuated after a package was received with the

rep, label, left,

word "Anthrax" on it.\n\nReminder: Earlier this

mark, receive

month Trump tweet-attacked her, calling her corrupt
and 'low IQ"\n\nFACT: Trump is corrupt and Low
IQ.

The Mueller

Mueller, attack,

Investigation fake, case, send,

@FBI Comey and Mueller badly bungled the
biggest case they ever handled. They botched the
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package, walk,

investigation of the 2001 anthrax letter attacks that

desperate

took five lives and infected 17 other people, shut
down the U.S. Capitol and Washington’s mail
system\nhttps://t.co/w3x7OLWDwYchief, identified
a "rogue scientist" who killed himself before his
trial.

August 2018. A burst in tweets from August 1st to August 4th also discuss The
Mueller Investigation and what they perceive as former FBI Director Robert Mueller’s
past failings: “Facts about Robert Mueller:\n\nBotched 1996 Olympic Bombing case and
2001 anthrax case\n\nBlocked 9/11 victim families from suing Saudi Arabia
(masterminds behind 9/11)\n\nHired Peter Strzok as lead “investigator”\n\nInvolved in
Uranium One\n\nWas FBI Director over failed 9/11 intelligence” (Figure 27).
Topics were limited to two for August (Figure 28). However, both topics
concerned the same tweet: “I’m shocked that many are just now waking up to the fact
Mueller oversaw two of the biggest sweetheart deals for sex offenders in our nation’s
history, re Asimov & Epstein. Along w/the Uranium 1 deal, anthrax debacle that cost
taxpayers $6 mil. He’s pure corruption personified.” The number of topics was therefore
reduced to one.
The last topic was The Mueller Investigation with people again expressing their
distrust of him due to the perceived mistakes made during the anthrax attacks
investigation while he oversaw the FBI (Table 29).
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Figure 27
The total number of tweets each day in August for all tweets and relevant only tweets.
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Figure 28

Perplexity

Perplexity plot for August with two topics performing best.
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Table 29
Topic modeling results for August. The Mueller Investigation was the only topic.
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Topic

Most Frequent Words

Sample Tweets

The Mueller

Mueller, uranium,

I’m shocked that many are just now waking up

Investigation many, fact, two, deal,

to the fact Mueller oversaw two of the biggest

corrupt, history,

sweetheart deals for sex offenders in our

along, deal

nation’s history, re Asimov & Epstein. Along
w/the Uranium 1 deal, anthrax debacle that
cost taxpayers $6 mil. He’s pure corruption
personified.

Addressing Specific Aim 2: How Does The Number Of Parts Of Speech, Words And
Phrases Used, Hashtags, URLs, Retweets, And At-Mentions Vary Between Anthrax
Event-Related Tweets And Tweets Not Concerning Anthrax Events?
The relevant tweets were then further categorized as concerning an event
(Anthrax Scares, The Mueller Investigation, and North Korean Threats) or not. The interrater reliability (Cronbach’s alpha) of the three coders was found to be substantial
(α=0.85-0.93 and agreement=89-95%) (Table 30). On the gold standard, random forest
naïve Bayes, and logistic regression performed equally well on precision (0.90) and recall
(0.90) but random forest and logistic regression outperformed naïve Bayes for F1 (0.90
and 0.89 respectively) (Table 31). SVM performed poorly (F1=0.58; precision=0.69;
recall=0.58).
Most tweets were not about one of the events that occurred during data collection
(2035/3000) (Figure 29). An addition 500 random unique relevant tweets were then
coded both by the expert and the logistic regression classifier. Inter-rater reliability was
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found to be acceptable (α=0.87, agreement=90%). All tweets were therefore coded using
the logistic regression algorithm. Most tweets referenced anthrax-related events (Figure
30).
Table 30
Cronbach’s alpha for gold standard. All raters had substantial agreement (>80%).
Raters

Cronbach’s alpha

% agreement

M+A

0.89

91%

M+B

0.85

89%

A+B

0.93

95%

A+B+M

0.91

90%

Table 31
Performance of machine learning algorithms for event versus not. Logistic regression
performed best.
F1

Precision

Recall

SVM

0.58

0.69

0.58

Random Forest

0.90

0.90

0.90

Naïve Bayes

0.89

0.90

0.90

Logistic Regression

0.90

0.90

0.90
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Figure 29
Bar graph of an event versus not tweet distribution for the gold standard of 3000 tweets
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Figure 30
Bar graph of an event versus not tweet distribution for the entire relevant dataset
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An independent samples T-test between means was used to determine which
features were most important for classifying the tweets as relevant or not. The data were
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non-normal (Skewness=-0.46-79.85 & Kurtosis=1-6376.62), so bootstrapping was used
to calculate the p-values using the percentile method. All features used in coding [Parts of
Speech (Table 5) and the top 20 unigrams and bigrams (Table 14)] were important at the
0.01 alpha level except for “lead investigator” according to the t-test (Table 32). Taking
Cohen’s D into account, half of the features had a small effect size and the other had a
negligible effect size (Table 12).
Table 32
Mean, standard deviation, Cohen’s D, and T-value for features of relevant and not
relevant tweets.
Not Event

Event

Variable

Mean

Std.

Mean

Std.

Cohens D

T

fail

0.02

0.14

0.15

0.35

0.45

-90.91

trump

0.02

0.15

0.15

0.36

0.45

-92.00

hippo

0.01

0.10

0.10

0.29

0.38

-76.72

case

0.08

0.27

0.20

0.40

0.35

-71.34

maxine

0.02

0.14

0.10

0.30

0.34

-68.86

office

0.02

0.14

0.10

0.31

0.34

-68.40

treat

0.00

0.04

0.06

0.24

0.34

-68.41

maxinewaters

0.02

0.13

0.10

0.30

0.34

-68.15

robert

0.03

0.16

0.11

0.32

0.33

-66.11

robertmueller

0.03

0.16

0.11

0.31

0.33

-65.88

president

0.00

0.06

0.06

0.24

0.32

-65.48

unitedstates

0.00

0.05

0.06

0.23

0.31

-63.63
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hashtag

0.15

0.35

0.27

0.44

0.30

-60.90

olympicbomb

0.01

0.12

0.08

0.27

0.30

-61.34

bombcase

0.01

0.12

0.08

0.27

0.30

-61.42

saudiarabia

0.01

0.12

0.08

0.27

0.30

-61.43

victimfamily

0.01

0.12

0.08

0.27

0.30

-61.55

susaudi

0.01

0.12

0.08

0.27

0.30

-61.54

peterstrzok

0.01

0.12

0.08

0.27

0.30

-61.50

attack

0.09

0.29

0.19

0.39

0.29

-57.78

investigat

0.07

0.26

0.16

0.36

0.27

-54.32

botch

0.05

0.22

0.13

0.33

0.26

-52.48

package

0.03

0.18

0.10

0.30

0.26

-52.95

Verb

4.14

2.75

4.93

3.50

0.25

-50.20

fbi

0.05

0.22

0.12

0.33

0.25

-50.44

repmaxine

0.01

0.10

0.05

0.23

0.25

-50.07

Adverb

1.08

1.31

0.80

1.02

0.24

47.75

atmention

0.55

0.50

0.66

0.47

0.23

-46.90

corrupt

0.01

0.12

0.06

0.23

0.23

-47.20

fbidir

0.03

0.17

0.08

0.27

0.23

-46.66

Preposition

2.23

1.79

2.63

1.91

0.21

-43.52

north

0.18

0.39

0.11

0.32

0.19

39.40

northkorea

0.17

0.38

0.11

0.31

0.18

36.99

koreandefector

0.06

0.24

0.03

0.16

0.18

36.40

Verb past participle

0.51

0.80

0.66

0.97

0.17

-34.48
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brianross

0.02

0.14

0.05

0.22

0.17

-33.46

Verb past tense

1.02

1.27

1.23

1.40

0.16

-32.75

URL

0.48

0.50

0.56

0.50

0.16

-32.78

korea

0.18

0.39

0.13

0.33

0.16

32.60

Noun, singular

6.76

4.07

7.34

4.16

0.14

-28.56

Proper noun, singular

0.12

0.49

0.07

0.33

0.12

25.31

Adjective

2.02

1.62

2.18

1.65

0.10

-19.34

mueller

0.21

0.41

0.25

0.43

0.10

-20.99

defect

0.09

0.28

0.06

0.24

0.10

20.67

Personal pronouns

0.91

1.29

1.04

1.40

0.09

-19.21

ross

0.05

0.23

0.08

0.27

0.09

-18.09

RT

0.38

0.49

0.42

0.49

0.07

-14.53

mrmueller

0.00

0.01

0.00

0.06

0.07

-14.92

Noun plural

1.35

1.27

1.43

1.29

0.06

-11.64

Determiner

1.72

1.69

1.82

1.88

0.05

-11.03

predeterminer

0.01

0.08

0.01

0.07

0.02

3.76

watersoffice

0.01

0.09

0.01

0.08

0.02

3.36

leadinvestigator

0.00

0.01

0.00

0.01

0.01

-1.85*

Note. * means not significant at α=0.01 based on bootstrap p-value
Addressing Specific Aim 3: How Do The Topics That Emerge For Anthrax Scares,
The Mueller Investigation, and North Korean Threats Compare
Duplicate tweets were removed from the relevant event tweets (91,312) leaving
9,672 unique tweets. The gold standard consisted of 1,900 random unique tweets and an
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additional 200 set aside for testing. The tweets were coded by event (1= the Mueller
investigation, 2=anthrax scares, 3=North Korea concerns, 4=Ross, hippos, and other) by
a CBRNe expert and an independent analyst. Tweets about Reporter Brian Ross (Former
ABC News correspondent) being fired for airing an erroneous report, the hippos culled,
and other tweets not about North Korean Threats, The Mueller Investigation, and Anthrax
Scares were combined into one category because they did not concern terrorism events
and thus were not explored further. The analyst and CBRNe expert had significant
agreement (α=0.96 and agreement=94%) so the machine learning algorithms were trained
using the gold standard.
The performance of the machine learning algorithms using the gold standard is
shown in Table 33. All algorithms performed at an acceptable level for F1 (0.94-0.96),
precision (0.94-0.96), and recall (0.94-0.96). Logistic regression again performed best
(F1=0.96; precision=0.96; recall=0.96).
Most tweets in the gold standard concerned North Korean Threats (36%) and The
Mueller Investigation (43%) (Figure 31). An additional 200 tweets were coded by the
CBRNe expert and tested by the trained logistic regression algorithm. There was a
significant level of agreement (α=0.98 and agreement=98%) between the expert and the
logistic regression algorithm’s codings, so all remaining tweets were coded using the
logistic regression algorithm. Most tweets (43%) concerned the opinion that former FBI
Director Robert Mueller cannot be trusted to investigate if Russia helped President
Trump get elected (
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Figure 32). The next highest (28%) concerned North Korean defector having
antibodies to anthrax and concern over North Korea using anthrax. This follows the
distribution of tweets in the gold standard (Figure 32).
Table 33
Performance of machine learning algorithms using the gold standard with logistic
regression performing best.
F1

Precision

Recall

SVM

0.94

0.95

0.95

Random Forest

0.95

0.95

0.96

Naïve Bayes

0.94

0.94

0.94

Logistic Regression

0.96

0.96

0.96

92

Figure 31
The number of relevant event tweets concerning The Mueller Investigation, Anthrax
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Figure 32
All relevant event tweets (91,312) coded as the Mueller investigation, anthrax scare,

Total # of Event Tweets

North Korea, or other.
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Perplexity was found for The Mueller Investigation, Anthrax Scares, and North
Korean Threats datasets, respectively. From Figure 33, we observe that the perplexity
values for Anthrax Scares decrease rapidly until about 4, and then level off after 4,
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indicating that increasing the number of topics after 4 does not significantly improve the
performance of the LDA models (the lower the perplexity value the better).
The topics of discussion for Anthrax Scares were Trump, Package, Waters, and
America (Table 34). Trump is a tweet about how President Trump had insulted Rep.
Maxine Waters and then she received a hoax package: “BREAKING: Rep Maxine
Waters' office has been evacuated after a package was received with the word "Anthrax"
on it.\n\nReminder: Earlier this month Trump tweet-attacked her, calling her corrupt and
'low IQ"\n\nFACT: Trump is corrupt and Low IQ.” The topic Package is not from a
single scare, but instead is words used to describe all the packages received by Rep.
Maxine Waters, President Donald Trump, and Prince Harry. America is another viral
tweet about how people think Rep. Maxine Waters received a scare due to comments
made by President Trump: “They had to evacuate Rep Maxine Waters office because it
received a package marked ‘Anthrax’?? As if America didn’t already have its hands full
with foreign terrorists, now we have to contend with the insane clown posse cause of this
fuckin fool?” Waters was a viral tweet from a TMZ article breaking the news of the
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suspicious package: “RT @3ChicsPolitico: Representative Maxine Waters' office
evacuated. Suspicious package labeled 'ANTHRAX'\nhttps://t.co/7LVgR2GlAX”.
Figure 33

Perplexity

Perplexity plot for tweets relating to Anthrax Scares. Four topics performed best.
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Table 34
Anthrax scare topic modeling results with Trump Jr., Package, America, and Maxie
Waters being the topics that emerged.
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Topic

Most Frequent

Sample Tweets

Words
Trump

Trump, low, iq,

BREAKING: Rep Maxine Waters' office has been

Jr

corrupt, attack, call,

evacuated after a package was received with the

month, reminder,

word "Anthrax" on it.\n\nReminder: Earlier this

fact, break

month Trump tweet-attacked her, calling her corrupt
and 'low IQ"\n\nFACT: Trump is corrupt and Low
IQ.

Package

Label, left,

#TrumpEffect>> Rep. Maxine Waters' Office

suspicious, official,

Evacuated for 'Anthrax' Package. This comes on the

package, harm,

heels of the Congresswoman receiving multiple

death, box, wrote

death threats. https://t.co/9WR721WSTo via @TMZ

America Mark, fool, America,

They had to evacuate Rep Maxine Waters office

terrorist, foreign,

because it received a package marked ‘Anthrax’??

fuck, evacuate,

As if America didn’t already have its hands full with

contend, hand, good

foreign terrorists, now we have to contend with the
insane clown posse cause of this fuckin fool?

Maxine

Maxine, waters,

RT @3ChicsPolitico: Representative Maxine

Waters

office, package, rep,

Waters' office evacuated. Suspicious package

evacuate, receive,

labeled 'ANTHRAX'\nhttps://t.co/7LVgR2GlAX

threat, deliver, break
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From Figure 34, we observe that the perplexity values level off at four topics. The
four topics of discussion for the Mueller investigation were Hatfill, 9/11, Shock, and
Bomb (Table 35). Hatfill concerns a series of viral tweets about how former FBI Director
Robert Mueller botched the anthrax investigation by accusing an innocent man, Dr.
Steven Hatfill: “RT @RealSaavedra: Robert Mueller Has Been Botching Investigations
Since The Anthrax Attacks\n\nSpecial counsel Robert Mueller's investigation…” and:
“RT @DRUDGE: Mueller is hardly a saint. Wrongfully accused Hatfill of anthrax attack
back in the day. Cost taxpayers millions in damages.…”. This is one of the many reasons
people mistrusted former FBI Director Robert Mueller in the investigation of Russia
interfering in the 2016 election. 9/11 and bomb are both topics from the same viral tweet.
9/11 covers the second half of the tweet about former FBI Director Robert Mueller’s
perceived mishandling of the 9/11 investigation, prevented families of 9/11 victims from
suing Saudi Arabia, and failed at preventing 9/11 in the first place. Bomb covers the other
half of the tweet which discusses how some people believe former FBI Director Robert
Mueller “botched” the 1996 Olympic bombing investigation, was involved in Uranium
one, and hired Peter Strzok. Uranium One is a controversy that the sale of Uranium One
to Rosatom was a bribery scandal involving Hillary Clinton (Schallhorn, 2018). Four
years of analysis and investigation by the FBI found no wrongdoing. Peter Strzok was an
FBI agent that responded to a text saying President Donald Trump is: “not ever going to
become president, right? Right?!” with: “No. No he’s not. We’ll stop it.” (Foran, 2018).
Mueller then hired Special Agent Peter Strzok as lead investigator to determine if Russia
interfered in the 2016 presidential election. Shock is another viral tweet where someone
states they are shocked that people were just finding out about all of former FBI Director
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Robert Mueller’s supposed failings: “I’m shocked that many are just now waking up to
the fact Mueller oversaw two of the biggest sweetheart deals for sex offenders in our
nation’s history, re Asimov & Epstein. Along w/the Uranium 1 deal, anthrax debacle that
cost taxpayers $6 mil. He’s pure corruption personified. https://t.co/kUIHz2LnXh”.
Figure 34

Perplexity

Perplexity plot for the Mueller investigation dataset. Four topics performed best.
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Table 35
The four topics that emerged for The Mueller Investigation (Hatfill, 9/11, Shock, and
Bomb).
Topics Most Frequent Words

Sample Tweets

Hatfill

RT @RealSaavedra: Robert Mueller Has Been

Botch, mueller,

investigate, attack, treat, Botching Investigations Since The Anthrax

9/11

state, Hatfill, steve,

Attacks\n\nSpecial counsel Robert Mueller's

united

investigation…

FBI, Director, lead,

@Freedomofdoubt @globalsocialm2

investigator, victim,

@WhiteHouse Fact Robert Mueller,\n\nBotched
1996 Olympic Bombing case and 2001 anthrax
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Saudi, arabia,

case\n\nBlocked 9/11 victim families from suing

mastermind, block sue

Saudi Arabia (masterminds behind 9/11)\n\nHired
Peter Strzok as lead “investigator”\n\nInvolved in
Uranium One\n\nWas FBI Director over failed
9/11 intelligence https://t.co/3f5YoJOvJ1

Shock

Deal, Mueller, cost,

I’m shocked that many are just now waking up to

taxpayer, corrupt, sex,

the fact Mueller oversaw two of the biggest

offend, sweetheart,

sweetheart deals for sex offenders in our nation’s

oversaw, debacle

history, re Asimov & Epstein. Along w/the
Uranium 1 deal, anthrax debacle that cost taxpayers
$6 mil. He’s pure corruption personified.
https://t.co/kUIHz2LnXh

Bomb

Case, uranium, Robert,

@Freedomofdoubt @globalsocialm2

fail, bomb, Olympic,

@WhiteHouse Fact Robert Mueller,\n\nBotched

strzok, mueller, hire,

1996 Olympic Bombing case and 2001 anthrax

involve

case\n\nBlocked 9/11 victim families from suing
Saudi Arabia (masterminds behind 9/11)\n\nHired
Peter Strzok as lead “investigator”\n\nInvolved in
Uranium One\n\nWas FBI Director over failed
9/11 intelligence https://t.co/3f5YoJOvJ1

From Figure 35, we observe that the perplexity values decrease rapidly until about
three. Therefore, the discussion of North Korea could be understood using three topics.
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The three topics for North Korean Threats were US, Defector, and Alert (Table 36). US
concerns tweets about the US using anthrax on China and North Korea during the Korean
War: “U.S. used Anthrax on north Korea and China. This should be more widely known.
https://t.co/eIm2XmOqBg”. Defector concerns tweets about a soldier that defected from
North Korea who had anthrax antibodies in his bloodstream. Alert concerns a viral tweet
about a news story stating that a North Korean defector has antibodies to anthrax.
Defector and Alert led people to believe North Korea has weaponized anthrax and may be
planning attacks against the US: “ALERT\n\nIs North Korea preparing for Biological
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warfare? \n\nNorth Korean defector had anthrax antibodies in system…
https://t.co/GU3iNlQvrr”.
Figure 35
Perplexity plot for the tweets pertaining to North Korea with three topics performing

Perplexity

best.
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Table 36
North Korea topic modeling results. US, Defector, and Alert were the topics that
emerged.
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Topic

Most Frequent Words

Sample Tweets

US

Korea, north, us,

U.S. used Anthrax on north Korea and China. This

threat, china, known,

should be more widely known.

wide, test

https://t.co/eIm2XmOqBg

Defector Soldier, defect, south,

RT @MailOnline: North Korean soldier who

kim, fear, found, one,

defected to the South is found to have ANTHRAX

war, vaccine, year

antibodies in his bloodstream
https://t.co/BGvZSarn…

Alert

Korea, north,

ALERT\n\nIs North Korea preparing for

antibody, defector,

Biological Warfare? \n\nNorth Korean defector had

system, biological,

anthrax antibodies in system…

weapon, threat,

https://t.co/GU3iNlQvrr

warfare, prepar
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Discussion
Anthrax Topics Over Time
Of the twenty-six topics discovered over the twelve months of data collection,
twelve concerned the three topics of interest (Anthrax Scares, The Mueller Investigation,
and North Korean Threats). The topics that were not from one of the three topics were
from tweets that were highly re-tweeted (Frank Whitehouse, Seth, NY Post, Parent, and
Abortion) or anthrax events that were not terrorism related (Hippo Cull, Vaccine, Merkel,
India, and Cattle). Hippo Cull, Vaccine, Merkel, India, and Cattle help show topics of
discussion when terrorism events are not occurring. Sometimes joke tweets go viral like
the one from Frank Whitehouse or the person saying why they could never be a parent.
Frank Whitehouse was a viral tweet where Frank Whitehouse jokingly asked how to tell
someone they have body odor and that you cause the anthrax attacks of 2001: “RT
@WheelTod: What's a good way to tell someone they have noticeable body odor, and
that you were responsible for the anthrax letter attack…”. Another joke tweet was from a
Twitter user saying they could never be a parent because they would send anthrax to the
parents of kids: “This is why I’m terrified to be a parent. I don’t know if I have enough
self control to not uppercut the shit outta these kids & mail anthrax to their parents”.
Frank Whitehouse and Parent are not important for event detection or discussion but
show when an event is not occurring, people joke about anthrax. The people making
these jokes do not understand the seriousness of anthrax or consider their risk to be nonexistent, which is why they make the jokes.
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Throughout data collection, there were tweets from people saying they wish they
had anthrax, so they did not have to do something “this is the worst email i’ve ever
received i’d rather someone send me anthrax https://t.co/QmJ3kNyQ7q", wishing
someone else got anthrax because they do not like them: I wished an anthrax infection
upon the UPS driver today because he's a rude jerk and then researched the symptoms
because I felt bad.

", or comparing someone to anthrax for something they did:

“Wrong???? They have ruined the very fabric of GERMANY.\n\nShe's anthrax...”. The
tweets from people saying they wish they had anthrax shows they do not understand how
serious an anthrax infection is or do understand it and use it for comparative purposes.
Tweets expressing a wish that someone would get anthrax means may imply
ignorance about the seriousness of the infection. These are the people that feel protected
by the anonymity of the internet to say whatever they want with no repercussions but
would not do the same in person. The vast majority of these “threats” are just empty
threats; people who are upset with someone, a corporation, or a government and wish to
voice their displeasure with them. The vast majority of these people do not wish to inflict
harm. However, there is the possibility of a lone wolf attack from someone with the
expertise to weaponize anthrax, like we saw in the anthrax attacks of 2001. Therefore, we
do need to monitor these threats, and if someone is consistently threatening someone or is
engaging in collaboration with extremist groups, they may need to be more closely
monitored.
Tweets comparing someone to anthrax means the tweeter considers this person
harmful, similar to calling someone toxic. Merkel was an example of this where people
compared German politician Angela Merkel to anthrax, saying she was ruining Germany:
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“Wrong???? They have ruined the very fabric of GERMANY.\n\nShe's anthrax...”. These
tweets likely do not indicate a threat, but do indicate a large dislike or distrust of the
person or group.
Other topics concern natural outbreaks like the one in Namibia, India, and South
Dakota. Namibia and South Dakota both concerned culls. While culls do not relate to
terrorism, they can be controversial, which is why they emerged as topics (Cassidy,
2019). While there is outrage and controversy expressed in relation to both culls and
attacks, tweets about culls are not useful for studying public reactions to anthrax events.
A controversy in the armed forces is that surrounding the anthrax vaccine. A large
percent (86%) of people that take the vaccine report side effects, and some people argue
the vaccine should be stopped until a better one is found (Callander, 2000). However, the
Pentagon argues the vaccine is the safest and most reliable way to protect service
members. This dispute was illustrated in hundreds of tweets throughout the year of
people commenting on the vaccine and its association with Gulf War Illness: “The
Anthrax Vaccine and Gulf War Illness https://t.co/DHNm4sRe1m”. A quarter of the
people interviewed in a study said they were changing jobs, going inactive, or leaving the
military and cited the vaccine as one of the reasons for doing so. The anthrax vaccine
deserves a lot of attention and needs to be addressed soon in order to reduce service
member attrition. There are several studies using Twitter to research the public’s
reactions to vaccines that the Pentagon should look at for methods to address this fear
(Broniatowski, Jamison, Qi, AlKulaib, Chen, Benton, Quinn, & Dredze, 2018; Chen &
Dredze, 2018; Gunaratne, Coomes, & Haghbayan, 2019; Mahajan, Romine, Miller, &
Banerjee, 2019; Tomeny, Vargo, & El-Toukhy, 2017). The Pentagon either needs to find
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a new vaccine with fewer side effects or do a more detailed study on both emotional and
physiological reactions to the vaccine to address this fear.
The topics also demonstrated that on anniversary dates or when similar events
occur, people discuss past use of weaponized anthrax. One example was discussion of the
US’s use of anthrax, plague, and cholera on Korea and China during the Korean War:
“U.S. use of biological warfare during the Korean War against Korea & China, included
use of anthrax, plague and cho https://t.co/vJpdyCxtNK”. People also tweet about their
experiences during an event like the topics Seth Meyers, Abortion and NY Post. Seth
Meyers tweets about how he had just started at SNL when the anthrax attacks happened
and how scared he and everyone else was: “RT @sethmeyers: This was my third week at
SNL. It was a month after 9/11 and the week someone sent anthrax to NBC. Everyone
was scared an…”. NY Post was from someone that worked there during the attacks and
also mentioned how terrifying it was: “RT @maggieNYT: I worked at the NYPost when
anthrax was sent to news outlets post 9/11 and it was terrifying. This turned out to be a
hoax,…”. Abortion concerned a tweet from someone that worked at Planned Parenthood
when they got a hoax anthrax letter: “@sadydoyle @DavidKlion I worked in an abortion
clinic during the time when Eric Rudolph was on the loose. After 9/11, our clinic
received a fake anthrax letter. One of the doctors I worked with had an anti-choice
activist follow his children home from school. He had Army of God propaganda on him.”
and: “@BrandyLJensen I worked for Planned Parenthood from 1999-2002.\n\nWe were
firebombed once. We got an anthrax scare letter right after 9/11 (luckily fake). I was
followed home once by a protester. We had multiple bomb threats. One doctor I worked
with had protestors target his children at school.”. The tweets from Seth Meyers,
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Abortion, and NY Post demonstrate how much actual attacks and scares cause fear and
how that fear and memories of the event linger for years. Seth Meyers, Abortion, and NY
Post also relates to the affect heuristic of fear where people rely on past experiences to
help them make decisions. Therefore, it is not surprising that people tend to discuss past
events, especially people that were directly affected by that event. The fact that people
tweet about past events during current events also means it is important to be able to
distinguish when people are discussing a past event or a current event. When the FBI
makes decisions, these decisions need to be based on what people are discussing about
the current event and not based on discussions concerning a past event. In the future,
however, government agencies may be able to rely on past reactions to terrorism events
to predict how they react to current events.
When an actual event is occurring, the FBI will be more interested in discussion
of the current event rather than comparisons to past events. Unigrams, bigrams, and
hashtags will be important for this distinction. Researchers can tag verbs as past or
present tense, helping label tweets as past or present and can also use n-grams to label
tweets as past or current. As seen in this study, the n-grams should be names of people
involved and locations of the events. Using n-grams and hashtags will allow researchers
to extract only tweets discussing the current event, allowing them to make quick practical
decisions.
Important Features
As hypothesized, RT was not important while the number of nouns and having a
URL was. What was not expected was that hashtag and at-mention were important. The atmentions were most likely important because during events people either tagged the person

107

involved: “RT @maggieNYT: I worked at the NYPost when anthrax was sent to news
outlets post 9/11 and it was terrifying. This turned out to be a hoax,…” or tagged people
that they wanted to see the story: “@sadydoyle @DavidKlion I worked in an abortion clinic
during the time when Eric Rudolph was on the loose. After 9/11, our clinic received a fake
anthrax letter. One of the doctors I worked with had an anti-choice activist follow his
children home from school. He had Army of God propaganda on him” or the news agency
tagged themselves: “RT @AlBoeNEWS: #BREAKING: South Korean official claims
North Korea is beginning to test loading anthrax onto ICBMs - Asahi Japan”. Information
researchers can gain from at-mentions is which news agencies get re-tweeted the most,
who started a viral tweet, and who people want to share information with. News agencies
tagging themselves will allow the FBI to know which news agencies are reporting on the
event and which news stations people are getting their information from. While all the viral
tweets in this study concerned jokes or people talking about their experience during past
attacks and scares, this may be important during actual events. Those affected by the attack
may live tweet their experiences during the moment, allowing researchers to gain more
information about what is happening in real-time. There is also an increasing trend of the
terrorists live broadcasting themselves doing the terrorist act. These streams quickly go
viral, allowing officers to respond to the event faster (PA Media, 2019).
Hashtags were also slightly more common in event-related tweets. The abundance
of hashtags is most likely due to news agencies including #Breaking before a news tweet:
“RT @AlBoeNEWS: #BREAKING: South Korean official claims North Korea is
beginning to test loading anthrax onto ICBMs - Asahi Japan”. Hashtags were also
commonly used when discussing North Korea: “Good news! #NorthKorea has an anthrax
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vaccine

indicating

their

advancement

in

biological

warfare.

:s

@SkyNews

https://t.co/LKcxp93BrM”, when discussing the Matt DeHart conspiracy theory: “RT
@RayJoha2: #FreeMattDeHart #FreeAnons Matt DeHart Prosecution Reveals FBI
Investigated CIA for Anthrax Attacks https://t.co/JGZF6p69wK”, or when discussing
Mueller: “RT @RepStevenSmith: Comey, Mueller bungled big anthrax case together
#WrongfulConvictionDay https://t.co/e2pGhKWfax”. When a big event occurs, people
quickly create a short hashtag for the event allowing all tweets about that event to be easily
found. Hashtags are another feature that will make it easier for the FBI to detect an event
or to know what keywords to use for tweet collection. For example, one of the hashtags
used to discuss Rep. Maxine Waters anthrax scare was #TrumpEffect. This was due to
people blaming President Donald Trump’s twitter attack on Rep. Waters a month before
her scare occurred. The FBI need to closely monitor hashtags for event detection and to
gain important information about the event.
URL’s were used to direct people to information. This information ranged from
news agencies to websites where they got their information, to websites where they posted
their conspiracy theories. For example, in the tweet: “Rep. Maxine Waters' Office
Evacuated

for

'Anthrax'

Package

#MaxineWaters

https://t.co/spynxSvlpb

https://t.co/ZQSQOi3CJY” the first link is to a TMZ article about the event while the
second link is to someone else’s tweet with a link to the TMZ article. The tweet about the
Matt DeHart conspiracy contained a link to a word press called Libertas Intel which
appears to be anti-government and have a lot of conspiracy theory articles. While going to
these URL’s may be time consuming, they can allow researchers to find new conspiracy
accounts to monitor and can help them determine where people get their news. Therefore,
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in future studies, the FBI need to include hashtags, at-mentions, and URL’s as important
features for extracting event related tweets.
All unigrams and all bigrams except for lead investigator were important for
classifying tweets as event-related. Knowing the top words used to describe an event can
be informative as the most used words usually include the person affected and words
related to what happened. The most frequently occurring n-grams can quickly clue the FBI
in on what is happening and if the spike in tweets is due to an anthrax attack, scare, or a
natural outbreak. Analysts for the FBI need to include the most frequently occurring
unigrams to extract anthrax event tweets. Unigrams need to include names along with
keywords about the event to allow for better collection of relevant tweets. Analysts also
need to monitor the hashtags to find other keywords to use for data collection.
Anthrax Scare, The Mueller Investigation, and North Korean Threats
Anthrax Scares
Most topics for scares came from news articles about Representative Maxine
Waters. It was interesting that none of the topics were about Donald Trump Jr’s or Prince
Harry’s anthrax scares especially since Rep. Waters’ scare was the last to occur. One of the
topics was just about describing the package, which would apply to all three scares.
Anthrax scares represent current events but are not a regular occurrence and only
occur every several years. Therefore, this would most likely not be a topic when scares are
not occurring. But when one did occur, there will be references to other past scares and
viral tweets from people that were directly affected by them. This is again due to the affect
heuristic of fear, where people use their past experiences to inform how they should react
to current events. Also, people have more fear during bioterrorism events compared to
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other CBRNe attacks due to being sick from bacteria and viruses in the past (Williams,
2015a). Using the anthrax attacks in the past can provide information for the future, such
as during anthrax attacks people will try to stock up on antibiotics and flood doctor’s offices
and hospitals, even if the probability they were affected is slim to none (FBI, 2020;
Graysmith, 2008; Slovic et al., 2007). People also become afraid to open their mail and
packages. The anthrax attacks pushed many people to switch from mail to e-mail
(Graysmith, 2008). Future attacks may push people to switch from paper bills to paperless.
As mentioned previously, this is, therefore, why it is important for analysts for the FBI to
be able to classify tweets as current or past event related.
The Mueller Investigation
The Mueller Investigation, named for former FBI Director Robert Mueller, was
chosen as a topic because the tweets concern the public’s opinions on events in the past.
The topics for The Mueller Investigation covered what people consider his failings while
he was in charge of the FBI. Tweets concerning The Mueller Investigation were found
throughout data collection due to former FBI Director Robert Mueller leading the probe
into whether or not Russia interfered in the Presidential election.
Former FBI Director Robert Mueller represents past events since all the tweets refer
to events from the past. These topics show that people do not forget the past and will bring
up past events that relate to current events. It also shows that when people consider an FBI
investigation a failure, they not only mistrust the person that was in charge but also the FBI
in general. Once people lose trust in a government organization, it is difficult to earn their
trust back. Based on the topics found in this study, it is important for the FBI to work on
justice for victims. Previous research by Wemmers and Manirabona (2014) has shown that
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if victims believe the punishment is fair, they trust the system more, while if they believe
the punishment is unfair, their mistrust is increased. However, if people have faith, they
will continue to defend the institution, even on questionable decisions. This faith is being
demonstrated today with people believing President Trump when he claims voter fraud,
even though no evidence has been found to support his claim. Government institutions are
very limited on what they can and cannot do. An example of this is the Harry Dunn case.
A teen from the United Kingdom was hit and killed by a wife of a US diplomat when she
accidentally drove on the wrong side of the road (Wamsley, 2020). The parents and many
supporters want justice, but Anne Sacoolas is protected by diplomatic immunity. It is cases
like this where trust will be lost, and the agency needs to work hard to mitigate how much
trust is lost. The government agencies involved need to clearly explain the law and try to
work with the family to reach some sort of compromise that is within their legal abilities.
The FBI should also keep working on their social media presence and continue to do
outreach programs like InfraGard, Citizens Academies, and Community Awareness
Presentations to keep the public’s trust.
North Korean Threats
The topic North Korean Threats represents concern over future anthrax events.
There is often concern about terrorism attacks from North Korea, or ISIS, or lone wolf
attacks. However, a country or terrorist group trending would only occur when an event
happens that causes increased concern like the North Korean defector. A defector who had
anthrax antibodies caused concern that North Korea was weaponizing anthrax, especially
since a week prior there were reports that North Korea had been testing anthrax loaded
intercontinental ballistic missiles (Lam, 2017). A spike in tweets concerning North Korea
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occurred whenever new information was found like the defector or the ICBM tests. The
trend with future events will also be a spike in tweets following a news story concerning
terrorism fear. Tweets about the event will quickly end once a new major story breaks and
people forget. One way to initially detect concern over a future event is through a
government agency. The FBI, CIA, and the Department of Homeland Security will be
aware of future threats before the public is. After they know something has happened that
will cause fear in the public, they can start monitoring for tweets about this threat. For
example, if they know a country has started doing tests with CBRNe agents, the
government agencies can start monitoring for tweets mentioning the country and words
related to the tests the country was doing. If an event occurs that the government had no
warning of, they can monitor the number of tweets per day and watch for the spike. Once
the spike is observed, analysts can start monitoring hashtags and finding the top unigrams
to start data collection.
In these tweets people expressed fear about the future but the fear diminished as
soon as a new breaking news story emerged, and they forgot about the threat. This again
shows human nature. When there is a credible threat, many are afraid and try to take
measures to protect ourselves. However, when it comes to bioterrorism, people may be
unsure how to respond to a bioterrorism event. When we are unsure of what to do, we
will have that fear in the back of our minds. While that fear remains, people will continue
their lives due to thinking there is nothing they can do to prevent it.
Usefulness of The Methods
Events were detected within an hour to four hours of the media discussing the
event, which was an improvement over previous studies (Buckeridge et al., 2004;
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Kulldorff et al., 2004; Mandl et al., 2004; Nordin et al., 2005). The methods utilized in
my dissertation also not only detected events but were able to determine topics of
discussion surrounding Anthrax Scare, The Mueller Investigation, and North Korean
Threats. While machine learning was used specifically for anthrax event detection, they
are much more widely applicable; Machine learning could detect other terrorism related
events, answer other questions, or be used on other social media sites.
While my dissertation focused on anthrax events, the methods I used could be
used to detect and study any terrorism event. They could detect other biological,
chemical, radiological, or nuclear event. The FBI could even use the methods to track
people that were affected by a terrorism incident that left the scene before they could be
decontaminated (Miller et al, 2019). Government agencies can also use the methods to
detect threats made by people or organizations (Stephens & Maloof, 2014). Twitter is not
the only social media cite used for event detection. Work has also been done on
Facebook, blogs, Instagram, Google Plus, LinkedIn, and even the dark web (Farzindar &
Khreich, 2015; Moore & Rid, 2016; Osborne & Dredze, 2014). Social media networks
can also be analyzed to determine the most influential people contributing to a topic,
allowing government agencies to address misinformation or conspiracy theories at the
source or to see how effectively government agencies are disseminating information (F.
Cheong & Cheong, 2011).
One new social media site, Parler, also provides an opportunity for monitoring.
Parler is promoted as a place to speak freely without fear of being censored (Parler,
2020). Post-election, a lot of supporters of President Trump are using Parler to express
their opinions and evidence of voter fraud (Politico, 2020). All social media platforms
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need to be closely monitored in case people go from talking to plotting. An example of a
plot was Adam Fox and the militia group that conspired to kidnap Michigan Governor
Whitmer and execute public officials (Hall, 2020).
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Limitations
There are some limitations in the dataset and using social media. These
limitations include language constraints, use of latent Dirichlet allocation, and bot
accounts.
Demographics
There is some sampling bias in my dissertation due to the demographics of the
average Twitter user (Table 2). There is a higher percent of the US population that is
female (52%) compared to the percent Twitter users that are female (50%) (PEW
Research, 2019). There is a higher percent of Twitter users that are male (50%) compared
to the percent of the US population that is male (48%). The median age of Twitter users
is 40 while the median age of a US adult is 47. Twitter users also have a higher
educational attainment (42% have a bachelor’s degree) and household income (41% have
an income greater than $75,000) compared to the average US citizen (31% have a
bachelor’s degree and 32% have an income greater than $75,000). Twitter users are more
likely to be Democrats (36% for Twitter compared to 30% for US adults).
Language constraint
This dissertation was restricted to English-language tweets, which limits the
strength of this study. This was seen in the number of half Spanish half English tweets
that were removed during the relevant versus not coding stage. It also limited the ability
to study the discussion concerning the anthrax outbreak in hippos in Africa and the paper
discussing how long anthrax remains in the soil in India, which is why those topics were

116

not a focus of the study. Future studies could address this limitation through analysis of
tweets in the prominent language of where the event occurred.
Latent Dirichlet Allocation (LDA)
LDA has had some issues in the past with overfitting, where the number of
revealed topics are greater than the number of true topics (Zhang, Tang, Meng, Nguyen,
& Mei, 2014). I have attempted to address this by combining topics that concerned the
same tweet or had several of the same most frequently used words in two topics. Before
performing LDA on the topics of interest, tweets were separated into different documents
where each document contained only tweets about that topic. All relevant event tweets
were separated into three different documents related to North Korea, Mueller, and
anthrax scares, respectively, before the LDA was performed.
Tweets By Bots
People that want to get their message out there program bots to spam their
messages on social media. Researchers could check each account to make sure it is not a
bot account or remove all duplicate tweets to prevent bots from influencing their study. In
this study there may have been bots posting conspiracy theories about the anthrax vaccine
and Gulf War Syndrome and about Matt Dehart, a hacker arrested by the FBI. The FBI
states Dehart is a child predator, but Dehart claims he discovered secrets about the FBI
and was tortured to keep the secrets (Kushner, 2015). Many believe Dehart and post on
social media trying to get him free. Since these were not topics of interest and were
eliminated during event coding, there was no need to try to identify bot accounts.
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Conclusion
This was the first study to successfully create an automated tweet classification
tool to analyze topics of discussion concerning anthrax related events in real-time. By
using citizen sensing, I have increased detection time from two weeks to a few hours
which will advance the fields methodological capabilities for analyzing CBRNe event
discussion. The machine learning methods used in this dissertation have been
demonstrated to be effective and trustworthy. When another attack occurs, FBI analysts
will be able to start monitoring social media posts immediately using my methods,
instead of taking the time to develop methods.
Past Events
Whenever a CBRNe related event occurs, some tweets will be people referencing
similar events in the past (as seen with the tweets from the topics Seth Meyers, NY Post,
Abortion, and US). While tweets about events in the past do not inform on what is
currently happening, they do inform on how people may react due to the affect heuristic
of fear where people use how they reacted to similar events in the past to inform on how
to react to current events. For example, after the anthrax attacks, people switched from
using mail to e-mail. Therefore, I predict if another event occurred where a chemical or
biological agent were sent through the mail, people would switch to paperless bills.
Tweets concerning past events also show people will hold perceived mistakes by
government agencies against them during current events. Therefore, it is important to
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remind people of the lessons learned from past events and prove government agencies do
not make the same mistakes twice.
Current Events
At-mentions are important for informing on where a tweet originated from. This
can allow the FBI to address misconceptions or misinformation at the source or to make
sure everyone affected gets the treatment they need. At-mentions also inform on which
news agencies people are getting their information from. Hashtags can help the FBI
collect all tweets about an event (by using that hashtag as a keyword for data collection),
quickly inform on what people think about an event (i.e. #FreeMattDeHart quickly lets
everyone know that people using this hashtag want Matt DeHart freed and the text of the
tweet state why), and inform when news agencies provide an update on a story or when
an important story is first being told (through their use of #Breaking). Re-tweet indicators
inform on what tweets people think are important. For example, tweets by news agencies
were highly re-tweeted demonstrating people pay attention to the news and want to share
the important information contained in the story with others. URL’s inform on where
people get their information and can allow the FBI to see who shares conspiracy
websites. N-grams provide important information about the current event. In my
dissertation, the n-grams were the names of people involved (Robert Mueller, Maxine
Waters, & President Trump), the location of events (North Korea & office), and
important words related to the event (Defect, package, & attack). Tracking tweets in realtime may also allow the FBI to find leads faster. A person that may have seen something
important may tweet about it, allowing the FBI to find them and track them down. The
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FBI can also quickly collect any videos of the incident posted on social media to analyze
more quickly what happened.
Future Events
When there is a concern about a future event, government agencies need to focus
on getting facts out. Information such as how unlikely the event is, statements about how
the agencies are monitoring the situation, and the agencies can prevent the attack should
be discussed to mitigate fear. The FBI can also monitor tweets to see if people are taking
precautions now and address any precautions that may be harmful (such as stocking up
on antibiotics).
Background Noise
There were some spikes in tweets that were not about an anthrax related event.
These spikes were due to natural outbreaks of anthrax, viral joke tweets, announcements
about the band Anthrax, or discussion of previous events (usually around the anniversary
of the event). These spikes due to background noise are why Buckeridge et al. (2004) and
Mandl et al. (2004) stated that people need to check the peaks over a determined
threshold before more detailed analysis begins.
Background discussion of anthrax concerns random viral joke tweets, people
wishing they had anthrax so they would not have to do something, hoping someone else
gets anthrax because they do not like them, calling someone anthrax because they
disagree with them, or commenting on the controversy surrounding the anthrax vaccine.
Tweets not about anthrax related events are not very informative other than to show
people do not understand how serious an anthrax infection is so do not need to be further
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explored. They also show our nature of using humor to deal with unpleasant ideas or
experiences.
Future Work
The benefits of using this dissertation as a guide for CBRNe event detection are
that the important features for classification have already been determined, and the
methods have been demonstrated to be sound according to precision, recall, F1-score, and
inter-rater reliability. Pitfalls are that there is bias depending on the social media used and
codings cannot be done by only one person; a team of agents and analysts would need to
work together to determine how to code tweets, what words to use for data collection,
and to interpret the topics that emerge. New n-grams will need to be determined for each
specific event.
Future studies should include analysis of just opinion tweets, analysis of an
anthrax scare or attack, and a study of misconceptions/misinformation using the
methodology utilized in my dissertation. In this study, news posts tended to be highly
retweeted skewing topics towards the stories rather than people’s thought and opinions. A
future study should add a level of coding of opinion versus news so that the topic
modeling could focus on what people thought about the event instead of what the news
reported about the event. While this dissertation was able to study three different anthrax
scares, it was not able to study an actual anthrax attack. I think the results would be very
similar, it would be important to see if the public reacts the same or differently to an
actual attack. When an actual attack does occur, it will be important to determine any
misconceptions or misinformation in the public to be able to address them in real-time. A
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study on the armed forces and general public’s reactions to the anthrax vaccine would
also be useful in case another attack occurs and people need to be vaccinated.
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Appendix A
Operations Definitions
According to the FBI, domestic terrorism is “Perpetrated by individuals and/or
groups inspired by or associated with primarily U.S.-based movements that espouse
extremist ideologies of a political, religious, social, racial, or environmental nature” (FBI,
2019a). The Department of Defense defines terrorism as “The calculated use of unlawful
violence or threat of unlawful violence to inculcate fear; intended to coerce or to
intimidate governments or societies in the pursuit of goals that are generally political,
religious, or ideological” (DOD, 2019). United States Code 18 defines it as:
Activities that involve violent acts or acts dangerous to human life that are a
violation of the criminal laws of the United States or of any State, or that would
be a criminal violation if committed within the jurisdiction of the United States or
of any State; appear to be intended to intimidate or coerce a civilian population;
influence the policy of a government by intimidation or coercion; or affect the
conduct of a government by mass destruction, assassination, or kidnapping (US
Code 18, 2015).
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