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AbstractWe present work on vision based robotic grasping.
The proposed method relies on extracting and representing the
global contour of an object in a monocular image. A suitable
grasp is then generated using a learning framework where
prototypical grasping points are learned from several examples
and then used on novel objects. For representation purposes,
we apply the concept of shape context and for learning we
use a supervised learning approach in which the classier is
trained with labeled synthetic images. Our results show that
a combination of a descriptor based on shape context with a
non-linear classication algorithm leads to a stable detection of
grasping points for a variety of objects. Furthermore, we will
show how our representation supports the inference of a full
grasp conguration.
I. INTRODUCTION
Robotic grasping of unknown objects is an open problem
in the robotic community. The modeling process depends on
the object representation, the embodiment of the robot and
the task itself making the amount of potential grasps huge.
Although humans master this skill easily, no suitable repre-
sentations of the whole process have yet been proposed in the
neuroscientic literature, making it thus difcult to develop
robotic systems that can mimic human grasping behavior.
However, there is some valuable insight. [1] propose that the
human visual system is characterized by a division into the
dorsal and ventral pathway. While the dorsal stream is mainly
responsible for the spatial vision targeted towards extracting
action relevant visual features, the ventral stream is engaged
in the task of object identication. This dissociation also
suggests two different grasp choice mechanisms dependent
on whether a known or unknown object is to be picked up.
Support for this thesis can be found in behavioral studies
by [2]. The authors claim that in the case of novel objects, our
actions are purely guided by affordances as introduced by [3].
In case of known objects, semantic information (e.g. through
grasp experience) is needed to grasp them appropriately
according to their function. However as argued in [1], [4]
this division of labor is not absolute. In case of objects that
are similar to previously encountered ones, the ventral system
helps the dorsal stream in the action selection process by
providing information about prehensile parts along with their
afforded actions. Considering the related work in the area of
robotic grasping, we can make the general observation that
there is a trade-off between the quality of an inferred grasp
and the applicability of the method in a real world scenario.
The more precise, accurate and detailed an object model is,
the more suitable it is for grasp planning based on criteria
such as e.g. stability.
In our approach, we formulate the basic requirements for
an object representation. First, it has to be suitable to be
extracted from sensory data such as stereo cameras. Second,
it has to be rich enough to allow for the inference of the
most important grasp parameters. In our case that is the
approach vector [5] and the wrist orientation of the robotic
hand. We see precise shape, texture and weight to be handled
by a subsequent ne controller based on tactile-feedback and
corrective movements as presented in our previous work,
[6]. Thus, we introduce a method that applies an object
representation fullling these requirements. We detect a
grasping point based on the global shape of an arbitrary
object in a monocular image [7]. This results in relating
the 2D form of an object to a single point in left and right
images. The 3D coordinates can then be inferred from stereo
geometry. The advantage of using global object shape over
local appearance lies in the fact that it can be used to dene
the appropriate approach vector for a 3D grasping point. We
further apply a supervised learning algorithm, thus providing
a methodology for grasping objects of similar shape. The
contributions of our approach are:
i) We apply the concept of shape context to the task of
robotic grasping which to the best of our knowledge
has not yet been applied for that purpose. The approach
is different from the one taken in [8] where only local
appearance is used instead of global shape.
ii) We are inferring full grasp congurations for arbitrarily
shaped objects from a stereo image pair. These are
the main difference to the work presented in [9], [10]
where either only planar objects are considered or three
views from an object have to be obtained by moving
the camera.
iii) We analyze how stable our algorithm is for a general
tabletop scenario in the presence of background clutter
without having trained with examples of that specic
scenario as e.g. done in [8].
The remainder of this paper is organized as follows: In
the next section, we present related work. In Sec. III, the
method of applying shape context to grasping is introduced.
In Sec. IV we evaluate our method. Sec. V concludes the
paper and gives an outlook on future work.
II. RELATED WORK
Vision based object grasping can be divided in grasping
of: Known Objects: These approaches consider grasping of
a-priori known objects. The goal is then to estimate
object's pose and retrieve a suitable grasp, e.g. from an
experience database.
 Unknown Objects: Approaches that fall into this cat-
egory commonly represent the shape of an unknown
object and apply rules or heuristics to reduce the number
of potential grasps.
 Familiar Objects: These approaches try to re-use grasp
experience that was gathered beforehand on specic
objects to pick up objects that look similar to them.
Objects can be familiar in different ways, e.g., in terms
of shape, color or texture and are likely to be graspable
in a similar way.
A. Grasping Known Objects
Some of the approaches approximate the object's shape
with a number of primitives such as cylinders and boxes [11]
or superquadrics (SQ) [12]. [13] reduce the number of can-
didate grasps by randomly generating a number of them de-
pendent on the object surface. The method of [14] treats the
problem of nding a suitable grasp as a shape matching prob-
lem between the hand and the object. All these approaches
are developed and evaluated in simulation. However, [5]
and [15] combine real and simulated data for the purpose
of grasping known objects, i.e. their 3D model is available.
In a monocular image a known object is recognized and its
pose within the scene is estimated. Given that information,
an appropriate grasp conguration can be selected from a
grasp experience database. While [5] still apply the selected
grasp in simulation, [15] ported this approach to the robotic
platform described in [16]. [17] consider known deformable
objects. The objects are detected in monocular images and
visible object parts serve as a basis for planning a stable grasp
under consideration of the global object shape. However, all
these approaches are dependent on an a-priori known dense
or detailed object model either in 2D or in 3D.
B. Grasping Unknown Objects
In reality, it is very difcult to infer full and accurately
object geometry. There are various ways to deal with this
sparse, incomplete and noisy data. [18], [19] approximate an
object with shape primitives that provide cues for potential
grasps. [18] decompose a point cloud derived from a stereo
camera into a constellation of boxes. The simple geometry
of a box reduces the number of potential grasps signicantly.
[19] approximate the rough object shape with a quadric
whose minor axis is used to infer the wrist orientation,
the object centroid serves as the approach target and the
rough object size helps to determine the hand pre-shape. The
quadric is estimated from multi-view measurements of the
rough object shape in monocular images.
C. Grasping Familiar Objects
A promising direction in the area of grasp planning is
to re-use experience to grasp familiar objects. Many of
the objects surrounding us can be grouped together into
categories of common characteristics. There are different
possibilities what these commonalities can be. In the com-
puter vision community, objects within one category usually
share characteristic visual properties. In robotics however,
and specically in the area of manipulation, the goal is
to enable an embodied, cognitive agent to interact with
these objects. In this case, objects in one category should
share common affordances i.e. they should be graspable in
a similar way. The difculty then is to nd a representation
that can encode this common affordance and is grounded in
the embodiment and cognitive capabilities of the agent.
Our approach, and also the methods that are going to be
mentioned in the following, try to learn from experience how
different objects can be grasped given various representa-
tions. This is different from the above mentioned systems in
which unknown objects are grasped and the difculty lies in
nding appropriate rules and heuristics. In the following, we
will present related work that tackle the grasping of familiar
objects.
First of all, there are approaches that rely on 3D data only.
[20] segment a given point cloud into parts and approximate
each part by a superquadric. Their parameters are then fed
into an articial neural net (ANN) in order to classify
it as prehensile or not. [21] directly use a single SQ to
nd a suitable grasp conguration for a Barrett hand. The
experience for doing that is provided by an SVM. [22] build
upon a database of 3D object annotated with the best grasps
that can be applied to them. To infer a good grasp for a new
object, very basic shape features are extracted to classify it
as similar to an object in the database. However, all these
methods are presented in simulation only. Similar to the
method presented in this paper, there are experience based
approaches that avoid the difculty of 3D reconstruction by
relying mainly on 2D data. [8] proposed a system that infers
a point at which to grasp an object directly as a function of
its image. However, if more complex goals are considered
that require subsequent actions, e.g. pouring something from
one container into another, methods that have a notion about
3D and about what an object constitutes are necessary. In
this paper, we propose a method like that.
III. METHODOLOGY
Our approach is based on the hypothesis that visual
attributes of objects afford specic actions. The action con-
sidered here is a stable grasp of an object. The visual attribute
is the object's shape context calculated based on its contour
in a monocular image. We assume that we can apply grasping
experience gathered from a set of known objects to grasp yet
unknown objects that have similar shaped prehensile parts.
To that end, we use a supervised learning technique that
provides the robot with that sort of experience from the
database of synthetic images.
In our approach, we use a stereo image pair to per-
form scene segmentation resulting in hypotheses of several
objects. Shape context is then computed on each of the
hypotheses. Further, 2D points are determined at which each
of the hypotheses can be grasped. The model for this is(a) Armar Head [16] (b) Kuka Arm and Barrett Hand
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Fig. 1. Components of the Stereo Vision based Grasp Inference System.
Peripheral and foveal views, object shape approximation, grasp point
inference and full grasp conguration.
computed beforehand through ofine training on an image
database reported in [8]. The points in the left and in the right
image are associated to each other to infer a 3D grasping
point via triangulation. In parallel to the grasping point
detection, the segments are analyzed in terms of rough object
pose. By integrating the 3D grasping point with this pose, a
full grasp conguration can be determined and executed. In
the following sections, the individual steps of the system are
explained in more detail. A detailed ow chart of the whole
system is given in Fig. 1 along with the used hardware.
A. Scene Segmentation
The system starts by performing the gure-ground seg-
mentation. In our case, we have no knowledge about what
the object actually is so we approach this problem through
reasoning on what constitutes an object in a scene.
The advantage of using an active stereo head (see
Fig. 1(a)) lies in its capability to xate on certain objects
of interest. Once the system is in xation, zero-disparities
can be employed as a cue for gure-ground segmentation
(a) (b) (c)
Fig. 2. Segmentation results for a) segmentation based on zero disparities,
b) using additionally a table plane assumption and c) using additionally the
hue.
through different segmentation techniques such as e.g. wa-
tersheding [23]. The assumption made is that continuity in
depth indicates a coherent object. However, in Fig. 2 it can
be observed that the ground on which the object in xation
stands is usually also classied as foreground.
The environment in which we expect service robots to
perform are dominated by surfaces that are parallel to the
ground. In order to overcome the previously mentioned
segmentation problem, we can include the assumption that
a dominant plane is present in the scene. In our examples,
this plane represents the table plane objects are placed on.
For that purpose, we t a planar surface to the disparity
image. The probability for each pixel in the disparity image
to belong to that plane or not depends on its distance to it.
plane.
An additional assumption that can be introduced into the
system is that objects are usually either uniformly colored
or textured. By introducing this cue in conjunction with the
table plane assumption, we can stabilize the gure-ground
segmentation. In this way, we can overcome disparity holes
and instabilities due to an uncertain table plane detection, as
shown in Fig. 2.
B. Representing Relative Shape
In this section, we propose a representation that fullls
the mentioned requirements for an object representation: it
is rich enough to infer necessary grasp parameters and can be
extracted from real world sensors. We assume that the object
is segmented in the image. Intuitively seen, how to grasp an
object depends to a large extent on its global shape. However,
we need a local descriptor that relates this global property to
each single point on the object. Our idea on how to exploit
this object attribute is to apply the concept of shape context
that was up till now mainly used for shape matching and
object recognition, [7].
The basis for the computation of shape context is an
edge image of the object. N samples are taken with a
uniform distribution from the contour. For each point we
consider the vectors that lead to all the other sample points.
These vectors relate the global shape of the object to the
considered reference point. For each point, we create a log-
polar histogram with angle and radius bins to comprise(b)
(a)
(d)
(c) logr
q
(e)
Fig. 3. Example for deriving the shape context descriptor for the image
of a pencil. (a) Input image of the pencil. (b) Contour of the pencil derived
with the Canny operator. (c) Sampled points of the contour with gradients.
(d) All vectors from one point to all other sample points. (e) Histogram
with four angle and ve log-radius bins comprising the vectors depicted in
(d).
this information into a compact descriptor. The logarithmic
division ensures that the inuence of nearby samples is
emphasized. An example for this whole process is shown
in Fig. 3.
The shape context is computed on a result of running
a Canny edge detector on the segmented image. We do
not consider single contour points but instead subdivide the
image into rectangular patches (in our case 1010 pixels).
A descriptor for each patch serves as the basis to decide
whether it is a grasping point or not. This descriptor is simply
composed of the accumulated histograms of all sample points
on the object's contour that lie in that patch. Typically only
few sample points will be in a 1010 pixel wide window.
This turned out not to be sufcient for the classication
task. We therefore calculated the accumulated histograms in
three different spacial scales centered at the current patch
and concatenated them to form the nal feature descriptor
of dimension 120.
C. Classication of 2D Grasping Points
The goal of the presented approach is to identify a point of
an object at which it can be grasped. An image of that object
serves as input data. In our case, we consider input patches
and classify them based on the object's shape as either being
grasp candidates or not. This decision is made based on
experience obtained during the training of the classier. We
use a supervised approach, where a non-linear SVM classier
with the Radial Basis Function kernel is employed. Thus, for
training, we follow the methodology of [8] but utilize a non-
linear classier.
D. Approximating Pose and Generating Grasps
Objects are to be manipulated with the three-ngered
Barrett hand in a pinch grasp conguration. Our goal is to
approach a 3D grasping point with the palm of the hand in a
specic wrist orientation. Given a 2D grasping point in the
left image of the stereo camera, we can determine its 3D
position if we also know its position in the right image. In
order to infer the orientation of the Barrett hand we have
to at least roughly estimate the pose of the unknown object.
The question is how to derive it from stereo images without
relying on 3D reconstruction.
Here, we approximate arbitrarily shaped objects by tting
an ellipse to the segmented object in the image plane. The
major and minor axis of this ellipse in 2D serve as the basis
to obtain a rough estimate of the 3D object pose. For this
purpose, we detect three points in the left image: the centroid
of the segment, an object point on the major axis and an
object point on the minor axis. Via stereo matching we can
nd the corresponding points in the right image and thus
obtain three 3D points that dene a tilted plane. The objects
pose is then associated with the three dimensional position
of its segment centroid and the orientation of the plane. The
assumption we make is that a single plane can in general
roughly approximate the orientation of an object.
After we run the classier on each image of the stereo im-
age pair, we associate the resulting 2D grasping hypotheses
to each other in order to obtain a 3D point via triangulation.
For this purpose we create a set Bl = fb(i;l)ji = 1mg of
m image patches i in the left image that are local maxima
regarding the classier response P(g(i;l) =1jD(i;l)) and whose
adjacent patches in the 8-neighborhood carry values close
to that of the center patch. We apply stereo matching to
obtain the corresponding patches Br = fb(i;r)ji = 1mg in
the right image. Let P(b(i;l)jD(i;l)) and P(b(i;r)jD(i;r)) be the
probability for each image patch in set Bl and Br to be a
grasping point given the respective feature descriptors D(i;l)
or D(i;r). Assuming Bayesian independence between corre-
sponding patches in the left and right image, the probability
P(bijD(i;l);D(i;r)) for a 3D point bi to be a grasping point is
determined by
P(b(i;l)jD(i;l);D(i;r)) = P(b(i;l)jD(i;l))P(b(i;r)jD(i;r)): (1)
According to this measure, we can rank the 3D grasping
points. The best patch is then
b = argmax
i
P(b(i;l)jD(i;l);D(i;r)): (2)
Orientation of the Hand: Given a 3D grasping point and
an object pose, we dene three possibilities to choose the
approach vector:
i) vector ama dened by the major axis of the ellipse in
3D,
ii) vector ami dened by the minor axis in 3D or
iii) normal vector np of the plane p spanned by these two
vectors.
Which of them is chosen depends on the position of the 2D
grasping point within the 2D ellipse. Let xb(i;l) be the vector
dened from the grasping point b(i;l) to the center of mass
cl of the segment in the left image. Let xmi be the vector
from cl to the point on the minor axis of the 2D ellipse
lying on the segment boundary. Let xma be the vector dened
equivalently for the major axis. Let f be a given threshold
for the distance between b(i;l) and cl. If jxb(i;l)j < f then
the hand will approach the grasping point bi with a vector
np. The wrist orientation will be determined by aligning the
vector between the thumb and two ngers with ami. If
jxmaxb(i;l)j
jxmaj
>
jxmixb(i;l)j
jxmij
; (3)
i.e. xb(i;l) is better aligned with xma than with xmi, ama
will be chosen as approach direction towards bi. The wrist
orientation will be xed by aligning the vector between the(a) Objects with grasping points
(b) Grasp Congurations
Fig. 4. Examples for generated grasp congurations. (a) Right image of
the stereo camera with grasp point labeled. (b) Related grasp conguration
with a schematic gripper and the plane with the axes approximating the
object pose. the viewing direction is indicated by the arrow.
(a) Side Grasp (b) Top Grasp
Fig. 5. An example for the execution of a side grasp and a top grasp on
our robotic platform.
thumb and two ngers with np. In case xb(i;l) is better aligned
with xmi than with xma, ami will be chosen as approach vector.
The wrist orientation will be xed in the same way as for the
previous case. Examples of grasp congurations are given in
Fig. 4. Fig. 5 shows an example for the top and for the side
grasp.
IV. EXPERIMENTAL RESULTS
Our method relies on scene segmentation. The quality of
the segmentation is affected by the cues that are integrated
and on how the considered environment complies to the
assumptions, e.g, dominant plane, uniformity in color or
texture. In this section, we evaluate how the relative shape
based representation is affected by different segmentation
qualities. For that purpose, we collected images of differently
textured and texture-less objects, e.g. boxes, cans, cups,
elongated objects, or toys, composed in scenes of different
levels of complexity. This ranges from single objects on a
table to several objects occluding each other. We present
some representative examples of the grasping point inference
methods when applied to different sets of objects.
Ideally, we would like to achieve two things. First, the
grasping points that are inferred in two images of the same
object given different qualities of segmentation have to
correspond to each other. This is important because later on
we would like to match grasping points in a stereo image
pair to obtain a 3D point. Second, the quality of the inferred
grasping points should only be minimally affected by the
background complexity.
In Fig. 6(a), we show the results of the grasping point
classication for a red texture-less teapot. The applied model
is trained on mugs and pencils. The left column shows the
segmented input of which the rst one is always the ground
truth segment. The right shows the grasping points generated
by our descriptor. For comparison, the middle column shows
the results performed with the local appearance based method
suggested in [8]. The red dots label the detected grasping
points. They are the local maxima in the resulting probability
distribution, where up to ten highest valued local maxima are
selected. Grasping point classication is shown for a case
when the teapot is the only object in the scene and when
it is partially occluded. The detection of grasping points is
quite stable when facing decreasing quality of segmentation
and occlusion. In Fig. 6(b) (last row), even though there is a
second handle now in the segmented region, the rim of the
teapot is still detected as graspable and the general resulting
grasping point distribution looks similar to the cases in which
the handle was not yet in the segment. This means, that
the object that is currently in xation by the vision system,
the one that dominates the scene, produces the strongest
responses of the grasping point model even in the presence
of other graspable objects.
In Fig. 6(c) and 6(d), we applied the models trained on
mugs and cups to images of a can and a cup. We can
observe that our method is less affected by texture due to
the incorporation of the global shape. Finally in Fig. 6(e)
and 6(f), we applied models to objects that are not similar to
any object that the grasping point models were trained on.
We observe several peaks in the distribution, suggesting the
ability of the model to generalize over different shapes.
V. CONCLUSIONS
Grasping of unknown objects in natural environments is an
important and unsolved problem in the robotic community.
In this paper, we have developed a method for detecting a
grasping point on an object by analyzing it in a monocular
image and reconstructing the suitable 3D grasping represen-
tation based on a stereo view. We argued that for the purpose
of grasping a yet unseen object, its global shape has to be
taken into account. Therefore, we applied shape context as a
visual feature descriptor that relates the object's global shape
to a single point. According to the proposed terminology, our
approach falls into the type of systems that work on grasping
familiar objects where the familiarity in our case is dened
through similarity in shape.
Evaluation in the real scene has proven the applicability of
our approach in the presence of clutter and provides further
insight into the difculty of the object grasping process. We
see several aspects to be evaluated in the future work. We
will continue to further develop the method but integrate
it more on the stereo level for generating the grasping
point hypotheses. In addition, we will consider other type
of representations that take into account several aspects of
2D-3D information.
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