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ABSTRACT 
PROBABILITY MODELS FOR WIND-PENETRATED POWER SYSTEMS 
by 
Amir Hossein Shahirinia 
 
The University of Wisconsin-Milwaukee, 2015 
Under the Supervision of Professor David Yu and Professor Ehsan Soofi 
A major challenge with the increase in wind power generation is the uncertain nature of wind 
speed. So far the uncertainty about wind speed has been presented through probability 
distributions. However, the uncertainty about these wind speed models has not yet been 
considered. In this dissertation we use the Bayesian approach to taking into account the 
uncertainty inherent in the wind speed model. Also the existing models that consider the 
uncertainty of the wind speed primarily view the distributions of the wind speed over a wind 
farm as being homogeneous. The Bayesian predictive model of the wind speed aggregates the 
non-homogeneous distributions into a single continuous distribution. Therefore, the result is able 
to capture the variation among the probability distributions of the wind speeds at the turbines’ 
locations in a wind farm. More specifically, instead of using a wind speed distribution whose 
parameters are known or estimated, the parameters are considered as random whose variations 
are according to probability distributions. In order to present the applications of developed 
uncertain models, we apply both non-Bayesian and Bayesian models to a well-known power 
systems problem known as Stochastic Economic Dispatching (S-ED). Traditionally, S-ED 
algorithms incorporate wind speed using a single point from a wind speed distribution to 
generate the resultant wind power as the input for the ED algorithm to produce the optimal 
combination of fossil fuel power generation. In this dissertation, we develop a new Stochastic 
Economic Dispatch algorithm, referred to as SEconD, for capturing the uncertainty induced by 
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the wind speed of the planning target time to economic dispatching output variables. SEconD 
uses the entire wind speed distribution as the input to generate the resultant wind power 
distribution rather than just a single point and produces data for estimating the probability 
distributions of optimal fossil fuel generation outputs, transmission loss, and total cost of power 
generation. Having distributions of optimal outputs enables a system operator to perform useful 
statistical analyses of the outputs. 
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1. Chapter 1 
Introduction 
Environmental concerns have made wind power an appealing source of clean and renewable 
energy, and as this field continues to grow, calibrated and smart probabilistic forecasts can help to 
make wind power a more financially competitive alternative. However, this is challenging due to 
the uncertain nature of wind speed.  Statistical methods have been applied to three different time 
scales: short-term, medium-term and long-term. Short-term wind speed forecasts play a central 
role in estimating various engineering parameters, such as power outputs, extreme wind loads, and 
fatigue loads [1]. The wind speed forecasts for this time scale are only a few hours ahead of target 
time [2]-[6]. Medium-term wind speed forecasts look several days ahead are generally based on 
weather prediction models, which can then be statistically post-processed [7]-[10]. Long-term 
wind speed forecasts require analysis of wind speed data over a number of years [11]. Probability 
distributions are used primarily to take into account the uncertainly of wind speed in all three time 
scales.   
The quality of wind speed modeling depends on the suitability of the chosen probability models to 
describe the wind speed frequency distribution. An overview of the wind speed models used in 
recent literature is as follows. [12] and [13] used a Weibull distribution to forecast the wind speed 
and assessed wind energy potential. [14] compared fit of a Rayleigh distribution and another 
Weibull distribution to wind speed data and showed that the Weibull model provided a better fit. 
In [15], a wind speed distribution was shown to be satisfactorily described by a Lognormal 
distribution. In [16] Weibull and Lognormal distributions were used to fit wind speed frequencies 
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and concluded that the Weibull distribution better fit the data. [17] used Rayleigh, Weibull, and 
Gamma distributions to model wind speeds both on and offshore.  
In addition Gumbel and the Generalized Extreme Value distributions were used to model extreme 
wind speeds [18]-[21].  
The most commonly used models to describe wind speed distribution are Weibull and Gamma, 
both of which belong to the Generalized Gamma (GG) family. The GG family is flexible in that it 
includes several well-known models as subfamilies. The probability distributions of the GG are: 
( )
1( | , , ) , 0, , , 0,
k
w
k c
kf
k
w k c w e w k c
c
α
α
α α
α
 
− 
−  
= ≥
Γ

 
(1-1) 
and 
( )
,
( | , , ) .
k
w
w kF
c
c
γ α
α
α
  
     
=
Γ
  
(1-2) 
The GG with 1α = gives a Weibull with a shape parameter k and a scale parameter c. For k = 1, 
GG represents Gamma with a shape parameter α. The Lognormal distribution is also obtained as 
a limiting distribution when α→∞. By letting 2k = it obtains a subfamily of GG which is known 
as the generalized normal distribution, GN(2α,c). The GN is itself a flexible family and includes 
Half-normal 1
2
α = , Rayleigh 1α = , Maxwell–Boltzmann 3
2
α = , and Chi , 1, 2, ...
2
k kα = = . GG 
with 1kα = =  gives an exponential distribution [22], [23], [24] and [25]. 
The use of abovementioned models view the distributions of the wind speed over a wind farm as 
being homogenous. However, a wind farm has multiple turbines installed in different locations, 
each of which may have its own distribution model. For such cases a mixture model constructed 
by convex linear combinations of two or more distributions can be useful. The components of a 
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mixture model may belong to the same family of models, but do not necessarily have the same 
parameters. In the recent past, mixture distributions have been used to model wind speed 
characteristics to capture the variability of the wind speed in various seasons [26]-[28].  
The PDF of a mixture model is given by: 
( )
1
( ) , 0,
J
mix j j
j
f w p f w w
=
= ≥∑  (1-3) 
where J is the number of models, 0jp ≥ are the mixing parameter and 
1
1
J
j
j
p
=
=∑ . 
It should be noted that fj(w) can be either from different families of distributions or the same family 
but having different parameters values θj, fj(w) = f (w|θj).  
A mixture model that combines distributions from the same family is expressed as follows: 
( ) ( )
1
( ) | , 0,
J
mix j j j
j
f w p f w wθ θ
=
= ≥∑  (1-4) 
From the above model it can be interpreted that, for a randomly drawn wind speed data point, the 
probabilities of that wind speed data point belonging to model fj is pj. 
The most basic wind speed mixture model is a bimodal model, which combines only two of the 
distributions, both of which are typically from the GG family [11], [22],[26]-[29]. For example a 
bimodal mixture PDF, J = 2, that combines two Weibull distributions ( )| jf w θ  where 
{ },j j jk cθ = with the probability of pj is given by: 
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( ) ( ) ( )
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(1-5) 
Similarly the CDF of the mixture model is as follows: 
 
( ) ( ) ( )
1 2
1 2
1 1 2 2 1 2 1 1 1 2 2 2
1 2
| , , , , , | , | ,
1 1 .
k k
mix
w w
c c
F w k c k c p p p F w k c p F w k c
p e p e
   
− −   
   
+
   
   
− + −   
  
=
   
=
 (1-6) 
From the above model it can be interpreted that, for a randomly drawn wind speed data point, the 
probabilities of that wind speed data point belonging to the first Weibull model, f1(w|c1,k1), is p1, 
and that of second Weibull model,  f2(w|c2,k2) is p2. It is obvious that the model captures the 
variation among probability distributions of the wind speeds at two different turbines’ locations in 
a wind farm. This use of bimodal models is common in the literature [11], [22], [26]-[29]. 
Also θj can be viewed as random that varies according to probability distributions. In the Bayesian 
approach p(θj) is prior and fmix is predictive model. The Bayesian predictive wind speed 
distribution is expressed as follows: 
( ) ( )( ) | ,mixf w p f w dθ θ θ= ∫  (1-7) 
This model can aggregate a large number of non-homogeneous distributions into a single 
continuous distribution. In this case, a model which is a combination of a large number of models 
takes the form of a single mode density function due to the resultant close proximity of the modes 
one to another. The Bayesian predictive models have been widely used in the literature but not in 
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the context of Stochastic Economic Dispatching (S-ED). In this dissertation we will apply wind 
speed predictive models to the S-ED problem incorporating wind speed.  
In electric power system literature, an Economic Dispatch (ED) model is used to minimize the cost 
of the production of power to be generated by several sources for a target time. With the increasing 
penetration of wind energy in power systems, two challenges facing system operators are how to 
incorporate the wind energy potential and how to reliably dispatch an optimal combination of all 
the available energy sources [30]-[37]. The primary problem associated with incorporating wind 
power into the ED model is the uncertainty about the wind speed for the dispatching target time, 
which is usually a day ahead. The stochastic aspect of wind speed in the ED context has been 
addressed in recent literature through the inclusion of the probability distribution function of wind 
power generation and the expected cost of over and/or under estimation of the wind speed into the 
ED model [32] and [34]. In addition, [35] has used Monte Carlo simulation and a forecasting model 
to generate short term wind speed forecasts for the ED model. These stochastic ED methods 
provide optimal combinations of the available energy sources to be dispatched. Typically they use 
a single randomly drawn data point from wind speed distribution as the input for the ED model 
and produce the optimal combination of outputs. However, producing PDFs for the optimal 
solutions in the context of the stochastic ED models has not yet been considered. This dissertation 
fulfills this void by introducing an algorithm that uses the entire wind speed distribution as the 
input rather than just a single point in order to generate the distributions of optimal outputs.  
Producing the PDFs of the optimal solutions in the closely related problem of optimal power flow 
(OPF) is commonplace. The Monte Carlo simulation and some approximation methods are used 
for finding the solutions’ PDFs in the OPF problem [38]-[42]. This dissertation proposes a Monte 
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Carlo (MC) simulation algorithm for producing PDFs of the optimal solutions of the stochastic ED 
models, hereafter referred to as SEconD.  
This dissertation will describe the proposed algorithm, illustrate it through examples using non-
Bayesian and Bayesian wind speed models as inputs, and discuss how a system operator can 
perform many useful analyses using the resultant outputs of SEconD. For example the system 
operator can do the economic dispatch of the fossil fuel power plants based on a range of wind 
speed with a given probability and determine the corresponding ranges of the optimal outputs of 
the fossil fuel power plants, minimum operation costs, and transmission losses. Similarly, for a 
sub-range of the optimal operation range of any fossil fuel power plant, the system operator will 
be able to determine its probability as well as the corresponding sub-ranges of the optimal 
operation ranges of the remaining generators and their probabilities. In addition, the system 
operator can perform “what if” analyses in order to compare the probability distributions of the 
optimal outputs of the fossil fuel power plants, the transmission losses, and optimal operation costs 
under various scenarios. 
This dissertation is organized as follows. Chapter 2 describes the proposed SEconD algorithm. The 
Bayesian approach to modeling wind speed is presented in chapter 3. The SEconD algorithm will 
be applied to both a standard wind speed distribution, known as a non-Bayesian, and a Bayesian 
predictive wind speed models. Also a comprehensive comparison between non-Bayesian and 
Bayesian predictive wind speed models and their resultant outputs from the SEconD algorithm 
will be presented in chapter 4. Chapter 5 gives the concluding remarks along with future work. 
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2. Chapter 2 
Stochastic Economic Dispatching Algorithm 
The S-ED algorithm will be presented in this chapter referred to as SEconD. As mentioned in the 
previous chapter, SEconD incorporates wind speed as stochastic input and produce the resultant 
stochastic outputs.  
2.1. Stochastic inputs and outputs 
Hence in this dissertation, the wind speed for planning target time t will be denoted by ( )W t and 
its distribution will be denoted by FW(t); the dependence of the wind speed and its distribution on 
the target time t is explicitly emphasized. The wind power used in the ED models is a function of 
the wind speed, ( ) ( )( )W tP q W t= , thus the random fluctuation of the wind speed induces 
randomness into the wind power, thereby into the ED model [43] and [44]. The outputs of an ED 
model with N fossil fuel generators, include a vector of optimal powers ( )1, ,, ,ED ED N EDP P P= … , the 
total operation cost OC, and the total transmission loss PL. Due to the randomness of ( )W tP , all of 
the outputs of an ED model are subject to random fluctuations. 
The following relationship between the wind power at the planning time, ( )W tP and ( )W t is 
commonly used:  
( ) ( )( ) ( )( )
0
CI r
W t
r CI
r
W t V W
P q W t
V V
W


−
= = 
−


    
( ) ( )
( )
( )
CI CO
CI r
r CO
W t V or W t V
V W t V
V W t V
≤ ≥
≤ ≤
≤ ≤
 
     (2-1) 
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where VCI, Vr and VCO are cut-in, rated and cut-out wind speeds respectively, and Wr is the rated 
wind power. 
The probability distribution of the wind power at the planning time, ( )W tP , consists of a continuous 
part over the interval (0, Wr) with the probability density function (PDF): 
 
( )( ) ( ) ( )( ) ( ), 0r CI rW t W t W t W t
r
V Vg P f P P w
W
−
= ≤ ≤
 (2-2) 
where ( )W tf is the PDF of FW(t), and two probability atoms at the end points of the interval given by 
( )( ) ( ) ( ) ( ) ( )Pr 0 1 C I COW t W t W tP F V F V= = + − , (2-3) 
( )( ) ( ) ( ) ( ) ( )P r r C O C IW t W t W tP w F V F V= = − . (2-4) 
The time-variant random input, ( )W tP , of the ED model produces time-variant random fossil fuel 
power vector, ( ) ( )( )ED EDP t P W t= . 
The inputs of the proposed SEconD algorithm are Monte Carlo samples ( ) ( )1 , , MW t W t… from 
a wind speed distribution. For each simulated wind speed, ( ) , 1, ,hW t h M= … , an   of outcome
( ) ( )( ) , 1,...,h hW tP g W t h M= = is computed using (2-1), which provide a random sample of size M 
from the probability distribution of the wind power (2-2), (2-3), and (2-4). 
For each simulated input of the wind power, ( ) ( )( ) , 1,...,h hW tP g W t h M= = the ED model uses the 
power demand, fuel cost coefficients, transmission loss coefficients, and the system constraints as 
inputs. The ED model produces ( ) ( ) ( )( )1 , , hh NP t P t P t= … , ( )hOC t , and ( )hLP t . Upon using the 
entire set of simulated samples of the wind power, ( ) ( )( ) , 1,...,h hW tP g W t h M= = , the ED model 
provides Monte Carlo samples of size M from the probability distributions of the optimal random 
9 
 
 
 
vector ( )EDP t , the operation cost ( )EDOC t , and the transmission loss ( ),ED LP t . These samples 
are made available through simulations where mathematical functional relationships between the 
inputs and the outputs of an ED model are not available in closed-forms.  
The Monte Carlo samples can be used to estimate distributional functions such as PDFs, 
cumulative probability distributions, reliability functions, and summary measures such the mean, 
standard deviation, median, percentiles, prediction intervals,  correlation coefficients, and scatter 
plots. The algorithm is capable of generating a large number of samples, M, such that by the Law 
of Large Numbers, the distributions of ( ) ( ) ( )( )
,1 ,, ,ED ED ED NP t P t P t= … , ( )EDOC t , and ( ),ED LP t
can be reliably estimated.  
The estimates of the entire distributions of the optimal outputs allow distributional comparison in 
their entirety such as stochastic ordering [45].  
2.1.1. Stochastic Order 
Various methods are available for comparing the distributions of two random variables [57]. One 
such a method used in this dissertation is the comparison of the reliability (survival) function, 
( ) ( )PrR x X x= > . (2-5) 
A random variable X1 with reliability function R1 is said to be stochastically smaller than or equal 
to random variable X2 with reliability function R2 if  
R1(x) < R2(x), for every x.                   (2-6) 
When this relationship holds, it is usually said that X2 stochastically dominates X1. For example, 
when Xi represents the optimal power generated by generator i and Eq. (2-6) holds, the probability 
that the optimal power generation by generator 2 exceeds any given value x MW is higher than the 
power generation by generator 1. In this case the stochastic dominance has a positive connotation.  
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2.2. Wind speed simulation model 
For simulating wind speed data, we assume that a forecast, Wf(t), for the target time t is available. 
(Developing the forecast is beyond the scope of this chapter and we refer the reader to [46]-[51] 
and [75]-[77]). We assume that Wf(t) is a nonstochastic function of t, which provides the most 
likely wind speed for the target time. That is, Wf(t) is the mode of the wind speed PDF, ( )Wf t . This 
assumption corresponds to assuming that the actual wind speed of the target time will be Wf(t) 
subject to a random error whose most likely value is zero. The following model combines the 
available forecast and the error: 
( ) ( ) ( )fW t W t m t ε= + . (2-7) 
where  is a random variable with probability distribution Fε and ( ) 0m t > is a tuning parameter 
for determining the scale of the wind speed distribution FW(t) such that Wf(t) is the mode of ( )Wf t
and the mode of fε  is at zero. Note that ( )m t is the ratio of the scale parameters of the wind speed 
and error distributions.  
In forecasting literature it is common to assume that the error distribution Fε is normal [52]. For 
such models, the mean and the median of the error distribution are also zero, the wind speed 
distribution ( )Wf t is normal with the mean and median equal to Wf(t), and the standard deviation 
equal to the scale parameter, ( ) ( )W t m t εσ σ= . However, in the power literature, often it is assumed 
that the wind speed distribution is a Weibull, [44]-[45],[47]-[51], [53]-[55]. For the Weibull model 
with mode, Wf(t), the mean, median, and the mode are different, and the corresponding error 
distribution is a three-parameter Weibull distribution with the following PDF: 
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( )
1
, , 0, 0
kk
ckf e c k
c c
ε τ
ε τ
ε ε τ
− − 
− 
 − 
= ≥ > > 
 
, (2-8) 
where k is the shape parameter, c is the scale parameter, τ is referred to as the threshold parameter, 
and ( )( )Pr 1tε τ≥ =  [56], [57]. Model (2-8) implies that fW(t) has the same shape parameter as fε, 
but its mode and scale are different from those for fε. 
The two-parameter Weibull PDF for the wind speed is found by (2-7) and (2-8) with 0τ = , the 
shape parameter, k, and the scale parameter ( ) ( )W tc m t c= . Using the formula for the mode of the 
Weibull distribution relates the model parameters as follows:  
( ) ( ) ( )
1
1
, 1
k
f W t
kW t c m t c k
k
− 
= = > 
 
. 
(2-9) 
The forecast Wf(t) induces the dynamic of time into mode and scale of the wind speed distribution, 
hence FW(t) is time-variant. The error distribution does not depend on the specific forecast for time 
t. Model (2-7) enables us to simulate the wind speed of the target planning time ( ) , 1,...,hW t h M=
through the static distribution Fε instead of the time-variant distribution Fw(t).   
We illustrate application of (2-7) using a given forecast Wf(t) = 8 m/s for 9 a.m. for a wind farm in 
Bayfield, Wisconsin.  
 
2.2.1. Illustration of wind speed data simulation 
Although we assume that the distribution of the forecast error is available and forecasting is not 
the purpose of this chapter, we give an example to illustrate how data from the time-variant 
distribution of the wind speed can be simulated through a model such as (2-7).  
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The website www.windguru.cz/int/ provides data for three hour time sets for many locations in the 
North America. Model (2-7) illustrated using the wind speed profile of Bayfield-Wisconsin-USA 
for 9 a.m. January 2011-January 2013. Figure 2.1 shows the wind speed profile Wf(t) which has 
non-random pattern including cyclic trend (estimates of Wf(t)) colored in red. Also Figure 2.2 
depicts the autocorrelation function of the wind speed data indicates high autocorrelation between 
several lags. 
 
Figure 2-1 Time series plots of the wind speed and time trend. 
 
Figure 2-2 Autocorrelation function of the wind speed data 
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Next we develop an empirical version of (2-7) such that the residuals (estimates of ( )tε ) pass an 
autocorrelation test [58]. A common method for analyzing a time series is based on the sine and 
cosine waves with different frequencies. The Fourier transform decomposition of the series Wt is: 
( ) ( )0
1
cos sin .
2
K
t k k k k
k
aW a t b tω ω
=
= + +  ∑  (2-10) 
where 
t is the time subscript, t = 1, 2, …, n 
Wt are the data 
n is the number of frequencies in the Fourier decomposition: K = n/2 if n is even; K = (n-1)/2 if n 
is odd 
a0 is the mean term: 0 2a W=   
ak are the cosine coefficients:  
bk are the sine coefficients 
ωk are the Fourier frequencies: 2k
k
n
pi
ω =   
The contribution of kth term to series can be evaluated through periodogram. The amplitude of the 
periodogram, Jk, is defined as follows: 
( )2 2 .2k k k
nJ a b= +  (2-11) 
Therefore, in the example, we decomposed the wind speed data with a finite Fourier transform 
having eighteen pairs of sine and cosine which have the Jk > 25. We chose the lowest number of 
pair of Fourier terms with larger Jk while residuals passed the autocorrelation test. Also it should 
be noted that the model we considered with eighteen pairs of sine and cosine is not the only model. 
While a model passes the autocorrelation test can be used to decompose wind speed data. Figure 
14 
 
 
 
2.3 shows the periodogram of the detrended wind speed data. This figure confirms that the total 
number Fourier terms having Jk > 25 are eighteen. 
 
Figure 2-3 Periodogram of the detrended wind speed data with the amplitude reference line 
Figure 2.4 shows the time series plot of the residuals which passes the stationary test. The 
Autocorrelation function of the residuals with 5% significant band depicted in Figure 2.5.  
 
 
Figure 2-4 Time series plots of the residuals. 
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Figure 2-5 Autocorrelation function of the residuals 
Figure 2.6 shows the histogram of the residuals superimposed by the PDF of the three-parameter 
Weibull distribution. The parameters of the Weibull model are shown on the graph. It should be 
noted that the formula of the significant band for autocorrelation function is based on the 
assumption that the distribution of the epsilons is normal. For the distribution of the residuals, the 
Anderson-Darling test for normal model gives AD=1.108 (P-value=0.011) and for a three-
parameter Weibull gives AD=0.725 (P-value = 0.040). In fact the normal and Weibull distributions 
that fit the residuals are very similar. Since the AD test does not reject the normal assumption at 
1% level we can use the band and infer that the epsilons are independent. For the simulations we 
can use either of these two models, however, according to the AD, the fit of the Weibull is better 
than the normal, so we use Weibull. Moreover, the Weibull model for the error produces positive 
wind speed data with probability one, however, this not the case for the normal model [59]. 
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Figure 2-6 Histogram of the residuals and three-parameter Weibull PDF. 
The error distribution is found through a model selection exercise described above. The forecast 
value combined with the error distribution via (2-8) gives the Weibull distribution shown in Figure 
2.7 for simulating the wind speed data.  
 
 
Figure 2-7 Histogram of the simulated wind speed data superimposed by the Weibull PDF. 
The Weibull PDF shown in Figure 2.7 is obtained as follows. Using Wf(t) = 8 [m/s] and the shape 
parameter of the error distribution k = 3 in (2-9) gives the scale parameter of the Weibull 
distribution for the wind speed as c
 = 9.15. In this example, the scale tuning parameter is
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( ) 1.605m t = .  Figure 2.7 also shows the histogram of a sample M = 1,000 simulated wind speed 
data the Weibull PDF. 
2.3. ED model 
In this example we use the simulated wind power samples ( ) , 1,...,hWP t h M=  as inputs into the 
conventional ED model formulated as follows: 
where ( )1, , NP P P= … is subject to operation ranges 
m in m ax
i i iP P P≤ ≤  (2-13) 
and the power supply-demand balance equation is: 
1
0
N
D L i
i
P P P
=
+ − =∑  (2-14) 
where PN+1 represents the simulated wind power samples, 
( )1 , h 1,...,
h
N W tP P M+ ≡ = , ai, bi and ci are power cost coefficients and PL is the transmission loss 
given by Kron’s formula:  
1 1 1
0 0
1 1 1
N N N
L i ij j i i
i j i
P PB P B P B
+ + +
= = =
= + +∑∑ ∑  (2-15) 
For each simulated sample point ( )hW t , the software computes the wind power, ( )hW tP . In this 
illustration, the inequality bounds in (2-1) are set as VCI= 5 m/s, Vr = 14 m/s, VCO = 17 m/s, and 
Wr= 30 MW. The wind power samples ( ) , 1,...,
h
W tP h M= in (2-3) and (2-4) carry the time-variant 
randomness of the wind speed into the conventional ED model. This section illustrates the 
2
1
min
N
i i i i iP i
OC a P b P c
=
= + +∑  (2-12) 
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implementation and results of the SEconD algorithm for a wind-penetrated system consisting of 
one wind farm, and N = 3 fossil fuel power generators for PD = 210 MW power demand. Table 2.1 
shows the operation ranges, cost coefficients, and the transmission loss matrices used in this 
example.  
Table 2-1 Operation ranges and power cost coefficients. 
Generator Range Power Cost Coefficients 
 Pmin Pmax ai bi ci 
1 54 110 0.00633 11.669 213.1 
2 50 120 0.00889 10.333 200.0 
3 47 100 0.00741 10.833 240.0 
 
0.05370 0.00453 0.00207 0.04507
0.00453 0.06760 0.00953 0.00507
0.00207 0.00953 0.05210 0.00901
0.04507 0.00507 0.00901 0.2940
ijB
 
 
   =   
 
 
 
 
[ ]0.00330 0.07660 0.00342 0.01890ojB′  =   
 
[ ] [ ]0 0.040357B =  
The unit of Pi is MW, and the units of ai, bi and ci are respectively $/MW2 h, $/MWh, and $/h. 
Thus, the unit of OC is $/h. This section illustrates the implementation and results of the SEconD 
algorithm for a wind-penetrated system consisting of one wind farm, and N = 3 fossil fuel power 
generators for PD = 210 MW power demand.  
2.3.1. Probability distribution of optimal outputs 
Table 2.2 gives the summary statistics for the inputs (simulated wind speed data and wind power 
generation) and the optimal outputs of the three generators, the operation cost, and the transmission 
loss. Note that the ranges of the optimal outputs of the generators (between the minimum and 
maximum) are subintervals of their operation ranges. Comparing the means or the medians 
provides the following information: on average, the optimal output of generator 3 is higher than 
the optimal output generator 2, which in turn is higher than the optimal output generator 1. 
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Table 2-2 Summary statistics. 
 Min Max Median Mean Std. 
WS 0.00 18.00 8.18 8.26 2.84 
Pw 0.00 30.00 10.59 11.31 8.42 
P1 56.39 59.51 57.43 57.50 1.15 
P2 71.06 76.22 75.18 74.78 1.31 
P3 60.61 83.53 76.19 75.21 6.47 
OC 2744.00 3112.70 2976.40 2972.90 103.80 
PL 9.25 9.48 9.31 9.33 0.06 
 
Figure 2.8 shows the PDFs of the optimal output powers of the three fossil fuel generators along 
with the segments (2-2), (2-3), and (2-4) of the wind power distribution, all computed from the 
Monte Carlo samples. The two probability atoms shown in the PDF of PW represent ( )Pr 0WP =
and ( )Pr W rP W= , where Wr = 30 MW. As seen in this figure, the distribution of P1 is concentrated 
near the lower bound of operation specified in Table 2.1. The distribution of P2 is concentrated in 
the middle of its bounds, and the distribution of P3 is less concentrated than the other two. The 
PDF plots indicate higher uncertainty about the power generation for the third generator. 
Consequently, the system operator may consider setting aside more reserve for this generator. The 
most probable values of power outputs P1, P2, and P3 are around the modes of the distribution 
59.51, 76.22, and 83.53 MW, respectively. However, due to the lack of concentration, the 
probability of an outcome of P3 to be near the mode of the distribution is substantially less than 
that for P1 and P2.  
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Figure 2-8 PDFs of the wind power and optimal output power generation. 
More complete comparisons of the optimal power outputs are provided by their reliability 
functions shown in Figure 2.9. These plots provide descriptive measures such as percentiles. In 
this figure for any probability shown on the vertical axis, the corresponding upper percentile of the 
optimal output of a generator can be easily found on the horizontal axis. For example, the medians 
are the 50th percentiles given by the points corresponding to 0.5 on the vertical axis of the reliability 
plots. As another example, Figure 2.9 shows that the upper 10th percentile of P3 is 83 MW, which 
is higher than the upper 10th percentiles of P1 and P2. In fact, any upper percentile of P3 is higher 
than the corresponding upper percentile of P1. Accordingly, P3 is said to be stochastically larger 
than P1. Similarly, P2 stochastically dominates P1. These results imply that the probability that the 
optimal outputs of P2 and P3 exceed any given value, x MW on the horizontal axis, is higher for 
generators 2 and 3 than for generator 1. Alternatively, it can be seen that for a given probability, 
outputs of P2 and P3 are higher than the output of P1. However, there is no stochastic dominance 
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between P2 and P3. For outputs less than 74 MW, P2 dominates P3 and vice versa for outputs more 
than 74 MW.  
 
Figure 2-9 Reliability functions of the wind power and optimal output power generation. 
 
2.3.2. Relationship between outputs and wind speed 
 
The SEconD algorithm provides information for examining relationships between the wind speed 
and the optimal outputs of the ED model. Figure 2.10 shows the scatter plots of the optimal outputs 
of three fossil fuel generators as well as the wind power versus wind speed. These plots show that 
the required outputs of the fossil fuel generators decrease as the wind speed increases within the 
VCI and Vr. Because of the cost parameters and transmission loss coefficients, P3 decreases 
relatively faster than the other two outputs. The plots also show the maximum of the three fossil 
fuel generators when the wind speed is below VCI or above VCO. For any wind speed, the outputs 
of generators 2 and 3 are higher than the output of generator 1. This relationship is due to the 
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stochastic dominance noted in Figure 2.9. However, in Figure 2.10, the outputs of P2 and P3 cross 
at a point near 74 MW, the same point where their reliability functions crossed in Figure 2.9.  
 
 
Figure 2-10 Scatter plots of the optimal outputs of three fossil fuel generators and wind power versus wind speed. 
 
 
Table 2.3 gives the correlation coefficients between the optimal outputs of the three generators 
along with the correlation with the wind power generation and the wind speed. The correlations 
among the variables are high. The correlations between wind power and the optimal fossil fuel 
generators’ outputs are negative, most strongly with P3. It should be noted that the correlation 
between wind speed and wind power is strong, but not perfect due to the cut-in and cut-out wind 
speeds. 
Table 2-3 Correlation coefficients. 
 WS Pw P1 P2 P3 
WS 1     
Pw 0.96 1    
P1 -0.81 -0.86 1   
P2 -0.91 -0.95 0.71 1  
P3 -0.95 -0.99 0.84 0.95 1 
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2.3.3. Planning applications 
2.3.3.1. Prediction intervals for optimal outputs 
The outputs of the SEconD algorithm presented in the preceding section enables a system operator 
to perform various analyses. 
For predictive purposes, ranges corresponding to a specified probability (confidence level) can be 
easily found from the reliability plots in Figure 2.9. There are an infinite number of ranges that 
will produce the same probability. In the SEconD algorithm, the uncertain parameter is wind speed. 
In order to find a more accurate solution with the least margin of error for a given probability, the 
shortest range of a wind speed at a given probability must be found. Statistical algorithms give the 
intervals with the shortest margin of errors called highest probability density (HPD) intervals [60], 
[61]. These intervals are shown in the second column of Table 2.4. The two sets of intervals in 
Table 2.4 provide choices for the system operator to predict the output of each generator with the 
confidence levels shown in the table. It should be emphasized that these intervals are for each 
quantity individually. 
  
Table 2-4 Prediction intervals. 
 80% Range for each 
variable 
 
Intervals corresponding 
to 80% range for WS 
Intervals corresponding to 
65-75MW range of  P3 
WS (3.7, 12.3), 80% (3.7, 12.3), 80% (8.0, 12.0), 15% 
Pw (0.0, 26.4), 80% (0.0, 26.4), 80% (10.0, 25.2), 35% 
P1 (56.4, 58.5), 80% (56.4, 57.5), 63% (56.4, 57.8), 78% 
P2 (73.1, 76.2), 80% (72.1, 75.9), 73% (72.1, 75.0), 60% 
P3 (65.8, 83.5), 80% (65.8, 82.5), 76% (65.0, 75.0), 35% 
 
Once the distributions of the optimal results of the economic dispatch are obtained, the system 
operator can perform many useful analyses without further runs of the SEconD algorithm. Two 
examples using the combination of Figure 2.9 and Figure 2.10 are as follows. 
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1. Suppose that the system operator wishes to obtain the economic dispatching on the fossil fuel 
power plants based on a range of the wind speed with a given probability, 80% for instance. 
The ranges for the optimal power outputs corresponding to the shortest 80% range for the wind 
speed (shown in Table 2.4) can be easily found in Figure 2.10. These ranges are shown in the 
third column of Table 2.4 along with their probabilities found using the plots of the reliability 
functions in Figure 2.9. 
2. Suppose that the system operator wishes to regulate the output of one of the fossil fuel power 
plants. For example, consider the 65-75 MW subset of the optimal range of operation 60.61-
83.53 MW of P3 given in Table 2.2. This control can be done with only 15% probability given 
by the reliability function of P3 shown in Figure 2.9. Using Figure 2.10, the system operator 
finds the optimal operation ranges of other energy sources corresponding to 65-75 MW range 
of P3. These ranges are shown in the last column of Table 2.4 with their probabilities found 
using the plots of the reliability functions in Figure 2.9. 
2.3.3.2. Sensitivity analysis 
The system operator can also perform “what if?” analyses of changes in the input parameters such 
as the costs of fuels (power cost coefficients), and the capacity limits of the generators (generators’ 
operation ranges). For example, consider a scenario where the coefficients for the first generator 
in Table 2.1 are decreased by 5%, the second unit remains unchanged, and that of the third unit 
are increased by 3%. What are the effects of these changes on results reported using the parameters 
in Table 2.1. We refer to the original scenario as “A” and the altered scenario as “B”. The fossil 
fuel generators are complicated functions of the cost coefficients. Thus, the implied changes in the 
distributions of the outputs must be determined through simulations using the new parameters. The 
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upper panel of Figure 2.11 shows the PDF plots of the distributions of the optimal output powers 
of the three fossil fuel generators, under scenario B. As seen in this figure, the effects of the 
perturbation are the shift of the distribution of P3 closer to its lower bound and the shift of the 
distribution of P1 closer to its upper bound. The PDF plots indicate higher uncertainty about the 
power generation for the third generator again. Consequently, the system operator may consider 
setting aside more reserve for this generator. The most probable values of power outputs P1, P2, 
and P3 are around the modes of the distribution 81.8, 74.5, and 51 MW, respectively. However, 
due to the lack of concentration, the probability of an outcome of P3 to be near the mode of the 
distribution is substantially less than that for P1 and P2. The reliability plots for scenario B are 
shown in the lower panel of Figure 2.11. These reliability plots show the stochastic dominance of 
P1 over P2 and P3 as well as P2 and P3. Figure 2.12 shows the PDFs and reliability functions of the 
distributions of the minimal cost of power production for both scenarios. The PDFs for the two 
scenarios cross a few times, and thus do not provide a definite comparison for the two operation 
costs. However, the plots of the reliability functions provide a definite comparison: The optimal 
operation cost of scenario A is stochastically larger than that of scenario B. That is, for any given 
value, x $/h, the probability that the optimal operation cost exceeds x is higher for scenario A than 
for scenario B. For instance, the probability that the optimal operation cost exceeds 3050 $/h is 
about 30% and 27% for scenarios A and B, respectively. Consequently, scenario B is more cost 
effective than A. As a further example, suppose that the system operator wishes to compare the 
operation costs based on a range of the wind speed with a given probability.  Also the 80% range 
of the minimum operation costs for scenarios A and B are (2804, 3112) and (2795, 3095) $/h, 
respectively. 
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Figure 2-11 Distributions of the wind power and optimal output power generation under scenario B. 
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Figure 2-12 Distributions of the total costs for scenarios A and B. 
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Figure 2-13 Distributions of the transmission losses for scenarios A and B. 
Figure 2.13 shows the PDFs and reliability functions of the distributions of the system transmission 
loss for both scenarios. The plots of PDFs indicate that the most likely MW values of the 
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transmission losses are almost 9.27 and 10.21 for both scenarios A and B, respectively. However, 
the plots of the reliability functions provide a more complete comparison. These plots show the 
stochastic dominance of the transmission loss of scenario B over A. 
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3. Chapter 3 
Bayesian Models for Wind-Penetrated Power Systems 
 
In statistics, and many related fields dealing with data analysis, inclusion of uncertainty about the 
parameters of a probability distribution is very common. This approach, known as Bayesian, 
considers the distributional parameters as unknown or partially known quantities varying 
according to some probability distributions. In the Bayesian approach, sample data provide 
information about the distributions of the model parameters and prediction of future outcomes 
[62]. The Bayesian methods have astonishingly grown during the last two decades due to 
availability of Markov Chain Monte Carlo (MCMC) algorithms and software packages which 
facilitate estimation of the posterior distributions of the parameters and predictive distributions 
[63] and [64]. However, thus far, the uncertainty about the probability distribution of the wind 
speed has not been included in the context of wind-penetrated power systems models. Attention to 
this issue is crucial in order to avoid assuming perfect knowledge of the distributional parameters 
which, on average, would lead to the use of unduly optimistic and insufficiently disperse 
distributions for the wind speed for the planning time. 
3.1. Proposed method 
This chapter will develop Bayesian stochastic models which incorporate the uncertainty about the 
wind speed distributional parameters in order to use a Bayesian predictive distribution of the wind 
speed in the context of wind-penetrated power systems. More specifically, instead of using a wind 
speed distribution f(w|θ), where θ is a vector of parameters whose values are known or estimated, 
we will view θ as a random vector whose variation is according to a prior probability distribution 
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p(θ) which can be updated in light of data D into a posterior distribution p(θ|D) via the Bayes’ rule 
as follows: 
( )( | ) ( | ) ,p p pθ θ θ∝D D  “∝” stands for proportional” (3-1) 
where (|) is the likelihood function obtained from the probability model of the data.  
The Bayesian approach is prudent because of the inclusion of the uncertainty about the parameters 
in the model, which induces uncertainty about the wind speed distribution itself. The Bayesian 
prior predictive distribution of the wind speed is given by  
( ) ( ) ( )| ,f w f w p dθ θ θ= ∫   (3-2) 
The posterior predictive distribution uses the same formula where p(θ) is replaced with p(θ|D).   
( ) ( ) ( )1 1| ) | | ,n nf w f w p dθ θ θ+ += ∫D D   (3-3) 
where ( )1|nf w θ+ is the conditional density function of wn+1. 
Bayesian methods are available for situations where there is a complete absence of knowledge 
about the parameters as well as when some partial information about the distribution of the 
parameters. In the case of the complete absence of knowledge about the parameter, several 
methods for developing non-informative priors have been suggested in the statistics literature [65] 
and for the case of partial information developing prior distribution based on the maximum entropy 
approach are used [65] and [66]. 
Two important consequences of a Bayesian stochastic model are as follows.  
a) Inclusion of uncertainty about the parameters of the wind speed distribution results in 
using a more prudent predictive distribution for the wind speed. That means, on 
average, the predictive distribution is more disperse than the probability distributions 
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when the uncertainty about the parameters is ignored. Consequently, for example, for 
a range of the wind speed with a given probability, the range under the Bayesian 
predictive distribution is wider than that of ignoring the parameter uncertainty. 
Conversely, for a given probability, the range of the wind speed under the Bayesian 
predictive distribution is narrower than that of ignoring the parameter uncertainty.   
b) The probability distributions of the parameters can be viewed in terms of the 
heterogeneity of the distributions of the wind speed over a wind farm. The wind speed 
distributions for various turbines in a farm may belong to the same family of models, 
such as the Weibull, and the model parameters of each turbine may vary randomly 
according to some probability distributions. The Bayesian predictive distribution 
aggregates the non-homogeneous distributions into a single distribution that captures 
the variation among the probability distributions of the wind speeds at the turbines’ 
locations in a wind farm.   
3.2. Example: Rayleigh model for data 
The Rayleigh distribution is the simplest distribution commonly used to describe wind speeds [22], 
[67] and [68] because it only has a single model parameter c. Assume that the wind speed 
distribution is Rayleigh with the PDF, 
2
.
2( | )
w
cwf w c e
c c
 
− 
    
=    
   
  (3-4) 
Let 1 n(w ,...,w )D=  denote the wind speed profile. Model (3-4) provides the following likelihood 
function under the independency assumption: 
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For simplifying the illustration we re-parameterize 
2
1
c
θ =  and let 2 .i nw T=∑   
Because wi are not a function of θ then, 
( ) nTnL e θθ θ −∝   (3-6) 
 
3.2.1. Prior information 
Consider the general problem of inferring a distribution for a parameter θ given some datum or 
data wi. From Bayes' theorem, the posterior distribution is proportional to the product of the 
likelihood function ( )|ip wθ θ→  and prior p(θ), ( ) ( ) ( )| .p w L pθ θ θ∝   
In the Bayesian analysis, if the posterior distributions p(θ|wi) are in the same family as the prior 
distribution p(θ), the prior and posterior are then called conjugate distributions, and the prior is 
called a conjugate prior for the likelihood function. A conjugate prior is an algebraic convenience, 
giving a closed-form expression for the posterior; otherwise a difficult numerical integration may 
be necessary. Further, conjugate priors may give intuition by more transparently showing how a 
likelihood function updates a prior distribution. All members of the exponential family have 
conjugate priors. The family of conjugate priors for (3-6) is gamma prior ( ),G α β . The Gamma 
PDF, expected value and variance are as follows: 
( ) ( )
1
, ,G e
α
α βθβα β θ
α
− −
=
Γ
 
 (3-7) 
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( ) ,E αθ β=   (3-8) 
( ) 2 .Var αθ β=   
(3-9) 
From the Bayes’ rule (1) gives the posterior: 
( ) 1
( )1
|  
.
 
n
n
Tn
n
Tn
p T e e
e
θα βθ
β θα
θ θ θ
θ
−− −
− ++ −
∝
∝
  (3-10) 
That means the posterior distribution is also ( ), nG n Tα β+ + and under quadratic loss the Bayes’ 
estimate is: 
( )| ,
n
nE
T
αθ θ β
+
= =
+
 D
  
(3-11) 
and the posterior variance is: 
( ) ( )2| ,n
nVar
T
αθ β
+
=
+
D   (3-12) 
The Bayesian predictive distribution of wind speed is: 
( ) 2
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 (3-13) 
Expression (3-14) is the kernel of the Pareto Type IV distribution, P(IV), with scale parameter (Tn 
+ β)1/2, shape parameter  2, and the tail index α + n. The complete PDF of predictive wind speed 
is: 
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The survival function, ( )|F wD , derived from f(w|D) is: 
( )
( )
2
| 1 ,
n
n
wF w D
T
α
β
− +
 
= + 
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(3-15) 
The mean of (3-14) is: 
( ) ( ) ( ) ( )( )
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The 2-moment of (3-14) is: 
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The variance of (3-14) is: 
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The mean and variance of the distribution (3-14) exist because 2 < α + n.  
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Understanding how changes in the model inputs influence the outputs is a concern. In this chapter, 
we do the sensitivity analyses via changing the number of wind samples, parameters of prior 
distributions and class of prior distributions. 
3.2.2. Simulations and results 
In this section we simulate small wind speed samples, say n = 3, 5 and 20, from a known Rayleigh 
model without uncertainty with c = 9.24. Then we do posterior and predictive inferences under 
two informative priors on the parameter θ = 1/c2. We begin with presenting priors for θ as shown 
in Figure 3.1. 
Prior 1, Gamma with α = 1 and β = 1, G(1,1 ), which represents an exponential distribution 
Prior 2, Gamma with α = 10 and β = 10, G(10,10), 
 
Figure 3-1 PDF of Gamma prior with parameters α = 1, β = 1 and α = 1 0, β = 10. 
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Table 3.1 illustrates the summary statistics of closed-form and simulated posteriors under different 
prior distributions. Table 3.1 gives the Mean, Standard Deviation, Quantiles, Median and 
Estimates of posteriors’ distributional parameters for θ and c. The first column of the table shows 
the wind speed sample size, n, and the sum of the squared randomly selected wind speed samples, 
Tn. It is seen that Tn increases while n increases. This always happens when the sample size is large. 
But this statement is not necessarily true for the small sample sizes like n = 3 and 5. We have 
randomly selected n samples multiple times, say one thousand times. The mean of the distribution 
of Tn for n = 5 is always greater than that of n = 3. We have chosen those wind speed samples 
which have the value of Tn nearest the mean. Table 3.1 illustrates that the mean values of the 
posterior distributions of the c parameter get closer to the scale parameter value of the Rayleigh 
distribution without uncertainty while n and Tn increase. Also the variance of the posterior 
distribution of the c parameter decreases when n and Tn increase. 
Table 3-1 summary statistics of closed-form and simulated posteriors under different choices of prior distribution while 
changing n and Tn. 
n, Tn Priors Par.  Mean Std. 2.5% Med. 97.5% Est. of G(αθ, βθ) 
n=3 
Tn=141.3158 
G(1,1) θ 
Tru. 0.0285 0.0144 0.0080 0.0264 0.0655 (4.0000,142.3158) 
Sim. 0.0284 0.0165 0.0072 0.0252 0.0674 (3.0289,106.8099) 
c Sim. 6.8288  2.6271 3.8519 6.2944 11.7590  
G(10,10) θ 
Tru. 0.0268 0.0136 0.0075 0.0248 0.0616 (13.0000,151.3158) 
Sim. 0.1037 0.0306 0.0517 0.1000 0.1729 (11.5370,111.2580) 
c Sim. 3.2108 0.4941 2.4049 3.1623 4.3988  
n=5 
Tn=247.9977 
G(1,1) θ 
Tru. 0.0240 0.0101 0.0085 0.0227 0.0485 (6.0000,248.9977) 
Sim. 0.0236 0.0106 0.0078 0.0222 0.0493 (4.7752,197.5440) 
c Sim. 7.0756 1.8970 4.5408 6.7116 11.3228  
G(10,10) θ 
Tru. 0.0231 0.0095 0.0081 0.0217 0.0451 (15.0000,257.9977) 
Sim. 0.0639 0.0168 0.0327 0.0628 0.1008 (13.9899,218.8347) 
c Sim. 4.0661 0.5792 3.1497 3.9903 5.5249  
n=20 
Tn=1808.2000 
G(1,1) θ 
Tru. 0.0116 0.0025 0.0072 0.0114 0.0171 (21.0000,1809.2000) 
Sim. 0.0122 0.0028 0.0075 0.0120 0.0180 (19.4000,1585.2000) 
c Sim. 9.2166 1.0710 7.4514 9.1211 11.5380  
G(10,10) θ 
Tru. 0.0165 0.0030 0.0112 0.0163 0.0229 (30.0000,1818.2000) 
Sim. 0.0176 0.0032 0.0119 0.0174 0.0245 (29.6000,1878.8000) 
c Sim. 7.6301 0.7115 6.3641 7.5853 9.1478  
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Table 3.2 gives the summary statistics for the closed-form and simulated predictive wind speed 
under different choices of prior while changing n and Tn. This table illustrates that the mean value 
of predictive wind speed distributions are getting closer to the mean value of the Rayleigh 
distribution, 8.23, while increasing n and Tn under same choices of prior. From the engineering 
point of view, it interprets that if the sample size is small or available data provide only indirect 
information about the parameters of interest, the prior distribution becomes more important. 
Table 3-2 Summary statistics of closed-form and simulated predictive wind speed under different choices of prior 
distribution while changing n and Tn. 
n, Tn Priors Dist. Mean Std. 2.5% Med. 97.5% Est. of P(IV) (σ, γ, a) 
  Ray. 8.2300 4.2205 1.4740 7.7068 17.7540  
n=3 
Tn=141.3158 
G(1,1) P(IV) 5.8559 3.9765 0.9680 5.1929 14.6960 (11.9296,1/2,4) Pred. 5.9290 3.8250 0.9653 5.1590 15.7900  
G(10,10) P(IV) 3.1144 1.0251 0.6600 3.4980 7.5680 (12.3010,1/2,13) Pred. 2.8740 1.5930 0.4919 2.6820 6.5170  
n=5 
Tn=247.9977 
G(1,1) P(IV) 6.0997 4.1362 0.9688 5.1045 13.5100 (15.7797,1/2,6) Pred. 6.3700 3.8950 1.0510 5.6800 15.7000  
G(10,10) P(IV) 3.7706 1.1473 0.9470 3.4970 11.5720 (16.0623,1/2,15) Pred. 3.5900 2.0220 0.6576 3.2330 8.4760  
n=20 
Tn=1808.2000 
G(1,1) P(IV) 8.3764 2.1267 1.4520 7.6120 18.1940 (42.5347,1/2,21) Pred. 8.1780 4.4080 1.8120 7.3760 18.4900  
G(10,10) P(IV) 6.9871 1.4704 1.2410 7.7008 13.8160 (42.6404,1/2,30) Pred. 6.7240 3.6370 1.2180 6.2360 15.0800  
 
Figure 3.2 shows the distributions of the Rayleigh as well as the closed-forms of predictive wind 
speeds considering G(1,1) prior while changing n and Tn. The reference lines show the VCI = 4, Vr 
= 14 and VCO = 17 [m/s]. In the upper panel of the figure, it can be found that the PDFs are taking 
the form of the Rayleigh as n and Tn increase. From the lower panel of the figure, it can be seen 
that the probabilities of the wind speed availabilities are increasing while n increases.  
Figure 3.3 shows the distributions of the Rayleigh as well as the closed-forms of predictive wind 
speeds considering G(10,10) prior while changing n and Tn. From the upper panel of the figure, it 
is also seen that the PDFs are taking the form of the Rayleigh as n and Tn increase. From the lower 
panel of the figure, it can be found that the probabilities of the wind power production are 
increasing while n increases.  
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Figure 3-2 Distributions of Rayleigh and closed-from P(IV) of predictive wind speed considering G(1,1) prior. 
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Figure 3-3 Distributions of Rayleigh and closed-from P(IV) of predictive wind speed considering G(10,10) prior. 
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3.2.2.1. Wind power implications 
Table 3.3 shows the probabilities of wind power availability for the Rayleigh model without 
uncertainty as well as the predictive wind speed model under different choices of priors while 
changing n. More specifically the probability of available wind speed is the difference of the 
probabilities of the wind speed being less than or equal to VCO and that less than or equal to VCI. 
Table 3.3 also gives the probability of the maximum available wind power as the difference 
between the probabilities of the wind speed being less than or equal to VCO and that less than or 
equal to Vr, in the last column. It can be seen that the availability of the wind power is 79.52% for 
the Rayleigh without uncertainty. The availability of the wind power are 64.11%, 67.84% and 
78.67%, for the P(IV) predictive model with G(1,1) prior for n = 3, 5 and 20 respectively. Likewise 
these probabilities are 27.07%, 40.55% and 75.69% for the P(IV) predictive model with G(10,10) 
prior on the scale parameter. This table reveals that the available wind power and maximum 
available wind power probabilities increase to get closer to the true value of the Rayleigh model 
without uncertainty while n increases. Furthermore this table depicts that if the sample size is small 
or available data provide only indirect information about the parameters of interest, the prior 
distribution becomes more important.  
Table 3-3 Probabilities of available wind power for Rayleigh and predictive wind speed models under different choices of 
prior distribution on scale parameter while changing n. 
Prior Dist.  P(W ≤ VCI) P(W ≤ VCO) P(WPA) P(W ≤ Vr) P(WPA)-max 
 Ray. 17.08 96.61 79.52 89.93 6.68 
G(1,1) 
P(IV) (n=3) 34.70 98.81 64.11 96.86 1.94 
P(IV) (n=5) 31.18 99.02 67.84 96.93 2.09 
P(IV) (n=20) 16.88 95.54 78.67 88.47 7.08 
G(10,10) 
P(IV) (n=3) 72.93 100.00 27.07 100.00 00.00 
P(IV) (n=5) 59.45 100.00 40.55 100.00 00.00 
P(IV) (n=20) 23.11 98.80 75.69 95.36 3.44 
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Figure 3.4 shows the effect of changes in Tn on the CDF of the closed-form P(IV) of predictive 
wind speed while keeping n and prior constant, e.g. n = 3 and G(10,10). It is obvious that the 
probability of the available wind power increases when Tn increases. 
 
Figure 3-4 CDFs of P(IV) of predictive wind speed while changing the Tn considering n=3 and G(10,10) prior. 
3.3. Example: Weibull model for data 
According to the International Standard IEC 61400-12 and other international recommendations, 
the two-parameter Weibull PDF is the most appropriate distribution function for wind speed data, 
which has been used for the ‘‘construction” of the most well-fitting wind turbine model. This is 
essential in order to make a decision about the economic feasibility of a wind power project and, 
furthermore, about the selection of the most suitable site for installing a wind farm, through the 
estimation of the Annual Energy Production (AEP) of each wind turbine. Moreover, almost every 
commercial software that offers estimations of AEP is based on the two-parameter W-PDF [61] 
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and [67]-[69]. Weibull is a generalization of the Rayleigh distribution, and has been shown to fit 
wind samples better than Rayleigh due to its more flexible form (with an additional shape 
parameter) [64], [70]. The Weibull PDF is: 
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This distribution has two parameters: k controls the shape of the distribution and c controls the 
scale of the distribution. The Weibull shape and scale parameters calculated using the MLE is 
given by: 
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where iw is the wind speed in time step i and n is the number of data points. To evaluate (3-18) an 
iterative technique is used. The scale parameter is obtained by:  
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3.3.1. Shape parameter known 
The model description is incomplete in Bayesian analysis until prior distributions over parameters 
are specified. When the shape parameter is known, the scale parameter has a conjugate Gamma 
prior similar to the Rayleigh model. It is assumed that the prior distribution of c is ( ),c cG α β . For 
simplifying the illustration we re-parameterize 1
kc
θ =  and let .ki nw T=∑  Because wi are not 
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functions of θ then, ( ) nTnL e θθ θ −∝ . It is obvious that the only difference between a Weibull model 
with known shape parameter and a Rayleigh model is the value of Tn.  
The survival function in the closed-form calculated from a Bayesian predictive distribution of 
f(w|θ) is: 
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(3-20) 
Likewise in the Rayleigh model it can be seen that (3-20) is a Pareto Type IV distribution with 
scale parameter (Tn + β)1/k, shape parameter k, and tail index α + n. The PDF of the predictive wind 
speed in the general form with known shape parameters can be derived as follows: 
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The finiteness of the mean, and the existence and the finiteness of the variance depend on the tail 
index α + n and shape parameter k. The mean and variance of the expression (3-20) exist because 
k < α + n. 
The mean of (3-20) is: 
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The variance of (3-20) is: 
45 
 
 
 
( ) ( ) ( )
( ) ( ) ( )
( )
( ) ( ) ( )
( )
22
2/ 2/ 2 2
2
. 1 2 . 2 .
 
1 .
.
k k
n n
E W E W
T k n k T
Var W
k n k
n n
β α β α
α α
=
=
−
+ Γ + Γ + − + Γ + Γ + −
−
Γ + Γ +
 
(3-23) 
3.3.1.1. Simulation and results 
In this section we simulate limited wind speed samples, say n = 3 from a Weibull model without 
uncertainty. We consider the wind speed model which has been developed in the second chapter 
with k = 3 and c = 9.15. Next we wish to consider the uncertainty about the scale parameter of the 
Weibull model when the shape parameter is known. Hence, we consider G(1,1) and G(10,10) 
priors on the scale parameter and keep the mean value unchanged. Table 3.4 depicts the summary 
statistics of the closed-form and simulated posteriors under different prior distributions while 
keeping n and Tn unchanged. Table 3.4 gives the Mean, Standard Deviation, Quantiles, Median 
and Estimates of posteriors’ distributional parameters for θ and c. Table 3.4 illustrates that the 
mean value of the posterior distribution is closer to the scale parameter value of the Weibull 
distribution without uncertainty when we consider the more informative prior.  
Table 3-4 Summary statistics of closed-form and simulated posteriors under different prior distributions for n=3 and 
Tn=2517.1. 
Priors Par.  Mean Std. 2.5% Med. 97.5% Est. of G(αθ, βθ) 
G(1,1) θ 
Tru. 0.0016 0.0008 0.0004 0.0015 0.0037 (4.0000,2518.1000) 
Sim. 0.0013 0.0007 0.0004 0.0011 0.0031 (2.9990,2354.8000) 
C Sim. 8.5499 2.2802 6.8582 9.6872 13.5721  
G(10,10) θ 
Tru. 0.0016 0.0008 0.0004 0.0015 0.0037 (13.0000,2527.1000) 
Sim. 0.0051 0.0015 0.0025 0.0049 0.0084 (11.5376,2276.5000) 
C Sim. 5.8095 2.0448 4.9193 5.8875 7.3680  
Table 3.5 illustrates the summary statistics for the closed-form and simulated predictive wind 
speed models under different prior distributions while keeping n and Tn unchanged. Table 3.5 also 
illustrates that the mean value of predictive wind speed distributions get closer to the mean value 
of the Weibull distribution, 8.13 when we consider the more informative prior.  
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Table 3-5 Summary statistics of predictive inferences for the closed-form and simulation under different choices of prior 
distribution for n=3 and Tn=2517.1. 
Priors Dist. Mean Std. 2.5% Med. 97.5% Est. of P(IV) (σ,γ,a) 
 Weib. 8.1310 2.9720 2.8790 8.1150 14.0000  
G(1,1) P(IV) 6.6782 2.5842 2.5192 7.8103 15.6248 (0, 13.0397,1/3,4) Pred. 7.4290 3.1750 2.2970 7.0970 14.0500  
G(10,10) P(IV) 5.2641 2.2944 1.7015 5.1726 9.3946 (0, 13.6210,1/3,13) Pred. 5.3360 2.0340 1.7040 5.2800 9.5420  
3.3.1.1.1. Wind power implications 
Table 3.6 shows the probabilities of wind power availability for the Weibull model without 
uncertainty as well as the predictive wind speed model under different choices of priors. Table 3.6 
gives the probability of available wind power as well as the probability of the maximum available 
wind power. It can be seen that the availability of wind power is 91.82% for the Weibull without 
uncertainty. The availabilities of wind power are 89.13%, 79.25% for the P(IV) predictive model 
with G(1,1) and G(10,10) priors respectively. This table reveals that the available wind power and 
the maximum available wind power probabilities are closer to the true values of Weibull when we 
consider the more informative prior. Furthermore Table 3.6 depicts that if the sample size is small 
or available data provide only indirect information about the parameters of interest, the prior 
distribution becomes more important.  
Table 3-6 Probabilities of available wind power for predictive wind speed models under different choices of prior 
distribution for c while n=3 and Tn=2517.1. 
Prior Dist.  P(W ≤ VCI) P(W ≤ VCO) P(WPA) P(W ≤ Vr) P(WPA)-max 
 Weib. 8.01 99.83 91.82 97.22 2.61 
G(1,1) P(IV)  9.55 98.68 89.13 94.76 3.92 
G(10,10) P(IV) 27.75 100.00 72.25 100.00 0 
Figure 3.5 shows the distributions of the Weibull without uncertainty as well as the closed-forms 
of the predictive wind speeds considering different priors while keeping n unchanged. It can be 
seen in the upper panel of Figure 3.5 that the PDFs are taking the form of the Weibull distribution 
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while having the more informative prior. It can be seen in the lower panel of this figure that the 
probability of wind power production increases for such a statement.  
 
 
Figure 3-5 Distributions of Weibull and closed-from P(IV) of predictive wind speed considering n=3, Tn=2517.1,  G(1,1) 
and G(10,10) priors. 
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Figure 3-6 Distributions of closed-from G(4,2518.1) of posterior considering n=3, Tn=2517.1 and G(1,1) prior. 
Figure 3.6 shows the distribution of the closed-from of the posterior, G(4,2518.1), considering 
n=3, Tn=2517.1 and G(1,1) prior. It can be seen that the posterior distribution is more informative 
than the prior distributions. 
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Figure 3-7 Distributions of Weibull, closed-from P(IV) and simulated predictive wind speed considering n=3, Tn=2517.1 
and G(1,1) prior. 
Figure 3.7 shows the distributions of the Weibull without uncertainty, the closed-from P(IV) and 
the simulated predictive wind speed. The upper panel shows a slight difference among the PDFs. 
Comparing the CDFs, the probabilities of wind power production for the closed-form and 
50 
 
 
 
simulated predictive wind speed, 89.13% and 85.13%, are less than that of the Weibull without 
uncertainty, 91.82%. 
3.3.2. Shape parameter unknown 
In this section we assume that parameters k and c both are unknown and independently distributed 
according to two log-concave distributions with parameters. We begin considering Gamma priors 
for shape and scale parameters as follows: 
( )1 1( ) , ,p k G α β=  (3-22) 
( )2 2( ) , ,p c G α β=  (3-23) 
We now have a fully specified model, having a likelihood as well as a prior on both parameters. It 
is well known that for a Weibull distribution, while computing the Bayes estimates, the continuous 
conjugate joint prior distribution of the shape and scale parameters does not exist. Considering 
independent priors over parameters, Bayes’ Theorem gives the posterior: 
   
( ) ( ) ( ) ( ), | , .p k c D L k c p k p c∝  (3-24) 
Expression (3-26) includes multi-dimensional integrals and therefore is not possible to be 
calculated analytically. Modern Bayesian analysis is typically performed by simulating the 
posterior distribution using MCMC. The most common application of MCMC algorithms is 
numerically calculating multi-dimensional integrals. It is important to realize that although the 
expression in (3-24) looks daunting, we can evaluate the unnormalized density of this function for 
any set of parameter values k and c and observations w1,…,wi (remember that we only need 
unnormalized densities in MCMC, which is an appealing feature of this approach). 
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Because the conditional distributions in (3-24) do not correspond to any analytic expression, we 
developed a code in WinBUGS which basically uses an MH sampler to estimate the parameters 
and simulates data from the posterior. The posterior distribution is bivariate as it involves two 
parameters k and c. 
3.3.2.1. Simulations and results 
This section will illustrate the results for taking the uncertainty about the model parameters, which 
has been developed in chapter 2, into account. For this purpose we will simulate limited wind 
speed samples. Then posterior and predictive inferences under different reasonable choices of prior 
distributions on both scale and shape parameters will be presented. We continued the simulation 
with 20 total wind samples and presented informative pairs Gamma priors on Weibull shape and 
scale parameters. First we considered the shape hyper parameters 1k kα β= =  while varying the 
scale parameters according to the values 1c cα β= =  and 5c cα β= = . Afterwards we decreased 
the variance of the shape prior distribution by increasing 5k kα β= =  while varying the scale priors 
according to 1c cα β= =  and 5c cα β= = .  
Table 3-7 Summary statistics of posteriors inference under different choices of prior distribution for k and c. 
p(k) p(c) Par. Mean Std. 2.5% Med. 97.5% 
G(1,1) 
G(1,1) 
k 2.6102 0.4866 1.7190 2.5780 3.6424 
λ 0.0050 0.0067 0.0002 0.0029 0.0229 
c 9.7015 0.9208 2.8203 9.6456 141.845 
G(5,5) 
k 1.3890 0.2702 0.8936 1.3720 1.9490 
λ 0.0685 0.0459 0.0137 0.0574 0.1706 
c 8.0870 1.3651 2.4778 8.0295 120.965 
G(5,5) 
G(1,1) 
k 2.1700 0.3932 1.4400 2.1445 3.0740 
λ 0.0114 0.0115 0.0010 0.0079 0.0422 
c 9.5461 1.4930 2.8000 9.4451 121.153 
G(5,5) 
k 1.3210 0.2402 0.8914 1.3080 1.8310 
λ 0.0753 0.0428 0.0189 0.0664 0.1825 
c 8.0234 1.3790 2.5319 7.9102 85.7044 
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Table 3.7 illustrates the summary statistics of simulated posteriors under different reasonable 
choices of priors distributions for k and c. This table illustrates that the simulated mean values are 
closer to the true k and c values, 9.15 and 3, under the more informative choice of priors. Also the 
posteriors of the c parameters have heavy tails in all cases.  
Table 3.8 illustrates the summary statistics of predictive inference under different choices of prior 
distribution for k and c. The simulated mean values are closer to the true mean value of the Weibull 
model, 8.13, under the more informative priors. Also the standard deviations and quantile values 
show that the density function of the predictive wind speed are wider under the less informative 
priors. 
Table 3-8 Summary statistics of predictive inference under different choices of prior distribution for k and c. 
p(k) p(c) Mean Std. 2.5% Med. 97.5% 
G(1,1) G(1,1) 8.6850 3.8030 2.0560 8.4420 16.7500 G(5,5) 7.5140 6.7930 0.3338 5.9360 23.3000 
G(5,5) G(1,1) 8.3790 4.4640 1.3060 7.8150 19.0000 G(5,5) 7.5577 6.4670 0.4109 6.0260 23.3400 
Figure 3.8 shows the distributions of simulated predictive wind speed and posteriors considering: 
a) p(k)=G(1,1) and p(c)=G(1,1), b) p(k)=G(1,1) and p(c)=G(5,5), c) p(k)=G(5,5) and p(c)=G(1,1) 
and d) p(k)=G(5,5) and p(c)=G(5,5). This figure shows the distributions that come from MCMC 
in the WinBUGS software with 100,000 iterations. Figure 3.8 visualizes the results from Tables 
3.6 and 3.7 perfectly. 
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b) 
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Figure 3-8 Distributions of simulated predictive wind speed and posteriors considering: a) p(k)=G(1,1) and p(c)=G(1,1), b) 
p(k)=G(1,1) and p(c)=G(5,5), c) p(k)=G(5,5) and p(c)=G(1,1) and d) p(k)=G(5,5) and p(c)=G(5,5). 
 
3.3.2.1.1. Wind power implications 
Table 3.9 illustrates the probabilities of available wind power for the Weibull model, the closed-
form P(IV) with n = 20 and Tn = 19777 for the model with known shape parameter under different 
choices of parameters as well as predictive wind speed models under different choices of prior 
distribution for k and c while n = 20 with respect to VCI, Vr and VCO. The results illustrate that under 
a less informative choice of prior the wind power and the maximum wind power availabilities 
would reduce while the shape parameter is either known or unknown. From the table it can be 
found that the predictive wind speed distribution is more sensitive to the changes in priors of the 
scale parameter compared to the shape parameter while the scale parameter has more impact on 
the wind power and maximum availabilities. 
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Table 3-9 Probabilities of available wind power for Weibull, P(IV) with n=20 and Tn=19777 and predictive wind speed 
models under different choices of prior distribution for k and c while n=20. 
Scale Shape Wind Model Dist. P(W ≤ VCI) P(W ≤ VCO) P(WPA) P(W ≤ Vr) P(WPA)-max 
9.15 3 Weib. 8.01 99.83 91.82 97.22 2.61 
G(1,1) 
3 P(IV)(27.0444,1/3,21) 6.55 99.05 92.50 93.47 5.58 
G(1,1) Pred. 11.10 97.30 79.30 90.40 6.90 
G(5,5) Pred. 14.40 94.60 72.80 87.20 7.40 
G(5,5) 
3 P(IV)( 27.0452,1/3,25) 7.76 99.61 91.85 96.11 3.50 
G(1,1) Pred. 33.30 93.20 54.20 87.50 5.70 
G(5,5) Pred. 35.20 91.50 51.40 85.60 5.90 
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4. Chapter 4 
Bayesian Applications in SEconD  
The stochastic aspect of wind speed has been addressed in the literature through inclusion of the 
probability density function (PDF) of the wind power generation into the ED model [30]-[37], 
[55], [56], [58]-[60] and [69]. However, chapter 2 presents the SEconD algorithm that produces 
PDFs of optimal solutions in the context of Stochastic Economic Dispatching. Thus far, the effect 
of the uncertainty about the probability distribution of the wind speed on the distributions of 
optimal S-ED has not been considered. Attention to this issue is crucial in order to avoid assuming 
perfect knowledge of the distributional parameters which, on average, would lead to the use of 
unduly optimistic and insufficiently disperse distributions for the wind speed as well as optimal 
outputs for the planning time. This chapter reveals the effect of the uncertainty about the models’ 
distributional parameters on the resultant outputs of the SEconD algorithm through examples. Also 
this chapter represents and comprehensively compares the resultant outputs of the SEconD 
algorithm while applied to a non-Bayesian standard wind speed model as well as a Bayesian 
predictive wind speed model.  
4.1. Example of ED model 
In this section we compare the results from a non-Bayesian and a Bayesian wind speed model 
applied to SEconD in order to show the effect of uncertainty in optimal outputs of the ED model. 
We basically carry the uncertainty about the Bayesian and non-Bayesian wind speed models 
through the SEconD optimizer. We use simulated predictive wind speed data points from an 
MCMC simulation from the Bayesian model with both shape and scale parameters unknown as 
well as simulated wind speed data points from an MC simulation from a non-Bayesian model 
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which is developed in chapter 2, for inputs to the SEconD model. Hence we produce data for 
estimating the probability distributions of optimal fossil fuel generation outputs, transmission loss, 
and total cost of power generation. The MCMC and MC samples can be used to estimate 
distributional functions such as PDFs, cumulative probability distributions, reliability functions 
(survival functions), and summary measures such as the mean, standard deviation, median, 
percentiles, prediction intervals,  correlation coefficients, and scatter plots. Likewise large samples 
of simulated data allow statistical analyses of the outputs such as distributional measures and 
confidence intervals for each output variable and comparisons of distributions of all output 
variables.  
In this illustration, we use a wind farm where VCI = 4 m/s, Vr = 14 m/s, VCO = 17 m/s, and Wr = 30 
MW. Table 4.1 shows the operation ranges, cost coefficients, and the transmission loss matrices 
used in this example. The unit of Pi is MW, and the units of ai, bi and ci are respectively $/MW2 h, 
$/MWh, and $/h. From chapter 2, the forecast value combined with the error distribution via (2-5) 
gives the Weibull distribution shown in Figure 4.1.  
Table 4-1 Operation ranges and power cost coefficients. 
Generator Range Power Cost Coefficients 
 Pmin Pmax ai bi ci 
1 54 110 0.00633 11.669 213.1 
2 50 120 0.00889 10.333 200.0 
3 47 100 0.00741 10.833 240.0 
 
0.05370 0.00453 0.00207 0.04507
0.00453 0.06760 0.00953 0.00507
0.00207 0.00953 0.05210 0.00901
0.04507 0.00507 0.00901 0.2940
ijB
 
 
   =   
 
 
 
 
[ ]0.00330 0.07660 0.00342 0.01890ojB′  =   
 
[ ] [ ]0 0.040357B =  
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Figure 4-1 Distributions of the wind speeds from the Weibull model and simulated predictive. 
Also the distribution of simulated predictive wind speed from the case with p(k) = G(5,5) and p(c) 
= G(1,1) priors is shown in Figure 4.1. It can be seen in the lower panel of the figure that the 
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probability of wind power generation for the Weibull model is 95% which is higher than that of 
the predictive model that is 78%. This 17% difference illustrates that the uncertainty about the 
predictive model causes less power production from the wind farm. 
4.1.1. Probability distribution of optimal outputs 
Table 4.2 reveals the summary statistics for the inputs (simulated wind speed data and wind power 
generation) and the optimal outputs of the three generators, the operation cost, and the transmission 
loss. Note that the ranges of the optimal outputs of the generators (between the minimum and 
maximum) are subintervals of their operation ranges. Comparing the means or the medians 
provides the following common information for both non-Bayesian and Bayesian scenarios: on 
average, the optimal output of generator 1 is higher than the optimal output of generator 2, which 
in turn is higher than the optimal output of generator 3. The upper panel of Figure 4.2 shows the 
PDF plots of the distributions of the optimal output powers of the three fossil fuel generators under 
the two scenarios.  
Table 4-2 Summary statistics of non-Bayesian and Bayesian scenarios. 
  Min Max Median Mean Std. 
NB 
WS 0.00 17.95 8.18 8.26 2.84 
Pw 0.00 30.00 12.53 12.88 8.02 
P1 73.23 82.02 78.68 78.25 2.10 
P2 66.54 75.98 74.34  73.50 1.89 
P3  48.11 74.98 53.62 53.35 4.21 
PL 9.81 10.31 10.17 10.15 0.09 
OC 2630.00 3112.70 2946.40 2933.79 99.64 
B 
WS 0.00 27.23 7.81 8.38 4.46 
Pw 0.00 30.00  10.01 11.48  9.84 
P1 71.01 83.82 79.69 79.27 2.75 
P2 65.70 77.47 74.41  72.00 2.34 
P3  40.20 71.71 57.12 57.73 5.84 
PL 9.78 10.35 10.19 10.11 0.12 
OC 2480.29 3195.08 2969.32 2953.01 126.30 
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Figure 4-2 Distributions of the wind power and optimal output power generation for non-Bayesian and Bayesian 
scenarios. 
The PDF plots indicate higher uncertainty about the power generation for the Bayesian scenario 
vs the non-Bayesian especially in the third generator. Consequently, the system operator may 
consider setting aside more reserve for this generator while considering the Bayesian scenario. The 
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most probable values of power outputs P1, P2, and P3 are around the modes of the distribution 80, 
73 and 52 MW for non-Bayesian and 80.1, 73.1 and 56 MW for Bayesian scenarios respectively. 
The reliability plots are shown in the lower panel of Figure 4.3. These reliability plots show the 
stochastic dominance of P1 over P2 and P3 as well as P2 and P3 in both scenarios. For outputs less 
than 48 and more than 78 MW, P3 in non-Bayesian dominates P3 Bayesian and vice versa for 
outputs between 48 and 74 MW.  
Figure 4.3 shows the PDFs and reliability functions of the distributions of the system transmission 
loss for both scenarios. The plots of PDFs indicate that the most likely MW values of the 
transmission losses are almost 10.2 and 10.15 MW for both non-Bayesian and Bayesian scenarios, 
respectively. However, the plots of the reliability functions provide a more complete comparison. 
These plots show the stochastic dominance of the transmission loss of the non-Bayesian scenario 
over the Bayesian before 10.15 MW. Figure 4.4 shows the PDFs and reliability functions of the 
distributions of the minimal cost of power production for both scenarios. The PDFs for the two 
scenarios cross twice, and thus do not provide a definite comparison for the two operation costs. 
However, the plots of the reliability functions provide a definite comparison: The optimal 
operation cost of Bayesian is stochastically larger than that of the non-Bayesian scenario from 
2820 $/h and on. That is, for any given value x $/h greater than 2820 $/h, the probability that the 
optimal operation cost exceeds x is higher for the Bayesian scenario than for the non-Bayesian 
scenario. For instance, the probability that the optimal operation cost exceeds 3000 $/h is about 
30% and 40% for non-Bayesian and Bayesian scenarios, respectively.  
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Figure 4-3 Distributions of the transmission losses for non-Bayesian and Bayesian scenarios. 
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Figure 4-4 Distributions of the total costs for non-Bayesian and Bayesian scenarios. 
Table 4.3 gives the correlation coefficients between the optimal outputs of the three generators, 
transmission loss and operation cost along with the correlation with the wind power generation 
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and the wind speed for non-Bayesian and Bayesian scenarios. The correlations among the variables 
are high for both scenarios. The correlations between wind power and the optimal fossil fuel 
generators’ outputs are negative, most strongly with P3. It should be noted that the correlation 
between wind speed and wind power is strong, but not perfect due to the cut-in and cut-out wind 
speeds for the non-Bayesian scenario. But for the Bayesian scenario the correlation between wind 
speed and wind power decreased dramatically due to the model uncertainty as well as the cut-in 
and cut-out wind speeds. Also there is a slight increase in the correlation of almost all variables 
between the non-Bayesian and Bayesian scenarios. This could happen due to model uncertainty 
again. While the probability of wind power generation decreased the correlation among the 
variables of the Bayesian scenario slightly increased. 
 
 
Table 4-3 Correlation coefficients of non-Bayesian and Bayesian scenarios. 
  WS Pw P1 P2 P3 PL OC 
NB 
WS 1       
Pw 0.97 1      
P1 -0.90 -0.93 1     
P2 -0.90 -0.93 0.96 1    
P3 -0.93 -0.96 0.80 0.80 1   
PL -0.88 -0.90 0.99 0.98 0.76 1  
OC -0.97 -1.00 0.93 0.93 0.93 0.90 1 
B 
WS 1       
Pw 0.64 1      
P1 -0.64 -0.94 1     
P2 -0.65 -0.95 0.98 1    
P3 -0.59 -0.96 0.81 0.82 1   
PL -0.63 -0.92 0.99 0.98 0.79 1  
OC -0.64 -1.00 0.94 0.94 0.96 0.92 1 
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5. Chapter 5 
Conclusion and Future Work 
The quality of wind speed modeling depends on the suitability of the chosen probability models to 
describe the wind speed frequency distribution. The models most commonly used in recent 
literature to describe wind speed distribution are Weibull and Gamma, both of which belong to the 
Generalized Gamma (GG) family. These models view the distributions of the wind speed over a 
wind farm as being homogenous. However, a wind farm has multiple turbines installed in different 
locations, each of which may have its own distribution model. The main aim of this dissertation 
was to develop a wind speed model that can aggregate the non-homogenous distributions into a 
single continuous distribution. The secondary aim was to develop a stochastic economic 
dispatching algorithm that can consider the entire wind speed PDF rather than just a single 
randomly drawn point.  This algorithm is called SEconD.   
In order to test and show the capability of SEconD, we also proposed a wind speed model which 
uses a wind speed forecast, and an error distribution for capturing the uncertainty about the wind 
speed for the planning target time. It was shown that SEconD utilizes Monte Carlo simulated 
samples from the entire proposed wind speed spectrum as inputs to determine optimal dispatch of 
the corresponding fossil power plants. The SEconD algorithm is capable of incorporating any wind 
speed model and any ED model proposed in the literature. Some examples of the usefulness of the 
SEconD algorithm for the planning purposes have been illustrated. We also showed that the 
availability of the probability distributions of the optimal outputs enables a system operator to 
compare fossil fuel power generators, the transmission losses, and the operations costs. The 
reliability functions provided comparisons of the entire distributions of the optimal outputs of 
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fossil fuel power generators in terms of the stochastic dominance, and the scatter plots provided 
information about their relationships. Examples also illustrated that the combination of the 
reliability and scatter plots provides a powerful tool for the system operator to perform useful 
analyses. Furthermore, the distributions of the optimal outputs under two fuel price scenarios were 
compared. The reliability function provided definite ordering of the cost distributions under the 
two scenarios, which could not be detected through the PDFs.  
Next we developed Bayesian predictive models to capture the uncertainty about the wind speed 
parameters. The closed-forms of posteriors and predictive wind speeds consider the conjugate 
priors for Rayleigh and Weibull models have been derived. The closed-form for the Weibull model 
exists when the shape is known. The MCMC simulation gave the posterior and predictive wind 
speed distributions for the Weibull model with both parameters unknown and therefore no longer 
exists in the closed-form. Comparing posterior and predictive inferences under different 
reasonable choices of prior distribution in sensitivity analysis, (and, for that matter, different 
reasonable choices of probability models for data) showed that if the sample size is small, or if the 
available data provide only indirect information about the parameters of interest, the prior 
distribution becomes more important.  
The Bayesian predictive wind speed distribution was applied to the SEconD algorithm and the 
resultant output distributions have been comprehensively compared to non-Bayesian distributions 
of optimal outputs. Likewise reliability functions provided definite ordering of the cost 
distributions under the two scenarios, which could not be detected through the PDFs. The analyses 
showed the effect of uncertainty on distributions of optimal outputs. Examples also revealed that 
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the developed Bayesian models provide prudent information for the system operator to perform 
useful analyses while there is limited, incomplete or partial data available. 
In this dissertation, there are quite a number of things have not yet been considered and we are 
pleased to offer as future work:  
1- We have considered the uncertainty of the parameters of the wind speed model through the 
prior distributions. We used Gamma prior with known hyper-parameters. In fact there is 
not always perfect knowledge of prior distributions available. Therefore different levels of 
uncertainty can be achieved while taking into account the hyper-parameters of the prior 
distribution as being random. 
2- We have modeled a single wind farm in a wind-penetrated power system and presented the 
resultant S-ED. The next goal is to model multiple dependent wind farms. In this case, a 
copula, which is a multivariate probability distribution, is the solution to model wind speed. 
Copulas are used to describe the dependence between random variables. There are many 
parametric copula families available, which usually have parameters that control the 
strength of dependence.  
3- Solar power is another source of energy that similarly has randomness. Likewise we wish 
to develop models with different levels of uncertainty for a hybrid power system 
incorporating multiple solar and wind farms.  
4- Technically, the SEconD algorithm is capable of incorporating any wind speed models. 
We wish to enhance the capability of the SEconD algorithm to enable it to incorporate 
other renewable sources of energy as well. 
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