The purpose of this paper is to propose a simple and practical iteration method for solving a nonlinear programming problem. It can be shown that the sequence of points generated by the iteration method converges to a local optimum solution of the nonlinear programming problem.
Introduction
Let Rn be the n-dimensiona1 Euc1idean space, and let h i In general, it seems difficult to find the global minima of the problem (1).
In some practical cases, however, local minima are no less important than global minima. In this paper, consequently, we deal with the problem of finding a local minimum (x l ,x 2 , ••• ,X n )ED of non1inear programming problem (1).
Let us introduce slack variables x n + i (i=1,2, ••• ,m) and define functions
Then problem (1) can be rewritten as: (2) Minimize f(x 1 ,x 2 , ••. ,x n ) subject to Then for any xeW(x)-{x}, it holds that
where W(x) is a suitably chosen neighbourhood of x.
The main theorem in this paper is:
Theorem. Suppose that the same conditions as in lemma 1 are satisfied. and A(O)evo(X) converges to (x.X) given in lemma 1. as k tends to infinity.
where UO(x) and VO(X) are suitably chosen neighbourhoods of x and X, respectively.
Preliminaries
Some preliminaries are required to prove the main theorem. Define E(x,A)
II~x(X'A)112 + II~A(X,A)112. 
This proves the lemma. 
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Let E be an arbitrarily fixed positive constant such that (7) where and ·0 < E < min {d, e(a)}, By (8) and (9), (10) max 11 p (I -J k ) I I ~ K. IIpll=l Let ~(k) = h(k)/I Ih(k)1 I. Then, from (6) and (10), it holds that
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Ilh(k+l) 11 11 h (k) 11 11 ~ (k) (I -J k ) 11
This completes the proof of the main theorem.
Numerical Example
As a numerical example, let us consider the following Rosen-Suzuki Test The present iteration method (4) is based on the previous method [5] , minimizing a sum of squares of non1inear functions. The present method is simple in the sense that it need not compute the inverse of the Hessian matrix. Moreover, the computation results in §5 show that the present method is rather better than SUMT transformation , so far as computation time is concerned. Tt should be noted that the present method requires more storage capacity than SUMT transformation.
