We compute the leading asymptotics of the logarithm of the absolute value of the characteristic polynomial, denoted Ψ , of the Ginibre ensemble as the dimension of the random matrix tends to +∞. The method relies on an upper-bound which follows from the main asymptotics of [40] and a lower-bound that we obtained by exploiting the log-correlated structure of the field Ψ . In particular, using the results of [28] combined with the approach from [3] to derive the necessary asymptotics, we obtain the lower bound by constructing Gaussian multiplicative chaos measures associated with certain regularization of Ψ at small mesoscopic scales.
Introduction and main results
The Ginibre ensemble is the canonical example of a non-normal random matrix. It consists of a × matrix filled with independent complex Gaussian random variables of variance 1∕ , [18] . It is well-known that the eigenvalues ( 1 , … , ) of a Ginibre matrix are asymptotically uniformly distributed inside the unit disk = { ∈ ℂ ∶ | | ≤ 1} in the complex plane -this is known as the circular law [11] . Moreover, these eigenvalues form a determinantal point process on C with a correlation kernel
. This means that the law, denoted by P , of the Ginibre eigenvalues is given by
where d 2 denotes the Lebesgue measure on C. We refer the readers to [19, Chapter 4] for an introduction to determinantal processes and to [19, Theorem 4.3.10] for a derivation of the Ginibre correlation kernel. The Ginibre eigenvalues also have the same law as the particles in a two-dimensional Coulomb gas [36] confined by the potential ( ) = | | 2 ∕2. Indeed, it is easy to verify that for any ∈ ℕ, the probability measure (1) satisfies dP ∝ −H ( ) ∏ =1 d 2 where the energy of a configuration ∈ C is given by
Then, it follows from a classical result in potential theory that the equilibrium measure which describes the limit of the empirical measure 1 ∑
=1
is indeed the circular law, (d ) = 1 1 D d 2 , see [36, Section 3.2] .
Moreover the logarithmic potential of the circular law is given by the function:
and we verify that for any ∈ D, ( ) = ( ) − 1∕2.
In [34] , Rider-Viràg showed that the fluctuations of the empirical measure of the Ginibre eigenvalues around the circular law are described by a Gaussian noise. Then, this result was generalized to other ensembles of random matrices in [2, 3] , as well as to two-dimensional Coulomb gases at an arbitrary positive temperature in [7, 29] . Let us define
This measure describes the fluctuations of the Ginibre eigenvalues and, by [34, Theorem 1.1] , for any function ∈ C 2 (C) with at most exponential growth, we have as → +∞,
Moreover, if has compact support inside the support of the equilibrium measure, then the asymptotic variance 2 is given by
In this article we are interested in the asymptotics of the modulus of the characteristic polynomial ∈ C ↦ ∏ =1 | − | of the Ginibre ensemble. More specifically, we consider its centered logarithm:
Note that it follows from the convergence of the empirical measure to the circular law that for any ∈ C, we have in probability as → +∞, 1 log
so that the second term on the RHS of (8) is necessary to have the field Ψ asymptotically centered. In fact, it follows from the result of Webb-Wong [40] that E [Ψ ( )] → 1∕4 for all ∈ D as → +∞. Moreover, if we interpret Ψ as a random generalized function, then the central limit theorem (6) implies that Ψ converges in distribution to the Gaussian free field (GFF) 1 on D with free boundary conditions, see [34, Corollary 1.2] and also [3, 38] for further details. Even though the GFF is a random distribution, it can be though of as a random surface which corresponds to the two-dimensional analogue of Brownian motion, see [37] . The convergence result of Rider-Viràg indicates that we can think of the field Ψ as an approximation of the GFF in D. The main property of the GFF is that it is a log-correlated Gaussian process on C. This log-correlated structure is already visible for the absolute value of the characteristic polynomial of the Ginibre ensemble as it is possible to show that for any , ∈ D,
as → +∞. By analogy with the GFF and other log-correlated fields, we can make the following prediction for the asymptotics of the maximum of the field Ψ . We have as → +∞,
where the error term is given by a random variable. Analogous predictions have been made for other logcorrelated fields coming from random matrices. For instance, Fyodorov-Keating [16] first conjectured the asymptotics of the maximum of the logarithm of the absolute value of the characteristic polynomial of the circular unitary ensemble 2 (CUE), including the distribution of the error term and Fyodorov-Simm [17] made analogous prediction for the Gaussian Unitary Ensemble 3 (GUE) .
The main goal of this article is to verify the leading order in the asymptotic expansion (10) . More precisely, we prove the following result: Theorem 1.1. For any 0 < < 1 and any > 0, we have
In the remainder of this section, we review the context and results related to Theorem 1.1, as well as some motivations to study the characteristic polynomial of the Ginibre ensemble.
Comments on Theorem 1.1
The study of the characteristic polynomials for different ensembles of random matrices has an interesting history because of several connections to problems in various areas of mathematics. In particular, there are the analogy between the logarithm of the absolute value of the characteristic polynomial of the CUE and the Riemann -function [24] , as well as the connections with Toeplitz or Hankel determinant with Fisher-Hartwig symbols, [26, 14] . Of essential importance is also the connection between characteristic polynomial of random matrices, log-correlated fields and the theory of Gaussian multiplicative chaos [21, 16] . This connection has been used in several recent works to compute the asymptotics of the maximum of the logarithm of the characteristic polynomial for various ensembles of random matrices. For the characteristic polynomial of the CUE, a result analogous to Theorem 1.1 was first obtained by Arguin-Belius-Bourgade [4] . Then, the correction term was computed by Paquette-Zeitouni [31] and the counterpart of the conjecture (10) was established for the circular -ensembles for general > 0 by Chhaibi-Madaule-Najnudel [12] . For the characteristic polynomial of the GUE, as well as other Hermitian unitary invariant ensembles, the law of large numbers for the maximum of the absolute value of the characteristic polynomial was obtained in [27] . Finally, in the article [13] in preparation with Claeys, Fahs and Webb, we obtain the counterpart of Theorem 1.1 for the imaginary part of the characteristic polynomial of a large class of Hermitian unitary invariant ensembles. In [13] , we also show that our result implies optimal rigidity estimates for the eigenvalues of the random matrix which are new even for the GUE. Likewise, by adapting the proof of the upper-bound in Theorem 1.1, we can obtain precise rigidity estimates for linear statistics of the Ginibre ensemble in the spirit of [6 
For any > 0, there exists a constant , , > 0 such that
(log ) 1+ .
The proof of Theorem 1.2 is given in Section 3.2 and it relies on the basic observation that in the sense of distribution, the Laplacian of the field Ψ is related to the empirical measure of the Ginibre ensemble suitably
The proof of Theorem 1.1 consists of an upper-bound which is based on the subharmonicity of the logarithm of the absolute value of the Ginibre characteristic polynomial and the moments estimates from Webb-Wong [40] 2 A random × unitary matrice sampled from the Haar measure on the unitary group. 3 A random × Hermitian matrice with independent Gaussian entries suitably normalized.
and of a lower-bound which exploits the log-correlated structure of the field Ψ . More precisely, by relying on the approach of [28] , we obtain the lower-bound in Theorem 1.1 by constructing a family of subcritical Gaussian multiplicative chaos measures associated with certain mesoscopic regularization of the field Ψ -see Theorem 2.2 below for further details. Gaussian multiplicative chaos (GMC) is a theory which goes back to Kahane [23] and it aims at encoding geometric features of a log-correlated field by means of a family of random measures. These GMC measures are defined by taking the exponential of a log-correlated field through a renormalization procedure. We refer the readers to Section 2.1 for a brief overview of the theory and to the review of Rhodes-Vargas [32] or the elegant and short article of Berestycki [8] for more comprehensive presentations.
The family of GMC measures associated to the GFF are called Liouville measures and they play a fundamental role in recent probabilistic constructions in the context of quantum gravity, imaginary geometries, as well as conformal field theory. We refer to the reviews [5, 33] for further references on these aspects of the theory. Thus, motivated by the result of Rider-Viràg, it is expected that the random measure whose density is given by the modulus of the characteristic polynomial of the Ginibre ensemble suitably normalized:
converges in distribution to a Liouville measure 4 for any 0 < < √ 8. Hence, this provides an interesting connection between the Ginibre ensemble of random matrices and random geometry. As we observed in [13, Section 3] , this convergence result in the subcritical regime implies the lower-bound in Theorem 1.1. An important observation that we make is that it suffices to establish the convergence of
to a GMC measure for a suitable regularization of the field Ψ in order to capture the correct leading order of its maximum. The main points are to work with a regularization at an optimal mesoscopic scale −1∕2+ for any small > 0 and to be able to obtain the convergence in the whole subcritical regime.
Outline of the article
The remainder of this article is devoted to the proof of Theorem 1.1. The result follows directly by combining the upper-bound of Proposition 3.1 and the lower-bound from Proposition 2.1. As we already emphasized the proof of the lower-bound follows form the connection with GMC theory and the details of the argument are reviewed in Section 2. In particular, it is important to obtain mod-Gaussian asymptotics for the exponential moments of a mesoscopic regularization of the field Ψ , see Proposition 2.3. These asymptotics are obtained by using the method developed by Ameur-Hedenmalm-Makarov [3] which relies on the so-called Ward identities and the determinantal structure of the Ginibre ensemble. Compared with the proof of the central limit theorem in [3] , we face two significant extra technical challenges: we must consider a mesoscopic linear statistic coming from a test function which develops logarithmic singularities as → +∞. This implies that we need a more precise approximation for the correlation kernel of the biased determinantal process. For these reasons, we give a detailed proof of Proposition 2.3 in Section 4 and Section 5. Our proof for the upper-bound is given in Section 3 and it relies on the subharmonicity of the logarithm of the absolute value of the Ginibre characteristic polynomial and the moments estimates from [40] -see Theorem 3.2 below. Finally, in Section 3.2, we discuss an application to linear statistics of the Ginibre eigenvalues and give the proof of Theorem 1.2.
Acknowledgment
G.L. is supported by the University of Zurich Forschungskredit grant FK-17-112 and by the grant SNSF Ambizione S-71114-05-01. G.L. wishes to thank P. Bourgade for interesting discussions about the problem studied in this article.
Proof of the lower-bound
Recall that Ψ denotes the centered logarithm of the absolute value of the Ginibre characteristic polynomial, (8) . The goal of this section is to obtained the following result: Proposition 2.1. For any > 0 and any > 0, we have
Our strategy to prove Proposition 2.1 is to obtain an analogous lower-bound for a mesoscopic regularization of Ψ which is also compactly supported inside D. To construct such a regularization, let us fix 0 < 0 ≤ 1∕4 and a mollifier 5 ∈ C ∞ (D 0 ) which is radial. For any 0 < < 1, we denote (⋅) = (⋅∕ ) −2 and to approximate the logarithm of the characteristic polynomial, we consider the test function
We also denote = 1 . For technical reason, it is simpler to work with test function compactly supported inside D -which is not the case for . However, this can be fixed by making the following modification: for
It is easy 6 to see that the function is smooth and compactly supported inside D( , 0 ). Since we are interested in the regime where ( ) → 0 as → +∞, we emphasize that depends on the dimension ∈ ℕ of the matrix. Then, the random field ↦ X( ) is related to the logarithm of the Ginibre characteristic polynomial as follows:
In particular, ↦ X( ) is still an approximation of a log-correlated field. Indeed, according to (6), (7) and formula (19) below, we expect that as → +∞
This should be compared with formula (9).
Gaussian multiplicative chaos
Let G be the Gaussian free field (GFF) on D with free boundary conditions. That is, G is a Gaussian process taking values in the space of Schwartz distributions with covariance kernel:
Up to a factor of 1∕ , the RHS of (15) is the Green's function 7 for the Laplace operator −Δ on C. Because of the singularity of the kernel (15) on the diagonal, G is called a log-correlated field and it cannot be defined pointwise. In general, G is interpreted as a random distribution valued in a Sobolev space − (D) for any > 0, [5] . In particular, with a mollifier as above, for any > 0, we can view
5 This means that ( ) is a smooth probability density function which only depends on | | with compact support in the disk D 0 = { ∈ C ∶ | | ≤ 0 }. 6 This follows from the fact that since the mollifier is radial and compactly supported, ( ) = log | | for all | | ≥ and for any > 0. 7 We chose this unusual normalization in order to match with formula (9) .
as a regularization of G.
The theory of Gaussian multiplicative chaos (GMC) aims at defining the exponential of a log-correlated field. Since such a field is merely a random distribution, this is a non trivial problem. However, in the so-called subcritical regime, this can be done by a quite simple renormalization procedure. Namely, for > 0, we define
It turns out that this limit exists as a random measure on D and it does not depend on the mollifier within a reasonable class. Moreover, in the case of the GFF (15), it is a non trivial measure if and only if the parameter 0 < < √ 8 -this is called the subcritical regime, [35, 8, 5] . For general log-correlated field the theory of GMC goes back to the work of Kahane [23] and in the case of the GFF, the construction G was re-discovered by Duplantier-Sheffield [15] from a different perspective. In a certain sense, the random measure G encodes the geometry of the GFF. For instance, the support of G is a fractal set which is closely related to the concept of thick points, [20] . We will not discuss these issues in this paper and we refer to [5, 13] for further details. Let us just point out that the relation between Theorem 2.2 and Corollary 2.4 below is based on such arguments.
For log-correlated fields which are only asymptotically Gaussian, especially those coming from RMT such as the logarithm of the modulus of the Ginibre characteristic polynomial Ψ , the theory of Gaussian multiplicative chaos has been developed in [39, 28] . The construction in [28] is inspired from a method of Berestycki [8] and it has been recently applied to unitary random matrices in [30] , as well as to Hermitian unitary invariant random matrices in our work [13] in preparation. In this paper, we apply directly the main result of [28] to construct subcritical GMC measures coming from the regularization X( ), (14) , of the logarithm of the Ginibre characteristic polynomial at a scale = −1∕2+ for a small > 0. This mesoscopic regularization makes it possible to compute the leading asymptotics of the exponential moments of the field X( ) -see Proposition 2.3 below. Then, using the results from [28] , these asymptotics allow us to prove that the limit of the renormalized exponential =∶ X( ) ∶ exists for all > 0 in the subcritical regime and that it is absolutely continuous with respect to the GMC measure G . 
For any 0 < < * = is a smooth function, we have that the process ( , ) ↦ X (⋅ − ) converges in the sense of finite dimensional distributions to a mean-zero Gaussian process whose covariance is given by (7). Namely, we have for any 1 
where the error term is uniform in 1 , 2 ∈ D. In particular, (18) shows that the process ( , ) ↦ X (⋅ − ) converges in the sense of finite dimensional distributions to ( , ) ↦ G ( ), (16) , which is coming directly from mollifying a GFF. Then, in this case, the [28, Assumption 2.3] follows e.g. from [8, Theorem 1.1]. So, the only important input to deduce Theorem 2.2 is to verify [28, Assumption 2.4] which consists in obtaining modGaussian asymptotics for the joint exponential moments of the field X( ). Namely, we need the following asymptotics:
where Σ is given by (7) and the error term is uniform for all
The proof of Proposition 2.3 is the technical part of this paper and it is postponed to section 4. It relies on adapting in a non-trivial way the arguments of Ameur-Hedenmalm-Makarov from [3] . In particular, our proofs relies heavily on the determinantal structure of the Ginibre eigenvalues. We also need local asymptotics of the correlation kernel of the ensemble obtained after making a small perturbation of the Ginibre potentialsee Section 4.1. It turns out that these asymptotics are universal and can be derived by using a method from the works of Berman [9, 10] which has also been applied to study the fluctuations of the eigenvalues of normal random matrices in [1, 2, 3] .
As an important consequence of Theorem 2.2, we obtain the following corollary: The proof of Corollary 2.4 follows form [13, Theorem 3.4 ] with a few non trivial modifications, the details are given in Section 2.3.
Proof of Proposition 2.1.
We are now ready to complete the proof of Proposition 2.1. Observe that by (8) and (12), we have for ∈ C and 0 < ≤ 1,
In particular since supp( ) ⊆ D 0 for any 0 < ≤ 1, this implies that we have a deterministic bound for any ∈ C,
Then max
and by Corollary 2.4 with = , we obtain
Since 0 < 0 ≤ 1∕4 and 0 < < 1∕2 are arbitrary, this yields the claim.
Proof of Corollary 2.4
This corollary follows from the results on the behavior of extreme values of general log-correlated which are asymptotically Gaussian developed in [13, Section 3] . First of all, we verify that it follows from Proposition 2.3 and formula (19) that for any ∈ R, as → +∞ E exp X( ) = exp 
Let us point out that heuristically, the lower-bound (22) follows from the facts that the random measure from Let us recall that = (⋅ − ) − (⋅ − ) with = ( ), so that in order to obtain Corollary 2.4, we need to establish that the random variable max ∈D 0 |X ( (⋅ − ))| remains small compared to log ( ) −1 for large ∈ ℕ. To prove this claim, we need the following general estimate.
Lemma 2.5. Let F ,0 be as in (11) . For any 0 < < 1, there exists a constant > 0 such that
8 Note that our normalization does not match with the standard convention for log-correlated fields used in [13, Section 3] . Actually, we Proof. It follows from the estimate (31) below that we have uniformly for all ∈ [−1, 1] and all ∈ D ,
In particular, by Markov's inequality, this implies that for any > 0,
Observe that according to (5), we have for any test function ∈ C 2 (C),
In particular, this implies that for all ∈ F ,0 ,
Then, by Jensen's inequality,
Therefore, it holds that
Hence, to obtain the bound (23) , it suffices to show that for all ∈ D ,
Let us fix ∈ D and = 1 2 log √ . Using the estimate (24) with = ∕ , we obtain for any
Then, by integrating this estimate, we obtain
Moreover, using the estimate (25), we also have
since 1∕8 − = −1∕8 . By combining the estimates (28) and (29), we obtain for any ∈ ℕ,
This proves the inequality (27) and it completes the proof.
We are now ready to complete the proof of Corollary 2.4.
Proof of Corollary 2.4.
Let us recall that we let = ( ) = −1∕2+ for 0 < < 1∕2. Moreover, by (12), we have Δ = ∈ C ∞ (D 0 ) for some 0 < 0 ≤ 1∕4. In particular, for any ∈ D 0 , the function ↦ ( − )∕‖ ‖ ∞ belongs to F 1∕2,0 . By Lemma 2.5 and Chebyshev's inequality, this implies that for any > 0,
In particular, the RHS of (30) converges to 0 as → +∞. Moreover, since X( (⋅ − )) = X( ) + X( (⋅ − )) and * ≥ 1, we have
By (22) and (30), this implies that
which completes the proof.
Proof of the upper-bound
The goal of this Section is to establish the upper-bound in Theorem 1.1.
Proposition 3.1.
For any fixed 0 < < 1 and > 0, we have
Before proving Proposition 3.1, we need to recall the asymptotics from Webb-Wong [40] for the Laplace transform of Ψ ( ) for ∈ D and to state two Lemmas.
Theorem 3.2 ([40], Theorem 1.1). For any fixed 0 < < 1, we have
where the error term is uniform for all { ∈ C ∶ > −2} and ∈ D .
In fact, we do not need such precise asymptotics for the Laplace transform of the field Ψ and an upper-bound with the correct power of suffices for our applications. Namely, we make use of the following consequence of Theorem 3.2: for any 0 < < 1, there exists a constant > 0 such that ∈ [−1, 4],
This estimate directly implies the following Lemma. 
We have for any
Proof. By Markov's inequality, we have for any ≥ 0,
Taking = 4 and using the estimate (31), this implies the claim.
For the proof of Proposition 3.1, we also need the following simple Lemma. 
Proof. Let us recall that Kostlan's Theorem [25] states that the random variables 
where ( ) = − log − 1. Since is strictly convex on [0, +∞) with ′ ( ) = 1 − 1∕ , this implies that
Using that ( ) ≥ 2 ∕4 for all ∈ [0, 2] and taking = 1 + , this completes the proof.
We are now ready to give the Proof of Proposition 3.1.
Proof of Proposition 3.1
Fix 0 < < 1 and a small > 0 such that ′ = + √ < 1. The function Ψ is subharmonic in C ⧵ D, so by the maximum principle: max
For ∈ C, we let ( ) = ∏ =1 | − | and recall that the logarithmic potential of the circular law is given by , (3). Conditionally on the event max ∈[ ] | | ≤ 3 2 , we have the a-priori bound: max ∈D | ( )| ≤ ( 5 2 ) . Since Ψ = log − and − ≤ 1∕2, by Lemma 3.4, this shows that
The function Ψ is upper-semicontinuous on C, so that it attains it maximum on D . Let * ∈ D such that
Since the function ↦ log ( ) is subharmonic on C, we have for any > 0,
Observe that by Taylor' theorem, if
where we used that ( ) =
for ∈ D, (3). By (33) , this implies that
Choosing = √ log in (34), we obtain
On the event max D Ψ ≥ 1+ √ 2 log , this implies that
On the other-hand with = 1∕
Combining (35) and (36), this implies
so that conditionally on the event
(log ) 2 , we obtain
By Lemma 3.3 applied with 0 < ′ < 1 and = 1∕ √ 2, this implies that
By a similar argument, taking = log √ in (34), we obtain conditionally on the event {max
. Conditionally on the event 2 4 , so that we obtain |A | ≥ ( log ) 4 8 2 .
A variation of the proof of Lemma 3.3 using the estimate (31) with 0 < ′ < 1 and = 2 shows that
. By (38) , this implies that if is sufficiently large,
In order to complete the proof, it remains to observe that by combining the estimates (37), (39) and (32), we obtain
The RHS converges to 0 as → +∞.
Concentration estimates for linear statistics: Proof of Theorem 1.2
In order to prove Theorem 1.2, we need the following estimates as well as Lemma 3.4.
Lemma 3.5. Fix > 0 and 0 < < 1. There exists a universal constant > 0 such that conditionally on the event B = {max =1,…, | | ≤ 2}, we have for any function ∈ C 2 (C) (possibly depending on ∈ ℕ) which is harmonic in C ⧵ D ,
where
Proof. Observe that since we assume that ∈ C 2 (C) is harmonic in C ⧵ D , by definition of G , we have
Then, by the Cauchy-Schwartz inequality,
and conditionally on the event B,
is a numerical constant. This shows that
Then, according to formula (26) and (42), we obtain the estimate (40) . In order to obtain the estimate on the size of the set G , let us observe that using the estimate (24) with = 1, by Markov's inequality, we have
By Markov's inequality, this implies the estimate (41).
Proof of Theorem 1.2. By Lemma 3.5, for any test function ∈ F , , it holds conditionally on the event B = {max =1,…, | | ≤ 2} that
Hence, this implies that if ∈ ℕ is sufficiently large,
By Lemma 3.4 with = 1, we have P [B ] ≤ √ − and using the estimate (41), P |G | ≥ −2(1+ ) ≤ 2(1+ )+1∕8 −(log ) 1+ . By combining these estimates, this completes the proof.
Gaussian approximation
In this section, we turn to the proof of our main asymptotic result: Proposition 2.3. Our proof relies on the so called Ward's identity or loop equation which have already been used in [3] and [6, 7] to study the fluctuations of linear statistics of eigenvalues of random normal matrices and two-dimensional Coulomb gases respectively. For completeness, we provide a detailed proof of the Ward's identity that we use in Section 4.2. Then, to show that the error terms in Ward's identity are small, we relie on the determinantal structure of the Ginibre ensemble after we make a small perturbation of the potential and on a local approximation of the correlation kernel (see Proposition 4.2 below) that we obtain in Section 5 by using the method from [3] . Using this approximation, we show that the error terms are indeed negligible as → +∞ in Sections 4.4-4.7. Finally, we give the proof of Proposition 2.3 in Section 4.8 by using an classical argument introduced by Johansson [22] to prove a CLT for -ensembles on R. Before starting, we need to introduce further notations.
Notation
For any ∈ ℕ, we define P = {analytic polynomials of degree < }.
Let us recall that by Cauchy's formula, if is smooth and compactly supported inside D, we have
Throughout section 4, we fix ∈ ℕ,
and we let = ⃗ ,⃗ be as in formula (20) . We for all ∈ ℕ. Let us define for > 0,
The biased measure P * corresponds to an ensemble of the type (2) with a perturbed potential * ∶= − 2 . Therefore, under P * , = ( 1 , … ) also forms a determinantal point process on C with a correlation kernel:
) is an orthonormal basis of P with respect to the inner product inherited from 2 ( −2 * ) such that deg( * ) = for = 0, … , − 1. We denote * ( , ) = * ( , )
and we define the perturbed one-point function: * ( ) = * ( , ) ≥ 0. By definitions, we record that for any ∈ ℕ and all ∈ C,
Finally, we set̃ * = * − where (d ) = 1 1 D d 2 denotes the circular law, so that for any smooth function
As in proposition 2.3, we fix 0 < < 1∕2 and let = ( ) = −1∕2+ . In the following, we also fix > 1 and let = √ (log ) ∕ -see Proposition 4.2. Finally, we set = ( ) = ∕ = (log ) ∕2 − .
Throughout section 4, we assume that the dimension ∈ ℕ is sufficiently large so that ≤ 1∕4 and ≤ −1 for a fixed ∈ ℕ -e.g. we can pick = ⌊2∕ ⌋. Moreover, we will use the following convention: , 0 > 0 are positive constant which may vary from line to line and depends only on the mollifier , the parameters , , , 0 > 0 and , ∈ ℕ. Then, we also write = ( ) if there exists such a constant > 0 such that 0 ≤ ≤ .
Ward's identity
Formula (49) [22] to establish that linear statistics of -ensembles are asymptotically Gaussian. In the following, we follow the approach of Ameur-Hedenmalm-Makarov [3] who applied Johansson's method to study the fluctuations of the eigenvalues of random normal matrices, including the Ginibre ensemble.
In particular, the terms for = 1, 2, 3 should be treated as corrections because of the factor 1∕ in front of them. 
Proof. An integration by parts gives for any ℎ ∈ C 1 (C) with compact support:
Observe that if we choose ℎ = , by (48) and (44), we obtain
On the one-hand, using the determinantal property of the ensemble P * , we have
where the second term is given by 3 ( ) and the first term on the RHS satisfies
On the other-hand, by (4), since
Combining formulae (52), (53) and (54), we obtain
By formula (51), this implies that
Finally, combining formulae (50) and (55) with ℎ = , we obtain
where we used that = 1 4 Δ . Finally using that ∫ Δ ( ) (d ) = 0 since supp( ) ⊆ D and (7), we obtain
Combining formulae (56) and (57), this completes the proof.
kernel approximation
Let us recall that the probability measure P * induces a determinantal process on C with correlation kernel * , (46). In order to estimate the RHS of (49), we need the asymptotics of the this kernel as the dimension → +∞. In general, this is a challenging problem, however we expect that the kernel decays quickly off diagonal and that its asymptotics near the diagonal are universal in the sense that they are similar to that of the Ginibre correlation kernel . In Section 5, using the method of Berman [9] , see also [10, 1, 3] , we compute the asymptotics of * near the diagonal. To state our result, let us define the approximate Bergman kernel:
Let us state our main asymptotic result that we prove in section 5.3. even though this will not be emphasized to lighten the presentation. In fact, since the parameter ∈ (0, 1] is not relevant for our analysis, we will also assume that = 1 to simplify notation 9 .
In the remainder of this section and in section 4.4, we discuss some consequences of the approximation of Proposition 4.2. Then, in sections 4.5-4.7, we obtain the necessary estimates on the term ( ) for = 1, 2, 3 in order to complete the proof of Proposition 2.3 in section 4.8.
By definition, with = 1, we have for any ∈ C,
Then, observe that by taking = in the estimate of Proposition 4.2, we obtain for any ∈ D 1−2 ,
where we used ( ) = 1∕ if ∈ D.
Lemma 4.3. We have as → +∞,
Proof. First, let us observe that since supp( ) = D, we have
by (47). Moreover, since
using the estimate (60), we also have
In particular, this implies that
Combining the estimate (64) with formula (61), this shows that as → +∞,
Using the uniform from Lemma 5.2, there exists > 0 such that |̃ * ( )| ≤ for all ∈ C and this implies that
Combining the estimates (63), (65) and (66), this completes the proof. 9 Indeed, this is equivalent to change the parameters ⃗ to ⃗ .
Technical estimates
We denote the Gaussian density with variance 2∕ by
Since for any , ∈ C, * ( )
by formula (59), we obtain
We should view the last factor or (68) as a correction, indeed on small scales, i.e. if | − | ≤ , then
In particular, this implies that if is sufficiently large, for all
Actually, formula (68) shows that on short scales | # ( , )| 2 is well approximated by the Gaussian kernel Φ ( − ). We use this fact to prove the following Lemma.
Lemma 4.4.
Recall that we fixed ∈ ℕ in such a way that ≤ −1 . There exists coefficients 1 , … , ≥ 0 independent of ∈ ℕ such that for any ∈ D,
as → +∞, with a uniform error.
Proof. Throughout this proof, let us fix ∈ C. Since is a smooth function, by Taylor Theorem, there exists a matrix M ∈ R × such that for all ∈ D( , ),
Observe that, since ‖∇ ‖ ∞ = ( − ) for any ∈ ℕ, the error term in the previous formula is of order 2 +1 ≤ −2 . Moreover, even though it is not emphasized, both Y 1 , A 1 depend on ∈ ℕ and we have for all | | ≤ ,
Then, by formula (68), we obtain 
where the error term is uniform for all ∈ C and ∈ D( , ).
Importantly, note that since both Φ and Y 1 are radial functions, we have for any ∈ ℕ,
Using (70) 
this implies that Finally, we need a last Lemma which relies on the anisotropy of the approximate Bergman kernel # that we can see from formula (68). Proof. Fix ∈ C and let us apply Lemma 5.1 to the polynomial * (⋅, ), we obtain
since ‖ * (⋅, )‖ 2 * = * ( , ) because of the reproducing property of the kernel * . Taking = in the above estimate, since * ( ) = * ( , ) −2 * ( ) , we obtain the claim.
Preliminary Lemmas
Recall that we let Υ ( ) = ( ) + ∑
=1
( ) and that we defined the approximate Bergman kernel # by
