This paper presents a Colombian-based study on hydrological modelling metrics, arguing that redundancies and overlap in statistical assessment can be resolved using principal component analysis. Numerous statistical scores for optimal operator water level models developed at 20 hydrological monitoring stations, producing daily, weekly and ten-day forecasts, are first reduced to a set of five composite orthogonal metrics that are not interdependent. Each orthogonal component is next replaced by a single surrogate measure, selected from a set of several original metrics that are strongly related to it, and that in overall terms delivered limited losses with regard to 'explained variance'. The surrogates are thereafter amalgamated to construct a single measure of assessment based on Ideal Point Error. Depending on the forecast period, the use of three or four traditional metrics to deliver a combined evaluation vector, is the minimum recommended set of scores that is needed for analysis to establish the operational performance at a particular station in the gauging network under test.
INTRODUCTION
Numerous statistical metrics are used by hydrologists to optimise or evaluate the output of their models: sometimes a single measure of assessment is used in isolation -for instance, during mean squared error model calibration procedures; and sometimes a trade-off involving two or more metrics is adopted. For example, two popular measures of model performance can be used that characterise different aspects of model behavior, the Mean Squared Error (MSE) criterion, which emphasises the fit to high flows (hydrograph peaks) and the Mean Squared Logarithmic Error (MSLE), which emphasises the fit to low flows (hydrograph recessions) (Pokhrel et al. in press) . MSE measures the average size of the squared model residuals, whilst MSLE does the same, albeit after a log transformation has been applied. Most metrics will perform an assessment of the residual error occurring between observed and estimated time series records, providing quantitative descriptors in terms of absolute errors, relative errors or dimensionless coefficients.
The decision on selecting an appropriate metric or set of metrics for a particular exercise is nevertheless complicated by the fact that a number of established measures exist. The modeller must be able to recognise precisely what each metric is sensitive to and understand how the ensuing output statistic is to be interpreted. The overall situation is further complicated by measurement similarities, sometimes delivering a restricted assessment of models due to inadequate selection of metrics and/or the incorporation of redundant descriptors. Moreover, the adoption of metrics that are interdependent can lead to poor analysis of model performance, and might result in wrong inferences or contradictory conclusions (Weglarczyk 1998; Shaefli & Gupta 2007) .
Twenty-five conventional hydrological modelling metrics are currently available in HydroTest (http://www.hydrotest. org.uk): a standardised, open access website that performs the required numerical calculations (Dawson et al. 2007 (Dawson et al. , 2010 . are not truly orthogonal and in most cases possess insufficient discriminatory power to deliver a clear report on specific issues of hydrological interest. There is much overlap and limited exclusiveness with regard to the important hydrological qualities that are described, on a collective basis, under the general remit of an individual 'performance measure'. It is true that particular metrics will tend to focus on peak-flow, high-flow or low-flow situations, e.g. statistics that use squared error units will be biased towards an assessment of high(er) magnitude error; whilst statistics that compute relative measures will be biased towards an assessment of low(er) magnitude error. The main point, however, is that in most cases statistical assessment is being applied, on a global basis, to a continuum of responses computed across a complex series of events; something that will at best deliver a set of blurred results -a muddying of the water! Local snapshots such as measuring forecasting performance in terms of success on the 'highest flood event' are, in contrast, rather simple and not that representative of the overall situation. The other option would be to implement fitness testing on different partitions of a particular dataset: but such activities might lead to questions being asked about the rights and wrongs of selecting each particular subgroup. For a recent example of separating river flow series into almost independent quickand slow-flow hydrograph periods to support the multicriteria performance evaluation of rainfall-runoff models, see Willems (2009) .
In Colombia, hydrological variability is the major source of uncertainty in water management processes, and such matters have a direct effect on the operational efficiencies of disaster prevention organisations and management services (Costa et al. 2005 gov.co) has embarked upon a modernisation scheme for its hydrological forecasting services and procedures. IDEAM has focussed on three key points: (i) acquisition of modern hydrological instruments and recorders, (ii) enhancement of real-time data transmission technologies and (iii) the development and tuning of a practical national forecasting methodology.
In 2005, a sequence of projects was started to identify a feasible option for the core component of a real-time forecast system: the IDEAM 'Colombian Hydrometeorological Warning System' or CHWS (Mussy 2005; Rivera et al. 2005) . In parallel, another project analysed infrastructure issues for the information fluxes that support the daily forecasts at IDEAM (Rojas 2006) . Earlier modelling at IDEAM (Domínguez 2004; Rivera et al. 2004 ) has been very valuable, showing that a diversity of tools can be used within the proposed system, but most such projects lacked common objective metrics for model assessment, making it difficult to establish which of the proposed solutions was best suited as the core component of CHWS. In order to determine an appropriate assessment procedure for different solutions and situations the capability for water level forecasting was studied at 20 hydrological stations belonging to CHWS (Figure 1 ). Daily, weekly and ten-day forecasting models were developed for each station.
To help overcome issues of assessment metric redundancy and interdependence, and to test for the notion of a set of orthogonal performance criteria, principal component analysis (PCA) is first applied to 60 sets of 22 different statistical metrics. Each set of metrics comprised performance indicators computed on outputs for one of the forecasting models.
The top five principal components were thereafter scrutinised and a single surrogate metric, selected from a range of original candidate metrics, was chosen to represent each orthogonal component. The preferred surrogates are then combined, adopting a stepwise procedure, to deliver a single 'distance from best point' metric such that each station can be ranked one against another in relative terms. Further analysis is used to ascertain the number of surrogate inputs needed to provide a sufficient description of daily, weekly and ten-day forecasting models. 
EXPERIMENTAL SET-UP

FORECASTING TECHNIQUE
To obtain the initial forecasts, a forecast operator was selected, and relevant modelling outputs calculated for each gauging station and forecast period. The preferred method was based on previous findings which concluded that, in the Colombian real-time hydrological network and its hydrometeorological data fluxes, an optimal operator technique is the most suitable method to forecast daily, weekly and monthly water levels (Domínguez 2007b ). This technique is computationally very efficient and simple to implement.
Another attractive point is that the optimal operator technique is sufficiently flexible to assimilate a new predictor series when the stations delivering the calibrated inputs have gone offline (Domínguez et al. 2009 (Domínguez et al. , 2010 .
The implementation of optimal operators requires four parameters: (i) amount of lag for exogenous and
(ii) endogenous variables (n X k n y ), (iii) forecast horizon Figure 2 . Here we show a linear optimal operator using one exogenous variable (rainfall). To produce a water level forecast for the moment (t þ T) with a lead time of T ¼ 1, we set a parameterisation window using data registered for the time interval [t-y, t] and apply a linear regression algorithm to find the required coefficients. In this case, we only have one exogenous variable (so the k index can be omitted). The optimal operator is then a function of Figure 2 9 9 9 9 Explaining the optimal operator forecast: N is the length of observed data, y the calibration window length, X the exogenous predictor, Y the variable to be forecast and T the forecast lead time.
the type:
Thus Y t þ T is expressed as a linear combination of lagged values for Y and X. Here, n Y þ n X represents the number of selected predictors that, together with the length y, are optimised to find the optimal linear combination (OLC). To find OLC prior to the current forecast, we try NÀy forecasts, using historical data and varying y and the number of predictors in an attempt to fulfil the constraint S/s D r0.8
(where S is root mean squared error, and s D is standard deviation, of forecast variable increments in the lead time interval). It should, however, be noted that only 25 of our 60 one-step-ahead models achieved the required standard. The trial forecast is performed using a moving window procedure as Q andQ, respectively, the HydroTest metrics that were used in this study are as follows:
Absolute maximum error
Peak difference
Mean absolute error
Mean error
Fourth root mean quadrupled error
Number of sign changes NSC ¼ Number of sign changes for residuals ð8Þ
Mean squared logarithmic error
Mean squared derivative error
(ii) Relative metrics Relative absolute error
Mean absolute relative error
Median absolute percentage error
Mean relative error
Mean squared relative error
Relative volume error
(iii) Dimensionless metrics
Coefficient of determination
Index of agreement
Coefficient of efficiency
Persistence index
Inertia root mean squared error
RESULTS AND DISCUSSION Principal Component Analysis
PCA is a statistical method that is used to transform a set of original variables into a smaller set of uncorrelated, derived variables, called components -with the latter being designed to account for most of the variability (information) that is contained in the original material (Dunteman 1989) . PCA, in the context of this paper, is applied to the 22 hydrological modelling statistics that were computed for each of the 60 forecast cases, in order to identify a smaller set of orthogonal measures. From this analysis, five principal components were identified having eigenvalues greater than unity -a general rule-of-thumb for selecting which principal components to retain. The first five principal components in this instance accounted for 91.1% of the variance; put another way, the five new variables could account for most of the information that was originally covered by 22 metrics. Table 2 presents a statistical summary of the first five principal components:
magnitude, explained variance and cumulative explained variance are reported.
Following the identification of five principal components, the statistical procedure continues by rotating the principal components using the varimax criterion (one of several approaches that can be used) such that the sum of the variances of the squared loadings in each column of the loading matrix is maximised (Kaiser 1958) . In other words, a new set of orthogonal coordinate axes are produced with large or small loadings for each of the original variables on it (Dunteman 1989) . This procedure helps to identify which of the original variables are contributing most to each of the (now rotated) principal components. Table 3 The third component shows strong correlation with two statistics -ME and RVE. RVE is calculated in a similar manner to ME except that the resultant measure is divided by the total observed record. This component perhaps indicates the total volume error of the model. Having identified five key principal components from the dataset and identified which statistics are strongly correlated with each component it is possible to select a subset of variables to represent these key components.
As a starting point, Figure 4 shows the rotated loadings of each of the statistics on the first two principal components. It is clear from this diagram that a number of statistics exhibit similar qualities for 69% of the total variation of the original set. For example, MSLE, MSRE, MAE, MARE, MdAPE, AME, RMSE and R4MS4E have similar loadings for the first two principal components. RSqr, CE, IoAd and KGE also exhibit similar qualities, as do IRMSE, PEP and RAE. Each group is circled in Figure 4 . Although ME and RVE appear to contribute little to the first and second components, they are both strongly correlated with the third component -which is orthogonal to components one and two in this diagram (they would appear close to one another in a 3D plot on the z axis). Therefore, ME and RVE have also been circled in Figure 4 . One could use a principal component plot such as this to identify representative statistics for each component but other approaches exist -a discussion of such techniques can be found in Jolliffe (1986) .
The initial approach adopted here is; for each principal scrutiny (i.e. the 60 forecast cases). Note, it is possible to extend this equation to cover j different models across k different datasets, but this extension is not required here.
Each IPE is specific to the study undertaken -in other words, one cannot use it to compare models across different studies, it can only be used to compare models within the same study:
IPE is made up, in this case, of the five selected statistics.
It is possible to incrementally add these statistics to IPE to i.e. the full IPE measure in Equation (24)) there is very little change in the performance measure for each of the sites. IPE has, therefore, stabilised with four combined statistics. The inclusion of PEP provides no strong additional information that can be used to differentiate between the models. This is an alternative approach to determining an appropriate number of statistics to use following the PCA operation.
In the case of daily models, in this study, only four statistics are needed to differentiate between each of the models' abilities.
Looking next at the weekly models -these models have a much more difficult task to perform than the daily models so it is not surprising that they perform somewhat differently to one another (some models are much more accurate than others). This is supported by the results shown in Figure 5 (weekly forecast). In this case the IPE1 scores are much more differentiation. In this case, having added the ME statistic (IPE3) the results stabilise and no further information is gained by adding PI or PEP. In this case, three statistics are sufficient to differentiate between the models. The ten-day models perhaps emphasise this point still further -again exhibiting stability when only three statistics are included in the IPE evaluation.
The results presented in this section show that only a small number of statistics need to be used to compare different models. In cases where models are similar to one another in terms of accuracy (for example, the daily models), more statistics are needed for comparison than when the models are dissimilar. In the case study presented here, four orthogonal statistics are useful for differentiating daily models, while three statistics are needed to differentiate weekly and ten-day models.
CONCLUSIONS
The use of an open access standard tool for assessing the performance of a forecast method permits a better understanding of the available hydrological modelling metrics.
In this case, the availability of the HydroTest site has provided a fast performance assessment for 60 forecast cases from which it was possible to determine orthogonal composites and groups of redundant metrics. Being free of the performance assessment task permitted efforts to be focused on choosing a set of orthogonal metrics/criteria and to establish a general framework from which it was possible to define the relative forecasting capabilities of daily, weekly and ten-day water level models at 20 hydrological stations across a real-time hydrometerological network. The recommended use of a combined evaluation vector comprising three or four traditional metrics is the minimum required set of criteria that appears to be needed for analysis to establish the operational performance at a particular station in the network under test, depending on the forecast period. The number of output metrics that users needed to interpret was reduced from 22, to 5, to 1. The capability assessment presented here relates to the simple method that was implemented, for the purposes of initial testing, and it should also be remembered that a large number of the models did not fulfil the original calibration search procedure requirement. The use of additional predictor variables could improve the overall situation, providing enhanced evaluation results and a need for further testing.
