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Abstract 
This thesis analyses long term and short term environmental effects on geothermal 
power plant performance and discusses adaptive ways to improve performance. 
Mokai 1 geothermal power plant has been used as a case study for this investigation. 
Mokai 1 is a combined cycle plant where the binary cycles are air-cooled. The plant 
performance of an air-cooled binary cycle geothermal power plant is dependent on the 
environment (resource characteristics as well as weather conditions). For modelling 
such a power plant, two time scales are of interest: the yearly basis for aggregate plant 
performance for design and operations; and the daily basis for hourly plant 
performances for an accurate dispatch prediction.  
 
Adaptive methodology for long term performance improvement has been introduced 
in this work which would save money and effort in the future by keeping the 
provisions to adapt to changes in resource characteristics based on geothermal 
reservoir modelling. The investigation was carried out using a steady state computer 
simulator of Mokai 1 geothermal power plant. The steady sate simulator was built 
specifically for this work. The deviation in performance of various components is less 
than 5% compared to the original plant design. The model is very generic and it can 
be used for other plants with simple adaptation or can be used for future plant design. 
 
One of the main contributions of this work is an iterative method for modelling the 
environmental effect on short term performance on the air-cooled organic Rankine 
cycle. The ambient temperature is identified as the most influencing parameter on 
short term performance which influences the performance of the whole cycle in two 
ways. Firstly, by changing the equilibrium pressure inside the condenser, the turbine 
outlet pressure changes and hence, the turbine pressure ratio also changes. The turbine 
pressure ratio is a major parameter determining power generated by a turbine; 
therefore, the plant output is affected. Secondly, by changing the condenser outlet 
temperature with the ambient temperature, the pump inlet and outlet condition and 
consequently vaporizer equilibrium temperature and pressure are influenced. The 
developed method sought the equilibrium conditions of both condenser and vaporizer 
iteratively. In short, ORC cycle shifts on the T-s plane depending on the ambient 
temperature. This method iteratively seeks the shifted ORC on the T,s plane. 
 
Two case studies have been carried out to demonstrate the method. The developed 
method shows robustness and converges exponentially. The model is effective for 
cycles that use saturated vapour as well as superheated vapour. The model essentially 
assumes steady state operation of the power cycle. The possible unit time where this 
model can be applied is bounded by the time required by a system to come into steady 
state. The saturated vapour cycle yielded average error 4.20% with maximum error 
9.25% and the superheated vapour cycle yielded average error 2.12% with maximum 
error 5.60%. The main advantage of the developed method is that it requires a 
minimum number of inputs: condenser (p,T), vaporizer (p,T), condenser heat load, 
turbine efficiency (overall), pump work and the extremum conditions of all the 
components. These inputs should represent typical operating conditions of a plant. 
The model can predict the appropriate plant performance depending on the system 
heat input (geothermal fluid flow in this case) and the heat sink temperature. As the 
method is based on basic thermodynamics rather than empirical or semi-empirical 
approaches, this method is widely applicable. The main focus of this work is on the 
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ORC but the developed method is applicable to any closed Rankine cycle. In addition, 
application of the developed iterative method to predict plant performance based on 
mean yearly weather data is also discussed in the thesis.  
 
Water-augmented cooling system and optimization of plant operating point 
parameters have been proposed as adaptive measures to improve short term 
performance. Developed iterative method has been used for the short term 
performance analysis. The water-augmented cooling system is specifically suitable to 
mitigate the reduced power output during the summer. The simulated average gain in 
power during the summer (Jan, Feb, Nov and Dec) of an ORC of Mokai 1 geothermal 
power plant by incorporating a water-augmented cooling system was 2.3% and the 
average gain for the whole year was 1.6% based on the weather data of Taupo for the 
year 2005. A cost benefit analysis showed that water-augmented cooling system is 
more economical compared to other alternative renewable energies considered to 
meet summer peak demand. From the green house gas emissions perspective, water-
augmented cooling is a better option than the gas fired peaking plants.  
 
Adaptive approach for short term performance improvement by optimizing operating 
point parameters of an air-cooled binary cycle has huge potential with possible 
maximum improvement in power output by about 50%. The optimization takes in to 
account the effects of the geothermal resource characteristics and the weather 
conditions. The optimization is achieved by manipulating cycle mass flow rate and 
vaporizer equilibrium condition. Further study on the optimizing operating points to 
achieve improved short term performance has been recommended for future work. 
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Chapter 1  
 
 
Introduction 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1.1 Introduction 
We are at a point of time when on one hand, the negative effects of anthropogenic 
atmospheric alteration are more evident than ever, and on the other, the demand for 
energy is ever increasing. Moreover, we are very close to peak oil if not experiencing 
it [1]. Peak oil does not mean we will run out of oil, rather it refers to the end of the 
first half cycle of the oil era. Growth has remained the prime mover of the economy 
for the first half cycle of the oil era [2], but after the peak oil, it may not be possible to 
achieve economic growth [3]. However, societies have yet to prepare for the post 
peak oil situation. 
 
Some 20 years have passed since the publication of “Our Common Future” by the 
World Commission on Environment and Development in 1987, where the concept of 
sustainable development was formally stated [4]. However, an accepted practice of 
sustainable development and a definition of the acceptable limits to development are 
still far from being reached.  With universal membership, (189 countries) The United 
Nations Framework Convention on Climate Change came into being [5]. 
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The Convention sets an overall framework for intergovernmental efforts to tackle the 
challenge posed by climate change.  It recognizes that the climate system is a shared 
resource whose stability can be affected by industrial and other emissions of carbon 
dioxide and other greenhouse gases. The convention entered into force on 21 March 
1994 and member nations have approved a more stringent treaty, The Kyoto Protocol 
to combat climate change [6] which is also legally binding. The treaty came into force 
on 16 February 2005 and a total cut in emission of at least 5% from 1990 levels in the 
commitment period 2008-2012 was targeted.  
 
1.2 Motivation 
The huge challenge of emission reduction, growing energy demand and peak oil can 
be approached in two ways. Firstly, by improving energy conversion efficiency of 
traditional energy sources and secondly, switching to more and more renewable 
energy sources. Unfortunately, most renewable energy sources are dependent on 
climatic variation and are not suitable for base load operations. Geothermal energy, on 
the contrary, provides a clean, reliable source of renewable energy and is available in 
many parts of the world including New Zealand. Energy concentration in geothermal 
sources is much higher than in many other renewable sources.  
 
Moreover, geothermal energy does not produce significant emissions[7, 8]. 
Geothermal power plants are considered to have significant lower CO2 emissions than 
a standard combined cycle power plant or a pulverized coal fired power plant. Figure 
1-1 shows a comparison of CO2 emission from various geothermal power plants 
around the world and some conventional power plants.  
 
Geothermal power production is not as dependent on variable precipitation levels as 
hydro electricity and it is uniquely reliable, achieving typical load factors of over 
90%. The Wairakei power station in New Zealand has operated at a load factor of 
more than 90% for over 50 years with low operating costs [9]. This reliability makes 
geothermal power plants a very important part of New Zealand's diverse electricity 
supply system and currently, 7.6% of electricity is generated from geothermal power 
plants, from an installed capacity of  434.3 MW [10]. Geothermal power plants 
provide the base load generation for New Zealand, therefore these plants are of the 
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utmost importance to New Zealand's power supply system. Sustainable development 
in this sector relies on cautious and optimum utilization of resources. Installing plants 
with proper analysis including modelling and simulation can ensure this optimal 
utilization of resources. 
 
 
Figure 1-1: Comparison of carbon dioxide emissions from geothermal  
and fossil fuel-fired power plants (from [7]) 
 
1.3 Geothermal energy resources 
Geothermal energy is defined as the heat that originates within the earth. This heat 
results from a combination of two sources: the original heat produced from the 
formation of the earth by gravitational collapse and the heat produced  by the 
radioactive decay of various isotopes [11]. Direct use of geothermal energy was 
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noticed even in prehistoric time and the Etruscans, Romans, Greeks, Indians, Chinese, 
Mexicans and Japanese have all left evidence that they  used hot water from 
geothermal sources [7]. Direct use of geothermal energy includes bathing, washing, 
cooking, space heating etc. To understand the source of geothermal energy it is very 
important to have a basic idea of the geological background and the next few sections 
discuss the geological background of geothermal energy. 
 
1.3.1 The structure of the earth 
The Earth is mainly made up of three concentric zones, namely, the crust, the mantle 
and the core. Figure 1-2 shows a schematic diagram of these zones. The Earth is 
sometimes compared to a chicken's egg, with the crust as the shell of the egg [12]. 
However, the Earth's crust is very insignificant compared to its diameter (about 35 km 
compared to 12700 km) and has very low thermal conductivity; therefore it is taking 
the Earth a billion years to cool down. The temperature of the crust's base is about 
1100°C and the typical heat flow from the continental crust is 57 mW/m2, whereas it 
is 99 mW/ m2 for the oceanic crust. The Earth's average heat flow is 82 mW/ m2 and 
the total global output is over 4x1013 W, four times more than the current world 
energy  consumption of about 1013 W [7]. The crust is composed of some radioactive 
isotopes, in particular, uranium (U-235, U-238), thorium (Th-232) and potassium (K-
40). Radioactive decay of these isotopes is responsible for geothermal energy in 
addition to the heat of the Earth's inner zones. 
 
The mantle lies under the Earth's crust and extends from the base of the crust for 
about 2900 km. The mantle is closer to the Earth's surface beneath the ocean (about 7 
km) compared to the continents (20-65 km). The Earth's crust and the uppermost 
mantle are together called the lithosphere which is very rigid and brittle and splits into 
a number of large blocks called lithospheric plates. More discussion regarding these 
plates is presented in the plate tectonic theory section.  
 
The core of the Earth is divided into two zones. The outer core is about 2900 km to 
5100 km from the Earth's surface. This zone is made up of liquid iron with a 
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temperature of 3700-4500 °C. The inner core is about 5100 km to the centre of the 
Earth and is made of solid iron with a temperature of 4500-6600 °C. 
 
Our knowledge of the Earth, however, beyond a few kilometres from the surface, is 
based on indirect evidence and Figure 1-2 only depicts an ultra-simplified version. 
The interfaces of various zones are likely to be so irregular and the boundaries are so 
fuzzy that Figure 1-2 merely gives an idea. 
 
1.3.2 The plate tectonic theory 
The revolutionary "plate tectonic" theory was proposed by the German scientist 
Alfred Wegener (1880-1930) in 1915 [13]. According to this theory the rigid outer 
shell of the Earth, or the lithosphere is divided into several blocks or plates 
(continental and oceanic). All the landmasses were once connected in a gigantic 
supercontinent known as "Pangaea". The plates move slowly across the Earth's 
surface, at a speed of a few centimetres per year. These plates either pull away from 
each other, slide past each other, or move towards each other on top of the underlying 
plastic asthenosphere. The boundaries between plates are of three types: diverging 
plate boundaries, converging plate boundaries and conservative plate boundaries. 
Diverging plate boundaries occur when two plates are moving apart and this permits 
the upwelling of magma from the asthenosphere to form a new lithosphere.  
 
Converging plate boundaries correspond to oceanic trenches, where two plates 
converge and collide. One plate slips or sinks below the other in the asthenosphere. 
Conservative plate boundaries are formed when two plates slide past each other and 
no lithosphere is created or destroyed in this process. Figure 1-3 explains the basic 
concept of plate tectonics.    
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Figure 1-2: A schematic diagram showing the Earth's  
structure (from [7]) 
 
 
 
Figure 1-3: The basic concept of plate tectonics. Plates of rigid lithosphere overlie the 
asthenosphere of low strength. Mantle material rises below diverging plate boundaries 
(oceanic ridges) and plate material descends into the mantle at converging plate 
boundaries (oceanic trenches) (from [7]) 
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1.3.3 Geothermal systems 
As discussed earlier, the Earth's heat originates from two sources: original heat from 
the formation of the Earth by gravitational collapse and radioactive decay of various 
isotopes. In normal areas of the world, the temperature increases as a function of 
depth at a fairly constant rate of 3 °C per 100 m. However, in anomalous regions 
associated with volcanic or tectonic activity, the temperature gradient is about 10-30 
times higher than normal. Temperatures of 300 °C are common in such regions at a 
depth of 1 km.  
 
The extraction and utilisation of this large quantity of heat require a carrier to transfer 
the heat to accessible depths beneath the Earth’s surface. Generally the heat is 
transferred from depth to sub-surface regions firstly by conduction and then by 
convection, with geothermal fluids acting as the carrier in this case. These fluids are 
essentially rainwater that has penetrated into the Earth’s crust from the recharge areas, 
has been heated on contact with the hot rocks, and has accumulated in aquifers, 
occasionally at high pressures and temperatures (around 300°C). These aquifers 
(reservoirs) are the essential parts of most geothermal fields. In most cases, the 
reservoir is covered with impermeable rocks that prevent the hot fluids from easily 
reaching the surface and keep them under pressure.  
 
We can obtain industrial production of superheated steam or steam mixed with water, 
or hot water only, depending on the hydro-geological situation and the temperature of 
the rocks present. Wells are drilled into the reservoir to extract the hot fluids, and their 
use depends on the temperature and pressure of the fluids and includes generation of 
electricity (the most important of the so-called high-temperature uses), or space 
heating and industrial processes (low-temperature uses). Geothermal fields, as 
opposed to hydrocarbon fields, are generally systems with a continuous circulation of 
heat and fluid, where fluid enters the reservoir from the recharge zones and leaves 
through discharge areas (hot springs, wells). During industrial exploitation fluids are 
recharged to the reservoir by reinjecting through wells the waste fluids from the 
utilisation plants. Figure 1-4 shows a geothermal steam field with its elements: 
recharge area, impermeable cover, reservoir and heat source. This reinjection process 
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may compensate for at least part of the fluid extracted by production, and to a certain 
limit will prolong the commercial lifetime of the field.  
 
 
Figure 1-4: A schematic diagram explaining a geothermal steam field  
with its elements (from [7]) 
 
 
A geothermal field passes through four different phases or periods: (1) development, 
(2) sustainment, (3) decline and (4) renewable. During the last phase, a geothermal 
resource approach the ideal of a sustainable and renewable resource, and to attain it 
requires prudent management of the resource. In phase (1), the field is developed 
incremental, building up its power capacity in a number of plants. In phase (2), a 
reasonably steady state is achieved as the wells operated at some fraction of their full 
capacity. In phase (3), make-up wells are drilled to compensate for decline in well 
outputs but the thermodynamic properties of the resource begin to decline under 
continued exploitation. In phase (4), by scaling back the output of the power system, a 
sustainable level can be achieved.  
 
With reservoir modelling and simulation, it is now possible to predict future 
characteristics of a reservoir with reasonable accuracy. A reservoir simulator is a 
computer code that embodies all of the essential properties of the formation, the geo-
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fluid, and the environment together with the physical and chemical laws controlling 
their interactions to allow the extrapolation of the performance of the reservoir from 
the present time to a future time, usually, several decade away.   
 
For geothermal resources with low permeability and/or porosity, Enhanced (or 
Engineered) Geothermal Systems (EGS) have been proposed [14]. It is supposed that 
if we can dig a well as far at the hot rock i.e. granite layer, introduce cracks to it, 
circulate water from surface via one hole and take out compressed water from 
another, we can unleash virtually unlimited amount of energy trapped in various 
granite layers through out the world. However, this technology is still in the stage of 
research and development, therefore, no further discussion is presented here.  
 
Depending upon the reservoir temperatures, geothermal resources are divided into 
several categories. Table 1.1 summarizes the classification of various authors as 
presented by Etemoglu and Can [15].   
 
 
Table 1.1 : Classification of geothermal resources by temperature (from [15]) 
Source Muffer and 
Cataldi (°C) 
Hochstein 
(°C) 
Benderitter 
and Cormy 
(°C) 
Haenal et al. 
(°C) 
Low <90 <125 <100 <150 
Medium 90-150 125-225 100-200 - 
High >150 >225 >200 >150 
 
 
1.3.4 Electricity Generation from Geothermal Energy  
Electricity generation from geothermal sources is a much more recent industry, dating 
back to the beginning of the last century. The first experiments to produce electricity 
from natural steam from a geothermal source were conducted in Italy by Prince Piero 
Ginori Conti in 1904 and it was in 1913 that the first commercial generation of 
electricity began in Larderello, Tuscany, Italy. The global electricity production from 
geothermal energy reached 60 TWh in 2006 [16]. Although, at the global level, 
geothermal power production has a very small share of the mix, it meets a significant 
share of the total electricity demand in many countries e.g. Iceland (26%), El Salvador 
(20%), Philippines (18%), Costa Rica (14%), Nicaragua (11%) and New Zealand 
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(7%). Power generation is projected to triple to almost 180 TWh by 2030, doubling 
geothermal’s share of 0.3% of global electricity-generation mix in 2006 [16]. Table 
1.2 summarises some of the geothermal power plants installed and technology used in 
various parts the world.  
 
Table 1.2 : Some geothermal power plants and technology used (from [17]) 
Plant name Location (Country) Technology used 
Brady bottoming USA Binary 
Rotokawa New Zealand Binary: recuperated 
Nigorikawa (Mori) pilot Japan Binary 
Kalina KCS-34, Husavik Iceland  Binary 
Rotokawa New Zealand Binary: simple 
Blundell USA Single-flash 
Rotokawa New Zealand Hybrid flash-binary 
Heber SIGC USA Binary: dual-level 
Beowawe USA Double-flash 
Otake pilot Japan Binary: flash evaporator 
 
 
1.4 Geothermal power plants 
Geothermal energy can be utilized to generate electricity economically if the resource 
temperature is above 90°C [11]. There are two main reasons behind this. Firstly, 
below this temperature level, geothermal power plants are unlikely to be economically 
feasible and secondly, minerals dissolved in the geothermal fluid lose solubility 
significantly below a temperature of 80-90°C. Consequently, huge problems of 
corrosion and scale formation can occur in geothermal equipment. Nevertheless, the 
geothermal resources are very site specific and the characteristics of one reservoir can 
differ largely from another even when situated close to each other.  
 
The current power plants for generating electricity from geothermal resources can be 
divided into two general types: steam and binary [11]. For steam rich geothermal 
field, steam can be directly used for power generation. Steam plants are the most cost-
effective technology when the resource temperature is above 175 °C. Because such 
sites are rare, it is much more common for hot water from a geothermal resource to be 
flashed to steam by spraying it into a tank where its pressure is decreased. This can 
occur in either a single- or dual-stage process. A schematic of a typical flash plant is 
shown in Figure 1-5. The steam based (high quality resource) geothermal plants have 
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a simple design. Due to limited number of high quality resource around the world, the 
number of the steam plants is limited.  
 
For the lower quality resource temperatures below about 175 °C, flash plants lose 
their efficiency. It is more efficient to transfer heat from the geothermal fluid to a 
volatile working fluid. Such plants are called binary plants because a secondary fluid 
is used in the actual power cycle. If the geothermal fluid is composed of steam and 
brine then a separator is used to separate them. The steam is normally first passed 
through a steam turbine and then used to heat the binary fluid and the brine is 
normally used directly to heat the binary fluid. Because all of the geothermal fluid is 
returned to the reservoir, the binary-cycle plants do not require mitigation of gaseous 
releases and the reservoir fluid volume is maintained. A schematic of a typical binary 
plant is shown in Figure 1-6.  
 
Various kinds of working fluids have been proposed and used for binary cycle power 
plants including propane, pentane, hexane, R22, R113, R114, ammonia, ammonia-
water solution etc. Environmental impact including greenhouse gas emission 
potential, toxicity, hazardous, and life time are important in working fluid selection. 
Some working fluids might ensure high cycle efficiency but may have high 
environmental impact to warrant their application in plant design.   
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Figure 1-5: Schematic of a flash-steam geothermal power plant 
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Figure 1-6: Schematic of a binary-cycle geothermal power plant 
 
 
1.5 Plant performance 
Geothermal power plants are generally designed based on constant resource 
characteristics. However, it has been observed in many geothermal power plants that 
the resource characteristics change significantly (yearly) throughout the lifetime of the 
plant. Consequently, deterioration of plant performance and unplanned design 
changes occur.  
 
Local weather conditions affect the geothermal power plant performance in the short 
term (hourly) and cumulatively in the long term (yearly). Being a low temperature 
heat source, geothermal power plant often use binary cycles. Generally, binary cycles 
use air-cooled condensers, making the binary cycles more susceptible to weather 
conditions. As the ambient temperature increases, especially during the summer, the 
performance of an air-cooled binary cycle significantly reduced.  
 
This dissertation discusses the environmental (geothermal resource characteristics and 
local weather) effects on geothermal power plant; and adaptive approaches to address 
the effect of change in environmental conditions to ensure optimal plant performance. 
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A new method for modelling the environmental effect on organic Rankine cycle has 
also been presented in this dissertation. 
 
1.6 The aim of the present work 
The aim of this work includes development of models for geothermal power plant 
applications that can be used for both long term and short term performance analysis. 
Developed models should be generic in nature which ensures wide range of 
application in geothermal power plants including performance prediction, design and 
optimization problems. Typically, when the model gets very complicated, a large 
number of parameters are required. However, the physical understanding as well as 
generality of the model becomes limited. Therefore models of this study should 
require few parameters but the models should be able to provide clear physical 
understanding, moreover the models should be reasonably accurate.  
 
The scope of this work is to understand both long term and short term environmental 
effect on geothermal power plant performance and develop adaptive strategies to 
overcome them. Here “environment” is referred to as the weather conditions and 
location of the plant vicinity as well as the geothermal resource characteristics.  
 
1.7 Outline of the Dissertation  
This chapter has presented an introduction, the motivation and the aim of this work.  
Chapter 2 presents the literature review. Chapter 3 discusses the basics of the binary 
cycles. Chapter 4 presents an introduction to the Mokai 1 geothermal power plant 
which will be used as a case study in this work. Chapter 5 presents component 
models. The system model of Mokai 1 geothermal power plant based on the steady 
state operation and design conditions can be found in chapter 6. Adaptive approaches 
for long term performance improvements are discussed in chapter 7. Chapter 8 
presents a new method to model a closed type organic Rankine cycle and two case 
studies. Adaptive approaches for short term performance improvements are discussed 
in Chapter 9.  Concluding remarks are available in chapter 10.  
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Chapter 2  
 
 
 
 
Literature review 
 
 
 
 
 
2.1 Introduction 
With unprecedented development in hardware and software, and the availability of a 
highly accurate physical properties database, it is now possible to model power plants 
to a high degree of accuracy in the quest for the best-case scenarios for cost, technical 
feasibility and optimum utilization of natural resources. This kind of study is very 
useful for "what if analysis" even before building a new plant. This chapter presents 
first: literature review on general methodology for modelling the power plants; 
second: previous work on geothermal power plant; and third: significance of this work 
to the literature. The main contributions of this work are also discussed towards the 
end of this chapter.  
 
2.2 Literature review on general methodology for power plant modelling  
This section discusses general methodology for modelling the power plants. 
Mathematical models are abstract representation of the physical world; there will 
always be modelling errors due to un-modeled dynamics and parametric uncertainties. 
Therefore, the aim of modelling is to achieve an objective with acceptable accuracy 
rather than accuracy of the model itself [18]. Objectives of modelling of power plant 
can be categorized in four major groups; however these groups may encompass more 
than one objective: a) controller design; b) power plant safety; c) power plant 
performance prediction and optimization; and d) power plant performance analysis 
and improvements. Following subsections discuss previous works encompassing the 
above four categories. 
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 a) Controller design 
Controller design mostly use semi-empirical modelling techniques. Semi-empirical 
models use a limited number of physically meaningful parameters that can be easily 
identified from performance measurements, while deterministic models require an 
exact knowledge of the geometry of all components. Usually, semi-empirical models 
are more robust than deterministic models and allow sharp decrease of the 
computational time [19].  
 
Weng et al. [20] have proposed a robust feedforward-feedback controller for a wide 
range of operations of nuclear power plant. The feedforward element provides 
optimized performance over a wide operating range and the feedback element 
provides robust stability and performance. The feedforward control law is sythesized 
via nonlinear programming, which generates an optimal control sequence over a 
finite-time horizon under specified constraints.  
 
Weng et al. [18] have discussed modelling of plant dynamics and uncertainties as 
needed for controller design of a 525 MW conventional power plant. The model was 
based on fundamental laws of physics and lumped-parameter approximation. The 
model was found to simulate power ramp up and ramp down in the range 40-100% 
under specified performance requirements.  
 
b) Power plant safety 
Power plant safety is a major area of application of modelling techniques to power 
plants. Models used for dynamic operation of nuclear power plants are the example of 
most rigorous modelling technique used in power plants. These models can be 
deterministic or combination of deterministic and semi-empirical with very high 
degree of accuracy. It helps to design robust safety system by “what if” analysis. 
 
Pampin et al. [21] have presented a three-dimensional computational tool which has 
been developed and extensively used to assist in the safety and environmental 
assessment of the European Power Plant Conceptual Study (PPCS). The model was 
used for evaluation of activation inventories and temperature excursions in structures 
following hypothetical worst-case accident scenarios. 
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The United States Nuclear Regulatory Commission (USNRC) has been developing an 
advanced thermal hydraulic code named TRACE for nuclear power plant safety 
analysis. Wang et al. [22] have used TRACE for transient analyses of scenarios such 
as load reduction and turbine trip. The results were compared with the corresponding 
plant data from Maanshan nuclear power plant startup tests. The Maanhan TRACE 
model was found to predict the behaviour of important plant parameters with 
acceptable accuracy.  
 
Kaliatka et al. [23] have presented modelling of a twin-unit, graphite moderated, 
boiling water, multichannel reactors nuclear power plant. Kaiatka et al. [23] have 
analysed large loss of coolant accident (LOCA) with emergency core cooling system 
failure and station blackout cases without any operator intervention; and when the 
cooling of reactor control rods are restored.  
 
c) Power plant performance prediction and optimization 
The plant performance can be expressed as an empirically derived function of various 
operating parameters including ambient temperature and condenser working pressure 
and temperature, result in a set of charts or curves. Empirical modelling approaches 
are common practice in industry and are well described in the literature [24, 25]. Such 
fitted curves are often plant specific and only apply for a narrow range of operations, 
rendering them limited for addressing the broader class of plant design and 
optimization problems. 
 
In recent years application of artificial neural network and genetic algorithm in 
modelling thermal power plant are receiving attention [26, 27]. Models based on 
artificial neural network and genetic algorithm provide high degree of accuracy 
without complicated physics based model and are therefore interesting in plant 
performance prediction. However, models based on artificial neural network and 
genetic algorithm, are plant specific and often physical understanding of the process 
gets lost.  
 
Ghaffari et al. [26] have presented a soft computing approach for modelling power 
plants in order to characterize the essential dynamic behaviour of the plant 
subsystems. The soft computing method consists of fuzzy logic, neural networks and 
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genetic algorithms. The measured data from a complete set of field experiments is the 
basis for training the models. The genetic algorithm is applied to the modelling 
approach in order to optimize the procedure of the training. The model was validated 
with the experimental data.  
 
Smrekar et al. [27] have reported application of artificial neural network (ANN) for 
modelling real power plants. Input parameters for this prediction were selected from a 
large number of available parameters. Initial selection was made on a basis of expert 
knowledge and previous experience. However, the final set of input parameters was 
optimized with a compromise between smaller number of parameters and higher level 
of accuracy through sensitivity analysis. ANN was found to be particularly suitable 
for plant performance prediction for real life operation as uncertainty of a physical 
model increases with time as the equations representing the plant processes may 
become inappropriate due to the degradation of the plant [27].  
 
Modelling helps optimizing plant performance. Korakianitis et al. [28] have reported 
that performance of a combined cycle cogeneration power plant is dominated by the 
gas-turbine performance. The performance of combined cycle cogeneration power 
plants can be improved by: i) maximizing turbine rotor inlet temperature in the gas 
turbine; ii) optimizing the gas turbine pressure ratio for gas-turbine performance; iii) 
optimizing steam turbine boiler pressure; and iv) maximizing steam injection in the 
gas turbine. 
 
Exergy analysis became a standard tool for the thermal systems design, analysis and 
optimization. Szargut et al. [29] and Bejan et al. [30, 31] have provided the major 
tools needed for the application of exergy analysis to thermal systems and processes. 
El-Masri has used [32] exergy analysis to optimize operation of an air-cooled Brayton 
cycle gas turbine of a combined cycle plant. Chin and El-Masri [33] have used exergy 
analysis to identify optimum operating parameters of a dual-pressure bottoming cycle 
as a function of gas turbine exhaust temperature.  
 
d) Power plant performance analysis and improvements 
One of the major areas of application of modelling is power plant performance 
analysis for addressing the broader class of plant performance improvements. The 
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performance of gas turbines is highly affected by the ambient conditions. Erdem and 
Sevilgen [34] have analysed the effect of ambient temperature on the electricity 
production and fuel consumption of gas turbine plant. The design condition of the gas 
turbine was: sea level, 15ºC and 60% relative humidity. The model was used to 
simulate plant performance based on monthly average data of seven climate regions 
of Turkey. In the region where the ambient temperature was higher than the designed 
value, electricity generation reduces between 1.67% and 7.22%. Electricity generation 
increases about 0.27–10.28% when inlet air is cooled to 10ºC.  
 
Dowoud et al. [35] have studied the gas-turbine inlet air cooling for boosting the 
power output during hot seasons. Reducing the inlet air temperature increases air 
density, consequently, decreases the compressor specific work. In a typical gas 
turbine plant, about one third of the power generated is consumed in the compressor. 
Therefore reduction in compressor work input lead to increased net power output in a 
plant.  Dawoud et al. [35] have considered five possible inlet air cooling techniques: 
evaporative cooling, fogging cooling, absorption cooling using LiBr–H2O solution, 
absorption cooling using NH3-H20 solution and vapour-compression cooling systems. 
Weather data in the form of ambient air temperature and relative humidity of two 
locations of Oman: Marmul and Fahud have been used as the case study. Net power 
out increased in all techniques considered. The vapour-compression cooling system 
increased the net power the most followed by absorption cooling using NH3-H20 
solution, absorption cooling using LiBr–H2O solution, fogging cooling and 
evaporative cooling.  
 
Chuang and Sue [36] experimentally analysed the effect of condenser pressure and 
plant load on performance of a combined cycle power plant of Taiwan. The plant uses 
gas turbine (Brayton cycle) as the topping cycle and steam turbine plant (Rankine 
cycle) as bottoming cycle. This plant uses air cooled condenser (vacuum pressure) to 
cool the steam from low pressure steam turbine. With increase in ambient temperature 
the condenser pressure increased and consequently the plant power output and 
efficiency reduced. However, according to the power purchase agreements (PPA) in 
Taiwan, the capacity payment is based on the guaranteed power output during the 
operating period. To meet the obligation of PPA, Chuang and Sue [36] suggested 
lowering the air cooled condenser operating pressure as an option. The air-cooled 
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condenser is fitted with fans for forced convection. Increasing the number of fans in 
full load operation can lower the condenser operating pressure required to ensure 
power output of the plant as per the PPA.  
 
Durmayaz and Sogut [37] presented an iterative method to calculate the condenser 
equilibrium condition of a pressurized water reactor nuclear power plant with cooling 
water temperature affected by weather conditions, increasing the cooling water 
temperature result in decrease in plant performance. The iterative approach allows the 
performance of the whole plant to be calculated using fundamental (deterministic) 
rather than empirical relationships. 
 
Liu et al. [38] have reported the effect of wind flow on the plant performance of air-
cooled conventional power plant. Liu et al. [38] have suggested change in physical 
orientation of the condenser and manipulations of the condenser fan speed as the 
measure to minimize the effect of wind direction and speed. 
 
2.3 Previous works related to geothermal power plant modelling 
This section discusses some previous works related to geothermal power plant. 
Modelling of conventional thermal power plants (e.g. coal fired steam turbine power 
plant and gas fired combined cycle power plant) is well known and mature. However, 
modelling of geothermal power plant is a developing area. One of the major 
differences between the conventional thermal power plant and geothermal power 
plant is the heat transfer in the boiler. In conventional power plant heat input is 
controlled by the operators depending on the power demand. In case of geothermal 
power plant, heat input is dependent on geothermal brine inlet flow and it varies 
depending on the reservoir characteristics. Therefore, the aim is to maximize the 
power output depending on available brine inlet flow. It makes modelling of 
geothermal power plant very complex and different from conventional thermal power 
plants. Moreover, geothermal resources are site specific and the resource 
characteristics may vary significantly from site to site or even in the same site among 
different wells.  
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Casella [39] has presented a model for controller design and optimization of a flush 
type geothermal power plant “Latera” of Italy. This plant uses low enthalpy heat 
source (low steam content) and also the geothermal fluid has high CO2 content of 
about 3%. The geothermal fluid is flushed two times to produce steam used in the 
steam turbine. The high CO2 content in the geothermal fluid is not suitable for the 
steam turbine so CO2 is separated and discharged to the atmosphere. The model is 
used as an aid to design and test standard level and pressure control loops, whose 
actual performance would otherwise be difficult to predict due to the high degree of 
interconnection of the plant components. The model has also helped operating point 
optimizations for better plant performance. 
 
When the geothermal resource temperature is low, it is more efficient to transfer heat 
to a low boiling temperature fluid, such plants are called binary cycle. A current trend 
towards the application of binary cycle to use the low temperature heat sources for 
electricity generation is noticeable [19, 40-47]. The advantages of Kalina cycle have 
been theoretically demonstrated [48], but organic Rankine cycle power plants have 
been found to be the most economic and proven technology [17]. Being a low 
temperature heat source, geothermal energy is an area of major application of the 
ORC [49-52].  
 
Bai et al. [53] have presented a dynamic model for the transient performance of hot 
Spring Thermal Energy Conversion (STEC) plant, which uses a novel power cycle 
with binary mixtures as the working fluid. The dynamic model was based on 
thermodynamics and structural features of the power cycle. Bai et al. [53] have used 
models based on lumped parameter forms of the heat exchanging devices in order to 
avoid complicated model structures. Bai et al. [53] have concluded that  STEC 
dynamic model offers a far less expensive method to understand the transients of 
STEC power plant than only experimental based approach. 
 
Wei et al. [44] have presented a dynamic model to be used for the design of control 
and diagnostics systems of an ORC for waste heat recovery. This model has potential 
geothermal application. Wei et al. [44] have used two modelling approaches, based on 
moving boundary and discretization techniques for modelling heat exchanging 
devices and compared in terms of accuracy, complexity and simulation speed. 
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Simulations showed that both the models predicted the data within an accuracy of 4%. 
Moving boundary model was found less complex than the discretized version and 
moving boundary method is characterized by smaller order and higher computational 
speed. Therefore Wei et al. [44] have concluded that moving boundary method is 
more useful for controller design applications for modelling heat exchanging devices 
to be used in the ORCs. 
 
Wei et al. [54] have presented optimization of a binary cycle power plant using 
exergy analysis. The results show: maximizing the usage of exhaust heat (in case of 
geothermal power plant it is geothermal fluid) as much as possible is a good way to 
improve system net power and efficiency; when the ambient temperature is too high, 
the system net power and efficiency will deteriorate with the departure from nominal 
state possibly exceeding 30%. Wei et al. [54] have concluded that choosing a proper 
nominal state is a good idea for improving the system net power and efficiency.  
 
DiPippo [17] has reported system level exergetic efficiencies of several real 
geothermal power plant operating throughout the world. Exergetic efficiencies of 
these plants varied within 16% to 54%, depending on technology used.  
 
2.4 Significance and main contributions of this work to the literature 
This section discusses the significance of this dissertation in the context of the 
existing literature. This dissertation tries to analyse the environmental effect on 
geothermal power plant, specifically the binary cycle plant, and ways to improve plant 
performance under different environmental conditions. Here environment stands for 
both geothermal resources and ambient weather conditions.  
 
Typically, geothermal power plants are designed based on constant environment 
conditions (resource characteristics and stable ambient temperature). However, it has 
been observed in many plants that the resource characteristics change significantly 
throughout the lifetime of the plant [55]. Binary cycle plants, specifically, air cooled 
condenser plants, are highly dependent on ambient air temperature [17, 56], which 
changes daily and seasonally. Consequently, deterioration of plant performance and 
unplanned design changes occur.  
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The environmental effect on geothermal power plant can be categorized as: long term 
and short term. 
 
a) Long term environmental effect on geothermal power plant 
A geothermal field passes through four different phases or periods [55]: (1) 
development, (2) sustainment, (3) decline and (4) renewable. During the last phase, a 
geothermal resource approach the ideal of a sustainable and renewable resource, and 
to attain it requires prudent management of the resource.  
 
Geothermal power plants are very capital intensive and it is not very easy to change a 
plant to adapt to resource characteristics different from the original design. However, 
by appropriate reservoir modelling, it is now possible to predict future resource 
characteristics depending on various parameters including the rate of resource 
utilization, the percentage of brine reinjection etc. [57]. As an example, results of 
reservoir modelling of Rotokawa geothermal power plant of New Zealand are briefly 
discussed here. Figure 2-1 shows simulated pre-production natural state temperatures 
at Rotokawa field. There is an existing plant called Rotokawa I and another is in 
under development. Figure 2-2 shows the simulated enthalpy response for Rotokawa I 
plus Rotokawa II with 67% reinjection. Reduction in resource enthalpy is noticeable 
in Figure 2-2 for Rotokawa I and II with 67% reinjection. 
 
Although the resource characteristics change over the life time (in the order of 30- 40 
years) of a geothermal plant has been accepted as an established fact, a 
methodological approach to address the problem has not been discussed in the 
literature. This research tries to reduce the gap in the literature by introducing the 
concept of adaptive design approach for long term performance improvements for 
geothermal power plant. 
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Figure 2-1: Simulated pre-production 
natural state temperatures at Rotokawa (from [57]) 
 
 
 
Figure 2-2: Simulated enthalpy response for Rotokawa I plus  
Rotokawa II with 67% reinjection (from [57]) 
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b) Short term environmental effect on geothermal power plant 
Binary cycle geothermal power plants often use air-cooled condensers that make these 
power plants more susceptible to weather conditions [17]. The second law of 
thermodynamics puts limit to the maximum efficiency of a system known as the 
Carnot efficiency. The efficiency of a Carnot cycle is given by 
H
L
T
T
−= 1η                                     (2.1) 
where, TH  is the heat source temperature and TL is the heat sink temperature in 
absolute scale. If we assume the resource temperature to be constant in case of a 
geothermal power plant, the maximum possible efficiency for a thermodynamic 
system is achieved when TL reaches ambient temperature. However, in reality, TL 
never reaches ambient temperature, but is always a function of ambient temperature. 
When TL increases, the Carnot efficiency deteriorates and if TL decreases, the Carnot 
efficiency improves.  
 
The short term modelling efforts of this work involved in plant performance 
prediction as well as plant performance improvements. 
 
Plant performance prediction 
New Zealand, Australia and some parts of the UK and the USA use a centrally 
coordinated nodal type of spot market for electric power. In this type of market, in a 
given time period, each node of the transmission network may receive offers from 
generating companies to inject power in the form of a price-quantity pair. At each 
node, there may also be a demand for electricity. A central dispatcher must then solve 
a network flow optimization problem to decide which generator supply offer to accept 
in order to meet all the demands [58].   
 
Sometimes producers offer their output to the market at negative prices. Such 
negative offers are common in many electricity markets. Producers try to address by 
negative pricing, the problem of large, inflexible thermal power plants, which would 
be costly to shut down during periods of temporarily low demand. In New Zealand, to 
avoid the difficult problem of negative pricing, the producers are offered the right to 
produce (must run right) and can offer electricity at zero price; all other producers can 
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offer at very low prices (0.001 cent/kWh). The quantity of rights created is limited so 
that it will not be possible to meet all demands from zero-price generation alone [58]. 
 
When the demand is high, the electricity price is high [59]. It is therefore, very 
important for the power producers to generate power at a high rate to get the benefit 
of high demand. However, the producers need to inform their output in advance and it 
is very difficult to predict within 5% in variable weather conditions in advance.  
 
The sensitivity of binary cycle power plants (such as the organic Rankine cycle) to 
ambient conditions creates challenges for producers to predict power output 
accurately. A model that can predict hourly plant performance on a daily basis would 
be very useful for optimizing capacity. Plant performance can be modelled in many 
ways including: empirical, semi-empirical and deterministic approaches discussed in 
section 2.2. Empirical and semi-empirical approaches are very plant specific and only 
apply for a narrow range of operations, rendering them limited for addressing the 
broader class of plant design and operation.  
 
Condenser equilibrium pressure of an air-cooled condenser is directly related to the 
plant power output [36]. The ambient temperature influences the condenser 
equilibrium condition (pressure-temperature) and hence, power output. Durmayaz and 
Sogut [37] presented an iterative method to calculate the condenser equilibrium 
condition of a pressurized water reactor nuclear power plant with cooling water 
temperature (heat sink) affected by weather conditions. The effect of ambient 
temperature on an air-cooled organic Rankine cycle (ORC) is different than effect of 
ambient temperature on a pressurized water reactor nuclear power plant.  First: the 
ORC has closed cycle operation and second: due to air-cooled condenser, the effect of 
ambient temperature is more prominent on the ORC. As ambient temperature acts as 
the heat sink temperature and the ORC has closed cycle operation, changing ambient 
temperature shifts the ORC on the T-s plane.  
 
Modelling based on such level of physical understanding for plant performance 
prediction as well as broad range of conceptual design and optimization was not 
found in the recent literature. Therefore in the literature a need exists for a 
deterministic model of the ORC which can predict plant performance with reasonable 
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accuracy as well as provide better understanding of the physical process to be used in 
plant performance improvements. This dissertation presents an iterative method for 
modelling the air-cooled organic Rankine cycle which would provide plant 
performance with reasonable accuracy as well as better physical understanding of the 
process.  
 
Plant performance improvement 
The air-cooled organic Rankine cycle geothermal power plant produces less power 
when the ambient temperature is high. Kutcher and Costenaro [59] have done an 
assessment of evaporative cooling enhancement methods for air-cooled geothermal 
power plants. The analysis is based on a 1 MW binary cycle plant at Empire, Nevada 
USA. Kutcher and Costenaro [59] have concluded that the air-cooled binary cycle 
geothermal power plants can benefit significantly from the use of evaporative cooling 
enhancement in the summer. However, an analysis of evaporative cooling 
enhancement for air-cooled binary cycle based on a commercial ORC geothermal 
power plant using local weather data is not available in the literature. This dissertation 
tries to fill the gap in the literature by providing performance improvements analysis 
using evaporative cooling as an option of a commercial air-cooled ORC geothermal 
power plant using local weather conditions.  
 
Several studies have been reported in the literature that deals with the optimization of 
binary cycles in pursuit of improved efficiency, cost reduction and maximization of 
outputs. Desideri and Bidini [60] have showed that, there exists a potential for 
optimisation of the binary cycle geothermal power plant performance by modifying 
parameters such as the turbine inlet pressure and the type of working fluid used. 
 
Lu and Goswami [61] have presented optimization study of a novel combined power 
and refrigeration cycle. A procedure for optimizing the operating conditions of the 
cycle based on maximizing the second law efficiency, power output, and refrigeration 
output of the cycle with variable temperature heat sources is discussed in Lu and 
Goswami’s work [61].  
 
Madhawa Hettiarachchi et al. [50] have presented a optimum design criterion for 
ORC power cycles utilizing low-temperature geothermal heat sources. The objective 
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function was to minimize the ratio of the total heat exchanger area to net power output 
which ensured a cost-effective design. 
 
Dai et al. [62] have presented optimization of thermodynamic parameters of ORC for 
different working fluid. Exergetic efficiency was used as the objective function. The 
optimization was performed using genetic algorithm.  
 
The optimization studies discussed above, represent the design phase. In real life 
operation of a plant, the operating parameters of a binary plant may change resulting 
in suboptimal operation.   
 
Applications of real time optimization and control techniques are often noticeable in 
building utility services industry to minimize energy consumption. For example, 
Santamouris and Lefas [63] have  discussed design and control of hybrid solar houses 
using microcomputers. Bakos [64] has discussed the optimal control operation of an 
auxiliary heating system used as backup in a passive-solar-heated system. Ekren and 
Kucuka [65] have analysed energy saving potential of chiller system with fuzzy logic 
control. However, application of real time (or hourly) optimization techniques in 
power plant operation is rare.  
 
Conventional power plants are associated with large load and are mostly water-
cooled. Water cooling makes conventional power plants less susceptible to weather 
conditions. Thus a real time plant performance optimization may not be very suitable 
in water-cooled conventional power plant. On the contrary, binary cycle geothermal 
power plants are often built as modular basis [46]  and very sensitive to ambient 
temperature change making them good candidate for real time (or hourly) 
optimization. This dissertation introduces optimization of ORC plant performance by 
optimizing operating points parameters based on hourly weather data and geothermal 
fluid flow rate in the quest of performance improvements.   
 
The main contributions of this work 
The main contributions of this dissertation to the subject are summarized as follows: 
 Adaptive design concept for long term plant performance improvements 
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 A physics based iterative method for modelling environmental effect on short 
term performance 
 Adaptive approach for short term performance improvements by using water-
augmented cooling system 
 Adaptive approach for short term performance improvements by optimizing 
cycle operating point parameters of the plant  
 
In an adaptive design, if provisions are allowed for a plant to adapt to resource 
characteristics change at the time of building, a great deal of effort and money can be 
saved in the long run. However, the initial investment cost might go up as a 
consequence of adaptive design but over the life span of the plant the total benefit 
may be greater.  
 
This work presents an approach for modelling an organic Rankine cycle (closed 
cycle) that uses fundamental thermodynamic (deterministic) models of components. 
The novel approach in this work is to use the design conditions as an initial guess and 
then to fit the fundamental model to real plant data. Of course, a real geothermal 
power plant does not have sufficient data to fit all parameters. The condenser 
operating conditions are considered as the most influencing parameter on a 24 hours 
time scale. The method is implemented by an iterative method that searches for both 
condenser and vaporizer exit state that satisfies the ORC cycle energy balances on all 
components. The termination of search can be achieved by either attainment of a 
desired equilibrium condition or by reaching constrains (either physical or supplied by 
an operator to run a plant at optimum condition). This work also explains how the 
ambient temperature affects an ORCs and how it is shifted in the T,s plane from its 
original operating point due to change in the ambient temperature. Although, the main 
interest of this work was mainly in ORCs, the developed method can be applied to 
any closed cycle operation of a Rankine cycle. 
 
Plant performance improvements by adopting water augmented cooling and 
optimizing plant operating parameters are also presented here and considered as 
important contributions of this work. The short term improvement in plant 
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performance ultimately leads to better performance cumulatively over long period of 
time.  
 
2.5 Summary 
Modelling of conventional power plant is a mature field. However, modelling 
geothermal power plant is a developing area. One of the major differences between 
the conventional thermal power plant and geothermal power plant is the heat transfer 
in the boiler. In conventional power plant heat input is controlled by the operators 
depending on the power demand. In case of geothermal power plant, heat input is 
dependent on geothermal brine inlet flow and it varies depending on the reservoir 
characteristics. 
 
Geothermal power plants performance is dependent on the environment. There are 
long term variations as well as short term variation in the environment leading to 
deterioration of plant performance. In the literature, there exists scope for both long 
term and short term performance improvements. A need for a deterministic model of 
the ORC is also felt. This dissertation fills some of these gaps. 
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Chapter 3  
 
 
Basics of Binary Cycle 
 
 
 
 
 
3.1 Introduction 
This chapter discusses basics of binary cycles. At first the classification of the binary 
cycle is presented. Then organic Rankine cycle and Kalina cycle are discussed. The 
advantage of the Kalina cycle over the organic Rankine cycle is then discussed. The 
discussion is mainly limited to the thermodynamic aspect of these cycles.   
 
3.1 The binary cycle 
Owing to technological development, as well as the increased price of fossil fuel, 
many technologies are now becoming more realistic and feasible than before. As a 
result, much interest in binary cycle geothermal power plants is noticeable. Many 
binary cycle geothermal plants have been built during the last decades and many are 
under way throughout the world. A schematic of a typical binary plant is shown in 
Figure 3-1. When the geothermal resource temperature is low (below 175 ºC), it is 
more efficient to transfer heat from the geothermal fluid to a relatively volatile 
working fluid. 
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Figure 3-1: Schematic of a binary-cycle geothermal power plant 
 
 
The ability to use low temperature resources (low enthalpy) and the possibility of 
reinjecting the used geothermal thermal brine (low emission) are the two most 
attractive features of binary cycle geothermal power plants. Binary cycles are divided 
into two major groups depending on the working fluids: pure substance and a mixture 
of two or more pure substances. Examples of pure substances include propane, 
pentane, R22, R13, ammonia etc. The binary cycle that uses organic fluids is also 
known as the Organic Rankine Cycle (ORC). Examples of mixtures include 
ammonia-water, also known as the Kalina Cycle. A third type of working fluid, non-
flammable azeotropic fluid has been proposed by some authors [49]. The following 
sub-sections explain some of these binary cycles.  
 
3.2 The organic Rankine cycle 
An Organic Rankine Cycle (ORC) plant uses the same principle as the Rankine cycle 
except the working fluid is an organic fluid instead of water. The following four basic 
processes [66, 67] are involved as depicted in Figure 3-1: 
1-2: Reversible adiabatic pumping process in the pump 
2-3: Constant-pressure heat transfer in the vaporizer/preheater 
3-4: Reversible adiabatic expansion in the turbine 
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4-1: Constant-pressure heat transfer in the condenser 
 
Rankine cycles are classified in two groups depending on the shape of the temperature 
dependence vapour-liquid equilibrium line and the operating pressure at which the 
working fluid takes heat from the heat source.  
 
The shape of the vapour-liquid equilibrium line is an important parameter in 
designing a power plant. Designers always try to make sure that the turbine operates 
at the superheated zone to avoid expensive repair or replacement of turbine blades 
damaged by erosion that may be caused by droplets of wet vapour. Figure 3-2 
presents a typical bell shaped vapour-liquid coexistence curve and Figure 3-3 presents 
a typical vapour-liquid coexistence curve inclined to the right hand side in T,s 
diagrams. The advantage of the latter over the former is that even without 
superheating, the chance of condensation of the working fluid is minimal inside a 
turbine where the working fluid undergoes isentropic expansion.    
 
The operating pressure of the working fluid in the vaporizer determines whether there 
will be liquid-vapour phase change or not at constant temperature-pressure. If the 
working pressure is more than the critical pressure then the working fluid vaporizes 
without constant temperature-pressure phase change. Both Figures 3-2 and 3-3 
present subcritical working pressures. Figure 3-4 presents a supercritical cycle as 
suggested by Gu and Sato [68, 69]. A supercritical cycle may be able to extract more 
heat from the heating medium as there is no constant temperature-pressure phase 
change process as it is present in the subcritical pressure zone. The constant 
temperature-pressure phase change puts constrain to the maximum possible heat 
transfer between the heat transferring fluids. The maximum possible heat transfer is 
limited by the minimum temperature difference between the heat transferring fluids, 
known as the pinch point.  
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Figure 3-2: ORC in the T,s- plane for a typical bell-shaped coexistence  
curve fluid (butane) and saturated  vapour at the turbine inlet (generated by Refprop 
[70] physical properties database) 
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Figure 3-3: ORC in the T,s-plane for a typical inclined vapour-liquid coexistence  
curve fluid (pentane) and saturated vapour at the turbine inlet (generated by Refprop 
[70] physical properties database) 
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Figure 3-4: ORC in the T,s- plane for a supercritical pressure cycle with butane as the 
working fluid (generated by Refprop [70] physical properties database) 
 
3.3 The Kalina cycle 
The Kalina cycle is a modified Rankine cycle receiving a great deal of interest 
recently. In a Kalina cycle instead of pure working fluid, an ammonia-water mixture 
is used as the working fluid. An ammonia-water mixture has a range of variable 
boiling points depending on the percentage of the two components. This allows more 
heat to be extracted from a high temperature heat source or brine in a boiler or 
vaporizer. This is in distinct contrast to the constant boiling/condensing temperature 
of pure components such as water or organic fluids [48].  
 
A basic parameter in sizing heat exchangers is called pinch point and is simply the 
minimum temperature difference between two fluids. If there is a large temperature 
difference between fluids, the hotter fluid can easily transfer energy to the cooler fluid 
with a smaller surface area in a heat exchanger. However, if the temperature 
difference is small, the surface of the heat exchanger must be increased. A pure 
substance has a fixed temperature for a given pressure when the substance changes its 
phase. In a Kalina cycle, evaporation and condensation both happen at constant 
pressure but variable temperature. The temperature range depends on the composition 
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of the fluid. The use of a mixture as the working fluid adds one degree of freedom, 
which allows manipulating the pressure in the system by changing the composition of 
the mixture.  
 
Figure 3-5 depicts a schematic diagram of simplified arrangements of a Kalina cycle 
with the process explained in Figure 3-6. A 70/30 ammonia-water solution has been 
taken as an example. The work is produced by isentropic expansion of working fluid 
in the turbine (process 3 to 4). Then it passes through a recuperator where some of the 
heat is recovered from the exhaust of the turbine. As the heat transfer process is more 
efficient in the Kalina cycle, internal heat recovery is a very common practice.  
 
The fluid after recovering heat in the recuperator is dumped into a condenser where a 
lean mixture of 34 percent ammonia is sprayed. This changes the concentration of the 
turbine exhaust stream from 70 to 45 percent ammonia. The mixture is then cooled to 
a final temperature of 20°C (state point 1). By changing the concentration to 45 
percent, the condenser can at the same heat sink temperature, condense the turbine 
exhaust at a lower pressure of 200 kPa (state point 1). This is an added advantage of 
the Kalina cycle over the conventional Rankine cycle. 
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Figure 3-5: Schematic of a simple Kalina cycle (adjusted from [48]) 
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Figure 3-6: The ammonia-water phase diagram explaining the  
absorption process of the Kalina cycle presented in Figure 3-5 (generated by Refprop 
[70] physical properties database) 
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3.4 Summary 
This chapter has discussed the basics of binary cycle. Then the classification of binary 
cycles is presented. Two types of binary cycles which are receiving recent interest are 
discussed in detailed: the organic Rankine cycle and the Kalina cycle. In contrast to 
organic Rankine cycle, which uses pure substances as the working fluid, Kalina cycle 
uses ammonia-water mixture as the working fluid. . An ammonia-water mixture has a 
range of variable boiling points depending on the percentage of the two components. 
This allows more heat to be extracted from a high temperature heat source or brine in 
a boiler or vaporizer. 
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Chapter 4  
 
 
 
 
The Mokai 1 Geothermal Power Plant 
 
 
 
 
 
4.1 Introduction 
This chapter introduces the Mokai 1 geothermal power plant which has been chosen 
for the case study of this work. Tuaropaki Power Company and Mighty River Power 
Company (MRP) jointly own this plant and MRP also operates this plant. The Mokai 
1 plant was built by a company named Ormat in 1998, and although, this plant is run 
by MRP, much information as well as the reasoning behind many designs is not 
readily available from MRP.  
4.2 Location and weather in the plant vicinity 
The plant is situated about 30 km north-west of the township of Taupo, in the North 
Island of New Zealand (Figure 4-1). Figure 4-2 represents the ambient temperature in 
the form of dry bulb and wet bulb for the year 2005 of the Taupo volcanic region. 
During the summer (November – February), the temperature averages about 15-20°C 
and in the winter (March – October) the temperature averages about 10-15°C.  
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Figure 4-1: Location of Mokai in the North Island of New Zealand (source [71]) 
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Figure 4-2: Dry bulb and wet bulb temperatures of Taupo (Latitude -38.744, 
Longitude 176.081 and Height 400 m) in the year 2005 (source [72]) 
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4.3 Brief description of Mokai 1 geothermal power plant’s process flow 
In this section brief description of Mokai 1 geothermal power plant’s process flow is 
presented. Mokai 1 has a design output of 59 MW. Figure 4-3 schematically presents 
the heat and mass balance of the plant. The geothermal fluid is a mixture of brine and 
steam. The steam is first separated in a separator from the brine and is fed into the 
steam turbine. The waste heat of the steam turbine is recovered from the exhaust 
steam in a vaporizer by heating pentane to be used in the bottoming ORC units, 
named after the manufacturer, Ormat Energy Converter (OEC).  
 
The steam is equally divided among four identical OECs namely: 11, 12, 21 and 22. 
The steam from the vaporizer is collected as condensate in a condenser and it is used 
in the preheater to raise the temperature of the incoming pentane liquid before it 
enters the vaporizer. Each of the OECs comprises two turbines coupled to a single 
generator. Figure 4-4 shows the heat and mass balance of a bottoming OEC.  
 
The separated brine is used to run two identical units, OEC 1 and OEC 2. Figure 4-5 
shows the heat and mass balance of one of these plants. Both plants have two 
turbines, high pressure and low pressure. High-pressure pentane vapour from the 
vaporizer first passes through the high-pressure turbine then to the low-pressure 
turbine and is then dumped into the air-cooled condenser via a recuperator.  
 
Pictures of the Mokai 1 geothermal power plant along with major components are 
presented in appendix 1. 
 
 
 
 
 
 
5
3
 
S
T
E
A
M
T
U
R
B
IN
E
S
T
E
A
M
B
R
IN
E
O
E
C
-1
1
O
E
C
-1
2
O
E
C
-2
1
O
E
C
-2
2
IN
J
E
C
T
IO
N
O
E
C
-1
O
E
C
-2
S
T
E
A
M
 3
0
8
,4
8
5
 M
N
C
G
 4
,0
6
5
 M
1
8
.6
 P
2
0
8
.3
 T
8
6
0
,0
0
0
 M
1
8
.6
 P
2
0
7
.6
 T
3
1
2
,5
5
0
 M
1
7
.6
 P
 
2
0
5
.5
 T
1
.3
4
 P
1
0
8
 T
 
8
8
.0
7
 X
V
E
N
T
V
E
N
T
: 
S
T
E
A
M
 
6
6
8
 M
N
C
G
 1
,0
1
6
 M
1
.0
9
 P
9
0
 T
7
8
,1
3
7
 M
1
.2
1
 P
 
1
0
4
.9
 T
1
5
2
,9
0
6
 M
1
9
.0
 P
 
4
8
.9
 T
1
5
2
,9
0
6
 M
1
9
.0
 P
 
4
8
.9
 T
8
6
0
,0
0
0
 M
1
6
.0
 P
 
1
5
2
.0
 T
P
L
A
N
T
 D
E
S
IG
N
 P
O
IN
T
G
E
O
. 
S
O
U
R
C
E
 
  
 B
R
IN
E
8
6
0
,0
0
0
 M
  
 S
T
E
A
M
 +
 N
C
G
3
1
2
,5
5
0
 M
  
 N
C
G
  
  
  
  
1
.3
 %
  
 E
N
T
H
A
L
P
Y
  
  
1
,3
9
4
 H
  
 W
H
P
  
  
  
2
1
.6
 P
  
 A
M
B
IE
N
T
 A
IR
 
  
  
  
1
2
.0
 T
T
O
T
A
L
 P
O
W
E
R
 A
T
W
H
A
K
A
M
A
R
U
 I
N
T
E
R
F
A
C
E
: 
5
3
,4
0
0
 K
W
M
 -
 [
k
g
/h
r]
P
 –
 [
b
a
r 
A
]
T
 –
 [
°C
]
H
 –
 [
k
J
/k
g
]
X
 –
 [
Q
u
a
lit
y
 %
 ]
M
O
K
A
I-
1
  
5
9
 M
W
 
F
ig
u
re
 4
-3
: 
H
ea
t 
an
d
 m
as
s 
b
al
an
ce
 d
ia
g
ra
m
 o
f 
th
e 
M
o
k
ai
- 
1
 P
o
w
er
 P
la
n
t 
su
p
p
li
ed
 b
y
 M
R
P
 
 
C
o
n
fi
d
en
ti
al
: 
D
o
 n
o
t 
co
p
y
 w
it
h
o
u
t 
w
ri
tt
en
 p
er
m
is
si
o
n
 f
ro
m
 M
ig
h
ty
 R
iv
er
 P
o
w
er
 
 
5
4
 
G
V
A
P
O
R
IZ
E
R
  
  
  
 5
.1
8
 P
  
  
  
 9
3
.7
 T
  
 4
3
,3
7
5
 Q
P
R
E
H
E
A
T
E
R
3
,6
4
5
 Q
A
IR
 C
O
O
L
E
D
 
C
O
N
D
E
N
S
E
R
  
  
  
 1
.0
7
 P
  
  
  
 3
7
.7
 T
  
4
2
,4
0
0
 Q
M
4
2
0
 k
W
5
5
 k
W
C
O
N
D
E
N
S
A
T
E
 
T
A
N
K
7
6
,4
5
3
 M
1
.0
9
 P
9
0
 T
4
8
.2
 T
3
7
2
,4
2
5
 M
3
4
 T
C
Y
C
L
E
 P
U
M
P
1
8
0
 k
W
A
IR
 =
 1
2
 T
3
3
.3
 T
T
U
R
B
IN
E
T
U
R
B
IN
E
F
R
O
M
S
T
E
A
M
 T
U
R
B
IN
E
C
O
N
D
E
N
S
A
T
E
7
6
,4
5
3
 M
1
9
.0
 P
4
8
.9
 T
7
8
,1
3
7
 M
1
.3
4
 P
1
0
8
 T
8
8
.0
7
 X
M
 –
 [
k
g
/h
r]
P
 –
 [
b
a
ra
]
Q
 –
 [
 k
w
]
T
 –
 [
°C
]
X
 –
 [
 Q
u
a
lit
y
 %
]
  
G
R
O
S
S
 P
O
W
E
R
 =
 4
,5
8
5
 k
W
G
E
N
E
R
A
T
O
R
 
 
F
ig
u
re
 4
-4
: 
H
ea
t 
an
d
 m
as
s 
b
al
an
ce
 d
ia
g
ra
m
 o
f 
a 
B
o
tt
o
m
in
g
 O
E
C
 u
n
it
 o
f 
th
e 
M
o
k
ai
- 
1
 P
o
w
er
 P
la
n
t 
su
p
p
li
ed
 b
y
 M
R
P
 
 
C
o
n
fi
d
en
ti
al
: 
D
o
 n
o
t 
co
p
y
 w
it
h
o
u
t 
w
ri
tt
en
 p
er
m
is
si
o
n
 f
ro
m
 M
ig
h
ty
 R
iv
er
 P
o
w
er
 
 
5
5
 
G
V
A
P
O
R
IZ
E
R
  
  
  
 2
2
.6
 P
  
  
 1
7
0
.7
 T
  
 2
8
,8
8
0
 Q
A
IR
 C
O
O
L
E
D
 
C
O
N
D
E
N
S
E
R
  
  
  
 1
.1
5
 P
  
  
  
 3
9
.8
 T
  
2
3
,5
8
0
 Q
M
2
2
5
 k
W
C
Y
C
L
E
 P
U
M
P
3
8
0
 k
W
A
IR
 =
 1
2
 T
3
5
.4
 T
H
.P
. 
T
U
R
B
IN
E
L
.P
. 
T
U
R
B
IN
E
B
R
IN
E
 S
U
P
P
L
Y
B
R
IN
E
 R
E
T
U
R
N
4
3
0
,0
0
 M
1
6
.0
 P
1
5
2
 T
4
3
0
,0
0
0
 M
1
8
.6
 P
2
0
7
.6
 T
M
 –
 [
k
g
/h
r]
P
 –
 [
b
a
ra
]
Q
 –
 [
 k
w
]
T
 –
 [
°C
]
X
 –
 [
 Q
u
a
lit
y
 %
]
  
B
R
IN
E
 O
P
E
R
A
T
IN
G
 P
O
IN
T
B
R
IN
E
 :
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
8
6
0
,0
0
0
 M
1
8
.6
 P
2
0
7
.6
 T
A
M
B
IE
N
T
 A
IR
 D
R
Y
 B
U
L
B
 :
  
  
  
  
1
2
.0
 T
R
E
C
U
P
E
R
A
T
O
R
7
,0
0
0
 Q 1
.1
7
 P
6
2
.3
 T
8
5
.2
 T
2
0
9
,4
0
0
0
 M
G
R
O
S
S
 P
O
W
E
R
 =
 5
,4
0
0
 k
W
3
8
.0
 T
2
2
.3
 P
1
9
0
.5
 T
 
 
F
ig
u
re
 4
-5
: 
H
ea
t 
an
d
 m
as
s 
b
al
an
ce
 d
ia
g
ra
m
 o
f 
a 
B
ri
n
e 
O
E
C
 u
n
it
 o
f 
th
e 
M
o
k
ai
- 
1
 P
o
w
er
 P
la
n
t 
su
p
p
li
ed
 b
y
 M
R
P
 
 
 
C
o
n
fi
d
en
ti
al
: 
D
o
 n
o
t 
co
p
y
 w
it
h
o
u
t 
w
ri
tt
en
 p
er
m
is
si
o
n
 f
ro
m
 M
ig
h
ty
 R
iv
er
 P
o
w
er
 
 56 
4.4 Thermodynamic cycles of the Mokai 1 geothermal power plant 
There are three different power cycles used in the Mokai 1 geothermal power plant. 
Figure 4-6 presents the T,s-diagram of the power cycle used for the steam turbine. The 
power cycle used in the steam turbine is essentially bell-shaped, which prevents the 
cycle from being very effective for low temperature heat sources. Figure 4-7 shows 
the T,s-plane representation of the of the brine OEC and Figure 4-8 shows the T,s-
plane representation the bottoming OEC. Figures 4-6 to 4-8 are generated using 
Refprop [70] physical properties data base with the state point data available from the 
design and from the steady state model of the plant discussed in chapter 6.  
 
The OECs use pentane as the working fluid which has an inclined bell shape of the 
T,s-diagram. The inclined bell shaped of the T,s diagram allows the working fluid to 
reduce its pressure to a much lower value without the problem of phase change. It 
makes turbine design less complicated as the formation of pentane liquid particles that 
erode the turbine blades is avoided. 
 
In Figure 4-6, process 1-2 represents the work done in the steam turbine in the Mokai 
1 geothermal power plant. The Mokai 1 plant uses wet-steam turbine to use available 
steam from the geothermal source; consequently, a large problem of erosion was 
observed in the Mokai 1 geothermal power plant. The process 2-3 presents the heat 
transfer to the bottoming cycles. 
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Steam Turbine
Heat transfer to 
the Bottoming 
cycle
1
2
3
 
Figure 4-6: T,s-diagram explaining the steam turbine work carried out 
and heat transfer to the bottoming cycle of Mokai 1 
 
 
In Figure 4-7, process 1-2 represents the work required by the cycle pump; process 2-
2a represents the heat recovery in the recuperator; process 2a-3a represents heat 
transfer in the vaporizer; process 3a-3 represents heat transfer in the superheater; 
process 3-4 represents the work done by the pentane turbines; process 4-4a represents 
heat rejection by the working fluid in the recuperator, which is equal to heat input in 
the process 2-2a;  and process 4a-1 represents the heat rejection by the working fluid 
in the condenser. 
 
Heat input in the vaporizer
Work done by the turbine 
Heat rejected to the ambient air by the 
condenser
Pump work
Heat recovered in the recuperator
2
3
4
4a
1
2a
3a
 
Figure 4-7: T-s diagram of OEC 1 
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In Figure 4-8, process 1-2 represents the work required by the cycle pump; process 2-
2a represents the heat recovery in the preheater; process 2a-3 represents heat transfer 
in the vaporizer; process 3-4 represents the work done by the pentane turbines; and 
process 4-1 represents the heat rejection in the condenser by the working fluid. 
 
3
4
1
2
Heat input in the vaporizer
Work done by the turbine 
Heat rejected to the ambient air by the 
condenser
Pump work
Heat recovered in the 
preheater
2a
2b
 
Figure 4-8: T-s diagram of OEC 11 
 
 
 
4.5 Summary 
This chapter has presented an introduction to the Mokai 1 geothermal power plant 
which is used as a case study in this dissertation. At first brief discussion on plant 
location and local weather condition is presented. Then the heat and mass balance of 
the Mokai 1 geothermal power plant is discussed. A brief discussion of the 
thermodynamic power cycles used in the Mokai 1 geothermal power plant is also 
presented in this chapter. 
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Chapter 5  
 
 
 
 
Component Models 
 
 
 
5.1 Introduction 
Modelling of a theoretical Rankine cycle or even a combination of individual cycles is 
not a challenging problem if enough information is specified, known, or measured to 
fix the states at the inlet and outlet of each component and if the performance 
characteristics of the components are known. One of the aims for this research was to 
develop a modelling approach that is simple for plant engineers to use, accurate 
enough to make design decisions about plant modifications, and that can reflect off-
design conditions and previous plant modifications. The challenge in meeting this 
objective is data.  The manufacturer of the organic Rankine cycle (ORC) conversion 
plants does not provide all of the design specifications in order to protect their 
commercial position. The operating power plant has measurements sufficient to 
operate and control the plant, but not sufficient to develop even a basic 
thermodynamic model, let alone a model that includes heat losses and viscous losses.  
 
The approach developed during this research project is progressive.  We start first by 
using the simplest component and thermal system model of an ORC assuming 
adiabatic and reversible processes.  The available design point data is specified, and 
an iterative solution process is used to fit the unknown parameters to design plant 
output.  The next step is to use the ideal design model state points as initial guess 
values for the ORC model using actual plant measurements.   
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In this chapter models of the individual components for an ideal ORC are presented 
then the modelling approach for the real ORCs used in the Mokai 1 geothermal plant 
is described.  The models presented in this chapter are generic and based on the 
fundamental laws of mass and energy conservation. These models will be used for 
long and short term performance analysis of geothermal power plant discussed in 
chapter 7 and 9, respectively.  
 
5.2 Component Models 
The components used in a Rankine cycle (Figure 5-1) can be divided into two major 
categories: energy conversion (i.e. turbines and pumps) and heat exchanger (i.e. 
boilers and condensers). The basic component models are developed subject to the 
following assumptions:   
 
Condenser
Vaporizer
Pump Turbine1
4
3
2
1
2
3
4
W W
Q
Q
 
Figure 5-1: T-s diagram of the ORC represented in the right hand side 
 
 
General assumptions for all the components: 
• Kinetic and potential energies are negligible 
• Steady state process 
• Ambient temperature is constant 
• Heat loss to the ambient is negligible 
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Liquid pump 
Inputs: 
•
m , 1p , 2t  
Parameters: 2p , sη  
Conservation of mass: 
•••
== mmm oi      (5.1) 
Conservation of Energy: 
)( 2112 hhmW −=
•
                                                         (5.2) 
Irreversibility: 
    
21
21
hh
hh s
s −
−
=η                                                            (5.3) 
Outputs: 2t , 2h  
Where 
•
m  is the mass flow rate of the working fluid, 1p  is the pressure at state point 
1, 2p  is the pressure at state point 2, 1h  is the enthalpy at state point 1, 2h  is the 
enthalpy at state point 2, sh2  is the ideal enthalpy at state point 2, 2t  is the 
temperature at state point 2, sη  is isentropic efficiency of the pump and 12W  is the 
work input to the pump. 
 
Vaporizer  
Assumptions: 
• Isobaric process 
• No work done in the process 
Inputs: 
•
m , 2p , 2t , geom
•
, geoih ,  
Parameter: 23
•
Q   
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Conservation of mass: 
•••
== mmm oi      (5.4) 
Conservation of Energy ( 023 =W ): 
)( 2323 hhmQ −=
••
                                                         (5.5) 
  )( ,,23 geoogeoigeo hhmQ −=
••
                                                 (5.6) 
Isobaric process:  
23 pp =                                                                     (5.7) 
Outputs: 3t , 3h , geooh ,  
Where 3p  is the pressure at state point 3, 3h  is the enthalpy at state point 3, 23
•
Q  is 
heat transfer in the vaporizer, geom
•
 is the mass flow of the geothermal fluid, geoih ,  is 
inlet enthalpy of the geothermal fluid, geooh ,  is outlet enthalpy of the geothermal fluid 
and 3t  is the temperature at state point 3. 
 
Turbine  
Inputs: 
•
m , 3p , 3t  
Parameters: Gη , sη , pr  
Conservation of mass: 
•••
== mmm oi      (5.8) 
Conservation of Energy: 
)( 4334 hhmW G −=
•
η                                                          (5.9) 
Irreversibility: 
  
s
s
hh
hh
,43
43
−
−
=η                                                            (5.10) 
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4
3
p
p
rp =                                                            (5.11) 
Outputs: 4p , 4h , 34W  
Where 3p  is the pressure at state point 3, 4p  is the pressure at state point 4, 4h  is the 
enthalpy at state point 4, sh4  is the ideal enthalpy at state point 4, Gη  is generator 
efficiency, sη  is isentropic efficiency of the turbine, pr  is the pressure ratio, and 34W  
is the turbine work done. 
 
Condenser  
Assumptions: 
• Isobaric process 
• No work done in the process 
 
Inputs: 
•
m , 4p , 4t  
Parameter: 41
•
Q   
Conservation of mass: 
•••
== mmm oi      (5.11) 
Conservation of Energy ( 041 =W ): 
)( 4141 hhmQ −=
••
                                                         (5.12) 
Isobaric process:  
41 pp =                                                                     (5.13) 
Outputs: 1p , 1h  
Where 41
•
Q  is the heat rejection from the condenser. 
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Equation (5.1) to (5.13) should be solved simultaneously for a given value of 
•
m  to 
calculate the performance of the whole system, which represents the performance of 
the individual components as well as the overall performance. In the thermodynamic 
descriptions presented above, the heat transfer in the vaporizer and the condenser are 
assumed as parameters. Following section discusses the heat transfer processes in the 
vaporizer and the condenser.  
    
5.3 Heat transfer models 
The models presented in the previous section represent an ideal case only. A real plant 
may vary significantly from the ideal case. Mokai 1 geothermal power plant has been 
taken as the case study for implementation of the models presented above. This plant 
was built over a decade ago. Significant design and performance change is noticeable.  
 
The Mokai 1 geothermal power plant is designed and built by Ormat®. Limited 
information about the vaporizer and condenser designs are available, so the heat 
transfer models developed here are based on the basic configuration and idealized 
conditions.  For example, the effect of scale deposits is not considered.  
 
In the thermodynamic descriptions presented in section 5.2, the vaporizer heat transfer 
and condenser heat load are supplied to the models as parameters. In reality the heat 
transfer varies significantly depending on various parameters such as: geothermal 
fluid flow rate, ambient temperature, etc. In the following sections basics of heat 
exchangers are presented then the modelling of Mokai 1 ORC vaporizer and 
condenser is discussed. Adjustments of the turbine and pump models to Mokai 1 
geothermal power plant are also discussed in the following sections.   
  
5.3.1 Heat exchangers background 
In this section, the basics heat exchanger models are presented. Two different 
approaches in heat exchanger design are presented: the log mean temperature 
difference (LMTD) approach and heat exchanger effectiveness approach. Heat 
exchangers are classified in four major groups depending on the fluid flow paths 
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through the heat exchangers. Figure 5-2 illustrates flow path configurations for these 
four categories of heat exchangers. In parallel-flow units, the two fluid streams enter 
together at one end, flow through in the same direction and leave together at the other 
end. In counterflow units, the two fluid streams move in opposite directions. In the 
single-pass crossflow units, the fluids flow at right angle to each other through the 
heat exchanger. In multi-pass crossflow units, one fluid stream moves back and forth 
across the flow path of the other fluid stream.  
 
The most important difference between these four basic types lies in the relative 
amounts of heat transfer surface area required to produce a given temperature rise for 
a given temperature difference between the two fluid streams where they enter the 
heat exchanger. The counterflow heat exchanger requires the least area throughout the 
range. 
 
The LMTD approach to heat exchanger analysis is useful when the inlet and outlet 
temperatures are known or are easily determined. The LMTD is then easily calculated 
and the heat flow, surface area, or overall heat transfer coefficient may be determined. 
The heat flow in a parallel/counter flow heat exchanger based on LMTD approach is 
as follows: 
mTAUQ ∆=
•
          (5.14) 
Here, 
•
Q  is the heat flow from the hot fluid to the cold, U the overall heat transfer 
coefficient, A the surface area for heat transfer consistent with the definition of U and 
mT∆  is the LMTD across heat exchanger. LMTD is defined as follows: 
 
)]/()ln[(
)()(
1122
1122
chch
chch
m
TTTT
TTTT
T
−−
−−−
=∆     (5.15) 
 
 66 
Hot fluid in Hot fluid out
Cold fluid in Cold fluid out
Hot fluid in Hot fluid out
Cold fluid out Cold fluid in
a) Parallel flow 
b) Counter flow 
Hot fluid in
Hot fluid out
Cold fluid in Cold fluid out
c) Single-pass crossflow 
Hot fluid in Hot fluid out
Cold fluid out Cold fluid in
d) Multipass crossflow
•
Q
•
Q
1 2
1 2
1 2
12
1
1
Th
Tc
2
2
Heat transfer process
1
2
Th
Tc
2
1
Heat transfer process
T
T
 
Figure 5-2: Types of flow-path configuration through heat exchangers 
 
 
where, Th1 and Tc1 are the inlet temperatures of the hot fluid and the cold fluid; Th2 
and Tc2 are the outlet temperatures of the hot fluid and the cold fluid.  
 
The overall heat transfer coefficient of a heat exchanger, for example a heat exchange 
tube may be calculated as: 
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oo
iioi
i hA
A
kL
rrA
h
U
1
2
)/ln(1
1
++
=
pi
       (5.16) 
 
where, hi and ho are the convective heat transfer coefficients of inside and outside of 
the smaller tube, ri and ro are the inside and outside radius, Ai and Ao are the inside 
and outside areas, k is the thermal conductance of the material and L is the length of 
the heat tube.  
 
ri
ro
hi
Ai
Ao
ho
 
Figure 5-3: Cross-sectional view of a heat exchange tube 
 
If a heat exchanger other than the heat exchanger tube is used, the heat transfer is 
calculated by using a correction factor applied to the LMTD. The heat transfer 
equation then takes the form: 
mTFAUQ ∆=
•
             (5.17) 
Here, F is LMTD correction factor. When a phase change is involved, i.e. 
condensation or evaporation, the condensing or boiling fluid normally remains at 
essentially constant temperature and the relation is simplified to F =1.0, [73].  
 
When the inlet or outlet temperatures are to be evaluated for a given heat exchanger, 
the LMTD analysis frequently involves an iterative procedure. The analysis method 
based on the effectiveness of heat exchangers can be useful to solve such problems. 
The heat exchanger effectiveness is defined as: 
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Effectiveness, 
max
•
•
=
Q
Q
ε              (5.18) 
here, 
•
Q  is the actual heat transfer and max
•
Q  is the maximum possible heat transfer by 
the heat exchanger. 
 
The actual heat transfer can be computed by calculating either the energy lost by the 
hot fluid or the energy gained by the cold fluid. To determine the maximum possible 
heat transfer for the exchanger, we recognise that this maximum value could be 
attained if one of the fluids were to undergo a temperature change equal to the 
maximum temperature difference present in the exchanger, which is the difference in 
the entering temperatures for the hot and cold fluids. The fluid that might undergo this 
maximum temperature difference is the one with the minimum value of  pcm
•
 because 
the energy balance requires that the energy received by one fluid is equal to that given 
up by the other fluid. The maximum possible heat transfer is expressed as: 
 
)()( .,minmax incinhp TTcmQ −=
••
          (5.19) 
here, 
•
m  is the mass flow rate, pc  the specific heat at constant pressure, Th,in the inlet 
temperature of the hot fluid and Tc,in the inlet temperature of the cold fluid. 
 
A dimensionless property known as number of transfer units (NTU) is used to 
calculate the heat exchanger effectiveness (ε): 
 
min
)(
•
=
pmc
UA
NTU       (5.20) 
Empirical heat exchanger performance is normally given in the form of ε  vs. NTU 
chart. In case of heat exchangers with evaporation and condensation, ε can be 
expressed by the following simple equation: 
 
NTUe−−= 1ε       (2.21) 
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The heat exchanger effectiveness (ε) of a well-designed heat exchanger is usually 
close to its theoretical value i.e. 1 for a counterflow heat exchanger and 0.5 for 
parallel-flow heat exchangers when the heat capacities of the heat carrying media are 
the same. However, in practical operation high value of ε may not be always feasible 
as high ε is associated large heat transfer area which is directly linked to high capital 
cost and large space. A trade off between high value of ε and cost and space 
constrains is necessary. The heat exchanger effectiveness remains practically constant 
for a wide range of heat exchanger operation conditions. Figure 5-4 shows a one shell 
pass and 2, 4, 6 etc. tube passes. It is evident from the Figure that ε tends to flatten 
quickly for NTU number more than 2.  
 
 
 
Figure 5-4: Effectiveness for 1-2 parallel couterflow heat exchanger  
performance (from [73]) 
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5.3.2 The ORC vaporizer model of Mokai 1  
In this section the vaporizer (evaporator) models are presented. There are two types of 
vaporizer-separator assemblies used in the Mokai 1 geothermal power plant: one for 
saturated vapour cycle (BOT-ORC) and the other for superheated vapour cycle (BRN- 
ORC). The actual design is presented where available.  
 
The vaporizer design heat transfer calculation for the saturated ORC 
The BOT-ORCs used in the Mokai 1 geothermal power plant are run by the exhaust 
steam of the steam turbine. Figure 5-5 shows the vaporizer-separator assembly of the 
BOT-ORC. The vaporizer is a shell and tube type heat exchanger with steam in the 
tube side and pentane in the shell side. Figure 5-6 shows the simplified cross-sectional 
view of the vaporizer. This vaporizer is a single shell double pass shell-tube heat 
exchanger. The tubes are arranged in staggered condition. 
 
Vaporizer 
Separator
Steam
Steam 
Pentane
Pentane 
 
Figure 5-5: Schematic view of the vaporizer-separator assembly for the saturated  
vapour ORC. 
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Pass 1
Pass 2
Shell
Tube
Pentane flow
 
Figure 5-6: Simplified cross-sectional view of the vaporizer of the saturated  
vapour unit with pentane flow direction. 
 
 
There are 1376 tubes in the pass 1 and 1375 tubes in pass 2. Figure 5-7 explains the 
dimensions needed for heat transfer calculation.  
 
Sn
Sn
Sn
do
di
 
Figure 5-7: Explanations of tube orientations and dimensions needed for the tube 
bank. 
 
 
The pentane side heat transfer coefficient is calculated assuming flow across tube 
banks with a staggered arrangement. The Nusselt number is calculated from the 
empirical relation presented by Zukauskas [74]:  
4/136.0
max, )
Pr
Pr
(PrRe
w
n
d
o C
k
dh
Nu ==                               (5.22) 
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where oh  is the average convective heat transfer coefficient of the tube, d  is the 
diameter of the tube and k  is the thermal conductance. All properties except wPr are 
evaluated at bulk temperature. wPr  is calculated at wall temperature. The values of the 
constants are C = 0.022 and n = 0.84 for max,Re d >2 x 10
5. The Remax  is calculated 
based on maximum velocity as:  
)(max
dS
S
uu
n
n
−
= ∞                                              (5.23) 
and    
µ
ρ du
d
max
max,Re =                                           (5.24) 
where  ∞u  and maxu  represent free stream and maximum velocity, respectively. The 
tube side convective heat transfer coefficient for horizontal tubes with a stratified 
layer can be calculated form the following empirical relation [75]: 
4/1
3
)(
)(








−
∆−
Ω=
wsatil
vglll
i
TTd
hgk
h
η
ρρρ
                            (5.25) 
where, ih  is the tube side convective heat transfer coefficient, ρl the density of fluid at 
liquid state, ρg the density of fluid at vapour state, ηl the dynamic viscosity, Tsat the 
saturation temperature, Tw the wall temperature and ∆hv the change in enthalpy. Ω  is 
the correction factor based on void fraction and calculated as [75]: 
4/33
2
))(
1
(1728.0 −







 −
+=Ω
lx
x g
g
g
ρ
ρ
                          (5.26) 
here, gx is the vapour fraction of steam. Table 5.1 summarises the dimensions 
necessary for the heat transfer calculation of the BOT-ORC. The overall heat transfer 
coefficient (U) is calculated using Equation (5.16) and values from Table 5.1. The 
wall conductance (titanium alloy) is ksteel-titanium = 7.62 W/mK. The calculated value of 
U = 1.028 kW/m2K. Pentane inlet and outlet temperatures are 33.3ºC and 93.7ºC; 
steam inlet temperature is 104.9ºC and condensate outlet temperature is 90ºC.  
 
Table 5.2 shows the summary of heat transfer calculation for the saturated vapour 
ORC with steam mass flow rate 23.5 kg/s instead of designed 21.7 kg/s. The LMTD 
correction factor (F) is calculated using the chart of reference [73], the chart is 
attached in appendix 2. In the original design of the saturated vapour cycle, there is a 
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preheater to recover some heat from the condensate before it is reinjected. In the 
current state of operation, the preheater is not in operation due to increased enthalpy 
of the resource over time. The LMTD value is adjusted accordingly.  
 
The calculated value of heat transfer in the vaporizer is 46929 kW, which lies less 
than 1% variation from that of the combined vaporizer and preheater (47020 kW) of 
original design.  
 
Table 5.1: Dimensions necessary for heat transfer in the vaporizer for BOT-ORC 
(from design) 
Pass and tube 
number 
Internal 
diameter of the 
tube (di) 
[mm] 
External 
diameter of the 
tube (do) 
[mm] 
Centre to 
centre 
distance 
between the 
tubes (Sn) 
[mm] 
Length of the 
tube (L) 
[m] 
1; 1376 19.45 22.52 25.6 10.72 
2; 1375 19.45 22.52 25.6 10.72 
 
 
Table 5.2: Summary of heat transfer calculation for the vaporizer of the saturated 
vapour ORC 
Steam mass flow rate [kg/s]  23.5 R* [-] 0.24 
Pentane mass flow rate [kg/s]  103.45 F [-] 0.78 
max,Re d  8.03x10
5 hi  [kW/m
2K] 3.611 
ho [kW/m
2K] 2.218 U [kW/m2K] 1.028 
A [m2] 2086.42 ∆Tm [ºC] 28.05 
P* [-] 0.85 •
Q  [kW] 
46929 
*
)(
)(
11
12
ch
cc
TT
TT
P
−
−
= , 
)(
)(
12
21
cc
hh
TT
TT
R
−
−
=  (appendix 2) 
 
 
The separator in this cycle separates the pentane droplets from the pentane vapour. 
The separator has nozzles and perforated plates to impinge any pentane droplets 
before the vapour enters the turbines.  In the actual plant design, the separator is 
assumed have no pressure loss. At first the saturated pentane vapour from the 
vaporizer passes through nozzles then it passes through perforated plates then enters 
the turbines.   
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The vaporizer-separator design heat transfer calculation for the superheated 
ORC 
Figure 5-8 shows the schematic view of the vaporizer-separator assembly of the 
superheated vapour unit (BRN-ORC). The vaporizer-separator is also a shell-tube 
type heat exchanger with pentane in the shell side and geothermal brine in the tube 
side. Figure 5-9 shows the cross-sectional view of the vaporizer of the BRN-ORC. 
There are 4 passes involved in the tube side. The vaporizer is divided into preheat and 
boiling zones. Pentane liquid is heated to the saturated liquid state in the preheat zone 
while passing over tubes of pass 4. Then the pentane liquid is heated where phase 
change takes place from saturated liquid to saturated vapour while passing over tube 
banks of passes 1-3. Saturated vapour from the vaporizer is then passed through 
nozzles in the separator to get rid of pentane droplets. The pentane vapour is 
superheated while passing over tube banks of 2 passes of the entering geothermal 
brine. Unfortunately, required information like the number of tubes, the dimension 
and orientation are not available.  
 
The inlet and outlet temperatures for pentane: 85.2ºC and 193.5ºC; brine: 207.6ºC and 
152ºC, respectively. The pentane saturation temperature is 170.6ºC. Table 5.3 
summarises the information necessary for the heat transfer calculation of the 
vaporizer of the superheated vapour ORC. The vaporizer heat transfer is calculated 
for the preheat zone and the boiling zone. The intermediate temperature of brine is not 
available.  
 
The required values of the intermediate temperatures of the brine are estimated from 
design heat transfer and an assumed pinch point temperature. Figure 5-10 shows the 
heat transfer in the vaporizer schematically. T1 and T2 represents brine inlet and outlet 
temperatures. T4 represents the pinch point temperature of brine. As no information is 
available, the pinch point temperature difference is assumed to be at least 5ºC. 
Various authors in the literature [76-78] have used pinch point temperature difference 
around 2ºC-10ºC. So the assumption made here is reasonable. The value of T4 
(175.6ºC) can be estimated by adding the pinch point temperature difference with the 
saturated temperature of pentane. The brine outlet temperature from the separator (or 
vaporizer inlet temperature) T3 (195.1ºC) is calculated from the energy balance: 
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brinePbrine
epen
cm
Lm
TT
,
tan
43 •
•
+=                                              (5.27) 
where, epenm tan
•
 is the pentane mass flow rate,  brinem
•
 is the brine mass flow rate, L is 
the latent heat of vaporization of pentane and brinePc ,  is the specific heat of brine at 
constant pressure.  
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Figure 5-8: Schematic view of the vaporizer-separator assembly for the superheated  
vapour ORC 
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Figure 5-9: Vaporizer cross-section for the superheated vapour ORC with direction 
of  pentane flow 
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Table 5.4 summarises the calculation necessary for the preheat zone heat transfer. 
Table 5.5 summarises the calculation necessary for the boiling zone. The tube side 
(brine) heat transfer coefficient is calculated from the empirical relationship presented 
by Gnielinski [79]: 
4.08.0 Pr)100(Re0214.0 −==
k
dh
Nu i                   (5.28) 
where 0.5<Pr<1.5; and 104<Re<5 x 106. 
 
The shell side heat transfer coefficient is calculated using Equation (5.22).  
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Figure 5-10: Schematic of the heating process of the superheated vapour cycle 
 
 
Table 5.3: Dimensions used for heat transfer in the vaporizer for superheated vapour 
ORC (from design) 
Pass and tube 
number 
Internal 
diameter of the 
tube (di) 
[mm] 
External 
diameter of the 
tube (do) 
[mm] 
Centre to 
centre 
distance 
between the 
tubes (Sn) 
[mm] 
Length of the 
tube (L) 
[m] 
1; 356 19.45 21.53 23.63 11.58 
2; 349 19.45 21.53 23.63 11.58 
3; 349 19.45 21.53 23.63 11.58 
4; 356 19.45 22.42 25.4 11.58 
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Table 5.4: Summary of heat transfer calculation for the preheat zone of the  
vaporizer of the superheated vapour ORC 
Brine mass flow rate [kg/s]  119.44 F [-] 0.65 
Pentane mass flow rate [kg/s]  58.167 Re 90760 
max,Re d  1103900 hi  [kW/m
2K] 6.975 
ho [kW/m
2K] 15.022 U [kW/m2K] 1.77 
A [m2] 424.13 ∆Tm [ºC] 28.16 
P* [-] 0.9 Q&  [kW] 11725 
R* [-] 0.51   
 
 
 
Table 5.5: Summary of heat transfer calculation for the boiling zone of the  
vaporizer of the superheated vapour ORC 
Brine mass flow rate [kg/s]  119.44 R* [-] 0.51 
Pentane mass flow rate [kg/s]  58.167 F [-] 0.65 
max,Re d  51740 ho  [kW/m
2K] 15.09 
hi [kW/m
2K] 4.19 U [kW/m2K] 1.85 
A [m2] 825.55 ∆Tm [ºC] 10 
P* [-] 0.9 Q&  [kW] 9926 
*
)(
)(
11
12
ch
cc
TT
TT
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−
=  (appendix 3) 
 
 
The exact design and dimensions of the separator are not known. The heat transfer in 
the separator is estimated from an energy balance on the pentane side across the 
separator inlet and outlet (7126 kW). The separator ∆Tm is 18.82 ºC. Therefore, for 
separator UA = 582.52 kW/K, can be calculated from Equation (5.17) with F=0.65 
(appendix 3). To verify our calculation we can add up the total heat transfer in the 
vaporizer-separator assembly and compare it with the design. The total heat transfer 
found is 28777 kW compared to the design value of 28880 kW. The heat transfer 
calculation presented here lies within 1% of the actual design.  
 
5.3.3 Off-design heat transfer calculation of ORC vaporizer of Mokai 1 
Modelling of the off-design heat transfer and its effect on the whole cycle operation is 
carried out and compared to the results with the actual data from plant operational log. 
There is no pentane mass flow measurement inside the ORCs. In the plant operational 
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log, mass flow rates of brine/steam and their corresponding inlet and outlet 
temperatures are available. Therefore, any effort to model the ORCs should be based 
on heat transfer calculation from the brine/steam side. Due to the control mechanism 
present in the ORC cycles, it is possible to model the ORCs with reasonable accuracy.  
 
The vaporizer pentane level is controlled by a flow control valve, called vaporizer 
level control valve (VLCV), and the cycle pump (Figure 5-11) during the start up of 
the ORC unit or when a need to change the vaporizer liquid level arises. However, 
when ambient temperature changes, the vaporizer pressure-temperature equilibrium 
condition is also changed, consequently minor changes in vaporizer pentane level 
occurs, the vaporizer level control valve is not effective in such minor change in 
pentane level due to ambient temperature change. In typical operating conditions of 
the vaporizer with phase change, pressure and temperature are coupled.  Detailed 
information regarding the PID control loops is not available but general information is 
supplied by the thermal system engineer of MRP.  
 
The vaporizer is fitted with sensors, which signals the controller to adjust the VLCV 
and the cycle pump to achieve any new vaporizer pentane level set point. If the 
vaporizer pentane level is below a set point, this signals the VLCV and the cycle 
pump to increase the flow rate result in increase in vaporizer liquid pentane level. The 
VLCV comes to its initial position once desired vaporizer pentane level is achieved. If 
the vaporizer pentane level is more than a set point, this signals the VLCV and the 
cycle pump to decrease the flow rate which results in decrease in the vaporizer liquid 
pentane level.  
 
If there is a significant change in geothermal resource characteristics or ambient 
conditions, the operator can change the vaporizer pentane level to meet these extreme 
conditions. Moreover, the bypass control valve ensures safety against sudden change 
in operating conditions. If pressure inside the vaporizer increases more than set point 
provided by the operators, the bypass valves opens and allow pentane vapour to dump 
directly to the condenser. The bypass valve is specifically responsible for addressing 
the ambient temperature effect. There is also a flow control valve (not shown in the 
figure) is attached to control the pentane flow from vaporizer to the turbines. Usually 
this valve is open to the full.  
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Figure 5-12 shows the simplified cross-sectional view of the ORC vaporizers. The 
line AC represents the level of pentane in the vaporizer. The volume of vapour above 
this line can be calculated by multiplying area bounded by ABC with the length of the 
vaporizer. This area is equal to the area bounded by ABCO minus the area of the 
triangle ACO. 
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Figure 5-11: Schematic of an ORC showing the level control arrangement 
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Figure 5-12: Simplified cross sectional view of the vaporizers 
 
 
For a pentane level higher that or equal to the top of the tube channel, volume 
occupied by the pentane liquid is given by: 
  vapourtubeShelll VVVV −−= )(                     (5.29) 
where Vtube is the volume (external) of the tube side channel, ShellV  is the volume of 
the space inside the shell, lV  is the volume occupied by the pentane liquid and vapourV  
is the vapour occupied by pentane vapour.  
VACOshelltubeShelll LArVVV )
2
1
()( 2 −−−= θ                  (5.30) 
where shellr  is the inside radius of the shell, θ  is the angle as shown in Figure 5-12, 
ACOA  is the area bounded by triangle AOC and  VL  is the length of the vaporizer. 
Now, Equation (5.30) reduces to: 
 
−−−−= − ))/)((cos2(
2
1
()( 12 shellshelllshelltubeShelll rrhrVVV  
                     Vlshelllshelll Lhrhrh ))2()(
2−−             (5.31) 
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where, hl  is the height of the pentane liquid level from the bottom of the vaporizer, 
rshell is the internal radius of the shell and rtube is the outer radius of the tube. 
  
If the liquid pentane level is lower than the top of the tube channel, 
APLtubevapourtubeShelll VVVVV ,)( −−−=                     (5.32) 
where APLtubeV ,  is the volume of the tube above pentane liquid line.  
 
Equation (5.32) reduces to the following Equation: 
−−−−= − ))/)((cos2(
2
1
()( 12 shellshelllshelltubeShelll rrhrVVV  
Vlshelllshelll Lhrhrh ))2()(
2−− + 
−−− ))/)((cos2(
2
1
( 12 tubetubeltube rrhr Vltubeltubel Lhrhrh ))2()(
2−−  (5.33) 
The liquid level, hl is shown in Figure 5-12: 
brh shelll +=                      (5.34) 
The percentage of liquid level is calculated from the following equation: 
100
)(
)(
min,max,
min,
% ×−
−
=
ll
ll
hh
hh
l               (5.35) 
 
Equations (5.29) – (5.35) assume that there is no vapour below the liquid surface 
level. As below the liquid surface level boiling heat transfer is occurring, such 
assumption is an approximation only. A numerical simulation of the vaporizer 
pentane level of one of the BRN-ORC using the above assumption was carried out 
[80]. The simulated vaporizer pentane level remained largely within 5% of observed 
value so “there is no vapour below the liquid surface” is a reasonable assumption to 
serve our modelling purpose.  
 
 
In the ORC cycles, brine/steam inlet and out temperatures as well as mass flow rates 
are known. Therefore the brine/steam side heat transfer can be easily calculated from 
the following equation: 
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)( , LTcmQ gPgg +∆=
••
                     (5.36) 
Where gQ
•
 is the heat transfer from the geothermal fluid, gm
•
 is the geothermal fluid 
flow rate, gPc ,  is specific heat of geothermal fluid at constant pressure, T∆  is the 
temperature difference of sensible heat and L is the latent heat of condensation (if 
there is any). If the geothermal fluid is at liquid state only, L = 0. There are some 
practical issues to be addressed prior to applying Equation (5.36) directly to Mokai 1 
ORCs, especially for the BOT-ORCs where some of the steam is vented from the 
vaporizer along with the NCGs. The quantity of vented steam and NCGs is not 
known.  
 
Nakaoka and Uehara [81] have presented experimental results showing the 
relationship between the overall heat transfer coefficient and the heating fluid mass 
flow rate for shell and plate heat exchanger.  Bai et al. [53] have used this correlation 
for the overall heat transfer coefficient to model heat exchangers used in a binary 
cycle plant. The overall heat transfer coefficient as a function of geothermal fluid flow 
rate is calculated as: 
5.0)/( rr mmUU
••
=                             (5.37) 
here, rU  and rm
•
 are the reference (design) overall heat transfer coefficient and the 
reference (design) geothermal fluid mass flow rate. In case of ORC Mokai 1, these are 
design parameters. U  and 
•
m  are the actual (off design) overall heat transfer 
coefficient and the actual (off design) mass flow rate. 
 
Now, from Equation (5.17) we can calculate the heat transfer in the vaporizer: 
mrr TFAmmUQ ∆=
•••
5.0
23 )/(           (5.38) 
The above Equation can be written as  
cmrr TAmmUQ ,
5.0
23 )/( ∆=
•••
          (5.39) 
where cmT ,∆  = mTF∆ .  
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5.3.4 The ORC condenser model of Mokai 1  
Figure 5-13 presents a schematic of the air-cooled cross-flow condenser used in the 
Mokai 1 power plant. There are three banks of horizontal finned tubes that cooled by 
forced convection. Pentane vapour enters first into the inlet header (not shown in the 
figure). Then pentane vapour cools while passing through horizontal tubes and 
changes phase from gas to liquid. When pentane reaches the outlet header of the 
condenser, it is 100% liquid. The flow of pentane inside the tubes can be assumed as 
stratified [75] layer for Mokai 1 geothermal power plant. The following paragraphs 
present the models used for the condenser heat load calculations.  
 
Figure 5-13: Schematic of air-cooled condenser used in the  
Mokai 1 power plant 
 
 
The tube side convective heat transfer coefficient 
The tube side convective heat transfer coefficient for horizontal tubes with a stratified 
layer can be calculated form the Equation (5.25) and (5.26) with pentane as the 
working fluid.  
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The airside convective heat transfer coefficient 
The condenser tubes have circular fins attached to them to enhance the airside heat 
transfer rate. The weighted airside convective heat transfer coefficient for the finned 
tube is calculated as follows [75]: 
)( rffto AAAh += ηα                      (5.40) 
where, 
rA  is the surface of the tube that is not covered by fins,  fA  is the surface of the 
fin and 
tA is the total surface area, rft AAA += . The fin efficiency, fη  is calculated 
from following Equations [75]: 
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mlcfη                                      (5.41) 
byk
m
α
=                                                    (5.42) 
 
where, α is calculated from [75] using 
bc yhl += . 
 
The average Nusselt number for a finned tube in a bank with a staggered tube 
arrangement with the number of rows fewer than four can be calculated using 
following empirical Equation [75]: 
33.065.014.018.02.0 PrRe)()()(19.0 −=
d
h
d
s
b
a
Nu                       (5.43) 
where, d is the tube diameter at the fin base, dsa /1= , dsb /2= , 1s , 2s  are transverse 
and longitudinal bank pitch (Figure 5-14), and s is fin spacing. This equation is valid 
in the range 102< Re <2 X 104. 
k
d
Nu
α
=                                (5.44) 
And  
η
ρwd
=Re                    (5.45) 
where, w is the maximum velocity of the fluid which occurs at the minimum free 
cross section of the finned-tube bank (Figure 5-14). 
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The overall heat transfer from a finned-tube heat surface with fouling layer can be 
obtained from 1D thermal resistance method for series thermal resistance: 
fo
tnbw
w
tiii
t
fi R
AAk
b
AAA
A
R
U
++++=
0
1
)/()/(
1
)(
1
αα
              (5.46) 
Where,   Rfi = fouling resistance on the inside surface; Ai = inside surface area;  Anb =  
means the bare surface area;    bw  = tube wall thickness; Rfo= fouling resistance on the 
outside surface. wk  is the thermal conductivity of the wall material.  
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Figure 5-14: Definitions of quantities for flow in finned-tube banks. 
 
 
 
The heat rejection rate from the condenser is: 
mt TUAQ ∆=
•
41               (5.47) 
The logarithmic mean temperature difference (LMTD) needed in the above equation 
is calculated as: 
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=∆                            (5.48) 
Where, To and Ti are outlet and inlet temperatures of cooling air, respectively. Tw is 
the wall temperature which is not known and it should be calculated iteratively. The 
fluid properties are evaluated at the average temperature of inlet and outlet. 
 
In Equation (5.48), the outlet temperature of air, To is not known and is calculated 
from following Equation derived from energy balance.  
 
)(, iw
cm
UA
wo TTeTT
airPair −−=
−
&
                           (5.49) 
The value of wT  is obtained iteratively. At first wT  is assigned a value very close to 
satT  then the condenser heat load is calculated, this process is repeated until the 
condenser heat load converges to a tolerance of  |e|<0.1 (difference between 
subsequent values of condenser heat load in iterations) and consequently wT  is 
determined. If   |e| is assigned a bigger value less number of iteration will be required 
and the accuracy will decrease, whereas if |e| assigned a smaller value then more 
number of iteration will be required but the accuracy will increase.  
 
Table 5.6 summarises parameter values of ORC condenser of Mokai 1 geothermal 
power plant.  
 
Table 5.6: Condenser parameter values (from design) 
Symbol Value Symbol Value 
1s  
57.00   [mm] d  25.41 [mm] 
2s  
99.75 [mm] 
id  
23.41 [mm] 
3s  
63.73 [mm] D  57.00 [mm] 
s  2.54 [mm] h  15.80 [mm] 
b  4.09 [-] a  2.24 [-] 
fA  
28.44 [m2] 
iA  
1.35 [m2] 
tA  
29.61 [m2] 
rA  
1.17 [m2] 
nbA  
1.46 [m2] 
by  1.0 [mm] 
wb  
1 [mm]   
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Condenser air velocity  
Figure 5-15 shows the velocity profile of the condenser inlet air measured over the 
span of the fan. The volumetric flow can be calculated by  
∫=
• b
a
drrAV )(                                 (5.50) 
where A(r) is the area of flow velocity of the fan as a function of radius, a and b 
represent limits of integral. A(r) is calculated as A(r)= 2pirf(r). Here f(r) represents the 
flow velocity as a function of the fan radius.  
 
The integral is evaluated using piecewise method. The velocity profile is divided into 
three sections. The data and equations are supplied by MRP based on measurements.  
 
 
For section 1: 
r =0 to 1.09, f(r) = 1.92 m/s 
For section 2: 
r =1.09 to 1.33, f(r) = 2.26 m/s 
For section 3: 
r =1.33 to 2.46, 543.5168.6116725702.0)( 23 −+−= rrrrf  m/s 
 
Solving Equation (5.50) the flow rate 108.4 m3/s is obtained. We can now find the 
flow velocity (average) over the tubes by dividing the volumetric flow rate with the 
cross-sectional area (30.31m2) at the entry of tube bundle (rectangular area). The 
calculated value of air flow velocity is 3.58 m/s and it will be used for subsequent 
simulations of the air cooled condenser.   
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Figure 5-15: Air inlet velocity profile of the condenser 
 
 
5.4 The turbine models for the mokai 1 geothermal power plant 
In this section, the modelling approach to different kinds of turbines used in the 
Mokai 1 geothermal power plant is discussed. There are two types of turbine used in 
the plant, namely: steam turbine and pentane turbine. There is only one steam turbine 
and a total 12 pentane turbines used in the plant. Two pentane turbines are coupled to 
a generator for each of the binary cycles (two brine OECs and four for bottoming 
OECs).   
 
The steam turbine model 
The steam turbine is modelled using Equation (5.8) – (5.11). The turbine isentropic 
efficiency is assumed constant (however, provision is in Simulink® model to change 
the isentropic efficiency) and same as the original design (85.77%) subjected to the 
following assumptions to represent the design conditions: 
 
• The steam is saturated when it enters the turbine. In the actual operations of 
the plant, the inlet property of the steam entering the steam turbine is 
controlled accurately to the design level (saturated at 205.5°C). 
• The effect of Non-Condensable Gases (NCG) is negligible and can be treated 
as water vapour as the percentage of NCG is very low; less than 2%. 
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• The mass flow is conserved in the turbine. 
• The ambient temperature is fixed at 12°C same as the design. 
• The heat loss to the surrounding is negligible 
 
The exact composition of NCGs is not available. However, MRP suggest that CO2 is 
the main constituent of the NCGs. Therefore, an analysis was performed assuming 
NCGs to be made from 100% CO2. In the literature such assumption has been made 
before [82, 83].  Here the effect of NCGs on the total enthalpy of steam at the entry of 
steam turbine is considered as the indicator of whether one should neglect the effect 
of NCGs. Figure 5-16 shows the total enthalpy at turbine inlet as a function of CO2 
content. Figure 5-17 shows the percentage error introduced by neglecting the effect of 
NCGs on the total enthalpy at the turbine inlet, at about 2% CO2 content, the error is 
about 1.5%. This calculation is specific to REFPROP property database [70] where 
reference temperature and pressure are assumed to be 25˚C and 1 bar, respectively. 
For calculation of total enthalpy, the steam enthalpy 2795.1 kJ/kg (saturated at 
205.5ºC) and CO2 enthalpy 667.87 kJ/kg (205.5ºC and 17.6 bar) is used. Gokcen and 
Yildirim [82] have analysed the effect of NCGs on the steam turbine power output 
and their study supports that NCGs at a level 1-2% can be ignored.  
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Figure 5-16: The effect of NCGs (assuming 100% CO2) content on the  
enthalpy at the inlet of the steam turbine 
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Figure 5-17: The percentage error introduced in the enthalpy at the steam turbine 
inlet assuming NCGs (assuming 100% CO2) effect negligible 
 
 
The pentane turbine model 
There are two types of arrangements of pentane turbines in the Mokai 1 geothermal 
power plant. One type is for the BOT-ORC and the other is for the BRN-ORC. In the 
BOT-ORCs, two pentane turbines are fed from two separate vaporizer-separator 
arrangements and these two turbines are coupled to a single generator. In BRN-ORCs, 
pentane vapour first passes through the high pressure turbine then the low pressure 
turbine. Similarly to the BOT-ORCs, turbines in BRN-ORCs are also coupled to a 
single generator. BOT-ORCs operate at low pressure and temperature, whereas BRN-
ORCs operate at high pressure and temperature. The pentane turbine model for steady 
state operation is very similar to the steam turbine model. It is subject to the following 
assumptions to represent the design conditions: 
• Two coupled turbines are modelled as a single machine running a generator. 
• The combined isentropic efficiency of the turbines is fixed and specified. 
However, option has been kept in the Simulink® model to change the 
isentropic efficiency. For short term performance analysis (Chapter 8), effect 
of change of isentropic efficiency has been taken into account. 
• The mass flow is conserved in the turbine. 
• The ambient temperature is fixed at 12°C same as the design. 
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• The heat loss to the surrounding is negligible 
 
5.5 The Pump Model for the Mokai 1 Geothermal Power Plant 
Very simple model is used for the pumps of Mokai 1 geothermal power plant 
(Equation (5.1) –(5.3)). The ratio of work input to the cycle pumps to the power 
output in the turbines used for the Mokai 1 geothermal power plant are in the order of 
4% to 7%. Figure 5-18 shows pump characteristics curve of one of the pumps where 
the change in work input to the pumps changes very little under different working 
conditions. Thus the pumps can be assumed to have constant work input throughout 
the operating range of the plant.  
 
 
Figure 5-18: Pump performance curve of one of the cycle pumps of BRN-ORC 
  
5.6 Simplified vaporizer heat transfer model for the short term performance  
The LMTD values of the ORC vaporizers of the Mokai 1 geothermal power plant do 
not change much in the short term. The main reason is that most of the operating 
temperatures across the vaporizers are controlled. If LMTD remains unchanged the 
number of iteration required to come to a solution get reduced. From energy balance, 
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gQ
•
 and 23
•
Q  must be equal (i.e., cmrrgPg TAmmULTcm ,
5.0
, )/()( ∆=+∆
•••
) which 
means total heat transfer is related to both LMTD and geothermal fluid flow rate. 
However, if change in geothermal fluid flow remains minimal, the effect of change in 
geothermal fluid flow rate can be ignored; the proof is presented in appendix 4. In 
short term operation of Mokai 1 plant, the geothermal fluid flow rates do not change 
much. Figure 5-19 presents measured geothermal brine and steam mass flow rates for 
short term operations (two days) taken from Mokai 1 plant operational log. The steam 
mass flow rate remained within 2% with average change less than 1% and the brine 
mass flow rate remained within 10% with average change less than 3% of the initial 
value.  
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Figure 5-19: Hourly (10/01/2007-11/01/2007) total steam (BOT-ORC X 4) and brine 
(BRN-ORC X 2) mass flow rates  
 
In cases where the LMTD does not change (and consequently nor does the correction 
factor F) and as the heat transfer area is fixed Equation (5.39) can be written as: 
5.0
,2323 )/( rr mmQQ
••••
=          (5.51) 
here, rQ ,23
•
 is the reference heat transfer of the ORC vaporizer of Mokai 1. For      
OEC 11, rQ ,23
•
 is equal to the design value. For OEC 1, rQ ,23
•
 can be use as the design 
value if the brine outlet flow is 140ºC (Figure 5-26) as the error introduced will be 
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negligible compared to the design brine outlet temperature of 152ºC. If the unit is 
adjusted to run at 120ºC brine outlet temperature then the gQ
•
should be updated using 
Equation (5.36) and hence rQ ,23
•
 is updated.  The simplification of vaporizer heat 
transfer (Equation (5.51)) applies only to chapter 8 and 9.  
 
 
5.7 Sensitivity analysis for simplified heat transfer equation on pentane side 
 
The bottoming organic Rankine cycle 
For the BOT-ORC, steam inlet and outlet (condensate) temperature and the vaporizer 
pentane outlet temperature are controlled in the plant. Figure 5-20 and Figure 5-21 
show steam inlet temperature and condensate outlet temperature of a BOT-ORC 
(OEC 11) vaporizer. Figure 5-22 shows the vaporizer pentane outlet temperature of 
OEC 11.  In these three figures the parameters remain nearly unchanged. The steam 
inlet temperature to OEC 11 increased about 0.5ºC over a period of one year. This is 
due to the fact the resource enthalpy of the Mokai 1 field is increasing. For Figure 5-
21 and 5-22 values below 80ºC and 90ºC, respectively should be disregarded as they 
represent either sensor error or the unit is not in operation.  
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Figure 5-20: Steam inlet temperature to the vaporizer of OEC 11  
for the year 2007 
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Figure 5-21:  Condensate outlet temperature from vaporizer of OEC 11  
for the year 2007 
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Figure 5-22: Vaporizer pentane outlet temperature of OEC 11  
for the year 2007 
 
 
Among the four temperatures required to calculate the LMTD and correction factor 
(F) for the OEC 11, three are nearly unchanged. The original OEC 11 design had a 
preheater which would act as a capacitor to stabilise the vaporizer inlet pentane 
temperature. However, it will be shown that the pentane inlet temperature to the 
vaporizer has less significant effect on the total heat transfer in the vaporizer. The 
vaporizer pentane inlet temperature is directly related to the condenser outlet 
temperature. Unfortunately, the condenser outlet temperature of OEC 11 is not 
available. However, all the OECs have identical air cooled-condensers. Both the 
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BRN-ORC unit and the BOT-ORC units have similar level of design working 
conditions for the condenser. Therefore, the condenser outlet temperatures of OEC 1 
(a BRN-ORC) can be used for the analysis of OEC 11.  
 
Figure 5-23 shows the condenser outlet temperatures of OEC 1. The temperatures are 
most likely to be within 5ºC-35ºC. We can change the vaporizer inlet pentane 
temperature (5ºC-40ºC) of OEC 11 model and analyse the effect. Let us divide the 
vaporizer into two zones: preheat and boiling. The calculated heat transfer in the 
preheat zone is 8754 kW (calculated form pentane side energy balance) and total heat 
transfer is 46929 kW i.e., about 18.65 % heat is used in the preheat zone at design 
condition without preheater.  Figure 5-24 shows the effect of vaporizer inlet 
temperature on LMTD value of preheat zone (not the whole vaporizer) of OEC 11. A 
change in the vaporizer inlet temperature of 35ºC (from 5ºC to 40ºC) results in about 
20ºC change in the LMTD i.e., about a half.  
 
The LMTD value of the boiling zone will remain unchanged. The heat transfer is 
calculated based on the bulk (average) temperature which does not change largely for 
the preheat zone as a result of pentane inlet temperature change. So we can assume 
the overall heat transfer coefficient for the preheat zone to be constant. This means 
that the heat transfer in the preheat zone is directly proportional to the LMTD in that 
zone. However, as the heat transfer in the preheat zone is much less than the total heat 
transfer in the vaporizer of OEC 11, if we assume the LMTD to be constant the error 
introduced to the global  heat transfer will be minimal. Table 5.7 shows the error 
introduced by assuming unchanged LMTD for OEC 11.  
 
In Table 5.7 column 3 is obtained by multiplying the UAF value for the preheat zone 
with corresponding LMTD. The UAF for the preheat zone is obtained from designed 
preheat zone heat transfer (8754 kW) divided by designed LMTD. Column no. 4 is 
obtained by adding column 3 with design boiling zone heat transfer (38175 kW) with 
the assumption boiling zone heat transfer does not change as LMTD of boiling zone 
will be relatively unchanged. The error introduced assuming constant LMTD (and 
hence constant heat transfer as mass flow is assumed constant) is presented in column 
5. For relatively large change in pentane inlet temperature in the vaporizer has less 
significant impact on the global heat transfer.  
 96 
0
5
10
15
20
25
30
35
40
45
50
1 1001 2001 3001 4001 5001 6001 7001 8001
C
o
n
d
e
n
s
e
r 
o
u
tl
e
t 
te
m
p
 [
C
]
Time [day]
42                  84                126                169               211               254             294              334
 
Figure 5-23: Condenser outlet temperature of OEC 1 for the year 2007. 
 
 
20
22
24
26
28
30
32
34
36
38
0 5 10 15 20 25 30 35 40 45
Vaporizer inlet temp of OEC 11 [C]
P
re
-h
e
a
t 
z
o
n
e
 L
M
T
D
 [
C
]
Design point
 
Figure 5-24: The effect of vaporizer inlet temperature change on the 
preheat zone LMTD 
 
Table 5.7: Effect of vaporizer pentane inlet temperature 
on the global heat transfer of OEC 11 
Vaporizer 
pentane  
inlet 
temperature 
[ºC] 
LMTD 
[ºC] 
Preheat 
zone 
transfer 
[kW] 
Global heat 
transfer 
[kW] 
Error 
introduced 
in global 
heat 
transfer 
[%] 
5 36.41 11359.74 49533.74 5.55 
15 33.55 10466.87 48640.87 3.65 
25 30.59 9544.56 47718.56 1.68 
40 25.93 8090.55 46264.55 -1.42 
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The brine organic Rankine cycle 
The brine inlet temperature of the superheat vapour unit is unchanged at about 
207.6ºC (wet steam). Figures 5-25 and 5-26 represent the vaporizer pentane outlet 
temperature and brine outlet temperature. For Figure 5-25 all values below 180ºC 
should be disregarded and for Figure 5-26 all values below 120ºC as they represent 
either sensor error or periods when the plant is not in operation. In Figure 5-25 the 
vaporizer pentane outlet temperature remains nearly unchanged. Figure 5-26 shows 
that the brine outlet temperature either remains at 140ºC or 120ºC. The design brine 
outlet temperature is 152ºC. If the plant operates at 140ºC of brine outlet temperature, 
then the change in LMTD is small and can be ignored.  
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Figure 5-25: Vaporizer pentane outlet temperature of OEC 1  
for the year 2007 
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Figure 5-26: Brine outlet temperature from vaporizer of OEC 1 
for the year 2007 
 
 
There is a recuperator attached in the superheated vapour cycle to recover some of the 
heat from the turbine outlet pentane. The vaporizer inlet temperature (pentane) of 
OEC 1 remains nearly unchanged due to capacitance effect by the recuperator.  The 
design heat transfer of the recuperator is 7000kW. There is no information available 
on the design turbine outlet temperature. However, using the information of the heat 
transfer in the recuperator and the condenser design operating parameters the turbine 
outlet temperature can be estimated. The estimated value of turbine outlet temperature 
is 119ºC. The physical properties are calculated based on the bulk temperature and for 
typical operation of the recuperator, physical properties change less significantly with 
the change in recuperator inlet temperature (from condenser). The mass flow rate 
inside the ORC cycle remains relatively unchanged over long period.  
 
The value of UA for the recuperator can be calculated using the LMTD (28.88ºC) 
from the recuperator heat transfer. Assuming a constant UA, the vaporizer inlet 
temperature can easily be calculated. Table 5.8 summarizes the condenser outlet 
temperatures and the corresponding recuperator outlet temperatures. The design 
vaporizer inlet temperature is 85.2ºC. The vaporizer inlet temperature remains nearly 
unchanged for a wide range of condenser outlet temperatures. It is noteworthy here 
that the ambient temperature of the plant site remains within -5ºC to 30ºC for the year 
2007 [72].  
 99 
 
Table 2.8: Effect of condenser outlet temperature on vaporizer inlet  
temperature of OEC 1 
Recuperator inlet 
temperature 
[ºC] 
LMTD of 
recuperator  
[ºC] 
Vaporizer inlet 
temperature 
[ºC] 
Error 
introduced 
in global 
heat 
transfer 
[%] 
5 44.64 80 -5.87 
15 40.28 82.69 -2.72 
25 35.62 84.86 -0.16 
40 27.74 86.61 1.90 
 
 
From the above discussion it is evident that both for the BOT-ORC and the BRN-
ORC unit LMTD remains nearly unchanged for typical operation of the ORC units.  
 
5.8 Summary  
This chapter has presented component models for a geothermal power plant. At first 
simple model of a Rankine cycle is presented. Then the basics of heat exchangers are 
discussed. Adaptation of the simple model to a real power plant component i.e. Mokai 
1 geothermal power plant is also discussed in this chapter. LMTD value is assumed 
constant for the heat transfer model of vaporizer for short term performance analysis 
(chapter 8 & 9) and justification of such assumptions is provided. 
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Chapter 6  
 
 
System Model for Analysing Environmental Effect on 
Long Term Plant Performance 
 
 
 
6.1 Introduction 
Power plants have a large number of parts involving an enormous number of flow 
recirculations and splitting, and connections of several subsystems. The overall plant 
behaviour, both static and dynamic, cannot be simply inferred from that of its 
components, rather it is essentially determined by their interaction [84]. The main idea 
of this chapter is to train the component models developed in the previous chapter and 
connect them to create the system model of the Mokai 1 geothermal power plant 
which will be used for long term performance analysis presented in chapter 7.  
 
On one hand the Mokai 1 geothermal power plant is already over a decade old, so 
many design changes are visible. On the other hand, in the absence of a suitable 
simulator, it is very difficult for the plant operators to predict its performance in 
advance. Modelling and simulation of this plant are not trivial jobs and specifically, in 
the absence of appropriate design details and performance data, one must rely on 
justified assumptions and engineering judgements. By the end of this chapter a 
simulator of Mokai 1 geothermal power plant for steady state operation will be 
created for long term performance modelling discussed in the next chapter.    
 
6.2 The modelling approach 
The programming is done based on modular concept to keep the component’s 
governing equations organized. The central idea of modelling is to simultaneously 
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solve all governing equations. In a large process system model like the geothermal 
power plant, it is very difficult to keep track of all the variables necessary, modular 
concept minimizes the problem of keeping record of all the variables. 
 
Modular systems use input and output ports through which all interaction with the 
environment occurs. They can be coupled together by connecting output ports to input 
ports and can have a hierarchical structure in which component systems are coupled 
together to form larger ones. Modules can be developed and tested as a stand-alone 
unit. They can also be reused in any application context in which its behaviour is 
appropriate and coupling to other components makes sense. Although coupling 
establishes output-input pathways, the systems modeller is completely free to specify 
how data flows along such channels. Information flow is one of many interactions that 
may be represented [85].  
 
A wide rage of commercial software is available [86-90] that can be used for 
modelling a conventional power plant. However, it is not easy to find single software 
which is readily applicable for modelling geothermal power plants as geothermal 
power plants differ significantly from the conventional power plants (discussed in the 
chapter 1). The modelling presented in this chapter used the Matlab/Simulink® [88] 
software package interfaced with physical properties data base of common fluids, 
Refprop® [70]. Simulink® is based on modular system approach and provides 
flexibility, which is important for modelling of unconventional power plant such as 
the geothermal power plants.  
 
6.3 Steady state model of the Mokai 1 geothermal power plant 
In this section, a steady state model of the Mokai 1 geothermal power plant is 
presented based on the modular concept described in the previous section. The model 
is very simple and composed of generic elements including a steam turbine, pentane 
turbines, heat exchangers, pumps and the condensers. The system model is obtained 
by connecting component models presented in chapter 5 and solving simultaneously. 
Some engineering drawings for heat and mass balance of Mokai 1 geothermal power 
plant are supplied by MRP (Figure 4-3 to Figure 4-5). Many of the required values of 
cycle state points are not available in the Figures. Therefore, in this Chapter many of 
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the variable (such as the heat transfer) of Figures 4-3 to Figure 4-5 are fed as 
parameters to the model. For unknown values educated guess is made and then a 
simulation is run. From the simulation output a decision is made whether to increase 
or decrease the guessed values. This process is repeated unless all of the known state 
points converge to the known values. The guessed value(s) of a variable(s) at which 
the state points converge is taken as the design point of that variable. Variables like 
heat transfer are supplied as parameters in this chapter.  
 
Once all unknown parameters and operating points are estimated, the heat transfer is 
changed from parameter to a variable and calculated using modelling approach 
discussed in chapter 5. Consequently, a simulator of Mokai 1 geothermal power plant 
for steady state operation is created. In this simulator only two input data required: 
geothermal fluid flow rate and steam content. As the well head condition i.e., pressure 
and temperature are controlled, the simulator can simulate performance using only the 
geothermal fluid flow rate and steam content as input data for steady state operation 
of Mokai 1 geothermal power plant. The steady state simulator will be used for 
adaptive approaches for long term performance improvement discussed in Chapter 7.  
 
Turbine model 
There are two basic types of turbines used in the Mokai 1 geothermal power plant 
based on working fluid: steam turbine and pentane turbine. A generic turbine model 
based on chapter 5 is developed then the model is customised for two different types 
of turbines. Figure 6-1 presents the computer program flowchart of the turbine model.  
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PRINT
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Figure 6-1: The computer program flowchart of the turbine model 
 
 
Heat exchanger model 
A generic heat exchanger model is developed then it was customized using the 
vaporizer and the condenser models. The main difference is in the heat transfer rate. 
The heat transfer rate is calculated separately using models presented in chapter 5 for 
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both the vaporizer and the condenser. It is then fed to the heat exchanger model as a 
parameter. If the heat transfer rate is 
•
Q   [kW] then from energy balance we can write: 
)( ,, SNiSNoSN hhmQ −=
•
&              (6.1)  
)( ,, SRiSRoSR hhmQ −=−
•
&                           (6.2) 
Here, SNoh ,  and SNih ,  are the enthalpies at the outlet and inlet of the heat exchanger 
cold side, respectively. SRoh ,  and SRih ,  are the enthalpies at the outlet and inlet of the 
hot fluid, respectively. Heat given to a system is considered positive and heat given by 
a system is considered negative. As both the vaporizer and the condenser involved in 
phase change the value of heat transfer rate is virtually equal to the possible maximum 
value [73]. Figure 6-2 presents the computer program flowchart of the heat exchanger 
model. 
 
The complete model 
Once the modules are created and tested separately, they are integrated to model the 
whole plant. Figure 6-3 presents the flowchart for the whole plant. The NIST database 
Refprop® [70], interfaced with Matlab/Simulink® [88] was used for developing the 
computer model. The computer code of all the components is available in appendix 5.  
 
6.4 Calibrating the model with existing design data from the manufacturer  
Figure 6-4 shows the steady state model of Mokai 1 in Matlab/Simlink®. It can be 
seen from the figure that the Simulink® blocks are a very similar representation of the 
actual heat and mass balance diagram (Figure 4-3) of the Mokai 1 power plant which 
makes it easy for engineers and operators (who might use the model) to understand 
and operate. OEC 1 was taken to be representative of two (1 and 2) identical brine 
units (BRN-ORC). OEC 11 was taken to be representative of four identical (11, 12, 
21 and 22) steam units (BOT-ORC). 
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Figure 6-2: The computer program flowchart of the turbine model 
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Figure 6-3: The computer program flowchart of the heat exchanger model 
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Figure 6-5 presents the Simulink® graphical presentation of OEC 1 and Figure 6-6 
presents the Simulink® graphical presentation of OEC 11. The resemblance to the 
actual process flow diagram is clear. The only difference can be seen is the block used 
for initialization.    
 
Figure 6-7 presents state points of the steam turbines schematically. Table 6.1 
presents simulation of the steam turbine model. Figure 6-8 shows the schematic 
diagram of the BOT-ORC. Table 6.2 presents results of training OEC 11, representing 
the bottoming ORC. In the heat and mass balance diagram of OEC 11 (Figure 4-4), 
the pump outlet pressure, the preheater outlet pressure and, the turbine outlet pressure 
and temperatures are not available. These values are determined iteratively to satisfy 
heat and mass balance in the cycle. Table 6.3 presents simulation of the steam inlet 
and outlet conditions of the bottoming cycle. 
 
Figure 6-9 shows the schematic diagram of the BRN-ORC. Table 3.4 presents results 
of training of OEC 1, representing the brine ORC. In the heat and mass balance 
diagram of OEC 1 (Figure 4-5), the pump outlet pressure, the recuperator outlet 
pressure and, the turbine outlet pressure and temperatures are not available. These 
values are determined iteratively to satisfy heat and mass balance in the cycle. Table 
6.5 presents the simulation of brine inlet and outlet conditions of the brine cycle.  
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Control volume
2
1
 
Figure 6-8: Control volume showing steam turbine states 
 
 
Steam turbine parameters (Derived from Figure 4-3, supplied by MRP): 
Outlet pressure: 1.34 bar 
Isentropic efficiency: 0.8577 (Estimated from Figure 4-3) 
Thermal efficiency: 0.964 (Estimated from Figure 4-3) 
 
 
Table 6.1: Calibrating of steam turbine model  
State Properties initial values design guess estimated value  
1 pressure  
temperature  
mass flow  
17.6 bar 
205.5° C 
85.69 kg/s 
    √ 
    √ 
    √ 
 17.6 bar 
205.5° C 
85.69 kg/s 
2 pressure  
temperature  
quality 
power output 1-2 
1.34 bar 
108° C 
88.07 % 
31.12 MW 
    √ 
    √ 
    √ 
    √ 
 1.34 bar 
104.3° C 
88.07 % 
31.12 MW 
 
 
 
Parameters of OEC 11 (Derived from Figure 4-4, supplied by MRP): 
 
Pump parameter: 
kWW 18012 = , barp 3.222 =  
Preheater parameter: 
MWQQ
a
645.32278 == −
••
 
Vaporizer parameter: 
MWQQ
a
38.433256 == −
••
 
Turbine parameters: 
Outlet pressure: 1.07 bar 
Isentropic efficiency: 0.80 (Estimated from Figure 4-4) 
Thermal efficiency: 0.94 (Estimated from Figure 4-4) 
Condenser parameters: 
MWQ 4.4241 =
•
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Table 6.2: Calibrating the bottoming ORC (OEC11) model  
State Properties initial values design guess estimated value 
1 pressure  
temperature  
mass flow 
1.07 bar 
37.07° C 
103.50 kg/s 
    √ 
    √ 
    √ 
 1.07 bar 
36.05° C 
103.50 kg/s 
2 pressure  
temperature  
mass flow  
5.18 bar 
34 °C 
103.50 kg/s 
     
    √ 
    √ 
    √ 
     
5.18 bar 
36.75 °C 
103.50 kg/s 
2a pressure  
temperature  
mass flow 
5.18 bar 
48.2°C 
103.50 kg/s 
 
    √ 
    √ 
    √ 5.18 bar 
51.39°C 
103.50 kg/s 
3 pressure  
temperature  
mass flow 
5.18 bar 
93.70 °C 
103.50 kg/s 
    √ 
    √ 
    √ 
     5.18 bar 
93.14 °C 
103.50 kg/s 
4 pressure  
temperature  
mass flow 
power (3-4) 
1.07 bar 
64.87° C 
103.50 kg/s 
4.59 MW 
 
 
    √ 
    √  
    √ 
    √ 
     
   
1.07 bar 
64.87° C 
103.50 kg/s 
4.59 MW 
 
 
Table 6.3: Simulated steam inlet/outlet conditions 
State Properties initial values design guess estimated value 
5 pressure  
temperature  
mass flow  
1.21 bar 
104.90° C 
21.70 kg/s 
    √ 
    √ 
    √ 
 1.21 bar 
104.90° C 
21.70 kg/s 
6 pressure  
temperature  
mass flow  
1.09 bar 
90° C 
21.24 kg/s  
    √ 
    √ 
    √ 
 1.21 bar 
96.67° C 
21. 24 kg/s 
7 pressure  
temperature  
mass flow  
19 bar 
90° C 
21.24 kg/s 
 
    √ 
    √ 
     √ 
 
19 bar 
85.76° C 
21.24 kg/s 
8 pressure  
temperature  
mass flow  
19 bar 
48.9° C 
21.24 kg/s 
    √ 
    √ 
    √ 
 19 bar 
48.9° C 
21.24 kg/s 
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Parameter of OEC 1 (Derived from Figure 4-5, supplied by MRP): 
Pump parameter: 
kWW 38012 = , barp 3.222 =  
Vaporizer parameter: 
MWQQ
a
88.283256 == −
••
 
Turbine parameters: 
Outlet pressure: 1.22 bar 
Isentropic efficiency: 0.80 (Estimated from Figure 4-5) 
Thermal efficiency: 0.935 (Estimated from Figure 4-5) 
Condenser parameters: 
MWQ
a
58.2314 =−
•
 
Recuperator parameters: 
MWQQ
aa
72244 == −
•
−
•
 
 
 
Table 6.4: Calibrating the brine ORC (OEC 11) model  
State Properties initial values design guess estimated value 
1 pressure  
temperature  
mass flow 
1.15 bar 
35.40° C 
58.17 kg/s 
    √ 
    √ 
    √ 
 1.2 bar 
32.32° C 
58.17 kg/s 
2 pressure  
temperature  
mass flow 
22.6 bar 
38° C 
58.17 kg/s 
 
    √ 
    √     
    √ 22.6 bar 
38.25° C 
58.17 kg/s 
2a pressure  
temperature  
mass flow  
22.6 bar 
85.2° C 
58.17 kg/s 
     
    √ 
    √     
    √ 22.6 bar 
83.5° C 
58.17 kg/s 
3 pressure  
temperature  
mass flow 
22.3 bar 
190.5 °C 
58.17 kg/s 
    √ 
    √ 
    √ 
 
 
22.6 bar 
189.3 °C 
58.17 kg/s  
4 pressure  
temperature  
mass flow 
power (3-4) 
1.22 bar 
119° C 
58.17 kg/s 
5.4 MW 
     
 
    √ 
    √ 
    √ 
    √ 
1.22 bar 
119° C 
58.17 kg/s 
5.4 MW 
4a pressure  
temperature  
mass flow 
 
1.17 bar 
62.30 °C 
58.17 kg/s 
 
    √ 
    √ 
    √ 
 1.22 bar 
58.16°C 
58.17 kg/s 
 
 
 
Table 6.5: Brine inlet/outlet conditions 
State Properties initial values design guess solution 
5 pressure  
temperature  
mass flow  
18.6 bar 
207.6° C 
119.4 kg/s 
    √ 
    √ 
    √ 
 18.6 bar 
207.6° C 
119.4 kg/s 
6 pressure  
temperature  
mass flow  
16 bar 
152° C 
119.4 kg/s  
    √ 
    √ 
    √ 
 16.74 bar 
150° C 
119.4 kg/s 
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6.5 Summary  
This chapter has put together and ccalibrated models developed in Chapter 5 to 
existing design data from the manufacturer. This required an iterative method as the 
number of unknown parameters well exceeded the number of governing equations and 
numerous simplifying assumptions are made. The variables like heat transfer in 
various components are fed to the model as parameters to estimate the unknown state 
points in design supplied by MRP. Trial and error to estimate unknown variables is 
continued until all known values of the various state points converged. A simulator of 
Mokai 1 geothermal power plant for steady state operation is consequently created. In 
this simulator only two input data required: geothermal fluid flow rate and steam 
content. As the well head conditions (pressure and temperature) are controlled, the 
simulator can simulate performance using only the geothermal fluid flow rate and the 
steam content as input data.  
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Chapter 7  
 
 
Adaptive Approaches for Long Term Performance 
Improvements 
 
 
 
 
 
7.1 Introduction 
In this chapter adaptive approach to long term performance improvements is 
presented. Then long term performance improvements using the adaptive approach 
are discussed. The steady state simulator developed in the previous chapter was used 
for this study. This simulator requires only two input data: geothermal fluid flow rate 
and steam content. The Mokai 1 geothermal power plant was chosen as the case 
study. The change of resource characteristics of this study is limited to enthalpy 
change (steam content) as it imitates the resource characteristics of Mokai 1 
geothermal field. Other possible source of resource characteristics change includes: 
change in concentration of non-condensable gases, change in well-head pressure, 
change in geothermal fluid flow rate etc.  
 
7.2 Adaptive approach for long term performance improvements 
The resource characteristics of a geothermal field change significantly over time. At 
the time of the Mokai 1 geothermal plant commissioning, the typical enthalpy of the 
fields was about 1400 kJ/kg. Now typically, the fields are producing about 2000 kJ/kg 
and this significant increase in enthalpies has had a significant impact on plant 
performance. The preheaters of bottoming cycles, which were part of the original 
design, are no longer being used. However, the plant is producing a quantity similar to 
what it was designed to produce. Higher enthalpy means a higher percentage of steam 
and less brine in geothermal fluid. Brine OECs are suffering from a lack of brine and 
not being able to operate to their full potential so some of the condensate is re-
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circulated to the system to increase the amount of brine. Figure 7-1 summarises 
resource enthalpies of year 2007 calculated using data from the plant operational log. 
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Figure 7-1: Resource enthalpy of year 2007 of Mokai 1 geothermal power plant 
 
 
Geothermal power plants are very capital intensive and it is not very easy to change a 
plant to adapt to resource characteristics different from the original design. By 
appropriate reservoir modelling, it is now possible to predict future resource 
characteristics depending on various parameters including the rate of resource 
utilization, the percentage of brine reinjection etc. [57].  
 
In an adaptive design, if provisions are allowed for a plant to adapt to resource 
characteristics change at the time of building, a great deal of effort and money may be 
saved in the long run. However, the initial investment cost might go up as a 
consequence of adaptive design but over the life span of the plant the total benefit 
may be greater. A proper economic analysis is necessary to identify cost benefit of 
adaptive design approach. 
 
Applying conservation of mass at the well head, 
sbT mmm
•••
+=                                                      (7.1) 
where, Tm
•
 is the total mass flow rate at the well head, bm
•
 is the brine mass flow rate 
and sm
•
 is the steam mass flow rate. 
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Dividing Equation (7.1) with Tm  yields  
sb CC +=1                                                         (7.2) 
where, bC  is defined as brine content and sC  is defined as steam content. It is 
advantageous express resource characteristics as steam content ( sC ). 
 
Applying energy balance at the well head, 
ssbbRT hmhmhm
•••
+=                                                 (7.3) 
where, Rh  is the resource enthalpy, bh  is the enthalpy of the brine (saturated liquid) 
and sh  is the enthalpy of the steam (saturated vapour).  
 
From Equation (7.2), if the steam content of a geothermal field ( sC ) increases, the 
brine content ( bC ) must be reduced and vice versa. If we want to keep bm
•
 and bh  
unchanged as sC  increases or decreases, we must manipulate parameters of the left 
hand side of Equation (7.3). Since, Rh  is the parameter characterised by geothermal 
resource, we may not be able to manipulate it. The only suitable solution would be to 
control the geothermal fluid flow rate ( Tm
•
). When sC  increases, we can keep bm
•
 
constant by using condensate recirculation and increased geothermal fluid flow rate 
( Tm
•
). If we are interested only on the constant heat transfer in the vaporizer, the 
reinjection temperature (i.e. brine outlet temperature) can be lowered.  
 
The following assumptions are made for the long term performance model to operate 
the plant within its design limits. 
 
• To control the vaporizer steam outlet condition, excess steam is vented to the 
atmosphere to maintain temperature of 90˚C in the condenser.   
• The off-design well-head condition is always within the wet-steam zone i.e., 
there is not change in temperature at the well head and the geothermal fluid is 
a mixture of steam and brine.  
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The long term performance model uses the simulator developed in chapter 6 where 
only two inputs: geothermal fluid mass flow rate ( Tm
•
) and steam content ( sC ), are 
needed to be supplied to the simulator to analyse performance. The following sections 
presents some probable situations and corresponding adaptive approach to address 
them. 
 
7.3 Case study 1: designed mokai 1 geothermal power plant  
Figure 4-3 in chapter 4 presented the original heat and mass balance of the Mokai 1 
geothermal power plant which consists of two brine OECs and a steam turbine on top 
of four bottoming OECs. The designed total geothermal fluid mass flow rate is 324.58 
kg/s with steam content about 35%. Normally, each turbine has an operating limit and 
for the steam turbine it has been fixed to 37 MW. For pentane turbine, the maximum 
power is fixed at 7 MW. Figure 7-2 shows the Mokai 1 plant output with increasing 
resource enthalpy that resembles reality i.e., increase in geothermal resource enthalpy 
(Figure 7-1). With increasing steam content from about 25% (1400 kJ/kg) to about 
35%, the steam turbine reaches its maximum and produces the same amount 
thereafter. Since the steam turbine is unable to utilize the excess steam, the bottoming 
cycle is receiving condensate at elevated enthalpy. Therefore, the power output of the 
bottoming cycle is increasing and owing to a lack of brine, the brine OECs are 
producing much less than their capacity.  
 
This reduced brine flow problem can be tackled in many ways. If one uses excess 
geothermal brine to reheat the condensate collected from the bottoming cycle, an 
increased mass flow of brine can be ensured for the brine OECs. Figure 7-3 presents a 
schematic diagram of such a design. This approach is currently used by MRP. Here, 
more power is being produced at the expense of more geothermal fluid, which means 
the resource is being utilized at a higher rate; not necessarily ensuring optimum 
utilization. Figure 7-4 shows a corresponding improvement in plant performance by 
adopting this approach. In Figure 7-4 the brine OECs produces gradually less power 
from 25% steam content to 35% then its power production is independent of steam 
content. Since, it is more efficient to directly expand steam in a turbine to produce 
power than in bottoming cycle, one should utilize as much as steam possible in a 
 122 
steam turbine within its manufacturing limit. Therefore up to 35% steam content no 
need for change in original design. Figure 7-5 shows corresponding brine reinjection 
temperature. The reinjection temperature is calculated from the energy balance of 
mixing of brine and condensate before reinjecting to the geothermal field.  
ccbbRNGT hmhmhm
•••
+=                                        (7.4) 
where RNG stands for reinjection, b stands for brine and c stands for condensate. 
 
In Equation (7.4) hRNG is unknown and the rests of the variable are known. So, hRNG 
can be easily determined. Now, operating pressure of reinjection is known so the rest 
of the thermo-physical properties of reinjection including temperature can be readily 
calculated.   
 
 
 
3
3.5
4
4.5
5
5.5
6
6.5
7
7.5
8
0.2 0.3 0.4 0.5 0.6 0.7
20
30
40
50
60
70
80
0.2 0.3 0.4 0.5 0.6 0.7 P
o
w
e
r 
(s
c
a
le
 f
o
r 
b
o
tt
o
m
in
g
 a
n
d
 
b
ri
n
e
 u
n
it
s
) 
[M
W
]
Enthalpy [kJ/kg]
P
o
w
e
r 
(s
c
a
le
 f
o
r 
to
ta
l 
a
n
d
 s
te
a
m
 
tu
rb
in
e
) 
[M
W
]
Steam content [-]
ST
BOT
BR
Total
1268               1459           1650              1841              2032             2223
 
Figure 7-2: Theoretical power of the Mokai 1 power plant with 
increased resource enthalpy 
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Figure 7-3: Adaptive design for an increased flow of geothermal fluid  
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Figure 7-4: Theoretical power of the Mokai 1 power plant with  
increased resource enthalpy and increased mass flow of geothermal brine  
to keep the brine flow rate constant for the brine cycles 
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Figure 7-5: The theoretical reinjection temperature with increased resource  
enthalpy and increased mass flow of geothermal brine to keep the brine  
flow rate constant for the brine cycles 
 
 
7.4 Case study 2: upgrading original steam turbine  
Figure 7-6 shows the performance of Mokai 1 geothermal power plant with increasing 
steam content and replacing the original steam turbine with a higher capacity. The 
rated capacity of the new turbine is assumed 42 MW with the maximum power 47 
MW. Figure 7-6 show that such an upgrade results in significant improvement in 
power output. However, it is associated with large capital investment. In Figure 7-6 
with increasing steam content in geothermal fluid, power output of both the BOT-
ORC and the steam turbine increase whereas power output of BRN-ORC decreases 
result in total increase in power. In 2008 MRP has upgraded the original 32 MW 
steam turbine with 42 MW steam turbine.  
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Figure 7-6: Theoretical power of the Mokai 1 power plant with  
increased resource enthalpy with higher capacity steam turbine 
 
7.5 Case study 3: constant flow of geothermal fluid and lowered reinjection 
temperature 
In Section 7.3, more geothermal fluid was used to overcome the problem of reduced 
brine in brine OECs that promote utilization of the resource at a higher rate. The 
minimum reinjection temperature for the geothermal brine of the Mokai 1 geothermal 
power plant is about 80°C; below which the minerals of geothermal brine lose their 
solubility and scaling at an unacceptable rate is the consequence. In the actual design, 
the reinjection temperature is about 125°C, so there is a possibility of further 
extracting heat from the reinjected brine. The alternative design would look same as 
Figure 7-3. However, the geothermal resource is utilized at constant rate i.e. mass 
flow of geothermal fluid to the plant is same as the design. The plant performance 
(power output) of Mokai 1 would look like the same as Figure 7-4 but the reinjection 
temperature will change. Figure 7-7 shows the corresponding reduction in reinjection 
temperature. The reinjection temperature is reduced using constant geothermal fluid 
flow rate to as low as about 95 ºC which is still higher than the lower limit of 80 ºC.   
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Figure 7-7: The theoretical reinjection temperature with a constant  
geothermal brine flow rate 
 
 
7.6 Case study 4: constant flow of geothermal fluid with excess steam (50/50) 
It was stated earlier that the steam turbine has a limit in producing power. Beyond this 
limit, the steam turbine cannot utilize the excess steam and the higher discharge 
enthalpy is the consequence. However, the brine OECs would suffer from lack of 
brine. To mitigate the problem, an alternative is possible as depicted in Figure 7-8. 
The excess steam can be bypassed and used to reheat condensate collected from the 
bottoming OECs. The results of using excess steam and condensate by mass 50/50 are 
presented in Figures 7-9 and 7-10. It is obvious from these two figures that on one 
hand the reheating of condensate by excess steam mitigates the reduced brine for 
brine OECs, and on the other hand the reinjection temperature is not much affected by 
this approach. 
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Figure 7-8: Adaptive design for a constant flow of geothermal fluid and  
regenerative heating 
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Figure 7-9: The theoretical power of the Mokai 1 power plant with increasing 
resource enthalpy and constant mass flow of geothermal brine with  
regenerative heating of the brine by excess steam 
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Figure 7-10: The theoretical reinjection temperature with constant geothermal  
brine flow rate and regenerative heating 
 
7.7 Case study 5: decreased steam flow with constant mass flow with three 
bottoming and three brine cycles 
Until now, we have only discussed the possible cases in which resource enthalpy 
(steam content) increases. However, the opposite can happen. In this section, the 
adaptive design to mitigate reduced enthalpy is presented. Figure 7-11 presents the 
alternative design for reduced geothermal enthalpy. One of the bottoming units should 
be designed such a way that it can be utilized as brine OEC in case the resource 
enthalpy reduces (more brine available). Brine OECs are more robust in design and 
therefore associated with high cost. However if such an adaptive option is kept at the 
time of building, expensive modifications to the plant can be avoided in the future.  
 
Figures 7-11 and 7-12 present the power output and reinjection temperature of Mokai 
1 geothermal power plant, respectively. The plant performance of these power 
producing units deteriorates as the resource enthalpy is reduced. This is obvious as the 
heat input to the system is reduced. However the reinjection temperatures remain 
within acceptable limits. 
 
 129 
STEAM BRINE
OEC-11
OEC-21 OEC-22
INJECTION
OEC-1
OEC-2
VENT
OEC-12
SEPARATOR
STEAM
TURBINE
 
Figure 7-11: Corresponding adaptive design for a constant flow of geothermal fluid 
and decreased steam flow and with/without a preheater 
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Figure 7-12: The theoretical power of the Mokai 1 power plant with  
decreased steam flow and constant mass flow  
with 3 bottoming and 3 brine cycles 
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Figure 7-13: The theoretical reinjection temperature with a constant geothermal  
brine flow rate and decreased steam flow  
 
 
7.8 Summary 
This chapter has presented an adaptive design approach that takes into account the 
possible future resource characteristics. As geothermal power plants are very capital 
intensive and it is not very easy to change a plant to adapt to resource characteristics 
different from the original design, keeping provision for future resource 
characteristics can be very effective. There are five case studies presented in this 
chapter that analysed various possible options of the Mokai 1 power plant depending 
on the probable resource characteristics change. The results show provisions that 
could be kept in the plant for future resource characteristics. Simulations have been 
carried out using the simulator developed in Chapter 6 where geothermal fluid flow 
rate and steam content are supplied as input data to the simulator. A thorough techno-
economic analysis is necessary to analyse the cost benefit of using the adaptive 
approach presented in this chapter.  
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Chapter 8  
 
 
Iterative method for Analysing Environmental Effect 
on Short Term Plant Performance  
 
 
8.1 Introduction 
This chapter analyses the effect of the cooling medium temperature or the heat sink 
temperature on condenser and hence the performance of an organic Rankine cycle. 
Although, the main interest of this work is on the ORCs, the method can be applied to 
any closed cycle operation of a Rankine cycle. Subsequent sections discuss the 
development of the method, numerical aspects of the solution, the physical constraints 
that override the iteration termination criteria and two case studies. In the case study 
sections, the method is applied to a brine ORC (OEC 1) and a bottoming ORC (OEC 
11). The results of simulation of the ORC models over a 48 hours period using 
stepwise solution are compared against the available plant performance data.  
 
8.2 Plant dynamics 
A model that predicts plant performance based on weather conditions must take into 
account the dynamics associated heat transfer and fluid flow. It was discussed in the 
literature section that one of the aims of this work is plant performance prediction. A 
model that can predict hourly plant performance on daily basis is good enough for this 
purpose. Moreover, the model should be applicable in wide range of design, 
optimization and engineering decision making. Models with high accuracy, such as 
those used for the control system synthesis are not of interest here. In an ORC power 
plant such as the Mokai 1 geothermal power plant, the response time of various 
components of the system and hence, the response time of the whole system is less 
than an hour. For example in the vaporizer of the ORCs in Mokai 1 geothermal power 
plant, it takes about 15 min to come into steady state (from experience in the plant) if 
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operating conditions are changed. The condenser response time subject to the 
operating conditions change including ambient air temperature change is about 30 min 
or less (from experience in the plant). The turbines and the pumps have similar order 
of response time and are much faster than the vaporizer and the condenser response 
times.  The response time of the turbines can be in the order of 10-20 s [91] to 1-3 
minutes (Mokai 1 geothermal power plant). This means the most important 
component of an ORC, specifically, Mokai 1 geothermal power plant, response time 
lie well below an hour. Therefore a steady state model that takes into weather effect 
on plant performance on hourly basis would be good enough for the current analysis. 
Although the model presented here is mainly meant for analysing weather effects, the 
model also takes into account the hourly geothermal fluid mass flow rate.  
 
8.3 Data analysis of an ORC 
In this section data of one of the BOT-ORCs, OEC 11 is analysed which provides the 
basis of assumptions used in developing the iterative method presented in the next 
section. In the plant operations log, state points 3 and 4 are recorded as p and T 
(Figure 8-1). State point 1 can be determined by T4 and Q = 0. No information is 
available on state point 2. The electric power output from the unit is also recorded in 
the log. 
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Figure 8-1: T-s diagram of the ORC represented in the right hand side 
 
 
Using the plant performance data (p,T), the enthalpies of point 1, 3 and 4 are 
calculated. Now, as the pump work is much less compared to the net work done by 
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the system, which was discussed in chapter 5, we can assume pump work constant 
and assigned the design value of 180 kW. Now, using this assumption and energy 
balance (Equation (8.4)), we can calculate the enthalpy of the state point 2. Figure 8-2 
to 8-5 presents, enthalpies vs. ambient temperature at four state points selected from 
the plant operations log for the year 2007 with maximum and minimum ambient 
temperatures -4 to 26 °C. Two of the turbines are coupled to a single generator 
producing power. For simplicity, these two separate cycles are assumed to have an 
equivalent representation of a single cycle. The pressure and temperature used for 
each of the data points are average of the two components. i.e. two vaporizers, two 
turbines  and two condensers.  
 
 
Figures 8-2 to 8-5, which are derived from plant data, show that ambient temperature 
(heat sink temperature) influences the enthalpies of four state points (1, 2, 3 and 4).  
 
For state point 1, the effect of ambient temperature on enthalpy is the greatest. With 
increasing temperature from - 4 °C to 26 °C, the percentage increase of enthalpy is 
over 60%. As the work input in the pump is assumed constant, the effect of ambient 
temperature on enthalpy of state point 2 will be similar order of state point 1. The 
change of enthalpies at state point 3 from - 4 °C to 26 °C is the minimum of about 
2.5%. The change of enthalpies at state point 4, from - 4 °C to 26 °C is about 9%. 
Which means that the vaporizer is affected less by the increase of ambient 
temperature. This is due to the fact that the level control mechanism of the vaporizer 
controls the pentane level by allowing some of the pentane to flow in to the condenser 
directly by bypass mechanism. Therefore the effect of the ambient temperature 
increase is less significant on the enthalpy of state point 3 (i.e., vaporizer outlet). 
 
There is no direct measurement of mass flow rate in the cycle. However, we know the 
cycle electric power output and state points 3 and 4 (in the form of (p, T)) from the 
plant operational log. From energy balance, the cycle electric power output can be 
expressed as:  
)( 34 hhmP cycleTel −=
•
η    (8.1) 
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where elP  is cycle electric power output, Tη  is the turbine-generator efficiency 
(which is discussed in the later sections), cyclem
•
 is the cycle mass flow rate, 3h  is the 
enthalpy at state point 3 and 4h  is the enthalpy at state point 4.  
 
In Equation (8.1), elP , 3h  and 4h  are known from plant operational log. The value of 
Tη  and cyclem
•
 are not available. The design value of cyclem
•
 is known but, we know 
that the Mokai 1 plant is operating at much different level than the design, so cyclem
•
 
should be updated.  
 
The turbine-generator efficiency, Tη , can have real values between 0 and 1. For, Tη  = 
0, means there is no work done by the system and Tη  = 1, means there is no loss in 
the system (ideal condition). From Equation (8.1), the maximum and the minimum 
values of cyclem
•
 can be obtained depending on Tη . When, Tη  = 0, cyclem
•
 is the 
maximum (∞ , unreal process) and Tη  = 1, cyclem
•
 is the minimum.  
 
Figure 8-6 shows the minimum mass flow in the cycle using Equation (8.13), Tη = 1 
and using corresponding values of electrical power output. The figure shows that the 
minimum mass flow rate in the cycle is weakly related to the ambient temperature i.e., 
for steady operation of the plant, mass flow rate remains unchanged for wide range of 
operation, this observed phenomenon is used as a postulate for developing the 
iterative method in the next section as there is no measurement of mass flow rate 
inside the cycle. Figure 8-7 shows the electric power output per unit mass flow rate 
(minimum). This is consistent with the Carnot efficiency, increasing the dead state 
temperature results in decrease in efficiency or plant performance.  
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Figure 8-2: Enthalpy at state point 1 vs. ambient temperature of BOT-ORC calculated 
from the plant operational log data for the year 2007 and corresponding weather data 
of  Taupo [72] 
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Figure 8-3: Enthalpy at state point 2 vs. ambient temperature of BOT-ORC  
calculated from the plant operational log data for the year 2007 and corresponding 
weather data of  Taupo [72] 
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Figure 8-4: Enthalpy at state point 3 vs. ambient temperature of BOT-ORC  
calculated from the plant operational log data for the year 2007 and corresponding 
weather data of  Taupo [72] 
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Figure 8-5: Enthalpy at state point 4 vs. ambient temperature of BOT-ORC  
calculated from the plant operational log data for the year 2007 and corresponding 
weather data of  Taupo [72] 
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Figure 8-6: Minimum mass flow vs. ambient temperature in the cycle of BOT-ORC 
calculated from the plant operational log data for the year 2007 and corresponding 
weather data of  Taupo [72] 
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Figure 8-7: Electric power output per minimum mass flow vs. ambient 
 temperature in the cycle of BOT-ORC calculated from the plant operational log data 
for the year 2007 and corresponding weather data of  Taupo [72] 
 
 
There is no direct measurement of mass flow rate in the physical implementation of 
the cycle concerned. An approximation is obtained using Equation (8.1), ηT = 1 and 
the generated electric power (Pel) as discussed earlier. The estimated mass flow rate is 
106.203 kg/s, which is the average of mass flow rates of all the data points 
considered. This value of mass flow rate was checked against other data points giving 
average variation less than 5%, for the year 2007. This value of mass flow rate will be 
used in the simulation. It should be noted here that in all circumstances the maximum 
mass flow inside a cycle is constrained by energy balance in the vaporizer and the 
condenser. 
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8.4 The iterative method 
This section presents an iterative method for modelling the environmental effect on 
short term plant performance. The weather has the most dominating effect on short 
term performance of an air-cooled ORC geothermal power plant as geothermal 
resource characteristics change less significantly in short time (hourly). Recalling 
Figure 8-1, process 4-1 represents constant pressure heat rejection by the condenser. 
Applying the first law of thermodynamics (neglecting kinetic and potential energies) 
for an open system, we can write: 
4141 )(
••
=− Qhhm cycle    (8.2) 
where cyclem
•
 is the mass flow in the cycle, 1h  is the enthalpy at state point 1, 4h  is the 
enthalpy at state point 4 and 41
•
Q  is the condenser heat load. Since, process 4-1 is an 
isobaric process: 
14 pp =  (8.3) 
 
The condenser heat load, 41
•
Q , is a function of inlet condition (state point 4), outlet 
condition (state point 1), heat sink temperature, mass flow rate in the cycle and design 
of the condenser. During steady state operation of a plant, the mass flow rate in the 
cycle is conserved as discussed in the previous section. We assume the design of a 
particular condenser is fixed. Therefore, condenser inlet and outlet conditions and the 
heat sink temperature are the primary parameters influencing the condenser 
performance.  
 
 
Assuming that aDT  is the designed heat sink temperature of the condenser, the mass 
flow rate, designm
•
, in the cycle at sink temperature, aDT , may be expressed as: 
)( 41
41
hh
Q
mm cycledesign
−
==
•
••
 (8.4) 
 
Since the condenser heat load is directly related to the ambient temperature at constant 
vapour-liquid equilibrium condition, if aDT  increases or decreases, the condenser heat 
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load varies inversely. This has an adverse effect on cycle performance as power plants 
are generally optimized for a specific operating condition.  There two ways to adapt to 
this condition: i) decrease cycle mass flow rate or ii) change the vapour-liquid 
equilibrium state in the condenser to cool the same amount of working fluid. As we 
discussed in the previous section, cycle mass flow rate remains unchanged for wide 
range of operation ORCs of Mokai 1 geothermal power plant. The only possible 
option is to change the vapour-liquid equilibrium state in the condenser to cool the 
same amount of working fluid in an ORC. 
 
The following method is used to find the required vapour-liquid equilibrium condition 
in the condenser to maintain constant mass flow (Figure 8-10): 
 
Step 1: 
At first, 41
•
Q  is calculated based on the heat sink temperature using a condenser model 
(presented in chapter 2), then using Equation (8.4), the value of cyclem
•
 is calculated.  
 
Step 2: 
If designcycle mm
••
= , the condenser is operating at the designed vapour-liquid equilibrium 
condition and no further calculation is necessary.  
 
Step 3: 
If  designcycle mm
••
< , the equilibrium pressure, 1p , is reduced until designcycle mm
••
=  and 1h  
is calculated as )0,( 11 == Qpfh , where Q represents quality. 
Step 4: 
If  designcycle mm
••
> , the equilibrium pressure, 1p , is increased until designcycle mm
••
=  and 
1h  is calculated as )0,( 11 == Qpfh . 
 
The back pressure of the condenser dictates the turbine outlet pressure.  For positive 
flow to occur, the condenser pressure must be less than turbine outlet pressure 
( 41 pp < ). In practice, the turbine outlet pressure is slightly higher than the condenser 
equilibrium pressure.  
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Recalling Figure 8-1 agian, process 1-2 represents isentropic compression of the 
working fluid by the cycle pump. Owing to the fact that the pump work is relatively 
small for an ORC, it can be assumed constant [54]. The work input to the pump may 
be calculated as: 
)( 12 hhmW cyclepump −=
••
     (8.5) 
The enthalpy at the boiler/vaporizer outlet is described by 
232'3 )(
••
=− Qhhmcycle              (8.6) 
where 23
•
Q  is the heat input to the system and we have defined a hypothetical 
intermediate state 3′ which is a trial solution for state 3. Knowing '3h  and Q=1, all 
other thermodynamic properties related to state 3′ may be calculated (more complex 
problems such as superheating are discussed in the case study section).  
 
It was discussed in the previous section that there is a control mechanism in place, if 
the ambient temperature increases; the vaporizer pentane liquid level is controlled by 
bypassing some mass to the condenser, increasing the hold up mass in the condenser. 
The time required for the pentane to come from the condenser via cycle pump to the 
vaporizer is significantly more (order of minutes) than the time required for level 
control mechanism to bypass some pentane directly to the condenser (order of 
seconds). Moreover, the mass flow rate in the cycle is unchanged i.e., the mass flow 
via the route condenser->pump->vaporizer->turbine->condenser does not depend on 
the bypass route vaporizer->condenser. So for the process 3′ to 3, the vaporizer and 
the condenser can be assumed decoupled via the route condenser-> cycle pump-
>vaporizer->turbine->condenser. The process can be presented in a simplified 
diagram as depicted in Figure 8-8. Initially bypass valve between the vaporizer and 
the condenser is closed.  
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Figure 8-8: Simplified representation of the vaporizer and condenser  
 
As the ambient temperature increases, new intermediate state 3′ is obtained in the 
vaporizer. Now, from the definition of enthalpy [30] for the process 3,0 to 3′ the 
following equation is obtained for the vaporizer: 
                                    )( 0,30,3'3'30,3'30,3'3 vpvphhuudu −−−=−=  (8.7) 
where u is the internal energy and v is the specific volume (volume per unit mass). 
The subscript 3,0 represents the initial condition of state 3′ which is calculated from 
the supplied operating pressure and temperature (typical) values of the vaporizer to 
start the calculation. 
 
As the ambient temperature increases, the pentane pressure-temperature equilibrium 
condition in the vaporizer is changed; if the pressure inside the vaporizer increases 
more than a set point, the bypass valve between the vessels opens to allow some mass 
to go into the condenser and attain a different pressure-temperature equilibrium 
condition in the vaporizer.  
 
If the ambient temperature decreases, the pentane vapour production in the vaporizer 
decreases, which means more pentane is coming from the condenser to the vaporizer 
than pentane going to the condenser from the vaporizer. Equilibrium is attained within 
very short time. This way state point 3 is achieved from 3′. 
 
In the intermediate process of transferring some mass from the vaporizer to the 
condenser (process 3′  to 3) no work is done by the system nor does any heat transfer 
take place. 
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Let us draw a system boundary encompassing the vaporizer and the condenser for the 
process 3′ to 3. Applying the first law of thermodynamics on the system boundary 
encompassing the vaporizer and the condenser for a closed system [30]: 
3'33'33'3 −−− −= dWdQdu              (8.8) 
where dQ3′ -3 and dW3′ -3  are infinitesimally small, so du3′ -3  should tend to zero for the 
hypothetical process 3′ to 3 at equilibrium condition. The change in hold up mass in 
the vaporizer for the process 3′ to 3 is relatively small. If we ignore the effect of 
change in hold up mass in the vaporizer, the specific volume of the vaporizer remains 
unchanged.  
 
Now, from Equation (8.8) and rearranging Equation (8.7) we can identify state 3 as: 
  0,30,330,330,330,3'3 )( vpphhuuuu −−−=−=−                           (8.9) 
 
Equation (8.9) can be solved iteratively for Q =1 by altering p3, until the left hand side 
of Equation (8.9) equals du of Equation (8.7). Knowing p3 and Q =1, the rest of the 
thermodynamic properties associated with state 3 may be determined.  
 
The sensitivity analysis of the ignoring the effect of change of hold up mass in the 
vaporizer is presented in appendix 6. The Matlab code for the iterative method is 
available in appendix 7 and 8.  
 
If we assume that the work done by the turbine is isentropic then:  
43 ss =   (8.10) 
Knowing 4s  and 4p , the rest of the thermodynamic properties associated with state 4 
may be determined (e.g., 4h ). 
 
Work done by the turbine is: 
)( 34 hhmW cycleT −=
••
 (8.11) 
Equation (8.11) presents the ideal work done ( TW
•
) by the system. However, owing to 
irreversibilities associated with the processes (i.e. heat transfer to the surroundings, 
 143 
mechanical losses, etc.) the actual electric power (Pel) produced by the unit is less 
than the ideal: 
)( 34 hhmP cyclesGel −=
•
ηη    (8.12) 
where, 4h  is the ideal enthalpy, Gη  is the generator efficiency, sη  is the isentropic 
efficiency of the turbine and calculated as: 
 
34
3,4
hh
hh real
s −
−
=η                                            (8.13) 
where, realh ,4   presents the actual enthalpy of turbine outlet. The generator efficiency 
Gη , is a mechanical efficiency which does not vary much for wide range of operation 
and often it is close to the theoretical value of 1. Defining GsT ηηη .= , we get:  
)( 34 hhmP cycleTel −=
•
η    (8.14) 
Combining Gη  and sη  to a single parameter Tη , reduces number of parameter to be 
estimated fro the available plant performance data. 
 
The heat in to the cycle is: 
       mTUAQ ∆=
•
23    (8.15) 
where 23
•
Q  is the heat input to the cycle, U is the overall heat transfer coefficient, A is 
the heat transfer area and ∆Tm  is the log mean temperature difference. A is constant 
for a heat exchanger. The overall heat transfer coefficient is calculated as a function of 
geothermal fluid mass flow rate using an approximate method [53, 81]: 
      5.0)/( rr mmUU
••
=   (8.16) 
where Ur and rm
•
 are the reference overall heat transfer coefficient and the reference 
mass flow rate. These two parameters represent the design value discussed in chapter 
5. 
 
With typical short term operation of Mokai 1 ORC heat exchanger, ∆Tm remain almost 
unchanged (chapter 5). Therefore, Equation (8.15) can be reduced to: 
    5.0,2323 )/(
••••
= rr mmQQ                                   (8.17) 
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where rQ ,23
•
 is the reference heat input discussed in Chapter 5. 
 
An initial guess of the inlet state of the working fluid to the condenser is provided to 
the model.  By working our way around the cycle, we predict a new inlet condition 
with an improved value. Subsequent iterations around the loop yield better results and 
the process converges to a unique solution within a few iterations. Figure 8-9 
summaries the iterative process in T-s plane hypothetically. Process 1234 in black 
represents the initial cycle for the initial ambient temperature (in black). Once the 
ambient temperature increased (in red), the ORC shifts to 123′4  (red and green). As 
the level control mechanism takes over, the ORC reduces to 1234 in red.  
 
 
Figure 8-9: T-s presentation of the iterative method 
 
 
Figure 8-11 shows the effect of the ambient temperature on condenser equilibrium 
pressure of a superheated vapour ORC unit. The condenser equilibrium pressure is 
very sensitive to the ambient air temperature and that explains the strong dependence 
of performance of an air-cooled condenser geothermal power plant on ambient air 
temperature. Figure 8-12 presents electric power output of a brine unit (OEC 1) as a 
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function of temperature at constant geothermal fluid flow rate, clearly increasing the 
ambient temperature results in decrease in power output. Details of the modelling 
involved are presented in the later sections.  
 
Enthalpy 
calculation
STOP
Tamb 4p 4t
41
•
Q
cyclem
•
cycledesign mm
••
<cycledesign mm
••
>
+= 44 pp−= 44 pp
cycledesign mm
••
=  14 pp =
+= 33 pp −= 33 pp
0,30,330,330,3'3 )( vpphhuu −−−>− 0,30,330,330,3'3 )( vpphhuu −−−<−
0,30,330,330,3'3 )( vpphhuu −−−=−
 
Figure 8-10: Flowchart of the iterative method 
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Figure 8-11: Condenser equilibrium pressure as a function of ambient temperature at 
constant geothermal brine flow for the temperature range of the year 2007 
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Figure 8-12: Power output of a superheated cycle unit (OEC 1) as a function of 
ambient temperature and constant geothermal fluid mass flow rate of 100 kg/s for the 
temperature range of the year 2007 
 
8.5 Convergence, stability and uniqueness of the solution  
The solution based on the developed method converges exponentially if the search 
parameter (equilibrium pressure) is updated each iteration proportionally to the 
relative error. The approach is widely used in the literature and is known as the 
Kalman filter [92, 93]. Figure 8-13 illustrates the typical convergence of the mass 
flow rate using Equation (8.4) to find the vapour-liquid equilibrium pressure for a 
typical air-cooled condenser. Figure 8-14 presents the convergence of du in Equation 
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(8.9) while searching for the vapour-liquid equilibrium pressure in a typical vaporizer. 
Here: 
nnn ekpp )()()( 11111 ±=+   (8.18) 
and 
nnn ekpp )()()( 22313 ±=+               (8.19) 
where 3p  and 1p  are the vaporizer and condenser pressures, respectively, 1k  and 2k  
are tuneable parameters and n represents the iteration number. The use of “+” or “-” 
depends on whether pressure needs to be increased or reduced. For the solutions 
shown 1k = 0.2 and 2k = 0.1 were used.  e1 and e2 are calculated according to: 
designncycledesignn mmme
•••
−= /))(()( 1  (8.20) 
dududue neqbrmn /))(()( 2 −=   (8.21) 
 
The stability of the solution lies in the choice of values for the two constants k1 and k2. 
Larger values of k improve the rate of convergence, but may introduce instabilities. 
Lower values of k improve stability at the expense of convergence. Appropriate 
tradeoffs may be achieved by suitable tuning.  
 
Independent properties (i.e., p, T, v, h and s) are point functions, meaning that they are 
not dependent on path. Any solution obtained from the method described here must be 
unique. As long as the pressure values fall within the limits allowed by the thermo-
physical properties of the working fluid, one should obtain the same solution 
regardless of the initial values of pressure used in Equations (8.18) and (8.19). Figure 
8-15 shows this to be the case by demonstrating the convergence of du with two 
different initial values of equilibrium pressure. The continuous line presents the 
solution obtained using an initial guess of the equilibrium pressure of 10 bar. The 
dashed line shows the solution obtained when an initial guess of 20 bar was used. 
Both solutions converged to a unique operating value of 18 bar for the equilibrium. 
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Figure 8-13: Convergence of mass flow based on Equation (8.4). Here cycle mass 
flow rate was kept constant and vapour-liquid equilibrium pressure was changed 
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Figure 8-14: Convergence of du based on Equation (8.9). Here LHS is kept constant 
(calculated from equation (8.7)) and vapour-liquid equilibrium pressure was changed 
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Figure 8-15: Convergence of du based on Equation (8.9) to calculate two different 
starting points. Here LHS is kept constant (calculated from Equation (8.7)) and 
vapour-liquid equilibrium pressure was changed 
 
8.6 Efficiency  
The cycle efficiencies are calculated as follows: 
in
net
Q
W
.
.
1 =η                                                           (8.22) 
 
em
W net
∆
=
.
.
2η                                                           (8.23) 
where 1η  and 2η  are first and second law (energetic and exergetic) efficiencies, 
respectively. netW
.
 is the net work done by the cycle, 
.
m  is the geothermal fluid flow 
rate and e∆  is the specific exergy input to the ORC. The inlet and outlet conditions of 
the ORC’s are controlled so e∆  can be assumed constant for our case. The value of 
e∆  can be calculated as [17]: 
sThhe outin ∆−−=∆ 0                                                (8.24) 
where inh   and outh   are the inlet and outlet enthalpies of the geothermal fluid, 
respectively.  s∆  is the difference between the inlet and outlet entropies and 0T  is the 
equilibrium temperature (dead state temperature). For simplicity, the equilibrium 
temperature is assumed to be 298.15º K.  
 150 
8.7 Constrains  
The performance of system components (e.g. boiler/vaporizer and condenser) is 
constrained by the system design. The maximum and minimum allowable pressures 
and temperatures of these devices are predefined. Plant performance is dependent on 
these limits as well as operator interaction to maintain operating conditions for 
maximum output. Such constraints must be applied to the equilibrium condition 
obtained by the iterative method.  Therefore, all iterations [Equation (8.5) to (8.21)] 
must be terminated and assigned feasible values if extremum operating conditions are 
reached.  
 
8.8 Case study 1: bottoming ORC 
A bottoming ORC (OEC 11), has been chosen for this case study and uses pentane as 
the working fluid. The schematic of the process diagram is presented in Figure 8-16. 
Detailed discussion on the Mokai 1 geothermal power plant is available in Chapter 4. 
There are four basic processes involved: 
 
1-2: Reversible adiabatic pumping process in the pump 
2-3: Constant-pressure heat transfer in the vaporizer/preheater 
3-4: Reversible adiabatic expansion in the turbine 
4-1: Constant-pressure heat transfer in the condenser 
 
Sub-processes 
2-2a: Constant-pressure heat recovery in the preheater 
2a-3: Constant-pressure heat transfer in the vaporizer 
 
The sub-process 2-2a is no longer in operation and the plant is still producing  a 
quantity of power similar to, which it was designed to produce, due to increased 
percentage of vapour in the geothermal fluid. Therefore, the current OEC 11 can be 
described as a typical ORC with four basic processes.  
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Figure 8-16: Schematic of the saturated vapour cycle  
 
Using the iterative method, the unit is modelled for 48 hours of operation and 
compared against observed data. The experimental initial conditions are supplied to 
the model as a starting point for the simulation. The efficiency of the turbine-
generator is estimated to be 0.76 from the short term data used for the simulation here. 
The turbine-generator efficiency combines the turbine isentropic efficiency and 
generator efficiency. For a different operating point the value of turbine-generator 
efficiency should be updated with new estimation. A constant pressure loss between 
the turbine outlet and condenser inlet is assumed to be the nominal observed value of 
0.1 bar. Condenser heat load, ),,,( 44 airambcon vTTpfQ = , is calculated from the 
developed condenser model discussed in chapter 5. Table 8.1 summarises the 
parameter values used for the simulation.  
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Table 8.1: Values of parameters used for the simulation of OEC 11  
Parameters name Value Parameters name Value 
cyclem
•
 
106.203 [kg/s] 
3p  initial 5 [bar] 
4t  initial 61 [°C] 4p  initial 1.2 [bar] 
3p  minimum 4.3 [bar] 1p  initial 1.07 [bar] 
3p  maximum 5.5 [bar] Tη  0.76 [-] 
 
 
 
Figure 8-17 shows the total hourly steam and brine mass flow rates and corresponding 
ambient temperatures. Figures 8-18 through 8-20 compare the observed and 
simulation results associated with the BOT-ORC unit (Figure 8-16). Figure 8-18 
compares observed and modelled vaporizer outlet pressure with average percentage 
error of 2.15%.  Figure 8-19 compares observed and modelled vaporizer outlet 
temperatures with an average error of 1%. Figure 8-20 compares the observed and 
modelled electric power output of the system with the average error of 4.20%. The 
iteration is terminated when the tolerance limit, |e| =<0.1 is reached. Figure 8-21 
presents the relative error (absolute value) of modelled electric power output of the 
saturated vapour unit. The relative errors largely lie within 10%.  Figure 8-22 presents 
corresponding first law and second law efficiencies. The first law efficiency varies 
between 7-9% and the second law efficiency varies between 37-47% depending on 
the ambient air temperature and geothermal fluid flow rate. The first law and the 
second law efficiencies are very consistent as reported by DiPippo [17].  
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Figure 8-17: Hourly (10/01/2007-11/01/2007) total steam (BOT-ORC X 4) and brine 
(BRN-ORC X 2) mass flow rates and corresponding ambient                         
temperature of  Taupo [72] 
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Figure 8-18: Vaporizer outlet pressures for the BOT-ORC unit over                               
48 hours (10/01/2007-11/01/2007) of operation with corresponding weather 
conditions of Taupo [72] 
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Figure 8-19: Vaporizer outlet temperatures for 
the BOT-ORC unit over 48 hours (10/01/2007-11/01/2007) of operation with 
corresponding weather conditions of Taupo [72] 
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Figure 8-20: Electric power output for the BOT-ORC unit over 
48 hours (10/01/2007-11/01/2007) of operation with corresponding weather 
conditions of Taupo [72] 
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Figure 8-21: Observed relative error in modelled electric power output for the BOT-
ORC unit over 48 hours (10/01/2007-11/01/2007) of operation with corresponding 
weather conditions of Taupo [72] 
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 Figure 8-22: First and second law efficiencies of the saturated vapour unit over 48 
(10/01/2007-11/01/2007) of operation with corresponding weather conditions of 
Taupo [72] 
 
 
8.9 Case study 2: brine ORC 
Figure 8-23 presents the schematic of the superheated vapour ORC unit used for case 
study 2. Superheating in the cycle adds some complexity.  However, the same 
η2 
η1 
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iterative approach may be used to implement the system model. From a modelling 
perspective, there are two basic differences between the saturated and superheated 
vapour ORC cycles: superheating and the addition of a recuperator for heat recovery. 
The maximum temperature of a superheated vapour cycle is typically much higher 
than that of a saturated cycle. Considering the second law of thermodynamics, the 
effect of ambient air (heat sink) variation will be less prominent in the superheated 
cycle compared to a saturated cycle [56]. 
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Figure 8-23: Schematic of the Superheated Vapour Cycle 
 
The pressure loss between the vaporizer outlet and turbine inlet is assumed constant 
and assigned 0.5 bar which is consistent with the observed value. The pressure loss in 
the recuperator is assumed constant and fixed at 0.65 bar (state 4a), which is 
consistent with the observed value.  
 
The condenser equilibrium condition and corresponding outlet temperature are 
derived in the same manner as in the case of the saturated vapour ORC. If the pump 
input work is assumed constant, the enthalpy of state 2 is calculated using Equation 
(8.5). In the superheated cycle, heat input is given as 
separatorvaporizera QQQ
••
−
•
+=32             (8.25) 
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where, 32 −aQ  is the heat input to the system from brine. Since the design value of heat 
transfer of heat transfer of 32 −aQ  and vaporizerQ
•
 are known, the off design heat transfer 
of both 32 −aQ  and vaporizerQ
•
 can be calculated from Equation (8.17). As the design 
value of separatorQ
•
 is not readily available it is calculated from Equation (8.26).  
vaporizeraseparator
QQQ
•
−
••
−=
32
                                   (8.26) 
The typical vapour-liquid equilibrium conditions to the vaporizer of the OEC 1 are 
supplied to the model. An improved value of the vapour-liquid equilibrium condition 
inside the vaporizer is calculated by the iterative method same way as for the OEC 11. 
The temperature at the separator outlet is calculated form the energy balance:  
pcycle
separator
sat
cm
Q
TT
•
•
+=3   (8.27) 
where satT  represents the saturated pentane temperature calculated by the iterative 
method, cyclem
•
 is the cycle mass flow rate and pc  is the specific heat of pentane at 
constant pressure in the separator. It is notable that the outlet pentane vapour from the 
vaporizer is passed through a mechanism where any droplet which is going out, is 
trapped and return to the vaporizer before entering the separator. Otherwise, Equation 
(8.27) had to be changed to take into account the latent heat of vaporization of 
pentane. 
 
The state at point 4 is determined as before, assuming isentropic expansion in the 
turbine. The value of electric power output is calculated using Equation (8.14) with a 
turbine-generator efficiency of 0.9, which was estimated from plant operational data. 
The turbine-generator efficiency combines the turbine isentropic efficiency and 
generator efficiency. Table 8.2 summarises the parameter values used for the 
simulation.  
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Table 8.2: Values of parameters used for the simulation of OEC 1 
Parameters name Value Parameters name Value 
cyclem
•
 
86.37 [kg/s] 
3p  initial 18 [bar] 
4t  initial 62.3 [°C] 4p  initial 1.17 [bar] 
3p  minimum 15 [bar] 1p  initial 1.15 [bar] 
3p  maximum 19 [bar] Tη  0.90 [-] 
 
 
Figures 8-24 to 8-27 show the results of simulation for two days of BRN-ORC 
operation using the iterative modelling method. Figure 8-24 presents observed and 
modelled condenser outlet temperatures with an average error of 5.78%. Figure 8-25 
shows observed and modelled vaporizer pressures with an average error 1.32%. 
Figure 8-26 presents observed and modelled vaporizer outlet temperatures with an 
average error of 3.4%. Figure 8-27 presents the observed and modelled electric power 
output of the unit with average error 2.12%. Figure 8-28 presents the relative error 
(absolute value) of modelled electric power of the superheated vapour which shows 
that the relative error remained within 6%. Lastly, Figure 8-29 presents corresponding 
first law and second law efficiencies. The first law efficiency varies between 15-17% 
and the second law efficiency varies between 38-45% which are also consistent with 
as reported by DiPippo [17]. 
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Figure 8-24:Condenser outlet temperatures for the BRN-ORC unit  
over 48 hours (10/01/2007-11/01/2007) of operation for corresponding weather 
conditions of Taupo [72] 
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Figure 8-25: Vaporizer outlet pressures for the BRN-ORC unit over  
48 hours (10/01/2007-11/01/2007) of operation for corresponding weather  
conditions of Taupo [72] 
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Figure 8-26: Vaporizer outlet temperatures for the BRN-ORC unit over 48 hours 
(10/01/2007-11/01/2007) of operation for corresponding weather  
conditions of Taupo [72] 
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Figure 8-27: Electric power output for the BRN-ORC unit over 48 hours 
(10/01/2007-11/01/2007) of operation for corresponding weather  
conditions of Taupo [72] 
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Figure 8-28: Relative error in modelled electric power output for the BRN-ORC unit 
over 48 (10/01/2007-11/01/2007) of operation for corresponding weather conditions 
of Taupo [72] 
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Figure 8-29: First and second law efficiencies of the BRN-ORC unit over 48 hours 
(10/01/2007-11/01/2007) of operation with corresponding weather conditions of 
Taupo [72] 
 
8.10 Discussion on the developed iterative method 
Most of the modelling works available in the literature compare their results against 
experimental data performed under controlled environments [19, 44]. In a real plant, 
uncertainty of a physical model increases over time due to degradation of the plant 
η1 
η2 
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[94]. In recent years application of artificial neural networks and genetic methods for 
modelling thermal power plant has become popular [26, 94]. These models provide a 
high degree of accuracy without complicated physics based models and also address 
the problem of increased model uncertainty with age. However, such models are very 
plant specific and cannot be readily used in conceptual design and developments. In 
contrast, the method developed here is based on fundamental thermodynamics and 
could be very useful in conceptual design and development.    
 
In the saturated vapour cycle the error lies largely within 10% (Figure 8-21). Only one 
data point is found to lie above 14 %. However, the external parameters, i.e., ambient 
temperature and geothermal fluid flow rate, for this data point are very similar to the 
neighbouring data points. Therefore, this point can be assumed to be noise or an 
“outlier” [27]. Table 8.3 summarises the average and maximum relative errors of the 
saturated vapour cycle and the superheated vapour cycle. Wei and co-workers [44] 
reported a maximum relative error of 4% for their semi-empirical model. Quoilin and 
co-workers [19] reported the maximum error of their model to lie within 10% and 
commented that their error was a consequence of cumulated subcomponent models 
inaccuracies. Smrekar and co-workers [94] have reported a maximum relative error of 
7.19% of a boiler model of a real power plant. They have used artificial neural 
networks for the modelling purpose. In this work, the maximum error remained at 
10% and seems consistent with existing literature. Moreover, the efficiencies of both 
of the ORC units (energetic and exergetic) found to be  very consistent with the 
literature [17].  
 
The developed model is very generic and can be used for conceptual design, analysis 
and optimization (discussed in chapter 9). Therefore, the method presented in this 
paper can be considered reasonably accurate (in the context of existing methods) and 
very useful. 
 
Table 8.3. Summary of results of observed and modelled electric power output. 
Cycle type Average error (|e|) [%] Maximum error (|e|) [%] 
Saturated Vapour Cycle 4.20 9.25 
Superheated Vapour Cycle 2.12 5.60 
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8.11 Plant performance based on yearly data 
In this section application of the models for high level design and analysis are 
discussed. Figure 8-30 shows modelled and actual electric power output for the BOT-
ORC for the year 2007 where the red line represents the simulated power output and 
blue dots represents actual power output taken from the plant operational log. Figure 
8-31 shows the modelled and actual electric power output for the BRN-ORC cycle for 
the year 2007 where the red line represents the simulated power output and blue dots 
represents actual power output taken from the plant operational log. It is clear from 
the two figures; the developed model can fairly follow the trend. However, a big 
difference exists between the actual and simulated performance. This is mainly due to 
fact that the geothermal fluid mass flow rates are not taken into consideration. 
Moreover, vapour-liquid equilibrium condition (pressure-temperature) must be 
supplied to the models to start simulations which should be a typical operating 
condition. When the average ambient temperature changes significantly, the operator 
intervenes and changes the vapour-liquid equilibrium conditions with the objective to 
increase output. Therefore, initial values given to the model should be updated for 
seasonal variations. However, as the main interest of this section lies on the high level 
design and analysis, the trends presented in the figures are fairly representative.    
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Figure 8-30: Actual and modelled (red line) electric power output for BOT-ORC for 
the year 2007   
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Figure 8-31: Actual and modelled (red line) electric power output for the BRN-ORC 
for the year 2007 
 
 
Figure 8-32 shows the simulated plant performance for annual average temperature 
with design geothermal fluid flow rate. The average monthly temperature varies from 
about 7ºC to about 18ºC. Possible power outputs for the saturated vapour cycle and 
the superheat vapour cycle varies between 5 - 5.5 MW and between 4 - 4.8 MW, 
respectively. This analysis assumes constant geothermal fluid flow rate and assigned 
the design value. 
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Figure 8-32:  Simulated plant performance for the BOT-ORC unit and BRN-ORC 
unit  based on monthly average monthly ambient temperature of Taupo                       
for 1971-2000 [72] 
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8.12 Summary 
This chapter has presented an iterative method for modelling a closed ORC. The heat 
sink temperature, in this case the ambient temperature, affects the modelled condenser 
performance. Consequently, it influences the performance of the whole cycle. This 
occurs in two ways: (i) changes in the equilibrium pressure inside the condenser result 
in a change in turbine outlet pressure and pressure ratios and (ii) changes in the 
condenser outlet temperature caused by the heat sink temperature also affect the pump 
inlet and outlet conditions as well as the vaporizer equilibrium temperature-pressure.  
These are competing effects. However, changes related to the turbine pressure ratio 
tend to dominate the power. 
 
Calculating the vapour-liquid equilibrium condition of the condenser was performed 
by assuming that the mass flow rate in an ORC in steady state operation remains 
relatively constant. The vapour-liquid equilibrium condition of the vaporizer is found 
by assuming that the specific volume inside the vaporizer is unchanged for steady 
state operation. Termination of the iterative search for unique state solutions is 
achieved when reaching a slack equilibrium condition within a prescribed tolerance or 
by meeting a constraint. As the model essentially assumes steady state operation of 
the power cycle, the possible unit time where this model can be applied is bounded by 
the time required by a system to come into steady state.  
 
The saturated vapour cycle yielded average error 4.20% with maximum error 9.25% 
and the superheated vapour cycle yielded average error 2.12% with maximum error 
5.60%.  
 
The main advantage of using the developed method lies on the fact that it requires a 
minimum number of inputs: condenser (p,T), vaporizer (p,T), condenser heat load, 
turbine efficiency (overall), pump work and the extremum conditions of all the 
components. These inputs should represent typical operating conditions of a plant. 
The model can predict the appropriate plant performance depending on the system 
heat input (geothermal fluid flow in this case) and the heat sink temperature. As the 
method is based on basic thermodynamics, rather than empirical or semi-empirical 
approaches, it is widely applicable. Although the main focus of this work is the ORC, 
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the developed method is applicable to any closed Rankine cycle. In addition, 
application of the developed iterative method to predict plant performance based on 
mean yearly weather data is also discussed in this chapter.  
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Chapter 9  
 
 
Adaptive approaches for short term performance 
improvements 
 
 
9.1 Introduction 
In the previous chapter iterative method for modelling the short term performance of 
the ORCs is presented. In this chapter, two adaptive approaches to improve short term 
performance are discussed. Water augmented cooling system and real time (hourly) 
plant operating point parameters optimization have been identified as the means to 
improve short term performance.  
 
9.2 Mitigation of ORC plant performance deterioration during the summer 
Figure 9-1 shows the hourly temperature and relative humidity of the geothermal 
region near Taupo, New Zealand for a typical summer day. At midnight the 
temperature is low with very high relative humidity. Temperature drops further in the 
early morning and relative humidity increases. From midday to late afternoon, the 
temperature is the maximum with the lowest humidity. Dry bulb temperature is the 
temperature recorded by a standard thermometer. Wet bulb temperature is measured 
by a standard thermometer whose bulb is covered by a muslin sleeve that has been 
moistened by pure water. Wet bulb temperature indicates the amount of moisture 
contained in the air, and also the evaporation cooling temperature for water in a 
cooling tower.  
 
Throughout the daytime (8 am to 8 pm; Figure 9-1) there is a large difference between 
the dry and wet bulb temperature as the relative humidity is low. Figure 9-2 represents 
dry bulb and wet bulb temperature for the year 2005 in the Taupo volcanic region. 
The figure shows, in the summer the difference between wet bulb and dry bulb 
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temperature is much higher than in the winter. This indicates an opportunity for using 
cooling tower system attached to air-cooled condenser to boost summer efficiency. By 
using evaporative cooling, the bottoming unit dead state temperature, TL could be 
lowered several degrees closer to the wet bulb temperature. According to Carnot 
efficiency (
H
L
Carnot
T
T
−=1η ), the theoretical efficiency would be increased by 
reducing the dead state temperature.   
 
The direct spray method for evaporative cooling is a cheaper alternative to the cooling 
tower. However, the cooling performance is not as good as the cooling tower. To be 
on the conservative side, the effectiveness of the adiabatic evaporative cooling system 
(ε ) was modelled as 80%. However, the effectiveness of the adiabatic evaporative 
cooling system very often reaches higher than 80%. Detailed discussion on 
evaporative cooling enhancement methods for air-cooled geothermal power plants can 
be found in [59].  
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Figure 9-1: Hourly temperature and relative humidity on 01/11/2005 
at Taupo volcanic zone (from [72]) 
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Figure 9-2: Dry bulb and wet bulb temperature of 
Taupo for the year (from 2005 [72]) 
 
 
The exit air temperature (cooled air) from a cooling system is calculated from the 
following equation [35]: 
).(, wbdbdbexita TTTT −−= ε           (9.1) 
where, Ta,exit is the exit air temperature, Tdb is the dry bulb temperature, Twb is the wet 
bulb temperature, and ε = 0.8  is the effectiveness of the adiabatic evaporative cooling 
system. If the cooled-air from an evaporative cooling system is used to cool an 
existing air-cooled condenser then the cooled-air will act as the dead state 
temperature: 
exitaL TT ,=          (9.2) 
 
Figure 9-3 shows the simulated gain in power output of the OEC 1 (BRN-ORC) using 
a water-augmented air-cooled system. Significant power gain in the summer is 
evident from the figure. The average gain in power in the summer (Jan, Feb, Nov and 
Dec) is 2.3% and the average gain for the whole year is 1.6%. Figure 9-4 shows 
corresponding first law efficiencies. Incorporating the water-augmented cooling to the 
BRN-ORC can result in about 1-2.6% gain in first law efficiency. Figure 9-5 presents 
second law efficiencies. If water-augmented cooling system is incorporated to BRN-
ORC the second law efficiency can increase about 1-3% depending on the weather 
conditions.  
 170 
4.5
4.7
4.9
5.1
5.3
5.5
5.7
5.9
JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC
Time [month]
E
le
c
tr
ic
 p
o
w
e
r 
[M
W
]
0
0.5
1
1.5
2
2.5
3
G
a
in
 i
n
 p
o
w
e
r 
[%
]
Air cooling
Water-augmented cooling
Pencentage gain
 
Figure 9-3: Power output of gain of BRN-ORC as a function of monthly  
average ambient temperature of Taupo for the year 2005 [72] 
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Figure 9-4: First law efficiency of BRN-ORC as a function of monthly  
average ambient temperature of Taupo for the year 2005 [72] 
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Figure 9-5: Second law efficiency of BRN-ORC as a function of monthly  
average ambient temperature of Taupo for the year 2005 [72] 
 
 
9.3 Discussion on water augmented cooling 
9.3.1 Cost and benefits 
As the simulation results show, incorporating a water-augmented cooling to the air-
cooled system of BRN-ORC can translate to 1.6% gain in power output throughout 
the year in conservative calculations. The gain reaches 2.3% in summer peak, which 
is the time when power is needed most and power companies enjoy higher profit 
margins as the unit price of electricity is higher. In the simulation we have used a 
representative of the BRN-ORCs.  
 
The BRN-ORCs operate at a higher temperature than the BOT-ORCs. DiPippo [56] 
showed that the binary cycles operating at a higher temperature are less susceptible to 
the ambient air temperature compared to the binary cycles that operate at a lower 
temperature. Therefore, the BOT-ORCs are more susceptible to the ambient 
temperature; i.e., the BOT-ORCs have higher potential to gain from water-augmented 
cooling. If we assume that the BOT-ORC and the BRN-ORC have the same gain 
using water-augmented cooling, our cost benefit analysis will be on the conservative 
side. Here, cost benefit analysis is carried out assuming BOT-ORCs to have same gain 
as the BRN-ORCs using water-augmented cooling. 
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Power plants are capital intensive, so small gain in performance can translate in to 
large revenue. The Mokai 1 plant has 2 brine ORCs and 4 bottoming ORCs with total 
design capacity of 28.8 MW from these binary units. A 1.6% gain in power would 
generate an extra 460 kW for Mokai 1 binary cycle units. Assuming 90% service 
factor, the increased generation is equivalent to 3626 MWh per year or USD 
$363,000, assuming an average consumer price of 10.4 cents/kWh [95]. However, the 
actual price may be higher as the price of electricity increases during periods of high 
demand.  
 
Environmental considerations make the figures even more attractive. Typical 
geothermal power plants in New Zealand are considered to have 75% lower CO2 
emissions than a standard combined cycle power plant and 90% lower emissions than 
pulverized coal fired power plant [96]. A standard gas fired combined cycle power 
plant is reported to have a total global warming potential (GWP) of 474 g-CO2 
equivalent/kWh [97]. That means simply improving the plant performance by 
incorporating the evaporative cooling system for the Mokai 1 binary units could 
eliminate 1302 tonnes of CO2 emissions from gas fired combined cycle or 3906 
tonnes of CO2 from coal fired steam turbine power plant over a year.  
 
The cost of evaporative cooling could be rather high if a modern cooling tower was 
installed with a cooling water circuit to a heat exchanger substituted for the air-cooled 
condensers. However, the cost could be quite low if a simple design deploying water 
misters at the inlet of the existing air-cooled condenser was used.  This kind of a 
system could be turned on or off according to the weather forecast.  Of course, the 
cooling achieved would be a lower percentage of the wet bulb temperature with such 
a simple system.   
 
9.3.2 Comparison to other renewable energy investments 
In the Mokai 1 binary units, the air cooled condenser systems use induced draft heat 
exchangers, in which the working fluid (pentane) is condensed while flowing in the 
tubes as the air flows outside of the finned tubes in a cross flow pattern (discussed in 
chapter 5). If a simple water spray system was added at the air inlet of the condenser, 
 173 
evaporative cooling effect could be achieved at low cost. However, constant moisture 
on the condenser fins would contribute to corrosion. 
 
With a simple modification, fibreglass cooling towers could be installed under the 
existing condensers. Here, the purpose of the cooling tower would not be to cool 
water but to cool the incoming air by evaporative cooling and prevent water from 
coming in direct contact with the existing condenser. A schematic of the proposed 
modification is illustrated in Figure 9-6. A typical fibreglass tower would cost about 
USD $1800 [98] each for a small tower of 1.3 m X 1 m (height X diameter). There are 
total 180 fans attached to the condensers. Therefore, the total cost for the summer 
evaporative improvement would be approximately USD $0.4 million, assuming 50% 
shipping and installation cost, the total cost will be USD $0.6 million. This investment 
would provide summer peak generation capacity of around 590 kW, USD $1017/kW. 
This cost is much less than the usual USD $2000/kW to USD $3000/kW [96] needed 
to build a new geothermal power plant. The investment cost calculated based on the 
average annual gain is USD $1305/kW, still lower than the typical installation cost of 
a new plant. 
  
Solar photo-voltaic cells, installed in the North Island on the site of high summer air 
conditioning use would be effective at meeting peak demand. Some solar PV 
technologies are reported to have efficiency as high as 27% [99], However, 
commercially available PV cells normally have efficiency of 8-10%. If we assume 
10% efficiency and assume New Zealand average annual solar radiation of 1566 
kWh/m2, the gain achieved from incorporating water augmented cooling to the Mokai 
1 binary cycle units is equivalent to 23147 m2 of PV collector area. PV cells cost 
roughly USD $5000 to $10,000 /kW [99]. If we assume USD $5,000/kW and 25% 
service factor for PV, the equivalent service from incorporating water augmented 
cooling to the Mokai 1 binary cycle units would cost approximately USD 9.2 million.  
 
In New Zealand, many power companies offer a night control for hot water heating at 
a lower rate.  Thus, the demand for electric water heating is highest in the off-peak 
times. However, it is illustrative to compare the return on investment between 
installation of residential solar hot water systems and water cooling towers at a 
geothermal power plant. An experimental investigation by Western and Benseman 
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[100] shows that a typical household solar thermal system saves 37.5 kWh per 25 
kWh/m2 of solar radiation over a theoretical six day period with annual mean solar 
radiation of 1566 kWh/m2 in a particular location in New Zealand.  Introducing an 
evaporative cooling system to the Mokai 1 binary cycle units would roughly serve as 
equivalent to 1549 m2 collector area of solar thermal systems annually.  
 
Western and Benseman [100] found that a typical household with three family 
members consumes 3985 kWh in water heating in New Zealand. With the estimated 
improvement in the Mokai 1 plant, 910 households can meet their hot water demand 
from the increased geothermal generation annually. Of course from the exergy 
conservation point of view, it is not advisable to heat water with electricity, although 
in New Zealand, most of the household use electricity for their hot water need. Low 
population density might have contributed to this trend.     
 
Wind energy is of high interest in New Zealand at the present time. The government 
has provided carbon credit subsidies for the current wind farm developments.  Wind is 
not considered to be a peak-demand power source, as the scheduled delivery is 
problematic.  There is no way to accurately estimate how often high wind conditions 
would coincide with summer peak loads. Over the course of a year, assuming a 
typical wind utilisation factor of 20%, the cooling installation would produce the same 
amount of power as a 2.4 MW wind turbine.  The typical wind turbines are quoted 
between USD $1000-2000/kW. The cost of water augmented cooling of USD 
$1305/kW based on annual average improvement is at the lower end of wind turbine 
cost. In New Zealand there also trends to be local resistance to the landscape changes 
that accompany wind farm developments.  
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Figure 9-6: Schematic of proposed water-augmented air-cooled system for the  
Mokai 1 geothermal ORC 
 
9.4 Optimization of plant performance 
One of the major purposes of the modelling of binary cycles is the optimization. 
Optimization can be achieved in the context of efficiency, cost, maximum output and 
so on. From a mathematical point of view, optimization is the minimization or 
maximization of a function subject to a set of constraints on its variables [61]. The 
mathematical formulation of an optimization problem generally has the following 
form: 
  
Minimization of an objective function f(x) 
                                           subject to, h(x) = 0 
       g(x) ≤  0  
where, x is the vector of a set of continuous real variables; h(x) = 0 and g(x) ≤  0 are 
sets of equality and inequality constraints, respectively.  
 
If an optimization problem is to maximize rather than minimize f, then we can easily 
accommodate this change by minimizing -f in the formulation.  
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As a binary cycle geothermal power plant uses low enthalpy sources, a large heat 
transfer area is required. Moreover, binary cycles very often use air-cooled 
condensers. Therefore, the prime cost associated with such plants is the cost of heat 
transfer devices [50, 101]. The objective function associated with it for minimization 
is: 
f(x) = 
OUTW
A
          (9.3)  
where, A is the total heat transfer area used in the geothermal power plant. 
 
A geothermal plant can produce the most power but may not run at the highest 
efficiency and vice versa. Since, geothermal energy is renewable, it is therefore, less 
important to run a plant at the highest thermal efficiency but it is very important to 
utilize the geothermal resources in sustainable way. The specific power output of a 
plant with respect to the geothermal fluid flow rate is of more interest [60]. The 
objective function for maximization is:  
f(x) = •
m
WOUT                       (9.4) 
where, WOUT is the power output of the plant and 
•
m  is the geothermal fluid flow rate. 
The constraints of this objective function can be the pinch point, the limit on the 
maximum geothermal fluid flow rate, specified cooling water temperature etc.  
 
Equation (9.4) necessarily represents a resource optimization. However, ORC 
geothermal power plants are characterised by its environment, resource and weather 
conditions. Therefore, an optimization effort must incorporate weather effect in the 
analysis. Recalling the energy balance around turbine-generator  
elcycleT Phhm =−
•
)( 43η                 (9.5) 
The objective function is to maximize elP .  
 
For a given period of time Tη varies less significantly, therefore, it can be assumed 
constant. This leaves elP  as a function of  cyclem
•
 and )( 43 hh −  only.  cyclem
•
 is 
dependent on geothermal fluid flow rate and imposed constrains such the condenser 
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heat load. )( 43 hh −  is dependent on vaporizer and condenser conditions which are 
dependent on both geothermal fluid flow rate and ambient air temperature. Therefore 
optimization of the air-cooled ORC geothermal power plant performance for 
maximum power output is complex.  
 
Figure 9-7 represents simulated electric power output of OEC 11 as a function of 
steam flow rate at different vaporizer working pressures. The ambient temperature is 
kept constant at 15°C and working fluid mass flow rate is kept constant at 100 kg/s. 
Figure 9-8 represents electric power output of OEC 11 as a function of working fluid 
flow rate at different ambient temperatures under constant geothermal fluid mass flow 
rate of 25 kg/s and vaporizer working pressure of 5.5 bar. Curves in Figure 9-7 and 
under red line of Figure 9-8 (power output constrained by turbine operating limit) 
represent influence of different parameters on plant performance. The cycle mass flow 
rate is a strong function of the geothermal fluid mass flow rate. The condenser 
operating pressure is a strong function of the ambient temperature. Therefore, 
combination of these two sets of curves (Figure 9-7 and under red line of Figure 9-8) 
i.e. simultaneous change in geothermal fluid flow rate and change in ambient 
temperature might have an optimum operating point or a range of optimum operating 
points. Due to the two independent parameters, ambient air temperature and 
geothermal fluid flow rate, and various constrains imposed to the system, the 
optimization problem may become highly nonlinear and may involve in 
discontinuities. 
 
Algorithms for function optimization are generally limited to convex regular 
functions. However, many functions are multi-modal, discontinuous, and 
nondifferentiable. Traditional search techniques (such the simplex method [102]) use 
characteristics of the problem to determine the next sampling point (e.g., gradients, 
Hessians, linearity, and continuity) limiting their applications. Stochastic search 
techniques such as the Genetic Algorithm (GA) make no such assumptions. Instead, 
the next sampled point(s) is (are) determined based on stochastic sampling/decision 
rules. Therefore GA is suitable for difficult problems with the objective functions that 
do not possess “nice” properties such as continuity, differentiability, satisfaction of 
the Lipschitz Condition [103-105].  
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Genetic algorithms search the solution space of a function through the use of 
simulated evolution, i.e., the survival of the fittest strategy. In general, the fittest 
individuals of any population tend to reproduce and survive to the next generation, 
thus improving successive generations. However, inferior individuals can, by chance, 
survive and also reproduce. Genetic algorithms have been shown to solve linear and 
non linear problems by exploring all regions of the state space and exponentially 
exploiting promising areas through mutation, crossover, and selection operations 
applied to individuals in the population [105].  Owing to the powerful capabilities 
discussed above, GA has been used as the optimization tool for this analysis. The 
freeware Matlab [88] interface “Genetic Algorithm Optimization Toolbox (GAOT)” 
written by Houck et al. [103] has been used and it is available at [106]. 
 
For demonstration of optimization, OEC 11 model presented in chapter 8 has been 
used as it is the simpler among the two types of ORCs used in Mokai 1 geothermal 
power plant. There are two assumptions made in chapter 8: mass flow rate of working 
fluid in the cycle and vaporizer specific volume are constant. However, these 
assumptions have been omitted here as the central idea of optimization is to maximize 
power output. Changing cycle mass flow rate may result in improved performance. 
Controlling the vaporizer pentane level i.e. the vaporizer specific volume results in 
loss in potential work, the vaporizer is assumed to have only the physical constrains.  
Therefore, the Equation (8.5) reduces to 
2323 )(
••
=− Qhhmcycle                                                       (9.6) 
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Figure 9-7: Electric power output of OEC 11 as a function of steam flow rate 
vaporizer working pressure under constant temperature of 15°C working fluid mass 
flow rate of 100 kg/s. 
 
 
 
 
Figure 9-8: Electric power output of OEC 11 as a function of working fluid flow rate 
ambient temperature under constant geothermal fluid mass flow rate of 25 kg/s and 
vaporizer working pressure of 5.5 bar 
 
For OEC 11, the pressure loss in the condenser assumed to be constant and assigned 
to the value of original design of 0.1 bar i.e.  
                                                1.014 += pp                                                          (9.7) 
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The condenser equilibrium condition is determined using the iterative method 
presented in chapter 8. Equations (9.5)-(9.7) are solved for OEC 11 with an objective 
to maximize “ elP ” under the following constrains: 
)( 41
41
hh
Q
m cycle
−
<=
•
•
                                              (9.8) 
barpbar 64 3 <=<=                                         (9.9) 
skgmskg cycle /120/60 <=<=
•
                        (9.10) 
 
The Matlab code for operating point parameters optimization is available in appendix 
9.   
 
9.5 Results and discussion on plant performance optimization 
For each set of ambient temperature and geothermal fluid flow rate, a set of optimized 
vaporizer pressure, cycle mass flow rate and power output is obtained. To 
demonstrate accuracy of the results, the optimized values of vaporizer pressure and 
cycle mass flow rate are taken as the guessed values of simplex method and an 
optimization was carried out. Matlab [88] function “fminsearch” was used for the 
demonstration of optimization using simplex method [102].  Table 9.1 shows the 
results. It is evident that GA optimized the plant performance with equivalent results 
that could be obtained from simplex method if an appropriate initial conditions were 
provided (here the optimized values of GA are used as the initial guessed values for 
simplex method). In few cases the simplex method failed to converge, even using 
outputs of GA. From this discussion it is evident that the GA can be used to optimize 
the plant performance that would provide results equivalent to the traditional methods 
if solution is obtainable by a traditional method.  
 
Figure 9-9 shows the results of optimization of OEC 11 unit for a day operation. In 
Figure 9-9, power output increased for the same resource and ambient temperature by 
manipulating the vaporizer working pressure and working fluid flow rate, as high as, 
50% improvement in power is possible to achieve by the optimization. Therefore, real 
time (hourly) optimization requires further investigations.  
 
Using the same optimization technique two figures are created. Figure 9-10 and 9-11 
present optimum working fluid flow rate and optimum vaporizer working pressure 
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under different geothermal fluid flow rates and ambient temperatures. A high degree 
of nonlinearity is observed from the optimized solutions. These two figures can be 
used in practical operation of the power plant. In OEC 11 however, there is no 
provision for controlling mass flow rate. The vaporizer working pressure can be 
manipulated and the working fluid mass flow rate can only be increased or decreased 
using vaporizer inlet valve and turbine bypass valve but no provision is available to 
measure the actual mass flow rate. If a new system is design that allows controlling 
working fluid flow rate, the discussed optimization technique can be used with vary 
simple adaptation. Figure 9-12 schematically presents proposed control system of 
operating point optimization of an ORC. 
 
Table 9.1: Results of optimization of model of the OEC 11 under  
21.7 kg/s steam flow rate 
Tamb Genetic Algorithm Simplex method 
[°C] 
cyclem
•
 
[kg/s] 
4p  
[bar] 
elP  
[MW] 
cyclem
•
 
[kg/s] 
4p  
[bar] 
elP  
[MW] 
-5 96.168 5.588 7.5 96.168 5.588 7.5 
0 96.785 5.360 7.5 96.785 5.360 7.5 
5 91.702 5.337 7.5 91.702 5.337 7.5 
10 95.995 5.654 7.5 91.702 5.337 7.5 
15 84.365 5.884 6.847 Does not converge  
20 70.231 5.343 5.115 Does not converge  
25 76.331 5.973 3.537 Does not converge  
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Figure 9-9: Optimized vs actual power output of a day of OEC 11 
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Figure 9-10:Optimized working fluid flow rate under each set of geothermal fluid 
flow rate and ambient temperature of OEC 11 
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Figure 9-11: Optimized vaporizer working pressure under each set of geothermal 
fluid flow rate and ambient temperature OEC 11 
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brinem
•
 
Figure 9-12: Schematic of the proposed control system for short term performance 
improvement by operating point optimization 
 
 
9.6 Summary 
Water-augmented cooling system is proposed as an option to mitigate the reduced 
power output during the summer. The simulated average gain in power of an ORC 
during the summer (Jan, Feb, Nov and Dec) by incorporating a water-augmented 
cooling system is found 2.3% and the average gain for the whole year is found 1.6% 
based on the weather data of Taupo for the year 2005. A cost benefit analysis showed 
that water-augmented cooling system is more economical compared to other 
alternative renewable energies considered to meet summer peak demand. From the 
green house gas emissions perspective, water-augmented cooling is better option than 
the gas fired peaking plants.  
 
This chapter has also presented plant performance optimization of ORC geothermal 
power plant that takes into account both ambient temperature and geothermal fluid 
flow rate. Traditional optimization techniques are found to be not very suitable for the 
optimization problem presented in this chapter. Genetic Algorithm (GA) is used as the 
optimization tool. GA is a stochastic search technique that uses simulated evolution, 
i.e., the survival of the fittest strategy. In general, the fittest individuals of any 
population tend to reproduce and survive to the next generation, thus improving 
 184 
successive generations. However, inferior individuals can, by chance, survive and also 
reproduce.  
 
One of the ORC units of Mokai 1 geothermal power plant has been used as a case 
study. The results of optimization show that the power output can be increased using 
such optimization techniques by manipulating working fluid flow rate and vaporizer 
equilibrium pressure, as high as, 50% improvement in power is possible to achieve by 
the optimization. It was found that only 1-2% improvement by water-augmented 
cooling translates in to large benefit, a huge potential improvement (50%) by 
operating point parameters optimization therefore requires further investigations.  
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Chapter 10  
 
Conclusion and Future Work 
 
This dissertation has presented the basics of geothermal power generation, the current 
research and the relevance for this work. Often, the geothermal resources deviate from 
the time of commissioning of a plant. Therefore, a plant should adapt its design to 
continue its operation. This thesis proposed a methodology to address the problem of 
resource characteristics change.  
 
The low temperature geothermal source for power generation was the focus of this 
investigation. The binary cycle power plant is used to generate electricity from the 
low temperature geothermal sources. Typically, these plants use air-cooled condensers 
and their performance deteriorates in the summer. This work analyses the effect of 
environment on binary cycle geothermal power plant. A decade old geothermal power 
plant, Mokai 1 in Taupo, New Zealand, was taken as a case study.  
 
The following conclusions and recommendations for future work can be drawn from 
this study: 
 
Conclusions 
• A steady state model for the Mokai 1 geothermal power plant has been 
developed and compared with the design data. In the absence of information 
about some parameters, the iterative method has been used. It was found that 
the steady state model is competent and generates data that are within 5% of 
the design.  
• Geothermal power plants are very site specific and the resource characteristics 
of a field tend to change significantly over time. An adaptive approach has 
evolved during the course of the investigation, which may save money and 
effort in the future by having provision to adapt to changes in resource 
characteristics based on geothermal reservoir modelling. This investigation 
was carried out using the developed steady state model.  
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• This work has presented a new method for modelling the environmental effect 
on closed organic Rankine cycle. This is the major contribution of this work. 
The ambient temperature affects the condenser performance. Hence, it 
influences the performance of the whole cycle in two ways. Firstly, by 
changing the equilibrium pressure inside the condenser which results in 
change in turbine outlet pressure that leads to change in turbine pressure ratio. 
The turbine pressure ratio is a major parameter determining power generated 
by a turbine; therefore, the plant output is affected. Secondly, by changing the 
condenser outlet temperature with the ambient temperature, the pump inlet and 
outlet conditions are changed and consequently vaporizer equilibrium 
temperature and pressure are influenced. However, these two effects are in 
opposite direction with first one being the prominent in the overall plant 
performance.  
• The developed method is found to be very robust and converge exponentially. 
•  The model showed effectiveness in both cycles: saturated vapour (OEC 11) 
and superheated vapour (OEC 1).  
• The model is effective even for modelling hourly operation of the units with 
appropriate initial conditions and constraints. 
• The main interest of this research is on ORC but the developed method can be 
applied to any Rankine cycle of closed type. 
• Water-augmented cooling system is proposed as an option to mitigate the 
reduced power output during the summer. The simulated average gain in 
power of an ORC during the summer by incorporating a water-augmented 
cooling system is found 2.3% and the average gain for the whole year is found 
1.6% based on the weather data of Taupo for the year 2005. 
• A cost benefit analysis showed that water-augmented cooling system is more 
economical compared to other alternative renewable energies considered to 
meet summer peak demand. From the green house gas emissions perspective, 
water-augmented cooling is better option than the gas fired peaking plants.  
• An optimization was carried out that takes into account environmental effect 
(both local weather condition and geothermal resource characteristics). The 
analysis showed that manipulating operating parameters (i.e. pressure, 
 187 
temperature, mass flow rate), the plant performance can be optimized under 
different weather conditions and resource characteristics.  
• This work has developed a base for further developments in plant design and 
operation. As the models developed here are very generic, they can be used 
easily in new plant design through simple adaptation. 
• Plant operators can use the developed iterative method to predict the plant 
performance of a binary cycle, which will ensure more accurate dispatch. 
 
Future work 
• A thorough cost benefit analysis is necessary to find out the effectiveness of 
the adaptive design approach for long term performance improvements.  
• Further study is necessary to find out the effect of scale deposition on the 
vaporizer in the long term. 
• Further study of hourly operating point parameters optimization including 
experimental study has been identified as an important area of investigation.  
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Nomenclature 
 
A area (m2) 
cp specific heat at constant pressure (kJ K-1 kg-1) 
d diameter (m) 
e  relative error (-) 
e  specific exergy (kJ kg-1) 
h specific enthalpy (kJ kg-1) 
h convective heat transfer coefficient (kW m-2K-1) 
k1 proportionality constant (-) 
k2 proportionality constant (-) 
k conductivity (kW m
-1K-1) 
.
m  mass flow rate (kg s-1) 
p pressure (bar) 
Pel electric power (MW) 
Q  heat transfer (MJ) 
.
Q  heat transfer rate (MW) 
s specific entropy (kJ K-1 kg-1) 
T temperature (ºC) 
u specific internal energy (kJ kg-1) 
u velocity (m s-1) 
U overall heat transfer coefficient (kW m-2 K-1) 
v specific volume (m3 kg-1 ) 
vair velocity of air (m s
-1) 
.
V  volumetic flow rate (m3 s-1) 
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W  work done (MJ) 
.
W  work rate or power (MW) 
x quality (-) 
 
Subscript 
amb  ambient 
BR brine 
BRN brine 
BOT bottoming 
con condenser 
geo geothermal  
H high 
L low 
in input 
i inside 
o outside 
PN pentane 
r reference 
s isentropic 
ST steam 
SN sink 
SR source 
T turbine 
1-4 states 
 
Greek letters 
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η  efficiency (-) 
ε heat exchanger effectiveness (-) 
ρ density (kg m-3) 
µ viscosity (Pa s) 
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Appendices  
 
Appendix 1: Some pictures of the Mokai 1 geothermal power plant with the major 
components 
 
 
 
Figure 1: The Mokai 1 geothermal power plant (air-cooled condenser bank) 
 
 
 
 198 
 
 
Figure 2: A production well  
of geothermal fields in Mokai 
 
 
 
Figure 3: Steam separator and condensate 
collector (partial at right ) 
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Figure 4: Condensate collector and separator (right 
partial and full in Figure above) 
 
 
 
Figure 5: Steam turbine 
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Figure 6: Main heat exchanger (vaporizer and separator)  
of a brine OEC 
 
 
 
 
Figure 7: Turbines of bottoming OEC are connected 
to a common generator 
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Figure 8: Condenser at Mokai from the side 
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Appendix 2: Holman, J.P. Heat Transfer. (McGraw-Hill, 1992) 
 
 
 
 
Appendix 3: Holman, J.P. Heat Transfer. (McGraw-Hill, 1992) 
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Appendix 4: In the limiting case where geothermal fluid mass flow rate changes less 
significantly, LMTD can be assumed unchanged with reasonable accuracy 
 
  
The Figure presented above shows hypothetical heat transfer process between 
geothermal fluid and working fluid (pentane). Design LMTD can be calculated from 
the following Equation: 
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                                                 (1) 
Now, design point heat transfer can written as: 
)( ,, obibPrr TTcmQ −=
••
                                            (2) 
where, rQ
•
 is the design heat transfer and rm
•
 is the design geothermal fluid flow rate. 
The brine inlet temperature is controlled so ibT ,  can be assumed constant in Equation 
(2). The value of Pc  does not change much also. Now, heat transfer for off design can 
be calculated from the following Equation: 
)( , TTcmQ ibP −=
••
                                                 (3) 
where, 
•
Q  is the off design heat transfer, 
•
m  is the off design geothermal fluid flow 
rate and T is the off design geothermal fluid outlet temperature. Here, 
•
m  is an 
independent veriable. 
 
From the empirical relation discussed in chapter 5 (Equation (5.51)): 
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We know that in Mokai 1 geothermal power plant, the resource mass flow rate 
changes less significantly on yearly basis (Figure 5-19). Therefore, .1→y  Let us say, 
xy +=1 , where 1|| <<x . Now, putting the value of y in Equation (10) we get: 
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So, we can write neglecting the higher order terms, 
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which means in limiting case when, x is relatively small, brine outlet temperature 
varies less significantly. This leads to 
.
ln
,
,
,,
const
TT
TT
TT
T
pob
pib
obib
m ≈
−
−
−
=∆             when 1|| <<x               (15)                                       
So, from the above analytical treatment we can conclude that for short period of 
operation of the ORCs of  Mokai 1 geothermal power plant, where geothermal fluid 
flow rate changes less significantly, the LMTD value can be assumed constant. 
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Appendix 5: The Matlab functions code for the steady state model of the Mokai 1 
geothermal power plant  
 
 
GPentaneEnthalpy.m 
 
function h   =property(pin,tin) 
                tin=273.15+tin;%convert from c to k 
                pin=101*pin;%convert from bar to kpa 
                h=refpropm('H','T',tin,'P',pin,'pentane')/1000; % 
entalpy   
                    
end 
GPentaneTemperature.m 
function T   =property(pin,hin) 
                hin=hin*1000;%convert from c to k 
                pin=101*pin;%convert from bar to kpa 
                T=refpropm('T','P',pin,'H',hin,'pentane')-273.15; % 
entalpy   
                    
end 
 
GPentaneTurbineHV2.m 
function hout =property(pin,tin,select,out_parameter_val,eta_s) 
                tin=273.15+tin;%convert from c to k 
                pin=101*pin;%convert from bar to kpa 
                 
               if (select == 1.0) 
                    %disp(parameter);% display the control parameter 
                    out_parameter_val=out_parameter_val*101;%convert 
from bar to kpa 
                    sin=refpropm('S','T',tin,'P',pin,'pentane'); % 
entropy of inlet 
                    hin=refpropm('H','T',tin,'P',pin,'pentane'); % 
enthalpy of inlet 
                    
                    sout_s=sin; % if Isentropic efficiency 100% 
                    
hout_s=refpropm('H','P',out_parameter_val,'S',sin,'pentane'); % 
entalpy for 100% isentropic efficiency  
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    pout=out_parameter_val/101; % outlet pressure  
                    
tout=refpropm('T','P',1.17*101,'H',hout*1000,'pentane')-
273.15;%outlet temperature 
                elseif (select == 2.0) 
                   % disp(parameter);% display the control parameter    
                    
out_parameter_val=out_parameter_val+273.15;%convert from c to k 
                    sin=refpropm('S','T',tin,'P',pin,'pentane'); % 
entropy of inlet 
                    hin=refpropm('H','T',tin,'P',pin,'pentane'); % 
enthalpy of inlet 
                    h_temp=refpropm('H','P',pin,'Q',1,'pentane'); % 
entalpy   
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                    s_temp=refpropm('S','P',pin,'Q',1,'pentane'); % 
entropy   
                    if (h_temp>hin) % chek for the state 
                    hin=h_temp; 
                    sin=s_temp; 
                    end 
                    sout_s=sin; % if Isentropic efficiency 100% 
                    
hout_s=refpropm('H','T',out_parameter_val,'S',sin,'pentane'); % 
entalpy for 100% isentropic efficiency  
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    
pout=refpropm('P','T',out_parameter_val,'H',hout*1000,'pentane')/101; 
% outlet pressure 
                    tout=out_parameter_val-273.15; 
                                         
               end 
                
end 
                 
GPentaneTurbinePV2.m 
function pout =property(pin,tin,select,out_parameter_val,eta_s) 
                tin=273.15+tin;%convert from c to k 
                pin=101*pin;%convert from bar to kpa 
                 
               if (select == 1.0) 
                    %disp(parameter);% display the control parameter 
                    out_parameter_val=out_parameter_val*101;%convert 
from bar to kpa 
                    sin=refpropm('S','T',tin,'P',pin,'pentane'); % 
entropy of inlet 
                    hin=refpropm('H','T',tin,'P',pin,'pentane'); % 
enthalpy of inlet 
                    
                    sout_s=sin; % if Isentropic efficiency 100% 
                    
hout_s=refpropm('H','P',out_parameter_val,'S',sin,'pentane'); % 
entalpy for 100% isentropic efficiency  
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    pout=out_parameter_val/101; % outlet pressure  
                    
tout=refpropm('T','P',1.17*101,'H',hout*1000,'pentane')-
273.15;%outlet temperature 
                elseif (select == 2.0) 
                   % disp(parameter);% display the control parameter    
                    
out_parameter_val=out_parameter_val+273.15;%convert from c to k 
                    sin=refpropm('S','T',tin,'P',pin,'pentane'); % 
entropy of inlet 
                    hin=refpropm('H','T',tin,'P',pin,'pentane'); % 
enthalpy of inlet 
                    h_temp=refpropm('H','P',pin,'Q',1,'pentane'); % 
entalpy   
                    s_temp=refpropm('S','P',pin,'Q',1,'pentane'); % 
entropy   
                    if (h_temp>hin) % chek for the state 
                    hin=h_temp; 
                    sin=s_temp; 
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                    end 
                    sout_s=sin; % if Isentropic efficiency 100% 
                    
hout_s=refpropm('H','T',out_parameter_val,'S',sin,'pentane'); % 
entalpy for 100% isentropic efficiency  
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    
pout=refpropm('P','T',out_parameter_val,'H',hout*1000,'pentane')/101; 
% outlet pressure 
                    tout=out_parameter_val-273.15; 
                                         
               end 
                
end 
 
 
GPentaneTurbineTV2.m 
 
function tout =property(pin,tin,select,out_parameter_val,eta_s) 
                tin=273.15+tin;%convert from c to k 
                pin=101*pin;%covert from bar to kpa 
                 
               if (select == 1.0) 
                    %disp(parameter);% display the control parameter 
                    out_parameter_val=out_parameter_val*101;%convert 
from bar to kpa 
                    sin=refpropm('S','T',tin,'P',pin,'pentane'); % 
entropy of inlet 
                    hin=refpropm('H','T',tin,'P',pin,'pentane'); % 
enthalpy of inlet 
                    sout_s=sin; % if Isentropic efficiency 100% 
                    
hout_s=refpropm('H','P',out_parameter_val,'S',sin,'pentane'); % 
entalpy for 100% isentropic efficiency  
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    pout=out_parameter_val/101; % outlet pressure  
                    
tout=refpropm('T','P',out_parameter_val,'H',hout*1000,'pentane')-
273.15;%outlet temperature 
                elseif (select == 2.0) 
                   % disp(parameter);% display the control parameter    
                    
out_parameter_val=out_parameter_val+273.15;%convert from c to k 
                    sin=refpropm('S','T',tin,'P',pin,'pentane'); % 
entropy of inlet 
                    hin=refpropm('H','T',tin,'P',pin,'pentane'); % 
enthalpy of inlet 
                    h_temp=refpropm('H','P',pin,'Q',1,'pentane'); % 
entalpy   
                    s_temp=refpropm('S','P',pin,'Q',1,'pentane'); % 
entropy   
                    if (h_temp>hin) % chek for the state 
                    hin=h_temp; 
                    sin=s_temp; 
                    end 
                    sout_s=sin; % if Isentropic efficiency 100% 
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hout_s=refpropm('H','T',out_parameter_val,'S',sin,'pentane'); % 
entalpy for 100% isentropic efficiency  
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    
pout=refpropm('P','T',out_parameter_val,'H',hout*1000,'pentane')/101; 
% outlet pressure 
                    tout=out_parameter_val-273.15; 
                                         
               end 
                
end 
   
 
GSteamTurbineHV2.m                
 
function hout =property(pin,tin,select,out_parameter_val,eta_s) 
                tin=273.15+tin;%convert from c to k 
                pin=101*pin;%convert from bar to kpa 
                 
               if (select == 1.0) 
                    %disp(parameter);% display the control parameter 
                    out_parameter_val=out_parameter_val*101;%convert 
from bar to kpa 
                    h_p_t=refpropm('H','T',tin,'P',pin,'water'); % 
enthalpy of inlet 
                    h_p_x=refpropm('H','P',pin,'Q',1,'water'); % 
enthalpy of inlet of saturated steam 
                    if (h_p_x>=h_p_t) 
                    hin=h_p_x; 
                    sin=refpropm('S','P',pin,'Q',1,'water'); % 
entropy of inlet of saturated steam 
                    else 
                    hin=h_p_t; 
                    sin=refpropm('S','T',tin,'P',pin,'water'); % 
entropy of inlet  
                    end 
                    sout_s=sin; % if Isentropic efficiency 100% 
                    
hout_s=refpropm('H','P',out_parameter_val,'S',sin,'water'); % entalpy 
for 100% isentropic efficiency  
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    pout=out_parameter_val/101; % outlet pressure  
                    
tout=refpropm('T','P',1.17*101,'H',hout*1000,'water')-273.15;%outlet 
temperature 
                elseif (select == 2.0) 
                   % disp(parameter);% display the control parameter    
                    
out_parameter_val=out_parameter_val+273.15;%convert from c to k 
                    h_p_t=refpropm('H','T',tin,'P',pin,'water'); % 
enthalpy of inlet 
                    h_p_x=refpropm('H','P',pin,'Q',1,'water'); % 
enthalpy of inlet of saturated steam 
                    if (h_p_x>=h_p_t) 
                    hin=h_p_x; 
                    sin=refpropm('S','P',pin,'Q',1,'water'); % 
entropy of inlet of saturated steam 
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                    else 
                    hin=h_p_t; 
                    sin=refpropm('S','T',tin,'P',pin,'water'); % 
entropy of inlet  
                    end 
                    sout_s=sin; % if Isentropic efficiency 100% 
                    
hout_s=refpropm('H','T',out_parameter_val,'S',sin,'water'); % entalpy 
for 100% isentropic efficiency  
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    
pout=refpropm('P','T',out_parameter_val,'H',hout*1000,'water')/101; % 
outlet pressure 
                    tout=out_parameter_val-273.15; 
               elseif(select == 3.0) 
                    if (out_parameter_val>1)|| (out_parameter_val<0) 
                    disp('Error 0<x<=1 '); 
                    return; 
                    end 
                     
                    h_p_t=refpropm('H','T',tin,'P',pin,'water'); % 
enthalpy of inlet 
                    h_p_x=refpropm('H','P',pin,'Q',1,'water'); % 
enthalpy of inlet of saturated steam 
                    if (h_p_x>=h_p_t) 
                    hin=h_p_x; 
                    sin=refpropm('S','P',pin,'Q',1,'water'); % 
entropy of inlet of saturated steam 
                    else 
                    hin=h_p_t; 
                    sin=refpropm('S','T',tin,'P',pin,'water'); % 
entropy of inlet  
                    end 
                    sout_s=sin; % if Isentropic efficiency 100% 
                    x=out_parameter_val*100;% convert in percentage 
                    tin_temp=tin; % keep tin unchanged 
                    for i=1:1:1000000000 
                    tnew= tin_temp-0.1; % calculate temperature 
iteratively 
                    
xnew=refpropm('Q','T',tnew,'S',sout_s,'water')*100; % new quality 
                    if abs(x-xnew)<= 0.1  
                    hout_s=refpropm('H','T',tnew,'Q',x/100,'water');% 
enthalpy 
                    break 
                    end 
                    tin_temp=tnew; 
                    end 
                     
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    hout_tem=hout*1000; 
                    for i=1:1:1000000000 
                    tnew= tin-0.1; % calculate temperature 
iteratively 
                    
xnew=refpropm('Q','T',tnew,'H',hout_tem,'water')*100; % new quality 
                    if abs(x-xnew)<= 0.1  
                    tout=tnew-273.15; 
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pout=refpropm('P','T',tnew,'Q',x/100,'water')/101; 
                    break 
                    end 
                    tin=tnew; 
                    end 
                    
                     
                                         
               end 
                
end 
                 
 
 
GSteamTurbinePV2.m                  
        
function pout =property(pin,tin,select,out_parameter_val,eta_s) 
                tin=273.15+tin;%convert from c to k 
                pin=101*pin;%convert from bar to kpa 
                 
               if (select == 1.0) 
                    %disp(parameter);% display the control parameter 
                    out_parameter_val=out_parameter_val*101;%convert 
from bar to kpa 
                    h_p_t=refpropm('H','T',tin,'P',pin,'water'); % 
enthalpy of inlet 
                    h_p_x=refpropm('H','P',pin,'Q',1,'water'); % 
enthalpy of inlet of saturated steam 
                    if (h_p_x>=h_p_t) 
                    hin=h_p_x; 
                    sin=refpropm('S','P',pin,'Q',1,'water'); % 
entropy of inlet of saturated steam 
                    else 
                    hin=h_p_t; 
                    sin=refpropm('S','T',tin,'P',pin,'water'); % 
entropy of inlet  
                    end 
                    sout_s=sin; % if Isentropic efficiency 100% 
                    
hout_s=refpropm('H','P',out_parameter_val,'S',sin,'water'); % entalpy 
for 100% isentropic efficiency  
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    pout=out_parameter_val/101; % outlet pressure  
                    
tout=refpropm('T','P',1.17*101,'H',hout*1000,'water')-273.15;%outlet 
temperature 
                elseif (select == 2.0) 
                   % disp(parameter);% display the control parameter    
                    
out_parameter_val=out_parameter_val+273.15;%convert from c to k 
                    h_p_t=refpropm('H','T',tin,'P',pin,'water'); % 
enthalpy of inlet 
                    h_p_x=refpropm('H','P',pin,'Q',1,'water'); % 
enthalpy of inlet of saturated steam 
                    if (h_p_x>=h_p_t) 
                    hin=h_p_x; 
                    sin=refpropm('S','P',pin,'Q',1,'water'); % 
entropy of inlet of saturated steam 
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                    else 
                    hin=h_p_t; 
                    sin=refpropm('S','T',tin,'P',pin,'water'); % 
entropy of inlet  
                    end 
                    sout_s=sin; % if Isentropic efficiency 100% 
                    
hout_s=refpropm('H','T',out_parameter_val,'S',sin,'water'); % entalpy 
for 100% isentropic efficiency  
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    
pout=refpropm('P','T',out_parameter_val,'H',hout*1000,'water')/101; % 
outlet pressure 
                    tout=out_parameter_val-273.15; 
               elseif(select == 3.0) 
                    if (out_parameter_val>1)|| (out_parameter_val<0) 
                    disp('Error 0<x<=1 '); 
                    return; 
                    end 
                     
                    h_p_t=refpropm('H','T',tin,'P',pin,'water'); % 
enthalpy of inlet 
                    h_p_x=refpropm('H','P',pin,'Q',1,'water'); % 
enthalpy of inlet of saturated steam 
                    if (h_p_x>=h_p_t) 
                    hin=h_p_x; 
                    sin=refpropm('S','P',pin,'Q',1,'water'); % 
entropy of inlet of saturated steam 
                    else 
                    hin=h_p_t; 
                    sin=refpropm('S','T',tin,'P',pin,'water'); % 
entropy of inlet  
                    end 
                    sout_s=sin; % if Isentropic efficiency 100% 
                    x=out_parameter_val*100;% convert in percentage 
                    tin_temp=tin; % keep tin unchanged 
                    for i=1:1:1000000000 
                    tnew= tin_temp-0.1; % calculate temperature 
iteratively 
                    
xnew=refpropm('Q','T',tnew,'S',sout_s,'water')*100; % new quality 
                    if abs(x-xnew)<= 0.1  
                    hout_s=refpropm('H','T',tnew,'Q',x/100,'water');% 
enthalpy 
                    break 
                    end 
                    tin_temp=tnew; 
                    end 
                     
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    hout_tem=hout*1000; 
                    for i=1:1:1000000000 
                    tnew= tin-0.1; % calculate temperature 
iteratively 
                    
xnew=refpropm('Q','T',tnew,'H',hout_tem,'water')*100; % new quality 
                    if abs(x-xnew)<= 0.1  
                    tout=tnew-273.15; 
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pout=refpropm('P','T',tnew,'Q',x/100,'water')/101; 
                    break 
                    end 
                    tin=tnew; 
                    end 
                    
                     
                                         
               end 
                
end 
    
              
  
GSteamTurbineTV2.m  
                 
function tout =property(pin,tin,select,out_parameter_val,eta_s) 
                tin=273.15+tin;%convert from c to k 
                pin=101*pin;%convert from bar to kpa 
                 
               if (select == 1.0) 
                    %disp(parameter);% display the control parameter 
                    out_parameter_val=out_parameter_val*101;%convert 
from bar to kpa 
                    h_p_t=refpropm('H','T',tin,'P',pin,'water'); % 
enthalpy of inlet 
                    h_p_x=refpropm('H','P',pin,'Q',1,'water'); % 
enthalpy of inlet of saturated steam 
                    if (h_p_x>=h_p_t) 
                    hin=h_p_x; 
                    sin=refpropm('S','P',pin,'Q',1,'water'); % 
entropy of inlet of saturated steam 
                    else 
                    hin=h_p_t; 
                    sin=refpropm('S','T',tin,'P',pin,'water'); % 
entropy of inlet  
                    end 
                    sout_s=sin; % if Isentropic efficiency 100% 
                    
hout_s=refpropm('H','P',out_parameter_val,'S',sin,'water'); % entalpy 
for 100% isentropic efficiency  
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    pout=out_parameter_val/101; % outlet pressure  
                    
tout=refpropm('T','P',1.17*101,'H',hout*1000,'water')-273.15;%outlet 
temperature 
                elseif (select == 2.0) 
                   % disp(parameter);% display the control parameter    
                    
out_parameter_val=out_parameter_val+273.15;%convert from c to k 
                    h_p_t=refpropm('H','T',tin,'P',pin,'water'); % 
enthalpy of inlet 
                    h_p_x=refpropm('H','P',pin,'Q',1,'water'); % 
enthalpy of inlet of saturated steam 
                    if (h_p_x>=h_p_t) 
                    hin=h_p_x; 
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                    sin=refpropm('S','P',pin,'Q',1,'water'); % 
entropy of inlet of saturated steam 
                    else 
                    hin=h_p_t; 
                    sin=refpropm('S','T',tin,'P',pin,'water'); % 
entropy of inlet  
                    end 
                    sout_s=sin; % if Isentropic efficiency 100% 
                    
hout_s=refpropm('H','T',out_parameter_val,'S',sin,'water'); % entalpy 
for 100% isentropic efficiency  
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    
pout=refpropm('P','T',out_parameter_val,'H',hout*1000,'water')/101; % 
outlet pressure 
                    tout=out_parameter_val-273.15; 
               elseif(select == 3.0) 
                    if (out_parameter_val>1)|| (out_parameter_val<0) 
                    disp('Error 0<x<=1 '); 
                    return; 
                    end 
                     
                    h_p_t=refpropm('H','T',tin,'P',pin,'water'); % 
enthalpy of inlet 
                    h_p_x=refpropm('H','P',pin,'Q',1,'water'); % 
enthalpy of inlet of saturated steam 
                    if (h_p_x>=h_p_t) 
                    hin=h_p_x; 
                    sin=refpropm('S','P',pin,'Q',1,'water'); % 
entropy of inlet of saturated steam 
                    else 
                    hin=h_p_t; 
                    sin=refpropm('S','T',tin,'P',pin,'water'); % 
entropy of inlet  
                    end 
                    sout_s=sin; % if Isentropic efficiency 100% 
                    x=out_parameter_val*100;% convert in percentage 
                    tin_temp=tin; % keep tin unchanged 
                    for i=1:1:1000000000 
                    tnew= tin_temp-0.1; % calculate temperature 
iteratively 
                    
xnew=refpropm('Q','T',tnew,'S',sout_s,'water')*100; % new quality 
                    if abs(x-xnew)<= 0.1  
                    hout_s=refpropm('H','T',tnew,'Q',x/100,'water');% 
enthalpy 
                    break 
                    end 
                    tin_temp=tnew; 
                    end 
                     
                    hout=(hin-eta_s*(hin-hout_s))/1000; %entalpy of 
outlet  
                    hout_tem=hout*1000; 
                    for i=1:1:1000000000 
                    tnew= tin-0.1; % calculate temperature 
iteratively 
                    
xnew=refpropm('Q','T',tnew,'H',hout_tem,'water')*100; % new quality 
                    if abs(x-xnew)<= 0.1  
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                    tout=tnew-273.15; 
                    
pout=refpropm('P','T',tnew,'Q',x/100,'water')/101; 
                    break 
                    end 
                    tin=tnew; 
                    end 
                    
                     
                                         
               end 
                
end 
 
 
GWaterEnthalpy.m 
function h   =property(pin,tin,dome,x) 
               
                 
                tin=273.15+tin;%convert from c to k 
                pin=101*pin;%convert from bar to kpa 
                if (dome==1) 
                h=refpropm('H','T',tin,'P',pin,'water')/1000; % 
entalpy   
                elseif (dome==2) 
                h=refpropm('H','P',pin,'Q',x,'water')/1000; % entalpy  
                end 
                     
                    
end 
 
 
GWaterEnthalpyTurbineInlet.m       
function hin   =property(pin,tin) 
               
                    pin=pin*101;% conversion from bar to kPa 
                    tin=tin+273.15;% conversion from C to K 
                    h_p_t=refpropm('H','T',tin,'P',pin,'water'); % 
enthalpy of inlet 
                    h_p_x=refpropm('H','P',pin,'Q',1,'water'); % 
enthalpy of inlet of saturated steam 
                    if (h_p_x>=h_p_t) 
                    hin=h_p_x/1000; % inlet enthalpy 
                    else 
                    hin=h_p_t/1000;% inlet enthalpy 
                    end 
                     
                    
end 
 
GWaterTemperature.m 
function T   =property(pin,hin) 
                hin=hin*1000;%convert from J/kg to kJ/kg 
                pin=101*pin;%convert from bar to kpa 
                T=refpropm('T','P',pin,'H',hin,'WATER')-273.15; % 
temperature   
                    
end 
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GQCondenser.m 
function Q=properties(p_Pentane,t_Pentane,tamb,air_velocity) 
p_Pentane=p_Pentane*101; 
t_Pentane=t_Pentane+273.15; 
tamb=tamb+273.15; 
  
  
tsat=refpropm('T','P',p_Pentane,'Q',0,'Pentane'); %w/mK 
  
if abs(t_Pentane-tsat)<=0.0001 
   t_Pentane=t_Pentane+1.0; 
end 
  
tw=tsat-1; 
  
Q=GQCondenserIteration(p_Pentane,t_Pentane,tamb,air_velocity,tw); 
for c=1:100 
Q_new=GQCondenserIteration(p_Pentane,t_Pentane,tamb,air_velocity,tw); 
    if abs(Q-Q_new)<=0.1 Q=Q_new; end 
    tw=tw-0.1; 
end 
  
  
end 
    
 
 
 
 
GQCondenserIteration.m 
 
function Q=properties(p_Pentane,t_Pentane,tamb,air_velocity,tw) 
p_Pentane=p_Pentane*101; 
t_Pentane=t_Pentane+273.15; 
tamb=tamb+273.15; 
  
% calculating alfa_i 
k_Pentane=refpropm('L','T',(t_Pentane),'Q',0,'Pentane'); %w/mK 
roh_Pentane_l=refpropm('D','T',(t_Pentane),'Q',0,'Pentane'); %kg/m^3 
roh_Pentane_g=refpropm('D','T',(t_Pentane),'Q',1,'Pentane'); %kg/m^3 
meu_Pentane_l=refpropm('V','T',(t_Pentane),'Q',0,'Pentane');%Pa.s 
d_i=23.41/1000;%m 
g=9.81; %m/s^2 
tsat=refpropm('T','P',p_Pentane,'Q',0,'Pentane'); %w/mK 
  
if abs(t_Pentane-tsat)<=0.0001 
   t_Pentane=t_Pentane+1.0; 
end 
  
  
hl=refpropm('H','T',(t_Pentane),'Q',0,'Pentane');% enthalpy of 
saturated liquid 
hg=refpropm('H','T',(t_Pentane),'Q',1,'Pentane');% enthalpy of 
saturated vapor 
h=refpropm('H','T',t_Pentane,'P',p_Pentane,'Pentane');% enthalpy of 
the incoming fluid 
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delta_h=hg-hl;% difference between enthalpies hv 
x=refpropm('Q','T',t_Pentane,'P',p_Pentane,'Pentane');% quality 
if x<=0.01   
   x=0.01;  
end 
  
omega=0.728*(1+((1-x)/x)*(roh_Pentane_g/roh_Pentane_l)^0.667)^(-
0.75);% 
one=k_Pentane^3; 
two=roh_Pentane_l; 
three=(roh_Pentane_l-roh_Pentane_g); 
four=g*delta_h; 
five=(meu_Pentane_l*d_i*(tsat-tw)); 
alfa_i=omega*(one*two*three*four/five)^0.25; % heat transfer 
coefficient inside the tube 
  
  
  
% calculating alfa_0 
  
t_bulk=(tamb+tw)/2; 
w_air=2*air_velocity;% maximum velocity 
k_air=7E-05*(t_bulk -273.15)+ 0.0241;%w/mK 
roh_air=-0.0033*(t_bulk -273.15)+ 1.249; %kg/m^3 
meu_air=(4E-05*(t_bulk -273.15)+ 0.0167)/1000; %Pa.s 
Pr_air=0.706; % taken as constant 
d_o=25.41/1000; % external diameter 
Re_air=(roh_air*air_velocity*d_o)/meu_air; %renolds number 
a=2.24; 
b=4.09; 
s=2.54/1000; 
h=15.80/1000; 
nf=0.75; 
A_t=29.61 ; 
A_f=28.44 ; 
A_r=1.17; 
A_i=1.35; 
A_nb=1.46; 
n_f=0.75; 
bw=1/1000; 
N=1584; % total no. of tube 
k_stl=(55+52)/2; %w/mk 
cp_air=1.01; %kW/kgK 
A_air_flow=575; % m^2 
Air_density=1.21; %kg/m^3 
alfa=(k_air/d_o)*0.19*(a/b)^0.2*(s/d_o)^0.18*(h/d_o)^-
0.14*Re_air^0.65*Pr_air^0.33; 
alfa_0=1/A_t*(alfa*(A_f*n_f+A_r)); % heat transfer coefficient 
outside the tube 
  
alfa_wall=1/(bw/(k_stl*(A_nb/A_t))); 
  
Rfi=0; 
Rfo=0; 
  
U=1/(Rfi*(A_t/A_i)+1/(alfa_i*(A_i/A_t))+bw/(k_stl*(A_nb/A_t))+1/alfa_
0+Rfo); % w/m^2K 
U=U/1000; % kw/m^2K 
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%Calculation of heat transfer 
tout=tw-exp(-
(U*A_t)/(A_air_flow*air_velocity*Air_density*cp_air))*(tw-tamb); 
  
  
LMTD=(tout-tamb)/(log(((tw-tamb)/(tw-tout)))); 
Q=U*A_t*N*LMTD; 
  
end 
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Appendix 6: Sensitivity analysis of the assumption that the change in hold up mass in 
the ORC vaporizer, due to the change in ambient air temperature is negligible 
 
The detailed information of the vaporizer pressure-temperature control mechanism is 
not available. However it is known (Figure 8-6) the cycle mass flow rate remains 
nearly unchanged for wide range of operation. The vaporizer level control valve is not 
effective in controlling the vaporizer pentane level due to change in the ambient 
temperature, as the pressure and temperature are coupled in the wet vapour zone 
(phase change). Figure 1 shows the opening of the level control valve for the year 
2007 of OEC 1. Figure 2 shows the opening of the level control valve for the first day 
of year 2007, there is no instantaneous change in the level control valve is observed. 
This implies vaporizer pressure-temperature condition is controlled by the bypass 
valve when ambient temperature changes, not by the vaporizer level control valve. 
The level control valve in both the figures reduces over time to adjust to the pentane 
mass loss occurs during the normal operation of the plant. 
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Figure 1: Level control valve opening for the year 2007 of OEC 1 taken from plant 
operational log 
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Figure 2: Level control valve opening on 01/01/2007 of OEC 1 taken from plant 
operational log 
 
 
Figure 3 presents the simplified cross sectional view of the vaporizers used in the 
ORCs. The volume occupied by liquid pentane can be calculated by the following 
Equations: 
 
−−−−= − ))/)((cos2(
2
1
()( 12 shellshelllshelltubeShelll rrhrVVV  
                     Vlshelllshelll Lhrhrh ))2()(
2−−             (1) 
for pentane level higher than or equal to the top of the tube channel. 
 
And, 
−−−−= − ))/)((cos2(
2
1
()( 12 shellshelllshelltubeShelll rrhrVVV  
Vlshelllshelll Lhrhrh ))2()(
2−− + 
−−− ))/)((cos2(
2
1
( 12 tubetubeltube rrhr Vltubeltubel Lhrhrh ))2()(
2−−  (2) 
for a pentane level lower than or equal to the top of the tube channel. 
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Figure 3: Simplified cross sectional view of the vaporizers 
 
 
Here, Vtube is the volume (external) of the tube side channel, ShellV  is the volume of the 
space inside the shell, lV  is the volume occupied by the pentane liquid, vapourV  is the 
vapour occupied by pentane vapour, hl  is the height of the pentane liquid level from 
the bottom of the vaporizer, rshell is the internal radius of the shell, rtube is the outer 
radius of the tube and VL  is the length of the vaporizer. )( tubeShell VV −  represents the 
empty volume (occupied by both pentane vapour and liquid) of the vaporizer.  
 
When hl is the maximum, the volume occupied by the pentane liquid is the maximum 
and when hl is the minimum the volume occupied by the pentane liquid is the 
minimum.  
 
The BRN-ORC  
When the vaporizer pentane level is maximum (hl = maximum) then the top of the 
tube surface is fully submerged in the pentane level. In this case, Equation (1) is used 
to calculate the volume occupied by pentane level. When the vaporizer pentane level 
is minimum (hl = minimum) then the top of the tube surface is exposed to pentane 
vapour. In this case Equation (2) is used to calculate the volume occupied by pentane 
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liquid level. The required parameters are given below (taken from the design data 
supplied by MRP): 
 
hl,minimum = 0.676 m;  hl,maximum = 1.286 m;   )( tubeShell VV − = 14.112 m
3; VL  = 11.58 m; 
shellr   = 0.816 m; and tuber  = 0.604 m.  
 
The calculated volumes are: 
imumlV max, = 10.364 m
3 ; imumlV min, = 5 m
3  
 
The BOT-ORC  
When the vaporizer pentane level is maximum (hl = maximum) then the top of the 
tube surface is at the same level of the pentane level. When the vaporizer pentane 
level is minimum (hl = minimum) then the top of the tube surface is exposed to 
pentane vapour. In both cases Equation (2) is used to calculate the volume occupied 
by pentane level. The required parameters are given below (taken from the design 
data supplied by MRP): 
 
hl,minimum = 0.416 m;  hl,maximum = 0.914 m;   )( tubeShell VV − = 11.3 m
3; VL  = 15.61 m; 
shellr   = 0.886 m; and tuber  = 0.780 m.  
 
The calculated volumes are: 
imumlV max, = 4.5 m
3 ; imumlV min, = 3.138 m
3  
 
 
 
Heat and mass balance of the vaporizer 
Figure 4 shows the heat and mass balance of a heat exchanger (vaporizer). According 
to the conservation of the mass of working fluid: 
obibb mmM
dt
d
,,)(
••
−=                  (3) 
If we ignore the effect of heat loss to the ambient, we can write the heat balance as: 
•••
+−= QhmhmhM
dt
d
obobibibbb ,,,,)(                     (4) 
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Here, bM  is the hold up mass, ibm ,
•
 is the inlet mass flow rate, obm ,
•
 is outlet mass 
flow rate, ibh ,  is the inlet enthalpy, obh ,  is outlet enthalpy of pentane and 
•
Q  is the 
supplied heat to the system.  
 
Here, a simple assumption was made that for a small time interval, the pressure and 
temperature changes are negligible; therefore, we can use enthalpy instead of the 
internal energy of the system.  
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Figure 4: Schematic diagram of heat and mass balance of a 
heat-exchanging device 
 
 
The hourly operation of the plant is considered steady state. Therefore left hand side 
of Equations (3) and (4) becomes zero. In the ORCs the vaporizer pentane outlet 
condition is controlled ( obh , ), therefore the vaporizer pentane outlet condition can 
vary little. The vaporizer pentane inlet condition is affected by ambient temperature. 
The maximum and minimum ambient temperature of Taupo was found to remain 
within -5 to 35 ºC i.e., the maximum possible change in temperature is 23 ºC. The 
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mass flow rate required to be bypassed if the temperature increases 23ºC, can be 
calculated from Equation (4).  
 
Table 1 presents the change in hold up mass or specific volume (mass per unit 
volume) of both the BRN-ORC and the BOT-ORC. The results show that the hold up 
mass or the specific volume (as volume is constant change in hold up mass is same as 
change in specific volume) remained below 1% for the maximum possible ambient 
temperature change. Therefore, the assumption of the effect of change of hold up 
mass is negligible is a good approximation.  
 
Table 1: change in hold up mass with the maximum temperature change 
Change in hold up 
mass or specific 
volume  
 Designed value Maximum 
deviated ibh ,   
based  
on maximum  
deviated  
temperature 
[kJ/kg] 
max,bM  min,bM  
BRN-ORC 
ibm ,
•
 = 58.16 [kg/s] 
lρ  = 413.6 [kg/m
3] 
•
Q  = 28880 [kW] 
ibh ,  = 123 [kJ/kg] 
obh ,  = 557.1 [kJ/kg] 
max,bM  =  4286.3 [kg] 
min,bM  =  2068.0 [kg] 
 
 
 
 
ibh ,  = 135.79  
 
 
 
 
 
0.242 [%] 
  
 
 
 
0.502 [%] 
BOT-ORC 
ibm ,
•
 = 103.43 [kg/s] 
lρ  = 545.4 [kg/m
3] 
•
Q  = 43375 [kW] 
ibh ,  = 29.13 [kJ/kg] 
obh ,  = 449.31 [kJ/kg] 
max,bM  =  2454.3 [kg] 
min,bM  =  1711.73 [kg] 
 
 
 
 
 
ibh ,  = 50.75 
 
 
 
 
 
 
0.583 [%] 
  
 
 
 
 
0.837 [%] 
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Appendix 7: Code for short term performance of OEC 1 
 
Model_OEC1.m 
  
 
function pout=calculate_OEC1(tamb,mb)  
  
p_initial_input=1.17; 
t_initial_input=62.3; 
p_initial=1.15; 
  
termination_array_1=[0 0 0 0 0 0 0 0 0 0]; 
termination_array_2=[0 0 0 0 0 0 0 0 0 0]; 
  
termination_array_1(1)=0; 
termination_array_2(1)=0; 
  
termination_array_1(2)=p_initial_input; 
termination_array_2(2)=t_initial_input; 
  
  
  
mdot_cycle=43.1873; 
mb=mb/2;% data is for two brine units 
  
  
for c=1:10  
%calculatio of heat transfer 
Q_r=28880; 
mb_dot_s=119.44; 
Qin_OEC1=Q_r*(mb/mb_dot_s)^0.5; 
Qin_OEC1_super_heat=7126.2*(mb/mb_dot_s)^0.5; 
Qin_OEC1_vaporizer=23317*(mb/mb_dot_s)^0.5; 
%Qin=46249.076*1; 
%----------------------------------- 
  
t_vaporizer=157.7612;% at min equlibrium (12C tamb) 
p_vaporizer=18;% at min equlibrium (12C tamb) 
p_vaporizer_max=19; 
p_vaporizer_min=15.0; 
Q_cond=GQCondenser_Quasi_SS(p_initial_input,t_initial_input,tamb,3.65
); 
hl=refpropm('H','P',(p_initial*101),'Q',0,'Pentane'); 
hg=refpropm('H','T',(t_initial_input+273.15),'P',(p_initial_input*101
),'Pentane'); 
mdot_max=Q_cond/((hg-hl)/1000); 
  
%Condenser calculation for higher than design amb temp 
if mdot_cycle>=mdot_max 
    while  mdot_cycle>=mdot_max 
        % p_initial_input=p_initial_input+0.05; 
         
Q_cond=GQCondenser_Quasi_SS(p_initial_input,t_initial_input,tamb,3.65
); 
         hl=refpropm('H','P',(p_initial_input*101),'Q',0,'Pentane'); 
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hg=refpropm('H','T',(t_initial_input+273.15),'P',(p_initial_input*101
),'Pentane'); 
         err=abs(mdot_max-mdot_cycle)/mdot_cycle; 
         p_initial_input=p_initial_input+0.2*err; 
         mdot_max=Q_cond/((hg-hl)/1000); 
         if abs(mdot_cycle-mdot_max)<=0.01 
             break; 
         end 
          
    end 
else 
    %Condenser calculation for higher than design amb temp 
     while  mdot_cycle<mdot_max 
        % p_initial_input=p_initial_input-0.05; 
         
Q_cond=GQCondenser_Quasi_SS(p_initial_input,t_initial_input,tamb,3.65
); 
         hl=refpropm('H','P',(p_initial_input*101),'Q',0,'Pentane'); 
         
hg=refpropm('H','T',(t_initial_input+273.15),'P',(p_initial_input*101
),'Pentane'); 
         err=abs(mdot_max-mdot_cycle)/mdot_cycle; 
         p_initial_input=p_initial_input-0.2*err; 
         mdot_max=Q_cond/((hg-hl)/1000); 
         if abs(mdot_cycle-mdot_max)<=0.01 
             break; 
         end 
     end 
end 
     
    p4_das=p_initial_input; 
    p1=p4_das-0.5; 
    t1=refpropm('T','P',(p1*101),'Q',0,'Pentane')-273.15; 
    h1=refpropm('H','P',(p1*101),'Q',0,'Pentane')/1000; 
    h2=h1+380/(mdot_cycle); 
    %h3_new=(Qin_OEC1+7000)/(mdot_cycle)+h2; 
    h3_a_new=(Qin_OEC1_vaporizer+6031.67)/(mdot_cycle)+h2; 
    h3_a_new_temp= 505.6925;% start at eq at 130 C 
    p3_a_new_temp=10.9260; 
     
     
   %calculation of eqlibrium condtion for new h3  
    while abs(h3_a_new-h3_a_new_temp)>=0.1 
     %p3_a_new_temp= p3_a_new_temp+0.01; 
     
h3_a_new_temp=refpropm('H','P',(p3_a_new_temp*101),'Q',1,'Pentane')/1
000; 
     err=h3_a_new-h3_a_new_temp; 
     p3_a_new_temp= p3_a_new_temp+0.01*err; 
     if p3_a_new_temp>=p_vaporizer_max  
         break; 
     else 
     p3_a_new= p3_a_new_temp; 
     t3_a_new= refpropm('T','P',(p3_a_new_temp*101),'Q',1,'Pentane')-
273.15; 
     
v3_a_new=1/refpropm('D','P',(p3_a_new_temp*101),'Q',1,'Pentane'); 
     end 
       
 227 
    end 
      
     
    
h3_a_old=refpropm('H','T',(t_vaporizer+273.15),'Q',1,'Pentane')/1000; 
    
u3_a_old=refpropm('U','T',(t_vaporizer+273.15),'Q',1,'Pentane')/1000; 
    
v3_a_old=1/refpropm('D','T',(t_vaporizer+273.15),'Q',1,'Pentane'); 
     
    % calculation of u3 
    %p3_a_new 
    u3_a=u3_a_old+h3_a_new-h3_a_old-(p3_a_new*v3_a_new-
p_vaporizer*v3_a_old); 
    delu3=u3_a-u3_a_old; 
    LHS=delu3; 
     
    p3_a_temp=17; %bar 
    RHS=refpropm('H','P',(p3_a_temp*101),'Q',1,'Pentane')/1000-
h3_a_old-(p3_a_temp*v3_a_old-p_vaporizer*v3_a_old); 
    %err=0; 
       
    while abs(LHS-RHS)>=0.1 
           
     RHS=refpropm('H','P',(p3_a_temp*101),'Q',1,'Pentane')/1000-
h3_a_old-(p3_a_temp*v3_a_old-p_vaporizer*v3_a_old); 
     err=LHS-RHS; 
    
    % else  
     
h3_a_temp=refpropm('H','P',(p3_a_temp*101),'Q',1,'Pentane')/1000; 
     
u3_a_temp=refpropm('U','P',(p3_a_temp*101),'Q',1,'Pentane')/1000; 
     
s3_a_temp=refpropm('S','P',(p3_a_temp*101),'Q',1,'Pentane')/1000; 
     t3_a_temp= refpropm('T','P',(p3_a_temp*101),'Q',1,'Pentane')-
273.15; 
     p3_a_temp_new = p3_a_temp+0.01*err; 
     if p3_a_temp_new>=p_vaporizer_max  
        break; 
     else 
         p3_a_temp=p3_a_temp_new; 
     end 
    
     if abs(LHS-RHS)<=0.1 
         break; 
     end 
      
      end 
     
      if p3_a_temp<=p_vaporizer_min 
         p3_a_temp=p_vaporizer_min; 
         
h3_a_temp=refpropm('H','P',(p3_a_temp*101),'Q',1,'Pentane')/1000; 
         
u3_a_temp=refpropm('U','P',(p3_a_temp*101),'Q',1,'Pentane')/1000; 
         
s3_a_temp=refpropm('S','P',(p3_a_temp*101),'Q',1,'Pentane')/1000; 
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         t3_a_temp= 
refpropm('T','P',(p3_a_temp*101),'Q',1,'Pentane')-273.15; 
     end 
    p3=p3_a_temp-0.3; 
    t3=t3_a_temp+Qin_OEC1_super_heat/(mdot_cycle*2.7332); %cp =2.7332 
at 18 bar and 189 C temp; 
    h3=refpropm('H','T',(t3+273.15),'P',(p3*101),'Pentane')/1000; 
    s3=refpropm('S','T',(t3+273.15),'P',(p3*101),'Pentane')/1000; 
    s4=s3; 
    p4=p4_das+0.5; 
    t4=refpropm('T','P',(p4*101),'S',s4*1000,'Pentane')-273.15; 
    h4=refpropm('H','P',(p4*101),'S',s4*1000,'Pentane')/1000; 
    t4_das=t4-6031.67*0.8/(mdot_cycle*1.73); %cp =1.73 
     
    termination_array_1(c+2)=p1; 
    termination_array_2(c+2)=t4_das; 
     
       
    if abs(termination_array_1(c)-termination_array_1(c+1))<=0.1 && 
abs(termination_array_2(c)-termination_array_2(c+1))<=0.1 
        break;  
    end 
     
    p_initial_input=p1; 
    t_initial_input=t4_das; 
     
end 
         
    %k=1.1173; 
   pout=mdot_cycle*0.9*(h3-h4)/1000; 
   % pout_cp=2.1406*101*(t3-t4) 
    %pout_fit=(-303.62*rp^2 + 3189.8*rp - 3247.9)/1000 
     
    x(1)=p1; 
    x(2)=t1; 
    x(3)=p3; 
    x(4)=t3; 
    x(5)=p4; 
    x(6)=t4; 
    x(7)=pout; 
     
     
end 
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Appendix 8: Code for short term performance of OEC 11 
 
Model_OEC11.m 
 
function [x]=calculate_OEC1(tamb,mb)  
p_initial_input=1.17; 
t_initial_input=62.3; 
p_initial=1.15; 
  
termination_array_1=[0 0 0 0 0 0 0 0 0 0]; 
termination_array_2=[0 0 0 0 0 0 0 0 0 0]; 
  
termination_array_1(1)=0; 
termination_array_2(1)=0; 
  
termination_array_1(2)=p_initial_input; 
termination_array_2(2)=t_initial_input; 
  
  
  
mdot_cycle=43.1873; 
mb=mb/2;% data is for two brine units 
  
  
for c=1:10  
%calculatio of heat transfer 
Q_r=28880; 
mb_dot_s=119.44; 
Qin_OEC1=Q_r*(mb/mb_dot_s)^0.5; 
%Qin_OEC1_super_heat=7126.2*(mb/mb_dot_s)^0.5; 
Qin_OEC1_vaporizer=23317*(mb/mb_dot_s)^0.5; 
Qin_OEC1_super_heat=Qin_OEC1-Qin_OEC1_vaporizer; 
%Qin=46249.076*1; 
%----------------------------------- 
  
t_vaporizer=157.7612;% at min equlibrium (12C tamb) 
p_vaporizer=18;% at min equlibrium (12C tamb) 
p_vaporizer_max=19; 
p_vaporizer_min=15.0; 
Q_cond=GQCondenser_Quasi_SS(p_initial_input,t_initial_input,tamb,3.58
); 
hl=refpropm('H','P',(p_initial*101),'Q',0,'Pentane'); 
hg=refpropm('H','T',(t_initial_input+273.15),'P',(p_initial_input*101
),'Pentane'); 
mdot_max=Q_cond/((hg-hl)/1000); 
  
%Condenser calculation for higher than design amb temp 
if mdot_cycle>=mdot_max 
    while  mdot_cycle>=mdot_max 
        % p_initial_input=p_initial_input+0.05; 
         
Q_cond=GQCondenser_Quasi_SS(p_initial_input,t_initial_input,tamb,3.58
); 
         hl=refpropm('H','P',(p_initial_input*101),'Q',0,'Pentane'); 
         
hg=refpropm('H','T',(t_initial_input+273.15),'P',(p_initial_input*101
),'Pentane'); 
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         err=abs(mdot_max-mdot_cycle)/mdot_cycle; 
         p_initial_input=p_initial_input+0.2*err; 
         mdot_max=Q_cond/((hg-hl)/1000); 
         if abs(mdot_cycle-mdot_max)<=0.01 
             break; 
         end 
          
    end 
else 
    %Condenser calculation for higher than design amb temp 
     while  mdot_cycle<mdot_max 
        % p_initial_input=p_initial_input-0.05; 
         
Q_cond=GQCondenser_Quasi_SS(p_initial_input,t_initial_input,tamb,3.58
); 
         hl=refpropm('H','P',(p_initial_input*101),'Q',0,'Pentane'); 
         
hg=refpropm('H','T',(t_initial_input+273.15),'P',(p_initial_input*101
),'Pentane'); 
         err=abs(mdot_max-mdot_cycle)/mdot_cycle; 
         p_initial_input=p_initial_input-0.2*err; 
         mdot_max=Q_cond/((hg-hl)/1000); 
         if abs(mdot_cycle-mdot_max)<=0.01 
             break; 
         end 
     end 
end 
     
    p4_das=p_initial_input; 
    p1=p4_das-0.65; 
    t1=refpropm('T','P',(p1*101),'Q',0,'Pentane')-273.15; 
    h1=refpropm('H','P',(p1*101),'Q',0,'Pentane')/1000; 
    h2=h1+380/(mdot_cycle); 
    %h3_new=(Qin_OEC1+7000)/(mdot_cycle)+h2; 
    h3_a_new=(Qin_OEC1_vaporizer+6031.67)/(mdot_cycle)+h2; 
    h3_a_new_temp= 505.6925;% start at eq at 130 C 
    p3_a_new_temp=10.9260; 
     
     
   %calculation of eqlibrium condtion for new h3  
    while abs(h3_a_new-h3_a_new_temp)>=0.1 
     %p3_a_new_temp= p3_a_new_temp+0.01; 
     
h3_a_new_temp=refpropm('H','P',(p3_a_new_temp*101),'Q',1,'Pentane')/1
000; 
     err=h3_a_new-h3_a_new_temp; 
     p3_a_new_temp= p3_a_new_temp+0.01*err; 
     if p3_a_new_temp>=p_vaporizer_max  
         break; 
     else 
     p3_a_new= p3_a_new_temp; 
     t3_a_new= refpropm('T','P',(p3_a_new_temp*101),'Q',1,'Pentane')-
273.15; 
     
v3_a_new=1/refpropm('D','P',(p3_a_new_temp*101),'Q',1,'Pentane'); 
     end 
       
    end 
      
     
 231 
    
h3_a_old=refpropm('H','T',(t_vaporizer+273.15),'Q',1,'Pentane')/1000; 
    
u3_a_old=refpropm('U','T',(t_vaporizer+273.15),'Q',1,'Pentane')/1000; 
    
v3_a_old=1/refpropm('D','T',(t_vaporizer+273.15),'Q',1,'Pentane'); 
     
    % calculation of u3 
    %p3_a_new 
    u3_a=u3_a_old+h3_a_new-h3_a_old-(p3_a_new*v3_a_new-
p_vaporizer*v3_a_old); 
    delu3=u3_a-u3_a_old; 
    LHS=delu3; 
     
    p3_a_temp=17; %bar 
    RHS=refpropm('H','P',(p3_a_temp*101),'Q',1,'Pentane')/1000-
h3_a_old-(p3_a_temp*v3_a_old-p_vaporizer*v3_a_old); 
    %err=0; 
       
    while abs(LHS-RHS)>=0.1 
           
     RHS=refpropm('H','P',(p3_a_temp*101),'Q',1,'Pentane')/1000-
h3_a_old-(p3_a_temp*v3_a_old-p_vaporizer*v3_a_old); 
     err=LHS-RHS; 
    
    % else  
     
h3_a_temp=refpropm('H','P',(p3_a_temp*101),'Q',1,'Pentane')/1000; 
     
u3_a_temp=refpropm('U','P',(p3_a_temp*101),'Q',1,'Pentane')/1000; 
     
s3_a_temp=refpropm('S','P',(p3_a_temp*101),'Q',1,'Pentane')/1000; 
     t3_a_temp= refpropm('T','P',(p3_a_temp*101),'Q',1,'Pentane')-
273.15; 
     p3_a_temp_new = p3_a_temp+0.01*err; 
     if p3_a_temp_new>=p_vaporizer_max  
        break; 
     else 
         p3_a_temp=p3_a_temp_new; 
     end 
    
     if abs(LHS-RHS)<=0.1 
         break; 
     end 
      
      end 
     
      if p3_a_temp<=p_vaporizer_min 
         p3_a_temp=p_vaporizer_min; 
         
h3_a_temp=refpropm('H','P',(p3_a_temp*101),'Q',1,'Pentane')/1000; 
         
u3_a_temp=refpropm('U','P',(p3_a_temp*101),'Q',1,'Pentane')/1000; 
         
s3_a_temp=refpropm('S','P',(p3_a_temp*101),'Q',1,'Pentane')/1000; 
         t3_a_temp= 
refpropm('T','P',(p3_a_temp*101),'Q',1,'Pentane')-273.15; 
     end 
    p3=p3_a_temp-0.3; 
    t3=t3_a_temp+Qin_OEC1_super_heat/(mdot_cycle*3.1245); %cp =3.1245  
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    h3=refpropm('H','T',(t3+273.15),'P',(p3*101),'Pentane')/1000; 
    s3=refpropm('S','T',(t3+273.15),'P',(p3*101),'Pentane')/1000; 
    s4=s3; 
    p4=p4_das+0.5; 
    t4=refpropm('T','P',(p4*101),'S',s4*1000,'Pentane')-273.15; 
    h4=refpropm('H','P',(p4*101),'S',s4*1000,'Pentane')/1000; 
    t4_das=t4-6031.67*0.8/(mdot_cycle*1.73); %cp =1.73 
     
    termination_array_1(c+2)=p1; 
    termination_array_2(c+2)=t4_das; 
     
       
    if abs(termination_array_1(c)-termination_array_1(c+1))<=0.1 && 
abs(termination_array_2(c)-termination_array_2(c+1))<=0.1 
        break;  
    end 
     
    p_initial_input=p1; 
    t_initial_input=t4_das; 
     
end 
         
    %k=1.1173; 
   pout=mdot_cycle*0.9*(h3-h4)/1000; 
   % pout_cp=2.1406*101*(t3-t4) 
    %pout_fit=(-303.62*rp^2 + 3189.8*rp - 3247.9)/1000 
    n2=(pout*1000-380)/(97.174*mb); 
     
    x(1)=p1; 
    x(2)=t1; 
    x(3)=p3; 
    x(4)=t3; 
    x(5)=p4; 
    x(6)=t4; 
    x(7)=pout; 
     
end 
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Appendix 9: Code for optimization function of OEC 11 
 
optimize_OEC11_tamb_ms.m 
 
function [sol,pout]=optimize_OEC11_tamb_ms(sol,options)  
mdot_cycle=sol(1); 
p3=sol(2); 
        mdot_cycle=mdot_cycle/2; 
ms= 120;% data is for four bot units 
tamb=   25;% ambient temp 
  
%calculatio of heat transfer 
ms_dot_s=21.70; 
Qin=(43375*(ms/ms_dot_s)^0.5)/2; 
  
%----------------------------------- 
  
p1=1.07;% initialization 
p2=p3; 
t1=refpropm('T','P',(p1*101),'Q',1,'Pentane')-273.15; 
  
Q_cond=GQCondenser_Quasi_SS(p1,t1+1,tamb,3.58); 
  
h1=refpropm('H','P',(p1*101),'Q',0,'Pentane')/1000; 
h2=refpropm('H','T',(t1+273.15),'P',(p2*101),'Pentane')/1000; 
h3=refpropm('H','P',(p3*101),'Q',1,'Pentane')/1000; 
h4=refpropm('H','P',(p1*101),'Q',1,'Pentane')/1000; 
mdot_max=Q_cond/((h4-h1)); 
  
mdot_cycle_calculated=Qin/(h3-h2); 
if mdot_cycle>=mdot_cycle_calculated 
    mdot_cycle=mdot_cycle_calculated; 
end 
  
  
  
  
if mdot_cycle>=mdot_max 
    while  mdot_cycle>=mdot_max 
       
         Q_cond=GQCondenser_Quasi_SS(p1,t1+1,tamb,3.58); 
         h1=refpropm('H','P',(p1*101),'Q',0,'Pentane'); 
         h4=refpropm('H','P',(p1*101),'Q',1,'Pentane'); 
         err=abs(mdot_max-mdot_cycle)/mdot_cycle; 
         p1=p1+0.2*err; 
         mdot_max=Q_cond/((h4-h1)/1000); 
         if abs(mdot_cycle-mdot_max)<=0.1 
              
     
        h1=refpropm('H','P',(p1*101),'Q',0,'Pentane')/1000; 
        p4=p1+0.1; 
        h4=refpropm('H','P',(p4*101),'Q',1,'Pentane')/1000; 
        t1=refpropm('T','P',(p1*101),'Q',0,'Pentane')/1000; 
         
        break; 
         end 
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    end 
else 
 
    %Condenser calculation for higher than design amb temp 
     while  mdot_cycle<mdot_max 
          
         Q_cond=GQCondenser_Quasi_SS(p1,t1,tamb,3.58); 
         h1=refpropm('H','P',(p1*101),'Q',0,'Pentane'); 
         h4=refpropm('H','P',(p1*101),'Q',1,'Pentane'); 
         err=abs(mdot_max-mdot_cycle)/mdot_cycle; 
         p1=p1-0.2*err; 
         mdot_max=Q_cond/((h4-h1)/1000); 
         if abs(mdot_cycle-mdot_max)<=0.1 
                    
        h1=refpropm('H','P',(p1*101),'Q',0,'Pentane')/1000; 
       p4=p1+0.1; 
        h4=refpropm('H','P',(p4*101),'Q',1,'Pentane')/1000; 
        t1=refpropm('T','P',(p1*101),'Q',0,'Pentane')/1000; 
         
         break; 
         end 
     end 
end 
h2=refpropm('H','T',(t1+273.15),'P',(p3*101),'Pentane')/1000; 
  
  
wp=180; 
wt=0.9*mdot_cycle*(h3-h4); 
  
pout=2*(wt-180)/1000; 
  
if pout>=7.5 
    pout=7.5; 
end 
sol(3)=pout; 
sol(1)=mdot_cycle*2;     
     
end 
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Abstract 
Geothermal power is an important part of New Zealand's renewable electricity supply due to its attractive cost 
and reliability. Modular type binary cycle plants have been imported and installed in various geothermal fields in 
New Zealand, with plans for further expansion. Power output of these plants deteriorates in the summer because 
plant efficiency depends directly on the geothermal resource and the ambient temperature. As these plants 
normally use air-cooled condensers, incorporating a water-augmented air-cooled system could improve the 
power output in summer thereby matching the peak air-conditioning demand. In this work, power generation for 
the Rotokawa plant was characterized using a similar plant performance and local weather. The improved 
performance was modelled for retrofit with a wet-cooling system. Maximum generation increase on the hottest 
day could be 6.8%. The average gain in power over the summer, November–February, was 1.5%, and the 
average gain for the whole year was 1%. With current binary unit generation capacity at the Rotokawa plant of 
35 MW, investment in a water-augmented air-cooled system could provide 2 MW of peak generation on the 
hottest days. This investment in efficiency is found to compare favourably to other supply options such as solar 
PV, wind or gas. 
Keywords: Geothermal power generation; Thermal plant efficiency; Peak power generation 
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Abstract 
This work presents an iterative method for modelling the effect of ambient air temperature on the air-cooled 
organic Rankine cycle. The ambient temperature affects the condenser performance, and hence the performance 
of the whole cycle, in two ways. First, changing the equilibrium pressure inside the condenser, the turbine outlet 
pressure and the turbine pressure ratio vary. Since the turbine pressure ratio is a major parameter in determining 
the power generated by a turbine, the plant output is directly affected. Second, changing the condenser outlet 
temperature with ambient temperature, the pump inlet and outlet conditions are changed. Thus, the vapourizer 
equilibrium temperature and pressure are influenced. The developed method iteratively seeks the equilibrium 
conditions for both the condenser and vapourizer. Two case studies based on a real plant performance have 
been carried out to demonstrate the validity of the method. The developed method demonstrates robustness and 
converges regardless of the initial conditions allowed by the physical properties of the working fluid. This method 
is effective for cycles that use saturated vapour as well as superheated vapour under static or dynamic conditions 
with appropriate initial conditions and constraints. The developed method may be applied to any Rankine cycle 
with closed cycle operation. Copyright © 2010 John Wiley & Sons, Ltd. 
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