Abstract. We review various sorts of generalized convexity and we raise some questions about them.
Introduction
Empires usually are well structured entities, with unified, strong rules (for instance, the length of axles of carts in the Chinese Empire and the Roman Empire, a crucial rule when building a road network). On the contrary, associated kingdoms may have diverging rules and uses. Because of their diversity, such outskirts are more difficult to describe than the central unified part and a global view may be out of reach. In this sense, the class of convex functions forms an empire, while the classes of generalized convex functions are outskirts.
In spite of the difficulty to find common features, it is the purpose of the present paper to review the main concepts of generalized convexity, to sketch some connections among these various generalizations and to raise some questions about them. Thus, it is just a slight complement to the recent monograph [115] which presents a much more complete view of the field of generalized convexity and generalized monotonicity.
When generalizing a concept, it is often the case that while some properties are lost, some new ones appear. As an example, let us mention that in passing from metric spaces to topological spaces one looses the use of sequences, but one gets the possibility of devising arbitrary products and initial or weak topologies. Another example, which is closer to our topic, is the case of starshaped subsets of a vector space X, a subset S of X being starshaped if for all x ∈ S and t ∈ [0, 1] one has tx ∈ S. While an union of convex subsets is not convex in general, an union of starshaped subsets is always starshaped. Similarly, starshaped functions (i.e. functions which epigraphs are starshaped) are stable under infima. Thus, we may expect that, while most (but not all) of the "miraculous" properties of convex functions are lost in these various generalizations, some other properties may appear. For instance, we note that for any quasiconvex function f, and for any c ∈ R, its truncation f c given by f c := f ∧ c := min(f, c) is still quasiconvex (but in general it is no more convex when f is convex). More generally, if g is a quasiconvex function and h : R → R is a nondecreasing function, then f := h • g is still quasiconvex. The question of finding conditions ensuring that a quasiconvex function f can be written in the form h • g with g convex and h : R → R nondecreasing is a long standing problem ( [97] ). We raise a number of other questions, hoping that they will be stimuli for the field.
Several subjects are not dealt with in this short survey. As a sample of topics and references, let us mention: applications to mathematical economics ( [186] , [217] ), applications to partial differential equations ( [1] , [233] - [235] , [241] , [317] , [318] ), asymptotic analysis ( [3] , [4] , [172] , [213] , [219] ), calculus rules for subdifferentials ( [213] , [238] ), duality ( [90] , [180] - [184] , [216] , [218] , [227] , [229] - [230] ), mechanics ( [102] , [107] , [206] ), multicriteria optimization ( [115] ), numerical issues ( [149] , [226] , [292] , [293] , [305] , [307] ), optimality conditions, regularization ( [239] ), subdifferentials ( [189] , [213] ), variational convergences ( [23] , [240] , [256] , [300] )...Also, we do not venture in the wide world of abstract convex analysis although it is rich of promises and applications ( [195] , [218] , [227] , [257] - [271] , [286] , [326] ...). We hope that the bibliography we provide, albeit incomplete, will prove to be useful to the reader along with the ones in [115] , [213] and [250] and that the tracks we delineate will be alluring and encouraging for further research.
A short review of generalized convexity
We devote this preliminary section to a review of some concepts of generalized convexity and their characterizations. For the proofs and credits we refer to [115] and its references. Several needs have led to weakened convexity assumptions, in particular in mathematical economics ( [109] ); classifications are given in [82] and [83] . Among the classes of generalized convex functions, the most important one is the class of quasiconvex functions.
Condition (1) is clearly related to the convexity condition by the replacement of a convex combination of values by a supremum. Example. Any nondecreasing (resp. nonincreasing) function f : R →R is quasiconvex. More generally, a function f : R →R is quasiconvex if, and only if, there is some m ∈ R such that f | (−∞, m] ∩ R is nonincreasing and f | [m, +∞) ∩ R is nondecreasing. Such a property, sometimes called unimodality in connection with algorithms, is efficiently used in [89] . Example. Let u : C → R be a function (interpreted as a utility function in mathematical economics) defined on a set C (usually a cone C of some n.v.s. X). Let P be some convex cone or some vector subspace of the space R C of functions from C to R (P is the set of prices, for instance P = X * when C is a cone in some n.v.s. X or P is the dual cone of C). Let v be the so-called inverse utility function given on P by
Then v is quasi-convex on P since for p 0 , p 1 ∈ P and t ∈ [0, 1] and for p t :
The following stability properties are easy consequences of the definition. While the class of quasiconvex functions on X is stable by suprema, this class is not preserved under sums. In fact, as observed by Crouzeix, a function f : X → R ∞ := R ∪ {∞} on a normed vector space X is convex if, and only if, for each ∈ X * the function
The continuity properties of quasiconvex functions are not as striking as the ones for convex functions; in particular one cannot expect a local Lipschitz property on the interiors of their domains. However, let us note the following mild continuity property which stems from the Baire property. 
we use the following relation (obtained by taking w := v + x − y) in which 0 < r < s
we take the infimum over r ∈ (0, s) and then the supremum over s > 0. When f is locally Lipschitzian around x, f † (x, ·) coincides with the Clarke derivative f C (x, ·), as easily seen. A general, but not universal, means to define a subdifferential consists in setting, for f : X → R and x ∈ X with |f (x)| < +∞,
where f
is the lower (Hadamard or Dini-Hadamard or contingent or epi-) derivative of f at x given by
However, the Fréchet subdifferential (see [35] ), the Ioffe subdifferentials ( [134] , [135] ) and the limiting subdifferential ( [192] , [193] ) are not obtained in this way. We will also frequently assume the following simplified mean value property which is an immediate consequence of the mean value theorem. In particular, it is satisfied if X is an Asplund space and if ∂ is larger than the Fréchet subdifferential or if X is a WCG Banach space and if ∂ is larger than the Hadamard subdifferential ( [35] , [48] , [169] , [208] ). 
It is valuable if for any
The properties which will serve to characterize the subdifferentials of generalized convex functions are the following ones. They can be defined for any multivalued operator (or multimap).
Definition 6.
A multimap F from a n.v.s. X to its dual X * is said to be quasimonotone if for any x, y ∈ X
It is said to be pseudomonotone if for any x, y ∈ X
It is said to be monotone if for any x, y ∈ X
Clearly, F monotone =⇒ F pseudomonotone =⇒ F quasimonotone. Moreover, F is quasimonotone if, and only if, for any x, y ∈ X
Thus, as in the passage from convexity to quasiconvexity, in the passage from monotonicity to quasimonotonicity, the symbol + has been replaced with the symbol ∨ which stands for max. We also note that F is pseudomonotone if and only if, for any w, z ∈ X
There is a close relationship between quasimonotonicity and monotonicity: an operator M : X ⇒ X * is monotone iff for every ∈ X * the multifunction x ⇒ M (x) + is quasimonotone. The characterization we have in view is as follows.
Theorem 7.
( [11] , [12] , [211] , [228] 
Since sublevel sets play a key role for quasiconvex functions, it is natural to look for a characterization in terms of normal cones to sublevel sets ( [18] , [33] ). In what follows we define the normal cone to a subset S of X at x ∈ X as N (S, x) := N ∂ (S, x) := ∂ι S (x), where ι S is the indicator function of S given by ι S (x) = 0 if x ∈ S, +∞ else. Then, for a function f : X → R finite at x ∈ X we set
where S f (x) := S f (f (x)) := {f ≤ f (x)} is the sublevel set of f for the level f (x). We say that a subdifferential ∂ is local if ∂f (x) = ∂g(x) whenever f and g coincide on a neighborhood of x for any x ∈ X. 
(c)⇒(a) Suppose ∂ is quasi-valuable and either local or contained in ∂ † and f is radially continuous but not quasiconvex: for some r ∈ R, the set S := S f (r) is not convex. Then ι S is l.s.c. but is not quasiconvex. By Theorem 7, ∂ι S is not quasimonotone: there exist x, y ∈ S and
Since f is radially continuous, x is an interior point to S, and ι S is 0 on a neighborhood of x. Since ∂ is either local or contained in ∂ † , one gets x * = 0, a contradiction with x * , y − x > 0. Now let us turn to the notions of pseudoconvexity and invexity. They are usually given under a differentiability assumption. In the sequel, given a subdifferential ∂ on a class F(X) of functions on X, we say that x is a ∂-critical point of a function f ∈ F(X) if 0 ∈ ∂f (x).
Definition 12. A function f : X → R ∞ is said to be pseudoconvex for a subdifferential ∂ (or, in short, ∂-pseudoconvex) if dom f is convex and if for any x, y ∈ X,
In particular, any local minimizer with finite value of a ∂-invex function is a (global) minimizer. It is easy to show that a function f is invex if, and only if, there exists a map v : ∂f × X → X such that for any x ∈ dom ∂f,
Clearly, any convex function is ∂-pseudoconvex (but the converse is not true, as the next example shows) and any ∂-pseudoconvex function f is ∂-invex; moreover, one easily sees that one can take v such that v(x, x * , y) = λ(x, x * , y)(y − x) for some λ(x, x * , y) ∈ R + . The relationships of pseudoconvexity with quasiconvexity are not as simple. Example: Let f := h • g, where g : X → R is convex and h : R → R is differentiable with a positive derivative. Then f is ∂-pseudoconvex for the Fréchet and the Hadamard subdifferential. When X = R,
Example: The function f : R → R given by f (x) = 0 for x ≤ 0, f (x) = x + 1 for x > 0 is l.s.c. and ∂-pseudoconvex, for any subdifferential ∂ contained in ∂ † but f is not of the type of the preceding example. Example: The function f : R → R given by f (0) = 1, f (x) = 0 for x ∈ R\{0} is ∂-pseudoconvex, for any subdifferential ∂ contained in ∂ † , but it is not quasiconvex (note however that f is not l.s.c.). Example: The function f : R → R given by f (x) = x 3 is quasiconvex (since it is increasing), but it is not ∂-pseudoconvex (since it is not ∂-invex) for any subdifferential ∂ such that f (x) ∈ ∂f (x).
Condition (8) is clearly a consequence of (9) . Conversely, when f is quasiconvex, condition (8) implies condition (9) since f (y) ≥ f (u) for any u ∈ [x, y] when f is quasiconvex and f (y) ≥ f (x). Thus, we can state:
Lemma 13. A quasiconvex function is fully ∂-pseudoconvex if, and only if, it is ∂-pseudoconvex.
For a quasi-valuable subdifferential a more complete relationship can be described.
Proof. (c)⇒(b) has just been observed; (b)⇒(a) is obvious. (a)⇒(c) If
x is a local minimizer of f with finite value, we have 0 ∈ ∂f (x), hence f (y) ≥ f (x) for each y ∈ X. Since ∂-pseudoconvexity implies ∂-quasiconvexity, the result follows from Lemma 9 which shows that f is quasiconvex.
shows that if one omits the requirement that the domain of f is convex in the definition of ∂-pseudoconvexity, f may not be quasiconvex.
For radially continuous functions an easy relationship between ∂-quasiconvexity and ∂-pseudoconvexity can be delineated.
Proposition 15. Let ∂ be a quasi-valuable subdifferential on a class F(X) of l.s.c. functions. Then, a radially continuous function f ∈ F(X) such that ∂f ⊂ ∂ † f is ∂-pseudoconvex if, and only if, it is ∂-quasiconvex and ∂-invex. In particular, a radially continuous function without critical points is ∂-pseudoconvex if, and only if, it is ∂-quasiconvex.
Proof. We have only to prove the sufficient condition. Let f be radially continuous, ∂-quasiconvex and ∂-invex; then dom f is convex. Let x ∈ dom ∂f, y ∈ X and x * ∈ ∂f (x) be such that
Now let us deal with the relationships between pseudoconvexity of a function and pseudomonotonicity of its subdifferential.
Then assertion (a) which follows implies assertion (b). If f is radially continuous, (a) and (b) are equivalent:
One can give examples showing that one cannot drop the radial continuity assumption in the implication (b)⇒(a) which precedes.
There are important variants of the preceding concepts, either involving strict inequalities or cyclic features; we refer to [25] , [74] , [115] for studies of such concepts.
Approximate convexity
Approximate convexity is another kind of generalized convexity in which some fuzziness appears. It has been introduced and studied in [197] and characterized in [199] ; we refer to these papers for the proofs of statements in the present section. Some variants are given in [49] , [168] , [198] , [201] , [202] , [220] . 
Clearly, convex functions and functions which are strictly differentiable at x are approximately convex around x ∈ X. It can be shown that approximately convex functions retain some of the nice properties of convex functions [197] . In particular, they are continuous on segments contained in their domains and have radial derivatives. They are locally Lipschitzian in the interiors of their domains. Approximately convex functions on an open subset of an Asplund space are generically Fréchet differentiable ( [203] ).
Proposition 18. ( [197]) The set of approximately convex functions around x ∈ X is stable under addition, multiplication by positive numbers and finite suprema.
Characterizations of approximate convexity have been obtained in [17] , [49] , [72] , [199] . They use concepts introduced by Spingarn [289] (under the name of strict submonotonicity) and studied [198] , [201] , [202] , [209] , [220] , [255] .
Theorem 20. ( [199] ) Given a subdifferential ∂ and f l.s.c., let
among the following assertions, one has the implications (a)⇒(b)⇒(c)⇔(c')⇒(d).
If moreover ∂ is valuable on X, all these assertions are equivalent.
(a) f is approximately convex around x; One may wonder whether there are some passages from approximate convexity to the classical forms of generalized convexity considered in the preceding section. One realizes that one cannot expect too much since any function of class C 1 is approximately convex but not necessarily quasiconvex or pseudoconvex. For the reverse direction, one notes that the function f : R → R given by f (x) = −x for x ≤ 0, f (x) = −2x for x > 0 is pseudoconvex and quasiconvex, but not approximately convex around 0. On the other hand, the coincidence of most classical subdifferentials of nonsmooth analysis on the class of approximately convex functions is an advantage. In particular, for approximately convex functions, a mean value theorem with the Fréchet and the Hadamard subdifferentials is available in any Banach space. Thus, one can drop for such functions the assumption that the subdifferential is quasi-valuable in the characterizations of the preceding section.
Quasi-affine and pseudo-affine functions
A map F : X → Y (or multimap) between two vector spaces is called convexiphore if, for every convex subset C of X, the set F (C) is convex in Y. Equivalently, F is convexiphore if, and only if, it transforms segments into convex subsets. For Y = R, the following characterization is immediate, using the fact that a subset of R is convex if, and only if, it is an interval.
Lemma 22. A function f : X → R is convexiphore if, and only if, it is quasi-affine, i.e. both quasiconvex and quasiconcave.
Quasi-affine functions are also called quasimonotonic ( [190] ) or, more frequently, quasilinear (but this last choice does not take into account the fact that functions which are both convex and concave are affine functions, not linear functions). For X = R, we easily see that f is quasiaffine if, and only if, it is either nondecreasing or nonincreasing. For the rest of this section we suppose X is finite dimensional. We make use of the following result.
Lemma 23. ( [182]) A lower semicontinuous function f : X → R is quasi-affine if, and only if, there exist a continuous linear form g on X and a lower semicontinuous nondecreasing function
We deduce from that result a characterization of continuous quasi-affine functions.
Proposition 24. A continuous function f : X → R is quasiaffine if, and only if, there exist a continuous linear form g on X and a continuous nondecreasing function
Proof. The condition is clearly sufficient. Let f : X → R be continuous and quasi-affine. By the preceding lemma, we can find a continuous linear form g on X and a lower semicontinuous nondecreasing function h :
f is constant and then we can take for h a constant function. When g = 0, g is open and surjective. Then h is continuous whenever f is continuous: for any open subset G of R the set h
is open. Now, given a quasi-valuable subdifferential ∂, we turn to ∂-pseudo-affine functions, i.e. functions f which are both ∂-pseudoconvex and ∂-pseudoconcave (i.e. such that −f is ∂-pseudoconvex). The differentiable case is considered in [32, Cor. 1.2], [37] , [38] , [154] . These references provide interesting, non trivial examples of pseudo-affine functions; in particular fractional functions are noticeable pseudo-affine functions and quadratic pseudo-affine functions can be characterized. See also [154] and [166] for the nonsmooth case. Here we use an arbitrary subdifferential ∂ and we suppose that when f = h • g for some non null continuous linear form g on X and some continuous function h : R → R, the following conditions are satisfied:
This last property is obviously satisfied when ∂h(g(x))
• g ⊂ ∂ (h • g) (x). In particular, it is satisfied for the Fréchet and the Hadamard subdifferentials. Property (C1) is also satisfied for these subdifferentials(see [223] ).
Proposition 25. Let f : X → R be a continuous, nonconstant function and let ∂ be a quasi-valuable subdifferential such that ∂f ⊂ ∂ † f and ∂(−f ) ⊂ ∂ † (−f ). If condition (C1) is satisfied, then assertion (a) below implies assertion (b); if condition (C2) is satisfied, the reverse implication holds: (a) f is ∂-pseudoaffine; (b) there exist a continuous linear form g on X and a continuous ∂-pseudo-affine, nondecreasing function
Proof. (a)⇒(b) Let f : X → R be continuous, nonconstant and ∂-pseudoaffine. Since ∂ is quasi-valuable and ∂f
, by Proposition 14, f is quasiconvex and quasiconcave. By Proposition 24, there exist a continuous linear form g on X and a continuous nondecreasing function h : R → R such that f = h • g. Since f is nonconstant, we have g = 0. Let us show that h and −h are ∂-pseudoconvex. Since h and −h are continuous, nondecreasing and nonincreasing respectively, hence quasiconvex, it suffices to show they are ∂-invex. Let r, s ∈ R be such that 0 ∈ ∂h(r), 0 ∈ ∂(−h)(s). Then, by (C2), for any w, x ∈ X such that g(w) = r, g(x) = s, we have 0 ∈ ∂f (w) and 0 ∈ ∂(−f )(x). Since f is ∂-pseudo-affine, for every u ∈ X one has f (u) ≥ f (w) and −f (u) ≥ −f (
x). Since g is surjective, it follows that for every t ∈ R one has h(t) ≥ h(r), −h(t) ≥ −h(s). Thus h and −h are invex, hence ∂-pseudoconvex.
(b)⇒(a) Suppose f = h • g with g ∈ X * and h : R → R a continuous ∂-pseudo-affine, nondecreasing function. If g = 0, f is constant, a trivial case we exclude. When g = 0, condition (C1) ensures that if x, y ∈ X, x * ∈ ∂f (x) are such that x * , y − x ≥ 0, we can find r
Similarly, we obtain that −f is ∂-pseudoconvex. Question. What can be said when f is ∂-pseudo-affine and just lower semicontinuous ?
Subdifferentials and conjugacies
In this section, we draw the attention on the nice properties of subdifferentials associated with conjugacies. In particular, a reversibility property of the type
is enjoyed by such subdifferentials, thus extending the main feature of the Legendre transform to the case of a conjugacy f → f c . On the other hand, such subdifferentials may not satisfy the conditions we imposed in section 2.
Given a coupling function c :
The reverse conjugacy is given by
Note that the writing we adopt takes into account the classical conventions (−∞)+(+∞) = +∞, r−s :
x ∈ X associated with c is defined by
When f (x) is finite, the relation f (x) = − (f c (y) − c(x, y)) ensures that f c (y) and c(x, y) are finite and then
The special cases of the radiant and co-radiant dualities deserve some attention in view of their simplicity. Let us say that a function f on a vector space X is radiant if its sublevel sets are either empty or are convex subsets containing 0. Equivalently, a function is radiant if it is quasiconvex and if it attains its minimum at 0. For example, f is radiant when f can be written f = h • g, where g : X → R is a nonnegative convex function null at 0 and h : R → R is nondecreasing. When X and Y are locally convex topological vector spaces in duality, it is natural to study l.s.c. radiant functions. They are characterized by the property f = f c ∧ c ∧ , where c ∧ is the coupling function defined by
where ι S is the indicator function of a subset S of X. In such a case, for f ∈ R X , one has
Thus, if x is not a local minimizer of f, one has y(x) = 1 for every
where ∂ * is the Greenberg-Pierskalla subdifferential of f at x (which is defined by y ∈ ∂ * f (x) ⇐⇒ y(v − x) < 0 for all v ∈ {f < f (x)}). The radiant duality is derived from a polarity (see [217] , [316] for instance). In fact, setting for a subset A of X, A ∧ := {y ∈ Y : ∀x ∈ A y(x) < 1}, for all r ∈ R one has {f c∧ ≤ r} = {f < −r} ∧ since y ∈ {f c ∧ ≤ r} iff for all x ∈ {y ≥ 1} one has −f (x) ≤ r iff y(x) < 1 for all x ∈ {f < −r}, iff y ∈ {f < −r} ∧ . Several variants exist, but the associated subdifferentials are more loosely connected with known subdifferentials as the ones in [213] , [236] .
Two other subdifferentials are adapted to quasiconvex functions (and have some connections with duality theory, but not as tight as the preceding case). They are the lower subdifferential, or Plastria subdifferential given by
and the infradifferential, or Gutiérrez subdifferential, given by
Question. Would it be of interest to develop duality theories using new classes of elementary functions such as pseudo-affine or quasi-affine functions?
Continuity of subdifferentials
One has to face difficulties in devising calculus rules for the subdifferentials of quasiconvex analysis (see [238] ). It is only with special classes of quasiconvex functions that one may expect to get useful rules. Let us consider for example, the class of functions which can be written under the form h • g, where h is a given increasing function from some interval I of R and g belongs to the class of convex functions on some open convex subset W of a n.v.s. X taking their values in T. For instance, for h := log, T being the set of positive real numbers, one obtains an important class. In such a case, one may expect to use the rules of convex analysis; in particular, for f = max i∈I f i , where I is a finite set and f i := h • g i with g i convex and h increasing as above, one can compute the Greenberg-Pierskalla subdifferential of f.
In the present section we rather focus our attention to continuity properties of subdifferentials.It is well known that the subdifferential of a convex continuous function enjoys automatic semicontinuity properties. One may wonder whether such a fact remains valid for subdifferentials adapted to quasiconvex functions or whether it enables to define an interesting subclass of the class of quasiconvex functions. 
for v in some neighborhood of x (observe that there exists some t > 0 such that (1/t)(f (x + tu) − f (x)) < r and use the continuity of f ). Let us prove the announced closedness of the Plastria subdifferential of f. Suppose on the contrary that there exist (x,
Because the lower subdifferential is unbounded, even if the function is Lipschitzian and convex, closedness does not imply norm to weak * upper semicontinuity. As an example, consider the function f on an Euclidean space X (identified with its dual space) given by f (x) := x . Then for x ∈ X\{0} one has
is not upper semicontinuous at x. Example. The Gutiérrez subdifferential of the function f : x → x − := min(x, 0) is not graph-closed: for any sequence (
Another positive result can be given for the subdifferential considered in Section 5.
Proposition 27. The subdifferential ∂ c ∧ of a continuous function is closed from the strong topology on X to the bounded weak
* topology on X * . Proof. Let ((x i , x * i )) i∈I be a net in the graph of ∂ c ∧ f such that ( x i − x ) → 0, (x * i ) i∈I is bounded and (x * i ) → x * weak * . Since we have x * i , x i ≥ 1 for all i ∈ I, we get x * , x ≥ 1. Given w ∈ {x * ≥ 1}, we can find a net (w i ) i∈I → w such that w i ∈ {x * i ≥ 1} : it suffices to take w i := w + t i x, with t i := x * − x * i , w / x * i , x . Since, by definition of ∂ c∧ f, we have f (w i ) ≥ f (x i ) for all i ∈ I, we get f (w) ≥ f (x), f being continuous. Thus x * ∈ ∂ c∧ f (x).
Some special classes of quasiconvex functions
We believe that it is important to delineate nice classes of quasiconvex functions which are well structured. In particular, we are interested in stability properties of such classes for usual operations. Since addition of functions is not of interest for quasiconvex functions, we restrict our attention to supremum, composition with a nondecreasing function and sublevel convolution, the sublevel convolution of g, h : X → R being the function g♦h defined by
We observe that f := g♦h is quasiconvex when g and h are quasiconvex since for every r ∈ R
Noting that the l.s.c. hull f of a quasiconvex function f being still quasiconvex, we may also introduce the operation ♦ given by g♦h := g♦h.
Proposition 28. Proof. The first two assertions are obvious. Let f := h•g, where g is radiant and h is l.s.c. and nondecreasing. Given r ∈ R, let s :
In fact, for x ∈ S f (r) we have q :
we cannot have f (x) > r since otherwise we would have h(q) > r for q := g(x), hence, by lower semicontinuity of h, there would exist some p < q such that h(q ) > r for q ∈ [p, q] and we would get s ≤ p < q = g(x), a contradiction with x ∈ S g (r)
. Relation (11) shows that f is quasiconvex (resp. radiant) whenever g is quasiconvex (resp. radiant). It also shows that f is l.s.c. when g is l.s.c. Now let us turn to the important class of truncavex functions, a function being called a truncavex function if it is the supremum of a family of truncated continuous affine functions, i.e. a supremum of a family of functions of the form a(·) ∧ q where a(·) is a continuous affine function on X and q is a constant. This class of functions has interesting duality properties (see [181] , [230] ); it also plays some role for the study of Hamilton-Jacobi equations (see [1] , [27] , [28] , [233] ). Let us note that this class of functions is stable by truncation since for any families (a i ) i∈I , (q i ) i∈I of affine functions and real numbers, and for any r ∈ R one has Proof. Stability by suprema is obvious. Let f := h • g, with g truncavex and h : R → R l.s.c., nondecreasing and truncavex. Using the characterization of [181, Prop. 4.2] , in order to prove that f is truncavex, it suffices to show that for every r < sup f there exists a continuous affine function a minorizing f on S f (r). Since r < sup f, one also has r < sup h so that there exists a continuous affine function c ≤ h on S h (r). Let s := sup{q ∈ R : h(q) ≤ r}. Then h(s) ≤ r since h is nondecreasing and l.s.c.. The preceding proof has shown that S g (s) = S f (r) = X, so that there exists some x ∈ X with g(x) > s. Since g is truncavex, there exists a continuous affine function
) and a := c • b is continuous affine and minorizes f on S f (r). Question. Is the class of truncavex functions stable by sublevel convolution? The following lemma shows that the case the sublevel convolution takes the value −∞ is not excluded. 
. Then, for any r ∈ R and x ∈ X, we have Now let us consider the class of transconvex functions. Here a function f on an open convex subset W of a n.v.s. X is said to be transconvex if there exist a continuous convex function g : W → R and a differentiable nondecreasing function h : I→ R on some interval I of R such that g(W ) ⊂ I and f = h • g. If h just has a left derivative at each point, we say that f is left transconvex. This definition slightly extends the class considered in [214] (where h is required to be differentiable everywhere). We are not interested in these classes for their stability properties but for their links with a subdifferential introduced in [214] which is local and not global. The construction is as follows. Given a function f, a point x at which f is finite and a l.s.c. approximation f x of f at x in the sense adopted for relation (3), one sets
, we see that ∂f (x) is also the Fenchel subdifferential of f < x at 0 :
This observation made in [214, Lemma 2.1] stems from the fact that f x is null on cl(D)\D. Since f < x is l.s.c. as f x is l.s.c., ∂f (x) is nonempty whenever f < x is sublinear. In turn, this occurs when f x is quasiconvex and f x (0) = 0 (see [56] , [211, Thm 1] ). In general the contingent derivative f (x, ·) does not satisfy this property. But its close variant, the incident (or adjacent) derivative f i (x, ·) given by
does satisfy it when f is quasiconvex and f i (x, 0) = −∞. The following result enhances the interest of (left) transconvex functions. 
Since g is convex continuous, g has a directional derivative and
For n large enough we have g(x + t n u n ) < r := g(x) since otherwise we would have f (x, u) ≥ 0, h being nondecreasing. Thus, p n < 0 for n large and
Thus f has a derivative in the direction u. In particular f (x, u) coincides with the epiderivative
by definition of D and by the lower semicontinuity of 
d.c. functions and quasiconvex functions
Recall that a function f : X → R ∞ is said to be a d.c. function if there are two convex functions g, h : X → R ∞ such that f = g − h. Such functions have been extensively studied (see [2] , [43] , [84] , [85] , [292] , [293] , [305] , [307] for a survey and references). They occur frequently ( [122] , [224] ). It has been proved by Asplund that the square of the distance function to a nonempty closed subset of a Hilbert space is a d.c. function. It is also the case locally for the distance function itself on the complement of the set ( [35, p. 214] ). Question. Given a d.c. function f = g − h, and a subdifferential ∂, under what assumptions is it ∂-invex, quasiconvex or ∂-pseudoconvex?
A similar question arises when f is tangentially d.s. in the sense of [43] , i.e. when for every x ∈ dom f the contingent derivative f (x, ·) is the difference of two sublinear functions.
Let us give some elements for an answer. We need the concept of gap-continuity of a set-valued map introduced in [222] . 
