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Abstract
This dissertation is motivated by practical safety and mobility concerns in freeway work
zones. Smart work zone systems are composed of sensors, communication technologies, and
data processing algorithms that are used to monitor and disseminate critical information such
as congestion and severe slowdowns. Though a large number of smart work zone technologies
have been deployed, many systems are still not well understood in terms of the technologies
employed and the overall performance of the system. To address this gap, this dissertation
develops theoretical, algorithmic, and practical contributions to the improvement of smart
work zone systems from the aspects of traffic estimation, sensing, and control.
To understand the impact of the sensing technologies and estimation algorithms, several
hundred combinations of sensor network configurations and traffic estimation algorithms are
assessed in a traffic micro simulator calibrated with data from a work zone in Illinois. The
simulations allow the importance of the sensor type and spacing, the accuracy of individual
sensors, and the estimation algorithm to be quantified. It is identified that the spacing of
sensors is an important factor for improving the traffic estimation accuracy, and significant
improvements can be obtained through traffic estimation algorithms relying on nonlinear
filtering techniques.
When less sophisticated (but more commonly deployed) algorithms are used, dense sen-
sor deployments offer the most improvement in traffic estimation accuracy. Unfortunately,
most existing traffic sensor technologies in work zones are expensive, which prohibits dense
deployments. Motivated by this result, a low cost and energy efficient work zone traffic
sensor is proposed relying on passive infrared sensing. The sensor hardware and software is
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developed to assess the potential of passive infrared technologies for traffic monitoring. To
detect vehicles and estimate vehicle speeds from the passive infrared sensor, unsupervised
machine learning algorithms are developed. Field experiments show that the developed sen-
sors are capable of achieving approximately 3% vehicle detection errors and 3 mph root
mean square error for the estimated vehicle speeds aggregated in one-minute intervals.
Finally, to improve mobility in work zones, the problem of traffic control in work zones
is examined. The traffic dynamics on each link in the work zone is modeled using the
Hamilton Jacobi Partial Differential Equation (PDE) augmented with flow constraints at
the junctions. A model predictive controller is designed which solves the control problem as
a single convex program. The numerical scheme used in the algorithm efficiently computes
the evolution of traffic dynamics on the network without the discretization of the PDE,
and provides a natural framework for a variety of optimal traffic control problems. The
effectiveness of the framework is validated in a microsimulation environment.
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To my grandmother.
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Chapter 1
Introduction
1.1 Motivation
A work zone is defined as an area of a road infrastructure where construction, maintenance,
or utility work activities are performed [5]. Due to its disruptive nature to the traffic flow,
work zones can cause a variety of safety and mobility issues. In Illinois alone, work zones
caused 6,891 crashes with 46 killed and 1,949 injured (including two workers) in 2015 [5].
In addition to safety concerns, work zones can also create bottlenecks, due to the speed
limit reduction, closure of lanes, or construction activities, resulting in congestion and fast
propagating queues.
Federal regulations (23 CFR 630 Subpart J, 23 CFR 630 Subpart K) place emphasis
on smart work zone (SWZ) technologies within and around work zones to improve safety
and mobility, through the integration of traffic sensors, estimation algorithms and traffic
management strategies. The architecture of a smart work zone is illustrated in Fig. 1.1.
Typically, a smart work zone relies on a network of traffic sensors to collect traffic data (e.g.,
traffic flow and velocity) around and within the work zone. The traffic data is then processed
to estimate the traffic state in the work zone, such as the queue and the travel time. The
estimated traffic states are then disseminated via output devices to inform travelers of real
time traffic conditions, or to monitor the delay caused by the work zone activities.
A large number of smart work zone systems have been deployed in recent years. However,
despite the numerous case studies and qualitative guidelines, there still lacks a good under-
standing on how to further improve the smart work zone technologies. This dissertation
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aims to improve smart work zones technologies in three aspects:
1. Traffic estimation. As illustrated in Fig. 1.1, traffic estimation, which relies on a
network of traffic sensors and estimation algorithms, is a fundamental component in
smart work zone systems for both safety and mobility applications. For example, the
estimated traffic states used to produce safety critical messages on portable changeable
message signs (PCMS) must be accurate and credible to be effective [62]. A variety of
advanced traffic estimation algorithms have been extensively studied in the research
community as reviewed in [15, 146]. However, the trade off between the implementation
effort of the advanced algorithms and the improvement of traffic estimation accuracy is
not well understood, especially with respect to different sensor network configurations.
In addition, there lacks a comprehensive quantification for the importance of different
factors in the sensor network configuration, including the spacing, type, and accuracy of
sensors, which inhibits the improvement of sensor network designs in a smart work zone.
To address this knowledge gap, one objective of this dissertation is to quantitatively
assess the importance of different factors, including the estimation algorithms, spacing,
types, and accuracy of sensors, in improving the traffic estimation accuracy in smart
work zones.
2. Traffic sensing. The work in traffic sensing is motivated by the results in the quantita-
tive analysis of the importance of different factors in traffic estimation. It is identified
that the traffic estimation accuracy is mostly influenced by the spacing of sensors when
using a simple spatial interpolation algorithm, which is most commonly adopted by
Departments of Transportation (DOTs) due to its simplicity. However, the existing
sensors commonly used for work zones rely on energy intensive microwave technologies,
which require expensive large solar panels and trailers. Consequently, the high cost of
sensors prohibits dense deployments for high fidelity traffic data collection. To address
this practical issue and promote the adoption of smart work zones, a second objective
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Figure 1.1: The architecture of smart work zones.
of this dissertation is to develop low cost and energy efficient traffic sensors for work
zones.
3. Traffic control. Traffic control in work zones can potentially reduce the level of conges-
tion, by restricting the upstream flows using control actuators such as on-ramp meters
or variable speed limits. To achieve the long-term and global traffic control optimum,
the traffic controller must be able to efficiently predict the evolution of traffic dynam-
ics on the surrounding transportation network, which requires the modeling of traffic
flows, typically in the form of nonlinear partial differential equations (PDEs). How-
ever, due to the nonlinearity of traffic dynamics, the optimal traffic control problem
often results in nonconvex optimization, which is very computationally heavy to solve.
One objective of this dissertation is to investigate the modeling of traffic dynamics on
networks and develop an efficient numerical framework for optimal traffic control in
work zones.
1.2 Related work
1.2.1 Smart work zone studies
A large number of smart work zones have been deployed in a variety of applications, such as
the provision of realtime traveler information [1, 2, 157], back of queue warnings [141, 158],
and traffic management [3, 4, 139]. Many qualitative and quantitative benefits of smart
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work zones are reported from field deployments, such as a reduction in aggressive maneuvers
and crashes [105, 108, 157], smoothed merging activities [36, 59], reduced speeding [13, 19],
increased throughput [36], and reduced delay [17, 96]. Given the increasing number of smart
work zone deployments, cross-studies have been performed to summarize the lessons learned
and the benefits [35, 105, 106, 108] from these deployments to improve smart work zone
technologies. The Federal Highway Administration (FHWA) also published a work zone
implementation guideline [159] to determine the feasibility and design of smart work zones
for a given application.
Among the efforts to improve smart work zone systems, most are devoted to summarizing
the collective experiences from a variety of perspectives, ranging from the evaluation of
off-the-shelf commercial systems for a specific application and assessment of operational
strategies, to the development of generic implementation guidelines via systems engineering
approaches. However, very limited attention is given to quantitative comparisons of different
smart work zone systems to identify potential components for improvements within the
smart work zone architecture. The reason is due to two difficulties. First, the collection
of performance and safety data (e.g., crash data) for quantifying the effectiveness of smart
work zones is extremely time consuming. Second, the deployed smart work zone systems vary
significantly in scales and configurations in different work zone projects. Deploying multiple
smart work zone systems in the same work zone site for quantitative comparison is costly
and unpractical. This dissertation circumvents these difficulties by modeling, simulating,
and analyzing smart work zones in a microsimulation environment.
1.2.2 Traffic estimation
Traffic state estimation aims to estimate the traffic states (e.g., travel time, queue) using
the data collected by sensors. Regardless of the applications, the effectiveness of smart work
zones relies on accurate and reliable traffic estimation. Therefore, the estimation accuracy
of the traffic condition can be used as a metric for the potential effectiveness of smart work
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zones, which circumvents the time-consuming collection of performance data for mobility
and safety. Identifying the most important factors for accurate traffic estimation also helps
develop strategies to improve the smart work zone systems.
The traffic estimation algorithms can be categorized into three classes: spatial interpo-
lation, spatio-temporal smoothing, and model-based filtering algoirthms. The spatial inter-
polation algorithms infer the traffic conditions along the roadway by spatially interpolating
the measurement data obtained from sensors. Such strategies include constant interpola-
tion [126], min interpolation [48] adopted by the Texas DOT, averaging interpolation [28],
the mid-point algorithm [160] adopted by the Illinois and Wisconsin DOT, and the three
segment algorithm [89]. More sophisticated interpolation strategies, such as linear interpo-
lation [162] and quadratic interpolation [149] have also been proposed. The spatial interpo-
lation algorithms are most commonly adopted in the existing smart work zone systems due
to their simplicity. However, the spatial interpolation algorithms do not directly account for
the spatio-temporal dynamics of traffic flows. The spatio-temporal algorithms exploit the
structure of traffic, such as two-dimensional interpolation [125], trajectory reconstruction
based methods [27], and kernel smoothing techniques [155, 156, 160, 161]. Compared to
the spatial interpolation algorithms, the spatio-temporal algorithms provide smoother es-
timates of traffic states. Finally, the state-of-art model-based filtering algorithms utilize a
macroscopic model of the traffic dynamics. Typically, the traffic dynamics on the road is
modeled as a nonlinear PDE, which can be used to predict how the traffic states evolve over
time and space. The state prediction is subject to inherent modeling errors of the physical
world. The filtering algorithms correct the predicted states by incorporating the real time
traffic data. To address the nonlinearity of the traffic models, a number of variations of
the classic Kalman filter (KF) [81] have been explored for traffic estimation, including the
extended Kalman filter (EKF) [166], the unscented Kalman filter (UKF) [67], the mixture
Kalman filter (MKF) [151, 152], the particle filter (PF) [116, 164], and the ensemble Kalman
filter (EnKF) [167]. The EKF, UKF, MKF, and EnKF rely the linearization of the system
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dynamics (i.e., PDEs), or closure assumptions on the state error distributions, while the
particle filter is a fully nonlinear Bayesian estimator but can be computationally expensive
for large systems. Given the three classes of algorithms with different levels of sophistication,
the state-of-art filtering algorithms are expected to offer the most accurate traffic estimates.
However, the trade off between the implementation effort and the improvement of traffic
estimation accuracy still needs to be quantified to justify the use of advanced algorithms.
Besides the numerous estimation algorithms, the accuracy of the traffic estimation also
relies on the quantity and quality of data, which depends on the configurations of the sensor
network deployed in the work zone, including the spacing, type, and accuracy of sensors. A
few evaluations of commercial smart work zone systems for specific applications have been
previously conducted. Four different smart work zone configurations were evaluated for the
accuracy of queue detection [148]. The low energy radar solution iCone R©, designed for work
zones was evaluated in [60]. A comprehensive study [71] compared 16 different commer-
cially available advanced traveler information systems (ATISs) in 27 separate deployments
throughout the United States. Based on the comparison, an eleven step procedure was de-
veloped to assist DOTs to choose the most appropriate ATIS configuration for any given
work zone. However, more emphasis was placed on the selection of generic systems and little
information was provided on the detailed design of the system, e.g. the number and type of
sensors.
1.2.3 Traffic sensing
Despite thethe increasing popularity of Lagrangian traffic sensors such as GPS-equipped
smartphones [68, 118, 168], fixed location traffic sensors are still irreplaceable in certain
safety-critical applications, such as work zones. Due to the reduction of speed limits, closure
of lanes, or construction activities, work zones can disrupt the traffic and generate fast
growing queues, resulting in increased risk of rear-end collisions. Therefore, it is safety-
critical to disseminate accurate traffic conditions to the travelers [62], which has led to the
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development of a number of smart work zone systems.
Common challenges in US work zones today to large-scale reliance on GPS data include
the fact that in remote work zones the reliability of GPS-based systems depends on cellular
coverage and the penetration rate of GPS equipped vehicles in the traffic. In many rural
work zones, both reliable cellular coverage and sufficient penetration rates for 24-hours-a-day
monitoring remain barriers for adoption. Moreover, the GPS data is often crowd-sourced
from private datastreams and needs to be purchased by the project contractor or responsible
transportation agency, which has further inhibited widespread adoption of GPS for work zone
monitoring systems.
The main strategy used in US work zones today is to deploy fixed-location sensors for
real-time traffic detection. In the past decades, a variety of technologies have been explored
and applied to traffic detection in various scenarios [84, 85, 86, 110, 115]. However, traffic
detection in work zones poses additional challenges due to the dynamic nature of construction
projects, i.e., the sensors need to be relocated as the project progresses. Hence, the sensors
should be non-intrusive (i.e., deployed on the roadside without the disruption of traffic) and
should be relocated easily. In addition, the safety-critical nature in work zones requires high
accuracy of the traffic estimation, which is mostly influenced by the density of the sensor
deployment [102]. In summary, the sensors in work zones need to be non-intrusive, low cost,
and scalable.
The existing sensors commonly used for work zones rely on microwave technologies, such
as remote traffic microwave sensors (RTMS) and Doppler radars [85, 86]. Due to the high
power consumption, these sensors are typically deployed on a trailer with a large solar panel,
which increases the total cost of each sensor. Therefore, to reduce the cost of sensors, it is
critical to utilize highly energy-efficient sensor technologies.
In recent years, energy-efficient sensors have been explored for traffic detection, including
magnetic, accelerometer, acoustic, ultrasonic, and passive infrared (PIR) sensors. Magnetic
sensing has been most extensively studied due to its extremely low energy consumption, low-
7
cost, small size, and natural capability of sensing large ferrous objects (such as vehicles) [10,
41, 61, 64, 91, 124, 129, 171]. However, they are typically deployed on or in the pavement,
which requires the disruption of the traffic. Other works propose roadside deployments of
magnetic sensors [153, 165, 170], which however can have reduced performance in work zones
due to the presence of construction vehicles. In addition, multiple magnetic sensor nodes are
needed to accurately measure the traffic speed without assuming a nominal vehicle length.
Accelerometers are mostly used for vehicle classification in combination with other vehicle
detection sensors [10, 124]. Acoustic sensors are commonly used as a secondary sensor for
vehicle classification [61, 124, 129], and have unreliable vehicle detection performance if used
alone [41, 169]. Ultrasonic sensors, explored by [80], have inherent limitation on its sampling
frequency due to the speed of sound. Consequently, the ultrasonic sensor is generally only
capable of vehicle detection in slow traffic.
The PIR sensor detects the vehicle by capturing the deviation of the vehicle temperature
from the background [110], e.g., the hotter tires due to friction and cool portions of the
vehicle cabin in hot weather if the air conditioner is on. The PIR sensor has been explored
as very promising for traffic detection in early works [74, 88, 117], and evaluated as very
robust against bad weather [88, 117]. More recently, a wireless sensor network using PIR
sensors has been proposed for traffic detection in short-term work zones [11], which requires
multiple nodes for measuring the traffic speed in a single lane up to 35 mph. The general
limitation of these studies is that the PIR sensor evaluated consists of one pixel (or one
beam), and hence multiple sensors must be deployed for measuring the traffic speed. A PIR
sensor array with multiple pixels, however, can measure both the traffic volume and speed
in a single sensor node. We have explored this concept in our preliminary works considering
an over-head setup [120] and a road side setup [42]. These preliminary works, however, rely
on supervised algorithms for vehicle detection and speed estimation, which requires time
consuming calibration in the field. With the advancement of PIR sensor technologies, low
cost PIR sensors are now available that feature high energy-efficiency, low measurement
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error, and high resolution (i.e., a large number of pixels for multi-zone detection). The
large amount of additional data available from high resolution PIR opens the possibility of
developing unsupervised algorithms for detection and speed estimation while avoiding the
need for labor intensive calibration [101]. This motivated the work in this dissertation on
the development of a traffic sensor using the latest PIR sensor technology and advanced
machine learning algorithms.
1.2.4 Traffic control
Existing smart work zones generally disseminate estimated traffic conditions to travelers,
which may passively affect the routing choices of travellers if congestion is present in the
work zone. However, active traffic control components, for instance, in the form of on-ramp
metering [58, 131], or variable speed limit [37, 51, 132], are not commonly included. Active
traffic control can reduce the inflow to the work zone bottleneck, resulting in potentially
improvement of the mobility in the work zone.
Earlier works on traffic control include fixed-time and traffic-responsive on-ramp metering
controllers [130, 131]. However, these approaches only rely on historical data or measure-
ments in the vicinity of an on-ramp, resulting in limited performance. Modern traffic control
schemes generally attempt to achieve optimal traffic control [12, 20, 58, 87], for instance, in
the sense of minimizing the total travel time of vehicles on the road network over a finite
time horizon. The optimal control schemes rely on nonlinear traffic models to predict the
evolution of traffic dynamics over the finite time horizon to compute the optimal control out-
puts. The classic first order model for traffic flows on a single link of road is the well known
Lighthill-Whitham-Richards (LWR) PDE [103, 140], which is based on the conservation of
vehicles. The implementations of the optimal traffic control schemes are typically based the
discretization of the LWR PDE in the time space domain, such as the Cell Transmission
Model (CTM) [30, 31] using the Godunov Scheme [57]. Such discretization schemes can be
computationally inefficient especially if the finite time horizon for computing the optimal
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control outputs is long. Meanwhile, in practice, the short-term optimal control output is
not necessarily the long-term optimum, and consequently longer time horizon is more favor-
able. Finally, the optimal control of nonlinear PDEs on networks often results in nonconvex
optimization [63], which is computationally expensive to solve.
Alternatively, there is an increasing interest in modeling the traffic flows on a single link
using the Hamilton-Jacobi (HJ) PDE [9, 24, 25, 32, 33, 34], which is the integral form of the
LWR PDE. The HJ PDE formulation enables the use of variational theory [32] for computing
the traffic state at a certain time and location without computing the intermediate states, and
has been demonstrated to be more efficient than discretization-based schemes [25]. Based on
the HJ PDE, convex optimization based frameworks have been proposed for optimal traffic
control on a single link [97] and fully actuated transportation networks [98] (i.e., all junctions
in the network are fully signalized by traffic actuators). However, these convex formulations
do not take into account of the traffic dynamics at the junctions, known as the junction
models [31, 52, 63, 69, 70, 77, 78, 79, 95]. The difficulty of incorporating the junction model
is due the coupling condition of HJ PDEs at the junction, which can be resolved using
boolean variables. However, the introduction of boolean variable in the convex optimization
significantly increases the computational expense, which is address in this dissertation by
showing that the boolean variables can be removed by posing additional conditions on the
objective function.
1.3 Contributions of the thesis
This dissertation contains three contributions for improving smart work zones from different
perspectives:
• Quantification of the importance of different factors for improving the ac-
curacy of traffic estimation in work zones [102].
– The development of a microsimulation environment in AIMSUN for evaluating
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the traffic estimation accuracy using different sensor network configurations and
algorithms. The microsimulation environment is modeled and calibrated from a
work zone in Illinois to produce realistic traffic dynamics in work zones.
– The development of practical sensor error models. Three different types of sensors,
i.e., RTMS, Doppler radars, and lower energy radars, are modeled with various
types of measurement errors, such as occlusion, measurement noise, and missing
data due to communication failure. The developed sensors are integrated in the
microsimulation environment to produce measurements with realistic errors as
observed in the field.
– The implementation of three traffic estimation algorithms with different levels of
sophistication to analyze the importance of algorithms on the traffic estimation
accuracy, including the spatial interpolation, kernel filtering, and the ensemble
Kalman filter.
– The comprehensive quantitative assessment of 396 combinations of different sensor
networks and traffic estimation algorithms. The assessment results are analyzed
and compared to identify the importance of different factors in traffic estima-
tion, including the spacing, types, accuracy of sensors, and the traffic estimation
algorithm.
• Development of a low cost traffic sensor using passive infrared sensors and
unsupervised learning [99].
– The development of efficient unsupervised machine learning algorithms for vehicle
detection and speed estimation using passive infrared sensors. The unsupervised
nature of the algorithm allows the sensor to be deployed without extensive manual
calibration as required for other sensors, such as RTMS.
– Experimental deployments and validation of the developed traffic sensor in a
subset of realistic weather conditions. The developed traffic sensor is deployed
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in multiple tests for single or double-lane slow or fast speed traffic in a subset of
weather conditions, including sunny, cloudy, and the mix of both. A total of over
1000 vehicles are detected during the tests. The detection and speed estimation
results are compared with the true detection and speeds obtained from videos,
and show promising accuracy.
• Development of an efficient numerical scheme for computing the traffic
evolution on networks modeled by HJ PDE, which can be applied to optimal
traffic control [100].
– The development of a single convex program scheme for computing the evolution
of traffic dynamics at the junction in the network, which decouples the HJ PDEs
on connecting links. The proposed scheme does not require discretization of the
time space domain and can be used as an alternative numerical solver of traffic
flow dynamics modeled by PDEs.
– The development of an optimal on-ramp metering controller, which demonstrates
applicability of the proposed convex scheme on optimal traffic control problem.
Considering the difficulty of implementing the developed optimal on-ramp meter-
ing controller in the field, the controller is validated in a microsimulation environ-
ment modeled in AIMSUN, which shows promising reduction of the total travel
delay.
1.4 Organization
This dissertation is organized as follows. The dissertation begins with the quantification of
the importance of different factors for traffic estimation in work zones in Chapter 2. The
construction of a virtual testbed in microsimulation is described in Section 2.1, which allows
the quantitative assessment of a large number of sensor network configurations. Section 2.2
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describes the implementation of three traffic estimation algorithms, including the state-of-
art ensemble Kalman filter. Finally, Section 2.3 conducts the cross comparison of different
sensor network configurations and estimation algorithms, and summarizes the main results.
Motivated by the findings in Chapter 2 that denser deployment of low cost sensors im-
proves the traffic estimation accuracy, Chapter 3 presents the design and the development
of a low cost and energy efficient traffic sensor using PIR technology. The hardware inte-
gration of the PIR sensor to the traffic sensor node for data collection is first described in
Section 3.1. Then Section 3.2 proposes an efficient unsupervised machine learning algorithm
developed to process the PIR data for vehicle detection and speed estimation. Field experi-
ments and validations are summarized in Section 3.3 which shows promising detection and
speed estimation accuracy of the proposed traffic sensor. Section 3.4 describes an alternative
heuristic but more efficient algorithm to detect vehicles and estimate speeds for practical
implementation and deployment of the proposed traffic sensor in work zones. Finally, Sec-
tion 3.5 summarizes the scientific contribution of the development of the traffic sensor and
additional work needed for practical deployments.
Chapter 2 and Chapter 3 focus on improving the traffic estimation accuracy, which is nec-
essary to address safety issues in work zones. Chapter 4 discusses a theoretical framework,
which enables optimal control in work zones to mitigate mobility issues in work zones. Sec-
tion 4.1 first presents the mathematical formulation of the problem under study. Section 4.2
then reviews the modeling framework of traffic flows on a single link using HJ PDEs. Next in
Section 4.3, a convex optimization based numerical scheme is proposed, which incorporates
the junction model and computes the solution of the traffic dynamics at the junction in a fi-
nite horizon by solving a single convex program. Section 4.4 demonstrates that the proposed
numerical scheme provides a natural framework for optimal traffic control by formulating
an optimal on-ramp metering controller for work zones. Considering the difficulty of imple-
menting the controller in the field, the optimal on-ramp metering controller is validated in
microsimulation in AIMSUN.
13
Finally, Chapter 5 summarizes the main results of the thesis and future work, from the
perspective of traffic estimation, sensing, and control.
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Chapter 2
Traffic estimation in work zones
This chapter discusses traffic estimation in work zones and the quantification of the im-
portance of different factors for traffic estimation accuracy, including the spacing, types,
accuracy of sensors, and traffic estimation algorithms.
Deploying a large number of smart work zones for comparing the performance of dif-
ferent configurations is extremely costly, time consuming, and unpractical. Meanwhile, the
microscopic traffic simulation has been widely used to simulate traffic flows for a variety
of applications [14, 127, 143, 147, 164]. Therefore, this chapter adopts the microsimulation
approach for the evaluation of different smart work zone configurations for cross comparison.
The architecture for the quantitative analysis of traffic estimation accuracy is illustrated
in Figure 2.1. The work zone is modeled in a microsimulation environment based on a
microsimulator, AIMSUN, and then calibrated from field data to reproduce the congestion
as observed in the field. The microsimulation environment simulates the movements of
each vehicle and generates the vehicle trajectory data. Sensor error models which simulate
practical sensor errors as observed in the field are used to convert the vehicle trajectory
data to realistic sensor measurements. Traffic estimation algorithms are then applied to
the generated sensor data to estimate the state in the work zone. In the meanwhile, the
simulated vehicle trajectory data is used to extract the true state in the work zone, which
is needed for the calculation of the estimation error.
More specifically, the architecture in Figure 2.1 developed in this chapter consists of the
following key components:
• The modeling and calibration of a work zone in AIMSUN using field data to repro-
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duce similar traffic conditions as observed in the field. An autocalibration framework
is developed to calibrate the parameters in the microsimulation environment using
nonlinear optimization algorithms.
• To investigate the influence of types of sensors and the accuracy of individual sensors,
dedicated sensor error models are developed that can generate realistic sensor measure-
ments from the trajectory data. Three types of commonly used sensors are modeled
in this work, namely, the RTMS, the Doppler radar (radar), and the low energy radar
(LER) (e.g., iCone R©).
• Three algorithms are implemented to estimate the traffic state. The algorithms are
representative of the i) spatial interpolation approaches often used in practice by state
departments of transportation, ii) spatial-temporal smoothing algorithms that can
incorporate the temporal and spatio dynamics of traffic, and iii) nonlinear Kalman
filtering methods conventionally applied on highways outside of work zone environ-
ments by the research community (see reviews in [15, 146]). The algorithms directly
estimated the traffic velocity, from which the length of the queue and the travel time
could be computed.
• Finally, true states, i.e., true velocity, queue, and travel time based on Edie’s defini-
tion [45], are obtained from the trajectory data for computing the estimation error of
the velocity, queue length, and travel time.
In total, 396 combinations of sensor network configurations and traffic estimation al-
gorithms are simulated and assessed in a work zone modeled and calibrated in the mi-
crosimulation environment. The traffic estimation accuracy from different sensor network
configurations and estimation algorithms are cross compared to quantify the importance
of the spacing of sensors, the types of sensors, the accuracy of individual sensors, and the
estimation algorithms.
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Figure 2.1: The architecture for the quantitative analysis of different factors for traffic
estimation accuracy.
This chapter first describes the construction of the virtual testbed in microsimulation
(Section 2.1). The selection of the work zone to model (conducted in the collaboration with
Illinois DOT) is described in Section 2.1.1. Section 2.1.2 and 2.1.3 present the modeling
and calibration of the work zone in AIMSUN. The construction of the testbed is completed
with the development of the sensor error models in Section 2.1.4. Then Section 2.2 presents
the three traffic estimation algorithms implemented for estimating the traffic velocity, queue
length, and travel time. The comparative analysis and the primary results are summarized
in Section 2.3.
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2.1 Construction of a virtual testbed in microscopic
simulation environment
2.1.1 Selection of the work zone
A microsimulation environment can simulate traffic flows at the level of individual vehicle
movements. To enhance the validity of the results from microsimulation, it is highly de-
sirable for the microsimulation to resemble realistic traffic conditions as close as possible.
Specifically, in this work, the traffic in the microsimulation should reproduce field traffic
conditions in work zones.
In general, modeling a work zone in the microsimulation software AIMSUN requires
detailed work zone geometry from the construction plan. Meanwhile, field sensor data is
required for calibration of microsimulation models. The details of the selection criteria of
active work zones in Illinois to model can be found in [101]. In consultation with Illinois
Department of Transportation (IDOT), the work zone for the I-80 bridge repair project
(IDOT Contract No.60Y64) over the Des Plaines River in Will County, Illinois, is selected
for modeling in the microsimulation environment. The average daily traffic (ADT) of the
work zone is 82,000 with 27% trucks. The project started in January 2015 and was ongoing
at the time of the analysis. A smart work zone system was deployed, consisting of 18 radar
sensors and 12 RTMS. For the purpose of this research, Stage I of the work zone was modeled,
shown in Figure 2.2. In the remainder of this chapter, this work zone is referred to as the
I-80 work zone.
One of the most safety-critical periods in a work zone is when severe congestion occurs.
The period of severe traffic congestion provides varying traffic conditions, such as queue
formation and dissipation, and is suitable for testing the performance of various sensor
network configurations and traffic estimation algorithms. This thesis proposes to reproduce
the traffic conditions in the severe congestion period in the selected work zone. As a result,
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Figure 2.2: Stage I of the I-80 work zone.
the field data obtained from the smart work zone system deployed by Ver-Mac R© (a vendor
of smart work zone systems) is investigated to select the most congested period for modeling
in the microsimuation. During the process of analyzing the field data, degradation of the
data quality is observed during congested periods. The primary findings of the data quality
degradation investigated based on one month of data are summarized below. The detailed
data quality report can be found in [101].
• The missing data and inconsistency issues are common in field data, especially if
collected in environments with traffic congestion (such as work zones) and network
communication issues (such as rural areas).
• The I-80 work zone has a missing data rate 3% averaged over all sensors and one
month of data, and approximately 8% missing data rate during traffic congestion. The
higher missing data rate during congestion is due to the incapability of radar sensors
for measuring congested traffic with the traffic speed below 10 mph. The missing data
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in the free flow traffic condition is due to the high volume of communication traffic in
the cellular network and the traffic data is dropped due to its lower priority compared
to the voice and texts communication.
• The work zone presents inconsistency issues between pairs of sensors. Inconsistencies
are largest between RTMS and radar sensor pairs, where speed and count errors ex-
ceeded 10% and 70%, respectively, in the I-80 work zone. The large count inconsistency
between RTMS and radar sensors is mainly caused by the occlusion error of the radar
sensors in heavy traffic (i.e., the vehicle on the closer lane blocking the vehicle on the
further lane from the view of the sensor).
Based on the exploration and analysis of the data available from the I-80 work zone,
an occurrence of severe congestion on I-80 eastbound direction between 15:30 and 18:00 on
May 1, 2015, was identified from the data analysis and confirmed by field engineers. This
thesis aims to reproduce the severe traffic congestion in the I-80 work zone occurred during
15:30 ∼ 18:00 on May 1, 2015. This period provides varying traffic conditions, including
queue formation and dissipation, and is suitable for testing the performance of various sensor
networks and estimation algorithms.
2.1.2 Modeling of the work zone
Two documents are provided by IDOT primarily used for the work zone modeling in mi-
crosimulation: (1) construction plans, and (2) IDOT design standards. The construction
plans are used to identify details of the existing road network such as the road geometry,
topography, number of lanes, location of ramps, and the speed limit. Further, the construc-
tion documents detail the work zone geometry based on the project stage, including location
of tapers, closed lanes, and closed ramps. Additional details about work zone designs are
found in the IDOT design standards, including taper lengths and work zone speed limits.
In summary, the material rendered in both documents is investigated to obtain the precise
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work zone geometry.
The commercial simulation software selected for this work is AIMSUN, which is one of the
mainstream commercial traffic microsimulation tool and uses a modified Gipps car-following
model [56]. The work zone is modeled in AIMSUN in a two-step process.
The first step is to model the existing road network. AIMSUN provides basic tools
for manually modeling the road network. Alternatively, it also supports importing the
online OpenStreet Map (OSM) file, which provides topological data, containing road net-
work information of user-specified areas. The models loaded from the OSM files need to
be pre-processed because they may contain an inconsistent number of lanes, lane widths,
intersection design, road types, and speed limits.
The second step is to model the work zone based on the documentation provided by
IDOT. This includes activating traffic management strategies such as changes in speed limits
and lane closures. The geographical coordinates and topographic features of the OSM models
are used to estimate the location of the work zone design elements such as tapers, start of
lane closures, and end of lane closures.
The modeled eastbound freeway road section near the I-80 work zone is shown in Fig-
ure 2.3. According to the design standards followed in the work zone project, the speed limits
in work zones are 45 mph, which, however, is inconsistent with the speed data recorded by
the deployed smart work zone system on I-80. This is likely due to drivers exceeding the
posted speed limit. To capture this behavior in the work zone model, the speed limit in the
simulation software is set at 65 mph to reflect observations from the field data.
2.1.3 Calibration of the work zone
The simulated microscopic traffic behavior is influenced by a large number of adjustable
microscopic parameters. Calibration of a microsimulation model is the selection of a set of
values for parameters such that the simulated microscopic traffic exhibits similar macroscopic
traffic characteristics as observed in the field (e.g., similar queue propagation speed).
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Figure 2.3: The geometry of the eastbound I-80 freeway segment modeled in AIMSUN.
The freeway segment is two-lane and one lane is closed in the work zone area. The traffic
estimation focuses on the 5-mile segment upstream of the freeway.
The objective of this work is to reproduce severe traffic congestion in the selected pe-
riod in the work zone. Therefore, a calibration step is first conducted to properly select
a set of microscopic parameters. This section summarizes the calibration process. First,
a literature review is conducted to identify the standard procedure and available tools for
the calibration of a microsimulation model. Then an automated calibration framework is
developed following the standard calibration procedure and using a nonlinear simulation-
based optimization program. The sensitivity analysis for identifying the critical parameters
to be calibrated and the validation of the developed automated calibration framework can
be found in Appendix A.1. Finally, the calibration result is summarized for the work zone.
Literature review on calibration of microsimulation models
The standard procedure of the calibration of a microsimulation model can be found in [134].
In general, the calibration procedure consists of five steps as illustrated in Figure 2.4:
1. Identify a set of sensitive microscopic parameters to be calibrated. Though a large
number of microscopic parameters are adjustable, only a subset of parameters are very
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sensitive in terms of influencing the traffic behavior in a specific simulation setup.
In addition, calibrating all microscopic parameters is extremely time consuming and
unrealistic in practice. Therefore, it is highly recommended to first identify a small set
of sensitive parameters based on the literature review, prior knowledge, and sensitivity
analysis techniques [49, 55].
2. Initial evaluation of the default values for the parameters. The simulation outputs
using the default values, e.g., velocity or flow measurements, are compared with the
field data to compute a measure of goodness of fit. The default parameters can be
used as the benchmark for assessing the effectiveness of the calibration.
3. Adjust the values of the selected sensitive parameters. Depending on the initial evalua-
tion result, a subset of the sensitive parameters are adjusted to achieve better goodness
of fit. These values can be manually adjusted, which however highly relies on the an-
alyst’s prior knowledge. Alternatively, an optimization program can be employed to
automate the adjustment of the parameter values, which will be discussed shortly.
4. Simulate the work zone traffic in the microsimulation using the new set of parameters.
The microsimulation is a stochastic process, and consequently multiple runs (typically
ten replications) are required to minimize the dependency of the simulated traffic on
the random number generator used in the simulator. Commonly, the microsimulation
is the most time consuming step.
5. Evaluate the simulated traffic using a selected metric which quantifies the goodness of
fit to the field data.
Calibration of a microsimulation model is generally a challenging problem owing to the
large number of correlated microscopic parameters. The combination of the parameters can
explode to millions, which makes an exhaustive search time consuming and impossible in
practice.
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Earlier attempts are commonly based on a trial-and-error approach to manually adjust
the parameters that could reproduce the traffic condition as observed in the field. The
effectiveness of the manual calibration relies strongly on the analysts knowledge and can be
extremely time consuming, even for a small-scale network and a few parameters [90].
Alternatively, automated calibration has been explored in recent years. The calibration
of a microsimulation model is essentially an optimization problem (i.e., maximizing the good-
ness of fit of the simulated traffic to the field observation data, by adjusting the microscopic
parameters). Automatic calibration is a procedure that employs an optimization program in
the step for searching potentially better values for the parameters. Compared with manual
calibration, automatic calibration has been shown to be capable of significantly reducing the
calibration time (from months to hours) while achieving similar calibration accuracy [72]. A
variety of nonlinear optimization programs and commercial software have been previously
proposed for the calibration of microsimulation models. Representative algorithms include
Simplex [83], simultaneous perturbation stochastic approximation (SPSA) [107, 111], genetic
algorithm [22, 107]. A comprehensive comparison of these nonlinear optimization programs
on the effectiveness of calibrating microscopic model parameters was reported in the MUL-
TITUDE project [22]. Recently, an advanced nonlinear optimization by mesh adaptive direct
search (NOMAD) [92] software is also used for the calibration of microscopic traffic mod-
els [54]. Considering the software availability and the implementation effort, this thesis
adopts NOMAD as the nonlinear optimization software in the calibration process.
Automated calibration framework
This thesis adopts the automated calibration approach following the standard procedure
shown in Figure 2.4. The nonlinear optimization program NOMAD is integrated with AIM-
SUN for adjusting the microscopic parameters.
Based on an extensive literature review [23, 43, 55, 72, 83, 133, 134, 137, 138], empir-
ical knowledge, and a sensitivity analysis (which is described in Appendix A.1.1), eight
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Figure 2.4: The procedure for calibrating a microsimulation model.
parameters are identified as sensitive and associated with two types of vehicles:
• Speed acceptance (speedAcceptance). This parameter multiplied by the speed limit
on the road section determines the desired speed of vehicles. This parameter is found
to be sensitive only for passenger cars.
• Maximum acceleration (maxAccel). This parameter is found to be sensitive only for
trucks in stop-and-go traffic.
• Sensitivity factor (sensitivityFactor). This parameter represents the estimation of
a vehicle on the deceleration rate of its leading vehicle. By setting this parameter below
or above 1, the following vehicle underestimates or overestimates the deceleration rate
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of the leading vehicle, hence being more or less aggressive. This parameter is found to
be sensitive for both car and truck types.
• Reaction time (reactionTime). This parameter is the time for a driver to react to
speed changes in the preceding vehicle. This parameter is found to be sensitive for
both car and truck types.
• Minimum headway (minHeadway). This parameter determines the minimum headway
(i.e., the time difference of two consecutive vehicles passing the same location) of a
vehicle to its preceding vehicle. This parameter was found to be sensitive for both car
and truck types.
The objective of the calibration in this thesis is to reproduce the severe traffic congestion
in a specific period in the work zone, instead of developing a general microsimulation model.
Therefore, considering the significant amount of time required in the simulation step, only
one replication is simulated for each set of parameters.
The root mean square error (RMSE) is selected as the error metric considering its reliable
performance for measuring the goodness of fit [22]. Because there is a lack of high-quality
flow data from the deployed work zone sensors as reported in [101], only the velocity data
is used in the error metric to calibrate the microsimulation.
The inflow to the modeled freeway section is manually calibrated based on the flow
measurement from the first sensor in the work zone. The truck ratio, the on-ramp and
off-ramp flows are determined using the Illinois online database 1 2.
The developed automated calibration framework is validated in a synthetic work zone
described in Appendix A.1.2, where the true values of the calibrated parameters are known.
The validation results show the developed framework can effectively improve the goodness
of fit of the simulated traffic to the field data. Meanwhile, the validation results confirm
1http://www.gettingaroundillinois.com/gai.htm?mt=aadt
2http://idot.ms2soft.com/tcds/tsearch.asp?loc=Idot&mod=
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the difficulty of the calibration of microsimulation models. Owing to the nonlinear rela-
tionship between parameters, different combinations of parameter values can achieve similar
goodness of fit, which has been previously identified [22]. As a result, the combination of
extreme values for two parameters may produce reasonable macroscopic traffic characteris-
tics. However, such extreme values are less desirable, though the corresponding goodness of
fit may be optimal. Therefore, after the automated calibration, a final selection step should
be performed among the best auto-calibrated parameter values to select a set of plausible
parameters based on empirical knowledge.
Calibrated parameters
The calibrated values for the parameters in the I-80 work zone after over 1,000 iterations
and the final selection values are summarized in Table 2.1. The calibrated values achieved
an approximately 40% reduction in the speed RMSE compared with the default values.
Table 2.1: Calibrated values for the I-80 work zone
Parameter Default value Calibrated value
car speedAcceptance 1 1.09
truck maxAccel (m/s2) 1 0.82
car sensitivityFactor 1 0.5
truck sensitivityFactor 1 1.02
car reactionTime (s) 0.8 0.6
truck reactionTime (s) 0.8 0.8
car minHeadway (s) 0 1.5
truck minHeadway (s) 0 2.5
speed RMSE 283.2 168.3
2.1.4 Sensor error models
The microsimulation software AIMSUN allows error-free sensors (except for the quantiza-
tion error) to be placed in the simulation environment, but it lacks realistic error models
representative of sensors deployed in work zone environments. Alternatively, AIMSUN can
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export the trajectory data at a fine granularity for each vehicle, which allows the develop-
ment of customized sensors. To better assess how different types of sensors featuring distinct
measurement errors affect the traffic estimation accuracy, realistic sensor models are devel-
oped to degrade the simulated traffic measurements to be consistent with the data quality
observed in practical field deployments.
Overview of sensor types
Sensor error models are developed for the three commonly used traffic sensors, including the
Doppler radars, LER units, and RTMSs.
Doppler radars are widely used in traffic sensing due to the maturity of the technology
and low cost. Doppler radars rely on the Doppler effect for measuring the velocity of vehicles,
and provides accurate velocity measurement for vehicles (less than one mph [73]), although
performance degrades at lower velocities where the Doppler shift is not as prominent. The
traffic flow data is obtained by counting the number of velocity measurements recorded dur-
ing each detection cycle. For best performance, Doppler radars are also commonly mounted
relatively low to the ground (e.g., at minimum three ft [73]). Consequently the sensor is
prone to occlusion issues (e.g., where one vehicle blocks another vehicle from being detected
by the sensor), which may result in biased velocity and flow measurements when deployed
on multi-lane freeways.
Low energy radar units are deployed in construction barrels for ease of deployment,
but with limited energy available for detection. For long term deployments, LER sensors
operate for only a portion of the detection cycle (e.g., 30 seconds of detection in a 60 second
detection window). Consequently, these sensors have similar types of measurement errors
as radar units for velocity and count data, and an additional sampling error due to the
discontinuous operation.
The RTMS measures the distance to objects in the path of its microwave beam, hence
is able to detect moving and stationary vehicles in multiple detection zones (lanes). The
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RTMS is commonly mounted in an elevated position (i.e., at least 17 ft [75]), which reduces
the occlusion potential and increases the counting accuracy compared to lower sensors. With
proper field calibration, the RTMS produces velocity measurements with 10% error, with
larger velocity errors in high congestion [75].
Generation of realistic measurements
A multi-step process is used to convert the detailed trajectory data from AIMSUN into
noisy sensor data to mimic the field data collected from the sensors described above. The
first step is to determine which vehicles pass through the detection zone of a given sensor.
The detection zones for each sensor are modeled based on the recommended installation
guidelines [73] and the reported field of view. For example, the radar and LER sensors are
aimed at oncoming traffic, resulting in a detection zone approximately 140 ft upstream of the
sensor as shown in Figure 2.5. The detection zone of the LER is assumed active for only the
first half of the detection cycle, resulting in the detection of only a subset of vehicles. The
RTMS sensor detection zone is located at the installation point. For a given detection cycle,
the vehicles that pass through the detection zone are potentially available to contribute to
the average velocity or count measurements.
The next step is to discard any vehicle that passes through the detection zone whose
trajectory is occluded by another vehicle. As illustrated in Figure 2.5, two vehicles, labeled
A and B, travel through the sensing area in the outside and inside lane respectively. Vehicle
A is considered occluded if more than po percent of the trajectory of vehicle A overlaps with
the trajectory of B in the detection zone. The parameter po is selected as po = 0.3, which
results in the occlusion of approximately 40% of vehicles in heavy congestion. Occluded
vehicles are removed for radar and LER sensors, while RTMS sensors are assumed to be
mounted in a position to prevent occlusion, but the count is still perturbed by a counting
error consistent with the reported accuracy [75].
After occluded vehicles are removed, any vehicle with a velocity outside the measurement
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Figure 2.5: Illustration of an occluded vehicle A caused by the presence of vehicle B in the
detection zone.
range of the sensor is also discarded. The radar and LER sensors have a measurement range
[5, 99] mph [73], while the RTMS has a range of [0, 110] mph [75].
For vehicles that remain, the measured velocity is assumed to be a noisy reading of the
true vehicle velocity. Measured velocities are constructed by adding a measurement error
generated from N (0, σ) to the true velocity. The precision of sensors (i.e., σ) depends on the
traffic congestion level. For simplicity, σ is assumed to take a distinct value in freeflow and in
congested traffic. For the radar and LER sensors, σ is chosen such that the true vehicles are
measured with an accuracy of 1 mph [73], while the RTMS velocities are measured to within
10% [75]. At low vehicle velocities, the errors are increased to 2 mph [73] for radar and LER,
and 15% [75] for the RTMS devices. Note that although the measurement noise is assumed
unbiased, the average velocities and counts are biased due to the sample set (i.e., removing
occluded vehicles, which are predominantly from the faster lane of traffic). Finally, the
harmonic mean of the noisy velocity measurements is taken as the average velocity reported
by the sensor, and the number of measurements is the count.
To model the realistic missing data rates that occur in field deployments, a subset of
measurement detection cycles are also discarded resulting in no data available for estimation
during the cycle. Up to fifteen percent of the data from the radar and LER sensors and
three percent of the data from RTMS sensors is dropped in congestion, based on the missing
data rates observed from work zone field data in Illinois.
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2.2 Implementation of estimation algorithms
Consider a segment of roadway of length L containing a work zone, observed over a period of
time T . The velocity along the roadway is denoted v(t, x), where t ∈ [0, T ] and x ∈ [0, L]. If
a queue develops on the segment due to the bottleneck created by the work zone, the length
of the queue is denoted l(t) ≥ 0. Finally, the travel time of a vehicle entering the roadway at
time t traveling the length of the road segment L is denoted τ(t). In this work the velocity
along the roadway is directly estimated, which is then used to estimate the travel time and
the length of the queue when it occurs. The evaluated traffic estimation algorithms are
described next.
2.2.1 Spatial interpolation
Considering the performance and ease of implementation, a linear interpolation is selected
as a representative interpolation algorithm for further evaluation. To estimate the velocity
v(t, x) between a pair of sensors located at x1 and x2 (> x1) with corresponding measured
velocities v˜1 and v˜2, the estimated velocity vˆ(x, t) for x ∈ [x1, x2] computed as:
vˆ(t, x) =
x2 − x
x2 − x1 v˜1(t) +
(
1− x2 − x
x2 − x1
)
v˜2(t). (2.1)
The same process is repeated for each pair of adjacent sensors to obtain the estimated
velocity field throughout the spatial domain.
2.2.2 Spatio-temporal smoothing
The main idea of the spatio-temporal estimator [155] considered in this work is to estimate
the traffic using a weighted spatio-temporal average of the available measurements. Van
Lint [160] showed that estimating the pace of traffic, p(t, x) = 1/v(t, x), rather than the
velocity is necessary to avoid the structural bias in the travel times constructed from the
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velocity field estimated by the spatio-temporal method. The pace estimate pˆ(t, x) at time t
and space x is:
pˆ(t, x) = γ(t, x)pcong(t, x) + (1− γ(t, x))pfree(t, x), (2.2)
which is a convex combination of two pace estimates pfree and pcong weighted by γ(t, x). The
freeflow and congested pace estimates are computed by averaging a set of measurements
M(t, x) in the neighborhood of (t, x) along the freeflow and congested wave speeds of traffic
flow respectively, given by kinematic wave theory [103, 140]. In order to generate realtime
estimates required in work zone applications, the measurement set M(t, x) includes only
measurements obtained up to time t.
Let p˜m = 1/v˜m denote the corresponding pace of a velocity measurement obtained at
(tm, xm). The congested pace pcong is a weighted average of the measurements M(t, x):
pcong(t, x) =
1∑
m∈M(t,x)
φcong (tm − t, xm − x)
∑
m∈M(t,x)
p˜mφcong (tm − t, xm − x) . (2.3)
The weight of each measurement is computed with a decaying exponential aligned with
maximum congested wave speed w:
φcong(t, x) = exp
(
−|t− x/w|
ζ
− |x|
κ
)
, (2.4)
where κ and ζ are parameters to control the decay rates. The free flow pace estimate pfree
traffic is obtained similarly, with the modification that traffic is smoothed along the free flow
wave speed vmax instead of the congested wave speed w.
The weighting coefficient γ(t, x) is defined as:
γ(t, x) =
1
2
[
1 + tanh
(
vc − u∗(t, x)
∆V
)]
. (2.5)
In (2.5), vc is the critical velocity (i.e., where traffic transitions from free flowing to con-
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gested), ∆V is a smoothing width for the traffic state transition, and u∗(t, x) is given as:
u∗(t, x) = min
{
1
pcong(t, x)
,
1
pfree(t, x)
}
. (2.6)
The purpose of u∗(t, x) is to determine if pcong or pfree indicate traffic conditions are congested.
As a result, (2.5) produces coefficients that favor the congested estimate when either pcong
or pfree indicate congestion (i.e., γ(t, x)→ 1), and favors the free flow estimate otherwise.
A final step to recover the velocity estimate is to invert the resulting pace estimate
vˆ(t, x) = 1/pˆ(t, x).
2.2.3 Kalman filtering
The Kalman filter [81] is an algorithm used to estimate the state of a linear system by
correcting a model based prediction with measurement data. The Kalman filter and its
nonlinear extensions necessary for traffic estimation can be understood by posing the model
and sensor measurement processes in state space form as follows:
 x
n = F(xn) + ηn,
y˜n = H(xn) + n.
(2.7)
The first equation of (2.7) is known as the evolution equation, where xn is the traffic state
vector at time step n to be estimated, F denotes the traffic flow model used to predict the
traffic state at time n given the traffic state at time n− 1, and ηn ∼ (0,Q) is a white noise
process with covariance Q. The second equation of (2.7) is the observation equation which
relates the vector of measurements y˜n received at time n with the traffic state variables xn
through the measurement model H. The random variable n ∼ (0,R) denotes the measure-
ment error distribution which is modeled as a white noise with covariance R. The Kalman
filter and its nonlinear variants are sequential state estimators that are optimal estimators (in
the best linear unbiased sense) of the state xn given a sequence of measurements y˜0, · · · , y˜n.
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To address the nonlinearity of the traffic models, this work implements the EnKF which
offers a good balance between the performance and computation load. It should be noted
that EnKF is a general sequential state estimation algorithm for nonlinear systems and its
implementation varies depending on the problem formulation. Though the EnKF has been
implemented in [167], the formulation is based on the PDE modeling the velocity evolution
of the traffic and measurements are from mobile GPS devices. In this dissertation, the EnKF
is used to estimate the traffic density from volume and speed measurements obtained from
fixed sensors. For clarity of exposition and to make precise the implementation, the EnKF
implementation is briefly summarized.
Evolution equation
The traffic dynamics on a road segment is governed the LWR model [103, 140], which
expresses conservation of vehicles on the roadway:
∂ρ(t, x)
∂t
+
∂ψ (ρ(t, x))
∂x
= 0, (2.8)
where ψ(ρ) = ρV(ρ) is the fundamental diagram describing the relationship between the
density and flow on a highway. The model is closed by assuming an empirical relationship
between the velocity and density of traffic, defined by the velocity function V . In this work,
the following velocity function is used:
V(ρ) =
 vmax
(
1− 1
β
)
if ρ ≤ ρc,
w(ρ− ρmax)/ρ if ρ > ρc,
(2.9)
where the parameter vmax is the maximum free flow velocity, β controls the slope of the
velocity function in free flow, ρc and ρmax are the critical and jam density, and w is the
maximum backwards wave speed.
The LWR PDE is discretized using the Godunov scheme [57] resulting in the cell trans-
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mission model [30]. Suppose the time and space domain [0, T ] × [0, L] is evenly discretized
into time steps of size ∆T indexed by n ∈ {0, . . . , nmax}, and spatial cells indexed by
i ∈ {0, . . . , imax} with cell length ∆x. By the conservation of vehicles, at time step n, the
traffic density ρni in cell i evolves according to:
ρni = ρ
n−1
i +
∆T
∆x
(
qn−1i−1/2 − qn−1i+1/2
)
, (2.10)
where qni−1/2 represents the flow between cell i − 1 and cell i during time step n. The flow
over the cell boundary is computed as the minimum flow that can be sent from the upstream
cell i− 1 and the flow that can be received by the downstream cell i:
qni−1/2 = min
{
S(ρni−1), R(ρ
n
i )
}
, (2.11)
where S and R are known as the sending and receiving functions. The functions are con-
structed from the fundamental diagram as:
S(ρ) =
 ψ(ρ) if ρ ≤ ρc,qmax otherwise, R(ρ) =
 qmax if ρ ≤ ρc,ψ(ρ) otherwise. (2.12)
In the present application, the system state at time n consists of the density in each cell.
The upstream inflow to the road qn−1/2 and the downstream outflow q
n
imax+1/2
are also modeled
as state variables, and are assumed to have stationary dynamics. The concatenated state
vector is given as xn := [ρn0 , ρ
n
1 , · · · , ρnimax , qn−1/2, qnimax+1/2]T ∈ RN×1. The forward model F
is constructed from (2.10),(2.11), and the stationary dynamic assumed for the inflow and
outflow states.
The model noise variance selected for the density states in cells with an on-ramp or
off-ramp, and the noise variance associated with the inflow and outflow qn−1/2, q
n
imax+1/2
are
elevated to account for the larger uncertainty in the state evolution.
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Observation equation
The flow measurements q˜nm and velocity measurements q˜
n
m time n and indexed by m are
related to the traffic state variables as follows. The flow measurements at the boundaries
are direct observations of the flow state variables. For example, the inflow measurement is
related to the inflow state variable by q˜nm = q
n
−1/2 for the appropriate flow measurement m.
Consider a flow measurement m on the interior of the road segment located at the boundary
between cells i − 1 and i. The measurement is related to the density state variable in cell
i− 1 or cell i depending on if traffic is free flowing or congested:
q˜nm = min
{
S(ρni−1), R(ρ
ni)
}
+ nm, (2.13)
where nm is the noise associated with the flow measurement.
Velocity measurements are related to the state variables as follows. Let v˜nm denote the a
velocity measurement at time n at the boundary between cells i − 1 and i. The velocity is
linked to the density state variable in either the upstream or downstream cell depending on
the traffic conditions as:
v˜nm =

V(ρni−1) + nm if S(ρni−1) < R(ρni ),
V(ρni ) + nm if R(ρni ) < S(ρni−1),
V(ρc) + nm if R(ρni ) = S(ρni−1),
(2.14)
where nm is represents the noise on the velocity measurement.
The complete set of measurements at time n is written as a vector
y˜n := [q˜n1 , · · · , q˜nMq , v˜n1 , · · · , v˜nMv ]T ∈ RMv+Mq , (2.15)
where Mq and Mv denote the number of flow and velocity measurements respectively. The
nonlinear observation equations (2.13),(2.14) and the appropriate measurement error models
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are used to construct the observation equation in (2.7).
Ensemble Kalman filter
The general algorithmic steps of the ensemble Kalman filtering algorithm are briefly sum-
marized following [104]. The interested reader is referred to [47] for the theoretical founda-
tion and detailed interpretation of the technique. Consider the discrete-time nonlinear sys-
tem (2.7). Since the observation equation is nonlinear, an augmented state approach [104] is
adopted to linearize the observation equation. In the augmented system, the state is denoted
by sn =
[
(xn)T (H(xn))T
]T
, which has the following observation equation:
y˜n = Hsn + n =
[
0(Mv+Mq)×N I(Mv+Mq)×(Mv+Mq)
]
sn + n. (2.16)
Given the augmented state s with a linear observation equation (2.16), the EnKF al-
gorithm consists of the following steps, namely, initialization, prediction, and correction.
After the algorithm is initialized, it predicts the best estimate at time n with measurements
through time n−1, denoted sˆn|n−1, using the traffic evolution equation and the best estimate
sˆn−1|n−1. After measurements are received at time n, the predicted state sˆn|n−1 is updated
to sˆn|n by incorporating the new information contained in the measurements. The algorithm
is as follows:
1) Initialize a set of state ensembles sˆ0|0(k),∀k ∈ {1, · · · , kmax} from the initial state
distribution with covariance P0|0.
2) Predict the traffic states sˆn|n−1(k) for all ensembles using F and H where the model
noise ηn(k) is independently sampled for each ensemble k from a distribution with
model noise covariance Q.
Then the predicted state error covariance can be computed as
Pn|n−1 =
1
kmax − 1E
n|n−1 (En|n−1)T . (2.17)
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In (2.17), En|n−1 is the state error matrix which is computed by subtracting the esti-
mated state sˆn|n−1(k) for each ensemble k by the mean of estimated states s¯n|n−1:
En|n−1 =
[
sˆn|n−1(1)− s¯n|n−1, . . . , sˆn|n−1(kmax)− s¯n|n−1
]
, (2.18)
where s¯n|n−1 = 1
kmax
∑kmax
k=1 sˆ
n|n−1(k).
3) Given the measurement data y˜n, the predicted state sˆn(k) for each ensemble is corrected
by the prediction error on the output multiplied by a Kalman gain Kn,
sˆn|n(k) = sˆn|n−1(k) + Kn(y˜n −Hsˆn|n−1(k)), (2.19)
where the Kalman gain is computed using the predicted state error covariance (2.17):
Kn = Pn|n−1 (Hn)T
(
HPn|n−1HT + R
)−1
. (2.20)
The second and third steps are repeated sequentially for each time step n until the
estimated state over the entire time horizon is obtained. The final velocity estimate is
directly computed from the density estimate by applying the velocity function V to the
estimated density field.
2.2.4 Back of queue and travel time estimation
Given an estimate of the velocity vˆ(t, x) in space and time, a standard approach across
algorithms is used to estimate the length of the queue and the travel time. The estimated
length of the queue lˆ(t) is determined as the maximum length of any consecutive segment
in the velocity field such that vˆ(t, x) < α, where α is a threshold denoting congested traffic
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velocities. The travel time is computed using an instantaneous [113] travel time estimate:
τˆ(t) =
∫ L
0
1/vˆ(t, x)dx. (2.21)
The instantaneous travel time is valid under the assumption that the velocity field is constant
along over the time interval [t, t+ τ(t)], which may fail in scenarios with rapid queue growth
or dissipation. The primary benefit of the instantaneous travel time is that it does not
require the future traffic state to be predicted. It should be noted that the Kalman filtering
framework can be used to generate dynamic travel time estimates, which however requires
the additional estimation of future boundary flows (so the traffic model can be evolved
forward in time using the current estimate as the initial state). Because dynamic travel
time extensions to the other algorithms require nontrivial assumptions, the comparison is
restricted to instantaneous travel time in this work.
2.3 Comparative analysis
This section summarizes the key findings based on the quantitative comparison across various
sensor network configurations and traffic estimation algorithms. A subset of representative
simulation results from the I-80 work zone are visualized and discussed in this chapter to jus-
tify the findings. The complete evaluation results and analysis are included in Appendix A.2.
2.3.1 Traffic estimation error metrics
The error metrics used to assess the performance of the various estimators are briefly de-
scribed. In order to calculate the errors, the true state to be estimated is first calculated
from the AIMSUN trajectory data. The true velocity field (Figure 2.6a), true queue length
(Figure 2.6b), and true travel time (Figure 2.6c), are constructed on a finely discretized
spatio-temporal grid with cells of length 50 m and duration 5 s and within each grid the
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true velocity is computed using Edie’s definitions [45]. The mean absolute error (MAE) of
the velocity, the travel time, and the length of the queue are reported. The true travel time
is taken as the average travel time of all vehicles entering the roadway during the time step,
and the true length of the queue is computed as the distance from the work zone taper to
the furthest segment with a velocity of less than 40 mph. The speed threshold 40 mph is
selected because it is commonly used as the threshold in smart work zone systems deployed
in Illinois. Due to the stochasticity of AIMSUN simulation, multiple runs of each simulation
experiment with different seeds is necessary to generate reliable results. Therefore, for each
reported experiment, ten runs of simulation (as suggested in [22]) are conducted and the
presented MAE is the average MAE of ten runs.
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Figure 2.6: True state of the (a) velocity field, (b) queue length, and (c) travel time. The
true travel time was not obtained in the last period because vehicles that entered the road
after approximately 120 min did not exit before the simulation stopped.
2.3.2 Estimation algorithm implementation
EnKF algorithm parameters
To calibrate the fundamental diagram, a variety of traffic conditions, consist of one 2-hour
free flow period and three 2-hour congestion periods, were simulated in AIMSUN, where
two RTMS sensors were modeled to extract the velocity and flow measurements. Given
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Figure 2.7: The calibrated fundamental diagram for the I-80 work zone. The free flow
traffic and congested traffic data points were respectively plotted in green and black. Blue
data points were considered outliers.
the collected data, the parameters of the fundamental diagram were determined following
the calibration procedure [39] except the maximum density was computed directly from the
minimum stopping distance of vehicles.
The calibrated fundamental diagram for the I-80 work zone is shown in Figure 2.7. The
fundamental diagram parameters in (2.9) calibrated for the I-80 work zone are vmax = 60.82
mph, β = 1000 veh/mile, w = −9.29 mph, and ρmax = 500 veh/mile.
Spatio-temporal smoothing algorithm parameters
The parameters of the spatio-temporal algorithm w, vmax and vc were set according to the
calibrated fundamental diagram 2.7, respectively w = −9.29 mph, vmax = 60.82 mph, and
vc = 56.52 mph.
The additional parameter ∆V is set to 12.43 mph as in [155, 156]. The decay rate
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Figure 2.8: An example of estimation results.
controllers κ and ζ are fixed at 0.75 times the sensor spacing and sensor aggregation, re-
spectively, based on an optimization procedure that evaluated the performance of multiple
combinations of values that fell in the ranges recommended in [156]. To avoid using exces-
sively old measurements and unnecessarily long computation times, the measurements older
than 2.5 minutes are ignored.
Estimation result example
An example of the estimation result is shown in Figure 2.8a, 2.8b, 2.8c, where the EnKF
algorithm is used to estimate the velocity field (Figure 2.8a), the length of the queue (Fig-
ure 2.8b), and the travel time (Figure 2.8c) using eleven RTMS sensors evenly spaced on the
5-mile segment. Unsurprisingly, due to the use of instantaneous travel time estimator, the
travel time is underestimated during the formation phase of the queue and overestimated
during the dissipation phase of the queue.
2.3.3 Algorithms and sensor spacing
In the first set of experiments, the influence of the sensor spacing and traffic estimation
algorithm on the travel time, queue length, and velocity estimation error are analyzed. For
each algorithm, eleven spacing ranging from five miles to 1/8 mile are considered. All sensors
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Figure 2.9: MAE of velocity estimation over (a) the entire time space horizon and (b)
around the queue using RTMS sensors.
are assumed to be RTMS sensors in these experiments.
For each experiment, the MAE on the velocity estimate is computed both as an average
over the entire spatio-temporal domain, as well as in the area immediately around the true
back of queue (+/-0.5 mile) as identified in AIMSUN. The resulting errors as a function
of the algorithm type and sensor spacing is shown in Figures 2.9a and Figure 2.9b. As
expected, as the density of sensors increases, all algorithms result in lower velocity errors,
with the best performance (about 5 mph error overall and 6 mph around the queue) by the
linear interpolation algorithm with sensors placed every 1/8th of a mile. Not surprisingly,
all algorithms perform worse in the neighborhood of the queue compared to the MAE re-
ported over all space and time, which is unfortunately where the errors may be most safety
critical. This is because it is hard to capture the precise location of the end of the queue and
the speed difference difference between the queue and the upstream free flow area is high
(approximately 20 mph vs. over 60 mph). Consequently, a small error in the estimation
of the end of the queue can lead to large MAE of the velocity estimates around the queue.
Meanwhile, the speed estimation in the free flow and congested area is generally accurate
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which leads to smaller MAE for the velocity over all space and time. The spatio-temporal
algorithm has the highest error around the queue, which results in higher total MAE com-
pared to the spatial interpolation algorithm. Note the algorithm was originally proposed as
an oﬄine algorithm [160], and the performance may change if additional measurement data
is available for smoothing. At very dense sensor spacing, the EnKF performs worse than the
interpolation and smoothing algorithms due to the fact that the velocity is computed from
the density estimate through (2.9), rather than directly estimated as in the better performing
algorithms. However, in the neighborhood of the queue, the EnKF localizes the queue more
accurately which generally results in higher quality velocity estimates in the neighborhood
of the queue.
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Figure 2.10: MAE of the (a) queue length estimation and (b) travel time estimation using
RTMS sensors.
The general trend of the MAE for the queue length estimation (Figure 2.10a) is similar
to the velocity MAE. This is a direct result of the fact that the queue length is estimated
from the velocity field, and consequently improvements on the velocity field result in better
queue length estimates. The true maximum true queue length during the simulation is
approximately 3 miles. The EnKF uses a traffic model and utilizes the flow measurements
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from RTMS sensors, to consistently outperform the other estimators across a wide range of
sensor spacing.
Finally, the MAE of the travel time estimation is shown in Figure 2.10b. The travel time
of the road section in free flow is around five minutes and the longest travel time during
congestion is 40 minutes. The EnKF is generally the best performing travel time estimator,
and offers slightly improved performance over the spatio-temporal smoother. Recall the
spatio-temporal algorithm directly estimates the pace of traffic, which results in a better
estimate of the travel time than the purely spatial interpolation algorithm. The MAE for
travel time is relatively large for all algorithms independent of the spacing, and the largest
source of error is due to the use of the instantaneous travel time calculation (2.21), not the
underlying velocity estimate. In fact, the true instantaneous travel time has a MAE of over
six minutes, which is comparable to the MAE observed in the travel time estimates of the
best performing algorithms. In traffic conditions with slower dynamics (e.g., in free flow or
in complete congestion), the use of the instantaneous travel time may result in lower errors.
2.3.4 Type of sensors
In the next set of experiments, the influence of the sensor type (i.e., RTMS, the radar, and
the LER) and the errors they introduce is compared across algorithms. Recall that the
RTMS offers the lowest quality velocity measurement of individual vehicles but provides
more reliable count data compared to the radar based sensors. The MAE for the estimated
traffic velocity, traffic velocity around the queue, the queue length, and the travel time are
shown in Figure 2.11a, Figure 2.11b, Figure 2.11c, Figure 2.11d respectively, for sensors
placed at a spacing of one mile.
To understand the potential benefit of improved sensor technologies, traffic estimates
using an ideal sensor are also generated. The ideal sensor is assumed to have zero error (i.e.,
it measures the velocity of every vehicle exactly, and has no occlusion or dropped packets). It
does have a quantization error due to the fact that the count and velocity is computed within
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a single detection cycle. For example, if the aggregation interval is 30 s, the quantization error
(e.g., including or excluding a single vehicle near the cycle boundary) introduces a change
in the flow of 120 veh/hr/lane, which is around five percent of the lane capacity. Algorithms
running with measurements from the ideal sensor have velocity, queue, and travel time errors
that are similar to the RTMS sensors, which indicates that quantization error is the largest
source of remaining error from the existing sensors. Indeed, the existing commercial RTMS
sensors already achieve flow measurements to within five percent error, which indicates that
the measurement accuracy will be dominated by the quantization error even if the sensor
accuracy is improved. Marginal benefit will be obtained if the quality of the sensing device
is improved beyond the current market technologies, and the general trends are similar at
other sensor spacing.
The analysis also indicates that the EnKF algorithm is the most sensitive algorithm
to the sensor type, and provides the poorest velocity estimates when combined with LER
sensors. This is due to the reliance of the EnKF algorithm on accurate flow data, which is
degraded in the LER devices due to the fact that vehicles are recorded only for a portion of
the detection cycle (resulting in increased quantization error), and the counts are prone to
larger occlusion errors. Across all traffic quantities and all algorithms, the radar and RTMS
sensors offer at least as good or better performance compared to the LER devices. The use
of LER devices may still be warranted if the deployment cost, maintenance, and portability
make the sensor competitive with other sensing technologies.
2.3.5 Accuracy of sensors
The third set of experiments was to compare the influence of the accuracy of individual
sensors with the estimation accuracy.
Synthetic sensors that may be available in the future were simulated for the RTMS,
radar, and LER sensors. The synthetic sensors feature reduced the standard deviation of
the measurement noise (more accurate sensors) and the missing data rates (more reliable sen-
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Figure 2.11: MAE of the (a) velocity estimation, (b) queue estimation, and (c) travel time
estimation at 1 mile spacing.
sors). For example, a sensor RTMSx2 denotes a synthetic RTMS whose measurement noise
and the percentage of missing data are reduced by a factor of 2 from the currently available
RTMS in the market. In total, seven synthetic sensors were simulated: RTMS×2, RTMS×4,
RTMS×8, RADAR×2, RADAR×4, RADAR×8, and LER×2. In addition, an ideal type of
sensor without measurement error was simulated to assess the maximum improvement of the
estimation accuracy that can be obtained by improving the accuracy of individual sensors,
which was addressed in the discussion of the last experiment in Section 2.3.4.
47
It should be noted that the LER sensors also utilize Doppler radar technologies and are
mounted at a low elevation. Hence, the same occlusion model as described in Section 2.1.4
is used for both the synthetic radar and LER sensors.
The MAE estimation errors of the velocity, queue length, and travel time using multiple
levels of accuracy of RTMS at 1 mile spacing are compared in Figure 2.12a, Figure 2.12b,
Figure 2.12c, Figure 2.12d. As shown in the figures, further improvement of the accuracy
of an individual RTMS provides negligible benefit for the estimation accuracy. Recall in the
analysis of the influence of sensors types that the quantization error was around 5%. The
existing commercial RTMS already achieve flow measurements to within the 5% error, which
indicates that measurement accuracy will be dominated by the quantization error even if
sensor accuracy is improved. Marginal benefit will be obtained if the quality of the sensing
device is improved beyond the current market technologies. Similar findings were found with
other types of sensors, and the general trends are similar at other sensor spacings.
2.4 Summary of traffic estimation analysis in work
zones
This chapter evaluated a variety of sensor network configurations and algorithms with dif-
ferent levels of sophistication to estimate the traffic velocity, from which back of queue and
travel time were estimated. The main results are summarized as follows.
• Traffic estimation algorithms: The advanced nonlinear Kalman filtering algorithm
is promising for achieving the same level of estimation accuracy with fewer sensors,
and consequently at a lower cost for the deployed sensor network.
• Spacing of sensors: The spacing of sensors is an important factor for improving the
accuracy of traffic estimation, especially at sparse sensor spacings. When the sensor
spacing is smaller than 0.5 mile, the benefit of additional sensors or the choice of
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(a) (b)
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Figure 2.12: MAE of the velocity estimation (a) over the entire spatio-temporal domain;
(b) +/− 0.5 mile around the end of the queue using RTMS sensors with multiple levels of
accuracy at 1 mile spacing. MAE of the (c) queue estimation and (d) travel time
estimation using RTMS sensors with multiple levels of accuracy at 1 mile spacing in I-80.
algorithm is marginal (i.e., less than five percent except in the neighborhood of the
queue) when using advanced algorithms.
• Type of sensors: The analysis indicates, the type of sensors generally has less influ-
ence on the traffic estimation accuracy. Meanwhile, best performance is observed for
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the flow model based Kalman filter using RTMS sensors, which is benefited from the
significant reduction in error on the measured flow. The spatio-temporal and spatial
interpolation algorithms only require the velocity measurement and are less sensitive
to the types of sensors.
• Accuracy of sensors: Improving the accuracy of existing sensors provides marginal
benefit. The main reason is that the dominating sources of the measurement error are
the quantization error and the occlusion error.
In addition, it is also identified that all algorithms perform relatively poorly for travel time
estimation. The main reason is that the instantaneous travel time calculation is a poor
estimator of the true travel time in a dynamic traffic environment. Future predictive analytics
are needed to reduce the travel time error.
The main limitation of the current work is that the analysis is conducted in a microsim-
ulation environment which is calibrated only for one work zone (which reduces the number
of lanes from two to one). Further field deployments are needed to validate the primary
findings.
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Chapter 3
Development of traffic sensors for
work zones
This development of traffic sensors for work zones is motivated by an unsurprising finding
in Chapter 2 that the spacing of sensors is the most important factor influencing the traffic
estimation accuracy when using simple traffic estimation algorithms. Advanced Kalman fil-
tering algorithm indeed offers the best performance compared to other algorithms at sparse
spacing, however, also requires significant amount of efforts for implementation and calibra-
tion. In addition, Chapter 2 also shows the accuracy of individual sensors provides marginal
benefits. Therefore, a dense deployment of sensors with reasonable accuracy can potentially
provide significant improvement of the traffic estimation accuracy without the requirement
of implementing sophisticated estimation algorithms.
However, the existing traffic sensors in work zones generally rely on energy intensive
microwave technologies, which requires additional costs for a trailer, a large battery, and
a solar panel. Consequently, the high cost of sensors inhibits dense deployments for high
fidelity data collection. This thesis reviews a variety of energy efficient sensing technologies
and evaluates the promising but yet not well explored PIR sensors for traffic detection.
The low cost, high energy efficiency, and promising performance for traffic detection of PIR
sensors open the possibility of dense sensor deployments in work zones, which lead to the
improvement of the traffic estimation accuracy in work zones.
This chapter presents the development of a traffic sensor using the PIR and ultrasonic
sensing combined with an unsupervised learning algorithm for vehicle detection and speed
estimation. The low cost and high energy efficiency of sensors enable dense deployment of
the sensor nodes. The unsupervised nature of the algorithm allows each node to be deployed
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Figure 3.1: Main components of the traffic sensor node. The traffic sensor node primarily
uses a 4× 32 pixels PIR sensor and an ultrasonic sensor, with auxiliary components for
localization and communication.
and relocated rapidly without extensive calibration efforts as require by other sensors, such
as RTMS [101].
This chapter first describes the sensor node, which integrates the PIR and ultrasonic
sensors, and auxiliary modules in Section 3.1. Section 3.2 first analyzes the collected data
and formulate the problem, and then presents the unsupervised vehicle detection and speed
estimation algorithms. Section 3.3 describes the field experiments, and summarizes the
vehicle detection and speed estimation accuracy using the unsupervised algorithm on the
field data.
3.1 Hardware development of the traffic sensor
This section describes the hardware prototype as shown in Fig. 3.1 developed for validating
the use of PIR and ultrasonic sensors for traffic detection. The ultrasonic sensor measures the
latitudinal distance to the vehicle, which is needed in addition to the PIR data to estimate
the speed.
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Figure 3.2: The architecture of the sensor node.
The architecture of each sensor node is shown in Fig. 3.2. Besides the PIR and ultrasonic
sensors for traffic detection, additional components are also included for localization, posi-
tioning, wireless communication, and time synchronization. For ease of development of a
proof-of-concept sensor node, all the sensors and components are integrated into a Raspberry
Pi. We note optimized microcontroller boards with substantially lower energy loads (e.g.,
used in [120]) are now commercially available to further reduce the energy consumption.
3.1.1 Primary sensors
The vehicle detection and speed estimation relies primarily on the PIR sensor while the ultra-
sonic sensor provides the necessary latitudinal distance measurement from the sensor to the
traveling vehicle. The PIR sensor model tested in this work is the MLX90621ESF-BAB-000-TU,
which is commercially available for $40. Each PIR sensor consists of 4×16 pixels with a 60◦
horizontal field of view (FOV). Two PIR sensors are installed on each sensor node to form a
4× 32-pixel array with a 120◦ horizontal FOV. The power consumption of the PIR sensors
on each node is 10 mA at a supply voltage of 2.6 V. The PIR sensor is configured to sample
at 64 Hz which provides on average less than 1◦C root mean squared error (RMSE).
The ultrasonic sensor model used is the XL-MaxSonar-WRL MB7076, which is commercially
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available for $115. The ultrasonic sensor is used to measure the latitudinal distance (up to
11 meters) of the traveling vehicle to the sensor node. The average power consumption is
3.4 mA at 5 V.
In summary, the primary sensors used for traffic detection only consume 40 mW in
total and cost less than $200 (unit cost without bulk purchasing discounts), opening the
possibility for low energy and low cost1 traffic sensing.
3.1.2 Auxiliary components
Besides the two PIR and ultrasonic sensors for traffic detection, the sensor node also inte-
grates auxiliary components to facilitate field deployment.
A GPS (EM-506) module provides the localization of the sensor node as well as time
synchronization. An XBee (Pro S1) module is integrated for wireless communication be-
tween the ground control station and the sensor node in the field tests, and can further
be expanded to enable the multi-hop communication between sensor nodes (within ∼150
meters). We do note that the long range and low power communication module LoRA [6] is
now also commercially available for wireless communication up to 15 km [136].
3.2 Unsupervised algorithm for vehicle detection and
speed estimation
This section presents the unsupervised machine learning algorithm developed for vehicle
detection and speed estimation. In our earlier work [42], a supervised machine learning
algorithm using Gaussian mixture models and linear regression relying on cross correlation
was proposed for vehicle detection and speed estimation using a three-pixel PIR array.
1Bulk purchasing discounts could substantially reduce the sensor cost; however, additional engineering ex-
penses including weather tight enclosures, secondary sensors, and assembly costs would need to be accounted
for before a direct cost comparison to commercially available traffic sensors is possible.
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However, the supervised algorithm requires site specific labeled data to train the models,
which is impractical in a field deployment. This dissertation develops an unsupervised
algorithm which does not require the collection of labeled data and reduces the deployment
effort. The vehicle detection algorithm uses well-known tools, such as the Kalman filter
(KF) and finite state machine (FSM), which we summarize below. For speed estimation, a
new efficient robust regression algorithm is proposed and discussed in detail.
3.2.1 Problem formulation
Given a roadside deployment of a sensor node (Fig. 3.3a), the 4×32-pixel PIR sensor detects
the deviation of the vehicle temperature (both hotter and cooler) from the background. For
instance, Fig. 3.3b shows an example of detected vehicle, which is hotter than the background
on the day of data collection. Meanwhile, the background temperature generally does not
deviate significantly within a short period of time. Based on this observation, the detection of
vehicles is simplified to the detection of large deviations (i.e., anomalies) of the temperature
from the background in the time series data generated from the PIR sensor.
The estimation of the vehicle speed is equivalent to the estimating the speed of the
corresponding cluster of pixels (e.g., Fig. 3.3b) moving through the columns in the PIR
frame. The trajectory of the vehicle can be visualized in a time space domain as shown
in Fig. 3.4a by vectorizing the 4 × 32-pixel frame (i.e., stack pixels column by column)
into a single 128× 1 vector, and then concatenating consecutive vectorized frames in time.
After proper transformation of the trajectory to remove the nonlinearity caused by the wide
FOV, which will be discussed in detail shortly, the speed of the vehicle can be obtained by
estimating the slope of the trajectory.
The architecture of the algorithm is illustrated in Fig. 3.5 and is briefly summarized
before proceeding to the details in the next section. The vehicle detection operates on the
streaming temperature data from each pixel of the PIR sensor independently to detect large
deviations from the background. The time series data from each pixel is normalized around
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(a) Sensor deployment setup
(b) Sample frame of the PIR data
Figure 3.3: (a): The top view of the deployment setup of the sensor node. The sensor node
is deployed on the side of the road and is oriented perpendicularly to the traffic. (b): A
sample frame of the PIR data containing one vehicle (the cluster of red pixels in the
center) in its FOV. On the day of data collection, the vehicle temperature is higher than
the background.
(a) (b) (c)
Figure 3.4: Visualization of the PIR data. (a): The raw PIR data with vectorized frames
stacked over time, which captures the vehicle trajectory. (b): The extracted trajectory
after performing data normalization and anomaly detection for each pixel. (c): The
trajectory after nonlinear transformation, which removes the nonlinearity of the original
trajectory near the boundary of the FOV.
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Figure 3.5: The architecture of the algorithm. The algorithm primarily consists of vehicle
detection and speed estimation modules.
its varying background temperature which is tracked using a KF. Then a FSM is used to
extract the temperature measurements with large deviations from the background for each
pixel. The speed estimation module operates on small batches of data (e.g., 5 seconds), which
contains the vehicle trajectory. Then a robust regression method is proposed to estimate the
slope of the trajectory (i.e., speed of the vehicle) and a low dimensional clustering algorithm
is used to separate overlapping trajectories when they occur.
3.2.2 Vehicle detection
This subsection describes the vehicle detection module, which consists of the data normal-
ization and anomaly detection algorithms.
PIR data normalization
For each pixel i, the measured temperature Ti(k) at time k is normalized and centered at its
mean background temperature. Fig. 3.6 shows the distribution of the measurements from one
pixel (3rd row, 21st column) over 5 minutes with 40 vehicles. The measurement is composed
of two distributions: (i) the background noise which is highly normally distributed; (ii) and
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Figure 3.6: The distribution of the measurements from one PIR pixel. The background
noise is normally distributed while the higher temperatures may be caused by the vehicles
which are hotter than the background on the day of data collection.
the temperature measurements from vehicles which are higher than the background on the
day of data collection.
Given this observation, the background noise for pixel i is modeled by a Gaussian dis-
tribution N (µi, σ2i ). According to the sensor data sheet and confirmed in field tests, the
standard deviation σi is a constant for each pixel i regardless of the mean background tem-
perature µi. However, the mean of the background noise distribution µi varies over time k
depending on the ambient temperature and the sun light.
The KF [65] is used to estimate and track the mean background temperature µi for each
pixel. The µi is approximated by a constant dynamic:
µi(k) = µi(k − 1) + ωi, (3.1)
and ωi ∼ N (0, q) is included to describe the modeling error and allow µi(k) to be corrected
over time with new temperature measurements (i.e., observations).
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The mean background temperature µi(k) is assumed to be directly observed if a new
measurement Ti(k) is classified as the background measurement:
Ti(k) = µi(k) + νi, (3.2)
where νi ∼ N (0, σ2i ) describes the measurement error of the pixel.
Given the model evolution equation (3.1) and the observation equation (3.2), a KF is
implemented to constantly update µi for each pixel i over time k. The mean background
temperature µi(k) at time k is updated by performing a measurement correction (3.2) with
Ti(k) if the measurement is classified as belonging to the background, or by an error-free
prediction (3.1) if Ti(k) is classified as belonging to a vehicle. The classification of the mea-
surement is based on a finite state machine, which is discussed next.
Anomaly detection
The passage of vehicles causes anomalies (i.e., large deviations from the mean background
temperature) in the time series from each pixel. Based on the normal distribution of the
background noise (Fig. 3.6), the measurements that fall outside of certain confidence interval
of the distribution can be viewed as anomalies which may be induced by vehicles. At time
step k, the normalized measurement
T˜i(k) =
Ti(k)− µi(k − 1)
σi
∼ N (0, 1) (3.3)
is classified as an anomaly if
|T˜i(k)| > δ. (3.4)
The parameter δ is the threshold that corresponds to certain confidence interval p, i.e.,
Pr(|T | ≤ δ) = p, where T is a random variable T ∼ N (0, 1). Accordingly, the measurement
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Figure 3.7: The finite state machine for detecting anomalies that may be caused by
vehicles in the time series from each pixel.
T˜i(k) is classified as the background if |T˜i(k)| ≤ δ.
Applying equation (3.4) directly to the time series from each pixel can detect the anoma-
lies caused by vehicles but also anomolies caused by extreme noise in a vehicle-free back-
ground. Considering the high sampling frequency of the PIR sensor (64 Hz in the present
work), the passage of each vehicle commonly generates multiple consecutive anomalies in
the time series for each pixel. Meanwhile, the probability of multiple consecutive extreme
noise measurements from the vehicle-free background is extremely low. Therefore, a FSM is
used to differentiate vehicle observations from random extreme noise in the background.
The logic of the FSM is illustrated in Fig. 3.7. The FSM runs on the streaming time
series data from each pixel and consists of three states:
1. Background state. The system is in the Background state when it is not in the phase of
triggering or clearing the detection of a vehicle (i.e., multiple consecutive anomalies).
In the Background state, the system updates the mean background temperature µi(k)
via KF with each new measurement classified as background.
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2. Candidate Vehicle state. The system triggers a detection cycle if the new measurement
is classified as an anomaly by equation (3.4). A variable cano in the Candidate Vehicle
state is used to count the number of anomalies in the current detection cycle. The
system transits to the Candidate Clearance state if a background measurement is
observed, i.e., |T˜i(k)| ≤ δ.
3. Candidate Clearance state. Similar to the Candidate Vehicle state, a variable ccle
is used to count the number of background measurements in the current detection
cycle. The system can return to the Candidate Vehicle state and continue the current
detection cycle if an anomaly is observed. When ncle background measurements appear
(i.e., ccle ≥ ncle), the system transits to the Background state and the detection cycle is
closed. The Candidate Clearance state is necessary to prevent the split of a detection
event into multiple events due to random background measurements scattered in the
sequence of anomalies.
When a detection cycle is closed (via transition back to Background), the detection is
considered as a valid vehicle if cano ≥ nano (i.e., consists of at least nano anomalies), and
outputs the cano measurements as anomalies. Otherwise, the detection is regarded invalid
and all measurements involved in the detection cycle are considered background and used to
update the mean background temperature µi(k) using equation (3.2). Finally, all counters
(cano, ccle) are reset to zero for the next detection cycle.
The extracted vehicle trajectory using the FSM on the noisy raw data (Fig. 3.4a) is shown
in Fig. 3.4b, where each row plots the detected anomalies in the time series of a pixel. The
trajectory of the vehicle is mostly preserved and only a small amount of extreme background
noise scatters around the trajectory.
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3.2.3 Speed estimation
Speed estimation operates on batches of PIR data preprocessed by the vehicle detection
module. The batch of data is initialized by accumulating the streaming PIR data for a fixed
time window (e.g., 5 seconds). In the case of including partial trajectories, the time window
is adaptively adjusted to include the full trajectory for speed estimation.
The intuition of the speed estimation algorithm is to first cluster the trajectories and then
perform adaptive linear regression to each trajectory to estimate its speed, which is discussed
in detail shortly. In the case of overlapping trajectories, which occurs on multiple-lane roads,
a low dimensional clustering technique is applied to separate the trajectories.
Nonlinear transformation
The 120◦ horizontal FOV of the PIR sensor is evenly distributed over 32 columns of pixels.
Consequently, the longitudinal location along the road being measured by each column is
nonlinearly related to the column index, which can be observed in Fig. 3.4b, where the
trajectory is more flat at the boundary of the PIR FOV even though the vehicle is traveling
at a constant speed. Therefore, a nonlinear transformation of the trajectory (Fig. 3.4b) is
needed to properly reflect the longitudinal location of the vehicle on the road.
Given the sensor deployment configuration as shown in Fig. 3.3a, the longitudinal lo-
cation (with respect to the longitudinal location of the sensor) measured by column j ∈
{1, 2, . . . , 32} in the frame is:
s(j) = d · tan ((j − 33/2) ·∆θ) , (3.5)
where ∆θ = 120◦/32 is the FOV of each column of pixels, and d is the latitudinal distance
of the vehicle to the sensor node measured by the ultrasonic sensor.
When multiple trajectories (i.e., vehicles) are present in the batch of data, the latitudinal
distance d may be different for each vehicle. Therefore, this work adopts a relative nonlinear
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transformation which facilitates the speed estimation of multiple trajectories in the batch of
data:
s˜(j) = tan ((j − 33/2) ·∆θ) , (3.6)
which is related to s(j) by a factor of d for each vehicle.
Assuming vehicles traveling at constant speeds in the FOV of the PIR sensor, the trajec-
tory of the vehicle in the transformed coordinates using equation (3.6) is linear as shown in
Fig. 3.4c. The speed of the vehicle can be computed by the slope of the trajectory multiplied
with the latitudinal distance from the sensor to the vehicle d.
Adaptive linear regression
In each time window, there could be multiple trajectories with outliers (i.e., extreme mea-
surements from the background). Therefore, a clustering process is first used to separate
the trajectories. Considering the number of clusters (i.e., trajectories) unknown a priori for
each time window, and the high inlier (i.e., data points belonging to a trajectory) to outlier
ratio, a density-based clustering algorithm, DBSCAN [46] is used to cluster trajectories.
Given the cluster of points belonging to each trajectory, linear regression is used to
estimate the slope. To be consistent with linear regression assumptions [145], the space
variable s˜ is assumed to be the input predictor variable and the time variable k is used as
the response variable, i.e.,
k = as˜+ b, (3.7)
where a, b are the coefficients to be estimated. However, the standard linear regression
may fail to optimally estimate the slope due to two reasons: i) the obtained cluster using
DBSCAN may not include all data points belonging to the trajectory; ii) the cluster may
also contain outliers, i.e., the scattered extreme background noise in the transformed time
space domain. Therefore, a robust linear regression (typically as an iterative process) is
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needed to include the remaining points to the cluster while pruning outliers.
A well known algorithm for fitting lines in the presence of outliers is RANSAC [50].
Given a tolerance parameter ∆w (equivalently the width of trajectories), RANSAC randomly
samples lines in the data set, and returns the line with the maximum number of inliers
within a fixed parameter ∆w distance to the line. However, the width of trajectories (∆w)
varies in the PIR data due to different vehicle lengths, and is not known a priori. In
addition, RANSAC is a stochastic method and is known to require a relatively large number
of iterations for convergence. A number of variants of RANSAC [21, 50, 82, 114, 144,
154, 163, 172] have been proposed to improve the performance. However, these algorithms
are stochastic methods and only guarantee repeatable results probabilistically. Optimal-
RANSAC [66] produces a repeatable result, and achieves a higher convergence rate compared
to RANSAC by exploiting the observation that inliers in the last iteration should have higher
probability of being included in the optimal set. However, it also uses a fixed tolerance
parameter (∆w) and the width of trajectory is refined only at the final step. Other methods,
such as Hough line detection [44], energy-based multiple-model fitting [38] are proposed for
detecting line features in images, which however are too computationally heavy for the
problem investigated in this work.
Motivated by the aforementioned algorithms and their limitations, this dissertation pro-
poses an new efficient adaptive linear regression (Adaregress) algorithm, which estimates the
slope for a trajectory. The algorithm is an iterative process and has two primary features: i)
it learns the tolerance parameter ∆w by examining the residuals of the linear fitting of the
trajectory in the last iteration; ii) it achieves high convergence rates by exploiting the ob-
servation that all data points close to a well fitted line are likely to be part of the trajectory
and are included as inliers in the next iteration.
The Adaregress algorithm iteratively runs the linear regression on a set of inliers, adap-
tively adjusts the width ∆w, and updates inliers for the next iteration. Once the algorithm
converges (i.e., no significant change of the line between two consecutive iterations), the
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converged line will be accepted or rejected depending on the goodness of fit.
The pseudo code of Adaregress is described in Algorithm 1. The algorithm is initialized
by the inliers belonging to a cluster identified by DBSCAN. Then in each iteration, the
algorithm executes three steps:
1. Fit a linear model. Given the set of inliers, Adaregress fits a line k = aˆs˜+ bˆ to the set of
inliers by minimizing the sum of squared errors of the inliers to the line. The coefficient
of determination, known as R2 ∈ [0, 1], is computed to quantify the goodness of fit of
the model.
2. Adjust the tolerance parameter ∆w. The standard deviation σres of the residuals of
the inliers, i.e., (aˆs˜+ bˆ− k), is computed. Given a R2 score threshold r, the tolerance
∆w is updated by:
∆w =
 λcσres, if R
2 ≥ r,
λeσres, if R
2 < r,
(3.8)
where λc, λe are the contraction and expansion multipliers to rapidly decrease or in-
crease the tolerance parameter ∆w in the next iteration, which can either prune outliers
from the model, or include the remaining inliers. More specifically, a well fitted line
(i.e., R2 ≥ r) will produces a small tolerance ∆w in the next iteration, which prunes
the outliers along the boundary of the trajectory to refine the fitting. On the other
hand, a badly fitted model (i.e., R2 < r) will increase ∆w and include additional inliers
for the next iteration.
3. Update inliers Once ∆w is computed, all data points with the absolute values of
residuals within ∆w, i.e., |aˆs˜ + bˆ − k| ≤ ∆w, are updated as inliers for the next
iteration.
The converged line is accepted as a valid vehicle trajectory if the following conditions are
satisfied:
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• The inliers supporting the line exhibit good linear dependency between the time and
space variable, i.e., R2 ≥ r.
• The number of unique inliers I supporting the line exceeds a minimum threshold:
I ≥ ninliers.
• The density of all inliers ρ in the area defined by the corresponding tolerance ∆w
exceeds a minimum density threshold, i.e., ρ ≥ ρmin. In the present configuration with
32 spatial levels and a sampling frequency at 64 Hz, the maximum number of points
during a time period given by 2∆w is 32× 64× 2∆w. The density ρ is then computed
by the total number of inliers divided by maximum number of points.
Algorithm 1 Adaregress
Input: The time-space representation of the batch of data
Return: Fitted linear line model mdl :=
(
(aˆ, bˆ),∆w
)
, where k = aˆs˜ + bˆ, and ∆w is the
tolerance of the model
Initialization: Inliers ← one cluster from DBSCAN
1: while not converged do
2: (aˆ, bˆ)← Inliers . run LR for the inliers
3: res ← (aˆ, bˆ), Inliers . compute the residual
4: σres ← std(res) . compute the standard deviation
5: R2 ← (aˆ, bˆ), Inliers . compute R2 for the model
6: if R2 ≥ r then . update tolerance
7: ∆w = λcσres
8: else
9: ∆w = λeσres
10: end if
11: Inliers ← |aˆs˜+ bˆ− k| ≤ ∆w . update Inliers
12: end while
13: ρ = density((aˆ, bˆ),∆w) . compute density
14: if R2 ≥ r and |Inliers| > ninliers and ρ ≥ ρmin then
15: return mdl :=
(
(aˆ, bˆ),∆w
)
16: else
17: discard and exit
18: end if
The Adaregress algorithm exploits the observation that the data points in the trajec-
tory of a vehicle are generally much denser compared to the background noise outliers. The
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adaptive tolerance parameter ∆w and inlier updating strategy allow the algorithm to rapidly
converge generally within 10 iterations with the data tested in this work. Moreover, the de-
terministic nature of the algorithm guarantees repeatable results which is critical for reliable
speed estimation.
Multi-trajectory separation
The DBSCAN algorithm can effectively separate nonoverlapping trajectories, however, iden-
tifies overlapping trajectories as one cluster. In this case, the Adaregress algorithm fits an
average line to the overlapping trajectories. This subsection proposes a low dimensional
clustering to separate overlapping trajectories so that the speed of both trajectories can be
accurately estimated.
The pseudo code of the low dimensional clustering algorithm is described in Algorithm 2.
The intuition of the low dimensional clustering algorithm is to separate the trajectories in
the one dimensional residual space. As shown in Fig. 3.8a, the first two trajectories are
overlapping. The Adaregress algorithm would converge to an average speed, which is plotted
in the black line across the origin. Fig. 3.8b plots the residuals of all data points computed to
the average speed line across the origin. The residuals form four high density clusters in the
one dimensional space, and the overlapping trajectories are separated at the local minimum
of the estimated kernel density [135, 142] of the distribution. The two separated clusters are
then used to initiate the Adaregress algorithm separately to estimate their slopes.
3.3 Field experiments
Three field experiments are used to evaluate the performance of the sensor node in different
weather conditions (sunny, cloudy, or mixed) for both slow and high speed traffic. Low speed
detection is critical for queue estimation, where radar sensors typically fail. Speed limits in
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Algorithm 2 Low dimensional clustering
Input: Inliers for overlapping trajectories, the average speed slope savg
Return: Two clusters each corresponding to one trajectory
1: res ← Inliers, savg . compute residuals along avgs
2: dens ← K(res) . estimate kernel density
3: m ← Minimas(dens) . identify local minimas
4: line ← sˆ = savg · t+m . compute the corresponding line for separation
5: l clus ← L(Inliers, line) . inliers on the left side
6: r clus ← R(Inliers, line) . inliers on the right side
7: return l clusm r clus
(a) Scattered PIR data containing four trajectories.
(b) Distribution of residuals of the PIR data.
Figure 3.8: An example of multi-trajectory seperation using kernel density estimation. (a):
Four vehicles pass within five seconds while the first two trajectories overlap. The black
lines correspond to a speed of 40 mph. (b): The residuals of the data points computed
along the slope of 40 mph. The kernel density of the distribution is estimated and used to
separated the clusters at local minimums (plotted in black dashed lines).
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freeway work zones are often 45 mph or higher, so higher speed traffic detection is necessary
to track free flowing traffic conditions. For ease of experiments, the tests are all conducted
on urban roads instead of a freeway work zone. We test the PIR sensor and algorithms in
both settings.
• Test 1 : The sensor node was deployed on a one-way single-lane urban road downstream
of an intersection with all-way stop signs, resulting in typically below 20 mph speed
traffic. The weather during the test was sunny with an ambient temperature 28 ◦C.
• Test 2 : The sensor node was deployed at the same location as Test 1, but on a cloudy
day with an ambient temperature 31 ◦C.
• Test 3 : Two sensor nodes were deployed (one on each side) by an one-way two-lane
road. Each sensor node was intended to report the traffic on its closer lane, and the
complete traffic data on the road is obtained by combining the data from two nodes.
The speed limit on the road is 50 mph and the weather during the test was sunny,
but with intermittent periods when the sun was blocked by clouds. The ambient
temperature on the day of the test is 26 ◦C.
In the experiments, the sensor nodes were deployed approximately 3 ft above the ground
and the distance to the side of the road ranges from 11 ft to 14 ft. A validation camera was
deployed along with each sensor node. The collected videos are time synchronized with the
sensor data and are used to obtain the true traffic volume and speed.
The parameter values in the algorithm are set as follows:
• p = 0.95: normalized measurements T˜i(k) outside of 95% confidence interval of N (0, 1)
are considered anomalies.
• ncle = 3, nano = 3: at least three measurements classified as background are require-
ment to exit a detection cycle, and at least three anomalies are required to output the
detection as a valid vehicle.
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• λc = 2.0, λe = 2.5: the multipliers for contracting or expanding the tolerance of
the model. Assuming the residuals are normally distributed, the equilibrium ratio
(i.e., resulting in no contraction or expansion) is 2.274, which is computed using the
standard deviation of truncated Gaussian distribution. If the multipliers are set as
2.274, then the tolerance parameter ∆w will not change in the next iteration. In
general, it is required that λc < 2.274 < λe, and a larger contraction ratio λc and a
smaller expansion ratio λe result in slower convergence.
• r = 0.2: the minimum R2 for determining the contraction and expansion of the model
tolerance, and accepting a converged model.
• ρmin = 0.4: the minimum inlier density for accepting a converged model.
• ninliers = 32× 64× ρmin×∆t, where ∆t = 0.2 s denotes the minimum acceptable width
of the trajectory (i.e., the minimum duration in seconds that the vehicle remains visible
to each pixel).
The parameters related to the acceptance criteria of a model, i.e., r, ρmin, and ninliers (or
equivalently ∆t), determine the performance of the algorithm. The same set of parameter
values is used for all three tests and all demonstrate promising performances which will be
elaborated shortly.
The video data is used to obtain the true traffic volume and vehicle speeds. To minimize
manual labeling effort, a computer vision algorithm is used to automate the validation
process. In this work, a three-stage video processing algorithm is designed using off-the-shelf
libraries [128]. Stage I detects the presence of vehicles in a frame using a binary threshold.
Stage II applies DBSCAN [46] to combine detected vehicle frame into clusters, each of which
contains the trajectory of a single vehicle. The final stage computes the vehicle distance
and speed within each cluster using known extrinsic and intrinsic camera parameters. The
parameters for the vision validation algorithm is calibrated by manual labeling of a subset
of the data. The detection accuracy is visually validated to be 100% for all three tests. The
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Table 3.1: Vehicle detection accuracy
True Detected Statistics
P TP FN FP D Accuracy error
Test 1 186 186 0 7 193 3.76%
Test 2 326 326 0 9 335 2.76%
Test 3 634 602 25 13 615 3.0%
Total 1146 1114 25 29 1143 3.17%
RMSE of the vehicle speed generated from the computer vision algorithm is approximately
2.5 mph.
The vehicle detection result is summarized in Table 3.1. The terms of the confusion
matrix describing the performance are defined as follows:
• P (positive): the true passage of a vehicle.
• TP (true positive): vehicle passage correctly detected.
• FP (false positive): false detection with no vehicles.
• FN (false negative): vehicle passage not detected.
• D (detected): the total number of detected vehicles, i.e., the addition of TP and FP.
The detection accuracy for three tests is computed as |(D− P)|/P , and the error in the
last row is the average error from three tests. In total, there are 1146 vehicles from three
tests including both low and high volume traffic. The Adaregress algorithm outputs 1143
detected vehicles with 1114 true positive detection, achieving an average detection error
3.17%. It is also identified that the 16 FPs in Test 1 and Test 2 are caused by abnormal
events, including vehicles entering or exiting a parking lot, bicyclist, motorcycles, and people
crossing the road near the test site. The errors in Test 3 are generally caused by the large
amount of noise during the transition periods between sunny and cloudy weather.
The speed estimation accuracy is summarized in Table 3.2. The average true speed at
the test site for Test 1 and Test 2 is around 17 mph. The RMSEs for the per vehicle speed
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Table 3.2: Speed estimation accuracy
Per vehicle error (mph) One-minute interval (mph)
Bias Std RMSE Bias Std RMSE
Test 1 0.66 2.04 2.15 0.67 1.24 1.41
Test 2 -0.85 1.66 1.86 -0.83 0.91 1.24
Test 3 1.17 4.76 4.90 1.25 2.22 2.55
estimation in Test 1 and Test 2 are respectively 2.15 mph and 1.86 mph. The small positive
and negative biases in the estimation error are due to the deployment orientation error (i.e.,
not perfectly perpendicular to the traffic) of both the sensor node and the validation camera.
The average true speed for Test 3 is approximately 45 mph. The per vehicle RMSE is 4.9
mph. If the estimated speeds are aggregated in one-minute intervals, the RMSE of the speed
error reduces to 2.55 mph.
In summary, the proposed sensor node is capable of achieving approximately 3% detection
error, and 2 mph per vehicle RMSE in slow speed traffic (< 20 mph) and less than 5 mph
per vehicle RMSE in high speed traffic (> 40 mph).
3.4 An alternative algorithm for practical
implementation
The previous sections present the development of the traffic sensor, the unsupervised
vehicle detection and speed estimation algorithm, and the field experiment results, which
demonstrate the possibility of using PIR sensors for traffic detection. All the hardware and
software designs are open sourced and can be accessed for further development.
To facilitate practical implementations, this section describes a more efficient alternative
vehicle detection and speed estimation algorithm.
The proposed Adaregress algorithm (Section 3.2) iteratively runs linear regression to sets
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of inliers, which allows the algorithm to converge to the set of inliers corresponding to the
trajectory. Though the Adaregress algorithm generally converges in less than 10 iterations, a
non-iterative algorithm can further improve the efficiency, which is highly desired in practical
implementations.
3.4.1 The median regression algorithm for vehicle detection and
speed estimation
This section describes a non-iterative algorithm based on heuristic observations of the PIR
data. The main intuitions are summarized as follows:
• In the time space representation of the PIR data (e.g., Fig. 3.4c), the trajectory exhibits
a well behaved structure, i.e., a linear stripe of dense data points. Therefore, it is
possible to start from an initial data point and explore at certain directions to cluster
all the potential inliers belonging to a trajectory.
• The median of a data set is known to be robust to outliers. Therefore, instead of
iterative approach to refine the cluster of inliers for the trajectory, the median per
row of inliers of the trajectory (i.e., at each spatial location) as shown in Fig. 3.4c
can be used to estimate the slope of the trajectory, e.g., via linear regression. In the
case of overlapping trajectories, the slope of each trajectory can be estimated by linear
regression through percentiles per row of inliers of the trajectory.
Based on the above intuition, a median regression (Medregress) algorithm is proposed.
The pseudo code is summarized in Algorithm 3. The algorithm primarily consists of the
following steps.
1. DBSCAN is first used to initialize the clusters corresponding to each trajectory. Note
the cluster may not include all the inliers of a trajectory and may contain outliers.
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2. For each trajectory, given the initial inliers, an estimated slope and width of the tra-
jectory can be computed, which direct the cluster of inliers to progressively expand to
other rows of the trajectory. Once the set of inliers expands to the full trajectory (po-
tentially with outliers), the number of inliers is compared to a threshold to determine
if it is a valid trajectory. If not, the algorithm continues to process the next cluster of
inliers generated from DBSCAN.
3. Then lower and upper percentiles (e.g., 20% and 80%) are computed for each row
of inliers of the trajectory. Two lines are fitted respectively for the lower and upper
percentiles and the slope difference is analyzed to determine if the set of inliers contains
two trajectories. In the case of two trajectories, the two lines are saved and used as
approximated slopes for the two trajectories. Otherwise, a line is fitted to the set of
medians (i.e., one median per row of inliers in the trajectory) to estimate the slope
(i.e., speed) of the trajectory.
3.4.2 Evaluation of the Medregress algorithm
The main advantage of the Medregress algorithm compared to the Adaregress is that it
does not require the iterative process of linear regression, which leads to higher computational
efficiency. However, linear regression through medians is an approximation of the optimal fit
of a line to the trajectory (in the sense of minimum mean square error of residuals), hence
resulting in less accurate slope estimates.
Table 3.3: Medregress vs. Adaregress
Vehicle detection Speed estimation
True Detected Error Speed RMSE (mph)
Medregress 575 595 3.5% 4.8
Adaregress 575 570 0.87% 4.2
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Algorithm 3 Medregress
Input: The time-space representation of the batch of data D
Initialization: lines = {} . Initialize found lines as an empty set
Return: Fitted linear lines {(aˆ, bˆ), . . . }, where k = aˆs˜+ bˆ
1: Clusters ← DBSCAN(D) . Use DBSCAN to initialize the clusters
2: for clus in Clusters do
3: Inliers ← clus . set data points in the cluster as inliers
4: M ← med(Inliers) . compute the median of each row of inliers
5: for s˜ in S do . for each spatial value
6: if row(sˆ) not in Inliers then . if data in this row not included in inliers
7: (aˆ, bˆ) = lr(M) . run linear regression through medians
8: m¯← aˆs˜+ bˆ . compute the expected median in current row
9: ∆w¯ ← width(Inliers) . compute the average width of the trajectory
10: new inliers ← {(t, x) |x = sˆ, m¯−∆w¯ ≤ t ≤ m¯+ ∆w¯, (t, x) ∈ D} . identify
new inliers in this row
11: Inliers ← Inliers ∪ new inliers . update the set of inliers
12: M ← med(Inliers) . update the medians
13: end if
14: end for
15:
16: if |Inliers| ≤ I then . if the number of inliers is less than a threshold
17: continue . discard and continue to the next cluster
18: end if
19:
20: L ← lower perc (Inliers) . compute the lower percentiles
21: U ← upper perc (Inliers) . compute the upper percentiles
22: (aˆl, bˆl)← lr(L) . run linear regression through the lower percentiles
23: (aˆu, bˆu)← lr(U) . run linear regression through the upper percentiles
24: if |1/aˆl − 1/aˆu| ≥ ∆vthres then . if the speed difference of lines exceeds a threshold
25: lines ← lines ∪{(aˆl, bˆl), (aˆr, bˆr)} . save two lines fitted through percentiles
26: else
27: (aˆ, bˆ)← lr(M) . run linear regression through the medians
28: lines ← lines ∪{(aˆ, bˆ)} . save the fitted line through the medians
29: end if
30:
31: end for
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The quantitative comparison of the Medregress and Adaregress is summarized in Ta-
ble 3.3. The Medregress achieved similar performance as the Adaregress with higher detec-
tion error and slightly higher speed estimation RMSE. Overall, the Medregress algorithm
achieves satisfactory performance and is recommended for practical implementation due to
its simplicity and high efficiency.
3.5 Summary of the development of traffic sensor
In summary, this chapter demonstrated the proof of concept that low cost PIR sensors could
be used for both vehicle detection and speed estimation with comparable accuracy to existing
sensors on a road side setup, which unlocks the possibility of very low cost and low energy
sensing of traffic.
An unsupervised machine learning algorithm was developed to efficiently detect vehi-
cles and estimate per vehicle speed. Field experiments validated that the proposed sensor
node and algorithm were capable of achieving high accuracy traffic detection (∼ 3% error)
and speed estimation (< 3 mph RMSE aggregated in one-minute intervals). A more effi-
cient median regression algorithm was also presented, evaluated, and suggested for practical
implementation.
Meanwhile, the current prototype of proposed sensor is not commercially ready for prac-
tical field deployments. The following limitations need to be addressed before practical
implementation of the traffic sensor.
• The proposed traffic sensor is evaluated only in a subset of weather conditions (sunny,
cloudy, and the mix of both). The performance of the sensor may degrade in adverse
weather conditions (e.g., heavy rain, snow), which need to be extensively evaluated
before practical field deployments. Note it was not possible to test in these conditions
because the current hardware was not installed in a weather tight enclosure. In ad-
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dition, the performance in long term deployments also needs to be evaluated, which
requires substantial engineering efforts on the integration of a more energy efficient
microcontroller board, communication modules, a larger capacity battery and a small
solar panel.
• The total cost of the PIR sensor and the ultrasonic sensor is very low (under $200),
which may be further reduced if mass produced. However, to commercialize the sensor,
the cost of the other components (e.g., the microcontroller board, wireless communica-
tion module, auxiliary sensors, battery, weather tight enclosure, mounting hardware),
R&D costs, deployment, and maintenance cost must also be accounted to enable a
direct cost comparison with existing commercial products for traffic detection in work
zones.
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Chapter 4
Traffic modeling and optimal control
Traffic control in work zones requires efficient traffic prediction to achieve the long-term
traffic control optimum. Given the traffic dynamics on links in a network modeled as PDEs,
the traffic control problem often results in nonconvex optimization, which typically requires
boolean variables to encode the traffic dynamics at the junction. The nonconvex optimization
program with integer variables is computationally expensive and difficulty to solve. This
chapter presents the theoretical contribution for optimal traffic control in work zones, relying
on an efficient numerical scheme that reformulates the nonconvex optimization program to
an equivalent convex program.
This chapter first presents the problem setup and provides a brief summary of the pro-
posed numerical scheme 4.1. Then Section 4.2 reviews the HJ PDE modeling framework for
a single link and the primary results used for the development of the numerical scheme pro-
posed in this work. Section 4.3 presents the main theoretical contribution in this dissertation,
i.e., a convex optimization based numerical scheme for computing traffic flows on networks.
Then, Section 4.4 demonstrates that the proposed numerical scheme can be applied to opti-
mal traffic control problems by developing an optimal on-ramp metering controller for work
zones, which is validated in microsimulation. Finally, this chapter is concluded in Section 4.5,
which summaries the main contribution.
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4.1 Problem formulation
The road network is represented by a directed graph G(L,V) consisting of links l ∈ L and
vertices v ∈ V . Each link l represents a road segment with spatial coordinates x ∈ [al, bl] and
homogeneous physical parameters, such as the free flow speed and the capacity. Each vertex
v represents a junction in the transportation network, consisting of at least one incoming link
and one outgoing link. The link endpoints that are not connected to a junction are referred
to as the network boundaries while endpoints at junctions are called internal boundaries.
Describing the dynamics of traffic on a network consists of two modeling components,
namely a model for the traffic evolution on each link, and a model of traffic flow through
each junction. The standard first order model, as previously discussed in Section 2.2, for
traffic flow on a single link indexed by l is the LWR PDE [103, 140]:
∂ρl(t, x)
∂t
+
∂ψl (ρl(t, x))
∂x
= 0, (4.1)
which describes the evolution of the traffic density ρl(t, x) in the time and space domain
[0, tmax] × [al, bl]. In (4.1), ψl(·) is the flux function which describes the empirical relation-
ship between the density and flow on each link. The initial and boundary conditions are
respectively defined as ρl(0, x) = ρl,0(x), x ∈ [al, bl] and ρl(t, al) = ρal(t), ρl(t, bl) = ρbl(t), t ∈
[0, tmax].
There is an increasing interest in an equivalent representation of the LWR PDE (4.1)
which is known as the HJ PDE [9, 24, 25, 32, 33, 34]. By integrating (4.1) in space x, the
following HJ PDE can be obtained:
∂Ml(t, x)
∂t
− ψl
(
−∂Ml(t, x)
∂x
)
= 0. (4.2)
In formulation (4.2), the traffic state is described by a real scalar function Ml(t, x), known as
the Moskowitz function [119, 121, 122, 123]. Intuitively, Ml(t, x) is a continuous analog of a
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sequentially indexed vehicle ID (or cumulative vehicle count) and is related to the density by
ρl(t, x) = −∂Ml(t, x)/∂x. All vehicles (including vehicles on the road at t = 0) are labeled
incrementally in the order they enter the link, where negative labels are assigned to vehicles
initially on the link. As a convention, the continuous analog of the vehicle ID at (t, x) =
(0, al) is set as Ml(0, al) = 0. The initial and boundary conditions are respectively Ml(0, x) =
Ml,0(x), Ml(t, al) = Mal(t), Ml(t, bl) = Mbl(t), where the boundary Moskowitz data is
related to the density data by Ml,0(x) = −
∫ x
χ=al
ρl,0(χ)dχ, Mal(t) =
∫ t
τ=0
ψl (ρal(τ)) dτ , and
Mbl(t) = Ml,0(bl) +
∫ t
τ=0
ψl (ρbl(t)) dτ . The HJ PDE formulation (4.2) enables the use of
variational theory [32] to compute the vehicle ID Ml at any point (t, x) by minimizing a
functional given a concave Hamiltonian ψl(·) (i.e., a concave flux function).
The classic numerical schemes for computing the traffic evolution on a single link are
based on discretization of the governing PDE. These schemes include the Godunov Scheme [57]
and the discrete velocities kinetic scheme [16] for the LWR PDE (4.1), or the dynamic pro-
gramming approach [32] for the HJ PDE (4.2). Recently, Claudel and Bayen [24, 112] pro-
posed a semi-explicit HJ PDE solver based on the Lax-Hopf formula for a single link, which
has been demonstrated to be more efficient than discretization-based schemes [25]. Built
upon the semi-explicit HJ PDE solver on single link, this dissertation develops a numerical
scheme for extending the HJ PDE solver to a network.
To extend the link traffic flow model to networks, a junction model is required to describe
how the traffic sent from links s ∈ Sv ⊂ L entering the junction v is received by links
r ∈ Rv ⊂ L exiting the junction at any point in time. It is well known that conservation of
vehicles across the junction, i.e.,
∑
s∈Sv qs(t, bs) =
∑
r∈Rv qr(t, ar), is insufficient to uniquely
define the flows at the junction. To address this issue, a variety of junction models [31, 52,
63, 69, 70, 77, 78, 79, 95] have been proposed to define a unique internal boundary flow
solution using additional rules governing the distribution or priority of the flows. Compared
to the merge junction, for which relatively few models have been proposed, the diverge
junctions have led to a number of modeling efforts. The diverge models can be classified as
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First-In-First-Out (FIFO) and non-FIFO models. The FIFO model is directly applicable
to single-lane roadways while the non-FIFO model can be applied to multi-lane scenarios.
In this dissertation, we adopt a merge junction model [52, 63] and propose a new (FIFO)
diverge junction model which allows rerouting behaviors while maintaining consistency (or
equivalently invariance [94]). Moreover, both junction models allow the junction flows to be
computed pointwise in time as a convex optimization program, which is an important feature
used in the proposed numerical scheme. It should be noted that the computed boundary
flow values can be posed as the strong boundary condition to the PDEs which is commonly
discussed using the concept of Riemann solver [52].
The difficulty of solving the LWR PDE or HJ PDE on the network comes from the
coupling nature of the PDEs at the junction. Given the initial condition on each link and
the network boundary conditions, solving the HJ PDE (4.2) on each link requires the internal
boundary condition for the entire time domain, which is unknown unless the junction model
is solved. On the other hand, solving the junction model at any point in time requires the
knowledge of the current local traffic condition on connecting links which comes from the
solution of the governing HJ PDEs. We refer to [52, 76] on the integration of junction models
in the network PDEs models, as well as the discussion on the well-posedness of the LWR
PDE and HJ PDE on a network.
To approximate solutions to the models on networks, several of the numerical schemes for
solving the LWR PDE or HJ PDE on a single link have also been extended to the network
with an additional treatment at the junction. Like the link schemes, the network schemes
discretize each link into cells and time into steps. At the junction, the internal boundary
flows are computed using the traffic density for the LWR PDE [31] or the cumulative number
of vehicles for the HJ PDE [29] at the previous time step in the boundary cells of connecting
links. After the boundary flow at the next step is obtained, the single step evolution of the
traffic state on each link is computed using the link update scheme, such as the Godunov
scheme [57].
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Similarly, the single link semi-explicit HJ PDE solver [24, 25] can also be extended to the
network using a sequential update scheme. Suppose a time grid (not necessarily uniform)
with jmax intervals is provided at a junction v. At each time interval j, a junction solver
can be formulated as a convex program (CP) CPj as shown in Section 4.3.2, which computes
the optimal internal boundary flow with respect to the distribution or priority parameters.
However, the construction of CPj relies on the optimal internal boundary flow solutions up
to interval j − 1. Consequently, computing the internal boundary flows over the entire time
horizon requires solving the sequence of convex programs CPj,∀j ∈ J consecutively.
Alternatively, this dissertation develops a numerical scheme which reformulates the se-
quence of convex programs CPj,∀j ∈ {1, 2, . . . , jmax} as an equivalent single convex program.
We show the dependency of CPj on the optimal solutions up to interval j−1 can be relaxed if
the objective function of the equivalent single convex program is properly constructed. The
constraint set of the single convex program over the entire time horizon is simply the union
of the constraint sets of the sequence of convex programs with the optimal internal boundary
flow solutions at each interval substituted by the corresponding decision variables. Then,
the objective function is designed to guarantee the equivalence of the single convex program
to the sequence of convex programs CPj, ∀j ∈ {1, 2, . . . , jmax}. Finally, the obtained internal
boundary flows are used as the boundary conditions to solve the corresponding HJ PDE on
each link using the semi-explicit single link HJ PDE solver [24, 25].
In summary, the main theoretical contribution of this dissertation is the development of
the single convex program scheme for computing the internal boundary flows at a merge or
diverge junction. Compared to the discretization based methods [29, 31, 57], the proposed
convex optimization scheme does not require discretization of the time-space domain except
at the initial time, and at the link spatial boundaries. Moreover, it provides a natural
framework for optimal traffic control applications as demonstrated in an example.
Note that there are other related approaches that also do not require discretization of the
time-space domain, including our earlier result on optimal traffic control on networks [98] and
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a recent continuous-time solver of traffic dynamics on the network [63]. Our earlier work [98]
investigates control of the HJ PDE on a network and assumes all junctions are fully signalized
by traffic actuators. Therefore, it does not require a model of the traffic dynamics at the
junction and consequently it cannot be used to solve the HJ PDE on a network when the
junction dynamics are prescribed. The continuous-time numerical solver [63] for computing
the evolution of traffic dynamics on a network uses a link-based kinematic wave model for
the link and a mixed integer optimization program for solving the junction problem. In
contrast, this dissertation formulates a single convex program to solve the HJ PDE on the
network over the entire time horizon.
Given above problem setup and additional background, the rest of this chapter is orga-
nized as follows. Section 4.2 reviews the semi-explicit HJ PDE solver on a single link, which
enables explicit formulation of the upper bound of the internal boundary flows that can be
sent or received on each link at any time. These upper bounds define the feasible set of the
convex program for computing the internal boundary flows. In Section 4.3, we first describe
the behavioral models of the merge and the diverge junction used in this work. Then we
show at any time interval, the selected junction models can be posed as a convex program.
Section 4.3.3 presents our main contribution, where we formulate a single convex program
for solving the junction model over the entire time horizon. Finally in Section 4.4, an on-
ramp metering controller which improves the safety at a work zone by alleviating congestion
is proposed to demonstrate the potential of the framework.
4.2 Sending and receiving boundary flows on a single
link
This section first reviews the semi-explicit HJ PDE solver on a single link [24] [25]. Given the
initial condition, the upstream and downstream boundary conditions, the HJ PDE modeling
the traffic dynamics on a single link can be semi-explicitly solved. Based on this semi-explicit
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HJ PDE framework, we then show that if the upstream or downstream boundary condition
is unknown, then the upper bound for the boundary flow can be obtained, which denotes
the maximum traffic flow that can be sent or received on a link. The obtained bounds
are equivalent to the maximum supply and demand [93], but it can be computed without
discretizing the time and space domain as required in the cell transmission model [30]. The
upper bounds are later used to compute the internal boundary flow solution to the junction
models. This section discusses the formulation of the upper bounds for a single link l.
The link ID subscript l is included in the notation in this section indicating that the same
formulation will later be applied to each link in a network.
4.2.1 Semi-explicit HJ PDE solver on a single link
This subsection reviews the semi-explicit HJ PDE solver [24, 25, 112]. In the remainder of
this chapter, we further assume the Hamiltonian ψl(·) on the link is defined as a piecewise
affine function [30] [32]:
ψl(ρ) =
 v
f
l ρ if ρ ∈ [0, ρκl ] ,
wl(ρ− ρml ) if ρ ∈ [ρκl , ρml ] .
(4.3)
The parameters ρκl , ρ
m
l , v
f
l , and wl represent the critical density, the maximal density, the
free flow speed, and the maximum negative congestion wave speed on link l. The capacity
is then computed as qmaxl = v
f
l ρ
κ
l . These parameters are assumed to be known, and can
be obtained either from the Highway Capacity Manual [7] or calibrated from measurement
data [40]. Besides the triangular fundamental diagram, the proposed convex scheme can be
applied to all concave piecewise linear fundamental diagram, which allows the formulation
of piecewise linear constraints. Other concave fundamental diagrams (e.g., the quadratic
Greenshields diagram) can be approximated by concave piecewise linear functions for the
convex scheme to be applicable.
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In the semi-explicit HJ PDE solver, the initial and boundary conditions of the HJ
PDE (4.2) on the link l are given by piecewise affine functions defined on an arbitrarily
discretized grid. Note that the discretized grid is only required at the boundary of the time-
space domain {{0} × [al, bl]} ∪ {[0, tmax]× {al, bl}}, which is fundamentally different from
the discretization of the entire time-space domain [0, tmax] × [al, bl] into cells and steps in
other schemes [30, 57]. Specifically, the initial condition at t = 0 is defined over an arbitrary
space grid {x0, xi,∀i ∈ I := {1, 2, · · · , imax} | x0 = al, xi = al +
∑i
η=1 ∆xη}, where ∆xη
is the length of spatial interval η. Similarly, the upstream x = al and downstream x = bl
boundary conditions are defined over a time grid {t0, tj, ∀j ∈ J := {1, 2, · · · , jmax} | t0 =
0, tj =
∑j
η=1 ∆tη}, where ∆tη is the duration of the temporal interval η. For conciseness
of notation, we omit the subscript l for the grids, which may be link specific in the general
case.
On the time space grid {t0, t1, . . . , tjmax} × {x0, x1, . . . , ximax}, the initial and boundary
conditions for the HJ PDE (4.2) are defined as piecewise affine functions, which are piecewise
linear in closed intervals:
Ml,0(x) =
{
cil,0(x) if x ∈ [xi−1, xi] | i ∈ I
}
,
Mal(t) =
{
cjal(t) if t ∈ [tj−1, tj] | j ∈ J
}
,
Mbl(t) =
{
cjbl(t) if t ∈ [tj−1, tj] | j ∈ J
}
.
(4.4)
The terms cil,0(x), c
j
al
(t), cjbl(t) respectively represent the affine initial or boundary condi-
tion defined in the i-th space or j-th time interval. For compactness, we denote the set of
affine initial and boundary conditions for all intervals by Cl:
Cl := {cil,0(x), cjal(t), cjbl(t) | ∀i ∈ I, j ∈ J } (4.5)
In general, the Moskowitz solution Ml(t, x) to the HJ PDE (4.2) cannot be computed
explicitly for arbitrary piecewise affine initial and boundary conditions (4.4). However, each
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affine initial and boundary condition defined in their respective interval, e.g., cil,0, c
j
al
, cjbl , can
be used to compute an explicit partial solution in the time-space domain [0, tmax] × [al, bl]
by the Lax-Hopf formula. At each point (t, x), a partial solution for each affine initial or
boundary condition in Cl can be obtained. The main result of the single link HJ PDE
solver [24, 25, 112] shows that the Moskowitz solution is the minimum of all partial solutions
at (t, x), which is known as the inf-morphism property. Using the Lax-Hopf formula and
the inf-morphism property, the Moskowitz solution Ml(t, x) in the domain [0, tmax]× [al, bl]
can be computed semi-explicitly as shown next.
Proposition 1. [Explicit partial solution [9, 24, 25] ] The partial solution, i.e., Mcl (t, x)
in the domain [0, tmax] × [al, bl] associated with each affine initial or boundary condition
c ∈ Cl (4.4) can be explicitly expressed as a linear function of the initial and boundary
conditions using the Lax-Hopf formula.
The partial solution M
cjal
l (t, x) associated with the upstream boundary condition c
j
al
(t), ∀j ∈
J is written as:
M
cjal
l (t, x) =

cjal(tj−1) +
(
cjal (tj)−c
j
al
(tj−1)
∆tj
)(
t− x−al
vfl
− tj−1
)
, if tj−1 + x−al
vfl
≤ t
and t < tj +
x−al
vfl
,
cjal(tj) + ρ
κ
l v
f
l
(
t− tj − x−al
vfl
)
, if t ≥ tj + x−al
vfl
,
+∞ otherwise.
(4.6)
The explicit solutions M
cil,0
l (t, x) and M
cjbl
l (t, x) associated with the initial and downstream
boundary conditions are defined similarly, see [112] for a complete description.
The partial solution domain (i.e., where M
cjal
l (t, x) is finite) for each affine initial or
boundary condition c ∈ Cl consists of two parts, namely the characteristic domain and the
fan domain. In the partial solution associated with the upstream boundary conditions (4.6),
the characteristic domain is
{
(t, x) | tj−1 + (x− al)/vfl ≤ t < tj +(x− al)/vfl
}
in the first
line of (4.6) and the fan domain is
{
(t, x) | t ≥ tj + (x− al)/vfl
}
in the second line. The
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vehicle speed and density are constant in the characteristic domain, while the fan domain
represents a rarefaction wave connecting the to the characteristic domain of adjacent affine
initial or boundary conditions. We refer to [112] for a detailed interpretation of the partial
solutions. Physically, the partial solution gives the largest possible vehicle ID in the solution
domain by only considering the information in each affine initial or boundary condition.
By the explicit formula (4.6), a partial solution Mcl (t, x) can be computed for each c ∈ Cl
at each point (t, x). For the Moskowitz solution at (t, x) to be compatible with all affine
initial and boundary conditions, it must be less than or equal to the smallest vehicle ID
computed by all partial solutions. The following proposition constructs the solution to HJ
PDE (4.2) from the set of partial solutions.
Proposition 2. [Inf-morphism property [9, 24, 25]] The Moskowitz solution Ml(t, x) to
the HJ PDE (4.2) with piecewise affine initial and boundary conditions (4.4) can be computed
as the minimum of all partial solutions defined in Proposition 1 associated with each affine
initial and boundary condition:
Ml(t, x) = min
c∈Cl
Mcl (t, x), ∀(t, x) ∈ [0, tmax]× [al, bl] . (4.7)
In summary, the traffic density on a single link can be computed as follows: (i) compute
the partial solutions Mcl (t, x), ∀c ∈ C; (ii) compute the minimum among the set of partial
solutions at (t, x) to obtain the Moskowitz solution Ml(t, x); (iii) take the derivative of
Ml(t, x) with respect to x to recover the traffic density ρl(t, x).
4.2.2 Linear constraints on the boundary flows
The semi-explicit single link HJ PDE solver assumes the initial and boundary conditions of
the link are given. In the cases when the downstream or the upstream boundary condition
is unknown, a feasible set can be computed denoting the maximum flow that can be sent or
received on the link based on the initial condition and the boundary condition at the other
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end of the link.
By Proposition 3, any boundary flow value in the feasible set can be prescribed as a
strong boundary condition for the link while guaranteeing the existence of a unique weak
solution to the HJ PDE.
Proposition 3. [Compatibility conditions [26]] Suppose the initial and the downstream
boundary conditions are given in a piecewise affine form for the HJ PDE for a link l, the
upstream boundary flow data q˜al(t) in the continuous time domain prescribes the boundary
condition to the HJ PDE (4.2) in the strong sense, a.e. t ∈ (0, tmax],Ml(t, al) = Mal(t) =∫ t
τ=0
q˜al(τ)dτ , if and only if:
Mal(t) ≤ min∀c∈Cl M
c
l (t, al) , ∀t ∈ [0, tmax]. (4.8)
Similarly, given piecewise affine initial and upstream boundary conditions, the downstream
boundary flow data q˜bl(t) in the continuous time domain prescribes the boundary condition to
the HJ PDE (4.2) in the strong sense, a.e. t ∈ (0, tmax],Ml(t, bl) = Mbl(t) =
∫ t
τ=0
q˜bl(τ)dτ +
cimaxl,0 (bl), if and only if:
Mbl(t) ≤ min∀c∈Cl M
c
l (t, bl) , ∀t ∈ [0, tmax]. (4.9)
The magnitude of the term cimaxl,0 (bl) gives the number of vehicles initially on the link.
The compatibility conditions give the upper bound of the boundary flows in a continuous
functional space in which it is difficult to be used for analyzing the junction dynamics. In
addition, as shown in [24] [25], if the given initial and boundary conditions are piecewise
affine and the fundamental diagram is triangular, then the unknown boundary flow belongs
to a piecewise constant functional space. Therefore, in the numerical implementation, we
assume an arbitrary boundary grid with interval length ∆tj, j ∈ J is provided. At each
interval j, the continuous boundary flow data q˜al(t) is approximated by the average flow,
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i.e., qal(j) =
1
∆tj
∫ tj
tj−1
q˜al(τ)dτ, t ∈ [tj−1, tj] at the upstream boundary. Similarly, q˜bl(t) is
approximated by qbl(j) =
1
∆tj
∫ tj
tj−1
q˜bl(τ)dτ, t ∈ [tj−1, tj] at the downstream boundary. This
approximation allows the construction of an explicit form of the constraints for the boundary
flows which is essential for solving the junction models.
By applying the compatibility conditions at the boundary grid points (t, x) ∈ {t0, t1, . . . ,
tjmax}×{al, bl}, the explicit feasible set of boundary flows that can be sent Fl,s or received Fl,r
on the link can be obtained. Recall the relationship between the the Moskowitz downstream
boundary condition and the boundary flow, i.e., Mbl(tj) =
∑j
η=1 qbl(η)∆tη + c
imax
l,0 (bl). Given
the initial condition cil,0,∀i ∈ I and the upstream boundary condition cjal ,∀j ∈ J , the
feasible set of downstream boundary flows that can be sent on the link at each interval is
defined as,
Fl,s :=
{
q(j), ∀j ∈ J |
j∑
η=1
q(η)∆tη + c
imax
l,0 (bl) ≤Mcl (tj, bl),∀j ∈ J ,∀c ∈ Cl
}
, (4.10)
where the subscript s denotes the sending flow and l is the link label. Similarly, given
the initial condition cil,0,∀i ∈ I and the downstream boundary condition cjbl ,∀j ∈ J , the
explicit feasible set Fl,r of the upstream boundary flows that can be received on the link is
formulated as follows,
Fl,r :=
{
q(j),∀j ∈ J |
j∑
η=1
q(η)∆tη ≤Mcl (tj, al), ∀j ∈ J ,∀c ∈ Cl
}
, (4.11)
where the subscripts l, r denote the receiving flow on link l. It is easy to verify that the
inequality constraints are linear in the unknown boundary flows q(j) by using the explicit
forms of Mcl (t, x) in (4.6), and realizing the relationship q(j)∆tj = c
j
al
(tj) − cjal(tj−1) for
the downstream boundary flow (4.10), and q(j)∆tj = c
j
bl
(tj) − cjbl(tj−1) for the upstream
boundary flow (4.11). Moreover, the capacity constraints, i.e., q(j) ≤ qmaxl are built into the
feasible set by the constraints Mal(tj) ≤M
cj−1al
l (tj, al), Mbl(tj) ≤M
cj−1bl
l (tj, bl).
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In the extension of the single link HJ PDE solver to a network, the feasible sets of the
sending and receiving flows of links are used to compute the internal boundary flows based
on the junction models which is discussed in detail in the next section.
4.3 Convex formulation of traffic on networks
This section focuses on junction models and the development of a junction solver which
computes the internal boundary flows on the network. Since the emphasis of this chapter is
the formulation of a convex program for solving the selected junction models, we focus on
a network consisting of three links connected by a merge or diverge junction as shown in
Fig. 4.1 in the remainder of this chapter. In addition to the merge and diverge, a simpler
junction is the connection where one upstream link is connected to a downstream link. The
connection junction is useful in modeling the road network when the physical property of
the road changes (e.g., reduction of lanes).
! = 3
(a) Merge
! = 1
(b) Diverge
Figure 4.1: A transportation network containing a merge or diverge junction with links
indexed by l.
4.3.1 Junction models on a network
A junction model describes how the internal boundary flows are distributed across the junc-
tion. Specifically, a junction model defines a unique internal boundary flow solution which
reflects realistic physical behavior of traffic, such as flow maximization and routing prefer-
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ences.
Merge Model. This work adopts an existing model [52, 63] for the merge junction in
Fig. 4.1a. The merge model can be summarized into the following three rules:
(A1) The mass across the junction is conserved.
(A2) The throughput flow is maximized subject to the maximum flow that can be sent or
received on each connecting link.
(A3) The distribution of the internal boundary flows, i.e., qa3 7→ (qb1 , qb2), satisfies a priority
equation qb2 = Pqb1 , where P is a prescribed parameter that models the priority of
upstream flows. When (A3) conflicts with (A2), that is, the internal boundary flow
solution that satisfies the priority equation does not maximize the throughput, then
(A3) is relaxed, i.e., the solution satisfies (A2) and minimizes the deviation from the
prescribed priority parameter, e.g., ‖qb2/qb1 − P‖1.
Diverge Model. At a diverge junction in Fig. 4.1b, this work proposes a model defined
by the following rules.
(A1’) The mass across the junction is conserved.
(A2’) The throughput flow is maximized subject to the maximum flow that can be sent or
received on each connecting link.
(A3’) The distribution of the internal boundary flows, i.e., qb1 7→ (qa2 , qa3), satisfies qa3 =
Dqa2 , where D is a prescribed parameter that models the routing preference to the
downstream links. When (A3’) conflicts with (A2’), that is, the internal boundary
flow solution that satisfies the distribution equation does not maximize the throughput,
then (A3’) is relaxed, such that the solution satisfies (A2’) and minimizes the deviation
from the prescribed distribution parameter, e.g., ‖qa3/qa2 −D‖1.
91
The proposed diverge model is a FIFO model with a varying distribution parameter.
The classic FIFO diverge model maximizes the throughput subject to the distribution rule
qa3(j) = Dqa2(j) with a constant distribution parameter D. The classic FIFO model circum-
vents the difficulty of resolving the conflicts between the throughput maximization and flow
distribution, but it produces unrealistic solutions in some applications. For example, using
the classic FIFO model, a blocked offramp will completely stop the traffic on all lanes of a
multi-lane highway, which is unlikely. To resolve this issue, several diverge junction models
were proposed previously, such as a multi-lane junction model (non-FIFO) [69], a dynamic
distribution parameter [79], and a junction model with internal dynamics [95]. In the same
spirit of these models, this work proposes a diverge junction model that produces similar
traffic condition dependent solutions without introducing additional complexity of non-FIFO
models on the traffic dynamics. The main assumption of the proposed diverge model is that
drivers will reroute to the other link if the initially desired link becomes congested [70].
The rerouting assumption makes the composition of queuing vehicles on the upstream link
time-invariant which is critical for the unique solution to be consistent [94].
The connection junction model is significantly simpler compared to the merge and di-
verge models since there is no distribution or priority parameters involved. Therefore, the
connection model simply maximizes the throughput.
The structure of the merge and diverge models used in this work are similar, i.e., both
maximize the throughput and then minimize the deviation from the prescribed priority or
distribution parameters. Therefore, the remainder of this section will focus on the formu-
lation of a junction solver for the merge model and note the same analysis can be easily
transferred to the diverge. The connection junction solver will be briefly discussed consid-
ering its simplicity.
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4.3.2 Junction solver over a single interval
This subsection proposes a junction solver in the form of a convex program that computes
the internal boundary flow solution at a single time interval for the merge model.
To compute the unique internal boundary flows qb1(j), qb2(j) at time interval j, we assume
that the unique internal boundary flow solutions up to interval j − 1 are given and denoted
by q∗al(η), q
∗
bl
(η), η ∈ {1, 2, . . . , j − 1}. It should be noted that this assumption requires the
merge junction problem to be solved sequentially in time. Accordingly, the convex set (4.10)
of the internal boundary flows that can be sent on link l for all time interval up to j is
reduced to a convex set of internal boundary flows that can be sent at interval j:
F jl,s :=
{
q(j) | q(j)∆tj ≤Mcl (tj, bl)−
j−1∑
η=1
q∗bl(η)∆tη − cimaxl,0 (bl),∀c ∈ Cl
}
. (4.12)
Similarly, the internal boundary flows that can be received on link l at time interval j are
subject to a reduced feasible set of (4.11):
F jl,r :=
{
q(j) | q(j)∆tj ≤Mcl (tj, al)−
j−1∑
η=1
q∗al(η)∆tη,∀c ∈ Cl
}
. (4.13)
The terms Mcl (tj, bl)−cimaxl,0 (bl) and Mcl (tj, al) denote the maximum number of vehicles that
can be sent or received during time (0, tj). The summations of the given boundary flows∑j−1
η=1 q
∗
bl
(η)∆tη and
∑j−1
η=1 q
∗
al
(η)∆tη represent the number of vehicles that have been sent or
received during (0, tj−1). Hence, the right-hand side terms in (4.12) and (4.13) are constants
representing the maximum number of vehicles that can be sent or received during interval
j, i.e., (tj−1, tj).
As shown next, the merge junction solver is posed as a convex program with a carefully
constructed objective function to accommodate the throughput maximization (A2) and the
flow priority (A3) objectives. The equations (4.12) and (4.13) combined define the constraint
set of the convex program.
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Definition 1. [Merge junction solver over a single interval] The junction solver for
computing the internal boundary flow solution (qb1(j), qb2(j)) at a merge during interval j is
formulated in the form of a convex program as follows:
Maximize
q1(j),q2(j)
f (q1(j), q2(j))
s.t. q1(j) ∈ F j1,s (4.12),
q2(j) ∈ F j2,s (4.12),
q3(j) ∈ F j3,r (4.13),
q3(j) = q1(j) + q2(j),
(4.14)
where f(q1(j), q2(j)) is a convex function of q1(j), q2(j) and satisfies:
∂f
∂ql(j)
> 0, ∀l ∈ {1, 2}, (4.15a)
∂f
∂q1(j)
>
∂f
∂q2(j)
, when q2(j) ≥ Pq1(j), (4.15b)
∂f
∂q1(j)
<
∂f
∂q2(j)
, when q2(j) < Pq1(j). (4.15c)
The junction solver CP (4.14) computes the unique internal boundary flow solution
defined by the merge junction model (A1), (A2), and (A3), as stated in the following propo-
sition.
Proposition 4. The merge junction solver CP (4.14) computes the unique internal boundary
flow solution q∗(j) =
(
q∗b1(j), q
∗
b2
(j), q∗a3(j)
)
at interval j, where q∗(j) satisfies (A1), (A2),
(A3):
(i) The internal boundary flows satisfy mass conservation rule (A1), q∗a3(j) = q
∗
b1
(j) +
q∗b2(j).
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(ii) The throughput flow at the junction is maximized subject to the feasible sets on con-
necting links (A2), i.e., q∗(j) ∈ Qj := argmax
q(j)∈Fj1,s×Fj2,s×Fj3,r
qa3(j).
(iii) The deviation from the priority equation is minimized (A3), e.g., q∗(j) = argmin
q(j)∈Qj
‖qb2(j)− Pqb1(j)‖1.
Proof. A sketch of the proof is provided here, and a detailed proof appears in Appendix B.2.
By construction of the junction solver, the constraint set of the convex program is non-empty,
which guarantees the existence of a solution. The property (i) is satisfied since it is explicitly
included in the constraint set in CP (4.14). The property (ii) is guaranteed by the condi-
tion (4.15a) since the gradient with respect to each internal boundary flow is strictly positive.
The intuition of conditions (4.15b) (4.15c) is that the gradient of the objective function f
points towards the line qb2(j) = Pqb1(j) from both sides in the feasible set. Consequently,
the points closer to the distribution line have a smaller deviation ‖qb2(j)/qb1(j)−P‖1 as de-
fined in (iii). The uniqueness of the solution is proved in the detailed proof using conditions
in (4.15).
The consistency (equivalently invariance) of the merge junction solver can be verified by
direct application of the definition of invariance [94].
The unique solution during a single time interval j computed by the junction solver (4.14)
for the merge is illustrated in Fig. 4.2. There are in total three scenarios depending on the
feasible sets on links (4.12) (4.13), namely, (i) when the maximum receiving flow on link
3 exceeds the total sending flow from links 1 and 2 in Fig. 4.2a; (ii) when the maximum
receiving flow is smaller than the total sending flow from links 1 and 2 but the prescribed
priority ratio can not be followed exactly in Fig. 4.2b; (iii) when the maximum receiving
flow is smaller than the total sending flow on links 1 and 2 and the prescribed priority ratio
can be followed exactly in Fig. 4.2c. The feasible set of the convex program is denoted by
95
the shaded area, where the upper bounds of the feasible internal boundary flows for three
links are respectively N¯1 = max
{
q1(j) | q1(j) ∈ F j1,s
}
, N¯2 = max
{
q2(j) | q2(j) ∈ F j2,s
}
, and
N¯3 = max
{
q3(j) | q3(j) ∈ F j3,r
}
. The solid lines denote the maximum sending flows from
links 1 and 2. The dashed line denotes the maximum receiving flow on link 3. The dotted
line denotes the prescribed priority of the boundary flows, i.e., q1(j) =
q3(j)
1+P
, q2(j) =
Pq3(j)
1+P
.
The unique solution computed by the diverge junction solver CP (4.14) is marked at point
Q.
In scenario (i), see Fig. 4.2a, the maximum receiving flow on link 3 exceeds the the total
flow that can be sent by links 1 and 2 combined. Hence, the single point that maximizes
the throughput admits the maximum sending flow from links 1 and 2, and is the optimal
solution to CP (4.14).
In scenario (ii), see Fig. 4.2b, the total sending flow is higher than the maximum receiving
flow on the downstream link, and the sending flows cannot be distributed exactly following
the priority rule. In this case, link 3 first admits all flows from the higher priority link (i.e.,
link 1 in Fig. 4.2b), and then admits as much flow as possible for the lower priority link to
maximize the throughput. Consequently, the optimal solution to CP (4.14) is the solution Q
that is closest to the dotted line among the solutions on the dashed line within the feasible
set.
In last scenario (iii), see Fig. 4.2c, the total sending flow from upstream links combined
is higher than the maximum receiving flow on link 3, and the sending flow can be distributed
exactly following the priority ratio. In this case, there is no conflicts between maximizing
the throughput (A2) and following the flow priority (A3). Therefore, the solution at Q that
satisfies both (A2) and (A3) is the optimal solution to the merge junction solver CP (4.14).
Similar to the merge model, the diverge model also has three scenarios for determining
the unique solution. The three scenarios are depicted and discussed in Appendix B.1.
The junction solver CP (4.14) applies to an arbitrary convex objective function f(q1(j),
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Figure 4.2: Three scenarios at a merge. Link 1 and 2 merge to link 3. The two solid lines
represent the maximum sending flow on links 1 and 2. The dashed line denotes the
maximum receiving flow on link 3. The dotted line denotes the prescribed priority of
sending flows. The shaded area is the feasible set of boundary flows (4.12) (4.13). The
unique solution computed by CP (4.14) is depicted by Q.
q2(j)) that satisfies (4.15), and sub-derivatives can be used if f(q1(j), q2(j)) is not differ-
entiable. Though no explicit form of the objective function is used to define the solver,
selecting a suitable objective function is straightforward as shown in the following example.
Example: At a merge, a convex objective function to maximize the throughput (A2),
then minimize the deviation from prescribed flow priority ratio (A3) for any flow maximizing
solution, can be defined as follows:
f(q1(j), q2(j)) = α (q1(j) + q2(j))− β (q2(j)− Pq1(j))2 , (4.16)
where α and β are weights defined by:
α = 1− β, β = min
(
1
1 + 2P 2qmax1 + 
,
1
1 + 2qmax2 + 
)
, and  = 0.01. (4.17)
The derivation of the coefficients is presented as follows. Define the objective function
as (4.16) and assume α > 0 and β > 0. The conditions (4.15b) and (4.15c) in Proposition 1
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are trivially satisfied given β > 0. Then by condition (4.15a),
∂f
∂q1(j)
= α− 2β(q2(j)− Pq1(j))(−P ) > 0, and ∂f∂q2(j) = α− 2β(q2(j)− Pq1(j)) > 0.
(4.18)
Let α = 1− β and β ∈ (0, 1), and rearrange the above inequalities as
1 > β (1− 2Pq2(j) + 2P 2q1(j)) , and 1 > β (1 + 2q2(j)− 2Pq1(j)) . (4.19)
To guarantee the above inequalities hold for all possible values of q1(j) and q2(j), we use the
following chain rule,
β (1 + 2P 2qmax1 ) ≥ β (1 + 2P 2q1(j)) ≥ β (1− 2Pq2(j) + 2P 2q1(j)) ,
β (1 + 2qmax2 ) ≥ β (1 + 2q2(j)) ≥ β (1 + 2q2(j)− 2Pq1(j)) .
(4.20)
Hence, it suffices to require
1 > β (1 + 2P 2qmax1 ) , and 1 > β (1 + 2q
max
2 ) . (4.21)
Then the value of β can be selected as:
β = min
(
1
1 + 2P 2qmax1 + 
,
1
1 + 2qmax2 + 
)
∈ [0, 1], (4.22)
where  is a small positive constant (e.g. 0.01) to guarantee the strict inequality. Accordingly,
α is computed then by α = 1− β.
The connection junction model only requires the mass conservation and maximization of
the throughput. Therefore, the connection junction solver can be formulated by maximizing
the throughput (i.e., downstream flow of upstream link) subject to the maximum sending
and receiving boundary flows defined in (4.12) and (4.13).
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4.3.3 Junction solver over the entire horizon
As shown in the previous subsection, the unique solution over a single time interval can
be computed by a junction solver in the form of a convex optimization program. When
constructing the constraint set of CP (4.14) at interval j, the unique solutions up to interval
j−1 were assumed to be known (4.12) (4.13). As a result, computing the internal boundary
flow solution over the entire time horizon requires consecutively constructing and solving
a convex program at each time interval. This subsection presents a merge junction solver
in the form of a single convex program for computing the interval boundary flows over the
entire time horizon.
The intuition of the junction solver as a single convex program is that the union of the
constraint set for each interval F jl,r or F jl,s is a subset of the constraint set Fl,r or Fl,s over
the entire time horizon. Given the structure of the constraint set, it is possible to design the
objective function for a single convex program such that the solution over the entire time
horizon is equivalent to the solution computed by sequentially solving a convex program
at each time interval. The following definition articulates the conditions required for the
objective function.
Definition 2. [Merge junction solver over the entire time horizon] The junction
solver for computing the internal boundary flows at a merge (qb1 , qb2) where qb1 = {qb1(j),∀j ∈
J } and qb2 = {qb2(j),∀j ∈ J } for the entire time horizon is defined as the following convex
program,
Maximize
q1,q2
f(q1, q2)
s.t. q1 ∈ F1,s (4.10),
q2 ∈ F2,s (4.11),
q3 ∈ F3,r (4.11),
q3(j) = q1(j) + q2(j), ∀j ∈ J ,
(4.23)
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where q1 = {q1(j),∀j ∈ J }, q2 = {q2(j),∀j ∈ J }, q3 = {q3(j),∀j ∈ J }. The function
f(q1, q2) is convex in q1(j), q2(j), ∀j ∈ J and satisfies:
∂f
∂q1(1)∆t1
>
∂f
∂q1(2)∆t2
> · · · > ∂f
∂q1(jmax)∆tjmax
> 0, (4.24a)
∂f
∂q2(1)∆t1
>
∂f
∂q2(2)∆t2
> · · · > ∂f
∂q2(jmax)∆tjmax
> 0, (4.24b)
and ∀j ∈ {1, 2, · · · , jmax − 1},
∂f
∂q1(j)∆tj
− ∂f
∂q2(j)∆tj
− ∂f
∂q1(j + 1)∆tj+1
> 0 if q2(j) ≥ Pq1(j), (4.25a)
∂f
∂q2(j)∆tj
− ∂f
∂q1(j)∆tj
− ∂f
∂q2(j + 1)∆tj+1
> 0 if q2(j) < Pq1(j), (4.25b)
and when j = jmax,
∂f
∂q1(jmax)
− ∂f
∂q2(jmax)
> 0 if q2(jmax) ≥ Pq1(jmax), (4.26a)
∂f
∂q1(jmax)
− ∂f
∂q2(jmax)
< 0 if q2(jmax) < Pq1(jmax). (4.26b)
Before stating the formal proposition on the equivalence of the junction solver CP (4.23)
to the single interval junction solver CP (4.14) solved sequentially for all intervals, we briefly
interpret the conditions (4.24) (4.25) (4.26) on the objective function.
The conditions (4.24) assign higher weights to the internal boundary flows at earlier time
intervals, such that the throughput at earlier intervals is first maximized. Consequently,
the convex program will produce a solution that satisfies the throughput maximization
rule (A2) for all intervals. The unique solution also requires minimum deviation of the
solution from the prescribed parameter (A3), i.e., qb2(j) = Pqb1(j) for all intervals j ∈ J .
The conditions (4.25) (4.26) define the direction of the gradient of the objective function as
pointing towards the line qb2(j) = Pqb1(j) from both sides. If (4.25) (4.26) are satisfied for
CP (4.23), then conditions (4.15b) (4.15c) are satisfied for all CPj at all intervals ∀j ∈ J .
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Proposition 5. The junction solver (4.23) gives the same unique solution {qb1(j), qb2(j),
qa3(j) | ∀j ∈ J } obtained by sequentially solving CP (4.14) at each time interval.
Proof. A detailed proof is presented in Appendix B.3 and the intuition is briefly described
as follows. The proof of Proposition 5 relies on the equivalence of the Karush-Kuhn-Tucker
(KKT) conditions associated with the sequence of CPs (4.14) and CP (4.23). The main idea
is to show the set of KKT multipliers associated with the optimal solution to CP (4.23) also
satisfies the KKT conditions associated with the same solution to CP (4.14) for each time
interval. Since the constraints in CP (4.14) are linear, the KKT conditions are also sufficient
conditions. Therefore, the solution to CP (4.23) is also the optimal solution to CP (4.14)
for each time interval.
The junction solver CP (4.23) does not provide an explicit form of the objective function.
Similarly as Proposition 4, one can first define a weighted objective function with undeter-
mined weights and then select values for the weights to satisfy the proposed conditions on
the objective function. This process is illustrated in the following example.
Example: For simplicity, suppose the number of time steps jmax = 2. Define the
following objective function for a diverge with weights α > 0, β > 0, ω1 > 0, ω2 > 0:
f(q1, q2) =
2∑
j=1
wj (α · (q1(j) + q2(j))− β · ‖q2(j)− Pq1(j)‖1) . (4.27)
The term q1(j) + q2(j) maximizes the throughput at time interval j and the term ‖q2(j)−
Pq1(j)‖1 penalizes the deviation from the prescribed priority ratio. In addition, weights wj
are selected for the two intervals to assign a higher weights to the internal boundary flows
at earlier intervals, so the vehicles are not stopped and sent at later time intervals which is
unrealistic at a junction without actuators. By applying the conditions (4.24) (4.25) (4.26)
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on the objective function f(q2, q3), the parameters and weight coefficients can be set as
follows:
α = 1 + P + max(1, P ), β = 1, ω1 =
α + max(1, P )
1 + P
+ , ω2 = 1, (4.28)
where  > 0 is a small positive constant to guarantee the strict inequality.
At the connection junction, the throughput must be maximized at all time intervals. The
following lemma shows the unique solution over the entire time horizon for a connection can
be computed in a single convex program.
Lemma 1. Consider a junction in which one upstream link (link 1) connects to one down-
stream link (link 2). The unique boundary flow solution qb1(j) for all time intervals j ∈ J
can be solved by:
Maximize
qb1
f(qb1)
s.t. {qb1(j) | ∀j ∈ J } ∈ F1,s (4.10),
{qa2(j) | ∀j ∈ J } ∈ F2,r (4.11),
qb1(j) = qa2(j), ∀j ∈ J ,
(4.29)
if f(qb1) satisfies: ∀j ∈ J ,
∂f
∂qb1 (1)∆t1
> ∂f
∂qb1 (2)∆t2
> · · · > ∂f
∂qb1 (jmax)∆tjmax
> 0. (4.30)
The condition (4.30) assigns a higher weight to the internal boundary flow at an earlier
interval, hence satisfying the throughput maximization rule for all intervals. The proof of
Lemma 1 can be derived using the same technique in the proof for Proposition 5 and is not
detailed here.
Compared to a sequential scheme, such as the sequential convex program scheme or the
CTM [31], the single convex program framework allows a natural extension to optimal traffic
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control which is demonstrated in the Section 4.4.
4.4 Application: Optimal on-ramp metering control
for work zones
This section demonstrates how the convex optimization scheme for computing the internal
boundary flows can be reformulated as a control framework. An example for on-ramp me-
tering control in work zones is provided. The proposed on-ramp metering controller uses
historical data and the real-time measurement data at the entrance and exit of each road
section to predict the traffic states in the work zone, and then avoids congestion upstream
of the work zone by directly penalizing the congested traffic states.
4.4.1 Optimal on-ramp metering control framework
The convex optimization framework in the previous section computes the internal boundary
flows on a network using the HJ PDE link model and proposed junction solver. Particu-
larly, the junction models are encoded in the objective function in the convex program in
Definition 2. Without the conditions on the objective function in Definition 2, the junction
dynamics is no longer modeled and the internal boundary flow solution can be any value
that is optimal for a given arbitrary objective function. In this sense, the convex program
is an optimal controller assuming all directions of traffic are signalized at the junction. We
refer to our earlier work [98] for a detailed discussion.
The optimal controller for an on-ramp meter, however, is more complicated since both
uncontrolled freeway flows and controlled on-ramp flows appear in the convex program. The
convex program CP (4.23) is used for solving the joint PDEs in the unsignalized merge,
hence needed to be modified such that one upstream link (i.e., the on-ramp) allows control
input. Meanwhile, the two freeway links preserve the unique internal boundary flow solu-
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tion, which is similar to the problem of solving the joint PDEs at a connection junction
in Lemma 1. Therefore, in the formulation of the optimal controller, the convex program
for the connection (4.29) is first used to guarantee the unique solution to the uncontrolled
boundary flows. The remainder of this section shows how to include additional constraints
and objectives into the convex program such that the on-ramp flows are controlled optimally
to minimize the congestion.
4.4.2 Penalty on the congested states
In the convex optimization framework, the congested states on links can be directly penalized
via sampling the traffic condition at a set of points of interest P which we refer to as
congestion sampling points. For example, the set of congestion points is defined at discrete
time points at a fixed location xq, i.e.,P := {(tk, xq) | k ∈ {1, 2, · · · }}. If the congestion does
not extend past the fixed location xq, the traffic state is considered to be lightly congested
and no penalty will be computed. Otherwise, the objective function penalizes the congested
states depending on its severity. This subsection shows how this penalty mechanism is
incorporated in the convex program by including additional constraints and variables. We
briefly summarize the main ideas on the formulation of the constraints relying on the property
of the partial solutions, and we refer to [112] for detailed interpretation of the property of
partial solutions.
By Proposition 2, the Moskowitz solution at each congestion sampling point (tk, xq) ∈
P is computed as the minimum of the partial solutions computed from the affine initial
conditions, the upstream boundary condition, or the downstream boundary condition. The
affine initial conditions can be further grouped into two categories by whether the initial
condition interval is in free flow or congested states, i.e., ρl,0(i) ≤ ρκl or ρl,0(i) > ρκl , noting
the density is related to the initial condition (4.4) by ρl,0(i) =
cil,0(xi)−cil,0(xi−1)
∆xi
. Denote the
sets of affine initial conditions that are in free flow and congested states respectively as
Cff = {cil,0(x) | ρl,0(i) ≤ ρκl } and Ccs = {cil,0(x) | ρl,0(i) > ρκl } and the sets of affine upstream
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and downstream boundary conditions as Cus = {cjal(t), ∀j ∈ J }, and Cds = {cjbl(t),∀j ∈ J }.
The partial solutions associated with Cff and Cus imply free flow traffic conditions, and
the partial solutions of Ccs and Cds indicate congested traffic conditions in their respective
characteristic solution domain. A congestion sampling point (tk, xq) ∈ P is in a free flow
condition if and only if
Ml(tk, xq) = Mff (tk, xq) := min (M
c
l (tk, xq),∀c ∈ Cff ∪ Cus) . (4.31)
In other words, the solution at (tk, xq) is in free flow if it is defined by the upstream condition
or the free flow initial condition. Similarly the congestion sampling point is in a congested
state if and only if
Ml(tk, xq) = Mcs(tk, xq) := min (M
c
l (tk, xq),∀c ∈ Ccs ∪ Cds) . (4.32)
In addition, the partial solutions have the following properties: (i) if a point (t, x) is
located in the characteristic domain of an affine initial or boundary condition, then the partial
solution associated with the affine initial or boundary condition is equal to the solution
Ml(t, x) [112]; (ii) The characteristic solution domains for c ∈ Cff ∪ Cus do not overlap,
see (4.6). Utilizing above properties, the nonlinear operator min in (4.31) can be removed
by pre-computing to which characteristic domain the point (tk, xq) belongs. Similarly, the
min operator in (4.32) can be removed by applying the same technique.
For each congestion sampling point (tk, xq), the following constraints are added to the
convex program (4.23):
∀(tk, xq) ∈ P , Mff (tk, xq) ≤Mcs(tk, xq) + pk,pk ≥ 0,
(4.33)
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where pk is a variable that denotes the penalty associated with the congested states at each
point (tk, xq). These constraints guarantee pk > 0 when the point (tk, xq) is congested, i.e.,
Mff (tk, xq) > Mcs(tk, xq), and pk = 0 otherwise. The penalty variables pk for all congestion
sampling points in P are regarded as decision variables and minimized in the objective
function.
4.4.3 Simulation configuration
This subsection briefly describes the experiment setup and the next subsection constructs
an optimal on-ramp metering controller using the convex program (4.29) and the additional
constraints (4.33).
The experiment setup for validating the optimal on-ramp metering controller is shown
in Fig. 4.3. A microscopic traffic simulation software, AIMSUN, is used to simulate a traffic
environment and collect aggregated traffic data. The microscopic traffic simulator simulates
the behavior of individual vehicles as a proxy for a real freeway network composed of human
drivers, and is commonly used to validate traffic controllers based on macroscopic mod-
els [150]. The simulated data is then streamed to the optimal on-ramp metering controller
implemented in MATLAB, which computes the optimal control signals based on the traffic
dynamics modeled by the HJ PDE. Finally, the optimal on-ramp meter control is applied in
the AIMSUN environment to simulate the evolution of traffic.
A six km stretch of freeway and an on-ramp is modeled in AIMSUN as in Fig. 4.3:
a two-lane freeway (link 1) merges with a single-lane on-ramp (link 2) and connects to a
two-lane freeway (link 3). A downstream work zone creates a single-lane bottleneck which
induces congestion if the traffic is not controlled. Loop detectors are assumed to be installed
at the entrance and exit of each link with a detection cycle set as 30 seconds. An on-ramp
meter is installed at the exit of the on-ramp. Due to the limited work zone capacity, severe
congestion will be generated upstream of the work zone if the on-ramp is not controlled. In
comparison, the proposed controller can limit the level of congestion by regulating on-ramp
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Figure 4.3: On-ramp metering control for a work zone: AIMSUN simulates a microscopic
traffic environment, collects and feeds data to the optimal controller. The optimal
controller implemented in MATLAB computes the optimal on-ramp signals and applies to
AIMSUN.
The total simulated time horizon in this example is one hour. The controller is embedded
in a model predictive control (MPC) scheme [18, 53, 109] which updates the control signals
based on real-time measurements. The MPC scheme is illustrated in Fig. 4.4: (i) the optimal
controller predicts the traffic states over the next 10-minute time horizon and computes the
optimal ramp meter signal; (ii) AIMSUN applies only the first minute of the control signal
to the on-ramp meter, simulates the evolution of the traffic, and feeds back the aggregated
traffic data to the controller; (iii) the controller re-optimizes the ramp meter signal over
the next 10-minute time horizon using the new traffic measurement data from AIMSUN;
(iv) repeat steps (ii) and (iii) to adjust the optimal control signal to the realtime traffic
measurement data.
In this example, the historical data is used for computing the optimal traffic signals over
each 10-minute time horizon. The error of the measurement data is not modeled in this
example and we refer to our earlier work [97] on robust optimal control with incorporates
measurement uncertainty.
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Figure 4.4: MPC scheme for the on-ramp metering control: Once new data is received, the
optimal controller initializes a 10-minute predicted horizon for computing the optimal
meter signals. New data is received each minute, hence only the first minute of the control
signal during the 10-min horizon is applied to the on-ramp meter.
4.4.4 Formulation of the optimal controller
This subsection summarizes the constraints, designs the objective function, and formulates
an optimal on-ramp metering controller.
Decision variables
During each 10-minute time horizon, the on-ramp boundary flows qb2(j),∀j ∈ J are con-
trolled and the freeway downstream flows qb1(j), qb3(j),∀j ∈ J are computed using the
junction model. Therefore, they are regarded as the decision variables in the convex pro-
gram.
The inflow to the downstream freeway link l = 3 satisfies qa3(j) = qb1(j) + qb2(j),∀j ∈ J
and does not need to be explicitly included as a decision variable. The inflows to the
upstream freeway and the on-ramp qa1(j) and qa2(j),∀j ∈ J are assumed to be known from
the historical data.
In addition, the penalty pk associated with each congestion sampling point (tk, xq) ∈ P
is also used as the decision variable to penalize congestion in the work zone.
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In summary, the decision variable of the convex program is defined as follows:
X = {qb1(j), qb2(j), qb3(j), pk | ∀j ∈ J , (tk, xq) ∈ P} . (4.34)
Linear constraints
The constraints in the convex program for the optimal controller consist of the following
linear inequalities and equalities.
• The boundary flows on each link l subject to the feasible constraints Fl,s and Fl,r
defined in equation (4.10) (4.11).
• The internal boundary flows at the on-ramp junction satisfy mass conservation for all
time steps.
• The congestion sampling points are selected as P = {(tk, xq) | tk = 30k s, ∀k ∈
{0, 1, 2, . . .}, xq = 50m}. The penalty variable associated with each congestion sam-
pling point subjects to the constraints defined in equation (4.33).
Objective function
One of the main safety concerns in work zones is the high-speed rear-end crashes which can be
caused by the congestion upstream of the work zone. Therefore, the primary objective used
in this example is to improve the safety for traveling through the work zone by alleviating
the congestion on the freeway at the upstream of the work zone. Meanwhile, a secondary
objective is to minimize the total travel time by sending on-ramp flow to the freeway as
much as possible without causing congestion. The objective function f is defined as a linear
combination of several objective components.
• The first component of the objective is to alleviate the congestion upstream of the work
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zone by directly penalizing the congested states at the congestion sampling points:
Maximize
pk
− w0
∑
(tk,xq)∈P
pk, (4.35)
where w0 is a weight parameter which can be adjusted.
• The second component of the objective is to maximize the on-ramp flow which is
metered by the controller:
Maximize
qb2 (j)
jmax∑
j=1
w1(j)qb2(j). (4.36)
Note if the weights w1(j) are the same for all time intervals j ∈ J , the optimal
controller may hold on-ramp flows to later time intervals which increases the waiting
time of vehicles on the on-ramp. Therefore, we assign higher weights to on-ramp flows
at earlier time intervals. Specifically, the weights w1(j) satisfy:
w1(j) >
∆tj
∆tj+1
w1(j + 1),∀j ∈ J \ {jmax}. (4.37)
• In this example, the downstream boundary flows on the two freeway sections are not
controlled. To obtain the unique solution at those two boundaries, the objective func-
tion f must satisfy the conditions (4.29):

∂f
∂qb1 (j)
>
∆tj
∆tj+1
∂f
∂qb1 (j+1)
,
∂f
∂qb3 (j)
>
∆tj
∆tj+1
∂f
∂qb3 (j+1)
.
(4.38)
The following objective component is added to the objective function to guarantee the
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unique solution:
Maximize
qb1 (j),qb3 (j)
jmax∑
j=1
w2(j)qb1(j) +
jmax∑
j=1
w3(j)qb3(j). (4.39)
It should be noted that pk relates to qb1(j) in (4.33) and minimizing pk implicitly
minimizes qb1(j). The selection of w2(j) using conditions (4.38) should subtract the
implicit weight on qb1(j) induced by penalizing the congested states. In addition, to
prevent the on-ramp flows from blocking the upstream freeway flows, the objective
function should satisfy:
∂f
∂qb1(j)
>
∂f
∂qb2(j)
. (4.40)
In summary, the objective function f is to maximize:
f = −w0
∑
(tk,xq)∈P
pk +
jmax∑
j=1
w1(j)qb2(j) +
jmax∑
j=1
w2(j)qb1(j) +
jmax∑
j=1
w3(j)qb3(j). (4.41)
Specifically in this simulation, we select w0 = 1, w1(jmax) = ∆tjmax , and other weights
according to conditions (4.37), (4.38), (4.40). The weights w0 and w1 can be adjusted to
balance the congestion on the highway and the queue on the on-ramp.
4.4.5 Simulation results
A one-hour time horizon was simulated in AIMSUN for the optimal on-ramp metering con-
trol. A scenario with uncontrolled on-ramp meter was also simulated for comparison. The
simulation result is shown in Fig. 4.5, where Fig. 4.5a plots the traffic states for the uncon-
trolled scenario and Fig. 4.5b for the optimal on-ramp metering control scenario.
As shown in Fig. 4.5a, the on-ramp flow is not controlled and all on-ramp traffic merges
to the downstream freeway. On the downstream freeway, the work zone reduced the road
capacity and caused severe congestion which could cause safety issues. In comparison in
111
Fig. 4.5b, the optimal on-ramp metering controller regulated the on-ramp traffic to the
downstream freeway such that no severe congestion formed. The additional delay time
of the vehicles waiting on the on-ramp is compensated by the shorter travel time on the
uncongested downstream link.
In summary, this section demonstrated the feasibility of reformulating the convex op-
timization scheme to optimal traffic control applications. The general idea is to relax the
junction models encoded by the conditions on the objective function in Proposition 2. A
variety of objectives, such as maximizing the boundary flow, or penalizing the congested
states can be directly formulated in the objective function.
4.5 Summary of the proposed numerical scheme
In summary, this chapter proposed a convex optimization based numerical scheme, which
can be applied to optimal traffic control in work zones.
The proposed numerical scheme relies on a semi-explicit single link HJ PDE solver,
and does not require discretization of the time-space domain. In addition, it computes the
internal boundary flows at a merge, or diverge, or connection over the entire time horizon
using a single convex program. An important feature of the proposed numerical scheme is
that it does not require the computation of intermediate traffic states on the link over the
finite time horizon. Consequently, it is very efficient for optimal control problem where only
the traffic states at the boundary of links are required. An on-ramp metering controller is
developed to demonstrate its capability in optimal traffic control applications.
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(a) Uncontrolled on-ramp. On-ramp flows caused severe congestion on the downstream freeway
link before the work zone bottleneck.
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(b) Optimal on-ramp control. On-ramp flows were restricted to prevent the formation of
congestion on the downstream freeway link. Meanwhile, on-ramp flows were admitted to the
freeway when there was space on the downstream freeway link. Overall, no severe congestion was
generated on the downstream freeway link except for slightly slower traffic due to the reduced
speed limit and merging activities upstream of the work zone.
Figure 4.5: True speed states on the freeway and the on-ramp. Grey arrows denote the
freeway and on-ramp links. Green arrow denote the time (1 hr). (a) Un-controlled
on-ramp. (b) Optimally controlled on-ramp.
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Chapter 5
Conclusions and future work
5.1 Conclusions
This dissertation developed theoretical, algorithmic, and practical contributions to improve
smart work zone technologies via traffic estimation, sensing, and control. The main contri-
butions are briefly summarized as follows:
• A practical contribution in the quantitative analysis of the importance of
different factors in work zone traffic estimation. A total of 396 combinations of
different sensor network configurations and traffic estimation algorithms were simulated
and evaluated in a microsimulation environment. Cross comparison of the evaluation
results led to the identification of the key factors for improving the accuracy of traffic
estimation in work zones. It was identified that the spacing of sensors was the most
important factor when using simple traffic estimation algorithms but offered marginal
benefits at dense spacing (< 0.5 mile) when using the Kalman filter algorithm. In
addition, the types of sensors have less influence when combined with simple algorithm,
but is important when using the Kalman filter algorithm which requires accurate traffic
volume data. Finally, increasing the accuracy of existing sensors has marginal benefits
since the measurement error would be dominated by the quantization error. The
identification of key factors offers practical benefits, i.e., helping guide the design of
new smart work zones. In addition, the improved understanding of different factors can
inspire novel strategies for the improvement of work zones. For instance, the finding
that the spacing is the most important factor when using simple traffic estimation
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algorithms inspired the development of low cost and energy efficient traffic sensors for
work zones in this dissertation.
• A practical and algorithmic contribution in the development of a low cost
and energy efficient traffic sensor for work zones. While working on the traffic
estimation analysis in work zones, it was identified that low cost sensors could be a
simple but effective solution to improve traffic estimation accuracy in work zones as
well as promote the adoption of smart work zone technologies. The developed traffic
sensor relies on the low cost and energy efficient passive infrared sensing technology,
which was previously not well explored in traffic detection. In addition, an unsuper-
vised algorithm was developed to process the PIR data for traffic detection and speed
estimation. A significant benefit of the unsupervised algorithm is that it allows the
sensor to be rapidly deployed without extensive calibration, which reduces the deploy-
ment cost. The hardware development manual and the unsupervised algorithm are all
open-sourced 1, and are available for further development to improve smart work zone
technologies.
• A theoretical contribution in the development of an optimal control frame-
work based on an efficient numerical scheme for computing traffic evolution
on networks proposed in this dissertation. This work identified and addressed
the theoretical difficulty for optimal traffic control, which could improve the mobility
in work zones. The proposed numerical scheme relies on the modeling of traffic dy-
namics on each link using HJ PDEs. The difficulty of solving the HJ PDEs on the
network comes from the coupling nature of boundary conditions of HJ PDEs at the
junction. The dissertation showed that the boundary conditions at the junction could
be decoupled by solving a single convex program for the entire finite time horizon.
The proposed numerical scheme hence can be used as an alternative numerical solver
1https://github.com/Lab-Work/Traffic_detection_using_PIRs
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for PDEs on networks besides discretization based schemes. More importantly, the
use of convex optimization in the numerical scheme enables optimal control applica-
tions as demonstrated in this dissertation in the example of optimal on-ramp metering
controller.
5.2 Future work
This dissertation developed three major contributions, and future work will dedicate to
addressing certain limitations.
• The traffic estimation analysis was based on microsimulation, which avoided the needs
for expensive and time consuming field deployments. However, to validate the primary
findings in microsimulation, it is necessary to deploy a small number of smart work
zones in the field. The evaluation results in microsimulation can be used to reduce
the number of needed smart work zones deployments. For instance, the accuracy of
sensors is evaluated to have negligible influence on the the traffic estimation accuracy,
and consequently it is not necessary to deploy different smart work zones that vary
only in the accuracy of sensors.
• The traffic sensor developed in this dissertation has been tested in a subset of realis-
tic weather conditions, and the sensor showed comparable accuracy to existing traffic
sensors in work zones in tested weather conditions. A more extensive evaluation of the
sensor performance under adverse weather conditions is needed to enable a complete
comparison to the accuracy of commercially available work zone sensors. The proposed
traffic sensor is highly energy efficient, and opens the possibility to eliminate large bat-
teries and/or large solar panels which typically lead to sensor installations on relatively
expensive portable trailers. The low energy design may provide an opportunity to sig-
nificantly reduce the overall cost of the sensor, which should be more comprehensively
investigated in a commercial development stage of the sensor. Finally, the PIR sensor
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model used in this work produces approximately 1 Celsius degree RMSE at a sampling
rate of 64 Hz. More accurate or customized PIR sensors may be needed to enable high
performance under adverse weather conditions.
• The key contribution in traffic control is the proposition that the HJ PDEs on a
network can be decoupled at the junction using a single convex program. The general
proposition is valid for arbitrary networks with convex junction models. However,
the specific formulation of the convex program requires intense algebraic derivation.
This dissertation developed generic conditions to facilitate the formulation of convex
programs for networks with only one junction. Future work on the generalization of
the generic conditions to arbitrary networks can greatly improve the applicability of
the proposed numerical scheme.
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Appendix A
Calibration of the microsimulation
environment and complete evaluation
results
A.1 Calibration procedure
A.1.1 Sensitivity analysis
Sensitivity analysis is a method for determining the influence of each factor to the system
response. Ideally, an analysis of variance (ANOVA) [8] should be performed to obtain
statistical significance of each factor and the interaction between factors. However, a full
factorial ANOVA requires a large number of simulations. For example, the ANOVA of 12
factors with four levels of values each would require 412 = 16, 777, 216 simulations, which
takes 5.3 years to complete assuming each simulation takes 10 s.
An alternative approach is to infer the sensitivity by investigating one factor at a time
while keeping other factors fixed at the default value using X-Y plots [134]. The underlying
assumption is that factors are independent in terms of influencing the response. Though this
assumption is not well justified, it provides a faster way to infer the sensitivity of factors.
A comprehensive parameter sensitivity analysis in AIMSUN has been previously con-
ducted [137]. Initially, 32 parameters were first selected and then reduced to eight param-
eters based on engineering and empirical knowledge. The sensitivity analysis showed four
out of the eight parameters explained more than 95% of the output variance, including the
reaction time, speed acceptance, maximum acceleration, and the coefficient of variance.
This thesis followed their selection and selected an initial set of six parameters for each
type of vehicle for the sensitivity analysis:
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• reactionTime. This is the time for a driver to react to speed changes of the preceding
vehicle. In AIMSUN, the reaction time is required to be multiplications of the simula-
tion step. In the analysis of this parameter, to obtain a finer resolution, the simulation
step was modified to 0.2 s.
• speedAcceptance. he speed acceptance determines the speed of the vehicle. In AIM-
SUN simulation, the speed acceptance of vehicle is a stochastic parameter determined
by four values [mean, std, min, max]. The speedAcceptance parameter analyzed refers
to the mean value. In AIMSUN, the vehicle speed is also determined by another param-
eter maxDesiredSpeed. To allow maximum flexibility for adjusting speedAcceptance,
the parameter maxdesiredSpeed should be set at a high value as suggested in [137].
• maxAccel. This parameter influences the maximum acceleration rate of vehicles. In
AIMSUN, the maximum acceleration rate of vehicles is a stochastic parameter de-
termined by four values defining a random distribution [mean, std, min, max]. The
parameter maxAccel refers to the mean value.
• minDist. This parameter influences the minimum stopping distance of vehicle. In
AIMSUN, the minimum distance is a stochastic parameter determined by [mean, std,
min, max]. The parameter minDist refers to the mean value. This parameter was
neglected in [137] where the minimum distance was directly measured in field. However,
the minimum distance is not available in the data for this work. Therefore, the minDist
is included in the set of parameters for a sensitivity analysis.
• cov. This parameter represents the coefficient of variance (the standard deviation
divided by the mean) for the stochastic parameters, i.e., speedAcceptance, maxAccel,
minDist. Assuming that the distributions of parameters of each type of vehicle are
approximately the same [137], the standard deviation for the stochastic parameters
can be determined the multiplication of cov with the corresponding mean values.
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• sensitivityFactor. In the deceleration component of the car-following model, the
follower makes an estimation of the deceleration of the leader using the sensitivity
factor. If the parameter sensitivityFactor is lower or higher than 1, then the vehicle
underestimates or overestimates the deceleration rate of the leading vehicle, hence
driving more or less aggressively. This parameter was found to be very influential in
terms of changing the traffic behavior, hence included in the initial parameter set. This
parameter is assumed to be deterministic.
In this thesis, the sensitivity analysis was performed on a synthetic highway (approx-
imately one mile). Four detectors were evenly spaced on the road measuring the speeds,
and the traffic demand was specified such that a queue propagates upstream. The total
simulated time horizon is 40 minutes.
Table A.1: Initial parameters for sensitivity analysis
Parameters Default value Range
car speedAcceptance 1.1 [0.85, 1.3]
truck speedAcceptance 1.05 [0.85, 1.1]
car maxAccel (m/s2) 3 [2.6, 3.4]
truck maxAccel (m/s2) 1 [0.6, 1.8]
car minDist (m) 1 [0.5, 1.5]
truck minDist (m) 1.5 [1.0, 2.5]
car sensitivityFactor 1 [0.5, 1.5]
truck sensitivityFactor 1 [0.5, 1.5]
car reactionTime (s) 0.8 {0.4, 0.6,. . . , 2.0}
truck reactionTime (s) 0.8 {0.4, 0.6,. . . , 2.0}
car cov 0.3 [0.1, 0.5]
truck cov 0.33 [0.1, 0.5]
The granularity is 0.01 for all parameters except reactionTime.
Prior to the sensitivity analysis for the parameters specified in Table A.1, the following
configurations were conducted in AIMSUN.
• All other parameters in the AIMSUN were left as default, except that the desired
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speeds for the cars and trucks are set at a high value [105, 6.2, 100, 112] mph to allow
maximum flexibility of adjusting speedAcceptance.
• The detection interval for all detectors was configured as 5 minutes.
• The simulation step was configured as 0.2 s.
• The generation of vehicles was set as const; hence, vehicles were generated exactly as
specified in the traffic demand.
The procedure of the sensitivity analysis is briefly summarized as follows:
• With all other parameters fixed, change the value of the parameter under analysis, and
simulate the new set of parameters in AIMSUN.
• For each set of parameters, run ten simulations and obtain the corresponding responses.
Using ten simulations allows us to see the influence level of each parameter compared
to stochastic errors. In addition, within each simulation, ten replications with random
seeds were simulated to compute the average response.
• Use the simulated speed data to compute the root mean square error (RMSE) against
the speed data generated using default parameter values.
• Visualize the response (RMSE of speed) versus the levels of values for each parameter,
and identify the parameters that are sensitive.
The sensitivity analysis results are visualized in Figure A.1, Figure A.2, and Figure A.3.
In Figure A.1, the car speedAcceptance and the truck maxAccel are both very sensitive,
while the car maxAccel is not sensitive at all. The truck speedAcceptance is mildly sensitive.
However, the stochastic error is relatively large and this parameter is not included the final
calibration parameters.
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Figure A.1: speedAcceptance and maxAccel.
In Figure A.2, the car sensitivityFactor and the truck sensitivityFactor both
exhibit high sensitivity. In comparison, the car minDist and the truck minDist both show
mild sensitivity, and are not included in the final calibration parameters.
In Figure A.3, the reactionTime parameters for both types of vehicles are sensitive
when the value is below 1.6. Therefore, the car reactionTime and truck reactionTime are
included in the final calibration parameters,with levels of value {0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6}
seconds.
In summary, based on the sensitivity analysis of 12 initial parameters, six parameters
were identified as sensitive which were included in the final set of parameters to be calibrated
in Table A.2. In addition, it was later identified during this work that the minimum headway
was also an influential parameter. Therefore, the minimum headways of cars and trucks were
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Figure A.2: minDist and sensitivityFactor.
included in the actual calibration of the work zone.
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Figure A.3: reactionTime and cov.
Table A.2: Parameters for calibration
Parameter Default value Range
car speedAcceptance 1.1 [0.85, 1.3]
truck maxAccel (m/s2) 1 [0.6, 1.8]
car sensitivityFactor 1 [0.5, 1.5]
truck sensitivityFactor 1 [0.5, 1.5]
car reactionTime (s) 0.8 {0.4, 0.6, . . . , 1.6}
truck reactionTime (s) 0.8 {0.4, 0.6, . . . , 1.6}
The granularity is 0.01 for all parameters except reactionTime.
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A.1.2 Verification of the autocalibration framework
This study proposed to calibrate the micro simulation model parameters (Table A.2) using
an automated calibration framework. To validate the feasibility of the proposed approach,
a verification of the framework was conducted.
A synthetic highway section (approximately 1 mile) was modeled with four detectors
evenly spaced on the road. A set of true values were configured for the parameters for
generating the true traffic data. The true traffic data mimics the field data collected in
the field and is required in the computation of the measure of fit. The auto calibration
framework proposed in Section 2.1.3 was applied to the synthetic highway section to recover
the true values.
Considering the complexity and nonlinearity of the calibration problem, the optimization
program NOMAD was configured with the following features activated:
• Latin hypercube sampling. This feature allows maximum coverage of the search space.
• The variable neighborhood search parameter is activated and configured at its max-
imum value 0.99. This feature enables searching in the neighborhood to avoid being
trapped in a local minimum.
• Integer programming. All parameters to be calibrated were assumed to have a gran-
ularity 0.1 or higher. Hence the integer programming feature was activated to avoid
unnecessary evaluation of parameters with finer resolution.
After in total 1536 iterations, the optimal values of parameters were summarized in
Table A.3 and the visualized in Figure A.4. Though the optimal parameters did not recover
the true parameters, the speed RMSE is improved from the simulation using the default
parameters by 89.7%. Moreover, the speed RMSE using optimal values was 5.15 which was
on the same level of error introduced by the stochasticity in the simulation.
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Table A.3: Calibration results for the synthetic model
Parameter True value Default value Optimal value Error
car speedAcceptance 1.08 1.1 1.29 19%
truck maxAccel (m/s2) 0.9 1.0 1.18 31%
car sensitivityFactor 0.95 1.0 0.88 7.3%
truck sensitivityFactor 1.03 1.0 1.1 6.8%
car reactionTime (s) 0.8 0.8 1.0 25%
truck reactionTime (s) 1.2 0.8 1.0 16.7%
speed RMSE 0 49.77 5.15 89.7%∗
∗ improvement over default values.
Considering the high nonlinearity of the optimization problem, the parameters are corre-
lated and the combined effect of different values can be comparable. For example, the auto-
calibration program overestimates truck maxAccel and underestimates truck reactionTime
which combined can produce similar acceleration and deceleration characteristics in con-
gested traffic. Therefore, the auto calibration framework was concluded as a valid solution
for calibrating the parameters in this study.
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Figure A.4: Calibration result for the synthetic model.
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A.2 Complete evaluation results for the I-80 work
zone
This section presents the compete results of 396 combinations of sensor network config-
urations and algorithms evaluated in the I-80 work zone modeled in the microsimulation
environment. The evaluation results from five simulation replications were averaged to min-
imize the stochasticity in the microsimulation. For illustration, the true state of one of
the simulation is plotted in Figure A.5. The true states of the other four replications were
similar.
An example of the velocity estimation using three algorithms with RTMS sensors de-
ployed at 0.5 mile spacing is depicted in Figure A.6. The spatial interpolation simply interpo-
lated the speed measurements to the entire spatial domain, hence the congestion propagated
at an infinite speed, i.e., the congestion propagated to the adjacent sensor within a single
time step. The spatio-temporal filtering algorithm considered limited free flow and back-
ward propagation speed of traffic, hence produced a smoother propagation of the congestion
during the queue formation phase. The main reason for the less favorable transition during
the queue dissipation phase was because of the online use of the spatio-temporal filtering
algorithm which was initially designed for oﬄine estimation. The nonlinear Kalman filtering
algorithm integrated a traffic dynamic model with the sensor measurements, hence produced
the smoothest velocity field estimation. The small variance of the velocity estimation in the
free flow area was due to the inverse computation of the velocity based on a fundamental
diagram.
The corresponding queue length estimation is plotted in Figure A.7. An online smoother
was used to smooth the instantaneous increase of the queue length for the spatial interpola-
tion algorithm. Consequently, the spatial interpolation produced satisfactory queue length
estimation. The spatio-temporal filtering algorithm consistently overestimated the queue
length due to the assumption of the influence domain of each measurement. The nonlinear
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(a) True velocity field over 5 miles and 2.5 hours.
(b) True queue length over 2.5 hours.
(c) True travel time over 2.5 hours. The true travel time was not obtained in
the last period because vehicles that entered the road after approximately 2
hours did not exit before the simulation stopped.
Figure A.5: True state of the (a) velocity field, (b) queue length, and (c) travel time
obtained in simulation for I-80 over 5 miles during 15:30 to 18:00 on May 1, 2015.
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Kalman filter generally produced the most accurate estimation of the queue length.
The typical travel time estimation example using RTMSs at 0.5 mile spacing is plotted
in Figure A.8. The spatial interpolation only considered the spatial measurements at each
time step, hence produced the largest variance in the estimation of the travel time. The
spatio-temporal produced smoother and better travel time estimation due to the consider-
ation of measurements in the temporal dimension. The nonlinear Kalman filter in general
outperformed other algorithms. It should be noted that, the travel time estimation for
all algorithms were not satisfactory due to the use of instantaneous travel time computa-
tion scheme. For more accurate travel time estimation in fast changing traffic dynamics, a
predictive model is recommended.
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(a)
(b)
(c)
Figure A.6: An example of estimated velocity field using (a) spatial interpolation, (b)
spatio-temporal filtering, and (c) nonlinear Kalman filter, with RTMS sensors at 0.5 miles
spacing.
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(a)
(b)
(c)
Figure A.7: An example of estimated queue length using (a) spatial interpolation, (b)
spatio-temporal filtering, and (c) nonlinear Kalman filter, with RTMS sensors at 0.5 miles
spacing. The estimated and true queue length are plotted respectively in blue and green
lines.
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(a)
(b)
(c)
Figure A.8: An example of estimated travel time using (a) spatial interpolation, (b)
spatio-temporal filtering, and (c) nonlinear Kalman filter, with RTMS sensors at 0.5 miles
spacing. The estimated and true travel time are plotted respectively in blue and green lines.
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A.2.1 Algorithms and sensor spacing
This subsection summarizes how the algorithms and sensor spacing influence the estimation
accuracy for the velocity, the queue length, and the travel time.
The algorithms and spacing were evaluated in three scenarios, respectively using RTMSs,
RADARs, and LERs. It was identified that, regardless of the types of sensors, i) the nonlinear
Kalman filter generally outperformed other algorithms in the estimation accuracy for the
velocity around the queue, the queue length, and the travel time at sparse spacing; ii)
marginal benefits can be obtained at dense spacing (generally less than 10% improvement
of the estimation accuracy per sensor at 1 miles spacing, and less than 5% per sensor at 0.5
mile spacing).
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RTMS
The estimation results when using RTMSs at different combinations of algorithms and spac-
ings are summarized in Figure A.9, Figure A.10, Figure A.11, and Figure A.12. The general
trend clearly showed the performance for all algorithms improved at denser spacings. The
nonlinear Kalman filtering algorithm consistently outperformed other algorithms in the esti-
mation of the velocity, queue length, and travel time. However, the difference across different
algorithms became less prominent at dense spacing.
Figure A.9: MAE of the velocity field over the entire spatio-temporal domain using RTMS
sensors across a range of spacings.
Figure A.10: MAE of the velocity field +/− 0.5 miles around the queue using RTMS
sensors across a range of spacings.
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Figure A.11: MAE of the queue length using RTMS sensors across a range of spacings.
Figure A.12: MAE of the travel time using RTMS sensors across a range of spacings.
To assess the benefit of additional sensors at each spacing, the percent improvements
of the estimation accuracy are plotted in Figure A.13, Figure A.14, Figure A.15, and Fig-
ure A.16. Overall, approximately, the percent improvement of the estimation accuracy per
RTMS sensor was found to be less than 10% after 1 miles spacing, and less than 5% after
0.5 mile spacing.
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Figure A.13: The percent improvement of the estimation accuracy of the velocity field over
the entire spatio-temporal domain per RTMS sensor at each spacing.
Figure A.14: The percent improvement of the estimation accuracy of the velocity field
+/− 0.5 miles around the queue per RTMS sensor at each spacing.
151
Figure A.15: The percent improvement of the estimation accuracy of the queue length per
RTMS sensor at each spacing.
Figure A.16: The percent improvement of the estimation accuracy of the travel time per
RTMS sensor at each spacing.
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RADAR
The estimation errors for the velocity, the velocity around the queue, the queue length, and
the travel time when using RADARs at different combinations of algorithms and spacings
are visualized in Figure A.17, Figure A.18, Figure A.19, and Figure A.20. The findings were
similar to the RTMS scenarios.
Figure A.17: MAE of the velocity field over the entire spatio-temporal domain using radar
sensors across a range of spacings.
Figure A.18: MAE of the velocity field +/− 0.5 miles around the queue using radar
sensors across a range of spacings.
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Figure A.19: MAE of the queue length using radar sensors across a range of spacings.
Figure A.20: MAE of the travel time using radar sensors across a range of spacings.
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LER
The estimation errors for the velocity, the velocity around the queue, the queue length, and
the travel time when using LERs at different combinations of algorithms and spacings are
visualized in Figure A.21, Figure A.22, Figure A.23, and Figure A.24. The findings were
similar to the RTMS and radar scenarios with one exception. The advantage of using the
nonlinear Kalman filter was found to be much less prominent compared to scenarios using
RTMS and radar sensors. The main reason was due to the inaccurate flow measurement
from the LERs, which were critical for good performance of the nonlinear Kalman filter.
Figure A.21: MAE of the velocity field over the entire spatio-temporal domain using LER
sensors across a range of spacings.
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Figure A.22: MAE of the velocity field +/− 0.5 miles around the queue using LER sensors
across a range of spacings.
Figure A.23: MAE of the queue length using LER sensors across a range of spacings.
Figure A.24: MAE of the travel time using LER sensors across a range of spacings.
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A.2.2 Type of sensors
This subsection presents two scenarios where the influence of the type of sensors is evaluated,
respectively at 0.5 mile spacing (Figure A.25) and at 1 mile spacing (Figure A.26).
At 0.5 mile spacing
The evaluation result is shown in Figure A.25. The performance of the spatial interpolation
and the nonlinear Kalman filter increased from LER to the IDEAL sensors due to the
increasing data quality from sensors. In addition, the estimation accuracy when using LERs,
radars, and RTMSs was found to be similar as using ideal sensors, which confirmed the one
of the largest sensor measurement error sources was the quantization error. In addition, the
nonlinear Kalman filter performed significantly worse when using LERs compared to other
three types of sensors. The main reason was the increased flow measurement error of LER
due to its operation strategy (operates only during half of each detection cycle) and the
occlusion issue. It should be noted that good performance of the nonlinear Kalman filtering
using radars was based on manual adjustment of the biased flow measurement from radars,
which could not be guaranteed in a general field deployment. Finally, the spatio-temporal
filtering performed worst when estimating the velocity around the queue and the queue
length due to its assumption on the influence domain of each sensor measurement.
At 1 mile spacing
The evaluation result is shown in Figure A.26. The magnitudes of the estimation error
all increased compared to the scenario at 0.5 mile spacing. Nevertheless, the findings were
similar. The good performance of the nonlinear Kalman filter requires accurate flow mea-
surement data, e.g. from RTMSs. The biased flow measurement data from radars can be
adjusted based on the estimated percentage of occluded vehicles to achieve similar perfor-
mance, which however could not be guaranteed in a field deployment where the percentage
of occluded vehicles may vary dramatically.
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(a) (b)
(c) (d)
Figure A.25: MAE of the (a) velocity estimation over the entire spatio-temporal domain,
(b) velocity estimation at +/− 0.5 mile around the queue, (c) queue length estimation,
and (d) travel time estimation using different types of sensors at 0.5 miles spacing in I-80.
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(a) (b)
(c) (d)
Figure A.26: MAE of the (a) velocity estimation over the entire spatio-temporal domain,
(b) velocity estimation at +/− 0.5 mile around the queue, (c) queue length estimation,
and (d) travel time estimation using different types of sensors at 1 miles spacing in I-80.
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A.2.3 Accuracy of sensors
The subsection summarizes how the accuracy of individual sensors influences the estimation
results. In this experiment, all sensors were assumed to have been properly calibrated to
remove the measurement bias of individual vehicles and achieve the advertised accuracy
in the product specification. Two scenarios were presented in this subsection, respectively
RTMSs at 1 miles spacing, and radars at 1 miles spacing.
RTMSs at 1 mile spacing
The evaluation result is shown in Figure A.27. The improvements of the estimation accuracy
for the velocity, queue length, and travel time were negligible. This finding indicated the
quantization error was the dominating source of the measurement error, and the improvement
of the accuracy of the existing RTMSs could provide marginal benefits. It should be noted
that the decreasing performance of the nonlinear Kalman filter when using improved sensors
was caused by the selection of parameters for the Kalman filter, which was optimized for
the existing RTMS sensors.
RADARs at 1 mile spacing
The evaluation result is shown in Figure A.28. The same finding for RTMSs was confirmed
to be valid also for radar sensors, i.e., improvement of the accuracy of radar sensors would
provide negligible benefits.
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(a) (b)
(c) (d)
Figure A.27: MAE of the (a) velocity estimation over the entire spatio-temporal domain,
(b) velocity estimation at +/− 0.5 mile around the queue, (c) queue length estimation,
and (d) travel time estimation using RTMS sensors with different levels of accuracy at 1
mile spacing in I-80.
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(a) (b)
(c) (d)
Figure A.28: MAE of the (a) velocity estimation over the entire spatio-temporal domain,
(b) velocity estimation at +/− 0.5 mile around the queue, (c) queue length estimation,
and (d) travel time estimation using radar sensors with different levels of accuracy at 1
mile spacing in I-80.
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Appendix B
Discussions and proofs for
propositions in the numerical
framework
B.1 Discussion of the unique solution at the diverge
The unique solution during a single time interval j at a diverge can be computed by a diverge
junction solver which can be constructed following the construction of CP (4.14) for the
merge. Since the diverge junction solver is very similar to the merge junction solver except
for notation changes, we only discuss the resulting unique solutions without articulating the
mathematical details of the diverge junction solver.
The unique solution of the diverge junction model is illustrated in Fig. B.1. There are in
total three scenarios depending on the feasible sets on links (4.12) (4.13), namely, (i) when
the maximum sending flow from link 1 exceeds the total receiving flow on links 2 and 3 in
Fig. B.1a; (ii) when the maximum sending flow is smaller than the total receiving flow on
links 2 and 3 but the prescribed distribution ratio can not be followed exactly in Fig. B.1b;
(iii) when the maximum sending flow is smaller than the total receiving flow on links 2 and 3
and the prescribed distribution ratio can be followed exactly in Fig. B.1c. The feasible set of
the convex program is denoted by the shaded area, where the upper bounds of the feasible in-
ternal boundary flows for three links are respectively N¯1 = max
{
q1(j) | q1(j) ∈ F j1,s
}
, N¯2 =
max
{
q2(j) | q2(j) ∈ F j2,r
}
, and N¯3 = max
{
q3(j) | q3(j) ∈ F j3,r
}
. The solid lines denote the
maximum receiving flows on links 2 and 3. The dashed line denotes the maximum sending
flow from link 1. The dotted line denotes the prescribed distribution of the boundary flows,
i.e., q2(j) =
q1(j)
1+D
, q3(j) =
Dq1(j)
1+D
. The unique solution computed by a diverge junction solver
is marked at point Q.
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In scenario Fig. B.1a, the maximum sending flow from link 1 exceeds the the total flow
that can be received by links 2 and 3 combined. Hence, the single point that maximizes
the throughput saturates the maximum receiving flow on links 2 and 3, and is the optimal
solution to the diverge junction solver. It should be noted that the optimal solution Q may
not fall on the dotted distribution line, meaning distribution rule (A3’) is relaxed and a
portion of vehicles originally headed to link 2 are rerouted to link 3. The benefit of such a
model is that it prevents a blocked exit ramp from completely blocking all flows across the
junction when applied to multilane freeways.
If the downstream links combined can receive more flow than the upstream link 1 can
send, the maximum sending flow becomes an active constraint as shown in Fig. B.1b. There
are an infinite number of flow maximizing solutions on the dashed line within the feasible
set, and none of the solutions satisfy the prescribed distribution ratio exactly. In this case,
the sending flow from link 1 saturates the link 2 first, and then the vehicles that can not be
admitted to link 2 will reroute to link 3. Consequently, the optimal solution to the diverge
junction solver is the solution Q that is closest to the dotted line among the solutions on
the dashed line within the feasible set.
In the last scenario, the total downstream links combined is higher than the maximum
sending flow from link 1, and the sending flow can be distributed exactly following the
distribution ratio as in Fig. B.1c. In this case, there is no conflicts between maximizing the
throughput (A2’) and following the flow distribution (A3’). Therefore, the solution at Q
that satisfies both (A2’) and (A3’) is the optimal solution to the diverge junction solver.
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Figure B.1: Three scenarios at a diverge. Link 1 diverges to link 2 and 3. The two solid
lines represent the maximum receiving flow on links 2 and 3. The dashed line denotes the
maximum sending flow on link 1. The dotted line denotes the prescribed distribution ratio.
The shaded area is the feasible set of boundary flows (4.12) (4.13). The unique solution
computed by the diverge junction solver is depicted by Q.
B.2 Proof of Proposition 4
The merge junction solver CP (4.14) computes the unique internal boundary flow solution
q∗(j) =
(
q∗b1(j), q
∗
b2
(j), q∗a3(j)
)
at interval j, where q∗(j) satisfies (A1), (A2), (A3):
(i) The internal boundary flows satisfy mass conservation (A1), q∗a3(j) = q
∗
b1
(j)+q∗b2(j).
(ii) The throughput flow at the junction is maximized subject to the feasible sets on
connecting links (A2), i.e., q∗(j) ∈ Qj := argmax
q(j)∈Fj1,s×Fj2,s×Fj3,r
qa3(j).
(iii) The deviation from the distribution equation is minimized (A3’), i.e., q∗(j) =
argmin
q(j)∈Qj
‖qb2(j)− Pqb1(j)‖1.
Proof. At a merge junction, there are in total three scenarios, (i) the downstream link has
sufficient capacity; (ii) the downstream link has insufficient capacity, however there exists
no solution that maximizes the throughput and satisfies the prescribed priority ratio at the
same time; (iii) the downstream has insufficient capacity, and there exists a solution that
maximizes the throughput and satisfies the prescribed priority ratio at the same time.
Denote the upper bounds of the sending and receiving boundary flows on three links
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at the junction as N¯1 = max
{
q1(j) | q1(j) ∈ F j1,s
}
, N¯2 = max
{
q2(j) | q2(j) ∈ F j2,s
}
, and
N¯3 = max {q3(j) | q3(j) ∈ F j3,r
}
.
By construction of the junction solver, the constraint set of the convex program is
non-empty, which guarantees the existence of a solution. Suppose the optimal solution
is (q∗1(j), q
∗
2(j)). It suffices to prove the objective function value f (qˆ1(j), qˆ2(j)) associated
with any feasible alternative solution (qˆ1(j), qˆ2(j)) is strictly smaller than f (q
∗
1(j), q
∗
2(j)).
Scenario 1 (Fig. 4.2a): The downstream link has sufficient space for the upstream
sending flows. Then, the unique solution is obtained by admitting all the vehicles from
the upstream links, i.e., q∗1(j) = N¯1, and q
∗
2(j) = N¯2. Since the the convex objective
function is strictly and monotonically increasing in [0, N¯1]×[0, N¯2] by condition (4.15a),
the optimal solution computed by the convex program is (N¯1, N¯2).
Scenario 2 (Fig. 4.2b): The downstream link has insufficient space for the sending
flows from the upstream links. However, there exists no solution that maximizes the
flow while satisfying the priority parameter. Therefore, the unique solution is obtained
by selecting the point on the dashed line segment in the feasible set that is closest to
the prescribed priority parameter (dotted line), i.e., q∗1(j) = N¯1, q
∗
2(j) = N¯3 − N¯1. By
applying the same technique in Scenario 1 using condition (4.15a), we can observe
that: ∀(qˆ1(j), qˆ2(j)) not on the dashed line segment in the feasible set, ∃(q′1(j), q′2(j))
on the dashed line segment in the feasible set, such that the following inequality holds:
f(q′1(j), q
′
2(j)) > f(qˆ1(j), qˆ2(j)). (B.1)
Therefore, it suffices to only consider the feasible solutions on the dashed line seg-
ment in the feasible set. Define an alternative solution on the dashed line segment as
(q∗1(j) + δ1 ,q
∗
2(j) +δ2), where δ1 + δ2 = 0. In addition, since the alternative solution
is a feasible solution, i.e., q∗1(j) + δ1 ≤ N¯1, hence δ1 ≤ 0, The objective function value
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for the alternative solution is
f(q∗1(j) + δ1, q
∗
2(j) + δ2) = f(q
∗
1(j), q
∗
2(j)) +
∂f
∂q1(j)
δ1 +
∂f
∂q2(j)
δ2,
≤ f(q∗1(j), q∗2(j)) + (δ1 + δ2) ∂f∂q2(j) , by (4.15b) ,
= f(q∗1(j), q
∗
2(j)).
(B.2)
The equality holds only when δ1 = δ2 = 0, which proves the uniqueness of the solution.
Scenario 3 (Fig. 4.2c): In this scenario, the downstream link has sufficient space for
the sending flows from the upstream links, and there exists a solution that maximizes
the flow while satisfying the priority parameter. The unique solution is obtained by
distributing the maximum sending flow from the upstream link using the distribution
parameter P , i.e., q∗1(j) = N¯3/(1 +P ), q
∗
2(j) = N¯3 ·P/(1 +P ). Similarly as in Scenario
2, it suffices to only consider alternative solutions on the dashed line segment in the
feasible set (q∗1(j) + δ1, q
∗
2(j) + δ2), where by definition δ1 + δ2 = 0.
– If δ1 ≤ 0, then δ2 = −δ1 ≥ 0, and q∗2(j) + δ2 = Pq∗1(j) + δ2 ≥ P (q∗1(j) + δ1). The
corresponding objective function value is
f(q∗1(j) + δ1, q
∗
2(j) + δ2) = f(q
∗
1(j), q
∗
2(j)) +
∂f
∂q1(j)
δ1 +
∂f
∂q2(j)
δ2,
≤ f(q∗1(j), q∗2(j)) + (δ1 + δ2) ∂f∂q1(j) , by (4.15b),
≤ f(q∗1(j), q∗2(j)).
(B.3)
The equality holds only when δ1 = δ2 = 0.
– If δ1 > 0, then δ2 = −δ1 < 0, and q∗2(j) + δ2 = Pq∗1(j) + δ2 ≤ P (q∗1(j) + δ1). The
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corresponding objective function value is
f(q∗1(j) + δ1, q
∗
2(j) + δ2) = f(q
∗
1(j), q
∗
2(j)) +
∂f
∂q1(j)
δ1 +
∂f
∂q2(j)
δ2,
< f(q∗1(j), q
∗
2(j)) + (δ1 + δ2)
∂f
∂q2(j)
, by (4.15c) ,
< f(q∗1(j), q
∗
2(j)).
(B.4)
Therefore, the objective value for all feasible points other than the solution (q∗1(j), q
∗
2(j))
are strictly smaller, and therefore (q∗1(j), q
∗
2(j)) is unique.
B.3 Proof of Proposition 5
The junction solver (4.23) gives the same unique solution {qb1(j), qb2(j), qa3(j) | ∀j ∈ J }
obtained by sequentially solving CP (4.14) at each time interval.
Proof. The proof relies on the equivalence of the KKT conditions between the sequence of
convex program for each single time interval and the single convex program for the entire
time horizon. The proof is presented in four steps. Step 1: write the KKT conditions of
convex programs for each single time interval. Step 2: remove the terms on the objective
function in the KKT conditions using the conditions (4.15). Step 3: write the KKT condi-
tions of the single convex program over the entire time horizon. Step 4: show the optimal
solution and associated multipliers that satisfy the KKT conditions of the single convex
program over the entire time horizon and the proposed conditions (4.24) (4.25) (4.26) also
satisfy the KKT conditions for each time interval, hence the solution is the unique solution
at each time interval.
Step 1: Write the KKT condtions for CP (4.14) at each time interval.
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For each interval j ∈ J , assuming the unique solution until interval j − 1 are known, we
can rewrite CP (4.14) explicitly as follows:
Maximize
q1(j),q2(j)
f(q1(j), q2(j))
s.t.
∑j−1
τ=1 q
∗
1(τ)∆tτ + q1(j)∆tj ≤ N¯1(j),∑j−1
τ=1 q
∗
2(τ)∆tτ + q2(j)∆tj ≤ N¯2(j),∑j−1
τ=1 q
∗
3(τ)∆tτ + q3(j)∆tj ≤ N¯3(j),
q1(j) ≤ qmax1 ,
q2(j) ≤ qmax2 ,
q3(j) ≤ qmax3 ,
q1(j) + q2(j) = q3(j).
(B.5)
The KKT conditions for above CP can be written as follows. If (q∗1(j), q
∗
2(j), q
∗
3(j)) is the
optimal solution of CP (B.5), then there exist multipliers λi, i ∈ {1, · · · , 6}, such that
λi ≥ 0, ∀i ∈ {1, 2 . . . 6},
λ1 ·
(∑j
τ=1 q
∗
1(τ)∆tτ − N¯1(j)
)
= 0,
λ2 ·
(∑j
τ=1 q
∗
2(τ)∆tτ − N¯2(j)
)
= 0,
λ3 ·
(∑j
τ=1 (q
∗
1(τ) + q
∗
2(τ)) ∆tτ − N¯3(j)
)
= 0,
λ4 · (q∗1(j)− qmax1 ) = 0,
λ5 · (q∗2(j)− qmax2 ) = 0,
λ6 · (q∗1(j) + q∗2(j)− qmax3 ) = 0,
− ∂f
∂q1(j)∆tj
+ λ1 + λ3 + λ4 + λ6 = 0,
− ∂f
∂q2(j)∆tj
+ λ2 + λ3 + λ5 + λ6 = 0.
(B.6)
Note that since there are only linear constraints in CP (B.5), the KKT conditions are
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also sufficient conditions. Hence, given boundary flows (q1(j), q2(j)), if there exists a set of
multipliers that satisfies the KKT conditions above for (q1(j), q2(j)), then (q1(j), q2(j)) is
the optimal solution.
Step 2: Combine the conditions (4.15) with the KKT conditions for CP (B.5).
From Step 1, the derivatives of the objective function ∂f/∂q1(j), ∂f/∂q2(j) are related
to the set of multipliers by the stationarity condition in the KKT conditions.
Combined with the conditions on f (4.15) from the junction solver (4.14), the above KKT
conditions can be rewritten as follows. If (q∗1(j), q
∗
2(j)) is the unique solution of CP (B.5),
then there exist λi, i ∈ {1, · · · , 6}, such that:
(KKTj)

λi ≥ 0 ∀i ∈ {1, 2 . . . 6},
λ1 ·
(∑j
τ=1 q
∗
1(τ)∆tτ − N¯1(j)
)
= 0,
λ2 ·
(∑j
τ=1 q
∗
2(τ)∆tτ − N¯2(j)
)
= 0,
λ3 ·
(∑j
τ=1 (q
∗
1(τ) + q
∗
2(τ)) ∆tτ − N¯3(j)
)
= 0,
λ4 · (q∗1(j)− qmax1 ) = 0,
λ5 · (q∗2(j)− qmax2 ) = 0,
λ6 · (q∗1(j) + q∗2(j)− qmax3 ) = 0,
λ1 + λ3 + λ4 + λ6 > 0,
λ2 + λ3 + λ5 + λ6 > 0,
λ1 + λ3 + λ4 + λ6 > λ2 + λ3 + λ5 + λ6, if q2(j) ≥ Pq1(j),
λ1 + λ3 + λ4 + λ6 < λ2 + λ3 + λ5 + λ6, if q2(j) < Pq1(j).
(B.7)
It should be noted that, compared with the original KKT conditions (B.6), KKTj re-
places the stationarity condition on the objective function f by inequality constraints on the
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multipliers.
Step 3: Write the KKT conditions for single CP (4.23) over the entire time
horizon .
Similarly, CP (4.23) can be written explicitly in the following form:
Maximize
q1,q2
f(q1, q2)
s.t. ∀j ∈ J ,∑j
τ=1 q1(τ)∆tτ ≤ N¯1(j),∑j
τ=1 q2(τ)∆tτ ≤ N¯2(j),∑j
τ=1 q3(τ)∆tτ ≤ N¯3(j),
q1(j) ≤ qmax1 (j),
q2(j) ≤ qmax2 (j),
q3(j) ≤ qmax3 (j),
q1(j) + q2(j) = q3(j).
(B.8)
The associated KKT conditions can be stated as: if {(q∗1(j), q∗2(j)) , ∀j ∈ J } is the optimal
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solution for time intervals j ∈ J , then there exist λi, i ∈ {1, · · · , 6jmax}, such that:
(K̂KT)

∀j ∈ J ,
λi+6(j−1) ≥ 0, ∀i ∈ {1, 2 . . . 6},
λ1+6(j−1) ·
(∑j
τ=1 q
∗
1(τ)∆tτ − N¯1(j)
)
= 0,
λ2+6(j−1) ·
(∑j
τ=1 q
∗
2(τ)∆tτ − N¯2(j)
)
= 0,
λ3+6(j−1) ·
(∑j
τ=1 (q
∗
1(τ) + q
∗
2(τ)) ∆tτ − N¯3(j)
)
= 0,
λ4+6(j−1) · (q∗1(j)− qmax1 ) = 0,
λ5+6(j−1) · (q∗2(j)− qmax2 ) = 0,
λ6+6(j−1) · (q∗1(j) + q∗2(j)− qmax3 ) = 0,
− ∂f
∂q1(j)∆tj
+
∑jmax
l=j (λ1+6(l−1) + λ3+6(l−1)) + λ4+6(j−1) + λ6+6(j−1) = 0,
− ∂f
∂q2(j)∆tj
+
∑jmax
l=j (λ2+6(l−1) + λ3+6(l−1)) + λ5+6(j−1) + λ6+6(j−1) = 0.
(B.9)
Remark: There are six multipliers λi+6(j−1), i ∈ {1, 2, . . . , 6} associated with each interval
j. Except for the stationarity conditions, ∪j∈JKKTj is identical to K̂KT.
Step 4: Show the optimal solution to CP (B.8) is the unique solution for
all steps .
Suppose (q1(j), q2(j)) ,∀j ∈ J is the optimal solution to CP (B.8), then there exists a
set of multipliers {λi} that satisfies K̂KT. We now show that, the set of multipliers {λi}
also satisfies ∪jmaxj=1 KKTj.
Since K̂KT and ∪jmaxj=1 KKTj are identical except for the stationarity conditions, it suffices
to prove that at each time interval j, the corresponding multipliers satisfies KKTj the
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following inequalities which is derived in Step 2.

λ1+6(j−1) + λ3+6(j−1) + λ4+6(j−1) + λ6+6(j−1) > 0, 〈1〉
λ2+6(j−1) + λ3+6(j−1) + λ5+6(j−1) + λ6+6(j−1) > 0, 〈2〉
λ1+6(j−1) + λ3+6(j−1) + λ4+6(j−1) + λ6+6(j−1) >
λ2+6(j−1) + λ3+6(j−1) + λ5+6(j−1) + λ6+6(j−1) if q2(j) ≥ Pq1(j), 〈3〉
λ1+6(j−1) + λ3+6(j−1) + λ4+6(j−1) + λ6+6(j−1) <
λ2+6(j−1) + λ3+6(j−1) + λ5+6(j−1) + λ6+6(j−1) if q2(j) < Pq1(j). 〈4〉
(B.10)
• First show 〈1〉 is true.
When j < jmax,
∂f
∂q1(j)∆tj
− ∂f
∂q1(j+1)∆tj+1
= λ1+6(j−1) + λ3+6(j−1) + λ4+6(j−1) + λ6+6(j−1)
−λ4+6j − λ6+6j.
(B.11)
Then, rearranging terms,
λ1+6(j−1) + λ3+6(j−1)+ λ4+6(j−1) + λ6+6(j−1)
= λ4+6j + λ6+6j +
∂f
∂q1(j)∆tj
− ∂f
∂q1(j+1)∆tj+1
,
≥ ∂f
∂q1(j)∆tj
− ∂f
∂q1(j+1)∆tj+1
,
> 0, by (4.24a).
(B.12)
When j = jmax,
λ1+6(jmax−1) + λ3+6(jmax−1) + λ4+6(jmax−1) + λ6+6(jmax−1) =
∂f
∂q1(j)∆tj
> 0,
by (4.24a).
(B.13)
• 〈2〉 can be proved similarly as 〈1〉.
• Next, we show 〈3〉 is true.
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When j < jmax, and q2(j) ≥ Pq1(j),
∂f
∂q1(j)∆tj
− ∂f
∂q2(j)∆tj
=
∑jmax
u=j+1
(
λ1+6(u−1) + λ3+6(u−1)
)
+ λ1+6(j−1) + λ3+6(j−1)
+λ4+6(j−1) + λ6+6(j−1) −
∑jmax
u=j+1
(
λ2+6(u−1) + λ3+6(u−1)
)
−λ2+6(j−1) − λ3+6(j−1) − λ5+6(j−1) − λ6+6(j−1).
(B.14)
Hence,
(
λ1+6(j−1) + λ3+6(j−1) + λ4+6(j−1) + λ6+6(j−1)
)
− (λ2+6(j−1) + λ3+6(j−1) + λ5+6(j−1) + λ6+6(j−1))
= ∂f
∂q1(j)∆tj
− ∂f
∂q2(j)∆tj
+
∑jmax
u=j+1
(
λ2+6(u−1)
)−∑jmaxu=j+1 (λ1+6(u−1)) ,
≥ ∂f
∂q1(j)∆tj
− ∂f
∂q2(j)∆tj
−∑jmaxu=j+1 (λ1+6(u−1)) ,
≥ ∂f
∂q1(j)∆tj
− ∂f
∂q2(j)∆tj
− ∂f
∂q1(j+1)∆tj+1
,
> 0, by (4.25a).
(B.15)
When j = jmax, and q2(j) ≥ Pq1(j),
λ1+6(j−1) + λ3+6(j−1) + λ4+6(j−1) + λ6+6(j−1)
−λ2+6(j−1) − λ3+6(j−1) − λ5+6(j−1) − λ6+6(j−1)
= ∂f
∂q1(jmax)∆tjmax
− ∂f
∂q2(jmax)∆tjmax
> 0, by (4.26a).
(B.16)
• The proof of 〈4〉 follows similarly as 〈3〉.
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