This paper considers lossy source coding of ndimensional continuous memoryless sources with low meansquare error distortion and shows a simple, explicit approximation to the minimum source coding rate. More precisely, a nonasymptotic version of Shannon's lower bound is presented. Lattice quantizers are shown to approach that lower bound, provided that the source density is smooth enough and the distortion is low, which implies that fine multidimensional lattice coverings are nearly optimal in the rate-distortion sense even at finite n. The achievability proof technique avoids both the usual random coding argument and the simplifying assumption of the presence of a dither signal.
I. INTRODUCTION
We showed in [1] that for the compression of a memoryless source with single-letter distribution P X under a single-letter distortion measure d(·, ·), the minimum achievable source coding rate R(n, d, ) comparable with blocklength n and the probability of exceeding distortion d given by
where Q is the complementary Gaussian cdf, R(d) is the rate-distortion function of the source:
and V(d) is a parameter we termed the rate-dispersion function. That parameter quantifies the overhead over the rate-distortion function incurred by the finite blocklength constraint. Dropping the remainder term in (1) , we obtain a simple approximation to the minimum achievable coding rate. That approximation provides good accuracy even at short blocklengths, as evidenced by the numerical results in [1] . In this contribution, we derive a simplification of (1) in the regime of low d. The interest in pursuing such a simplification stems from the fact that closed-form formulas for R(d) and V(d) are rarely available. Indeed, the rate-distortion and the rate-dispersion function are given by the mean and V. Kostina is with California Institute of Technology (e-mail: vkostina@caltech.edu). This work is supported by the Simons Institute for the Theory of Computing. the variance of  X (X, d), d-tilted information, the random variable which is defined through
where λ = −R (d), and the expectation is with respect to the unconditional distribution of Y , the random variable that attains the rate-distortion function, i.e. R(d) = I(X; Y ). Thus, both the rate-dispersion and the rate-distortion function are described in terms of the solution to the convex optimization problem in (2) . Although the convexity of the problem in (2) often allows for an efficient numerical computation of its optimum [2] , closed-form expressions are available only in special cases. In those cases, the distortion measure is carefully tailored to match the source. By a fortuitous coincidence, not only is the high resolution regime prevalent in practice of data compression, but it also allows for a vast simplification both in the analysis of the fundamental tradeoffs in data compression and in coding strategies to attain those tradeoffs.
For mean-square error distortion, this paper shows that under regularity conditions,
as long as d is small enough. The value of  X (x, d) can be loosely interpreted as the amount of information that needs to be stored about x in order to restore it with distortion d [1] . The explicit nature of (4) illuminates the tension between f X (X) and the target distortion: the likelier X is, the fewer bits are required to store it; the lower tolerable d is, the more bits are required in order to represent the source with that distortion. We stress that this intuitively pleasing insight is not afforded by the general formula (3).
To gain further understanding of the form of (4), recall that Shannon's lower bound [3] states that the rate-distortion function is bounded below by the difference between the differential entropy of the source, and a term that depends only on the distortion measure and distortion threshold d. For example, for mean-square error distortion, Shannon's lower bound is given by
where h(X) is the differential entropy of the source. Due to its simplicity and because it becomes increasingly tight in the limit of low distortion [4] , [5] , R(d) is often used as a convenient proxy for R(d). Our result in (4) can be viewed as a nonasymptotic refinement of Shannon's lower bound together with the fact that it is tight at low d. More precisely, this paper shows a nonasymptotic version of Shannon's converse bound and demonstrates that it can be approached by a lattice quantizer followed by a lossless coder. A careful analysis of those bounds reveals that for a class of difference distortion measures and sources with sufficiently smooth densities, as d → 0 and n → ∞, the nonasymptotically achievable source coding rate admits the following expansion:
is the variance of the right side of (4).
Since (6) is attained by lattice quantization, lattice quantizers are nearly optimal at high resolution even at finite blocklength. The implication for engineering practice is that, in the search for good codes, it is unnecessary to consider more complex structures than lattices if the goal is high resolution digital representation of the original analog signal. Due to the regularity of the code vector locations, lattice quantizers offer a great reduction in the complexity of encoding algorithms (e.g. [6] , [7] ). Therefore, both their performance and their regular algebraic structure make lattices a particularly appealing choice for an efficient analogto-digital conversion.
This paper also studies the asymptotic rate-distortion performance of lattice quantization of continuous ergodic sources. In particular, we prove that lattice quantization attains Shannon's lower bound in the limit, even if the source is nonstationary.
Notable prior contributions to the understanding of lattice quantizers in large dimension include the works by Rogers [8] , Gersho [9] , Zamir and Feder [10] and Linder and Zeger [11] . Rogers [8] showed the existence of efficient lattice coverings of space. Using a heuristic approach, Gersho [9] studied tessellating vector quantizers, i.e. quantizers whose regions are congruent with some tessellating convex polytope P . 1 Although every lattice quantizer is a tessellating quantizer, the converse is not true. Gersho [9] showed heuristically that in the limit of low distortion, tessellating vector quantizers approach n-dimensional Shannon's lower bound. Relying on a conjecture by Gersho, Linder and Zeger [11] streamlined the proof of Gersho's result and reported that the minimum entropy among all n-dimensional tessellating vector quantizers approaches the n-letter Shannon's lower bound in the limit of low d, provided that the Gersho conjecture is true. Zamir and Feder [10] considered the setting in which a signal called a dither is added to an input signal prior to quantization, namely, dithered quantization, and showed an upper bound on the achievable conditional (on the dither) output entropy of dithered lattice quantizers. Their result relied on a rather restrictive assumption on the source density violated even by the Gaussian distribution. That assumption was later relaxed by Linder and Zeger [11] . While the assumption of the availability of the dither signal both at the encoder and the decoder greatly simplifies the analysis and also improves the performance somewhat by smoothening the underlying densities, it can also substantially and unnecessarily complicate the engineering implementation. This paper does not consider dithered quantization.
Historically, theoretical performance analysis of lossy compressors proceeded in two disparate directions: bounds derived from Shannon theory [3] , and bounds derived from high resolution approximations [12] , [13] . The former provides asymptotic results as the sources are coded using longer and longer blocks. The latter assumes fixed input block size but estimates the performance as the encoding rate becomes arbitrarily large. This paper fuses the two approaches to study the performance of block compressors with high resolution from the Shannon theory viewpoint.
The underlying measurable space throughout the paper is R n together with Borel σ-algebra. So as not to clutter notation, in those statements in which the Cartesian structure of the space is unimportant, we will denote random vectors simply by X, S, etc., omitting dimensionality parameter n. Wherever necessary we will make the dimensionality explicit, writing X n , S n in lieu of X, S. All logarithms are arbitrary common base.
The rest of the paper is organized as follows. Section II studies the properties of lattice coverings that are crucial in later sections. Section III introduces and studies the lattice rate-distortion function. Nonasymptotic analysis is presented in Section IV.
II. LATTICE COVERINGS
Let C be a non-degenerate lattice in R n :
where the n × n generator matrix G is non-singular. The nearest-neighbor C-quantizer is the mapping
and the Voronoi cell V C (c) is the set of all points quantized to c:
The ties in (9) are resolved so that the resulting Voronoi cells are congruent. We denote by V C the cell volume of lattice C:
In the sequel we will be concerned with properties of lattices in the limit of increasing point density, or vanishing cell volume. As evident from (8), a scaling of G by V | det G| results in the lattice of cell volume V . Fixing G and considering lattices generated by V | det G| G, we obtain a continuum of lattices parameterized by V . We will be interested in the rate-distortion behavior of lattice coverings as V → 0.
The following weak condition on the distribution of X ensures that the output entropy of lattice quantizers is well behaved.
Definition 1 (the Csiszár assumption [14] ). Random vector X in R n is said to satisfy the Csiszár assumption if there exists some Borel measurable partition {B 1 , B 2 , . . .} of R n into sets of finite Lebesgue measure such that the following two conditions are satisfied.
2) There exist ρ > 0 and s ∈ N such that for all k, the distance between B k and B , k = , is greater than ρ for all but at most s indices .
In particular, the Csiszár assumption is satisfied if
where x n denotes the vector of integer parts of its components, that is, x n = ( x 1 , . . . , x n ). The next result, essentially contained in [14] , underlines the connection between the entropy of a lattice-quantized version of an ndimensional random variable X and the differential entropy of X.
Theorem 1 (Csiszár [14] ). Let X be a random variable and let C be a lattice in R n . Denote the random variable
where random variable U C is uniform on V C (0). Then,
Furthermore, if the Csiszár assumption is satisfied, then for any sequence of lattices with vanishing cell volume,
Proof. Note that X C has a density even if X does not. The distribution of discrete random variable q C (X) satisfies, for any c ∈ C,
Taking logarithms of both sides of (18) and then an expectation with respect to f X C reveals (16) .
To show (17), continue (18) as
By Jensen's inequality
If h(X) = +∞, due to (20) there is nothing to prove. The validity of (17) under the Csiszár assumption is shown in [14] .
Theorem 1 holds even if X does not have a density; in that case, h(X) = −∞. Theorem 1 also holds for the more general case of non-lattice partitions of R n into sets of equal volume. Prior to Csiszár, the validity of (17) under a more restrictive assumption was proved by Rényi [15, Theorem 4] .
so (16) can be rewritten as
and (17) as lim
Remark 2. The Csiszár assumption is needed to ensure that the tails of f X (x) log f X (x) are well behaved. If f X is supported on a compact, then (17) holds without further assumptions on f X . Indeed, applying the mean value theorem to (19) , for each c ∈ C we note the existence of
It follows that h(X C ) is the Riemann sum for f X (x) log 1 f X (x) and the partition generated by Voronoi cells of C labeled by c − u c , c ∈ C, that is,
Convergence to h(X) follows by the definition of Riemann integral.
The strength of Theorem 1 is that it requires only a very mild assumption on the source density, namely, the Csiszár assumption. The weakness is that it does not offer any estimate on the speed of convergence to the limit in (17) (or, equivalently, in (23)); such an estimate will be crucial in our study of the behavior of the output entropy of lattice quantizers in the limit of increasing dimension. Naturally, for the relative entropy D(X X C ) to be small, the probability density function of X should not change too abruptly within a single quantization cell.
The following smoothness condition will be instrumental. 
Definition 2 presents a slight generalization of a smoothness condition recently suggested by Polyanskiy and Wu [16] . Namely, they considered densities satisfying
for some c 0 ≥ 0, c 1 > 0. Clearly, if f X satisfies (29) and then it is also v-regular with v(x) = c 1 x + c 0 ; and vice versa, if f X is never zero and satisfies (27) with
then it also satisfies (29). A wide class of densities satisfying (29) is identified in [16] . In particular, as argued in [16] , Before we present a bound on D(X X C ) for X with regular probability density function, we introduce the following notation. Denote by B r an n-dimensional ball of radius r centered at zero:
The covering radius of lattice C is the minimum r such that the set C + B r , composed of balls centered at lattice points, covers R n :
Proposition 1. Assume that X ∈ R n has v-regular density. The relative entropy between X and X C is bounded as
where we denoted for brevity
where (42) holds because v is nondecreasing. Using (24) and (42), we evaluate the relative entropy between X and X C as
where (40) holds because v(x) is nondecreasing in x .
Remark 5. If v is convex and nondecreasing, (33) can be strenghtened to
. (41) Indeed, applying Jensen's inequality to (36) results in
and modifying (39) accordingly results in (41). In particular, for v(x) of [16] in (30) we obtain the result of [16] :
Next, we consider the possibilities of lattice quantization in large dimension n.
The effective radius of lattice C is the radius of a ball having the same volume as the cell volume:
where A n is the volume of a unit ball:
By definition,
Covering efficiency of lattice C is measured by the ratio
The closer ρ eff C is to 1 the more sphere-like the Voronoi cells of C are and the better lattice C is for covering.
The following result demonstrates the existence of covering-efficient lattices.
Theorem 2 (Rogers [8, Theorem 5.9]). For each n ≥ 3, there exists an n-dimensional lattice C n and constant c with covering efficiency n log ρ eff C n ≤ log 2 √ 2πe (log n + log log n + c) .
For the distortion measure d : R n × R n → R + , denote minimum output entropy attainable by lattice quantization of the random vector X ∈ R n by
The definition in (49) parallels the definition of -entropy [17] , with the difference that in the latter the infimization is performed over all mappings q : R n → R n and not just lattice quantizers. For that reason, we call the function in (49) lattice -entropy. The next result characterizes the lattice -entropy of an n-dimensional random variable.
Proposition 2. Consider lattice quantization of a continuous random vector X
Lattice -entropy is characterized as
Proof. We use (22) and (44) to expand
and (50) is immediate upon applying (47) and
Since the term inside the infimum in (50) is nonnegative, L X n (d) is lower-bounded by the first three terms in (50). In fact, as we will see in the next section, for good lattice sequences and small d, L X n (d) is well approximated by those three terms.
III. LATTICE RATE-DISTORTION FUNCTION
Definition 3. Lattice rate-distortion function for the compression of a sequence of random variables X 1 , X 2 , . . . is defined by
A variable-length code for random variable S ∈ R n is a pair of mappings f : R n → {0, 1} and g : {0, 1} → R n , where {0, 1} is the set of all binary strings, including the empty string. 2 The operational characteristic of code (f, g) is the tradeoff between the maximal distortion esssup d(S, g(f(S))) and the encoded length it achieves. Since the encoded length is a random variable, the encoded length is measured in some stochastic sense. A popular criterion is the average length, given by E [ (f(S))], where (·) is the length of the binary string in its argument. Another criterion is the excess encoded length compatible with excess probability , given by the maximum integer k such that P [ (f(S)) > k] ≤ . The rate of the code is simply the length (either excess or average) normalized by the blocklength.
The operational meaning of (53) is the asymptotically minimum average rate 3 compatible with maximal distortion d. Indeed, it is well known that L S , the minimum average length required to losslessly encode random variable S ∈ R n is bounded in terms of the entropy of S as [18] , [19] 
Letting S = q C (X n ) and dividing through by n, we conclude that (53) is equivalent to
The main result of this section is the following.
Theorem 3. Fix integer m ≥ 0. Assume that the ergodic process X 1 , X 2 , . . . is such that for some µ ≥ 1,
and the density f
where c i ≥ 0, i = 1, . . . , m. Then, as d → 0, the lattice ratedistortion function under the mean-square error distortion expands as,
where h lim sup
Proof. Note, using Stirling's approximation,
Substituting (61) into (50) and using the fact that the expression under the infimum in (50) is nonnegative, we conclude
(62) For the upper bound, we relax the infimum in (50) by letting C n be the sequence of lattices that has covering radius satisfying (52) and that achieves the Rogers bound (48):
To evaluate D(X n X n C n ), we apply (52) to (58) and use E X n k ≤ µn k 2 , k = 1, 2, . . . , m and the convexity of v to compute
Substituting (64) into (63), dividing by n and taking the limit n → ∞, we obtain (59).
and
then by (43),
Remark 7. For fixed n and any random vector X n with h(X n ) > −∞, as d → 0 we have the expansion
which is obtained by applying (23) to (50). Applying (48) and (61) to (69), we conclude
and therefore lim sup
In comparison, (59) leads to lim d→0 lim sup
We stress that in contrast to (72), which demands regularity conditions on f X n to ensure that D(X n X n C ) vanishes fast enough with vanishing cell volume even as the dimension increases, the result in (71) requires virtually no assumptions on the distribution of X n . Both results appear to be new. The counterpart of (71) for dithered lattice quantization is contained in [20] . For non-dithered quantization with tessellating quantizers, a counterpart of (71) is shown by Linder and Zeger [11] . The validity of their proof depends on the validity of a conjecture by Gersho. The following result was shown by Linkov [4] and revisited by Linder and Zamir [5] :
where R X n (d) is the n-dimensional minimal mutual information quantity defined in (2) (replacing X by X n ). The result in (73) does not imply the existence of an n-dimensional quantizer whose rate satisfies (73). In fact, the proofs in [4] , [5] start with
where the choice of Z satisfies E [d(X, X + Z)] ≤ d. Since operationally, I(X; X + Z) corresponds to the quantization rate (see e.g. [20] ) of X dithered by Z, (73) can be reinterpreted in terms of the minimum rate of dithered quantization. Remark 8. The limit in (71) can be re-written as
which can be viewed as a lattice counterpart of Rényi information dimension [15] .
IV. NONASYMPTOTIC ANALYSIS Definition 4. An (M, d, ) variable-length code for random variable X ∈ R n is a pair of mappings f : R n → {0, 1} and g : {0, 1} → R n such that d(X, g(f(X))) ≤ d a.s. and P [ (f(X)) > log M ] ≤ . The nonasymptotic fundamental limit is defined as
The main result of the paper is stated next.
For the compression of the source consisting of i.i.d. copies of X under mean-square error distortion, it holds that
(77) where R(d) and V are defined in (5) and (7), respectively.
The proofs of the converse and achievability parts of (77) are presented in separate subsections below.
A. Converse
We start with Csiszár's representation of rate-distortion function [21] .
Theorem 5 (Csiszár's representation of R X (d) [21] ). Suppose that the following basic assumptions are satisfied. (a) R X (d) is finite for some d, i.e. d min < ∞, where 
where the maximization is over g(x) ≥ 0 and λ ≥ 0 satisfying the constraint
Remark 9. The maximumization over g(x) ≥ 0 in (80) can be restricted to only 0 ≤ g(x) ≤ 1 [21] .
While the original derivation of Shannon's lower bound follows a different approach [3] , in fact it can be obtained via (80). Indeed, each choice of λ ≥ 0 and g satisfying (81) gives rise to a lower bound to R X (d). For mean-square distortion, checking that the choice
satisfies (81), we conclude that
where R(d) is given in (5) . The observation that Shannon's lower bound can be obtained via (80) is key to the following result.
Theorem 6 (Converse). Assume that the distortion measure satisfies
For a nonnegative integer k, the encoded length of any variable-length code (f, g) operating at distortion d must satisfy
where
and λ is chosen to satisfy
Proof. In [1, Appendix C], it is shown that for any (g(·), λ) satisfying constraint (81) it holds that 4
Verifying that the choice
satisfies (81), we obtain (86).
Applying the Berry-Esseén theorem to analyze the bound in (88) (see e.g. [1, Proof of Theorem 12] for the details on the technique), we conclude that
(91)
B. Achievability
For discrete random variable S, denote the information in s by
Consider the code (f, g) which applies the optimal lossless codes to the output of lattice quantizer C (Fig. 1) . Such a code assigns k shortest binary strings to k highest probability outcomes of q C (X). Its excess-distortion probability is bounded by P [ (f(X)) ≥ k] ≤ P ı q C (X) (q C (X)) ≥ k 4 In [1, Appendix C], the statement is made for the fixed-length code with excess distortion probability , but it is not hard to see that it is equivalent to the variable-length setting with guaranteed distortion and excess length probability constraint of the present paper. Using (18) and (24), we express the information in lattice quantizer output as
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where u x ≤ 2r cov C , and we used (67) to upper bound the third term in (96). The last inequality holds with probability 1 − 1 n by (95). Using (52), (44), (47), (48), (61), and applying the Berry-Esseén bound to analyze (93) (see e.g. [1, Proof of Theorem 12] for the details on the technique), we conclude that nR(n, d, ) ≤ nR(d) + nVQ −1 ( )
V. CONCLUSION
We studied the rate-distortion performance of non-dithered lattice quantization.
First, we showed that for the compression of ergodic sources under mean-square error distortion, lattice quantization attains Shannon's lower bound in the limit of large dimension and low distortion.
Second, for high definition quantization of stationary memoryless sources with the densities satisfying a smoothness condition, we showed an expansion of the minimum achievable source coding rate. The appeal of the new expansion is its explicit nature and a simpler form compared to the more general result in [1] . A nonasymptotic Shannon's lower bound, valid for all d, is shown in Theorem 6. As (99) demonstrates, at low d, that bound is closely approached by lattice quantization. The engineering implication is that a separated architecture of a lattice quantizer followed by a lossless coder displayed in Fig. 1 is nearly optimal.
