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 第2章 関連研究 
本章では，これまでに提案されてきた並列プログラムの実行時間予測手法を示す．本論文では，






























デル化する言語であるNDF(Network Description File)を用いて通信時間を予測する． 






































のCLASS A及び Bでの実行時間予測を行った結果，予測誤差30%以内で予測できている． 
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 2.2.2 Rothberg等の方法[6] 
1993年，Intel Supercomputer Systems Divisionの Rothberg等は，キャッシュサイズ，PU
の処理能力の影響と，通信時間を静的に予測している． 








が 32KM以上だと，キャッシュヒット率は 90%得られると予測している． 
 
表 2.2-1：各プログラム計算量の内訳 
Application Data Opt Concurency Communication
LU 2n  3n  2n  
pn 2  
CG 2n  2n  2n  
pn  
FFT n  nn log  n  pn log  
Barnes-Hut n  











3n  3n  2n  3n  
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Instruction-Level 型シミュレ シーョンと比べ，予測にかかるオ バーヘッドが小さいという特徴を持
つ．しかし，予測に必要な時間は，実際の実行時間よりも大きい．現在までに[8]，[9]，[10]の手法
が提案されている． 
2.3.1 Dickens等の手法 [8] 
1996年，NASA Langley Research CenterのDickens等は，LAPSEというシミュレータを利



















                                                  
1 WHOAもLAPSEと同様に，Dickensにおいて実装されたプロトコルである． 
2 科学データの可視化を目的に実装された，並列グラフィックライブラリであり，[8]ではPGL 中のサンプルプログラムを指す． 
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 2.3.2 Prakash等の手法[9] 
2000年，カリフォルニア大学情報学科のPrakash 等は，MPI-SIMというシミュレータを利用し，
並列プログラムの実行時間予測を行った．MPI-SIM は MPI ライブラリを利用したC 言語のみを
対象としたシミュレータであり，予測対象となるCPU 台数 P に対して，シミュレーションに使用する








おいて，16PU 実行時の予測を行うためには，実際に実行する時間と比べて，2PU で約 16 倍，
16PU を利用しても約4倍の処理時間が必要である． 
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通信部分の予測で，集団通信関数を2PU に行う通信に変換するが，その通信方法は MPI 規格
の実装依存であるという問題も存在する． 
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 2.4 関連研究のまとめ 
これまでに提案されている予測手法を，表 2.4-1に示す． 
 
表 2.4-1 従来の提案手法の比較 





















































































z 計算ブロック ： 
 MPI通信関数を除く，繰り返し文の最内ループボディ及び， 
 繰り返し文で区切られる連続した実行文 








(3) (1)で得られた計算ブロック内で，MPI 通信関数が宣言されている場合は，MPI 通信関数の
前後で 2つの計算ブロックに分割し，また，MPI通信関数を含む文を通信ブロックとする． 
 





図 3.1-1 プログラムのブロック分割例 
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計算ブロック基礎データをTb （iは計算ブロックID）とする． )(_ icomp
 
z  ： 予測の際に実行した計算ブロックの総実行時間 )(_ icompTe
z  ： 予測の際に実行した計算ブロックの総実行回数 )(_ icompNe
 
なお，上記で示す値を求めるための測定文は，計算ブロックの前後ではなく，「当該計算ブロッ











































通信ブロック基礎データをTb （ は通信ブロックID）とする． )(_ jcomm j
 
z  ： 予測の際に実行した通信ブロックの総実行時間 )(_ jcommTe












































































 第4章 MPIETE2 








































表 4.2-1 MPIETE2の仕様 
プログラム言語 C++ 
































 第5章 提案手法の評価 
本章では，第 4 章で示したMPIETE2 を用いて，NAS Parallel Benchmarks ver2.4 
（NPB2.4）の実行時間を予測し，予測実行時間と実際の実行時間の比較を行う． 
本章ではこれより，まず， 5.1でNPB2.4の概要を，5.2で予測対象計算機構成を示す．続いて
5.3 で NPB2.4 の実行時間予測結果を， 5.3.3 で予測に必要な処理時間を示し，最後に5.5 で
予測結果についてのまとめを行う． 
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 5.1 NAS Parallel Benchmarks 
本節では，提案手法の評価に用いたNAS Parallel Benchmarks (NPB)の概要を示す． 
NPBは，NASA Ames Research Centerで開発された並列コンピュータのためのベンチマー
クである．NPB は，５つのParallel Kernel Benchmarksと３つの Parallel CFD （流体力学，
Computational Fluid Dynamicsの略）Application Benchmarks から構成されており，並列コ
ンピュータの実行性能を知る上で，権威あるベンチマークの1つといえる． 





NPB は Kernel Benchmarks として EP，CG，FT，IS，MG が，CFD Application 
Benchmarks としてLU，SP，BT が用意されている．プログラム言語としてはIS のみ C 言語で














表 5.2-1 予測対象計算機の各ノードのスペック 
Node数 128 
CPU Intel Pentium4 2.4GHz 
L2 Cache 512Kbyte 
Memory SDRAM 1Gbyte 
Network 1000BaseTX Ethernet 
Network Switch NETGEAR Gigabit Switch GS516T 1台 
NETGEAR Gigabit Switch GS524T 8台 
Compiler PGI ver5.1 
Compiler Option -fast 
MPI Library MPICH ver 1.2.5 
 
 




















 5.3.1 EPの実行時間予測結果 





図 5.3-1，表 5.3-1に，EPの予測実行時間と実際の実行時間を示す． 
 
 
図 5.3-1 EP CLASS Bの実際の実行時間と予測実行時間 
表 5.3-1 EP CLASS Bの実際の実行時間と予測実行時間 
PU台数 2 4 8 16 32 64 128
実際 128.047 63.940 31.927 15.995 8.205 4.054 2.062 計算
部分 予測 128.471 63.944 31.312 15.885 8.070 4.004 2.003 
実際 0.000 0.294 0.232 0.268 0.268 0.537 1.793 通信
部分 予測 0.002 0.003 0.700 0.702 0.602 0.602 1.977 
実際 128.048 64.234 32.159 16.263 8.473 4.591 3.855 
全体 
予測 128.472 63.946 32.012 16.587 8.672 4.606 3.979 













図 5.3-2，表 5.3-2に，CGの予測実行時間と実際の実行時間を示す． 
 
 
図 5.3-2 CG CLASS Bの実際の実行時間と予測実行時間 
表 5.3-2 CG CLASS Bの実際の実行時間と予測実行時間 
PU台数 2 4 8 16 32 64 128
実際 128.047 63.940 31.927 15.995 8.205 4.054 2.062 計算
部分 予測 128.471 63.944 31.312 15.885 8.070 4.004 2.003 
実際 0.000 0.294 0.232 0.268 0.268 0.537 1.793 通信
部分 予測 0.002 0.003 0.700 0.702 0.602 0.602 1.977 
実際 128.048 64.234 32.159 16.263 8.473 4.591 3.855 
全体 
予測 128.472 63.946 32.012 16.587 8.672 4.606 3.979
予測誤差[%] 1.35 0.84 13.57 3.15 7.05 8.39 0.46 
単位[s] 
表 5.3-2より，CGの予測誤差はすべてのPU台数で 14%以内である．図 5.3-2から分かると
おり，最大の実行性能を示すPU数の予測が可能である． 
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 5.3.3 FTの実行時間予測結果 
FTは，三次元偏微分方程式をFFTおよび逆FFTを用いて解くベンチマークである． 
FTのベンチマーク測定区間での通信は，集団通信関数MPI_Alltoallを行っている．PU数の増
加に伴い，各PU のメッセージサイズは減るが，PU 間の通信回数が増加するため，総メッセ ジー
サイズは一定である． 
図 5.3-3，表 5.3-3に，FTの予測実行時間と実際の実行時間を示す． 
 
 
図 5.3-3 FT CLASS Bの実際の実行時間と予測実行時間 
表 5.3-3 FT CLASS Bの実際の実行時間と予測実行時間 
PU台数 2 4 8 16 32 64 128
実際 337.277 158.480 80.015 40.372 21.052 10.438 3.117 計算
部分 予測 348.906 154.619 79.945 41.379 26.913 13.185 3.880 
実際 162.288 98.329 65.361 37.575 36.163 26.198 38.155 通信
部分 予測 146.972 116.158 77.691 42.013 36.827 26.602 40.347 
実際 499.565 256.809 145.375 77.947 57.215 36.636 41.272 
全体 
予測 495.878 270.777 157.636 83.392 63.740 39.787 44.226 
予測誤差[%] 5.39 8.45 8.53 6.99 11.40 8.60 7.16 
単位[s] 
 




 5.3.4 MGの実行時間予測結果 
MG は，三次元ポアソン方程式を，簡略化したマルチグレッド法で解くベンチマークである．MG
の通信は 1対 1が主であり，階層的なグリッド上で，隣接したPU同士が通信を行う． 
図 5.3-4，表 5.3-4に，MGの予測実行時間と実際の実行時間を示す． 
 
 
図 5.3-4 MG CLASS Bの実際の実行時間と予測実行時間 
表 5.3-4 MG CLASS Bの実際の実行時間と予測実行時間 
PU台数 2 4 8 16 32 64 128
実際 41.298 22.994 12.961 6.909 4.762 2.357 1.251 計算
部分 予測 37.874 21.438 12.914 6.574 4.595 2.438 1.171 
実際 4.402 4.686 3.930 2.426 1.864 2.289 1.772 通信
部分 予測 5.277 6.967 4.953 3.358 2.093 2.779 1.728 
実際 45.700 27.681 16.890 9.335 6.626 4.645 3.024 
全体 
予測 43.152 28.405 17.867 9.932 6.689 5.217 2.899 
予測誤差[%] 9.41 13.87 6.34 13.56 5.98 12.31 4.14 
単位[s] 
 
表 5.3-4より，MGの予測誤差はすべてのPU台数で 14%以内である．図 5.3-4から分かる
とおり，最大の実行性能を示すPU数の予測が可能である． 
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上記 3 つの処理時間のうち，(1)，(3)に関しては，表 5.4-1 に示す計算機上の実行で，処理時間
は 1秒未満であるため，本稿では割愛する． 
 
表 5.4-1 MPIETE2の処理を行う計算機構成 
CPU Pentium M 1GHz 
L2 Cache 1Mbyte 
Memory SDRAM 256Mbyte 
Compiler Visual C++ .NET 2003 




















EP 23.49 4.79 0.17 
CG 108.81 13.12 31.85 
FT 90.94 120.11 10.48 
MG 0.79 6.68 7.52 
      単位[s]    
 
図 5.4-1 2-128PUの実際の総実行時間と予測に必要な処理時間の総和 
 
































を重ねていく． 後者に関しては，MPICH は C 言語からも利用可能なライブラリである．今後は
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