Convolution is an important primitive in computer vision and image processing. In this paper, we present an efficient algorithm for convolution on a mesh connected computer with wraparound. Our algorithm does not require a broadcast feature for data values as assumed by previously proposed algorithms. As a result, the algorithm is applicable both to SIMD as well as MIMD meshes. For an N×N image and a M×M template, the previous algorithms take O (M 2 q) time on an N×N mesh connected multicomputer (q is the number of bits in each entry of the convolution matrix). Our algorithms have complexity O (M 2 r) where r = max {number of bits in an image entry, number of bits in a template entry}. So, in addition to not requiring a broadcast capability, our algorithms are faster for binary images.
INTRODUCTION
The inputs to the image template matching problem are an N×N image matrix arrays; and Lee and Aggarwal [LEE87] , and Maresca and Li [MARE86] have considered mesh connected computers.
In this paper, a parallel algorithm for 2-D convolution is presented for a mesh connected multicomputer with wraparound. Our algorithm differs from those of [LEE87] and [MARE86] in that our algorithm does not use any broadcast of data values. While some models of SIMD multicomputers support O (1) time data broadcast, others either support no data broadcast or support only a O (logN) data broadcast. The algorithms of [LEE87] and [MARE86] assume an O (1) data broadcast. In the case of MIMD multicomputers, O (1) broadcast is not supported by any of the models. Since our algorithms use no data broadcast, the complexity of this operation is not an issue. Further, the amount of result value movement in our algorithm is an order of magnitude less than in the algorithms of [LEE87] and [MARE86] . Thus when the size of the image and template values is small (e.g, binary images and templates) as compared to the convolution values, our algorithms will be more efficient. In the case of binary images and templates the size of the result values will be O (logM) bits. Thus the number of bits communicated in our algorithm will
Section 2 describes our computer model. In Section 3, we develop a fine grained algorithm for one dimensional convolution. This forms the basic component of our two dimensional convolution algorithm which is developed in Section 4. Througout, we assume that each processor has Ο(1) memory. Algorithms for the case when each processor has Ο(M) memory are developed in [RANK88c] .
PRELIMINARIES
While our algorithms apply equally well to both SIMD and MIMD multicomputers, we state them explicitly for the case of SIMD multicomputers only. So, we describe only the model for an SIMD mesh connected multicomputer. The important features of such a multicomputer and the programming notation we use are:
1.
There are P × P processing elements connected together via a mesh interconnection network with wraparound ( Figure 1) . Each PE has a unique index (0..P-1,0..P-1). The local memory of each PE can hold data only (i.e no executable instructions). Hence PEs need be able to perform only the basic arithmetic operations (i.e., no instruction fetch or decode is needed). Throughout this paper, we shall use parentheses('()') to index the PEs. So, A (i, j) refers to the A register of PE(i, j).
2.
There is a separate program memory and control unit. The control unit performs instruction sequencing, fetching, and decoding. In addition, instructions and masks are broadcast by the control unit to the PEs for execution. An instruction mask is a boolean function used to select certain PEs to execute an instruction. For example, in the instruction
is a mask that selects only those PEs whose row index satisfies this property.
I.e, all PEs with indices which are multiples of 4 increment their A register by 1. In a unit route, data may be transmitted from one processor to another only if the two are directly connected. The cost associated with the unit route is the size of the data transmitted (in bits). Since the asymptotic complexity of all our algorithms is determined by the number of unit routes, our complexity analysis will count only these.
The inputs to the one dimensional convolution problem are vectors I [0..N − 1] and
The output is the vector C1D where:
We use the computation of C1D as a basic step in our algorithms to compute C2D. In this section, we develop algorithms for C1D on a one dimensional processor array under the assump- The diagonal just below the main diagonal is numbered 8; the one below it is numbered seven;
and so on. Notice that the numbers 2 through 7 are assigned to exactly two diagonal each. Also note that the number of elements on the at most two diagonals that have the same number is 8 for every assigned number. In the first step we compute the terms in the main diagonal (numbered one). The I values required by the PEs are (I 0 , I 2 , I 4 , I 6 , I 0 , I 2 , I 4 , I 6 ), respectively. In the second step we compute the terms in the diagonals numbered 2. The I values required for this are 
TWO DIMENSIONAL CONVOLUTION
We assume that C2D is to be computed on an N × N mesh connected multicomputer.
Further, we assume that I [i, j ] is initially in the I register of PE (i, j), the result C2D is to be com- We develop two algorithms for this case. The first is conceptually simpler but requires 4M rithm, we rewrite the definition of C2D as The strategy for the second algorithm is similar to that used in computing C1D. We may rewrite the definition of C2D as
where This is done using procedure C1D of Figure 5 .
Step3:
repeatedly shifting the C1D values up the columns of the processor array.
Step4:
end; {of C2D} 
