Abstract. We find the optimal algorithm in the sense of average run time for the counterfeit coin problem: Given n coins, one of which is heavier or lighter than the rest. Using a balance scale, find the counterfeit coin and whether it is heavy or light. An interesting feature of the solution is that our algorithm is a straight line algorithm. We also find the optimal algorithm if a standard coin is available for the first weighing.
In this paper we consider the following algorithmic problem which is a variation on the ancient false coin problem. (Find the counterfeit one, out of 12, by 3 weighings.)
The Problem.
Input: n => 3 coins, one of which is false, being either heavier or lighter than the other coins.
Output: Find the counterfeit coin and whether it is heavy or light. The output coin j is light (resp. heavy) is denoted jL (resp. jH).
Step: The elementary step is placing an equal number of coins on the two sides of a balance. Assuming the possible 2n outcomes equally likely, we look for algorithms which take the smallest number of steps on the average.
(1) Straight line/nonstraight line, i.e., branching is prohibited or allowed. Branch' ing prohibited means that the location of the coins for every weighing is given and cannot be changed according to the results of previous weighings. We show that this does not change the situation.
(2) A standard coin is available for use in the weighings in addition to the set of n coins. It turns out that the average number of steps can sometimes be reduced using this extra coin.
We define four functions: F(n), Fu(n), S(n), Sly(n). F(n) is defined as 2n times the smallest average number of steps that any algorithm takes to solve the problem. (Note that when n coins are given there are 2n possible outcomes). The other three functions are defined for the straight line case (no branching allowed), with a standard coin, and straight line with a standard coin, respectively.
Our main results are summarized in the following. THEOREM. For n >-3, F(n)= FN(n), S(n)= Su(n) (i.e., branching cannot reduce the average number of steps). Let 2n=3t+2k+l,
Before going into the proof, we need some definitions:
We call a tree ternary if each node has at most 3 sons, called the L-, N-and R-sons, respectively. For a ternary tree T rooted at r, the subtree of T rooted at the L son of r is called the L-subtree of T, and its leaves are the L-leaves of T. The Nand R-subtrees and N-and R-leaves are defined similarly. The definition extends in the obvious way to w-subtrees and w-leaves, w being any word over the alphabet {L, N, R}. Also we define h(T) Y d(x, r), the sum taken over all leaves x of T and d(x, r) being the distance in T from x to r.
An We illustrate the situation in the following:
Convention. Given an integer n _-> 3, we represent
The proof of the main theorem obviously follows from the following four propositions" PROPOSITION l.
H(n) 2nt + 3k + 2. The trees which achieve this minimum are the following: Starting from a complete ternary tree of height t, choose any k + 1 leaves. Attach to k of them 3 new leaves 'k') and attach 2 new leaves to the (k+l)st (. "7" ). For any other tree T with 2n leaves, h(T) > H(n).
Proof. See [Hu] for the general Huffman tree problem. !-1
Sr(n) <-2nt + 3k + 3, k odd. The proof of Propositions 2, 3 is based on the fact that not every ternary tree corresponds to an algorithm for the counterfeit coin problem.
PROPOSITION 5. Itl a ternary tree which corresponds to an algorithm for the $-pr,oblem (even if branching is allowed and a standard coin given), the following holds:
(S 1) For all .i >-_ 0 the number of NiL-leaves equals the number of NiR-leaves.
.In an F-problem ternary tree (branching still allowed, no standard coin):
(F1) The number of L-leaves number of R-leaves is even.
.Pro@ According to the tree representation of an algorithm, the NiR leaves correspond to the outcomes still possible after "equal" weighings and one "right side heavier", meaning that one of the coins on the right-hand side in the (i + 1)st step is heavier or one of those in the left side is lighter. The NiL leaves correspond to the same coins jutst switching "heavier" and "lighter", and this proves ($1).
. Using once again our knowledge about Huffman trees, we see that the L, N, R-subtrees of a Huffman tree are all Huffman trees. But the N-subtree satisfies; condition (S1) and so cannot be a Huffman tree by the induction hypothesis.
Proof of Proposition 3. In view of Proposition 2 and the obvious fact that F(n) '-_ S(n), it suffices to discuss the case of even k. For any tree T satisfying (S1) and (Flt) with 2n leaves and 2n 3 +2k + 1 (k even, 3 t-1 =>k =>0), we construct anothr ternary tree with 2n leaves T' so that h(T)>-h(T')+2. This will prove our claim. (F1) implies that the number of L-leaves in T which equals the number of R-leaves in T is even. We call it 21. The number of N-leaves is even, too, and 'vee call it 2m. Replace the L, N, R-subtrees of T by Huffman trees with 21, 2m, 21 leaves, respectively. We claim that 21, 2m _-> 3 -1.
By Proposition 1 each of the L, N, R-subtrees of T has a node with exactly two s,ons which are leaves. Let x, y,z be these nodes with sons x l, x2, y l, y2 and z l, z2
respectively. Assume without loss of generality that d (x, r) => d (y, r). Since 2n 41 + 2m and k is even, it follows that 2m 3 t-1 -t-2s + 1, s odd, 3t-l-2__>s_> 1. Now we show how to reduce h(T) by at least two: transfer leaves from the L-subtree to the R-subtree as in the above-described procedure./Ks mentioned above, this reduces h(T) by one. Now the Nosubtree satisfies (S1) and s is odd, so on replacing the N-subtree by a Huffman tree with 2m lehves at least anotter one is gained, as shown in Proposition 2'. [q Proof of Proposition 4. The proof is constructive and inducti,ve on n. Straigh't line algorithms will be represented by means of a table having n ro, ws: one for each coin and a column for each weighing step. The (i, ]) entry of the tble being L, R or N indicates that the ith coin is placed on the left, placed on the ritght, or not placed on the balance at the flh weighing step. Not all the rows must be o f equal length. Empty entries at the end of a row indicate that if the corresponding ccin is false, then it will be known by the last step in whose column there is an {N, L, R } entry in the row.
Associating L with 1, R with -1 and N with 0, it is obv'ious how arithmetic is done on the "row vectors" of the Sufficiency. Let b be a row vector over {N, L, R} indiclating the results of the steps given by the balance. The flh entry being L, R or N intdicated that on the flh step the left (resp. right) hand was heavy or they were balan, ced (resp.). Now either a prefix of b is a row in the table and this row is unique by (T1), or a prefix of -b is a row in the 
