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高等動物の視覚機能を模擬した特徴抽出モデ、ル
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Feature Extraction Model shammed by the Visual 
System of the Higher Animal 
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In this paper ，  we describe about a feature extraction model of visual patterns .  The 
selected features were the branching points and the number of the branches. This model 
responded to both straight lines and curved lines . 
1. ま え が き
高等動物は種 々 の面にわた っ てす ぐれた知的機能を も
っ て い る 。 こ の よ う な生体の機能， 特に外界 情報の 8 割
前後を 処理す る と いわれ る 視 覚系の パタ ー ン 認識機能を
解明 し， 工学的に実現 し よ う と す る こ と は 有意 義であ る
と 思われ る 。
パタ ー ン 認識が行なわれ る には 認識に必要な種 々 の特
徴を抽出す る こ と が ま ず第 1 に必要であ る 。
生理学の実験に よ れば， 目) 3) 網膜の 受容細胞に投影 さ
れた パタ ー ンは Brod mann の 大脳17， 18， 19 野にゆ く
につれ ， よ り 複 雑な特徴抽出 の 対象 と な る こ と が 認め ら
れ る 。
こ の よ う な生理学的事実に も と づ き ， 種 々 の 特徴を抽
出 する モ デルが研究 されて き た4) 3) 。
本論文は心理学的に 情報量の多い と 考え ら れ る パタ ー
γの分 岐点6 ) と 分 岐の数を特徴 と して 抽 出 す る モ デノレ
を ， 生体の視 覚系の機能を 用 い て 構成 し， そ の デジ タ ル
計 算機 シ ミ ュ レー シ ョ ン に つ い て 述 べた も の であ る 。
2. モデルの概要とそのシミュレーション
図 1 は 特徴 抽出 モ デルの プロッ ク ダイ アグ ラ ム で， 6 
層か ら な り ， 第 3 層は さらに 2 層にわ けられ る . こ の 特
徴抽出 モ テ、ルは入力 と して線図形 と 面図形を 取り あっか
う こ と がで き る が， 線図形の線素幅は 1 mes h程度 と す
る 。 ま た ， 受容野 と して R .層 に on. c enter typeを用
い る の で， 図形 は黒地に 白で 画かれ， 確 率 密 度 関 数 10
(x， 百) で表現 され る と す る 。
R， 層は受 容 細胞層で， j凡(x， 百〉 で表現 され た パタ
ー ンを 1 or 0 の 2 値 パタ ー ン に変換す る 。 出 力 は ん(x.
y) で 与え られ， (1)式は こ の 関係を表わす。
/， (X， Y) = 1[ん(x， Y) - Pl] (1) 
た だ し， Pl は 闇値
r1 x二三0
l[x] = ; 
l O xく 0
(2) 
であ る 。 /0 (x， 官〉 は(1)式に よ り ， 2 値 パタ ー ンに変換
され る わ けで、あ る が， シ ミ ュ レ ー シ ョ ンでは簡 単さのた
め ん (x， Y) を 入力 と せず， 視察に よ り 直接 2 値 パタ ー
ン /， (X， 官)を 入力 パタ ー γ と して与えた。
R .層 は contrast 成分を 検出 し て ， 面図形を線図形
に 変換 し， 線図形は そ の ま ま 保存す る 層であ る 。 こ の よ
う な機能を はたす受容野の形は， 興奮部 1 x 1 . 全体の
大 き さが 3 x 3 の も の が適当であ る 。 こ の受容野 はon 聞
center type であ り ， 神経結合関数 ρ"(�' のは
ρ12 (�， η) = 1 . 5 exp ( =竺土?と〕r \ 0 .15 15 / 
- O. 5 exp (一三士主) (3) r \ 0. 455 / 
であ る 。 こ の 神経結合関数は低域周波数を cut す る た め
Hsら2似ρ仇1
に と つてあ る 。
(4) 
モ デルでは x， Y， �， 可除離散的な値を とる の で あ る
( 9 ) 
10  
f z(x，y) f31(x， y)) 
f 1 (X，y) f 4 i'(土，y) f 5( X， y) 
R 32層
図- 1 特徴抽出モデ、ノレ の ブ ロ ーグダイ ア グ ラ ム
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図- 2 線図形入力 (注〉 空 白部は 0， 以下同 様
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図- 4 線図形入力に対す る R2層の 出 力
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図- 5 面図形入力に対す る R2 層 の 出 力
が， 簡単 さ のた め連続値を と る と し て 積分で表現す る 。
図 2 の線図形， 図 3 の 面図形入 力 パ タ ー ン に 対す る
R2 層 の 出力を 図 4 ， 図5 にそれぞれ し めす。
R2 層 は 2 層 にわか れ， それぞれ R31 層， R32 層 と す
る 。 R31 層 は R. 層での 直線 成分検 出 の た め線素幅を調
節す る 層であ り R2 層が c ontrast を 強調す る の に 対
し， ボケ変換を行な う 層であ る 。 受容野は R3 層 同 様，
同心円状の on- center t ype の 受容野で あ る 。 R. での
直線成分検出 に必要な線素幅は水平， 垂直な直線に対 し
て 1 mes h， 斜線に対 し て は たかだか 3 m esh 程度で あ
る の で， 受容野興奮部の大き さ は 3 x 3 ， 抑制部を含め
た受容野全体の 大 き さ は 9 x 9 と した。 こ の受容野の神
経結合 関数 β2 '3 1( t;， のは
( t;2 + η2 \ 九3 1( さ の= 2 _ O ex p( -一一一一)r\ L 625 J 
一一n(_ t;2 土旦日---'-\ 3 .25 J (5) 
であ る 。 出 力 ん1 ( X， Yω〉 は
であ る 。
んん1〆μ(何z夙ω，Yω) = 虻f[J
.!2 ( ♂+ t;， 官+可ω)dt;d可一p内31口J (伶6)
11 e ρ2剖(t;，η〉
f [XJ = ) JJ�31 
. !2 ( X十t;， y +η)dt;d可 X>O
。 お三二o
(7) 
R32 層 は R31 層 の受容野興奮部の大き さ が 3 x 3 であ
る ため， 直線の 交差 した角の部分が大 き な 出 力を だすの
を抑制す る 層であ る 。 こ の受容野には off- center t ype 
の 受容野が用 い られ， 神経結合 関数 と して は R2 層 の 神
経結合関数の 正負を逆に した も の が使用 され る 。 すなわ
ち
ρ2'32(t;，可 ) = -ρh2( t;， η〉
で R32 層 の 出 力 !32( X， y) は
ん仏y) = 1[Hs32 p2 '32 ( t;， y) 
(8) 
.!2( X  +乙官 +可)dt;dη - ，o32 J 
(9) 
で あ る 。 R31 層 と R32 層 の 関係を 図 6 に し めす。 !32( X，
百〕 が 1 に対応す る ん2( X， 百) の 出 力を抑制す る 回路結
合を R3 1層 の 出力部に構成す る 必要があ る 。
ん1 ( X， y) の ん2( X， 官) か らの抑制を受けた 出 力 を ん
( X， y) と 表わす。
R. 層 は方向 づけ られた 直線成分を検出す る 層で， 大
脳視 覚領の si mp le ce llに対応す る 。 si mp le ce llの直
線成分検出 の機能を も っ と 考え られ る 受容野は， 抑制野
を も つが本モ デ、ノレで‘は簡単 さ のた め抑制野を無視す る 。
こ の層の受容野は図 7 に し め さ れ る よ う な 形 を し て お
り ， 15 度毎， 全体で 24 個あ る 。 すなわち こ の素子は 3
次元配 列を して い る 。 神経結合 関数 と して 具体的な 関数
を あ げ る こ と はで き な いが， 図 7の 受容野の神経結合関
数を お，バt;， のと する 。 出 力 は ん( X， y) の 出 力に 対応
す る 点の みが 情報を も っ と 考え られ る ので， そ の他の点
ではでな い よ う に して あ る 。 R. 層 の 出 力 んi( X， 百) は
ん仇y) = 1[Hs 'p3 叫( t;， η， 的
.jん�( ♂ + t;乙， y +ηの)dl;dη一 p向.i口 コ
た だ し 町は receptive fie ld axis の角度
i= 1 � 24 
(9) 
であ る 。 R. 層 は 叫が 0 0， 300， 600， 900 ・ …・ に対応す
る 出 力が 1 の と き は んは州， ん ( i-1l の 出 力が抑制 さ れ る
回路結合を も っ。 こ れは 1 つの 直線に対 し! 'i( X， Y)， 
んi+1 '( X， y) ， ん ( i-1 '( X， y) の 内， 2 つが同時に応答す
る よ う な誤動作を 抑え る た め で、あ る 。 R. 層 の 機 能 を 図
8 ìこ しめす。 図 8 a ) はR3 層 の 出 力 の あ る 場所を Aで
し め した も の で あ り ， 図 8 b ) は R2 層 の 出 力 の あ る 場
所を Bで しめ した も の であ る 。 図 8 b ) の ホの部分での
抑制前の 丸層 の 出力を 図 8 c ) に， 抑制 後の 出 力を 図
8 d ) に しめ して あ る 。
R5層は大 脳視 覚領の eûmp lex ce llに対応す る も の で
あ る が， 大 脳視 覚領におけ る co mp lex ce llが同 じ re­
ceptive fie ld axis を も っ si mp le ce llを 統合す る の に
対 し， 本 モ デ、ルで、 の R5層は異 っ た r eceptiv e fie ld axis 
を も っ 九層 の 素子の 統合に あ た る。 この層は受容野に
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c)R1J刊のR 刊によるJJlJ :IIIJ ※ ノく11_ /� :; 
図 6 R31 層 の 関 係
結合の強さ=1
図-7 R4層 の受容野
の加算を行なう。 す なわち R5層の出力んCx， y)は




!5(♂， Y)=9 '11) 
である。R5層の出力を図9:こしめす。
Rs層は hyper complex cell �こ対応し， パターンの
分岐点(パターンの角の部分〉で出力をだす。 受容野は
4 x 4で， その形:土rilr径結合開設が汎関誌で表現される
ので定まらない。




うに決定する必要がある。 九層の出力がん(x， yω) = 2 
iは土ほほ、l白白
力を出さない。R6層の出力fん6(何x， y)は
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c)抑制前のR1層の出力11 (x， y) 
d) 1117によるん3の抑制l










図- 9 R . 層 の 出 力
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図-10 R s 層 の 出 力
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図 11 R 7 層 の 出 力
み込む こ と に よ り ， パ タ ー ン の 直線検 出 を 行なうこ と が 本モデル は， 図形に鋭い角がなければそれが線図形て、
可能であ る 。 図 2 の右上が り 直線を特徴 と して抽出する あれ面図形であれ入力 と して と り う る こ と がで き る 。 さ
こ と を考え る 。 直線の 傾 き は水平方向 に 対し 60。 な の で ら に線分検出受容野を用 いた こ と に よ り ， 直線図形 の み
R .層で 出 力 の で る 可能性の あ る も の はん山ん，3， f4'h な らず 曲線、図形 も と り あっかう こ と がで き る 。
/4 '1 4， ん品ん'6であ る 。 こ れ らをO R 回 路で結合し， こ のモデ、ル の 素子数を増し， 素子を 連続分布に近づけ
仮想的な 出 力層 R 7層に そ の 出 力 を だす。 す な わち る と と も に R .層の 線 分検 出 受 容野 に よ り 適切な も の
!7 (X， y) =!.ぷX， y) U!" 3 (X， y) U!.， (X， y) を 用 い る こ と に よ り ， かな り 良い特徴抽 出モデル の 実現
U!"5 (X， y) U!" 14 (X， y) が期待 さ れ る 。
Uん"5 (X， y) Uん'6(X， y) 制
であ る 。 図11 に R 7層の 出力をしめす。
こ の 特徴抽 出モデ ルは ま た， 曲線パ タ ー ン の特徴を抽
出す る こ とが で き る 。 なぜな らば九層の 直線成分検出
層が線分検 出 を 行 な っ て い る ゆえ ん であ る 。 これは 曲線
を直線近似した こ と に対応す る 。
本モデノレは こ の よ うに直線パ タ ー ン， 曲線パ タ ー ンを
問わず， そ の特徴を抽出す る 。 しかし， 鋭い角を も つ よ
うなパ タ ー ン に対して は誤動作を 伴う こ と があ る 。 これ
は九層の受容野に抑制野を含め な か っ た こ と ， 受 容野
の 形を速い ほ ど大 き い結果を も つ よ うにした こ と な どに
起因す る と 思われ る 。
4. 結 諭
本論文は， 心理学的に情報量の多い と 思われ る パ タ ー
ン の分岐点 と 分岐の 数を特徴 と し て抽出す る ため， 生体
の視覚機能， 特に網膜 と 大脳視覚領におけ る 情報処理機
能を特徴抽出国 と し て 用 いた特徴抽出モテ、ル の 構成 と そ
の シ ミ ュ レ ー シ ョ ン について 述べた も の であ る 。
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