Abstract. We first briefly survey the value-distribution theory of Lfunctions of the Bohr-Jessen flavor (or the theory of "M -functions"). Limit formulas for the Riemann zeta-function, Dirichlet L-functions, automorphic L-functions etc. are discussed. Then we prove new results on the value-distribution of symmetric power L-functions, which are limit formulas involving associated M -functions.
The Bohr-Jessen limit theorem
We begin with the classical result of Bohr and Jessen [3] 
on the valuedistribution of the Riemann zeta-function ζ(s).
Let R be a rectangle in the complex plane C with the edges parallel to the axes. Let s = σ+it be a complex variable. By µ 1 we mean the 1-dimensional Lebesgue measure. For σ > 1/2 and T > 0, we define where the rigorous definition of log ζ(σ + it) will be given later (in Section 2). Then the result of Bohr and Jessen can be stated as follows. [3] ).
Theorem 1.1 (Bohr and Jessen
(i) There exists the limit
T V σ (T, R; ζ).
(ii) This limit can be written as
A reformulation of this type of results in terms of weak convergence of probability measures was given by Laurinčikas (see [21] ).
The original proof of Bohr and Jessen is of some geometric flavor. Their proof starts with the expression (1.4) log ζ(σ + it) = − ∞ n=1 log(1 − p
where p n is the nth prime, which is valid for σ > 1. They consider the truncation Let z n (θ; ζ) = − log(1 − p −σ n e 2πiθ ). Then each term z n (θ n ; ζ) on the righthand side of (1.6) describes a planer convex curve when θ n varies from 0 to 1. Therefore S N (θ 1 , . . . , θ N ; ζ) is a kind of geometric "sum" of convex curves. Bohr and Jessen [4] developed a detailed theory on such sums of convex curves, and applied it to the proof of their Theorem 1.1.
Later Jessen and Wintner [16] published an alternative proof of Theorem 1.1, which is more analytic (Fourier theoretic). In their proof they used a certain inequality (the Jessen-Wintner inequality), which is also related with convex properties of curves.
We also note that the analogue of Theorem 1.1 for (ζ ′ /ζ)(s) was shown by Kershner and Wintner [20] . As for the explicit construction of the density function, see van Kampen and Wintner [18] .
A generalization of the Bohr-Jessen limit theorem
It is a natural question to ask how to generalize Theorem 1.1, the BohrJessen limit theorem, to more general zeta and L-functions. An obstacle is that, in more general situation, the geometry of corresponding curves becomes more complicated; especially, the convexity is not valid in general.
Still, however, the part (i) of Theorem 1.1 can be generalized to a fairly general class of zeta-functions.
Let N be the set of positive integers. For any n ∈ N, let g(n) ∈ N, f (k, n) ∈ N and a (k) n ∈ C (1 ≤ k ≤ n). Using the polynomilas given by
we define the zeta-function ϕ(s) by the Euler product
with constants α, β ≥ 0, C 0 > 0. Then (2.1) is convergent absolutely in the region ℜs > α + β + 1. Let M αβ be the set of all functions ϕ(s) defined as above, satisfying (2.2) and the following:
(i) ϕ(s) can be continued meromorphically to σ ≥ σ 0 , where α + β + 1/2 ≤ σ 0 < α + β + 1, and all poles in this region are included in a compact subset of {s | σ > σ 0 },
M αβ was first introdued by the first author [23] . For σ > σ 0 , define
where the definition of log ϕ(s) (for ϕ ∈ M ) is as follows. First, when
where Log means the principal branch. Next, let
where ρ runs over all zeros and poles ρ with ℜρ ≥ σ 0 . For any s ∈ G(ϕ), define log ϕ(s) by the analytic continuation along the horizontal path from the right. In this general situation, the corresponding mapping is
where
In [23] , the following generalization of Theorem 1.1 (i) was shown.
Theorem 2.1 ([23])
. If ϕ ∈ M , then for any σ > σ 0 , the limit
exists.
It can be seen that the class M includes a lot of important zeta and L-functions. The reason why such general statement can be shown is that, for the proof of this theorem, geometric properties of corresponding curves (2.6) are not necessary. In fact, the proof of Theorem 2.1 is just based on (besides simple arithmetic facts) Prokhorov's theorem in probability theory.
An alternative proof is given in [24] in the case of Dedekind zeta-functions of algebraic number fields. The method in [24] is to use Lévy's convergence theorem, again in probability theory. This method can also be applied to general ϕ ∈ M , which is pointed out in [25] and a sketch of the argument in the general case is described in [28] .
Therefore, now we can say that the part (i) of Theorem 1.1 has been sufficiently generalized. However Theorem 1.1 includes the part (ii). The part (ii) gives an explicit expression of the limit value in terms of the density function, so it is highly desirable to generalize also the part (ii), in order to study the behavior of the limit W σ (R; ϕ) more closely.
However this part is related with the geometry of corresponding curves, and its generalization is much more difficult. Joyner [17] discussed the properties of density functions in the case of Dirichlet L-functions, and the first author [24] studied the density functions for Dedekind zeta-functions of Galois number fields, but both of them are the cases when the corresponding curves (2.6) are convex.
In the case of automorphic L-functions, the corresponding (2.6) is not always convex. The study in this case will be given in later sections.
M -functions
The theorems of Bohr-Jessen type consider the situation when t = ℑs varies. That is, Theorems 1.1 and 2.1 are results in t-aspect. When we consider more general zeta and L-functions, it is also important to study the value-distribution in some different aspect. For example, it is possible to consider the modulus aspect for Dirichlet or Hecke L-functions.
Let χ be a certain character, and L(s, χ) be the associated L-function (over certain number field or function field). Ihara [10] studied the behavior of (L ′ /L)(s, χ) from this aspect, and proved the limit formula of the form
for a certain average (specified below) with respect to χ, where Φ is a test function, and M σ : C → R is an explicitly constructed density function, which is non-negative, and belongs to the class C ∞ . Ihara called this M σ the "M -function" associated with the value-distribution of L(s, χ). When σ > 1, Ihara proved (3.1) for any continuous test function Φ. In the function field case, using the (proved) Riemann hypothesis, Ihara proved (3.1) even in some subregion in the critical strip for more restricted class of Φ (e.g. σ > 3/4 when Φ ∈ L 1 ∩ L ∞ and moreover its Fourier transform has compact support).
As for the meaning of Avg χ , Ihara considered several types of averages, but when the ground field is the rational number field Q, the meaning is one of the following: The first type is
for a complex-valued function φ of χ, where π(m) denotes the number of primes up to m, p runs over primes, and * stands for the sum over primitive Dirichlet characters of modulus p. The second type is considered for the character χ τ (p) = p −iτ . Then the Euler product of the associated L-function is
and the meaning of the average is given by
The second type of average actually implies a limit formula for the Riemann zeta-function in t-aspect. In particular, the formula (3.1) for this second type of average, with Φ being the characteristic function of R, coincides with the formulation of Kershner and Wintner [20] . An important discovery in Ihara [10] is that the same function M σ can be used in the formula (3.1) for both of the meanings of average. Now we restrict ourselves to the case when the ground field is Q, so the meaning of the average is (3.2) or (3.3). We also consider the valuedistribution of log L(s, χ), so the corresponding limit formula is of the form
with the density function M σ . In the number field case the Riemann hypothesis is surely not yet proved, but instead, we can apply certain mean value estimates to obtain the above theorem. Therefore Theorem 3.1 is unconditional. In particular, this theorem includes the Bohr-Jessen limit theorem, and its ζ ′ /ζ analogue due to Kershner and Wintner, as special cases.
If we assume the Riemann hypothesis (for Dirichlet L-functions), even stronger result can be shown. In [13] , the average
was considered, and for this average, both (3.1) and (3.4) were proved for more general class of test functions (that is, (i) of Theorem 3.1 is replaced by any continuous function with at most exponential growth) under the assumption of the Riemann hypothesis.
The corresponding study for M -functions in the function field case was done in [11] [13].
Here we mention several further researches in the theory of M -functions. Let D a fundamental discriminant, and χ D the associated real character. Mourtada and Murty [33] studied the value-distribution of (L ′ /L)(σ, χ D ) (where σ > 1/2) in D-aspect, and proved a limit formula similar to (3.1) under the assumption of the Riemann hypothesis. Akbary and Hamieh [1] proved an analogous result for the cubic character case, without the assumption of the Riemann hypothesis.
As for the value-distribution of (ζ ′ /ζ)(s) in t-aspect, there is another approach due to Guo [7] [8] . Inspired by the idea of Guo, Mine [29] proved the existence (and the explicit construction) of the M -function for (ζ ′ K /ζ K )(s) in t-aspect, where ζ K (s) denotes the Dedekind zeta-function of an algebraic number field K (including the non-Galois case), with an explicit error estimate in the limit formula of the form (3.1). In [31] , he extended the result to the case of more general L-functions, belonging to a certain subclass of M .
In his another paper [30] , Mine treated the limit theorem of Bohr-Jessen type (but without taking logarithm) for Lerch zeta-functions, and proved a refinement, written in terms of the associated M -function. This paper of Mine implies that the theory of M -functions works for zeta-functions without Euler products.
Suzuki [39] discovered that certain M -function appears even in a rather different context. He studied the zeros of the real or imaginary part of
and proved that the distribution of spacings of the second-order normalization of imaginary parts of those zeros can be represented by an integral involving the M -function for (ζ ′ /ζ)(s).
The value-distribution of automorphic L-functions (the modulus and level aspects)
At the end of the preceding section we watched that M -functions have been studied for various zeta and L-functions. Since one of the most important classes of L-functions is the class of automorphic L-functions, it is natural to ask how is the theory of M -functions associated with automorphic L-functions.
First we fix the notation. Let k be an even integer and N positive integer, and let S k (N ) be the set of cusp forms of weight k for Γ 0 (N ). We write the Fourier expansion of f ∈ S k (N ) as
and define the attached L-function by
First consider the modulus aspect. Let χ be a Dirichlet character. The twisted L-function L(f ⊗χ, s) is defined by replacing p −s by χ(p)p −s on each local factor. Lebacque and Zykin [22] developed the theory similar to [13] for L(f ⊗ χ, s), and proved the limit formulas corresponding to (3.1) and (3.4).
More difficult is the case of the level aspect. So far there are two attempts in this direction, the aforementioned paper of Lebacque and Zykin [22] , and an article of the authors [27] . Here we briefly mention the results proved in [27] .
Let γ ∈ N, and define the (partial) γth symmetric power L-function attached to f by
Here we consider the situation N = q m , where q is a prime number. Then the form of the right-hand side of (4.2) is the same for all m, which we denote by
Let µ, ν ∈ N, µ − ν = 2. By Q(µ) we denote the smallest prime number satisfying 2 µ / Q(µ) < 1. The main results in [27] is the limit formula for the value-distribution of the difference
In the proof of limit theorems mentioned in the present article, some kind of "independence" or "orthogonality" properties are necessary. For example, in the proof of Theorem 1.1 and Theorem 2.1, the Kronecker-Weyl theorem on the uniform distribution of sequences is used. Ihara's argument [10] for L-functions is based on the orthogonality of Dirichlet characters. In the present situation, the necessary tool is supplied by Petersson's formula, in the form shown in the second author's article [9] . In view of the formula in [9] , we define the following weighted sum for any sequence {A f } over primitive forms f ∈ S k (q m ):
the symbol , P is the Petersson inner product, and the sum on the righthand side of (4.4) runs over all primitive forms belonging to S k (q m ). We define two types of averages in the level aspect. The first one is
for fixed m, where Ψ : R → C is a test function. The second one is
for fixed q, where q is a prime and q ≥ Q(µ) if 1 ≥ σ > 1/2. 
In this theorem we require several assumptions, which are plausible but seem very difficult to prove. The main reason of using those assumptions is that we have no idea of showing suitable mean value estimates for symmetric power L-functions.
For any σ > 1, since µ − ν = 2, we have
If we could find a method for the study of Avg prime and Avg power of the right-hand side of the above equation in the case µ = 1, it would imply the limit theorem for log L(f, s) similar to (3.4), but at present we cannot extend the theorem to log L(f, s). (The theorem is shown only for µ ≥ 3.) Lebacque and Zykin [22] studied log L(f, s) and (L ′ /L)(f, s) along the line of [13] , and obtained a result analogous to [13, Theorem 1] . However their argument also does not arrive at the limit theorem for log L(f, s) or (L ′ /L)(f, s) of the form (3.1) or (3.4).
The value-distribution of automorphic L-functions (the t-aspect)
Now we return to the matter of t-aspect. As we mentioned in Section 2, the part (ii) of Theorem 1.1 has been generalized only for some special cases when convex properties can be used.
Automorphic L-functions are typical examples for which the corresponding curves are not always convex, so it is important how to generalize the part (ii) of Theorem 1.1 to the case of automorphic L-functions L(f, s). This has been done in [28] .
Since L(f, s) ∈ M 00 , the existence of the limit W σ (R; L(f, ·)) (for σ > 1/2) is already known by Theorem 2.1. L(f, ·) ), explicitly defined on C, for which
Theorem 5.1 ( [28]). For any σ > 1/2, there exists a continuous nonnegative function
Remark 5.2. Once (5.1) is proved, then we can deduce
for any test function Φ as in the statement of Theorem 3.1, by the argument given in [12, Remark 9.1]. Note that the left-hand side of (5.2) is the function of variable s, but the M -function on the right-hand side depends only on σ = ℜs.
The basic structure of the proof of Theorem 5.1 in [28] , which we briefly outline here, is along the line similar to [24] . Actually in [28] , we are working in more general situation, that is in the class M . Let ϕ ∈ M . Define the integral
where z n (θ n ; ϕ) is defined by (2.6) and z, w = ℜzℜw + ℑzℑw. In [28] , we prove the following
Lemma 5.3 ([28]). If there are at least five n's for which
holds, then we can find a continuous non-negative function M σ (z, ϕ) for σ > σ 0 by which we can write
Moreover M σ (z, ϕ) is explicitly given by
Therefore the main problem is reduced to the proof of (5.4). Jessen and Wintner [16] proved that K n (w, ϕ) = O(|w| −1/2 ) for any n, when the corresponding curves are convex. This is the original Jessen-Wintner inequality. Now consider the case of automorphic L-functions. Let P f (ε) be the set of primes p satisfying |λ f (p)| > √ 2 − ε. Then P f (ε) is of positive density (M. R. Murty [34] for the full modular case, and M. R. Murty and V. K. Murty [35] for any level N ). In [28] , we observed geometric behavior of the corresponding curves and proved
Lemma 5.4 ([28])
. If p n ∈ P f (ε) and n is sufficiently large, then
holds.
Since P f (ε) is of positive density, obviously we can find more than five (actually infinitely many) n's for which (5.8) is valid. Therefore using Lemma 5.3 we can deduce the conclusion of Theorem 5.1.
The value-distribution of symmetric power L-functions (the t-aspect)
Now we proceed to state our new results in the present paper, on the value-distribution of symmetric power L-functions, defined by (4.2). The proof of the results stated in this section will be given in Sections 7 and 8.
First consider the case γ = 2, that is the symmetric square L-functions
Assume N is square-free and let f ∈ S k (N ) be a primitive form. Let
Then it is known (Shimura [38] , Gelbart and Jacquet [6] ; see also [15] ) that Λ(Sym 2 f , s) can be continued to an entire function, and satisfies the functional equation
Because of (6.1), we can apply the general theorem of Kanemitsu, Sankaranarayanan and Tanigawa [19] . The part (iii) of their Theorem 1 implies that, in the strip 2/3 < σ < 1, it holds that
for any ε > 0, where C 2 (σ, f ) is a constant depending on σ and f . (Note that the first author [26] developed a more refined general theory, which improves the error estimate in (6.2) to O(T 3−3σ+ε ); see [26, (3.10) ].) From (6.2) we find that
for σ > 2/3. This is condition (iii) of the class M 00 . Condition (ii) also follows from (6.1) by invoking the Phragmén-Lindelöf principle. Therefore L(Sym 2 f , ·) ∈ M 00 , so the method in [28] can be applied to L(Sym (6.5) where |ε γ,f | = 1 and
with the conductor q γ,f and the "gamma factor" Γ γ (s). Here, the gamma factor is written by
where κ j,γ ∈ R, and each local factor for p|N is written as
(see Cogdell and Michel [5] , Moreno and Shahidi [32] , Rouse [36] , and Rouse and Thorner [37] ).
The above assumptions are reasonable in view of the Langlands functoriality conjecture. Let
From (4.2) and (6.7) we see that the Dirichlet series expansion of L(Sym
Since the gamma factor is given by (6.6), again using the general result of [19] , we obtain
. Another tool we use is the following quantitative version of the Sato-Tate conjecture due to Thorner [40] . We write α f (p) = e iθ f (p) ; we may assume 0 ≤ θ f (p) ≤ π. Let I be any subset of [0, π] , and let
Then Thorner's result is, under Assumption 6.2, . If the factors appearing in the functional equation are shown to be sufficiently well-behaved, we can apply the result in [19] to obtain some suitable mean value result unconditionally, so we can remove Assumtion 6.2 from the statement of Theorem 6.3.
Some general lemmas
We start the proof of theorems stated in the preceding section. In this section we consider the general situation that ϕ ∈ M 00 with f (k, n) = 1 for all k and n. Then
and write its Taylor expansion as R n (X; ϕ) = ∞ j=1 r j,n X j . Then we have
Let x n (θ n ; ϕ) = ℜz n (θ n ; ϕ) and y n (θ n ; ϕ) = ℑz n (θ n ; ϕ). Write w = |w|e iτ = |w| cos τ + i|w| sin τ . Then (7.3) z n (θ n ; ϕ), w = |w|g τ,n (θ n ; ϕ), where g τ,n (θ n ; ϕ) = x n (θ n ; ϕ) cos τ + y n (θ n ; ϕ) sin τ. Substituting this into (5.3), we have
Therefore, to evaluate K n (w, ϕ), the essential point is to analyze the behavior of g τ,n (θ n ; ϕ). We prove Lemma 7.1. Let ϕ ∈ M 00 . The function g τ,n (θ n ; ϕ) is a C ∞ -class function as a function in θ n . Moreover, if n is sufficiently large, and
holds with a positive constant C, then for those n, g ′′ τ,n (θ n ; ϕ) has exactly two zeros on the interval [0, 1). The same assertion also holds for g ′ τ,n (θ n ; ϕ). Proof. This lemma is an analogue of [28, Lemma 7.1] . From the definition, we have
Since ϕ ∈ M 00 , we find that |r j,n | ≤ g(n)/j ≤ C 0 /j. Noting this point, we can see that exactly the same argument as in the proof of [28, Lemma 7.1] can be applied to our present situation. (The part on g ′ τ,n (θ n ; ϕ) is the same as in [28, Remark 7.2] .) Now we can show the following lemma, which is the analogue of Lemma 5.4 for ϕ ∈ M 00 .
Lemma 7.2 (The Jessen-Wintner inequality for ϕ).
Let ϕ ∈ M 00 , and assume that n is sufficiently large and (7.5) holds. Then we have
Proof. The method of the proof is the same as in [28, Proposition 7.3] (whose idea goes back to Jessen and Wintner [16] ), so we just sketch the idea briefly. Using (7.2) we have
where γ j,n = arg r j,n , and hence
1 , θ c 2 be two solutions of cos(γ 1,n + 2πθ n − τ ) = 0 (0 ≤ θ n < 1). Then, when n is sufficiently large and (7.5) holds, the two solutions of g ′′ τ,n (θ n ; ϕ) = 0 stated in Lemma 7.1 are close to θ c 1 , θ c 2 . Similarly, the two solutions of g ′ τ,n (θ n ; ϕ) = 0 are close to the two solutions θ n = θ s 1 , θ s 2 be two solutions of sin(γ 1,n + 2πθ n − τ ) = 0. Then, for each i, j (1 ≤ i, j ≤ 2), there exists a unique θ ij between θ c i and θ s j for which
We divide the interval 0 ≤ θ n < 1 (mod 1) into four subintervals at the values θ ij , and divide also the integral (7.4) accordingly.
On two of those subintervals | sin(γ 1,n + 2πθ n − τ )| ≥ 1/ √ 2, which implies that |g ′ τ,n (θ n ; ϕ)| is not close to 0. Therefore the integrals on those subintervals can be evaluated by the first derivative test. On the other two subintervals |g ′′ τ,n (θ n ; ϕ)| is not close to 0, so the second derivative test works. These evaluations give the conclusion (7.7).
If there exist at least five large values of n for which (7.5) holds, then we can apply Lemma 7.2 to Lemma 5.3 to obtain
for any σ > σ 0 , with an explicitly constructed continuous non-negative function M σ (z, ϕ) (the associated M -function). Then, as indicated in Remark 5.2, we can deduce the formula of the form
in the region σ > σ 0 , for any test function Φ as in the statement of Theorem 3.1. Therefore, to complete the proof of our theorems, the only remaining task is to show (7.5) for sufficiently many large values of n.
Proof of Theorems 6.1 and 6.3
Now we return to the specific situation of symmetric power L-functions.
Proof of Theorem 6.1. In this case, for any n such that p n ∤ N , we see that g(n) = 3, and from (7.6) we have
which is positive if ε is small. Since P f (ε) is a set of positive density, we now obtain the inequality (7.5) for infinitely many values of n. This completes the proof.
Proof of Theorem 6.3. In this case, for any n such that p n ∤ N ,
In particular r 1,n is real, and so
Then it is easy to see that
Fix a number ξ ∈ (0, π/2), and let η = sin ξ. Then 0 < η < 1. Define the intervals
where j is a non-negative integer. If γ is odd, then Since ξ < π/2, this implies that the set (8.6) is of positive density in the set of all primes. This completes the proof.
Remark 8.1. Actually, to prove Theorem 6.3, it is not necessary to invoke the quantitative result of Thorner [40] . The above argument, combined with the famous solution of the Sato-Tate conjecture [2] , implies (8.12) which is sufficient for our purpose. However we may expect that a quantitative formula like (8.11) will be useful when we try to develop more detailed study on M -functions.
