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ORBITAL APPROACH TO MICROSTATE FREE ENTROPY
FUMIO HIAI 1, TAKUHO MIYAMOTO, AND YOSHIMICHI UEDA 2
Abstract. Motivated by Voiculescu’s liberation theory, we introduce the orbital free entropy
χorb for non-commutative self-adjoint random variables (also for “hyperfinite random multi-
variables”). Besides its basic properties the relation of χorb with the usual free entropy χ is
shown. Moreover, the dimension counterpart δ0,orb of χorb is discussed, and we obtain the
relation of δ0,orb with the original free entropy dimension δ0 with applications to δ0 itself.
Introduction
We propose a somewhat new approach to Voiculescu’s theory of free entropy (see e.g., [27]
for a survey), and introduce the orbital free entropy χorb(X1, . . . , Xn). This quantity is an
extension of the projection free entropy χproj(p1, . . . , pn) studied in [11] following Voiculescu’s
proposal in [26]. Our essential idea is to restrict microstates for (X1, . . . , Xn) to unitary-orbital
ones, that is, to use only the unitary parts of microstates with disregarding the diagonal parts
under their diagonalization. We prove the exact relation (Theorem 2.6)
χ(X1, . . . , Xn) = χorb(X1, . . . , Xn) +
n∑
i=1
χ(Xi) (0.1)
between χorb and the usual free entropy χ as naturally expected from the definition. The
particular formula
−χorb(X,Y ) = −χ(X,Y ) + χ(X) + χ(Y )
resembles the expression I(X ;Y ) = −H(X,Y ) +H(X) +H(Y ) of the classical mutual infor-
mation in terms of the Boltzmann-Gibbs entropy H(·). It should be emphasized here that this
expression of I(X ;Y ) motivated Voiculescu to develop his liberation theory and introduce the
mutual free information i∗ in [26]. In this way, we may regard −χorb(X,Y ) as a kind of free
analog of the mutual information and also as one possible microstate version of the mutual
free information i∗(W ∗(X);W ∗(Y )). Among other properties, we prove (Theorem 3.1) that
χorb(X1, . . . , Xn) = 0 if and only if X1, . . . , Xn are freely independent without any extra as-
sumption. Together with the relation (0.1) this directly implies the characterization [22, 24] of
freeness by the additivity of χ. The proof of the theorem is based on a certain transportation
cost inequality as in the projection case in [11]. An advantage of our orbital approach is that one
of equivalent definitions of χorb as well as its all properties is valid even for non-commutative
random multi-variables X1, . . . ,Xn each of which generates a hyperfinite von Neumann alge-
bra W ∗(Xi). But the present definition obeys the essential restriction of hypefiniteness due to
Jung’s result [15] (or Lemma 1.2 below).
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Furthermore, we study the dimension counterpart δ0,orb of χorb for hyperfinite random multi-
variables X1, . . . ,Xn. It is defined similarly to the modified free entropy dimension δ0 with re-
placing the semicircular deformation by the liberation process ([26]). The δ0,orb enjoys proper-
ties similar to δ0; for example, δ0,orb(X1, . . . ,Xn) = 0 if χorb(X1, . . . ,Xn) > −∞ (in particular,
this is the case if X1, . . . ,Xn are free). Moreover, we prove the covering/packing formula of
δ0,orb based on Jung’s approach [12, 13] to δ0, and furthermore we prove the following general
formula:
δ0(X1 ⊔ · · · ⊔Xn) = δ0,orb(X1, . . . ,Xn) +
n∑
i=1
δ0(Xi).
The orbital theory developed in this paper has several applications to the original free entropy
dimension δ0 itself. Among others, the most important one is the following lower semicontinuity
result for δ0: Let X1, . . . ,Xn be hyperfinite random multi-variables, and assume, for each
1 ≤ i ≤ n, that we have a sequence of hyperfinite random multi-variables X(k)i converging to
Xi in moments. In this setup, we will see that, if X
(k)
i ⊂W ∗(Xi) is further assumed for every
k ∈ N and 1 ≤ i ≤ n, then
lim inf
k→∞
δ0(X
(k)
1 ⊔ · · · ⊔X(k)n ) ≥ δ0(X1 ⊔ · · · ⊔Xn).
Note here that the lower semicontinuity of δ0 was shown by Voiculescu in the single variable
case, see [27] for the history on the semicontinuity problem of δ0 until that time. Also, a certain
related result was obtained by Jung [12, Lemma 7.3] based on his result on the δ0 of hyperfinite
algebras. However, Shlyakhtenko [18] pointed out that δ0 is never lower semicontinuous in gen-
eral. Our result is probably the first affirmative semicontinuity result for δ0 of non-commutative
nature.
Acknowledgment. This work was completed during the third-named author’s stay in the Fields
institute in 2007. He would like to thank the institute for hospitality and also acknowledge
Professor George Elliott for inviting him to the operator algebra program.
1. Preliminaries
1.1. Notations. We will use the standard notations;MN(C) denotes the N×N matrix algebra,
TrN stands for the usual (non-normalized) trace and trN := N
−1TrN for its normalization. The
operator norm of a bounded operator a is denoted by ‖a‖∞. For a (tracial) state φ on a C∗-
algebra A we write ‖a‖p,φ := φ(|a|p)1/p for a ∈ A and 1 ≤ p < ∞. Let M saN be the set of all
N×N self-adjoint matrices. Let U(N) be the N×N unitary group and T(N) be its (standard)
maximal torus consisting of all diagonal matrices in U(N) (isomorphic to the N -dimensional
torus TN in the obvious way). We also use the N × N special unitary group SU(N) in some
places. The canonical quotient map from U(N) onto the left coset space U(N)/T(N) is denoted
by qUN . We denote by γU(N) the Haar probability measures on U(N) and by γU(N)/T(N) the
probability measure on U(N)/T(N) induced from γU(N), that is, γU(N)/T(N) = γU(N) ◦ (qUN )−1.
The Haar probability measure on SU(N) is similarly denoted by γSU(N).
1.2. Matricial microstate spaces. The following measure-space isomorphism is well-known:
ΦN :
(
(U(N)/T(N))× RN≥ , γU(N)/T(N) ⊗ µN
) ∼= (M saN ,ΛN), (1.1)
where
• RN≥ denotes all (x1, . . . , xN ) ∈ RN with x1 ≥ x2 ≥ · · · ≥ xN ,
• µN := CN
∏
i<j
(xi − xj)2
n∏
i=1
dxi with CN :=
(2π)N(N−1)/2∏N−1
k=1 k!
,
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• ΛN is the usual Lebesgue measure on M saN ∼= RN
2
.
The map ΦN is given by the continuous surjection
([U ], D) ∈ (U(N)/T(N))× RN≥ 7→ UDU∗ ∈M saN
with identifying (x1, . . . , xN ) ∈ RN≥ with the diagonal matrices D whose diagonal entries are
x1, . . . , xN in decreasing order from the upper diagonal corner. In what follows, we will identify
an element in RN with a diagonal matrix in this canonical way. The above description of M saN
will be a key of our approach.
1.3. Technical lemmas. Here we recall three well-known lemmas, which will be main technical
ingredients in our discussions. The first lemma is just a reformulation of Voiculescu’s lemma
[22, Lemma 4.3] (also [7, Lemma 4.3.4]).
Lemma 1.1. Let 1 ≤ p < ∞, R > 0 and ε > 0 be all arbitrary. Then there exist an m ∈ N
and a δ > 0 so that for every N ∈ N and every pair of diagonal matrices D1, D2 ∈ RN≥ with
‖D2‖∞ ≤ R, the condition∣∣trN (Dk1 )− trN (Dk2 )∣∣ < δ for all 1 ≤ k ≤ m
ensures that ‖D1 −D2‖p,trN < ε.
Among some generalizations of Voiculescu’s lemma above, an ultimate result due to Jung
[15] is the following:
Lemma 1.2. (Jung [15]) Let M be a von Neumann algebra with a faithful normal tracial state
τ , and assume that M is embeddable into the ultraproduct Rω of the hyperfinite II1 factor and
has a finite number of self-adjoint generators, say X1, . . . , Xn ∈ M . Let 1 ≤ p < ∞ be given.
The following properties are equivalent:
(1) M is hyperfinite.
(2) Any two embeddings of M into Rω are unitarily equivalent in Rω.
(3) For each ε > 0 there exist an m ∈ N and a δ > 0 so that for every N ∈ N, if two
n-tuples (A1, . . . , An), (B1, . . . , Bn) ∈ (M saN )n satisfy
|trN (Ai1 · · ·Aik)− τ(Xi1 · · ·Xik)| < δ, |trN (Bi1 · · ·Bik)− τ(Xi1 · · ·Xik)| < δ
for all 1 ≤ i1, . . . , ik ≤ n and 1 ≤ k ≤ m, then there is a single unitary U ∈ U(N) such
that ‖UAiU∗ −Bi‖p,trN < ε for 1 ≤ i ≤ n.
Remark that Jung dealt with only the 2-norm ‖ · ‖2,trN but his argument clearly works for
any p-norm.
Let (A, φ) be a non-commutative probability space, and (Ωi)i∈I be a family subsets of A. Let
(A⋆I , φ⋆I) be the free product of copies of (A, φ) indexed by I, and denote by ιi the canonical
embedding of A onto the ith copy of A in A⋆I . For each ε > 0 and m ∈ N we will say that
(Ωi)i∈I are (m, ε)-free in (A, φ) if∣∣φ(a1 · · · ak)− φ⋆I(ιi1 (a1) · · · ιik(ak))∣∣ < ε
for all aj ∈ Ωij , ij ∈ I with 1 ≤ j ≤ k and 1 ≤ k ≤ m. The next result due to Voiculescu [25,
Corollary 2.13] is a key ingredient when dealing with the freely independent situation.
Lemma 1.3. (Voiculescu [25]) Let R > 0, ε > 0, θ > 0 and m ∈ N be given. Then there exists
an N0 ∈ N such that
γ⊗nU(N)
({
(U1, . . . , Up) ∈ U(N)p : {T (0)1 , . . . , T (0)q0 }, {U1T (1)1 U∗1 , . . . , U1T (1)q1 U∗1 },
. . . , {UpT (p)1 U∗p , . . . , UpT (p)qp U∗p } are (m, ε)-free
})
> 1− θ
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whenever N ≥ N0 and T (i)j ∈ MN(C) with ‖T (i)j ‖∞ ≤ R for 1 ≤ j ≤ qi, 1 ≤ qi ≤ m, 0 ≤ i ≤ p
and 1 ≤ p ≤ m.
2. Orbital free entropy χorb and its basic properties
Throughout this section, let (M, τ) be a tracial W ∗-probability space and (X1, . . . , Xn) be
an n-tuple of self-adjoint random variables in (M, τ). We will use the standard notations such
as the microstate set ΓR(X1, . . . , Xn;N,m, δ) appearing in the course of defining the microstate
free entropy χ(X1, . . . , Xn) (see [22]). We define a free entropy-like quantity as follows.
Definition 2.1. For each δ > 0, m,N ∈ N, R > 0 and 1 ≤ i ≤ n, we denote by ∆R(Xi;N,m, δ)
the set of all N×N diagonal matricesD ∈ RN≥ satisfying ‖D‖∞ ≤ R and
∣∣trN (Dk)−τ(Xki )∣∣ < δ
for all 1 ≤ k ≤ m, and by Γorb,R(X1, . . . , Xn;N,m, δ) the set of all n-tuples (U1, . . . , Un) of
N×N unitary matrices such that there exists an n-tuple (D1, . . . , Dn) in
∏n
i=1∆R(Xi;N,m, δ)
satisfying ∣∣trN (Ui1Di1U∗i1 · · ·UikDikU∗ik)− τ(Xi1 · · ·Xik)∣∣ < δ
for all 1 ≤ i1, . . . , ik ≤ n with 1 ≤ k ≤ m. We define
χorb,R(X1, . . . , Xn) := lim
m→∞,δց0
lim sup
N→∞
1
N2
log γ⊗nU(N)(Γorb,R(X1, . . . , Xn;N,m, δ)),
and
χorb(X1, . . . , Xn) := sup
R>0
χorb,R(X1, . . . , Xn).
The above definition of Γorb,R(X1, . . . , Xn;N,m, δ) clearly contains a superfluous condition.
In fact, it can be rephrased more simply as the set of all (U1, . . . , Un) ∈ U(N)n such that
(U1D1U
∗
1 , . . . , UnDnU
∗
n) ∈ ΓR(X1, . . . , Xn;N,m, δ) (2.1)
for some diagonal matrices D1, . . . , Dn ∈ RN≥ . The map ΦN : ([U ], D) 7→ UDU∗ in (1.1) gives
rise to the continuous surjection ΦnN : (U(N)/T(N))
n × (RN≥ )n → (M saN )n, which provides a
measure-space isomorphism between those measure spaces. Denote by prUN the projection map
from (U(N)/T(N))n × (RN≥ )n onto the first n factors (U(N)/T(N))n. It is obvious that
(qUN )
n(Γorb,R(X1, . . . , Xn;N,m, δ)) = pr
U
N
(
(ΦnN )
−1(ΓR(X1, . . . , Xn;N,m, δ))
)
,
so that Γorb,R(X1, . . . , Xn;N,m, δ) is essentially the projection of ΓR(X1, . . . , Xn;N,m, δ) to
the unitary part via matrix diagonalization.
In the following let us introduce two more definitions of χorb. The first one is a slight
modification of χorb(X1, . . . , Xn), where the (operator norm) cut-off procedure is removed.
Definition 2.2. We define Γorb(X1, . . . , Xn;N,m, δ) to be the set of all (U1, . . . , Un) ∈ U(N)n
satisfying (2.1) for some D1, . . . , Dn ∈ RN≥ with the microstate set Γ(X1, . . . , Xn;N,m, δ) with-
out cut-off by parameter R. Define
χorb,∞(X1, . . . , Xn) := lim
m→∞,δց0
lim sup
N→∞
1
N2
log γ⊗nU(N)(Γorb(X1, . . . , Xn;N,m, δ)).
The next definition is a natural generalization of the projection free entropy χproj introduced
and studied in [11] following Voiculescu’s proposal in [26, 14.2].
Definition 2.3. For each 1 ≤ i ≤ n let us first choose and fix an n-tuple (ξ1, . . . , ξn) of
sequences ξi = {ξi(N)} of ξi(N) ∈ M saN , N ∈ N, such that ξi(N) converges to Xi in moments
as N →∞ for 1 ≤ i ≤ n. (Of course such sequences always exist.) We define Γorb(X1, . . . , Xn :
ξ1(N), . . . , ξn(N);N,m, δ) to be the set of all (U1, . . . , Un) ∈ U(N)n such that∣∣trN (Ui1ξi1(N)U∗i1 · · ·Uikξik(N)U∗ik)− τ(Xi1 · · ·Xik)∣∣ < δ
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for all 1 ≤ i1, . . . , ik ≤ n with 1 ≤ k ≤ m, that is, the set of all (U1, . . . , Un) ∈ U(N)n such that
(Uiξi(N)U
∗
i )
n
i=1 is in Γ(X1, . . . , Xn;N,m, δ). Define
χorb(X1, . . . , Xn : ξ1, . . . , ξn)
:= lim
m→∞,δց0
lim sup
N→∞
1
N2
log γ⊗nU(N)(Γorb(X1, . . . , Xn : ξ1(N), . . . , ξn(N);N,m, δ)).
The next lemma asserts that all the three definitions in Definitions 2.1–2.3 are equivalent.
Thus, all the quantities will be denoted by the same symbol χorb, and we call χorb(X1, . . . , Xn)
the orbital free entropy of (X1, . . . , Xn) since the definition is based on “unitary-orbital mi-
crostates.”
Lemma 2.4. For any choice of R ≥ max1≤i≤n ‖Xi‖∞ and for any choice of an approximating
n-tuple (ξ1, . . . , ξn) one has
χorb,∞(X1, . . . , Xn) = χorb(X1, . . . , Xn)
= χorb,R(X1, . . . , Xn)
= χorb(X1, . . . , Xn : ξ1, . . . , ξn).
Proof. First, due to the invariance of γU(N) under unitary conjugation, we may and do assume
that (ξ1, . . . , ξn) is an n-tuple of sequences ξi = {Di(N)} of diagonal matrices in RN≥ . Then it is
obvious that Γorb(X1, . . . , Xn : D1(N), . . . , Dn(N);N,m, δ) ⊂ Γorb(X1, . . . , Xn;N,m, δ), which
implies χorb(X1, . . . , Xn : ξ1, . . . , ξn) ≤ χorb,∞(X1, . . . , Xn). Moreover, one can choose Di(N)
so that ‖Di(N)‖∞ ≤ ‖Xi‖∞ for all N ∈ N. In this case, whenever R ≥ R0 := max1≤i≤n ‖Xi‖∞,
one has
Γorb(X1, . . . , Xn : D1(N), . . . , Dn(N);N,m, δ) ⊂ Γorb,R(X1, . . . , Xn;N,m, δ)
and hence χorb(X1, . . . , Xn : ξ1, . . . , ξn) ≤ χorb,R(X1, . . . , Xn) (≤ χorb,∞(X1, . . . , Xn)). Thus,
it suffices to prove that for any approximating sequences ξi = {Di(N)} and for every m ∈ N
and δ > 0, there are an m′ ∈ N, a δ′ > 0 and an N0 ∈ N so that
Γorb(X1, . . . , Xn;N,m
′, δ′) ⊂ Γorb(X1, . . . , Xn : D1(N), . . . , Dn(N);N,m, δ) (2.2)
for all N ≥ N0. Choose a ρ ∈ (0, 1) with m(R0 + 1)m−1ρ < δ/2. By Lemma 1.1 one can
find an m′ ∈ N with m′ ≥ 2m, a δ′ > 0 with δ′ ≤ min{1, δ/2} and an N0 ∈ N such that
for every 1 ≤ i ≤ n and every Di ∈ RN≥ with N ≥ N0, if |trN (Dki ) − τ(Xki )| < δ′ for all
1 ≤ k ≤ m′, then ‖Di − Di(N)‖m,trN < ρ. Suppose N ≥ N0 and (U1, . . . , Un) is in the left-
hand side of (2.2) so that (UiDiU
∗
i )
n
i=1 ∈ Γ(X1, . . . , Xn;N,m′, δ′) for some D1, . . . , Dn ∈ RN≥ .
Since ‖Di −Di(N)‖m,trN < ρ and
‖Di‖m,trN ≤ trN (D2mi )1/2m < (τ(X2mi ) + δ′)1/2m
≤ (R2m0 + 1)1/2m ≤ R0 + 1,
we get ∣∣trN (Ui1Di1(N)U∗i1 · · ·UikDik(N)U∗ik)− τ(Xi1 · · ·Xik)∣∣
≤ ∣∣trN (Ui1Di1(N)U∗i1 · · ·UikDik(N)U∗ik)− trN (Ui1Di1U∗i1 · · ·UikDikU∗ik)∣∣
+
∣∣trN (Ui1Di1U∗i1 · · ·UikDikU∗ik)− τ(Xi1 · · ·Xik)∣∣
≤ m(R0 + 1)m−1ρ+ δ′ < δ
for all 1 ≤ i1, . . . , ik ≤ n with 1 ≤ k ≤ m. The above latter inequality is seen by the Ho¨lder
inequality. This implies that (U1, . . . , Un) is in the right-hand side of (2.2). 
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Some basic properties of χorb are summarized in the next proposition. The properties (1)–(3)
are obvious, and (4) is seen by using Definition 2.2 due to Lemma 2.4.
Proposition 2.5. χorb enjoys the following properties:
(1) χorb(X) = 0 for any single random variable.
(2) χorb(X1, . . . , Xn) ≤ 0.
(3) χorb(X1, . . . , Xn) ≤ χorb(X1, . . . , Xk) + χorb(Xk+1, . . . , Xn) for every 1 ≤ k < n.
(4) If (X
(k)
1 , . . . , X
(k)
n ), k ∈ N, are n-tuples of self-adjoint random variables converging to
(X1, . . . , Xn) in the distribution sense as k →∞, then
χorb(X1, . . . , Xn) ≥ lim sup
k→∞
χorb(X
(k)
1 , . . . , X
(k)
n ).
The following exact relation between χorb and the usual χ is the main result of this section.
Theorem 2.6.
χ(X1, . . . , Xn) = χorb(X1, . . . , Xn) +
n∑
i=1
χ(Xi).
Proof. Let R ≥ max1≤i≤n ‖Xi‖∞. Since
(ΦnN )
−1(ΓR(X1, . . . , Xn;N,m, δ))
⊂ (qUN )n(Γorb,R(X1, . . . , Xn;N,m, δ))×
n∏
i=1
∆R(Xi;N,m, δ)
and Γorb,R(X1, . . . , Xn;N,m, δ) is invariant under the right multiplication by elements of T(N)
n,
we get by (1.1)
log Λ⊗nN (ΓR(X1, . . . , Xn;N,m, δ))
≤ log γ⊗nU(N)(Γorb,R(X1, . . . , Xn;N,m, δ)) +
n∑
i=1
logµN (∆R(Xi;N,m, δ))
= log γ⊗nU(N)(Γorb,R(X1, . . . , Xn;N,m, δ)) +
n∑
i=1
log ΛN (ΓR(Xi;N,m, δ)).
By Lemma 2.4 this immediately implies the inequality ≤ for the required equality.
For the reverse inequality we show that for each m ∈ N and δ > 0 there are an m′ ∈ N, a
δ′ > 0 and an N0 ∈ N so that
(qUN )
n(Γorb,R(X1, . . . , Xn;N,m
′, δ′))×
n∏
i=1
∆R(Xi;N,m
′, δ′)
⊂ (ΦnN )−1(ΓR(X1, . . . , Xn;N,m, δ)) (2.3)
for all N ≥ N0. By Lemma 1.1 one can find an m′ ∈ N, a δ′ ∈ (0, δ/2) and an N0 ∈ N such
that for every 1 ≤ i ≤ n and every N ≥ N0, if Di, D′i ∈ ∆R(Xi;N,m′, δ′) then
‖Di −D′i‖1,trN <
δ
2m(R+ 1)m−1
.
Now suppose N ≥ N0 and ([U1], . . . , [Un], D1, . . . , Dn) is in the left-hand side of (2.3). Then
we have (UiD
′
iU
∗
i )
n
i=1 ∈ ΓR(X1, . . . , Xn;N,m′, δ′) for some (D′i)ni=1 ∈
∏n
i=1∆R(Xi;N,m
′, δ′).
Since ∣∣trN (Ui1Di1U∗i1 · · ·UikDikU∗ik)− τ(Xi1 · · ·Xik)∣∣
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≤ ∣∣trN (Ui1Di1U∗i1 · · ·UikDikU∗ik)− trN (Ui1D′i1U∗i1 · · ·UikD′ikU∗ik)∣∣
+
∣∣trN (Ui1D′i1U∗i1 · · ·UikD′ikU∗ik)− τ(Xi1 · · ·Xik)∣∣
≤ m(R+ 1)m−1 max
1≤i≤n
‖Di −D′i‖1,trN + δ′ < δ
for all 1 ≤ i1, . . . , ik ≤ n and 1 ≤ k ≤ m, it follows that (UiDiU∗i )ni=1 ∈ ΓR(X1, . . . , Xn;
N,m, δ), proving (2.3). By Lemma 2.4 we thus obtain
χorb(X1, . . . , Xn) +
n∑
i=1
χ(Xi)
≤ lim sup
N→∞
1
N2
log γ⊗nU(N)(Γorb,R(X1, . . . , Xn;N,m
′, δ′))
+
n∑
i=1
(
lim
N→∞
1
N2
log ΛN
(
ΓR(Xi;N,m
′, δ′)
)
+
1
2
logN
)
≤ lim sup
N→∞
(
1
N2
log Λ⊗nN (ΓR(X1, . . . , Xn;N,m, δ) +
n
2
logN
)
for every m ∈ N and δ > 0. This implies inequality ≥ for the desired equality. (A point in
the above proof is that lim sup can be replaced by lim in the definition of χ(X) in the single
variable case, see [7, 5.6.2].) 
Theorem 2.6 in particular gives
−χorb(X,Y ) = −χ(X,Y ) + χ(X) + χ(Y )
for two (non-commutative) self-adjoint random variables X,Y in (M, τ) with χ(X), χ(Y ) >
−∞. The above expression suggests that −χorb is a kind of free probability counterpart of the
so-called mutual information I(X ;Y ) for two real random variables X,Y . In fact, recall the
expression
I(X ;Y ) = −H(X,Y ) +H(X) +H(Y ) (2.4)
in terms of the Boltzmann-Gibbs entropy H(·), which holds as long as H(X) and H(Y ) are
finite. The following remark is another justification for the analogy between −χorb and the
classical mutual information.
Remark 2.7. Let γSN denote the uniform probability measure on the symmetric groupSN . Let
X1, . . . , Xn be bounded real random variables on a classical probability space. For N,m ∈ N
and δ > 0 define ∆(X1, . . . , Xn;N,m, δ) to be the set of all n-tuples (x1, . . . , xn) of vectors
xi = (xi1, . . . , xiN ) in R
N such that∣∣∣∣∣∣ 1N
N∑
j=1
xi1j · · ·xikj − E(Xi1 · · ·Xik)
∣∣∣∣∣∣ < δ
for all 1 ≤ i1, . . . , ik ≤ n and 1 ≤ k ≤ m, where E(·) is the expectation. Moreover, define
∆sym(X1, . . . , Xn;N,m, δ) to be the set of all n-tuples (σ1, . . . , σn) of σi ∈ SN such that
(σ1(x1), . . . , σn(xn)) ∈ ∆(X1, . . . , Xn;N,m, δ) for some x1, . . . , xn ∈ RN≥ , where σi(xi) :=
(xiσi(1), . . . , xiσ(N)). We then define
Hsym(X1, . . . , Xn) := lim
m→∞,δց0
lim sup
N→∞
1
N
log γ⊗nSN
(
∆sym(X1, . . . , Xn;N,m, δ)
)
.
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One can show that
H(X1, . . . , Xn) = Hsym(X1, . . . , Xn) +
n∑
i=1
H(Xi).
In particular, when X and Y are real bounded random variables with H(X), H(Y ) > −∞, we
have I(X ;Y ) = −Hsym(X,Y ). In this way, the “classical analog” of −χorb(X,Y ) provides a
new definition (a kind of “discretization”) of the classical mutual information I(X ;Y ). More
on this idea are examined in [8].
It seems that the expression (2.4) was one of the motivations of Voiculescu to introduce
the mutual free information i∗(A1; . . . ;An) for subalgebras A1, . . . , An in [26] (in particular,
see Introduction there). For any n-tuple of projections (p1, . . . , pn) in a W
∗-probability space,
from the definition in [11] and Lemma 2.4 we notice that
χproj(p1, . . . , pn) = χorb(p1, . . . , pn).
In [10] we conjectured that −χproj(p, q) coincides with the mutual free information i∗(Cp +
C(1− p);Cq + C(1− q)) for two projections p, q, and gave a heuristic computation supporting
it. It would be further conjectured that −χorb(X,Y ) = i∗(W ∗(X);W ∗(Y )) holds for any X,Y ;
however this is out of scope of this paper. Here note that this is true when X,Y are freely
independent (see Proposition 2.9 below). From the above point of view we are tempted to
write i(W ∗(X1); . . . ;W ∗(Xn)) := −χorb(X1, . . . , Xn) and use the term “microstate mutual free
information.” However we leave the symbol i to further progress on the subject.
In view of the analogy between −χorb and I(X ;Y ) the following proposition is strongly
expected.
Proposition 2.8. χorb(X1, . . . , Xn) depends only upon W
∗(X1), . . . ,W ∗(Xn), where W ∗(Xi)
means the von Neumann subalgebra of M generated by Xi (and the unit 1 ∈M).
Proof. Let (X ′1, . . . , X
′
n) be another n-tuple of self-adjoints in M with W
∗(X ′i) = W
∗(Xi) for
1 ≤ i ≤ n. By symmetry and Lemma 2.4 it suffices to prove that for each m ∈ N and δ > 0
there are an m′ ∈ N and a δ′ > 0 such that
γ⊗nU(N)(Γorb(X1, . . . , Xn : ξ1(N), . . . , ξn(N);N,m
′, δ′))
≤ γ⊗nU(N)(Γorb(X ′1, . . . , X ′n;N,m, δ)) (2.5)
for all N ∈ N, where {ξi(N)} is an approximating sequence for Xi as in Definition 2.3 for
1 ≤ i ≤ n. Let R := max1≤i≤n ‖X ′i‖∞. For each 1 ≤ i ≤ n, since X ′i ∈ W ∗(Xi), one
can choose, by the Kaplansky theorem, a real polynomial Pi(t) such that ‖X ′i − Pi(Xi)‖1,τ <
δ/2m(R+1)m−1 and ‖Pi(Xi)‖∞ ≤ ‖X ′i‖∞. For eachm ∈ N and δ > 0 one can choose anm′ ∈ N
and a δ′ > 0 (depending on P1, . . . , Pn as well) such that (Ai)ni=1 ∈ Γ(X1, . . . , Xn;N,m′, δ′)
implies (Pi(Ai))
n
i=1 ∈ Γ(P1(X1), . . . , Pn(Xn);N,m, δ/2) for every N ∈ N. If (U1, . . . , Un) ∈
Γorb(X1, . . . , Xn : ξ1(N), . . . , ξn(N);N,m
′, δ′), then we get
|trN (Ui1Pi1 (ξi1(N))U∗i1 · · ·UikPik(ξik (N))U∗ik)− τ(X ′i1 · · ·X ′ik)|
≤ |trN (Pi1 (Ui1ξi1(N)U∗i1) · · ·Pik(Uikξik(N)U∗ik))− τ(Pi1 (Xi1) · · ·Pik(Xik))|
+ |τ(Pi1 (Xi1 ) · · ·Pik (Xik))− τ(X ′i1 · · ·X ′ik)|
≤ δ
2
+m(R + 1)m−1 max
1≤i≤n
‖X ′i − Pi(Xi)‖1,τ < δ
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for all 1 ≤ i1, . . . , ik ≤ n and 1 ≤ k ≤ m. Now, for each N ∈ N and 1 ≤ i ≤ n write
Pi(ξi(N)) = Vi(N)Di(N)Vi(N)
∗ with Di(N) ∈ RN≥ and Vi(N) ∈ U(N). Then we have
Γorb(X1, . . . , Xn : ξ1(N), . . . , ξn(N);N,m
′, δ′)) · (V1(N), . . . , Vn(N))
⊂ Γorb(X ′1, . . . , X ′n;N,m, δ),
and (2.5) follows from the right invariance of the Haar measure γU(N). 
If χ(Xi) > −∞ for all 1 ≤ i ≤ n and X1, . . . , Xn are freely independent, then the additivity
theorem [22, Proposition 5.4] and Theorem 2.6 show that χorb(X1, . . . , Xn) = 0 (or the addi-
tivity of χorb in view of Proposition 2.5 (1)). The next proposition shows that this is still true
even when the finiteness assumption of the χ(Xi)’s is dropped.
Proposition 2.9. If X1 is freely independent of X2, . . . , Xn, then
χorb(X1, X2, . . . , Xn) = χorb(X2, . . . , Xn).
Consequently, χorb(X1, . . . , Xn) = 0 if X1, . . . , Xn are freely independent.
Proof. The proof is based on the method due to Voiculescu [25] (or Lemma 1.3) while it is
easier than that for the additivity of χ. By (1) and (3) of Proposition 2.5 we may prove that
χorb(X1, X2, . . . , Xn) ≥ χorb(X2, . . . , Xn). (2.6)
under the assumption χorb(X2, . . . , Xn) > −∞. Choose an approximating sequence {ξi(N)}
for Xi with ‖ξi(N)‖∞ ≤ ‖Xi‖∞ for 1 ≤ i ≤ n. For N,m ∈ N and δ, δ′ > 0 set
Ψ(N,m, δ) := Γorb(X1, . . . , Xn : ξ1(N), . . . , ξn(N);N,m, δ),
Φ(N,m, δ′) := Γorb(X2, . . . , Xn : ξ2(N), . . . , ξn(N);N,m, δ′),
and moreover
Ω(N,m, δ′) :=
{
(U1, U2, . . . , Un) ∈ U(N)n : {U1ξ1(N)U∗1 } and
{U2ξ2(N)U∗2 , . . . , Unξn(N)U∗n} are (m, δ′)-free
}
.
For every m ∈ N and δ > 0 one can find a δ′ > 0 such that if U1 ∈ Γorb(X1 : ξ1(N);N,m, δ′)
and (U2, . . . , Un) ∈ Φ(N,m, δ′) and if (U1, U2, . . . , Un) is in Ω(N,m, δ′), then (U1, . . . , Un) is
in Ψ(N,m, δ). Note that Γorb(X1 : ξ1(N);N,m, δ
′) is the whole U(N) for sufficiently large N .
Hence, by Lemma 1.3 there is an N0 ∈ N such that Γorb(X1 : ξ1(N);N,m, δ′) = U(N) and
γU(N)
({U1 ∈ U(N) : (U1, U2, . . . , Un) ∈ Ω(N,m, δ′)}) ≥ 1
2
for all N ≥ N0 and every (U2, . . . , Un) ∈ U(N)n−1. From the assumption χorb(X2, . . . , Xn)
> −∞, we may assume that γ⊗n−1U(N) (Φ(N,m, δ′)) > 0 for all N ≥ N0. Hence, with the measure
µN :=
1
γ⊗n−1U(N) (Φ(N,m, δ
′))
γ⊗n−1U(N)
∣∣
Φ(N,m,δ′)
,
we get for every N ≥ N0
γ⊗nU(N)(Ψ(N,m, δ))
γ⊗n−1U(N) (Φ(N,m, δ
′))
≥
∫
Φ(N,m,δ′)
(∫
U(N)
1Ω(N,m,δ′)(U1, U2, . . . , Un) dγU(N)(U1)
)
dµN (U2, . . . , Un) ≥ 1
2
.
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Therefore,
lim sup
N→∞
1
N2
log γ⊗nU(N)(Ψ(N,m, δ)) ≥ lim sup
N→∞
1
N2
log γ⊗n−1U(N) (Φ(N,m, δ
′)),
which implies (2.6) thanks to Lemma 2.4. 
3. Characterization of freeness by χorb = 0
Let (X1, . . . , Xn) be an n-tuple of self-adjoint random variables as in the preceding section.
This section is devoted to proving the converse implication of the second assertion of Proposition
2.9; consequently we have the following:
Theorem 3.1. χorb(X1, . . . , Xn) = 0 if and only if X1, . . . , Xn are freely independent.
To prove the theorem, we will provide a certain transportation cost inequality similarly to the
projection case in [11, §5]. In what follows we adopt the description of χorb as χorb(X1, . . . , Xn :
ξ1, . . . , ξn) due to Lemma 2.4. For 1 ≤ i ≤ n let us choose and fix a sequence {ξi(N)} of
ξi(N) ∈M saN such that ‖ξi(N)‖∞ ≤ ‖Xi‖∞ and ξi(N)→ Xi in moments as N →∞.
With R := max1≤i≤n ‖Xi‖∞, C[−R,R] is the C∗-algebra of continuous functions on [−R,R].
Let AR := C[−R,R]⋆n be the universal free product C∗-algebra of n-copies of C[−R,R] with
canonical self-adjoint free generators Z1, . . . , Zn, i.e., Zi(t) = t in the ith C[−R,R]. We denote
by TS(AR) the set of all tracial states on AR and by P(SU(N)n) the set of all probability
measures on the n-fold product SU(N)n. For each λ ∈ P(SU(N)n) we associate a unique
λ̂ ∈ TS(AR) as follows:
λ̂(h) :=
∫
SU(N)n
trN (h(U1ξ1(N)U
∗
1 , . . . , Unξn(N)U
∗
n)) dλ for h ∈ AR, (3.1)
where h(U1ξ1(N)U
∗
1 , . . . , Unξn(N)U
∗
n) is the image of h ∈ AR by the ∗-homomorphism from
AR to MN(C) sending each Zi to Uiξi(N)U∗i . Similarly, τ(X1,...,Xn) ∈ TS(AR) is defined by
τ(X1,...,Xn)(h) := τ(h(X1, . . . , Xn)) for h ∈ AR.
From the trivial fact that the image of SU(N) by the quotient map qUN is exactly U(N)/T(N),
it is clear that no difference occurs when SU(N) is used in place of U(N) in the definition of
χorb (Definitions 2.1–2.3). Letting
Γ(N,m, δ) := Γorb(X1, . . . , Xn : ξ1(N), . . . , ξn(N);N,m, δ) ∩ SU(N)n,
we thus have
χorb(X1, . . . , Xn) = lim
m→∞,δց0
lim sup
N→∞
1
N2
log γ⊗nSU(N)(Γ(N,m, δ)).
Now, we can choose a subsequence N1 < N2 < · · · in such a way that
χorb(X1, . . . , Xn) = lim
m→∞
1
N2m
log γ⊗nSU(Nm)(Γ(Nm,m, 1/m)), (3.2)
and define
λm :=
1
γ⊗nSU(Nm)(Γm)
γ⊗nSU(Nm)
∣∣
Γm
∈ P(SU(N)n)
with Γm := Γ(Nm,m, 1/m). Then the next lemma can be proven in the same way as in the
proof of [9, (2.5) in p. 401].
Lemma 3.2. limm→∞ λ̂m = τ(X1,...,Xn) in the weak
∗ topology.
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The following is essentially a kind of reformulation of Voiculescu’s asymptotic freeness result
[21, 25] (also [7, §4.3]) for unitary random matrices (related to Lemma 1.3). A simple proof
based on Lemma 1.3 is given for completeness.
Lemma 3.3. limN→∞ γ̂⊗nSU(N) = τ
free
(X1,...,Xn)
in the weak∗ topology, where τ free(X1,...,Xn) := ⋆
n
i=1τXi
is the free product of the states τXi on C[−R,R] induced from the distribution measure of Xi.
Proof. For each m ∈ N and δ, θ > 0, Lemma 1.3 implies that γ⊗nU(N)(Ω(N,m, δ)) > 1− θ for all
sufficiently large N , where
Ω(N,m, δ) := {(U1, . . . , Un) ∈ U(N)n : {U1ξ1(N)U∗1 }, . . . , {Unξn(N)U∗n} are (m, δ)-free}.
For any 1 ≤ i1, . . . , ik ≤ n with 1 ≤ k ≤ m, notice that
̂γ⊗nSU(N)(Zi1 · · ·Zik) =
∫
SU(N)n
trN (Ui1ξi1(N)U
∗
i1 · · ·Uikξik(N)U∗ik) dγ⊗nSU(N)
=
∫
U(N)n
trN (Ui1ξi1(N)U
∗
i1 · · ·Uikξik (N)U∗ik) dγ⊗nU(N)
and
tr⋆nN (ιi1(ξi1 (N)) · · · ιik (ξik(N)) = tr⋆nN (ιi1 (Ui1ξi1 (N)U∗i1) · · · ιik (Uikξik(N)U∗ik))
for all (U1, . . . , Un) ∈ U(N)n (with the notations given before Lemma 1.3). Hence one can
immediately estimate∣∣∣γ̂⊗nSU(N)(Zi1 · · ·Zik)− tr⋆nN (ιi1 (ξi1(N)) · · · ιik(ξik(N)))∣∣∣
≤
(∫
Ω(N,m,δ)
+
∫
U(N)n\Ω(N,m,δ)
)∣∣trN (Ui1ξi1 (N)U∗i1 · · ·Uikξik(N)U∗ik)
− tr⋆nN (ιi1 (Ui1ξi1 (N)U∗i1) · · · ιik (Uikξik(N)U∗ik))
∣∣ dγ⊗nU(N)
< δ + 2(R+ 1)mθ
for every N ≥ N0. Since
lim
N→∞
tr⋆nN (ιi1(ξi1 (N)) · · · ιikξik (N))) = τ free(X1,...,Xn)(Zi1 · · ·Zik),
the desired assertion follows. 
Let W2,free(τ1, τ2) denote the free probabilistic 2-Wasserstein distance between τ1, τ2 ∈
TS(AR) introduced by Biane and Voiculescu [4] (see [9, §1.3] for a brief summary fit to our
arguments). We need the next lemma comparing the free 2-Wasserstein distance with the orig-
inal one (for measures) under the transformation λ ∈ P(SU(N)n) 7→ λ̂ ∈ TS(AR) defined in
(3.1).
Lemma 3.4. For any λ1, λ2 ∈ P(SU(N)n) one has
W2,free(λ̂1, λ̂2) ≤ 2R√
N
W2,‖·‖HS(λ1, λ2) ≤
2R√
N
W2,geod(λ1, λ2),
where W2,‖·‖HS and W2,geod are the 2-Wasserstein distances for measures with respect to the
Hilbert-Schmidt norm ‖ · ‖HS and the geodesic distance, respectively.
Proof. The proof goes along the same line as that of [9, Lemma 1.3] with slight modifications
in the following two points. First, let Π(λ1, λ2) denote the set of all probability measures on
SU(N)n × SU(N)n whose left and right marginal measures are λ1 and λ2, respectively. For
each π ∈ Π(λ1, λ2) we associate the state π̂ ∈ TS(AR ⋆AR) via (the free product of two copies
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of) the ∗-homomorphism sending each Zi to Uiξi(N)U∗i as above. Then one can easily observe
that
W2,free(λ̂1, λ̂2) ≤
√√√√∫
SU(N)n
∫
SU(N)n
n∑
i=1
‖Uiξi(N)U∗i − V ∗i ξi(N)V ∗i ‖2HS dπ
for any π ∈ Π(λ1, λ2), where the first integration is for (U1, . . . , Un) and the second for
(V1, . . . , Vn). Secondly, we need the following elementary estimate:
‖Uiξi(N)U∗i − Viξi(N)V ∗i ‖HS ≤ 2‖ξi(N)‖∞‖Ui − Vi‖HS ≤ 2R‖Ui − Vi‖HS,
which is the reason why R appears in the desired inequality. Finally, the latter inequality is
trivial because the geodesic distance majorizes the Hilbert Schmidt norm distance. 
We are now in a position to show the following transportation cost inequality. Since W2,free
is indeed a metric, this yields the implication from χorb(X1, . . . , Xn) = 0 to the freeness of
X1, . . . , Xn, thus proving the theorem.
Proposition 3.5.
W2,free
(
τ(X1,...,Xn), τ
free
(X1,...,Xn)
) ≤ 4( max
1≤i≤n
‖Xi‖∞
)√
−χorb(X1, . . . , Xn).
Proof. The proof is also same as that of [9, Theorem 2.2], and thus we only give an outline.
Since the Ricci curvature of SU(N)n (with respect to the inner product induced from ReTrN )
is known to be the constant N/2, the transportation cost inequality
W2,geod(λm, γ
⊗n
SU(Nm)
) ≤
√
4
Nm
S(λm, γ
⊗n
SU(Nm)
)
holds due to [16], where S(· , ·) is the relative entropy. Since
S(λm, γ
⊗n
SU(Nm)
) = − log γ⊗nSU(Nm)(Γm),
we have by Lemma 3.4
W2,free(λ̂m,
̂γ⊗nSU(Nm)) ≤ 4R
√
− 1
Nm
log γ⊗nSU(Nm)(Γm).
The desired inequality follows as m → ∞ thanks to (3.2), Lemmas 3.2 and 3.3 together with
the joint lower semicontinuity of W2,free. 
4. Generalization of χorb to hyperfinite random multi-variables
For 1 ≤ i ≤ n let Xi = (Xi1, . . . , Xir(i)) be a non-commutative self-adjoint random multi-
variable (called a random multi-variable for short), which means a tuple consisting of self-adjoint
random variables in (M, τ). What we want here is to generalize the orbital free entropy χorb for
random variables to that for those multi-variables X1, . . . ,Xn. But there is a serious difficulty
in so doing in the general setting because we have no right counterpart of the map ΦN in (1.1)
for the n-tuple space (M saN )
n. However, the description of χorb as χorb(X1, . . . , Xn : ξ1, . . . , ξn)
(see Lemma 2.4) and Jung’s lemma (Lemma 1.2) allow us to define χorb(X1, . . . ,Xn) only when
all W ∗(Xi) := W ∗(Xi1, . . . , Xir(i))’s are hyperfinite. Throughout this section we assume that
X1, . . . ,Xn are all hyperfinite in this sense. Now, the definition of the orbital free entropy
χorb(X1, . . . ,Xn) is similar to Definition 2.3 as follows.
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Definition 4.1. For each 1 ≤ i ≤ n let us choose a sequence {Ξi(N)} consisting of r(i)-tuples
Ξi(N) = (ξi1(N), . . . , ξir(i)(N)) of ξij(N) ∈ M saN , N ∈ N, such that Ξi(N) converges to Xi in
the distribution sense (or in mixed moments) as N → ∞. (Such a sequence always exists due
to the hyperfiniteness for Xi.) Define Γorb(X1, . . . ,Xn : Ξ1(N), . . . ,Ξn(N);N,m, δ) to be the
set of all n-tuples (U1, . . . , Un) ∈ U(N)n such that∣∣trN (Ui1ξi1j1(N)U∗i1 · · ·Uikξikjk(N)U∗ik)− τ(Xi1j1 · · ·Xikjk)∣∣ < δ
for all 1 ≤ it ≤ n, 1 ≤ jt ≤ r(it), 1 ≤ t ≤ k and 1 ≤ k ≤ m, that is, (UiΞi(N)U∗i )ni=1 ∈
Γ(X1 ⊔ · · · ⊔ Xn;N,m, δ), where UiΞi(N)U∗i means (Uiξi1(N)U∗i , . . . , Uiξir(i)U∗i ). Then we
define
χorb(X1, . . . ,Xn)
:= lim
m→∞,δց0
lim sup
N→∞
1
N2
log γ⊗nU(N)(Γorb(X1, . . . ,Xn : Ξ1(N), . . . ,Ξn(N);N,m, δ)).
If each Xi consists of a single random variable, then the above χorb(X1, . . . ,Xn) clearly
coincides with the χorb in §2 by definition. Moreover, the above definition is satisfactory as
shown in the next lemma. The proof is similar to that of Lemma 2.4.
Lemma 4.2. χorb(X1, . . . ,Xn) is independent of the choice of ({Ξ1(N)}, . . . , {Ξn(N)}).
Proof. Let ({Ξ′1(N)}, . . . , {Ξ′n(N)}) be another approximating n-tuple. By symmetry it suffices
to show that for each δ > 0 and m ∈ N,
γ⊗nU(N)(Γorb(X1, . . . ,Xn : Ξ
′
1(N), . . . ,Ξ
′
n(N);N,m, δ/2))
≤ γ⊗nU(N)(Γorb(X1, . . . ,Xn : Ξ1(N), . . . ,Ξn(N);N,m, δ))
for all sufficiently large N . Since Ξi(N) and Ξ
′
i(N) converge to the same Xi in distribution,
by Lemma 1.2 one can choose an N0 ∈ N so that for every N ≥ N0 there is an n-tuple
(V1(N), . . . , Vn(N)) ∈ U(N)n satisfying
‖Vi(N)ξij(N)Vi(N)∗ − ξ′ij(N)‖m,trN <
δ
2m(R+ 1)m−1
for all 1 ≤ j ≤ r(i) and 1 ≤ i ≤ n, where
R := sup{‖ξij(N)‖m,trN , ‖ξ′ij(N)‖m,trN : 1 ≤ j ≤ r(i), 1 ≤ i ≤ n, N ∈ N} (< +∞).
If (U1, . . . , Un) ∈ Γorb(X1, . . . ,Xn : Ξ′1(N), . . . ,Ξ′n(N);N,m, δ/2) with N ≥ N0, then as in the
proof of Lemma 2.4 we get∣∣trN (Ui1(Vi1 (N)ξi1j1(N)Vi1 (N)∗)U∗i1 · · ·Uik(Uik(N)ξikjk(N)Uik(N)∗)U∗ik)
− τ(Xi1j1 · · ·Xikjk)
∣∣
≤ m(R+ 1)m−1max
i,j
‖Vi(N)ξij(N)Vi(N)∗ − ξ′ij(N)‖m,trN +
δ
2
< δ
for all 1 ≤ it ≤ n, 1 ≤ jt ≤ r(it), 1 ≤ t ≤ k and 1 ≤ k ≤ m. This means that
Γorb(X1, . . . ,Xn : Ξ
′
1(N), . . . ,Ξ
′
n(N);N,m, δ/2)
⊂ Γorb(X1, . . . ,Xn : Ξ1(N), . . . ,Ξn(N);N,m, δ) · (V1(N), . . . , Vn(N))
for all N ≥ N0. Hence we have the desired assertion thanks to the right invariance of γU(N). 
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Remark 4.3. Jung’s result [15] (or Lemma 1.2) says that the above definition of
χorb(X1, . . . ,Xn) can work only when all the Xi’s are hyperfinite since the microstates are
not concentrated in a single (approximate) unitary orbit for a general random multi-variable.
Thus, to define χorb for general random multi-variables, we need an appropriate way to gather
together all unitary orbits without “overlap” in each matricial level. One potential way is to
use the space of unitarily equivalent classes of ∗-representations of W ∗(Xi) in Rω, which plays
a similar role of RN≥ for random variables. Note that the restriction of diagonal matrices to R
N
≥
is needed in the definition of χorb to avoid “overlap”; indeed, if R
N is used in place of RN≥ , then
the space of “orbital microstates” has the “overlap” coming from the symmetry of SN acting
on the eigenvalue space RN . One more way we considered is to use a suitable fundamental
domain of the diagonal action of U(N) on ΓR(Xi1, . . . , Xir(i);N,m, δ) as a role of R
N
≥ , but we
encountered some difficulty in this approach.
Except for the relation between χorb and χ (Theorem 2.6), all basic properties of χorb can be
extended to hyperfinite random multi-variables in the same way, which are summarized in the
next proposition. Note that the assertion of Theorem 2.6 is meaningless for hyperfinite random
multi-variables because both sides of the equality are −∞ as long as at least one of the Xi’s is
not a single variable.
Only (4)–(8) of the proposition are somewhat non-trivial. Note that (6) is the χorb counter-
part of [26, Remark 9.2 (e)] while it is just a byproduct of (5). The proofs of (5), (7) and (8)
are essentially same as before in the case of χorb for random variables; for example, Lemma 1.2
is used in place of Lemma 1.1. We will sketch them and leave the full details to the reader.
Proposition 4.4. χorb for hyperfinite random multi-variables enjoys the following properties:
(1) χorb(X) = 0 for any single X.
(2) χorb(X1, . . . ,Xn) ≤ 0.
(3) χorb(X1, . . . ,Xn) ≤ χorb(X1, . . . ,Xk) + χorb(Xk+1, . . . ,Xn).
(4) If X
(k)
i = (X
(k)
i1 , . . . , X
(k)
ir(i)) are hyperfinite random multi-variables for 1 ≤ i ≤ n and
k ∈ N such that X(k)1 ⊔ · · · ⊔X(k)n → X1 ⊔ · · · ⊔Xn in the distribution sense as k →∞,
then
χorb(X1, . . . ,Xn) ≥ lim sup
k→∞
χorb(X
(k)
1 , . . . ,X
(k)
n ).
(5) χorb(X1, . . . ,Xn) depends only upon W
∗(X1), . . . ,W ∗(Xn); more precisely,
χorb(X1, . . . ,Xn) = χorb(X
′
1, . . . ,X
′
n)
for hyperfinite random multi-variables Xi and X
′
i with W
∗(Xi) = W ∗(X′i), 1 ≤ i ≤ n,
where the numbers of variables in Xi and in X
′
i may be different.
(6) If Y1, . . . ,Yn are random multi-variables such that Yi ⊂W ∗(Xi) for 1 ≤ i ≤ n, then
χorb(X1, . . . ,Xn) ≤ χorb(Y1, . . . ,Yn).
(7) If X1 is freely independent of X2, . . . ,Xn, then
χorb(X1,X2, . . . ,Xn) = χorb(X2, . . . ,Xn).
(8) χorb(X1, . . . ,Xn) = 0 if and only if X1, . . . ,Xn are freely independent.
Proof. (4) For each k ∈ N let ({Ξ(k)1 (N)}, . . . , {Ξ(k)n (N)}) be an approximating n-tuple for
(X
(k)
1 , . . . ,X
(k)
n ). For any α < lim supk χorb(X
(k)
1 , . . . ,X
(k)
n ) one can choose a sequence k1 <
k2 < . . . such that χorb(X
(km)
1 , . . . ,X
(km)
n ) > α and
|τ(X(km)i1j1 · · ·X
(km)
iℓjℓ
)− τ(Xi1j1 · · ·Xiℓjℓ)| <
1
m
(4.1)
ORBITAL APPROACH TO FREE ENTROPY 15
for all 1 ≤ it ≤ n, 1 ≤ jt ≤ n(it), 1 ≤ t ≤ ℓ and 1 ≤ ℓ ≤ m. Furthermore, one can find a
sequence N1 < N2 < . . . such that for every m ∈ N and 1 ≤ i ≤ n,
Ξ
(km)
i (N) ∈ Γ(X(km)i ;N,m, 1/m) if N ≥ Nm, (4.2)
and also
1
N2m
log γ⊗nU(N)(Γorb(X
(km)
1 , . . . ,X
(km)
n : Ξ
(km)
1 (Nm), . . . ,Ξ
(km)
n (Nm);Nm,m, 1/m)) > α. (4.3)
For 1 ≤ i ≤ n define
Ξi(N) := Ξ
(km)
i (N) if Nm ≤ N < Nm+1, m ∈ N.
By (4.1) and (4.2), for 1 ≤ i ≤ n we get Ξi(N) ∈ Γ(Xi;N,m, 2/m) if Nm ≤ N < Nm+1, m ∈ N;
hence ({Ξ1(N)}, . . . , {Ξn(N)}) is an approximating n-tuple for (X1, . . . ,Xn). For each m ∈ N,
if (U1, . . . , Un) is in
Γorb(X
(km)
1 , . . . ,X
(km)
n : Ξ
(km)
1 (Nm), . . . ,Ξ
(km)
n (Nm);Nm,m, 1/m),
then (UiΞi(Nm)U
∗
i )
n
i=1 = (UiΞ
(km)
i (Nm)U
∗
i )
n
i=1 is in Γ(X
(km)
1 ⊔· · ·⊔X(km)n ;Nm,m, 1/m). Since
this set of microstates is included in Γ(X1 ⊔ · · · ⊔Xn;Nm,m, 2/m) thanks to (4.1), it follows
that
Γorb(X
(km)
1 , . . . ,X
(km)
n : Ξ
(km)
1 (Nm), . . . ,Ξ
(km)
n (Nm);Nm,m, 1/m)
⊂ Γorb(X1, . . . ,Xn : Ξ1(Nm), . . . ,Ξn(Nm);Nm,m, 2/m).
Hence, by (4.3) we have
1
N2m
log γ⊗nU(N)(Γorb(X1, . . . ,Xn : Ξ1(Nm), . . . ,Ξn(Nm);Nm,m, 2/m)) > α
for all m ∈ N. This immediately implies that χorb(X1, . . . ,Xn) ≥ α, and the result follows.
(5) Let Xi = (Xi1, . . . , Xir(i)) and X
′
i = (X
′
i1, . . . , X
′
ir′(i)) be as stated in the proposition,
and choose their approximating n-tuples ({Ξ1(N)}, . . . , {Ξn(N)}) and ({Ξ′1(N)}, . . . , {Ξ′n(N)}),
respectively, with Ξi(N) = (ξij(N))
r(i)
j=1 and Ξ
′
i(N) = (ξ
′
ij(N))
r′(i)
j=1 . We may assume that
‖ξij(N)‖∞, ‖ξ′ij′ (N)‖∞ ≤ maxi,j,j′{‖Xij‖∞, ‖X ′ij′‖∞} for all i, j, j′ and N . Now, it suffices
to prove that for each m ∈ N and δ > 0 there are an m′ ∈ N, a δ′ > 0 and an N0 ∈ N such that
γ⊗nU(N)(Γorb((Xi)
n
i=1 : (Ξi(N))
n
i=1;N,m
′, δ′))
≤ γ⊗nU(N)(Γorb((X′i)ni=1 : (Ξ′i(N))ni=1;N,m, δ)) (4.4)
for all N ≥ N0. The proof is essentially same as that of (2.5) but more complicated since the
right-hand side of (4.4) contains Ξ′i(N) differently from (2.5). The Kaplansky density theorem
enables us to choose non-commutative self-adjoint polynomials Pij of r(i) indeterminates for
1 ≤ j ≤ r′(i), 1 ≤ i ≤ n such that ‖Pij(Xi)‖∞ ≤ R and ‖X ′ij − Pij(Xi)‖1,τ is arbitrarily
small; hence X′1 ⊔ · · · ⊔X′n is arbitrarily approximated by (P1j(X1))r
′(1)
j=1 ⊔ · · · ⊔ (Pnj(Xn))r
′(n)
j=1
in distribution. Since Ξ′i(N) → X′i and (Pij(Ξi(N)))r
′(i)
j=1 → (Pij(Xi))r
′(i)
j=1 in distribution as
N → ∞, by Lemma 1.2 one can find an N0 ∈ N such that for every N ≥ N0 and 1 ≤ i ≤ n
there exists a Vi(N) ∈ U(N) for which ‖Pij(Ξi(N)) − Vi(N)ξ′ij(N)Vi(N)∗‖2,trN is arbitrarily
small for 1 ≤ j ≤ r′(i). Then one can choose an m′ ∈ N and a δ′ > 0 such that
Γorb((Xi)
n
i=1 : (Ξi(N))
n
i=1;N,m
′, δ′) · (Vi(N))ni=1
⊂ Γorb((X′i)ni=1 : (Ξ′i(N))ni=1;N,m, δ)
for all N ≥ N0, implying (4.4).
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(6) Letting X′i := Xi ⊔Yi for 1 ≤ i ≤ n we have by (5)
χorb(X1, . . . ,Xn) = χorb(X
′
1, . . . ,X
′
n) ≤ χorb(Y1, . . . ,Yn),
since the latter inequality is obvious by definition.
(7) The proof is completely same as that of Proposition 2.9; just replace Xi, ξi(N) by Xi,
Ξi(N). See also Proposition 4.7 for its generalization.
(8) The assertions (1) and (7) show that the freeness implies χorb = 0. The converse is
proven by extending the transportation cost inequality in Proposition 3.5 to hyperfinite ran-
dom multi-variables. The proof is same as before, so only a few remarks are mentioned here.
Set R := maxi,j ‖Xij‖∞ and let AR be the universal free product of r(1) + · · ·+ r(n) copies of
C[−R,R] with canonical generators Zij for 1 ≤ j ≤ r(i), 1 ≤ i ≤ n. By the ∗-homomorphism
sending each Zij toXij we obtain τ(X1,...,Xn) ∈ TS(AR) as in §3. Also, for every λ ∈ P(SU(N)n)
we associate λ̂ ∈ TS(AR) in the same manner as in §3 by the integral over the unitary orbit
{(U1Ξ1(N)U∗1 , . . . , UnΞn(N)U∗n) : (U1, . . . , Un) ∈ SU(N)n} with respect to λ. Then, the coun-
terparts of Lemmas 3.2 and 3.3 are proven exactly in the same way. Indeed, applying Lemma
1.3 to
{(U1, . . . , Un) ∈ U(N)n : U1Ξ1(N)U∗1 , . . . , UnΞn(N)U∗n are (m, δ)-free}
one can show that limN→∞ γ̂⊗nSU(N) = τ
free
(X1,...,Xn)
weakly*, where τ free(X1,...,Xn) ∈ TS(AR) is the
free product of the states τXi on C
∗(Zij , . . . , Zir(i)) induced from the original τ on M via the
∗-homomorphism sending Zij to Xij for 1 ≤ j ≤ r(i). With these the same argument as before
proves
W2,free(τ(X1,...,Xn), τ
free
(X1,...,Xn)
) ≤ 4R
√
−χorb(X1, . . . ,Xn),
from which we get the conclusion. 
Next, we introduce the χorb(· · · : v) in the presence of unitary random variables, which will
be necessary in the next section.
First, let us recall the Γ-set of microstates approximating X = (X1, . . . , Xn) in the presence
of unitary random variables. In addition to X let v = (v1, . . . , vℓ) be an ℓ-tuple of unitary
random variables in (M, τ). For N,m ∈ N and δ > 0 we denote by Γ(X,v;N,m, δ) the set of
all (A1, . . . , An, V1, . . . , Vℓ) in (M
sa
N )
n ×U(N)ℓ such that
|trN (h(A1, . . . , An, V1, . . . , Vℓ))− τ(h(X,v))| < δ
for all ∗-monomials h of n + ℓ indeterminates of degree not greater than m, and by Γ(X :
v;N,m, δ) the set of all (A1, . . . , An) ∈ (M saN )n such that (A1, . . . , An, V1, . . . , Vℓ) ∈ Γ(X,v;
N,m, δ) for some (V1, . . . , Vℓ) ∈ U(N)ℓ.
Definition 4.5. For 1 ≤ i ≤ n choose a microstate sequence Ξi(N) = (ξi1(N), . . . , ξir(i)(N))
in (M saN )
r(i), N ∈ N, such that Ξi(N) converges to Xi in the distribution sense as N → ∞.
Moreover, let v = (v1, . . . , vℓ) be unitary random variables in (M, τ). For N,m ∈ N and δ > 0
define Γorb(X1, . . . ,Xn : Ξ1(N), . . . ,Ξn(N) : v;N,m, δ) to be the set of all (U1, . . . , Un) ∈
U(N)n such that (UiΞi(N)U
∗
i )
n
i=1 is in Γ(X1, . . . ,Xn : v;N,m, δ). Then we define the orbital
free entropy of (X1, . . . ,Xn) in the presence of v by
χorb(X1, . . . ,Xn : v)
:= lim
m→∞, δց0
lim sup
N→∞
1
N2
log γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : Ξ1(N), . . . ,Ξn(N) : v;N,m, δ)
)
.
Similarly to Lemma 4.2 the above definition of χorb(X1, . . . ,Xn : v) is independent of the choice
of an approximating n-tuple ({Ξ1(N)}, . . . , {Ξn(N)}).
ORBITAL APPROACH TO FREE ENTROPY 17
The next proposition can be regarded as the χorb-counterpart of [26, Proposition 10.4]. In
what follows, χu(· · · ) means the free entropy of unitary random variables (see [7, §6.5]).
Proposition 4.6. Let v = (v1, . . . , vn) be a freely independent n-tuple of unitary random
variables with χu(vi) > −∞ for all 1 ≤ i ≤ n. If X1, . . . ,Xn are freely independent of v, then
χorb(X1, . . . ,Xn) ≤ χorb(v1X1v∗1 , . . . , vnXnv∗n : v)
≤ χorb(v1X1v∗1 , . . . , vnXnv∗n).
In particular, when the above X1, . . . ,Xn are single self-adjoint random variables X1, . . . , Xn,
one has
χ(X1, . . . , Xn) ≤ χ(v1X1v∗1 , . . . , vnXnv∗n).
Proof. The latter assertion follows immediately from the first thanks to Theorem 2.6. For the
first assertion it is enough to prove only the first inequality. Choose Ξi(N) as in Definition 4.5
with ‖Ξi(N)‖∞ ≤ ‖Xi‖∞ for 1 ≤ i ≤ n and N ∈ N, where ‖Ξi(N)‖∞ := max1≤j≤r(i) ‖ξij‖∞
and ‖Xi‖∞ := max1≤j≤r(i) ‖Xij‖∞. For N,m ∈ N and δ, ρ > 0 we write for short
Φ(N,m, δ) := Γorb((Xi)
n
i=1 : (Ξi(N))
n
i=1;N,m, δ),
Ψ̂(N,m, ρ) := Γ(v1X1v
∗
1 ⊔ · · · ⊔ vnXnv∗n,v;N,m, ρ),
Ψ˜(N,m, ρ) := Γ(v1X1v
∗
1 ⊔ · · · ⊔ vnXnv∗n : v;N,m, ρ),
Ψ(N,m, ρ) := Γorb((viXiv
∗
i )
n
i=1 : (Ξi(N))
n
i=1 : v;N,m, ρ).
We define two probability measures µN and νN on U(N)
n by
µN :=
1
γ⊗nU(N)(Φ(N,m, δ))
γ⊗nU(N)
∣∣
Φ(N,m,δ)
,
νN :=
1
γ⊗nU(N)(Γ(v;N, 2m, δ))
γ⊗nU(N)
∣∣
Γ(v;N,2m,δ)
,
where Γ(v;N, 2m, δ) is the Γ-set of unitary microstates in U(N)n approximating v (see [7,
§6.5]). Here we may and do assume that χorb(X1, . . . ,Xn) > −∞ so that µN is well-defined for
all sufficiently large N ∈ N. Also, note that νN is well-defined for all sufficiently large N ∈ N
thanks to the assumption of free independence for v. Furthermore, define
Ω(N, 3m, δ) :=
{
(U1, . . . , Un, V1, . . . , Vn) ∈ U(N)n ×U(N)n :
(UiΞi(N)U
∗
i )
n
i=1 and (Vi)
n
i=1 are (3m, δ)-free
}
.
For every m ∈ N and ρ > 0 one can choose a δ > 0 such that if U = (U1, . . . , Un) ∈ Φ(N,m, δ),
V = (V1, . . . , Vn) ∈ Γ(v;N, 2m, δ) and (U,V) ∈ Ω(N, 3m, δ), then ((ViUiΞi(N)U∗i V ∗i )ni=1,V) ∈
Ψ̂(N,m, ρ). Since µN⊗νN is invariant under the U(N)-action given by (U,V) 7→ (U,WVW ∗),
WVW ∗ := (WViW ∗)ni=1, for W ∈ U(N), it follows from Lemma 1.3 (see the proof of [25,
Corollary 2.14]) that (µN ⊗ νN )(Ω(N, 3m, δ)) ≥ 1/2 whenever N is large enough (depending
only on m, δ). For each such N one can choose a V ∈ Γ(v;N, 2m, δ) such that
1
2
≤ µN (Ω(N, 3m, δ : V)) =
γ⊗nU(N)(Φ(N,m, δ) ∩ Ω(N, 3m, δ : V))
γ⊗nU(N)(Φ(N,m, δ))
, (4.5)
where Ω(N, 3m, δ : V) := {U ∈ U(N)n : (U,V) ∈ Ω(N, 3m, δ)}. From the above choice of δ
we have {
(ViUiΞi(N)U
∗
i V
∗
i )
n
i=1 : U ∈ Φ(N,m, δ) ∩ Ω(N, 3m, δ : V)
} ⊂ Ψ˜(N,m, ρ),
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that is, {
VU = (ViUi)
n
i=1 : U ∈ Φ(N,m, δ) ∩Ω(N, 3m, δ : V)
} ⊂ Ψ(N,m, ρ).
Thanks to the left invariance of γU(N), this and (4.5) imply that
1
2
γ⊗nU(N)(Φ(N,m, δ)) ≤ γ⊗nU(N)(Ψ(N,m, ρ)).
Therefore,
χorb(X1, . . . ,Xn) ≤ lim sup
N→∞
1
N2
log γ⊗nU(N)(Ψ(N,m, ρ)),
implying the required inequality. 
The next proposition is exactly the χorb-counterpart of [25, Theorem 3.8].
Proposition 4.7. Let v = (v1, . . . , vn) be unitary random variables. If (X1, v1) is freely inde-
pendent of X2, . . . ,Xn and v2, . . . , vn, then
χorb(X1, . . . ,Xn : v) = χorb(X1 : v1) + χorb(X2, . . . ,Xn : v2, . . . , vn)
whenever X1 is regular in the presence of v1, that is, replacing the lim sup as N →∞ by lim inf
gives the same value in the definition χorb(X1 : v1).
Proof. Since the subadditivity
χorb(X1, . . . ,Xn : v1, . . . , vn)
≤ χorb(X1, . . . ,Xk : v1, . . . , vk) + χorb(Xk+1, . . . ,Xn : vk+1, . . . , vn) (4.6)
is obvious by definition, it suffices to show inequality ≥ for the required equality. We can
assume that χorb(X1 : v1) > −∞ and χorb(X2, . . . ,Xn : v2, . . . , vn) > −∞. We choose Ξi(N)
as in the previous proof and for each N,m ∈ N and δ, ρ > 0 write
Φ(N,m, δ) := Γorb(X1 : Ξ1(N) : v1;N,m, δ)
× Γorb((Xi)ni=2 : (Ξi(N))ni=2 : (vi)ni=2;N,m, δ),
Ψ(N,m, ρ) := Γorb((Xi)
n
i=1 : (Ξi(N))
n
i=1 : v;N,m, ρ).
The assumption guarantees that Φ(N,m, δ) is not of γ⊗nU(N)-measure 0 for all N large enough.
We will prove that for each m ∈ N and ρ > 0 there is a δ > 0 such that
γ⊗nU(N)(Ψ(N,m, ρ) ∩ Φ(N,m, δ))
γ⊗nU(N)(Φ(N,m, δ))
≥ 1
2
(4.7)
for all sufficiently large N . The proof is similar to that of [25, Lemma 3.5]. First, note that
Γorb(X1 : Ξ1(N) : v1;N,m, δ) is invariant under the left action U1 7→ UU1 for U ∈ U(N).
Hence the probability measure
µN :=
1
γ⊗nU(N)(Φ(N,m, δ))
γ⊗nU(N)
∣∣
Φ(N,m,δ)
is invariant under the same action of U(N) to the only first component. Next, for anym ∈ N and
ρ > 0, one can choose a δ > 0 so that if (A1, V1) ∈ Γ(X1, v1;N,m, δ) with ‖A1‖∞ ≤ ‖X1‖∞
and ((Ai)
n
i=2, (Vi)
n
i=2) ∈ Γ((Xi)ni=2, (vi)ni=2;N,m, δ) with ‖Ai‖∞ ≤ ‖Xi‖∞ and if (A1, V1)
and ((Ai)
n
i=2, (Vi)
n
i=2) are (m, δ)-free, then ((Ai)
n
i=1, (Vi)
n
i=1) ∈ Γ((Xi)ni=1, (vi)ni=1;N,m, ρ)).
Lemma 1.3 implies that
γU(N)({U ∈ U(N) : (UA1U∗, UV1U∗) and ((Ai)ni=2, (Vi)ni=2) are (m, δ)-free}) ≥
1
2
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for every Ai and Vi as above whenever N is sufficiently large (depending only on m, δ). Then
it follows that
γU(N)
({U ∈ U(N) : (UU1, (Ui)ni=2) ∈ Ψ(N,m, ρ)}) ≥ 12
for all (U1, (Ui)
n
i=2) ∈ Φ(N,m, δ) whenever N is sufficiently large. This implies that
µN (Ψ(N,m, ρ)) =
∫
U(N)n
(∫
U(N)
1Ψ(N,m,ρ)(UU1, (Ui)
n
i=2) dγU(N)(U)
)
dµN ≥ 1
2
,
implying (4.7). Therefore, we obtain
lim sup
N→∞
1
N2
log γ⊗nU(N)(Ψ(N,m, ρ))
≥ lim sup
N→∞
1
N2
log γ⊗nU(N)(Φ(N,m, δ))
≥ lim inf
N→∞
1
N2
log Γorb(X1 : Ξ1(N) : v1;N,m, δ)
+ lim sup
N→∞
1
N2
log Γorb((Xi)
n
i=2 : (Ξi(N))
n
i=2 : (vi)
n
i=2;N,m, δ),
and the desired inequality follows thanks to the regularity assumption of X1 (in the presence
of v1). 
5. Orbital free entropy dimension
The microstate free entropy dimension δ and its modified one δ0 due to Voiculescu [22, 23]
are defined for self-adjoint random variables based on the microstate free entropy χ and the
semicircular deformation
(X1 + εS1, . . . , Xn + εSn), ε > 0, (5.1)
where (S1, . . . , Sn) is a free semicircular system freely independent of given self-adjoint random
variables X1, . . . , Xn. In this section we will introduce the orbital version δ0,orb of δ0 (and also
δorb of δ), or in other words the dimension counterpart of the orbital free entropy χorb discussed
in the previous sections. Our essential idea to define δ0,orb is to replace χ by χorb and more
importantly the semicircular deformation (5.1) by the so-called liberation process
(v1(t)X1v1(t)
∗, . . . , vn(t)Xnvn(t)∗), t > 0, (5.2)
introduced by Voiculescu [26], where (v1(t), . . . , vn(t)) is a free n-tuple of multiplicative free
unitary Brownian motions (see [1]) freely independent of the Xi’s. The idea to use the liberation
process goes back to our attempt to define the dimension counterpart of χproj; note that the
space of projections with fixed traces is not closed under the semicircular deformation (5.1)
while it is under the liberation process (5.2).
Throughout the rest of this section, let X1, . . . ,Xn be hyperfinite random multi-variables in
(M, τ) as treated in §4.
Definition 5.1. Let v(t) = (v1(t), . . . , vn(t)), t ≥ 0, be a freely independent n-tuple of mul-
tiplicative free unitary Brownian motions (see [1]) with vi(0) = 1 chosen to be freely inde-
pendent of X1, . . . ,Xn. (We may always assume that such extra variables exist in (M, τ).)
Write vi(t)Xivi(t)
∗ := (vi(t)Xi1vi(t)∗, . . . , vi(t)Xir(i)vi(t)∗) and define the modified orbital free
entropy dimension of (X1, . . . ,Xn) by
δ0,orb(X1, . . . ,Xn) := lim sup
εց0
χorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε))
| log ε1/2| .
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One may also define the orbital free entropy dimension δorb(X1, . . . ,Xn) in the same manner
by using χorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗) without the presence of v(ε). However, we
will deal with only δ0,orb in this paper.
Remark 5.2. Let (X1, . . . , Xn) be an n-tuple of self-adjoint random variables and v a tuple
of unitary random variables in (M, τ). The proof of Theorem 2.6 can be slightly modified to
obtain
χ(X1, . . . , Xn : v) = χorb(X1, . . . , Xn : v) +
n∑
i=1
χ(Xi).
Applying this to (v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗) and v(ε) yields
χ(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε))
= χorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε)) +
n∑
i=1
χ(Xi).
Consequently, if χ(Xi) > −∞ for all 1 ≤ i ≤ n, then we have
δ0,orb(X1, . . . , Xn) = lim sup
εց0
χ(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε))
| log ε1/2| .
This formula might serve as the definition of δ0,orb for random variables (X1, . . . , Xn) such
that χ(Xi) > −∞ for 1 ≤ i ≤ n. However, it does not make sense for hyperfinite random
multi-variables (X1, . . . ,Xn) since χ(v1(ε)X1v1(ε)
∗⊔· · ·⊔vn(ε)Xnvn(ε)∗ : v(ε)) = −∞ as long
as at least one of the Xi’s is not a single variable.
The next proposition summarizes properties of δ0,orb; (1)–(3) are rather obvious. The as-
sertion (4) says that δ0,orb(X1, . . . ,Xn) can be regarded as the (modified) orbital free entropy
dimension of the hyperfinite subalgebras W ∗(X1), . . . ,W ∗(Xn). Note that (6) is the orbital
counterpart of [23, Proposition 6.10]. Also, note that (7) is the δ0,orb-counterpart of Proposi-
tion 2.9, which slightly strengthens the second assertion of (6).
Proposition 5.3. δ0,orb for hyperfinite random multi-variables enjoys the following properties:
(1) δ0,orb(X) = 0 for a single multi-variable X.
(2) δ0,orb(X1, . . . ,Xn) ≤ 0.
(3) δ0,orb(X1, . . . ,Xn) ≤ δ0,orb(X1, . . . ,Xk) + δ0,orb(Xk+1, . . . ,Xn) for every 1 ≤ k < n.
(4) δ0,orb(X1, . . . ,Xn) depends only upon W
∗(X1), . . . ,W ∗(Xn).
(5) If Y1, . . . ,Yn are random multi-variables such that Yi ⊂W ∗(Xi) for 1 ≤ i ≤ n, then
δ0,orb(X1, . . . ,Xn) ≤ δ0,orb(Y1, . . . ,Yn).
(6) If χorb(X1, . . . ,Xn) > −∞, then δ0,orb(X1, . . . ,Xn) = 0. In particular, δ0,orb(X1, . . . ,
Xn) = 0 if X1, . . . ,Xn are freely independent.
(7) If X1 is freely independent of X2, . . . ,Xn, then
δ0,orb(X1,X2 . . . ,Xn) = δ0,orb(X2, . . . ,Xn).
Proof. Since χorb(X) = 0 for a single X, (1) is contained in (6). (2) is trivial since χorb(X1, . . . ,
Xn : v) ≤ 0 for any X1, . . . ,Xn and v. (3) follows from the subadditivity (4.6).
(4) For 1 ≤ i ≤ n let X′i = (X ′i1, . . . , X ′ir′(i)) be another random multi-variable with
W ∗(X′i) = W
∗(Xi). To show the assertion, it suffices to prove the equality of the modified
orbital free entropies
χorb(X1, . . . ,Xn : v) = χorb(X
′
1, . . . ,X
′
n : v)
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in the presence of unitary random variables v. But the proofs of Propositions 2.8 and 4.4 (5)
can be easily modified to prove this, so the details are omitted.
(5) follows immediately from (4) as in the proof of Proposition 4.4 (6).
(6) Since χu(vi(ε)) > −∞ for every ε > 0 (see e.g., [26, Proposition 10.10]), Proposition 4.6
shows that
χorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε)) ≥ χorb(X1, . . . ,Xn)
for every ε > 0, from which the desired assertion immediately follows. The latter assertion
follows from Proposition 4.4 (8).
(7) The proof of Proposition 4.6 shows that for every m ∈ N and ρ > 0 there is a δ > 0 such
that
1
2
γU(N)
(
Γorb(X1 : Ξ1(N);N,m, δ)
)
≤ γU(N)
(
Γ(v1(ε)X1v1(ε)
∗ : Ξ1(N) : v1(ε);N,m, ρ)
)
for all sufficiently large N . Since Γorb(X1 : Ξ1(N);N,m, δ) is the whole U(N) whenever N
is large enough, v1(ε)X1v1(ε)
∗ is regular in the presence of v1(ε) as in Proposition 4.7 and
χorb(v1(ε)X1v1(ε)
∗ : v1(ε)) = 0 for every ε > 0. Therefore, Proposition 4.7 shows that
χorb(v1(ε)X1v(ε)
∗, v2(ε)X2v2(ε)∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε))
= χorb(v1(ε)X1v(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v2(ε), . . . , vn(ε))
for every ε > 0, which immediately implies the required equality. 
Now, we examine how Jung’s covering/packing approach [12, 13] to δ0 works for δ0,orb in-
troduced above. First, let us recall the notions of covering/packing numbers. Let (X , d) be
a Polish space and Γ ⊂ X . Consider Γ as a metric space with the restriction of d on Γ. For
each ε > 0 we denote by Kε(Γ) the minimum number of open ε-balls covering Γ, and by Pε(Γ)
the maximum number of elements in a family of mutually disjoint open ε-balls in Γ, where
ε-balls in Γ are taken as subsets of Γ. Those numbers will sometimes be denoted by Kε(Γ, d)
and Pε(Γ, d) to emphasize the metric d. A subset {xs : s ∈ S} of Γ is called an ε-net of Γ if
the open ε-balls centered at xs, s ∈ S, cover Γ, and also an ε-separated set of Γ if the ε-balls
centered at xs, s ∈ S, are mutually disjoint. This definition is slightly different from that in
[20] but consistent with the definition of packing numbers used here. Moreover, Nε(Γ) stands
for the open ε-neighborhood of Γ. Remark that Pε(Γ) ≥ K2ε(Γ) ≥ P4ε(Γ) holds in general, and
thus if a lower/upper estimate for either Kε(Γ) or Pε(Γ) was proven, then the essentially same
estimate for the other would immediately follow.
On the space (M saN )
n (∼= RnN2) we consider the metric d2 induced from the Hilbert-Schmidt
norm with respect to trN .
Definition 5.4. Let X1, . . . ,Xn and {Ξ1(N)}, . . . , {Ξn(N)} be as in Definition 4.5. Define the
orbital fractal free entropy dimension of (X1, . . . ,Xn) by
δ1,orb(X1, . . . ,Xn) := lim sup
εց0
Korbε (X1, . . . ,Xn)
| log ε| − n = lim supεց0
Porbε (X1, . . . ,Xn)
| log ε| − n,
where
K
orb
ε (X1, . . . ,Xn) := lim
m→∞,δց0
lim sup
N→∞
1
N2
logKε
(
Γorb((Xi)
n
i=1 : (Ξi(N))
n
i=1;N,m, δ)
)
and Porbε (X1, . . . ,Xn) is similar with Pε in place of Kε. Indeed, it is seen from the proof of
Lemma 4.2 that the definitions of Korbε (X1, . . . ,Xn), P
orb
ε (X1, . . . ,Xn) and hence δ1,orb(X1, . . . ,
Xn) are independent of the choice of ({Ξ1(N)}, . . . , {Ξn(N))}.
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Let us then prove the equality δ0,orb = δ1,orb. Indeed, the subtraction by n in the above
definition of δ1,orb is necessary to get this equality. To do so we need a lemma, which says that
v(t) is regular; namely, we have the same value if lim sup is replaced by lim inf in the definition
of χu(v(t)) (see [7, §6.5]). Its proof is essentially same as in the case of self-adjoint variables
(the large deviation principle in [7, 5.4.10] might be important).
Lemma 5.5. Let v(t), t ≥ 0, be as in Definition 5.1. Then for every t ≥ 0,
lim
m→∞,δց0
lim inf
N→∞
1
N2
log γ⊗nU(N)(Γ(v(t);N,m, δ)) = χu(v(t)) =
n∑
i=1
χu(vi(t)).
Proposition 5.6.
δ0,orb(X1, . . . ,Xn) = δ1,orb(X1, . . . ,Xn).
Proof. The idea of the proof is similar to that in [13]. First, by [1, Lemma 8] there is a constant
K > 0 such that ‖vi(t) − 1‖∞ ≤ Kt1/2 for all 0 ≤ t ≤ 1. In what follows let C := K2 + 2,
and let N,m ∈ N and ε, δ > 0 be arbitrary with restriction δ < ε ≤ 1. Also let Ξi(N) be as in
Definition 4.5.
First let us prove the inequality ≥. One can choose a 2(Cnε)1/2-separated subset {UNs =
(UNsi)
n
i=1 : s ∈ SN} of Γorb((Xi)ni=1 : (Ξi(N))ni=1;N,m, δ) with
|SN | = P2(Cnε)1/2
(
Γorb((Xi)
n
i=1 : (Ξi(N))
n
i=1;N,m, δ)
)
. (5.3)
(See the remark above Definition 5.4 for the terminology of “ε-separated sets”.) Define two
probability measures µN , νN on U(N)
n by
µN :=
1
|SN |
∑
s∈SN
δUNs (δUNs is the Dirac measure at UNs ∈ U(N)n),
νN :=
1
γ⊗nU(N)(Γ(v(ε);N,m, δ))
γ⊗nU(N)
∣∣
Γ(v(ε);N,m,δ)
.
Write U = (Ui)
n
i=1 ∈ U(N)n etc., and set
Ω(N, 3m, δ) :=
{
(U,V) ∈ U(N)n ×U(N)n : (UiΞi(N)U∗i )ni=1 and V are (3m, δ)-free
}
,
Φs(N, 3m, δ) :=
{
V ∈ Γ(v(ε);N,m, δ) : (UNsiΞi(N)U∗Nsi)ni=1 and V are (3m, δ)-free
}
for s ∈ SN . Since µN ⊗ νN is invariant under the U(N)-action (U,V) 7→ (U,WVW ∗) for
W ∈ U(N), by Lemma 1.3 (as [25, Corollary 2.14]) we have
1
2
≤ (µN ⊗ νN )(Ω(N, 3m, δ)) = 1|SN |
∑
s∈SN
νN (Φs(N, 3m, δ))
so that ∑
s∈SN
γ⊗nU(N)(Φs(N, 3m, δ)) ≥
1
2
|SN |γ⊗nU(N)(Γ(v(ε);N,m, δ)) (5.4)
whenever N is large enough. For every V = (V1, . . . , Vn) ∈ Γ(v(ε);N,m, δ) we get
‖ViUNsi − UNsi‖22,trN = ‖Vi − I‖22,trN = trN (2I − Vi − V ∗i )
≤ τ(21− vi(ε)− vi(ε)∗) + 2δ
< ‖vi(ε)− 1‖2∞ + 2ε ≤ Cε (5.5)
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so that d2(VUNs,UNs) < (Cnε)
1/2. Hence it follows that Φs(N, 3m, δ)UNs :=
{
VUNs : V ∈
Φs(N, 3m, δ)
}
, s ∈ SN , are mutually disjoint. Furthermore, it is seen that for any ρ > 0 we
have ⊔
s∈SN
Φs(N, 3m, δ)UNs ⊂ Γorb((vi(ε)Xivi(ε)∗)ni=1 : (Ξi(N))ni=1 : v(ε);N,m, ρ) (5.6)
if a sufficiently small δ ∈ (0, ε) was chosen. By (5.6), (5.4) and (5.3) we have
lim sup
N→∞
1
N2
log γ⊗nU(N)
(
Γorb((vi(ε)Xivi(ε)
∗)ni=1 : (Ξi(N))
n
i=1 : v(ε);N,m, ρ)
)
≥ lim sup
N→∞
1
N2
log
∑
s∈SN
γ⊗nU(N)(Φs(N, 3m, δ))
≥ lim sup
N→∞
1
N2
log
(
1
2
|SN |γ⊗nU(N)(Γ(v(ε);N,m, δ))
)
≥ P2(Cnε)1/2(X1, . . . ,Xn) +
n∑
i=1
χu(vi(ε))
thanks to Lemma 5.5. Note here that limεց0 χu(vi(ε))/| log ε1/2| = −1 can be easily derived
from Voiculescu’s computation [22, Proposition 6.3] based on [1, Lemma 8] and [26, Proposition
1.6] since the spectrum of vi(ε) is concentrated in a very small arc around 1 for all sufficiently
small ε > 0 (also see [17, Proposition 6.1]). Hence the above estimate implies the required
inequality.
Next let us prove the inequality ≤. Let U = (Ui)ni=1 ∈ Γorb((vi(ε)Xivi(ε)∗)ni=1 : (Ξi(N))ni=1 :
v(ε);N, 3m, δ), which is accompanied by another V = (Vi)
n
i=1 ∈ Γ(v(ε);N, 3m, δ) by defini-
tion. One easily observes that V∗U = (V ∗i Ui)
n
i=1 is in Γorb((Xi)
n
i=1 : (Ξi(N))
n
i=1;N,m, δ). As
similar to (5.5) we have d2(U,V
∗U) < (Cnε)1/2. Hence Γorb((vi(ε)Xivi(ε)∗)ni=1 : (Ξi(N))
n
i=1 :
v(ε);N, 3m, δ) is included in N(Cnε)1/2(Γorb((Xi)ni=1 : (Ξi(N))ni=1;N,m, δ)). Now choose an
ε1/2-net {U′Ns : s ∈ S′N} of Γorb((Xi)ni=1 : (Ξi(N))ni=1;N,m, δ) with
|S′N | = Kε1/2(Γorb((Xi)ni=1 : (Ξi(N))ni=1;N,m, δ)).
Then Γorb(((vi(ε)Xi(vi(ε)
∗)ni=1 : (Ξi(N))
n
i=1 : v(ε);N, 3m, δ) is clearly included in the union
of the ((Cn)1/2 + 1)ε1/2-balls B((Cn)1/2+1)ε1/2(U
′
Ns) centered at U
′
Ns, s ∈ S′N . By using the
packing number estimate of U(N) due to Szarek [19] one easily sees that there is a constant
C′ > 0 independent of N so that
γ⊗nU(N)(B((Cn)1/2+1)ε1/2(U
′
Ns)) ≤ (C′((Cn)1/2 + 1)ε1/2)nN
2
as long as ε > 0 is small enough. Therefore we get
γ⊗nU(N)(Γorb((vi(ε)Xivi(ε)
∗)ni=1 : (Ξi(N))
n
i=1 : v(ε);N, 3m, δ))
≤ |S′N |(C′((Cn)1/2 + 1)ε1/2)nN
2
,
and hence
1
N2
log γ⊗nU(N)(Γorb((vi(ε)Xivi(ε)
∗)ni=1 : (Ξi(N))
n
i=1 : v(ε);N, 3m, δ))
≤ 1
N2
logKε1/2(Γorb((Xi)
n
i=1 : (Ξi(N))
n
i=1;N,m, δ))
+ n log ε1/2 + n log(C′((Cn)1/2 + 1)).
24 F. HIAI, T. MIYAMOTO, AND Y. UEDA
Taking limm→∞,δց0 lim supN→∞ of both sides, we have
χorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε))
≤ Korbε1/2(X1, . . . ,Xn) + n log ε1/2 + n log(C′((Cn)1/2 + 1)),
from which the desired inequality immediately follows. 
Remark 5.7. The role of multiplicative free unitary Brownian motions vi(t) is not so es-
sential in the above proof of Proposition 5.6. In fact, besides the free independence as-
sumption, we used only the facts that ‖vi(t) − 1‖∞ ≤ Kt1/2 for small t ≥ 0 and that
limεց0 χu(vi(ε))/| log ε1/2| = −1, while Lemma 5.5 is valid for general freely independent
unitary random variables. Consequently, we notice that the definition δ0,orb(X1, . . . ,Xn) in
Definition 5.1 is equivalent when v(t) is replaced by, for example, (e
√−1√th1 , . . . , e
√−1√thn),
where h1, . . . , hn are freely independent self-adjoint random variables with χ(hi) > −∞ for
1 ≤ i ≤ n chosen to be freely independent of X1, . . . ,Xn. The situation is similar to the case
δ0 shown in [13].
The main result of this section is the following exact relation between δ0,orb and the usual
δ0.
Theorem 5.8.
δ0(X1 ⊔ · · · ⊔Xn) = δ0,orb(X1, . . . ,Xn) +
n∑
i=1
δ0(Xi).
The rest of this section is devoted to the proof of the theorem. We will prove the part “≤”
first and next “≥.” The latter is more involved than the former.
Let Ξi(N) be chosen for Xi, 1 ≤ i ≤ n, as in Definition 4.5. For N,m ∈ N and δ > 0 define
Γ(X1 ⊔ · · · ⊔Xn : (Ξi(N))ni=1;N,m, δ)
:= Γ(X1 ⊔ · · · ⊔Xn;N,m, δ) ∩ {(UiΞi(N)U∗i )ni=1 : (U1, . . . , Un) ∈ U(N)n}, (5.7)
where UiΞi(N)U
∗
i is as in Definition 4.1. We need the following simple lemma.
Lemma 5.9.
δ0(X1 ⊔ · · · ⊔Xn)
= lim sup
εց0
1
| log ε|
(
lim
m→∞,δց0
lim sup
N→∞
1
N2
logKε
(
Γ(X1 ⊔ · · · ⊔Xn : (Ξi(N))ni=1;N,m, δ)
))
.
The same formula holds also when Kε is replaced by Pε.
Proof. Thanks to Jung’s covering/packing approach [13] to δ0 with additional remarks [6, p. 455]
and [14, Lemma 2.2], it suffices to show that for every m ∈ N and ε, δ > 0 there are an m0 ∈ N
and a δ0 > 0 such that
Γ(X1 ⊔ · · · ⊔Xn;N,m0, δ0) ⊂ Nε
(
Γ(X1 ⊔ · · · ⊔Xn : (Ξi(N))ni=1;N,m, δ)
)
for all sufficiently large N . But this can be easily verified by Lemma 1.2. 
For a while fix an arbitrary 1 ≤ i ≤ n. In what follows we assume that W ∗(Xi) has both
diffuse and atomic parts since this case is most involved and needs all the ingredients of the
proof. Let us decompose
W ∗(Xi) =
s(i)⊕
k=0
Mik
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with s(i) ∈ N∪ {∞} such that Mi0 is diffuse and Mik ∼=Mmik(C) for k ≥ 1, and denote by pik
the central support projection of Mik, k ≥ 0. By Jung’s result [12] one has
δ0(Xi) = 1−
s(i)∑
k=1
τ(pik)
2
m2ik
. (5.8)
We choose and fix a matrix unit system {e(ik)αβ : 1 ≤ α, β ≤ mik} of Mik ∼= Mmik(C) for each
k ≥ 1. Let ℓ ∈ N be arbitrary, and write q(ℓ)i := 1 −
∑s(i)∧ℓ
k=0 pik with s(i) ∧ ℓ := min{s(i), ℓ}.
We can choose, for any sufficiently large N ∈ N, positive integers n(ℓ)ik (N) and m(ℓ)ik (N) for
0 ≤ k ≤ s(i) ∧ ℓ such that n(ℓ)ik (N) = mikm(ℓ)ik (N), k ≥ 1, and
s(i)∧ℓ∑
k=0
n
(ℓ)
ik (N) ≤ N,
lim
N→∞
n
(ℓ)
ik (N)
N
= τ(pik), 0 ≤ k ≤ s(i) ∧ ℓ. (5.9)
Moreover, choose orthogonal projections P
(ℓ)
ik (N) ∈MN (C) of rank n(ℓ)ik (N) for 0 ≤ k ≤ s(i)∧ ℓ
so that we can identify
P
(ℓ)
ik (N)MN(C)P
(ℓ)
ik (N) =Mmik(C)⊗Mm(ℓ)ik (N)(C), 1 ≤ k ≤ s(i) ∧ ℓ.
Under this identification, we set
η
(ikℓ)
αβ (N) := e
(ik)
αβ ⊗ Im(ℓ)ik (N) ∈Mmik(C)⊗Mm(ℓ)ik (N)(C),
for 1 ≤ α, β ≤ mik and 1 ≤ k ≤ s(i) ∧ ℓ. Also we set
Q
(ℓ)
i (N) := I −
s(i)∧ℓ∑
k=0
P
(ℓ)
ik (N).
Now let us start the proof of the inequality ≤. For each ℓ ∈ N fixed, we enlarge the given
multi-variables Xi = (Xi1, . . . , Xir(i)), 1 ≤ i ≤ n, as follows:
X
(ℓ)
i := Xi ⊔
s(i)∧ℓ⊔
k=1
(
e
(ik)
11 , . . . , e
(ik)
mikmik
,
mik∑
α,β=1
e
(ik)
αβ
)
, 1 ≤ i ≤ n.
Since W ∗(X(ℓ)i ) =W
∗(Xi), Proposition 5.3 (4) gives
δ0,orb(X1, . . . ,Xn) = δ0,orb(X
(ℓ)
1 , . . . ,X
(ℓ)
n ) (5.10)
Moreover, since Xi ⊂ X(ℓ)i , by [25, Theorem 4.3] one has
δ0(X1 ⊔ · · · ⊔Xn) ≤ δ0(X(ℓ)1 ⊔ · · · ⊔X(ℓ)n ). (5.11)
The next lemma is plain to show by the use of Lemma 1.2.
Lemma 5.10. For each 1 ≤ i ≤ n and for any sufficiently large N ∈ N, one can find microstates
ξ
(ℓ)
ij (N) ∈ M saN , 1 ≤ j ≤ r(i), in such a way that ‖ξ(ℓ)ij (N)‖∞ ≤ ‖Xi‖∞, the ξ(ℓ)ij (N)’s are
contained in
P
(ℓ)
i0 (N)MN (C)P
(ℓ)
i0 (N) ⊕
[
s(i)∧ℓ⊕
k=1
Mmik(C)⊗ CIm(ℓ)ik (N)
]
⊕ Q(ℓ)i (N)MN (C)Q(ℓ)i (N),
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and moreover
Ξ
(ℓ)
i (N) :=
(
ξ
(ℓ)
i1 (N), . . . , ξ
(ℓ)
ir(i)(N)
)
⊔
s(i)∧ℓ⊔
k=1
(
η
(ikℓ)
11 (N), . . . , η
(ikℓ)
mikmik
(N),
mik∑
α,β=1
η
(ikℓ)
αβ (N)
)
converges in the distribution sense to X
(ℓ)
i as N →∞.
Proof. For each 1 ≤ i ≤ n, from hyperfiniteness one can choose an approximating sequence of
microstates
(ξ1(N), . . . , ξr(i)(N)) ⊔ (P (N)) ⊔
s(i)∧ℓ⊔
k=1
(
ζ
(k)
11 (N), . . . , ζ
(k)
mikmik
(N), ζ(k)(N)
)
⊔ (Q(N))
for
(Xi1, . . . , Xir(i)) ⊔ (pi0) ⊔
s(i)∧ℓ⊔
k=1
(
e
(ik)
11 , . . . , e
(ik)
mikmik
,
mik∑
α,β=1
e
(ik)
αβ
)
⊔ (q(ℓ)i )
with the norm condition ‖ξj(N)‖∞ ≤ ‖Xij‖∞, 1 ≤ j ≤ r(i). Compare these P (N), Q(N),
ζ
(k)
αα (N)’s and ζ(k)(N)’s with P
(ℓ)
i0 (N), Q
(ℓ)
i (N), η
(ikℓ)
αα (N)’s and
∑mik
α,β=1 η
(ikℓ)
αβ (N)’s in mixed mo-
ments. By Lemma 1.2, for sufficiently largeN we then get unitaries UN which intertwine the two
families approximately in the sense that ‖UNP (N)U∗N − P (ℓ)i0 (N)‖m,trN etc. go to 0 as N →∞
for all m ∈ N. Then one can get a new approximating sequence of microstates for Xijpi0,
Xijq
(ℓ)
i (1 ≤ j ≤ r(i)) and e(ik)11 , . . . , e(ik)mikmik ,
∑mik
α,β=1 e
(ik)
αβ (1 ≤ k ≤ s(i) ∧ ℓ) by sending the
ξj(N)’s via AdUN and cutting with P
(ℓ)
i0 (N) or Q
(ℓ)
i (N) such that the part of those correspond-
ing to e
(ik)
11 , . . . , e
(ik)
mikmik ,
∑mik
α,β=1 e
(ik)
αβ (1 ≤ k ≤ s(i) ∧ ℓ) are exactly η(ikℓ)11 (N), . . . , η(ikℓ)mikmik(N),∑mik
α,β=1 η
(ikℓ)
αβ (N) (1 ≤ k ≤ s(i) ∧ ℓ). Then the desired microstates can easily be made from
those. 
Remark that the commutant of Ξ
(ℓ)
i (N) includes
CP
(ℓ)
i0 (N) ⊕
[
s(i)∧ℓ⊕
k=1
CImik ⊗Mm(ℓ)ik (N)(C)
]
⊕ CQ(ℓ)i (N).
We denote by U
(ℓ)
i (N) the unitary group of this algebra, i.e.,
U
(ℓ)
i (N) := TP
(ℓ)
i0 (N) ⊕
[
s(i)∧ℓ⊕
k=1
Imik ⊗U(m(ℓ)ik (N))
]
⊕ TQ(ℓ)i (N). (5.12)
We then have
lim
N→∞
1
N2
dimRU
(ℓ)
i (N) = lim
N→∞
2 +
∑s(i)∧ℓ
k=1 m
(ℓ)
ik (N)
2
N2
=
s(i)∧ℓ∑
k=1
τ(pik)
2
m2ik
. (5.13)
Consider the embedding
Ψ
(ℓ)
N : ([Ui])
n
i=1 ∈
n∏
i=1
U(N)/U
(ℓ)
i (N) 7→ (UiΞ(ℓ)i (N)U∗i )ni=1 ∈ (M saN )n(ℓ),
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where n(ℓ) is the sum of the numbers of variables inX
(ℓ)
i for 1 ≤ i ≤ n and [Ui] denotes the coset
determined by Ui ∈ U(N). We introduce the “embedding” metric d2,E on the homogeneous
space
∏n
i=1 U(N)/U
(ℓ)
i (N) by
d2,E(([Ui])
n
i=1, ([Vi])
n
i=1) := ‖Ψ(ℓ)N (([Ui])ni=1)−Ψ(ℓ)N (([Vi])ni=1)‖2,trN
for ([Ui])
n
i=1, ([Vi])
n
i=1 ∈
∏n
i=1 U(N)/U
(ℓ)
i (N) with Ui, Vi ∈ U(N), 1 ≤ i ≤ n. Another natural
metric on
∏n
i=1 U(N)/U
(ℓ)
i (N) is the quotient metric d2,Q induced from d2 on U(N) by
d2,Q([Ui]
n
i=1, [Vi]
n
i=1) := inf
{
d2((Ui)
n
i=1, (ViWi)
n
i=1) : (Wi)
n
i=1 ∈
n∏
i=1
U
(ℓ)
i (N)
}
.
It is plain to see that
d2,E(([Ui])
n
i=1, ([Vi])
n
i=1) ≤ Cℓ d2,Q(([Ui])ni=1, ([Vi])ni=1) (5.14)
for all ([Ui])
n
i=1, ([Vi])
n
i=1 ∈
∏n
i=1 U(N)/U
(ℓ)
i (N), where
Cℓ := 2n(ℓ)max{‖Xi‖∞, mik : 1 ≤ k ≤ s(i) ∧ ℓ, 1 ≤ i ≤ n}.
Viewing
∏n
i=1U(N)/U
(ℓ)
i (N) as U(N)
n/
∏n
i=1U
(ℓ)
i (N) we have the canonical quotient map
Φ
(ℓ)
N : U(N)
n →
n∏
i=1
U(N)/U
(ℓ)
i (N).
Now let ε > 0 be arbitrary, and note that the ε-covering number of Γ(X
(ℓ)
1 ⊔ · · · ⊔ X(ℓ)n :
(Ξ
(ℓ)
i (N))
n
i=1;N,m, δ) with respect to d2 is equal to that of Φ
(ℓ)
N (Γorb((X
(ℓ)
i )
n
i=1 : (Ξ
(ℓ)
i (N))
n
i=1;
N,m, δ)) with respect to d2,E since Ψ
(ℓ)
N isometrically maps the latter set to the former. By
(5.14) we hence get
Kε(Γ(X
(ℓ)
1 ⊔ · · · ⊔X(ℓ)n : (Ξ(ℓ)i (N))ni=1;N,m, δ))
≤ KCℓε(Φ(ℓ)N (Γorb((X(ℓ)i )ni=1 : (Ξ(ℓ)i (N))ni=1;N,m, δ))), (5.15)
where the above right-hand side is counted with respect to d2,Q. Here we need the following
simple (probably known) fact on the packing/covering numbers in homogeneous spaces. For
the convenience of the reader we give it with a proof.
Lemma 5.11. (cf. [19, Lemma 6]) Let G be a compact group with a bi-invariant metric d, and
H be its closed subgroup. Let π : G→ G/H be the canonical quotient map sending g ∈ G to the
coset gH, and equip G/H with the quotient metric dQ(g1H, g2H) := min{d(g1, g2h) : h ∈ H}.
Then, for any Γ ⊂ G with π−1(π(Γ)) = Γ and for every ε > 0, one has
Kε(Γ) ≥ Kε(H) · P2ε(π(Γ)) ≥ Kε(H) ·K4ε(π(Γ)).
Proof. The ball centered at x of radius r in a metric space is denoted by Br(x). One can choose
an ε-net {gi : i ∈ I} of Γ with cardinality |I| = Kε(Γ), and a 2ε-separated set {g′j : j ∈ J} of
π(Γ) with cardinality |J | = P2ε. Let Ij := {i ∈ I : Bε(gi) ∩ g′jH 6= ∅} for j ∈ J ; then it is clear
that Ij1 ∩ Ij2 = ∅ if j1 6= j2. On the other hand, {g′j−1gi : i ∈ Ij} gives an ε-net of H so that
|Ij | ≥ Kε(H) for all j ∈ J . Hence Kε(Γ) = |I| ≥
∑
j∈J |Ij | ≥ Kε(H) · P2ε(π(Γ)). Then the
assertion follows thanks to the obvious relation between covering and packing numbers. 
By the above lemma and (5.15) we have
Kε(Γ(X
(ℓ)
1 ⊔ · · · ⊔X(ℓ)n : (Ξ(ℓ)i (N))ni=1;N,m, δ))
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≤ K(Cℓ/4)ε(Γorb((X(ℓ)i )ni=1 : (Ξ(ℓ)i (N))ni=1;N,m, δ)) ·K(Cℓ/4)ε
(
n∏
i=1
U
(ℓ)
i (N)
)−1
. (5.16)
Identify
n∏
i=1
U
(ℓ)
i (N) =
n∏
i=1
(
T ×
(
s(i)∧ℓ∏
k=1
U(m
(ℓ)
ik (N))
)
× T
)
in the obvious way, and consider the ℓ∞-product metric induced from ‖·‖2,tr
m
(ℓ)
ik
(N)
on U(m
(ℓ)
ik (N)).
Since the mik’s as well as ℓ are independent of N in (5.12), this metric is clearly equivalent to
the original metric d2 (restricted on
∏n
i=1U
(ℓ)
i (N)) uniformly in all sufficiently large N . Then,
by [20, Theorem 7] with the help of [19, Lemma 5], there is a constant C′ℓ > 0 independent of
N such that
K(Cℓ/4)ε
(
n∏
i=1
U
(ℓ)
i (N)
)
≥
(
C′ℓ
(Cℓ/4)ε
)Pn
i=1 dimR U
(ℓ)
i (N)
(5.17)
as long as ε > 0 is small enough. By using (5.16), (5.17) and (5.13) we thus get
lim
m→∞,δց0
lim sup
N→∞
1
N2
logKε(Γ(X
(ℓ)
1 ⊔ · · · ⊔X(ℓ)n : (Ξ(ℓ)i (N))ni=1;N,m, δ))
≤ KorbCℓε(X(ℓ)1 , . . . ,X(ℓ)n ) +
(
log
(
Cℓ
4C′ℓ
)
+ log ε
) n∑
i=1
s(i)∧ℓ∑
k=1
τ(pik)
2
m2ik
.
By Lemma 5.9, (5.11), Proposition 5.6 and (5.10), this implies that
δ0(X1 ⊔ · · · ⊔Xn) ≤ δ0,orb(X1, . . . ,Xn) + n−
n∑
i=1
s(i)∧ℓ∑
k=1
τ(pik)
2
m2ik
Since ℓ is arbitrary, we get the inequality ≤ in Theorem 5.8 thanks to (5.8).
Let us turn to the proof of the inequality ≥. Keep an arbitrary ℓ ∈ N. Since Mi0 is
diffuse, one can choose p
(ℓ)
i01, . . . , p
(ℓ)
i0ℓ ∈ Mi0 in such a way that p(ℓ)i01 + · · · + p(ℓ)i0ℓ = pi0 and
τ(p
(ℓ)
i01) = · · · = τ(p(ℓ)i0ℓ) (= τ(pi0)/ℓ). For 1 ≤ i ≤ n consider a new hyperfinite random
multi-variables Y
(ℓ)
i in W
∗(Xi) given by
Y
(ℓ)
i := (p
(ℓ)
i01, . . . , p
(ℓ)
i0ℓ) ⊔
s(i)∧ℓ⊔
k=1
(
e
(ik)
11 , . . . , e
(ik)
mikmik
,
mik∑
α,β=1
e
(ik)
αβ
)
⊔ (q(ℓ)i ).
Then, similarly to (5.10) one has
δ0,orb(X1, . . . ,Xn) = δ0,orb(X1 ⊔Y(ℓ)1 , . . . ,Xn ⊔Y(ℓ)n ). (5.18)
On the other hand, one can apply [14, Corollary 4.2], a corollary of the so-called hyperfinite
inequality due to Jung, to obtain the equality
δ0(X1 ⊔ · · · ⊔Xn) = δ0(X1 ⊔Y(ℓ)1 ⊔ · · · ⊔Xn ⊔Y(ℓ)n ) (5.19)
unlike the previous (5.11). Let n
(ℓ)
ik (N), P
(ℓ)
ik (N) (0 ≤ k ≤ s(i) ∧ ℓ), m(ℓ)ik (N) (1 ≤ k ≤ s(i) ∧ ℓ)
and Q
(ℓ)
i (N) be as in the proof of the part “≤.” Moreover, for any sufficiently large N , one can
choose n
(ℓ)
i01(N), . . . , n
(ℓ)
i0ℓ(N) ∈ N so that
n
(ℓ)
i01(N) + · · ·+ n(ℓ)i0ℓ(N) = n(ℓ)i0 (N),
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lim
N→∞
n
(ℓ)
i0k(N)
N
=
τ(pi0)
ℓ
, 1 ≤ k ≤ ℓ. (5.20)
Then, choose orthogonal projections P
(ℓ)
i0k(N) ∈ MN(C) of rank n(ℓ)i0k(N) for 0 ≤ k ≤ ℓ such
that
∑ℓ
k=1 P
(ℓ)
i0k(N) = P
(ℓ)
i0 (N). A special approximating microstates for Y
(ℓ)
i is given by
Ξ̂
(ℓ)
i := (P
(ℓ)
i01(N), . . . , P
(ℓ)
i0ℓ (N))
⊔
s(i)∧ℓ⊔
k=1
(
η
(ikℓ)
11 (N), . . . , η
(ikℓ)
mik,mik(N),
mik∑
α,β=1
η
(ikℓ)
αβ (N)
)
⊔ (Q(ℓ)i (N)).
The next lemma is proven in the same way as Lemma 5.10, so the details are left to the reader.
Lemma 5.12. For 1 ≤ i ≤ n and for any sufficiently large N , one can find microstates Ξ(ℓ)i (N)
for Xi in such a way that ‖Ξ(ℓ)i (N)‖∞ ≤ ‖Xi‖∞ and Ξ(ℓ)i (N)⊔ Ξ̂(ℓ)i (N) converges to Xi ⊔Y(ℓ)i
in the distribution sense as N →∞.
We denote by U
(ℓ)
i (N) the unitary group of the commutant of Ξ
(ℓ)
i (N) ⊔ Ξ̂(ℓ)i (N) and by
Û
(ℓ)
i (N) that of the commutant of Ξ̂
(ℓ)
i . Since the commutant of Ξ̂
(ℓ)
i is
ℓ⊕
k=1
P
(ℓ)
i0k(N)MN (C)P
(ℓ)
i0k(N)
⊕
[
s(i)∧ℓ⊕
k=1
CImik ⊗Mm(ℓ)ik (N)(C)
]
⊕Q(ℓ)i (N)MN (C)Q(ℓ)i (N),
the real dimension of Û
(ℓ)
i (N) is
dimR Û
(ℓ)
i (N) =
ℓ∑
k=1
n
(ℓ)
i0k(N)
2 +
s(i)∧ℓ∑
k=1
m
(ℓ)
ik (N)
2 +
(
N − n(ℓ)i0 (N)−
s(i)∧ℓ∑
k=1
n
(ℓ)
ik (N)
)2
so that by (5.9) and (5.20) we have
lim
N→∞
N2 − dimR Û(tℓ)i (N)
N2
= 1− τ(pi0)
2
ℓ
−
s(i)∧ℓ∑
k=1
τ(pik)
2
m2ik
− τ(q(ℓ)i )2. (5.21)
Introduce the embeddings
Ψ
(ℓ)
N : ([Ui])
n
i=1 ∈
n∏
i=1
U(N)/U
(ℓ)
i (N) 7→
(
Ui(Ξ
(ℓ)
i (N) ⊔ Ξ̂(ℓ)i (N))U∗i
)n
i=1
∈ (M saN )n(ℓ),
Ψ̂
(ℓ)
N : (〈Ui〉)ni=1 ∈
n∏
i=1
U(N)/Û
(ℓ)
i (N) 7→
(
Ui(Ξ̂
(ℓ)
i (N))U
∗
i
)n
i=1
∈ (M saN )bn(ℓ),
where n(ℓ) is the sum of the numbers of variables in Xi ⊔Y(ℓ)i , 1 ≤ i ≤ n, and n̂(ℓ) is that of
variables in Y
(ℓ)
i , 1 ≤ i ≤ n. Moreover, we introduce the “embedding” metric d̂2,E in terms
of Ψ̂
(ℓ)
N and the quotient metric d̂2,Q on the homogeneous space
∏n
i=1U(N)/Û
(ℓ)
i (N) in the
same way as in the proof of the part “≤.” The “embedding” metric d2,E in terms of Ψ(ℓ)N is
also introduced on
∏n
i=1U(N)/U
(ℓ)
i (N). From the trivial inclusions U
(ℓ)
i (N) ⊂ Û(ℓ)i (N) and
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Ξ̂
(ℓ)
i (N) ⊂ Ξ(ℓ)i (N) ⊔ Ξ̂(ℓ)i (N), we have the well-defined surjective map
([Ui])
n
i=1 ∈
n∏
i=1
U(N)/U
(ℓ)
i (N) 7→ (〈Ui〉)ni=1 ∈
n∏
i=1
U(N)/Û
(ℓ)
i (N)
so that
d̂2,E((〈Ui〉)ni=1, (〈Vi〉)ni=1) ≤ d2,E(([Ui])ni=1, ([Vi])ni=1). (5.22)
The next lemma is essentially [12, Lemma 5.4]. In fact, the argument there works well when⊕ℓ
k=1 Cp
(ℓ)
i0k ⊕
⊕s(i)∧ℓ
k=1 Mik ⊕ Cq(ℓ)i and Ξ(ℓ)i (N) here play the roles of M and π there. Thus a
chosen constant Cℓ depends only on mik, 1 ≤ k ≤ s(i) ∧ ℓ, 1 ≤ i ≤ n, as well as ℓ.
Lemma 5.13. There is a constant Cℓ > 0 independent of N such that
d̂2,Q((〈Ui〉)ni=1, (〈Vi〉)ni=1) ≤ Cℓ d̂2,E((〈Ui〉)ni=1, (〈Vi〉)ni=1)
for all (〈Ui〉)ni=1, (〈Vi〉)ni=1 ∈
∏n
i=1 U(N)/Û
(ℓ)
i (N).
Viewing
∏n
i=1U(N)/U
(ℓ)
i (N) as U(N)
n/
∏n
i=1U
(ℓ)
i (N) we have the canonical quotient map
Φ
(ℓ)
N : U(N)
n →
n∏
i=1
U(N)/U
(ℓ)
i (N),
and denote by µ
(ℓ)
N the left-invariant probability measure on
∏n
i=1U(N)/U
(ℓ)
i (N) induced from
γ⊗nU(N). In what follows, let ε, δ > 0 be arbitrary with restriction δ < ε, and for N,m ∈ N we
write for short
Γorb(ε,N, 3m, δ) := Γorb((vi(ε)(Xi ⊔Y(ℓ)i )vi(ε)∗)ni=1 :
(Ξ
(ℓ)
i (N) ⊔ Ξ̂(ℓ)i (N))ni=1 : v(ε);N, 3m, δ),
Γorb(N,m, δ) := Γorb((Xi ⊔Y(ℓ)i )ni=1 : (Ξ(ℓ)i (N) ⊔ Ξ̂(ℓ)i (N))ni=1;N,m, δ),
Γ(N,m, δ) := Γ(X1 ⊔Y(ℓ)1 ⊔ · · · ⊔Xn ⊔Y(ℓ)n : (Ξ(ℓ)i (N) ⊔ Ξ̂(ℓ)n (N))ni=1 : N,m, δ)
(see (5.7)). The following inequality is trivial:
γ⊗nU(N)(Γorb(ε,N, 3m, δ)) ≤ µ(ℓ)N (Φ(ℓ)N (Γorb(ε,N, 3m, δ))). (5.23)
Assume (Ui)
n
i=1 ∈ Γorb(ε,N, 3m, δ); then there is a (Vi)ni=1 ∈ Γ(v(ε);N, 3m, δ) such that
(V ∗i Ui)
n
i=1 ∈ Γorb(N,m, δ) and hence for any ξ ∈ Ξ(ℓ)i (N) ⊔ Ξ̂(ℓ)i (N) we have
‖UiξU∗i − V ∗i UiξU∗i Vi‖2,trN ≤ 2R(Cε)1/2
so that
d2,E(([Ui])
n
i=1, ([V
∗
i Ui])
n
i=1) ≤ 2R(n(ℓ)Cε)1/2,
where R := max
{‖Xi ⊔ Y(ℓ)i ‖∞, mik : 1 ≤ k ≤ s(i) ∧ ℓ, 1 ≤ i ≤ n} and C > 0 is the same
constant as in the proof of Proposition 5.6. Therefore we get
Φ
(ℓ)
N (Γorb(ε,N, 3m, δ)) ⊂ NLε1/2(Φ(ℓ)N (Γorb(N,m, δ))),
where the right-hand side is the open Lε1/2-neighborhood of Γorb(N,m, δ) with respect to
the metric d2,E and L := 2R(n(ℓ)C)
1/2 + 1. Here note that the ε1/2-covering number of
Φ
(ℓ)
N (Γorb(N,m, δ)) with respect to d2,E is equal to Kε1/2(Γ(N,m, δ)) with respect to d2 (as
noted just above (5.16)). Hence the above inclusion immediately implies that
µ
(ℓ)
N (Φ
(ℓ)
N (Γorb(ε,N, 3m, δ))) ≤ Kε1/2(Γ(N,m, δ)) · µ(ℓ)N (Ball((L + 1)ε1/2, d2,E)), (5.24)
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where Ball((L+1)ε1/2, d2,E) stands for the (L+1)ε
1/2-ball in
∏n
i=1 U(N)/U
(ℓ)
i (N) with respect
to d2,E . The measure of this ball can be estimated from above by packing numbers as follows:
µ
(ℓ)
N (Ball((L+ 1)ε
1/2, d2,E))
−1 ≥ P(L+1)ε1/2
(
n∏
i=1
U(N)/U
(ℓ)
i (N), d2,E
)
≥ P(L+1)ε1/2
(
n∏
i=1
U(N)/Û
(ℓ)
i (N), d̂2,E
)
≥ PCℓ(L+1)ε1/2
(
n∏
i=1
U(N)/Û
(ℓ)
i (N), d̂2,Q
)
.
The second and the third inequalities in the above follow from (5.22) and Lemma 5.13, respec-
tively. Furthermore, the packing estimate due to Jung [12, Lemma 5.2 and §8] (based on [20])
says that there is a constant C′ℓ > 0 independent of N such that
PCℓ(L+1)ε1/2
(
n∏
i=1
U(N)/Û
(ℓ)
i (N), d̂2,Q
)
≥
(
C′ℓ
Cℓ(L + 1)ε1/2
)nN2−Pni=1 dimR bU(ℓ)i (N)
as long as ε > 0 is small enough. Therefore we get
µ
(ℓ)
N (Ball((L+ 1)ε
1/2, d2,E)) ≤
(
Cℓ(L+ 1)ε
1/2
C′ℓ
)nN2−Pni=1 dimR bU(ℓ)i (N)
(5.25)
for all sufficiently small ε > 0.
Combining (5.23)–(5.25) and (5.21) altogether implies that
lim sup
N→∞
1
N2
log γU(N)n(Γorb(ε,N, 3m, δ))
≤ lim sup
N→∞
1
N2
logKε1/2(Γ(N,m, δ))
+
n∑
i=1
(
1− τ(pi0)
2
ℓ
−
s(i)∧ℓ∑
k=1
τ(pik)
2
m2ik
− τ(q(ℓ)i )2
)
·
(
log ε1/2 + log
Cℓ(L+ 1)
C′ℓ
)
whenever ε > 0 is sufficiently small. Take limm→∞,δց0 and then lim supεց0 after dividing by
| log ε1/2|; then by Lemma 5.9, (5.18), Proposition 5.6 and (5.19) we have
δ0,orb(X1, . . . ,Xn) ≤ δ0(X1 ⊔ · · · ⊔Xn)−
n∑
i=1
(
1− τ(pi0)
2
ℓ
−
s(i)∧ℓ∑
k=1
τ(pik)
2
m2ik
− τ(q(ℓ)i )2
)
.
Hence the inequality ≥ in Theorem 5.8 follows by taking ℓ→∞ thanks to (5.8).
6. Applications
6.1. Immediate corollaries. The next corollary is immediate from Theorem 5.8 and (5)–(7)
of Proposition 5.3.
Corollary 6.1. Let X1, . . . ,Xn be hyperfinite random multi-variables in (M, τ).
(1) If Y1, . . . ,Yn are random multi-variables such that Yi ⊂W ∗(Xi) for 1 ≤ i ≤ n, then
δ0(X1 ⊔ · · · ⊔Xn)−
n∑
i=1
δ0(Xi) ≤ δ0(Y1 ⊔ · · · ⊔Yn)−
n∑
i=1
δ0(Yi).
In addition, if W ∗(Yi)’s are all diffuse, then δ0(X1 ⊔ · · · ⊔Xn) ≤ δ0(Y1 ⊔ · · · ⊔Yn).
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(2) If χorb(X1, . . . ,Xn) > −∞, then δ0(X1 ⊔ · · · ⊔Xn) =
∑n
i=1 δ0(Xi). In particular, this
is the case if X1, . . . ,Xn are freely independent.
(3) Let X be a hyperfinite random multi-variable and Y a general random multi-variable.
If X is freely independent of Y, then δ0(X ⊔Y) = δ0(X) + δ0(Y).
The following is an immediate corollary of Theorem 5.8 too. But we note that it can also be
shown by a direct method of estimating the covering numbers of orbital microstate spaces.
Corollary 6.2. (General upper bound of δ0,orb) For any n-tuple of hyperfinite self-adjoint
multi-variables X1, . . . ,Xn,
δ0,orb(X1, . . . ,Xn) ≤ −(n− 1) δ0
(
W ∗(X1) ∩ · · · ∩W ∗(Xn)
)
,
and equality holds either when the Xk’s are the same or when the Xk’s are freely independent
with amalgamation over their common subalgebra W ∗(X1)∩· · ·∩W ∗(Xn). Here, δ0
(
W ∗(X1)∩
· · · ∩W ∗(Xn)
)
denotes the unique value of δ0(X) with W
∗(X) =W ∗(X1) ∩ · · · ∩W ∗(Xn) due
to [12].
Proof. By Proposition 5.3 (5) we have
δ0,orb(X1, . . . ,Xn) ≤ δ0,orb(X, . . . ,X),
and the right-hand side is −(n−1) δ0(X) by Theorem 5.8. The second equality condition follows
from [3]. 
6.2. Liberation process vs δ0. Let X1, . . . , Xn be an n-tuple of single self-adjoint random
variables and S1, . . . , Sn a standard semicircular system freely independent of X1, . . . , Xn. Con-
cerning the condition of X1, . . . , Xn having f.d.a. (i.e., finite-dimensional approximants), it is
known (see [7, 7.3.9] and [13]) that the following are all equivalent:
• X1, . . . , Xn has f.d.a. (i.e., finite-dimensional approximants);
• χ(X1 + εS1, . . . , Xn + εSn) > −∞ for all ε > 0;
• δ(X1, . . . , Xn) ≥ 0 (also δ0(X1, . . . , Xn) ≥ 0);
• δ(X1 + εS1, . . . , Xn + εSn) = n (also δ0(X1 + εS1, . . . , Xn + εSn) = n) for all ε > 0.
The next proposition gives similar equivalent conditions in terms of the orbital theory.
Proposition 6.3. Let X1, . . . ,Xn be hyperfinite random multi-variables, and v(t) = (vi(t))
n
i=1,
t ≥ 0, be a freely independent n-tuple of free unitary Brownian motions that is freely independent
of X1 ⊔ · · · ⊔Xn. Then the following conditions are equivalent:
(i) X1 ⊔ · · · ⊔Xn has f.d.a.
(ii) χorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗) > −∞ for all ε > 0.
(iii) δ0,orb(X1, . . . ,Xn) > −∞.
(iv) δ0,orb(X1, . . . ,Xn) ≥ −n.
(v) δ0,orb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗) = 0 for all ε > 0.
Proof. (i) ⇒ (iv). Note that (i) implies δ0(X1 ⊔ · · · ⊔ Xn) ≥ 0 as mentioned above. Hence
δ0,orb(X1, . . . ,Xn) ≥ −
∑n
i=1 δ0(Xi) ≥ −n by Theorem 5.8.
(iv) ⇒ (iii) is trivial.
(iii) ⇒ (ii). Condition (iii) implies that there is a sequence εk ց 0 such that
χorb(v1(εk)X1v1(εk)
∗, . . . , vn(εk)Xnvn(εk)∗)
≥ χorb(v1(εk)X1v1(εk)∗, . . . , vn(εk)Xnvn(εk)∗ : v(εk)) > −∞.
Hence (ii) follows if we see that χorb(v1(t)X1v1(t)
∗, . . . , vn(t)Xnvn(t)∗) is increasing in t ≥ 0.
To show this, let t > s ≥ 0 and set wi(t, s) := vi(t)vi(s)∗, Yi := vi(s)Xivi(s)∗. Note [1] that
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wi(t, s) has the same distribution as vi(t− s) and is freely independent of Y1 ⊔ · · · ⊔Yn. Hence
we have
χorb(v1(t)X1v1(t)
∗, . . . , vn(t)Xnvn(t)∗)
= χorb(w1(t, s)Y1w1(t, s)
∗, . . . , wn(t, s)Ynwn(t, s)∗)
≥ χorb(Y1, . . . ,Yn)
thanks to Proposition 4.6.
(ii) ⇒ (v) is Proposition 5.3 (6).
(v) ⇒ (i). From (v) there is a sequence εk ց 0 such that
χorb(v1(εk)X1v1(εk)
∗, . . . , vn(εk)Xnvn(εk)∗) > −∞.
Hence, for every m ∈ N, δ > 0 and k ∈ N we have
Γorb((vi(εk)Xivi(εk)
∗)ni=1 : (Ξi(N))
n
i=1;N,m, δ/2) 6= ∅
for sufficiently large N , where Ξi(N) = (ξi1(N), . . . , ξir(i)(N)), 1 ≤ i ≤ n, are chosen as in
Definition 4.5 with ‖ξij(N)‖∞ ≤ ‖Xij‖∞. Since vi(εk)Xijvi(εk) → Xij strongly as k → ∞
for 1 ≤ j ≤ r(i) with Xi = (Xi1, . . . , Xir(i)), 1 ≤ i ≤ n, this implies that ΓR(X1 ⊔ · · · ⊔
Xn;N,m, δ) 6= ∅ for every R ≥ max{‖Xij‖∞ : 1 ≤ j ≤ r(i), 1 ≤ i ≤ n} if N is sufficiently large,
so (i) follows. 
The next corollary is immediate from Theorem 5.8 and the above proposition.
Corollary 6.4. If X1 ⊔ · · · ⊔Xn has f.d.a., then
δ0(v1(ε)X1v1(ε)
∗ ⊔ · · · ⊔ vn(ε)Xnvn(ε)∗) =
n∑
i=1
δ0(Xi)
for every ε > 0. In particular, δ0 is discontinuous at 0 in the liberation process.
It might be worth mentioning that the above corollary provides another route toward Brown’s
observation [2] based on the liberation process instead of the semicircular deformation.
6.3. Lower semicontinuity for δ0. The next lemma partially strengthens [12, Lemma 7.3].
Lemma 6.5. Let X = (X1, . . . , Xr) be hyperfinite self-adjoint multi-variables. If X
(k) =
(X
(k)
1 , . . . , X
(k)
r ) is a sequence of (not necessarily hyperfinite) random multi-variables converging
to X in mixed moments as k →∞, then one has
lim inf
k→∞
δ0(X
(k)) ≥ δ0(X).
Proof. As same as in the proof of Theorem 5.8 we assume that W ∗(X) has both diffuse and
atomic parts, and decompose
W ∗(X) =
s⊕
j=0
Mj
with possibly s = ∞, where M0 is diffuse and Mj ∼= Mmj (C) for j ≥ 1. Let pj be the
central support projection of Mj . Fix an arbitrary ℓ ∈ N, and one can choose projections
p
(ℓ)
01 , . . . , p
(ℓ)
0ℓ ∈ M0 in such a way that p(ℓ)01 + · · ·+ p(ℓ)0ℓ = p0 and τ(p(ℓ)01 ) = · · · = τ(p(ℓ)0ℓ ). Define
a finite-dimensional subalgebra Pℓ ⊂W ∗(X) by
Pℓ :=
ℓ⊕
i=1
Cp
(ℓ)
0i ⊕
s∧ℓ⊕
j=1
Mj ⊕ Cq(ℓ),
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with q(ℓ) := 1 −∑s∧ℓj=0 pj . Here we choose and fix a matrix unit system {e(j)αβ}1≤α,β≤mj of
Mj ∼= Mmj (C) for 1 ≤ j ≤ s ∧ ℓ. For any element e chosen from p(ℓ)0i (1 ≤ i ≤ ℓ), e(j)αβ
(1 ≤ α, β ≤ mj , 1 ≤ j ≤ s ∧ ℓ) and qℓ (altogether forming a matrix unit system of Pℓ) and
for any δ > 0, one can choose a non-commutative polynomial P of r indeterminates such that
‖e − P (X1, . . . , Xr)‖τ,2 < δ. Then ‖e − P (X(k)1 , . . . , X(k)r )‖τ,2 < δ for all sufficiently large k.
This shows that, for every ε > 0, one has Pℓ ⊂δ W ∗(X(k)) for all k large enough. (See [5] for
the notation “⊂δ”.) Hence, by [5, Lemma 4] we see that, for every ℓ ∈ N and every ε > 0, there
is a k0 ∈ N such that for every k ≥ k0 one can find a new matrix unit system (depending on k)
pˆ0i (1 ≤ i ≤ ℓ), eˆ(j)αβ (1 ≤ α, β ≤ mj , 1 ≤ j ≤ s ∧ ℓ) and qˆ inside W ∗(X(k)) satisfying
ℓ∑
i=1
pˆ0i +
s∧ℓ∑
j=1
mj∑
α=1
eˆ(j)αα + qˆ = 1
and
‖pˆ0i − p(ℓ)0i ‖2,τ < ε, 1 ≤ i ≤ ℓ,
‖eˆ(j)α1 − e(j)α1‖2,τ < ε, 1 ≤ α ≤ mj , 1 ≤ j ≤ s ∧ ℓ,
‖qˆ − q(ℓ)‖2,τ < ε.
For every k ≥ k0, since W ∗(X(k)) has a subalgebra (depending on k)
ℓ⊕
i=1
Cpˆ0i ⊕
s∧ℓ⊕
j=1
Alg
({eˆ(j)αβ : 1 ≤ α, β ≤ mj}) ⊕ Cqˆ,
it follows from [12, Corollary 7.2] that
δ0(X
(k)) ≥ 1−
ℓ∑
i=1
τ(pˆ0i)
2 −
s∧ℓ∑
j=1
τ
(∑mj
α=1 eˆ
(j)
αα
)2
m2j
− τ(qˆ)2
≥ 1− ℓ
(
τ(p0)
ℓ
+ ε
)2
−
s∧ℓ∑
j=0
(τ(pj) + 2mjε)
2
m2j
−
(
τ
(
1−
s∧ℓ∑
j=0
pj
)
+ ε
)2
, (6.1)
since ∥∥∥∥∥
mj∑
α=1
eˆ(j)αα − pj
∥∥∥∥∥
2,τ
≤
mj∑
α=1
‖eˆ(j)α1 eˆ(j)1α − e(j)α1e(j)1α‖2,τ
≤
mj∑
α=1
{
‖(eˆ(j)α1 − e(j)α1 )eˆ(j)1α‖2,τ + ‖e(j)α1 (eˆ(j)1α − e(j)1α )‖2,τ
}
≤ 2mjε.
Since the value of (6.1) converges to δ0(X) = 1 −
∑s
j=1 τ(pj)
2/m2j as ε ց 0 and then ℓ → ∞,
we get the desired assertion. 
Remark 6.6. If X(k) ⊂W ∗(X) for all k is further assumed in the above lemma, the consequence
becomes limk→∞ δ0(X(k)) = δ0(X) due to [12, Corollary 7.2].
Proposition 6.7. (Lower semicontinuity of δ0 under convergence inside hyperfinite subalge-
bras) Let Xi = (Xi1, . . . , Xir(i)), 1 ≤ i ≤ n, be hyperfinite random multi-variables. For each
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1 ≤ i ≤ n assume that X(k)i = (X(k)i1 , . . . , X(k)ir(i)) ⊂W ∗(Xi) is a sequence of hyperfinite random
multi-variables converging to Xi in mixed moments as k →∞. Then one has
lim inf
k→∞
δ0(X
(k)
1 ⊔ · · · ⊔X(k)n ) ≥ δ0(X1 ⊔ · · · ⊔Xn).
Proof. We have
lim inf
k→∞
δ0(X
(t)
1 ⊔ · · · ⊔X(k)n ) = lim inf
k→∞
(
δorb,0(X
(k)
1 , . . . ,X
(k)
n ) +
n∑
k=1
δ0(X
(k)
k )
)
≥ lim inf
k→∞
(
δorb,0(X1, . . . ,Xn) +
n∑
i=1
δ0(X
(k)
i )
)
≥ δorb,0(X1, . . . ,Xn) +
n∑
i=1
lim inf
k→∞
δ0(X
(k)
i )
≥ δorb,0(X1, . . . ,Xn) +
n∑
i=1
δ0(Xi)
= δ0(X1 ⊔ · · · ⊔Xn),
where the first and the last equalities are due to Theorem 5.8, the second inequality is Propo-
sition 5.3 (5) and the last inequality is Lemma 6.5. 
Remark 6.8. It is worth pointing out that the invariance of δ0 for hyperfinite von Neumann
algebras, a corollary of Jung’s result [12], can also be shown from Lemma 6.5 and the argument
in [22, Remark 6.13] (together with [25, Theorem 4.3 and Corollary 4.5]). Similarly, Proposition
6.7 and the same pattern of argument show that if X1, . . . ,Xn and X
′
1, . . . ,X
′
n are hyperfinite
random multi-variables and W ∗(Xi) = W ∗(X′i) for 1 ≤ i ≤ n, then δ0(X1 ⊔ · · · ⊔ Xn) =
δ0(X
′
1 ⊔· · ·⊔X′n) holds. In fact, this is a “part” of [14, Corollary 4.2] and also a consequence of
Theorem 5.8 and Proposition 5.3 (4). However, those two results of Jung [12, 14] were crucially
used in the proofs of Lemma 6.5 and Theorem 5.8 while it is desirable to prove Theorem 5.8
without the use of the hyperfinite inequality in [14]. Our discussion on lower semicontinuity for
δ0 should be regarded as a kind of “converse argument” of [22, Remark 6.13], thus suggesting
that a kind of lower semicontinuity for δ0 is essentially equivalent to the affirmative solution of
“the entropy dimension problem” in [27, §2.6].
6.4. A few remarks on definitions of δ0 and δ0,orb. In the course of proving Theorem 5.8
we examined several ideas and observed some small facts concerning the free entropy dimension
δ0 and Voiculescu’s liberation process, which may be of independent interest. Here we give a
brief summary of them.
LetX1, . . . , Xn be non-commutative self-adjoint random variables in a tracialW
∗-probability
space, and we choose a freely independent n-tuple of free multiplicative unitary Brownian
motions v(t) = (vk(t))
n
k=1, t ≥ 0. The next proposition can be shown directly by an argument
as in the part “≤” of Proposition 5.6 applied to χ rather than χorb while we will derive it simply
from Theorem 5.8.
Proposition 6.9. With the above assumption,
n+ lim sup
εց0
χ(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε))
| log ε1/2| ≤ δ0(X1, . . . , Xn).
Furthermore, if χ(Xi) > −∞ for all 1 ≤ i ≤ n, then equality holds and δ0(X1, . . . , Xn) =
δ0,orb(X1, . . . , Xn) + n.
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Proof. One has nothing to do when χ(Xi) = −∞ for some i since the χ in the left-hand side
always becomes −∞. Thus we may and do assume χ(Xi) > −∞ for all 1 ≤ i ≤ n. By Remark
5.2 the left-hand side is nothing but n + δ0,orb(X1, . . . , Xn), and hence the assertion follows
from Theorem 5.8 thanks to δ0(Xi) = 1 (see [22, Proposition 6.3] and [23, Corollary 6.7]). 
Hence, no difference occurs even if the semicircular deformation is replaced by the liberation
process in the definition of δ0 when all χ(Xi) are finite. Furthermore, we can prove the following:
Proposition 6.10. If S = (Si)
n
i=1 is a free semicircular system freely independent of the other
random variables, then
δ0(X1, . . . , Xn)
= n + lim sup
εց0
χ(v1(ε)(X1 + ε
1/2S1)v1(ε)
∗, . . . , vn(ε)(Xn + ε1/2Sn)vn(ε)∗ : S ⊔ v(ε))
| log ε1/2| .
Proof. (Sketch) Fix 0 < δ < ε ≤ 1 arbitrarily and let R ≥ max1≤i≤n ‖Xi‖∞ + 2. We write
Γ(ε,N, 3m, δ/2m) := ΓR((vi(ε)(Xi + ε
1/2Si)vi(ε)
∗)ni=1 : S ⊔ v(ε);N, 3m, δ/2m),
Γ(N,m, δ) := ΓR((Xi)
n
i=1;N,m, δ).
By an essentially same argument as in the part “≤” of Proposition 5.6 one can prove that
Γ(ε,N, 3m, δ/2m) is included in NLε1/2(Γ(N,m, δ)) with respect to d2 (the metric induced from
trN ) with some constant L > 0. Then one has
Λ⊗nN (Γ(t, N, 3m, γ/2
m)) ≤ Kε1/2(Γ(N,m, γ)) · Λ⊗nN (Ball((L + 1)ε1/2, d2).
From this one can derive the inequality ≥ for the desired equality similarly to the part “≤” of
Proposition 5.6. On the other hand, we can modify the proof of Proposition 4.6 to show the
inequality
χ(v1(ε)(X1 + ε
1/2S1)v1(ε)
∗, . . . , vn(ε)(Xn + ε1/2Sn)vn(ε)∗ : S ⊔ v(t))
≥ χ(X1 + ε1/2S1, . . . , Xn + ε1/2Sn : S),
which gives the reverse inequality. 
Proposition 6.11. With the same assumption as Proposition 6.10,
δ0,orb(X1, . . . , Xn)
= lim sup
εց0
χorb(v1(ε)(X1 + ε
1/2S1)v1(ε)
∗, . . . , vn(ε)(Xn + ε1/2Sn)vn(t)∗ : S ⊔ v(ε))
| log ε1/2| .
Proof. (Sketch) The proofs of Lemma 2.4 and Theorem 2.6 can slightly be modified to show
the equality
χ(v1(ε)(X1 + ε
1/2S1)v1(ε)
∗, . . . , vn(ε)(Xn + ε1/2Sn)vn(ε)∗ : S ⊔ v(ε))
= χorb(v1(ε)(X1 + ε
1/2S1)v1(ε)
∗, . . . , vn(ε)(Xn + ε1/2Sn)vn(ε)∗ : S ⊔ v(ε))
+
n∑
i=1
χ(Xi + ε
1/2Si).
Hence the desired formula follows from Theorem 5.8 and Proposition 6.10 thanks to δ0(Xi) =
1 + limεց0 χ(Xi + ε1/2Si)/| log ε1/2| by [22, Proposition 6.3]. 
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We were interested in the formulas in Propositions 6.10 and 6.11 because those together
immediately imply Theorem 5.8 for self-adjoint variables X1, . . . , Xn. But the direct proof of
Proposition 6.11 seems difficult since the orbital theory does not fit well in additive operations
like the semicircular deformation.
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