Following A. Gorokhovsky and J. Lott [16] and using the Melrose's b-calculus [23], we give a formula for the Chern character of the Dirac index class of a foliation family of Dirac type operators. For this purpose we use the Bismut local index formula [6] in the context of noncommutative geometry. This paper uses heavily methods and technical results developed by E. Leichtnam and P. Piazza in[20].
Introduction
Since its formulation, the Atiyah-Singer index formula [3, 4] has been, and is again, the subject of a large amount of significant and interesting researches. The subject of this paper is closely related to the Family Index Theorem which is stated and proved by Atiyah and Singer [5] . Consider a fibration of even dimensional spin manifolds F → M → B. Let D be a family of Dirac type operators acting on smooth section of fiberwise spinors twisted by a hermitian vector bundle E → B. This family gives rise to a continuous map from B into the space of Fredholm operators. This last space is the classyfing space for topological K-theory. So D determines a class ind a (D) in K 0 (B). Coupling this class with the Chern character functor we get Ch(ind a (D)) ∈ H * dr (B). Using a connection T for fibration M one can define characteristic classesÂ(T F ) and Ch(E) in H * dr (B) ⊗ H * dr (F ). The family index formula states the following equality in
Ch(ind a (D) = 1 (2πi) p/2 Â (T F ) ∧ Ch(E).
Here p = dim F and the integration is taken along the fibers. If B is a single point this reduces to the Atiyah-Singer formula which has a local proof based on the McKeanSinger formula [22] . So it is natural to ask whether there is a local proof for the family index theorem. J.M Bismut Proved this family local index theorem by generalizing the D. Quillen's superconnection formalism to infinite dimension [7, 27] . The index formula for a family of spin manifolds with boundary was established by Bismut and Cheeger in [8] and generalized significantly by R. Melrose and P. Piazza by using the b-pseudodifferential calculus of Melrose [24] . The index formula in this case, with the Atiyah-Patodi-Singer boundary condition, takes the following form
Here D 0 is the boundary part of the Dirac family D and η(D 0 ) is a differential form valued spectral invariant of the boundary family D 0 . The b-calculus approach is particulary suitable to handle the Atiyah-Patodi-Singer boundary conditions. The family index theorem is generalized, by A. Connes [13] , to the case of a longitudinal foliation family of Dirac type operators. The foliation is assumed to carry a holonomy invariant measure. The underline space for this theorem is the foliation groupoid G associated to the foliated manifold. This theorem can be considered as an averaged Atiyah L 2 -index theorem. The generalization of the Connes's theorem to a foliation with boundary is due to M. Ramachandran in [28] . In the foliation case the groupoid structure provides a convolution algebra structure on the space of compactly supported function on G. A suitable completion of this algebra form a C * -algebra C J. Lott [16] 1 . They assume that the foliation carries a holonomy invariant closed current. This current is used to average the higher degree transversal differential forms to get a number-valued index. The novelty in their work is to introduce a generalized Chern-Weil construction for the Chern character of the Dirac index class. They use the Bismut local index theorem and apply the McKean-Singer formula to the Bismut superconnection to prove their index formula. In this paper we follow Gorokhovsky and Lott [16] to state and to prove a higher index formula for foliated manifolds with boundary. Of course we assume some hypothesis on the foliation and its holonomy groupoid (see hypothesis 1) and an invertibility condition for the boundary family (see hypothesis 2). In the appendix we recall briefly the generalized Chern-Weil construction proposed by Gorokhovsky and Lott in [16] . In section 2 we fix the notation and set up the geometric structures. We investigate also some differential geometric properties of b-foliations which are required in sequel. In section 3 we deal with the algebraic and geometric structures of the holonomy groupoid and prove in proposition 3 that the generalized curvature of the Bismut superconnection is G-invariant. This is crucial to prove the Bismut local formula for G-invariant family of Dirac operators. In section 4 we state in a G-invariant manner those aspects of the Melrose's b-calculus which are necessary in forthcoming sections. This calculus is the analytic framework for our work. Following [20] , we prove in this section the lemma 7. We use this lemma to prove, in proposition 9, the existence of a good G-invariant parametrix in G-invariant b-calculus with bounds. We prove also the G-invariant Bismut b-density theorem. In this section we define the localized b-trace and prove the defect formula for this b-trace in proposition 11. In section 5 we define the localized Chern character and study the long time behavior of the Chern character in proposition 12. The proof of this proposition as well as that of transgression formula for localized Chern character in proposition 15 are based on the defect formula for b-trace. The convergence of eta form results from some estimates on the heat kernel for Cl(1)-superconnection which are taken from [16] . The basic results of sections 4 and 5 implies together the following index theorem (theorem 19) .
Theorem 1 (Localized b-index theorem for G-invariant Dirac operators). Let G denotes the holonomy groupoid associated to the boundary foliated manifold (M, F ) satisfying the hypothesis 1. Assume that p = dim F is an even number and let E be a longitudinal Clifford bundle over (M, F ) with the associated Dirac operator bD . Let b D = r * bD be the G-invariant Dirac operator, acting on the smooth sections of the G-invariant vector bundle r * E → G. We assume that the boundary family satisfies the invertibility hypothesis 2. Let ρ be a functional satisfying the conditions described in the proposition 11. Then the following index formula holds
In this formula the Chern character of the analytical index Ch(ind a ( b D)) is defined by (67) while the localized eta form η 0 is given by (86). The integrand is defined in the foliation level in subsection 2.2.
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2 Geometric setting and notations
Dirac longitudinal structures on foliated manifolds with boundary
Let (M, F ) be a smooth foliated compact manifold with boundary with even dimensional leaves which intersect transversally the boundary ∂M. So there exists a neighborhood U of ∂M and a diffeomorphism φ :
where φ * (F |U ) denotes the push-forward of the foliation F |U by φ. We denote the coordinate of the interval [0, 1) by t. We denote by p the dimension of the leaves and by q = n − p their co-dimension.
In what follows we refer to [23] (See also [24] and [17] ) for the notations and basic concepts in b-calculus and to [19] for those in spin geometry. We denote by b T F the longitudinal b-tangent bundle of M, i.e, the vector bundle on M whose restriction to each leaf is the b-tangent bundle of that leaf. A longitudinal exact b-metric on M is a smooth bilinear form on b T F which falls down to an exact b-metric when it is restricted to each leaf. We suppose that it takes the following form in the neighborhood U
where g 0 is a longitudinal Riemannian metric on T ∂M. The set of the smooth sections of the longitudinal half b-density bundle equipped by the C ∞ -topology is denoted by
which vanish in all order at ∂M. The dual spaces of these spaces are denoted, respectively, byĊ
). Associated to the Riemannian structure g on b T * F there is the longitudinal b-Clifford bundle 2 on M denoted by Cliff( b T * F ) which is, from the parity of the dimension of the leaves, a Z 2 -graded (super) longitudinal vector bundle. Now let E → M be a smooth bundle on M which is Cliff( b T * F ) bundle, so it is Z 2 -graded and E = E + ⊕ E − with respect to this grading. Let E be equipped with a hermitian connection ∇ E which is compatible with the Clifford action of Cliff( b T * F ) . We denote by bD :
the longitudinal b-Dirac operator corresponding to these data. This operator is grading reversing with respect to the grading E = E + ⊕ E − and takes the following form
The longitudinal Riemannian metric g 0 defines the longitudinal Clifford bundle on the boundary. We denote this bundle by Cliff(T * ∂F ). The following application extends to a natural algebra morphism on this Clifford bundle
) is an isomorphism between E − |∂M and E 0 . The bundle E = E + ⊕ E − , restricted to the boundary ∂M, is also a longitudinal Clifford bundle over (∂M, ∂F ). So we can consider the boundary grading reversing Dirac operatorD ∂ =D
It is easy to verify the relationD
This is a formally self adjoint operator acting on sections of E 0 . With respect to the isomorphism E ≃ E 0 ⊕ E 0 in the neighborhood U, the Dirac operator
LetĊ ∞ (M, E) denote the smooth sections of E vanishing in all order at ∂M ⊂ M. This vanishing condition at boundary is the Atiyah-Patodi-Singer boundary condition in b-calculus context. It is clear from the last expression that bD provides a linear unbounded operator fromĊ ∞ (M, E) into itself. To study the Dirac operator bD , e.g. to construct pseudo inverses or the heat kernels, it is necessary to construct a pseudodifferential calculus whose element are the operators onĊ ∞ (M, E). This calculus is constructed by R. Melrose [23] and, among the others things, it provides a conceptual proof for the Atiyah-Patodi-Singer index formula. It gives also a suitable framework to study the more general boundary conditions throughout the spectral sections [24] .
Differential Geometry of foliated manifolds
As an additional structure, we suppose that there is given a horizontal distribution
The first and second component of a vector x ∈ b T M with respect to this decomposition is denoted, respectively, by x h and x v . In what follows, for simplifying the notation, we denote sometimes the horizontal bundle by ν. We suppose that T h x M ⊂ T x ∂M, so the sections of this bundle are b-vector fields and the differential operators defining by these sections are b-differential operators. The previous decomposition of the tangent bundle b T M gives rise to the following isomorphism between graded algebras
Let ω ∈ Ω * ( b T * M) be of be-degree (k, l) with respect to this decomposition. The covariant derivation in the horizontal direction gives an another differential form d h (ω) of be-degree (k + 1, l). We can define d h (µ), where µ is a density, by identifying the b-densities with powers of longitudinal differential forms of degree p. In this way we get the graded derivation
To the horizontal distribution T h M is associated its curvature T h . It is a longitudinal vector-valued horizontal 2-form (a b-tensor) defined by the following formula
The Lie derivation along the curvature defines an operator L h : Ω * (M) → Ω * +2 (M). Using this operator one can define obviously an another operator, denoted by the same symbol,
The definition of L h can be directly extended to distributional sections of E with differential form coefficients. The covariant derivation in the horizontal direction defines the operator ∇ E :
The definition of this operator can be extended to
This means that ∇ E is a connection. The following relations hold between various operators defined above (for proofs see, e.g, [14, section III.7 .α] or [9, (3.13) 
Using the tensor product of the longitudinal Clifford connection on E and the LeviCivita connection on differential forms, one can construct the longitudinal Dirac operator acting on distributional sections of E. From now on we suppose that the grading of a longitudinal density is zero, so it commutes with the Clifford action of the longitudinal (co)tangent bundle. We denote this operator again by bD . Now we are ready to define the operator bÃ by
Due to the presence of the non trivial holonomy, this operator defines only locally a connection on distributional sections of E with longitudinally constant horizontal differential forms. Thus bÃ is only locally the Bismut superconduction for local fibrations. This is the main reason for turning the attention toward the holonomy groupoid of this foliation which is itself a foliation with trivial holonomy. Investigation of the algebraic and geometric properties of this groupoid is the subject of the next section. Remarks : let µ ′ denotes a longitudinal p-form. We recall from [6, lemma 10
Here k denotes the mean curvature associated to the
So we get the following relation where µ is a longitudinal half b-density
This relation shows that the mean curvature term in the Bismut superconnection defined in [6, lemma 10.4 ] exists implicitly in (2.2) in the action of ∇ E on half densities.
3 Holonomy Groupoid
Geometric structures of the holonomy groupoid
In this section we establish some differential geometric constructions which will be used in the forthcoming sections. The basic reference for the following matters are [13, 26, 30] . Let G be the holonomy groupoid associated to the foliation (M, F ) and denote the source and the rang maps respectively by s and r. Put G x = s −1 (x) and G y = r −1 (y) which are smooth manifolds with boundary. Take u ∈ G with s(u) = x and r(u) = y. Let V, V ′ be the local charts for the same leaf around, respectively x and y, and let T, T ′ be sufficiently small local transversal passing on x and y. We denote by Hol u : T → T ′ and u * : T x T → T y T ′ , respectively, the local holonomy diffeomorphism induced by u and its differential at u. The sets of the form U = V × V ′ × T × Holu T ′ define a basis for the topology of G. With this topology, G has the structure of a smooth conic manifold which is foliated by the boundary manifolds {G x } x∈M . Given a connection T h M for the foliation (M, F ), there is a unique horizontal distribution
The following relation holds
Here the first summand is so-called the G-invariant part of T G. It is given by r * T y F when r is restricted to G x . The direct sum T u G x ⊕ T u G y is the vertical while T H u G is the horizontal part of T u G. The application dr ⊕ ds gives an isomorphism between the vertical part of T u G and T y F ⊕ T x F . Concerning the horizontal part, we have the following isomorphisms given again by ds and dr
Here the map from left to right is given by the holonomy u * . Therefore a horizontal vector y in T u G is determined uniquely by two vector y x ∈ T h x M and y y ∈ T h y M such that u * (y x ) = y y . In other hand a vertical vector x in T u G is determined uniquely by two vector x x ∈ T x F and x y ∈ T y F . A smooth function f on G get the form
The following formulas hold and are usually more suitable to perform local computations
Now let y and z be two section of the distribution T H G and let T H (y, z) denote the vertical component of the vector field [y, z]. T H is in fact a tensor and is called the curvature of the connection T H G. From the above discussion and using the relation (9) it is clear that
So the G-invariant part of T H is given by r * T h . The conic manifold G is foliated by the boundary manifolds {G x } x∈M , this is the foliation we are interested in. We denote this foliation by (G, G * ). In the sequel we speak about the longitudinal structures on G with respect to this foliation. Since the target map r |Gx is a covering map on its rang, we can lift all longitudinal structures on the foliation (M, F ) to the holonomy foliation (G, G * ). Such structures are G-invariant with respect to the left action of the groupoid G on itself. We denote by b D the lifting of the Dirac operator
Here C c the compact supports are assumed to have no intersection with boundaries of leaves. We introduce now some differential operators on these spaces. As in the definition of d h , the covariant derivative along the horizontal direction T H G defines the operator d H on Ω * B and the operator ∇ E on Ω * E . Let r * (ω) ⊗ s * (µ) be an element in Ω k B, and let y be a horizontal vector field. With the notation of the relations (15) the following formula holds
Take an element in Ω * E of the form s
The Lie derivative along the curvature T H defines two operator on Ω * B and Ω * E that we denote by the same symbol L H . The first formula of (15) with (16) give the following local formula
There is a similar local formula for the action of L H on Ω * E . Finally we define the operator l :
Lemma 2 (c.f. [16] ). The following formula hold
Proof. The first part is already proved in above discussion. The second part results from the first part and the relations (10) is coming from the action on half densities. To prove the third part, notice that
clear from this relation and local expression (19) . By using the relations (18) and (19), the third part reduces to relations (10) .
For the next propose we put a Cliff(T G)-module structure on Ω * E . At first we equip the tangent bundle T G with a degenerate Riemannian structure as follows. From (13) at each point u ∈ G we have
The first summand has the G-invariant riemannian structure r g y . Let the two other summand have the null metric and equip the total space by the direct sum riemannian structure. Now take a section of T G which is of the form r * (x) + s * (x ′ ) + v with respect to the previous direct sum decomposition. Let ω ⊗ µ ⊗ x be an element in Ω * E and put
It is clear that x ′ .x ′ = v.v = 0, and x.x = g(x, x) so these relations define a Cliffordmodule structure on Ω * E . This definition for the Clifford structure and the relation (16) imply the G-invariance relation cl(T H ) = r * cl(T h ). Now we are ready to introduce the G-invariant Bismut superconnection
The following property of this Bismut superconnection is crucial for our propose Proposition 3. The following relation holds,
where bÃ denotes the Bismut b-superconnection on the foliated manifold (M, F ).
Proof. From the definition of the superconnection we have
The following similar relations hold for the Bismut superconnection
We have already shown the relation cl(T H ) = r * cl(T h ). In other hand from the very definition one has b D = r * bD . Thus each term in the right hand side of (24) is the pull-back, by r * , of the corresponding term in (26) . In other hand, the relations (10), with the first and second part of the lemma 2 imply the relation (
Adding these relations gives the desired G-invariance relation
A quit similar calculation shows the following G-invariance relation and finishes the proof of the proposition
Essentially the same computations in the proof of the last relation prove the van-
cl(T ). This vanishing formula shows that
where F and J are G-invariant differential operators with differential form coefficients of positive degrees. In particular these operators are nilpotent. Now we define another left Ω * B-module by
Since the connection T H G is tangent to the boundary G ∂ ;∇ E and T H defines the operators on Ω * 0 E. Now we define the Cl(1)-superconnectionB by the following formula (c.f, [?] and [24] 
where α = 0 1 1 0 with respect to the decomposition E |G ∂ ≃ (E 0 ⊕ E 0 ). It is easy to
The Cl(1)-superconnection can be defined for the foliation (M, F ) and an invariance relation, similar to (23) 
Algebraic structures of the holonomy groupoid
Groupoid action of G on itself provides an algebra structure on Ω * B and a left Ω * B -module structure on Ω * E . Let φ and ψ be two elements of Ω * B and put
where v * denotes the dual of v * . Notice that the integration is taken with respect to the density component of the first factor. Now let ω ∈ Ω * E and define
Here again the integration is taken with respect to the density component of φ.
With respect to these operations Ω * E is a left-module on the algebra Ω * B . In what follows we characterize the structure of End Ω * B (Ω * E) and describe its algebra structure. Let P : E → Ω * E be a linear operator which is defined through its Schwartz kernel
It is easy to verify that B-linearity is equivalent to the following invariance property
Therefore the Schwartz kernel is a distributional section K of Hom(E, E):
The operators defined in this way are called G-invariant. We denote the set of all these operators by Hom G (E, Ω * E). By applying (vu −1 ) * to ξ(v) in relation (32); the action of P can be extended to Ω * E and in this way P defines an element in End Ω * B (Ω * E). In particular we get the induced algebra structure on Hom G (E, Ω * E). In (31) if K is a compactly supported smooth distributional section of Hom(E |G ∂ , E |G ∂ ) then this relation defines an operator Q
Relation (30) gives the structure of a right Ω * B -module E ∂ to the set of these sections . The operator Q is an endomorphism of this module if it is G-invariant and in this case the kernel K is in fact supported in G ∂ ∂ and the operator is given by (32). We shall define a trace for such operators (we do not assume that they are G-invariant for the moment).
) for all y ∈ ∂M all differential operators that we have defined up to now have the well defined restrictions to the module E ∂ . In the sequel when there is not the danger of confusion we use the same symbols for differential operators on E and their restrictions to E ∂ . When we need to be more precise we use the symbol with sub-fixe ∂, e.g. ∇ E ∂ means the restriction of ∇ E to E ∂ and etc.
) satisfying the following relation (c.f. [29] for the proof of the existence of τ ):
Taking into the account the symmetries coming from the action of the groupoid G on G ∂ , following [16] we define
Here the integration is taken with respect to the longitudinal densities coming from the trace of the Schwartz kernel. It is worth to notice that the holonomy v * in (31) is also considered implicitly in tr
* where F is the leaf passing by x. Take a linear functional ρ :
The following proposition gives a sufficient condition for ρ • T r to be a trace on the algebra
Proof. It suffices to prove this proposition for the elements r * (ω)⊗Q of Hom G (E ∂ , Ω * E ∂ ) where Q ∈ End B (E ∂ ). We show at first the independence from τ . Take an invariant riemannian metric and write down the densities as the multiplication of the metric density by smooth functions. Let χ(G ∂ ) denotes the characteristic function of G ∂ which can be approximated by smooth functions. Using the trace property of η, η(χ(
If we replace χ(
Here t ≥ 0 is a G-invariant defining function for the boundary of leaves G x 's. Now Let Q be a G-invariant operator which is the pull back of the longitudinal operatorQ on M. From (37) we get
the last expression doesn't depend on τ , so ρ • T r Q is independent of τ . The fact that ρ • T r is a trace on End B (E ∂ ) can be proved exactly as in [16, proposition 1] .
To prove the part (b), it suffices to prove the following relation
Using the connection property of Ω * E ∂ , it suffices to prove this relation for Q ∈ End G (E). Let T
This implies
The third equality is a consequence of (17) and (37), while the forth equality is obtained
y denotes the image of y ∈ M in G as the unite element of the group G y y . Using again the relations (17) we have
which prove the equality (40) for Q ∈ End B (E).
Remark 2. Let r * (ω) be a G-invariant element of Ω * B. The proof of the relation (39) can be applied to prove the following relation which will be used later
The following lemma provides a method to construct a functional ρ satisfying the hypothesis of the previous proposition. See [26] for the proof when k = 0. The proof for other values of k is similar.
Let {φ} i be a partition of unity subordinate to this covering. The following relation defines a functional which satisfies the conditions of the above proposition
Similarly to the formula (35) we can define T r(P ) for P ∈ H G (E, Ω * E) with compact support disjoint from boundary. However for next need we have to define a more general trace for a larger class of G-invariant operators. These are G-invariant b-pseudodifferential operators. An algebra of such operators, suitable to study the Atiyah-Patodi-Singer (APS) boundary condition [2] , is constructed by R. Melrose [23] .
In the following section we follow [24] and [20] to describe those aspects of Melrose's b-calculus which are necessary for future uses in this work.
Some aspects of G-invariant b-calculus
The underline space for small b-calculus is an appropriate b-stretched product. For each x ∈ M, the boundary covering space G x → F x , equipped with the pull back of the exact b-metric of F x , is a non compact b-manifold. The b-stretched space G as well as the other b-structures for such spaces are worked out carefully in [20] . As in the family case (c.f, [24] 
) is exactly as in [23] but unlike to the compact case, the small b-calculus Ψ *
is not an algebra. Consequently the principal symbol exact sequence can not be used to construct a parametrix for an elliptic b-differential operator. To overcome this difficulty, following [20] , we make some assumption on the behavior of kernels far from b-diagonal, and also on the nature of the foliation groupoid.
Let 0 < ǫ < 1 and set
Here and in what follows d(, ) denotes the G-invariant distance function coming from G-invariant exact b-metric on G which is defined only when
2 ) which is smooth outside of O ǫ (bf). One says K has the rapidly decreasing property outside of O ǫ (bf) if i)For each multi-index of derivation α and any N ∈ N there is a constant C α,N such that for all (u, u
ii) There exists a constant D α,N such that for each (ρ bf , τ, v, v
Notice that, due to the compactness of M, this definition is independent of the G-invariant b-metric.
For each m ∈ R ∪ {−∞} denote by R 
This is the case if the Riemannian manifolds (G x ,ĝ) are of polynomial growth(See [18, section 2] ). This notion is independent of the smooth G-invariant Riemannian b-metric. LetX be a Riemannian manifold (non compact and with boundary) and let Γ be a discrete group of the isometries of this manifold which acts properly onX such that X :=X/Γ is a Riemannian manifold. The proof of the lemma 2 of [25] shows that if X and Γ are of polynomial growth thenX is of polynomial growth too. This discussion shows that under the following hypothesis G x 's are of polynomial growth, so the spaces R * b,G (G, r E ) and R * G (G ∂ , r * E) have the structures of algebras. In particular the space of all rapidly decreasing smoothing operators R −∞ b,G (G, r * E) is an algebra. From now on the following hypothesis is assumed to be satisfied.
Hypothesis 1.
i) The leaves of the foliation (M, F ) are of polynomial growth with respect to a (hence to all) smooth longitudinal Riemannian metric on M. ii) For each x ∈ M the holonomy group G 
Remark 3. The product of a differential operator and a ǫ-local operator is ǫ-local, so the proof of the above lemma shows that if P ∈ Diff G then for each ǫ > 0 the operators Q and R can be assumed to be ǫ-local.
Let P be a G-invariant operator with Schwartz kernel K P in the small b-calculus. The indicial operator of P is an operator I(P ) :
Here ξ is an arbitrary extension of ξ 0 to an element in C
). Vanishing of the kernel K P on the left and right boundaries implies the independence of this definition from the extension ξ. This implies also the product formula I(P • Q) = I(P ) • I(Q). It is worth to notice that the indicial operator is not zero only if the Schwartz kernel is non continuous at conic points. The indicial operator provides the following short exact sequence
This exact sequence will be used to prove the existence of parametrices in the full calculus with bounds. From now on we fix a G-invariant co-normal structure n for G ∂ ⊂ G and we assume that ρ is a defining function for G ∂ satisfying dρ.n = 1. Now following [23, Proposition 5.8] we define the indicial family I n (P, λ) ; λ ∈ C of a G-invariant b-pseudodifferential operator P by the following formula
We have clearly the product formula
). Let ρ be a distributional operator satisfying the hypothesis of the proposition (4). We define the following (degenerate) inner product on C
In what follows we speak of trace class or Hilbert Schmidt class operators with respect to this inner product. If a G-trace class operator P is defined by its Schwartz kernel K P then its G-trace is given by
which is nothing else than T r. We refer to [1] and [10] for the similar notions concerning the index theory on covering spaces and the dimension theory of Von-Neumann algebras. . This fact and the Ginvariance of K P imply the boundedness of K P (., .) . Let ǫ > 0 be sufficiently small such that for each (v, u) in a ǫ-neighborhood of lifted diagonal △ b there is only a one w satisfying (v, wu) ∈ △ b . Denote this neighborhood by △ ǫ and its complement in G
Using (38) and the G-invariance of K P , the right hand side of (49) is, up to an additional constant, equal to
The finiteness of the last term is a consequence of the boundedness of KP (y, y) while the finiteness of (50) results from the rapidly decreasing property of K P . Therefore the Schwartz kernel of P x is square G-integrable, i.e., P x is a G-Hilbert-Schmidt operator. Now let B x be a G-invariant elliptic differential operator of order k and let Q x be a G-invariant parametrix such that Q x B x − Id = R x with R x ∈ Ψ −∞ b,G . As it is shown just after the relation (45), for each ǫ > 0 the operators Q x and R x can be supposed to be ǫ-local. One has P x = Q x B x P x − R x P x . As it is shown above, the operator
bf Q x ) is the product of two G-Hilbert-Schmidt operators, so it is a G-trace class operator. From the definition (1), B x P x has the rapidly decreasing smooth kernel. Moreover it has vanishing indicial operator, so it equals ρB
x ) being the product of two G-Hilbert-Schmidt operator is a G-trace class operator. This proves the first part of lemma.
To prove the second part, let P be a G-trace class then for all x in a dens subset of M, τ P x is a trace class operator on L 2 b (G x ; r * E). Using [23, proposition 4 .57] this implies the vanishing of the indicial operator I(τ P x ) = τ |G ∂ x I(P x ). Let y ∈ ∂M be an arbitrary point; there exists u ∈ G y such that τ (u) = 0 so I(P s(u) )(u) = 0. In other hand I(P ) is G-invariant so the last equality implies the vanishing of I(P )(u) where r(u) = y. The set of such u's is dense in G and I(P ) is smooth so it is identically zero.
Full G-invariant calculus with bounds
Although the relevant trace appearing in the final index theorem is the trace defined by (57), the b-trace b ST r plays the intermediate role in the proof of the index theorem. We recall from relation (45) that each G-invariant b-differential operator P has a G-invariant parametrix Q in small b-calculus such that P • Q − Id = R is a smoothing b-pseudodifferential operator. In what follows we shall need to have a good parametrix with vanishing indicial operator. Such a parametrix does not exist in small b-calculus but in a slightly extended calculus which is so-called the full calculus with bounds.
The full calculus with bounds R m,α b,G is again the family of full calculus for G x 's which is explained in [20] . We left the necessary modifications to readers and recall only the following exact sequence
Now we show the existence of a parametrix with vanishing indicial operator. From now on we suppose the following hypothesis Hypothesis 2. The boundary Dirac operatorD 0 is L 2 -invertible with bounded inverse. In other word there exists ǫ 0 > 0 such that for each x ∈ M the L 2 -spectrum of
Notice that this is a global hypothesis depending on the geometry of G ∂ . As a consequence of this hypothesis we have
To prove the next proposition we need the following lemma which results from finite propagation speed.
Lemma 8 ([20]
). LetD 0 be the G-invariant self adjoint Dirac type operator which satisfies the above hypothesis. For each λ ∈ R and for each ǫ ≤ ǫ 0 the kernel of (λ 2 + D 2 0 ) −1 has rapid decay property out of the ǫ-neighborhood of the diagonal of
This lemma implies the rapid decay property of the following operators away of the ǫ-neighborhood of the diagonal
Proposition 9. Let the above hypothesis be satisfied by the boundary operatorD 0 and let 0 < δ < ǫ 0 . Then there exists a parametrix Q ∈ R −1,δ b,os,G such that
In particular I(R) = 0 , so R is T r-class and b T r(R) = T r(R).
Proof. Using relation (45) there exists a parametrix Q
). From remark 3 both Q ′ and R can be assumed ǫ-local.
Applying the indicial operator to this equality we get I(D) • I(Q
Consider the operators I(Q, λ) and I(R, λ) as λ-depending bounded operators on
). Lemma 5.4 of [23] implies that they define an entire family of operator in the G-invariant pseudodifferential calculus of G ∂ . They are of degree, respectively, −1 and −∞. In addition the L 2 -norm of each one of them is a rapidly decreasing function of λ. Let S(λ) be defined by the following equality
I(D, λ) −1 is the inverse of a holomorphic family of invertible operators, so it is an holomorphic operator-valued function of λ. In other hand, from [23, lemma 5.4 ] I(R ′ , λ) is a holomorphic family of smoothing operators with rapidly decreasing L 2 -norm. Therefore S(λ) = −I(D, λ) −1 I(R ′ , λ) defines a holomorphic family of smoothing operators in the region |Im λ| ≤ ǫ 0 with rapidly decreasing L 2 -norms. Moreover from above lemma S(λ) has rapidly decreasing kernel. Thus for each λ with |Im λ| ≤ ǫ 0 we have
. By applying the inverse of the Mellin transform, M, to (54) one gets
The front face hyper-surface is a boundary manifold with the left and right boundary defined by the functions ρ lb and ρ rb , so s = ρ lb /ρ rb is a defining function for the left boundary. The inverse Mellin transform has the following explicit expression in term of the variable s:
where the integrand is a family of operators acting on
). The rapid decay property of the norm of the family S(λ) implies the convergence of the above integral and provides a smoothing operator for each value of s. In the other hand the fact that the operator S(λ) is holomorphic in the region |Im(λ)| ≤ δ gives, via Cauchy theorem, the following equalities for a sufficiently small ǫ > 0:
The function s −1 is a defining function for the right boundary. Using the integration on the line Im λ = (δ + ǫ), the above computation provides
Im λ=0
These equalities show that
Moreover it is easy to verify that I(R) = 0, therefor using again the exact sequence (51) we have R ∈ ρ bf R −∞,δ b,G . This proves the first part of the proposition. the second part is a direct consequence of the defining formula (58) and lemma 7.
For each x ∈ M, G x is a b-manifold with bounded geometry, so for s > 0 one can define the heat operator e −s 2bD
To see the construction of this heat operator we refer to [20, Theorem 10.3] ( Notice that in this construction the parametrices provided by (44) are in R −2 (G x ) which is closed under the operator ⋆, so the resulting heat operator belongs also to R −2 (G x )). Uniqueness of the heat operator implies G-invariance and smoothness of its kernel on G 2 b for each s > 0. We denote this G-invariant heat operator by e −s 2bD . Now using the Volterra formula (c.f, (81) and (82)) we can define, for s > 0, the heat kernel e
. Proposition 10 (G-invariant Bismut b-density theorem). We have the following asymptotic relation for the restriction of the heat kernel of the Bismut superconnection to diagonal △ b . This relation occurs in
where r(u) = x.
Proof. The proposition 3 asserts that Remark 4. Consider the foliation (∂M × R, ∂F × R) which is equipped with the connection T h M and longitudinal product metric. The Cl(1)-superconnectionB is, in fact, the restriction to the boundary of the Bismut superconnection associated to the holonomy groupoid of this foliation. The above local index formula applied to this connection gives rise to the local index formula for Cl(1)-superconnection as well as the asymptotic behavior of the rescaled super connection.
Localized b-supertrace
Let τ be defined by (34). The formula (35) can be used to define T r(Q) for
2 ), moreover the proposition 4 remains true in this case. In particular ρ • T r is a trace on algebra R
) and define
Here the integrations is taken with respect to longitudinal densities coming from the trace of the Schwartz kernel. So the above expression belongs to b Ω x (F ) where F is the leaf passing by x. Due to the presence of the b-boundary, the above integral is infinite. However the divergence of the trace is of logarithmic type, so one can define a renormalized b-trace as follows.
For each x ∈ M, the Kernel τ K P |Gx is compactly supported, so the proof of the lemma 4.62 of [23] shows that the above limit exists and is independent of the boundary defining function t satisfying dt(n) = 1. This limit, followed by an appropriate linear functional, defines a b-trace. In the last part of the following proposition we have considered operators in R
2 ) with differential forms coefficients and denoted the set of all this operators by Hom
Proposition 11. a) Let ρ be the distributional linear functional on C ∞ (M, Λ * ν * ) defined by (36). Assume that the linear functional η on B defined by
is a trace on the foliation algebra B . The linear operator ρ • b T r is independent of τ and defines a b-trace, that is, for each P ∈ Diff(G;
b) In addition if η is a closed graded trace on Ω k B then for each P ∈ Hom
Proof. Let P ∈ R −∞ b,G such that P = r * P . Using the relations (37) and (38), the proof of the proposition 4 can be applied here to get the following analogous of (39)
The right hand side of this expression is independent of τ . This proves the first part of (a). To prove the defect formula notice that we have (P Q) ∂ = P ∂ Q ∂ for P, Q ∈ R −∞ b,G . So using the proposition 4, the boundary part in relation (58) is a trace, i.e. it vanishes on the commutators. In particular this boundary part has no contribution in the evaluation of ρ • b T R on the commutators. Let operator θ ∈ End(E) be the point-wise multiplication by τ . Using (58) one has
The second integral in above expression defines an operator T R on End B (E ∂ ). One has
where P ∂ = P |G ∂ . As a consequence of the relation (34), we prove now the following equality
which implies the following one
As the boundary term in the definition of ρ • b T r has no contribution in its evaluation on the commutators, the equality (63) is equivalent to the following one
which can be proved as follows
By restricting the formula (62) to G x we obtain
Because τ is compactly supported, for each x ∈ M, (θP ) |Gx is a b-differential operator with compactly supported Schwartz kernel. Thus the proof of Melrose's trace defect formula [23, page 154 ] can be applied to get the following leaf-wise defect formula
This is exactly the desired trace defect formula (59). To prove part (b), it is enough to prove the following analogous of the relation (40)
The co-normal structure n is parallel at boundary. Moreover ∇ E n = 0 which implies
. Now we can apply the relation (40) to get
which proves the boundary part of 60. In other hand, using (38), the proof of (40) can be slightly modified to get
These two last equations and the defining relation (58) prove together part (b) of the proposition.
5
Chern characters and eta invariant
Chern character
Assume that the Dirac operator bD satisfies the hypothesis 2 and fix 0 < δ < ǫ 0 . Using the proposition 9, there exists a parametrix Q ∈ R −2,δ b,G ⊗ Hom(E − , E + ) such that
Since δ > 0 we have I(S ± , λ) = 0, so
Let the projections p and p 0 are given by
and define the analytical index class of the longitudinal Dirac operator by the following formula [14] ind(
. So it is natural to define the localized Chern character of the index class by the following formula where
Definition 2. The localized Chern character of the index class of the operator bD is defined by
In this definition the operator which is acted on by T r is smoothing with vanishing indicial family, so it has finite T r. In the rest of this paper we will give an index formula to calculate the localized Chern character of the index class ind( bD ). In this direction we have the following proposition where
Proposition 12. Let ρ be a functional satisfying the conditions described in the proposition (11) . the following asymptotic formula holds
To prove this proposition we follow the approach used in [20, section 8.3] . Put
we have p = Jp 1 J −1 where
Now using the isomorphism J we define the following connection on Ẽ
Finally using this connection we introduce the following family of superconnections from
Denote its curvature by K(s) = A 2 (s) − l and put
.
With above notation the following formal equalities are easy to verify
Although neither e
have finite T r (they have non-vanishing indicial families), the operators in the last line which are acted on by T r are rapidly decreasing and have vanishing indicial operator. So they are T r-class with finite T r. Therefore we can define the Chern character of the superconnection A(s) by the following formula Ch(A(s)) := T r(S + e −K(s) 11
It is also natural to define the b-Chern character of this superconnection by
Using the relations (70), it is easy to verify the following relation between these two Chern characters
The above proposition is a consequence of the following two lemma Lemma 13. Under the conditions of the above proposition a) The following relation holds
where B(s) is a boundary depending term going to zero when s → +∞.
Proof. Using the relations (68) and (70) we have
In the other hand pJ = Jp 1 and
This proves the first part of the lemma. We prove now the second part. Using the relations (20) and (21), the operator K(s) has the following expansion in the ungraded notation
Using the relations (70) we get
In particular I(K(s) 21 , λ) = 0, so
Now using (72) and the defect formula (59) we obtain
Denote the last expression by B(s) which is a boundary depending term. The self adjoint boundary Dirac operatorD 0 verifies the invertibility hypothesis (2), so the λ-depending family of operators (iλ +D 0 ) −1 is uniformly bounded. This implies the finiteness of the integral factor of B(s). In the other hand, using the Volterra development, we have
The finite propagation estimate (79) implies that the limit, when s → 0, of each term in above expression is zero. Since K − 0 (0) is a differential two-form, one has only a finite number of non zero terms in this expression, so the vanishing of all terms at +∞ implies the vanishing of B(s) when s goes toward +∞. This completes the proof of the lemma.
The above lemma with the following one complete the proof of the last proposition. Lemma 14. Let ρ be as in the previous lemma, then a) For any s > 0 one has
where B(s) is a boundary term going to zero when s → 0.
Proof. Using the Duhamel's formula we get
We simplify the expression (74) by means of the defect formula. From the very definitions and up to the smoothing operators with vanishing indicial families, we have the following formula in the non graded notation
Using (70) one has also
Using the defect formula and ignoring the odd functions of λ, one gets the following equalities
Apply again the Duhamel's formula and the defect formula to get
where the last equality is coming from relation (72). Thus we have equality
The following relations are the direct consequences of the definition of the involved operators and of the fact that A(s) is a grading reversing operator
The defect formula (59) and the relation (76) implies the vanishing of the first term of the right hand side of the last equality. While the third one is equal to 1 π T r R sD 0 e −{K 0 +s 2D 0 +s 2 λ 2 } dλ.
Summarizing we get the following relation ρ satisfies the condition of the proposition (11) so the relation (60) implies the vanishing of the above expression when it is acted on by the functional ρ, i.e. which is equipped with the connection T h M. d ds ρ. Ch(A(s)) = 0
This completes the proof of part (a). Part (b) can be proved by applying essentially same computations used in part (a) and in the previous lemma.
Localized eta invariant
We recall that due to the compactness of M, the complete exact b-metric g and the bundles on M have uniform longitudinal bounded geometry. So this is true also for all G x 's. Using the finite speed estimates of [11] , for each x there is a unique heat operators e −s 2 (D 0|G ∂ x ) 2 and e −s 2bD 2 |Gx . The uniqueness of the heat operator implies the G-invariance of this family of heat kernels, so we can drop the index x.
Fix ǫ > 0 sufficiently small, put N = [ 
Here Q is a polynomial of s and s −1 depending on the differential operator P , while F N (r) is a function of r which is O(r N +1 ) as r → +∞. We need also some estimates for the heat kernel when the parameter s is small. Using [21, 
Now using the heat kernel of the longitudinal Dirac operator D 0 satisfying above estimates, we construct the heat kernel for the superconnection by using the Volterra development as it is used in [6, Proposition 9.48]. The Volterra development suggests the following formal expression for heat kernel: If k > n − p then I k = 0, so we have only to prove that for each s > 0 and for each 0 ≤ k ≤ n − p the integral (82) is convergent and defines a smooth section on (0, +∞) × G ∂ × s G ∂ . For a fixed k + 1-tuple (t 0 , t 1 , · · · , t k ), the rapid decay property expressed in relation (78) implies the absolute convergence of the integration on G k . In the other hand, for s = 0 at least one of the heat operator appearing in the integrand is smoothing (since t i = 0 for some 0 ≤ i ≤ k), so the integrand is smooth with respect to all its variables. Thus for s = 0, I k defines a smoothing operator which depends smoothly on s.
Using the Cl(1)-rescaled superconnectionB s we define, following [15, 24] , the α- 
