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Abstract
We study the impact of attractive self-interactions on the nonequilibrium dynamics of
relativistic quantum fields with large occupancies at low momenta. Our primary focus is
on Bose-Einstein condensation and nonthermal fixed points in such systems. As a model
system we consider O(N)-symmetric scalar field theories. We use classical-statistical real-
time simulations, as well as a systematic 1/N expansion of the quantum (2PI) effective action
to next-to-leading order. When the mean self-interactions are repulsive, condensation occurs
as a consequence of a universal inverse particle cascade to the zero-momentum mode with
self-similar scaling behavior. For attractive mean self-interactions the inverse cascade is
absent and the particle annihilation rate is enhanced compared to the repulsive case, which
counteracts the formation of coherent field configurations. For N ≥ 2, the presence of a
nonvanishing conserved charge can suppress number changing processes and lead to the
formation of stable localized charge clumps, i.e. Q-balls.
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1 Introduction
Nonequilibrium quantum fields with large occupation numbers at low momenta are frequently
encountered in the context of cosmology. Important examples include the decay of coherent
oscillations of the inflaton during the reheating stage after inflation [1], or the production of
dark matter axions from the misalignment mechanism and from the decay of axionic strings and
domain walls [2–6]. Therefore, understanding the dynamics of such systems is important. Par-
ticularly interesting is the possibility of Bose-Einstein condensation in such systems, which is the
macroscopic occupation of the quantum state with the lowest energy. In the case of axions the
resulting collective quantum behavior may have important observational consequences in cos-
mology (see e.g. [7–9]) and would leave distinct imprints in direct detection experiments [10–12].
While many arguments have focussed on the formation rate of a condensate [13–19], a quali-
tatively even more important point is the attractive nature of the relevant interactions [20, 21]
that tends to favor localised structures instead of a spatially constant condensate [21]. Inspired
by this it is one of our main aims to study the impact of attractive interactions and to delineate
the differences to the repulsive case.
In recent years there has been a significant advance in the theoretical understanding of the
dynamics of isolated highly occupied quantum fields. Many characteristic properties of the dy-
namics in such extreme conditions turn out to be insensitive to details of the underlying model
and initial conditions. This allows one to classify theories with different microscopic descriptions
into universality classes [22, 23]. This notion of universality is based on the existence of non-
thermal fixed points [24,25] that are nonequilibirium attractor solutions with self-similar scaling
behavior of correlation functions and of the particle momentum distribution. Self-similarity in
this case is associated to the transport of some conserved quantity in momentum space [26,27].
Self-similar scaling regions can represent transport of energy towards high momenta, or particle
number transport towards the zero-mode. While the first case drives the thermalization process
by pushing the typical hard scale to larger momenta [27], the second one may lead to the forma-
tion of a Bose-Einstein condensate out-of-equilibrium [28]. Both cascades have been observed
in different regions of the same momentum distribution function in scalar models with positive
quartic self-coupling [23,29].
In general, for scalar N -component fields ϕa, a = 1, ..., N , with self-interactions of the form
∼ λ2n(ϕaϕa)n, positive or negative signs of the couplings determine whether they are repulsive
or attractive. While repulsive interactions have the tendency to dilute concentrations of energy
density over position space, attractive interactions encourage such local concentrations. It is
thus not surprising that condensation dynamics is strongly affected by the presence of attractive
interactions, since the lowest-energy configurations in this case are localized “clumps”. Therefore,
it is an interesting question how characteristic features of the dynamics depend on the type of
self-interactions.
In the present work we investigate the influence of attractive self-interactions on the far-
from-equilibrium dynamics of scalar fields and, in particular, their impact on Bose-Einstein
condensation. As our model we consider O(N)-symmetric relativistic field theory1 in 3+1 di-
mensions, exhibiting an attractive quartic self-interaction (λ < 0) and stabilized by a repulsive
sextic term, so that the potential has an O(N)-symmetric global minimum. We are interested
in the nonperturbative regime of large occupancies f ∼ 1/|λ| for typical momenta, in the weak
1While the N = 1 case can be viewed as a toy model for axions, multi-component fields are, for example,
encountered in models of hybrid inflation [30], Higgs inflation [31].
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coupling regime with |λ|  1. Our analysis is based on real-time classical-statistical lattice sim-
ulations, using the possibility of mapping the dynamics of highly occupied quantum fields onto
a classical-statistical field theory evolution2 [33, 34]. In addition to this, we develop a vertex-
resummed kinetic theory, based on the 1/N expansion of the quantum 2PI effective action in
the presence of quartic and sextic interactions to next-to-leading order [35]. This extends well-
established kinetic descriptions [26, 27] to the considered highly occupied regime, in analogy to
the repulsive ϕ4 theory [23, 36]. We derive the corresponding effective kinetic equation, discuss
its properties and compare with our observations from classical-statistical simulations.
The outline of this work is as follows. In Sec. 2 we describe our model and the considered
initial conditions. In Sec. 3 we present the results from the classical-statistical simulations
for the single-component model. In Sec. 4 we extend that discussion to the case of multi-
component fields and derive the vertex-resummed kinetic description. We conclude in Sec. 5.
Throughout this paper we work in Minkowski spacetime with metric ηµν = (1,−1,−1,−1) and
set ~ = kB = c = 1.
2 The model
In this paper we study O(N)-symmetric scalar field theories in flat, 3+1 dimensional spacetime.
We consider potentials that contain an attractive self-interaction, but have a global minimum
at ϕ = 0. The simplest form of a potential capturing these properties is given by
U(ϕ) =
m2
2
ϕa(x)ϕa(x) +
λ
4!N
(ϕa(x)ϕa(x))
2 +
λ6
6!N2
(ϕa(x)ϕa(x))
3. (2.1)
Here summation over repeated indices is implied and the factors of 1/N are chosen such that
the classical action S[ϕ] =
∫
x[
1
2∂
µϕa∂µϕa−U(ϕ)] scales proportional to N . The parameters m2
and λ6 are positive. For completeness we consider both cases of λ > 0 and λ < 0, and refer to
those models throughout this paper as repulsive and attractive, respectively. We assume weak
couplings, in particular |λ|  1.
After the rescaling prescriptions x =
√
|λ|
m2
ϕaϕa
N and u(x) =
|λ|
Nm4
U(ϕ) the potential can be
written as
u(x) =
x2
2
+ sgn(λ)
x4
4!
+ g2
x6
6!
. (2.2)
The dimensionless parameter g2, defined as
g2 =
λ6m
2
λ2
, (2.3)
characterizes the strength of the sextic coupling. In the case λ < 0, the potential falls below
quadratic near its minimum, but stays positive everywhere if g2 is sufficiently large (g2 > 5/8).
Similarly, it becomes convex for g2 > 3/2. This is demonstrated in Fig. 1, where the rescaled
potential is shown for several values of g2, together with the free theory parabola u(x) = x2/2,
which may be viewed as a dividing line between repulsion and attraction.
2The range of validity of classical-statistical approximation for the description of the underlying quantum
theory has been studied in detail for similar models with λϕ4 interaction [32]. For given regularization of the
field theory it requires sufficiently high typical occupancies for small enough coupling. Corresponding restrictions
apply to the size of the ϕ6 coupling, which is taken into account in our study by choosing λ6 ∼ λ2/m2, with
m2 ∼ p02, as defined in Sec. 2.
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Figure 1: The rescaled potential of Eq. (2.2) as a function of the rescaled field amplitude for
different signs of λ and several values of g2. The black dashed line corresponds to the quadratic
potential of the free theory, u(x) = x2/2. Roughly speaking, the theory is attractive when the
potential lies below that of the free theory.
We consider spatially homogeneous and isotropic quantum systems, and employ Gaussian
initial conditions, which can be formulated in terms of the macroscopic field3 φa(t) = 〈ϕˆa(t,x)〉
and the single-particle distribution function f(t, |p|) at the initial time t = 0 [37]. In order to
observe the build-up of correlations and condensation, we start with a vanishing macroscopic
field and large initial occupation numbers f & 1/|λ| of the following form
f(0, |p|) = A0|λ| Θ(p0 − |p|), φ(0) = φ˙(0) = 0 . (2.4)
These initial conditions correspond to a ‘box’ in momentum space up to the momentum scale
p0, with the amplitude A0 & 1. Another type of initial conditions that is also often employed
in the literature corresponds to a large macroscopic field φ(0) ∼ 1/√|λ| in the absence of initial
occupation numbers with f(0, |p|) = 0 [27]. However, in a transient regime of parametric reso-
nance, the evolution of the field φ triggers growth of unstable modes and the system eventually
becomes highly occupied, recovering the fluctuation initial conditions [27,29]. We will thus only
employ box-type initial conditions (2.4).
Despite starting with Gaussian initial conditions, self-interactions render the dynamics of the
system non-Gaussian and higher-order non-factorizable correlation functions build up for t > 0.
Although the notion of particles is not uniquely defined in interacting relativistic field theory,
the following definition of f(t, |p|) turns out to provide a useful quasi-particle interpretation for
3The brackets 〈...〉 indicate the density matrix average.
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scalar systems [24,37]. With the help of the anticommutator expectation value
F (t, t′,∆x) =
1
2N
〈{ϕˆa(t,x), ϕˆa(t′,x′)}〉, (2.5)
where4 ∆x = x− x′, it can be expressed as5
f(t, |p|) + 1
2
+ (2pi)3δ(3)(p) ncond(t) =
√
F (t, t′,p) ∂t∂t′F (t, t′,p)
∣∣∣
t′=t
. (2.6)
We have separated a term proportional to the δ-function to account for a possible condensation
into the zero-momentum mode. Similarly, we define the quasi-particle frequency
ω(t,p) =
√
∂t∂t′F (t, t′,p)
F (t, t′,p)
∣∣∣∣∣
t′=t
, (2.7)
which can be compared to a relativistic dispersion relation ω(t,p) =
√
p2 +M2(t) with an
effective mass M(t).
3 Dynamics for single-component model (N = 1)
We start our discussion with the simplest case of a single-component field theory. Since we
consider systems with large occupation numbers at characteristic momenta, perturbative ap-
proaches based on a coupling expansion are inapplicable. On the other hand, the large occu-
pation numbers of typical modes that dominate the energy density strongly exceed unity, such
that genuine quantum effects become subdominant and the dynamics of the system becomes
essentially classical. More precisely, in this regime quantum field theory can be mapped onto
a classical-statistical field theory [33, 34], which can be simulated numerically. Otherwise, as
soon as typical occupation numbers become of order unity, f . 1, the mapping becomes inac-
curate [32,38–40] and the system leaves the classical regime thermalizing eventually [41]. Thus,
we restrict ourselves to the case of sufficiently large occupation numbers and study the scalar
systems with classical-statistical simulations in this section.
In such lattice simulations one samples over the initial conditions and evolves each realization
according to the classical field equation of motion. Correlation functions are obtained by taking
ensemble averages over the classical trajectories, where quantum observables are translated to
their classical counterparts. For instance, the anticommutator expectation value 〈12{., .}〉 in (2.5)
is replaced by the averaged product of fields in the classical-statistical framework.
Numerical simulations are performed on a 3D cubic lattice with periodic boundary conditions
with up to 10243 points and lattice spacings in the range of 0.0625 - 0.5 p−10 , with p0 introduced
by the initial conditions (2.4).6 The classical equations of motion are solved using the standard
4Due to the system’s homogeneity, the Fourier transformation is performed with respect to the relative
coordinates: F (t, t′,p) =
∫
d3∆x exp(−ip∆x)F (t, t′,∆x).
5A closely related alternative definition of the distribution function, also employed in the literature [23, 28],
is
(
f(t, |p|) + 1
2
+ (2pi)3δ(3)(p)ncond(t)
)
/ω(t,p) = F (t, t,p). It turns out to yield the same distribution function,
if a relativistic form for ω is employed with a suitably chosen effective mass.
6In the central and lower plots in the left panel of Fig. 2 we combined two data sets with different lattice
spacings (0.0625 p−10 with 0.25 p
−1
0 , and 0.1 p
−1
0 with 0.25 p
−1
0 , respectively) to show a larger momentum range of
the distribution function. In the overlapping momentum region, the two simulations agree to very good accuracy.
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leap-frog algorithm and the details are presented in appendix A. The distribution function f(t,p)
and the dispersion relation ω(t,p) are computed by use of Eqs. (2.6) and (2.7), respectively.
The latter is also used to calculate the effective mass M(t) by fitting
√
p2 +M2(t). Another
important quantity is the total particle number density7
n(t) =
∫
d3p
(2pi)3
f(t, |p|) + ncond(t). (3.1)
If not stated otherwise, we employ g2 = 2 and m = 0.7 p0. More generally, all dimensionful
quantities shown in the plots of this section are made dimensionless by rescaling with appropriate
powers of p0. In addition, we plot rescaled functions F 7→ |λ|F , f 7→ |λ|f and n 7→ |λ|n, since
for fixed m2, A0 and g2, the classical-statistical dynamics of these combinations does not depend
on the absolute value of λ. However, the dynamics crucially depends on its sign. Both cases of
λ > 0 and λ < 0 are considered separately.
3.1 Repulsive (λ > 0)
For a better understanding of the role of the negative coupling, we first briefly discuss the
dynamics for positive λ, which corresponds to repulsive self-interactions. The same model
without the sextic coupling has been extensively studied previously [23, 27, 28]. For the range
of initial occupancies we consider, we find that the presence of the sextic coupling does not
introduce any significant difference for the dynamics.
For the numerical simulations we employ “box” initial conditions with A0 in the range
20 − 500. In the beginning of the time evolution the momentum distribution transforms from
the initial “box” into a smoother function, exhibiting a dual cascade. The direct UV cascade
populates the initially empty high-momentum modes. At the same time, the inverse cascade at
low momenta constantly transports particles to the zero-momentum mode, leading to far-from-
equilibrium Bose-Einstein condensation [28]. After some transient time the dynamics of each of
the cascades becomes self-similar:
f(t, |p|) = tαfS(tβ|p|) , (3.2)
with separate sets of real scaling exponents α and β and fixed point distributions fS . This self-
similar dynamics reflects the system being in the vicinity of a nonthermal fixed point [24,25].
In the upper left panel of Fig. 2 we show the rescaled distribution function t−αf(t, |p|) as a
function of the rescaled momentum tβ|p| at different times for the values α = 3/2 and β = 1/2
while the inset gives the same distributions without rescaling. Since the rescaled curves lie
on top of each other, the system follows a self-similar evolution with the given values for the
exponents α and β. The fixed point distribution fS exhibits an approximate power-law behavior
∼ |p|−κ, with κ ≈ 4.5. The same values for these three exponents have been obtained also for
the ϕ4 model [23].
The occupancy of the zero-momentum mode grows during the self-similar evolution approx-
imately as a power-law ∼ tα. This can be directly understood from (3.2), by setting p = 0. For
a finite volume this growth continues until F (t, t,p = 0) becomes proportional to the volume
V , which signals the emergence of the condensate according to [28] (see also footnote 5) with
the replacement (2pi)3δ(0)→ V . This is demonstrated in the upper right panel of Fig. 2, where
7On the lattice, integrals are translated to sums over momenta according to
∫
d3p
(2pi)3
→ 1
V
∑
p .
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the quantity F (t, t,p = 0)/V is shown as a function of time for several volumes. All of this has
also been observed in the ϕ4 model [23]. There it was also shown that this dynamics implies
that the time required for creating a condensate scales with volume.
The inverse cascade represents the transport of conserved particle number to the zero mode.
Particle number conservation follows from the relation α = 3β, which was discussed above:∫ t−βp2
t−βp1
d3p
(2pi)3
f(t,p) = tα−3β
∫ p2
p1
d3p
(2pi)3
fS(p) = const. (3.3)
Moreover, the condensate stays approximately constant after its creation, as can be seen in the
upper right panel of Fig. 2. Hence, also the total particle number density n(t) is approximately
conserved, since its dominant contribution comes from the infrared modes and the condensate.
Therefore, at this stage of the evolution, elastic scatterings are the dominant processes for the
dynamics in repulsive scalar systems and lead to the emergence of a long-lived condensate8.
At high momenta, another self-similar scaling region emerges after some time. There we
have extracted scaling exponents β′ ≈ −1/4.2 and α′ ≈ 4β′, with error estimates of the order
of 10%. This ratio of the exponents corresponds to a transport of conserved energy towards
high momenta in the ultrarelativistic regime with ωp ≈ |p|. We have also verified that these
exponents are unaffected by the presence of the sextic coupling9.
The scaling exponents of both cascades thus seem to be independent of the microscopic
details of the model. In Sec. 4 we explain the reason for this from the point of view of the 2PI
1/N expansion to NLO.
3.2 Attractive (λ < 0)
We now consider the attractive model with λ < 0. In addition, we take the positive sextic
coupling characterized by g2 sufficiently large such that the potential has its global minimum at
the origin. Results are presented for g2 = 2.
The strength of the fluctuations, characterized by the parameter A0, determines which of
the two self-interactions is more important for the dynamics. Therefore, we split our discussion
into two parts10 . We first consider the case of relatively weak initial fluctuations, such that the
negative, attractive quartic coupling is more important and mean interactions are attractive.
In the second regime, initial fluctuations are strong and the positive repulsive sextic coupling
dominates, turning the mean interactions repulsive. In systems with high occupation numbers
we will even encounter a transition between these regimes during the time evolution.
8The decay of the condensate and the infrared modes has been studied in [42]. There it was shown that with
an increasing mass parameter m such decays become more suppressed. For the values of the mass parameter and
the initial occupancy considered here we confirm that the total particle number density is practically conserved.
9The scaling exponents of the self-similar energy cascade have been studied in [27], and for k ↔ l scattering
processes they are given by β′ = −1/(2(k + l) − 1). Our extracted values slightly exceed β′ = −1/5, which
would correspond to 2 ↔ 1 + soft scatterings, where the soft particle corresponds to the involvement of the
condensate [27]
10Qualitatively the two regimes can be easily understood from Fig. 1, where the blue potential curve lies below
the free theory curve for small field values and above it for large field values. We will quantify this for the case
of an N component theory in Sec. 4, Eq. (4.13).
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Figure 2: Snapshots of the distribution function as a function of the momentum (left column) and
the zero-momentum correlation function divided by the volume for several volumes (right col-
umn). Upper row: Repulsive theory (λ > 0, A0 = 100); distribution function and momentum
in the left panel are rescaled with powers of time, with the inset showing the original distribution
without any rescaling; right panel demonstrates formation of a condensate. Central, lower
rows: Attractive theories (λ < 0) with attractive (A0 = 60) and repulsive (A0 = 500) mean
interactions initially. Note that the momentum is not rescaled.
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3.2.1 Attractive mean interactions
The inverse particle cascade is absent in this case. This is demonstrated for A0 = 60 in the
central left panel of Fig. 2, which contains several snapshots of the distribution function. While
a transient growth of the low momentum occupancies is observed at early times, it does not lead
to an enhancement of infrared modes as strong as in the repulsive models, ∼ |p|−4.5, that were
discussed above. For comparison, a power law ∼ |p|−2 is additionally shown in the plot.
Due to the absence of an inverse particle cascade, the zero-momentum mode does not develop
a condensate part. This is demonstrated in the central right panel of Fig. 2, where the time
evolution of the correlation function F (t, t,p = 0) divided by the volume V is shown for several
volumes. As was mentioned in the previous section, for a finite volume, the presence of a
condensate would lead to a contribution in F (t, t,p = 0), which scales proportional to V . Such
a contribution is clearly absent in the attractive case, which becomes more stringent when
compared to the repulsive system depicted in the upper right panel of Fig. 2. In other words,
no long-range order is being established.
At hard momenta, a self-similar cascade develops after some transient time. The extracted
values of the scaling exponents β′ ≈ −1/5 and α′ ≈ 4β′ are slightly smaller than those observed
in the repulsive model11. As in the repulsive theory, the ratio α′/β′ = 4 is characteristic of
a transport of conserved energy density towards high momenta. Hence, the dynamics at high
momenta can be also interpreted as a direct energy cascade.
As compared to repulsive systems, number changing processes appear to be more efficient
in the attractive model. The time evolution of particle number density n(t) is shown in the
upper left panel of Fig. 3, where the lines with A0 = 12 and A0 = 60 correspond to the
considered regime with mean attractive interactions. After some transient time n(t) decreases
approximately as a power law n(t) ∼ tβ′ . This exponent can be understood by plugging the
self-similar ansatz into Eq. (3.3) in the absence of a highly occupied infrared region. This loss
of particles is quite different from the repulsive model discussed above. The repulsive model
features an enhanced infrared region, and its total particle number density is approximately
conserved, despite the presence of a direct energy cascade with α′ = 4β′ at hard momenta.
The absence of long-range order in our considered system can be viewed as a manifestation of
the tendency of attractive self-interactions to fragment the field into localized configurations [21].
Importantly, number changing processes prevent the formation of visible spatial structures.12
3.2.2 Repulsive mean interactions
If the initial occupancy A0 is sufficiently increased, with other parameters fixed, the repulsive
sextic term becomes more important initially. In this case an early stage is observed, during
which the distribution function exhibits a dual cascade. This is shown in the lower left panel
of Fig. 2, where we show several snapshots of the distribution function at different times. At
11In the absence of a condensate one would expect elastic 2↔ 2 scatterings to be the dominant processes for
the direct cascade at high momenta, which would lead to β′ = −1/7 [27]. As in the repulsive model, we observe
some discrepancy from the expected value of β′. Nevertheless, the hierarchy of the two β′ exponents, that |β′|
for the repulsive model exceeds its value in the attractive system, qualitatively coincides with expectations.
12Although in single simulations relatively long-lived configurations with energy density concentration may be
observed, they do not affect the distribution function in any significant way. We have verified this by removing
them by explicitly replacing the field value in these regions by a small fixed field value and comparing the
distribution function afterwards. We note that the importance of such configurations may depend on the chosen
parameter region, see for example [43].
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Figure 3: Left: Total particle number density n(t) (upper panel) and particle number density
in the condensate ncond(t) (lower panel), defined in Eq. (3.1), as functions of time for sev-
eral initial occupancies (logarithmic scale). Right: The integrated correlator F (t, t,∆x = 0)
(upper panel) defined in Eq. (3.4) and numerically extracted effective mass M(t)/m (lower
panel), as functions of time for different initial occupancies. In the upper left panel, the black
dashed line indicates the approximate scaling behavior and in the upper right panel the grey
dashed line denotes the zero crossing of the modified coupling λ˜(t) given by Eq. (3.5).
early times, a self-similar inverse particle cascade is observed with the same scaling exponents
α ≈ 3/2, β ≈ 1/2 and an approximate power-law behavior ∼ |p|−4.5 as in the repulsive λ > 0
case. However, at later times the dynamics starts to deviate from a self-similar evolution and
eventually, the infrared enhancement decays.
A similar evolution is observed for the zero-momentum mode. At early times, condensation
occurs as in the repulsive model (especially for sufficiently small volumes, where the condensation
time is small enough), as is visible in the lower right panel of Fig. 2. However, at later times,
the condensate collapses.
The decay of the high infrared occupancy and the collapse of the condensate are caused
by inelastic processes. Indeed, as can be seen in the upper left panel of Fig. 3 for A0 = 220
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and A0 = 500, the total particle number density decreases with time. This interpretation is
further strengthened by the observation of accompanying peaks of the distribution function at
momenta |p| & M(t) shown in the lower left panel of Fig. 2, where M(t) is the effective mass.
The locations of these peaks correspond to 2n→ 2 inelastic scatterings off the “condensate” or
off modes with momenta considerably below M(t). Such decay peaks have also been observed
in quartic models [32, 42]. For instance, the sharp peak of the t = 8000 curve is located at
momentum |p| ≈ √3M ≈ 1,13 which corresponds to an inelastic scattering of four particles with
|p|  M into two particles with energy  ≈ 2M . The peaks move towards smaller momenta
with time. This is a consequence of the particle loss, which leads to the decrease of the effective
mass (see lower right panel of Fig. 3). Moreover, the peaks become more pronounced as the
height of the initial box is increased, since in this case the condensate and low momentum modes
contain more particles that can undergo inelastic scatterings.
Importantly, the particle loss generates a transition from repulsive to attractive mean in-
teractions. An important quantity which characterizes the strength of the fluctuations, and
visualizes the transition, is the integrated correlator
F (t, t,∆x = 0) =
∫
d3p
(2pi)3
F (t, t,p) . (3.4)
This correlation function characterizes the strength of the fluctuations and determines shifts to
the effective mass and the coupling. As can be seen from its definition (3.4), it is an integral over
all momentum modes and is additionally dominated by the large infrared modes, which can be
understood from footnote 5. Its decrease is a consequence of particle loss. The time evolution
of this quantity is shown in the upper right panel of Fig. 3 for different initial occupancies. As
can be seen, for large values of A0 (220 and 500 in the plot) there is a stage when the correlator
decreases rapidly. This stage represents the transition between the two regimes and corresponds
to the rapid decrease of the total particle number density, the collapse of the condensate and
the effective mass M(t) falling below its bare value m, as seen in the residual panels of the
figure. Around this time window, the observed decay peaks in the particle spectrum that were
discussed above become more pronounced.
In addition, we show the zero crossing of a modified quartic coupling
λ˜(t) = λ+
λ6
10
F (t, t,∆x = 0) (3.5)
as a grey dashed line in the upper right panel of Fig. 3. This time-dependent quartic coupling
results from a systematic 1/N expansion to next-to-leading order and will be derived in Sec. 4.2.
There we will show that to this order, the coupling parameter λ should essentially be replaced
by λ˜(t) in scattering processes of scalar theories with a large N . Interestingly, this modified
coupling changes its sign during the transition, from positive to negative, as can be seen in the
figure. This is a remarkable observation given the fact that the modified coupling is derived in
a 1/N expansion while we consider a single-component model here. Similar observations will be
made in Sec. 4.1 for scalar theories with N ≥ 2 field components.
In summary, although the dynamics of the infrared fixed point is insensitive to the precise
form of the self-interactions, it does depend on whether mean self-interactions are repulsive or
13The value of the effective mass at t = 8000 is M ≈ 0.6, which can be deduced from the lower right panel of
Fig. 3, using the mass parameter m = 0.7.
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attractive. While repulsive self-interactions have the effect of moving the system closer to the
infrared nonthermal fixed point, which also leads to condensation, the presence of attractive self-
interactions has the opposite effect. Such interactions are accompanied by enhanced annihilation
processes, which prevent the formation of large structures. In contrast, an energy cascade to
higher momenta occurs in both cases and is, in this sense, a more generic phenomenon.
4 Dynamics for multi-component fields (N > 1)
In this section, we study the dynamics of our model in the case when the number of components
is larger than one. Our analysis includes two different nonperturbative methods. One of them
is classical-statistical simulations, similar to those that were employed in the previous section.
Many aspects of the dynamics turn out to be universal and do not indicate strong dependence on
N . In addition to this, we develop a vertex-resummed kinetic theory for our model in Section 4.2,
based on a 1/N expansion of the 2PI quantum effective action up to the next-to-leading order
(NLO). The 1/N expansion relies on a large number of field components and is based on a
classification of the contributions to the effective action according to their scaling with N . This
provides a controlled expansion parameter, which is not restricted to weakly coupled or low
occupied systems. The 2PI 1/N expanded theory to NLO and the vertex-resummed kinetic
theory have been successfully applied to repulsive quartic O(N)-symmetric scalar field theories
and were able to describe observed phenomena [35,37,44]. Therefore, these approximations also
seem to be a suitable approach to the case of attractive interactions.
4.1 Classical-statistical simulations
We extend here the analysis of Section 3 to the N > 1 case. More specifically, we consider two-,
four- and eight-component fields and use lattices with up to 5123 points and lattice spacings
in the range of 0.1 - 0.5 p−10 . We checked that shown results are insensitive to the lattice
spacing and grid size. The details of the numerical calculations can be found in Appendix A.
We employ g2 = 2 and m = 0.7 p0, with p0 introduced by the initial conditions (2.4), and
rescale all dimensionful quantities in the figures with appropriate powers of p0. The repulsive
and attractive models are discussed separately.
4.1.1 Repulsive (λ > 0)
As in the quartic theory [23], the basic features of the time evolution of the momentum distri-
bution function f(t, |p|) reveal weak dependence on the number of field components. Similar
to the N = 1 case, two cascades emerge after some transient time: an inverse particle cascade
at low momenta and a direct energy cascade at high momenta. The inverse cascade becomes
self-similar, with the same scaling exponents α ≈ 3/2 and β ≈ 1/2 and the same scaling func-
tion fS(p) that were observed in the single-component model, and leads to the formation of a
condensate. The dynamics at low momenta is dominated by elastic scatterings, so that the total
particle number (3.1) is approximately conserved.
There are some differences in the spatial structure of the condensate for different N , which,
however, do not affect the above mentioned universal self-similar dynamics. They can be studied
directly by looking at the classical field ϕa(t,x) in position space of a single simulation, before
taking the ensemble average. This has been done in [42] for the repulsive ϕ4 theory. In the
12
Charge Density
a) b) c)
Figure 4: Snapshots of the charge density ρ(x) = ϕ1(x)ϕ˙2(x) − ϕ2(x)ϕ˙1(x) at t = 5000 for
two-component field theory with A0 = 60 and (a) λ > 0 without charge asymmetry, (b) λ < 0
with charge asymmetry and (c) λ < 0 without charge asymmetry.
single-component model, the condensate in one simulation represents a coherently “back-and-
forth” oscillating classical field. For N ≥ 2, more general orbital forms in field component space
for coherent oscillations are possible. Circular orbits turn out to be energetically preferred [42]
and, as a result, in multi-component models the coherent oscillations are circular.
This may be further understood by the presence of continuous O(N)-symmetries for N ≥ 2
that impose additional restrictions on the field [42]. Importantly, there areN(N−1)/2 conserved
Noether charges of the form
Qab =
∫
d3x (ϕaϕ˙b − ϕbϕ˙a) (a > b), (4.1)
associated with global rotations in the corresponding planes in field space. For our considered
initial conditions, each of these charges vanishes (see Appendix A). However, the charges may
differ from zero locally. As a result, for N = 2 the condensate splits into different domains,
each of which has a positive or negative charge (see Fig. 4a) depending on the direction of the
circular oscillations, such that the total charge vanishes. These domains are separated from
each other by thin walls, also visible in the figure, where the field oscillates linearly and carries
no charge. While number changing processes within each domain are suppressed because of
charge conservation, the presence of domain walls leads to a small leakage of particle number.14
For N > 2 there is a continuous group of possible oscillations and domain walls are absent
there. Therefore, annihilation processes are even stronger suppressed. We refer to Ref. [42] for
a detailed discussion of topological defects for different N .
4.1.2 Attractive mean interactions with λ < 0
When the quartic coupling is negative, two qualitatively different regimes of the dynamics can be
observed, depending on which of the two self-interactions is more important. For relatively weak
14Similar to the single-component case, a nonzero bare mass further suppresses particle number changing
processes [42].
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fluctuations mean interactions are attractive, while for strong fluctuations they are repulsive.
The dynamics in both regimes proceeds along the same lines as for N = 1.
In the case of mean attraction, the inverse cascade, which was observed in the repulsive
model, is absent and no condensate is formed. The low momentum modes grow for some
transient time and decay slowly afterwards. Also the total particle number density soon decreases
approximately as a power-law ∼ tβ′ with β′ ≈ −1/5, being the same as discussed in Sec. 3 for
N = 1. Hence, number changing processes are important also for N > 1 with mean attractive
interactions.
Although in single simulations small clumps, that typically contain positive and negative
charge, can develop during the evolution, they quickly decay via particle annihilation and thus,
are not stable. A typical late-time configuration is shown in Fig. 4c for A0 = 60 at t = 5000. This
is in notable difference to the non-relativistic case, which features a conserved charge (particle
number) and accordingly leads to the formation of persistent clumps (see, e.g. [45])15.
As already mentioned, our considered initial conditions generate no O(2) charge. However,
with a slight modification of the initial conditions, which on the level of a single simulation
consists in correlating the initial oscillation phases of each of the field components, a non-
vanishing charge Q can be generated. This is explained in Appendix A, where it is also shown
that the value of the charge can be controlled by the height A0 of the initial distribution. The
charge density of a typical late-time configuration with these modified initial conditions is shown
in Fig. 4b for the case of A0 = 60 at time t = 5000. As can be seen, most of the system’s charge
is concentrated in an almost spherical object, which corresponds to a so-called Q-ball [46].16
This is in stark contrast to our usual choice of initial conditions (2.4) without an initial charge
and more similar to the non-relativistic model with a conserved particle number.
Indeed, it is a well-known feature of potentials, which contain an attractive self-interaction
and thus grow slower as compared to quadratic in some range of field values, that the presence
of a Noether charge associated with an unbroken global symmetry leads to the existence of
compact lowest-energy field configurations, i.e. Q-balls [46]. They are spherically symmetric in
coordinate space and at each spatial point the classical field oscillates along circular orbits in
field space. Q-balls are non-topological solitons since their stability against decay is guaranteed
by the conserved charge they carry. For the simplest case of N = 2, a Q-ball has the form (in
polar coordinates with an appropriate choice of the origin)
ϕ1 = φ(r) cos(ωt), ϕ2 = φ(r) sin(ωt), (4.2)
where φ(r) determines the radial profile. Q-balls with a large charge can be described using
the thin-wall approximation [46] and their profile function has a form close to a step function:
φ(r) = φQΘ(R− r), with a constant amplitude φQ and with R denoting the radius. In contrast,
Q-balls with small charge have thick walls, and there is evidence that they become unstable for
a sufficiently small charge [47].
15For the case of axions long range gravitational interactions are supposed to be the dominant attractive
interaction. In this case it is not a priori clear if the number changing processes are similarly effective, or if there
exists an approximate particle number conservation.
16After some time several smaller Q-balls add up to a single large Q-ball, that is visible in the figure.
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Figure 5: The integrated correlation function F (t, t,∆x = 0) defined by Eq. (3.4) as a function
of time for several initial occupancies for N = 2 (left) and N = 8 (right). The dashed line in
each panel marks the zero crossing of the modified quartic coupling λ˜(t) of Eq. (3.5) that is
derived in Sec. 4.2 and shown in the right y axis of the right panel.
4.1.3 Repulsive mean interactions with λ < 0
For sufficiently high initial occupancies mean interactions become initially repulsive. The dy-
namics in this regime is very similar to the λ > 0 case. In particular, an inverse particle cascade
with the same values of the scaling exponents α ≈ 3/2 and β ≈ 1/2 is again observed and leads
to the formation of a condensate. We have seen in Sec. 3.2 that in the single-component model,
particle number was not conserved and the particle loss gradually increased the role of the (at-
tractive) quartic self-interaction. This eventually generated a transition to the mean attractive
regime, accompanied by a fragmentation of the condensate. We observe a similar behavior for
N = 2. However, the annihilation rate is suppressed as compared to N = 1 and, as a result,
the lifetime of the condensate is longer. The structure of the condensate plays an important
role for this suppression [42]. As discussed in Sec. 4.1.1, for N = 2 the classical field locally
carries maximal charge, which means that particle annihilation from the same domain of the
condensate would violate charge conservation. The domain walls, that are necessarily present in
this case, are therefore expected to be the dominant source of particle evaporation. For larger
values of N , such as N = 4 or N = 8, number changing processes in the repulsive regime are
even stronger suppressed, which makes the condensate long-lived.
To demonstrate the transition, we plot the integrated correlation function F (t, t,∆x = 0)
(3.4) as a function of time in Fig. 5 for several values of the initial occupancy A0. The two
panels correspond to N = 2 (left) and N = 8 (right). As in the N = 1 case (see Fig. 3), the
region where F (t, t,∆x = 0) decreases rapidly corresponds to the collapse of the condensate
and approximately separates the mean repulsive from the mean attractive regime. This is also
demonstrated by a black dashed line that shows the zero crossing of the modified coupling λ˜(t)
of Eq. (3.5). The modified coupling indeed changes its sign during the fast transition, similarly
to what was observed for the N = 1 case. Since the derivation of λ˜(t) is based on a 1/N
expansion, as will be shown in the following section, the modified coupling is expected to provide
a good description for theories with many field components. That its zero crossing mostly falls
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into the transition region also for theories with few field components, is an unanticipated but
important observation that supports the interpretation in terms of repulsive and attractive mean
interactions.
In addition, one observes another interesting phenomenon in Fig. 5. For N = 2 the transition
occurs for any of the considered amplitudes of the initial occupancy within the simulation time,
occurring later for higher amplitudes. Compared to N = 2 for N = 8 it generally occurs at
later times. Remarkably there seems to be a rather dramatic increase between A0 = 190 (blue)
and A0 = 220 (green), such that the transition does not occur within the simulation time. The
system remains in the mean repulsive regime and the modified coupling stays positive, λ˜(t) > 0.
This difference between N = 2 and N > 2 theories is consistent with the argument about
enhanced suppression of annihilation processes for N > 2 as compared to N = 2 theories in the
end of Sec. 4.1.1.
Finally, if the initial conditions are modified to generate a non-vanishing charge density,
as explained in Sec. 4.1.2 and Appendix A, a condensate is formed for sufficiently high initial
occupancies. It consists of a single charge domain and number changing processes are forbidden.
As a result, the condensate is stable and no transition to the mean attractive regime occurs in
this case. This is consistent with the picture that for very high charge densities the condensate
corresponds to a circular orbit in field space with an amplitude such that the field is always in
the repulsive regime according to Fig. 1.
4.2 Vertex-resummed kinetic theory from 2PI 1/N expansion
To understand the above observations from classical-statistical simulations, we derive in the
following an effective kinetic description that is based on a 1/N expansion to next-to-leading
order (NLO). As it turns out, the description is similar to the vertex-resummed kinetic theory
that has been used to describe scaling phenomena in repulsive quartic scalar theories [23,36]. The
main difference is the emergence of a modified coupling λ˜(t), which incorporates corrections from
the presence of the sextic coupling. As mentioned in previous sections, the modified coupling
varies with time and may even change its sign, which is then accompanied by a transition from
repulsive to attractive mean interactions.
4.2.1 2PI 1/N expansion to NLO
We start with the full quantum field theory whose properties are encoded in the two-particle-
irreducible (2PI) effective action Γ[φ,G] [48]. It is a free energy functional, parametrized in terms
of the macroscopic field φa(x) and the time-ordered connected two-point function Gab(x, y), also
referred to as the (full) propagator and given by
Gab(x, y) = 〈TCϕˆa(x)ϕˆb(y)〉 − φa(x)φb(y). (4.3)
The time variables are defined on the Schwinger-Keldysh contour C [49], which starts at t = 0,
runs forwards along the real-time axis and then returns back to t = 0. Here TC denotes the
time-ordering operator along the time contour C. The correlation functions φ and G satisfy the
quantum equations of motion that are given by stationarity conditions of the effective action,
δΓ
δφa(x)
= 0,
δΓ
δGab(x, y)
= 0. (4.4)
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The full propagator (4.3) is a complex-valued function and it is convenient to separate its real
and imaginary parts. They can be associated with the expectation values of the commutator
and anti-commutator of the field operators. The decomposition is given by [50]
Gab(x, y) = Fab(x, y) − i
2
ρab(x, y) sgnC(x
0 − y0), (4.5)
where
Fab(x, y) =
1
2
〈{ϕˆa(x), ϕˆb(y)}〉 − φa(x)φb(y), (4.6)
ρab(x, y) = i〈[ϕˆa(x), ϕˆb(y)]〉, (4.7)
and sgnC(x0 − y0) is ±1 depending on whether x0 is after or before y0 along the closed time
contour. F is the statistical propagator and ρ denotes the spectral function. Both are real-valued
functions with different symmetry properties: Fab(x, y) = Fba(y, x), ρab(x, y) = −ρba(y, x).
The contributions to the 2PI effective action can be written as [48]
Γ[φ,G] = SC [φ] +
i
2
TrC lnG
−1 +
i
2
TrC{G−10 (φ)G}+ Γ2[φ,G] + const. (4.8)
Here the traces include spacetime integration17 as well as summation over field indices, e.g.
TrC{G−10 (φ)G} =
∫
xy,C G
−1
0 ab(x, y;φ)Gba(y, x). The function G
−1
0 is the inverse classical propa-
gator, defined as
iG−10 ab(x, y;φ) =
δ2SC [φ]
δφa(x)δφb(y)
. (4.9)
The 2PI functional Γ2[φ,G] includes all diagrams, that do not become disconnected after re-
moving two inner (full) propagator lines. This functional is the sum of all such 2PI diagrams
with full propagators G and vertices given by the non-linear and non-quadratic (with respect to
ϕ) parts of SC [φ+ ϕ], which we denote by Sint[ϕ;φ].
Setting φ = 0, the inverse classical propagator and the interaction term for our model (2.1)
are given by
iG−10 ab(x, y) = −
(
x +m2
)
δabδ(x− y), (4.10)
Sint[ϕ] = −
∫
x,C
[
λ
4!N
(
ϕb(x)ϕb(x)
)2
+
λ6
6!N2
(
ϕb(x)ϕb(x)
)3]
. (4.11)
In a practical computation, to solve the equations of motion (4.4) the effective action needs to
be truncated. This can be done in a nonperturbative way using a 1/N expansion, by classifying
the contributions to Γ2[φ = 0, G] based on their scaling with the number of field components
N . The diagrams up to NLO have been derived in Refs. [51,52].
There are only two vacuum graphs at leading order [51], shown in Fig. 6a. These correspond
to diagrams with only one vertex where propagators Gaa(x, x) connect legs with the same indices
forming closed bubbles. Because of the implicit summation over the index a, each bubble, and
consequently each of the two shown diagrams, scales proportional to N . Therefore, we obtain
ΓLO2 [G] = −
λ
4!N
∫
x,C
Gaa(x, x)Gbb(x, x) − λ6
6!N2
∫
x,C
Gaa(x, x)Gbb(x, x)Gcc(x, x). (4.12)
17The subscript C corresponds to an integration of the time variable along the Schwinger-Keldysh contour C.
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Figure 6: Leading order (a) and next-to-leading order (b) diagrams
Both terms in (4.12) contribute only as a coordinate-dependent shift to the effective mass and, in
particular, at LO no scattering processes are included (see Appendix B). The NLO contribution
consists of an infinite series of diagrams [52], shown in Fig. 6b. The first row contains all
diagrams without sextic vertices. It is the complete NLO contribution in the ϕ4 theory and has
been resummed in [35]. In the two lower rows, diagrams include at least one sextic vertex. The
latter, whenever encountered, necessarily contains one closed bubble Gaa(x, x) to compensate
its additional factor of 1/N , while the rest of its legs form the same propagator chains as in the
first row. Note that the two diagrams appearing at LO are also encountered at NLO, however,
with a different index structure, as explicitly shown in Fig. 6.
To combine the diagrams of the first row with those containing sextic vertices, it is convenient
to introduce a coordinate-dependent “modified” coupling18
λ˜(x) = λ +
λ6
10N
Gaa(x, x) = λ +
λ6
10
F (x, x), (4.13)
which plays the role of the quartic coupling at NLO in presence of the sextic self-interaction.
With this, the resummation of the NLO diagrams proceeds in the same way as for the ϕ4 theory
and yields [52]
ΓNLO2 [G] =
i
2
TrC ln[B˜(G)], (4.14)
where we have defined B˜(x, y;G) = δ(x−y)+ i λ˜(x)6N G2(x, y), with G2(x, y) = Gab(x, y)Gab(x, y),
and the logarithm sums the infinite series
TrC ln[B˜(G)] =
∫
x,C
i
λ˜(x)
6N
G2(x, x) − 1
2
∫
xy,C
(
i
λ˜(x)
6N
G2(x, y)
)
·
(
i
λ˜(y)
6N
G2(y, x)
)
+ . . . (4.15)
18In Eq. (4.13) we have used the fact that ρaa(x, x) = 0 and we have defined F (x, x) = Faa(x, x)/N .
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The arguments of this section can be generalized to any higher order self-interactions of
even power. For a general interaction Sint[ϕ] = −
∫ ∑∞
n=2
λ2n
(2n)!Nn−1
(
ϕa(x)ϕa(x)
)n
, the NLO
modified quartic coupling is given by
λ˜(x) =
∞∑
n=2
6(n− 1)λ2n
(2n− 1)!
(
F (x, x)
)n−2
. (4.16)
Stated differently, at NLO the higher power self-interactions contribute as a coordinate-
dependent shift to the quartic coupling, given by (4.13) and (4.16), while topologically the
diagrams are the same as for the quartic scalar theory. In general, the modified coupling can be
positive or negative, depending on the signs of the coupling parameters and on the magnitude
of F (x, x), which is connected to the system’s occupation numbers. We have already shown
the time evolution of the modified coupling in previous sections in Figs. 3 and 5 for the sextic
theory with attractive quartic interaction and we have observed qualitatively different dynamics
depending on the sign of the modified coupling. To get closer to an interpretation in terms of
quasiparticles, we derive the corresponding kinetic theory in the following.
4.2.2 Effective kinetic equation
In a kinetic framework, the time evolution of the distribution function is given by the Boltzmann
equation. It has the form
∂f(t,p)
∂t
= C[f ](t,p), (4.17)
where the collision integral C[f ] represents a sum over all possible scatterings with in- or outgoing
momentum p. For instance, in a coupling expansion, the leading order perturbative expression
for the 2↔ 2 collision integral in ϕ4 theory is given by [37]
C2↔2[f ](t,p) =
∫
dΩ2↔2[f ](t,p,q, r, l)[(fp + 1)(fl + 1)fqfr − fpfl(fq + 1)(fr + 1)], (4.18)
with the shortcut notation fp = f(t,p), the Bose enhancement factors fp + 1, and, writing∫
q =
∫
d3q/(2pi)3, with the integration measure∫
dΩ2↔2[f ](t,p,q, r, l) = λ2
N + 2
6N2
∫
lqr
(2pi)4δ(p + l− q− r)δ(ωp + ωl − ωq − ωr)
2ωp2ωl2ωq2ωr
. (4.19)
Such a perturbative approach is not expected to provide an accurate description of the
time evolution of the highly occupied infrared modes, which dominate the dynamics in our
model. Because of |λ|f & 1, infinitely many 2 ↔ 2 scattering diagrams become as important
as the perturbative expression (4.19). Remarkably, kinetic theory can still be extended to the
highly occupied regime, with the help of a systematic resummation of scattering processes by
use of the 1/N expansion to NLO that was discussed above. This has been done for the ϕ4
theory [36,37,53] by deriving the corresponding truncated 2PI equations of motion and recasting
them into a form similar to the Boltzmann equation, under additional assumptions such as a
comparably smooth time evolution, an effective memory loss and on-shell quasiparticles. In this
section, we generalize that derivation to our case. Since at NLO our model can be viewed as a
ϕ4 theory with a coordinate-dependent (more specifically time-dependent) quartic coupling, the
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Figure 7: On the left hand side, the self-consistent equation for the s-channel part of the effective
coupling is depicted. Filled circles represent the NLO effective four-vertex (4.21) while dashed
circles correspond to the modified coupling λ˜(x) from (4.13), whose diagrammatic representation
is shown on the right hand side.
form of the Boltzmann equation is similar to that of the ϕ4 theory [37], with the replacement
λ 7→ λ˜. The details of the derivation are presented in Appendix B. Here we state the final
expression for the integration measure of the Boltzmann equation,19∫
dΩ2↔2[f ](t,p,q, r, l) =
∫
lqr
λ˜2eff(t,p,q, r, l)
6N
(2pi)4δ(p+l−q−r)δ(ωp + ωl − ωq − ωr)
2ωp2ωl2ωq2ωr
. (4.20)
A time- and momentum-dependent effective four-vertex has been introduced
λ˜2eff(t,p,q, r, l) =
λ˜2(t)
3
[
1
|1 + ΠR(t, ωp + ωl,p + l)|2 +
1
|1 + ΠR(t, ωp − ωq,p− q)|2
+
1
|1 + ΠR(t, ωp − ωr,p− r)|2
]
, (4.21)
that is a consequence of the infinite series of 2PI diagrams at NLO (4.15). The three terms
correspond to different scattering channels, where the s scattering channel (p + l term) is il-
lustrated in Fig. 7 as a self-consistent diagrammatic equation. Expanding the left equation in
the figure, the effective vertex appears to be a geometric series of “chain” diagrams with double
propagator lines that connect modified couplings λ˜(t) of Eq. (4.13). Therefore, the expression
for the effective vertex in (4.21) can be regarded as an analytic continuation of the geometric
series. The “one-loop” retarded self-energy ΠR in (4.21) corresponds to two propagator lines and
one modified coupling in this picture, i.e. a “chain link”, and can be written as [23]
ΠR(t, ω,p) = lim
→0
λ˜(t)
12
∫
q
f(t,p− q)
ωqωp−q
[
1
ωq + ωp−q − ω − i +
1
ωq − ωp−q − ω − i
+
1
ωq + ωp−q + ω + i
+
1
ωq − ωp−q + ω + i
]
. (4.22)
Having found the corresponding Boltzmann equation, we now discuss some of its properties.
In the case that the quartic coupling parameter and the modified coupling are of the same order
19Note that it includes only particle number conserving 2↔ 2 scatterings. The first on-shell number changing
processes, such as 4 → 2 scatterings, appear only at NNLO in the 1/N expansion. Off-shell inelastic processes,
such as 3 → 1 processes, exist in the 2PI equations of motion already at NLO [36], where they are found to be
important for final thermalization [54]. However, they are not taken into account in the Boltzmann equation.
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|λ˜| ≈ |λ|, then for sufficiently small f  |λ|−1 or very large occupancies f  |λ|−1, such that
|ΠR|  1 or |ΠR|  1, we have from (4.21)
λ˜2eff ≈ λ˜2 , λ˜2eff ∼
λ˜2
|ΠR|2 , (4.23)
respectively. In both cases only the square of the coupling enters the equation and there is no
dependence on its sign. In the low-occupancy case, the perturbative Boltzmann equation (4.19)
for the ϕ4 theory with the prefactor for large N and the replacement λ 7→ λ˜ is recovered. In
contrast, in the other case of large occupancies, we have λ˜2eff(t,p,q, r, l) λ˜2(t) and, therefore,
the resummation generates an effectively weak coupling. Since |ΠR| contains a factor of λ˜, the
modified coupling drops out of the entire Boltzmann equation, and it becomes identical to the
resummed kinetic equation in ϕ4 theory. In [23, 37] self-similar solutions of the form (3.2) have
been studied for this regime. Under additional assumptions of particle number conservation
and a nonrelativistic dispersion relation ωp ≈ M + p2/2M for typical momenta, the values of
the exponents α = 3/2, β = 1/2 have been found. This solution describes the inverse particle
cascade that we have observed also for our model in the repulsive and mean repulsive cases in
Sec. 3 with the same scaling exponents.
However, if |ΠR| ∼ 1, the sign of the modified coupling λ˜ becomes important due to the
denominators of (4.21). In addition to this, the effective coupling has a pole at ΠR → −1. If
such a pole is encountered, the approximation based on the 1/N expansion may break down.
To compare with our classical-statistical simulations for negative quartic coupling, we have
shown the time evolution of the correspondingly computed modified couplings (4.13) in Figs. 3
and 5, for the 1-, 2- and 8-component models. As can be seen, the regimes of mean repulsion
and mean attraction are consistent with the modified coupling being positive or negative, re-
spectively. When λ˜(t) & |λ|, the system enters the above mentioned self-similar regime after
some time, which is rather well described by the vertex-resummed kinetic description. This does
not happen numerically when λ˜(t) ∼ −|λ|, where number changing processes become impor-
tant. These processes get also enhanced when |λ˜(t)|  |λ|, and the kinetic formulation of the
1/N expansion up to NLO turns out to be insufficient to describe the essential aspects of the
dynamics in these regimes.
5 Conclusion
We have studied the impact of attractive self-interactions on the nonequilibrium dynamics of
relativistic scalar systems with large occupation numbers at low momenta. Focusing on O(N)-
symmetric field theories in 3 + 1 dimensions with both quartic and sextic self-interactions, we
compared the dynamics of the repulsive (λ > 0) and attractive (λ < 0) models.
In the repulsive theory with quartic and sextic interactions, we recover the same nonthermal
attractor that has been observed already for the quartic theory. This observation is in line with
the expectation that sextic couplings in 3 + 1 dimensions represent irrelevant couplings in the
renormalization group sense. The initially high population produces in this case a dual cascade
in momentum space with self-similar dynamics at low and high momenta. The low momentum
region involves a steep power law and leads to the formation of a Bose-Einstein condensate. Its
scaling properties are insensitive to the number of field components.
This evolution is also observed if the classical quartic coupling is negative λ < 0, but the
fluctuations are so large that the repulsive sextic interaction dominates and mean interactions
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are repulsive. In contrast, for smaller fluctuations in the mean attractive regime, the inverse
cascade is absent. The particle annihilation rate is enhanced as compared to the repulsive case
and no large spatial structures form, unless some nonvanishing conserved charge is present, which
would forbid number changing processes and lead to the formation of Q-balls. In the absence of
a charge, we have observed that enhanced particle loss can generate a transition between mean
repulsion and mean attraction. This is accompanied by the collapse of the condensate and by a
rapid decay of low momentum modes. We also observed that with an increasing number of field
components, the system stays longer in the mean repulsive regime.
From the 1/N expansion to NLO we have seen that the contribution from the sextic inter-
action, as well as from arbitrary interactions of the form (ϕaϕa)n with n ≥ 3, can be viewed
as a time-dependent shift of a “modified” quartic coupling λ˜(t). This explains why the scaling
solutions observed in the (mean) repulsive case are unaffected by the presence of higher-order
self-interactions. Moreover, the observed transition between mean repulsion and mean attraction
occurs approximately when this “modified" quartic coupling changes its sign.
An important application of our studies concerns the physics of dark matter axions and
axion-like particles, which exhibit attractive self-interactions, as well as gravitational attractive
interaction. Based on our analysis, we expect inelastic collisions to play an important role in
the dynamics of such systems. Studying the impact of the phenomenologically more relevant
gravitational interaction is left for future work.
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A Appendix A: Classical-statistical simulations
The basic idea of classical-statistical field theory is sampling over the initial conditions and
evolving each realization according to the classical equation of motion. Observables are obtained
by averaging over classical trajectories. In particular, the macroscopic field and the statistical
propagator are given by
φa(x) = 〈ϕa(x)〉 , (A.1)
Fab(x, y) = 〈ϕa(x)ϕb(y)〉 − φa(x)φb(y) , (A.2)
where 〈.〉 denotes ensemble averages. Symmetries of the system like homogeneity and isotropy
can also be used to provide additional averaging.
Quantum fluctuations enter the classical-statistical approximation only through the initial
conditions. In particular, Gaussian initial states for homogeneous systems, that are considered
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throughout this work, can be generated by
ϕa(t0,x) = φ0,a +
∫
d3p
(2pi)3
√
f0(p) + 1/2
ω0(p)
ca,p e
ipx ,
pia(t0,x) = pi0,a +
∫
d3p
(2pi)3
√(
f0(p) + 1/2
)
ω0(p) c˜a,p e
ipx . (A.3)
Here ca,p and c˜a,p are random Gaussian numbers multiplied by complex random phase factors,
which satisfy ca,p = c∗a,−p and 〈ca,pc∗b,p′〉 = 〈c˜a,pc˜∗b,p′〉 = (2pi)3δabδ(p − p′), while all other
correlations vanish. Equation (A.3) generates the following initial conditions for the one- and
two-point functions (compare also to Sec. 2 and footnotes therein)
F (t, t′,p)
∣∣∣
t0
=
f0(p) + 1/2
ω0(p)
, ∂t∂t′F (t, t
′,p)
∣∣∣
t0
=
(
f0(p) + 1/2
)
ω0(p)
∂tF (t, t
′,p)
∣∣∣
t0
= ∂′tF (t, t
′,p)
∣∣∣
t0
= 0, φ(t0) = φ0, ∂tφ(t0) = pi0 .
(A.4)
Higher order correlation functions in the case of a Gaussian state can be expressed in terms of
one- and two-points correlators. In order to avoid quenches at initial time, we have initialized
the modes with an effective mass, obtained by iteratively solving the gap equation
M20 = m
2 + λ
N + 2
6N
∫
p
F (t0, t0,p) + λ6
(N + 2)(N + 4)
5!N2
[∫
p
F (t0, t0,p)
]2
, (A.5)
with
∫
p F (t0, t0,p) = V
−1∑
p
f(t0,p)+1/2
ω0(p)
and initial dispersion relation ω0(p) =
√
p2 +M20 .
For the initial conditions (A.4) all N(N − 1)/2 Noether charges given by Eq. (4.1) vanish
because of
〈Qˆab〉/V =
∫
p
[
∂t′Fab(t, t
′,p)− ∂tFab(t, t′,p)
]∣∣∣
t=t′
= 0 . (A.6)
To generate a nonvanishing charge in the system, one can modify the conditions that the random
numbers ca and c˜a from (A.3) have to satisfy. Especially, if one additionally imposes
〈ca′,pc˜b′,p′〉 = V δp,−p′ (A.7)
for some a′ > b′, then the charge density 〈Qˆa′b′〉/V =
∫
p(fp +
1
2) will be generated.
Because of the large occupation numbers in the employed initial conditions (2.4), we omit
the additional vacuum 1/2 in the above formulas. While this does not change our results
as long as typical occupation numbers are large f  1, it allows a continuum extrapolation
while avoiding the need to renormalize observables, which is in general not possible in classical-
statistical theories [39].
B Appendix B: Transport equations from the 2PI 1/N expansion
In this appendix, we describe how the effective kinetic equation (4.20) is derived starting from
quantum field theory using the 2PI effective action. Although we consider the potential of (2.1),
the discussion can be easily generalized to arbitrary O(N)-symmetric polynomial potentials.
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In the 2PI formalism the equations of motion for one- and two-point functions are given by
the stationarity conditions (4.4). In the symmetric regime, the macroscopic field is zero and we
are left with the equation for the propagator. The latter can be rewritten, taking into account
the decomposition of (4.8), in the following way [37,44]
G−1ab (x, y) = G
−1
0 ab(x, y)− Σab(x, y;G), (B.1)
where
Σab(x, y;G) = 2i
δΓ2[G]
δGab(x, y)
(B.2)
is called proper self-energy and is the sum of all 1PI diagrams with two external lines.
After decomposing the full propagator Gab into spectral and statistical functions according
to (4.5), and making a similar decomposition for the self-energy, with an additional separation
of “local” and “non-local” parts,
Σab(x, y) = −i Σ(0)ab (x)δ(x− y) + Σ¯ab(x, y), (B.3)
Σ¯ab(x, y) = Σ
F
ab(x, y) −
i
2
Σρab(x, y) sgnC(x
0 − y0), (B.4)
the self-consistent equation (B.1) is replaced by an equivalent pair of coupled evolution equations
for the statistical propagator and the spectral function [37]:
[xδac +M2ac(x)]Fcb(x, y) = −
∫ x0
t0
dzΣρac(x, z)Fcb(z, y) +
∫ y0
t0
dzΣFac(x, z)ρcb(z, y)(B.5)
[xδac +M2ac(x)]ρcb(x, y) = −
∫ x0
y0
dzΣρac(x, z)ρcb(z, y) (B.6)
where
∫ t2
t1
dz =
∫ t2
t1
dz0
∫
ddz and (4.10) has been used. An effective mass term M2ab has been
introduced, which in the symmetric regime is given by M2ab(x) = m
2δab + Σ
(0)
ab (x;G). These
equations are called Kadanoff-Baym equations or 2PI equations of motion [55]. If the expressions
for the self-energies are known, one can prescribe the statistical propagator and its derivatives
at the initial time (the equal-time spectral function is fixed by the commutation relations) and
follow the time evolution of the two-point functions.
Transport equations are obtained from the 2PI equations of motion under several assump-
tions [37, 53]. One of them concerns the effective memory loss of the system about the initial
conditions, which allows to take the limit t0 → −∞. The next step is switching to relative and
center coordinates
Xµ =
xµ + yµ
2
, sµ = xµ − yµ. (B.7)
Furthermore, a gradient expansion to the lowest order is employed, which means that only
the lowest order terms in the number of derivatives with respect to the center coordinates Xµ
and powers of the relative coordinates sµ are kept. Such description is expected to be suitable
for a comparably smooth time evolution.
Moreover, by virtue of O(N) rotations the propagators are considered to be diagonalized,
so that Fab(x.y) = F (x, y)δab and ρab(x, y) = ρ(x, y)δab. The two-point functions are Fourier
transformed with respect to the relative coordinates
F (X, p) =
∫
s
eipsF (X +
s
2
, X − s
2
), ρ˜(X, p) = −i
∫
s
eipsρ(X +
s
2
, X − s
2
), (B.8)
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where the factor i is included in the definition of ρ˜ to make it real-valued. Analogous transfor-
mations are done for the self-energies.
Taking into account all above mentioned approximations, the 2PI equations of motion can
be recast into the following form [37]
2pµ
∂F (X, p)
∂Xµ
= Σ˜ρ(X, p)F (X, p)− ΣF (X, p)ρ˜(X, p), (B.9)
2pµ
∂ρ˜(X, p)
∂Xµ
= 0. (B.10)
Note that due to the gradient expansion to the lowest order the effective mass term is not
present in these equations. For spatially homogenous systems the dependence on X reduces to
pure time dependence. Therefore, (B.10) implies that ρ˜(p) does not depend on time. In other
words, in this approximation the particle spectrum does not change with time. From (B.9) the
time evolution of the particle momentum distribution can be obtained. The latter can be defined
according to [53]
f(t,p) =
∫ ∞
0
dp0
2pi
2p0ρ˜(p)f(t, p) (B.11)
where F (t, p) =
(
f(t, p) + 12
)
ρ˜(p).20 From (B.9), the time evolution of the distribution function
defined in that way is given by
∂f(t,p)
∂t
=
∫ ∞
0
dp0
2pi
[
Σ˜ρ(t, p)F (t, p)− ΣF (t, p)ρ˜(p)
]
. (B.12)
So far, the form of the potential has not been specified. Now we truncate the self-energies
according to the truncation scheme of Sec. 4.2.1, that is based on a 1/N expansion to NLO.
Taking into account (B.2), as well as the expressions (4.12) and (4.14), the LO contribution to
the self-energy is given by
ΣLOab (x, y) = −i
( λ
3!N
Fcc(x, x) +
λ6
5!N2
Fcc(x, x)Fdd(x, x)
)
δabδ(x− y), (B.13)
and the NLO contribution reads
ΣNLOab (x, y) = −i
( λ6
60N2
)∫
z,c
Gmn(x, z)Gmn(x, z)B˜
−1(z, x;G)δabδ(x− y)−
−i λ˜(y)
3N
Gab(x, y)B˜
−1(x, y;G). (B.14)
In the second equation B˜−1 sums the “geometric series”:
B˜−1(x, y;G) = δ(x− y)− i λ˜(x)
6N
Gab(x, y)Gab(x, y)−
−
∫
z,C
( λ˜(x)
6N
Gab(x, z)Gab(x, z)
)( λ˜(z)
6N
Ga′b′(z, y)Ga′b′(z, y)
)
+ ... (B.15)
20This definition yields the same on-shell distribution function as our previous definition (2.6) used for lattice
simulations if the spectral function ρ˜(p) follows a δ-like free-field form.
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Figure 8: The diagrammatic representation of Σ¯NLOab (x, y). The vertices with vertical lines
correspond to the modified coupling λ˜ from (4.13).
As can be seen, the LO contributes to Σ(0)ab according to (B.3), and therefore adds only
to a coordinate-dependent mass shift to the free evolution, similar to the case of ϕ4 theory
[37]. To separate the local and the non-local parts in ΣNLO it is useful to split B−1(x, y) =
δ(x− y)− iI(x, y) and to rewrite (B.14) as
ΣNLOab (x, y) = −iδ(x− y)
[
δab
λ6
60N2
(
Gmn(x, x)Gmn(x, x)−
−i
∫
z,C
Gmn(x, z)Gmn(x, z)I(z, x;G)
)
+
λ˜(x)
3N
Gab(x, y)]
]
− λ˜(y)
3N
Gab(x, y)I(x, y). (B.16)
The first term with the [..] brackets contributes to the effective mass, while the second term
represents the non-local part of the self-energy and its diagrammatic representation is shown
in Fig. 8. Importantly, the expression of the non-local part Σ¯ at NLO precisely coincides with
the corresponding expression for the quartic theory [37], with the only difference being that λ
is replaced by λ˜(x). By introducing the following “chain” term
Π(x, y) =
√
λ˜(x)λ˜(y)
6N
Gab(x, y)Gab(x, y), (B.17)
the non-local part of the self-energy can be rewritten in an equivalent, but more symmetric way
Σ¯ab(x, y) = −
√
λ˜(x)λ˜(y)
3N
Gab(x, y)I(x, y), (B.18)
where I(x, y) = Π(x, y) − i ∫z,C I(x, z)Π(z, y) sums the infinite series of chain diagrams and is
connected to definitions above by I(x, y) = I(x, y)
√
λ˜(y)/ λ˜(x).
The non-local self-energy (B.18) is further decomposed according to (B.4). This is done in
a similar way as for the case of ϕ4 theory [37]. The components of the self-energy are given by
ΣFab(x, y) = −
√
λ˜(x)λ˜(y)
3N
(
Fab(x, y)IF (x, y)− 1
4
ρab(x, y)Iρ(x, y)
)
, (B.19)
Σρab(x, y) = −
√
λ˜(x)λ˜(y)
3N
(
Fab(x, y)Iρ(x, y) + ρab(x, y)IF (x, y)
)
, (B.20)
where the real-valued summation functions IF and Iρ are defined according to I(x, y) =
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IF (x, y)− i2Iρ(x, y) sgnC(x0 − y0) and satisfy the following relations:
IF (x, y) = ΠF (x, y)−
∫ x0
t0
dzIρ(x, z)ΠF (z, y) +
∫ y0
t0
dzIF (x, z)Πρ(z, y), (B.21)
Iρ(x, y) = Πρ(x, y)−
∫ x0
y0
dzIρ(x, z)Πρ(z, y). (B.22)
The two components of the “chain” term are given by
ΠF (x, y) =
√
λ˜(x)λ˜(y)
6N
(
Fab(x, y)Fab(x, y)− 1
4
ρab(x, y)ρab(x, y)
)
, (B.23)
Πρ(x, y) =
√
λ˜(x)λ˜(y)
3N
Fab(x, y)ρab(x, y). (B.24)
The last step is plugging the expressions (B.19-B.24) for the self-energies into the equation
(B.12). We note that in the employed derivative expansion we have
λ˜(x) = λ˜
(
X +
s
2
)
≈ λ˜(X) + sµ∂λ˜(X)
∂Xµ
,
√
λ˜(x)λ˜(y) ≈ λ˜(X) . (B.25)
Therefore, the only difference compared to the ϕ4 theory [36, 37] is the substitution λ → λ˜(t),
where t is the central time coordinate. We state here the final result:
CNLO[f ](t,p) =
∫
dΩ2↔2[f ](t, p, l, q, r)[(fp + 1)(fl + 1)fqfr − fpfl(fq + 1)(fr + 1)]+
+
∫
dΩ1↔3(a) [f ](t, p, l, q, r)[(fp + 1)(fl + 1)(fq + 1)fr − fpflfq(fr + 1)]+
+
∫
dΩ1↔3(b) [f ](t, p, l, q, r)[(fp + 1)flfqfr − fp(fl + 1)(fq + 1)(fr + 1)]+
+
∫
dΩ0↔4[f ](t, p, l, q, r)[(fp + 1)(fl + 1)(fq + 1)(fr + 1)− fpflfqfr].
(B.26)
In the above expression fp = f(t, p) and the integration kernels are given by
∫
dΩ2↔2[f ](t, p, l, q, r) =
λ˜2(t)
18N
∫ ∞
0
dp0dl0dq0dr0
(2pi)4−(d+1)
∫
lqr
δ(p+ l − q − r)ρ˜pρ˜lρ˜qρ˜r×
×[veff (t, p+ l) + veff (t, p− q) + veff (t, p− r)],∫
dΩ1↔3(a) [f ](t, p, l, q, r) =
λ˜2(t)
18N
∫ ∞
0
dp0dl0dq0dr0
(2pi)4−(d+1)
∫
lqr
δ(p+ l + q − r)ρ˜pρ˜lρ˜qρ˜r×
×[veff (t, p+ l) + veff (t, p+ q) + veff (t, p− r)],∫
dΩ1↔3(b) [f ](t, p, l, q, r) =
λ˜2(t)
18N
∫ ∞
0
dp0dl0dq0dr0
(2pi)4−(d+1)
∫
lqr
δ(p− l − q − r)ρ˜pρ˜lρ˜qρ˜r×
×veff (t, p− l),∫
dΩ0↔4[f ](t, p, l, q, r) =
λ˜2(t)
18N
∫ ∞
0
dp0dl0dq0dr0
(2pi)4−(d+1)
∫
lqr
δ(p+ l + q + r)ρ˜pρ˜lρ˜qρ˜r×
×veff (t, p+ l).
(B.27)
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where
∫
p =
∫ d3p
(2pi)3
and d = 3 for our case. The momentum-dependent four-vertex correction
veff is given by
veff (t, p) =
1
|1 + ΠR(t, p)|2 , (B.28)
where
ΠR(t, p) =
λ˜(t)
3
∫
q
F (t, p− q)GR(q) (B.29)
is the Fourier transformed retarded “chain” term, defined as ΠR(x, y) = Θ(x0 − y0)Πρ(x, y).
Under an additional quasiparticle assumption, using the δ-like free-field form of the spectral
function
ρ˜0(p) = 2pi sgn(p
0) δ
(
(p0)2 − ω2p
)
, (B.30)
the terms corresponding to off-shell 1↔ 3 and 0↔ 4 processes vanish, and the term representing
elastic 2↔ 2 scatterings simplifies to (4.20).
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