In this paper, we propose an image interpolator for low computational complexity. The proposed image interpolator supports the image scaling using a modified cubic convolution interpolation between the input and output resolutions for a full screen display. In order to reduce the computational complexity, we use the difference in value of the adjacent pixels for selecting interpolation methods and linear function of the cubic convolution. The proposed image interpolator is compared with the conventional one for the computational complexity and image quality. The proposed image interpolator has been designed and verified by Verilog HDL(Hardware Description Language). It has been synthesized using the Xilinx VirtexE FPGA, and implemented using an FPGA-based prototype board.
Introduction
There are various images and video formats which are depending on the target applications. When the resolution of images and videos is pre-encoded and stored, the characteristics of the target devices are not considered. An efficient way to overcome this problem is to use an interpolation. It is required for resolution conversion to adapt to the characteristics of a particular displays device.
Standard approaches of interpolation fit the original discrete data with a continuous model and resample the interpolation function on a new sampling point.
Popular methods of interpolation by convolution include nearest neighbor interpolation [1] , bilinear interpolation [2] , and cubic convolution interpolation [3] . The nearest neighbor interpolation is to assign the pixel closest to the newly generated address as the output pixel. It is a simple method of interpolation and is very expensive to implement but visual blockiness, also known as the jaggies, can be seen in the output [1] . The most widely used method is the bilinear interpolation which is regarded as the linear function. The newly generated pixel is a weighted sum of the four nearest pixels. Cubic convolution interpolation sharpens an image but requires more computational complexity. This paper proposes an image interpolator for low computational complexity. We use the linear function of the cubic convolution and the difference in pixel value for selecting interpolation methods. In section 2, we describe the related work briefly. We describe the proposed method in section 3. In section 4 and 5, we show the simulation results and synthesis results. The conclusion is made in section 6.
Related Work

Nearest Neighbor Interpolation
Nearest Neighbor Interpolation is a simple method of interpolation. It simply selects the values of the generated pixels, and does not consider the values of other neighboring pixels at all. This interpolation is very expensive to implement, but has visual blockiness [1] .
Bilinear Interpolation
Bilinear interpolation determines the newly generated pixel from the weighted average of the four closest pixels to the specified input coordinates. The four closest pixels are NW(North West), NE(North East), SW (South West), and SE(South East). Bilinear method uses three linear interpolations. The first linear interpolation evaluates the first interpolated value(A) from the values at NW and NE. In the same way, linear interpolation at the second interpolated value(B) evaluates from the values at SW and SE. The new pixel value(C) is then linearly interpolated from the two values previously obtained. It is represented by Figure 1 and Equation (1). 
Here, X x is the Horizontal distance, and Y y is the vertical distance between the newly generated pixel and neighbor pixel.
Bilinear interpolation yields a smoother image than nearest neighbor interpolation. Because of the three linear interpolations per pixel, bilinear interpolation requires significantly more computations than nearest neighbor interpolation does. 
Cubic Convolution Interpolation
Nearest neighbor interpolation uses one pixel to generate a new pixel. Bilinear interpolation requires the four nearest pixels of input. Cubic convolution interpolation requires sixteen-nearest pixels to generate the output pixel.
Cubic convolution function has negative values, which brings up two important points. The first is that this function will sharpen more than nearest neighbor interpolation or bilinear interpolation. The second is that it is possible to output a negative number. The output will need to be clipped so as not to output negative pixel values.
The 1-dimensional cubic convolution function is defined as Equation (2). ( 2) ( 3) 1 0 1 Figure 2 shows the cubic convolution function for a = -0.5, -1, and -2. 
Proposed Interpolation
In this paper, we use the linear function of the cubic convolution and the difference in value of adjacent pixels for selecting interpolation methods.
Proposed linear function
Cubic convolution interpolation has a three order function for the weighting value of pixels. In order to reduce the computation complexity, we use the linear function of the cubic convolution function to calculate the weighting value of a pixel. Figure 4 shows the proposed linear function. We use Equation (3) to reduce the computation of the weighting value, where one multiplier and one adder are employed in one dimension. In order to use the barrel shift, the coefficient of the function compounds the power of 2. Table 1 shows the number of operations of the comparative algorithms for the operation per one pixel. The number of operations is the number of multiplier and adder per one pixel. The hardware structure of the linear function is shown in Figure 5 . We employ adders and barrel shifts (BSs) instead of multipliers. 
Selecting interpolation methods
We reduce the number of a pixel to generate a new pixel using image analysis. Neighbor pixel values of the destination point are close. A difference of the neighbor pixel values is represented by Equation (4). 
The cubic method uses sixteen numbers of neighbor pixels, but the bilinear method uses four. We apply two interpolation methods to decrease an unnecessary computation.
One interpolation method is selected by the threshold value using a neighbor pixel difference value. Figure 5 is the RMSE(Root Mean Square Error) of the up-after-down scale and down-after-up scale. We determine a threshold value as 30. We determine the interpolation algorithm by the threshold value, as used in Equation (5).
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(5) Figure 7 shows the processing procedure of the proposed method. Fig. 7 . The processing procedure of the proposed method As shown in Figure 8 , a zoneplate image is used to compare a frequency response of the proposed method with that of the conventional interpolation methods. Fig. 8 . Zoneplate image up(1.6 times) scale Figure 9 is the architecture of the vertical interpolation. It consists of the sync time generator, the line memory, the distance calculation, the difference calculation, the weight generator, the new pixel generator, and the clamping. 
Simulation Results
We have compared the proposed interpolation method to the conventional interpolation methods in terms of image quality using RMSE. RMSE is represented by Equation (6).
( )
where g( ) is the original image, g'( ) is the interpolated image, and N is the total number of image.
We used the six images shown in Figure 10 . The image quality of the comparative interpolations is shown in Table 2 and Table 3 . 
Synthesis results
We have designed the proposed method by using a verilog HDL and verified it through functional simulation. It has been synthesized by Synplify pro 7.3. Figure 14 shows the Block diagram of the proposed method. Figure 15 shows the synthesis result of the proposed method using Synplify pro. Table 4 shows the number of gates by the block each. The proposed method was implemented in the hardware using an FPGA. Figure 16 shows the prototype board. 
Conclusion
In this paper, we proposed an image interpolator which had less computation complexity than conventional interpolation. In order to reduce the computation complexity, we used the linear function of the cubic convolution function and the difference in pixel value for selecting interpolation methods. Simulation results show that the proposed method provides less computation complexity than one of the conventional interpolation. The proposed method might be suitable to be applied to display systems which have the different resolution of image sources and digital display devices.
