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ABSTRACT
Tracking multiple targets using fixed cameras with non-overlapping views is a challenging
problem. One of the challenges is predicting and tracking through occlusions caused by
other targets or by fixed objects in the scene. Considerable effort has been devoted toward
developing appearance models that are robust to partial occlusions, tracking algorithms
that cope with short-term loss of observations, and algorithms that learn static occlusion
maps. In this thesis we consider scenarios where it is impossible to learn a static occlusion
map. This is often the case when the scene consists of both people and large objects whose
position is not permanently fixed. These objects may enter, leave or relocate within the
scene during a short time span. We call such objects “relocatable objects” or “relocatable
occluders.”
We develop a representation for scenes containing relocatable objects that can cause
partial occlusions of people in a camera’s field of view. In many practical applications,
relocatable objects tend to appear often; therefore, models for them can be learned off-
line and stored in a database. We formulate an occluder-centric representation, called a
v
graphical model layer, where a person’s motion in the ground plane is defined as a first-order
Markov process on activity zones, while image evidence is aggregated in 2D observation
regions that are depth-ordered with respect to the occlusion mask of the relocatable object.
We represent real-world scenes as a composition of depth-ordered, interacting graphical
model layers, and account for image evidence in a way that handles mutual overlap of the
observation regions and their occlusions by the relocatable objects. These layers interact:
proximate ground plane zones of different model instances are linked to allow a person to
move between the layers, and image evidence is shared between the observation regions of
these models.
We demonstrate our formulation in tracking low-resolution, partially-occluded pedes-
trians in the vicinity of parked vehicles. In these scenarios some tracking formulations
that rely on part-based person detectors may fail completely. Our pedestrian tracker
fares well and compares favorably with the state-of-the-art pedestrian detectors—lowering
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Tracking multiple targets using fixed cameras with non-overlapping views is a challenging
problem. One of the challenges is predicting and tracking through occlusions caused by
other targets or by fixed objects in the scene. Considerable effort has been devoted toward
developing appearance models that are robust to partial occlusions [Wu and Nevatia, 2009,
Li et al., 2009, Andriluka et al., 2009] and toward developing tracking algorithms that can
cope with a short-term loss of observations [Betke et al., 2007, Zhu et al., 2008, Ryoo and
Aggarwal, 2008, Xing et al., 2009, Papadourakis and Argyros, 2010]. A complementary line
of research has focused on learning static occlusion maps using large sets of observations
accumulated over time [Renno et al., 2007]. In this thesis we consider scenarios where it is
impossible to learn a static occlusion map. This is often the case when the scene consists of
both people and large objects whose position is not permanently fixed. These objects may
enter, leave or relocate within the scene during a short time span. We call such objects
Figure 1·1: This figure shows examples of people moving around relocat-
able occluders such as (a) cars (b) shopping carts (c) magazine racks on
wheels. In (d), an example of fixed occluders—desks and workstations—is
shown.
2
relocatable objects or relocatable occluders.
Scenarios that include relocatable occluders are quite common. Fig. 1·1 shows four
examples. In each scenario relocatable objects tend to cause severe occlusions of people
in the scene, and, since these objects are movable, learning a single fixed occlusion map
is impractical. For instance, in the supermarket scenario, shoppers accumulate items in
grocery carts. The imaging setup typically consists of a ceiling-mounted camera that looks
along the aisles. Because of the camera’s shallow depression angle, people and shopping
carts frequently occlude each other. In the parking-lot surveillance example, fixed cameras
with non-overlapping views survey a parking lot with multiple parked vehicles. It is often
the case that the cameras are mounted at a shallow depression angle to allow for wide
coverage. This tends to lead to frequent occlusions of pedestrians by vehicles in each
camera view. And as the distance from the camera increases, occlusions become more
severe, while the apparent size of pedestrians gets smaller.
In each of the above scenarios the person-tracking system must contend with numer-
ous relocatable occluders in the scene and their adverse impact on image observations.
Therefore, in scenarios such as parking-lot surveillance, 3D model-based trackers of [Pece,
2006, Dahlkamp et al., 2007] are likely to be distracted by inter-vehicle occlusions. Fur-
thermore, the image resolution typical in such scenarios makes it difficult to apply 3D
alignment techniques based on high-contrast edges [Leotta and Mundy, 2009].
1.2 Main Contributions
We advocate an approach that decomposes the problem into dynamic scene-maintenance,
and, conditioned on a scene, tracking a variable number of people. To make our approach
practical we propose an implicit 3D representation which can be rapidly assembled on-line
via a database lookup of probabilistic graphical-model layers corresponding to the relo-
catable occluders. In this layer-based formulation, localization of a relocatable occluder’s
mask may be possible via simple image-based approaches such as template-matching, even
when low image contrast and resolution preclude the use of richer image-based models [Li
3
et al., 2009].
In many practical applications relocatable objects are of known classes and tend to
be observed repeatedly over time. Because many examples of relocatable occluders are
observed it is possible to learn a function that decides a relocatable occluder’s class. Fur-
thermore, these objects’ 3D models can be acquired using standard methods. Because
the cameras are fixed, 2D image masks of relocatable occluders can be pre-computed from
their 3D models and stored in a database. In some applications it may be advantageous
to further subdivide relocatable occluders into distinct sub-classes, and compute sub-class-
specific 3D models and their 2D image masks.
In our representation, a scene is modelled as a composition of depth-ordered layers of
probabilistic graphical models. The number of these models equals the number of relocat-
able occluders in the scene at any given time. Each graphical model comprises an occlusion
mask, a set of image observation regions for observing a person’s motion near and around
this occlusion mask, and a first-order Markov model for the person’s motion around the
relocatable object. The person’s motion model is defined in the relocatable object’s object-
centered coordinate system, but this motion model is then mapped into the image plane
where observations are obtained. Lastly, individual models are then composed to yield a
coherent observation and state space.
We demonstrate our formulation in a parking-lot surveillance application. First, we
propose an approach to account for the image evidence that is sensitive to the number,
position, and depth-order of pedestrians moving on this discrete state space. Next, using
Viterbi optimization we show how a variable number of pedestrians can be tracked in a
sliding-temporal-window fashion. Because the state space is vehicle-centric, we not only
estimate positions of pedestrians in the image plane, but also motion patterns around
vehicles in the ground plane. Yet the ground plane is never explicitly referred to during
computations.
In summary we make the following contributions:
• We develop a representation [Ablavsky et al., 2008] for scenes containing relocatable
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occluders. Specifically, the scene is a composition of depth-ordered layers of graphical
models. These models can be composed on-the-fly to form a layered global scene
model.
• We propose a solution to a specific problem that makes use of this new representation:
tracking of pedestrians in a parking lot crowded with parked vehicles.
We also note what the thesis is not about. This thesis is not about a new appearance
descriptor for person tracking. In fact, in our example application, due to the very small
apparent size of people and severity of occlusions, we employ binary images generated by
background subtraction. This thesis is not about learning a static occlusion map. Methods
for learning such maps [Renno et al., 2007, Xu and Ellis, 2002, Hoiem et al., 2007] are
complementary to our approach. This thesis is not about free-space tracking, for which
off-the-shelf algorithms of [Takala and Pietikainen, 2007, Smith et al., 2008, Fleuret et al.,
2008] can be applied. This thesis is not about high-level activity recognition; the output of
the algorithm is a sequence of estimates of vehicle and pedestrian locations. However, the
mapping of pedestrian estimates from the image plane to locations around parked vehicles
would provide valuable cues to an activity-recognition system.
Lastly, we assume that the only source of information is a single fixed camera or a
set of fixed cameras with non-overlapping views. This is the case in many but not all
scenarios. If multiple overlapping views are available, occlusions must still be accounted
for in individual views. However, it may be advantageous to track directly in 3D. The
applicability of layers of graphical models to these multi-view scenarios is a promising
direction for future research, but it is not within the scope of this thesis.
1.3 Plan of the Thesis
The remainder of the thesis is as follows:
Chapter 2 reviews the state of the art in scene-modelling for tracking people, algorithms
for tracking multiple persons, and approaches to action recognition that are relevant to
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our proposed scene representation. We highlight the advantages and disadvantages of
the image-plane, ground-plane, and 3D representations. The chapter concludes with the
discussion of the benefits for our implicit-3D scene representation.
Chapter 3 defines our proposed scene model—layers of graphical models. We first define
a graphical-model layer that represents a person’s motion-patterns and appearance with
respect to a relocatable occluder; we also introduce a database of graphical-model layers.
Next, we define our scene representation comprising graphical-model layers retrieved from
the database, instantiated in image coordinates, and depth-ordered. In the remainder of
this chapter we derive a generative model to account for image evidence; this model is
applicable to tracking scenarios with low resolution and poor contrast.
Chapter 4 derives two algorithms for tracking a variable number of people in the vicinity
of the instantiated graphical-model layers. The first algorithm is stochastic and is based
on Reversible Jump Markov Chain Monte Carlo (RJ MCMC). The second algorithm is
deterministic and is based on computing the optimal paths in the trellis defined by our
scene representation; the optimization is accomplished via the Viterbi algorithm. For each
tracking algorithm we derive its computational complexity. The chapter concludes with
our assessment of the relative advantages of each of the two tracking approaches.
Chapter 5 demonstrates our RJ MCMC-based tracking algorithm in the indoor and
outdoor scenarios. In the indoor scenario people move inside a computer laboratory and
are partially occluded by the desks and workstations. In the outdoor scenario pedestrians
move in the parking lot and are partially occluded by the parked vehicles. The chapter
concludes with a qualitative evaluation of the tracking results and the recommendation
that the RJ MCMC-based algorithm might not be the preferred choice for scenarios with
low image resolution and poor contrast.
Chapter 6 demonstrates our Viterbi-based tracking algorithm in a challenging scenario—
parking-lot surveillance. We first qualitatively compare the performance of our system
against a color-and-texture based tracker, a contour-based tracker, and a layer-learning
algorithm based on Expectation-Maximization. Next we quantitatively compare our ap-
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proach against tracking-by-detection using part-based models and with two scanning-
window pedestrian detectors. The remainder of chapter 6 analyzes the uncertainty in
our scene model and the propagation of uncertainty into the estimates of the number and
the location of pedestrian computed by our Viterbi-based tracking algorithm.
Chapter 7 is a guide to applying our scene representation to new problem domains.
First, we provide a recipe for modelling domain-specific relocatable occluders as graphical-
model layers. Second, we discuss the issues of scene maintenance—dynamically instanti-
ating and removing graphical-model layers. Third, we define the criteria for selecting a
person-tracking algorithm. For each of the three aspects of our scene representation we
provide recommendations for specifying and learning the corresponding model parameters.
Chapter 8 is a discussion of the advantages of the proposed approach and recommen-
dations for future work. These recommendations include ideas for fusing multiple trackers
and ideas for improving the scene-maintenance module.
1.4 Publications
This thesis is based in part on the following publications:
• Vitaly Ablavsky, Ashwin Thangali, and Stan Sclaroff. Layered graphical models for
tracking partially-occluded objects. In CVPR, 2008 [Ablavsky et al., 2008].
• Vitaly Ablavsky and Stan Sclaroff. Layered graphical models for tracking partially-




In this chapter we review related representations for dynamic scene analysis, then discuss
related approaches to tracking persons and vehicles, and highlight relevant approaches to
recognizing actions of people with scene context.
2.1 Representations of Dynamic Scenes
We begin our review of image-plane representations with the W 4 system [Haritaoglu et al.,
2000] as its scope extended beyond tracking and its tracking accuracy compared favorably
to the state of the art. Indeed, the W 4 system demonstrated tracking and activity analysis
of pedestrians walking in isolation or in groups; the input to W 4 was a video sequence
captured by a single grayscale camera. To accomplish this functionality, W 4 comprised
multiple sub-systems, including foreground-region clustering, body-part detection of iso-
lated pedestrians, head detection of pedestrians in a group, and symmetry analysis for
carried-object detection. A pedestrian was tracked as a bounding box, and in order to
preserve her identity after occlusions a temporal texture template was maintained. To rea-
son about her activities, body parts were inferred from her bounding contour. Although
pedestrian sizes as low as 25 x 10 pixels were reported in [Haritaoglu et al., 2000], it is not
clear how the boundary analysis performed in cases of reduced resolution or low contrast;
indeed, it was acknowledged that the resolution of 75 x 50 pixels was preferred. Because
the W 4 system did not infer depth-order of overlapping pedestrians it may have had diffi-
culties tracking through prolonged occlusions or with recognizing multi-person interactions
characterized by changes in their depth-order. Because experimental validation focused on
occlusions of a person by other people, it is also not clear how the system would handle
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static or relocatable occluders in the scene; indeed the paper tends to give few details
regarding challenges posed by vehicles in parking-lot scenes.
To extract and depth-order multiple moving regions from an uncalibrated video se-
quence, a layered representation has been proposed [Wang and Adelson, 1994]. In this
representation an object in a scene was modelled as a 2D textured region and an alpha
map indicating transparency at each pixel. Given such a representation, a single image
frame was generated by applying composition rules to the depth-ordered textured regions
and their alpha maps. To extend the representation to sequences of images, each layer
was associated with a 2D velocity map. By applying the composition algorithm to depth-
ordered layers undergoing the motions specified by their velocity maps, a video sequences
could be generated. The inverse problem of inferring parameters of a layered representa-
tion from a single video sequence was proposed, one motivating application being video
compression. To solve this inverse problem, 2D apparent velocities of pixels were computed
using the brightness-constancy constraint. These velocities were assumed to be generated
by multiple layers, whose number was specified as an input to the algorithm. A robust
motion segmentation algorithm in the affine space of motion parameters was combined
with k-means clustering and followed by hypothesis testing to determine each pixel’s mem-
bership with respect to its layer.
It was observed in [Irani and Anandan, 1998] that recovering a layered representation
with 2D motion models might not always be practical. In particular if a camera under-
goes an arbitrary motion while capturing a multi-planar scene comprising numerous small
objects at different depths and a static background, approaches based on stabilizing with
respect to a dominant motion are likely to fail. Therefore, a stratified approach to decom-
pose an image into coherent moving regions was proposed. This approach started with a
global 2D motion model, and if this model did not explain all the image evidence, the ap-
proach progressed to the 2D layered model; if that 2D layered model did not explain all of
the remaining image evidence, the approach progressed toward a 3D-parallax model. In ex-
periments this formulation was applied to moving-object detection in aerial and street-level
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video sequences.
To allow layers to undergo deformations between image frames, [Jojic and Frey, 2001]
proposed a flexible sprite scene representation. Following [Wang and Adelson, 1994] a
layer was defined as a textured region and a transparency mask. A scene at each pixel
was defined as a multiplicative superposition of the front-most layer and the background,
which itself could be decomposed further into layers. To allow the texture of a layer to
undergo arbitrary appearance variations and for its mask to vary in shape, both the texture
region and the transparency mask were modelled as multi-dimensional Gaussian random
variables; the joint distribution over the texture and the occlusion mask was written as a
product of these two Gaussian distributions. A class label was introduced, modelled as a
discrete random variable, to enable class-conditional modelling of each flexible sprite. In
experiments the the number of classes was given to the algorithm as an input parameter;
in typical test video sequences the number of sprites was three. Inference over all the
parameters—sprite’s texture, its occlusion mask, and their spatial translations at each
image frame—was performed using variational Expectation-Maximization; a frame rate of
1Hz was reported on 320 x 240 image sequences with three layers. However, it was not
clear from the experimental validation how the algorithm would perform on video sequences
comprising a large number of objects of different sizes and with varying poses.
The family of spatial transformation that a layer could undergo was limited to transla-
tions in [Jojic and Frey, 2001]. The family of allowed spatial transformations was extended
to the affine family in [Winn and Blake, 2004]. Layered representations with stronger
segmentation priors were proposed in [Jepson et al., 2002, Tao et al., 2002, Kumar et al.,
2008]. With the exception of [Tao et al., 2002], which focused on tracking vehicles from an
airborne platform so that targets appeared small relative to the image frame and did not
overlap each other, layer extraction algorithms tend to be computationally expensive. Se-
quential layer-tracking and layer-learning was proposed in [Titsias, 2005], but the method
might still be impractical for a real-time system.
To enable modelling of more realistic interactions between the moving objects in the
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scene and a static background, [Zhou and Tao, 2003] proposed to model the background
not as a single layer but as a collection of layers. To accomplish this, the foreground
and the background layers were interleaved. The front-most layer was designated as the
first occluding-background layer; it was followed by the first foreground layer, which was
then followed by the second background layer, etc. In the complete system that inferred
the number of layers, each newly created foreground layer was associated with a newly
created background layer; both were added to the scene representation in the appropriate
depth-order. All background layers shared the same motion model; each foreground was
associated with its own motion model. In outdoor experiments this scene representation
was effective for tracking a vehicle as it drove behind a tree and was partially occluded by
undulating terrain.
One limitation of these layered representations is their inability to model the motion of
targets around layers. Intuitively, a representation that provides stronger motion priors,
such as the likely motion of a pedestrian in the vicinity of a parked vehicle, might enable a
target-tracker to cope with prolonged occlusions. While the scene representation of [Zhou
and Tao, 2003] was applicable to a larger set of real-world scenarios than some of the prior
works on layers, it did not address the motion-around-layers aspect of scene modelling.
The use of layered models in tracking systems can be computationally demanding;
therefore, methods that exploit domain knowledge about appearance changes have been
proposed that offer real-time performance. In [Renno et al., 2002] a ground-plane to
image-plane mapping was learned from the bounding boxes of pedestrians and vehicles; the
projected height of pedestrians and vehicles as a function of their ground-plane positions
was also learned and this function was used to track targets in image coordinates. In
[Renno et al., 2007] this method was extended to cope with static occluders, such as subway
turnstiles. However, multiple trajectories of pedestrians had to be observed to learn these
static occluders over time. Therefore, this method might not be practical to apply to scenes
comprising relocatable occluders. An approach to handle static occluders was presented
in [Vezzani et al., 2010] but it relied on extracting occluding boundaries of the foreground
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objects; this may not work well under reduced image resolution and increased sensor noise.
When a dynamic scene comprises objects of known types, e.g., vehicles, it may be
practical to acquire their 3D models off-line. The scene can then be represented by instances
of 3D models whose pose varies over time. Such model-based tracking has been applied
to vehicles [Pece, 2006, Dahlkamp et al., 2007] and pedestrians [Leykin and Hammoud,
2006, Leibe et al., 2008]. Although a vehicle’s pose may be tracked more accurately with a
3D model than with only a 2D bounding box, such methods tend to be sensitive to abrupt
changes in the target’s appearance, such as those caused by relocatable occluders.
When it is not feasible to acquire 3D target models or when the application does not
require a target’s position estimation in every frame, a volumetric representation may be
appropriate. In [Seitz and Dyer, 1997, Vedula et al., 1998] voxel-carving of a bounded 3D
volume seen from multiple calibrated views was demonstrated, while in [Pollard and Mundy,
2007] probabilistic voxel occupancy for change detection was proposed. Such methods can
be computationally intensive if the desired voxel resolution is high and the number of views
is large. Depending on the application, the computed volumetric representation may need
further parsing to extract individual targets of interest.
2.2 Tracking of People
Methods in this section are grouped by the granularity of the representation. A common
approach to tracking a person is with a monolithic representation—a 2D bounding box
[Haritaoglu et al., 2000, Smith et al., 2005b] or an ellipse [Comaniciu et al., 2000] if tracking
in the image coordinates, or a 3D bounding box [Fleuret et al., 2008] if tracking in the
ground plane. To maintain the identities of targets, a region descriptor may be added, such
as a temporal texture template in [Haritaoglu et al., 2000], a color histogram in [Fleuret
et al., 2008], or region covariance in [Porikli et al., 2006]. However, in some multi-view
approaches [Khan and Shah, 2006, Khan and Shah, 2009] appearance descriptors were
considered unreliable and were omitted. A shortcoming of such monolithic representations
particularly when employed in a single-camera system is that they may not be adequate to
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estimate the targets’ depth-order or to accurately localize targets during abrupt and severe
occlusions.
To address the shortcomings of monolithic representations, various forms of partitioning
a person’s model into sub-regions have been studied. A method for tracking and depth-
ordering a variable number of closely-spaced people using a single calibrated camera was
presented in [Isard and MacCormick, 2001]. A person was modelled as a generalized
cylinder, and her color appearance in the image plane was modelled as a grid of uniformly-
spaced disks. In [Kang et al., 2003] each foreground blob was partitioned into regions in
a polar coordinate system and the color distribution of each region then estimated. In
the multi-view approach of [Mittal and Davis, 2003] a person was modelled as a cylinder
partitioned into horizontal slices, and for each slice a separate appearance model was
maintained. Although a fixed model partitioning may lead to better performance than a
monolithic model, it may be non-trivial to design a partitioning that anticipates all possible
variations in a target’s appearance.
In order to better cope with inter-person occlusions or to meet requirements of a specific
application, methods that align a part-based model to each tracked person have been
proposed. In [Smith et al., 2008], which tracked pedestrians passing by a store-window
display to determine their focus of visual attention, the target model comprised a texture-
based face component and a 2D bounding box covering the rest of the body; no depth-
ordering was required by the application. Depth-order and segmentation of people in
close proximity was the main objective in [Elgammal and Davis, 2001], where a person was
modelled in the image plane as an ellipse that was partitioned based on image evidence into
horizontal slices corresponding to head, torso, and leg regions. In [Leibe et al., 2007, Leibe
et al., 2008] local appearance was modelled via a codebook, and a pedestrian’s shape
defined implicitly via the spatial probability distribution over the codebook’s entries.
Methods that combine discriminatively-trained whole-body or body-part detectors in
a tracking framework have compared favorably with the state of the art. In detection-
based tracking approaches, the ability to accurately model the background and detect
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moving pixels tends to be less important; indeed many such tracking approaches do not
use background subtraction. Therefore, detection-based trackers may be applicable when
the motion of the camera and the amount of change in a scene make background subtraction
impractical. On the other hand, person detectors trained for one scenario might not always
generalize to a novel veiwpoint, scenario, or an application domain, and might require pixel
resolution that is not supported by the available imaging sensor.
In [Yu et al., 2008] a multi-tracking algorithm was proposed where data association and
target-state estimation were combined in a variational Expectation-Maximization formu-
lation. In this formulation, a target’s state was regarded as a continuous missing variable,
optimized during the E-step, while the association was performed during the M-step using
a graph-based algorithm, such as belief propagation. This tracking formulation was then
applied to tracking people in video sequences from a single calibrated camera by relying on
body-part detectors as image evidence. These body-part detectors were trained for a per-
son’s head-and-shoulders, the torso, and the legs; some false alarms were discarded based
on known 3D scene geometry. A depth-based body-part association prior was defined, so
that, for example, the head of a person closer to the camera would not be associated with
a person hypothesized behind her.
Multi-person tracking with an articulated human-body model was proposed in [An-
driluka et al., 2008]. A person detector is derived in such a way as to identify a limb-based
structure inside the detection window. To detect and track people in short sequences, the
dynamics of a person’s limbs was modelled via a low-dimensional representation obtained
from a hierarchical Gaussian-process latent variable model. These short-term tracklets
where assembled into longer tracks, one at a time, via the Viterbi algorithm. State-of-the-
art results were demonstrated on several TU Darmstadt datasets, including the Campus
video sequence, where the resolution of pedestrians ranged from 37 x 145 to 80 x 310 pixels.
State-of-the art tracking results were demonstrated in a tracking-by-detection approach
of [Wu and Nevatia, 2009] which relied on body-part detections obtained via Adaboost.
In [Xing et al., 2009] multi-view and multi-part person detectors were used in a global
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optimization framework.
An approach to deal with multiple sources of uncertainty in a detector-based tracker
was proposed in [Breitenstein et al., 2011]. In addition to relying on a person detector’s
binary output, the proposed formulation utilized the detector’s confidence in its decision.
These detector confidences were treated as additional evidence by the graded observation
model; in addition to generic object detectors, on-line instance-specific models were trained.
Tracking was posed as a filtering problem so that only information from the past needed
to be considered.
2.3 Recognition of Actions
In this thesis we demonstrate the effectiveness of our scene representation for tracking in
the parking-lot scenarios. However, in many applications tracking is followed by action- or
activity-recognition. In this section we highlight the relevant approaches where knowledge
of the scene is exploited for recognition of human activity.
Given motion patterns of people interacting with a static environment, it may be pos-
sible to automatically label regions in this environment with typical human activities. In
[Demirdjian et al., 2002] for each tracked person in an office environment their ground-
plane velocity and height above the ground plane were sampled in time. These samples
were clustered with respect to spatial attributes to yield a set of activity zones. A proposed
application of such activity zones was demonstrated for an office environment where ambi-
ent parameters, e.g., lighting, were automatically controlled based on human activities. In
[Peursum et al., 2005] regions of an office environment were labelled using the articulated
pose of a human subject; robustness to occlusions was handled by using four overhead
cameras. The knowledge of static activity zones in a kitchen environment was exploited in
[Fleischman et al., 2006]; in a static overhead view of the kitchen, its furniture and large
appliances were “traced over as regions of interest.” Motion history in the vicinity of these
regions was mined for frequent patterns and a hierarchical representation of typical activi-
ties was computed. In [Breitenstein et al., 2008] a camera’s field of view captured an urban
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outdoor scene. A formulation to recover 3D scene geometry from pedestrian detections was
proposed. The approach also recovered a walkability map in the image plane and in 3D.
In [Renno et al., 2007] motion patterns of commuters in a subway station were analyzed,
and static occluding layers corresponding to the turnstiles were learned. The knowledge of
these occluding layers improved tracking accuracy.
One limitation of all of these approaches stems from an assumption of a static scene.
Indeed, in a parking-lot scenario, it may not be practical to learn activity zones around
vehicles since these vehicles arrive and depart at random.
In order to recognize actions of people in dynamic environments, activity-grammar
representations have been proposed. In [Moore et al., 1999] an object-centric model of ap-
pearance and action was proposed and formulated as the Generalized Class Model (GCM).
Each GCM encapsulated an object’s appearance—e.g., a bounding box—and possible mo-
tion patterns near this object—e.g., writing motion. A scene was modelled as instances
of GCM’s whose location and identity were inferred dynamically based on image evidence
via a Bayesian Belief Network. Because of the advantageous viewing conditions, e.g., an
overhead camera in the case of a working-at-a-desk scenario, the proposed formulation
did not need to account for depth-ordering and inter-occlusions of GCM’s. In [Ivanov
and Bobick, 2000] parking-lot interactions of pedestrians and vehicles were recognized by
stochastic context-free grammars; one of the applications involved parking-lot surveillance.
However, in the chosen camera viewpoint, high above the parking lot, few occlusions could
be observed. Furthermore, it was not reported how such an approach could be extended to
viewpoints in which occlusions are more severe. An approach to recognize person-vehicle
interactions in the presence of occlusions was proposed in [Ryoo et al., 2010]. It adopted
a Hidden Markov Model formulation, where the labels of hidden states included approach
the vehicle, open a door, close a door, etc. To compute the state-likelihood, image evidence
was compared against the rendered 3D articulated vehicle and person models; the depth-
order required for rendering was based in part on 2D image coordinates of pedestrians’
feet. Experimental validation was conducted on video sequences of multiple passengers
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interacting with a single vehicle.
Among the above approaches to modelling dynamic scenes, only [Moore et al., 1999]
can be thought of as proposing an object-centric representation: GCM’s instantiated in the
image plane. Thus, in principle this representation could be applied to scenes comprising
numerous GCM’s. Indeed, experimental results [Moore et al., 1999] included scenarios
with several model instances. However, as was mentioned earlier, due to the chosen cam-
era viewpoint, issues related to mutual occlusions of the instantiated GCM’s were not
addressed. Furthermore, interactions between GCM’s and the effect of these interactions
on the computational complexity of activity-recognition algorithms were not specified.
2.4 Advantages to the Proposed Approach
We highlight key differences between our scene representation and prior work in Table 2.1.
To make the comparison fair, we cite examples from prior work that are appropriate for
person-tracking in non-overlapping views given static and/or relocatable occluders.
We consider four scene representations for tracking: image-plane regions [Smith et al.,
2008, Yu et al., 2008, Yu and Medioni, 2009], depth-ordered layers [Jojic and Frey, 2001,
Zhou and Tao, 2003, Titsias and Williams, 2006], explicit 3D [Dahlkamp et al., 2007, Ryoo
et al., 2010, Leotta and Mundy, 2011], and layered graphical models defined in this thesis.
To summarize, our approach complements and extends the existing scene representa-
tions. Some of its benefits are as follows:
1. Our representation is derived from the layered paradigm. Therefore, we can take
advantage of the existing approaches to learn some of the layer’s parameters. For
example, 2D masks of relocatable occluders can, in principle, be learned using any
existing layered formulation. Although mask-learning in a layered formulation may
be too slow for a real-time application it is not a concern here, since in our represen-
tations 2D masks are acquired off-line.
2. Our representation is occluder-centric in the sense that it is developed for relocat-
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Table 2.1: Comparison of scene representations for person-tracking in non-
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able occluders and instantiated in the image plane where such relocatable occluders
come to rest. Thus, our representation makes explicit the relations between people,
whose tracks we wish to estimate, and the rest of the scene. As a consequence, the
computational complexity of a person-tracking algorithm with respect to the scene
can be derived in a straightforward fashion.
3. Our representation is implicit 3D in the sense that it models a person’s realistic mo-
tion patterns in the ground plane and the corresponding image evidence. It therefore
has the modelling capability of an explicit 3D representation but the advantage of
relying solely on image-plane computations during tracking. One benefit is that the
requirements of exact camera calibration during off-line database construction can
be relaxed. Another benefit is that our scene representation can be maintained au-
tomatically when the image contrast and resolution may not be sufficient to enable
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3D model-based alignment.
4. Our representation is efficient in the sense that it is instantiated only in the im-
age regions that cover relocatable occluders at rest. Therefore, the computational
complexity of tracking a variable number of pedestrians does not depend on the im-
age evidence in the rest of the scene. Furthermore in a complete system our scene
representation does not constrain the choices of free-space person-trackers.
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Chapter 3
Scene Representation: Layered Graphical Models
We begin by conveying the basic idea of our approach using one practical application:
parking-lot surveillance. We pick this example for the sake of concreteness, and not because
our representation favors this particular application over other examples mentioned earlier.
3.1 Basic Idea
The key concept behind the approach is an occluder-centered representation. This rep-
resentation encapsulates our prior knowledge of a person’s motion around a relocatable
object in the ground plane and where this motion would be observed in the image plane.
For illustration, we define our object-centric model for the white sedan at the front of the
parking lot in Fig. 3·1.
Because only the projection of motion in activity zones may be observed, our occluder-
centric model is instantiated as a graphical model layer in the image plane. Expressing 3D
mobility and visibility constraints implicitly in a layered framework opens the possibility
of employing simpler image-plane techniques during inference.
In our global scene representation, a separate graphical-model layer is instantiated for
every parked vehicle. For example, in Fig. 3·1, one layer is instantiated for the white sedan,
another for the black SUV behind it, etc. Overlapping layers are depth-ordered, so we refer
to the global scene representation as depth-ordered layers of graphical models.
An application of our formulation to pedestrian-tracking in a parking lot is summarized
in the diagram of Fig. 3·2. Input video frames feed into a module that tracks vehicles as
they arrive, park, or depart. When a vehicle parks, a pre-computed object-centric graphical
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Figure 3·1: To convey the basic idea, we focus on one application, track-
ing of pedestrians in a parking lot, and define our object-centered rep-
resentation for the white sedan at the front of the parking lot. (a) We
tessellate the ground plane around the vehicle into activity zones. (b) A
first-order Markov process on these activity zones captures motion patterns
of pedestrians around vehicles. (c) In the image plane, rectangular obser-
vation regions, three of which are shown, are depth-ordered with respect to
the vehicle’s occlusion mask. This object-centered representation, called a
graphical-model layer, is instantiated for every parked vehicle and composed
as depth-ordered layers that interact.
Figure 3·2: This figure shows an application of our formulation: tracking
pedestrians in a parking lot. The proposed scene representation enables
tracking of pedestrians despite prolonged, severe occlusions; this represen-
tation is assembled on-the-fly using a database of pre-computed graphical-
model layers. Please see the text for further details.
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model is retrieved from the database of such models and instantiated as a layer in our global
scene representation. Pre-computing a database of models is possible since the camera is
fixed and a number of methods can be used to obtain ground plane calibration [Renno et al.,
2002, Lv et al., 2006]. When a vehicle “un-parks” its layer is removed from the global scene
representation. Layers in the global scene representation interact: observations are shared
between the instantiated models, and links are added so that a pedestrian can transition
between layers. By accounting for image evidence in a way that is sensitive to the number,
image location, and depth-ordering of the pedestrians near vehicles, the system tracks a
variable number of such pedestrians over time. We next present our approach in-depth.
3.2 Local Representation: Graphical-Model Layer
A graphical-model layer encapsulates our prior knowledge of a person’s motion around a
relocatable object in the ground plane and our knowledge of where this motion would be
observed in the image plane. This is an object-centered representation.
Table 3.1: Notation for graphical-model layer formulation.
ζ ground-plane activity zone
Y a person’s state defined over ζ’s; yt is her location at time t
M image-plane occlusion mask of the graphical-model layer
r image-plane observation region depth-ordered with respect to M
R the set of all observation regions for this graphical-model layer
O the set of per-pixel binary occlusion variables in R
Z observations in R
L the number of instantiated graphical-model layers in our global
scene representation
D depth-order of the instantiated graphical-model layers
Our notation for graphical-model layer formulation is summarized in Table 3.1. We
partition a subset of the ground plane around the relocatable object into N bounded
regions, called activity zones. In our implementation activity zones are equally-sized non-
overlapping squares, where each square is large enough to accommodate a person. In
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Figure 3·3: (a) A relocatable object in 3D is shown as a squat box, while
a person standing behind it is shown as a tall box. A subset of the ground
plane around a relocatable occluder is partitioned into activity zones ζi’s. A
person’s motion on these zones is modelled as a first-order Markov process.
For example, a stochastic transition from ζ1 to ζ2 is likely, while transition
from ζ1 to ζ3 is not. (b) The occlusion mask M and a subset of R compris-
ing three depth-ordered observation regions are shown. (c) The transition
matrix for a model with sixteen activity zones encodes the ring topology
where the self-transition and transitions to the left and the right neighbors
are equally likely; darker colors encode higher probability of transition.
Fig. 3·3a the squat box corresponds to a relocatable object. Three of its activity zones are
labelled ζ1, ζ2, ζ3. We emphasize that this is not the only way activity zones can be defined.
For example, one could contemplate scenarios in which zones vary in size, overlap, or do
not even lie in the same plane.
We are ultimately interested in person-tracking on activity zones. Therefore, we encode
the person’s state as a random binary N -dimensional vector Y . For Y to be a valid state,
its elements must sum to one.
We model Yt as a first-order Markov process, where p(Yt+1|Yt) reflects dynamics of the
person and mobility constraints imposed by the relocatable object. In the example shown in
Fig. 3·3a it is reasonable to expect that the probability of a transition from ζ1 to ζ2 is high,
while the probability of a transition from ζ1 to ζ3 is very low. These transition probabilities
are summarized in a transition matrix; a transition matrix for a simple example model is
illustrated in Fig. 3·3c.
A person standing in ζ is approximated in the image plane by a bounding rectangle
r, called an observation region. In our implementation observation regions correspond to
a height 1.8 meters to fully cover persons of likely heights. Projection of the relocatable
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object yields an occlusion mask M . Observation regions are depth-ordered with respect
to M . Fig. 3·3b shows the occlusion mask corresponding to the relocatable object in
Fig. 3·3a. For the three activity zones ζ1, ζ2, ζ3 we show the corresponding observation
regions r1, r2, r3 and their depth-order with respect to M . Observation region r1 is marked
with -1 indicating that it is behind M , r2 is marked with 0 indicating that this observation
region does not intersect M , and r3 is marked with +1 indicating that it is in front of M .
The set of depth-ordered observation regions is denoted by R.
We represent M as a set of binary random variables and their probabilities of being
equal to one. For every depth-ordered observation region ri and every pixel u ∈ ri we define
a binary random occlusion variable oi,u. Intuitively, p(oi,u), the probability of occlusion,
can be computed from the observation region’s depth-order and the occupancy of the
occlusion mask at that pixel. We define O = {oi,u} to be the set of all occlusion variables
in all observation regions.
In many practical applications, image evidence is computed for every image location
u. For example, moving-pixel-detection image, dense optical flow, and color, fall into this
category and have been applied to tracking humans. We denote by zu an observation at a
pixel u, and let Z = {zu} for all pixels in the image. These observations are generated by
conditioning on a particular state of a person y and occlusion variables O.
Our graphical-model layer with dependencies between all its variables made explicit
is summarized in Fig. 3·4a. A Hidden Markov Model interpretation is given in Fig. 3·4b,
where only the image evidence and activity zone nodes are shown.
3.3 Global Scene Model: Depth-Ordered Layers of Graphical Models
Our global scene representation is instantiated by specifying the model type, location, scale
and orientation for each of the L graphical-model layers in the scene. The number of layers
varies over time, as different relocatable objects arrive in and depart from the camera’s
field of view.
The graphical-model layers are arranged according to the depth-order D. In our im-
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Figure 3·4: (a) A single graphical-model layer is a generative model for
the observations Z given the occlusion mask M , depth-ordered observation
regions R, occlusion variables O, and the location of a person Y . When this
graphical-model layer is instantiated into the scene representation, R and M
are determined, and the probability of occlusion O is computed. Therefore,
during inference, we only need to estimate the person’s position Y given
the image evidence Z. (b) The generative model for a single person moving
around a relocatable occluder and resulting image evidence is summarized
by a two-slice Hidden Markov Model; here the dependence on R, M , and
O is implicit.
Figure 3·5: (a) In our global scene representation, comprising L layers,
observations Z are generated by conditioning on a person’s location in the
global state space Y and occlusion variables in all Ol’s. Occlusion variables
and the global state space are a function of the depth-order D that is de-
termined when the layers are instantiated. Therefore, during inference, our
objective is to infer Y given Z. (b) A two-slice DBN makes the structure of
Y explicit, as a collection of individual Yl’s. Connections between Yl,t and
Yl,l+1 are determined by the depth-order D. (c) An example scene with two
graphical-model layers. A person moves between zones around a relocat-
able object, but may also transition between these objects as specified by
p(Y1,t+1|Y1,t, Y2,t) and p(Y2,t+1|Y1,t, Y2,t).
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plementation we represent D as a set of variables, one for each pair of layers. The value
of each variable is +1 if the first layer occludes the second layer, −1 if the second layer
occludes the first one, and 0 if the two layers do not interact. We add a constraint on these
variables to ensure that no two layers may simultaneously occlude each other.
A person’s state space in this layered representation is defined on a concatenation
Y1, . . . , YL, with a constraint that any realization y1, . . . , yL sums to one. When not con-
cerned with the internal structure of the state space, we will refer to it as Y .
The graphical model corresponding to L instantiated graphical model layers is shown
in Fig. 3·5a. The generative model for a single person moving around the relocatable
occluders is summarized by Dynamic Bayes Net (DBN) in Fig. 3·5b, where dependence on
D is not drawn to avoid cluttering the diagram. As an example, in Fig. 3·5c we consider
a case where L = 2 and transitions from Y2 to Y1 and from Y1 to Y2 are allowed. This
DBN encodes the following scene model. A person either transitions within Y1, i.e., in
the activity zones around the first relocatable occluder or within Y2, i.e., in the activity
zones around second relocatable occluder. There exists an edge between a zone of the
first relocatable occluder and the second relocatable occluder, which allows the person
to transition between these occluders. Note that the structure of this example DBN is
not learned, but is instead determined by the interaction of the instantiated layers. This
interaction yields a global transition graph which we discuss next.
For a pair of zones owned by the same instantiated layer, the allowed one-step transi-
tions are defined by that layer’s graphical model. For a pair of zones owned by different
layers a one-step transition may be allowed if these zones are proximal and not separated
by an occlusion mask. This intuition can be formalized by the following connectivity test :
two vertices from different layers are linked by an edge if all of the following conditions
are satisfied: (a) their observation regions overlap and are approximately the same size (b)
these observation regions are not separated by an occlusion mask.
In the example in Fig. 3·6a three graphical-model layers with masks M1, M2, and M3
are shown, with arrows between masks indicating their depth-order. Observation region
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Figure 3·6: (a) An example global scene model with three depth-ordered,
interacting layers. (b) Based on layer membership, overlap, relative size,
and depth-order of observation regions r1, r2, r3, r4, our connectivity test is
satisfied for zone pairs (ζ1, ζ2) and (ζ3, ζ4). The edges added to the global
transition graph are shown as straight lines. (c) A subset of a global scene
from the PETS 2001 dataset, described in Sec. 6.3, with M1,M2,M3 corre-
sponding to the rightmost three models of the bottom-left image in Fig. 6·1;
four observation regions are shown. (d) The global transition matrix for
this scene contains transition matrices from each graphical-model layer on
its block-diagonal; these matrices are outlined with dashed lines. Layers
that own masks M1 and M2 interact, and the likely transitions between
their activity zones that satisfy our connectivity test can be seen off the
block-diagonal.
r1 is behind M1, r2 and r3 are respectively in-front of and non-overlapping M2, and r4 is
non-overlapping M3. Given this configuration of observation regions and occlusion masks,
our connectivity test is satisfied for the pairs of zones (ζ1, ζ2) and (ζ3, ζ4). The added edges
in the graphical model for the scene are shown as straight lines in Fig. 3·6b. In Fig. 3·6c we
show instantiated occluder masks for a subset of real scene. The resulting global transition
matrix is shown in Fig. 3·6d.
3.4 Accounting for Image Evidence in the Depth-Ordered Layers of
Graphical Models
Given the global scene model and incoming video we want to account for image evidence Z
in each frame as a function of a person’s location Y . For the sake of demonstrating our ap-
proach, we consider the case of binary features zu ∈ {0, 1}. These features may be obtained
by a moving-pixel detection algorithm based on background subtraction. Background sub-
traction tends to work on video sequences with relatively low resolution and contrast as the
recent approaches of [Fleuret et al., 2008, Ge and Collins, 2009] demonstrate. Other fea-
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Table 3.2: Notation for accounting for image evidence.
ml,u probability of the mask occupancy of layer l at image location u
oi,u probability of occlusion of observation region i at image location u
sk,u probability of the k-th person mask occupancy at image location u
y activity zone corresponding to the location of one person
y activity zones y1, . . . , yK for K persons
ry observation region corresponding to the activity zone y
q1 probability that a pixel of a moving object is assigned the moving
label
q2 probability that a pixel belonging to the stationary background is
assigned the moving label
tures may be possible within our model, but this is sufficient to demonstrate the proposed
method.
We summarize our notation for accounting for image evidence in Table 3.2. Recall
that the occlusions in each observation region r are modelled by a set of binary random
variables {ou}, u ∈ r. Let õu be shorthand for p(ou = 1) and m̃l,u be shorthand that pixel
u belongs to the occlusion mask of graphical-model layer l. The probability that a pixel u
in the observation region r is occluded can be computed from the set Fr of layers in front
of r’s layer:
õu = 1 − p(ou = 0) = 1 −
∏
l∈Fr
p(ml,u = 0) = 1 −
∏
l∈Fr
(1 − m̃l,u), (3.1)
which follows since the event that a pixel u is not occluded means that it is not covered by
any mask from the set Fr.
We define the mask of a person in an activity zone to be a rectangle equal to the
corresponding observation region. Formally, p(su = 1|y) equals one for any u ∈ ry and zero
everywhere else.
Zero- or one-person case. Given a person in state Y = y and the corresponding
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p(zu|su = 1, ou)p(ou|R,M)
(3.2)
which sums over all possible assignments of su ∈ {0, 1} and ou ∈ {0, 1} in the first line,
applies the chain rule on the second line, and substitutes the person’s mask in the third
line. Then
p(zu = 1|y,R,M) = q2 õu + q1(1 − õu) (3.3)
and
p(zu|y,R,M) = [q2 õu + q1(1 − õu)]
zu × [1 − (q2 õu + q1(1 − õu))]
1−zu . (3.4)









Lastly, for any pixel outside of the union of all the observation regions, we have p(zu) = 0.5.
These three disjoint regions account for all the pixels in the image.
Multiple-person case. It is straightforward to extend our formulation to the case of
K ≥ 1 people occupying distinct activity zones y1, . . . , yK . Although in some applications
activity zones may be designed to accommodate multiple people this case is left for future
work.
Our generative model accounts for the dynamics of K persons and their occlusion
relations in the observation regions. If Dpersons specifies the depth order and u is an image
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pixel that belongs to the non-empty intersection of the observation regions corresponding




;R,M) = p(zu|y;R,M). (3.7)
For the purpose of demonstrating our framework, we have assumed that the image evidence
takes the form of binary image masks. Binary image masks do not convey information
about the depth-order. Therefore, if at least one ou,k 6= 1
p(zu = 0|su,1 = 1, . . . , su,K = 1, ou,1, . . . , ou,K) = 1 − q1, (3.8)
and it can be shown that
p(zu = 0|y;R,M) =
∑
ou
p(zu = 0|s1,u = 1, . . . , sK,u = 1, o1,u, . . . , oK,u)
×p(o1,u, . . . , oK,u;R,M)
= (1 − q2)
∏
k







Since in practice q1 ≫ q2, in our implementation we only compute the first term, avoiding
summation whose complexity is exponential in the number of occluding layers at u.
Although observation regions for several persons may intersect, our tracking algorithm
will track these persons as distinct targets if their activity zones are not linked by an edge.
For example, if two people are proximate in the image plane, but have different depth-order
with respect to the same relocatable occluder, their separate identities will be preserved
by our tracker.
We conclude this section by briefly noting similarities with prior work. In [Fleuret et al.,
2008] a person was approximated by a rectangle, and a generative model was developed to
produce “ideal random images”. A pseudo-distance between those images and the actual
binary observations was used in constructing the likelihood of a person’s location. In [Sigal
and Black, 2006, Sigal, 2008] an occlusion-sensitive body-part-configuration likelihood was
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introduced. The image of each body part was divided into three disjoint sets of pixels:
those “underneath” the part Ω1, those in its immediate vicinity Ω2, and the rest Ω3. One
could also model Ω1∪Ω2 by blurring an occlusion mask. The notion of a positive center and
inhibitory frame also appeared in [Rasmussen and Hager, 2001]. In our case, the union of




Tracking a Variable Number of People with
Layered Graphical Models
Given the above layers-of-graphical-models representation, we now turn our attention to
tracking a variable number of people around relocatable occluders. We are interested
in developing tracking algorithms that may realize the full benefit of our scene repre-
sentation in scenarios characterized by noisy image evidence and other sources of uncer-
tainty. Therefore, in this chapter we define two tracking algorithms—one stochastic and
one deterministic—that model uncertainty in the locations of people in the vicinity of the
instantiated graphical-model layers.
The stochastic algorithm derived in this chapter is based on Reversible Jump Markov
Chain Monte Carlo (RJ MCMC) and offers the advantage of explicitly representing uncer-
tainty in a target’s location; it is implemented in a causal framework. The deterministic
algorithm derived in this chapter is based on the Viterbi decoding of the trellis comprising
the activity zones. The Viterbi-based algorithm offers the advantage of yielding a point
estimate of a target’s location; it is implemented in a sliding-window framework.
Our experiments in subsequent chapters will demonstrate the effectiveness of the
RJ MCMC-based and the Viterbi-based tracking algorithms for counting and localizing
people using our scene representation. At the same time it will become evident from the
experimental results that for scenarios such as parking-lot surveillance, which are char-
acterized by low resolution and noise image evidence, the sliding-window Viterbi-based
algorithm might be the preferred component of a complete system.
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4.1 Tracking People with Reversible Jump Markov Chain Monte Carlo
Inferring yt, the location of a target at time t, given Z1:t, the evidence in the last t image
frames is a challenging problem. The challenge stems from our inability in most cases to
evaluate in closed form multi-dimensional integrals involving p(Zt|yt), the state likelihood,
and p(yt|yt−1), the state transition probability functions. One strategy to overcome this
challenge is to approximate probability distributions by samples and the integrals involving
such distributions by finite sums [Andrieu et al., 2003]; this strategy has been extended to
target-tracking where the probability distributions vary with time [Doucet et al., 2001].
In scenarios where K targets are present in the scene, estimating the multi-target
state Yt = {yk}
K
k=1 might become more challenging. One difficulty could stem from the
interactions of targets’ dynamics yielding complex dependencies between Yt−1 and Yt.
Such complex dependencies may be approximated by sampling. For example, when the
approximation takes the form of Markov Chain Monte Carlo (MCMC), [Khan et al., 2004]
proposed to sample from the interaction factors.
In some application domains K is unknown and varies with time. Therefore, K and
p(Yt|Z1:t) must be estimated for each t, making the exact inference impractical in many
cases. One approach to approximate K and p(Yt|Z1:t) jointly that might be practical
from the standpoint of computational complexity is via RJ MCMC. In this formulation,
the varying state-space dimensionality is handled by employing birth and death moves
to hypothesize a new target or remove an existing one. Examples of tracking a variable
number of targets in video sequences via RJ MCMC include [Khan et al., 2005] for ant
colonies and [Smith et al., 2005a, Smith et al., 2008] for tracking multiple persons.
We now define the RJ MCMC tracking algorithm for scenes comprising the instantiated
graphical-model layers; the notation is summarized in Table 4.1. As is common practice
[Khan et al., 2005, Smith et al., 2008], the multi-target filtering distribution is expressed
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Table 4.1: Notation for RJ MCMC-based tracking formulation.
p(Zt|Yt) observation likelihood at time t




t } chain of RJ MCMC sampled states at time t
Yn∗t a proposed state at iteration n of RJ MCMC chain for time t
Ynt accepted state at n
th iteration
i∗ id of target chosen at an RJ MCMC iteration to apply one of the
moves, i∗ ∈ {1, ...,K + 1}
αb, αd, αu, αs acceptance probabilities for RJ MCMC moves
pv(·) probability for sampling each of four moves
pV (·|·) target dynamics
Ni neighbors of target i in the interaction graph built on-the-fly
φ(yi, yj) interaction term to prevent collapse of multiple people states onto a
single location















where each sample Y
(n)
t defines a valid multi-person configuration on the activity zones of
our instantiated scene model.
Samples from Eq. 4.2 are drawn via RJ MCMC with four move types: birth, death,
update, swap. Birth changes the model order from K to K +1, Death is its inverse, Update
changes a target’s position, and Swap swaps identities for a pair of targets.
In iteration n of the MCMC chain at time t, a state Y′t is chosen at random from the




t−1} . A target i∗ and move v are randomly chosen
34
and applied to Y′t, resulting in a proposed state Y
n∗
t . If the sample Y
n∗










The birth move’s proposal distribution qb(·) keeps all current objects fixed and assigns
non-zero probability to configurations containing a new target i∗. The interaction φ(yi, yj)
prevent states of multiple people from collapsing onto a single location. The acceptance
ratio is



















The death move’s proposal distribution qd(·) assigns non-zero probability to configurations
in which all objects are fixed and i∗ has been removed. The acceptance ratio is




















The update move’s proposal distribution incorporates target dynamics pV (·) for target i
∗























The Swap move’s proposal distribution swaps two targets’ state values and histories, keep-














The computational complexity of an RJ MCMC-based person tracker with S samples in




pv · Cv), v ∈ {birth,death,move, swap}, (4.7)
where Cv is the computational complexity of evaluating each of the four moves. This
equation is noteworthy not because of what it explicitly states, which follows from the
axioms of probability, but because of what is left out.
The first dependency that appears to be missing from Eq. 4.7 is on K, the number
of people in the scene. This may seem seem implausible since we would expect to require
more samples in the Markov chain to approximate the posterior distribution as the number
of people in the scene increases. Indeed, this intuition is borne out in practice, but the
precise relation between K and S is not easily derived. Some of the difficulties associated
with obtaining the theoretical bounds on the number of Markov chain samples required to
obtain an independent sample from the posterior distribution are highlighted in [MacKay,
2003].
The second dependency that appears to be missing from Eq. 4.7 is that Cv is not
written as a function of S. Indeed, one of the theoretical advantages of RJ MCMC is that
the acceptance ratios may not require the evaluation of integrals or summations over the
samples, since, for example, the partition function cancels out between the numerator and
the denominator.
In extending RJ MCMC to our scene representation we can realize another advantage
in terms of computational complexity. Since Yt is defined on activity zones which define a
finite set, the evaluation of a function that depends only on Yt may be cached. In particular,
the state likelihood function p(Zt|Yt) is a function of Yt only. Therefore when the Markov
chain at time t is generated, the state likelihood values required by the acceptance tests
can be efficiently cached in a data structure. In our experiments we have found that this
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simple trick tends to speed up the throughput of our tracker severalfold.
It is evident that Cv would in general depend on the dimensionality of the image
evidence. In our scene representation, Cv may be a function of the number of pixels in
the union of all the observation regions. Because the observation regions tend to overlap,
further speedups may be possible; we do not consider them in detail since the RJ MCMC-
based tracker would not be a preferred match for our scene representation. However, some
of these speedups will be realized for our Viterbi-based tracker, which we derive next.
4.2 Tracking People with the Viterbi Algorithm
In some applications, such as video-based surveillance, it might be necessary to summarize
a tracker’s output in every frame as a tracking answer, comprising the number and the
location of the people in the scene. To compute such an answer, a tracking algorithm that
computes a probability distribution over the locations and possibly the number of people
in the scene would need to be followed by a post-processing stage. In the case of our scene
representation, such a post-processing stage might require computing an expectation with
respect to the activity zones.
Thus, the motivations for developing an alternative to RJ MCMC tracking formulation
include our interest in directly computing the tracking answer. In designing such a tracker,
one of the benefits we realize is being able to consider image evidence in a window of
T consecutive frames. During tracking, these temporal windows overlap to allow tracks
established in the previous window to be continued. The details of our tracking algorithm
are presented next.
Formulation. To handle a variable number of persons, we augment our global scene
representation with an additional virtual activity zone. The virtual activity zone can
accommodate multiple people, and a person’s track may enter or exit this zone at any
time; since people in the virtual activity zone are not visible, the virtual activity zone has
no corresponding observation region. We summarize our notation for tracking in Table 4.2.
Let Yt be the location of all people at time t, and let Y1:T be shorthand for Y1, . . . ,YT
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Table 4.2: Notation for Viterbi-based tracking formulation.
T number of video frames in a temporal window; t ∈ [1, T ]
y1:T a sequence of activity zones, i.e., a person’s track
Yt location of all people at time t
Y1:T sequence Y1, . . . ,YT
L(y1:T ;Y1:T , Z1:T ) log-likelihood of a track given other tracks Y1:T and observation
sequence Z1:T
in the temporal window of T image frames. The quantity of interest is the posterior
distribution p(Y1:T |Z1:T ), which is proportional to the likelihood of the multi-person state
multiplied by the prior:
p(Y1:T |Z1:T ) ∝ p(Z1:T |Y1:T )p(Y1:T ). (4.8)
We want to approximate the posterior distribution by a point estimate that yields a maxi-
mum. However, since trajectories are coupled via an exclusive-zone-occupancy constraint,
maximizing the posterior jointly would be intractable, given the number of zones and
potential trajectories. As suggested in [Fleuret et al., 2008], we estimate trajectories se-
quentially. Given a person’s Markov process on activity zones, the probability of a single
trajectory y1:T , given the set of already-found trajectories Y1:T , and image evidence Z1:T ,
can be written as











Given such recursive dependency between time slices, the most probable trajectory






can be found efficiently using the Viterbi algorithm.
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As was mentioned in Sec. 3.4, our approach to account for image evidence handles the
case when multiple people occupy distinct activity zones, but their observation regions
overlap in the image plane. In many cases, such as when these people are separated by
a relocatable occluder, the resulting zone transition graph will ensure they are tracked as
distinct targets.
Practical considerations. While in principle it may be possible to directly implement
Eq. 4.10, we have found it advantageous to adopt two enhancements. First, as is the
common practice, we maximize the log-likelihood of the track L(y1:T ;Y1:T , Z1:T ) obtained
by taking the logarithm of Eq. 4.10. Second, we extend L by introducing multiplicative
weights for the image-evidence and activity-zone transition terms. These weights allow us
to tune the performance of our tracker for the challenging scenario caused by low image
resolution and contrast. With this extension, our track log-likelihood becomes
L(y1:T ;Y1:T , Z1:T ) = ℓinit(y1)+ℓimg(y1;Y1, Z1)+
T∑
t=2
{ℓtrans(yt; yt−1,Yt) + ℓimg(yt;Yt, Zt)}.
(4.11)
In Eq. 4.11 we define ℓinit(y1) = 0 if y1 corresponds to the virtual activity zone, and
−c0 otherwise. We define ℓimg(yt;Yt, Zt) = c1 log p(Zt|yt,Yt). To design the transition
likelihood, ℓtrans(yt; yt−1,Yt), we consider four cases. When yt−1 corresponds to the virtual
activity zone, but yt does not, we define ℓtrans(yt; yt−1,Yt) = −c0 as before. When neither yt
nor yt−1 correspond to the virtual activity zone, and the activity-zone occupancy constraint
is not violated, we define ℓtrans(yt; yt−1,Yt) = c2 log p(yt|yt−1); the limit on activity-zone
occupancy is enforced by defining ℓtrans(yt; yt−1,Yt) = −∞ if yt is already occupied by Yt.
When a person transitions into the virtual activity zone, we define ℓtrans(yt; yt−1,Yt) = −c3,
and when a person remains in the virtual activity zone we define ℓtrans(yt; yt−1,Yt) = −c4.
While the resulting set of multiplicative weights may not be the only way to extend L for
our challenging scenarios, it has the advantage of simply enumerating all cases of interest.




1:T , Z1:T ,
where for each triplet we require that L(y+1:T ;Z1:T ) > L(y
−
1:T ;Z1:T ). Finding a feasible c
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is then formulated and solved as a linear program. This approach to learning L would
have limited practical use if it had to be applied to each temporal window, and would be
computationally demanding if L had to be re-learned each time a graphical-model layer
was instantiated or removed from our global scene representation. While the analysis of
generalization guarantees is left for future work, in our experiments we found that a single
trained L tends to work well across different dynamic scenes, with varying numbers of
relocatable occluders.
Given L in Eq. 4.11 our top-level tracking algorithm is straightforward and comprises
two stages. In the first stage the algorithm attempts to extend every track from the previ-
ous temporal window, starting with the longest track; in the second stage, the algorithm
attempts to find new tracks. Each stage of the algorithm terminates once the relative
increase in the log-likelihood becomes less than a threshold; thus the top-level algorithm
has one tunable parameter.
4.2.1 Computational Complexity
As shown in [Duda et al., 2001], the computational complexity of a direct application of
the Viterbi algorithm to an observation sequence of length T generated by an HMM with
N states is O(T · N2). To extend this analysis to our person-tracker, we note that if Ω is
the set of all the pixels in all the observation regions, then the computational complexity
of evaluating ℓimg is linear in its cardinality, i.e., O(|Ω|). By the design of our tracking
algorithm, the computational cost of estimating K tracks is linear in K. Therefore, the
computational complexity of estimating trajectories of K persons over T frames on N
activity zones is
O(K[ T · N2
︸ ︷︷ ︸
transitions




The computational complexity of evaluating the image likelihood for each slice of the
dynamic programming may be further reduced by sharing computations between the ob-
servation regions. In our implementation, a base image likelihood is evaluated once for
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each time slice and is then used to compute ℓimg(y; ·) in a way that only considers the
image evidence localized to ry. This reduces the overall computational complexity to







where |raverage| is an average size of the observation region.
In a fully-optimized implementation, the computational complexity can be significantly
less than specified in Eq. 4.13. For example, to extend a pedestrian track one can exploit
the pedestrian’s mobility constraints to avoid computing activity-zone transitions for the
entire parking lot.
4.2.2 Dealing with Uncertainty
Potential sources of uncertainty in our system include noisy image measurements and
imprecise instantiation of model layers. This measurement noise and imprecision in the
scene model can propagate into the estimates of the number of pedestrians and their
positions in the scene.
In our formulation, noisy image measurements are handled by aggregating image ev-
idence within the observation regions and across time in our Viterbi-based tracker in
Eq. 4.10. Uncertainty in the scene representation is handled by explicitly taking the
probability of occlusion at each pixel of an observation region into account in Eq. 3.2.
This probability of occlusion is based on “soft” occupancy of each layer’s occlusion mask
in Eq. 3.1, and therefore allows our person-tracker to explicitly account for the layers’
positional uncertainty.
Additional steps can be taken to account for the propagation of noise and errors in our
formulation. For instance, measurement noise can also be accounted for in our DBN model
by using the sum-product algorithm [Kschischang et al., 2001] to compute the marginal
distributions over activity zones for every video frame.
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4.3 Comparison of the RJ MCMC-based and the Viterbi-based Tracking
Algorithms
In this chapter we have derived two algorithms for tracking a variable number of people
in the vicinity of instantiated graphical-model layers. Both algorithms were able to realize
the benefit of our scene representation by inferring the likely sequence of the activity zones
using the image evidence in the observation regions.
The RJ MCMC-based algorithm offers several advantages. The uncertainty in the
location of people in the scene is explicitly represented as samples in the Markov chain. The
algorithm can cope with complex dependencies in the multi-target dynamics by evaluating
pairwise potentials in the interaction graph built on-the-fly. The computational complexity
of the algorithm is linear in the number of samples in the Markov chain. Computational
speedups may be realized due to the finite cardinality of the state space and the typical
overlap in the observation regions.
In some cases the RJ MCMC-based tracker might not be the preferred choice. For
example, if an application requires that a sampling-based tracking algorithm provide a
tracking answer, a post-processing step may be necessary. In the case of RJ MCMC derived
for the activity zones, the post-processing step might require computing an expectation over
the activity zones; if the samples in the Markov chain are not concentrated, computing the
answer may not be straightforward. Another aspect of the RJ MCMC algorithm that needs
to be noted is that the number of targets in the scene is computed deterministically. An
approach to model uncertainty in the number of targets in a sampling formulation was
demonstrated in [Sidenbladh and Wirkander, 2003] based on finite set statistics (FISST),
but it is not clear if the increase in the computational complexity of FISST as the number
of targets increases would make this approach practical.
The Viterbi-based algorithm also offers several advantages. The algorithm computes
the tracking answer for the location and the number of the targets in the scene; thus
no post-processing step is necessary. The algorithm is practical to apply in a temporal
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window of video frames, which tends to improve accuracy; a sliding-window implementation
allows the algorithm to run causally. The computational complexity of the Viterbi-based
algorithm can be derived in a straightforward manner. The computational complexity of
the algorithm may be reduced by re-using the computations in the Viterbi trellis.
In some cases the Viterbi-based tracking algorithm might not be applicable. For ex-
ample, some video-analytics applications may require a probability distribution over the
activity zones or over the tracks. Some of this information, such as marginal distributions
for each activity zone, can be computed in a post-processing step, e.g., [Kschischang et al.,
2001]. However, it might not be straightforward to obtain the joint distribution over all
the quantities of interest, such as the number and the location of the complete tracks in a
window of video frames using the output of the Viterbi-based tracker.
In the following two chapters we will demonstrate the effectiveness of our scene repre-
sentation for tracking people in the vicinity of the relocatable occluders in the presence of
occlusions. In order for us to quantitatively compare the output of our tracking algorithm
with the state of the art, we require that the tracking algorithm compute the tracking an-
swer for each video frame of a test sequence. Since the RJ MCMC-based algorithm requires
a post-processing stage to compute such an answer and because deriving the tracking an-
swer might not be straightforward in all cases, this tracking algorithm will be evaluated




Experiments with the RJ MCMC-based Tracker
In this chapter we demonstrate the effectiveness of our scene representation in conjunction
with the RJ MCMC tracker developed in Sec. 4.1. For our experiments we chose an
indoor dataset captured in a computer laboratory and an outdoor dataset captured in
a parking lot of an office building. As was mentioned in the previous chapter, the RJ
MCMC tracker has a number of theoretical benefits, but it may not be the preferred choice
in challenging scenarios characterized by low resolution and poor contrast. Nonetheless,
qualitative assessment of the failure modes of the RJ MCMC tracker might provide some
insights for its applicability to novel problem domains.
5.1 Datasets and Implementation Details
Before proceeding with the evaluation we describe the datasets and the implementation
details of our RJ MCMC tracker.
Computer Laboratory dataset. This dataset was collected in a computer labora-
tory, and was presented in [Ablavsky et al., 2008]. In this dataset the scene comprises
occluders—desks and computer monitors—that remain stationary throughout the video
sequences. Persons walking in the laboratory become partially occluded when they step
inside the aisles between the rows of desks. The video sequences are captured with a color
Sony camcorder with resolution of 720 x 480 pixels, non-interlaced at 15 fields per second.
A person of average height projects onto a rectangle of size 180 x 360 pixels in the near
field, and of size 45 x 160 pixels in the far field.
For this dataset we demonstrate that the benefit of our scene representation can be
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Figure 5·1: Selected video frames from the test sequence of our Computer
Laboratory dataset are shown in (a); observation regions selected from the
three desk aisles are shown in (b); the occlusion variables for these observa-
tion regions are visualized as binary masks in (c) with blue (dark) indicating
a high probability of occlusion.
realized with an approximate scene geometry, rather an an explicit 3D-to-2D mapping.
Indeed, observation regions are specified by manually annotating bounding rectangles of a
walking person in several video frames and computing the remaining observation regions via
interpolation; our scene representation for this dataset comprises 64 observation regions.
Since the computer monitors and the desks remain stationary it is practical to specify
their static occlusion masks and their depth-order with respect to the observation regions.
Example video frames and observation regions are shown in Fig. 5·1.
Cambridge Office Park 2007 dataset. This dataset and the corresponding database
of graphical-model layers are described in detail in Chapter 6, which focuses on the evalu-
ation of our Viterbi-based tracker. Briefly, video sequences in the COP2007 dataset were
collected at an office park in Cambridge, MA, during the morning and evening peak hours.
The image size in each of these videos is 720 x 480 pixels; the projected size of vehicles
ranges from 170 x 70 up front to 54 x 19 in the middle of the parking lot; an unoccluded
person in the middle of the parking lot projects onto a bounding rectangle of size 10 x
18. To generate a database we define five relocatable object types—sedan, van, hatchback,
station wagon, and mini-van—and for each type we define a coarse 3D polygonal mesh, and
define a ring of square, non-overlapping activity zones around a vehicle. To demonstrate
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Figure 5·2: This figure shows the tracking results for the Computer Lab-
oratory test video sequence. Samples of p(Yt|Z1:t) in the Markov chain
are visualized their corresponding observation regions, color-coded by each
target’s id. The temporal index of each image frame is indicated in its
upper-left corner.
the RJ MCMC-tracker we focus on the video sequences which do not contain examples of
vehicles arriving and departing legal parking spaces; thus, an automatic scene-maintenance
module is not implemented.
5.2 Qualitative Evaluation
We apply our RJ MCMC tracker to our two test datasets and compare the lifespan of the
estimated tracks with the image-truth annotated by a human subject.
Evaluation on the Computer Laboratory dataset. For this dataset, parameters
of our tracker are specified as follows. The probabilities of the birth, death, update moves
are set to 0.1, 0.01, 0.09 respectively; the probability of the swap move is set to 0 since
a person’s texture is not explicitly represented by our generative model. The interaction
potential for a pair of activity zones is modelled as φ(·, ·) ∝ exp(−λµ), with µ equal to the
overlap between the observation regions corresponding to the two activity zones. We set
λ = 100 for a pair of activity zones owned by the same layer and λ = 0 for a pair of activity
zones owned by different layers. A total of forty samples are drawn in an RJ MCMC chain
at each time step; as is standard practice, e.g.,[Smith et al., 2005b, Khan et al., 2005], the
first 25% are regarded as burn-in samples.
We run our RJ-MCMC tracker on our scene representation for the Computer Labora-
tory test sequence. The tracker’s output is compared with the image-truth specified by a
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human subject. The image-truth comprises a temporal lifespan for each target.
The initial video frames of our test sequence contain no people in the scene, and our
tracker correctly explains image evidence in the observation regions with zero people. As
the first person enters the scene from the right at t = 330, our tracker correctly switches
to a one-person state-space configuration via the birth move; the temporal discrepancy
between the time of the first track’s initialization and the image truth is approximately ten
frames, i.e., less than one second. The second person enters the scene at t = 550, and our
tracker correctly switches to the two-person configuration via the birth move; the temporal
discrepancy with the image truth is approximately ten frames. The third person enters
the scene at approximately t = 760, and our tracker correctly switches to the three-person
state-space configuration; the temporal discrepancy with the image truth is approximately
twenty frames, less than two seconds. In all three cases our tracker accepts the birth move
slightly before the image truth.
We visualize the output of our tracker in Fig. 5·2. In this visualization, p(Yt|Z1:t),
the posterior distribution for the multi-person state space with respect to activity zones
is shown as the bounding rectangles of the observation regions. As Fig. 5·2 shows, for
the Computer Laboratory test sequence, the Markov-chain samples for first person are
concentrated in the correct activity zones. Indeed, since the observation regions partition
the image plane somewhat coarsely, it is to be expected that a sampling-based tracker such
as ours would represent a person’s state as samples over several adjacent activity zones.
As Fig. 5·2 shows, the samples in our Markov chain are concentrated in the activity
zones whose observation regions are well-localized to the image evidence. Indeed, when
the second person enters the scene and subsequently overlaps with the first person in the
image plane, the Markov-chain samples from the posterior distribution correctly follow the
two targets through occlusion. With the appearance of the third person, the posterior
distribution remains concentrated on all three targets in spite of occlusions by each other
and also the desks and the computer workstations.a
In Fig. 5·3 we visualize the number of the targets and their lifespan as estimated by our
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Figure 5·3: Tracking result timelines for the Computer Laboratory se-
quence whose sample frames are shown in Fig. 5·2. The vertical axis gives
the track id and horizontal axis the frame numbers. The horizontal blue
(dark) segments are ground-truth start and end for person tracks. The
circles in red (light gray) are tracking results for our approach. The first
person enters the scene shortly after frame 300, the second person enters
the scene shortly before frame 600, and the third person enters the scene
shortly before frame 800. The temporal difference between the frame index
a person becomes fully-visible and the frame index at which our system cre-
ates the corresponding track, tends to be less than two seconds. Solid circles
indicate that the person was hypothesized in the correct layer, and open cir-
cles imply an incorrect layer. Vertical lines mark instances of inter-person
occlusions.
RJ MCMC-based tracker. The lifespan of each estimated track is visualized as a sequence
of circles, one for each ten frames of the test video sequence. The image-truth lifespan for
each of the three targets is shown as a horizontal solid blue line. As was mentioned earlier,
the start of the image-truth tracks is less than two seconds apart from the start of our
system’s tracks.
We also visualize the association of a person with the correct occlusion layer. A filled
red (light-gray) circle indicates that our tracker made the correct association. For the
majority of the time frames the association is correct. One source of misassociation seems
to be occur at the start of each track. This may be due to targets entering the scene from
the right-hand-side of the image and being occluded by both the computer monitor and
the edge of the image.
In the parking-lot surveillance domains characterized by low contrast and low signal-
to-noise ratio, the RJ MCMC-based tracker might not be the preferred match to our scene
representation. Therefore, in the remainder of this chapter we focus on the evaluation of
the Viterbi-based tracker.
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Evaluation on the COP2007 dataset. The evaluation of our RJ MCMC-based
tracker focused on two video sequences, called MINI Cooper and “far-field.” In the MINI
Cooper video sequence, two pedestrians initially appear unoccluded near rows of parked ve-
hicles, then proceed to walk between the vehicles toward a MINI Cooper. In the “far-field”
video sequence, the capability of our scene representation to handle low image resolution is
demonstrated; the pedestrians emerging from vehicles are less than twenty-five pixels tall.
We choose a subset of 350 frames from the MINI Cooper sequence, with two persons
walking between the vehicles, to run our proposed approach. Probabilities for birth, death,
and update moves were set to [0.0001, 0.0001, 0.9999] as within this sequence the number
of persons to track is constant. In Fig. 5·4 frame 1171, we initialized the tracker to track
two pedestrians at locations indicated by green arrows. A subset of the observation regions
that overlap with pedestrians in the first frame are chosen as initial particles. In frame
1221, despite severe occlusion the particle set concentrates around the true location. In
frame 1386 uncertainty in depth for one pedestrian causes particles (dark blue) to diffuse a
bit. In frame 1514, particles are correctly concentrated on both sides of the MINI Cooper.
We do not know of any other system that can correctly place two closely-spaced targets
on both sides of an occluding layer in such a setting.
For the “far-field” sequence, we use 350 frames with interesting activity as shown in
Fig. 5·5. A vehicle (indicated by the orange arrow) passes as pedestrians (green arrows) get
out of parked cars. Birth, death, and update move probabilities are set to [0.001, 0.0005,
0.9985] so the system creates and deleted tracks on its own. A person in the farthest car
remains seated after opening the driver-side door; his track hence latches onto the moving
car and terminates as the car moves away from the observation regions. The person exits
his car eventually, and his track is picked up and continues until the end of the sequence.
The driver of the mini-van in the mid-field walks around his vehicle as the car passes.
His track is not lost, because the activity zones corresponding to the observation regions
activated by the car do not have transitions from the persons location. Instead, a new
short track is created. As in the case of the MINI Cooper sequence, inferred activity zones
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Figure 5·4: Tracking results for the MINI Cooper test video sequence of
the COP2007 dataset are visualized as samples of p(Yt|Z1:t) in the Markov
chain. Arrows point to the image-truth locations of the two pedestrians in
the scene.
50
Figure 5·5: Tracking results for the “far-field” test video sequence from
the COP2007 dataset are visualized as samples of p(Yt|Z1:t) in the Markov
chain. Green (light) arrows point to the image-truth locations of the two
pedestrians in the scene; orange (dark) arrows point to the moving vehicle.
reveal proximity to driver-side door and the passenger-side door.
Experiments with the three video sequences demonstrate the effectiveness of our scene
representation for tracking partially-occluding moving persons. Our C++ tracking code
runs at 4fps for the Computer Laboratory video and at almost video-frame-rate for the out-
door sequences, making it practical for real-time applications. In the case of the Computer
Laboratory dataset, our tracking algorithm was able to accurately estimate the number and
the location of people in the scene; the multi-person posterior distribution remained con-
centrated around the correct locations throughout occlusions. In the case of the COP2007
dataset the RJ MCMC-based tracking algorithm can automatically detect new people
emerging from vehicles and track pedestrians through severe occlusions.
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However, we have also found that due to the extremely low resolution and poor contrast,
the samples tended to spread across the neighboring activity zones a bit. In some cases
when the death proposal was accepted but according to the RJ MCMC formulation the
target’s samples remained in the Markov chain, they tended to diffuse over the activity
zones. In principle, such diffusion could be remedied in a post-processing step common
in many tracking formulations, [Xing et al., 2009, Yu and Medioni, 2009]. In applications
such as parking-lot surveillance that require a point estimate of the targets’ locations, it
might be desirable to try a different algorithm. One such algorithm is our Viterbi-based
tracker, and we evaluate its performance in the next chapter.
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Chapter 6
Experiments with the Viterbi-based Tracker
We demonstrate our formulation in tracking people in the domain of parking-lot surveil-
lance. As was mentioned in Chapter 1, parking lots adjacent to office buildings are often
surveyed with one or more fixed cameras pointing at different parts of the lot. The cam-
eras tend to be installed on a building at a shallow depression angle to maximize coverage.
This results in severe occlusion of pedestrians and vehicles, especially as the distance to
the camera increases. If we regard vehicles as relocatable occluders, the scene can be rep-
resented as depth-ordered layers of graphical models. If necessary, this representation can
be applied independently to each non-overlapping view.
6.1 Scene Update Module
In order to apply layered graphical models to the parking-lot surveillance domain, it be-
comes necessary to instantiate and un-instantiate graphical-model layers for the vehicles
that come to rest or depart the legal parking spaces. Fortunately, the design of our scene
representation tends not to favor any particular scene-maintenance algorithm. Further-
more, since our formulation includes a database of graphical-model layers, a scene may be
rapidly instantiated according to the specified parameters. Therefore, the design of such
a scene-maintenance algorithm may be motivated by application-specific considerations,
such as real-time requirements.
In principle, a scene-maintenance module might interact with other modules of a com-
plete system, e.g., the pedestrian tracker. In addition, the scene-maintenance module might
realize the benefit of accumulating the image evidence after a graphical-model layer has
been instantiated. These considerations are re-visited in Chapter 7, which is a guide to
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applying our formulation to new problem domains. For the sake of demonstrating our
formulation, our scene-maintenance module is designed to operate independently of other
modules in the system and does not modify the parameters of a graphical-model layer after
its instantiation.
One approach to instantiating and un-instantiating graphical-model layers is to follow
each vehicle in the scene with a separate vehicle-tracker and to detect when a vehicle
has come to rest. Approaches to tracking vehicles using 3D models or 2D masks have
been proposed by [Pece, 2006, Dahlkamp et al., 2007, Atev and Papanikolopoulos, 2008,
Venkataraman et al., 2008]. In a recent work by [Leotta and Mundy, 2011], a parameterized
3D model was developed in a such a way that it could be adapted to the makes and
models of typical passenger vehicles sold in the U.S. The experiments reported by [Leotta
and Mundy, 2011] using HDTV-quality video sequences—1280 x 720 pixels at 30 frames
per second, progressive scan—demonstrated the accuracy of tracking a single vehicle with
such parameterizations and the ability to do so during short-term occlusions. However,
it remains unclear, if this and similarly-expressive vehicle models may be applicable to
lower-resolution video sequences and to scenarios in which a vehicle’s occlusions tend to
be prolonged and severe. Although 2D patch-based appearance modelling methods were
proposed by [Yin and Collins, 2007, Han and Davis, 2009], they might be confounded by
the abrupt appearance changes that occur when a vehicle maneuvers into a parking spot
and around already-parked vehicles.
In our implementation, the scene-maintenance module accumulates image evidence in
the region corresponding to the legal parking spaces. The number, the location, and the
image-plane orientation of the parking spaces are not provided as input to our system.
However, in a system engineered for a specific scenario, such detailed information about
the parking spaces may be specified during initialization. Furthermore, if a real-time,
multi-vehicle tracking algorithm is found to be applicable, the output of such an algorithm
might provide informative priors to our scene-maintenance module.
Image evidence. The image evidence used by our scene-maintenance module includes
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sparse optical flow and moving-foreground connected components. Sparse optical flow of
[Shi and Tomasi, 1994] is computed for every pair of adjacent video frames and yields the
motion of small textured patches. The connected components or blobs, are computed for
the image comprising moving pixels in each video frame; the moving pixels are detected
by a background-subtraction algorithm.
In our implementation, the moving pixels are identified by the same background-
subtraction algorithm as is used in our pedestrian tracker, but the use of the same back-
ground-subtraction algorithm for these two modules is not a requirement. Indeed, in our
experiments we have found it advantageous to specialize the parameters of our background-
subtraction algorithm to rapidly adapt to vehicles arriving and departing legal parking
spaces. The reader is reminded that the image evidence used by the pedestrian tracker
takes the form of the binary moving-pixel image computed by a background-subtraction
algorithm without further post-processing.
These two types of image evidence—sparse optical flow and the foreground blobs—are
accumulated in a temporal window. In principle, the temporal extent for inferring the scene
may be chosen to suit the application requirements, e.g., to achieve the desired trade-off
between the accuracy and the throughput, and may be based on imaging conditions, e.g.,
the camera’s frame rate. In our implementation, the sliding window’s temporal extent
is taken to be the same as for the Viterbi-based tracking module, making it simpler to
combine the outputs of the two modules.
Layer instantiation. Our algorithm for instantiating a graphical-model layer consid-
ers two competing hypotheses: one hypothesis explains the image evidence by a vehicle
arriving into a parking region, and another hypothesis regards the image evidence as noise.
To efficiently evaluate these hypotheses, our algorithm includes a bottom-up stage and a
top-down stage.
The bottom-up stage is activated when a large foreground blob overlaps the parking
region in the image plane. The foreground blob is then compared against the likely vehicle
masks in the database indexed by the blob’s centroid. If the blob’s overlap with any vehicle
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mask passes our coverage test, a distribution with respect to the vehicle occlusion mask’s
orientation is estimated. This distribution is integrated over the entire temporal window,
and then the likely occlusion mask orientation is determined.
The top-down stage is activated after a foreground blob has passed the coverage test
with some vehicle mask in the database, and the likely orientation of the occlusion mask
has been estimated. This occlusion mask found in the bottom-up stage, is employed to
account for the image evidence in the entire temporal window, yielding a likelihood. If
this likelihood reaches over a pre-defined threshold, the instantiating system decides that
a vehicle is entering a parking spot. In the subsequent temporal windows the same mask is
used to follow the vehicle until the image evidence from sparse optical flow indicates that
the vehicle has come to rest. A graphical-model layer corresponding to this vehicle is then
instantiated.
In our test video sequences the spatial extent of some arriving vehicles reaches only
64 x 22 pixels. When such vehicles come to rest in front of the already-parked vehicles,
the image evidence from sparse optical flow and moving blobs remains informative for
our algorithm to infer the image-plane orientation and location of their occlusion masks.
One way to extend our layer-instantiation algorithm to cope with occlusions of vehicles at
such low resolution might be via stronger domain priors, e.g., utilizing the known location
and the orientation of the parking regions. Extensions to our scene-update module under
challenging scenarios without resorting to strong domain priors might lead to novel ways
of interpreting the image evidence and would serve as an interesting direction for future
work.
Layer un-instantiation. We also implemented an algorithm to un-instantiate layers
from the global scene model. This algorithm relies on the same image evidence used for
layer instantiation, but the steps are “reversed.” Specifically, during each temporal window
we evaluate two hypotheses for each layer. Under the first hypothesis, image evidence
is evaluated conditioned on that layer being stationary. Under the second hypothesis,
image evidence is conditioned on that layer moving. The motion trajectory for the second
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hypothesis is deterministically proposed from sparse optical flow. A likelihood-ratio test
determines whether or not the layer is removed from the global scene model. In practice,
we have found that our un-instantiation module is discriminative enough to detect when a
far-away vehicle “un-parks” while not being distracted by pedestrians walking past vehicles.
Initialization. Our complete parking-lot system is designed to start with a scene that
is initially empty of parked vehicles. However, in each of our challenging video sequences,
the first video frame captures a scene in which multiple parked vehicles are already present.
Therefore in our experiments, the initial scene representation was obtained by manually
specifying the image location, depth-order and type of each layer, then looking up the
nearest, in the image-plane coordinates, models from the database.
Because parking lots typically empty out at night, a surveillance system that works
around-the-clock could be configured to start with an empty scene representation each
morning. If there is sufficient pixel resolution, approaches such as [Winn and Shotton,
2006, Wu and Nevatia, 2007, Arie-Nachimson and Basri, 2009] may be employed to segment
layer masks in key frames. Such segmentation, if available, might serve as an independent
source of information for the scene-maintenance module.
Joint inference about the pedestrians and vehicles. As the experiments in this
section will demonstrate, state-of-the-art pedestrian detectors might not always be a good
match for our challenging datasets. Therefore, we have to rely on cues compatible with
the available image resolution and contrast, such as a blob’s size, to “explain-away” image
evidence unrelated to pedestrians. We employ a heuristic to suppress false tracks due to
moving vehicles: image evidence in an observation region is considered explained-away if
this observation region overlaps a foreground blob three times its size. In a system engi-
neered as a turnkey solution this algorithm could be tuned further. In principle, a proba-
bilistic formulation that jointly reasons about all the unknowns in the scene is expected to
be more effective, but the concern is that the computational complexity of inference would
make it unsuitable for practical applications, such as real-time surveillance.
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6.2 Implementation Details
Database of graphical-model layers. For the parking-lot surveillance domain we define
five relocatable object types—sedan, van, hatchback, station wagon, and mini-van—and
for each type we define a coarse 3D polygonal mesh. We define a ring of square non-
overlapping activity zones around a vehicle. For the hatchback, the smallest vehicle type,
this yields sixteen activity zones, and for the remaining types it yields eighteen activity
zones. Zone transition probabilities are defined so as to make transitions to immediate
neighbors equally likely and to disallow jumps to non-neighboring zones; the same rule
applies to the global scene representation as defined in Sec. 3.3.
We construct a database of models by deterministically sampling vehicle poses in the
ground plane. We calibrate the camera using the approach of [Lv et al., 2006]. For each
vehicle type, its orientation is sampled at sixteen uniformly-spaced angles, and its ground-
plane coordinates are sampled in the regions corresponding to high-trafficked areas. These
high-traffic areas are defined in more detail when we discuss our datasets, but suffice it to
say that in our experiments the number of samples of the ground-plane coordinates ranges
between 20 and 25 depending on the size of the parking lot. Given a vehicle’s pose in the
ground plane, we employ computer-graphics rendering to obtain the occlusion mask and
depth-ordered observation regions. Since the rendered occlusion masks are quite coarse,
we blur them before computing the probability of occlusion in each observation region.
Parameter settings. The parameters of our system are fixed across all experiments
as follows:
• Binary occlusion masks in the database are blurred with a Gaussian filter whose
half-width equals 0.1 times the height of the mask.
• To generate Z, i.e., detect moving pixels, we rely on a background subtraction
method based on a mixture of Gaussians. We use an implementation provided by
the OpenCV library [Bradski and Kaebler, 2008] with default parameters, except for
bg threshold=0.9. That value was chosen manually to make the background model
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rapidly adapt to parking and un-parking vehicles on the “training” sequence from
the PETS 2001 dataset 1, camera view 1.
• To model Z we set q1 = 0.6 and q2 = 0.1.
• To generate optical flow we use an implementation of [Birchfield, 2007] with default
parameters.
• The maximum number of pedestrians to track simultaneously is set to 10.
• Since the PETS2001 “training” sequence does not have ground-truth bounding boxes,
our Viterbi-based track likelihood function was trained from 928 samples created with
our generative model. For each sample, we first generated a tracklet of length T = 10
and its image evidence sequence, then generated an “inferior” tracklet by perturbing
the correct one.
6.3 Datasets
We test our formulation on six video sequences that capture pedestrian and vehicle activ-
ities in outdoor parking lots. Typical frames from these sequences and vehicle masks from
the corresponding global scene models are shown in Fig. 6·1. The six parking-lot video
sequences are summarized in Table 6.1. We next describe our test data in greater detail.
PETS 2001 dataset. This dataset was originally presented at PETS 2001 [pets,
2001] and has served as a benchmark for numerous studies, e.g., [Siebel and Maybank,
2001, Senior et al., 2006, Zhu et al., 2008]. We focus on the “testing” sequence from the
dataset 1, camera view 1, since occlusions in that view tend to be more severe. The size
of each image frame is 768 x 576 pixels. The bounding box for the nearest vehicle, which
happens to be facing away from the camera, is 66 x 46 pixels. The bounding box for an
unoccluded pedestrian standing next to this vehicle is 15 x 44 pixels.
To generate a database of models for the PETS 2001 sequence we defined a high-
trafficked area to cover the driving lanes and the legal parking spaces. We then determinis-
tically sampled twenty ground-plane locations from this high-trafficked area, and for each
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Figure 6·1: Top: representative frames from PETS2001 (left) and
COP2007 (center and right) video sequences. Bottom: vehicle masks from
the corresponding global scene models. Arrows in the left two columns high-
light automatically-instantiated layers; arrows in the right column highlight
layers that were automatically un-instantiated later in this video sequence.
location generated one model for each of sixteen vehicle orientations and five vehicle types.
We stored these models in the database, indexed by the 2D image location, orientation,
and vehicle type.
Cambridge Office Park 2007 dataset. These sequences were collected at an office
park in Cambridge, MA during the morning and evening peak hours, and were presented
in [Gutchess et al., 2007]. The parking lot contains approximately 100 parking spaces.
Vehicles parked in the spots toward the front of the parking lot are oriented sideways with
respect to the camera. Vehicles parked farther away are either facing the camera or are
facing away from the camera. The image size in each of these videos is 720 x 480 pixels.
The projected size of vehicles ranges from 170 x 70 up front to 54 x 19 in the middle of
the parking lot. An unoccluded person in the middle of the parking lot projects onto a
bounding rectangle of size 10 x 18. In our experiments, we focus on the middle and front
portions of the lot.
A single database of models was shared among all the COP2007 sequences since they all
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Table 6.1: Summary of test video sequences.
ID Num. frames Source Description
a 2,540 COP2007 two vehicles arrive, drivers and passengers out;
two pedestrians get into another vehicle, other
pedestrians walk by
b 2,150 COP2007 one vehicle arrives, driver out
c 1,000 COP2007 one vehicle arrives, driver out
d 1,800 COP2007 one vehicle arrives, driver out, other pedestrians
walk by
e 2,689 PETS2001 one vehicle arrives, driver out, eight pedestrians
walk by
f 11,500 COP2007 Three pedestrians walk to three vehicles and
drive off, two pedestrians walk by
had been captured with the same camera parameters. Because sedans and station wagons
in the U.S. tend to be larger than their European counterparts, we enlarged our coarse 3D
models for these vehicle types. The high-trafficked area was defined to include the driving
lanes and the legal parking spaces in the middle and front portions of the lot. Twenty-five
ground-plane locations were deterministically sampled, and then the database of models
was generated using the same procedure as for the PETS 2001 dataset.
6.4 Qualitative Evaluation
Before conducting the quantitative evaluation of our implementation, we first perform
qualitative comparisons with two published methods [Siebel and Maybank, 2001, Titsias,
2005]. The method of [Siebel and Maybank, 2001] employs a deformable-contour model,
and qualitative results were published for test sequence (e), the sequence from the PETS
2001 dataset. The method of [Titsias, 2005] learns flexible sprites, and is applied to a
portion of test sequence (a), but the results diverge so far from the ground truth that only
a qualitative analysis seems practical.
Comparison with a deformable-contour-based tracker. In the work of [Siebel
and Maybank, 2001] a B-spline contour was fit to pedestrian-sized foreground blobs and
61
projected onto a learnt space of pedestrian outlines. A confirmed pedestrian was tracked
frame-to-frame by optimizing her outline from the previous frame to match edge evidence
in the current frame; her state was modelled in 3D. Other moving objects in the scene were
tracked as regions. Parked vehicles were incorporated into the background, but pixel values
occluded by such vehicles were saved; if a parked vehicle moved, the original background
was restored.
In [Siebel and Maybank, 2001] this system is applied to sequence (e) from the PETS
2001 dataset, but only a qualitative description of the tracker’s output at selected frames is
provided. This description indicates that the tracker correctly follows isolated pedestrians,
e.g., for frames 564 and 975. The driver of a recently-parked Peugeot hatchback is tracked
from frame 933. The only case of prolonged partial occlusion happens between frames 1036
and 1147 when a group of three pedestrians walks between parked vehicles. The description
at frame 975 indicates that these three individuals are briefly tracked, and the description
at frame 1213 indicates that some of these individuals are tracked, but it is not clear exactly
what happens during the period of occlusions. Since [Siebel and Maybank, 2001] does not
employ explicit depth-ordering of occluding layers—parked vehicles are merged into the
background by design—it may have difficulties in scenarios where partial occlusions are
more frequent.
Our scene model is designed to account for image evidence in the vicinity of parked
vehicles. As soon as the first pedestrian to enter the scene overlaps one of the observation
regions at frame 153, shown in the bottom-left of Fig. 6·2, she is tracked by our system. At
frame 621 our scene update module detects that a recently-arrived hatchback is entering
a legal parking area. At frame 729 the hatchback is determined to be at rest, and a new
graphical-model layer is added to our scene representation. Our system tracks the driver
of the hatchback starting with frame 933. For the three closely-spaced severely-occluded
pedestrians three tracks are started at frame 1089. Although no free-space vehicle-tracking
is performed, the instantiated layer’s location and orientation is comparable to Fig. 9 of
[Pece, 2006]; that system uses a 3D model-based ground-plane vehicle tracker with six
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Figure 6·2: Example frames from our tracking algorithm applied to test
video (a), top row, and to test video (e), the PETS 2001 sequence, bottom
row. Rectangles indicate observation regions corresponding to the ground-
plane zones selected by the tracker; the color of these rectangles in each
frame is chosen for visual contrast. A missed pedestrian is marked with a
dashed arrow; correct detections are marked with solid arrows.
degrees of freedom.
While it may seem that both the method of [Siebel and Maybank, 2001] and our tracker
produce pedestrians’ bounding boxes, knowledge of the associated activity zones is helpful.
For instance, the driver in sequence (e) is tracked in the activity zones associated with the
hatchback and the vehicle to the right of it. This, combined with the knowledge that in
the United Kingdom a driver sits on the right-hand side, can be used for further semantic
analysis, if desired.
Comparison with flexible sprites. In another qualitative study, we compare perfor-
mance of our method with the well-known sprite-learning approach of [Titsias, 2005]. For
the purpose of comparison, we selected a 250-frame subsequence from parking lot video
(a) where there is substantial pedestrian activity and partial occlusions. The first and last
frames of this subsequence are shown in the top-left and top-center images of Fig. 6·3, with
arrows highlighting the pedestrians’ positions.
We use a publicly-available implementation of [Titsias, 2005] with default parameters,
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Figure 6·3: A flexible-sprite-learning method is applied to a 250-frame
subsequence of test sequence (a) with the first and last frames shown in the
top row. Moving pedestrians are highlighted with solid arrows, and the sta-
tionary pedestrian with a dashed arrow. Although the learned background
layer accurately models the stationary background, the three foreground
layers do not seem to match individual pedestrians. Please see text for
further discussion.
except for the translation window, which is made large-enough to track every highlighted
pedestrian. The number of foreground layers is limited to three as the computational
complexity grows exponentially with the number of layers: to process our subsequence it
requires 4.6 hours on Intel Core2 Quad 2.8GHz CPU.
In the top-right of Fig. 6·3 we show the background layer learned by [Titsias, 2005].
All pedestrians except for the one highlighted with a dashed arrow, have been correctly
removed from the background. Note that the pedestrian considered to be a part of the
background is the same one missed by our tracker in Fig. 6·2.
The bottom row of Fig. 6·3 shows the three learned foreground layers. The first layer
seems to capture abrupt lighting variations in the input video frames, the second layer
captures one of the foreground pedestrians and several pedestrians at a distance, and the
third layer seems to model the same spatial regions as the second layer. This outcome
64
may indicate that the small apparent size of pedestrians and their prolonged occlusions
may not be handled well by a flexible-sprite-learning method, such as [Titsias, 2005]. In
particular, it may be challenging to employ these results to guide subsequent scene analysis,
such as pedestrian-counting or pedestrian-vehicle association. During this subsequence our
system tracks five pedestrians: the two occupants of a recently-arrived vehicle who are both
occluded from the shoulders down, a person approaching the mid-field from the far end of
the parking lot, and two individuals approaching a MINI Cooper in the right-hand portion
of the image frame. In the frames preceding this subsequence two vehicles arrive nearby
almost simultaneously. The first one is severely occluded by other vehicles and a tree so its
layer is not instantiated. Our method correctly instantiates a layer for the second vehicle
and tracks its driver as he exits and then retrieves items from the rear seat.
Comparison with a color- and texture-based tracker. In [Ablavsky et al., 2008] a
qualitative comparison with a color- and texture-based multi-target tracker was performed
using the implementation provided by [Takala and Pietikainen, 2007]. It was noted that
the lack of color information, low resolution, and severity of occlusions made the COP2007
sequences a poor match for their color/texture-based tracker.
6.5 Quantitative Evaluation
Before presenting detailed quantitative evaluation of our pedestrian tracker running in par-
allel with our automatic scene update module, we first evaluate the scene-update module.
Evaluation of scene-maintenance module. We evaluate our scene-update module
with respect to the time of update and the location of the instantiated and un-instantiated
occlusion masks. To enable such evaluation, two human subjects not involved in algorithm
development provided spatio-temporal annotation of the arrivals and departures of vehicles
in all of our test video sequences.
We computed absolute differences in video-frame indices between our system’s esti-
mates and subjective annotations, and computed the F-measure between the bounding
boxes of the affected graphical-model layers against the bounding boxes marked by the
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human subjects. The F-measure between the estimated bounding box E and a ground-
truth bounding box GT was defined in [Smith et al., 2005b] as F = 2 ρ ν
ρ+ν , where ρ =
|E∩GT |
|GT | ,
ν = |E∩GT ||E| , and | · | denotes the area of a bounding box.
As shown in Table 6.2, the average absolute temporal error of our scene update module
is less than two seconds, while the average F-measure is 0.79. Given that the perfect F-
measure is 1.0, the performance is good; it also agrees with the examples shown in Fig. 6·1,
where arrows point to the automatically-instantiated or un-instantiated layers.
Vehicles entering a parking spot typically decelerate gradually before coming to rest.
Our scene update module has to decide when the vehicle has stopped, which is complicated
by low resolution and the fact the a vehicle may be “creeping”; hence there seems to
be a bias in our system to instantiate models a bit earlier. In fact, without access to
vehicle odometry, it was challenging even for our human subjects to pinpoint the precise
video frame a vehicle came to rest. As the F-measure between the ground-truth and the
automatically-decided bounding boxes indicate, this temporal discrepancy results in small
spatial error.
Table 6.2: Evaluation of the scene-maintenance module.
min max average
absolute temporal difference in frames @30fps 4.00 102.00 50.75
F-measure between the bounding boxes 0.57 0.90 0.79
Evaluation of pedestrian-tracking with changing scene models. Although the
PETS2001 dataset has served as a benchmark for numerous studies e.g., [Siebel and May-
bank, 2001, Jepson et al., 2002, Senior et al., 2006, Zhu et al., 2008], there tends to be large
variability in evaluation protocols. We adapt the evaluation metrics proposed in [Smith
et al., 2005b] and used in [Smith et al., 2008] that are specifically designed for multi-object
tracking systems.
As an overall performance measure we employ the configuration distance CDt at time
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Figure 6·4: CD as a function of T on the complete system comprising a
person-tracker and an automatic scene update module. Curves are shown
for each of the six parking lot video sequences listed in Table 6.1. The mean
performance curve in the graph is computed using the CD over all frames
in the six sequences.
t and the average configuration distance CD, computed over a video sequence of length n:
CDt =





N tGT , 1






A perfect tracker yields CDt = 0 for every t, a missed target at time t results in CDt < 0,
while false tracks or multiple tracks for the same ground-truth target result in CDt > 0;
by construction 0 ≤ CD < ∞.
We assess the CD for our person-tracking system at different settings of the sliding-
window length parameter T , for each of the six parking lot video sequences listed in Ta-
ble 6.1. The results of this assessment are shown in the graph of Fig. 6·4: as T increases
the CD tends to monotonically decrease to the global minimum and then it monotonically
increases somewhat.
In [Fleuret et al., 2008] a single value of T = 100 was used, but the reasons for this
choice of T were not clear. In our application, the preference toward smaller T may be
related to the video camera’s frame rate, the average duration of parking and un-parking
events, and average pedestrian speed.
As a general principle, smoothing with more observations (i.e., increasing T ) should
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tend to improve accuracy; this is typically the case for error measures related to kinematic
quantities, e.g., position, velocity. Since CD is a counting error measure, increased T may
sometimes work to our advantage and sometimes have the opposite effect. Furthermore,
our current implementation of the scene-update module computes a tracking estimate for
the entire window of T frames, and this determines the state space for the person-tracker
for these T frames. While in principle the locations of relocatable occluders, the size and
the topology of the person-tracking state space, and the locations of an unknown number
of persons can be optimized jointly, the resulting inference may be too slow for practical
applications, such as real-time surveillance; this interesting direction is left for future work.
Comparison with a tracking-by-detection method and with pedestrian de-
tectors. An evaluation with the tracking-by-detection-and-association approach of [Wu
and Nevatia, 2009] described in Sec. 2.2 was performed; it was done by the authors of [Wu
and Nevatia, 2009] themselves. However, they reported to us that their detection-and-
association tracker was not well-suited for our scenarios due to poor resolution, contrast,
and, to some extent, strong perspective distortions. The assessment provided by the au-
thors of [Wu and Nevatia, 2009] parallels the observations reported in two other tracking-
by-detection approaches. In [Xing et al., 2009] “...people that are too small in the images
(less than 24 pixels in width) are not counted in the evaluation,” and in [Leibe et al.,
2008] “All images have been processed at their original resolution by SfM and bilinearly
interpolated to twice their initial size for object detection.”
We next compare our proposed approach with the implicit-shape-model (ISM) pedes-
trian detector of [Leibe et al., 2008], described in Sec. 2.2, and the Latent-SVM (LSVM)
pedestrian detector of [Felzenszwalb et al., 2010]. The LSVM approach can be thought
of as extending a window-based monolithic detector to a window-based detector informed
by a pictorial-structure model of an object; the LSVM detector achieves state-of-the-art
results on the PASCAL Visual Object Classes challenge.
For such a comparison, the configuration distance (CD) alone may not provide enough
insight into a tracker’s performance. Therefore, we adopt a more comprehensive set of
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Table 6.3: Summary of the extended performance measures proposed in
[Smith et al., 2005b].
Name Valid range Definition
FPt [0,∞) False Positive: a bounding box from a system track does not match
any ground-truth bounding boxes.
FNt [0, N t,maxGT ] False Negative: a bounding box from a ground-truth track does
not match a bounding box of any system track. FN cannot exceed
N t,maxGT , the maximum number of ground-truth bounding boxes at
time t.
MOt [0,∞) Multiple Objects: a bounding box from a system track matches mul-
tiple ground-truth bounding boxes.
MTt [0,∞) Multiple Tracks: bounding boxes from multiple system tracks match
a bounding box from a system track.
performance measures which were originally proposed in [Smith et al., 2005b] and applied to
evaluate a tracking system in [Smith et al., 2008]. These additional performance measures
are summarized in Table 6.3, and are computed for each frame t of the PETS2001 test video
sequence. Whether or not a system bounding box matches a ground-truth bounding box
is decided by comparing these boxes’ F-measure against the coverage threshold, τc ∈ (0, 1].
Given these per-frame measures, a system’s performance on a test video sequence can be
summarized by averaging these measures over all the frames, yielding four non-negative
numbers: FP, FN, MO, and MT. One shortcoming of these performance measures is that
in the general case their average need not equal CD.
As mentioned in Sec. 1.2, the contribution of our approach is not in free-space pedestrian
tracking. Therefore, to ensure a fair comparison, our person-tracker was not penalized for
missing pedestrians whose bounding-boxes did not overlap the observation regions of our
scene model. Conversely, pedestrian detectors were not penalized for false alarms if the
bounding boxes of these false detections did not overlap any of the observation regions of
our scene model. In order for the pedestrian detectors [Leibe et al., 2008, Felzenszwalb
















































Figure 6·5: For test sequence (e), average configuration error measures
from [Smith et al., 2005b] are plotted against the coverage-test threshold
τc. As τc increases, the bounding box for a ground-truth track and the
bounding box for an estimated track must have a greater overlap to be
matched, yielding different error rates. The evaluated approaches are Lay-
ers of Graphical Models with our automatic scene-update module, Layers
of Graphical Models with the ground-truth scene update, ISM pedestrian
detector of [Leibe et al., 2008], and Latent-SVM pedestrian detector of
[Felzenszwalb et al., 2010].
interpolated by a factor of 2.5.
We apply our evaluation protocol to test sequence (e) from the PETS2001 dataset, with
a set of coverage test thresholds τc ∈ [0.1, 1]. As Fig. 6·5 indicates, overall, our systems
based on layers of graphical models fare well, performing equally-well or better on all four
performance measures. The LSVM approach of [Felzenszwalb et al., 2010] does not seem
to be competitive on this dataset. With respect to the ISM approach, our systems achieve
uniformly better results with respect to FP as well as MO, are competitive in terms of MT,
and are decisively better in terms of FN. Indeed, for τc = 0.5 our system reduces ISM’s
FP by 29%, FN by 42%, and MO by 94%; for τc = 0.5 MT equals zero for our system and
the ISM approach.
Comparing our system to a system comprising the same person-tracker but a ground-
truth scene-update module shows no significant difference. While the system based on
automatic scene update has slightly better FN for τc < 0.5, the two systems are quite close
in terms of performance everywhere else.
By varying τc we change the criterion for a match between an estimated and a ground-
truth bounding box. As τc increases, the bounding box for a ground-truth track and the
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bounding box for an estimated track must have a greater overlap to pass the coverage test
and be matched. Therefore, when τc increases so does the mean false positive, FP, as an
increased number of estimated tracks do not match the ground-truth tracks. Because our
evaluation protocol ignores false negatives (FN) originating from ground-truth tracks that
do not pass the coverage test with at least one observation region of our scene model, FN
will tend to decrease as τc increases. The multiple objects (MO) measure decreases because
if an estimated track partially-overlaps several ground-truth tracks the overlapping pairs
of tracks will fail the coverage test and no MO error will be recorded. Because our tracking
algorithm penalizes tracks that attempt to explain the same image evidence there are few
multiple tracker (MT) errors; as τc increases MT decreases for the same reasons as does
MO.
In summary, the tracking-by-detection approach of [Wu and Nevatia, 2009] was not a
good match for this dataset, and performance of the LSVM pedestrian detector of [Felzen-
szwalb et al., 2010] was not competitive. Our pedestrian-tracker based on layers of graphical
models with automatic scene update performed as well or decisively better than the ISM
pedestrian detector of [Leibe et al., 2008] on all performance measures.
Throughput. Our video manipulation sub-system runs on .NET and is written in C#.
The pedestrian-tracking is implemented in C++ and is called from the .NET platform. Our
system runs on a single core of a 2.83GHz Intel Core2 Quad CPU under Windows 2003
Server OS. Our person-tracker in isolation runs on average at 6.74Hz on the PETS2001
video sequence cropped to 720x480 pixels, given the foreground moving pixels for every
video frame. In theory, background subtraction and other subsystems of our complete
system can be run on separate processor cores concurrently with tracking, but implementing
this computational model is left for future work.
Our throughput compared favorably with the speed of the competing systems that
we evaluated. It was reported in [Wu and Nevatia, 2009] that their tracking-by-detection
approach was evaluated on a 3.0GHz dual-core dual-CPU, and that their implementation
utilized all four cores. On their subset of the CAVIAR dataset with resolution of 384x288
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pixels they reported an average throughput of 0.27Hz. The publicly-available implemen-
tation of the LSVM pedestrian detector was implemented in MATLAB with MEX-calls;
it required about 40 seconds to process a video frame of the PETS 2001 test sequence.
The publicly-available implementation of ISM pedestrian detector was a Linux binary; it
required about two minutes per video frame on the PETS2001 test sequence.
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6.6 The Effect of Model Uncertainty on the Pedestrian Tracker
Quantitative experiments in Sec. 6.5 demonstrated the effectiveness of our scene repre-
sentation for tracking pedestrians in the vicinity of relocatable occluders, such as vehicles
arriving and departing legal parking spaces. These experiments were conducted in two di-
verse scenarios that differed in the size of the parking lot, vehicle classes, imaging geometry,
and the SNR characteristics of the imaging sensors. In all the test video sequences, align-
ment of occlusion masks of the instantiated graphical-model layers with parked vehicles
in the first frame was approximate, e.g., it did not rely on sub-pixel edge measurements.
Subsequent scene updates were performed by our automatic scene-maintenance module
that, as shown in Table 6.2, did not perfectly align occlusion masks of the instantiated
graphical-model layers with the image truth. Nonetheless, the accuracy of our pedestrian
tracker compared favorably to the state of the art.
When our scene representation is applied to a new parking-lot surveillance scenario or a
new application domain, there might be multiple possibilities in how to map physical-world
objects to classes of relocatable occluders. These choices may influence the generative
model for image evidence, its parameter training, the construction of the database of
graphical-model layers, and the inference algorithms for instantiating and un-instantiating
graphical-model layers on-line. All of these modelling decisions may propagate through
the person-tracker that utilizes our scene representation and influence its estimate of the
number and the location of persons in the vicinity of relocatable occluders.
A complete analysis of how all of the above choices may interact with each other and
propagate into the estimates of the person tracker is a challenge in itself. Instead we treat
the combined effects of all of these choices as uncertainty in our scene representation. Later
in this section we develop simple models of uncertainty. To accomplish this we turn to the
example application of parking-lot surveillance and the corresponding end-to-end system
summarized in the diagram in Fig. 3·2. This system comprises an off-line stage of database
construction and an on-line stage of scene maintenance and person tracking.
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Model uncertainty in the off-line stage is due in part to an approximate mapping be-
tween the relocatable objects in the physical world and the designated classes of relocatable
occluders, the configuration of activity zones, etc.; it is also due to the uncertainty in es-
timating parameters of the graphical-model layers in the database. Model uncertainty in
the on-line stage is due in part to uncertainty in the location, image-plane orientation, and
the occluder class of the instantiated graphical-model layers as well as the topology of the
global state space.
As was mentioned in Sec. 4.2.2, uncertainty in our scene model can propagate through
the tracking algorithm; in the parking-lot-surveillance example, this uncertainty propagates
into the number and location of pedestrians. We can therefore estimate empirically how
increasing uncertainty affects the tracking performance measures. To accomplish this, our
experiments in this section isolate, to the extent possible, one source of uncertainty at a time
and quantify the relation between the amount of uncertainty and the extended performance
measures in Table 6.3. These experiments are conducted with the same parameters as in
Sec. 6.5.
6.6.1 Uncertainty in the Instantiated Scene Model
Our scene representation is designed for uncontrolled, dynamic scenarios. For example,
in parking-lot surveillance applications, moving vehicles and pedestrians tend to arrive
and depart at random. Depending on the imaging sensor’s SNR and its resolution, image
frames may exhibit low contrast and low pixel coverage of the relocatable occluders. Fur-
thermore, vehicles and pedestrians may occlude each other in the cameras’ non-overlapping
fields of view. It is likely that in such scenarios, image-measurement noise and occlusions
will propagate through the scene-maintenance algorithm, yielding uncertainty in the scene
model.
In theory, the amount of uncertainty in a scene might decrease over time. For example,
additional image evidence or feedback from the pedestrian tracker to the scene-maintenance
algorithm might be exploited to reduce uncertainty about the scene and update its param-
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eters. Since the scene-update module used for the quantitative evaluation in Sec. 6.5 did
not update parameters of a layer after it was instantiated, we make the same assumption
in our experimental protocol.
In each experiment we restrict uncertainty in the scene to a single parameter in our
model. At the time of a layer’s instantiation this parameter is set at random according
to the specified amount of uncertainty; all other scene-model parameters are fixed to their
image-truth settings for that image frame. The image-truth is determined by a human
subject.
We conduct experiments on test video sequences (e) from the PETS2001 dataset and (b)
from the COP2007 dataset. For each test video sequence we use the appropriate database
of graphical-model layers as defined in Sec. 6.2; all other parameters have the same settings
as defined in Sec. 6.5.
Uncertainty with respect to occluder location. We represent uncertainty in the
2D image-plane location of an instantiated graphical-model layer as a random variable
drawn from a two-dimensional isotropic Gaussian distrbution; the distribution’s mean is
set to the layer’s image-truth 2D location. There is one such random variable for each
instantiated layer, and these random variables are independent. We vary the amount of
uncertainty by varying the standard deviation of the Gaussian distributions.
For a test video sequence and its associated image-truth annotation we introduce lo-
cation uncertainty by replacing an instantiated graphical-model layer’s 2D image location
with a sample drawn from our uncertainty model. This process is applied to a graphical-
model layer at the time of its instantiation. We then run our pedestrian tracker on the
test video sequence with this scene model. Since our uncertainty model is stochastic we
repeat the process of sampling from it and running the pedestrian tracker multiple times.
We evaluate several uncertainty models by varying the standard deviations of the isotropic
Gaussian distributions; in our experiments the standard deviation ranges from σ = 0.0 to
σ = 0.15 times the width in pixels of the layer’s bounding box.
We apply our experimental protocol to the test video sequence (e) from the PETS
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2001 dataset and the test video sequence (b) from the COP2007 dataset. We compute the
extended performance measures of Table 6.3 as a function of τc ∈ [0.1, 1] for each test video
sequence and for each uncertainty model, as defined by σ. The average and the standard
deviation of these functions over ten samples from the uncertainty model for test sequences
(e) and (b) are shown in Fig. 6·6.
Because detailed evaluation of a tracking system with respect to extended performance
measures is still uncommon, we briefly summarize typical behavior of these measures as a
function of the coverage threshold τc. A false positive error occurs when a bounding box
estimated by the pedestrian tracker does not match any image-truth bounding boxes for a
specified τc. As τc increases, fewer bounding boxes match the image truth, and the mean
false positive FP tends to increase. A false negative error occurs when an image-truth
bounding box does not mach any bounding boxes estimated by the pedestrian tracker.
In our evaluation protocol in Sec. 6.5 we discount false negatives that do not match any
observation regions of our instantiated scene model. Therefore, as τc increases a greater
number of false negatives are ignored so that FN tends to decrease. A multiple objects
error occurs when a bounding box estimated by the pedestrian tracker matches more than
one image-truth bounding box. As τc increases fewer image-truth bounding boxes will
match a bounding box estimated by the tracker and therefore MO typically decreases.
For test sequence (e) all performance measures tend to change gradually with σ. In
the case of FP the averages for all σ’s follows the expected trend: they increase as τc
increases. As σ increases the averages tend to increase gradually: averages corresponding
to consecutive σ’s are less than one standard deviation apart. In the case of FN all the
averages follow the expected trend and decrease with τc. For this performance measure we
also observe that as σ varies gradually, the averages gradually shift upward; for consecutive
σ’s the averages are in most cases less than one standard deviation apart. The variance
increases slightly as location uncertainty tends toward the extreme of our test range at
σ = 0.15. In the case of MO and MT the averages follow the expected trend and decrease
as τc increases. Varying σ has a less pronounced effect for MO and MT than for FP and FN.
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In fact, all the averages are well within one standard deviation of each other regardless of σ.
For test sequence (b) for most of the performance measures there is a gradual change
as σ varies gradually. In the case of FP the averages for all σ’s follows the expected trend:
they increase as τc increases. As σ increases the averages tend to increase gradually:
averages corresponding to consecutive σ’s are less than one standard deviation apart. As
σ tends toward the extreme of its range the average tend to be affected less and all well
within one standard deviation of each other. In the case of FN most of the averages follow
the expected trend and decrease with τc, but in several cases the decrease is not strictly
monotonic. Nonetheless, in the majority of cases the averages increase gradually with
increased σ. Overall the variance tends to increase throughout as σ varies through its
range; the average at the extreme of the range of σ is within one standard deviation of the
average for the middle of the range for σ. In the case of MO all averages are at zero; this
is expected since in test video sequence (b) pedestrians tend to be far apart. In the case
of MT the averages follow the expected trend and decrease as τc increases. The effect of
varying σ tends to be less pronounced than in the case of FN. The averages tend to be
within one standard deviation of each other. In most cases the variance of MT does not
change noticeably with σ.
Common trends in the effects of location uncertainty can be identified among test se-
quence (e) and test sequence (b). For both test video sequences the averages follow expected
behavior as τc increases. The only exception is the MO performance measure which is iden-
tically zero for test sequence (b). For both test video sequences as σ increases the averages
tend to increase; this increase tends to be gradual in most cases, but slightly more pro-
nounced in the case of performance measure FN for test sequence (b). Overall MT exhibits
less variability with respect to increased location uncertainty. Performance measure FN
for test sequence (b) exhibits the most variability with respect to varying σ. Performance
measure FN exhibits similar trends as σ increases for both test video sequences.
Uncertainty with respect to the occlusion mask’s image-plane orientation.




































































































































Figure 6·6: Location uncertainty of an instantiated graphical-model layer
is modelled as a 2D isotropic Gaussian distribution. In our experiments
the standard deviation of this Gaussian distribution ranges from σ = 0.0
to σ = 0.15 times the width in pixels of a layer’s bounding box. For a
σ within this range we sample the scene from our uncertainty model and
run our pedestrian tracker. This process is repeated ten times. For each
performance measure its average and one standard deviation are shown.
Top row: test sequence (e); bottom row: test sequence (b).
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instantiated graphical-model layer as a random variable drawn from a directional distri-
bution. We choose the von Mises distribution p(θ|µ, κ) ∝ exp {κ cos(θ − µ)} with the
concentration parameter κ and the location parameter µ. The distribution’s location pa-
rameter is set to the occlusion masks’s image-truth orientation. There is one such random
variable for each instantiated layer, and these random variables are independent. We vary
the amount of uncertainty by varying the concentration parameter κ of the von Mises
distribution.
For a test video sequence and its associated image-truth annotation we introduce ori-
entation uncertainty by replacing the orientation of the occlusion mask of an instantiated
graphical-model layer with a sample drawn from our uncertainty model. This process is
applied to a graphical-model layer at the time of its instantiation. We then run our pedes-
trian tracker on the test video sequence with this scene model. Since our uncertainty model
is stochastic we repeat the process of sampling from it and running the pedestrian tracker
multiple times. We evaluate several uncertainty models by varying the concentration pa-
rameter of the von Mises distributions; in our experiments κ ∈ {2, 4, 8}.
To simplify implementation, instead of sampling θ ∼ p( · | µ, κ) we sample ∆θ ∼
p( · | 0, κ) and add such ∆θ to the image-truth µ with circular wrap-around. Since our
database of graphical-model layers is indexed by discrete θ’s, the distribution from which
we sample ∆θ is also discretized. To ensure that samples drawn from our uncertainty model
always change an occlusion masks’s orientation we set the probability mass for ∆θ = 0 to
zero. Examples of such discretized distributions for ∆θ with κ ∈ {2, 4, 8} are shown in
Fig. 6·7.
We apply our experimental protocol to the test video sequence (e) from the PETS
2001 dataset and the test video sequence (b) from the COP2007 dataset. We compute
the extended performance measures of Table 6.3 as a function of τc ∈ [0.1, 1] for each test
video sequence and for each uncertainty model, as defined by κ. The average and the
standard deviation of these functions over ten samples from the uncertainty model and for
test sequences (e) and (b) are shown in Fig. 6·8.
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Probability of ∆θ, κ=2
Figure 6·7: Distribution of ∆θ with location µ = 0 and the concentra-
tion parameter κ ∈ {2, 4, 8}. To ensure that a non-zero ∆θ is drawn, the
probability mass for the first bin is set to zero and the distribution is re-
normalized.
We state again the expected behavior of the extended performance measures as a func-
tion of the coverage threshold τc. A false positive error occurs when a bounding box
estimated by the pedestrian tracker does not match any image-truth bounding boxes for
a specified τc. As τc increases we expect FP to increase. A false negative error occurs
when an image-truth bounding box does not mach any bounding boxes estimated by the
pedestrian tracker. In accordance with our evaluation protocol in Sec. 6.5, as τc increases
a greater number of false negatives are ignored and therefore FN tends to decrease. A
multiple-objects error occurs when a bounding box estimated by the pedestrian tracker
matches more than one image-truth bounding box and tends to decrease as τc increase;
similar trend is typically followed by MO.
For test sequence (e) all performance measures tend to change gradually with κ. In
the case of FP the averages for all κ’s follows the expected trend: they increase as τc
increases. When uncertainty at the lower end of the range, κ = 8.0, is introduced, FP
increases by about one-and-a-half standard deviations. Further increase in uncertainty,
accomplished by lowering κ toward κ = 2.0 does not seem to have a pronounced effect:
averages corresponding to all κ’s are all within one standard deviation of each other. In
the case of FN all the averages follow the expected trend and decrease with τc. For
this performance measure we also observe that as uncertainty of κ = 8.0 is introduced,
the average increases by about two standard deviations. Further increase in uncertainty,
accomplished by lowering κ, leads to a gradual and monotonic increase in FN. The variance
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remains roughly the same for all κ’s. In the case of MO and MT the averages follow the
expected trend and decrease as τc increases. Varying κ tends to have less effect on MO
than on either FP or FN. The variance appears unaffected by κ and remains the same for
each τc. Averages for MT also exhibit little affect of changing κ.
For test sequence (b) for half of the performance measures there is gradual change with
κ. In the case of FP the averages for all κ’s follows the expected trend: they increase as
τc increases. As κ increases the averages tend to increase somewhat and they all remain
within one standard deviation from each other and from FP obtained with image truth.In
the case of FN most of the averages follow the expected trend and decrease with τc, but
in several cases the decrease is not always monotonic. When uncertainty of κ = 8.0 is
introduced the average FN increases by about one-and-a-half standard deviations. Further
increase in uncertainty of κ = 4.0 has no noticeable effect on FN, and when κ = 2.0 the
average increases by about one standard deviation. This behavior may be attributed in
part to the artifacts of sampling from our discrete uncertainty model. As τc’s increases
from 0.5 to 1.0 the effects of discrete sampling become less pronounced, and all the averages
begin to converge together. For all κ’s the averages remain within one standard deviation
from each. In the case of MO all averages are at zero; this is expected since in test video
sequence (b) pedestrians tend to be far apart. In the case of MT the averages follow the
expected trend and decrease as τc increases. The variance tends to be larger than for FP
and FN. The averages for all κ’s appear somewhat below MT corresponding to the image
truth. However, these averages are within one standard deviation from each other, and for
some τc’s they are within one standard deviation of MT for the ground truth.
Common trends in the effects of occlusion masks’s orientation uncertainty can be iden-
tified among test sequence (e) and test sequence (b). For both test video sequences the
averages follow expected behavior as τc increases. The only exception is the MO perfor-
mance measure which is identically zero for test sequence (b). For both test video sequences
as κ increases the averages for FP and FN tend to increase; this increase tends to be grad-






































































































































Figure 6·8: Orientation uncertainty of the occlusion mask of an instan-
tiated graphical-model layer is modelled as a von Mises distribution with
concentration κ; in our experiments κ ∈ {2.0, 4.0, 8.0}. For a κ in this set
we sample the scene from our uncertainty model and run our pedestrian
tracker; a total of ten scenes are sampled. For each performance measure
its average and one standard deviation are shown. Top row: test sequence
(e); bottom row: test sequence (b).
test sequence (b). Overall MO exhibits less variability with respect to increased orientation
uncertainty. Performance measure MT for test sequence (b) exhibits the most variability
with respect to varying κ.
Uncertainty with respect to an occluder’s class. We represent uncertainty in the
occluder class of an instantiated graphical-model-layer as a random variable drawn from a
multinomial distribution. There is one such random variable for each instantiated layer,
and these random variables are independent. We increase the amount of uncertainty by
increasing the entropy of the multinomial distribution.
For a test video sequence and its associated image-truth annotation we introduce un-
certainty with respect to occluder’s class by replacing an instantiated graphical-model
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layer’s class with a sample drawn from our uncertainty model. This process is applied to a
graphical-model layer at the time of its instantiation. We then run our pedestrian tracker
on the test video sequence with this scene model. Since our uncertainty model is stochas-
tic we repeat the process of sampling from it and running the pedestrian tracker multiple
times. We evaluate several uncertainty models by varying the entropy of the multinomial
distribution.
To simplify the implementation we do not directly sample a multinomial distribution,
but employ hierarchical sampling to specify the occluder class of a graphical-model layer.
A Bernoulli random variable is sampled, and if the sample equals zero, the occluder’s
class is specified according to the image truth. If the sample does not equal zero, the
occluder’s class is sampled from a uniform distribution over all occluder classes except the
one specified by the image truth; the probability of drawing the same occluder class as
image truth is set to zero.
We apply our experimental protocol to the test video sequence (e) from the PETS
2001 dataset and the test video sequence (b) from the COP2007 dataset. We compute the
extended performance measures of Table 6.3 as a function of the Bernoulli distribution’s
parameter p ∈ [0.0, 1.0] for each test video sequence and for each uncertainty model, as
defined by p. The average and the standard deviation of these functions over ten samples
from the uncertainty model for test sequences (e) and (b) are shown in Fig. 6·9.
Because analyzing the effect of τc on the extended performance measures is still un-
common we briefly summarize the expected trends; a complete explanation is provided
earlier in this section. As τc increases we would expect FP to increase. The remaining
performance measures, FN, MT, and MO typically decrease as τc increases.
For test sequence (e) all performance measures tend to change gradually with p. In
the case of FP the averages for all p’s follows the expected trend: they increase as τc
increases. As p increases from p = 0.0 to p = 0.25 the average FP increases; this increase
is within one standard deviation. Further increases in p yield gradual and for the most
part monotonic increases in the averages. The averages for consecutive p’s are less than
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one standard deviation apart. The variance remains roughly the same for all p ≥ 0.25.
In the case of FN all the averages follow the expected trend and decrease with τc. As p
changes from p = 0.0 to p = 0.25 the average increases by roughly two standard deviations.
Further increase in p does not have a noticeable effect on the averages; they remain close
the average for p = 0.25 and well within one standard deviation from each other. The
variance also remains the same for all p ≥ 0.25. In the case of MO the averages follow
the expected trend by decreasing as τc increases. The variance tends to be the same for
all p’s and for all τc’s. All of the averages are well within one standard deviation of each
other. In the case of MT a trend similar to that for MO is observed. The averages for
p = 0.0 and p = 1.0 are more noticeably different than for MO, but all averages are well
within one-and-a-half standard deviations from each other. The variance does not change
noticeably as p and τc vary.
For test sequence (b), half of the performance measures exhibit a gradual change with
changing p. In the case of FP the averages for all p’s follow the expected trend: they increase
as τc increases. As p increases the averages tend to increase gradually and monotonically.
All the averages remain within one standard deviation from each other and from FP that
corresponds to the image truth. Overall the variance remains roughly the same for all p’s
and τc’s. In the case of FN all of the averages follow the expected trend and decrease
with τc, but the decrease is not always strictly monotonic. As uncertainty is introduced
at p = 0.25, the average uniformly shifts up by less than one standard deviation. Further
increasing p has the effect of shifting the averages up somewhat and within one standard
deviation of each other. The variance in the case of FN is somewhat larger than for FP; it
remains the same for all p’s and decreases somewhat as τc increases. In the case of MO all
averages are at zero; this is expected since in test video sequence (b) pedestrians tend to
be far apart. In the case of MT the averages follow the expected trend and decrease as τc
increases; the averages for p > 0 are slightly below MT for the image truth. The variances
are roughly equal to the variances of FN and decrease somewhat as τc increases. Overall
the averages stay within one standard deviation of each other and MT for the image truth.
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Common trends in the effects of the uncertainty in an occluder’s class can be identified
among test sequence (e) and test sequence (b). For both test video sequences as τc increases
the averages follow the predicted trends. The only exception is the MO performance
measure which is identically zero for test sequence (b). For both test video sequences as p
increases the averages for FP and FN tend to increase; this increase tends to be gradual in
all cases, but the difference between p = 0.0 and p = 0.25 is somewhat more pronounced in
the case of performance measure FN for test sequence (e). Overall MO for test sequence
(e) and FP for test sequence (b) are the least affected by increased uncertainty in occluder
class. Since our uncertainty model is discrete there is no apriori expectation that gradual
changes in p would yield gradual changes in the averages; it is therefore somewhat surprising
to see monotonic and gradual changes in FN for test sequence (b). For both test sequences
the variances tended to to be relatively unaffected by either p or τc.
Summary of the scene-uncertainty experiments. In our experiments the two
test video sequences are chosen to explore diverse scenarios. The differences are due in
part to the imaging sensors, the viewing geometry, the apparent size of pedestrians, and
the number of relocatable occluders; consequently a separate database of graphical-model-
layers is constructed for each scenario. In spite of these differences the effects of scene
uncertainty on the pedestrian tracker share commonalities across these two scenarios.
Overall, a gradual increase in the amount of uncertainty yields a gradual change in each
performance measure. In some cases—e.g., the effect of orientation uncertainty on FP—a
performance measure is affected as the amount of uncertainty is increased up to a point,
but further increase in the amount of uncertainty has no appreciable effect. Overall the
variance of a performance measure with respect to random samples from our uncertainty
model remained roughly the same across the two sequences. The effect of uncertainty is
somewhat more pronounced on performance measure FN. This may be due in part to the
learned parameters for binary image evidence in our generative model and the parameters
of our pedestrian tracker. The effect of uncertainty tends to be least pronounced on MO










































































































































Figure 6·9: Occluder-class uncertainty of an instantiated graphical-model
layer follows a hierarchical model. A draw from the Bernouilli distribution
with parameter p determines if an occluder’s class follows the image truth;
otherwise the occluder’s class is drawn randomly from a uniform distribution
over the occluder classes other than the one specified by the image truth. In
our experiments p ∈ {0.0, 0.25, 0.5, 0.75, 1.0}; in this figure p is expressed as
percentages. For a p in this range we sample the scene from our uncertainty
model and run our pedestrian tracker. This process is repeated ten times.
For each performance measure its average and one standard deviation are
shown. Top row: test sequence (e); bottom row: test sequence (b).
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Chapter 7
A Guide to Applying Layered Graphical Models to
New Problem Domains
In Sec. 6.5 of the preceding chapter we demonstrated the effectiveness of our scene repre-
sentation for parking-lot surveillance applications. Following that, in Sec. 6.6 we focused on
quantifying the accuracy of our person tracker in new scenarios and problem domains. Ap-
plying our formulation in novel settings would necessitate making numerous design choices,
and modelling the effects of all such choices on our scene representation would not have
been tractable. Therefore, we chose to view the combined effects of all the design choices
as uncertainty in our model and developed tractable representation for uncertainty in our
scene representation. Given the uncertainty models for scenes comprising the instanti-
ated graphical-model layers, we were able to quantify how uncertainty propagated into the
output of our pedestrian tracker.
In this chapter we present a guide for applying our general formulation to new scenarios
and problem domains. Our goals include enumerating the relevant design choices and
presenting some guidelines for choosing among them. Such design choices and guidelines are
grouped according to our formulation in Chapter 3. In addition, all of the design guidelines
are unified by a common theme of realizing the full benefit of our scene representation for
person tracking. Achieving such a goal requires taking into consideration the computational
complexity of the person tracker and the propagation of uncertainty into the tracker’s
output.
Our formulation of modelling dynamic scenes with graphical-model layers imposes few
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constraints on the overall design of a complete system. In particular, an algorithm de-
signer is free to specify the inference algorithm for scene maintenance. Among such scene-
maintenance algorithms there may be a difference in the extent to which feedback from
other modules, e.g., a person tracker, is used to further reduce uncertainty in the instan-
tiated graphical-model layers. However, to make the discussion concrete, we motivate this
chapter by considering a complete system without complex interdependencies; the system
developed for our parking-lot surveillance application falls into such category, because the
person tracker and the scene-maintenance algorithm did not share information.
7.1 Designing Graphical-Model Layers
We can think of designing graphical-model layers for a new scenario or a problem domain as
establishing a mapping between the physical world and our representation defined in terms
of the activity zones, the occlusion mask, and the observation regions; this representation
was summarized in the previous chapters by a probabilistic graphical model.
Specifying classes of the relocatable and static occluders. In the case of parking-
lot surveillance, we identified as relocatable occluders passenger vehicles that arrived in and
left legal parking spaces. To account for variation in vehicles’ shapes we defined a hierarchy
of occluders based on the most common vehicle types. In our experiments the 3D vehicle
volume was set slightly lower for the PETS2001 dataset as European vehicles tend to be
smaller than their US counterparts.
In a new scenario the variability in the shape of physical-world relocatable objects
and the motion patterns of people around them may also be effectively represented by a
hierarchy of the relocatable-occluder classes. In principle, a deeper hierarchy might yield
a more accurate scene representation in terms of the overlap between a graphical-model
layer’s occlusion mask and projection of the 3D scene in a camera’s field of view; such a
hierarchy might also offer more refined modelling of the motion patterns of people near the
relocatable occluders. In practice, maintaining a scene representation with a deep hierarchy
of the relocatable occluder classes might be too computationally expensive. Fortunately,
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our experiments in Sec. 6.6 indicate that gradual increase in scene uncertainty tends to
propagate gradually into the tracker’s output. Therefore, depending on the application
requirements, one could choose to reduce the computational complexity of the complete
system at the expense of some uncertainty in the scene representation; the available image
evidence may also influence the design of the relocatable-occluder class hierarchy.
Our scene representation extends to scenarios that include a mixture of relocatable and
static occluders. Indeed, the distinction between these two types of occluders is likely to be
immaterial to a person tracker, and from the standpoint of a scene-update algorithm a static
occluder is a relocatable occluder whose lifespan has been fixed a priori. In principle, if the
location of the static occluders is known a priori, introducing a more extensive hierarchy of
the static-occluder classes may not increase the computational complexity of the complete
system. In practice, and similar to the case of the relocatable occluders, the usefulness of
any such hierarchy is likely to depend on the available image evidence.
Defining the topology of activity zones and the transitions between them.
For our example application of parking-lot surveillance, we applied our scene represen-
tation to modelling the physical processes in the ground plane. Therefore, our activity
zones mapped to regions in the ground plane in the vicinity of a relocatable occluder. In
our implementation, square image-plane regions formed a ring around their relocatable oc-
cluder; these squares did not overlap each other or the relocatable occluder except at their
boundaries. The transition probabilities between activity zones were specified as uniform
to their immediate neighbors; jumping over the relocatable occluder was disallowed.
In a new scenario or a problem domain, activity zones may be defined to realize the full
benefit of our representation. In particular, activity zones can be mapped to non-coplanar
regions to better capture the process in the physical 3D world. For some applications the
computational complexity of a person tracker might be of lesser concern than uncertainty
in the tracker’s estimates of the number and location of the persons. This trade-off can be
achieved in part by increasing the density of the activity zones and by allowing their overlap;
such a strategy was successfully explored by [Fleuret et al., 2008]. Allowed transitions
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between the activity zones can be defined in a way that captures a person’s likely motion
patterns. For example, the relocatable object which owns these activity zones is likely to
impose physical constraints on where a person can move.
Defining the observation regions and the generative model for image evi-
dence. In the case of parking-lot surveillance we established a one-to-one correspondence
between the ground-plane activity zones owned by a graphical-model layer and its image-
plane observation regions. An observation region comprised an image-plane rectangle and
variable indicating the depth-order between this rectangle and the layer’s occlusion mask.
The projection of a person onto the image plane was modelled as a binary rectangular mask
whose extent coincided with an observation region. Our generative model for the image
evidence was motivated by the poor resolution and low contrast of the video sequences
acquired in the surveillance applications. Therefore we assumed that the image evidence
took the form of binary moving-pixel indicators estimated by an off-the-shelf background
subtraction algorithm.
In a new scenario or problem domain, observation regions may be defined to exploit
the projected motion patterns of persons in the corresponding activity zones. Indeed,
the shape of the observation regions may vary among the activity zones owned by the
same graphical-model layer and across the classes of relocatable occluders. Depending on
the viewing geometry and the imaging sensor resolution, the projection of a person onto
the image plane might be more accurately captured by imposing a structure within the
observation regions. In some cases such a structure may be inspired by a representation
initially proposed for free-space tracking. For example, the image-plane–based approach
of [Nejhum et al., 2010] for person tracking models a target as set of articulated blocks
whose spatial arrangement and size vary with time. In adapting this approach to our scene
representation, one could consider partitioning a rectangular observation region into blocks
so that a person’s image-plane projection maps to a subset of such blocks.
The design of the generative model of image evidence in the observation regions may
take into account how uncertainty in such a model would propagate into the person-
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tracker’s output. As was demonstrated in Sec. 6.5 our person tracker achieves state-of-
the-art performance with binary, noisy features. In scenarios with high image resolution
and high signal-to-noise ratio, a generative model that captures the projection of a person
inside an observation region may enable a more accurate estimate of the number and the
location of the persons in our scene representation. If the available image evidence is suf-
ficient to acquire person-specific appearance models, it may be possible to disambiguate
the depth-order of the locations of persons whose projections overlap in the image plane.
In some cases, the same algorithms used for free-space inference for the location and the
depth-order of people may be applicable to observation regions. For example, if color infor-
mation is available, representing the image projection of an upright person as a collection
of horizontal slices and modelling the appearance of each slice non-parametrically might
be appropriate; such a representation, proposed by [Elgammal and Davis, 2001] and was
applied to tracking closely-spaced people.
7.1.1 Specifying Parameters
Our scene representation offers several advantages with regard to parameter learning. First,
our graphical-model layers are pre-computed into a database during the off-line stage, low-
ering the computational complexity of the on-line stage; for real-time applications the abil-
ity to transfer computationally-expensive parameter learning, e.g., occlusion-mask learning,
to the off-line stage is desirable. Second, as our example implementation for parking-lot
surveillance demonstrates, parameter-learning can be stratified so that at each stage only a
subset of parameters needs to be estimated. Third, because our representation is occluder-
centric, some of the parameters are viewpoint independent and may therefore be learned
under advantageous imaging conditions.
Scene geometry. In our implementation the scene geometry was modelled by a
projection matrix estimated from the relations between scene features of typical office-
building environments, e.g., lighting posts and pedestrians in a parking lot; these relations
were derived from the knowledge of typical parking-lot layouts rather than cite-specific
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building maps. In other scenarios the projection matrix can be recovered from an image
sequence of a walking person, e.g., [Lv et al., 2006]. Because our person tracker does not
depend on an explicit 3D-to-2D mapping, there is no requirement that the database of
graphical-model layers be constructed with such a mapping. Therefore, in some scenarios
it may be practical to learn the scene geometry that is specific to the targets of interest.
For example, in the work by [Renno et al., 2002], a scene geometry was learned to estimate
the expected bounding-box extent of pedestrians and vehicles as a function of image-plane
coordinates.
Occlusion masks of the relocatable objects. In our implementation an image-
plane occlusion mask of a relocatable object is represented as a set of binary random vari-
ables, one per pixel. These occlusion masks are acquired by applying standard computer-
rendering techniques to our polygonal vehicle models. A vehicle model belongs to one of
several allowed vehicle classes and is relatively coarse; it does not take into account vari-
ations due to different vehicle manufacturers. In some scenarios it may be practical to
acquire the occlusion masks without an explicit rendering stage. For example in the work
by [Titsias and Williams, 2006], the objects’ occlusion masks are automatically learned
and clustered according to views via an EM algorithm. Although the computational com-
plexity of this algorithm—as noted in Sec. 6.4—may not be a good match for real-time
requirements, its benefits may be fully realized during our off-line database construction
stage.
Occlusion masks of the static occluders in the scene may be acquired using the same
procedure as for the relocatable occluders, e.g., via computer-graphics rendering of polygo-
nal models. Depending on the application domain it may be practical to learn the occlusion
masks of static objects in the scene without explicit rendering of 3D models. For example,
in the work by [Renno et al., 2007], depth-ordered occlusion masks of multiple subway
turnstiles were learned by accumulating image evidence in the vicinity of person tracks
over time.
Activity-zone transition probabilities. In our experiments the transition proba-
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bilities between activity zones owned by the same graphical-model layer were defined so
as to make the self-transition and the transition to immediate neighbors equally likely. A
similar approach to setting transition probabilities uniformly for a subset of zones chosen
based on a person’s expected mobility constraints was taken by [Fleuret et al., 2008]. In
some application domains it may be practical to learn zone transition probabilities from
trajectories of people in the scene as was done in, e.g., as was proposed by [Demirdjian
et al., 2002], or possibly directly from the image evidence. Since transition probabilities are
specified in the occluder-centric representation and do not depend on an instantiated scene,
the learning algorithm and the training data may be chosen to minimize the uncertainty
in the model.
Transition probabilities between the activity zones owned by different instantiated
graphical-model layers were set uniformly among the subset of such zones that passed
our connectivity test in Sec. 3.1. In some scenarios, transition probabilities between the
activity zones whose observation regions are proximate in the image plane may take into
account their relative sizes and overlap; depending on the representation of the scene ge-
ometry, ground-plane mobility constraints may also be taken into account. If it is practical
to acquire labelled training data comprising the instantiated graphical-model layers and
image-plane trajectories of people in the scene, it may be possible to learn transitions be-
tween the activity zones owned by different graphical-model layers in a supervised manner.
7.2 Designing a Scene-Maintenance Algorithm
The scene-maintenance algorithm may be chosen to minimize the amount of uncertainty
propagating into the person tracker’s output. In our experiments this was accomplished
by using image features capable of discriminating when an occlusion mask of a vehicle
has come to rest or started moving. Depending on a scenario or application domain, it
might be possible to reduce the uncertainty in an instantiated scene after a graphical-
model layer has been instantiated. For example, in the case of parking-lot surveillance,
vehicles tend to occupy legal parking spaces longer relative to the typical sensor’s frame
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rate. Therefore, it might be possible to continue accumulating image evidence relevant to
the layers’ parameters, e.g., 2D location, after their instantiation. In the case of parking-lot
surveillance, uncertainty may be also reduced by incorporating a feedback from the person
tracker, e.g., by running the person tracker backward in time as was done by [Ryoo et al.,
2010].
7.2.1 Specifying Parameters
Our scene representation offers several advantages for learning the parameters of a scene-
maintenance algorithm.
The dynamics of the relocatable occluders. The benefit of our implicit-3D
scene representation can be realized to reduce the uncertainty in the estimated dynam-
ics model. For example, the dynamics of the relocatable objects may be initially learned in
a computationally-convenient coordinate system, e.g., the ground plane, and using infor-
mative image features. Such a dynamics model might then be transferred to the viewpoint
anticipated in the scenario of interest. In our example application of parking-lot surveil-
lance, a vehicle’s dynamics was mapped into a distribution over the parameters of an
occlusion mask in the database of graphical-model layers.
Interaction patterns of the relocatable occluders and people in their vicinity.
In our example parking-lot surveillance application, joint dynamics of pedestrians and
vehicles could be established based on the physical constraints. Indeed, it was assumed
that a pedestrian could not emerge from or enter a moving vehicle and that a vehicle would
typically not drive over a pedestrian. In a new application domain, it might be possible
to acquire a joint model for the motion patterns of relocatable objects and people in their
vicinity. In some cases the algorithms for inferring interactions between people may be
applicable to inferring interactions between people and relocatable objects. For example, if
labelled training data comprises bounding boxes for targets in the scene, the coupled-HMM
approach of [Oliver et al., 2000] can be applied to learn pairwise interaction patterns.
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7.3 Designing a Person Tracker
The person tracker may be chosen to minimize the uncertainty of the estimated location
and the counts of people in a scene. In some application domains, e.g., real-time surveil-
lance, the design of person tracker may be influenced by the computational-complexity
requirements. As demonstrated in Chapter 6 for the parking-lot surveillance application,
our scene representation allows us to design a person tracker whose computational com-
plexity and accuracy compare favorably with the state of the art.
Providing the estimates of uncertainty in person locations. Depending on the
application domain, the person tracker designed for our scene representation may be a
part of a larger system. In such cases, uncertainty in the person-tracker’s output may
propagate into the rest of the system. Therefore, it may be desirable for the person tracker
to yield an estimate of the uncertainty in the location of people in the scene. In our RJ
MCMC tracker adapted to the instantiated graphical-model layers, the estimated locations
of people in the scene were represented as samples in the Markov chain; the density of such
samples in relation to the activity zones could be taken as a measure of uncertainty in the
tracker’s output. In our Viterbi-based tracker, the estimated locations of people in the scene
were represented as non-overlapping paths in the Viterbi trellis; marginal distributions—
beliefs—over activity zones at each time step could be obtained using the sum-product
algorithm [Kschischang et al., 2001, Bishop, 2006] and be taken as a measure of certainty
in the person tracker’s output.
Handling the overlap of people in the observation regions. In some scenarios
or application domains, it might be advantageous to allow multi-person occupancy in the
activity zones. In the observation regions of such activity zones the projections of multiple
people can overlap. The uncertainty in the depth-order of such projections might propagate
into the tracker’s estimates of the number and the location of people in the vicinity of the
relocatable occluders.
The benefit of handling the overlap of people in the observation regions also extends
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to the graphical-model layers designed with a single-occupancy constraint on the activity
zones. For example, two persons may occupy distinct activity zones whose corresponding
observation regions overlap, but the depth-order of these observation regions, and hence
the persons, is not specified by the scene model; this might happen if the activity zones
are owned by different graphical-model layers.
In the application of our scene representation to parking-lot surveillance, pedestrians
were modelled as binary masks. Such binary masks did not convey information about the
depth-order. Therefore, our Viterbi-based pedestrian tracker realized the benefit of depth-
ordered targets only for the observation regions that had such a depth-order specified in
our instantiated scene.
In some scenarios the generative model for the image evidence in the observation regions
might convey information about the depth-order of people in the scene. It may then
be possible to apply to algorithms that were proposed for inferring the depth-order of
people in free-space to estimating the depth-order of people in the observation regions.
One example would be a scenario where color information is available—in this case, the
non-parametric person’s appearance representation and the occlusion-hypothesis evaluation
algorithm of [Elgammal and Davis, 2001] may be applicable. Another example would be a
scenario where it is practical to learn a family of body-part detectors, e.g., for the upper
body, the torso, and the legs—in this case the distributed-data-association approach of
[Yu et al., 2008] may be applicable. If the inference over the number and the location
of people in the scene is approximated via RJ MCMC, then such an inference algorithm
might be extended as a Markov sequential object process [van Lieshout, 2008] to estimate
the number, the location, and the depth-order of people.
7.3.1 Specifying Parameters
Parameters of a person tracker may be specified to achieve the required accuracy of the
estimated number and the locations of people in the vicinity of the relocatable occluders.
This general principle was applied to our two examples of pedestrian trackers for the
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parking-lot surveillance application. In the first example, parameters of the RJ MCMC
person tracker in Sec. 4.1 included the probabilities of the birth and death moves; these
probabilities were specified according to the expected rate of the arrival and departure of
pedestrians in the parking lot. In the second example, parameters of the Viterbi-based
tracker in Sec. 4.2 included multiplicative factors of the activity-zone likelihood function;
these parameters were specified to increase the likelihood of a valid track in the presence
of noisy image evidence in video frames.
Our implicit-3D scene representation comprising instantiated graphical-model layers
can lead to straightforward algorithms for learning the person-tracker parameters. Among
such learning algorithms we highlight two non-exclusive possibilities: semi-supervised train-
ing with 2D image labels, and supervised training with examples obtained from our gen-
erative model.
In the semi-supervised learning formulation, image-plane annotation—e.g., bounding
rectangles of persons in the scene—are made available to the training algorithm as examples
of correct tracks; examples of incorrect tracks may be acquired from the bounding boxes
mis-aligned with respect to the image truth. Some parameter-training algorithms may
require that the training sequences be specified in terms of the activity zones rather than
image-plane annotations; this was the case for the training algorithm for our Viterbi-based
tracker in Sec. 4.2. In such cases, the activity zones may be regarded as missing labels.
These missing labels would then be estimated jointly with the parameters of the tracking
algorithm. If the training algorithm is formulated as a likelihood maximization with respect
to the positive and negative training examples, the missing labels for activity zones may
be inferred in a standard fashion using the EM algorithm.
An example of a fully-supervised parameter-learning formulation is one where the posi-
tive and negative training sequences are defined on the activity zones. In this case, learning
the tracker parameters may reduce to an optimization problem, such as linear program-
ming in Sec. 4.2. However, in some scenarios acquiring labelled training sequences with
the help of human subjects might not be practical. Instead we may choose to generate
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the sequences of activity zones and the corresponding image evidence by sampling from a
scene comprising the instantiated graphical-model layers; this approach was taken in our
experiments in Sec 6.5 and Sec. 6.6. In principle, semi-labelled training sequences may
be combined with the sequences obtained from our generative model, thus increasing the




In the final chapter of the thesis we summarize the main contributions and open issues in
the work that we have described. We also point out potential directions for future work.
8.1 Main Contributions
This section provides a summary of contributions made in this thesis: A layers-of-graphical-
models formulation that enables us to track partially-occluded persons interacting with
relocatable occluders.
8.2 Future Work
In our experiments with the parking-lot videos we have found that the proposed method
is able to track pedestrians within the vicinity of parked vehicles despite prolonged, severe
occlusions. This level of performance is achieved with the aid of a very simple form of
image evidence—raw output of a background subtraction algorithm. Our experiments have
demonstrated that in such scenarios, approaches that rely on part-based detectors and on
tracking-by-detection do not perform as well as our approach. The experiments have also
shown that it is possible to automatically maintain our global scene representation, to
change on-the-fly the state space for pedestrian tracking, and to track pedestrians at the
same time.
However, our experiments also indicate several areas in need of improvement. The
current choice of image features allows our system to cope with the small apparent size of
pedestrians, but these features tend to be quite noisy. We believe that this shortcoming
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may be overcome by optimizing the existing features using training scenarios [White and
Shah, 2007]. Another way of addressing this challenge is to only report a pedestrian’s
track after she has moved away from a vehicle and is being reliably followed by a free-space
pedestrian tracker. Our tracking algorithm in Sec. 4.2 may be improved by optimizing
over all pedestrian tracks jointly as implemented in [Ma et al., 2009] based on [Wolf et al.,
1989, Castañon, 1990].
As future work we aim to develop a unified formulation for tracking on activity zones
and in free-space. In order to define a first-order Markov process for a person’s motion
through the entire scene a state space needs to be defined first. This state space must
enable switching between discrete activity-zones and continuous free-space location. During
tracking, image evidence in the entire video frame would be used to infer the number and
locations of persons in the entire scene. The free-space and the activity-zone trackers could
be combined as proposed in e.g., [Leichter et al., 2006, Du and Piater, 2008]. We look
forward to developing such a formulation and validating it with a free-space tracker that is
well-matched for our challenging datasets; examples of potentially-applicable approaches
include [Breitenstein et al., 2011, Dunne and Matuszewski, 2011].
Another promising direction for future research involves extending our formulation to
overlapping camera views. A direct extension of our approach is to maintain a separate
scene model in each view [Kang et al., 2003, Vacchetti et al., 2004] and fuse the image evi-
dence across all the views [Khan and Shah, 2009]. A multi-view layered representation has
been proposed in [Reid and Connor, 2010] but experimental validation was performed with
small camera displacements. Another approach is to maintain one global 3D representation
[Vedula et al., 1998, Khan and Shah, 2009] for relocatable objects and pedestrians. In the
3D case, activity zones around a relocatable object could be defined in the same way as
before. A connectivity test to link activity zones of different models could then take into
account ground-plane proximity rather than rely on the image-plane cues.
Future work on extending our scene-maintenance subsystem would first focus on incor-
porating a free-space vehicle tracker. Such a tracker, e.g., [Pece, 2006, Ottlik and Nagel,
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2007, Atev and Papanikolopoulos, 2008, Leotta and Mundy, 2011], could yield an improved
predictor of a vehicle’s arrival. Furthermore, one would expect that by integrating obser-
vations of a vehicle over time, it may be possible to more accurately predict its type [Ma
and Grimson, 2005] and orientation. A side-benefit of employing the free-space pedestrian-
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