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Abstract
Transition metal oxide Magnéli phases are traditionally described as crystal-
lographic shear structures. Some of these phases feature a layered crystal
structure based on deformed metal–oxygen octahedra. Here, the correla-
tion between structure, decohesion energies and elastic properties of several
transition metal oxides is described using ab initio calculations. First, seven
different vanadium oxides VOx (1 ≤ x ≤ 2.5) have been investigated. The
C44 values for V6O13, V4O9, V3O7 and V2O5 are significantly lower than those
for V2O3 and VO2. This is consistent with calculated decohesion energies for
cleavage in VO2 and V2O5. When cleaving V2O5, decohesion energies are
considerably lower than those of VO2. This behaviour may be understood
based on V valency induced changes in the crystal and electronic structure
as well as in the chemical bonding. As the V valency is increased, the bond
strength decreases. The phases with a V valency >4 exhibit low C44 values,
large anisotropy and possess weak ionic bonding between the layers. The
formation of easily plastically deformable structures is enabled by the screened
Coulomb potential. The largest distance and therefore weakest bond strength
is observed for V2O5 in the (002) plane. Studies have then been extended
to WO3, ReO3, MoO2, VO2, V2O5 and TiO2, showing that the decohesion
energies and elastic constants C44 are inversely proportional to the original
distance between the cleaved layers and correspond to the screened Coulomb
potential. This can be understood based on the electronic structure. The bond
strength decreases rapidly as the distance is increased, resulting in weak cou-
pling between the layers which in turn causes the formation of easily plastically
deformable structures, for instance WO3 or V2O5. The fact that structures such
as WO3 can also be described by the above-presented correlations provides
the basis for quantum mechanical guided design of Magnéli phase structured
solid lubricants, based on tailoring the layer distance by varying the chemical
composition.
A combinatorial method was employed to grow TiAlN–WNx films by DC
sputtering as well as by High Power Pulsed Magnetron Sputtering (HPPMS)
where the W concentration was varied between 10 to 52 at.% and 7 to 54 at.%,
respectively. Experiments were paired with ab initio calculations to investigate
the correlation between composition, structure and mechanical properties. As
the W concentration was increased, the lattice parameter of cubic TiAlN–WNx
films first increased and then decreased for W concentrations above ≈29 at.%
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(DCMS) and ≈27 at.% (HPPMS) as the N concentration decreased. Calcula-
tions helped to attribute the increase to the substitution of Ti and Al by W and
the decrease to the presence of N vacancies. Young’s modulus and hardness
were around 385 to 400GPa and 29 to 31GPa for DCMS and 430 to 480GPa
and 34 to 38GPa for HPPMS, respectively, showing no significant trend as the
W concentration was increased, whereas calculations showed a continuous
decrease in Young’s modulus from 440 to 325GPa as the W concentration
was increased from 0 to 37.5 at.%. The presence of N vacancies was shown
to increase the calculated Young’s modulus. Hence, the relatively constant
values measured may be understood based on N vacancy formation as the
W concentration was increased. HPPMS-deposited films exceeded DCMS
films in Young’s modulus and hardness, which may be a consequence of the
larger degree of ionisation in the HPPMS plasma. It is reasonable to assume
that especially the ionised film forming species may contribute towards film
densification and N vacancy formation.
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Zusammenfassung
Übergangsmetalloxid-Magnéliphasen lassen sich als kristallografische Scher-
strukturen beschreiben. Einige dieser Phasen besitzen eine geschichtete Kris-
tallstruktur aus deformierten Metall–Sauerstoff-Oktaedern. In dieser Arbeit wird
mit Hilfe von ab initio-Berechnungen der Zusammenhang zwischen Struktur,
Spaltungsenergie und elastischen Eigenschaften einiger Übergangsmetalloxi-
de beschrieben. Zunächst sind sieben verschiedene Vanadiumoxide VOx
(1 ≤ x ≤ 2.5) untersucht worden. Die C44-Werte für V6O13, V4O9, V3O7 und
V2O5 sind deutlich niedriger als die für V2O3 und VO2. Dieser Unterschied steht
im Einklang mit den berechneten Spaltungsenergien (Dekohäsionsenergien)
für verschiedene Kristallebenen, die für V2O5 ebenfalls beträchtlich niedriger
sind als für VO2. Dieses Verhalten kann durch die vanadiumvalenzinduzierten
Änderungen in der Kristall- und elektronischen Struktur sowie in den chemi-
schen Bindungen verstanden werden. Mit steigender Vanadiumvalenz nimmt
die Bindungslänge zu. Phasen mit Vanadiumvalenz >4 zeigen niedrige C44-
Werte, hohe Anisotropie und besitzen nur schwache ionische Bindungen zwi-
schen den Ebenen. Durch das abgeschirmte Coulomb-Potential wird die Bil-
dung von leicht plastisch verformbaren Strukturen ermöglicht. Der größte Ab-
stand und damit die schwächste Bindung wird bei V2O5 in der (002)-Ebene be-
obachtet. Bei Ausdehnung der Untersuchungen auf WO3, ReO3, MoO2, VO2,
V2O5 und TiO2 hat sich gezeigt, dass die Spaltungsenergien und elastischen
Konstanten C44 umgekehrt proportional zum ursprünglichen Abstand zwischen
den gespaltenen Ebenen sind. Dieses Verhältnis kann durch das abgeschirmte
Coulomb-Potential beschrieben werden und lässt sich durch die elektronische
Struktur erklären. Die Bindungsstärke nimmt mit zunehmendem Abstand rapi-
de ab, woraus sich eine nur schwache Kopplung zwischen den Ebenen ergibt,
welche dann zur Bildung leicht plastisch verformbarer Strukturen wie zum Bei-
spiel WO3 oder V2O5 führt. Der Umstand, dass Strukturen wie WO3 auch durch
die oben genannten Zusammenhänge beschrieben werden können, bildet die
Grundlage für ein quantenmechanisch geführtes Design von auf Magnélipha-
sen basierenden Festschmierstoffen, bei denen der Ebenenabstand durch Ver-
ändern der chemischen Zusammensetzung maßgeschneidert werden kann.
Unter Verwendung eines kombinatorischen Ansatzes sind TiAlN–WNx-Dünn-
schichten durch DC Magnetron Sputtering (DCMS) sowie High Power Pulsed
Magnetron Sputtering (HPPMS) abgeschieden worden. Die so hergestellten
Schichten weisen Wolfram-Konzentrationen von 10 bis 52 at.% beziehungswei-
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se 7 bis 54 at.% auf. Diese Experimente wurden durch ab initio-Berechnungen
unterstützt, um den Zusammenhang zwischen Zusammensetzung, Struktur
und mechanischen Eigenschaften zu untersuchen. Bei Erhöhung der W-Kon-
zentration nimmt der Gitterparameter der kubischen TiAlN–WNx-Schicht zu-
nächst zu, nimmt dann aber bei W-Konzentrationen oberhalb von ≈29 at.%
(DCMS) beziehungsweise ≈27 at.% (HPPMS) wieder ab, wie auch die N-Kon-
zentration abnimmt. Mit Hilfe der Berechnungen konnte die Zunahme des Git-
terparameters der Substitution von Ti und Al durch W und die Abnahme dem
Auftreten von Stickstoff-Leerstellen zugeschrieben werden. Elastizitätsmodul
und Härte der Dünnschichten betrugen 385 bis 400GPa und 29 bis 31GPa
für DCMS beziehungsweise 430 bis 480GPa und 34 bis 38GPa für HPPMS.
Mit Erhöhung der W-Konzentration war hier kein eindeutiger Trend erkennbar,
wohingegen die Berechnungen eine kontinuierliche Abnahme des Elastizitäts-
moduls von 440 auf 325GPa zeigten, wenn die W-Konzentration von 0 auf
37,5 at.% erhöht wurde. Der Einbau von Stickstoff-Leerstellen führte zu ei-
ner Erhöhung des berechneten Elastizitätsmoduls. Die relativ gleichbleibenden
experimentellen Werte können daher durch das Auftreten von N-Leerstellen
erklärt werden, die sich bei Erhöhung der W-Konzentration bilden. Die mittels
HPPMS abgeschiedenen Schichten übertreffen die DCMS-Schichten an Elas-
tizitätsmodul und Härte, was auf den größeren Ionisationsgrad des HPPMS-
Plasmas zurückzuführen sein könnte. Es ist anzunehmen, dass insbesondere
die ionisierten schichtbildenden Teilchen zur Verdichtung der Schicht und zur
Bildung von N-Leerstellen beitragen.
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1 Introduction
The properties and performance of a material depend on several factors, most
influencing its composition and microstructure. In the field of materials science,
the correlation between synthesis, structure, properties and performance of
materials is systematically investigated to improve and/or tailor material prop-
erties. One possibility to improve the performance of a material is to combine
two or more materials within one component. Thus, the characteristics of those
materials can be combined to result in a better performance than either one of
the individual materials. Often, such material combinations are realised as a
relatively thin layer on a bulk material. Examples are zinc galvanising of steel to
increase the oxidation resistance but keep the steel’s strength and toughness,
non-stick Teflon coatings on frying pans or decorative chromium layers on plas-
tic or brass fittings. One method to produce multi-material components is thin
film technology based on vapour phase condensation, where layers of different
materials can be deposited on the base material, the substrate. Here, atoms,
ions, molecules or clusters are deposited at pressures much lower than the
atmospheric pressure. Depending on the application, typical thicknesses range
from atomic layers to several µm. Physical vapour deposition is a widespread
method to grow thin films, e.g. to deposit electrically conductive layers as the
contact on a semiconductor device or hard coatings on components or tools
for wear and/or oxidation protection to enhance the tool life. One of these
tool coating materials is titanium aluminium nitride. While wear and oxidation
protection have been investigated, research and development activities geared
towards alloying concepts for self-lubrication are often of empirical nature.
The ambition of this work is to contribute towards the scientific background
and understanding required to enable a knowledge-based design of self-lubri-
cating tool coatings.
1.1 Motivation
Thin films explored in this thesis are used as wear protection coatings for
metal cutting applications to enhance the tool life. For several years, the ma-
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terial of choice for industry has been titanium nitride-based, especially titanium
aluminium nitride. In the past, the major research and development focus
has been placed on higher hardness and higher wear resistance. Since the
applied forces in the cutting process influence the work-piece quality and the
cost-effectiveness, and especially since more and more ecological aspects are
being considered, other tool properties were addressed, too. One major goal
is the reduction of lubricating and cooling agents (LCA) to eventually enable
a completely dry machining process. The liquid agents typically used have
several functions: They lubricate and cool the cutting contact and enable a free
chip flow. Adherent chips may cause accumulation of debris which may in turn
jam the drill’s groove. In addition, tearing off the built-up edge due to adherent
chips leads to rapid degradation of the coated tool. Here, lubricating and
cooling agents are envisioned to be replaced by solid lubricants incorporated
into a hard coating. The strategy is to alloy (Ti1−xAlx)N with V, W and Mo in
such a way that the alloying elements form so-called Magnéli phase oxides,
since some of these phases possess low friction coefficients and therefore
can act as solid lubricants. Hence, tool life will be elongated and due to the
reduction of LCA, the environment will be protected as well as efficiency and
effectiveness will be increased.
This work was funded by the Federal Ministry of Education and Research of
the Federal Republic of Germany within the framework programme “materials
innovations for industry and society” (“Werkstoffinnovationen für “Industrie und
Gesellschaft – WING”), which was announced in 2003 [1]. Within the “ÖkoZer”
project (FKZ: 03X3507, “Lubricating nano composites for ecological cutting
operations”), the correlation between composition, structure, mechanical prop-
erties and cutting performance of cutting tools coated with cubic (Ti1−xAlx)N
with addition of V, W, Mo and B was investigated in collaboration with industry.
Materials Chemistry of RWTH Aachen University was responsible for density
functional theory-based ab initio calculations to identify Magnéli phases that
could act as solid lubricants and to deposit (Ti,Al,X)N (X = {V, W, Mo}) thin films
in lab scale, while CemeCon AG was responsible for corresponding depositions
in industrial scale to coat tools and for industry-suitable target development.
Wolf Werkzeugtechnologie GmbH finally tested these coated tools under real
conditions and improved the tool design. The CemeCon AG (Würselen) is a
contract coater as well as a coating machine manufacturer, whilst the Wolf
Werkzeugtechnologie GmbH (Bruchmühlbach-Miesau), part of the Wolf group,
produces drills and milling cutters.
2
1.2 Literature review
1.2 Literature review
1.2.1 Titanium nitride-based coatings
The titanium–nitrogen phase diagram consists of several phases [2], among
them rutile structured Ti2N [3], but the dominating phase is TiN. The min-
eral name is Osbornite. TiN is electrically conductive and appears in golden
colour. TiN forms in the cubic B1 structure like rock salt (NaCl), space group
F m 3m (225), as displayed in Figure 1.1. The lattice parameter a is about
4.24 Å [2, 4, 5]. Lower a values have been reported due to the presence
of vacancies on the nitrogen sub-lattice [2, 6–8], e.g. 4.224Å for TiN0.69 [8]
or 4.221Å for TiN0.61 [7]. This interpretation has been supported by ab initio
calculations [9]. For phases with over-stoichiometric N, a decrease in the lattice
parameter was attributed to be due to vacancies on the metal sub-lattice [10–
12], e.g. 4.213Å for TiN1.16 [12]. Figure 1.2 from Nagakura et al. [7] shows the
dependence of the lattice parameter of under- and over-stoichiometric TiNx on
x. However, over-stoichiometric N concentrations may also be accommodated
by N incorporation at interstitial positions and hence lattice parameters that
exceed the common value for bulk samples are reported [6, 8, 13, 14], too,
e.g. 4.252Å for TiN1.17 [8] or 4.28Å for TiN1.18 [14]. While decreased a values
due to vacancies in the metal sub-lattice are mainly reported for bulk samples
[6, 12], interstitial N incorporation is often observed for titanium nitride-based
thin films and thus for non-equilibrium film growth conditions [6, 8, 13, 14], but
also nitrogen-deficient thin films can be obtained [15]. For sputtered thin films,
cubic TiN could be obtained within Ti:N ratios of 0.6 to 1.63, depending on the
deposition conditions, especially the nitrogen (partial) pressure [7, 16].
Cubic titanium nitride coatings are known to exhibit high hardness, good
wear resistance and relatively low friction and are thus used as hard coatings
for metal cutting [17–19]. TiN is also used as a diffusion barrier coating in
microelectronic devices [20, 21]. High-temperature application of TiN is limited
because of its oxidation behaviour [22, 23]. Adding aluminium, the oxidation re-
sistance and thus wear performance can be greatly increased [23–28]. Due to
the previously reported excellent wear resistance, Ti1−xAlxN, (Ti,Al)N or short
TiAlN is the bench mark coating for many metal cutting applications today. By
the (partial) substitution of Ti by Al, a protective aluminium oxide layer is formed
at the surface which inhibits further oxidation [23–28]. While the Al solubility
is limited at equilibrium conditions, TiAlN thin films exist over a broad range
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Figure 1.1: Crystal structure of cubic TiN, B1 structure. Ti is shown as blue, N as violet
spheres. The unit cell is marked by the black line.
Figure 1.2: Lattice parameter of TiNx in dependence on the N/Ti ratio x, from Na-
gakura et al. [7]. However, over-stoichiometric interstitial N can also lead
to higher a values.
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of aluminium concentration. The solubility limit of Al in metastable TiAlN thin
films has been investigated theoretically [29–31] and experimentally [32–34].
It was possible to substitute up to about two thirds of Ti by Al within the cubic
B1 phase. At higher Al concentrations, hexagonal AlN has been detected.
Ab initio calculations have shown that the phase stability of Ti1−xAlxN is not
only dependent on the composition but also on the Al distribution within the
metal sub-lattice. A maximum solubility of x = 0.74 was obtained when both
elements were clustered, reducing the number of Ti–Al bonds [35]. When
substituting Al for Ti, the lattice parameter decreases, closely following Vegard’s
law [24, 36–38]. For example, the lattice parameter decreased from 4.247 to
4.209Å as the Al concentration was increased from 0 to 41 at.% [37]. Similarly,
ab initio calculations for Ti1−xAlxN showed a linear decrease of the lattice
parameter from 4.27 to 4.14Å for the AlN fraction x up to x = 0.7 based on
the rules of mixture [38]. Since the stiffness of the hexagonal phase is lower
[39], too high aluminium contents are being avoided. Hence, the optimum
composition is described by a high aluminium concentration just below the
solubility limit. The bonding within TiN is described as a mixture of ionic,
covalent and metallic character [35]. While this is generally maintained for
TiAlN, it can be found that the Al–N bonds are more covalent then the Ti–
N bonds [35].
As a disadvantage, TiAlN exhibits a larger friction coefficient compared to
TiN [36] and a larger wear rate [40]. To enhance the tribological performance
of TiAlN coated tools, the effect of alloying elements on the film properties has
been investigated, e.g. Y, Cr [41–43] and V [43–47]. During metal cutting in air
the surface of the coated tools can be oxidised. Therefore, alloying elements
that form solid lubricants have been added to hard coatings. One strategy is to
add elements that form so-called Magnéli phase oxides, which can significantly
lower the friction coefficient, among them V, Mo and W. Vanadium containing
TiAlN has therefore been investigated in the last years, showing a very low
friction coefficient when V2O5 is formed on the film surface [46, 48]. The friction
coefficient could be reduced from about 1 for pure TiAlN to only about 0.2
once vanadium oxide Magnéli phases had been formed on the surface. In
particular V2O5 was deemed to be the reason for the reduced friction [46, 48–
51]. However, due to its low melting point of about 950K [52–54], V2O5 might
not be the best candidate for all cutting applications. While the good lubrication
is maintained with a film of molten V2O5, the liquid material can more easily be
removed from the surface [50], e.g. from a drill’s surface at high rotation speed.
5
1 Introduction
A decreased friction coefficient has also been reported on tungsten nitride films
after WO3 had been formed on the surface at elevated temperatures [55]. The
melting points for tungsten oxides such as WO3 are significantly higher [56].
Tungsten nitride (WNx, W2N) coatings are used as diffusion barrier layers
in metallisation schemes in silicon contact structures [57, 58] and as adhesion
layers (e.g. between tungsten and silicon) [59]. They have also attracted inter-
est as high-temperature stable Schottky gates for field-effect transistors [60].
Thus, electrical properties such as resistivity or superconducting behaviour are
largely discussed in literature [61–64]. The thermodynamically stable phase
is W2N, which can be considered as a TiN-like structure with only half of the
nitrogen sites occupied. W2N refers to a nitrogen concentration of 33 at.%, but
a wider stoichiometry range for WNx has been reported especially for thin films
[57, 65] and nitrogen concentrations of 55 at.% [66], 58 at.% [65] and 63 at.%
[67] have been observed. The N concentration in WNx films was reported to
depend to a large extent on the deposition conditions, in particular nitrogen
pressure, deposition rate and substrate temperature. It has been suggested
that in the W2N structure additional nitrogen occupies the vacant octahedral
sites, enlarging the lattice parameter [68, 69]. The lattice parameter for WNx
with x ≈ 1 was measured to be about 4.28Å [65, 69], while the value for a
stoichiometric W2N bulk sample is 4.126Å [JCPDS card No. 25-1257].
1.2.2 Magnéli phase oxides
Transition metal oxide Magnéli phases are traditionally described as crystallo-
graphic shear structures that can be derived from the parent perovskite ReO3
[70–77]. Homologous series within these phase diagrams, often referred to as
Magnéli series, have been constructed for vanadium oxides [78–81], such as
the VnO2n−1 series between the borderline phases V2O3 (n = 2) and VO2
(n = ∞) [82] and the VnO2n+1 series between the borderline phases VO2
(n = ∞) and V2O5 (n = 2) [83], or for tungsten oxides, such as the WnO3n−2
series [72] and the WnO3n−1 series [70]. In addition, there are more than
eleven different structures reported for WO3 [56]. These oxides are of great
interest in multiple applications, mainly because of the wide range of valence
that is exhibited by the transition metals such as V, W and Mo, which affects
the physical and chemical properties of the oxides. A large range of vanadium
oxide- [84] or molybdenum oxide-based [85] materials can be used as cata-
lysts, e.g. V2O5 for the partial oxidation of ethanol and ethane [86] or the selec-
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tive reduction of NO [87]. Several vanadium oxides exhibit a metal-to-insulator
phase transition from a high temperature metallic phase to a low temperature
insulating or semiconductive phase [88–93]. Here, the VnO2n−1 series is of
particular interest [81, 94–97], but also other phases are taken into account
[98, 99]. Electrochromism has been reported for VO2 [100], V2O5 [101, 102],
MoO3 [101, 103, 104] and WO3 [100, 101, 105–107]; thus, these materials
are of interest for devices such as smart windows. Some vanadium bronzes,
usually non-stoichiometric compounds incorporating (earth) alkali metals, fea-
ture interesting magnetic behaviour [108]. Due to the layered structure that
facilitates intercalation, V2O5, MoO3 and WO3 can be used for lithium ion
batteries [109]. Tungsten oxides are also used for fireproof fabrics. Some
phases are also used as pigments due to their intense colour [110]. Certain
Magnéli type oxide phases have been reported to be promising for metal cutting
applications [50, 55, 111]. When annealing nitride coatings containing V, W
or Mo, the friction coefficient is significantly reduced, due to the formation
of lubricious oxide phases such as V2O5 [49–51], WO3 [55] or MoO3 [55].
Crystal chemistry has been determined to play a major role for the lubricating
properties of metal oxides [111]. Density functional theory calculations have
been carried out for vanadium oxides, often within the scope of surface studies
[112–116], but a systematic correlation between the Magnéli phase (electronic)
structure and elasticity as well as decohesion energy has not been explored in
the literature.
The “Magnéli phases” are named after the Swedish scientist Arne Magnéli
who investigated among other materials molybdenum and tungsten oxides
extensively [70, 71, 117–119]. Such transition metal oxides consist of tran-
sition metal–oxygen polyhedra MO6 with octahedral coordination (i.e. including
distorted octahedra). A parent structure with perfect MO6 octahedra is the
cubic ReO3. The structures within the homologous series as mentioned be-
fore consist of MO6 octahedra that can be derived from a parent structure by
crystallographic shear, leading to ordered oxygen deficiencies [70–77, 119].
Hence, phases within such series can differ in the absolute stoichiometry and
the numbers of shared corners and edges, while the octahedral coordination
for the individual metal–oxygen polyhedra is preserved. Two extreme cases
are the already mentioned ReO3 on the one hand, which consists of octahedra
that share only corners but no edges, and VO or TiO (rock salt structure)
on the other hand, which consists of octahedra that share all edges. The
term “crystallographic shear” (CS) is referring to a (geometric) translation of
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crystal layers from a base structure, here mainly ReO3. This way by peri-
odic CS, the stoichiometry of an oxide can be changed without relinquishing
the basic metal–oxygen coordination. Based on MO6 octahedra, numerous
CS structures for vanadium, molybdenum and tungsten oxides, often within
homologous series, can be constructed such as the VnO2n−1 series [82] and
the VnO2n+1 series [83], or for tungsten oxides, such as the WnO3n−2 series
[72] and the WnO3n−1 series [70]. Most of the WO3 phases only differ in
the degree of distortion of the WO6 octahedra [56, 120–123]. The transition
metal oxide phases within the scope of this work consist of transition metal–
oxygen polyhedra with octahedral coordination related to the ReO3 structure,
e.g. by structural distortion or crystallographic shear. In the following they are
described in more detail.
Parent structure ReO3
Cubic ReO3, space group P m 3m (221), consists of corner-sharing ReO6 oc-
tahedra [124], as displayed in Figure 1.3. The structure can be related to the
perovskite ABO3 prototype, which is based on calcium titanate CaTiO3, with
the A site missing [117, 124]. The perfect octahedral coordination in ReO3
gives rise to six Re–O bonds with the length of 1.89Å.
Due to this missing A site, there is some degree of freedom for the central
transition metal cation (M) to be displaced and for the MO6 octahedra to be
tilted. Thereby, with different degrees of structural distortion, structure varia-
tions can be formed. For example, some WO3 structures can be described
as a distorted ReO3 structure [117]. In the WO3 P 4/n c c Z phase [120],
the WO6 octahedron is distorted and the W cation is shifted from the centre.
Thus, different M–O bond lengths are formed. Higher degrees of distortion
can lead to the formation of a layered crystal structure. An extremely high
degree of MO6 octahedron distortion can be seen for V2O5 [125], where the
VO6 octahedron would rather be described as a VO5 square pyramid, since
the sixth V–O bond length is very large (2.8 Å). In this structure, layers are
clearly visible, see Figure 1.4. It must be noted, though, that this structure has a
different stoichiometry and is not directly based on ReO3. It could be described
as a zigzag chain arrangement, with some “octahedra” sharing corners while
others share edges, derived by crystallographic shear translations [119].
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Figure 1.3: Crystal structure of ReO3 with marked ReO6 octahedra. Re is shown as
green, O as red spheres.
Figure 1.4: Crystal structure of V2O5 with the V–O polyhedra shown as VO5 square
pyramids (excluding the longest V–O bond). V is shown as orange, O as
red spheres.
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Vanadium oxides
The vanadium–oxygen phase diagram showing VOx with 1 ≤ x ≤ 2.5 and thus
with vanadium valency from 2 to 5 as drawn from Katzke et al. [79] is pre-
sented in Figure 1.5. Hence, the phases included range from VO to V2O5.
The VnO2n−1 series (from V2O3 to VO2) [82] and the VnO2n+1 series (from
VO2 to V2O5) [83] can be identified, including V2O3 (karelianite, corundum
structure) [126], VO2 (rutile structure) [127], V6O13 [128], V3O7 [129] and V2O5
(shcherbinaite) [125], as well as VO (rock salt structure) [130]. However, the
phase V4O9 [131], which is also calculated here, has not been included. As
can be seen later, this structure might be considered as being unstable.
Tungsten oxides
The tungsten–oxygen phase diagram, as constructed by Wriedt [56], is pre-
sented in Figures 1.6 and 1.7. It is rich of different phases like WO2, W18O49,
W24O68, WO3 and homologous series that have been constructed, such as the
WnO3n−2 series [72] and the WnO3n−1 series [70]. In addition, there are more
than eleven different structures reported for WO3 [56], most of them just slightly
differing in the (degree of) distortion of the WO6 octahedron [120–123].
1.3 Goal and strategy
With this work, it is my ambition to contribute towards the scientific back-
ground and understanding required to enable a knowledge-based design of
self-lubricating tool coatings. The strategy is to apply ab initio calculations to
identify transition metal oxides, so-called Magnéli phases, that possess low
friction coefficients and therefore can act as solid lubricants, and to alloy TiAlN
with these elements by sputter deposition. These Magnéli phase oxides are
expected to form on the surface of the as-alloyed TiAlN tool coating during
metal cutting processes and provide lubrication without the necessity to use
additional, fluid lubricating agents. Thus, more precisely, the objective of this
work is to contribute towards understanding the correlation between composi-
tion, structure, elastic properties and decohesion energies of transition metal
Magnéli phase oxides, namely vanadium, tungsten and molybdenum oxides,
and correlate these with the electronic structure thereof. Furthermore, as the
second step, the follow up objective is to contribute towards understanding the
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Figure 1.5: Vanadium–oxygen phase diagram showing VOx in the range 1 ≤ x ≤ 2.5,
from Katzke et al. [79].
Figure 1.6: Tungsten–oxygen phase diagram from an oxygen concentration of 0 to
75 at.%, from Wriedt [56].
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Figure 1.7: A section of the tungsten–oxygen phase diagram in more detail for the
oxygen concentration from 73 to 75 at.%, from Wriedt [56].
correlation between composition, structure and mechanical properties of cubic
TiAlN alloyed with such Magnéli phase forming elements. Here, tungsten is
chosen as a demonstrator, therefore cubic TiAlN–WNx thin films are investi-
gated.
Quantum mechanical calculations of the structure and properties of ma-
terials can be carried out prior to experiments to guide experimental efforts
saving time and money. From such calculations, the equilibrium volume and the
elastic properties such as the bulk modulus or shear modulus can be obtained.
Additionally, information about the electronic structure, such as the density of
states, the electron density distribution or the nature of the crystals’ bonding
are available. Here, density functional theory-based ab initio calculations are
used to obtain the structure, elastic properties and decohesion energies as
well as the electronic structure of Magnéli phase oxides. Hence, correlations
between these characteristics can be compiled. Based on these data, Magnéli
phase forming elements can be selected for incorporation into a hard coating
matrix, such as TiAlN.
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For the next step, to alloy TiAlN with additional elements, the method of
choice is combinatorial sputtering. With the use of this composition spread
method, an efficient screening of different compositions/materials can be per-
formed. Based on a specific arrangement of the deposition system, a broad
range of composition within a material system’s phase diagram can be covered
in one deposition process. This can be fulfilled by two or more cathodes with
different elements or by a specially arranged target design, so that the cath-
ode/target geometry results in a chemical gradient on an appropriately placed
substrate. Hence, to analyse such films techniques with high lateral resolution
are prerequisite. Two different sputtering techniques are employed within this
work, namely direct current magnetron sputtering (DCMS) and high power
pulsed magnetron sputtering (HPPMS). For conductive targets as employed
here, DCMS is the commonly used method. In addition, the HPPMS technique
is applied to increase the ionisation of the plasma, in particular of the film-
forming species, and thus for a better control of the microstructure evolution.
With respect to future application, it is envisioned that the results obtained
here lead to self-lubricating tool coatings that enable dry machining and thus
contribute to more ecological processes. With the knowledge gained here, it is
intended that industrial partners within the ÖkoZer project are able to produce
such coatings in the near future.
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2 Theoretical and experimental methods
2.1 Theoretical methods
There are different approaches to model and then calculate and/or simulate
the structure, properties and behaviour of materials, which may be summed
up as “computational materials science”. One major differentiation that can be
made is the scale which is to be modelled, calculated and simulated. They
range from macroscopic methods, e.g. finite element method (FEM) for metal
forming, over mesoscopic methods, e.g. cellular automata (CA), and micro-
scopic methods, e.g. classical molecular dynamics, to electronic scale, like the
quantum mechanical-based methods as applied here. Besides, it can easily be
distinguished between the time-independent calculation, e.g. of the electrical
conductivity, and the simulation as a function of time, e.g. of the deformation
evolution during an indentation process.
“Ab initio” in this context usually refers to ab initio quantum mechanical
methods, and hence scales at atomistic/electronic level. There are several
types, like the Hartree-Fock (HF) techniques or techniques based on the den-
sity functional theory (DFT). All have their advantages and disadvantages and
hence a preferred area of application. DFT-based calculations are employed in
this work.
2.1.1 Density functional theory
In general, to describe the quantum state of a system, what has to be solved is
the (time-independent) Schrödinger equation [132]
HˆΨ = EΨ (2.1)
with Hˆ as the Hamiltonian operator, Ψ as the wave-function and E as the
total energy of the system. Walter Kohn was awarded the Nobel Prize in
Chemistry in 1998 for his development of the density functional theory. His
basic hypothesis was that a knowledge of the ground-state density of n(r)
for any electronic system, (with or without interactions) uniquely determines
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the system [133]. In fact the DFT is based on the two Hohenberg-Kohn (HK)
theorems [134]:
• The ground-state energy E0 of a many-body system is a unique func-
tional of the particle density n(r),
E0 = E[(r)]. (2.2)
• The functional E[(r)] has its minimum relative to variations of the particle
density δn(r) at the equilibrium density n0(r),
E = E[n0(r)] = min E[(r)] (2.3)
lim
n(r)→n0(r)
δE[n(r)]
δn(r)
= 0. (2.4)
Including the Hartree equations [135–137] in the HK theory led to the more
accurate Kohn-Sham equations [138]. In the end the total-energy functional
can be described as
E[n] = T[n] + EH [n] + Exc[n] +
∫
V(r)n(r) d3r (2.5)
with T[n] as the kinetic energy term, EH [n] as the Hartree energy term (elec-
tron repulsion), Exc[n] as the exchange and correlation energy term and V(r)
as the external potential term.
The exact form for Exc[n] is unknown. Hence, there are several approxi-
mations for the exchange-correlation (XC) energy functional. The local-density
approximation (LDA) (solely) takes into account the local electron density at
every point in the system, considering a homogeneous density to be existing
in the complete system as is found in that particular point [138]. Hence, for
strong local variations in the electron density, the result might not be that accu-
rate. To overcome this and other drawbacks, other approximations have been
developed. One of those is the generalized-gradient approximation (GGA),
which describes the XC term by the electron density and also its local gra-
dient [139]. Accordingly, numerical effort is increased for GGA as compared
to LDA. However, it should be kept in mind that, generally, GGA tends to
slightly overestimate cell volume compared to LDA, because in many cases
LDA overestimates the strength of bonding. But therefore, GGA also tends to
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give more accurate values for elastic properties [140]. Further approximations
can be made for the atomic potentials, as its behaviour is mainly determined
by the valence electrons and direct influence of electrons from the inner shells
can be neglected, leading to so-called ultrasoft pseudopotentials [141].
2.1.2 Ab initio calculation methods as applied here
In this chapter, information about the DFT-based ab initio calculation tools used
herein, the Vienna ab initio simulation package (VASP), the conditions and
settings applied, and how they are used to obtain the crystal structure, energy
of formation, elastic properties and electronic structure as well as decohesion
energies are explained in detail.
VASP
Calculations in this work were carried out using density functional theory [134]
as implemented in the Vienna ab initio simulation package (VASP) [142], in
which projector augmented wave potentials with the Perdew-Wang (PW91)
generalized-gradient approximation are employed [139, 142] with the so-called
Blöchl corrections for the total energy [143]. The convergence criterion for the
total energy was 0.01meV within a 500 eV cutoff. Integration in the Brillouin
zone was done on special k-points, according to Monkhorst-Pack [144]. All
configurations were studied on a mesh of 7× 7× 7 irreducible k-points (unless
otherwise noted). Equilibrium values for the lattice parameters were obtained
by fitting the total energy versus a, b/a or c/a with third order polynomials.
All structures were relaxed with respect to atomic positions and Wigner-Seitz
primitive cell volume.
Crystal structure calculation
Initial structural data for the ab initio calculations were taken from literature
for vanadium oxides VOx (1 ≤ x ≤ 2.5) with vanadium valency from 2 to 5,
including three mixed-valency phases. Namely, these phases are VO (rock
salt structure) [130], V2O3 (karelianite, corundum structure) [126], VO2 (rutile
structure) [127], V6O13 [128], V4O9 [131], V3O7 [129] and V2O5 (shcherbinaite)
[125]. The latter five belong to the VnO2n+1 homologous series between VO2
(n = ∞) and V2O5 (n = 2). As a comparison, α-Al2O3 (corundum) [126] and
TiO2 (rutile) [127] as the structural prototypes for V2O3 and VO2, respectively,
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were also calculated in the same way. These well-known structures can be
used to verify the methodology applied in this work, since relevant experimen-
tal data is available. The five phases WO3 calculated are WO3 (P 4/n c c Z
structure) [120], WO3 (P 4/nmm Z) [121], WO3 (P 421 m) [122], WO3 (P c n b)
[120] and WO3 (P mnb) [123]. In addition, a WO3 parent structure ReO3
[124] was calculated as well as MoO2, which is a rutile isostructure like the
aforementioned VO2 and TiO2.
Energy of formation
To obtain information about the stability of the phases studied, the energy of
formation per atom (Ef ) with respect to the elements was calculated as the
total energy difference between the compound phases probed and the said
elements. Equation 2.6 is given as an example for vanadium oxides:
Ef (VxOy) =
E(VxOy)− (x E(V) + 12y E(O2))
x+ y
. (2.6)
Thereby, the total energies of bcc vanadium [145] and O2 were calculated. To
obtain the total energy of O2, a cubic cell was created with one oxygen atom at
the cell’s origin and another one along the distance of the O=O π-bond length
(120.741 pm) [146] in one lattice direction. The lattice parameter was set to
12Å, anticipating negligible interactions between periodic images.
Elastic properties
The bulk modulus B was obtained by fitting the energy–volume curves to the
Birch-Murnaghan equation of states [147], with volume (de)compression of ±5
and ±10%. To calculate elastic properties like Young’s modulus E or the shear
modulus G, the independent elastic constants Cij are needed. The shear
modulus describes the material’s response to shearing strains. To calculate its
exact value, all independent elastic constants have to be known, which means
a high computational effort. The number of independent elastic constants is
depending on the crystal symmetry. There are 21 independent elastic con-
stants for a completely asymmetric crystal. With higher symmetry, the number
is reduced. A cubic crystal has only three independent elastic constants:
C11, C12 and C44. The elastic constant for monoclinic strain is C44. C44 is
proportional to the shear modulus and hence can be used as a measure of
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the shear resistance [148, 149]. Thus, computational effort can be significantly
reduced. A comparison of the elastic constant C44 and the shear modulus G for
several cubic and hexagonal structures based on a gathering of experimental
data [150] is presented in Figure 2.1, supporting this finding.
The elastic constants are proportional to the second order coefficient of
the total energy as a function of the deformation parameter d [151]. The
elastic constant C44 was determined according to the methods developed by
Mehl et al. for cubic [152] and tetragonal [153] phases, Ravindran et al. [154]
for orthorhombic phases and Fast et al. [155] for hexagonal phases, with shear
stains of ±1 and ±2%. An example is given for orthorhombic systems in the
following. For orthorhombic crystal structures, there are 9 independent elastic
constants. The elastic constant for monoclinic strain C44 can be derived by ap-
plying a shear deformation according to the strain matrix  given in Equation 2.7
to the respective structure:
 =
⎛
⎜⎜⎝
1
(1−δ2)1/3 0 0
0 1
(1−δ2)1/3
δ
(1−δ2)1/3
0 δ
(1−δ2)1/3
1
(1−δ2)1/3
⎞
⎟⎟⎠ , (2.7)
with the deformation parameter δ (the degree of deformation). The total energy
E associated with this strain is given in Equation 2.8:
E(V, δ) = E(V0, 0) +V0(2τ4δ+ 2C44δ2) (2.8)
(with τ4 being the related element of the stress tensor) [154]. During this
deformation, the cell volume V is conserved, so V equals the ground state
volume V0. The energy–volume relation then needs to be solved for term
containing the deformation δ and the elastic constant C44. Hence, the second
derivative with respect to δ is 2C44.
Due to expectedly large structural anisotropy for some phases, calculations
for obtaining B and C44 were carried out in two different ways for the vanadium
oxides, rutile and corundum:
(i) considering uniform compression (full structural relaxation only at equi-
librium and no further relaxations for determination of lattice parameters
and elastic constants), and
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Figure 2.1: Correlation of elastic constant C44 and shear modulus G for several
materials with cubic and hexagonal crystal structures, showing a linear
relationship [150].
(ii) with full structural relaxations at every volume for determination of elastic
constants.
The latter procedure yielded more precise results in the case of anisotropic
structures, such as hydroxyapatite [156], Nb2S2C [157], boron nitrides [158]
and graphite [159]. Based on results from the vanadium oxides, succeeding
calculations of elastic properties for WO3 and ReO3 were (only) carried out
with full structural relaxations at every volume.
Electron density distribution
The electron density distribution (EDD) of a calculated structure can be derived
from the total charge density data. From EDD images information about bond-
ing within the crystal (or other structures) can be obtained, e.g. charge/electron
sharing between atoms. Thus, the EDDs were evaluated to contribute towards
understanding of the correlation between the bonding and elastic properties.
The EDD data were analysed using the VESTA software [160]. The same
settings were applied for each data set to ensure comparability.
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Decohesion energy calculation
In order to obtain information about bonding strength to check for easily plasti-
cally deformable structures, the decohesion energies for cleavage G were cal-
culated as the energy required for the separation of the structure into two blocks
[161, 162]. This energy depends on the cleavage distance between these
two separated blocks until it reaches a constant level at a certain distance.
No structural relaxation was allowed during the separation [161, 162]. For
example, to obtain the (200) cleavage, the cell was cut into two blocks: with one
block ranging from fractional coordinate 0 ≤ x < 0.5 (of the original unit cell)
and the other ranging from 0.5 ≤ x < 1. Calculations were carried out up to a
cleavage distance of 10Å, at which G remained constant. To avoid interaction
between the cleaved planes due to periodic boundary conditions, supercells
containing 16 atomic layers normal to the cleavage plane were constructed
with a proportionate mesh of irreducible k-points.
For the phases MoO2, TiO2, VO2 and V2O5, cleavages were considered
in {100} and {200} planes in each (independent) lattice direction. Therefore,
in order to cleave MoO2, TiO2 and VO2 in x or symmetrical y direction and
in z direction, 3× 1× 1 and 1× 1× 8 supercells and meshes of 1× 5× 5
and 5× 5× 1 irreducible k-points were constructed, respectively. To cleave
V2O5 in x, y and z direction, 3× 1× 1, 1× 8× 1 and 1× 1× 8 supercells
and meshes of 1× 3× 3, 3× 1× 3 and 3× 3× 1 irreducible k-points were
constructed, respectively. Convergence tests with larger k-point meshes were
performed and the difference was found to be negligible. For example, the
difference in decohesion energy of the V2O5 3× 1× 1 supercell (100) between
k-point meshes of 1× 3× 3 and 5× 5× 5 was less than 1%. For the tungsten
trioxides, cleavage was considered in those planes where each structure bears
a resemblance to the V2O5 (002) layer structure and thus the largest difference
in metal–oxygen bonding distances. This is the (002) plane for WO3 phases
P 4/n c c Z, P 4/nmm Z, P 421 m and P cnb and the (004) plane for the WO3
phase P mnb. Accordingly, 1× 1× 4, 1× 1× 8, 1× 1× 8, 1× 1× 4 and
1× 1× 4 supercells and k-point meshes of 5× 5× 1 were constructed. In
the cubic ReO3 structure cleavage was carried out for the (100) plane, using a
8× 1× 1 supercell and a 1× 5× 5 k-point mesh.
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2.2 Experimental methods
A common technique to grow thin films is by means of vapour deposition. Here,
atoms, ions, molecules or clusters are precipitated at pressures much lower
than the atmospheric pressure. There are “chemical vapour deposition” (CVD)
techniques using molecular, gaseous precursors that react producing a solid
phase, and “physical vapour deposition” (PVD) techniques using solid materials
as the source, which is then evaporated, ablated or sputtered. Sputtering, in
particular magnetron sputtering, is applied in this work. Based on the special
set-up as described later in detail, the deposited thin films exhibit a gradient
in chemical composition. To analyse the physical and chemical properties
of the deposited thin films along the composition gradient, spatially resolved
techniques are required.
2.2.1 Thin film deposition
During sputtering, a gas discharge plasma is maintained in a low pressure
system. Typically noble gases such as argon at a pressure of 0.1 to 10Pa
are present. A notable share of charged particles, electrons and ions (such
as Ar+), is present at the discharge which can be controlled by electric and
magnetic fields [163–165]. Momentum transfer by ions is utilised to sputter
atoms from the source material, the so-called target. The target is fixed to the
cathode and thus negatively charged, therefore positive ions from the process
gas are accelerated towards its surface. Ion–surface interactions may result
in recoil/reflection, implantation (at higher ion energies), secondary electron
emission and sputtering [164, 166]. If these positive ions acquire an energy
large enough to overcome the surface binding energy, atoms from the target
are ejected and hence sputtering occurs. The sputtered atoms will eventually
deposit on the surrounding surfaces including the substrate. For an illustration
of a sputtering system and the two main mechanisms, ionisation of the process
gas and sputtering atoms off the target, see Figure 2.2. For a more detailed
introduction into the thin film deposition techniques applied here, the interested
reader may be referred to more comprehensive literature [163–165, 167–169].
Sputter yield
The sputter efficiency or the sputter yield of a particle (here the argon ion)
interacting with the target surface is dependent on several factors. The ion
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Figure 2.2: Schematic illustration of a sputtering system and main mechanisms (ioni-
sation and sputtering).
energy Ei needs to exceed the target atom’s binding energy EB,t to eject it from
the surface. While the target potential U is affecting the ion energy, the binding
energy is defined by the element and the respective target atom neighbours (so
also on crystal orientations). Thus, there is a threshold energy/target potential
to overcome, but a general correlation of the sputter yield Y and the voltage U
applied at the target can be expressed as
Y ∝ U1/2[170]. (2.9)
There are several theoretical and empirical formulation attempts, for further
information see [168, 170–175]. For the collision itself, the momentum and
energy transfer, the atomic numbers or ion masses of both the incident ion
and the target atom need to be considered in addition to the above mentioned
factors.
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Sputtering techniques
The simplest sputtering system is a diode set-up where the target is the cath-
ode and the grounded chamber acts as the anode. Diode sputtering can be
carried out in direct current (DC) mode, pulsed DC mode or alternating current
(AC) mode. Generally, non-conductive compound targets, e.g. oxides, require
non-DC generators since necessary current flow cannot be initiated with DC.
Common frequencies to sputter dielectric targets are the radio frequencies
13.56 and 27.12MHz and therefore the term RF sputtering is used.
Substrate biasing
While the chamber itself is grounded and the current flow and thus the plasma
can be sustained, the substrate may be grounded as well, floating or biased.
A floating substrate has no potential applied and is thus charged up by the
plasma (by electrons) until an equal flow of positive and negative particles is
self-maintained as a steady state. During biasing, the substrate is kept at a
constant (negative) voltage to attract ions bombarding the surface to cause
densification and increase the adatom mobility (and hence better film quality
even at lower deposition temperatures) [176, 177].
Reactive sputtering
The addition of other, non-noble and therefore reactive gases to the process
gas during reactive sputtering leads to reactions between the sputtered metal
and the respective gas to form compound films. Hence, oxygen can be added
to grow oxide films and nitrogen to form nitrides. There are different reactive
sputtering regimes with respect to the target surface condition:
• the metallic mode – the target condition is similar to non-reactive gas
plasmas with the pure metal on the target surface,
• the poisoned mode or compound mode – the target consists of a com-
pound made of the target material and the reactive gas and
• the transition zone in between, which undergoes a hysteresis loop for the
reactive gas flow–pressure relation [178–180].
The actual target condition basically results from two competing processes:
The sputtering of atoms from the target surface, and the covering of the target
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surface with the reactive gas or rather the compound formed by the target
material and the reactive gas [178, 181]. Both processes are foremost related
to the reactive gas flow rate and the factors influencing its partial pressure, e.g.
the pumping speed and the gettering by the sputtering material, the adsorption
kinetics of the reactive gas on the target surface, its implantation and reaction
with the target material, and the parameters determining the sputter rate, e.g.
the cathode voltage and power/current (density), the secondary electron emis-
sion coefficient and the sputter yield [178, 180, 182, 183]. Due to the resulting
interdependencies, a hysteresis arises for certain relations [178, 179, 182], e.g.
for the before mentioned reactive gas flow–pressure relation. The sputter rate
is significantly decreased for the poisoned mode compared to metallic mode
operation (at the same average power) [179, 181]. This can be explained
by the increased secondary electron emission [180, 181] and reactive gas
implantation in the target [180].
Magnetron sputtering
To increase the sputter rate, magnetic fields are utilised to increase the ioni-
sation probability in the target vicinity by increasing the electrons’ trajectories.
As a further advantage, process pressure can be significantly lower than for a
simple diode system, increasing the mean free path of the particles. Probably
the most common approach is magnetron sputtering (MS). Here, magnets
behind the target are employed [169]. Though ionisation in the vicinity of the
target is largely increased for the process gas, the metal ion fraction for direct
current magnetron sputtering (DCMS) is with up to a few percent [184] rather
small with respect to the total amount of the sputtered metal atoms.
High Power Pulsed Magnetron Sputtering
Since charged particles are easy to control with electromagnetic fields, an
increased share of metal ions during sputtering can offer more options for
tuning the energetics of the film forming species [185] and thus the film growth
[186, 187]. Several approaches have been made to increase the fraction of
metal ions, because such films are usually very dense and smooth [186, 187].
The ionisation of the sputtered flux also enables via structures to be densely
filled [188]. One option is to use a pulsed DC-like approach but with extremely
high power/current pulses, which is thus called High Power Pulsed Magnetron
25
2 Theoretical and experimental methods
Sputtering (HPPMS) or High Power Impulse Magnetron Sputtering (HiPIMS)
[188, 189]. HPPMS utilises a much higher degree of ionisation of the sputtered
flux, up to 40 to 70% [188, 190], within plasma densities of >10× 1013 cm−3
[190, 191]. The power densities for common DCMS processes are in the range
of tens of W cm−2, mostly limited by the cathode cooling, while a maximum
value of 1000Wcm−2 was reported using a special cooling, enabling self-
sputtering conditions [192]. Power density for HPPMS can be much higher
than usual DCMS, up to 3 kWcm−2 peak power density [188, 191], while the
average value is kept at moderate levels, allowing for the use of conventional
cathode cooling.
If (positively charged) metal ions are present they will contribute to the sput-
tering in addition to the argon ions. The mechanism of metal ions sputtering
the target is referred to as “self-sputtering” [193]. Consequently, the self-sputter
yield needs to be larger than unity to sustain sputtering without feeding gas.
The ability for self-sputtering depends to a large extent on the target material
itself; the self-sputter yield, the ionisation energy and the secondary electron
emission [193, 194].
Still, one drawback for the industrial application of HPPMS is the lower depo-
sition rate compared to DCMS at the same time averaged power. For example,
HPPMS deposition rates for Al, Al2O3 and TiO2 depositions are typically re-
ported to be about 25 to 35% of the DCMS rate at the same time averaged
power [193]. The physical reason for this behaviour could be explained by
the non-linear energy dependence of the sputter yields [195]. The high power
pulses lead to increased cathode current but also to a higher absolute value
of the voltage, so according to the proportionality given in Equation 2.9 the
yield cannot increase to the same extent as the power. Other reasons for the
lower yield discussed are the “loss” of sputtered target ions, since some are
accelerated back to the target causing the self-sputtering [193], a conductivity
change in the plasma due to the metal ions and a lack of electrons [196] and
the limitations in the transport to the substrate due to deflections of the metal
ions by the magnetic field of the cathode [185, 197].
Combinatorial sputtering
Alloying or doping is straightforward when using sputtering techniques. Dif-
ferent film compositions can be obtained by sputtering a compound target
(e.g. produced by sintering different metal powders) or simply applying multiple
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targets/cathodes with different compositions. By using e.g. a two target set-up
it is possible to vary the composition of the deposited film by the power applied
to the targets or the positioning of the substrate relative to the targets. If the
target is not rotated during the process, a composition gradient forms. This is
intentionally used for combinatorial sputtering. With the use of this composition
spread method, an efficient screening of different compositions/materials can
be performed. Thus, a broad range of compositions within a material system’s
phase diagram can be covered in one deposition process, while conventional
set-ups would require individual processes and maybe several compound tar-
gets for each film composition [27].
2.2.2 Experimental set-up for thin film depositions
The thin films were synthesised by reactive magnetron sputtering in a high
vacuum system CC800/9 HPPMS from CemeCon AG, Germany, with a base
pressure of <0.05mPa. DC and HPPMS techniques were used with a com-
parable time averaged power of 2.8 kW. The time averaged power density
was 11.2Wcm−2. For the DCMS deposition, Pinnacle Plus+ power supplies
(Advanced Energy) were used in normal DC mode with a set cathode power.
For the HPPMS deposition, Sinex 3.0 pulsed power supplies (Chemfilt Ionsput-
tering) were used with a cathode voltage of −750V. The pulse width was set
to 200 µs and the frequency to 400Hz to ensure stable operation and high time
averaged power. The target (500mm× 88mm) consisted of two segments;
one sintered Ti-Al (50:50), the other pure W (Plansee Composite Materials
GmbH), arranged in a way that a W composition gradient on the deposited
films ranging from 10 to 52 at.% for DCMS and from 7 to 54 at.% for HPPMS
was obtained. The argon flow was set to 150 sccm and 180 sccm nitrogen
was added to maintain a total pressure of 600mPa throughout the depositions.
Polished single-crystal silicon wafers with a diameter of 50.8mm were used
as substrates. The nine wafers were clamped onto a stainless steel holder to
cover the complete target length at a distance of 130mm to the plasma source,
as can be seen in Figure 2.3. Prior to deposition, the wafers were etched for
30min by an argon plasma (200mPa) with a 240 kHz pulsed DC voltage of
−650V applied to the sample holder. Substrates were heated from the back,
reaching 420 ◦C at the surface. The substrate potential was set floating. Films
were grown for one hour.
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Figure 2.3: Schematic illustration of the synthesis strategy. The colour gradient of the
substrates indicates the composition gradient.
Cathode voltage and current characteristics
Cathode voltage and current were recorded during HPPMS depositions using
appropriate converters with an oscilloscope. Average and peak values are
given in Table 2.1, and the average over 128 cycles of the time dependent
voltage and current traces is shown in Figure 2.4. As can be seen, the cathode
voltage surpasses the set-point of −750V and then drops rapidly to about
−450V as the current is increased. The cathode current rises and falls in a
parabolic way and reaches its peak 35 µs after the voltage. The peak current
indicates the inflexion point of the voltage curve. The effective pulse length of
about 80 µs is restricted by the power supply’s capacitors.
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Table 2.1: TiAlN–WNx deposition conditions for DCMS and HPPMS. For DCMS, the
given values are constant and for HPPMS, the given values present time
averaged and peak values. The set values for the HPPMS power supply
were −750V for voltage, 200 µs pulse width and 400Hz repetition rate.
DCMS HPPMS
(time averaged) power (kW) 2.8 2.8
(peak) power (kW) 2.8 160
(peak) voltage (V) −435 −850
(peak) current (A) 6.5 230
(time averaged) current (A) 6.5 4.2
(peak) current density (mA/cm2) 15 520
(peak) power density (W/cm2) 6.4 365
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Figure 2.4: Cathode voltage (blue) and current (red) during deposition of TiAlN–WNx
using DCMS (dashed lines) and HPPMS (full lines). The set values for the
HPPMS power supply were −750V, 200 µs and 400Hz, resulting in a time
averaged power of 2.8 kW. DCMS power was set to the same value.
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2.2.3 Scanning electron microscopy
Scanning electron microscopy (SEM) allows for imaging beyond the resolution
and depth of field of white light optical microscopes [198, 199]. A schematic
illustration of an SEM is shown in Figure 2.5. An electron beam produced by a
hot filament cathode or field emission (FE) gun (the latter one will give a more
coherent beam with higher current density and thus result in better resolution
and image quality) is accelerated to several keV and focussed on the sample
surface.
Interaction of the incident beam and the surface atoms of the sample leads
to electron emission, which can be measured with an electron detector. Al-
though the beam diameter is in the order of 1 nm, the lateral resolution is
worse because the interaction volume of the electrons and hence the area
of electron emission inside the material is larger than the beam diameter. The
interaction volume is pear-shaped and the penetration depth is depending on
the acceleration voltage/electron energy (in the kV range) as well as on the
atomic number and sample density, for metals usually in the order of µm.
The main electron-emitting interactions are the emission of secondary elec-
trons and backscattering of electrons. Both types of emission can be differen-
tiated by their specific energy range so that distinct secondary electron images
(SEI) and those of backscattered electrons (BSE) can be taken. To minimise
interactions of the electrons with the atmosphere, SEM devices operate at high
vacuum. The secondary electrons are emitted by inelastic scattering of the
incident beam electrons at the surface atoms. Their energy is in the eV range,
so detected electrons originate from the first few nm of the sample material (for
most inorganic materials). Therefore, SEI enables high resolution images of
the sample topography and is the most common SEM mode. Image contrast
results from the detected electron current, which is dependent on the way the
electrons need to escape the material and thus the surface morphology. BSE
are elastically scattered electrons from the incident beam which are reflected
out of the sample and hence have very high energy. Depending on the ac-
celeration voltage, penetration depth and thus depth of information is up to
some µm and thus resolution is worse than for SEI. Since heavy elements
cause stronger backscattering than lighter elements, some information about
the elemental distribution can be obtained.
To obtain a two-dimensional image of the sample, the surface is scanned
with the electron beam so that the intensity of the detected signal can be
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Figure 2.5: Schematic illustration of a scanning electron microscope (SEM) with an
integrated energy-dispersive X-ray spectroscope (EDX).
displayed depending on the beam’s position. Samples for SEM should be
electrically conductive, otherwise the surface is charged by the electron beam
and artefacts will be measured. Hence, non-conductive samples are usually
coated with a thin conductive layer (e.g. carbon or gold).
For this work, a Jeol JAMP-9500F Auger-Microprobe with a field emission
scanning electron microscope (FE-SEM) was used to analyse the film morphol-
ogy by taking cross-section SEM (X-SEM) images using secondary electrons.
2.2.4 Energy-dispersive X-ray spectroscopy
When taking an SEM image, not only secondary or backscattered electrons
but also X-rays are emitted from the sample surface [199]. When the electron
beam ejects an inner shell electron, a higher energy electron from an outer
shell fills the hole. The energy difference between the two electron levels is
released as an X-ray photon. Due to the discrete nature of the energy levels
for each element, the emitted X-rays have a certain energy. Thus, the emitted
X-rays or X-ray spectra are characteristic for each element and can therefore
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be analysed by energy-dispersive X-ray spectroscopy (EDX or EDS) or wave-
length dispersive X-ray spectroscopy (WDX or WDS) to obtain the elemental
composition of the probed sample. While EDX allows simultaneous detection of
different elements and is thus a relatively fast method, a WDX detector can only
measure one element at once but has higher sensitivity and gives higher lateral
resolution. The depth of information is depending on the acceleration voltage
of the electron beam and thus the electrons’ penetration into the material.
Therefore, acceleration voltage should be low enough to avoid interaction with
the sample substrate. However, it needs to be high enough to enable X-ray
emission of the elements to be detected, which can be calculated based on
the energies of the specific electron shells. Therefore, acceleration voltage
for EDX is usually several times higher than for normal SEM. In order to
quantitatively analyse the elemental composition of the probed sample, an
appropriate standard should be used for calibration, especially if the sample
contains light elements (i.e. for oxides, nitrides). The accuracy of the EDX
measurements is usually about ±1–2at.% [199]. The uncertainty is expected
to be higher for the light elements, especially nitrogen.
Here, composition of the deposited films was determined by EDX carried out
with an EDAX Genesis 2000 in a Jeol JSM 6480 scanning electron microscope.
The acceleration voltage was 10 kV. A Ti0.30Al0.23W0.37N standard sample
analysed by WDX was used.
2.2.5 X-ray diffraction
For structural investigations of thin films, X-ray diffraction (XRD) [200, 201] is
a widely used characterisation method. Incident X-rays with a wavelength λ
in the magnitude of the material’s interplanar spacing are scattered in the
material according to it’s crystallographic structure. Interactions take place
between the X-ray waves and the electron shells of the periodically arranged
atoms. The intensity of the scattered beam is measured in dependence of
the angle θ between incident beam, sample surface and diffracted beam, see
Figure 2.6. Depending on the interplanar distances d of the crystallographic
planes, diffraction occurs. Hence, high intensity of the emergent beam can be
detected in case of constructive interference when the path difference between
two scattered waves is equal to λ or an integer multiple nλ. Bragg diffraction
is schematically drawn in Figure 2.6.
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Figure 2.6: Schematic illustration of the Bragg diffraction. The X-rays (illustrated as blue
lines) with an incident angle θ are scattered at the grey atoms of a certain
crystal plane with the interplanar spacing d. The resulting path difference
2d sin θ is marked as red lines.
According to Bragg’s law,
2d sin θ = nλ, (2.10)
the correlation between the diffraction angle θ and the interplanar distance d
can be calculated. The lattice parameter a can be calculated from d for a
given crystal symmetry. In the case of cubic crystal structures, as for TiN, the
correlation between a and d for the plane set (hkl) is
d =
a√
h2 + k2 + l2
. (2.11)
Thus, scanning a θ range will give the diffraction pattern or diffractogram of the
measured crystalline material. For a certain phase, the diffraction pattern will
be unique due to its distinct interplanar distances in combination with its crystal
structure/symmetry. Therefore, XRD can be used for phase identification by
comparing the position and intensity of the measured data with known phase
data, e.g. from an appropriate database like the Powder Diffraction File (PDF)
maintained from the Joint Committee on Powder Diffraction Standards and the
International Centre for Diffraction Data (JCPDS-ICCD).
The here investigated thin films are generally of polycrystalline nature and
the X-ray beam will be scattered at much more than one grain as the pene-
tration volume is significantly larger than the average grain size. Therefore,
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for a given incidence angle ω of the X-ray beam, more than one diffraction
condition according to Bragg’s law in Equation 2.10 is fulfilled due to various
grain orientations and different d/(hkl) sets per phase. Scanning a 2θ range will
give the diffraction pattern of the measured polycrystalline sample (or powder).
For this work, structural investigation by XRD was conducted in a Bruker
AXS D8 Discover General Area Detection Diffraction System with Cu-Kα radi-
ation. The generator settings were 40 kV and 40mA for voltage and current,
respectively. A collimator with a diameter of 0.5mm and an incidence angle
ω of 15◦ were used, resulting in an elliptical surface area segment diffraction
of 0.64mm× 2.47mm. The probed 2θ range was 25 to 115◦. The lattice
parameter was obtained from the (111) and (200) peaks.
2.2.6 Nanoindentation
Hardness is commonly measured by indenting the material with a harder coun-
terpart of a known geometry. The indentation area or depth/displacement is
analysed with respect to the indenter tip geometry and indentation load. Over
time, several techniques for indentation hardness measurement have been
developed, mainly differing in the tip geometry. For hardness measurements
on thin films, indentation depth should be less than 1/10 of the film thickness to
avoid influence of the substrate on the plastic deformation zone [202]. Hence,
such sensitive and small-scaled hardness analysis is referred to as nanoin-
dentation (NI). One common tip is the Berkovich diamond tip, a relatively flat
three-sided pyramid shape with a total included angle of 142.3◦ [203].
Since normal optical analysis of indents in the sub-µm region is not conve-
nient, a prerequisite for NI is that the load P and the resulting displacement h
of the tip is measured simultaneously during the indentation. Knowing the
exact tip shape, the indentation area A can be calculated from the indentation
depth h (by the so-called tip area function) [202, 204]. An exemplary load–
displacement curve is shown in Figure 2.7.
Hardness is calculated from the relation of the maximum applied indentation
load Pmax and the indentation area A:
H =
Pmax
A
. (2.12)
The residual indentation area is calculated from the contact depth hc, the depth
at which the contact between the tip and the sample is made, hmax excluding
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Figure 2.7: Schematic load–displacement curve [205]. The indentation is carried out
up to the maximum load Pmax with the corresponding displacement hmax.
After unloading, the remaining depth of the contact impression is h f .
the non-contact, elastic deformation around the indentation/contact area. For
the geometry of a Berkovich tip, the area can be approximated as A ≈ 24.5 hc2.
Since load P and resulting displacement h of the tip is measured simul-
taneously during the indentation, elasticity data like Young’s modulus E can
be obtained from the load–displacement curve as shown in Figure 2.7. The
measured stiffness of the contact,
S =
dP
dh
, (2.13)
is retrieved from the slope of the unloading curve, usually the region between
95% and 20% of the loaded force [204]. However, this includes both the
probed sample and the indentation device, so only the reduced elastic mod-
ulus Er can be calculated as
Er =
√
π
2
S√
A(hc)
. (2.14)
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Young’s modulus E can be calculated from Er knowing the Poisson’s ratio ν
of the probed material and the elastic behaviour of the machine incl. the tip
(indexed i):
1
Er
=
1− ν2
E
+
1− νi2
Ei
(2.15)
Care needs to be taken for the sample preparation and mounting to avoid
influence to the measurement, also sample roughness should be very low.
Within this work, NI experiments were performed in a Hysitron TriboIndenter
coupled with an atomic force microscope. A Berkovich diamond tip, with the
tip area function and machine compliance obtained from calibration on fused
silica, was applied for the measurements using the Oliver and Pharr method
[204]. Sapphire was used as a second reference material. Samples were
characterised by 15 indents each for a load of 5000 µN. The contact depth was
about 65 nm and thus less than 10% of the film thickness of 1.8 to 3.2 µm, ne-
glecting a possible influence of the substrate. To determine the elastic modulus
from the load displacement data, the Poisson’s ratio was assumed to be 0.25.
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3.1 Ab initio calculation of vanadium oxides
To understand the correlation between composition, structure, elastic and me-
chanical properties of vanadium oxides, ab initio calculations have been ap-
plied as described in Chapter 2.1.2 to obtain the structural data, the bulk mod-
ulus, the elastic constant C44 (as a measure of the shear modulus) [148, 149],
the decohesion energies and the electron density distribution for seven different
vanadium oxides VOx (1 ≤ x ≤ 2.5) with vanadium valency from 2 to 5, includ-
ing mixed-valency phases and phases of the VnO2n+1 homologous series.
3.1.1 Crystal structure
The calculated structural data of the different phases – formula, space group,
lattice parameters, volume (per atom) and number of formula units per unit
cell (Z) – as well as fractional atomic coordinates and Wyckoff positions have
been calculated and are presented for VO (rock salt structure, F m 3m) in
Table 3.1, V2O3 (karelianite structure, the vanadium counterpart of corundum,
R 3 c) in Table 3.2, VO2 (rutile structure, P 42/m nm) in Table 3.3, V6O13
(C mma) in Table 3.4, V4O9 (P nma) in Table 3.5, V3O7 (I 4/mmm) in Table 3.6
and V2O5 (shcherbinaite, P mmn) in Table 3.7.
VO, Table 3.1, exhibits rock salt structure with a calculated lattice param-
eter a =4.186Å for an ideal, stoichiometric crystal without defects. This is
slightly larger than the experimental value of 4.12Å [130], resulting in a vol-
Table 3.1: VO cell description.
formula VO
space group F m 3m (225)
a (Å) 4.186
V (Å3 atom−1) 9.169
Z 4
atom site x y z
V 4 b 0.0 0.0 0.0
O 4 a 0.5 0.5 0.5
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Table 3.2: V2O3 cell description with hexagonal axes.
formula V2O3
space group R 3 c (167)
(hexagonal axes)
a (Å) 4.925
c (Å) 13.834
V (Å3 atom−1) 9.687
Z 6
atom site x y z
V 12 c 0.0 0.0 0.341
O 18 e 0.329 0.0 0.25
Table 3.3: VO2 cell description.
formula VO2
space group P 42/m nm (136)
a (Å) 4.558
c (Å) 2.858
V (Å3 atom−1) 9.897
Z 2
atom site x y z
V 2 a 0.0 0.0 0.0
O 4 f 0.300 0.300 0.0
Table 3.4: V6O13 cell description.
formula V6O13
space group C mma (67)
a (Å) 11.935
b (Å) 19.940
c (Å) 3.687
V (Å3 atom−1) 11.545
Z 4
atom site x y z
V 16 o 0.147 0.069 0.75
V 8 n 0.148 0.25 0.75
O 16 o 0.174 0.049 0.25
O 16 o 0.151 0.153 0.75
O 8 n 0.177 0.25 0.25
O 8 m 0.0 0.056 0.75
O 4 g 0.0 0.25 0.75
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Table 3.5: V4O9 cell description.
formula V4O9
space group P nma (62)
a (Å) 17.910
b (Å) 3.642
c (Å) 9.452
V (Å3 atom−1) 11.858
Z 4
atom site x y z
V 4 c 0.491 0.25 0.274
V 4 c 0.080 0.25 0.543
V 4 c 0.163 0.25 0.205
V 4 c 0.313 0.25 0.449
O 4 c 0.024 0.25 0.727
O 4 c 0.449 0.25 0.049
O 4 c 0.339 0.25 0.654
O 4 c 0.198 0.25 0.005
O 4 c 0.088 0.25 0.341
O 4 c 0.047 0.25 0.088
O 4 c 0.392 0.25 0.357
O 4 c 0.167 0.25 0.584
O 4 c 0.240 0.25 0.316
Table 3.6: V3O7 cell description.
formula V3O7
space group I 4/mmm (139)
a (Å) 13.986
c (Å) 3.631
V (Å3 atom−1) 11.838
Z 6
atom site x y z
V 2 a 0.0 0.0 0.0
V 8 h 0.184 0.184 0.0
V 8 i 0.366 0.0 0.0
O 2 b 0.0 0.0 0.5
O 8 h 0.099 0.099 0.0
O 8 h 0.294 0.294 0.0
O 8 j 0.094 0.5 0.0
O 16 l 0.290 0.093 0.0
Table 3.7: V2O5 cell description.
formula V2O5
space group P mmn (59)
a (Å) 11.532
b (Å) 3.600
c (Å) 4.401
V (Å3 atom−1) 13.051
Z 2
atom site x y z
V 4 f 0.102 0.25 0.890
O 4 f 0.106 0.25 0.523
O 4 f 0.931 0.25 0.003
O 2 a 0.25 0.25 0.004
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ume difference of 4.9%. Since VO is defect stabilised and exhibits vacancy
concentrations of approximately 15% for both metallic and oxygen sites [206],
this deviation seems reasonable. All other vanadium oxides considered, i.e.
V2O3 (Table 3.2), VO2 (Table 3.3), V6O13 (Table 3.4), V4O9 (Table 3.5), V3O7
(Table 3.6) and V2O5 (Table 3.7), exhibit better agreement with previously pub-
lished structural data [125–129, 131]. The deviations between the calculated
and measured lattice parameter values are within 0.1 to 1.2%, except for V3O7
where c differs by 2.5%, resulting in a volume difference of 0.4 to 2.8%.
3.1.2 Energy of formation
Information about phase stability is obtained from energy of formation Ef , given
in Table 3.8. For all calculated phases the energy of formation with respect to
the elements is negative. However, for VO Ef with respect to the elements is
−1.778 eV atom−1 and therefore much higher than for the other phases, which
are within the range of −2.635 to −2.794 eV atom−1. For the ideal, defect-
free stoichiometric VO (rock salt structure), as described here, Ef lies clearly
above the ground-state convex hull of the energy–composition diagram, sug-
gesting decomposition in the neighbouring, stable phases V and V2O3. Defect-
stabilised rock salt structured VOx (0.8 ≤ x ≤ 1.3) was considered previously
[206–208]. A stable stoichiometric phase has been reported with a vacancy
concentration of approximately 15% at metal and oxygen sites [206]. DFT-
based calculations on the stability of vanadium oxide growing on metal surfaces
have been carried out by Kresse et al. [112]. It was shown that a stoichiometric
VO defect structure with a 25%metal and oxygen vacancy concentration is sta-
ble with respect to V and V2O3. Since these defects are not within the scope of
this study, further discussion on VO will be omitted due to its apparent structural
instability. For V4O9, the energy of formation is −2.766 eV atom−1 and hence
above both Ef (V6O13) =−2.794 eV atom−1 and Ef (V3O7) = −2.773 eV atom−1.
It therefore lies slightly above the ground-state convex hull of the energy–
composition diagram, suggesting decomposition in the neighbouring phases
V6O13 and V3O7.
3.1.3 Elastic properties
Table 3.8 contains the calculated properties of VO, V2O3, VO2, V6O13, V4O9,
V3O7 and V2O5. The data provided are vanadium valency, oxygen content
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in the phases, energy of formation Ef , volume, bulk modulus B, elastic con-
stant C44 and B/C44. The elastic data are given for
(i) uniform compression (single relaxation at equilibrium) and
(ii) with full structural relaxation at every volume.
C44 is used as a measure of the shear modulus and the B/C44 ratio may be
interpreted as a measure of plasticity [148, 149].
In all discussions below, B and C44 data for full structural relaxation for
every volume are considered. These values are shown in Figure 3.1 as a
function of vanadium valency. As the V valency is increased from 3 to 5, B
decreases by 61% from 222 to 87GPa. For VnO2n+1 series phases V6O13
and V3O7, B is approximately 160GPa. However, for V4O9 B is 104GPa.
This relatively low value in relaxed mode (ii) and the corresponding energy–
volume curve (not shown here) may indicate a possible phase transformation.
Also, according to the Ef data, V4O9 is unstable with respect to its neigh-
bouring phases V6O13 and V3O7. Hence, further discussion of this phase is
omitted. Structural prototypes of V2O3 and VO2 are corundum (α-Al2O3) and
rutile (TiO2), respectively. For corundum and rutile, the calculated B values
are 232 and 213GPa, differing by 4.5 and 6.2% from the vanadium oxide
counterparts, respectively. Experimental data of 246GPa for corundum [209]
and 212GPa for rutile [210] are consistent with the calculations. As the valency
of vanadium is increased from 3 to 5, the C44 values decrease by 83% from 153
to 25GPa. V2O3 and VO2 exhibit, with 153 and 128GPa, C44 values similar to
their prototypes, corundum (133GPa calculated here, 147GPa experimental
[209]) and rutile (127GPa calculated here, 124GPa experimental [210]), re-
spectively. However, as the V valency is increased to > 4 for V6O13 and V3O7,
C44 significantly decreases to 76 and 63GPa, respectively, and drops down to
25GPa for V2O5. Thus, these phases constitute easily plastically deformable
structures, despite comparatively large bulk moduli. The calculated C44 value
of −89GPa for defect-free, stoichiometric VO is negative, suggesting structural
instability [151], which is consistent with the discussion above.
The B/C44 ratio for the vanadates discussed here (except VO and V4O9) are
shown in Figure 3.2 as a function of vanadium valency. Experimental values
for diamond, known solid lubricants such as silver and gold [211], as well as
calculated values for MAX phase nanolaminates Ti3SiC2 [212] and Y2AlC [213]
are included for comparison. As the V valency is increased from 3 to 5, the
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Figure 3.1: Bulk modulus B (squares/blue) and elastic constant C44 (diamonds/red)
as a function of vanadium valency. Corundum and rutile are included for
comparison and shown in open symbols.
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Figure 3.2: B/C44 ratio as a function of vanadium valency. Experimental values for
diamond, silver and gold [211] as well as calculated values for MAX phase
nanolaminates Ti3SiC2 [212] and Y2AlC [213] are shown as dashed lines
for comparison.
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B/C44 ratio increases by a factor of 2.4 from 1.4 to 3.4. V2O3 and VO2 exhibit
B/C44 ratios of 1.4 and 1.8, respectively. According to the data provided in
Figure 3.1, these ratios are similar to those of their prototypes corundum and
rutile, which are not included in Figure 3.2. For V6O13 and V3O7, B/C44 ratios
of 2.2 and 2.5, respectively, are larger than for solid lubricant silver and Ti3SiC2.
The largest B/C44 ratio is obtained for V2O5 with 3.4, approaching the ratio for
gold. Due to their large B/C44 ratios, these oxides are expected to possess
lubricating properties.
3.1.4 Decohesion energies
In order to identify possible shear planes for VO2 and V2O5, decohesion en-
ergies for cleavage G were calculated for {100} and {200} planes in each
independent lattice direction (see Table 3.9). These phases are chosen be-
cause they exhibit a large difference in B/C44. Due to the VO2 symmetry,
P 42/m nm, cleaving in (100), (200), (010) and (020) planes yields identical re-
sults, G =4.57 Jm−2, while cleaving in (001) and (002) planes gives 2.15 Jm−2.
For V2O5, Pmmn, cleaving in (100) and (200) planes results in 0.69 and
0.70 Jm−2, respectively. Within the accuracy of these calculations, the latter
two values can be considered identical as expected due to symmetry. For
cleaving in the equivalent (010) and (020) planes, G =1.21 Jm−2 is obtained.
Cleaving V2O5 in (001) and (002) planes results in a decohesion energy of 4.06
and 0.05 Jm−2, respectively. Obviously, there is a large anisotropy in decohe-
sion energies, especially in the case of V2O5, for which the spread is over two
orders of magnitude. The decohesion energies calculated here for V2O5 are
consistent with the surface energy data obtained previously [116]. The lowest
decohesion energies in each direction for VO2 and V2O5 are presented in Fig-
ure 3.3. For comparison, decohesion energy for the basal plane of MAX phases
Ti2AlC and Cr2AlC [214] as well as for the (100) and the (110) plane of NiAl
[162] are included. V2O5 shows an anisotropic behaviour with the value for the
Table 3.9: Decohesion energies for cleavage of {100} and {200} planes in VO2 and
V2O5.
structure VO2 V2O5
plane {100} {200} {001} {002} {100} {200} {010} {020} {001} {002}
G (Jm−2) 4.57 2.15 0.69 1.21 4.06 0.05
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Figure 3.3: Decohesion energy G as a function of the distance between the cleaved
blocks. Circles (blue) present VO2, squares (red) V2O5. MAX phases
Ti2AlC and Cr2AlC [214] as well as NiAl [162] are included for comparison.
V2O5 (002) plane cleavage being extremely low. It is only 2.8, 2.0 and 1.6%
of the decohesion energies for Ti2AlC (0001), Cr2AlC (0001) and NiAl (110),
respectively. This very low decohesion energy is comparable with the surface
energy of graphite (0.08 Jm−2) [159]. Furthermore, these data are consistent
with the B/C44 ratios presented above. Thus, it can be expected that this easy
cleaving plane enables plastic deformation and is therefore responsible for the
vanadium pentoxide’s lubricating properties.
These decohesion energies can be related to the (original) distance between
the cleaved crystal layers, as shown in Figure 3.4. Short layer distance re-
sults in high decohesion energy, as seen for VO2 where distances of 1.14
and 1.43Å result in decohesion energies of 4.57 and 2.15 Jm−2, respectively.
Accordingly, large distance results in low decohesion energy, as can be seen
for the V2O5 (002) plane with a distance of 2.83 Å resulting in a decohesion
energy of 0.05 Jm−2. These data suggest that the bonding distance between
the cleaved layers is one of the key factors determining the decohesion energy
for the phases studied here.
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Figure 3.4: Decohesion energy as a function of the layer distance for the {200} planes
of VO2 (squares/blue) and V2O5 (diamonds/red).
3.1.5 Electron density distribution
The elastic properties and decohesion energies of these vanadium oxides may
be understood based on the electronic structure. Electron density distribution
obtained by the ab initio calculations are presented for V2O3 and VO2 in Fig-
ure 3.5 and V6O13, V3O7 and V2O5 in Figure 3.6. In general, these oxides may
be characterised by ionic bonding, due to the charge transfer from vanadium to
oxygen. To some extent, there is charge shared between these two elements,
giving rise to smaller covalent contribution. In particular for the V2O5 vanadyl
bond, covalent character is apparent. It is important to note that these EDDs
never exhibit regions without charge (0 eVÅ−3), which may indicate that some
minor metallic contributions are present. However, striking differences between
these phases can be observed. In V2O3 and especially in VO2 (Figure 3.5),
there are only very small regions with low electron density between the ions,
or rather between the V–O polyhedra. This in turn may imply relatively strong
bonding. Ionic structures, such as NaCl, are strongly bonded because of the
large charge difference and the short distance between neighbouring atoms.
For V6O13, V3O7 and especially V2O5 (Figure 3.6), there are very large regions
with low electron density. In particular, two distinctive regions within the EDDs
can be identified:
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Figure 3.5: Electron density distribution of (a) V2O3 projected along the [100] axis
(1× 2 supercell); (b) VO2 projected along the [100] axis (3× 3 supercell).
The EDD increases from 0.0034 to 2.159 and from 0.0047 to 2.141 a.u.,
respectively. Within this ionic structure, there is a minor contribution
from covalent and metallic bond character, since a non-negligible electron
density between the ions can be seen. No distinct shear planes are
identifiable.
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Figure 3.6: Electron density distribution of (a) V6O13 projected along the [001] axis
(2× 1 supercell); (b) V3O7 projected along the [001] axis (2× 1 supercell);
(c) V2O5 projected along the [010] axis (2× 4 supercell). The EDD
increases from 0.0003 to 2.139 , 2.134 and 2.131 a.u., respectively.
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(i) regions with high electron density and
(ii) regions with low electron density.
The high electron density regions may be assigned to V–O polyhedra, sep-
arated by the low electron density regions between the V–O polyhedra, or
rather between the layers. Thus, only weak ionic bonding between the layers
is established. Upon insertion of free electrons, as argued above, the Coulomb
potential may be screened so that an exponential term should be added [211].
I suggest that the screened Coulomb potential and the presence of large low
electron density regions in V6O13, V4O9, V3O7 and V2O5 are responsible for
the low C44 values and therefore enable easy plastic deformation.
3.1.6 Conclusions
Different vanadium oxide phases ranging from V valency 2 to 5, including VO,
V2O3, VO2, V6O13, V4O9, V3O7 and V2O5, have been investigated in terms of
bulk modulus and elastic constant C44 using ab initio calculations. As the V
valency is increased from 3 to 5, C44 decreases from 153 to 25GPa, whereas
the bulk modulus values decrease from 222 to 87GPa. Vanadium(III) and
vanadium(IV) oxide have similar bulk moduli and C44 values as their structural
prototypes corundum and rutile. The most promising properties in terms of
solid lubrication, e.g. for protective coatings in metal cutting applications, are
observed for vanadium pentoxide. In this phase, vanadium is in its highest
oxidation state. When oxidising vanadium from V2O3 to V2O5, the V valency
induced change in the crystal and bonding structure causes the B/C44 ratio to
increase from 1.4 to 3.4. This is consistent with calculated decohesion ener-
gies of VO2 and V2O5. The lowest decohesion energy for VO2 is 2.15 Jm−2,
whereas for V2O5 it is 0.05 Jm−2, being extremely low in comparison to other
cleavage directions in the same structure and that by at least a factor of 10. This
very low decohesion energy is similar to calculated surface energy for graphite
(0001) (0.08 Jm−2) [159]. The bonding of phases exhibiting high C44 values
is predominantly ionic with some minor contributions of covalent and metallic
character. Due to the screened Coulomb potential between the layers in the
phases exhibiting low C44 values, such as V6O13, V4O9, V3O7 and V2O5,
the bond strength decreases rapidly as the distance is increased, resulting in
weak coupling between the layers which then causes the formation of easily
plastically deformable structures.
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3.2 Ab initio calculation of Magnéli phase oxides
In the previous Chapter 3.1, it has been shown for VO2 and V2O5 that the
calculated decohesion energies were inversely proportional to the original dis-
tance between the cleaved layers. This behaviour could be described to be
dependent on the screened Coulomb potential between the layers. For a
further understanding of the correlation between the (electronic) structure and
the elasticity as well as the decohesion energies of Magnéli phase oxides,
studies have been extended to fiveWO3 phases, a WO3 parent structure ReO3,
MoO2 and TiO2 (rutile), which are compared to VO2 and V2O5. Hence, the
crystallographic structure, the bulk modulus, the elastic constant C44, the de-
cohesion energies and the electron density distribution have been obtained.
3.2.1 Crystal structure
The calculated structural data of the different phases – formula, space group,
lattice parameters, volume (per atom) and number of formula units per unit cell
(Z) – as well as fractional atomic coordinates and Wyckoff positions, have been
calculated and are presented for five phases WO3, namely WO3 (P 4/n c c Z
structure) in Table 3.10, WO3 (P 4/nmm Z) in Table 3.11, WO3 (P 421 m) in
Table 3.12, WO3 (P c n b) in Table 3.13 and WO3 (P mnb) in Table 3.14. In
addition, data is given for a WO3 parent structure ReO3 in Table 3.15, VO2 pro-
totype TiO2 (rutile structure) in Table 3.16 and isostructural MoO2 in Table 3.17.
Table 3.10:WO3 P 4/n c c Z cell description.
formula WO3
space group P 4/n c c Z (130)
a (Å) 5.290
c (Å) 7.913
V (Å3 atom−1) 13.840
Z 4
atom site x y z
W 4 c 0.25 0.25 0.281
O 4 c 0.25 0.25 0.007
O 8 f 0.046 0.954 0.25
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Table 3.11:WO3 P 4/nmm Z cell description.
formula WO3
space group P 4/nmm Z (129)
a (Å) 5.489
c (Å) 3.776
V (Å3 atom−1) 14.220
Z 2
atom site x y z
W 2 c 0.25 0.25 0.988
O 2 c 0.25 0.25 0.496
O 4 d 0.0 0.0 0.0
Table 3.12: WO3 P 421 m cell description.
formula WO3
space group P 421 m (113)
a (Å) 7.498
c (Å) 4.014
V (Å3 atom−1) 14.104
Z 4
atom site x y z
W 4 e 0.263 0.763 0.924
O 4 e 0.257 0.757 0.471
O 8 f 0.001 0.750 0.004
Table 3.13: WO3 P cnb cell description.
formula WO3
space group P c n b (60)
a (Å) 7.343
b (Å) 7.617
c (Å) 7.788
V (Å3 atom−1) 13.614
Z 8
atom site x y z
W 8 d 0.252 0.026 0.280
O 8 d 0.999 0.043 0.212
O 8 d 0.294 0.260 0.260
O 8 d 0.291 0.012 0.007
Table 3.14: WO3 P mnb cell description.
formula WO3
space group P mnb (62)
a (Å) 7.389
b (Å) 7.746
c (Å) 7.925
V (Å3 atom−1) 14.175
Z 8
atom site x y z
W 4 c 0.25 0.032 0.034
W 4 c 0.25 0.032 0.534
O 4 a 0.0 0.0 0.0
O 4 b 0.0 0.0 0.5
O 4 c 0.25 0.267 0.003
O 4 c 0.25 0.267 0.504
O 4 c 0.25 0.018 0.262
O 4 c 0.25 0.018 0.762
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Table 3.15:WO3 P 4/n c c Z cell description.
formula ReO3
space group P m 3m (221)
a (Å) 3.788
V (Å3 atom−1) 13.593
Z 1
atom site x y z
Re 1 a 0.0 0.0 0.0
O 3 d 0.5 0.0 0.0
Table 3.16: TiO2 (rutile) cell description.
formula TiO2
space group P 42/m nm (136)
a (Å) 4.611
c (Å) 3.005
V (Å3 atom−1) 10.648
Z 2
atom site x y z
Ti 2 a 0.0 0.0 0.0
O 4 f 0.304 0.304 0.0
Table 3.17: MoO2 cell description.
formula MoO2
space group P 42/m nm (136)
a (Å) 4.891
c (Å) 2.838
V (Å3 atom−1) 11.318
Z 2
atom site x y z
Mo 2 a 0.0 0.0 0.0
O 4 f 0.285 0.285 0.0
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3.2.2 Coulomb-potential-dependent decohesion of Magnéli phases
Cleavage was considered in those planes where each structure bears a re-
semblance to the V2O5 (002) layer structure and thus the largest difference
in metal–oxygen bonding distances. This is the (002) plane for WO3 phases
P 4/n c c Z, P 4/nmm Z, P 421 m and P cnb and the (004) plane for the
WO3 phase P mnb. For MoO2 and TiO2 the same planes were used as for
VO2. Details on the methods used are discussed in Chapter 2.1.2. Due to
large structural anisotropy for some phases, calculations to obtain the elastic
properties were carried out with full structural relaxations at every volume,
please see Chapter 2.1.2. No structural relaxation was allowed during the
separation.
The decohesion energy and the elastic constant C44 are shown in Figure 3.7
as a function of the (original) distance d between the cleaved crystal layers.
As the original distance between the cleaved crystal layers is increased from
1.1 to 2.8 Å, the decohesion energy decreases from 5.83 to 0.05 Jm−2. The
data points were fitted with a ∗ 1/d ∗ exp(−b ∗ d) (screened Coulomb poten-
tial, with a and b as fitting parameters). Good agreement between the calcu-
lated decohesion energy and the fitting curve is observed. These data suggest
that the bonding distance between the cleaved layers is one of the key factors
determining the decohesion energy for the phases studied here. It is reason-
able to assume that these easy cleaving planes in WO3 and V2O5 are therefore
responsible for the lubricating properties observed experimentally [49, 50]. This
assumption is supported by the dependence of the elastic constant C44 on the
distance between the cleaved layers (d), see Figure 3.7. As d is increased
from 1.4 to 2.8 Å, C44 decreases from 139 to 25GPa. It is evident that the
decohesion energy and C44 can be estimated based on the layer distance
only. This behaviour can be described by the screened Coulomb potential.
Based on these results of the oxide phases calculated here, I propose that
these correlations can be applied to other Magnéli phase oxides with a similar
building principle of metal–oxygen octahedra.
As the decohesion energy and C44 are shown to depend primarily on the
interlayer distance, it can be seen that this is not the case for the bulk modu-
lus B. For the WO3 phases, B is in the range from 78 to 159GPa, thus in part
close to B for V2O5 (87GPa) but much lower than for the rutile structures (e.g.
MoO2 with 255GPa). Since (at least) eleven different structures with compo-
sition WO3 exist [56], these values may differ to a considerable degree due to
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Figure 3.7: Decohesion energy G (filled symbols) and elastic constant C44 (open
symbols) as a function of the original distance d between the cleaved layers.
Data was fitted with a ∗ 1/d ∗ exp(−b ∗ d) (screened Coulomb potential,
with a and b as fitting parameters).
very narrow stability regions within the phase diagram. The bulk modulus as
well as the calculated lattice parameters, the number of formula units per unit
cell Z, the elastic constant C44 and the decohesion energy in the plane with
the longest interlayer bonding for VO2, V2O5, MoO2 and the five WO3 phases
are given in Table 3.18.
The different decohesion energies and C44 values of these oxides may be
understood based on the electronic structure. Electron density distributions
(EDDs) obtained by ab initio calculations were evaluated using VESTA [160].
EDDs are presented for ReO3 in Figure 3.8 a, the WO3 phase P 4/n c c Z in
Figure 3.8 b and V2O5 in Figure 3.8 c. The WO3 phase P 4/n c c Z was chosen
since it bears the largest bonding length difference within the WO6 polyhedron
(1.79 to 2.17Å). In general, these oxides are predominantly characterised by
ionic bonding, due to the charge transfer from the metal to oxygen. To some
extent, there is charge shared between these elements, giving rise to a smaller
covalent contribution. In particular for the V2O5 vanadyl bond, covalent charac-
ter is apparent, while it is not for the interlayer bonding. It is important to note
that these EDDs never exhibit regions without charge (0 eVÅ−3), which may
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Figure 3.8: Structure and electron density distribution of (a) ReO3 projected along the
[100] axis, the EDD is shown for the (100) plane (increasing from 0.00 to
1.21 a.u.); (b) WO3 (P 4/n c c Z) projected along the [110] axis, the EDD
is shown for the (110) plane (increasing from 0.00 to 1.21 a.u.); (c) V2O5
projected along the [010] axis, the EDD is shown for the (040) plane
(increasing from 0.00 to 2.13 a.u.). The black boxes mark the unit cells.
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indicate that some minor metallic contributions are present. However, striking
differences between these phases can be observed. In ReO3 (Figure 3.8 a),
P m 3m, the perfect octahedral coordination causes identical bonding for all six
Re–O bonds. The bond length is 1.89Å. In WO3 (Figure 3.8 b), P 4/n c c Z,
the WO6 octahedron is distorted and the W cation is shifted from the centre.
Thus, three different W–O bonds are formed: four identical bonds with a length
of 1.92 Å parallel to the (110) layer, a short 1.79Å ’intralayer’ bond and a
long 2.17Å ’interlayer’ bond. Hence, in the shorter interaction there is more
charge shared and a higher covalent contribution compared to the non-covalent
longer interaction with less charge shared. This causes the formation of distinct
layers within this crystal structure and thus a lower decohesion energy between
these layers. In V2O5 (Figure 3.8 c), P mmn, the VO6 octahedron is largely
distorted. The actual coordination can be described as a square pyramid with
an interlayer bond length of 2.79Å. The short bond opposed is only 1.61 Å.
This strong vanadyl bond is mainly of covalent character. The other bonds are
characterised with bond lengths between 1.78 to 2.03Å. Since the bonding dif-
ferences are much larger than those in WO3, clearly visible layers are formed,
causing the extremely low decohesion energy between these layers.
3.2.3 Conclusions
It is evident that distorted metal–oxygen octahedra result in large layer dis-
tances and hence lower C44 values as compared to undistorted octahedra.
Decohesion energy and C44 are inversely proportional to the distance between
the cleaved crystal layers, and accordingly to the screened Coulomb potential,
and thus the bond strength decreases rapidly as the distance is increased. This
results in weak coupling between the layers which then causes the formation
of easily plastically deformable structures, for instance WO3 or V2O5. This
behaviour can be understood based on changes in the crystal and electronic
structure as displayed for ReO3, WO3 and V2O5. Thus, the relationship pre-
viously established for vanadium oxides applies to other Magnéli phases. The
fact that structures such as WO3 can also be described by the above-presented
correlations provides the basis for quantum mechanical guided design of Mag-
néli phase structured solid lubricants, based on tailoring the layer distance by
varying the chemical composition.
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3.3 TiAlN–WNx thin film deposition
The following chapter contains results from a collaborative work with the Thin
Film Physics Division group from Linköping University, Sweden, namely Davide
G. Sangiovanni, Valeriu Chirita and Lars Hultman. They contributed ab initio
data and took part in discussions which led to a publication [215]. The the-
oretical methods applied are in general similar to the methods described in
Chapter 2.1.2 and are presented as Appendix A in more detail.
In this chapter, the combinatorial method has been employed to grow TiAlN–
WNx films by Direct Current Magnetron Sputtering (DCMS) as well as by High
Power Pulsed Magnetron Sputtering (HPPMS), leading to a gradient in chem-
ical composition. TiAlN–WNx thin films have been deposited as described in
Chapter 2.2.2. Analysis methods are discussed in Chapter 2.2.3 (SEM), 2.2.4
(EDX), 2.2.5 (XRD) and 2.2.6 (NI).
Based on these growth experiments as well as ab inito calculations, the
following questions were answered:
1. How does the tungsten concentration influence the composition, struc-
ture and mechanical properties of cubic TiAlN–WNx deposited by com-
binatorial DCMS and HPPMS?
2. How does the degree of ionisation of film forming species influence the
formation of TiAlN–WNx (while keeping the time averaged power con-
stant)?
3.3.1 Thin film morphology and deposition rates
Cross-section FE-SEM images of the deposited TiAlN–WNx films are shown
in Figures 3.9 a–f. Figures 3.9 a–c show the films deposited using DCMS with
14 at.% W concentration (thickness 2.0 µm), 32 at.% W (3.2 µm) and 51 at.%
W (3.0 µm), respectively. These films exhibit a dense microstructure with fine,
columnar-like grains. The thickness at the Ti-Al-rich side is significantly lower
than at the W-rich side. As the magnitude of the deposition rate difference
cannot be explained solely based on the difference in sputter yield, it is reason-
able to assume that the here employed nitrogen partial pressure is sufficient
to cause poisoning on the Ti-Al-target section, while the W-target section is
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Figure 3.9: FE-SEM cross-section images of the TiAlN–WNx films deposited with
(a–c) DCMS (upper row) and (d–f) HPPMS (lower row). The tungsten
concentration is increased from left to right images.
sputtered in metallic mode. This finding is supported by the visual impres-
sion of the colour of the plasma, which is different in front of the the Ti-Al-
target section compared to the W-target section. Figures 3.9 d–f show the
films deposited using HPPMS with 10 at.% W concentration (thickness 1.8 µm),
27 at.% W (2.3 µm) and 48 at.% W (1.8 µm), respectively. The films deposited
with the high power pulsed plasma also show a dense microstructure with
little defined columnar-like grains. The differences in film thickness are not
as pronounced as in the DCMS case. During HPPMS, the Ti-Al-target section
as well as the W-target section are sputtered in metallic mode. The relative
deposition rate of HPPMS compared to DCMS is 90% at the Ti-Al-rich side,
72% in the middle and 60% at the W-rich side.
The deposition rates using HPPMS are lower than those for DCMS, while
the same time averaged power was applied (Table 2.1). Generally, this phe-
nomenon is known and may be explained by the non-linear dependence of the
sputter yield on the target potential [195] and other possible reasons, as already
described in Chapter 2.2.1. As mentioned in Chapter 2.2.2, the cathode voltage
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during HPPMS depositions reached −850V and is thus much lower than the
−435V for DCMS.
Based on this relation, two-step simulations using TRansport-of-Ions-in-Mat-
ter (TRIM) simulations [216] have been carried out to estimate the deposi-
tion/sputter rates adopting the same methodology as employed by Emmer-
lich et al. [195]. It should be noted, though, that this is only a rough estimation
because of the high nitrogen partial pressure and the manifold of possible
interactions that are not considered here. Maximum sputter rates using the
measured voltage and current data during depositions are calculated for sput-
tering the single metal species in pure self-sputtering mode and in pure argon,
giving the lower and the upper limits of the deposition rate, respectively. Thus,
the HPPMS rate for Ti is estimated to be within a range of 0 to 86% of the
DCMS rate, for Al within 17 to 90% and for W within 1 to 88%. Hence, a lower
deposition rate is expected for HPPMS compared to DCMS for all compositions,
consistent with the experimental findings. For the Ti-Al-rich side, the measured
HPPMS/DCMS deposition rate ratio of 90% is at the upper calculated limit,
which would indicate that the sputter rate during HPPMS is mainly determined
by argon sputtering and hence the metal ion fraction should be very low –
as in the DCMS mode. However, different target conditions would have to
be taken into account. Considering that Ti-Al-rich target side is sputtered in
poisoned mode for DCMS and in metallic mode for HPPMS, this comparison
is not straightforward since the DCMS-deposited film would be expected to be
thicker if sputtered in metallic mode and thus the HPPMS/DCMS ratio would be
smaller. This ratio would then be significantly smaller than the calculated max-
imum of 86/90% for Ti/Al and accordingly the metal ion fraction is supposed to
be larger than for DCMS. The W-rich side is sputtered in metallic mode for both
DCMS and HPPMS, allowing reasonable comparison of the HPPMS/DCMS
deposition rates for tungsten. For the W-rich side, the measured rate of 60%
is within the calculated sputter rate range of 1 to 88% and about a third of the
sputtered W can be expected to be caused by self-sputtering. Hence, a notable
W ion fraction populates the plasma and contributes to the film formation.
3.3.2 Thin film composition
Figure 3.10 shows the film composition for the depositions with DCMS and
HPPMS. Uniform W gradients of 10 to 52 at.% for DCMS and 7 to 54 at.% for
HPPMS are obtained, while the combined concentrations of Ti and Al are de-
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Figure 3.10: Composition of the films deposited with DCMS (top) and HPPMS (bottom),
measured by EDX.
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creased from 37 to 2 at.% and 40 to 4 at.%, respectively. The Al concentration
decreases slightly faster than the Ti concentration, indicating preferential re-
sputtering of Al at higher W concentrations. For example, as the W concentra-
tion is increased from 10 to 32 /33 at.% for DCMS/HPPMS, the Al concentration
decreases by 14 at.% while the Ti concentration only decreases by 9 /8 at.%,
respectively. A nitrogen concentration of about 53 to 54 at.% is detected for
DCMS- and HPPMS-deposited films at W concentrations ranging from 10 to
32 at.% and from 7 to 27 at.%, respectively. Over-stoichiometric N is often
reported for titanium nitride-based thin films, which can be due to vacancies
in the metal sub-lattice [10, 11] or due to interstitial N incorporation during
non-equilibrium film growth [6, 8, 13, 14]. As the W concentration is further
increased, the N concentration decreases, reaching 45 and 42 at.% N at 52
and 54 at.% W for DCMS and HPPMS, respectively. Thus, the N concen-
tration approaches the stoichiometry of the W2N phase which is expected in
thermodynamic equilibrium. A decreasing N concentration was also reported
as the W concentration of Mo-W-N films was increased [217]. The authors
attributed this to be due to the lower chemical affinity of N to W as compared
to Mo [217]. It is also reported that the N concentration in cubic tungsten
nitride can be much higher than the stoichiometric value of 33 at.% for the
thermodynamically stable bulk W2N phase. Nitrogen concentrations of 55 at.%
[66], 58 at.% [65] and 63 at.% [67] were observed. The N concentration in WNx
films was reported to depend to a large extent on the deposition conditions, in
particular nitrogen pressure, deposition rate and substrate temperature. The
higher the ion/adatom mobility due to ion bombardment and heating, the lower
the N concentration approaching the stoichiometry of the stable W2N equi-
librium phase [65–67]. Another mechanism contributing towards a reduced
N concentration at increased W concentrations may be preferential etching of
N by the heavier W.
3.3.3 Thin film structure and lattice parameter
Figure 3.11 shows the X-ray diffraction patterns of the TiAlN–WNx films de-
posited with DCMS (upper part) and HPPMS (lower part). From each de-
position, diffractograms are shown for the four compositions investigated for
nanoindentation. Neither hexagonal or tetragonal tungsten nitride phases nor
the hexagonal aluminium nitride phase are present in these films. The films
deposited with DCMS show only the cubic B1 (NaCl) phase, except for the film
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Figure 3.11: Diffraction patterns of the TiAlN–WNx films deposited with DCMS (upper
part) and HPPMS (lower part) at different tungsten concentrations. Refer-
ence TiN [JCPDS card No. 38-1420], W2N [JCPDS card No. 25-1257] and
W [JCPDS card No. 4-806] are shown by vertical lines.
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with a W concentration of 52 at.% where a very small peak indicates the pres-
ence of bcc tungsten. XRD data of the films deposited with HPPMS containing
54 at.% W indicate the formation of bcc tungsten. The film with 48 at.% W
exhibits a shoulder on the (200) peak suggesting the presence of minute quan-
tities of bcc W. This may be a consequence of the largeW deposition rate, a too
low nitrogen (partial) pressure, etching of N by W and the comparatively small
heat of formation. The N concentration in tungsten nitride films is reported to
decrease as the cathode power/deposition rate is increased and as the nitrogen
pressure is decreased [65]. The heat of formation for W2N is ΔH≈71 kJmol−1
and thus much lower than ΔH≈335 kJmol−1 for TiN [57]. The presence of
metallic tungsten is often reported for tungsten nitride films [65, 66, 68, 218] or
for tungsten-rich Mo-W-N films for W concentrations >34 at.% [217].
Besides the presence of the metallic bcc tungsten phase at very high W con-
centrations, all films show diffraction lines of the B1 TiN structure. Figure 3.12
shows the lattice parameter of the TiAlN–WNx films obtained from the XRD pat-
terns and by ab initio calculations. The lattice parameter for the as-deposited
films is averaged from (111) and (200) peaks. The error bars display the (111)
and (200) values and thus give information about the picostructural deviation
from the perfect cubic lattice. These deviations are probably caused by ion
bombardment and ion implantation, giving rise to defects in the crystal structure
which cause micro-strain [219, 220]. Deviations are larger for the HPPMS-
deposited films, which may be due to the larger degree of ionisation of the
plasma and the higher deposited flux during the pulse. As the W concentration
is increased, the lattice parameter of the films deposited with DCMS increase
from 4.204Å for 10 at.% W to 4.247Å for 26 at.% W. As the W concentration
is further increased to levels above 29 at.% W, the lattice parameter decreases
to 4.224Å for 52 at.% W. The lattice parameter of the films deposited with
HPPMS is increased from 4.222Å for 7 at.% W to 4.252Å for 27 at.% W, while
at higher W concentrations a decrease to 4.218Å for 54 at.% W is measured.
Thus, the substitution of Ti and Al by W leads to an increasing average lattice
parameter for DCMS to a W concentration of ≈29 at.% and for HPPMS to a
W concentration of ≈27 at.%. Above these concentrations the average lattice
parameter does no longer increase as predicted by the ab initio calculations.
At the same time, less nitrogen is incorporated into the films. The lattice
parameter obtained by the ab initio calculations for (TixAlxW1−2x)N phases
show an increase from 4.175 to 4.357Å as the W concentration is increased
from 0 to 50 at.%. It should be noted that for the phase with 50 at.% W (WN)
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Figure 3.12: Lattice parameter of the TiAlN–WNx films deposited with DCMS (blue) and
HPPMS (red) are shown as filled circles. Data obtained by ab initio calcu-
lations are shown as filled green circles for (TixAlxW1−2x)N and as open
green circles when including nitrogen vacancies (Ti0.125Al0.125W0.75N0.875
and Ti0.125Al0.125W0.75N0.75). Theoretical lattice parameters for (W,Ti,Al)N
derived from literature values of the binary phases (TiN [JCPDS card
No. 38-1420], AlN [JCPDS card No. 46-1200] andWN [65]) using the metal
concentrations of the DCMS-deposited films are shown in open blue sym-
bols, displaying data for the actual metal ratios (TixAlyWz)N (diamonds)
and assuming a constant Ti:Al ratio of 1:1 (TixAlxWz)N (squares).
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the elastic constant C44 is negative, suggesting structural instability. This is
consistent with previous calculations [221].
Composition-induced changes in lattice parameter closely following Vegard’s
law were reported for Ti-Al-N [24, 36–38]. For example, the lattice parameter
decreased from 4.247 to 4.209Å as the Al concentration was increased from
0 to 41 at.% [37]. Ab initio calculations for Ti1−xAlxN also showed a linear
dependence of the lattice parameter on the AlN fraction x up to x = 0.7 based
on the rules of mixture [38]. Likewise, the lattice parameter of sputtered cubic
Cr1−xAlxN films continuously decreased from 4.171 to 4.113Å as the Al con-
centration was increased from 5 to 35 at.% with ab initio calculations showing
similar results [222].
Assuming that Vegard’s law can be applied to the system investigated here,
theoretical lattice parameters for (TixAlyWz)N were derived using literature val-
ues of the binary phases TiN [JCPDS card No. 38-1420], AlN [JCPDS card
No. 46-1200] and WNx (x ≈ 1) [65] and the metal concentrations of the DCMS-
deposited films assuming an N concentration of 50 at.%. Thus, differences
compared to the experimentally obtained lattice parameters may be attributed
to differences in the N concentration and other growth induced defects. The
results are shown in Figure 3.12 as blue open symbols; for the actual metal
concentrations with a Ti:Al:W ratio of x:y:z (TixAlyWz)N (diamonds) and as-
suming a constant Ti:Al ratio of 1:1 (based on the sum of both concentrations)
with a Ti:Al:W ratio of x:x:z (TixAlxWz)N (squares). As the W concentration
is increased, the lattice parameter increases for both compositions. The dif-
ferences in the lattice parameter due to the change in the Ti:Al ratio, which
can be assessed from Figure 3.10, are rather small. The largest deviations
from this ratio occur at high W concentrations, where the fractions of Ti and Al
and thus their influence on the lattice parameter are negligible. I suggest that
the deviation between these calculated and the experimentally obtained lattice
parameter can be attributed to defects in the crystal lattice. It is reasonable
to assume that a reduction in N concentration is primarily responsible for this
difference. This hypothesis is supported by the ab initio calculations for N-
deficient phases Ti0.125Al0.125W0.75N0.875 and Ti0.125Al0.125W0.75N0.75, shown
as open green circles in Figure 3.12. While maintaining a constant Ti:Al:W ra-
tio of 1:1:6 (equal to 38 at.% W without N vacancies), the lattice parameter
decreases from 4.314 to 4.242Å for the phase with an N concentration of
43 at.% (resulting in 43 at.% W). This is not only consistent with the reported
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composition and lattice parameter data trend, but does also agree rather well
with the magnitude of the experimental lattice parameter.
A similar tendency was reported for Ti1−xWxN films with 0 ≤ x ≤ 0.7 [223].
As the W concentration was increased, the lattice parameter initially increased
and then decreased. This was attributed to be due to a simultaneous N concen-
tration decrease [223], which is in agreement with the findings presented here.
Though, as mentioned before, tungsten nitride phases (W2N or WNx) can con-
tain up to 63 at.% N [65–67] and thus much more than the W2N stoichiometry
proposes. It has been suggested that in the W2N structure, additional nitrogen
occupies vacant octahedral sites, enlarging the lattice parameter [68, 69]. The
lattice parameter for WNx with x ≈ 1 was measured to be about 4.28 Å [65, 69],
while the value for a stoichiometric W2N bulk sample is 4.126Å [JCPDS card
No. 25-1257]. In addition, compressive stress in the thin films might also serve
for a larger lattice parameter. For WNx films, a larger lattice parameter com-
pared to theoretical values is reported for N concentrations of 55 at.%, which
decreases as the N concentration is decreased [224]. Similar correlations
between the N concentration and the lattice parameter were reported for TiN,
although the linearity of this relation and values for over-stoichiometric N con-
centrations are somewhat ambiguous, please see Chapter 1.2.1. Nitrogen
vacancies may cause the lattice parameter shrinkage and ab initio calcula-
tions support this assumption [9]. For N concentrations above 50 at.%, due
to N incorporation at interstitial positions, lattice parameters that exceed the
common value for bulk samples are reported [6, 8, 13, 14]. Based on these
data, it can be concluded that the correlation between lattice parameter and
W concentration can only be understood if changes in the N concentration are
considered. If TiAlN is alloyed with W, the expected lattice parameter increase
is counteracted by a reduced N concentration.
3.3.4 Young’s modulus and hardness of the thin films
Young’s modulus and hardness for the films are shown in Figure 3.13 as well
as Young’s modulus from the ab initio data. For the films deposited with DCMS,
Young’s modulus is around 385 to 400GPa and hardness is around 29 to
31GPa. Thus, there is no significant variation observed as the W concentration
is increased. For the films deposited with HPPMS, Young’s modulus is in the
range of 430 to 480GPa and hardness is in the range of 34 to 38GPa. As
the W concentration is increased, the average Young’s modulus and hardness
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Figure 3.13: Young’s modulus (circles) and hardness (squares) determined by nanoin-
dentation for the films deposited with DCMS (blue) and HPPMS (red).
The Young’s modulus obtained by ab initio calculations is shown as filled
green circles for (TixAlxW1−2x)N and as open green circles when including
nitrogen vacancies (Ti0.125Al0.125W0.75N0.875 and Ti0.125Al0.125W0.75N0.75).
values increase. Considering the error bars, this increase is not significant.
Ab initio calculations show a continuous decrease in Young’s modulus from 440
to 325GPa as the W concentration is increased from 0 to 37.5 at.%, see Ta-
ble 3.19. The calculated data show reasonable agreement with the experimen-
tal Young’s modulus values (especially DCMS) for W concentrations <30 at.%.
For W concentrations where N deficient compositions were measured, the
calculated Young’s modulus values are significantly smaller than the exper-
imentally determined values. However, as the N deficiency is included in the
calculations, the calculated elasticity approaches the values measured, see the
open green circles in Figure 3.13. Upon insertion of N vacancies, the Young’s
modulus increases to 365GPa for Ti0.125Al0.125W0.75N0.75. The differences to
the values for DCMS and HPPMS are about 6 and 30%, respectively. To a
smaller extent, these differences may be attributed to an expected increase
in Poisson’s ratio with increasing W concentration [225, 226], which could not
be considered for the experimental values. The calculated data for different
compositions – lattice parameter, bulk, Young’s and shear modulus – are listed
in Table 3.19. I suggest that the N vacancies in the W-rich deposited films might
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Table 3.19: Lattice parameter, bulk, Young’s and shear modulus obtained by ab initio
calculations for different nitride compositions.
composition a (Å) B (GPa) E (GPa) G (GPa)
Ti0.5Al0.5N 4.175 269 440 179
Ti0.47 Al0.47 W0.06N 4.183 274 436 177
Ti0.44 Al0.44 W0.12N 4.197 277 415 166
Ti0.375Al0.375W0.25N 4.224 282 398 157
Ti0.25 Al0.25 W0.50N 4.271 306 371 143
Ti0.19 Al0.19 W0.62N 4.291 315 349 133
Ti0.125Al0.125W0.75N 4.314 326 325 122
Ti0.125Al0.125W0.75N0.875 4.291 311 331 125
Ti0.125Al0.125W0.75N0.75 4.242 318 365 140
be the reason for the relatively uniform mechanical properties, counteracting
the decrease in Young’s modulus due to the substitution of Ti and Al by W in
analogy to the previously discussed lattice parameter data.
Different results concerning N vacancies have been found for TiNx films [15].
When decreasing x from 1 to 0.67, increasing the N vacancy concentration,
Young’s modulus was decreased. The different N concentration in the stable
phases TiN and W2N and hence the phase stability might explain the contrary
behaviour compared to this work. Young’s modulus and hardness of WN films
with a stoichiometry close to unity were reported to be 380GPa and 30GPa, re-
spectively [224]. Hardness for tungsten nitride thin films was found to be within
20 to 40GPa, with this broad range being influenced by differing N concentra-
tions and microstructures depending on the deposition conditions [224, 227].
Young’s modulus and hardness of Mo-W-N films were shown to increase with
increasing W concentration [217]. As the W concentration was increased from
0 to 37 at.%, Young’s modulus and hardness were reported to increase from
about 300 to 586GPa and 25 to 47GPa, respectively, while simultaneously the
N concentration decreased. The strengthening was attributed to solid solution
hardening, grain refinement and stress within the films. At W concentrations
above 37 at.%, Young’s modulus and hardness rapidly decreased due to a
phase separation.
The HPPMS-deposited films have 30 to 95GPa higher Young’s modulus and
5 to 7GPa higher hardness than the DCMS films. This may be explained by
the higher (metal) ion density in the plasma, causing film densification. The
intensified ion bombardment is known to increase micro-strain [219, 220] (see
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Figure 3.12) and hardness. In addition, high ion density during deposition
usually leads to very dense and smooth films [186, 187] with a finer grained
microstructure. The smaller grain size may lead to higher hardness due to the
Hall-Petch relationship, which was observed for WNx films [228]. Increased
hardness of HPPMS- compared to DCMS-deposited films has also been ob-
served for CrN/NbN, which was explained by the higher intrinsic stresses in
the HPPMS-deposited film [229]. For AlN, a hardness increase of 10GPa
by HPPMS deposition compared to DCMS was reported and assumed to be
due to the enhanced ion bombardment [230]. Increased Young’s modulus and
hardness of CrN deposited by modulated pulsed power magnetron sputtering
[231] was attributed to the higher film density, decreased grain size and a
smooth surface due to the intensified ion bombardment [231].
3.3.5 Conclusions
TiAlN–WNx films were grown by combinatorial DCMS and HPPMS. The in-
fluence of the tungsten concentration on structure and mechanical properties
of cubic TiAlN–WNx was investigated experimentally and by ab initio methods.
The films were grown with a uniform W gradient of 10 to 52 at.% by DCMS
and 7 to 54 at.% by HPPMS. An N concentration of about 53 to 54 at.% was
detected for DCMS- and HPPMS-deposited films up to W concentrations of 32
and 27 at.%, which decreased to 45 and 42 at.% N at 52 and 54 at.% W for
DCMS and HPPMS, respectively. The substitution of Ti and Al by W within
the cubic B1 structure leads to an increased average lattice parameter for
W concentrations up to ≈29 at.% for DCMS and ≈27 at.% for HPPMS, while
at higher W concentrations the lattice parameter decreased. The reduction
in N concentration is primarily responsible for this lattice parameter decrease.
The lattice parameter obtained by ab initio calculations increased as the W con-
centration was increased from 0 to 50 at.%. Nitrogen vacancies formed at high
W concentrations cause the lattice parameter to decrease, which is in good
agreement with the experimental results. Young’s modulus and hardness are
around 385 to 400GPa and 29 to 31GPa for DCMS and 430 to 480GPa and 34
to 38GPa for HPPMS, respectively, showing no significant trend as the W con-
centration is changed. HPPMS-deposited films exceed DCMS films in Young’s
modulus and hardness, which may be a consequence of the larger degree of
ionisation in the HPPMS plasma. It is reasonable to assume that especially
the ionised film forming species may contribute towards film densification and
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N vacancy formation. Calculated data show a continuous decrease in Young’s
modulus as the W concentration is increased. Upon insertion of N vacancies at
high W concentrations, the calculated Young’s modulus increases. Hence, the
experimental elasticity data can be understood by considering the combined
effects of the rules of mixture and the N vacancy formation.
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4.1 Magnéli phase oxides conclusions
The objective of this work was to contribute towards understanding of the
correlation between composition, structure, elastic and mechanical properties
of Magnéli phase oxides. The strategy was to apply ab initio calculations
to obtain structural data, bulk modulus, elastic constant C44 and decohesion
energies and correlate these with the electronic structure.
Seven different vanadium oxides VOx (1 ≤ x ≤ 2.5) have been investigated,
namely VO, V2O3, VO2, V6O13, V4O9, V3O7 and V2O5. As the V valency is
increased from 3 to 5, crystal structure and chemical bonding changes are
observed. The C44 values for V6O13, V4O9, V3O7 and V2O5 are significantly
lower than those for V2O3 and VO2. C44 decreases by 83%, whereas the bulk
modulus values decrease by 61%, leading to an increase in the B/C44 ratio
from 1.4 to 3.4. This is consistent with calculated decohesion energies for
cleavage in VO2 and V2O5. When cleaving V2O5 in the (002) plane, deco-
hesion energy is extremely low with 0.05 Jm−2, as compared to VO2. Fur-
thermore, the calculated decohesion energies are inversely proportional to the
original distance between the cleaved layers. Thus, it can be expected that this
easy cleaving plane enables plastic deformation and is therefore responsible
for the vanadium pentoxide’s lubricating properties that have been reported
in literature. This behaviour can be understood based on V valency induced
changes in the electronic structure as well as in the chemical bonding. In
the phases exhibiting high C44 values, V2O3 and especially in VO2, there are
only very small regions with low electron density between the ions, or rather
between the V–O polyhedra, implying relatively strong bonding. In the phases
exhibiting low C44 values, V6O13, V4O9, V3O7 and especially V2O5, there are
very large regions with low electron density between the V–O polyhedra, or
rather between the layers. Due to the screened Coulomb potential between
these layers, the bond strength decreases rapidly as the distance is increased,
resulting in weak coupling between the layers which then causes the formation
of easily plastically deformable structures.
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To deepen understanding of the correlation between the (electronic) struc-
ture and the elasticity as well as the decohesion energies of Magnéli phase
oxides, studies have been extended to five WO3 phases, a WO3 parent struc-
ture ReO3, MoO2 and TiO2 (rutile), which were compared to VO2 and V2O5. As
the original distance between the cleaved crystal layers is increased from 1.1
to 2.8 Å, the decohesion energy decreases from 5.83 to 0.05 Jm−2, while C44
values show a similar dependence. Good agreement between the calculated
decohesion energy–layer distance relation and the fitting curve
a ∗ 1/d ∗ exp(−b ∗ d) with respect to the screened Coulomb potential is ob-
served. While ReO3 features a perfect octahedral coordination causing iden-
tical bonding for all six metal–oxygen bonds, these octahedra are distorted
in structures such as WO3 and V2O5, causing the formation of distinct layers
within these crystal structures. It is evident that the distorted metal–oxygen
octahedra result in large layer distances and hence lower C44 values as com-
pared to undistorted octahedra. Decohesion energy and C44 are inversely pro-
portional to the distance between the cleaved crystal layers, and accordingly to
the screened Coulomb potential, and thus the bond strength decreases rapidly
as the distance is increased. This results in weak coupling between the layers
which then causes the formation of easily plastically deformable structures, for
instance WO3 or V2O5. This behaviour can be understood based on changes
in the crystal and electronic structure as displayed for ReO3, WO3 and V2O5.
Based on these results of the oxide phases calculated here, I propose that
these correlations can be applied to other Magnéli phase oxides with a similar
building principle of metal–oxygen octahedra. The fact that structures such
as WO3 can also be described by the above-presented correlations provides
the basis for quantum mechanical guided design of Magnéli phase structured
solid lubricants, based on tailoring the layer distance by varying the chemical
composition.
4.2 TiAlN–WNx conclusions
The objective was to contribute towards understanding the correlation between
composition, structure and mechanical properties of cubic TiAlN alloyed with
tungsten. Therefore, a combinatorial method was employed to grow TiAlN–
WNx films, leading to a gradient in theW concentration. Two different sputtering
techniques (DCMS and HPPMS) were used to investigate the influence of the
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degree of ionisation of film forming species on the formation of TiAlN–WNx
films. During all depositions the time averaged power was kept constant.
The rectangular sputter target was build up of two triangular-shaped seg-
ments; one sintered Ti-Al (50:50), the other W, arranged in a way that a W com-
position gradient on the deposited films ranging from 10 to 52 at.% for DCMS
and from 7 to 54 at.% for HPPMS was obtained. An N concentration of about 53
to 54 at.% was detected for DCMS- and HPPMS-deposited films up to W con-
centrations of 32 and 27 at.%, which decreased to 45 and 42 at.% N at 52
and 54 at.% W for DCMS and HPPMS, respectively. The substitution of Ti
and Al by W within the cubic B1 structure led to an increased average lattice
parameter for W concentrations up to ≈29 at.% for DCMS and ≈27 at.% for
HPPMS, while at higher W concentrations the lattice parameter decreased.
The reduction in N concentration is primarily responsible for this lattice pa-
rameter decrease. The lattice parameter obtained by ab initio calculations
increased as the W concentration was increased from 0 to 50 at.%. Nitrogen
vacancies formed at high W concentrations cause the lattice parameter to
decrease, which is in good agreement with the experimental results. Young’s
modulus and hardness were around 385 to 400GPa and 29 to 31GPa for
DCMS and 430 to 480GPa and 34 to 38GPa for HPPMS, respectively, showing
no significant trend as the W concentration was changed. HPPMS-deposited
films exceeded DCMS films in Young’s modulus and hardness, which may be
a consequence of the larger degree of ionisation in the HPPMS plasma. It
is reasonable to assume that especially the ionised film forming species may
contribute towards film densification and N vacancy formation. Calculated data
showed a continuous decrease in Young’s modulus as the W concentration
was increased. Upon insertion of N vacancies at high W concentrations, the
calculated Young’s modulus increased. Hence, the experimental elasticity data
can be understood by considering the combined effects of the rules of mixture
and the N vacancy formation.
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Appendix A
Ab initio calculation methods applied for nitrides
The Vienna ab initio simulation package (VASP) [142] was used to perform DFT
calculations in the generalized-gradient approximation of Perdew-Wang (GGA-
PW91) [139]. All electron–ion interactions were described by the projector
augmented wave potentials (PAW) [143] and the total energy was minimised
to achieve convergence within 10× 10−5 eV by using a large energy cutoff of
500 eV for the plane-wave basis. To maintain high accuracy in the structure re-
laxations 4× 4× 4 k-points grids have been used to sample the Brillouin zone
with the Monkhorst-Pack scheme [144]. All calculations were performed on su-
percells containing 64 atoms, with a cubic B1 structure, for Ti0.5−xAl0.5−xW2xN
alloys with 0 ≤ x ≤ 0.375. Lattice constants a and bulk moduli B were calcu-
lated by minimising the total energy and fitting the energy–volume curve to the
Birch-Murnaghan equation of state [147]. The methods used for calculating the
elastic constants and related moduli have been published recently [225]. In ad-
dition, the effect of N vacancies on the bulk properties of two quaternary nitrides
have been assessed, Ti0.125Al0.125W0.75N0.875 and Ti0.125Al0.125W0.75N0.75. In
this case, the optimal geometry was found by minimising the total energy while
allowing for simultaneous cell shape and atomic positions relaxations, resulting
in a triclinic primitive cell with similar lattice parameters and angles close to
π/2. Subsequently, the elastic constants and moduli of these quasi-cubic
structures were estimated using the scheme employed for cubic alloys. In
the case of stoichiometric alloys, and for all x values, changing the atomic ar-
rangement on the metal sites induces small variations in the elastic properties
(within 3%). It can be concluded that the effect of varying atomic distributions
in supercells is indeed negligible. Consequently, the single condition imposed
on the atomic configurations used herein was to fulfil the minimum requirement
for symmetry in cubic systems: invariance with respect to rotations of ±2π/3
about axes in the 〈111〉 directions.
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