standard. 8 To avoid integrating detector regions obscured by the DAC, image masks were created using the program ECLIPSE. For both the ambient-and high-pressure data, unit-cell parameters were refined against all data. The crystals did not show significant decay during data collection. Frames were integrated and corrected for Lorentz and polarization effects using SAINT 8.27b, and were corrected for absorption effects using SADABS v2104/5. 9 Space-group assignments were based upon systematic absences, E-statistics, agreement factors for equivalent reflections, and successful refinement of the structures. The structures were solved by intrinsic phasing using SHELXT. They were refined against all data using the SHELXL-2014 software package. 10 The high-pressure structure of (MA)PbBr 3 required a twin law to refine properly, to account for the loss of centering symmetry. The ambient-pressure, room-temperature (MA)PbI 3 structure appears to have tetragonal I metric symmetry, but is better behaved in orthorhombic F symmetry, with a twin law related to the tetragonal I pseudolattice. Previous reports of (MA)PbI 3 detailed refinements in I4cm and I4/mcm. 1b, 11 For both I4cm and I4/mcm, the reflection conditions in the 0kl plane require that both k and l are even. Our data were initially refined as I4/mcm, but the large number of observed data that should have been systematically absent prompted the search for other symmetry ( Figure S1 ). The data were treated as orthorhombic, with all the axes allowed to refine in length independently. All three axes were statistically different in length, with two being more similar. Structure solution in Fmmm was successful and the refinement proceeded well when incorporating a twin law relating the orthorhombic F cell to the tetragonal I cell. The resulting twin fraction was 42(1)%. Since the twin fraction was not 50%, the twin law cannot be considered part of the Laue class and therefore the tetragonal cell is not a correct representation of the crystal symmetry.
Thermal parameters for all lead and halide atoms were refined anisotropically, unless disorder made this unreasonable. In the case of both the ambient-and high-pressure (MA)PbI 3 structures, the shape of the electron density surrounding the iodine sites indicated the presence of disorder. In the case of the ambient-pressure data set, two of the three iodine sites had oddly shaped electron density (see Figure  S2 ). Splitting these sites in a disorder model significantly improved the refinement. In the high-pressure structure, the structure gains symmetry, and transforms to cubic I symmetry, which condenses all three iodine positions down into one. This one site displays high disorder, which appears similar to a superposition of the three sites in the room-pressure data set ( Figure S3 ). . F obs map of the ambient-pressure structure of (MA)PbI 3 , demonstrating the atypical electron-density shapes. Figure S3 . F obs map of the 0.7-GPa structure of (MA)PbI 3 , illustrating the non-ellipsoid shape of the electron density.
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Determining the methylammonium positions in the difference map was done using F obs − F calc maps in both SHELXLE and winCoot. In many cases, the nitrogen and the carbon positions were on symmetry related sites. Restraints were used to keep the two light atoms from migrating to the center of their bonding density. Hydrogens were not found in the difference map, so they were not refined.
Subsequent Rietveld refinements were either performed in FullProf 6 or Jade 2010 4 by inputting SCXRD crystallographic information files (CIFs) of the α or β phases of (MA)PbBr 3 or (MA)PbI 3 as initial models, which were then refined to fit experimental PXRD patterns. Spline backgrounds were determined manually and the following parameters were each individually allowed to refine, followed by simultaneous refinement of all parameters: scale factor, lattice parameters, peak-shape parameters according to a Thompson-Cox-Hastings pseudo-Voigt or a Pearson model function, preferred orientation, Pb and halide atomic positions (if not occurring on a special position), and Pb and halide thermal parameters. CIFs were then generated for further structural analysis.
Photoluminescence (PL) spectroscopy
High-pressure PL spectroscopy was performed on a Renishaw RM1000 Raman microscope using a 514.5-nm laser excitation line at 1.75 µW with a ~5-µm spot size, using samples loaded into the DACs with 600-µm culets. Helium was used as a pressure-transmitting medium as described above. Lightexposure PL experiments were performed over a range from 1.5 to 2.2 eV with spectral acquisitions approximately every eight seconds. PL measurements for (MA)PbI 3 employed longer scans of approximately one minute over a range from 1.38 to 1.9 eV.
High-pressure resistivity measurements
Solid (MA)PbI 3 was loaded into an insulating boron nitride gasket onto which four platinum leads were overlaid. These leads extended into the sample cavity in a van der Pauw conformation. This gasket was then mounted into a cross-type DAC and the platinum leads were connected with solder to external leads, which were connected in turn to a Bio-Logic VSP 300 potentiostat/galvanostat. To cool to lower temperatures, the DAC was placed on a steel block, the bottom of which was immersed in a Thermo NESLAB CB-80 cryo-bath. The sample temperature was determined using a type-K thermocouple fixed to the back face of the diamond in the DAC. An elevated temperature measurement was obtained by placing the DAC in an oven with the leads and the thermocouple exiting through an external port. Measurements were acquired once the temperature of the diamond was invariant. Temperature limits of 246 to 315 K were used in order to avoid excessive thermal expansion/contraction of the gasket and/or diamonds, which could also alter sample geometry. Two-point measurements were acquired by obtaining current-voltage curves over a range of -40 to 40 mV at a scan rate of 1 mV·s −1 at each temperature and the conductivity was then calculated using the slope of the averaged curves as well as sample thickness and distance between leads. Final two-point conductivities were then calculated by averaging values obtained between multiple sets of two different leads. Four-point conductivity measurements were also acquired to confirm whether contact resistance was negligible. A constant current of 100 µA was passed between two adjacent leads while voltage was measured across the other two according to the van der Pauw method. Two resistance values are required to calculate sheet resistance R s : a horizontal resistance R h found by measuring voltage across the first and second leads, then a vertical resistance R v from the voltage across the second and third leads, for example. Here, R s (Ω) is given by the following equation:
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From R s , one can then calculate resistivity, ρ (Ω·cm), by multiplying R s by the thickness, t (cm).
Bulk modulus determination using the Birch-Murnaghan Equation of State (BM EOS)
High-pressure PXRD experiments show how the unit-cell parameters and cell volume vary with pressure. The pressure-volume relationship is known as the isothermal equation of state (EOS), which is usually parameterized in terms of the bulk modulus and its pressure derivative evaluated at ambient pressure. For most solids that undergo moderate compression (V/V 0 > 0.6), the Birch-Murnaghan (BM) EOS provides a generally accurate representation of the volume variation with pressure. 12 The BM EOS is one type of finite strain EOS based on the assumption that the strain energy of a solid undergoing compression can be expressed as a Taylor series expansion, accounting for non-linear behavior, in the Eulerian strain (strain according to a spatial reference rather than material-dependent reference). Expansion to second order in the Eulerian strain yields a second-order BM EOS:
where P is pressure, V is volume, V 0 is initial volume, and K 0 is the bulk modulus at ambient pressure. The second-order BM EOSs fit our data with high goodness of fit. Because further expansion of the EOS to higher order does not yield better fitting statistics and can lead to over-parameterization or unstable fits, we consider the second-order BM EOS to be adequate for representing the data.
Electronic structure calculations
Electronic structures were calculated using the plane-wave DFT code Quantum Espresso. 13 Bandgaps were predicted using the GLLBsc 14 modification of the GLLB functional 15 allowing for a particle number derivative discontinuity correction of DFT fundamental gaps. Kohn-Sham 16 wave functions were expanded in basis sets with a plane-wave cut-off of 600 eV and ionic cores were described by ultrasoft pseudopotentials. 17 Brillouin zone sampling was performed with mesh spacings of at most ~0.01 Å -1
. Besides relativistic contributions to the pseudopotentials, spin-orbit interactions were only considered for bands with Pb 6p or I 5p character (see below for details about the corresponding atomic projection scheme used).
Crystal structures used in the DFT calculations
For the α phase of (MA)PbI 3 , we used SCXRD and Rietveld refinements in Fmmm symmetry as input. We only allowed the I atoms with free Wyckoff coordinates (i.e., not in special positions) to relax, preventing the Pb-I network from responding to the symmetry-lowering due to the non-disordered proton positions of MA. We also performed DFT calculations, where we substituted Cs + for MA. Here, we symmetrized the I positions obtained from the structural relaxation mentioned above, i.e., we restored the symmetry that was broken by proton placement by making the I positions with free Wyckoff coordinates equivalent. With this treatment, switching from Cs + to MA does not lead to qualitative changes in the band structure ( Figure S13 ). We therefore also chose to use Cs + as the cation in the β phase, mimicking the rotational disorder of MA in this phase. As we do not consider MA in the β phase for the calculations,
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we relied on the experimental fit as input for the I positions in the lattice, since relaxation with the smaller Cs + overestimates Pb-I octahedral rotations. To reduce scatter in these atomic coordinates, we performed second-order fits of the unit-cell volume and the two free iodide Wyckoff coordinates as a function of pressure ( Figure S12 ).
Treatment of spin-orbit coupling
We considered spin-orbit interactions in the LS coupling limit, i.e., we assumed spin-orbit interactions can be considered as a perturbation to the electronic system interacting via Coulomb forces. The spin-orbit Hamiltonian for the LS coupling case for an atom is given below in atomic Hartree units (See for example, Messiah) 18 :
Here, V is the potential around the nucleus at distance r, α is the fine-structure constant, and � and � are operators for electron angular momentum and spin, respectively. Several DFT codes evaluate (1/r)·(dV/dr) on radial grids around the nuclei in the unit cell. We chose instead to consider the rdependent pre-factor of the spin-orbit Hamiltonian as a parameter A p we separately define for each nuclear species and angular-momentum channel:
We considered different values for A p for the 6p states of Pb and the 5p states of I, respectively. Here, | 〉 and | ′〉 are atomic 6p and 5p wavefunctions centered at each Pb and I atom in the unit cell, respectively (spin indices suppressed for clarity). The total spin-orbit interaction on the valence electrons in the solid is thus given as the sum over individual � SO , each centered on all Pb and I atoms in the unit cell.
We 21 We chose here to use the computationally more efficient GLLBsc approach 14 and supplement it with � SO defined above. This allowed us to use scalar-relativistic GLLBsc pseudopotentials. In fact, assuming the absence of magnetic moments, we can take advantage of the imposed time-reversal symmetry and the resulting doubly degenerate bands to trace out spin from the band-structure calculations completely. This densityfunctional approach also allows us to increase the Brillouin-zone sampling density non-self-consistently at little computational cost, such that accurate density of states and electronic dispersion calculations can be performed very efficiently. We can thus use this approach to efficiently calculate bandgaps of the lead halides as a function of pressure, as we have shown in this article. Index ranges The six-fold disorder of the iodide position observed in the SCXRD structure was too complex to simulate in DFT calculations. Therefore, we performed separate Rietveld refinements (not used for the structural discussion) using a single iodide position. These refinements are only approximations of the true structure and the interpolated values provide a more likely, smooth trend as a function of pressure, which was used for the DFT calculations.
Figure S13. A) Electronic structure and density of states for the DFT-relaxed structure of (MA)PbI 3 at 0 GPa. B) Electronic structure and density of states for the same structure but with Cs + placed in the MA site. The Cs + position was allowed to relax but the rest of the structure was not allowed to relax further. Note that the electronic structures appear very similar. 
S16

