Abstract. We study the notion of a metric space with bounded rough angles. E. Le Donne, T. Rajala and E. Walsberg showed that snowflakes being such spaces prevents them form being isometrically embeddable into finite dimensional normed spaces.
1. Introduction 1.1. Self-contracted curves. Let X be a metric space and I ⊂ R an interval. A curve γ : I → X is said to be self-contracted if, d(γ(t 2 ), γ(t 3 )) ≤ d(γ(t 1 ), γ(t 3 )), for every t 1 ≤ t 2 ≤ t 3 .
We remark that γ is not necessarily a continuous curve. We refer to [4] and [2] for the background information on self-contracted curves.
We remind that a curve γ : I → X is called rectifiable if
d(γ(t i ), γ(t i + 1)) t 1 , . . . , t k ∈ I, t 1 < · · · < t k < ∞.
It was shown that bounded self-contracted curves are rectifiable in the following spaces:
• Euclidean spaces, see [2] , • Riemannian manifolds, see [3] ,
• finite-dimensional normed spaces, see [8, 11] ,
• CAT(0)-spaces with some additional properties, see [9] . We suggest a new approach to proving the rectifiability of bounded selfcontracted curves. Instead of studying self-contracted curves in a particular space we study their properties which are independent from the ambient space. Or in other words we introduce metric spaces which are images of a self-contracted curves and study them. Definition 1. Let X be a metric space. We say that X is BNRSC space if, there exists a bounded non-rectifiable self-contracted curve γ : I → X s.t., γ(I) = X.
Now the question about rectifiability of bounded bounded self-contracted curves in a class of metric spaces can be interpreted as a question about isometric embeddability of BNRSC spaces in that class. Now we do a standard thing. We introduce a class of spaces which will function as an obstacle we call them SRA(α) spaces. We are going to show that every BNRSC space always contains an arbitrary large SRA(α) subspace. On the other hand we will find out that a "finite dimensional" geodesic space does not contain large SRA(α) subspaces if it satisfies certain mild conditions.
SRA(α) spaces and their presence in self-contracted curves.
Definition 2. Let X be a metric space and 0 < α < 1. We say that X is a SRA(α) space or that X satisfies SRA(α) condition if for every x, z, y ∈ X we have d(x, y) ≤ max{d(x, z) + αd(z, y), αd(x, z) + d(z, y)}.
This condition says that all angles in X are small in a rough sense. Note that in case if X is a subspace of Euclidean space. An inequality
The notion of SRA(α) space originates from the work [7] on non-embeddability of snowflakes into normed space. The main result of this work is the following.
Proposition 3. For any n ∈ N and β ∈ (0, 1) there is an N ∈ N such that if a metric space (X, d) has cardinality at least N, then (X, d β ) does not admit an isometric embedding into any n-dimensional normed space.
The proof can be sketched in the following way. Any β-snowflake is a SRA(α) space, with 0 < α = 2 β − 1 < 1. While for any 0 < α < 1, n ∈ N there exists N ∈ N such that any SRA(α) subspace of any n-dimensional normed space has cardinality less then N. Our plan is to do the same thing to self-contracted curves.
We need the following discrete version of BNRSC spaces in which we reverse the order of points to make further proofs look more natural. Definition 4. Let X = {x 1 , . . . , x n } be a metric space. We say that X is DSE space if,
We define L(X) and D(X) by
Theorem 1. For every 1 2 < α < 1 and k ∈ N there exists C = C(α, k) > 0 such that for every DSE space X such that
1.3.
Conditions for non embeddability of SRA(α) spaces.
Definition 5. Let X be a complete geodesic metric space. We say that x ∈ X satisfies LEG condition with parameters ǫ, L > 0 if for every unit speed minimizing geodesics γ : [0, T ] → B ǫ (x) there exist a unit speed minimizing geodesic γ : [0, T + L] → X extending it i.e. such that,
We say that X satisfies LEG condition if every x ∈ X satisfies LEG condition with some ǫ(x), L(x) > 0. We say that X satisfies uniform LEG condition if we can take ǫ, L > 0 to be the same for all x ∈ X. Definition 6. Let X be a complete geodesic metric space. We say that x ∈ X satisfies LRB condition with parameters H, K > 0 if for every pair of unit speed minimizing geodesic
We say that X satisfies LRB condition if every x ∈ X satisfies LRB condition with some H(x), K(x) > 0. We say that X satisfies uniform LRB condition if we can take H, K > 0 to be the same for all x ∈ X.
The class of spaces satisfying LRB condition includes following subclasses.
(1) Locally L-convex spaces, see [10] . This subclass is huge by itself and contains all next subclasses, see [10, Section 3] . (2) Alexandrov spaces with a local upper curvature bound. The subclass of of locally compact spaces with an upper curvature bound and extendable geodesics is studied in a famous upcoming paper "Spaces with upper curvature bounds and extendable geodesics" by A. Lytchak and K. Nagano. Remark 7. Banach spaces which are not strictly convex do not satisfy LRB condition as it formulated. In order to make our approach work for this case one should modify our definitions in the style of the bicombings theory. This means that one fixes a set of "good" minimizing geodesics in the metric space such that every two points can be connected by a "good" minimizing geodesic. In the case of Banach spaces we can take straight lines as such a set. In this setting we say that LEG-condition is satisfied if any "good" minimizing geodesic can be extended and to a longer "good" minimizing geodesic. And LRB condition is required to hold only for "good" geodesics. In this setting Theorems 2-6 hold and have basically have the same proofs.
We give two theorems about non embeddability of SRA(α) spaces. Second of them has more stringent restrictions on a target space. In exchange it provides an upper bound on the size of embeddable SRA(α) space which depends only on a fixed set of parameters of the space and not on the space itself.
Theorem 2. Let X be a complete locally compact geodesic space satisfying LEG and LRB conditions. Then for every x ∈ X, R > 0 and 0 < α < 1 there exists N ∈ N such that every N -point subspace Y ⊂ B R (x) does not satisfy SRA(α) condition. Previous two theorems can be considered as generalizations of the following proposition see, [5, 6] .
Proposition 8. For any n ∈ N and 0 < α < π there exists N ∈ N such that is S ⊂ R n has cardinality at least N then there are distinct x, z, y ∈ S such that α ≤ ∡xzy ≤ π. Now we formulate our result about rectifiability of self-contracted curves.
Theorem 4. Let X be a complete locally compact geodesic space satisfying LEG and LRB conditions. Then every bounded self-contracted curve γ : I → X has finite length.
Proof. By contradiction suppose that there exists a point x ∈ X, R > 0 and a self-contracted curve γ : I → B R (x) having infinite length. By Theorem 2 there exists N ∈ N, such that any N point subset of B R (x) does not satisfy SRA( 3 4 ). On the other hand by Theorem 1 there exists C > 0 such that for every DSE space Y such that
> C there exists a N -point subspace in it satisfying SRA ( 3 4 ). Since the length of γ is infinite there exists Y a DSE subspace of γ(I) s.t.,
). Which contradicts to the last statement of the previous paragraph.
1.4. Non embeddability of snowflakes. The following proposition can be found between the lines of [7] . We give our proof in Section 5.
Once again we give two theorems. Theorem 5 works in more general setting and Theorem 6 provides a bound depending only on finite set of parameters.
Theorem 5. Let X be a complete locally compact geodesic space satisfying LEG and LRB conditions. Then for every x ∈ X, R > 0 and 0
Proof. By Proposition 9 there exists 0 < α < 1 such that for every metric space (Y, d β ) its snowflake satisfies SRA(α). By Theorem 2 there exists N ∈ N such that every N -point subspace Y ⊂ B R (x) does not satisfy SRA(α) condition. And the claim follows.
with the following property. For every complete geodesic space X, satisfying doubling condition with constant M, uniform LEG condition with constants ǫ, L and uniform LRB condition with constants H, K and every point x ∈ X we have that if a metric space
Proof. By Proposition 9 there exists 0 < α < 1 such that for every metric space (Y, d) its snowflake (Y, d β ) satisfies SRA(α). We take
to be a constant provided by Theorem 3. Now the claim follows directly from the property of N provided by Theorem 3. 
Notation
For a geodesic metric space X, x ∈ X and R > 0 we denote by B R (x), B R (x) and S R (x) an open ball, a closed ball and a sphere with radius R and center x respectively.
For a metric space (Y, d) an 0 < β < 1 we denote by (Y, d β ) a β-snowflake of (Y, d) which metric is given by
Proof. The proof is a straightforward chain of inequalities based on the definition of a DSE space and the triangle inequality,
Consider a DSE space X = {x 1 , . . . , x n }. For every 1
Thus, the following two condition imply SRA(α) condition for
, for every 1 ≤ i < j < k ≤ n, Our proof of Theorem 1 consists of two steps. First we find a subset of DSE space satisfying (1) by applying Lemma 11. Then by Lemma 12 we find a subset of this new set which satisfies both (1) and (2).
Lemma 11. Suppose that 0 < θ < 1, m ∈ N and X = {x 1 , . . . , x n } is a DSE space with
Proof. By contradiction we suppose that for every 1 ≤ a 1 < · · · < a m ≤ n there exist i < j < k such that
We define inductively a sequence of m-point subsets P 1 , . . . , P T ⊂ {1, . . . , n}. We define P 1 by P 1 = {1, . . . , m}.
For every t = 1, . . . , T we are going to use the following notation for elements of P t ,
Suppose that we already defined P t and now we have to define P t+1 . By (3.1) we can fix i(t), j(t), k(t) ∈ P t such that i(t) < j(t) < k(t) and
> n we stop the process and say that T = t. Otherwise we define P t+1 by
}. Now when we finished defining the sequence P 1 , . . . , P T we are going to define weights c 1 , . . . , c m−1 > 0. We take c m−1 = 1. Other weights c 1 , . . . , c m−2 should be such that c u is much bigger then c u+1 for every u = 1, . . . , m − 2. More precisely we take
So a direct formula is,
For t = 1, . . . , T we define S t by
We claim that for every t = 1, . . . , T − 1 we have
Proof. We chop S t into 3-pieces in order to bound them separately
).
In the case p ).
Applying (3.2) we obtain
for the special case p 
(t). Summing all those inequalities provides
whereâ is such that p t a = i(t). Now we are going to provide a bound for
In the case p t b ≤ k(t) from the definition of DSE space we have
In the case p we have
Summing those inequalities provides
(3.5) Note that if p t a = j(t) then p t+1 a = k(t) and also note that
where 1 ≤ a ≤ m is such that p t a = j(t). Substituting the last inequality into (3.5) provides
Finally we are going to provide a bound for
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If p t a > j(t) then by the triangle inequality and Lemma 10 we have,
In the case p t b ≤ k(t) this can be improved to
We conclude that
c a .
(3.7) Now we can bound S t by summing up (3.4), (3) and (3.7),
where
. We can rewrite (3.8) as
Sinceâ < a for every 1 ≤ a ≤ n such that p 
Now there are two cases:
To finish the proof of the claim in this case it suffices to show that,
Since a < a for every 1 ≤ a ≤ n such that p Case B:
We also have
and the claim follows.
We sum inequalities (3.3) for t = 1, . . . , T − 1 and get,
Which implies
Thus,
(3.9) By Lemma 10 we have for every 1 ≤ u < v ≤ n,
We apply the last inequality to (3.9), which provides
Thus, we have a contradiction with the assumption of the lemma.
Lemma 12. Let 0 < θ < 1 and α > then there exists n = n(θ, α) such that there is no Z = {z 1 , . . . , z n } DSE space such that
Proof. Suppose that Z is DSE space satisfying (1) and (2) . From (2) we have
We prove the claim by induction. The base i = n − 1 is trivial. Suppose that the claim is proven for i = k + 1 and we have to validate it for i = k. From (1) we have
Triangle inequality for ∆x k x k+1 x k+2 provides
Combining those inequalities we obtain
This provides the claim. From (2) we have
We sum these inequalities and get
Substituting (3.10) provides
The last inequality is equivalent to
By Lemma 10 we have a ≤ L. Thus,
Which is equivalent to
Note that α > We conclude that there exists N ∈ N such that
And thus n have to be less then N.
Proof of Theorem 1. There exists 0 < θ < . Let n(θ, α) ∈ N be a number provided by Lemma 12.
By Ramsey's theorem there exists m ∈ N such that if the set of all 3-point subsets of {1, . . . , m} are colored in two colors say red and blue, then either there is a k-point subset of {1, . . . , m} such that all its 3-point subsets are red or there is a n(θ, α)-point subset of {1, . . . , m} such that all its 3-point subsets are blue.
We denote by C = C(m, θ) > 0 the constant provided by Lemma 11. Suppose that X is a DSE space such that
> C. By Lemma 11 we have an m-point subspace Y = {y 1 , . . . , y m } ⊂ X s.t., for every 1
We color the 3-point subsets of {1, . . . , m} in two colors. For i < j < k we say that {i, j, k} is red if
otherwise we say that {i, j, k} is blue.
By definition of m we have that one of the following holds. Case A: there exists an k-point subset I ⊂ {1, . . . , m} such that all its 3-point subsets are red. In this case {y i } i∈I is that required k-point subset satisfying SRA(α).
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Case B: there exists an n(θ, α)-point subset {i 1 , . . . , i n } ⊂ {1, . . . , m} such that all its 3-point subsets are blue. For 1 ≤ l ≤ n we denote by z l a point y i l . Note that Z = {z 1 , . . . , z n } satisfies, z i+1 ), for every 1 ≤ i ≤ n − 1, which contradicts Lemma 12.
Proofs of Theorem 2 and Theorem 3
Proofs which we give are modifications of the proof of Proposition 8 from [6] . Proof. By Ramsey's theorem there exists N ∈ N such that every coloring of unordered pairs of elements of {1, . . . , N} in m 2 colors has a monotone 3-element subset.
Let x 1 , . . . , x N ⊂ B r (x). For every i = j we fix a minimizing geodesic connecting them. By LEG property there exists at least one an extension of this geodesic beyond y of length at least L. We fix one of those extensions and denote it by Γ ij . We denote the (first) intersection point of Γ ij and S R (x) by I ij . We say that a pair of points {x i , x j } is colored in the color
By definition of N there exist a monotone 3-element set. We denote those points by x i , x j , x k . We denote the corresponding points in the r-net by y a and y b . Either two of I ij , I jk , I kj are in B r (y a ) or two of them are in B r (y a ). Without loss of generality can assume that I ij , I jk ∈ B r (y a ) and hence I ji , I kj ∈ B r (y b ).
Now we are going to show that
our picture is symmetric so the proof of
is absolutely the same. By contraction let
Let x k be a point on Γ ij such that d(x j , x k ) = d(x j , x k ) and x i and x k are on the opposite sides of x j . By (4.1) and the triangle inequality for ∆x i x k x k we have,
. From the triangle inequality for ∆xx j I ij we have
The same argument provides Let N = N(ǫ, L, H, K, α, m) be a constant provided by Lemma 13. Fix a space X satisfying properties from the formulation of the theorem and x ∈ X. We know that every N point subset of a ball of radius r in it does not satisfy SRA(α). Combining this with the fact that B R (x) can be covered by M ⌈log 2 ( R r )⌉ balls of radius r we conclude that every NM ⌈log 2 ( R r )⌉ subset of B R (x) does not satisfy SRA(α).
Snowflakes are SRA(α) spaces
Proof of proposition 9. We claim that we can take α = 2 β − 1. Indeed let Y be a metric space and x, y, z be points in X. We have to show that d β (x, y) ≤ max{d β (x, z) + αd β (z, y), αd β (x, z) + d β (z, y)}.
