Abstract. We make the polynomial dependence on the fixed representation π in our previous subconvex bound of L(1/2, π ⊗ χ) for GL 2 × GL 1 explicit, especially with respect to the usual conductor C(π fin ). We also investigate a possible variant of the local choices of test function at the archimedean places in some special situations.
1. Introduction 1.1. Michel & Venkatesh's Method. In the late 1980's, Iwaniec [22] invented the method of amplification, which was subsequently developed by him and his collaborators [10, 11, 12, 13] . The principle of this method can be abstracted as follows. Suppose that some quantities a(π) indexed by a family π ∈ F admit a natural family of weighted summation formulae of the shape (1.1) π∈F w(π)a(π) = "Geometric side".
If we are interested in a single selected one a(π 0 ), we sum the LHS of these formulae with suitable weights, so that the contribution of the term indexed by π 0 is "amplified", in the sense that its contribution to the final formula becomes dominant compared to other components on the LHS. Consequently, a bound of the RHS can be regarded as a good bound of the selected a(π 0 ). In order for this method to work, the "Geometric side" is expected to easily detect non-trivial cancellation.
In the first applications of this principle, the underlying summation formulae were, in terms of modern language of automorphic representation theory, some relative trace formulae. Then the weights are given by a choice of test function f : G → C if the relevant group is G. It has succeeded in many different situations, such as bounding Fourier coefficients or central L-values, the later known as subconvexity problem, for automorphic forms for GL 2 over Q. For example, for the subconvexity problem for GL 2 ×GL 1 , amplification with Petersson-Kuznetsov formulae culminates in [2, 4] .
However, further development with relative trace formulae seems to be technically difficult. The generalization to the number field case presents non trivial computational problems. In the case of subconvexity problem, the generalization to higher degree L-functions, but within the group GL 2 , does not seem to guarantee even the convex bound uniformly [24] , while the relative trace formulae for higher rank group seems to be currently not fine enough for reasonably good analytic number theoretic results.
With this background, Venkatesh [31] and Michel & Venkatesh [28] give a further innovation to the method of amplification, where the underlying summation formulae in (1.1) are replaced by the Plancherel formula in different context. As we mentioned above, in order for (1.1) to work, non-trivial cancellation on the "Geometric side" should be easily detected. Unlike the case for relative trace formulae, where this kind of cancellation is guaranteed by the bounds of (sums of) Kloosterman sums hence from algebraic geometry, the Michel & Venkatesh method uses equidistribution of submanifolds. In the context of this paper, the explanation of the cancellation on the new "Geometric side" was the main concern of the beginning part of [35, §3] . We refer to the original [31] for more other possible situations where the method can apply. We also remark that, in our previous presentation [35, §3] , it suffices to replace the first step towards bounding the global period, i.e., the Cauchy-Schwarz inequality, with an equality, to see the underlying summation formulae (1.1), as well as the amplifier we used thereafter.
1.2. Two Main Lines & Possible Improvements. In our previous work [35] , we have made part of [28] , i.e., the subconvex bound of L(1/2, π ⊗ χ), where π is a fixed cuspidal representation of GL 2 over an arbitrary number field F, and χ is a varying Hecke character, in terms of the analytic conductor C(χ) explicit. We have not made that bound explicit in terms of the conductor C(π), while for its applications to problems like the harmonic analytic approach to Linnik's equidistribution problem on the 3-dimensional sphere or some related variants [8] , it is important to at least know that the dependence on C(π) is polynomial. More importantly, in our recent research to make the subconvex component explicit in the work of [28] for GL 2 , the exponent of C(π fin ) in the bound of L(1/2, π ⊗ χ) enters directly into the final subconvex saving. These constitute the main motivation of the current paper.
On the other hand, if we compare the Michel & Venkatesh's method with the traditional amplification method with relative trace formulae, we easily find that the choice of the test function ϕ 0 ∈ π replaces the role of the test function f mentioned in the previous subsection. In the case with relative trace formulae, different choices of test functions f can lead to different results which do not cover one over the other [21, 27] . Hence it is reasonable to ask about similar possibilities for different choices of ϕ 0 . Looking into the technical details of [35] , it is not hard to guess the reason for which we have chosen ϕ 0 at archimedean places corresponding to a bump function on R × or C × in the Kirillov model: it is mainly for the technical convenience of bounding local terms. This choice has a formal non-consistence with the choice at finite places, where the new vectors have been specified. Then what happens if we choose the new vectors also at the archimedean places? In general, i.e., if π is allowed to vary with varying central character, it not hopeful to give a better or even reasonably good choice than the original one, because despite of the formal non-consistence the local estimations match well. However, in some special cases like when the central character of π is fixed at the infinite places, i.e. under the Assumption (A) below in §2.1, we shall see that new vectors, i.e., Option (B) in §3.2.2, work equally well. This will have considerable technical convenience for situations like [34] , because it implies that after Cauchy-Schwarz only K-finite or even K-invariant vectors appear in the spectral decomposition. In this sense, Option (B) is surely a better choice than the original one in [34] . Remark 1.1. We actually have another restriction, i.e., the Assumption (B) below in §2.1. But this seems to be only a technical issue and can be removed if finer analysis is made. However, even with both restrictions, the case we consider here is still sufficient for applications in situations like [34] . Remark 1.2. We have not made efforts to compare the effects on the final outcomes as exponents of C(π ∞ ) of both choices under Assumptions (A) & (B), only because it is unimportant to our applications in mind. Remark 1.3. The main technical tools for the analysis with new vectors at archimedean places are two lemmas, i.e., Lemma 6.3 & 6.9, which seem to be new in the theory of asymptotic analysis and of independent interest.
We have used a period method to bound the relevant L 4 -norm of the test function ϕ 0 in Corollary 5.4. Although this fits into the philosophy of the Michel & Venkatesh's method, it does not seem to be a reasonably good choice. In fact, it is quite likely that results/technics in such as [1, 5] of sup-norm problems can help improve the exponent of C(π fin ) in Corollary 5.4 at least from 3 + ǫ to 1/2 + ǫ. This should improve the final subconvex saving in Theorem 2.3 to
This is interesting for our applications. We will address this in a later version of this paper.
1.3. Plan of the Paper. We also aim at an improvement on the structural organization, which is supposed to make our lengthy proof more compact and more readable than our previous organization in [35] . The proof of the main theorem, Theorem 2.3, is immediately given after the statement. The proof points to the main bounds of global nature, which are collected in §2.3. In fact, a more detailed proof in the style of our previous [35, §3] is given there. The bounds of the global periods contained in §2.3 are directed to §4, where the relevant local estimations are further directed to §3. §3 & 4 contain refined estimations of their counterparts in [35, §4 & 6] . §6 contains relevant results of general theoretic nature.
Preliminaries

Main Result.
We import the notations from [35] and fix some possibly new or different ones as follows.
• F: base number field with absolute discriminant D(F) and degree d F = [F : Q] • π: varying cuspidal representation of GL 2 with central character ω • χ: varying Hecke character • C fin (π, χ) := q p , q p := Nr(p) where p runs over primes such that c(π p ), c(χ p ) > 0
T ∈ A, given in Lemma 3.1, 3.7 and 3.10, T :=
2 is such that µ(ρe iα ) = ρ iτ e iN α with τ N = 0
Definition 2.1. Let π v be a unitary irreducible representation of GL 2 (F v ). For varying character χ of F × , there exists (not necessarily unique, see Corollary 6.11 for example) χ 0 such that the (analytic) conductor
in the above condition. Hence under Assumption (A), χ 0 is fixed.
Theorem 2.3.
There is an aboslute constant C > 0 such that
where the dependence on F is polynomial in D(F), exponential in the degree [F : Q].
Proof. By (2.2), we are reduced to bounding from above
and
for our choice of test function ϕ (option (A)). The product of local terms is bounded as
according to Proposition 2.4. Recollecting (2.6), Lemma 2.5, Lemma 2.6 into (2.9), Lemma 2.7 into (2.11), Lemma 2.8 into (2.12), together with Corollary 5.4, the period is bounded as (we omit the polynomial dependence on C(π ∞ ))
We conclude upon choosing κ = 1/3, E = C(π fin )
Setup.
We normalize the local norms on the Whittaker functions so that
Precisely, the local norms are defined by (c.f. [35, Lemma 2.10])
Similarly, for τ ∈ R, any Hecke character ξ and Φ ∈ Ind K B(A)∩K (ξ, ξ −1 ) ∞ , we normalize the local norms on the Whittaker functions so that
Precisely, the local norms are defined by (c.f. [35, Lemma 2.8])
Recall that we have defined for E > 0
where σ is regarded as a measure on R + . For any ϕ ∈ π ∞ , recall the Hecke-Jacquet-Langlands' integral representation of L-function
where the local factors are defined by
so that for all but finitely many place p, ℓ p (s, · · · ) = 1. We also write
We extend the above integral representation to the case of Eisenstein series. For τ ∈ R, any Hecke character ξ and Φ ∈ Ind
so that for all but finitely many place p, ℓ p (s, · · · ) = 1. ζ(s, E(iτ, Φ)) is holomorphic unless ξ is trivial on A (1) . If ξ = 1 and τ = 0, ζ(s, E(iτ, Φ)) admits two simple poles at s = 1 ± iτ with residue
2.3. Proofs of Main Bounds. We depart from (2.2) with our chosen ϕ. 
Proof. This follows from Lemma 3.1, 3.7, 3.10 and our normalization of local norms.
Lemma 4.1 easily implies
where h is the same choice as in Lemma 4.1 and σ is defined in (2.1). Note that
deduced from a change of variables, where σ χ is the adjoint measure on A × of σ defined by
In order to ease and unify the notations, we replace ℓ χ,h resp. ℓ h in [35, Lemma 3.2] by
, we also write
By Cauchy-Schwarz and opening the square, we get 
Lemma 2.5. The total contribution from the constant part is
Proof. This is a refinement of [35, Lemma 3.4] . We get it by Inserting (4.1), Lemma 4.2 & 4.3 and the prime number theorem |S(E)| ≫ F E/ log E.
and where B(π ′ ) is the orthonormal basis given in the table right after [35, Remark 6.4] , writing the Fourier coefficient as
we have by Mellin inversion
Lemma 2.6. There exists a set D 2 of pairs of differential operators from SL 2 (F ∞ ) of absolutely finite cardinality and absolutely finite degree and an absolute constant B such that
Proof. This is a refinement of [35, (6.16) ]. Inserting Lemma 4.4 and 4.5, we bound the LHS as
We finally write the differential operator ∆ A/2 ∞ (−C K∞ ) 1/2 as linear combination of products of degree 1 differential operators, possibly with Sobolev interpolation, and deduce the existence of D 2 such that the first factor in the last line is bounded as
Let ξ run over characters of F × \A (1) , extended to a Hecke character by triviality on R + according to a fixed section s F :
Denote by B(ξ) the orthonormal basis of Ind
, selected according to the same principle of the table right after [35, Remark 6.4] . For Φ ∈ B(ξ), τ ∈ R, write the Fourier coefficient as
We have by Mellin inversion
Lemma 2.7. There exists a set D 2 of pairs of differential operators from SL 2 (F ∞ ) of absolutely finite cardinality and absolutely finite degree and an absolute constant B such that
Proof. Inserting Lemma 4.6 and 4.7, we bound the LHS as
The remaining argument is the same as the proof of Lemma 2.6.
Lemma 2.8. There exists a set D 2 c of pairs of differential operators from K ∞ of absolutely finite cardinality and absolutely finite degree such that
Proof. Inserting (4.1) and Lemma 4.9, we bound the LHS as
where we have written λ Φ,K∞ the Laplacian eigenvalue of Φ for −2C K∞ . Noting that the middle term gives C(π fin ) 1/2 by dimension estimation, we conclude.
Local Choices and Estimations
We drop the subcript v for simplicity of notations.
3.1. Non Archimedean Places.
3.1.1. Choices and Main Bounds. Let W ϕ0,v = W 0 be a new vector in the Kirillov model of π.
Proof. With W 0 replaced by |W 0 (1)|, this is precisely [35, Corollary 4.8] , or essentially [31, Lemma 11.7] . The disappearance of the factor ζ p (1) is due to the estimation
We have |W 0 (1)| = W 0 due to [35, (2.10) ] and our normalization of local norms. Lemma 3.3. Let s ∈ C with ℜs = σ > 0. Then we have
Proof. If π = π(µ 1 , µ 2 ) and exactly one of µ 1 , µ 2 is unramified, we call it semi-unramified. If c(χ p ) > 0, we easily verify the estimation
Since each of the first three cases implies c(π p ) > 0 and can be bounded by 4q
while the bound ζ p (1) ≤ 2 gives the extra factor 2, we conclude the proof together with [35, Corollary 4.8] or [31, Lemma 11.7] .
3.1.2. Refined Upper Bounds. We restrict our attention to π = π(|·| iτ , |·| −iτ ). Let e n , n ∈ N be an orthonormal basis of the space of "classical vectors" [35, Definition 5.4] .
Lemma 3.4. We have a relation
).e 0 , ∀n ≥ 2,
where the asymptotic is taken with respect to q = Nr(p) → ∞.
Proof. Using the MacDonald's formula [6, Proposition 4.6.6], we easily deduce that
We verify by direct computation that it is also orthogonal to a(̟ −n−1 ).e 0 .
Lemma 3.5. Let W n be the Kirillov function of e n . For l ∈ N and ℜs = 1, we have
Proof. This is a refinement of [35, (4.11) ]. We may assume W 0 (1) = 1 and ignore c, c 1 in the previous lemma since the normalizations differ by a factor asymptotically equal to 1. From
and the previous lemma, we deduce that
It follows that
We conclude by inserting the above bound into the formula, deduced from [35, Lemma 4.7]
3.2. Archimedean Places.
Some Properties of the Kirillov Model. We proceed under Assumptions (A) & (B).
Lemma 3.6. Let W 0 be a unitary minimal vector in the Kirillov model of π. If F = R resp. C, there is
Proof. We do not need to consider the case π is in complementary series, since C(π) → ∞ excludes this case. We shall distinguish:
(1) By twisting, we may assume ω = 1 or sgn and either
In the first case,
We then have
where we applied Lemma 6.1 with x 0 = −1, m = 3. In the second case
2) remain valid and are proved the same way.
Using Stirling's formula, we see
(3) By twisting we may assume π = π(|·|
. N ∈ N since we are under Assumption (B). Here α(ρe iα ) = e iα . In the first case, by Proposition 6.10 and Corollary 6.11, or more directly the formula under [5, (8.4 )], we see that this is essentially (1) with τ replaced by 2τ and with an extra factor |y| 1/2 , i.e.,
In the second resp. third case, we have by Proposition 6.10 and Corollary 6.11
Taking into account the asymptotic behavior as y → ∞
we get by Stirling's formula
3.2.2. Choices and Lower Bounds. We have two options: 
(1) If |µ| ≥ C for some absolute constant C, choose T v = µ/(2πy 0 ). For the option (A), we have
(1') As in (1), if |µ| ≤ C, there exists T v of absolutely bounded size such that uniformly in µ
11/3+ǫ , choose T v = µ/τ . For the option (B), we have
Proof.
(1) We only need to apply Lemma 6.1 to
(1') The proof is included in [35, Remark 4.4] .
(2) First applying Lemma 6.1, we get
where A = 1 0 0 0 = y d dy is the element in the Lie algebra. The implied constant in O(· · · ) is independent of τ , because by defining
x + 1 is independent of τ . Using (3.1), (3.2), Lemma 6.14 together with the formulas of the action of the Lie algebra given in [35, §2.7 .1], we get and conclude by
(2') Let h be a positive smooth function on R such that 0 ≤ h ≤ 1, h(y) = 1 for |y| ≤ 1/2 and h(y) = 0 for |y| ≥ 1. We proceed in three steps. We assume in the following argument that |T | ≫ 1 + max(|µ|, |τ |) to simplify some bounds.
Step 1: We have by integration by parts
Writing and proving by induction the existence of polynomials P k,N ∈ Z[X] such that
taking into account the binomial relation
we find a bound of the second integral as
Together with the formula of the action of
The bound for the integral for y < −1 is the same.
Step 2: Let W 0,M be the sum of the first M -terms in the expansion (6.1) or (6.2). Uniformly for |y| ≤ 1, we have by the same expansion
with absolute implied constant. Hence
with absolute implied constant (even decaying in M ). Lemma 6.3 ("moreover" part) implies for n ≥ 1
Hence for any δ > 0 small and |T | ≫ M,δ 1 + |µ| + |τ | (3.8)
Step 3: Applying Lemma 6.3 again we get (3.9)
For ǫ > 0 small, we first take M > 2 (say M = 3), then take N large such that 1
, we deduce from (3.6), (3.7), (3.8) and (3.9) and conclude by
We have similarly by Lemma 6.1
We can explicitly compute and conclude by
By integration by parts, we have
It follows that
But by Plancherel formula, we have
hence for p large, we get and conclude by
Remark 3.8. If χ is a character of C × with χ(ρe iα ) = ρ iµ e imα for some µ ∈ R, m ∈ Z, then its analytic conductor is defined to be
It contains two parts µ 2 and m 2 of different nature: analytic resp. arithmetic.
Definition 3.9. If we fix a constant δ ∈ (0, 1], then as C(χ) → ∞, (at least) one of the following two cases occurs:
(1) |µ| ≥ δ|m|. We call it the δ-analytically dominating case, or simply δ-analytic case.
(2) |m| ≥ δ|µ|. We call it the δ-arithmetically dominating case, or simply δ-arithmetic case.
Lemma 3.10. Suppose F = C, χ(ρe iα ) = ρ iµ e imα for some µ ∈ R, m ∈ Z. Let ε 0 := m/µ in the δ-analytic, resp. µ/m in the δ-arithmetic case.
(1) If C(χ) ≥ C for some absolute constant C, for the option (A), choose any T v ∈ C such that
resp. |m| −1 .
(1') As in (1), if C(χ) ≤ C, there exists T v of absolutely bounded size such that uniformly in χ
(2) Suppose π = π(|·| iτ /2 , |·| −iτ /2 ) for some 0 < τ ∈ R upon twisting. In the δ-analytic resp. δ-arithmetic case, if |µ| resp. |m| ≫ ǫ (1 + |τ |) 10/3+ǫ , choose any T v ∈ C such that |T v | = 1 + ε 2 0 |µ|/(2τ ) resp. 1 + ε 2 0 |m|/(2τ ). For the option (B), we have
In the δ-analytic resp. δ-arithmetic case, if |µ| resp. |m| ≫ ǫ N 13/4+ǫ , choose any
. For the option (B), we have
We take the δ-analytic case for example, the other being similar. Writing T v = |T v |e iθ , we have 
We can thus apply Lemma 6.6 and conclude by the continuous dependence on ε 0 ∈ [−δ −1 , δ −1 ] and the compactness of this interval.
(1') The proof is (again) included in [35, Remark 4.4] . (2) We take the δ-analytic case for example, the other being similar. First applying Lemma 6.6, we get
where A = 1 0 0 0 = y d dy is the element in the Lie algebra. The implied constant in O ǫ (· · · ) is independent of τ , because by defining
we see that cos α 0 = ±1/ 1 + ε 2 0 , sin α 0 = −ε 0 / 1 + ε 2 0 and
are independent of τ . Using (3.4), Lemma 6.14 together with the formulas of the action of the Lie algebra given in [35, §2.7 .2], we get and conclude by
(2') Let h be a positive smooth function on R + such that 0 ≤ h ≤ 1, h(r) = 1 for 0 ≤ r ≤ 1/2 and h(r) = 0 for r ≥ 1. Let h(y) be the extension of h to C by defining h(re iα ) = h(r). We proceed in three steps. We assume in the following argument that |T | ≫ 1 + max(|µ|, |m| 2 , |τ |) to simplify some bounds. We may also assume T > 0. Recall the Laplacian ∆ = ∂ 2 /∂x 2 + ∂ 2 /∂y 2 can be written in the spherical coordinates as
The dual Laplacian can be written as
It follows, by induction, that for any N ∈ N there exist polynomials
Arguing as in the real case, we get (3.10)
Step 2: Let W 0,M be the sum of the first M -terms in the expansion (6.3). Uniformly for |y| ≤ 1, we have by the same expansion
with absolute implied constant. Hence (3.11)
with absolute implied constant (even decaying in M ). For 1 ≤ n < M , Lemma 6.9 implies
Hence for any δ > 0 small and |T | ≫ M,δ 1 + |µ| + |τ | + |m|
Step 3: Applying Lemma 6.9 again we get (3.13)
, we deduce from (3.10), (3.11), (3.12) and (3.13) and conclude by
We take the δ-analytic case for example and assume π = π(α N , α −N ) for definiteness. Applying Lemma 6.6, we get
We can explicitly compute and estimate
using the following well-known formulas for Bessel-K functions
together with the formulas of the action of the Lie algebra given in [35, §2.7.2]. We deduce and conclude by
3.2.3. Refined Upper Bounds. 
Proof. This is the counterpart of Lemma 3.5, a refinement/correction of the last paragraph of [35, §4.3] . We give detail for the real case, the complex case being similar. Note that we have a trivial bound
where the last inequality follows from Lemma 6.14 & 6.15 and [35, §2.7.1]. Hence the desired bound is valid if |τ | ≥ T since λ W ≥ 1 + |τ | 2 . Let h be a positive smooth function on R such that 0 ≤ h ≤ 1, h(y) = 1 for |y| ≤ 1/2 and h(y) = 0 for |y| ≥ 1. By integration by parts, we get
where the last inequality follows again from Lemma 6. 
We obviously have for any
Taking into account the bounds for a ± (W ) in Lemma 6.16, we get the desired bound for |τ | ≤ |T |.
Upper Bounds for Truncation.
Lemma 3.12. Suppose F = R. Conditions are as in Lemma 3.7. Let s ∈ C with ℜs = σ > −1/2 varying in a compact interval included in the real line.
(1) For the option (A), we have
) for some 0 = τ ∈ R upon twisting. For the option (B), we have
2 (t) = t p sgn(t) for some integer p > 0. For the option (B), we have (2) . The bound follows from the explicit computation
Lemma 3.13. Suppose F = C, Conditions are as in Lemma 3.10. Let s ∈ C with ℜs = σ > −1/2 varying in a compact interval included in the real line.
for some integer N > 0. For the option (B), we have
(1) As in the real case, we apply Lemma 6.9 to "R × R/Z ∋ (x, α) → φ(e x )e 2sx " and see that the LHS is bounded as
We apply Lemma 6.9 as in the proof of Lemma 3.10 (2), but to W 0 (y)|y| (2) . Note that this bound should be weaker than the one obtained by exploiting the relevant Bessel-K functions, as what we have done for the real case.
Global Estimations
From now on, we restrict to the option (A) given in §3.2. −κ−1 , B = C(χ) κ−1 where 0 < κ < 1 is to be optimized later. Then we have for some constant C > 0
Proof. Mellin inversion formula gives
where M(h 0 )(s) is (the analytic continuation of) the Mellin transform of h 0 . Recollecting Lemma 3.3, 3.12, 3.13 and applying the convex bound for L(s, π ⊗ χ) we get on the respective vertical lines
Inserting the estimations
and |L(1, π, Ad)| ≫ ǫ C(π) −ǫ due to [19] and [3, Lemma 3], we conclude.
We recall the bounds [35, (6.1) & (6.2)] as 
where
Proof. Since ϕ 0,p is a new vector, the equation below [35, (6. 3)] is in fact a finite product, i.e.,
with Σ p defined thereafter. The bound of the ratio of L-functions giving there is in fact independent of π but only dependent of θ, since it comes from a comparison with (Riemann) zeta function. Hence
The product over v | ∞ is absolutely bounded by 1 (for the option (A), or can be bounded as C(π ∞ ) ǫ using Sobolev interpolation as in the proof of Lemma 6.14 for the option (B)). The remaining part being bounded using [35, (6.4 
Proof. This is a refined version of [35 
The passage from the above bound to the first desired bound, well-known to experts as "Iwaniec's trick" (proof of [5, Lemma 8] ), follows line by line the argument giving [14, (19.16) ], replacing the divisor function τ r with its counterpart for the number filed F.
Refinement for Cuspidal Contribution.
Lemma 4.4. Recall the notations giving (2.8), (2.9). For s ∈ iR, we have the estimation
Proof. This is a refinement of [35, Lemma 6.5] . In fact, [35, Lemma 6.8 & 6.11 & 6.12 & 6.13 ] together with our normalization of local norms imply
Lemma 4.5. Let notations be as (2.8), (2.9) and s ∈ iR. Denote by λ e,∞ the eigenvalue of
on the vector e in π ′ . There are absolute constants A, B > 0 such that
Proof. This is simply [35, Corollary 6.7] , rephrased by adding the harmonic weights. The detail of the proofs of [35, Theorem 6.6 & Corollary 6.7] will be worked out in a future paper, together with explicit constants A, B.
Refinement for Eisenstein Contribution.
Lemma 4.6. Recall the notations giving (2.10), (2.11). For s ∈ iR, we have the estimation
Proof. This is a refinement of [35, Lemma 6.14] . In fact, the principal series version of [35, Lemma 6.8 & 6.11 & 6.12 & 6.13] together with our normalization of local norms imply
Lemma 4.7. Let notations be as (2.10), (2.11) and s ∈ iR. Denote by λ Φ,iτ,∞ the eigenvalue of ∆ ∞ defined in Lemma 4.5 on the vector Φ iτ in π(ξ|·|
There are absolute constants A, B > 0 such that
Proof. This is the counterpart of [35, Corollary 6.7] for the continuous spectrum. But its proof is much simpler: it is a simple consequence of the convex bound.
Remark 4.8. In fact, the true size (true Lindelöf on average) should be C(π fin ) 1/2+ǫ on the RHS.
Lemma 4.9. Recall the notations giving (2.12). There is an absolute constant C > 0 such that
Proof. Taking the decomposition (2.4) & (2.5) into account, this is simply the global consequence of Lemma 3.5 & 3.11.
Crude Bound of L 4 -Norm
Lemma 5.1. Let π j , j = 1, 2, 3 be cuspidal representation of GL 2 over a number field F. The analytic conductor (without information on
Proof. Under Construction Lemma 5.2. Let e j , j = 1, 2 be two unitary K ∞ -isotypic vectors in a cuspidal representation π of GL 2 over a number field F, new at finite places. Suppose at every complex place v, e j belongs to the n j,v + 1 dimensional irreducible representation ρ nj,v of SU 2 (C). Let τ be a cuspidal representation of PGL 2 and B(τ ) be an orthonormal basis of K ∞ -isotypic vectors, classical at every finite place p in the sense of [35,
is non-vanishing only if -at every complex place v, e v belongs to ρ k with |n
where λ j,∞ resp. λ e,∞ is the eigenvalue of e j resp. e for ∆ ∞ (defined in Lemma 4.5), and λ τ,∞ is the eigenvalue of e for v|∞ (−C SL2(Fv ) ).
(1) follows from the tensor product decomposition
For (2), we first notice that by the self-duality of ∆ ∞ , we have
2 (g)e(g)dg, where
• j runs over a finite set of cardinality depending only on N ;
i is unitary K-isotypic, new at every finite place p, with SU 2 (C) type between max(n i,v −2N, 0) and n i,v + 2N at every complex place v;
Ichino's formula [20] , the decay of matrix coefficients [9] , explicit computation of the Harish-Chandra's Ξ-functions [8 
where ρ kv is the irreducible representation of SU 2 (C) to which e v belongs, and
When e runs over B(τ ), k v at most runs over integers
each with multiplicity k v + 1; while d k,p at most runs over integers
each with multiplicity one (c.f. [7] ). We sum for the worst case and conclude.
Remark 5.3. We note that the computation of δ v in the real case is given in [26, (7.22) ], from which the complex case follows since the restriction of the Haar measure on PGL 2 (C) onto PGL 2 (R) must coincide with the one of the later.
Corollary 5.4. Let ϕ 1 , ϕ 2 be two smooth unitary vectors in a cuspidal representation π of GL 2 over a number field F, new at every finite place. There is an absolute constant N > 0 such that
Proof. We decompose ϕ j into K ∞ -isotypic vectors as
where n j,v is the K v -type of e nj j . The coefficients a ( nj ) j are rapidly decreasing with respect to
For e ∈ τ as in the previous lemma, we have for any M > 0
HAN WU
Taking M = 3, applying the previous lemma for N > 0 large but fix so that Weyl's law [35, Theorem 2.23] applies, and summing over e and τ , we conclude since the contributions from the continuous and one-dimensional parts of the spectrum are obviously smaller using the same argument.
6. Appendix 6.1. Some Asymptotic Analysis.
6.1.1. One Dimensional Case.
Lemma 6.1. Let S(x) be a smooth real valued function on R, admitting a stationary point x 0 of order interval (a, b) . For simplicity, we assume x 0 is the unique stationary point. Let φ(x) be a smooth function such that for any
.
Then for µ ∈ R, as |µ| → ∞, we have for any
where ε = sgn(µS (m+1) (x 0 )). The implied constant depends only on the function x → S(x + x 0 ) − S(x 0 ). The function k(x) depends only on x → S(x + x 0 ) − S(x 0 ) and φ. In particular,
Proof. This is a special case of the discussion in 
If moreover, φ (N +1) vanishes identically on [0, δ] for some 0 < δ ≤ b and |x| ≥ T 0 := |ℑλ|/δ, then we can replace the right hand side by
Proof. We may assume x > 0. The case λ ∈ R is a special case of the discussion in [15, §2.8, pp. 47-49] .
In our case, we need to modify the bound of u λ−1 in
where the path of integration is taken as the ray u = t + iτ, τ ≥ 0. We have
implying the first estimation. For the "moreover" part, we note that the function
Hence S(τ ) ≤ 0 and we have alternatively
implying the second estimation.
6.1.2. Higher Dimensional Case.
Definition 6.4. Let S ∈ C ∞ (R n ) be a smooth real valued function. Associated to it there are n weight functions ω i and n differential operators L * i defined by
If ∇S( x) = 0 has only finitely many solutions in R n , and if for any index α ∈ N n lim sup
i.e., any partial derivative of ω i is bounded away from the critical points of S( x), we call S( x) a tempered phase function.
for any index α ∈ N n , then for any word in n variables P we have Suppose x 0 ∈ R n such that ∇S(x 0 ) = 0, det ∇ 2 S(x 0 ) = 0 and ∇S(x) = 0 for any x = x 0 in the support of φ, i.e., x 0 is the unique stationary point in the sense of [16, §3.5] . Then there exist for k ∈ N differential operators A 2k (x, D) of order less than or equal to 2k, such that for any N ∈ N, ǫ > 0
where both A 2k (x, D) and the implied constant in the last inequality depend only on the function x → S(x + x 0 ) − S(x 0 ). In particular,
Proof. This is the n-dimensional version of Lemma 6.1 with order m = 2. It is also a variant of [16, Theorem 3 .14] with two differences: 
and the isometry of Fourier transform in terms of L 2 -norms.
Remark 6.7. Although we stated our result with R n , it is easy to verify its validity for R n × (R/(2πZ)) m . In the later case, it suffices to modify the definition of temperedness as
In fact, the localization argument around x 0 works the same way, and the rapid decay part with integration by parts works even simpler at the compact component.
6.1.3. Some Asymptotic Related to Bessel Functions. We denote by J m resp. K m the Bessel functions of the first kind resp. the modified Bessel functions of the second kind of order m ∈ N.
Lemma 6.8. Let m ∈ N, u ∈ [0, 1], r ≥ r 0 > 0 and x ≫ m 2 , where r 0 is a constant, then we have
Proof. Specializing the relation between the Bessel-K functions and the Hankel functions [33, (5. 3) & (5.4)] to our case, we get 
m , we can take β = 0, δ = π/2 and deduce A p = 1 in the cited discussion, yielding the following bound
where p ≥ m is any integer. Choosing p = n and taking into account the bounds
for some constant C depending on r 0 and x ≫ m 2 , we conclude the proof with implied constant e C .
Lemma 6.9. Suppose φ(r) is N times continuously differentiable in [0, 1] with φ (n) (1) = 0 for 0 ≤ n ≤ N − 1. Suppose also that φ (N ) (r) = 0 for 0 ≤ r ≤ r 0 for some constant r 0 ∈ (0, 1]. Let x, λ ∈ R such that x ≥ 1 + max(T 0 , m 2 ) where T 0 := |λ|/r 0 . Writing as in [33, (3.1) ]
we then have
Proof. In view of the decomposition [33, (6.15) ]
we are reduced to estimating
We construct for n ∈ N, immitating [15, §2.8 (8)],
It is easy to compute, using [33, (3. 2)],
Estimating (r ± iu) iλ as in the proof of Lemma 6.3 and applying Lemma 6.8, we get
and conclude the proof.
6.2.
Whittaker New Form at Complex Place. The Whittaker new forms at complex place have been obtained in [29] with the consideration of differential equations, without L 2 -normalizing factor. We give an alternative approach using integral representation. Let F = C, π = π(µ 1 , µ 2 ). Upon twisting by an unramified character we may assume µ 1 (ρe iα ) = ρ iτ e in1α , µ 2 (ρe iα ) = ρ −iτ e in2α for some τ ∈ R, n j ∈ Z. We may assume n 0 := n 1 − n 2 ≥ 0 by exchanging µ 1 , µ 2 if necessary. We have
V n where V n is the representation of SU 2 (C) isomorphic to the one ρ n on the space of homogeneous polynomials C[X, Y ] n with two variables of degree n. An orthonormal basis of V n is given by
The polynomials Q n,k satisfying Q n,k (tα, tβ) = t (n+n0)/2t(n−n0)/2 Q n,k (α, β) are in general of complicate form, but are easily determined in the following cases:
2 ) , f n,k (g) := µ 1 (det g)|det g|
We easily verify that f n,k (u) = Γ C (1 + n/2 + iτ )e n,k (u).
The Whittaker function W n,k of f n,k being determined by
we deduce easily that for any s ∈ C
In order for the last integral to represent
Hence an L 2 -normalized Whittaker new form is given by
Similarly, in the case n 1 ≥ n 2 ≥ 0 resp. 0 ≥ n 1 ≥ n 2 , an L 2 -normalized Whittaker new form is given by
Proposition 6.10. Let π = π(µ 1 , µ 2 ) with µ 1 (ρe iα ) = ρ iτ e in1α , µ 2 (ρe iα ) = ρ −iτ e in2α for some τ ∈ R, n j ∈ Z. Assume n 1 ≥ n 2 . A unitary Whittaker new form W 0 of π is determined by the following conditions:
(1) W 0 (a(y)) = W 0 (a(|y|)), i.e., it is a radial function.
Moreover, we have an integral representation up to a constant of modulus 1
Proof. The first part is a summary of the above discussion. If e n,k gives the new vector, then we have for y > 0 by definition
Noting that in each case
we obtain the formula in the "moreover" part.
Corollary 6.11. The possible minimal vectors, in the sense of Definition 2.1, are e n0,n0/2 if 2 | n 0 or e n0,(n0±1)/2 if 2 ∤ n 0 .
6.3. Refined Sobolev Inequalities. Let F = R or C. We proceed under Assumption (B).
Lemma 6.12. Notations are the same as in Lemma 3.6. If π is principal series and W 0 is the Kirillov function of a minimal vector, then we have, uniformly in C(π) and for
Proof. For F = R, by twisting, we may assume ω = 1 or sgn and π = π(|·| iτ /2 , |·| −iτ /2 ) resp. π = π(|·| iτ /2 sgn, |·| −iτ /2 ) for some τ ∈ R. Thus
; resp. (6.1)
These formulas are classical and can be obtained by the expansion of Bessel-K functions at the origin, for example. They give good estimation for |y| ≪ (1 + |τ |) 1/2 . The inclusion of "log|y|" is only necessary for τ = 0. For F = C, by twisting by an unramified character, we may assume π = π(µ 1 , µ 2 ) with µ 1 (ρe iα ) = ρ iτ e in1α , µ 2 (ρe iα ) = ρ −iτ e in1α for some τ ∈ R, n 1 ∈ N, since we are under Assumption (B). Corollary 6.11 implies that W 0 (ye iα ) = W 0 (y)e in1α and for y > 0 Proof. Let W = W f be associated with f ∈ π ∞ in the induced model. For F = R, by twisting, we may assume π = π(|·| iτ /2 , |·| −iτ /2 ) resp. π = π(|·| iτ /2 sgn, |·| −iτ /2 ) for some τ ∈ R. We treat the second case, the first one being simpler. Defining and writing f (α) := f ( cos α − sin α sin α cos α ) − f (1)e iα , W f (y) = |y| For F = C, by twisting by an unramified character, we may assume π = π(µ 1 , µ 2 ) with µ 1 (ρe iα ) = ρ iτ e in1α , µ 2 (ρe iα ) = ρ −iτ e in1α for some τ ∈ R, n 1 ∈ N, since we are under Assumption (B). Defining and writing for y > 0f In fact, to obtain the last inequalities, it suffices to decompose f in terms of e n,k using Fourier inversion on SU 2 (C), notice that Then for any ǫ > 0 we have
Proof. For F = R resp. F = C, we have U.W (y) = 2πiyW (y) resp. (U 2 +Ū 2 ).W (y) = −16π 2 |y| C W (y).
The bound then follows easily from , where in the last inequality we have applied Lemma 6.13.
Lemma 6.15. Notations are as in Lemma 6.14. If −1/2 ≤ σ < 0 and ǫ > 0 such that σ + ǫ < 0, then
If for some n ∈ N, n ≤ σ < n + 1, then
Proof. The first inequality follows from |y|v≤1 |W (y)||y| We then argue as in the real case by shifting the contour to ℜs = −1 − m − ǫ.
