We present a Fortran package for efficient multi-accuracy computations of the complex probability function w(z), and related functions of the complex argument z=x+iy such as the error function erf(z), complementary error function erfc(z), imaginary error function erfi(z), scaled complementary error function, erfcx(z), the plasma dispersion function Z(z), Dawson's function Daw(z), and Fresnel integrals S(z) and C(z). Depending on the case studied, targeted accuracy, and the precision used, efficiency improvements up to more than a factor of five, compared to the Fortran version of Algorithm 916 are obtained. Compared to the free/open source package developed in C++ at the Massachusetts Institute of Technology (MIT) and depending on the case studied, the present algorithm can be up to a factor of two faster for the 13 significant-digits-accuracy and up to a factor of five faster for the four significant figures accuracy. The accuracy of computing other related special functions is assessed through comparison with results obtained from the Mathematica software package, the Matlab Special Functions of Applied Mathematics (SFAM) in the symbolic toolbox and the Maple symbolic and numeric computing environment.
INTRODUCTION
The evaluation of a group of functions or integrals of complex arguments (of central importance to many fields of physics and applied sciences) may depend in one way or another on the accurate evaluation of the complex probability function (CPF), also known as the Faddeyeva (or Faddeeva) function, w(z). Accordingly, accurate and efficient evaluation of the complex probability function is a topic that continues to gain extensive interest in the literature. The function can be written in different forms as, erfcx (-iz) (1), where erfc(z) is the complementary error function, erfi(z) is the imaginary error function, and the designation "erfcx" is also used in the literature to refer to the scaled complementary error function for complex and real arguments. The real and imaginary parts of the function are known as the real and imaginary Voigt functions.
Many studies and algorithms have been introduced in the literature for the analysis and evaluation of the function [Faddeyeva and Terent'ev 1961, Young C. 1965; Armstrong 1967; Gautschi 1969; 1970; Hui et al. 1978; Humlíček 1982; Dominguez et al. 1987; Poppe and Wijers. 1990a,b; Lether and Wenston 1991; Schreier 1992; Shippony and Read 1993; Weideman 1994; Wells 1999; Luque et al. 2005; Letchworth and Benner 2007; Abrarov et al. 2010a,b; Zaghloul and Ali 2011, Johnson 2012; Boyer and Lynas-Gray 2014 , Zaghloul 2015 , Zaghloul 2016 , Zaghloul 2017 . Algorithm 916 [Zaghloul and Ali 2011] is one of these algorithms, originally introduced as a Matlab function "Faddeyeva.m" for multi-accuracy evaluation of the function, and is recognized for its remarkable accuracy. Efficiency improvements and a Fortran translation of the algorithm were introduced [Zaghloul 2016 ] to increase practical reliability of the algorithm. The latter version of Algorithm 916 (Faddeyeva_v2) is both accurate and efficient. In the present work, we present a more efficient algorithm for multi-accuracy computations of the function and then use it as the basis of the computation of a set of related special functions of complex arguments. The foundation and details of the present algorithm for calculating the complex probability function, are described in Section 2 followed by efficiency benchmark and speed comparison in Section 3. A summary of mathematical relations and the methods used for computing the set of related special functions of complex arguments is given in Section 4, while accuracy verification and comparison are presented in Section 5.
Algorithm Foundation
In this section we introduce the foundation of the method used for a more efficient multi-accuracy evaluation of the complex probability function, CPF, compared to other competitive algorithms in the literature including the most recent version of
where the continued fraction needs to be truncated at some convergent for practical evaluation. For large values of |z|, a few convergents may be used to obtain a desired accuracy. Table 1 A few to several terms of this series may be used to obtain the desired accuracy for |z|>>1. Yet again, Algorithm 916 has been used as a reference for a process of systematic accuracy check and Table 2 summarizes the terms retained from the series and the corresponding regions of applicability (in the first quarter) for different targeted accuracies. Some interesting features and useful findings can be derived from the results in Tables 1 and 2: (i) Using six convergents from Laplace continued fraction or retaining six terms from the series in Eq. (3) is sufficient to calculate the Faddeyeva function with an accuracy up 13 digits after the decimal point for the regions |z| 2 400 and |z| 2 277, respectively. These ranges can be extended to smaller values of |z| for lower accuracies as appears from the Tables. This necessarily where R min is the smallest positive normalized floating point number, which means that one can get rid of one of the loops used in the recent version of Algorithm 916 [Zaghloul 2016 ] for the calculation of the function when ) ln(R min   x and replace it either by convergents from the Laplace continued fraction or approximations from the series in Eq. (3). Such modification saves considerable execution time.
(ii) Using more than six terms of the series (3) it is possible to extend the domain of application of the approximation to|z| 2 127 for 13 digits accuracy and down to |z| 2 120 for 10 digits accuracy, which covers a considerable part of the domain of the remaining computational loop used for the calculation of the function in the recent version of Algorithm 916 [Zaghloul 2016] for ) ln(R x min   with additional saving in the execution time compared to "Faddeyeva_v2".
(iii) Increasing the number of convergents from the Laplace continued fraction to more than 6 or the number of terms retained from the series (3) to more than 9 terms does not extend the region of applicability or improve the efficiency and as a result they are not shown in Tables 1 and 2. (iv) As the computational burden increases with the number of convergents and/or the number of terms retained from the series (3), a modest effort is devoted to choose the efficient expressions used for obtaining the targeted accuracy as explained in the algorithm components given below.
(v) As a derivative, Table 1 reveals the reason for the loss of accuracy experienced with Algorithm 680 [Gautschi 1970 ], where Laplace continued fraction was used down to x =6.3 which is outside the range of applicability for small values of y, for any of the targeted accuracies from 4 to 13 significant digits as shown in Table 1 . 
Dawson's Function of a Real Argument
Systematic numerical experiments using Algorithm 916 as a reference showed that the region of applicability of the convergents from the Laplace continued fraction given in Table 1 and the terms from the series (3) given in Table 2 
Dawson's function of a real argument, Daw(x), can be calculated using Algorithm 715 [Cody 1993 ] which can also be used for the calculation of Daw(z) when y=0.
Algorithm Components
In the present algorithm, the first quadrant in the computational domain is divided into six main regions (I to VI) as shown in Figure 1 . For efficiency reasons, regions IV and V may be further split into two or more sub-regions as indicated, for region IV, by the dotted borders in the figure. For efficient computations, the borders for the main regions and sub-regions vary according to the targeted accuracy.
The algorithm considers 10 different targeted accuracies between 4 to 13 digits after the decimal point. For all targeted accuracies, the algorithm uses the first three convergents from Laplace continued fraction to approximate the function asymptotically for the outer three regions of large |z| (1 convergent for region I, 2 convergents for region II, and 3 convergents for region III) though with different borders as shown in the Tables 3a-j below. Because the asymptotic expressions from Laplace continued fractions are not valid on the real axis (y=0), the Faddeyeva function is calculated on the real axis using Dawson's integral, Daw(x) , where
This expression has been also implemented in the loop of Algorithm 916 (whenever used herein) to replace the calculation of the function on the real axis using the approximation |y|T R min when y=0 .
To a great extent the details of the algorithm for 4 significant-digits accuracy is similar to Algorithm 985 [Zaghloul 2017 ] with slight change in the borders of regions and the calculation of w(x) using Eq. (6) for the outer three regions. However, for five significant figures, in addition to new different borders, there is a region where none of the methods used in the latter can secure the targeted accuracy of five significant digits.
For this particular region, the loop used for the region
916 is used to calculate the function to the targeted accuracy as explained in Table 3 -b. The use of a few terms from the Taylor expansion of the Dawson's integral to approximate the function for very small values of y (sub-region of V) is implemented for accuracies from 6 to 13 significant digits as shown in Tables 3c-j below for its  favorable efficiency. Although omitted from Tables 3c-j, for brevity, each region in which Taylor expansion of the Dawson's integral is used to approximate the function is divided into finer sub-regions using different number of terms for efficient implementation. In addition, when the value of the imaginary parameter y is very small such that one or two terms of the Taylor series are sufficient to secure the targeted accuracy, one can further save execution time by approximating the term exp(-z 2 ) by exp(y 2 -x 2 ) (1.0-2i xy) avoiding calling the sine and cosine intrinsic functions. When the approximation for region IV in Humlíček's w4 algorithm is used to approximate the function for very small values of y, a similar implementation or even a simpler one (exp(-z 2 )  exp(-x 2 )) is used for the same reason. This is clearly understandable in the light of the low accuracy sought in such cases (only four or five significant-digits cases) for which Humlíček's expression is called for a very narrow region of the computational domain. 
Speed Benchmark
The present improvements in calculating the complex probability function have been implemented in the Fortran elemental subroutine "CPF_rk" which can be run using single or double precision arithmetic depending on the choice of an integer parameter, rk, in a subsidiary module. An efficiency comparison is performed between the present CPF code and the Fortran version of Algorithm 916, which included efficiency improvements compared to the original version of the algorithm. The comparison has been performed for the same four datasets used for performance comparison in Zaghloul 2016 and Zaghloul 2017 2 each comprising a total of 2,840,071 input points in the complex domain. Each case has been evaluated for 100 consecutive times and the average run time is used to report the time per evaluation. The results of the comparison, using double precision (Fortran-d) and single precision (Fortran-s) are given in Table 4 . As can be seen from the table, the present algorithm is consistently faster than the latest version of Algorithm 916 when run using double or single precision arithmetic. Depending on the case studied, targeted accuracy, and the precision used, efficiency improvements vary and can go up to more than a factor of five. For case 3 and case 4, one can calculate the function, using the present code, CPF_rk, to 13 significant digits in a shorter time than used to calculate it to 5 significant digits with Algorithm 916. [Poppe and Wijers. 1990] or more precisely continued fraction approximations for large values of |z|. Although we use MIT-C++ package herein for speed benchmarking, it has to be noted that the package does not satisfy its claimed accuracy where the accuracy deteriorates down to 6, 7 or 8 significant figures while requesting 13 significant digits (through setting the required relative error to 0.0). Just for example, we refer here to a few points where the accuracy of the MIT-C++ package in calculating the Faddeyeva function is declined as mentioned. Consider for example the points (z=±6. 0+0.158489319246111i, z=±6.0+0.138949549437314i, z=0.0+7.19685673001151i, z=0.0+8. 20891415963826i) and nearby points. Although it seems to be unfair efficiency benchmark, we hold it as it gives more credibility to the efficiency of the present code.
The version of the package "Faddeeva.cc" used in this comparison was last modified on May 12 2015. The results of this comparison are shown in Table 5 . For all cases, the present algorithm is consistently and considerably faster for all targeted accuracies. Depending on the case studied and the targeted accuracy, the present algorithm can be up to a factor of five faster than the MIT-C++ package. Even though, it is recognized that the run time for the MIT-C++ package does not correlate with the targeted accuracy, in a clear contradiction with the logical expectations. For the case of 13 significant digits, Table 5 reveals that the present algorithm can be faster by a factor greater than 2 depending on the case under consideration. This factor increases to 5 for the case of 4 significant digits. 
Computation of Related Special Functions with Complex Arguments
The complex probability function is related to the complementary error function erfc(z), the error function erf(z), the imaginary error function erfi(z), and the scaled complementary error function erfcx(z)as given in Eq. (1), and one can simply calculate these functions using the following direct relations
Both of erf(z) and erfi(z) have converging series expansions near z=0 [Abramowitz and Stegun, 1964] Similarly, the Dawson's function or Dawson's integral, Daw(z) , and the plasma dispersion Zeta function, Z(z), can be easily found from the complex probability function using the relations Perhaps the interesting and relatively involved part is the computation of the sine and cosine Fresnel integrals, which are defined in a variety of equivalent forms in the mathematical literature (see for example Abramowitz and Stegun 1964 and Zwillinger 2003) . For example, the functions S(z) and C(z) are defined by the integrals
The functions are also defined in the forms of the pairs S 1 (z), C 1 (z) and S 2 (z), C 2 (z)where
where J 1/2 (t) and J -1/2 (t) are the ordinary Bessel functions of the first kind of orders ½ and -½ respectively. The three pairs of functions in (10), (11) and (12) are related to each other by
From the computational point of view, all forms of the Fresnel integrals can be computed using the same algorithm with a slight change in the argument as explained in Eq. (13).
Considering the form of the integrals given in (10), it is easy to show that they can be also expressed in terms of the complex probability function as given below;
and
Fresnel integrals are analytical functions defined for all complex values of z, over the whole complex plane. They are odd functions with the following symmetry relations
In addition, the integrals have simple limiting values at z=zero and z where
It is also worth mentioning that the Fresnel integrals S(z) and C(z) have the following simple converging series representations near zT0,
Using the expressions (14) and (15) with some mathematical manipulation, one can show that
The formulation of the functions as direct expressions in the complex probability function as in Eqs. (14, 15) and in Eqs. (19, 20) is not familiar in the literature although equivalent alternatives can be found.
The expansions in (18) are used herein for the computation of the functions for |z|≤1, while the expressions in (19) and (20) are used together with a few terms from the Taylor series to calculate the functions for |z|>1 with y≤10 -4 and/or x≤10 -4 while (14) and (15) are used for the rest of the domain. A special care has been devoted to the calculation of the cosine and sine functions in (19) and (20) when the argument is an integer value of π/2 to avoid deterioration of the accuracy due to rounding error.
Accuracy and Representative Results for Related Special Functions
In the associated electronic file "Tables6_11.txt", which can also be generated by running the accompanying driver code, Tables 6, 7, 8 and 9 show representative results for erfc (z), erf(z), erfi(z) and Daw(z) as calculated from the present algorithm compared to values calculated from the Matlab SFAM in the symbolic toolbox and from the Mathematica and Maple software packages. Computations of these functions embody computations of either exp(z 2 ) or exp(-z 2 ) in addition to the calculation of w(z) or w(u(z)) where u(z) is a complex argument that depends on z. Numeric overflow and underflow occur during computations of the term exp(z 2 ) for x 2 -y 2 >log(R max ) and y 2 -x 2 >log(R max ), in order, where R max is the largest floating point number in the computational platform. Similarly, numeric overflow and underflow occur during computations of the term exp(-z 2 ) for y 2 -x 2 >log(R max ) and x 2 -y 2 >log(R max ), respectively. On the other hand, computations of w(u(z)) can fail as a result of unavoidable overflow for arguments of large magnitudes with negative imaginary part. Whenever such a failure due to a possible overflow could occur, the code returns (NaN+NaN i) without experiencing an overflow. Tables 6-9 shows that results from the present work and those from the Matlab SFAM and the Maple software package are in very good agreement (up to 13 significant digits). However, there are some points, where results from Mathematica are not at that level of agreement (see for example results for erfc and erf for z=5.9×10 -10 +15.0i, and results for erfi and Daw for z=6.3+1×10 -10 i) while results from Mathematica for some other points seem to be anomalous (see for example results for z=6.3×10 -10 +25.0i).
Investigation of
Accuracy comparison for the calculation of Fresnel function S(z) can be found in Tables 10. A very good agreement (equal to or better than 10 significant digits) between the present results and those calculated using Matlab and Maple is recognizable with a single exception for the point z=26.0+1×10 -2 i where the agreement for the imaginary part deteriorates to only 8 significant digits with Matlab, 9 significant digits with Maple, and 10 significant digits with Mathematica. Again, there are many points where results from Mathematica show deteriorated accuracy or anomalous results, which is very clear for z=6.3×10 -10 +25.0i.
For results of C(z), the agreement with Matlab calculations is reasonable (equal to or better than 9 significant digits) except for the real part of the function for the point z=5.9×10 -10 +15.0i where there is no such agreement for the real part. For this point there is also a disagreement between the results of the present work and those of Mathematica and Maple. However, repeating calculations with Maple using 32 digits, it was found that agreement up to 10 significant digits for the real part of this point is obtained. A similar discrepancy between results for the imaginary part from the present work and those from Maple for the point z=23.0 +1.010 -5 i is resolved upon repeating Maple calculations to 32 digits. This undoubtedly gives credibility to the accuracy of the present package. The calculation of erfcx(z) and Z(z) is effectively computation of the complex probability function.
CONCLUSIONS
A Fortran package for efficient multi-accuracy computations of the complex probability function, and related functions of complex arguments is presented. The present algorithm embodies efficiency improvements in the calculation of the complex probability function, which is the basis of the present package, compared to standard algorithms in the literature. Using the present algorithm and computational code, inaccuracies in widely used free and commercial software packages have been detected. As a derivative, the foundation of the present algorithm revealed the reason behind the accuracy loss experienced with Algorithm 680 near the real axis which empowers possible retrieval of its accuracy. Tables6_11 ******************************************** Table 6 . Comparison between values of erfc(z) calculated from the present package and those calculated from Matlab (9.2.0.538062(R2017a)), Mathematica9 and Maple13 ******************************************** ******************************************** ******************************************** Table 7 . Comparison between values of erf(z) calculated from the present package and those calculated from Matlab (9.2.0.538062(R2017a)), Mathematica9 and Maple13 ******************************************** x y Re(Matlab) Im ( ******************************************** ******************************************** Table 8 . Comparison between values of erfi(z) calculated from the present package and those calculated from Matlab (9.2.0.538062(R2017a)), Mathematica9 and Maple13 ******************************************** x y Re(Matlab) Im ( 1566314390474341D-14 0.0000000000000000D+00 0.2600000000000000D+02 0.0000000000000000D+00 0.8314637164730988+292 0.0000000000000000D+00 0.8314637164730799+292 0.0000000000000000D+00 0.8314637164730988+292 0.0000000000000000D+00 0.8314637164730988+292 0.0000000000000000D+00 0.0000000000000000D+00 NaN 0.2278551411376373D-13 NaN 0.0000000000000000D+00 NaN 0.0000000000000000D+00 0.2660000000000000D+02 0.0000000000000000D+00 0.1000000000000000D+01 0.0000000000000000D+00 0.1000000000000000D+01 0.0000000000000000D+00 0.1000000000000000D+01 0.0000000000000000D+00 0.1000000000000000D+01 NaN 0.0000000000000000D+00 NaN 0.0000000000000000D+00 NaN 0.0000000000000000D+00 ******************************************** ******************************************** Table 9 . Comparison between values of Daw(z) calculated from the present package and those calculated from Matlab (9.2.0.538062(R2017a)), Mathematica9 and Maple13 ******************************************** x y Re(Matlab) Im ( Infinity -Infinity Infinity -Infinity Infinity -Infinity Infinity NaN 0.0000000000000000D+00 NaN 0.0000000000000000D+00 NaN 0.0000000000000000D+00 0.1500000000000000D+02 0.1500000000000000D+02 -0.5888963480848108D+00 -0.6637663396724557D+00 -0.5888963480848102D+00 -0.6637663396724550D+00 -0.5888963480848108D+00 -0.6637663396724557D+00 -0.5888963480848108D+00 -0.6637663396724557D+00 0.0000000000000000D+00 0.0000000000000000D+00 0.1131156301005216D-14 0.1003566729677505D-14 0.1566314390474341D-14 0.0000000000000000D+00 0.2600000000000000D+02 0.0000000000000000D+00 0.1924502485184063D-01 0.0000000000000000D+00 0.1924502485184020D-01 0.0000000000000000D+00 0.1924502485184063D-01 0.0000000000000000D+00 0.1924502485184064D-01 0.0000000000000000D+00 0.3605552062066358D-15 NaN 0.2271497799101856D-13 NaN 0.0000000000000000D+00 NaN 0.0000000000000000D+00 0.2660000000000000D+02 0.0000000000000000D+00 0.1725633471960343+308 0.0000000000000000D+00 0.1725633471960353+308 0.0000000000000000D+00 0.1725633471960251+308 0.0000000000000000D+00 0.1725633471960353+308 NaN 0.5638347694964831D-14 NaN -0.1445730178196102D-15 NaN 0.0000000000000000D+00 ******************************************** ******************************************** Table 10 . Comparison between values of FresnelS(z) calculated from the present package and those calculated from Matlab (9.2.0.538062(R2017a)), Mathematica9 and Maple13 ******************************************** x y Re(Matlab) Im ( ******************************************** ******************************************** Table 11 . Comparison between values of FresnelC(z) calculated from the present package and those calculated from Matlab (9.2.0.538062(R2017a)), Mathematica9 and Maple13 ******************************************** x y Re(Matlab) Im ( 
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