This paper introduces a new semi-supervised Bayesian approach to hyperspectral image segmentation. The algorithm mainly consists of two steps: (a) semi-supervised learning, by using the LORSAL algorithm to infer the class distributions, followed by (b) segmentation, by inferring the labels from a posterior density built on the learned class distributions and on a Markov random field. Active label selection is performed. Encouraging results are presented on real AVIRIS Indiana Pines data set. Comparisons with state-of-the-art algorithms are also included.
INTRODUCTION
In the recent years, the wide availability of hyperspectral images led to new developments in the fields of image classification and segmentation. 1 The high resolution of spectral signatures provided by hyperspectral sensors requests new techniques capable of properly handling the high dimensionality of the data. The difficulties in learning high dimensional densities from a limited number of training samples (Hughes phenomenon) is one of the major problems related with this type of data, which has fostered the development of new algorithms, and although many progresses have been made, it is still an active area of research.
In classification problems, the discriminative approach circumvents this kind of difficulties by directly inferring the boundaries between classes in the feature space.
2, 3 Discriminative approaches have been proved to be successful in dealing with small class distances, high dimensionality, and limited training sets. Discriminative classifiers hold the state-of-the-art performance in supervised hyperspectral image classification (see, e.g. 4 ).
The support vector machines (SVMs) 5 and multinomial logistic regression (MLR) 6 are among the most consolidated discriminative supervised classification tools in hyperspectral classification. Due to their ability to deal with large input spaces efficiently and to produce sparse solutions, SVMs have been successfully used for hyperspectral supervised classification. 4, 7, 8 The multinomial logistic regression has the advantage of learning the class distributions themselves. Effective sparse multinomial logistic regression (SMLR) methods are available.
9
The fast sparse multinomial logistic regression algorithm 10 (FSMLR) has been introduced in hyperspectral image classification to extend the capabilities of the SMLR algorithm in term of sample size and of number of classes. More recently, the introduction of the logistic regression via splitting and augmented Lagrangian algorithm 10, 11 (LORSAL) has open the door to deal with even larger data sets and with a higher number of classes. These ideas have been applied to hyperspectral image classification problems.
Recently, a trend to improve the classification accuracy in hyperspectral classification is to integrate spatial and spectral information. 7, 8, 10 Markov Random Field (MRF) models allow contextual constraints to be incorporated and have been used extensively for various segmentation applications, including hyperspectral data classification. 8, 10, 11 These methods exploit, in a way or another, the continuity, in a probabilistic sense, of neighboring labels: it is very likely that, in a hyperspectral image, two neighboring pixels have the same label. More recently, graph-based methods have been applied to hyperspectral classification with good results.
12, 13
In this paper, we present a new semi-supervised approach to hyperspectral images. It mainly implements two steps. First, the learning step computes the class densities by using the LORSAL algorithm; in order to improve the classification performance of this step, we include the contextual information by adopting a multi-level logistic (MLL) Markov-Gibs prior. The maximum a posterior (MAP) segmentation is computed via a min-cut based integer optimization algorithm. Second, labels are actively selected. The learning step signs the importance of the labeled and unlabeled samples, which is used to evaluate the unlabeled samples for active query selection 14, 15 The paper is organized as follows. Section 2 formulates the problem. Section 3 briefly reviews the multinomial logistical regression, the MLL prior and the active selection approach. Section 4 reports classification results a real hyperspectral data set in comparison with state-of-the-art competitors. Finally, Section 5 includes some concluding remarks and future directions.
PROBLEM FORMULATION
First, let us define the following notations used in this paper:
Set of integers indexing the pixels of an image
Image in which the pixels are -dimensional feature vectors
Image of labels
Note that the variables y and have different structure but are equivalent, e.g.,
With the above definitions in place, the goal of image classification and segmentation is to estimate y, having observed x. In a Bayesian framework, this estimate is usually carried out by maximizing the posterior distribution
where (x|y) is the likelihood function (i.e., the probability of feature image given the labels) and (y) is the prior over the labeled image. Assuming conditional independency of the features given the labels, i.e, (x|y) = ∏ = =1 ( | ), then the posterior (y|x), as a function of y, may be written as
where
is a factor not depending on y. In this paper we assume, without loss of generality, that ( ) = 1/ . The maximum a posteriori (MAP) estimate is then given bŷ
In the present approach, the densities ( |x ) are learned by using the LORSAL algorithm. The prior (y) follows a MLL MRF prior. The next section summarizes the main aspects of the proposed approach.
PROPOSED APPROACH

Learning the MLR regressors with LORSAL algorithm
The multinomial logistic regression is formally given by
where 
, where x ,x = (x , x ) and (⋅, ⋅) is some symmetric kernel function, is a relevant example of the nonlinear case. Kernels have been largely used because they tend to improve the data separability in the transformed space. In this paper, we use the Gaussian Radial
which is widely used in hyperspectral image classification. 4 From now on, denotes the dimension of h(x).
The MAP estimate of isˆ=
where ( ) is the log-likelihood function and ( ) is the sparsity promoting prior aimed at controlling the classifier complexity and thus enhancing its generalization capacity. As in, 10, 11 we adopt the Laplacian prior
where is a regularization parameter controlling the degree of sparseness ofˆ. Problem (4, although convex, is hard. It is difficult to solve because the term ( ) is non-quadratic and the term log ( ) is non-smooth. The SMLR algorithm presented in 9 solves this problem with (( ) 3 ) complexity, which is frequently unbearable, namely when dealing with kernels and large datasets. The LORSAL algorithm introduced in 16 is able to handle these difficulties. It solves (4) with a much lighter computational complexity. The LORSAL algorithm allows to replace a difficult non-smooth convex problem with a sequence of quadratic plus diagonal 2 -1 problems, which are very easy to solve with a complexity cost of ( 2 ) . Compared with the SMLR algorithm, the reduction of computational complexity is ( 2 ). More details about this algorithm can be seen in.
16, 17
The Multi-Level Logistic spatial prior
In order to include the spatial contextual information, we adopt the Markov random field (MRF) isotropic MultiLevel Logistic (MLL) prior, which models the piecewise continuous nature of the image elements, considering that the neighboring pixels are likely to belong to the same class. According to the Hammersly-Clifford theorem, the density associated with a MRF is a Gibbs's distribution, 18 which can be written as
where is a normalizing constant, ∼ denotes first order neighboring sites, ( ) is the unit impulse function * , and > 0 is a parameter controlling the likelihood that two neighboring pixels belong to the same class. Note that the pairwise interaction terms ( − ) attach higher probability to equal neighboring labels than the other way around. In this way, the MLL prior promotes piecewise smooth segmentations.
Energy minimization via graph cuts
Using the LORSAL algorithm to learn ( |x ) and the MLL prior (y), and according to (2) , the MAP segmentation is finally given bŷ
The minimization (6) is a hard combinatorial optimization problem. However, given that the pairwise interaction term on the right hand side of (2) is a metric, it is possible to achieve a very good approximation using the -Expansion graph cut based algorithm.
19-22
Active label selection
In order to improve the segmentation performance, active query selection is performed in this paper. The basic idea of active learning is that of iteratively enlarging the training set by requesting an expert to, in each iteration, label samples from the unlabeled set. The relevant question is, of course, what set should be chosen. In this paper, we use a mutual information (MI) based criterion 14, 15 that maximizes the MI between the MLR regressors and the labels. Furthermore, we implement active label selection just based on the class densities (y |x , ) and not on the spatial prior (y). Although the resulting scheme is suboptimal, it yields excellent results.
The approach uses a Laplace approximation of the posterior ( |X) ≃ ( |ˆ, H −1 ), where H is the posterior precision matrix, i.e., the Hessian of minus the log-posterior H = ∇ 2 (− log ( | )). Let x * be an unlabeled sample and y * be its label. Assume that the MAP estimateˆremains unchanged after including y * . This assumption is clearly not true at the beginning of the active learning procedure. However, it was empirically proved that it is a very good approximation. 15 As shown in, 14 the MI ( ; y * ) between the MLR regressors and the label y * is given by
The MI is maximized when ≈ 1/ , i.e., for samples near the classifier boundaries, corresponding to the higher entropy of the class distribution of y * . More details can be found in.
15
The pseudo-code for the proposed algorithm is presented below Algorithm 1 Semi-supervised segmentation algorithm using active label selection while The stop criterion is not fulfilled do 1. Learn the MLRs parameterizing (y |x , ) by using LORSAL algorithm according to (3).
Use the MLL prior (y) according to (5).
3. Estimate the MAP solution using -Expansion graph cut based algorithm. 4. Label x * using the active query selection method. end while
EXPERIMENTAL RESULTS
In this section, experimental results on a real hyperspectral image will be presented. In all experiments, the spectral vectors are normalized and the RBF scale parameter is set to = 0.6. The prior regularization parameter is set to = 1.5. All though these are not optimal choices, they lead to very good results. The initial training set were randomly selected from the ground truth image. Active query selection approach was used to label new samples. Each value of overall accuracy (OA) was obtained from 10 Monte Carlo runs. The well-known AVIRIS Indian Pines scene was used to evaluate the proposed algorithm. This image was collected over Northwestern Indiana in June of 1992.
1 This scene is available online † , containing 145 × 145 pixels and 220 spectral bands in the range of 400-2500nm. Two scenarios were considered in our experiments. In the first experiment, the whole image of 145 × 145 pixels and 224 spectral bands was considered, as in 13 and. 23 The second scenario is a subset scene (consisting of pixels in columns [27-94] and rows ) with size of 68 × 86 and contains 4 classes. Table 1 shows the OA results from the proposed semi-supervised algorithm over both images in comparison with equivalent results from other researchers. 11, 13, 23, 24 In these experiments, we used 50 samples per class as the initial training set. The total size of the labeled samples used was 20% of the ground truth image. The remaining samples were used as the validation set. The proposed semi-supervised algorithm obtained better results than other classifiers in both scenarios. With active query selection, both the semi-supervised LORSAL (LORSAL algorithm with active query selection) and the proposed semi-supervised algorithm outperformed the LORSAL algorithm and the supervised algorithm in, 11 which is equivalent to LORSAL plus a MLL spatial prior, respectively. The classification maps shown in figure 1 and figure 2 . Effective results can be seen from these maps. Table 2 presents the classification results as functions of the number of labeled samples over the subset image respectively. The results are compared with state-of-the-art classifiers. [11] [12] [13] 16 The proposed algorithm yields very good results, which outperformed the compared classifiers in all cases. In order to show the good performance of the proposed semi-supervised algorithm, we run the algorithm with 50 labeled samples per class, an OA of 99.17% was obtained. The result is better than those of the other classifiers used 20% of ground truth as the training sets, which is around 220 labeled samples per class.
CONCLUSIONS
This work has presented a new semi-supervised approach for hyperspectral classification problems, which combines the spectral and spatial information by using the MRF graph-based strategy. Active query selection is considered. The results obtained showed very good performance over real AVIRIS Indiana Pines dataset, both in the whole scene and in the subset, which outperformed state-of-the-art algorithms. 
