Abstract: An integral of some rational functions involving a square root of a quadratic of a single cosine function is reduced to elliptic integrals and elementary functions if any. For simplicity interval of integration is limited to be real and finite, although parameters may be complex. Restrictions of the dependency on parameters for the interval of integration is shown.
Introduction
Integrals of the form R z, S(z) dz can be expressed in terms of elementary functions and Legendre-Jacobi elliptic integrals ( the elliptic integral of the first, the second, and the third kind), where R(x, y) is a rational function such that ∂R/∂y ≡ 0 and S(z) is a polynomial of degree 3 or 4 without repeated zeros.
Legendre elliptic functions for the basic interval of integration can be related to Carlson forms of integrals, see [1] , [2] , which can be extended by analytic continuation in complex arguments.
Treated is an integral of a rational function with respect to a single cosine function divided by a square root of a quadratic of that, which is reduced to elliptic integrals and elementary functions if any, where arguments may be complex.
Analysis

General
The elliptic integrals of the first, the second, and the third kind in the Legendre form are given by
respectively, where φ : the amplitude, k: the modulus, ω: the characteristic. Hereafter φ, k , and ω may be complex and √ stands for a principal value, F, E, Π being extended by analytic continuation. If −π/2 ≤ ℜ(φ) ≤ π/2, then the elliptic integrals in the Legendre forms (F, E, Π) and those in the Carlson forms ( the first, the second, and the third are denoted by R F , R D , R J respectively ) are related by
Especially if φ = ±π/2, in addition to the above restriction 1 − k 2 = 0 for F and Π. The forms 1 − sin 2 φ instead of cos 2 φ are used to emphasize the symmetricity, where
where throughout Eqs. (1)- (3), √ stands for a principal value.
Basic Integrals
In case of 0 ≤ ℜ(φ) ≤ π/2, p = 1 (p may be complex),
In case of 0
where q = 1 is assumed. In case of q = 1, the following identity may be used independent of p.
for the first term of the right hand side of which Eq.(6) applies if p = 1 and Eq.(10) applies if p = 1. Analytical expressions corresponding to p
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(10)
Reduction of the Integral
Consider the integral
where f (x) is a rational function of x. Then f (x) can be expressed as
where c : arbitrary constant. All the more it is assumed that the integrand is Riemann integrable, i.e. a m 's, a, and b = −1. Either the first term or the second term of the right hand side of Eq.(11) may be empty. Let us introduce the following variable transformation:
A ≡ 2 a + 1 .
If a m = a,
Thus it is necessary and sufficient to find an expression for the integral
where n : integer, −∞ < n < +∞, P ≡ 1 − p sin 2 θ, Q ≡ 1 − q sin 2 θ, p, q: arbitrary constants = 0, p = 1, and
where sin −1 () and ln() stand for a principal value. ℜ(1 − sin 2 ϕ) ≥ 0 is equivalent
the Riemann integrable condition on the integral path, the following recurrence expression is obtained by direct differentiation.
becomes an elementary function independent of n, and is not presented except for n = 1, n = 0.
Restriction for the Elliptic Integral of the Third Kind
. Mathematically a and b are exchangeable each other, so that focus is placed on the case
is an alternate expression with respect to a and b. Here the case ℜ (p(1 − A)) = 0 is not included. Under this circumstance if
Thus, if there exists an element q n , n ≥ 1 such that q n = 1 and if there exists an element such that a m = a or |f (z)| → +∞ as |z| → +∞, then
If there exists an element q n , n ≥ 1 such that q n = 1 and if for any element a m = a and |f (z)| → 0 as |z| → +∞, then
If there does not exist an element q n , n ≥ 1 such that q n = 1 and if for any element a m = a and |f (z)| → 0 as |z| → +∞, then q max ≡ max ℜ q m sin 2 ϕ (m ≥ 1), ℜ p sin 2 ϕ .
If there does not exist an element q n , n ≥ 1 such that q n = 1 and if there exists an element such that a m = a or |f (z)| → +∞ as |z| → +∞, then q max ≡ max ℜ q m sin 2 ϕ (m ≥ 0), ℜ p sin 2 ϕ .
If the function f is not constant, then the necessary and sufficient condition In the case A is real and A < 1, if ℜ(q m ) max < 1, no restriction for x applies. If ℜ(q m ) max ≥ 1, then sin x 2 < 1
A + ℜ(q m ) max (1 − A) .
