In this paper, we build a framework for the analysis and classification of collective behavior using generative modeling and nonlinear manifold learning methods. Using a set of finite-sized particles to represent an animal group, we systematically vary known features of the group structure and motion via a class of generative models to position each particle on a two-dimensional plane. Particles are then mapped onto training images that are processed to emphasize the known features and match attainable far-field videos of real animal groups. The training images serve as templates of collective behavior that are embedded on a low-dimensional manifold through the Isomap dimensionality reduction algorithm. Two mappings from the manifold are derived: the manifold-to-image mapping serves to reconstruct new and unseen images of the group, and the manifold-to-feature mapping allows the classification of raw video at a frame-by-frame level. We validate the combined framework on datasets of growing level of complexity. Specifically, we classify artificial images from the generative model, interacting self-propelled particle model, and a raw overhead video of schooling fish obtained from the literature.
Introduction
Modeling and analysis of collective behavior in animal groups is an area of active research among biologists, physicists, and engineers [1, 2, 3, 4, 5, 6, 7, 8, 9] . However, interpretation of the spatial movement of such groups requires careful digitization of the position of individual animals on video images, via manual or automated techniques, to produce trajectory data [10] . This is followed by another time-consuming activity, where the trajectories are classified to extract higher level features of interest that describe the group structure and motion. Specifically, images of animal groups may be classified on the basis of features of the spatial distribution, such as number of subgroups, population density, and group configuration, and features of the dynamics, such as change in group size, orientation, and speed. As a group of animals maneuver through space, temporal variation of these features can inform the nature of the interaction between them [11, 12] .
Despite being easily recognizable to the human eye, high level features in animal groups are difficult to detect automatically. The few known instances in literature that classify group behavior automatically take the trajectory information of all individuals as input and fit them into activity models [13, 14, 15] . Coarse observables, such as nearest-neighbor distance, and degree of alignment can be used to describe the general group behavior [16, 17, 18] . However, these observables require the availability of position and velocity data of each group member. Assuming no coordination among individuals, we expect the trajectories to be independent of each other, thus requiring a large number of degrees of freedom to describe the group motion; trajectories of coordinated individuals should be manifested through fewer degrees of freedom related to the movement of select group members. Manifold learning is a class of machine learning algorithms that use dimensionality reduction to identify lowdimensional embeddings of high-dimensional data for visualization along a few important degrees of freedom [19, 20] . The high-dimensional data may be in the form of positions of individuals or even raw images of the scene. The low-dimensional embeddings can then be used for analysis and classification. A similar approach is successfully implemented in intepreting raw images directly for complex tasks including human activity recognition [21, 22] , face recognition [23] , pose estimation [21, 24] , exploration of video sequences [25] , and handwriting recognition [26] . Linear dimensionality reduction methods such as principal components analysis and singular value decomposition are able to extract the important features provided the difference between any two points is accurately represented by the Euclidean distance [27] . Otherwise, nonlinear methods such as isometric mapping (Isomap) [26] and local linear embedding (LLE) [28, 29, 30 ] may be used. An example of a nonlinear dataset is the swiss roll, where in order to extract the true embedding, distances must be computed along the manifold (geodesics) [26] . In earlier work on the study collective behavior, we have shown that dimensionality of the embedding manifold created from images of self-propelled particles is indicative of the degree of coordination [31] as well as the number of subgroups [32] . In contrast to the frame-by-frame classification method developed in this paper, the inferences from dimensionality of the embedding manifold are made on long sequences comprising a few thousand frames.
The application of manifold learning for analysis and classification begins with the collection of training data for sampling the input space. The success of manifold learning in image-based analysis depends on several factors, including the variability and number of training images [33] and image representation [25, 34] . In visual face recognition, for example, a large number of centered images of the subject are used to exhaustively sample the expected embedding space [26, 28] . Similarly, for pose recognition of humans, multiple viewpoints and extended videos of an activity are used as training data [21] . Whereas humans can be requested to move in a specific manner in order to build training datasets, achieving a similar task with real animals is impractical. Consequently, individual frames are tagged by experts to define specific behaviors followed by classification on the basis of goodness of fits [35] .
We investigate the possibility of generating synthetic images of collective behavior that can faithfully reconstruct and classify collective behavior in animal groups. A generative model is a probabilistic mapping between direct observations, such as images, and unobservable features such as number of subgroups in an animal aggregation and direction of motion. Such a model may be utilized to generate training images from known features of collective behavior with the goal of inverting it so that features may be extracted from new images [36] . To generate training images, we project particle configurations and trajectories that emphasize variation in a specific group feature on a two-dimensional image plane. In this data-driven approach we do not propose a new model of collective behavior, rather a method to efficiently generate instances of group configurations and trajectories that sample an underlying feature space. We use the Isomap algorithm to embed these images on a low-dimensional manifold (Fig. 1a) . The dimensionality reduction is followed by learning invertible mappings from the manifold to the input images as well as to the underlying feature space (Fig. 1b) . These mappings are finally used in the classification of new unseen images of animal groups to quantify their spatial distribution and motion thereby precluding the need to track each group member individually (Fig. 1c) . We assess the framework through the analysis of datasets of a growing level of complexity. First, the manifold-toimage mapping is verified by reconstructing new images through interpolation on the manifold. Next, the manifoldto-feature mapping is used to classify new images created using generative models. We then analyze and classify images of self-propelled particles interacting via a modified Vicsek model [37] , where the particles randomly change their speed to simulate speed variations observed in animal groups [38, 39] . Finally, the approach is validated on experimental videos of zebrafish schooling in laboratory controlled environments obtained from the literature [40] . The contributions of this paper are i) We present generative models to build training images that emphasize features of group structure and motion of a set of finite-sized particles;
ii) We create low-dimensional manifolds from the training images using Isomap and learn invertible mappings between the manifolds and the training images as well as group features;
iii) We classify test images from the generative models as well as models of self-propelled particles; and iv) We demonstrate the proposed framework to classify raw video of schooling zebrafish based on group structure.
This paper is organized as follows. In Section 2, we present generative models of collective behavior for producing training images of a group of finite-sized particles that exhibit variations in structure and motion. In Section 3, we briefly describe the Isomap algorithm and implement it on the training images to produce manifolds of collective behavior. Section 4 demonstrates interpolation on the manifold to reconstruct new images followed by classification of test datasets of synthetic images created using generative models and interacting particle simulations. Section 5 illustrates a possible application of the methods developed in this paper to analyze real images of schooling zebrafish. We conclude in Section 6 with a discussion of the performance of the manifold learning approach including limitations that are being addressed in ongoing work. Appendix A describes the procedure for learning the invertible mapping from the manifold to the training images using radial basis functions.
Generative models of collective behavior
We identify the following group features to differentiate one group from another, or the same group at different times: i) Group structure characterizes the spatial distribution of members within a group. A group may consist of one or more subgroups of different size. (A subgroup is identified on the basis of spatial clustering of group members.)
ii) Group motion characterizes the movement of the group members. A group may move with high or low degree of coordination with different average speeds.
Notation-wise we denote the number of members in a group by N . Index i or j, wherever specified, is used to identify a single member or a subgroup. With reference to a Cartesian coordinate system, the state of the i-th member moving in a plane is described in terms of the position, velocity, and orientation, which are denoted by r i , v i , and θ i respectively (vectors, wherever needed, are displayed in bold font). Discrete time-step is denoted by index k or l. The length of a time-step, ∆t, is kept the same for generating training images as well as test images. Group members simulated as finite-sized particles move in a square domain of side L. The size of each particle is a sphere of radius L/100.
Generative model
Generative models describe a probabilistic relationship between observations of a process and the input features (that are typically unobservable) [41] . Examples include images of animal groups that are conditionally dependent on the number of subgroups or degree of coordination. We use generative models to modify the group features and project the resulting trajectories on a virtual camera plane to create synthetic images of collective behavior. Individual features are varied to exhaustively sample the input space and the variation is scaled to generate the points sequentially.
More formally, given a scaling ν ∈ [0, 1], we generate an N -member particle group whose properties vary on a two-dimensional spiral according to features γ 1 and γ 2 . (As we note later in Section 3, a spiral form allows an easy way to verify the correct embedding manifold.) An n loop spiral centered at p 10 , p 20 with range 2p 1 , 2p 2 is given by
The two-dimensional position r i of the i-th member is generated according to a probability distribution function P (r i |γ 1 , γ 2 ), i = 1, . . . , N .
2.1.1. Group structure Group structure represents the spatial distribution of individual members within the group. Specifically, a group may be clustered, in which case we observe multiple subgroups or uniformly distributed, in which case no distinguishable subgroups may be found. In addition, the size of each subgroup may vary. The formation of subgroups in animal groups can be triggered due to diverging leaders [42, 43] , multiple foraging sites [44] , and predator attacks that cause a large group to split [45] . In self-propelled particle models of collective behavior subgroups arise in conditions where there is high coordination in a sparsely distributed particle set [46, 47, 48, 49] . To generate data for group structure, we sample individual particle positions in equally spaced subgroups whose centers are located on a circle (including its center) of radius L/4 centered on the two-dimensional square with side L. Similarly, positions within each subgroup are located on a smaller circle, whose radius is proportional to the size of the subgroup. Therefore, given N members, the group structure is varied on the basis of the number of subgroups (γ 1 ) and the size of each subgroup (γ 2 ); the position of i-th member r j i , belonging to the j-th subgroup, whose center is c j , is generated as
, and
The level of confidence in the model is denoted by the noise ξ s sampled from a zero-mean Gaussian distribution with standard deviation σ s ;
is the integer number of members in subgroup j. Note that this is one way to generate subgroups from a fixed number of particles. Alternatively, the subgroups may be generated on a grid or on a line depending on the size of the observation region. Figure 2 shows four instances of group structure with N = 100, and σ s = [L/60, L/60].
Group motion
Group motion represents movement within a group. A group may be coordinated, in which case all members move in one direction, or uncoordinated, in which case the movement is random. Similarly, the average speed of the group may be high or low. We use a generative model to create short trajectories that capture variation in group polarization, defined as the degree of alignment of the group [37] , and group speed. Classification using these features alone can be used to detect actions of members such as i) moving away from each other, ii) moving towards each other, and iii) freezing. In addition, a combination of these actions can be used to detect behaviors such as foraging [4] , which may be characterized as a movement towards a source; obstacle avoidance [50] , which may be characterized as sudden change in polarization with possible increase in the number of subgroups; and escape from a predator [51] , which may be characterized as a sudden change in polarization and speed with possible increase in the number of subgroups.
Figure 3: Selected instances of tracks of a hundred particle set generated using (4) on a square domain of side L. The motion of particles vary in the range of orientations and average speed.
Position information of each member alone may not be sufficient to infer group motion characteristics. Therefore, to generate data for group motion, we sample motion traces of constant velocity particles whose initial direction of motion and speed is varied. Specifically, given a group of N members, the group motion is varied on the basis of the speed of the particles (γ 1 ) and the range of orientations (γ 2 ); a motion trace, r i [k], k = 0, . . . , T , of the i-th member is generated as
where ϑ i = −γ 2 (2i − N )/N , and ξ m is the noise sampled from a zero-mean Gaussian distribution with standard deviation σ m denoting the level of confidence in the model. Figure 3 shows four instances of group motion with N = 100, T = 36, ∆t = 1 and σ m = [L/1000, L/1000]. Generating group motion using (4) does not change the average direction of the motion, implying for example that a coordinated group will always move left to right. This rotational dependence can be addressed by adding average group direction as a third feature to the list of features. As a stepping stone for ascertaining the validity of the method, we focus on group speed and group coordination in this paper.
Image representation
We seek final observations in the form of images of animal groups filmed from a far-field view. To obtain an image where the particle size matches the animals we expect to film, we model each particle as a sphere and project it orthographically onto an image plane [52] . (Note that we approximate far-field view as orthographic projection although a perspective projection model may also be used.) The resulting p × p pixel foreground image at time k,
p×p , is a binary occupancy grid with non-zero values indicating the presence of a group member. Because of partial occlusions, a binary foreground may not accurately compare instances of different group densities. Similarly, within-group movement may be suppressed due to translational movement of the group as a whole. We therefore process the foreground image F [k] to emphasize the distribution and movement respectively.
For emphasizing group structure, our goal is to exaggerate relative location of each particle to discriminate a densely spaced subgroup from a sparsely spaced one. To exaggerate particle position so that each particle appears as an extended object we blur the foreground by convolving it with a Gaussian kernel [53] . The blurred foreground F is
where G b is a two-dimensional Gaussian kernel and * indicates the convolution integral. The size and standard deviation of the kernel in pixels are selected on the basis of the size of a group member relative to the image. We set the value of σ b equal to the size of the observation region divided by the number of particles. Therefore, for N particles in a square of side L,
. Finally, we make the image of the particle set translation invariant by subtracting the centroid of the non-zero pixels in the blurred foreground from each pixel.
For group motion, in order to compare movement within a sequence of images, our goal is to encode spatiotemporal information compactly in a single motion history image. A motion history image (MHI) is created by adding successive images whose intensity is weighted by the difference in time from the current image. Given the current time-step k, and a cut-off value T , H[k], is created recursively as [54] 
where
is the value of the foreground pixel at v-th row and u-th column in the k-th frame, and T determines the number of frames that form the MHI. MHIs of group motion consist of straight lines for a smaller speeds, and long lines for higher. Similar to group structure images, we blur and center each MHI by first convolving it with the same Gaussian kernel as in (5), and then subtracting the centroid of foreground pixels.
Using Isomap to construct manifolds of collective behavior
In this section, we describe the methodology to construct manifolds of collective behavior from the training images. We use the nonlinear dimensionality reduction algorithm called Isomap. The input to the Isomap algorithm is a set of points in d-dimensional space, a distance function on these points, and a neighborhood defining parameter. The output is a corresponding set of points in an e-dimensional embedding manifold such that e < d.
Isomap on training images of collective behavior
The value of d for images is equal to the number of pixels. (An image with resolution 100 × 100 pixels has d = 10000.) The Isomap algorithm begins by constructing a neighborhood graph based on the distance between points that are κ-nearest neighbors or within an distance. The distance matrix is then updated by computing geodesics along the manifold. Finally, the e-dimensional manifold is obtained by performing classical multidimensional scaling (MDS) on the distance matrix. Candidate embeddings are evaluated on the basis of residual variances in the reconstruction error. The dimensionality of the embedding manifold is typically noted by an elbow in the plot of residual variances against dimensionality [26] , denoting little improvement in the reconstruction accuracy beyond a given dimension.
To learn a manifold of collective behavior, we seek i) a fully connected graph that projects all images on the low-dimensional space, and ii) minimal shortcuts which are illegal edges connecting two points that are otherwise non-neighbors in the input space. The variation of group features along the spiral provides a quick way to identify the right low-dimensional manifold. This is because a spiral should be a one-dimensional curve and, if the points are arranged on a graph, shortcuts are easily identified as two connected points that are not sequential.
Supervised learning
A straight-forward implementation of the Isomap algorithm is unable to extract the true variation in training images for a range of κ values and the number of training images. This can be attributed to several reasons including the stochasticity of data, an approximate distance function, and rounding off due to pixel representation. For both group structure and group motion, we evaluate the distance between two foreground images, d(k, l), as the difference between intensity values at each pixel;
where · denotes the standard Euclidean norm of the vectorized image matrix in R p×p . (We use the same notation for Euclidean norm in R p .) Since we generate images that are sequentially close to each other on the desired feature space, we include a supervision setup to weight values in the distance matrix so that images that are close to each other in the feature space are close in the image space as well. Specifically, for the foreground image at time k, the weighted distance
where λ is a tuning parameter that emphasizes low-dimensionality as its value is increased. An unsupervised implementation (λ = 0) of the Isomap algorithm on the training images consistently results in a high-dimensional manifold. We therefore increase the value of λ until a two-dimensional manifold is obtained. Figure 4 shows a distance matrix before and after the supervised learning step is applied to a 100 × 100 distance matrix with λ = 2. In our tests, we find that the values of κ-nearest neighbors and λ that yield the desired two-dimensional manifold are in proportion to the number of training images. (Although the value of λ can be increased to obtain a completely one-dimensional manifold, it also leads to an increase in shortcuts.) 
Group structure manifold
The group structure manifold highlights variation along the number of subgroups and the size of each subgroup. Figure 5a shows the input feature curve for generating training images of sixteen finite-sized particles according to (2) . We set p 10 = 3 × 10 −2 L, p 1 = 2 × 10 −2 L (size of the subgroup), and p 20 = N/2, p 2 = N/2 (the number of subgroups). Figure 5b shows the resulting manifold in the form of a neighborhood graph after running Isomap on three hundred training images (κ = 4, λ = 2). The neighborhood graph has a few shortcuts between nodes that are otherwise non-adjacent in the input space. To ensure consistency in the choice of parameters, we rerun the Isomap algorithm multiple times on a randomly chosen ninety percent subset of training images and ascertain that the dimensionality stays the same.
Group motion manifold
The group motion manifold embeds MHIs of particles whose speed and orientations vary. Since the MHI depends on the particle positions in the first frame, each point on the group structure manifold gives rise to an initial position for generating training images. Given a centered image of a group structure we generate trajectories according to (4) . In this example, we set p 10 = 1/3 × 10 −2 L/∆t, p 1 = 1/3 × 10 −2 L/∆t (average speed), and p 20 = π/2, p 2 = π. MHIs are generated using T = 3/∆t to obtain distinct traces of particle motion on the image. The resulting MHIs resemble faded streaks with varying intensity whose length and direction depend on the individual particle speed and direction of motion. The values of κ = 3 and λ = 1 for a hundred MHIs. (Similar to group structure, we verify the choice of κ and λ by running the Isomap algorithm multiple times on a subset of training set.) Figure 6 shows the input feature curve with selected training images with resulting manifold in the form of a neighborhood graph. 
Manifold-to-image and manifold-to-feature mapping
Once built, two mappings are learnt for each manifold: the manifold-to-image mapping, f : R e → R d is used to create images similar to the training images from a point on the manifold, and the manifold-to-feature mapping g : R e → R 2 is used to classify a point on the manifold based on the group features. The method of deriving both these mappings is the same and is detailed in Appendix A.
Each mapping f and g is obtained in the form of a matrix. In the case of manifold-to-image mapping, the inverse f −1 is used to project test images onto points on the manifold space. For classification and analysis, these points are then projected onto the feature space by using the manifold-to-feature mapping g (Fig. 1c) . We identify the mapping for a given manifold by a prefix as S f, S g for group structure, and M f, M g for group motion.
Analysis and classification
In this section, we validate the manifold-to-image and manifold-to-feature mappings on a series of synthesized datasets. We first use the manifold-to-image mapping to reconstruct new images after interpolating on the manifold. Next, the manifold-to-feature mapping is verified by projecting unseen test images created using generative models using the inverse function f −1 , followed by recovering the feature using g (Fig. 1c) . The recovered features are compared with the available ground truth data. Finally, we classify images of finite-sized self-propelled particles interacting according to a modified version of the Vicsek model [37] .
Interpolation on the manifold
We qualitatively verify the manifold-to-image mapping by interpolating on the manifold to produce new images. A nonlinear interpolation (as opposed to linear interpolation) on the image space generates images that vary along the group features (as opposed to pixel intensities). Nonlinear interpolation along group features has application in enriching real videos of animal groups recorded at a low frame rate possibly due to ambient lighting or limited memory storage [55] .
Nonlinear interpolation is performed by first projecting images from the training sequence onto the manifold. Successive pairs of points on the manifold corresponding to these images are linearly interpolated and new images are constructed using the manifold-to-image mapping. We visually verify that the newly produced images follow the same trend as the input images. Figures 7 and 8 show interpolated images for group structure and group motion, respectively. * * * * * 
Classification of test images
We create test images using the generative models described in Section 2 to evaluate the ability of the learnt mappings to classify previously unseen images that appear the same as those used for training. Since the generative models use group feature as inputs, we use the same values as ground-truth for comparison. We first project the test images onto the manifold using the inverse mapping S f −1 to obtain an e-dimensional point on the manifold. This is followed by mapping the projected point to the feature space using S g to classify the image based on the values of the group feature. Figure 9 compares the value of the recovered subgroup size and number of subgroups in the test images to the true values. Since the test images are generated sequentially, we smooth the recovered features with a moving average of window size five. In general we observe less error in the number of subgroups than in the subgroup size. This can be attributed to the dependence of the group structure on the size of the observation region, where a large subgroup may be perceived as multiple subgroups.
For group motion, we project test MHIs of the same initial group structure using M f −1 to represent points on the group motion manifold. We then classify each image based on the speed and range of orientations projecting the points on the manifold onto the feature space using M g. Figure 10 compares the values speed and range of orientations after image classification to the ground-truth. Compared to group structure, the higher accuracy in classification can be attributed to smoother variation in images as the group motion features are varied.
Self-propelled particle model with Poisson process change in speed and orientation
To validate the framework on a synthetic dataset representative of collective motion, we simulate five hundred frames of sixteen self-propelled finite-sized particles interacting according to the Vicsek model [37] . The Vicsek model updates a particle's position as a function of its nearest neighbors. Given the position r i of the i-th particle, we define its nearest neighbors N i as the set of particles that are within a metric distance ( r i − r j < r d ), including the 
is the speed, and ∆θ is noise sampled from a uniform distribution with interval [−η/2, η/2]. The value of the η determines the degree of coordination between nearest neighbors (a high value results in low coordination). The initial position of the particle set r i [0], i = 1, . . . , N is generated using the group structure generative model (2); the initial orientation is set to zero. The simulations are carried out in the square domain of size L with a periodic boundary, where a particle that crosses a boundary edge emerges from the edge directly opposite to it. In the original Vicsek model the speed s i [k] of all particles is constant. We modify the motion update (9) to incorporate sudden changes in speed of the particles according to a Poisson process [56] . Specifically, the probability of a change in speed at time k is p = exp(−Λ)Λ, where Λ, which is a function of the length of the time-step ∆t, is the rate parameter of the Poisson process. The value of Λ determines the frequency of occurrence of an event within a given time. At each time step a uniformly random variable U is sampled on the interval [0, 1]. If U ≤ p, the speed of all the particles is updated as
where ξ p is sampled from zero-mean Gaussian distribution with standard deviation σ p . We set the value of Λ = ∆t/3, and σ p equal to one-tenth the initial average speed. Six simulations spanning a range of values for each parameter η = {0.005, 0.05, 0.5} and r d = {L/80, L/40} are run for five hundred time steps for evaluation. As with the training images, each particle is modeled as a finite sized sphere and projected onto the image plane to obtain a binary foreground frame. Blurred and centered foreground images are projected onto the group structure manifold. Similarly blurred and centered motion history images are projected on the corresponding group motion manifold. Other mathematical models that describe collective motion in terms of self-propelled particles include [48] and [49] . In [48] , an individual's motion is determined by behavioral rules based on spherical interaction zones around its position; the presence of another particle in the zones determine if two particles will attract, align, or repel each other. In [49] , the orientation of an individual particle is updated on the basis of a weighted values of interaction force that tends to align the motion of two particles and radial force that brings them together. Similar to the Vicsek model [37] , a set of parameters within each of these can be tuned to display emergent behaviors representing collective motion. We use the Vicsek model as it offers a simple set of tuning parameters to span a broad spectrum of collective motions.
Although the ground-truth data for group features is not available in this case, we use the position and velocity of each particle over time to compute the group features of structure and motion. We are not aware of a reliable method to compute the subgroup size independently, and therefore we evaluate group structure classification of images in terms of the number of subgroups. In particular, we use the silhouette method [57] which validates a spatial partitioning scheme based on average silhouette width of the position data. For a given set of particle positions, clustered, for example, using the k-means algorithm [58] ), the silhouette width w i of each particle position r i [57] 
where a i is the average distance of particle i from the members of its assigned cluster and b i is the minimum average distance to all other clusters. We estimate the number of subgroups as the number of clusters that maximize w i . Particle positions are iteratively partitioned into possible number of clusters ranging from one to N using the k-means algorithm [58] . Figure 11 compares the number of subgroups after classification to the estimated number of subgroups based on the silhouette method at each frame for six different simulations. On MATLAB the average time to estimate the number of subgroups using the silhouette method is at least an order of magnitude (approximately 40 times) more than classification of the same image using the manifold mappings. For classifying MHIs in terms of group motion, we use the value of group structure to obtain the corresponding group motion manifold. To evaluate performance we use the true position and velocity to compute the average speed In each case, the estimated value (dashed) is compared with the true value (solid). For the number of subgroups, we cluster particle positions using silhouette method (11) to compute an independent value for comparison. For speed and polarization, we use particle position and velocity in (12) to compute true values. The values of noise (η) and interaction radius (r d ) corresponding to each of the six simulations are displayed on the first row for each column. L is the size of the square domain, and ε is the root mean squared error for each feature.
S[k] and polarization
The value of P ranges between 0 and 1, with P = 1 for a polarized group 1 . In each case, values of group feature obtained after classification are smoothed using a moving window average. The number of subgroups are smoothed using a moving average of window size ten, and speed and polarization are smoothed using a window size T based on (6) to accommodate changes in these values until they manifest in the MHI. Figure 11 compares the values of three group features, namely number of subgroups, group speed, and group polarization. In each case we compare the result from classification to the true value using the root mean squared error, ε. For example, given the number of frames K, the error betweenP and true value P of polarization is
The root mean squared error for the number of subgroups is less than two for four out of six simulations. A frameby-frame analysis reveals that images of few large subgroups are often classified as having more number of subgroups (We attribute this error earlier as dependent on the size of the observation region). The lowest error with respect to the number of subgroups is observed for a large noise condition where even though the particles changed configuration, they keep moving within small distinct subgroups. Since the basis for classification of motion depends on the accuracy of the number of subgroups, we find that the error propagates to speed and polarization classification. For example, the combined error in speed and polarization is relatively low despite high noise for η = 0.05, r d = {L/80, L/40}. We also inspect the graphs for matching trends to verify that the classification is able to follow changes in each of these quantities. Although we do not find matching trends in speed, we observe that changes in polarization are followed for the most part. The average polarization stays high for low noise conditions (η = 0.005, r d = {L/80, L/40}), and vice versa is low for high noise.
Identifying group structure on video of schooling fish
Here, we adapt the tools presented in this work to demonstrate the analysis of real images of animal groups. In a final step to illustrate the possibility of using generative models and nonlinear manifold learning to classify images of collective behavior, we classify a 43 second long video of schooling zebrafish (Danio rerio) [40] based on the number of subgroups. The video is recorded at 12 frames per second with a resolution of 1920 × 1080 pixels and is available as part of supplementary material in [40] . The frames match a far-field view simulated in the training images used to build the manifolds of group structure and motion. The video shows twenty zebrafish schooling in a circular tank; a distinct change in the number of subgroups from one to two occurs towards the end.
As a first step, we crop and rescale each frame to isolate the tank and match the training image size of 100 × 100 pixels. We are able to extract the foreground comprising fish only by building a running background. Given the frame I[k] at time k and a tuning parameter α < 1, a running background B[k] can be computed as (α = 0.25) [59] 
The background is subtracted from each frame to reveal the foreground, that is, the members of the animal group. We binarize the foreground so that only the animal group is seen on the image. A binary foreground at time k is generated at each pixel (u, v) as
where b is the threshold on intensity. Following the procedure from Section 2.2, we emphasize the position by blurring the foreground, and highlight the movement by building the motion history images (Fig. 12) . The foreground images are projected onto the group structure manifold using the inverse mapping S f −1 for group structure. Figure 13 sorts the images on the basis of increasing number of subgroups. A clear progression is identified in the images as the fish school first grows in size (images 1 through 8) and subsequently splits into two distinct subgroups (images 9 and 10). Figure 13: Foreground frames from an online vide of zebrafish [40] sorted on the basis of increasing number of subgroups after projecting and classifying using the group structure manifold. Selected frames are zoomed in for easier visualization. The fish groups are encircled in frames with original resolution.
Discussion
The generative modeling and manifold learning process presented in this paper provides a computationally efficient alternative to the task of classifying images of collective animal behavior on the basis of high-level features. We select two different features of group structure and motion to classify images of particle groups on the basis of spatial distribution and group movement. Based on a selection of parameters, such as the size and resolution of the video, and the extent of a group member on the image, generative models are quickly able to create an exhaustive dataset of training images without the need for experimentation and labeling. Differently from a Bayesian approach, where the features are extracted by nonlinear estimation [41] , we use the Isomap algorithm, which is a non-probabilistic technique known to effectively handle nonlinearities in the input space [26] . For example, this allows for processing the images to emphasize group features without having to propagate the model to the blurred and centered foreground image.
We find that the manifolds of group structure and motion do not form on the same axes as the input features used to produce training images (see Figures 5 and 6 ). This implies that the principal directions (axes) of the manifold as reconstructed by Isomap are not necessarily the same as the input features, but instead a nonlinear function of the same. In applications of manifold learning for visualization of high-dimensional data, the axes are typically inferred by sorting the input images along points on the manifold and observing the variation [26] , however, in our case such variations do not stand out immediately. Despite the absence of the knowledge of principal variations, we demonstrate that it is possible to extract meaningful information from the manifold provided that it satisfies few conditions which are amenable to verification. These are the presence of minimal shortcuts and a relatively smooth variation of the manifold curve itself. Typically, dimensionality reduction using Isomap is sensitive to κ, the number of nearest neigbhors, and there are several methods in the literature that aim to locate the optimal choice [60] . While we do not claim to have addressed the problem of sensitivity to κ, we do provide a supervision step by successively increasing λ from zero to obtain for a given value of κ, an acceptable low-dimensional embedding.
Results from interpolation and classification using test data offer evidence of the accuracy of the manifold-to-image and manifold-to-feature mappings. Interpolation shows the capability of generating new images that vary along salient features of groups using the manifold-to-image mapping (see Figures 7 and 8) . Classification of test data demonstrates the ability to detect features from raw images. Classification on the basis of number of subgroups, group speed and range of orientations show good accuracy given that these images are not selected for the learning process (see Figures  9, 10) . We also find that the accuracy of classification depends on the smooth variation between successive images. For example, the error in classification of MHIs of group motion which consist of blurred lines slowly moving apart is less than classifying foreground images of group structure, where individual particles change positions abruptly when the number of subgroups vary. Some of the noise is directly controllable by the noise parameter σ s in (2) . A low value of noise leads to an idealized training dataset that is not be accurate for test images which are unlike the training images entailing a large number of images to explore the space of all possible group structures and motion. Some of the error in classifying images of Vicsek model may also be attributed to the rotational dependence of the group features. While we do not address rotational variance in this paper, the same may be done by adding a third feature such as average group orientation to the input space. Another alternative is to use a rotationally invariant distance function to compare the images [61] .
The ability to differentiate between images along specific features of group behavior may also be enhanced by using alternate distance functions. In this paper, we use a Euclidean norm of the difference of vectorized image matrices (7) . Alternate methods include diffusion distance [62, 63] , normalized cross-correlation [64] , and the earth mover's distance [65] . We find that histogram based distance functions, such as diffusion distance, undermine the generative model since the final image representation is an intractable function of the input feature, thereby making it difficult to control the variability in the training dataset. When we compare training images using histograms the Isomap algorithm shows inconsistency in obtaining the true embedding (data not reported). We find normalized crosscorrelation and earth movers' distance to be computationally expensive operations for processing large datasets of training images. In ongoing work, we are investigating image representations and distance function that highlight features of group behavior and are robust to noise.
The classification of images in a two-step procedure of first identifying group structure and then group motion is similar to the problem of separating style and content in human pose recognition [66, 21] , where the content (pose) is different for each style (human shape and form). Similarly, in the case of animal groups the content (group motion) is different for a given style (group structure). An advantage of the classification using manifold learning techniques is that error does not propagate in time (see Fig. 11 , where initial large errors in the case of η = 0.005, r d = L/40 decrease). This is because the general framework is non-Bayesian and classifies on a frame-by-frame basis. Because the frames are sequential, a straightforward smoothing window average is able to reduce error in each frame.
The ability of the manifold learning method to classify real images is demonstrated in the video of schooling fish where the images are successfully sorted according to the number of subgroups. Although the training images are generated using sixteen particles, the classification performed on images of the school of twenty fish shows that the framework is robust to small changes in group size. (This can also be attributed to the high group density, whereby members stay close together making them indistinguishable.) Finally, the computational advantage in using this method to analyze videos of collective motion make it an attractive tool for interactive experiments [35, 67] which would otherwise need sophisticated tracking algorithms and high computational power for online operation. combination of basis functions φ( y − q i ) with corresponding weights w i [21] f p : R e → R,
where p is a linear polynomial in y. The basis function may be linear (φ(x) = x) or radial (φ(x) = √ x 2 + a 2 ), where a is a constant [68, 21] ). The combined d × (N t + e + 1) dimensional mapping, B, from the manifold to the input image space in matrix form is f (y) = Bψ(y), (A.2) where ψ(y) = φ( y − q 1 ), . . . , φ( y − q Nq ) 1 y T T . (A.3) B consists of the unknown weights w p i and the coefficients of the polynomial p . With enough input images (> N q + e + 1), (A.2) can be set up as a system of linear equations and solved using a least-squares. Classification of a new image can therefore be done by finding the closest point on the manifold after projecting the image using the manifold mapping.
