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Abstract
Here a new notion of fractional length of a smooth curve, which depends on a
parameter σ, is introduced that is analogous to the fractional perimeter functional of
sets that has been studied in recent years. It is shown that in an appropriate limit the
fractional length converges to the traditional notion of length up to a multiplicative
constant. Since a curve that connects two points of minimal length must have zero
curvature, the Euler–Lagrange equation associated with the fractional length is used
to motivate a nonlocal notion of curvature for a curve. This is analogous to how the
fractional perimeter has been used to define a nonlocal mean curvature.
1 Introduction
1.1 Background
The origins of fractional perimeter and nonlocal curvature began with the work of Caffarelli,
Roquejoffre, and Savin [4] who defined, up to a multiplicative constant, the σ-perimeter,
for 0 < σ < 1, of a measurable set E ⊆ Rn relative to an open, bounded set Ω ⊆ Rn by
Perσ(E,Ω) := I(E ∩ Ω, Ec ∩ Ω) + I(E ∩ Ω, Ec ∩ Ωc) + I(E ∩ Ωc, Ec ∩ Ω), (1)
where
I(A,B) := 1
αn−1
∫
A
∫
B
|x− y|−n−σdxdy, A ∩B = ∅, (2)
and αn−1 is the volume of the unit ball in R
n−1. In the case where E is contained in Ω, the
σ-perimeter is related to the Hσ/2-norm of the characteristic function of E. It is known [5]
that if the boundary of E is smooth, then
lim
σ↑1
(1− σ)Perσ(E,Br) = Hn−1(∂E ∩Br) (3)
1
for almost every r > 0, where Br is the ball centered at the origin of radius r. A set E ⊆ Rn
is a minimizer of the σ-perimeter relative to Ω if over all measurable sets F ⊆ Rn such that
E \Ω = F \ Ω we have
Perσ(E,Ω) ≤ Perσ(F,Ω). (4)
Besides the relation (3), it is known that the σ-perimeter functional Γ-converges to the
classical notion of perimeter [3]. If the boundary of a minimizer E is sufficiently regular,
then it must satisfy ∫
Rn
χ˜E(x)
|z − x|n+σ dx = 0 for all z ∈ ∂E, (5)
where χ˜E := χE − χEc, χE is the characteristic function for the set E, and this integral is
taken in the principle-value sense. Because of the connection between the σ-perimeter and
the areal measure (3), and the fact that surfaces that minimize their area subject to a fixed
boundary condition must have zero mean curvature, it is reasonable to define a nonlocal
mean-curvature by
Hσ(z) :=
1
ωn−2
∫
Rn
χ˜E(x)
|z − x|n+σ dx for all z ∈ ∂E, (6)
where ωn−2 is the area of the unit sphere in R
n−2. Notice that this quantity is independent
of Ω and, hence, well-defined for any point on the surface that is the boundary of the set
E. Assuming that ∂E is smooth, this curvature converges to the classical mean-curvature
[1] in the following sense:
lim
σ↑1
(1− σ)Hσ(z) = H(z). (7)
The minimizers of the σ-perimeter functional, called σ-minimal surfaces, have been
studied in great detail in recent years. The regularity of σ-minimal surfaces has been
investigated by Valdinoci and collaborators [6, 18, 12, 16]. Among other things, it is known
that σ-minimal surfaces are smooth off of a singular set of dimension at most n − 8 for
σ sufficiently close to 1. While this is in agreement with a well-known result for classical
minimal surfaces [13], σ-minimal surfaces may have features different from their classical
counterparts, in that they may stick to the boundary instead of being orthogonal to it
[10, 18]. The motion of surfaces by nonlocal mean-curvature has been investigated using
level set methods [7, 8, 9, 14].
1.2 Extension and motivation
The above discussion of nonlocal mean-curvature applies to surfaces that are the boundary
of a set. However, Paroni, Podio-Guidugli, and Seguin discovered that it is possible to define
these concepts for any smooth (hyper)surface [15]. The main idea is to define a fractional
notion of area and find a condition similar to (5) that a minimizer of this functional must
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satisfy. Towards this end, they first showed that for a bounded set E with smooth boundary
and bounded, open Ω containing E one can write
Perσ(E,Ω) =
1
αn−1
∫
E
∫
Ec
|x− y|−n−σdxdy = 1
2αn−1
∫
X (∂E)
|x− y|−n−σdxdy, (8)
where X (∂E) is the set of all pairs (x, y) ∈ Rn × Rn such that the oriented line segment
connecting x to y crosses ∂E an odd number of times. The validity of (8) follows from the
fact that X (∂E) and (E×Ec)∪ (Ec×E) agree up to a set of H2n-measure zero. As the far
right-hand side of (8) only depends on the surface ∂E, and not the set E, this motivates
the following definition of σ-area for a smooth, compact surface S:
Areaσ(S,Ω) := 1
2αn−1
∫
X (S)
|x− y|−n−σmax{χΩ(x), χΩ(y)}dxdy, (9)
where it is assumed that S is contained in Ω. The presence of max{χΩ(x), χΩ(y)} in the
integrand is necessary to ensure the integral converges. In this way, it is similar to the
role Ω plays in the definition of the σ-perimeter. The σ-area satisfies a limit relationship
analogous to (3). It was shown [15] that if S minimizes the σ-area relative to all smooth,
compact, oriented surfaces in Ω that have the same boundary as S, then S must satisfy∫
Ai(z)
|z − y|−n−σdy −
∫
Ae(z)
|z − y|−n−σdy = 0 for all z ∈ S, (10)
where
Ae(z) :=
{
y ∈ Rn | ((z, y) ∈ X (S) and (z − y) · n(z) > 0)
or
(
(z, y) ∈ X (S)c and (z − y) · n(z) < 0)},
Ai(z) :=
{
y ∈ Rn | ((z, y) ∈ X (S)c and (z − y) · n(z) > 0)
or
(
(z, y) ∈ X (S) and (z − y) · n(z) < 0)}.
See Figure 1 for a depiction of these sets.
This motivates defining the nonlocal mean-curvature of S, a smooth, oriented surface
that need not be compact, at z using the left-hand side of (10)—that is,
Hs(z) :=
1
ωn−2
∫
Rn
χˆS(z, y)
|z − y|n+σ dy for all z ∈ S, (11)
where
χˆ(z, y) :=


1 y ∈ Ai(z),
0 y 6∈ Ai(z) ∪ Ae(z),
−1 y ∈ Ae(z).
(12)
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Figure 1: The solid line depicts S. The set of points of density 1 for Ae(z) is shown in light
grey, and the set of points of density 1 for Ai(z) is in dark grey. The dashed lines depict
the part of the essential boundary between these sets that is not part of S.
Notice that Hσ does not depend on Ω. Unsurprisingly, this curvature satisfies the limit
relation (7).
To motivate a definition of fractional length we will consider the σ-area in two dimen-
sions, where a hypersurface is a one-dimensional curve. When n = 2, the σ-area becomes
Areaσ(S,Ω) = 1
4
∫
X (S)
max{χΩ(x), χΩ(y)}
|x− y|2+σ dxdy. (13)
The domain of integration here consists of line segments that are described by their end
points. A given line segment connecting x to y can be viewed as a one-dimensional disc
and hence can be described by its midpoint p, a unit vector u normal to the disc, and a
radius r so that
(x, y) = (p− ru′, p + ru′), (14)
where u′ is obtained by rotating u clockwise by 90◦. Utilizing this change of variables, (9)
can be rewritten in the n = 2 case as
Areas(S,Ω) = 1
4
∫
D(S)
(2r)−1−σ max{χΩ(p − ru′), χΩ(p+ ru′)}dH4(p,u, r), (15)
where D(S) consists of all triples (p,u, r) describing those one-dimensional discs that in-
tersect S an odd number of times. It is this formula for the fractional length that can be
generalized to a curve in n dimensions.
Before this generalization is done, we first study the measure theoretic properties of the
set of all discs that intersect a curve an odd number of times and other related sets of discs
in Section 2. In Section 3 the fractional length is defined and it is shown that it converges,
in an appropriate limit, to the classical notion of length up to a multiplicative constant.
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Next, Section 4 is dedicated to computing the Euler–Lagrange equation associated with
the fractional length and the result is used to motivate a definition of nonlocal curvature
for a curve. The Appendix contains several change of variables formulas based on the area
formula that are useful in established the desired results.
2 Sets of discs
Here the set of all (n − 1)-dimensional discs, and various subsets of it, are studied in Rn,
with n > 2. The results established here make precise which discs are integrated over in the
definition of the nonlocal length. Moreover, they will be crucial in computing the variation
of the nonlocal length. We use Un to denote the set of unit vectors in Rn, and set
U2⊥ := {(a,b) ∈ Un × Un | a · b = 0}.
The (n − 1)-dimensional disc with center p, normal unit vector u, and a radius r is
denoted by
D(p,u, r) := {p+ ξv | (u,v) ∈ U2⊥, ξ ∈ [0, r)}.
By the boundary ∂D(p,u, r) of one of these discs we mean the (n−2)-dimensional manifold
{p + rv ∈ Rn | v ∈ Un ∩ {u}⊥}, (16)
where {u}⊥ is the set of all vectors orthogonal to u.
Given a C1, compact one-dimensional manifold C, let t(z) denote a unit tangent vector
to C at z. Consider the following subsets of the set of all discs D := Rn × Un × R+:
Dtan := {(p,u, r) ∈ D | there is a z ∈ D¯(p,u, r) ∩ C such that t(z) · u = 0},
D∞ := {(p,u, r) ∈ D | H0(D¯(p,u, r) ∩ C) =∞},
D∂1 := {(p,u, r) ∈ D\Dtan | H0(∂D(p,u, r) ∩ C) = 1},
D∂2 := {(p,u, r) ∈ D\Dtan | H0(∂D(p,u, r) ∩ C) ≥ 2},
D∂ := D∂1 ∪ D∂2,
Dodd := {(p,u, r) ∈ D\(Dtan ∪ D∂) | H0(D(p,u, r) ∩ C) is an odd number},
Deven := {(p,u, r) ∈ D\(Dtan ∪ D∂) | H0(D(p,u, r) ∩ C) is an even number}.
The following lemma discusses the measure theoretic properties of these sets.
Lemma 2.1. The following facts are true:
1. D∞ ⊆ Dtan,
2. H2n−1(D∂ ∩ E) <∞ for any bounded, open set E ⊆ D,
3. Hn+2(Dtan) = 0,
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4. H2n−1(D∂2) = 0,
5. Deven and Dodd are open subsets of D,
6. D = Dodd ∪ Deven ∪ D∂ ∪ Dtan, where this is a disjoint union.
Proof. Item 1) Consider (p,u, r) ∈ D∞, so that there are an infinite number of points in
D¯(p,u, r) ∩ C. Since C is compact it follows that this intersection has a cluster point, say
z ∈ D¯(p,u, r) ∩ C. Suppose that (p,u, r) 6∈ Dtan so that t(z) · u 6= 0. It follows that there
is a neighborhood of z such that in this neighborhood the curve C can be approximated by
a straight line through z with direction t(z). This implies that there are no points in this
neighborhood besides z in the intersection D¯(p,u, r) ∩ C. This would contradict the fact
that z is a cluster point of D¯(p,u, r) ∩ C. Thus, we must have (p,u, r) ∈ Dtan.
Item 2) Let E be a bounded, open subset of D. Find R > 0 such that if (p,u, r) ∈ E ,
then r ∈ (0, R]. Consider the set A := C ×U2⊥× (0, R] and the function Ψ : A → D defined
by (74) in the Appendix. Notice that D∂ ∩ E ⊆ Ψ(A). Since Ψ is Lipschitz on A and
H2n−1(A) <∞, it follows that H2n−1(D∂ ∩ E) <∞.
Item 3) Similar to the proof of Item 2, consider the set
A :=
⋃
z∈C
{z} × {t(z),−t(z)} × (Un ∩ {t(z)}⊥)× R+ × R+. (17)
One can show that Dtan ⊆ Ξ(A), where Ξ is defined in (72) of the Appendix. Since
Hn−2(Un ∩ {t(z)}⊥) < ∞, we have Hn+2(A) = 0. Thus, since Ξ is locally Lipschitz,
Hn+2(Dtan) = 0.
Item 4) Consider the set
G := {(z1, z2,a,b) ∈ C × C × U2⊥ | a · (z2 − z1) > 0, b · (z2 − z1) = 0}. (18)
and define the function H : G → D by
H(z1, z2,a,b) := (z1 +
|z2 − z1|2
2a · (z2 − z1)a,b,
|z2 − z1|2
2a · (z2 − z1) ). (19)
One can check that the boundary of the disc D(F (z1, z2,a,b)) intersects C at z1 and
z2. Thus, D∂2 ⊆ H(G). Moreover, H is locally Lipschitz on G. It follows that since
H2n−1(G) = 0, we must have H2n−1(D∂2) = 0.
Item 5) This is clear from the definitions of Deven and Dodd.
Item 6) This follows from Item 1 and the definition of the various sets involved.
The previous result yields enough information to obtain the properties of Dodd we
require.
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Proposition 2.2. The set Dodd is locally of finite perimeter. Moreover, the essential bound-
ary1 ∂∗Dodd of this set coincides with the set D∂1 up to a set of H2n−1-measure zero.
Proof. From Items 5 and 6 of Lemma 2.1, we see that ∂∗Dodd ⊆ D∂ ∪ Dtan. Thus, from
Items 2–4 of the same lemma we have for n > 2
H2n−1(∂∗Dodd ∩ E) ≤ H2n−1((D∂ ∪ Dtan) ∩ E) ≤ H2n−1(D∂1 ∩ E) <∞ (20)
whenever E ⊆ D is a bounded, open set. By a result of Federer, see 4.5.11 of [11], we
can conclude that Dodd has finite perimeter in E . Thus, Dodd is locally of finite perimeter.
Moreover, it is known, see Ambrosio, Fusco, and Pallara [2] Theorem 3.61, that it follows
that Dodd has density either 0, 1/2, or 1 at H2n−1-a.e. point of E , and ∂∗Dodd ∩ E consists
of those points with density 1/2 up to a set of H2n−1-measure zero. Thus, using Items 5
and 6 from the lemma again, we conclude that ∂∗Dodd ∩ E and (D∂ ∪ Dtan) ∩ E agree up
to a set of H2n−1-measure zero. Finally, since n > 2, Items 3 and 4 of the lemma yields
H2n−1(Dtan ∪D∂2) = 0, and so ∂∗Dodd ∩E and D∂1 ∩E agree up to a set of H2n−1-measure
zero. Since this holds for any open bounded E , this establishes the result.
Since Dodd is locally a set of finite perimeter, it has an exterior unit normal at H2n−1-
a.e. point of its essential boundary. The next result describes this normal vector.
Proposition 2.3. For H2n−1-a.e. (p,u, r) ∈ ∂∗Dodd there exists a unique z ∈ ∂D(p,u, r)∩
C. Moreover, for such (p,u, r) the exterior unit-normal ν(p,u, r) ∈ Rn×{u}⊥×R is given
by
ν(p,u, r) :=
{
m(p,u, r) if H0(D(p,u, r) ∩ C) is an odd number
−m(p,u, r) if H0(D(p,u, r) ∩ C) is an even number, (21)
where
m(p,u, r) :=
(
z − p+ (p−z)·t
u·t u,
(p−z)·t
u·t (p− z), r
)
√
|p − z|2 +
(
(p−z)·t
u·t
)2|z − p|2 + ( (p−z)·t
u·t
)2
+ r2
(22)
and z is the unique point in ∂D(p,u, r) ∩ C and t is tangent to C at z.
Proof. Begin by noticing that D∂ = Ψ(C × U2⊥ × R+), where Ψ is the function defined in
(74) of the Appendix. This means that D∂ is an immersed submanifold of D. Moreover, the
function Ψ is an embedding on the preimage of D∂1 under Ψ, and so D∂1 is a submanifold
of D. From Proposition 2.2, ∂∗Dodd coincides with the set D∂1 up to a set of H2n−1-
measure zero and hence is H2n−1-rectifiable. It follows that the approximate tangent space
to ∂∗Dodd, where it exists, coincides with the tangent space of D∂1. Thus, to calculate the
exterior unit-normal on ∂∗Dodd, we first find this tangent space.
1For the definition of sets of finite perimeter and essential boundary see, for example, Ambrosio, Fusco,
and Pallara [2].
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Let (p,u, r) ∈ D∂1 and find the unique (z,a,b, r) ∈ C × U2⊥ × R+ that gets mapped to
(p,u, r) under Ψ. Denote by t a tangent vector to C at z. Since (p,u, r) 6∈ Dtan, we must
have b · t 6= 0. A curve in C × U2⊥ × R+ that passes through (z,a,b, r) induces, via the
mapping Ψ, a curve in D∂1 that passes through (p,u, r). By differentiating such curves we
can generate vectors in the tangent space of D∂1 at (p,u, r). In particular, one can find
that the following vectors are in the tangent space:
(t,0, 0), (c,0, 0), (0,d, 0), (a, 0, 1), (rb,−a, 0), (23)
where c and d are any vectors orthogonal to both a and b. This generates a list of 2n− 1
linearly independent vectors since b · t 6= 0. Thus, these vectors span the tangent space at
(p,u, r). A vector in Rn × {u}⊥ × R, which is the tangent space to D at (p,u, r), that is
orthogonal to the list of vectors in (23) is(
− a+ a · t
b · tb, r
a · t
b · ta, 1
)
. (24)
Since (p,u, r) = Ψ(z,a,b, r) = (z + ra,b, r), we can replace a with (p − z)/r and b with
u. Doing so and normalizing this vector results in the vector m defined in (22).
The vector m at (p,u, r) is pointing outward from Dodd if the interior of the disc
associated with (p,u, r) crosses C an odd number of times. To see this, let γ be a smooth
curve in D defined on an interval of R containing zero such that γ(0) = (p,u, r) and
γ′(0) = m. For small negative values of t, we have γ(t) ∈ Dodd since the last component
of m is positive and so the disc D(γ(t)) will intersect the curve an odd number of times
and its boundary will not intersect the curve. Moreover, γ(t) 6∈ Dodd for small positive t
because the curve C will cross the disc D(γ(t)) one more time than the disc D(p,u, r) since
the boundary of this disc intersects the curve. Using similar logic, one can see that −m is
the outward normal if D(p,u, r) ∩ C has an even number of points.
In the next section we will use the notation D(C) := Dodd to highlight that this set of
discs depends on the curve C. The previous two results characterized ∂∗D(C), but we have
to go one step further and understand the boundaries of the sets DΩ and DΩ(C), which are
defined by
DΩ := {(p,u, r) ∈ D | ∂D(p,u, r) ∩Ω 6= ∅} and DΩ(C) := D(C) ∩ DΩ, (25)
where Ω ⊆ Rn is an open, bounded set with smooth boundary. First, notice that DΩ
is an open subset of D. Moreover, it is not difficult to see that ∂DΩ is a smooth (2n −
1)-dimensional submanifold of D since Ω has smooth boundary. Finally, it follows from
Proposition 2.3 that for H2n−1-a.e. (p,u, r) ∈ ∂∗D(C), we have (p,u, r) ∈ DΩ since C is
contained in Ω. Thus, we have
∂∗DΩ(C) = ∂∗D(C) ∪ ∂DΩ, (26)
where this equality holds up to a set of H2n−1-measure zero and the union is disjoint.
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3 Fractional length
In this section we define a fractional notion of length and show that in an appropriate limit
as σ goes to 1, this converges to the H1 measure up to a multiplicative constant.
Let Ω be an open, bounded set with smooth boundary. Motivated by (15), given a C1
compact curve C in Rn, define the σ-length of C relative to Ω by
Lenσ(C,Ω) :=
∫
D(C)
r1−n−σ sup
v∈Un∩{u}⊥
χΩ(p+ rv)dH2n(p,u, r), (27)
where D(C) := Dodd. For simplicity, assume that C is contained in Ω. Using the definitions
in (25), the fractional length can be rewritten as
Lenσ(C,Ω) =
∫
DΩ(C)
r1−n−σdH2n(p,u, r). (28)
To show that this definition yields a finite number, first notice that
DΩ(C) ⊆ Ξ
( ⋃
ξ∈R+
C × U2⊥ × {ξ} × [ξ, ξ + d(Ω)]
)
, (29)
where d(Ω) is the diameter of Ω and Ξ is defined in (72) of the Appendix. To see this,
consider (p,u, r) ∈ DΩ(C). Since D(p,u, r) intersects C a finite number of times, we can
find z ∈ C ∩D(p,u, r) with minimal distance to p such that (p− z) ·u = 0. Set ξ = |p− z|,
a = (p − z)/ξ, and b = u. It follows that Ξ(z, ξ,a,b, r) = (p,u, r). Since z is the closest
point on C to p in D(p,u, r), we must have ξ ≤ r otherwise D(p,u, r) would not intersect
C. Moreover, r ≤ ξ + d(Ω) since if this were not true then ∂D(p,u, r) ∩ Ω = ∅. It follows
that (p,u, r) is an element of the set on the right-hand side of (29), so (29) holds.
Thus, we can utilize the change of variables formula (73) in the Appendix to find that
Lenσ(C,Ω) ≤
∫
C
∫ ∞
0
∫
U2
⊥
∫ ξ+d(Ω)
ξ
r1−n−σξn−2|b · t(z)|drdH2n−3(a,b)dξdz
≤ H1(C)H2n−3(U2⊥)
∫ ∞
0
∫ ξ+d(Ω)
ξ
r1−n−σξn−2drdξ
=
1
2− n− σH
1(C)H2n−3(U2⊥)
∫ ∞
0
( ξn−2
(ξ + d(Ω))n−2+σ
− ξ−σ
)
dξ
and the remaining integral involving ξ is finite.
The next goal is to show that the fractional length converges in an appropriate limit to
the classical notion of length up to some multiplicative constant. Doing so will require the
following result.
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Lemma 3.1. For any c ∈ Un, we have∫
U2
⊥
|b · c|dH2n−3(a,b) = 4αn−1αn−2, (30)
where αn is the volume of the unit ball in R
n.
Proof. First notice that for any vector v ∈ Rn−1, we have∫
Un−1
|b · v|db = 2
∫
Bn−2
∫ pi/2
0
|v| cos θdθdHn−2 = 2|v|αn−2, (31)
where Bn−2 is the unit ball in Rn−2. Letting Pa denote the projection onto the plane
orthogonal to a, we can compute∫
U2
⊥
|b · c|dH2n−3(a,b) =
∫
Un
∫
Un∩{a}⊥
|b · Pac|dbda
= 2αn−2
∫
Un
|Pac|da
= 4αn−2
∫
Bn−1
∫ pi/2
0
sin θdθdHn−1
= 4αn−2αn−1.
Theorem 3.2. If C is a C1, compact, one-dimensional manifold and Ω ⊆ Rn is an open,
bounded set such that C ⊆ Ω, then
lim
σ↑1
(1− σ)Lenσ(C,Ω) = 4αn−1αn−2
(n− 1) H
1(C). (32)
Proof. Begin by setting ε := (1− σ)1/n and
Dε(C) := {(p,u, r) ∈ D(C) | r ≤ ε}.
One can show that
DΩ(C) \ Dε(C) ⊆ Ξ
( ⋃
ξ∈R+
C × U2⊥ × {ξ} × [max{ξ, ε}, ξ + d(Ω)]
)
, (33)
using an argument similar to that justifying (29). Thus, using the change of variables (73)
there is a constant Cn depending on C and n such that∫
DΩ(C)\Dε(C)
r1−n−σdH2n(p,u, r) ≤ Cn
∫ ∞
0
∫ ξ+d(Ω)
max{ξ,ε}
ξn−2r1−n−σdrdξ
=
Cn
n+ σ − 2
[ ∫ ε
0
ξn−2[ε2−n−σ − (ξ + d(Ω))n−2−σ]dξ
+
∫ ∞
ε
[ξ−σ − ξn−2(ξ + d(Ω))2−n−σ ]dξ
]
.
10
Since ∫ ε
0
ξn−2[ε2−n−σ − (ξ + d(Ω))n−2−σ ]dξ ≤ ε
1−σ
n− 1 (34)
and ∫ ∞
ε
[ξ−σ − ξn−2(ξ + d(Ω))2−n−σ]dξ ≤ (2− n− σ)ε
−σ
σ
, (35)
it follows that
lim
σ↑1
(1− σ)
∫
DΩ(C)\Dε(C)
r1−n−σdH2n(p,u, r) = 0. (36)
Thus,
lim
σ↑1
(1− σ)Lenσ(C,Ω) = lim
σ↑1
∫
Dε(Ω)
(1− σ)r1−n−σdH2n(p,u, r). (37)
Each (p,u, r) ∈ Dε(C) may intersect C multiple times, however we know it intersects C
at least once. Thus, we can arbitrarily associate each (p,u, r) with some point z ∈ C. Let
c(p,u, r) denote the selected point in C. We can think of c as a mapping from Dε(C) to C.
Many such mappings exist, but here we select one. For z ∈ C and (a,b) ∈ U2⊥ set
Cε(z,a,b) := {(ξ, r) ∈ R+ × R+ | (z + ξa,b, r) ∈ Dε(C) and c(z + ξa,b, r) = z}. (38)
It follows from the definition of c that the function Ξ defined in (72) is injective on the set⋃
(z,a,b)∈C×U2
⊥
{z} × {a} × {b} × Cε(z,a,b). (39)
Thus, by the change of variables (73) we have
∫
Dε(Ω)
r1−n−σdH2n(p,u, r)
=
∫
C
∫
U2
⊥
∫
Cε(z,a,b)
r1−n−σξn−2|b · t(z)|dH2(ξ, r)dH2n−3(a,b)dz. (40)
Since C is a smooth curve, for all (z,a,b) such that a is not parallel to t(z) there is a ε0
such that if ε ≤ ε0 we have
Cε(z,a,b) = {(ξ, r) ∈ R+ × R+ | ξ ∈ [0, ε] and r ∈ [ξ, ε]}. (41)
Thus,
lim
σ↑1
(1− σ)
∫
Cε(z,a,b)
r1−n−σξn−2dH2(ξ, r) = lim
σ↑1
(1− σ)
∫ ε
0
∫ ε
ξ
r1−n−σξn−2drdξ
=
1
n− 1 .
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Putting this together with (37) and (40) we find
lim
σ↑1
(1− σ)Lenσ(C,Ω) = 1
n− 1
∫
C
∫
U2
⊥
|b · t(z)|dH2n−3(a,b)dz. (42)
With the help of Lemma 3.1, we obtain (32).
4 Variation of Lenσ and nonlocal curvature
This section is dedicated to computing the Euler–Lagrange equation associated with the
functional Lenσ . To compute this, we will use what is known as a transport theorem.
The version of this transport theorem applicable here was established by Seguin [17]. For
convenience, the statement of this theorem is formulated below in the form it will be applied
here.
Theorem 4.1. Let I be an open interval of R containing zero. For each ǫ ∈ I, let Oε
be an open subset of D that is locally of finite perimeter such that there exists a (2n − 1)-
dimensional Riemannian manifold N and a function Λ ∈ C1(I,W 1,∞(N ,Rn)) such that
the following conditions hold:
• for all ε ∈ I, the differential of Λε := Λ(ǫ, ·) : N → Rn is injective, where it exists,
• ∂∗Oε and Λε(N ) differ by a set of H2n−1-measure zero, and
• H2n−1({(p,u, r) ∈ ∂∗Oε | H0(Λ−1ε ({(p,u, r)}) > 1).
It follows that for any f ∈W 1,1(D,R) we have
d
dε
∫
Oε
f dH2n
∣∣∣
ε=0
=
∫
∂∗O0
fv · n dH2n−1, (43)
where n is the exterior unit-normal to Ot and v is the “velocity" associated with Λ at ε = 0,
which is defined by
v(p,u, r) :=
∂Λ
∂ε
(ε,Λ−1ε (p,u, r))|ε=0. (44)
Theorem 4.2. Let C be a one-dimensional, compact C1 manifold in Rn, with n > 2. A
necessary and sufficient condition for the vanishing of the first variation with respect to
curves with the same boundary as C of the σ-length relative to Ω is that for all z ∈ C we
have
∫
Aodd(z)
[− a+ a·t(z)
b·t(z)b
]√
(a · t(z))2 + (b · t(z))2
(2r)1+σ
√
2 + (1 + r2)
(
a·t(z)
b·t(z)
)2 H2n−2(a,b, r)
=
∫
Aeven(z)
[− a+ a·t(z)
b·t(z)b
]√
(a · t(z))2 + (b · t(z))2
(2r)1+σ
√
2 + (1 + r2)
(
a·t(z)
b·t(z)
)2 H2n−2(a,b, r), (45)
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where
Aodd(z) := {(a,b, r) ∈ U2⊥ × R+ | H0(D(z + ra,b, r) ∩ C) is an odd number}, (46)
Aeven(z) := {(a,b, r) ∈ U2⊥ × R+ | H0(D(z + ra,b, r) ∩ C) is an even number}. (47)
Proof. Let w : C → Rn be a C1 function that satisfies two conditions: (i) w is zero at the
endpoints of C and (ii) w(z) is orthogonal to the tangent space of C at z ∈ C. For each
ε > 0 define the set
Cε := {z + εw(z) | z ∈ C}.
For sufficiently small ε, Cε is a one-dimensional C1 manifold that is contained in Ω. We
seek a necessary and sufficient condition for
0 = lim
ε→0
1
ε
(
Lenσ(Cε,Ω)− Lenσ(C,Ω)
)
(48)
= lim
ε→0
1
ε
(∫
DΩ(Cε)
r1−n−σdH2n(p,u, r)−
∫
DΩ(C)
r1−n−σdH2n(p,u, r)
)
. (49)
To compute this limit, which is a derivative with respect to ε, we will use the Transport
Theorem 4.1. To applying this result, we must show that the set DΩ(Cε), as it evolves with
ε, the properties listed in the theorem.
Towards this end, let N be the (2n − 1)-dimensional manifold defined as the disjoint
union of C × U2⊥ × R+ and ∂DΩ, and define a function Λ : I ×M → D, where I is the
interval of admissible ε values being considered, by
Λ(ε,m) :=
{
(z + εw(z) + ra,b, r) if m = (z,a,b, r) ∈ C × U2⊥ × R+,
(p,u, r) if m = (p,u, r) ∈ ∂DΩ.
(50)
Notice that Λ is C1 and that for all ε, Λ(ε,M) agrees with ∂∗DΩ(Cε) up to a set of
H2n−1-measure zero by Proposition 2.3 and the remarks at the end of Section 2. Setting
Λε := Λ(·, ε), since for each ε we have hε(M) = D∂ ∪ ∂DΩ, see the beginning of the proof
of Proposition 2.3, it follows from Lemma 2.1 Item 4 that
H2n−1({(p,u, r) ∈ ∂∗DΩ(Cε) | H0(Λ−1ε ({(p,u, r)}) > 1) ≤ H2n−1(D∂2) = 0. (51)
These properties of Λ ensure that Theorem 4.1 can be applied. To apply this, we need the
velocity associated with Λ. In this case, one can compute
v(p,u, r) :=
{
(w(z),0, 0) if (p,u, r) ∈ ∂∗D(C),
(0,0, 0) if (p,u, r) ∈ ∂DΩ.
(52)
where z ∈ C is the unique point corresponding to (p,u, r) ∈ ∂∗D(C) as described by
Proposition 2.3.
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Using (43), the limit in (49) can be computed to obtain
0 =
∫
∂∗D(C)
r1−n−σv(p,u, r) · ν(p,u, r)dH2n−1(p,u, r). (53)
The next step is to use the change variables formula (75) in the Appendix to find that
0 =
∫
C
( ∫
Aodd(z)
−
∫
Aeven(z)
)w(z) · (− a+ a·t(z)
b·t(z)b
)√
(a · t(z))2 + (b · t(z))2
(2r)1+σ
√
2 + (1 + r2)
(
a·t(z)
b·t(z)
)2 H2n−2(a,b, r)dz.
(54)
Standard arguments show that this condition must hold for all normal variations w if and
only if (45) holds.
Since a curve connecting two points of minimal length has zero curvature, the preceding
result motivates the following definition. The nonlocal curvature vector κσ at z ∈ C is
defined by
κσ(z) :=
(∫
Aodd(z)
−
∫
Aeven(z)
)(− a+ a·t(z)
b·t(z)b
)√
(a · t(z))2 + (b · t(z))2
r1+σ
√
2 + (1 + r2)
(
a·t(z)
b·t(z)
)2 H2n−2(a,b, r)dz.
(55)
Notice that this vector is orthogonal to the curve at z, however there is no reason to believe
that this vector is parallel to the classical normal to the curve. The nonlocal scalar curvature
can be define as the magnitude of this vector: κσ(z) := |κσ(z)|.
Note that the nonlocal scalar curvature for a curve does not agree with the nonlocal
mean curvature given in (6) in the n = 2 case. This is not a contradiction as the formula for
the nonlocal curvature of a curve was derived using the results in Section 2, which required
n > 2. In particular, the fact that H2n−1(Dtan) = 0 only follows from Item 3 of Lemma 2.1
when n > 2. This result was needed in determining the structure of ∂∗D(C).
5 Appendix: some change of variables
Let C be a one-dimensional, compact C1 manifold in Rn.
Lemma 5.1. Consider the function
Φ : C × U2⊥ × R+ → Rn × Rn
defined by
Φ(z,a,b, ξ) := (z + ξa,b) for all (z,a,b, ξ) ∈ C × U2⊥ × R+. (56)
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If A is a subset of C × U2⊥ × R+ and f : Φ(A)→ R is an integrable function, then∫
Φ(A)
[ ∑
(z,a,b,ξ)∈Φ−1(p,u)
f(p,u)
]
dH2n−1(p,u)
=
∫
A
f(z + ξa,b)ξn−2|b · t(z)|dH2n−1(z,a,b, ξ), (57)
where t(z) is a unit-vector tangent to the curve C at the point z.
Proof. It suffices to prove the result for a set of the form A = CA×UA×IA, where CA ⊆ C,
UA ⊆ U2⊥, and IA ⊆ R+. Moreover, by employing a partition of unity, we can reduce the
problem to the case where UA is covered by one chart. Thus, there is a set UA ⊆ R2n−3
and a diffeomorphism χ : UA → UA. Since UA ⊆ Rn × Rn, we can view this function as
χ = (χ1,χ2), where χ1,χ2 : R
2n−3 → Rn. Recall that if g is an integrable function defined
on UA, then ∫
UA
g(a,b) dH2n−3(a,b) =
∫
UA
g(χ1(w),χ2(w))Jχ(w) dw, (58)
where Jχ =
√
det(∇χ⊤∇χ) is the Jacobin of χ. Also, if h is an integrable function defined
on CA and φ is a parameterization of C then∫
CA
h(z) dz =
∫
CA
h(φ(s))|φ′(s)| ds, (59)
where CA is the subset of R such that φ(CA) = CA.
Set A := CA × UA × IA and define Φ˜ : A→ Φ(A) by
Φ˜(s,w, ξ) := Φ(φ(s),χ1(w),χ2(w), ξ) = (φ(s) + ξχ1(w),χ1(w)) (60)
and f˜ : A→ R by
f˜(s,w, ξ) = f(φ(s) + ξχ1(w),χ1(w)). (61)
By the Area Formula (see Theorem 2.71 of Ambrosio, Fusco, and Pallara [2]), it follows
that∫
Φ(A)
[ ∑
(s,w,ξ)∈Φ−1(p,u)
f˜(s,w, ξ)
]
dH2n−1(p,u) =
∫
f˜(s,w, ξ)JΦ˜(s,w, ξ)dH2n−1(s,w, ξ).
(62)
Thus, by (58) and (59), the result will follow once it is shown that
JΦ˜ = ξ
n−2|χ2 · t||φ′|Jχ. (63)
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To establish this, first notice that
∇Φ˜ =
1 2n − 3 1( )
φ′ ξ∇χ1 χ1 n
0 ∇χ2 0 n
. (64)
and hence, noting that |χ1|2 = 1 and ∇χ⊤1 χ1 = 0, we have
∇Φ˜⊤∇Φ˜ =



|φ
′|2 ξφ′⊤∇χ1 χ1 · φ′
ξ∇χ⊤1 φ′ ξ2∇χ⊤1 ∇χ1 +∇χ⊤2 ∇χ2 0
χ1 · φ′ 0 1
. (65)
Since switching rows or columns of a matrix does not change the absolute value of its
determinant, we have
|det(∇Φ˜⊤∇Φ˜)| =
∣∣∣∣∣∣∣∣∣
det



|φ
′|2 χ1 · φ′ ξφ′⊤∇χ1
χ1 · φ′ 1 0
ξ∇χ⊤1 φ′ 0 ξ2∇χ⊤1 ∇χ1 +∇χ⊤2 ∇χ2
∣∣∣∣∣∣∣∣∣
. (66)
Recall that the determinant of a block matrix can be computed using
det
( )
A B
C D
= det(A) det(D−CA−1B).
This identity will be used with D = ξ2∇χ⊤1 ∇χ1+∇χ⊤2 ∇χ2. Let Pχ1 denote the projection
onto the plane orthogonal to the vector χ1. After some computation, using the identity
|Pχ1φ′|2 = |φ′|2 − (χ1 · φ′)2, one finds that
|det(∇Φ˜⊤∇Φ˜)| = |Pχ1φ′|2
∣∣∣∣det[∇χ⊤1 (ξ21n − ξ2|Pχ1φ′|2Pχ1φ′ ⊗ Pχ1φ′)∇χ1 +∇χ⊤2 ∇χ2
]∣∣∣∣ .
(67)
where 1n is the identity function on R
n. It follows that
|det(∇Φ˜⊤∇Φ˜)| = |Pχ1φ′|2
∣∣∣det[∇χ⊤( )ξ21n − ξ2t˜⊗ t˜ 0
0 1n
∇χ
]∣∣∣, (68)
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where t˜ = Pχ1φ
′/|Pχ1φ′|. To simplify the right-hand side of the previous equation, set L
equal to the square 2n × 2n matrix in the previous equation between ∇χ⊤ and ∇χ and
recall the fact that
det(∇χ⊤L∇χ) = J2
χ
det(I⊤LI), (69)
where I is the natural injection of the range of ∇χ into R2n. One can find an orthonormal
basis for Rn of the form
(e1, e2, . . . , en−2,χ1,χ2)
such that t˜ can be written as a linear combination of en−2 and χ2. Notice that
{(e1,0), . . . , (en−2,0), (0, e1), . . . , (0, en−2), 1√
2
(χ2,−χ1)} (70)
is an orthonormal basis for the tangent space of U2⊥ at (χ1,χ2). By writing the the matrix
I
⊤
( )
ξ21n − ξ2t˜⊗ t˜ 0
0 1n
I
relative to the basis (70), one can compute its determinant, and hence, putting together
(68) and (69), we have that
|det(∇χ⊤L∇χ)| = ξ2n−4|Pχ1φ′|2|χ2 · t˜|2J2χ. (71)
Since |Pχ1φ′|2|χ2 · t˜|2 = |χ2 · Pχ1t|2|φ′|2 = |χ2 · t|2|φ′|2, this proves (63).
z• ✲
a
z + ξa
✲bC
Figure 2: A depiction of the disc associated with Ξ(z,a,b, ξ, r).
A slight variation on the change of variables formula (57) will be needed. Namely, we
will require a change of variables according to the function
Ξ : C × U2⊥ × R+ × R+ → Rn × Rn × R
17
defined by
Ξ(z,a,b, ξ, r) := (z + ξa,b, r) for all (z,a,b, ξ, r) ∈ C × U2⊥ × R+ × R+. (72)
The function Ξ allows us to describe discs using points on the curve C; see Figure 2. Since
Ξ acts like the identity on the last variable r, the previous lemma immediately implies that
if A is a subset of C × U2⊥ ×R+ × R+ and f : Ξ(A)→ R is an integrable function, then∫
Ξ(A)
[ ∑
(z,a,b,ξ,r)∈Ξ−1(p,u,r)
f(p,u, r)
]
dH2n(p,u, r)
=
∫
A
f(z + ξa,b, r)ξn−2|b · t(z)|dH2n(z,a,b, ξ, r). (73)
z
•
✲
a
z + ra
✲
b
C
Figure 3: A depiction of the disc associated with Ψ(z,a,b, r).
Another useful change of variables will be needed. This time the function, which is
closely related to Ξ, will allow us to describe all discs whose boundary touches the curve C;
see Figure 3. Define the function
Ψ : C × U2⊥ × R+ → Rn × Rn × R
by
Ψ(z,a,b, r) := (z + ra,b, r) for all (z,a,b, r) ∈ C × U2⊥ ×R. (74)
It is possible to show that if A is a subset of C×U2⊥×R+ and f : Ψ(A)→ R is an integrable
function, then∫
Ψ(A)
[ ∑
(z,a,b,r)∈Ψ−1(p,u,r)
f(p,u, r)
]
dH2n(p,u, r)
=
∫
A
f(z + ra,b, r)(2r)n−2
√
(a · t(z))2 + (b · t(z))2dH2n(z,a,b, r). (75)
The proof of this result is similar to that of Lemma 5.1 and thus will not be presented.
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