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Lernen mit immersiver Virtual 
Reality: Didaktisches Design und 
Lessons Learned
Josef Buchner und Diane Aretz
Zusammenfassung
In diesem Beitrag wird ein didaktisches Design zum Einsatz von mobiler immer-
siver Virtual Reality vorgestellt. Die Erprobung erfolgte im Mai 2019 an einer 
deutschen Grundschule. Die Schülerinnen und Schüler haben dazu Karton-VR-
Brillen selber zusammengebaut, getestet und im Anschluss für das Lernen eines 
Themas aus dem Sachunterricht verwendet. Die theoretische Grundlage für den 
Ablauf des Lernarrangements stellt die Generative-Learning-Theory dar. Diese 
sieht vor, dass die Lernenden während der Auseinandersetzung mit einem Medi-
um Lernaktivitäten ausführen. Wir haben diese Vorgehensweisen noch um kom-
munikative und kollaborative Elemente erweitert, sodass die Kinder in Paaren 
gemeinsam an den Aufgabenstellungen arbeiteten. Auf eine Phase des «Sehens 
in der virtuellen Welt» folgte stets eine Phase des sozialen Austauschs mit dem 
Partner bzw. der Partnerin. Schriftliche und visuelle Zusammenfassungen wur-
den in einem «Team-Heftchen» festgehalten. Nach dem Lernereignis wurden die 
ermittelten Informationen in der Klasse gemeinsam besprochen sowie die von 
den Schülerinnen und Schülern kreierten eigenen Ideen für VR-Aufgabenstellun-
gen präsentiert. Am nächsten Schultag erfolgte zudem eine Reflexion über das 
Medium VR. Lessons Learned sowie Empfehlungen zum Einsatz runden den Bei-
trag ab.
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Abstract
In this paper a didactic framework for the use of mobile immersive virtual reality 
is presented. It was tested in May 2019 at a German primary school. The pupils 
assembled and tested cardboard VR glasses themselves and then used them 
to learn a topic from social studies and science. The theoretical basis for the 
learning arrangement is the Generative Learning Theory. This provides for the 
learners to carry out learning activities during their involvement with a medium. 
We have added communicative and collaborative elements to this approach so 
that the children worked together in pairs on the tasks. A phase of «seeing in 
the virtual world» was always followed by a phase of social exchange with the 
partner. Written and visual summaries were recorded in a «team booklet�. After 
the learning event, the information obtained was discussed together in class 
and the students‘ own ideas for VR tasks were presented. On the next school 
day there was also a reflection on the medium VR. Lessons Learned as well as 
recommendations for future use summarize the contribution. 
1. Einleitung
Die Diskussion, ob digitale Medien und Technologien in Bildungseinrich-
tungen eingesetzt werden sollten, wird auch in den 2020er Jahren nach 
wie vor geführt. Damit einher geht die Annahme, dass Medien oder Tech-
nologien bestimmte Wirkungen auslösen können und somit entscheidend 
für gelingendes Lernen seien. Dies ist erstaunlich, gibt es doch bereits 
viele Jahre, auch im deutschsprachigen Raum, Forschungsdisziplinen, die 
sich ausschliesslich mit den Gelingensbedingungen von Lehr- und Lern-
kontexten beschäftigen. Eine davon ist die Mediendidaktik, in der ganz 
konkret darüber nachgedacht wird, wie ein begründeter und geplanter 
Medieneinsatz zu anderem Lehren und Lernen führen kann (vgl. Kerres 
2018). Die Frage ist also das Wie, nicht das Ob. Längst leben wir in einer 
mediatisierten Welt, mit der wir ständig im interaktiven Austausch ste-
hen. Digitale Technik kann und sollte nicht mehr additiv zu klassischen 
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Kulturtechniken hinzugedacht, sondern als integraler Bestand auf allen 
Ebenen des Bildungswesens ganz selbstverständlich mit-gedacht werden 
(für eine ausführliche Diskussion dazu siehe Kerres 2020 in diesem Buch). 
Mit dem Aufkommen relativ «neuer» Technologien beginnt dann die 
Diskussion wieder von vorne. Aktuell gilt dies besonders für den Einsatz 
von Virtual Reality. Dem Lernen und Lehren mit und durch virtuelle Reali-
täten werden gar revolutionäre Potentiale zugeschrieben, die unsere Vor-
stellung von Bildung von Grund auf verändern werden (Rogers 2019). 
Dass es nicht ganz so einfach ist, zeigen bereits erste Metaanalysen 
und Review-Studien. So wurden zwar oftmals positive Wirkungen auf den 
Lernerfolg festgestellt, vielfach jedoch erneut in klassischen Medien-Ver-
gleichs-Studien (vgl. Krokos, Plaisant, und Varshney 2018). 
Was fehlt sind didaktische Konzepte, Bezüge zu Lerntheorien oder 
Lernstrategien sowie eine detaillierte Beschreibung der Lernaktivitäten 
und verwendeten Materialien (Radianti et al. 2020; Jensen und Konradsen 
2018; Wang et al. 2018). 
Wir möchten in diesem Beitrag diesen Umstand aufgreifen und ein di-
daktisches Design zum Einsatz von immersiver VR zur Diskussion stellen. 
Das Design wurde im Mai 2019 an einer deutschen Grundschule erprobt. 
Unser Beitrag beginnt mit einer Schärfung des Begriffs Virtual Reality, 
stellt im Anschluss bereits vorhandene Erkenntnisse zum Einsatz von im-
mersiver VR vor. Anknüpfend berichten wir unsere didaktische Analyse 
und geben einen Überblick über das von uns vorgeschlagene didaktische 
Design. Der Beitrag endet mit einer Diskussion des Vorgehens, den bereits 
angesprochenen Lessons Learned und wird schliesslich abgerundet durch 
ein Fazit. 
2. Was ist Virtual Reality?
Virtual Reality (VR) wird definiert als gänzlich computer-generierte Welt, 
die von Menschen als Simulation der Realität wahrgenommen wird, mög-
lichst viele Sinnesmodalitäten anspricht und die mithilfe von Eingabe-
geräten (mit)gestaltet und verändert werden kann (Burdea und Coiffet 
2003, 3; Tao Ni et al. 2006). Damit unterscheidet sich VR von oftmals als 
Mixed Reality bezeichneten Technologien wie Augmented Reality (AR) und 
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Augmented Virtuality (AV). Diese lassen sich auf dem von Milgram und 
Kishino (1994) aufgestellten Realitäts-Virtualitäts-Kontinuum (Abbildung 










Das Realitäts-Virtualitäts-Kontinuum. Eigene Darstellung, angelehnt an 
Milgram und Kishino (1994).
Mittlerweile lassen sich für jede auf dem Kontinuum abgebildete Tech-
nologie unterschiedliche Formen bzw. Typen charakterisieren (Jung, Lee, 
und Biocca 2014, 214). Für VR-Anwendungen ist insbesondere die Abgren-
zung zu eher traditionellen Computerschnittstellen von grosser Bedeu-
tung. Unterschiede sind die egozentrische Perspektive, 3D-Interaktionen 
per Körperbewegungen und -gesten sowie der immersive Charakter der 
VR-Präsentation. Letztgenanntes wird in der Literatur als das zentrale 
technologische Merkmal von VR angesehen, heute bekannt unter dem Be-
griff der Immersion (Dörner et al. 2019, 14–15). Neben dieser technischen 
Anforderung ist als zweites zentrales Merkmal das psychologische Gefühl 
des Präsent-sein in der virtuellen Welt zu nennen, bezeichnet als Presence 
(Slater und Wilbur 1997; Slater und Sanchez-Vives 2016). Da die Begriffe in 
der Literatur immer wieder missverständlich und uneinheitlich verwen-
det werden (vgl. Dörner et al. 2019, 14, 19), erfolgt im nächsten Schritt eine 
Bestimmung dieser beiden, die VR-Forschung prägenden, Begrifflichkei-
ten. 
2.1 Immersion
Immersion beschreibt die technischen Voraussetzungen, damit die Sin-
neseindrücke von Nutzenden möglichst umfassend angesprochen werden 
und somit eine Illusion der Realität entsteht. Aktuell dominieren Sehen 
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und Hören, manche VR-Systeme lassen die User sogar bereits fühlen oder 
auch riechen. Hinzukommt das Ausführungen von Bewegungen in so na-
türlicher Form wie möglich, z.B. durch Drehen oder Auf- und Abbewegen 
des Kopfes wird auch die Szenerie in der VR-Welt entsprechend angepasst 
(Slater und Sanchez-Vives 2016, 4–5). 
Vier technische Eigenschaften von Ausgabegeräten sind für Immersi-
on erforderlich (Slater und Wilbur 1997, 604–5; Dörner et al. 2019, 14):
 ‒ Inclusive: Sinneseindrücke sollen ausschliesslich durch den Computer 
generiert werden, die Nutzenden sind isoliert von der realen Umwelt.
 ‒ Extensive: Es werden so viele Sinneseindrücke wie möglich angespro-
chen.
 ‒ Surrounding: Die computersimulierte Welt soll Nutzende vollständig 
umgeben und nicht nur auf ein enges Sichtfeld beschränkt sein. 
 ‒ Vivid: Lebendige Darstellung der Realität in der VR, z.B. Auflösung, Far-
ben, auditive Elemente etc. 
Sherman und Craig (2003, 9) bezeichnen diese technischen Merkmal 
auch als physikalische Immersion und unterscheiden dazu das mentale 
Immersionserleben. In der VR-Forschungscommunity hat sich zur Be-
schreibung dieses mentalen Gefühls des Anwesend-sein in einer virtuellen 
Welt der Begriff Presence etabliert.
2.2 Presence
Im Gegensatz zur Immersion wird Presence als ein psychologisches Kon-
strukt verstanden, welches subjektiv wahrgenommen wird. Es wird be-
schrieben als das Gefühl, sich in der virtuellen Welt anwesend bzw. präsent 
zu fühlen und als Konsequenz Handlungen zu setzen, die auch unter realen 
Bedingungen gezeigt werden (Sanchez-Vives und Slater 2005; Internatio-
nal Society for Presence Research 2000). 
Zwei Aspekte kennzeichnen Presence (Slater, Spanlang, und Coromi-
nas 2010; Slater 2009):
 ‒ Place Illusion – Ortsillusion: Das Gefühl, am durch das VR-System si-
mulierten Ort zu sein und z.B. von einem Feuer zu flüchten (Spanlang 
et al. 2007)
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 ‒ Plausibility Illusion – Plausibilitätsillusion: Das Gefühl, die computer-
generierten Ereignisse finden tatsächlich statt. Empirische Nachwei-
se dafür finden sich bei Slater et al. (2006) im Rahmen einer virtuel-
len Neuauflage des Milgram-Experiment sowie bei Slater et al. (2013) 
im Zuge einer Studie zur Interaktion zwischen Versuchspersonen und 
gänzlich computersimulierten Figuren. 
Presence und Immersion können korrelieren (Slater und Sanchez-Vives 
2016, 5), ausschliesslich auf die technologischen Eigenschaften zurückzu-
führen lässt sich das Präsenzerleben jedoch nicht. Als subjektiv wahrge-
nommene Empfindung unterliegt es zusätzlich Persönlichkeitseigenschaf-
ten sowie emotionalen und kognitiven Prozessen (Vgl. Hofer 2019).
Andere Autoren und Autorinnen diskutieren weitere Aspekte des Prä-
senzerlebens, etwa den Grad an Aufmerksamkeit (e.g. Burdea und Coiffet 
2003), sowie die Rolle von Immersion und Presence beim Lesen, Spielen 
oder Ansehen von Filmen (e.g. Sherman und Craig 2003). 
Forschungsarbeiten zu Immersion und Presence haben wesentlich 
dazu beigetragen, dass heute zwischen verschiedenen VR-Typen unter-
schieden wird. 
2.3 VR Typen
Desktopbasierte Anwendungen werden als nicht-immersive VR-Systeme 
bezeichnet. Die Interaktion findet hier ausschliesslich über traditionelle 
Eingabegeräte wie Maus und Tastatur statt. Simulationen, Spiele und vir-
tuelle Welten wie Second Life können diesem Typ zugeordnet werden (Lee 
und Wong 2014). 
Semi-immersive VR-Anwendungen nutzen die Einfachheit von desk-
topbasierten Systemen, erweitern die Interaktion jedoch um realistische 
Eingabegeräte. Ein Beispiel hierfür wäre ein mit Lenkrad und Pedalen aus-
gestatteter Fahrsimulator (Bamodu und Ye 2013). 
Immersive VR kommt nun der gegenwärtig in der Allgemeinheit an-
zutreffenden Vorstellung von Virtual Reality am nächsten. Zur Darstellung 
von immersiven VR-Applikationen werden spezielle Brillen oder Head-
Mounted-Displays (HMDs) benötigt. Meist werden diese noch ergänzt um 
handliche Controller, die beim Eintauchen in die virtuelle Simulation zu 
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Händen werden und Nutzerinnen und Nutzer damit in gewohnter Weise 
computergenerierte Objekte bewegen lassen. Bereits in den 1960er Jahren 
wurde von Ivan Sutherland ein erstes HMD entworfen, das als Sword of 
Damocles (Sutherland 1968) nicht nur in die Geschichte einging, sondern 
die Grundlage für das von Jaron Lanier entwickelte Eyphone, und somit für 
alle aktuellen VR-Brillen, schuf (Slater und Sanchez-Vives 2016, 3; Virtual 
Reality Society 2013). 
Mittlerweile hat die technologische Entwicklung solche Fortschritte 
gemacht, sodass auf gänzlich neue Wege der Zugang zu immersiven VR-
Ereignissen ermöglicht wird. So können z.B. 360°-Videos, abgespielt auf 
handelsüblichen Smartphones, mithilfe brillen-ähnlicher Halterungen1 
stereoskopisch betrachtet werden (Buchner und Andujar 2019, 92) und 3D-
Simulationen über einfache Karton-Brillen2 betreten und manipuliert wer-
den (Cochrane 2016). 
Durch die Reduktion der technischen Anforderungen sinkt auch der 
finanzielle Aufwand auf Seiten der Bildungseinrichtungen, um Lernarran-
gements mit Immersiver VR umzusetzen.
Warum sich solche Umsetzungen lohnen könnten, wird im nächsten 
Abschnitt zu den Potentialen von immersiver VR für das Lehren und Ler-
nen diskutiert. 
3. VR und Bildung
Eine Diskussion zu nicht-immersiven VR-Applikationen hat bereits aus-
führlich stattgefunden. So können digitalen Spielen, Simulationen und 
virtuellen Welten mittlere Effektstärken für den Lernerfolg attestiert wer-
den. Weiters können solche Anwendungen motivierend wirken, Emotionen 
bei Lernenden ansprechen und Kompetenzen, z.B. räumliches Vorstel-
lungsvermögen und kritisches Denken, fördern (Maas und Hughes 2020; 
Merchant et al. 2014; Wang et al. 2018).
Wir fokussieren uns in diesem Beitrag auf den Einsatz immersiver VR-
Anwendungen und beschreiben die möglichen Potentiale auf der Grund-
lage von Ergebnissen aus ersten Review-Studien (Jensen und Konradsen 
1 z.B. Homido Mini VR Glasses.
2 z.B. Cardboard.
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2018; Radianti et al. 2020) und den von Schwan und Buder (2006) sowie 
Dede (2009) formulierten lernbezogenen Handlungsmöglichkeiten. 
3.1 Trainingswelten
Immersive VR-Anwendungen fördern psychomotorische Fähigkeiten so-
wie prozedurales Wissen. Es können Arbeitshandlungen und spezifische 
Fertigkeiten eingeübt, trainiert und vielfach wiederholt werden, die in der 
Realität zu gefährlich oder zu kostenintensiv wären. Auch das Manipulie-
ren von physikalischen Gesetzmässigkeiten im Sinne des Experimentie-
rens ist denkbar. Wichtig ist bei solchen Trainingswelten, dass die Ler-
nenden mit den Objekten in der virtuellen Welt interagieren können und 
ihre Handlungen zu spür- bzw. sichtbaren Ereignissen führen. Als Beispiel 
sei hier das Lackieren von Autobauteilen in einer virtuellen Werkstatt ge-
nannt (Sander 2019; Zender et al. 2019). 
3.2 Konstruktionswelten
VR-Systeme erlauben Lernenden das Erstellen und Gestalten eigener vir-
tueller Welten. In der internationalen Literatur finden sich aktuell noch 
wenige Studien, die VR-Konstruktionswelten untersuchten und damit VR 
an sich zum Lerngegenstand machten (Radianti et al. 2020, 23). Ein Beispiel 
für den Fremdsprachenunterricht beschreibt Wössner (2019). Ihre Schüle-
rinnen und Schüler haben mit der Software Holobuilder3 360°-Rundgänge 
mit Audio- und Fotodateien erstellt sowie mit der Applikation CoSpaces 
Edu4 3D-Räume programmiert und mit persönlichen Lernartefakten aus-
gestaltet. Auch das beliebte Computerspiel Minecraft verfügt mittlerweile 
um eine VR-Erweiterung. Lernende können so über Brillen ihre virtuellen 
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3.3 Explorationswelten
VR-Anwendungen mit explorativen Charakter erlauben den Lernenden 
sich an aktuell unzugänglichen (Lern)Orten zu bewegen und diese mög-
lichst selbstgesteuert zu untersuchen. Dazu zählen virtuelle Ausflüge in 
der Geographie (Minocha, Tilling, und Tudor 2018), simulierte Reisen in die 
Vergangenheit (Bunnenberg 2018) oder auch Erkundungen des menschli-
chen Körpers (Parong und Mayer 2018). Gefördert wird meist deklaratives 
Wissen. 
Dede (2009) weist im Zuge solcher VR-Systeme noch zusätzlich auf 
die Möglichkeiten des situierten und multiperspektivischen Lernens hin. 
Solche Lerngelegenheiten können dann auch zur Entwicklung affektiver 
Fähigkeiten, z.B. dem Empathie-Erleben, führen (e.g. Shin 2018). Voraus-
setzungen hierfür sind hoch-sensitive Simulationen der eigenen (körperli-
chen) Person oder sozialer Situationen (Jensen und Konradsen 2018, 1525). 
Erweitert werden können diese Handlungsmöglichkeiten von Lernen-
den in VR-Systemen noch um instruktionspsychologische Grundlagen 
(Mayer 2019; Moreno und Mayer 2001) und klare Lernstrategien, wie etwa 
in Parong und Mayer (2018). Die Autorin und Autor haben in ihrer Studie 
eine VR-Anwendung zum Erlernen der menschlichen Anatomie aus der 
Perspektive der Generative-Learning-Theory (Fiorella und Mayer 2016) un-
tersucht. Die Ergebnisse zeigen, dass Lernaktivitäten, wie das Anfertigen 
von Zusammenfassungen, während dem immersiven Lernen zu besseren 
Lernleistungen führen und sich nicht negativ auf das Motivationserleben 
auswirken (Parong und Mayer 2018, 794).
4. Didaktisches Design zum Einsatz von Immersiver VR
Unsere Konzeption orientiert sich an dem Ansatz der gestaltungsorien-
tierten Mediendidaktik nach Kerres (2005) sowie dem Rahmenmodell der 
Mediendidaktik (Kerres 2018, 229). 
Der Einsatz eines Mediums soll demnach ein Bildungsanliegen adres-
sieren und zur Lösung dieses Anliegens beitragen. Dazu ist eine didakti-
sche Analyse notwendig (Kerres 2005a, 4–5), die schliesslich zu unserem 
didaktischen Design führt. 
204
Josef Buchner und Diane Aretz
4.1 Bedingungen und Zielgruppe
Der Einsatz soll an einer deutschen Grundschule realisiert werden. Die 
Schule hat eine Medienbeauftragte, die das Kollegium mit Informationen 
rund um das Thema Lernen mit Medien versorgt. Eine Moodle-Plattform 
mit mehreren Kursen ist vorhanden, ebenso Schüler-Tablets, die von den 
Lehrpersonen ausgeliehen und im Unterricht eingesetzt werden können. 
Die Schülerinnen und Schüler haben bereits mit digitalen Geräten im 
Unterricht gearbeitet und bei Bedarf können sie auch ein Smartphone, das 
eigene oder jenes der Eltern in Absprache mit diesen, in die Schule mitbrin-
gen. Im Regelfall ist ein Mitbringen des Smartphones in die Schule nicht 
gestattet. 
Die Eltern stehen einem Einsatz von digitalen Medien für Lehr- und 
Lernzwecke positiv gegenüber, ebenso die Schulleitung. 
4.2 Lehrinhalte und -ziele
Die Unterrichtsreihe aus dem Sachunterricht verfolgte das Ziel, die Le-
bensgewohnheiten früherer Kulturen und Epochen mit heutigen Lebens-
gewohnheiten zu vergleichen (QUA-LiS NRW 2017). Zudem sollte eine kri-
tische Auseinandersetzung mit VR als Medium erfolgen, sodass nicht nur 
mit, sondern auch über Medien gelernt wird (Peschel 2016). 
4.3 Methode(n)
Lernen in der Grundschule soll Möglichkeiten bieten, ganzheitlich zu ler-
nen, gemeinsam an Aufgaben zu arbeiten und zur Wissensgenerierung 
selbstbestimmt Lernwege zu gehen (vgl. Ministerium für Schule und 
Weiterbildung NRW 2016). Wir versuchen in unserer Konzeption diesem 
Anspruch gerecht zu werden, indem wir zunächst eine Phase im Plenum 
planen, in der jeder und jede eigenständig eine Karton-VR-Brille zusam-
menbaut. Im Anschluss erfolgt das Testen der Brillen in Teams. Als Me-
thode für die Phase der Wissensakquirierung orientieren wir uns in An-
lehnung an Parong und Mayer (2018) an der Generative-Learning-Theory. 
Das Grundprinzip dieser Theorie sieht vor, dass über Aktivitäten wie das 
Zusammenfassen, Zeichnen oder Erklären, neue Wissensinhalte mit dem 
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Vorwissen verknüpft werden und später auf neue Aufgaben angewandt 
werden können (Fiorella und Mayer 2016). Wir erweitern diese Theorie um 
die Elemente Kommunikation und Kollaboration, d.h. die Aktivitäten wer-
den stets im Austausch mit einem Partner/einer Partnerin durchgeführt 
und Lernartefakte wurden gemeinsam gestaltet. 
4.4 Medien
Das Ziel der Klassenlehrerin ist, über immersive VR den Schülerinnen und 
Schülern einen möglichst authentischen Eindruck eines klassischen deut-
schen Haushalts zu vermitteln. Dazu werden 360°-Aufnahmen einer Woh-
nung angefertigt, die mithilfe der proprietären Software 3DVista5 zu inter-
aktiven und stereoskopisch zu betrachtenden Szenen konfiguriert werden. 
Interaktiv bedeutet hier, dass durch das In-den-Blick-nehmen eingefügter 
Symbole (Abbildung 2) Bewegungen erzeugt und in die Szene eingespielte 
digitale Artefakte abgespielt bzw. geöffnet werden können. Verharrt der 
Blick etwa für wenige Sekunden auf der Tür, verlässt man den Raum und 
betritt den nächsten. Ebenfalls zu sehen ist in Abbildung 2 die stereoskopi-
sche Ansicht, so wie sie auch die Schülerinnen und Schüler gesehen haben. 
Drehen die Lernenden ihren Kopf nach links und rechts bewegt sich das 
360°-Bild mit. So war eine Untersuchung des ganzen Raumes möglich. Die-
se Egoperspektivität ist ein wichtiger Baustein für das Immersionserleben 
(siehe 2.1). Möglich macht dies das Abspielen der Szenerie im Browser eines 
Smartphones bei waagerechter Positionierung des Geräts.
5 http://www.3dvista.com.
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Abb. 2.: Stereoskopische Ansicht wie in der Karton-VR-Brille mit Tür- und Noten-
schlüsselsymbol.
Die Lernaktivitäten werden in einem «Team-Heftchen» festgehalten 
(Abbildung 3).
Abb. 3.: Auszug zweier Seiten aus dem begleitenden Team-Heftchen.
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4.5 Sehen in der virtuellen Welt, sprechen, zuhören und ge-
stalten in der realen Welt
Abbildung 4 zeigt eine Übersicht unser didaktisches Design zum Einsatz 
von immersiver VR im Grundschulunterricht. Erprobt wurde es im Mai 
2019. 
Beim Zusammenbauen der Karton-VR-Brillen war die Klassenlehre-
rin und eine zweite Lehrerin anwesend. Das Zusammensetzen der Brillen 
wurde Schritt für Schritt angeleitet. Der Prozess wurde mithilfe der Tab-
let-Kamera und dem Beamer auf einer Leinwand live übertragen. 
Im Anschluss an den Herstellungsprozess testeten die Kinder ihre 













Übersicht des didaktischen Designs.
Diese Phase dauert ca. eine Unterrichtseinheit. Im Anschluss folgte der 
Kern unseres Lernarrangements, das Sehen in der virtuellen Welt mithil-
fe der Karton-VR-Brillen, stets gefolgt von einer Phase des Austausch mit 
dem Partner oder der Partnerin. Das Gesehene wurde im Heftchen schrift-
lich zusammengefasst und/oder visuell festgehalten z.B. als Mind-Map. 
Abbildung 5 zeigt zwei Lernende im Augenblick des Sehens in der virtuel-
len Welt. Am Tisch erkennbar sind die «Team-Heftchen» sowie Tablets für 
weitere Recherchemöglichkeiten.
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Abb. 5.: Zwei Lernende mit den Karton-VR-Brillen.
Diese intensive Lernphase dauerte ca. zwei Unterrichtsstunden. In der 
Kontrollphase wurden die Ergebnisse aus den Heftchen besprochen und 
die Schülerinnen und Schüler bekamen die Gelegenheit, ihre erdachten 
VR-Lernaufgaben in der Klasse zu präsentieren. 
Die Reflexion des Erlebten konnte erst am nächsten Schultag durch-
geführt werden, da der Schulunterricht nach den Präsentationen zu Ende 
war. 
5. Diskussion
Für die meisten Kinder war das Eintauchen mit der zuvor selbst gebastel-
ten Karton-VR-Brille die erste Erfahrung mit immersiver VR, Probleme mit 
Motion Sickness, also Schwindel oder Übelkeit, wurden uns nicht rückge-
meldet. 
Unser Ansatz Sehen in der virtuellen Welt, sprechen, zuhören und ge-
stalten in der realen Welt darf nicht als allgemeingültiges Prinzip ver-
standen werden. Wir sind uns sehr bewusst, dass mit entsprechenden 
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VR-Anwendungen wahrscheinlich alle von uns gestellten Lernaufgaben 
und -aktivitäten auch in einer konstruierten virtuellen Welt zu bearbeiten 
wären. Aus technischer Sicht wäre der Aufwand jedoch um ein Vielfaches 
höher als mit der von uns beschriebenen mobilen Variante für immersi-
ve VR. Um dennoch die Potentiale von VR für eher konstruktivistisches 
Lernen einzulösen, also den Lernenden Handlungsmöglichkeiten anzubie-
ten, die über das reine explorieren hinausgehen (vgl. Hellriegel und Čubela 
2018), haben wir kommunikative und kooperative Elemente ausserhalb der 
VR als fixe Lernereignisse in den jeweiligen Teams eingeplant. In der VR-
Umgebung selbst hatten die Kinder zumindest die Möglichkeit sich frei 
zu bewegen, Räume und Objekte selbstgesteuert aufzusuchen bzw. auszu-
wählen und im eigenen Tempo vorzugehen. Erwähnenswert ist auch, dass 
die Kinder natürlich begeistert von diesem «anderen» Unterricht waren 
(vgl. ebd., 65–66). 
Aus unseren subjektiven Beobachtungen können wir schliessen, dass 
der Einsatz der Lernstrategien aus der Generative-Learning-Theory auch 
bei unserer Umsetzung nicht zu einer Verringerung der Motivation führte. 
Auch der Lernerfolg wurde in der Kontrollphase erkennbar. Die Schülerin-
nen und Schüler hatten fast alle Aufgaben im Heftchen gelöst und in ih-
ren Präsentationen eine Vielzahl an Ideen für weitere VR-Lernaktivitäten 
dargeboten. Im nächsten Schritt wäre nun geplant, diese Ideen auch um-
zusetzen, etwa mit dem in Hellriegel und Čubela (2018, 70) beschriebenen 
«Google Expeditions-Tour Creator». 
Anzumerken ist noch, dass besonders bei 360°-Medien die fehlenden 
Interaktions- und Steuerungsmöglichkeiten kompensiert werden müssen, 
möchte man dem Anspruch an immersive VR-Welten zumindest annä-
hernd gerecht werden. Auch das haben wir in unserem Design versucht. 
Technisch mithilfe der interaktiven Symbolen und der egozentrisch-ste-
reoskopischen Perspektive, didaktisch mit den Aufgabenstellungen und 
Aktivitäten, dem sozialen Austausch und dem Gestalten von eigenen Lern-
artefakten mit Papier und Stift. 
Ob 360°-Bilder oder -Videos als VR bezeichnet werden können, hängt 
von diesen und den anderen in 2.1 und 2.2 aufgezählten Merkmalen immer-
siver VR-Anwendungen ab. Sind diese erfüllt, halten Slater und Sanchez-
Vives (2016, 35) eine Debatte darüber für überflüssig. 
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6. Empfehlungen und Lessons Learned
Am Ende möchten wir noch ein paar Erfahrungen weitergeben, die ande-
ren Lehrenden bei der Planung von immersiven Lernarrangements helfen 
können.
Ganz zentral ist für uns, dass die Schulleitung, Eltern und auch die 
Schülerinnen und Schülern über das Vorhaben informiert werden. Die 
Schulleitung kann bei der Beschaffung der notwendigen Mittel, z.B. den 
Karton-VR-Brillen unterstützen. Da für mobile immersive VR Smartpho-
nes benötigt werden, ist eine Absprache mit den Eltern zu empfehlen bzw. 
war in unserem Fall notwendig. Viele der Kinder haben noch kein eigenes 
Gerät und brachten für unser Vorhaben daher das Smartphone der Eltern 
mit in die Schule. Mit den Schülerinnen und Schülern sollten Regeln zum 
Smartphone-Einsatz vereinbart werden sowie das Vorgehen beim Einsatz 
von immersiver VR besprochen werden. Wir empfehlen nach dem Zusam-
menbauen eine Phase des Testens. Ein Kind erprobte die Brille mit einer 
VR-Anwendung, der Partner oder die Partnerin achtete darauf, dass kei-
ne gefährlichen Situationen entstanden oder könnten bei auftretendem 
Schwindelgefühl sofort eingreifen. 
Weitere Lessons Learned sind: 
Karton-VR-Brillen: 
 ‒ Können günstig online bestellt werden. Oftmals gibt es solche Brillen 
auch als Werbegeschenke.
 ‒ Wenn ganze Sets erworben werden unbedingt darauf achten, dass die 
Linsen dabei sind. 
 ‒ Genug Brillen kaufen! Beim Auspacken bzw. Zusammenbauen kann es 
schon mal passieren, dass Kartonteile kaputt gehen oder verschwinden. 
 ‒ Vorlagen zum Basteln von VR-Brillen gibt es online (e.g. futurezone/PR/
JJ 2019). Ein Pizzakarton reicht als Material aus. Wichtig ist, dass die 
speziellen Linsen dann zusätzlich bestellt werden müssen. 
 ‒ Trotz Einfachheit für das Zusammenbauen genug Zeit einplanen. Wir 
waren überrascht, wie lange es bei manchen gedauert hat bzw. auch wie 
anspruchsvoll manche Teilschritte waren. 
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Lernprozess:
 ‒ Am Beginn Orientierungsaufgaben anbieten, sodass sie Lernenden die 
Handhabung der Technologie erlernen können. 
 ‒ Lernaufgaben und -aktivitäten anbieten, die mithilfe des Gesehenen in 
der VR gelöst werden können/müssen.
 ‒ Team-Aufgaben so gestalten, dass sie auch wirklich nur im Austausch 
mit dem Partner/der Partnerin gelöst werden können.
 ‒ Zeit und Raum für das Lernen bereitstellen. 
Reflexion:
 ‒ Hier gibt es online bereits gute Materialien zu VR, z.B.: MZM o. J.; Quast 
2018; Jugend und Medien o. J.
 ‒ Zitate oder kontroverse Aussagen zum Einstieg bieten sich an. Anre-
gungen finden sich in dem empfehlenswerten Artikel von Thomas 
Damberger (2017). 
7. Fazit
Der Einsatz von immersiver VR hat sich auf alle Fälle gelohnt. Die Schüle-
rinnen und Schüler haben ein «neues» Medium als Lerntechnologie ken-
nengelernt und darüber nachgedacht, welche Auswirkungen und Konse-
quenzen virtuelle Welten für sie selber und die Gesellschaft haben könnten. 
Andere Lehrpersonen der Schule können bei Bedarf nun die Karton-
VR-Brillen nutzen. Dies ist auch bereits geschehen. So haben ca. drei Wo-
chen nach unserer Umsetzung über 60 Kinder einen Tauchgang im Ozean 
mithilfe der Karton-Brillen und der Vimeo-App (Oceans360 2019) durchge-
führt. Eingebettet war dies in ein klassenübergreifendes Projekt zu «Plastik 
im Meer». Auch hier waren die Kinder von der Möglichkeit des immersiven 
Taucherlebnisses ganz begeistert. Gleichzeitig konnten sie sehr real erle-
ben, wie Teile des Ozeans mehr und mehr durch Plastikmüll verschmut-
zen. Als Konsequenz meldeten manche Eltern den Lehrpersonen zurück, 
dass nun beim gemeinsamen Einkaufen keine Plastikverpackungen mehr 
gekauft werden dürften. Ein erster Ansatzpunkt dafür, dass Karton-VR-
Brillen sogar affektive Lernereignisse anstossen können.
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Wir möchten mit der Beschreibung unserer Umsetzung von immersi-
ver VR in der Praxis anderen Lehrpersonen Mut machen. 
Es ist möglich, Kindern das Eintauchen in immersive Welten zu ermög-
lichen, dabei Spass zu haben und gleichzeitig Lernprozesse anzuregen. 
Nur ein Mehr an didaktisch gut durchdachten und geplanten Umset-
zungen kann dafür sorgen, dass auch das Medium «VR» entmystifiziert 
wird und schlussendlich als Bildungstechnologie wahrgenommen wird 
und in Schulen, Hochschulen und Weiterbildungseinrichtungen ankommt. 
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