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Abstract
The Laguerre family of iteration functions for ﬁnding multiple zeros is considered. This family is algebraically equivalent to the
multiple zero counterpart of Hansen–Patrick family. The asymptotic error constant for the Laguerre family is given. Themagnitude of
asymptotic error constants for cubically convergent iteration functions for ﬁnding multiple real zeros of real functions are compared.
Numerical examples are given.
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1. Introduction
Let (zi) be a real or complex sequence. If zi+1 is determined only by information at zi , then the sequence is said to
be one-point. If there exists a function  such that
zi+1 = (zi), i = 0, 1, 2, . . . , (1.1)
then  is called a one-point iteration function (IF). Suppose there exists a number  with  = (). If there exists an
integer p> 1 and a nonzero constant C such that
lim
z→
(z) − 
(z − )p = C, (1.2)
then the IF is said to be of order p and C is called the asymptotic error constant (AEC) for the IF. When p = 3 the
convergence is said to be cubic.
Let C be a set of functions. Let IF  be a zero ﬁnding method of f (z) in C. The IF  is optimal if  is of order p
and there is a function  of p + 1 variables such that
(z) = (z, f (z), f ′(z), . . . , f (p−1)(z)), for any f ∈ C.
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When f (z) is a real valued function with a real zero , we assume that f (z) has sufﬁciently many derivatives in a
neighborhood of . On the other hand, when f (z) is complex, we assume that f (z) is analytic in a region which contains
a zero.
In 1977, Hansen and Patrick [5] proposed a one parameter family of IFs for ﬁnding zeros and they gave the AEC
for the family for simple zeros. This family includes the Laguerre, Ostrowski, Halley, and Halley’s irrational methods.
All the methods of this family are optimal cubically convergent one-point IFs for simple zeros. Hansen and Patrick
modiﬁed the family to be cubic for multiple zeros.
The purposes of this paper are to give AECs for IFs of the Laguerre family and to state comparative theorems on
AECs in the case of multiple real zeros of real functions.
We will treat the above cubic methods as the special cases of the Laguerre family because of several reasons. First
of all, the Hansen–Patrick family is algebraically equivalent to the Laguerre method when the degree n is considered
as a parameter. Laguerre [7] proposed his method approximately a century earlier than Hansen and Patrick. Finally,
Wilkinson [13, p. 445], Henrici [6, pp. 531–532] and Ostrowski [9, pp. 353–359] considered the Laguerre method as
a one parameter family of IFs before 1977.
In Section 3, we give the AEC for the Laguerre family for multiple zeros. Using this AEC we derive AECs for
cubically convergent IFs of the Laguerre family for multiple zeros.
In Section 4, we compare the magnitude of the AECs for well known optimal cubically convergent IFs for ﬁnding
real zeros of real functions.As IFs, we take up the modiﬁed Laguerre, modiﬁed Halley’s irrational, modiﬁed Ostrowski,
modiﬁed Halley methods, and the Euler–Chebyshev method of order three for multiple zeros.
In Section 5, we illustrate the asymptotic error estimates and comparative theorems by numerical examples.
2. The Laguerre family for multiple zeros
Let w= rei(r > 0,−< ) be a nonzero complex number. It is well known that the equation z2 =w has exactly
2 solutions ±√rei/2. We deﬁne the square root of w by √w = √rei/2.
The sign function is deﬁned by
sign(x) =
{1 if x > 0,
−1 if x < 0,
0 if x = 0.
Let f (z) = (z − )mg(z),m1, g() = 0. The Laguerre family for multiple zeros is deﬁned by
zˆ = z −

f (z)
f ′(z)
1 + sign( − m)
√
 − m
m
[
( − 1) − f (z)f
′′(z)
(f ′(z))2
] , (2.1)
where (= 0,m) is a real parameter and zˆ is a new approximation. When f (z) is a polynomial of degree n, the IF (2.1)
with  = n is the ordinary Laguerre IF for multiple zeros [2] (the modiﬁed Laguerre method, for short).
Putting  = m(1 + 1/), the formula (2.1) reduces to the multiple zero counterpart of Hansen–Patrick family
zˆ = z −
m( + 1) f (z)
f ′(z)
 +
√
m −  + m − m( + 1)f (z)f
′′(z)
(f ′(z))2
, (2.2)
where (= −1) is a real parameter. Conversely, as is well known, letting  = m/( − m) in (2.2) yields (2.1). That
is, the Hansen–Patrick family (2.2) is algebraically equivalent to the Laguerre family (2.1). The equivalence is due to
Petkovic´, Petkovic´ and Živkovic´ [10]. Any two families of IFs are said to be algebraically equivalent if both families
are reduced from each other by algebraic manipulation.
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Letting  → m in (2.1), we obtain the Schröder method [11], or the modiﬁcation of the Newton method
zˆ = z − m f (z)
f ′(z)
, (2.3)
which converges quadratically to a zero of multiplicity m.
Ostrowski [9, p. 406] noted that themodiﬁcation of his square root method formultiple zeros (themodiﬁedOstrowski
method, for short)
zˆ = z −
√
m
f (z)
f ′(z)√
1 − f (z)f
′′(z)
(f ′(z))2
(2.4)
is obtained for  → ∞ in (2.1).
After rationalization of (2.1), letting  → 0, we obtain the modiﬁcation of the Halley method for multiple zeros (the
modiﬁed Halley method, for short)
zˆ = z −
f (z)
f ′(z)
m + 1
2m
− f (z)f
′′(z)
2(f ′(z))2
, (2.5)
which is due to Hansen and Patrick [5].
Taking  = 2m in (2.1), we get
zˆ = z −
2m
f (z)
f ′(z)
1 +
√
(2m − 1) − 2mf (z)f
′′(z)
(f ′(z))2
, (2.6)
whichwe call themodiﬁcation of Halley’s irrational method for multiple zeros (themodiﬁedHalley’s irrational method,
for short). The method (2.6) is often named after Euler, e.g. [5,10], but the method of the case m = 1 in (2.6)
zˆ = z −
2
f (z)
f ′(z)
1 +
√
1 − 2f (z)f
′′(z)
(f ′(z))2
, (2.7)
or algebraically equivalently,
zˆ = z − f
′(z) − sign(f ′(z))
√
(f ′(z))2 − 2f (z)f ′′(z)
f ′′(z)
(2.8)
is due to Halley [4]. (See [1,3].)
There are two methods which may be mistaken as members of the Laguerre family. One is the Euler–Chebyshev
method of order three for multiple zeros (denoted by E3 [12, p. 130])
zˆ = z −
(
m(3 − m)
2
+ m2 f (z)f
′′(z)
2(f ′(z))2
)
f (z)
f ′(z)
, (2.9)
the other is our previous cubic method [8]
zˆ = z − 1
2
m(m + 1) f (z)
f ′(z)
+ (m − 1)2 f
′(z)
2f ′′(z)
. (2.10)
Neither (2.9) nor (2.10) are obtained from (2.1) as special cases, because all of the IFs obtained from (2.1), except for
 → m and  → ∞, are irrational expression of f (z)f ′′(z)/(f ′(z))2.
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3. Asymptotic error constants
Let f (z) be a real or complex function  a zero of multiplicity m(> 1), that is, there exists a function g(z) such that
f (z) = (z − )mg(z), g() = 0.
In this section, we abbreviate g(), g′(), and g′′() as g0, g′0, and g′′0 , respectively. Let u = f (z)/f ′(z), and
A2 = f ′′(z)/2f ′(z). In the asymptotic formulas we omit the qualifying phrase “as z → ”.
Lemma 3.1.
(1)
mu = (z − )
[
1 − 1
m
g′0
g0
(z − ) +
(
m + 1
m2
(
g′0
g0
)2
− 1
m
g′′0
g0
)
(z − )2 + O((z − )3)
]
.
(2)
mA2u = m − 12
[
1 + 2
m(m − 1)
g′0
g0
(z − ) +
(
− 3(m + 1)
m2(m − 1)
(
g′0
g0
)2
+ 3
m(m − 1)
g′′0
g0
)
(z − )2 + O((z − )3)
]
.
Proof. Developing g(z) at z = , we have
f (z) = g0(z − )m
[
1 + g
′
0
g0
(z − ) + g
′′
0
2g0
(z − )2 + O((z − )3)
]
,
f ′(z) = mg0(z − )m−1
[
1 + m + 1
m
g′0
g0
(z − ) + m + 2
2m
g′′0
g0
(z − )2 + O((z − )3)
]
,
f ′′(z) = m(m − 1)g0(z − )m−2
[
1 + m + 1
m − 1
g′0
g0
(z − )
+ (m + 1)(m + 2)
2m(m − 1)
g′′0
g0
(z − )2 + O((z − )3)
]
.
Using
[1 + az + bz2 + O(z3)]−1 = 1 − az + (a2 − b)z2 + O(z3), as z → 0, (3.1)
where a, b are complex constants, we have
f (z)
f ′(z)
= z − 
m
[
1 + g
′
0
g0
(z − ) + g
′′
0
2g0
(z − )2 + O((z − )3)
]
×
[
1 − m + 1
m
g′0
g0
(z − ) +
((
m + 1
m
g′0
g0
)2
− m + 2
2m
g′′0
g0
)
(z − )2 + O((z − )3)
]
= z − 
m
[
1 − 1
m
g′0
g0
(z − ) +
(
m + 1
m2
(
g′0
g0
)2
− 1
m
g′′0
g0
)
(z − )2 + O((z − )3)
]
.
Hence we obtain the asymptotic formula of mu.
The proof of (2) is similar to that of (1). 
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Lemma 3.2. Let ,m( = m) be real numbers with m> 1. Then
sign( − m)
√
 − m
m
(( − 1) − 2A2u)
= −1 + 
m
[
1 − 1
m
g′0
g0
(z − )
+
(
2 − 3m + 3m − 3m2
2m2( − m)
(
g′0
g0
)2
− 3
2m
g′′0
g0
)
(z − )2 + O((z − )3)
]
.
Proof. By Lemma 3.1(2), and using
√
1 + az + bz2 + O(z3) = 1 + 1
2
az +
(
−1
8
a2 + 1
2
b
)
z2 + O(z3), as z → 0, (3.2)
where a, b are complex constants, we have
√
 − m
m
(( − 1) − 2A2u)
=
[
( − m)( − 1)
m
− 2( − m)
m
(
m − 1
2m
+ 1
m2
g′0
g0
(z − )
+
(
−3(m + 1)
2m3
(
g′0
g0
)2
+ 3
2m2
g′′0
g0
)
(z − )2
)
+ O((z − )3)
]1/2
= | − m|
m
[
1 − 2
m( − m)
g′0
g0
(z − )
+
(
3(m + 1)
m2( − m)
(
g′0
g0
)2
− 3
m( − m)
g′′0
g0
)
(z − )2 + O((z − )3)
]1/2
.
Therefore
sign( − m)
√
 − m
m
(( − 1) − 2A2u)
= −1 + 
m
[
1 − 1
m
g′0
g0
(z − )
+
(
2 − 3m + 3m − 3m2
2m2( − m)
(
g′0
g0
)2
− 3
2m
g′′0
g0
)
(z − )2 + O((z − )3)
]
. 
Proposition 3.3. Let  be a real number with  = 0,m.
352 N. Osada / Journal of Computational and Applied Mathematics 196 (2006) 347–357
(1) The following formula is valid:
z − u
1 + sign( − m)
√
 − m
m
(( − 1) − 2A2u)
=  +
[
1
2m
((
g′0
g0
)2
− g
′′
0
g0
)
− 1
2m( − m)
(
g′0
g0
)2]
(z − )3 + O((z − )4).
(2) The AEC for the Laguerre family for multiple zeros is
1
2m
((
g′0
g0
)2
− g
′′
0
g0
)
− 1
2m( − m)
(
g′0
g0
)2
. (3.3)
Proof. Using Lemma 3.1(1) and Lemma 3.2, we have
z − u
1 + sign( − m)
√
 − m
m
(( − 1) − 2A2u)
= z − (z − )
[
1 − 1
m
g′0
g0
(z − ) +
(
m + 1
m2
(
g′0
g0
)2
− 1
m
g′′0
g0
)
(z − )2 + O((z − )3)
]
×
[
1 − 1
m
g′0
g0
(z − ) +
(
2 − 3m + 3m − 3m2
2m2( − m)
(
g′0
g0
)2
− 3
2m
g′′0
g0
)
(z − )2 + O((z − )3)
]−1
.
Using (3.1), we have the asymptotic formula.
(2) The proof is immediate. 
Corollary 3.4. When the multiplicity m is a positive integer, the AEC for the Laguerre family for multiple zeros is
(m + 2)(f (m+1)())2 − 2(m + 1)f (m)()f (m+2)()
2m(m + 1)2(m + 2)(f (m)())2 −
(f (m+1)())2
2m(m + 1)2( − m)(f (m)())2 . (3.4)
Proof. Using the Leibniz rule, we have
f (m+j)(z) =
m+j∑
k=j
(
m + j
k
)
m!
(k − j)! (z − )
k−j g(k)(z), j = 0, 1, 2.
Thus
f (m+j)() = (m + j)!
j ! g
(j)(), j = 0, 1, 2. (3.5)
By substituting (3.5) for (3.3), we obtain the AEC for the family. 
By the above Proposition 3.3, we have the AECs for IFs of the Laguerre family for multiple zeros.
Corollary 3.5. Let  = −1 be any real number. The AEC for the Hansen–Patrick family for multiple zeros is
1
2m
((
g′0
g0
)2
− g
′′
0
g0
)
− 
2m2
(
g′0
g0
)2
.
Proof. It follows from letting  = m(1 + 1/) in Proposition 3.3(2). 
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Corollary 3.6. (1) The AEC for the modiﬁed Ostrowski method is
1
2m
((
g′0
g0
)2
− g
′′
0
g0
)
.
(2) The AEC for the modiﬁed Halley method is
1
2m
((
g′0
g0
)2
− g
′′
0
g0
)
+ 1
2m2
(
g′0
g0
)2
.
(3) The AEC for the modiﬁed Halley’s irrational method is
1
2m
((
g′0
g0
)2
− g
′′
0
g0
)
− 1
2m2
(
g′0
g0
)2
.
Proof.
(1) Let  → ∞ in Proposition 3.3(2).
(2) Let  → 0 in Proposition 3.3(2).
(3) Put  = 2m in Proposition 3.3(2). 
Remark 3.1. Proposition 3.3, Corollaries 3.5 and 3.6 hold even when m = 1, i.e. for simple zeros.
Remark 3.2. When m is a positive integer, Ostrowski [9, p. 113] proved that the AEC for the modiﬁed Ostrowski
method is
(m + 2)(f (m+1)())2 − 2(m + 1)f (m)()f (m+2)()
2m(m + 1)2(m + 2)(f (m)())2 ,
which is obtained by tending  → ∞ in (3.4).
Proposition 3.7. For m1, the AEC for the Euler–Chebyshev method E3 is
1
2m
((
g′0
g0
)2
− g
′′
0
g0
)
+ 3
2m2
(
g′0
g0
)2
.
Proof. It follows from Lemma 3.1. 
Remark 3.3. When m is a positive integer, Traub [12, p. 143] proved that the AEC for E3 is
m + 3
2m2(m + 1)2
(
f (m+1)()
f (m)()
)2
− f
(m+2)()
(m + 2)(m + 1)m(f (m)()) ,
which is obtained by Proposition 3.7 and (3.5).
4. Comparison of asymptotic error constants
In this section we compare the magnitude of the AECs for well known optimal cubically convergent IFs for ﬁnding
multiple real zeros of real functions.
Theorem 4.1. Let f (z) = (z − )mg(z), m1, g() = 0, g′() = 0. Suppose that  is real and g(z) is a real valued
function and has sufﬁciently many derivatives in a neighborhood of . We abbreviate 1/(1 − g()g′′()/(g′())2) as
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. Let C1, C2, C3, C4 be AECs for the modiﬁed Halley’s irrational, modiﬁed Ostrowski, modiﬁed Halley methods, and
the Euler–Chebyshev method E3, respectively. If > 0 then the following equalities and inequalities are valid:
(1) 0<C2 <C3 <C4.
(2) C1 <C2.
(a) 0<C1 if and only if <m.
(b) C1 = 0 if and only if  = m.
(c) 0< − C1 <C2 if and only if m< < 2m.
(d) −C1 = C2 if and only if  = 2m.
(e) C2 < − C1 if and only if 2m< .
(3) |C1|<C3.
Proof. Let 	 = (g′()/g())2 − g′′()/g(). Then 	 = (1/)(g′()/g())2 > 0. Since
C1 = 	2m
(
1 − 
m
)
, C2 = 	2m, C3 =
	
2m
(
1 + 
m
)
, C4 = 	2m
(
1 + 3
m
)
,
the proof is easy. 
Remark 4.1. If g(z) is a real polynomial and all zeros are real, then the condition > 0 is valid since
(
g′(z)
g(z)
)2
− g
′′(z)
g(z)
= −
(
g′(z)
g(z)
)′
=
∑
i
1
(z − i )2
> 0, for any real z,
where i are zeros of g(z).
Remark 4.2. We proved that the AEC for (2.10) [8] is
1
2m
((
g′0
g0
)2
− g
′′
0
g0
)
+ 3
2m2
(
g′0
g0
)2
+ 4
2m2(m − 1)
(
g′0
g0
)2
,
where m> 1, g0 = g(), g′0 = g′(), and g′′0 = g′′(). Therefore under the same assumption of Theorem 4.1 the AEC
for (2.10) is larger than that for E3.
Theorem 4.2. Let f (z) = (z − )mg(z) be a real polynomial of degree n. Notation and assumption is the same as
Theorem 4.1. Let C0 be the AEC for the modiﬁed Laguerre method. Then the following equalities and inequalities are
valid:
(1) C0 <C2.
(a) 0<C0 <C2 if and only if <n − m.
(b) 0 = C0 <C2 if and only if  = n − m.
(c) 0< − C0 <C2 if and only if n − m< < 2(n − m).
(d) C0 = −C2 if and only if  = 2(n − m).
(e) 0<C2 < − C0 if and only if > 2(n − m).
(2) (a) C0 = C1 if and only if n = 2m (i.e. the modiﬁed Halley’s irrational).
(b) 0<C1 <C0 if and only if <m<n − m.
(c) 0<C0 <C1 if and only if <n − m<m.
(d) C0 <C1 < 0 if and only if n − m<m< .
(e) C1 <C0 < 0 if and only if m<n − m< .
(f) C0 = −C1 if and only if  = 2m(n − m)/n.
(g) 0< − C1 <C0 if and only if m< < 2m(n − m)/n.
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(h) 0<C0 < − C1 if and only if 2m(n − m)/n< <n − m.
(i) 0< − C0 <C1 if and only if n − m< < 2m(n − m)/n.
(j) 0<C1 < − C0 if and only if 2m(n − m)/n< <m.
Proof. The proof is easy by using
C0 = 	2m
(
1 − 
n − m
)
,
where 	 = (g′()/g())2 − g′′()/g(). 
5. Numerical examples
In this section we illustrate the asymptotic error estimates and comparative theorems in the previous section by
numerical examples. Our computation are carried out using GNU Octave, an interactive environment for numerical
computation, with format long, about 16 signiﬁcant digits. For numerical examples we use two test functions listed
in Table 1.
Let C0, C1, C2, C3, and C4 be the same as those used in Theorems 4.1 and 4.2. The denotation A(−q) means
A × 10−q . Let 
i be the error of zi , i.e. zi − . In Tables 2–4 we show the errors 
i , the AECs Cj , and the asymptotic
error estimates Cj 
3i−1, for i = 1, 2, 3, j = 1, 2, 3, 4. Tables 2 and 3 also include C0 and C0
3i−1.
Example 1. Let f (z) = (z − 1)4(z − 2)3(z − 3)2(z − 4). Since all zeros of f (z) are real, the condition > 0 is valid
from Remark 4.1.
(1) When  = 1,  = 1/(1 − g(1)g′′(1)/(g′(1))2) = 5.19. By Theorem 4.1(1)(2c) and Theorem 4.2(2h), 0<C0 <
− C1 <C2 <C3 <C4. This place agrees with numerical results in Table 2.
Table 1
Test functions
f (z) z0  m g(z)
(z − 1)4(z − 2)3(z − 3)2(z − 4) 1.1 1 4 (z − 2)3(z − 3)2(z − 4)
2.1 2 3 (z − 1)4(z − 3)2(z − 4)
(z2 − 2z + 2)2.5(z2 + 2z + 3) 2 + 2i 1 + i 2.5 (z − 1 + i)2.5(z2 + 2z + 3)
Table 2
f (z) = (z − 1)4(z − 2)3(z − 3)2(z − 4), z0 = 1.1, = 1, m = 4 A(−q) means A × 10−q . 
i = zi − 
Modiﬁed Laguerre Modiﬁed Halley’s irrational Modiﬁed Ostrowski
C0 = 0.0602 C1 = −0.135 C2 = 0.451
i 
i C0
3i−1 
i C1
3i−1 
i C2
3i−1
1 7.48(−5) 6.02(−5) −0.000137 −0.000135 0.000543 0.000451
2 0.00103 2.52(−14) −8.91(−5) 3.45(−13) 0.000459 7.21(−11)
3 6.51(−5) 6.57(−11) 9.21(−5) −1.25(−11) 0.000459 4.37(−11)
Modiﬁed Halley E3
C3 = 1.04 C4 = 2.21
i 
i C3
3i−1 
i C4
3i−1
1 0.00139 0.00104 0.00362 0.00221
2 −4.36(−5) 2.81(−9) −2.47(−6) 1.05(−7)
3 −4.86(−5) −8.63(−14) −2.47(−6) −3.35(−17)
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Table 3
f (z) = (z − 1)4(z − 2)3(z − 3)2(z − 4), z0 = 2.1, = 2, m = 3
Modiﬁed Laguerre Modiﬁed Halley’s irrational Modiﬁed Ostrowski
C0 = 0.988 C1 = 0.917 C2 = 1.04
i 
i C0
3i−1 
i C1
3i−1 
i C2
3i−1
1 0.000986 0.000988 0.000975 0.000917 0.000994 0.00104
2 1.72(−5) 9.46(−10) 2.40(−5) 8.49(−10) −1.36(−6) 1.02(−9)
3 0.000254 5.00(−15) 0.000706 1.26(−14) −1.36(−6) −2.60(−18)
Modiﬁed Halley E3
C3 = 1.17 C4 = 1.42
i 
i C3
3i−1 
i C4
3i−1
1 0.00101 0.00117 0.00105 0.00142
2 5.85(−6) 1.21(−9) −3.71(−6) 1.63(−9)
3 1.28(−5) 2.37(−16) 1.87(4) −7.25(−17)
Table 4
f (z) = (z2 − 2z + 2)2.5(z2 + 2z + 3), z0 = 2 + 2i, = 1 + i, m = 2.5
Modiﬁed Halley’s irrational Modiﬁed Ostrowski
C1 = 0.0339 + 0.152i C2 = −0.0848 − 0.000952i
i 
i C1
3i−1 
i C2
3i−1
1 −0.318 + 0.304i −0.371 − 0.235i 0.118 + 0.0525i 0.171 − 0.168i
2 −0.00791 + 0.011i −0.00782 + 0.0106i −1.66(−5) − 1.76(−4)i −5.52(−5) − 1.75(−4)i
3 −3.07(−8) + 3.86(−7)i −3.08(−8) + 3.85(−7)i −1.25(−13) − 4.48(−13)i −1.25(−13) − 4.48(−13)i
Modiﬁed Halley E3
C3 = −0.203 − 0.154i C4 = −0.441 − 0.459i
i 
i C3
3i−1 
i C4
3i−1
1 0.203 + 0.125i 0.714 − 0.0999i 0.275 + 0.193i 1.80 + 0.0358i
2 0.00254 − 0.00162i 0.00232 − 0.00258i 0.0152 − 0.00202i 0.0212 − 0.0116i
3 −3.47(−9) + 6.11(−9)i −3.44(−9) + 6.10(−9)i −2.09(−6) − 9.85(−7)i −2.12(−6) − 9.22(−7)i
(2) When =2, =1/(1−g(2)g′′(2)/(g′(2))2)=0.360. ByTheorem 4.1(1) andTheorem 4.2(1a)(2b), 0<C1 <C0 <
C2 <C3 <C4. This place agrees with numerical results in Table 3.
In order to avoid inﬂuences of rounding errors, we compare the absolute values of errors |
1| of the ﬁrst term z1. In
Table 2, |
1| of the modiﬁed Laguerre is the smallest. On the other hand, in Table 3, the numerical results of all ﬁve
methods are close in value to each other.
The asymptotic error estimates Cj 
30 to the errors 
1 are accurate to more than one digit for j = 1, 3 in Table 2, and
for j = 0, 1, 2, 3, 4 in Table 3.
Example 2. Let f (z) = (z2 − 2z + 2)2.5(z2 + 2z + 3) [8]. Then the multiplicity of the zero  = 1 + i is 2.5. By
Table 4, |C2|< |C1|< |C3|< |C4|. For |z1 − |, the modiﬁed Ostrowski is the smallest. The asymptotic error estimates
Cj 
32 and the errors 
3 agree with more than two signiﬁcant digits for j = 1, 2, 3.
6. Conclusion
Theorems 4.1 and 4.2 show that the best optimal cubic IFs for ﬁnding a multiple real zero of a real-valued function
is either the modiﬁed Laguerre, modiﬁed Halley’s irrational, or modiﬁed Ostrowski methods. Example 2 suggests the
superiority in these three methods hold for ﬁnding a multiple complex zero in almost all cases.
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