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Abstract—In recommender systems, collaborative filtering
technology is an important method to evaluate user preference
through exploiting user feedback data, and has been widely used
in industrial areas. Diffusion-based recommendation algorithms
inspired by diffusion phenomenon in physical dynamics are a
crucial branch of collaborative filtering technology, which use a
bipartite network to represent collection behaviors between users
and items. However, diffusion-based recommendation algorithms
calculate the similarity between users and make recommenda-
tions by only considering implicit feedback but neglecting the
benefits from explicit feedback data, which would be a significant
feature in recommender systems. This paper proposes a mixed
similarity diffusion model to integrate both explicit feedback
and implicit feedback. First, cosine similarity between users is
calculated by explicit feedback and we integrate it with resource-
allocation index calculated by implicit feedback. We further
improve the performance of the mixed similarity diffusion model
by considering the degrees of users and items at the same time in
diffusion processes. Some sophisticated experiments are designed
to evaluate our proposed method on three real-world datasets.
Experimental results indicate that recommendations given by the
mixed similarity diffusion perform better on both the accuracy
and the diversity than that of most state-of-the-art algorithms.
Index Terms—Recommender systems, diffusion processes, bi-
partite networks, collaborative filtering.
I. INTRODUCTION
W ITH the revolutionary development of the Internet,the quantity of information is growing very quickly
and has become out of the capability of human beings [1].
Information overload appears to be a serious problem in
traditional data analytic studies [2]–[4], and exploring useful
content from rapidly increasing information tends to be a
raising trend in modern society [4]–[6]. Recommender systems
have been recognized as an effective tool to handle this
problem [7], and play a crucial role in data processing tasks.
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Recently, personalized recommendation among numerous po-
tential choices attracts more and more attention [8], and have
been applied to many actual domains, such as recommending
movies [9], [10], content [11], citations [12], locations [13],
[14], mobile applications [15] and services for e-business [16],
[17] and e-goverment [18], [19].
Collaborative filtering is a typical and the most popular
information filtering technology in recommender systems [20].
Its main idea is to evaluate user preference through exploiting
user feedback data in a collective way. Two kinds of feedback
data can be processed, i.e., explicit feedback and implicit
feedback. The former, e.g., 5-star ratings, means the level of
how a user likes an item, while the latter one, e.g., clicks or
purchases, indicates whether a user likes an item or not [21].
In addition, elements in explicit feedback matrix can be any
numeric values while the implicit feedback matrix is a single-
valued matrix.
In collaborative filtering, diffusion-based recommendation
algorithms are popular and make recommendations based
on network structures, which are inspired by diffusion phe-
nomenon in physical dynamics [22], [23]. These algorithms
use a user-item bipartite network to represent input data, e.g.,
rating matrix, and links on the bipartite network indicate the
collection behaviors between users and items. Some physical
processes can be then employed on the bipartite network to
make recommendations, such as random walk, mass diffusion
[24] and heat conduction [25]. Unfortunately, since traditional
diffusion-based recommendation methods use binary value
to simulate user’s collection behaviors, e.g., a user collects
or rejects an item, those algorithms only take advantage of
implicit feedback but neglect explicit feedback, which is also
a crucial feature for precisely evaluating user preference [26],
[27].
This paper proposes a two-step resource-allocation process
to overcome the above research gap. A mixed similarity dif-
fusion model is designed by involving both explicit feedback
data and implicit feedback data, and inspired by the idea of
hybrid diffusion [28], we consider the degrees of users and
items at the same time in diffusion processes to improve the
performance of the model. A series of experiments are con-
ducted to evaluate the performance by comparing with several
state-of-the-art diffusion-based recommendation algorithms on
three real-world datasets. The results demonstrate that the
mixed similarity diffusion model has better performance than
most of baselines on both the accuracy and the diversity.
The remainder of this paper is organized as follows. Section
2 presents the related work of diffusion-based recommendation
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algorithms and section 3 proposes the mixed similarity diffu-
sion model. The description of three datasets and evaluation
metrics are given in section 4. The experimental results
and comparisons are presented in section 5, and section 6
concludes this paper with discussions and future work.
II. RELATED WORK
Collaborative filtering is one of the most widely used
approaches in recommender systems and diffusion-based rec-
ommendation algorithms are a vital branch which based on
bipartite networks or tripartite networks [29].
Diffusion-based recommendation algorithms are inspired
by the diffusion phenomenon in physical dynamics, which
simulates a resource-allocation process on bipartite user-item
networks to make recommendations. In particular, some dis-
cussions about the bipartite user-item networks can be found in
[30]. Mass diffusion (MD) [24] and heat conduction (HC) [25]
are regarded as the pioneers of diffusion-based recommenda-
tion algorithms. These two approaches assume every item col-
lected by a target user has one unit of initial resource, and build
a two-step random walk process to redistribute the resource
on bipartite networks [29]. Mass diffusion model distributes
the resource based on each node’s degree and focuses on the
accuracy of recommendations, while heat conduction model
reallocates the resource based on the neighboring nodes’
degrees of each node to propose recommendations with high
diversity.
Based on mass diffusion model, Zhou et al. improved both
the accuracy and the diversity through eliminating redundant
correlations between items in recommendation processes [31];
Chen et al. introduced cosine index between items into mass
diffusion model to enhance the accuracy [32]; Lü et al. pro-
posed a preferential diffusion model taking the heterogeneity
of users’ degrees into account [33]; Zeng et al. enhanced
or suppressed the weight of similar users via a similarity-
preferential diffusion process [34] and Wang et al. used a
similarity bipartite network to make the resource-allocation
process more personalized [35]. There are also some studies
focusing on heat conduction model. Specifically, Liu et al.
proposed a biased heat conduction model that decreases the
attention of small-degree items to enhance both the accuracy
and the diversity [36]. A combination model was proposed by
Zhou et al., which integrates ProbS with HeatS and seeks a
way to balance the results with the accuracy and the diversity
[28].
The configuration of initial resource distribution would
significantly influence the performance of recommendation
algorithms. Some previous studies suggest that decreasing the
amount of initial resource on items with high degree can
improve the accuracy of recommendations [37]. Moreover,
additional features, e.g., tags and trust relations, can be utilized
in diffusion processes through tripartite networks would also
improve the performance and alleviate the cold-start problem
in recommender systems [38], [39]. Time information plays
an essential role in recommender systems, some time-aware
approaches bring substantial improvements on the accuracy
by reducing the impacts of out-of-date data [40], [41].
Fig. 1. An illustration of mass diffusion model (MD). Users and items are
represented by circles and squares, respectively. The black circle means the
target user, and the circles and squares with grey color indicate the resource is
currently distributed on these nodes. Plot (a) is the initial configuration, each
item linked to the target user obtains one unit of resource. Plot (b) shows
that the resource flows from items to users according to each item’s degree
and the resource on each user can be calculated by Eq. (2). Plot (c) shows
the resource flows back to items based on each user’s degree and the final
resource on each item is calculated by Eq. (3).
III. PROPOSED METHOD
A recommender system can be represented by a user-item
bipartite network which consists of a user set U and an item
set I . The user set is defined as U = {u1, u2, . . . , um} and the
item set is defined as I = {i1, i2, . . . , in}, where m and n are
the numbers of users and items in the recommender system.
A link set E = {e1, e2, . . . , ez} is used to denote relations
between users and items and z is the amount of links. In
this paper, to make it easy to understand, we use Greek and
Latin letters to express item-related and user-related indices,
respectively. An m × n adjacent matrix A can be utilized to
describe the user-item bipartite network, where every element
aiα is defined in Eq. (1).
aiα =
{
1, user i collects item α,
0, else.
(1)
Degree is an important concept in complex networks, which
is the number of edges linked to a vertex [24]. Accordingly,
we define the degrees of item α and user i as kα and ki
that represent the number of users who collect item α and the
number of items collected by user i, respectively. The primary
purpose of a ranking-based recommender system is to evaluate
user preference and provide a recommendation list for a target
user. That is to say, a set of items uncollected by the target user
with the highest recommendation score would be included in
the recommendation list. The length of the recommendation
list is defined as L in this paper.
A. Mass Diffusion Model
Mass diffusion model (MD) is a successful and popular
recommendation algorithm [24], which takes advantage of a
resource-allocation process to make recommendations on a
bipartite network. In MD, a target user who will receive a
recommendation list of items needs to be chosen at first. Then,
items linked to the target user on the bipartite network obtain
2169-3536 (c) 2017 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2017.2753818, IEEE Access
X. WANG et al.: MIXED SIMILARITY DIFFUSION FOR RECOMMENDATION ON BIPARTITE NETWORKS 3
initial resource. Note that we assume the initial resource on
each item is one unit for convenient computation in this paper.
MD can be described as a two-step resource-allocation
process. In step 1, the initial resource on item nodes flows
to neighboring user nodes based on each item’s degree, so the









where user i is the target user and user j is the user who will
get resource in step 1; fα and f
′
ij are the initial resource on
item α and the resource on user j after step 1, respectively;
aiα and ajα are elements in the adjacent matrix A, and kα
is the degree of item α. The distribution strategy in step 2 is
based on each user’s degree. Therefore, the final resource f
′
iβ











where kj is the degree of user j. After a two-step resource-
allocation process, the initial resource is redistributed on items,
and then a recommendation list of uncollected items can be
arranged for the target user according to the final resource on
each item. The uncollected items with most final resource will
be placed at the top of the list. An illustration of the resource-
allocation process of the mass diffusion model is shown in
Figure 1.
Although MD is proved to be effective in recommendation
tasks, there are still some weaknesses. Firstly, MD makes
recommendations with implicit feedback which only includes
binary value, such as 1 for a positive example and 0 for a
negative example. Explicit feedback is neglected by MD. How-
ever, explicit feedback is also very important in recommender
systems. For example, ratings are multivariant in real-world
datasets, e.g., a user can give a rating to an item from 1 to
5, which can be regarded as explicit feedback. Furthermore,
MD only considers the degree of each user when the resource
flows back to items in step 2. In some previous studies [25],
[36], the degree of each item plays a vital role in the resource
redistribution process, which can improve the diversity of
recommendations.
In this paper, we will improve mass diffusion model through
a mixed similarity diffusion strategy that integrates both im-
plicit feedback and explicit feedback. Additionally, we will
consider the degrees of users and items at the same time when
the resource flows on the bipartite network.
B. Similarity Measurement Methods
The similarity measurement between users is a crucial part
in evaluating user preference. In recommender systems, we
always assume a user will accept suggestions or choices
from other most similar users. Therefore, how to measure the
similarity between users obtains a lot of attention recently.
In our method, we take advantage of two common similarity
measurement methods, i.e., cosine similarity and resource-
allocation (RA) index [32], to integrate implicit feedback and
explicit feedback into the diffusion process.
The cosine similarity is a widely used approach in evaluat-
ing user preference based on explicit feedback, e.g., ratings.












where Riα and Rjα are rating scores on item α rated by user
i and j; n
′
is the number of co-rated items by both users.
The value of cosine similarity is located in [0, 1], because the
rating scores are greater than 0. The cosine similarity measures
the angle between two user vectors of ratings, where a greater
value of the cosine similarity indicates the closer relationship
between two users [42].
The RA index is a typical similarity measurement on
bipartite networks. The usual configuration of initial resource
on each node is binary, i.e., 0 and 1, which resembles implicit
examinations such as clicks, browses and collections in real
systems. Thus, evaluating the similarity between two nodes
via the RA index is to calculate the similarity with implicit
feedback in recommender systems. The similarity between two







where aiα and ajα are the elements in adjacent matrix A; kα
is the degree of node α.
If we assume the nodes i and j represent two users and the
node α represents an item, it becomes a part of step 1 in MD
model. The resource-allocation process then can be regarded
as a one-step random walk on the user-item bipartite network
starting from their common neighbors. So step 1 in MD model
is equivalent to a similarity measurement process between two
users when the initial resource on items is one unit.
C. Mixed Similarity Diffusion for Recommendation
A mixed similarity diffusion model (MSD) is proposed by
integrating both explicit feedback and implicit feedback. In
MD, the resource is distributed based on each node’s degree,
which leads to non-personalized recommendations. While step
1 in MD only considers implicit feedback, MSD involves
explicit feedback together. Similarly, a two-step resource-
allocation process for MSD model is given below.
Step 1: We assume each item collected by the target user i
is assigned with one unit of initial resource. So, the amount









where Cos(i, j) and Cos(i, k) are the cosine similarity calcu-
lated by explicit feedback, e.g., ratings;
∑m
k=1 akαCos(i, k)
means the sum of similarity between the target user i and all
users who have collected the item α, which is a normalization.
In this step, we integrate the cosine similarity and RA index
to propose a resource-allocation strategy based on mixed sim-
ilarity and two kinds of feedback are both used for calculating
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the mixed similarity between users in the resource-allocation
process.
Step 2: The resource allocated on users will flow back to
items, in order to finish the resource redistribution process.
We intend to consider both user’s degree and item’s degree
to enhance the diversity of recommendations. A parameter λ
is introduced into our model to control the impact of user’s
degree and item’s degree in this step. Assuming item β will
receive the resource from users, the final resource on item β













where we substitute Eq. (6) into Eq. (7) to generate the
final model of our proposed method and project the resource-















Finally, all items are sorted by their final resource and then
a top-L recommendation list of uncollected items is generated
for the target user i. The pseudo-code of mixed similarity
diffusion method is shown Algorithm 1.
Algorithm 1 The algorithm of mixed similarity diffusion
(MSD).
Input: An adjacent matrix Am×n, a cosine similarity matrix
Cosm×m and a parameter λ.
1: Initialization of a final resource vector V 1×n for the target
user i.



































Output: A recommendation list for the target user i, which
is generated by descending order of the final resource on
uncollected items in V .
IV. DATA AND EVALUATION METRICS
This section describes the details of three benchmark
datasets at first, and then a series of evaluation metrics are
presented.
A. Data Description
We use three different versions of MovieLens1 datasets in




Dataset Users Items Ratings Sparsity
ML100K 943 1682 100,000 6.30×10−2
ML1M 6040 3706 1,000,209 4.47×10−2
MLlatest 671 4801 94,537 2.93×10−2
to evaluate our proposed method in different circumstances.
MovieLens datasets are public and real-world datasets, which
are widely used for evaluating the performance of algorithms
in recommender systems. The ML100K consists of 943 users,
1682 items and 100,000 observed ratings, while the ML1M has
1,000,209 ratings of 6040 users and 3706 items. In addition,
we extract 94,537 ratings of 4801 items which are at least
collected by three users from the MovieLens latest dataset
(MLlatest) published on September, 2016. The range of ratings
in MovieLens datasets is [1, 5]. Statistics of these three datasets
are illustrated in Table 1.
Following some previous studies [24], [35], we convert
ratings to binary links to build a bipartite network where
we assign 1 as ’relevant’ for the ratings above 3 and 0 as
’non-relevant’ for the remaining ratings. Note that the cosine
similarity between users is calculated by the original ratings of
all datasets, because it evaluates user’s preference by explicit
feedback.
A five-fold cross-validation is utilized in our experiments.
We randomly divide each dataset into five folds and four are
regarded as the training set, with the remaining fold treated as
the testing set. Five iterations are arranged to make sure that
all folds are tested.
B. Evaluation Metrics
To present a comprehensive evaluation of the recommen-
dation performance, we take advantage of some widely used
evaluation metrics to measure the accuracy and diversity of our
proposed method. The following metrics are used to measure
the accuracy of recommendations.
Precision (Pre@L) is an important evaluation metric for
ranking prediction in recommender systems, which measures
the fraction of top-L recommended items that are consumed
by the target user. Mathematically, the average value of Pre@L










where Di(L) is the number of recommended items consumed
by user i in test set when the length of the recommendation
list is L.
Recall (Rec@L) is another crucial metric in recommender
systems, which calculates the proportion of correct recom-
mended items and the number of total items in the test set
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where Ti(L) is the number of items collected in the test set.
Rank-Biased Precision (RBP@L) [43] assumes each user
has a fixed probability p to scan next recommended item from













where ciα = 1 means that the αth item in the recommendation
list L is collected by user i in test set and ciα = 0 is the oppo-
site. RBP@L is a significant ranking-based measurement that
is very needful, because users always accept the recommended
items at the top of a recommendation list and RBP@L is very
close to an individual’s actual habits of collecting items. In
this paper, we assume the probability p is 0.5.
Mean Reciprocal Rank (MRR) directly utilizes the recipro-
cal of the items position in a recommendation list to measure












where S(i) is the items collected by user i in test set and
rankiα is the position of item i in the recommendation list
for user i. Be similar to RBP@L, MRR is also a ranking-
based measurement that supposes the item consumed by the
target user in test set placed at the top of the recommendation
list obtains a grater score in the evaluation than the item at
the bottom. Therefore, a larger value of MRR means a better
performance.
The diversity also plays an important role in recommender
systems, which indicates the ability of pushing out unpopular
items for users. A metric used to measure the diversity of
recommendations is represented as follows.
Hamming Distance (Ham@L) is a common method to
evaluate the diversity of recommendations. The definition of











where Qij(L) is the number of overlapped items in the
recommendation lists for user i and user j. The larger value
of Ham@L means the higher diversity.
V. EXPERIMENTS
This section introduces the baselines that will be used for
comparing with our method, the impact of parameter λ , and
the results of the comparative experiments.
A. Baselines
We intend to compare the performance of our proposed
method with some classic baselines to verify the superiority.
PopRank is a basic recommendation algorithm with im-
plicit feedback, which provides a recommendation list based
on items’ popularity. The most popular item will be arranged
at the top. In our experiments, we regard the degree of each
item as its popularity. The item with larger degree means it
has already collected by more users, i.e., grater popularity.
UserCF is a classic collaborative filtering method based
on the cosine similarity between users. This method assumes
the target user will accept the opinions from the most similar
users.
MD [24] is a pioneer of diffusion-based recommendation
algorithms, which uses a resource-allocation process to make
recommendations on bipartite networks.
HC [25] employs the heat conduction process of physical
dynamics on recommendation tasks. This model is good at
pushing out small-degree items, so the results have a high
diversity in general.
CosRA [32] is a vertex similarity index on bipartite net-
works. The recommendation algorithm based on CosRA index
is named CosRA-based method that can be regarded as a
special situation of hybrid diffusion [28].
SPMD [34] is an improvement on mass diffusion model.
It introduces similarity-preferential diffusion into the recom-
mendation process, which can enhance or suppress the weight
of users who are most similar to the target user.
BHC [36] is an improvement on heat conduction model.
Because heat conduction model sacrifices the accuracy of rec-
ommendations to push out small-degree items, BHC proposes
a biased resource distribution strategy to enhance the precision
of recommendations.
B. The Impact of Parameter λ
In the mixed similarity diffusion model, the parameter
λ controls the impact of user’s degree and item’s degree
in the second step of the resource-allocation process. To
determine the optimal value of λ in our method, we adjust
the parameter on all three datasets. The precision and recall
can comprehensively reflect the accuracy, so we use these two
metrics to determine the optimal value of λ for MSD when
the recommendation list is L = 10.
Figure 2 reports the results of Pre@10 and Rec@10 for
our proposed method when the parameter λ changes from 0
to 1 at a calculative step of 0.05. Figure 2(a), (b) and (c)
represent the variation of Pre@10 and Rec@10 in ML100K,
ML1M and MLlatest datasets, respectively. It can be seen from
Figure 2, the optimal value of the parameter λ is 0.55, 0.6
and 0.5 for ML100K, ML1M and MLlatest, respectively. Even
though the sparsity of these three datasets is totally different,
the observation that the optimal λ locates around 0.55 might
support the inference that our proposed model has certain
practical value. Generally, if λ = 0, our model becomes a
simple one that only combines MD model with the cosine
similarity with explicit feedback. According to the experiment
results, with the increasing value of parameter λ, the degree
of items provides more impact on the final recommendations
and improve the accuracy.
C. Recommendation Performance Evaluation
In this paper, we use three real-world rating datasets to
evaluate our proposed method that is compared with seven
baselines. The whole experiment results are presented in Table
2 and the optimal parameters of every algorithm in different
datasets are also included in this table for result reproducibility.
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Fig. 2. The Pre@10 and Rec@10 of MSD when changing the parameter λ between 0 and 1 at a calculative step of 0.05 in ML100K, ML1M and MLlatest
datasets are represented. (a) The optimal value is λ = 0.55 in ML100K. (b) The optimal value is λ = 0.6 in ML1M. (c) The optimal value is λ = 0.5 in
MLlatest.
Fig. 3. The Precision-Recall curves on ML100K, ML1M and MLlatest datasets are represented in diagrams (a), (b) and (c), respectively, where the length
of recommendations is from 5 to 50 at a calculative step of 5. Because of the poor performance of PopRank and HC in these two metrics, we do not show
their results in this figure.
Fig. 4. The Rank-Biased Precision (p = 0.5) of MSD and five baselines on ML100K, ML1M and MLlatest datasets are represented in diagrams (a), (b) and
(c), respectively, where the length of recommendations is from 1 to 20. Because of the poor performance of PopRank and HC in this metric, we do not show
their results in this figure.
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TABLE II
RECOMMENDATION PERFORMANCE OF MSD AND SEVEN BASELINES ON ML100K, ML1M AND MLLATEST DATASETS
ML100K Pre@5 Pre@10 Rec@5 Rec@10 RBP@5 RBP@10 MRR Ham@5 Ham@10
PopRank 0.1639 0.1560 0.0567 0.1106 0.2014 0.2061 0.7664 0.5126 0.4601
UserCF 0.2698 0.2261 0.1086 0.1743 0.3101 0.3161 1.0607 0.7319 0.6769
MD 0.2781 0.2387 0.1167 0.1932 0.3210 0.3275 1.1114 0.7534 0.7150
HC 0.0025 0.0036 0.0013 0.0032 0.0015 0.0016 0.1702 0.8852 0.8686
CosRA 0.3139 0.2644 0.1267 0.2059 0.3563 0.3634 1.2229 0.8378 0.8082
SPMD (θ = 2.25) 0.3222 0.2693 0.1316 0.2077 0.3601 0.3670 1.2317 0.8608 0.8434
BHC (λ = 0.75) 0.3194 0.2704 0.1223 0.2058 0.3565 0.3636 1.2380 0.9109 0.8774
MSD (λ = 0.55) 0.3376 0.2863 0.1401 0.2247 0.3840 0.3912 1.2956 0.9109 0.8849
ML1M Pre@5 Pre@10 Rec@5 Rec@10 RBP@5 RBP@10 MRR Ham@5 Ham@10
PopRank 0.1939 0.1681 0.0444 0.0736 0.2091 0.2135 0.8160 0.5128 0.4729
UserCF 0.2448 0.2032 0.0612 0.0970 0.2740 0.2792 0.9927 0.6326 0.5670
MD 0.2656 0.2164 0.0690 0.1070 0.2988 0.3042 1.0688 0.6926 0.6103
HC 0.0007 0.0026 0.0003 0.0020 0.0004 0.0005 0.2248 0.8812 0.8470
CosRA 0.3063 0.2507 0.0856 0.1330 0.3524 0.3586 1.2262 0.7965 0.7197
SPMD (θ = 3.05) 0.3175 0.2626 0.0847 0.1331 0.3560 0.3626 1.2547 0.8670 0.8166
BHC (λ = 0.85) 0.3334 0.2885 0.0849 0.1458 0.3486 0.3566 1.3089 0.9315 0.9011
MSD (λ = 0.6) 0.3674 0.3066 0.1040 0.1614 0.4072 0.4152 1.4234 0.9440 0.9126
MLlatest Pre@5 Pre@10 Rec@5 Rec@10 RBP@5 RBP@10 MRR Ham@5 Ham@10
PopRank 0.1699 0.1364 0.0523 0.0771 0.1815 0.1849 0.6676 0.4862 0.4323
UserCF 0.2331 0.1911 0.0850 0.1315 0.2521 0.2572 0.8883 0.6373 0.6184
MD 0.2534 0.2069 0.0947 0.1465 0.2789 0.2844 0.9768 0.7153 0.6868
HC 0.0155 0.0168 0.0059 0.0125 0.0114 0.0119 0.1524 0.9332 0.9227
CosRA 0.2620 0.2182 0.0931 0.1499 0.2989 0.3045 1.0440 0.8515 0.8132
SPMD (θ = 2.1) 0.2703 0.2268 0.0952 0.1514 0.2995 0.3054 1.0550 0.8622 0.8243
BHC (λ = 0.5) 0.2507 0.2088 0.0906 0.1468 0.2868 0.2921 0.9905 0.8197 0.7757
MSD (λ = 0.5) 0.2805 0.2411 0.0921 0.1520 0.3150 0.3214 1.1083 0.9413 0.9157
In ML100K, MSD obtains the best results in all metrics
of accuracy, i.e., Precision, Recall and Rank-Biased Precision,
when the length of the recommendation list is 5 and 10. Com-
pared to SPMD, Pre@5, Rec@5, RBP@5 and MRR can be
improved 4.8%, 6.5%, 6.6% and 5.2% by MSD, respectively.
The results of MSD and BHC are same on Ham@5, however,
MSD gets a better result on Ham@10. In ML1M, all the best
results on the accuracy and the diversity are achieved by MSD
that enhances Pre@5, Rec@5, RBP@5 and MRR by 10.2%,
22.5%, 16.8% and 8.7% than BHC. MSD also brings an 1.3%
improvement on Ham@5 than BHC which gets the best on
diversity in seven baselines. Furthermore, MSD achieves the
best results on most of metrics in MLlatest dataset.
Figure 3 depicts the Precision-Recall curves on three
datasets with the length of the recommendation list from 5
to 50 at a calculative step of 5. In Figure 3(a) and (c),
MSD always has the best results. In Figure 3(b), MSD
gets the best performance when the recommendation list is
short. As the length increases, BHC gradually obtains better
performance than MSD. However, a user always pay more
attention to the items at the top of a recommendation list, so
top-10 recommendations are the most important in evaluating
recommender systems, which means the algorithm with the
best performance in the short recommendation list is more
meaningful for practical applications. The results of Rank-
Biased Precision are shown in Figure 4, MSD always keeps
the best results in three benchmark datasets.
The accuracy-diversity dilemma is ubiquitous in recom-
mender systems [28]. A popular item should be accepted
by most users, so recommending a list of popular items to
a user in accordance with his/her preference may enhance
the accuracy but reduce the diversity. Figure 5 indicates the
results of Hamming Distance. HC focuses on pushing out
small-degree items which lead to a high diversity with the
increasing of the recommendation list. However, considering
the poor performance of HC on the accuracy, it is hard to apply
HC in real-world systems. When the recommendation list is
short, MSD surpasses HC and proposes recommendations with
higher diversity. Therefore, our proposed method improves the
accuracy and the diversity at the same time, which means it
relieves this dilemma to some extent and makes an accuracy-
diversity balance in recommender systems.
VI. CONCLUSION AND FUTURE WORK
This paper proposes a mixed similarity diffusion model
(MSD) to improve the performance of recommendation, which
integrates the similarity from both explicit feedback and im-
plicit feedback. We calculate the cosine similarity with explicit
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Fig. 5. The Hamming Distance of MSD and six baselines on ML100K, ML1M and MLlatest datasets are represented in diagrams (a), (b) and (c), respectively,
where the length of recommendations is from 5 to 55 at a calculative step of 5. Because of the poor performance of PopRank in this metric, we do not show
its results in this figure.
feedback data and the resource-allocation index with implicit
feedback data, and combine these two kinds of similarity into
diffusion processes. Experiments on three real-world datasets
demonstrate our method performs better than most base-
lines. Specifically, MSD brings some significant improvements
compared to BHC, SPMD and CosRA which are the state-
of-the-art diffusion-based recommendation algorithms. MSD
also proposes recommendations with higher diversity than
HC when the recommendation list is short. Therefore, MSD
achieves an accuracy-diversity balance, which enhances the
accuracy and the diversity at the same time.
For future work, we are interested in studying the diffusion-
based recommendation on some extremely sparse datasets.
Moreover, we will continue our research on improving the
performance of the diffusion-based recommendation via some
additional features, e.g., time information [40], [41] and social
trust [44], [45]. We hope this paper will inspire readers in this
significant direction.
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