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BACKWARD STOCHASTIC DIFFERENTIAL EQUATION DRIVEN
BY A MARKED POINT PROCESS: AN ELEMENTARY
APPROACH WITH AN APPLICATION TO OPTIMAL CONTROL
By Fulvia Confortola∗,1, Marco Fuhrman∗,1 and Jean Jacod†
Politecnico di Milano∗ and Universite´ Pierre et Marie Curie†
We address a class of backward stochastic differential equations
on a bounded interval, where the driving noise is a marked, or mul-
tivariate, point process. Assuming that the jump times are totally
inaccessible and a technical condition holds (see Assumption (A)
below), we prove existence and uniqueness results under Lipschitz
conditions on the coefficients. Some counter-examples show that our
assumptions are indeed needed. We use a novel approach that allows
reduction to a (finite or infinite) system of deterministic differential
equations, thus avoiding the use of martingale representation theo-
rems and allowing potential use of standard numerical methods. Fi-
nally, we apply the main results to solve an optimal control problem
for a marked point process, formulated in a classical way.
1. Introduction. Since the paper by Pardoux and Peng [17], the topic
of backward stochastic differential equations (BSDE in short) has been in
constant development, due to its utility in finance (see, e.g., El Karoui, Peng
and Quenez [12]), in control theory, and in the theory of nonlinear PDEs.
The first papers, and most of the subsequent ones, assume that the driving
term is a Brownian motion, but the case of a discontinuous driving process
has also been considered rather early; see, for example, Buckdahn and Par-
doux [4], Tang and Li [19] and more recently Barles, Buckdahn and Pardoux
[2], Xia [20], Becherer [3], Cre´pey and Matoussi [10], or Carbone, Ferrario
and Santacroce [5] among many others.
The case of a driving term which is purely discontinuous has attracted
less attention; see, however, Shen and Elliott [18] for the particularly simple
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“one-jump” case, or Cohen and Elliott [6, 7] and Cohen and Szpruch [8] for
BSDEs associated to Markov chains. The pure jump case has certainly less
potential applications than the continuous or continuous-plus-jumps case,
but on the other hand it exhibits a much simpler structure, which provides
original insight on BSDEs.
To illustrate the latter point, in this paper we consider BSDEs driven by
a marked (or, multivariate) point process. The time horizon is a finite (non-
random) time T . The point process is nonexplosive, that is, there are almost
surely finitely many points within the interval [0, T ], and it is also quasi-left
continuous, that is, the jump times are totally inaccessible: the main ex-
amples of this situation are the Poisson process and the compound Poisson
process. We also make the (rather strong) assumption that the generator is
uniformly Lipschitz.
In contrast with most of the literature, in which the martingale represen-
tation theorem and the application of a suitable fixed-point theorem play a
central role, in the setting of point processes it is possible to solve the equa-
tion recursively, by replacing the BSDE by an ordinary differential equation
in between jumps, and match the pre- and post-jump values at each jump
time (such a method has already been used for a BSDE driven by a Brow-
nian motion plus a Poisson process; see, e.g., Kharroubi and Lim [16], but
then between any two consecutive jumps one has to solve a genuine BSDE).
Reducing the BSDE to a sequence of ODEs allows us for a very simple
solution, although we still need some elementary a priori estimates, though,
for establishing the existence when the number of jumps is unbounded. Apart
from the intrinsic interest of a simple method, this might also give rise to
simple numerical ways for solving the equation. Another noticeable point is
that it provides an L1 theory, which is more appropriate for point processes
than the usual L2 theory.
There are two main results about the BSDE: one is when the number
of jumps is bounded, and then we obtain uniqueness within the class of
all possible solutions. The other is, in the general case, an existence and
uniqueness result within a suitable weighted L1 space. We also state a third
important result, showing how an optimal control problem on a marked
process reduces to solving a BSDE. Existence and uniqueness results for the
BSDE are stated in the case of a scalar equation, but the extension to the
vector-valued case is immediate.
The paper is organized as follows: in Section 2, we present the setting and
the two main results (as will be seen, the setting is somewhat complicated
to explain, because in the multivariate case there are several distinct but
natural versions for the BSDE). Section 3 is devoted to a few simple a priori
estimates. In Section 4, we explain how the BSDE can be reduced to a
sequence of (nonrandom) ODEs, and also exhibit a few counter-examples
when the basic assumptions on the point process are violated. The proof
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of the main results is in Section 5, and in Section 6 the control problem is
considered.
2. Main results.
2.1. The setting. We have a probability space (Ω,F ,P) and a fixed time
horizon T ∈ (0,∞), so all processes defined on this space are indexed by
[0, T ], and all random times take their values in [0, T ]∪ {∞}.
This space is endowed with a nonexplosive multivariate point process (also
called marked point process) on [0, T ] × E, where (E,E) is a Lusin space:
this is a sequence (Sn,Xn) of points, with distinct times of occurrence Sn
and with marks Xn, so it can be viewed as a random measure of the form
µ(dt, dx) =
∑
n≥1:Sn≤T
ε(Sn,Xn)(dt, dx),(2.1)
where ε(t,x) denotes the Dirac measure. Here, the Sn’s are (0, T ] ∪ {∞}-
valued and the Xn’s are E-valued, and S1 > 0, and Sn < Sn+1 if Sn ≤ T ,
and Sn ≤ Sn+1 everywhere, and Ω =
⋃
{Sn > T}. Note that the “mark” Xn
is relevant on the set {Sn ≤ T} only, but it is convenient to have it defined
on the whole set Ω, and without restriction we may assume that Xn = ∆
when Sn =∞, where ∆ is a distinguished point in E.
We denote by (Ft)t≥0 the filtration generated by the point process, which
is the smallest filtration for which each Sn is a stopping time and Xn is
FSn -measurable. As we will see, the special structure of this filtration plays
a fundamental role in all what follows. We let P be the predictable σ-field
on Ω× [0, T ], and for any auxiliary measurable space (G,G) a function on
the product Ω × [0, T ] × G which is measurable with respect to P ⊗ G is
called predictable.
We denote by ν the predictable compensator of the measure µ, relative
to the filtration (Ft). The measure ν admits the disintegration
ν(ω,dt, dx) = dAt(ω)φω,t(dx),(2.2)
where φ is a transition probability from (Ω × [0, T ],P) into (E,E), and A
is an increasing ca`dla`g predictable process starting at A0 = 0, which is also
the predictable compensator of the univariate point process
Nt = µ([0, t]×E) =
∑
n≥1
1{Sn≤t}.(2.3)
Of course, the multivariate point process µ reduces to the univariate N when
E is a singleton.
Unless otherwise specified, the following assumption, where we set S0 = 0,
will hold throughout.
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Assumption (A). (A1) The process A is continuous (equivalently: the
jump times Sn are totally inaccessible).
(A2) P(Sn+1 >T |FSn)> 0 for all n≥ 0.
The first condition amounts to the quasi-left continuity of N . We will
briefly examine what happens when (A1) and (A2) fail in Section 4.
2.2. The BSDE in the univariate case. Now, we turn to the BSDE. In
addition to the driving point process, the ingredients are:
• a terminal condition ξ, which is always an FT -measurable random vari-
able;
• a generator f , which is real-valued function depending on ω, on time,
possibly on the mark x of the point process, and also in a suitable way
on the solution of the BSDE. In all cases below, the dependence of the
generator upon the solution will be assumed Lipschitz, typically involving
two nonnegative constants L,L′, as specified below.
We begin with the univariate case, which is simpler to formulate. In this
case, the BSDE takes the form
Yt +
∫
(t,T ]
Zs dNs = ξ +
∫
(t,T ]
f(·, s, Ys−,Zs)dAs,(2.4)
where f is a predictable function on Ω× [0, T ]×R×R, satisfying
|f(ω, t, y′, z′)− f(ω, t, y, z)| ≤ L′|y′ − y|+L|z′ − z|,
(2.5) ∫ T
0
|f(t,0,0)|dAt <∞ a.s.
A solution is a pair (Y,Z) consisting in an adapted ca`dla`g process Y
and a predictable process Z satisfying
∫ T
0 |Zt|dAt <∞ a.s., such that (2.4)
holds for all t ∈ [0, T ], outside a P-null set [this implicitly supposes that∫ T
0 |f(·, s, Ys,Zs)|dAs <∞ a.s.].
Remark 1. Quite often the BSDE is written, in a slightly different form,
as
Yt +
∫
(t,T ]
Zs(dNs − dAs) = ξ +
∫
(t,T ]
f(·, s, x,Ys−,Zs)dAs.(2.6)
Upon a trivial modification of f , this is clearly the same as (2.4), and it
explains the integrability restriction on Z. The reason underlying the formu-
lation (2.6) is that it singles out the “martingale increment”
∫
(t,T ]Zs(dNs−
dAs).
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2.3. The BSDE in the multivariate case. In the multivariate case, the
predictable process Z of (2.4) should be replaced by a predictable function
Z(ω, t, x) on Ω × [0, T ] × E, and this function may enter the generator in
different guises. We start with the most general formulation, and will single
out two special, easier to formulate, cases afterward.
We need some additional notation: we let B(E) be the set of all Borel
functions on E; if Z is a measurable function on Ω × [0, T ]× E, we write
Zω,t(x) = Z(ω, t, x), so each Zω,t, often abbreviated as Zt or Zt(·), is an
element of B(E).
With this notation, the BSDE takes the form
Yt +
∫
(t,T ]
∫
E
Z(s,x)µ(ds, dx)
(2.7)
= ξ +
∫
(t,T ]
∫
E
f(·, s, x,Ys−,Zs(·))ν(ds, dx),
where f is a real-valued function on Ω× [0, T ]× E × R× B(E), such that
f(ω, t, x, y,Zω,t(·)) is predictable for any predictable function Z on Ω ×
[0, T ]×E, and
|f(ω, t, x, y′, ζ)− f(ω, t, x, y, ζ)| ≤ L′|y′ − y|,∫
E
|f(ω, t, x, y, ζ)− f(ω, t, x, y, ζ ′)|φω,t(dx)
(2.8)
≤ L
∫
E
|ζ ′(x)− ζ(x)|φω,t(dx),
∫ T
0
∫
E
|f(t, x,0,0)|ν(dt, dx)<∞ a.s.
[in the expression f(t, x,0,0), the last “0” stands for the function in B(E)
which vanishes identically].
A solution is a pair (Y,Z) consisting in an adapted ca`dla`g process Y and a
predictable function Z on Ω× [0, T ]×E satisfying
∫ T
0
∫
E
|Z(t, x)|ν(ds, dx)<
∞ a.s., such that (2.7) holds for all t ∈ [0, T ], outside a P-null set.
The measurability condition imposed on the generator is somewhat awk-
ward, and probably difficult to check in general. However, it is satisfied in
the following two types of equations.
Type I equation: This is the simplest one to state, and it takes the form
Yt +
∫
(t,T ]
∫
E
Z(s,x)µ(ds, dx)
(2.9)
= ξ +
∫
(t,T ]
∫
E
fI(·, s, x,Ys−,Z(s,x))ν(ds, dx),
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where fI is a predictable function on Ω× [0, T ]×E ×R×R, satisfying
|fI(ω, t, x, y
′, z′)− fI(ω, t, x, y, z)| ≤ L
′|y′ − y|+L|z′ − z|,
(2.10) ∫ T
0
∫
E
|fI(t, x,0,0)|ν(dt, dx)<∞ a.s.
That (2.9) is a special case of (2.7) is obvious; we simply have to take for
f the function on Ω× [0, T ]×E ×R×B(E) defined by
f(ω, s, x, y, ζ) = fI(ω, s, x, y, ζ(x)),(2.11)
and (2.10) for fI yields (2.8) for f .
Type II equations: The BSDE (2.9) cannot in general be used as a tool
for solving control problems driven by a multivariate point process, whereas
this is one of the main motivations for introducing them. We rather need
the following formulation:
Yt +
∫
(t,T ]
∫
E
Z(s,x)µ(ds, dx) = ξ +
∫
(t,T ]
fII(·, s, Ys−, ηsZs)dAs,(2.12)
where, recalling that φω,t are the measures occurring in (2.2) and Zω,t(x) =
Z(ω, t, x),
ηω,t is a real-valued map on B(E),
with |ηω,tζ − ηω,tζ
′| ≤
∫
E
|ζ ′(v)− ζ(v)|φω,t(dv),
Z predictable on Ω× [0, T ]×E ⇒(2.13)
the process (ω, t) 7→ ηω,tZω,t is predictable,
fII is a function satisfying (2.5).
Again, (2.12) reduces to (2.7) upon taking
f(ω, s, x, y, ζ) = fII(ω, s, y, ηω,sζ),(2.14)
and (2.5) for fII plus (2.13) for ηω,t yield (2.8) for f . As we will see in
Section 6, this type of equation is well suited to control problem.
In the univariate case, all three formulations (2.7), (2.9) and (2.12) coin-
cide with (2.4).
Finally, we describe another notion of a solution, starting with the follow-
ing remark: we can of course rewrite (2.7) as follows:
Yt +
∑
n≥1
Z(Sn,Xn)1{t<Sn≤T}
(2.15)
= ξ +
∫
(t,T ]
∫
E
f(s,x,Ys−,Zs(·))ν(ds, dx).
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Since A is continuous, (2.15) yields, outside a P-null set,
∆YSn = Z(Sn,Xn) if Sn ≤ T and n≥ 1,
(2.16)
Y is continuous outside {S1, . . . , Sn, . . .}.
In other words, Y completely determines the predictable function Z outside
a null set with respect to the measure P(dω)µ(ω,dt, dx), hence also outside
a P(dω)ν(ω,dt, dx)-null set. Equivalently, if (Y,Z) is a solution and Z ′ is
another predictable function, then (Y,Z ′) being another solution is the same
as having Z ′ = Z outside a P(dω)µ(ω,dt, dx)-null set, and the same as having
Z ′ = Z outside a P(dω)ν(ω,dt, dx)-null set.
Therefore, another way of looking at equation (2.7) is as follows: a solution
is an adapted ca`dla`g process Y for which there exists a predictable function
Z satisfying ∫ T
0
∫
E
|Z(s,x)|ν(ds, dx)<∞ a.s.,
such that the pair (Y,Z) satisfies (2.7) for all t ∈ [0, T ], outside a P-null set.
Then uniqueness of the solution means that, for any two solutions Y and
Y ′ we have Yt = Y
′
t for all t ∈ [0, T ], outside a P-null set.
2.4. Statement of the main results. We have two main results. The first
one is when the point process has at mostM points, for a nonrandom integer
M , that is,
P(SM+1 =∞) = 1.(2.17)
Theorem 2. Assume (A) and (2.17). The solution Y of (2.7), if it
exists, is unique up to null sets. Moreover, if the variable AT is bounded,
and if
E(|ξ|)<∞, E
(∫ T
0
∫
E
|f(s,x,0,0)|ν(ds, dx)
)
<∞,(2.18)
the solution exists and satisfies E(
∫ T
0 |Yt|dAt)<∞ and E(
∫ T
0
∫
E
|Z(t, x)|ν(dt,
dx))<∞.
The existence result above is “almost” a special case of the next theorem.
In contrast, the uniqueness within the class of all possible solutions is specific
to the situation (2.17). When this fails, uniqueness holds only within smaller
subclasses, which we now describe. For any α > 0 and β ≥ 0, we set
L1α,β = the set of all pairs (Y,Z) with Y ca`dla`g adapted and
Z predictable, satisfying,(2.19)
‖(Y,Z)‖α,β := E
(∫ T
0
∫
E
(|Yt|+ |Z(t, x)|)e
βAtαNtν(dt, dx)
)
<∞.
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The space L1α,β decreases when α and/or β increases.
Theorem 3. Assume (A).
(a) If
E(eβATαNT |ξ|)<∞,
(2.20)
E
(∫ T
0
∫
E
αNseβAs |f(s,x,0,0)|ν(ds, dx)
)
<∞,
for some α> L and β > 1 +α+L′, where L,L′ are the constants occurring
in (2.8), then (2.7) admits one and only one (up to null sets) solution (Y,Z)
belonging to L1α,β .
(b) When moreover the variable AT is bounded, the conditions
E(|ξ|1+ε)<∞, E
((∫ T
0
∫
E
|f(s,x,0,0)|ν(ds, dx)
)1+ε)
<∞(2.21)
for some ε > 0 imply (2.20) for all β ≥ 0 and α > 0, hence (2.7) admits one
and only one (up to null sets) solution (Y,Z) belonging to
⋃
α>L,β>1+α+L′ L
1
α,β,
and this solution also belongs to
⋂
α>0,β≥0L
1
α,β .
The claim (b) is interesting, because it covers the most usual situation
where µ is a Poisson random measure (so that At = λt for some constant
λ > 0). Note that, even in this case, we do not know whether (2.7) admits
other solutions, which are not in
⋃
α>L,β>1+α+L′ L
1
α,β .
We note that if we apply Theorem 3 with the assumptions of Theorem 2,
namely AT ≤K and NT ≤M , condition (2.20) is equivalent to (2.18) since
the exponential factors are bounded. In this sense, Theorem 2 is a spe-
cial case of Theorem 3, except that in the latter theorem uniqueness is
guaranteed only within the smaller class L1α,β. The occurrence of exponen-
tial weights in the definition of the norm in this space is due to the fact
that we are dealing with BSDEs driven by a general random compensator
ν(ω,dt, dx) = dAt(ω)φω,t(dx), where A is an increasing but not necessar-
ily bounded predictable processes. The same happens in the L2 theory for
BSDEs associated to marked point processes (see [9, 20]) and for BSDEs
driven by a general ca`dla`g martingale (see [11]). On the other hand, in case
of compensators absolutely continuous with respect to a deterministic mea-
sure, [3, 10, 19], a standard L2 theory holds (the norm reduces to a simpler
form, not involving exponentials of stochastic processes).
3. A priori estimates. In this section, we provide some a priori estimates
for the solutions of equation (2.7). Without special mention, Assumption
(A1) is assumed throughout.
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Lemma 4. Let α > 0 and β ∈R. If (Y,Z) is a solution of (2.7) we have
almost surely
|Yt|e
βAtαNt +
∫ T
t
∫
E
(α|Ys−+Z(s,x)| − |Ys−|)e
βAsαNs−µ(ds, dx)
+ β
∫ T
t
|Ys|e
βAsαNs dAs(3.1)
= |ξ|peβATαNT +
∫ T
t
∫
E
sign(Ys)f(s,x,Ys,Zs(·))e
βAsαNsν(ds, dx).
Proof. Letting Ut and Vt be the left-hand and right-hand sides of (3.1),
and since these processes are ca`dla`g, and continuous outside the Sn’s, and
UT = VT , it suffices to check that outside a null set we have ∆USn =∆VSn
and also Ut − Us = Vt − Vs if Sn ≤ t < s < Sn+1 ∧ T , for all n≥ 0. The first
property is obvious because ∆YSn = Z(Sn,Xn) a.s. and A is continuous.
The second property follows from Yt − Ys =
∫ s
t
∫
E
f(v,x,Yv,Zv(·))ν(dv, dx),
implying |Yt| − |Ys|=
∫ s
t
∫
E
sign(Yv)f(v,x,Yv,Zv(·))ν(dv, dx) and α
Nv = αNt
for all v ∈ [t, s], plus a standard change of variables formula. 
For any α > 0 and β ≥ 0, and with any measurable process Y and mea-
surable function Z on Ω× [0, T ]×E we set for 0≤ t < s≤ T
Wα,β(t,s](Y,Z) =
∫ s
t
∫
E
(|Yv|+ |Z(v,x)|)e
βAvαNvν(dv, dx),(3.2)
so with the notation (2.19) we have ‖(Y,Z)‖α,β = E(W
α,β
(0,T ](Y,Z)). Below, L
and L′ are as in (2.8).
Lemma 5. Let α > L and β > 1 + α+ L′. There is a constant C only
depending on (α,β,L,L′), such that any pair (Y,Z) in L1α,β which solves
(2.7) satisfies, for any stopping time S with S ≤ T and outside a null set,
|YS |e
βASαNS
(3.3)
≤ E
(
|ξ|eβATαNT +
∫ T
S
∫
E
|f(s,x,0,0)|eβAsαNsν(ds, dx)
∣∣∣FS
)
,
E(Wα,β(S,T ](Y,Z)|FS)
(3.4)
≤CE
(
|ξ|eβAT αNT +
∫ T
S
∫
E
|f(s,x,0,0)|eβAsαNsν(ds, dx)
∣∣∣FS
)
.
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Proof. We have α|Ys− + Z(s,x)| − |Ys−| ≥ α|Z(s,x)| − (1 + α)|Ys−|,
hence (3.1), and the Lipschitz condition (2.8) plus the fact that φt,ω(E) = 1
yield almost surely
|YS |e
βASαNS +α
∫ T
S
∫
E
|Z(s,x)|eβAsαNs−µ(ds, dx) + β
∫ T
S
|Ys|e
βAsαNs dAs
≤ |ξ|eβATαNT + (1 +α)
∫ T
S
|Ys−|e
βAsαNs− dNs(3.5)
+
∫ T
S
∫
E
(|f(s,x,0,0)|+L′|Ys|+L|Z(s,x)|)e
βAsαNsν(ds, dx).
Since E(
∫ T
S
∫
E
ψ(s,x)µ(ds, dx)|FS) = E(
∫ T
S
∫
E
ψ(s,x)ν(ds, dx)|FS) for any
nonnegative predictable function ψ, taking the FS -conditional expectation
in (3.5) yields
|YS |e
βASαNS +E
(∫ T
S
∫
E
(α|Z(s,x)|+ β|Ys|)e
βAsαNsν(ds, dx)
∣∣∣FS
)
≤ E(|ξ|eβATαNT )
+E
(∫ T
S
∫
E
(|f(s,x,0,0)|+ (1+α+L′)|Ys−|+L|Z(s,x)|)
× eβAsαNsν(ds, dx)
∣∣∣FS
)
.
When E(Wα,β(0,T ](Y,Z))<∞, this implies almost surely
|YS |e
βASαNS +E
(∫ T
S
∫
E
((β − 1−α−L′)|Ys|+ (α−L)|Z(s,x)|)
× eβAsαNsν(ds, dx)
∣∣∣FS
)
≤ E
(
|ξ|eβAT αNT +
∫ T
S
∫
E
|f(s,x,0,0)|eβAsαNsν(ds, dx)
∣∣∣FS
)
,
giving us both (3.3) and (3.4). 
Lemma 6. Let α> L and β > 1+α+L′. If (Y,Z) is a solution of (2.7)
and (Y ′,Z ′) is a solution of the same equation with the same generator f
and another terminal condition ξ′, both pairs (Y,Z) and (Y ′,Z ′) being in
L1α,β , we have for any stopping time S with S ≤ T and outside a null set
|Y ′S − YS |e
βASαNS ≤ E(|ξ′− ξ|eβATαNT |FS),(3.6)
E(Wα,β(0,T ](Y
′ − Y,Z ′−Z))≤CE(|ξ′ − ξ|eβATαNT ).(3.7)
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In particular, (2.7) admits, up to null sets, at most one solution (Y,Z)
belonging to L1α,β .
Proof. Set [with ζ arbitrary in B(E), and recalling the notation Zω,t(x) =
Z(ω, t, x)]
Y = Y ′ − Y, Z = Z ′ −Z, ξ = ξ′ − ξ,
f(ω, s, x, y, ζ)
= f(ω, s, x,Ys−(ω) + y,Zω,s(·) + ζ)− f(ω, s, x,Ys−(ω),Zω,s(·)).
Then f is satisfies (2.8) with the same constants L,L′, and also f(s,x,0,0) =
0, and clearly (Y ,Z) belongs to L1α,β and satisfies (2.7) with the generator
f and the terminal condition ξ. Hence, (3.6) and (3.7) are exactly (3.3) and
(3.4) written for (Y ,Z).
Finally, the last claim follows by taking ξ′ = ξ. 
4. The structure of the solutions. In this section, we show how it is
possible to reduce the problem of solving equation (2.7) to solving a sequence
of ordinary differential equations. This reduction needs a number of rather
awkward notation, but it certainly has interest in its own sake. Except in
the last subsection, devoted to some counter-examples, we assume (A). We
stress that both A1 and A2 are crucial here, in particular to characterize the
FSn -conditional law of (Sn+1,Xn+1) and the compensator ν of µ.
4.1. Some basic facts. Recall that (Sn,Xn) takes its values in the set
S = ([0, T ]×E)∪ {(∞,∆)}. For any integer n≥ 0, we let Hn be the subset
of Sn+1 consisting in all D = ((t0, x0), . . . , (tn, xn)) satisfying
t0 = 0, x0 =∆, tj+1 ≥ tj, tj ≤ T
⇒ tj+1 > tj , tj >T
⇒ (tj , xj) = (∞,∆).
We set Dmax = tn and endow Hn with its Borel σ-field Hn. We set S0 = 0
and X0 =∆, so
Dn = ((S0,X0), . . . , (Sn,Xn))(4.1)
is a random element with values in Hn, whose law is denoted as Λn [a
probability measure on (Hn,Hn)].
The filtration (Ft) generated by the point process µ has a very special
structure, which reflects on adapted or predictable processes, and below we
explain some of these properties; see [13] for more details. They might look
complicated at first glance, but they indeed allow us to replace random
elements by deterministic functions of all the Dn’s.
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(a) The variable ξ: Since ξ is FT -measurable, for each n≥ 0 there is an
Hn-measurable map D 7→ u
n
D on Hn with
Dmax =∞ ⇒ unD = 0,
(4.2)
Sn(ω)≤ T < Sn+1(ω) ⇒ ξ(ω) = u
n
Dn(ω)
.
(b) Adapted ca`dla`g processes: A ca`dla`g process Y , which further is con-
tinuous outside the times Sn, is adapted if and only if for each n≥ 0 there
is a Borel function yn = ynD(t) on Hn × [0, T ] such that
Dmax =∞ ⇒ ynD(t) = 0,
t 7→ ynD(t) is continuous on [0, T ] and constant on [0, T ∧D
max],(4.3)
Sn(ω)≤ t < Sn+1(ω), t≤ T ⇒ Yt(ω) = y
n
Dn(ω)
(t),
and we express this as Y ≡ (yn).
(c) Predictable functions: A function Z on Ω× [0, T ]× E is predictable
if and only if for each n≥ 0 there is a Borel function zn = znD(t, x) on Hn×
[0, T ]×E such that
Dmax =∞ ⇒ znD(t, x) = 0,
(4.4)
Sn(ω)< t≤ Sn+1(ω)∧ T ⇒ Z(ω, t, x) = z
n
Dn(ω)
(t, x).
We express this as Z ≡ (zn), and also write znD,t for the function z
n
D,t(x) =
znD(t, x) on E.
(d) The FSn-conditional law of (Sn+1,Xn+1): This conditional law takes
the form GnDn , where G
n
D(dt, dx) is a transition probability from Hn into
[0,∞]×E, and upon using (A) we may further assume the following struc-
ture on GnD, where φ
n
D,t(dx) is a transition probability from Hn× [0,∞] into
E:
GnD(dt, dx) =G
′n
D(dt)φ
n
D,t(dx) where G
′n
D(dt) =G
n
D(dt,E),
G′nD((T,∞)) = 0, t > T ⇒ φ
n
D,t(dx) = ε∆(dx),
t 7→ gnD(t) :=G
′n
D((t,∞]) is continuous (by (A1)),(4.5)
gnD(T )> 0 (by (A2)),
Dmax <∞ ⇒ gnD(D
max) = 1.
The last property Dmax <∞ ⇒ gnD(D
max) = 1, which plays an important
role later, simply expresses the fact that Sn+1 >Sn if Sn <∞.
(e) The compensator ν of µ: The following gives us versions of ν and A
and φω,t in (2.2):
ν(ω;dt, dx) =
∞∑
n=0
νnDn(ω)(dt, dx)1{Sn<t≤Sn+1∧T},
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νnD(dt, dx) =
1
gnD(t)
GnD(dt, dx),
(4.6)
Sn(ω)< t≤ Sn+1(ω) ⇒ φω,t = φ
n
Dn(ω),t
,
At(ω) =
∞∑
n=0
anDn(ω)(t ∧ Sn+1(ω)), a
n
D(t) =− log g
n
D(t),
hence anD(t) = 0 for t≤D
max, and anD(T )<∞.
(f) The generator : Recall that we are interested in equation (2.7), so by
(2.8) the generator f has a nice predictability property only after plugging in
a predictable function Z. This implies that, for any n≥ 0, and if zn = znD(t, x)
is as in (c) above, one has a Borel function f{zn}n = f{zn}nD(t, x, y,w) on
Hn × [0, T ]×E ×R×R, such that (with t≤ T below)
Dmax =∞ ⇒ f{zn}nD(t, x, y) = 0,
Sn(ω)< t≤ Sn+1(ω), ζ(x) =w+ z
n
Dn(ω)
(t, x)(4.7)
⇒ f(ω, t, x, y, ζ) = f{zn}nDn(ω)(t, x, y,w).
Moreover, the last two conditions in (2.8) imply that one can take a version
which satisfies identically (where zn and z′n are two terms as in (c), and
f{0}nD below is f{z
n}nD for z
n
D(t, x)≡ 0)
|f{zn}nD(t, x, y
′,w′)− f{z′n}nD(t, x, y,w)|
≤ L′|y′ − y|+L|w′ −w|+L
∫
E
|z′nD (t, v)− z
n
D(t, v)|φ
n
D,t(dv)(4.8) ∫ T
0
|f{0}nD(t, x,0,0)|ν
n
D(dt, dx)<∞.
4.2. Reduction to ordinary differential equations. By virtue of (2.16), if
Y ≡ (yn) is a solution of (2.7), we can, and always will, take for the associated
process Z ≡ (zn) the one defined for t ∈ [0, T ] by
znD(t, x) = y
n+1
D∪{(t,x)}(t)1{t>Dmax} − y
n
D(t),(4.9)
because YSn+1 = y
n+1
Dn∪{(Sn+1,Xn+1)}
(Sn+1) and YSn+1− = y
n
Dn
(Sn+1), when
Sn+1 ≤ T . We will in fact write the above in another form, suitable for
plugging into the generator f , as represented by (4.7). Namely, we set
ŷn+1 = (ŷn+1D (t, x) : (D, t, x) ∈Hn × [0, T ]×E) :
(4.10)
ŷn+1D (t, x) = y
n+1
D∪{(t,x)}(t)1{t>Dmax}.
Then we take Z ≡ (zn) as follows:
znD(t, x) = ŷ
n+1
D (t, x)− y
n
D(t),(4.11)
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and it follows that
Sn(ω)< t≤ Sn+1(ω)
⇒ f(ω, t, x,Yt−,Zt(·))(4.12)
= f{ŷn+1}nDn(ω)(t, x, y
n
Dn(ω)
(t),−ynDn(ω)(t)).
The following lemma is a key point for our analysis.
Lemma 7. A ca`dla`g adapted process Y ≡ (yn) solves (2.7) if and only if
for P-almost all ω and all n≥ 0 we have
ynDn(ω)(t)
= unDn(ω)
(4.13)
+
∫ T
t
∫
E
f{ŷn+1}nDn(ω)(s,x, y
n
Dn(ω)
(s),−ynDn(ω)(s))ν
n
Dn(ω)
(ds, dx),
t ∈ [0, T ].
If further (2.17) holds, then Y ≡ (yn) is a solution if and only if for P-almost
all ω we have (4.13) for all n= 0, . . . ,M − 1 and
t ∈ [0, T ] ⇒ yMDM (ω)(t) = u
M
DM (ω)
= ξ(ω).(4.14)
Proof. Considering the restriction of the BSDE to each interval [Sn,
Sn+1)∩ [0, T ] and recalling (2.16), we see that Y is a solution if and only if,
outside some null set N , we have for n≥ 0
Sn ≤ t < Sn+1 ≤ T ⇒ Yt = YSn+1− +
∫ Sn+1
t
∫
E
f(s,x,Ys,Zs(·))ν(ds, dx),
Sn ≤ t≤ T < Sn+1 ⇒ Yt = ξ +
∫ T
t
∫
E
f(s,x,Ys,Zs(·))ν(ds, dx).
Using the form Y ≡ (y.), and Z ≡ (zn) as defined by (4.11), this is equivalent
to having for ω /∈N
Sn(ω)≤ t < Sn+1(ω)≤ T
⇒ ynDn(ω)(t) = y
n
Dn(ω)
(Sn+1(ω))
(4.15)
+
∫ Sn+1(ω)
t
∫
E
f{ŷn+1}nDn(ω)(s,x, y
n
Dn(ω)
(s),
− ynDn(ω)(s))ν
n
Dn(ω)
(ds, dx),
Sn(ω)≤ t≤ T < Sn+1(ω)
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⇒ ynDn(ω)(t) = u
n
Dn(ω)
(4.16)
+
∫ T
t
∫
E
f{ŷn+1}nDn(ω)(s,x, y
n
Dn(ω)
(s),
− ynDn(ω)(s))ν
n
Dn(ω)
(ds, dx).
Thus, if Y is a solution and ω /∈ N , the function yn
Dn(ω)
satisfies the
differential equation in (4.16) on the interval [Sn(ω) ∧ T,T ], hence also
on the interval [0, T ] because νn
Dn(ω)
([0, Sn(ω)] × E) = 0 and y
n
Dn(ω)
(t) =
yn
Dn(ω)
(Sn(ω)) if t≤ Sn(ω) and also u
n
Dn(ω)
= 0 and yn
Dn(ω)
(t) = 0 if Sn(ω)>
T : we thus have (4.13).
Conversely, assume that outside a null set N we have (4.13) for all n.
Then obviously (4.16) holds, and (4.15) as well by taking the difference
yn
Dn(ω)
(t)− yn
Dn(ω)
(Sn+1(ω)). Therefore, Y solves the BSDE. This proves the
first claim.
Assume further P(SM+1 =∞) = 1. Outside a null set, we have Sn =∞
for all n >M , so (4.13) is trivially satisfied (with both members equal to 0)
if n >M , and it reduces to (4.14) when n=M because then νM
DM (ω)
([0, T ]×
E) = 0, hence the second claim. 
Equation (4.13) leads us to consider the following equation with unknown
function y, for any given n,
y(t) = unD +
∫ T
t
∫
E
f{ŷ}nD(s,x, y(s),−y(s))ν
n
D(ds, dx), t ∈ [0, T ],(4.17)
where D ∈Hn is given, as well as the Borel function ŷ on [0, T ]× E with
further ŷ(t, x) = 0 if t≤Dmax. When Dmax =∞, and in view of our prevail-
ing convention uD = 0, plus νnD([0, T ]×E) = 0 in this case, this reduces to
y(t) = 0. Otherwise, this equation is a backward ordinary integro-differential
equation, and we have the following.
Lemma 8. Equation (4.17) has at most one solution, and it has one as
soon as ∫ T
0
∫
E
|ŷ(s,x)|νnD(ds, dx)<∞.(4.18)
In this case, the unique solution y satisfies, for all ρ≥ L+L′,
|y(t)|eρa
n
D
(t) ≤ |unD|e
ρan
D
(T )
(4.19)
+
∫ T
t
∫
E
(|f{0}nD(s,x,0,0)|+L|ŷ(s,x)|)e
ρan
D
(s)νnD(ds, dx)
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and also, if ρ > L+L′ and with a constant C depending only on (ρ,L,L′),∫ T
t
|y(s)|eρa
n
D
(s) danD(s)
≤C
(
|unD|e
ρan
D
(T ) +
∫ T
t
∫
E
(|f{0}nD(s,x,0,0)|(4.20)
+L|ŷ(s,x)|)eρa
n
D
(s)νnD(ds, dx)
)
.
Proof. We have f{ŷ}nD(s,x, y(s),−y(s)) = g(s,x, y(s)), where g is a
Borel function on [0, T ]×E ×R, which by (4.8) satisfies
|g(s,x, y′)− g(s,x, y)| ≤ (L+L′)|y′ − y|,∫ T
0
∫
E
|g(s,x,0)|νnD(ds, dx)
≤
∫ T
0
|f{0}nD(t, x,0,0)|ν
n
D(dt, dx) +L
∫ T
0
∫
E
|ŷ(s,x)|νnD(ds, dx).
The Lipschitz property of g implies the uniqueness, and the existence is clas-
sically implied by the finiteness of
∫ T
0
∫
E
|g(s,x,0)|νnD(ds, dx), which holds
under (4.18) because of the last condition in (4.8).
Next, under (4.18), the proof of the estimates is the same as in Lemma 5.
Namely, there is no jump here, so (3.5) is replaced by
|y(t)|eρa
n
D
(t) + ρ
∫ T
t
|y(s)|eρa
n
D
(s) danD(s)
≤ |unD|e
ρan
D
(T ) +
∫ T
t
∫
E
(|g(s,x,0)|+ (L+L′)|y(s)|)eρa
n
D
(s)νnD(ds, dx).
Note that here
∫ T
t
|y(s)|eρa
n
D
(s) danD(s)<∞ because a
n
D(T )<∞. We readily
get (4.19) if ρ≥L+L′, and (4.20) if ρ > L+L′. 
We end this subsection with a technical lemma.
Lemma 9. For any n ≥ 0 and any nonnegative Borel function g on
[0, T ]×E ×Hn ×Hn+1, we have∫ T
0
∫
E
g(s,x,Dn,Dn ∪ {(s,x)})ν
n
Dn
(ds, dx)
(4.21)
= E(g(Sn+1,Xn+1,Dn,Dn+1)e
an
Dn
(Sn+1)1{Sn+1≤T}|FSn).
Moreover, the set C ′ = {D ∈ Hn :
∫ T
0
∫
E
1{D∪{(s,x)}∈C}ν
n
D(ds, dx) > 0} is
Λn-negligible, if C ⊂Hn+1 is Λn+1-negligible.
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Proof. In view of (4.6), the left-hand side of (4.21) is∫ T
0
∫
E
g(s,x,Dn,Dn ∪ {(s,x)})e
an
Dn
(s)GnDn(ds, dx),
so the first claim follows from the fact that GnDn is the FSn-conditional
law of (Sn+1Xn+1). For the last claim, it suffices to take the expectation of
both sides of (4.19) with g = 1[0,T ]×E×Hn×C : the right-hand side becomes
E(ea
n
Dn
(Sn+1) × 1C(Dn+1)1{Sn+1≤T}), which vanishes because Λn+1(C) = 0,
whereas the left-hand side is positive if Λn(C
′)> 0. 
An example of an explicit solution: We will prove Theorem 2 later, but
here we show how Lemma 7 allows us to give an explicit solution, in a special
(but nontrivial) case of this theorem, with M = 2.
We consider a state space E = {x1, x2, x3} with three elements and sup-
pose that Sn =∞ for n ≥ 3 and that X1 = x1 if S1 <∞, whereas condi-
tionally on (S1, S2) and if S2 <∞ then X2 takes the two values x2 and x3
with probability 12 . The law of the point process is thus completely charac-
terized by the law H1(dt) of S1, and by the conditional law H
2(S1, dt) of S2
knowing S1 (so H
2(s, dt) is a transition probability from [0,∞] into itself,
satisfying H2(∞,{∞}) = 1 and H2(s, (s,∞]) = 1 if s <∞). We also assume
(A), which amounts to the facts that H1 and H2s have no atom except ∞,
plus H1((T,∞])> 0 and H2(s, (T,∞])> 0.
We consider the linear equation
Yt +
∫
(t,T ]
∫
E
Z(s,x)µ(ds, dx)
(4.22)
= 1{S2≤T,X2=x2} +
∫
(t,T ]
∫
E
Z(s,x)ν(ds, dx).
With the notation (4.1) and ∆= x1, say, we have D0 = (0, x1) and D1 =
((0, x1), (S1, x1)) reduces to S1. Thus, we may take
u0D = 0, u
1
D = 0, u
2
D2
= 1{S2≤T,X2=x2},
G′0D =H
1, φ0D,t = εx1 , G
′1
D1
=H2(S1, ·), φ
1
D1,t
= 12(εx1 + εx2),
a0D0(t) = a
0(t) =− logH1((t,∞]),
a1D1(t) = a
1
S1
(t) =− logH2(S1, (t,∞]).
Moreover, in (4.4) y0D(t) is a function y
0(t), and y1D1(t) takes the form
y1S1(t)×1{S1≤T} for some function (r, t) 7→ y
1
r(t) on [0, T ]
2, whereas by (4.14)
we may take y2D2(t) = u
2
D2
for all t. The form of the generator implies that
in (4.7) we have f{zn}nDn(t, x, y,w) =w− z
n
Dn
(t, x). Then, writing (4.13) for
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n= 1 and n= 0 gives us (below, r stands for S1)
y1r(t) =
1
2
(a1r(T )− a
1
r(t))−
∫ T
t
y1r(s)da
1
r(s),
y0(t) =
∫ T
t
y1s(s)da
0(s)−
∫ T
t
y0(s)da0(s).
This is a system of linear ODEs, whose explicit solution is [recall a1s(s) = 0]
y1r (t) =
1
2(1− e
a1r(t)−a
1
r(T )),
y0(t) =
1
2
∫ T
t
ea
0(t)−a0(s)(1− e−a
1
s(T ))da0(s).
Upon replacing a1s(t) and a
0(t) by − logH
2
s(t) and − logH
1
(t), and using
y2D2(t) = 1{S2≤T,X2=x2}, we obtain the following explicit form for the unique
solution:
t ∈ [S2, T ] ⇒ Yt = 1{X2=x2},
t ∈ [S1 ∧ T,S2 ∧ T ] ⇒ Yt =
H2(S1, (t, T ])
2H
2
(S1, (t,∞])
,
t ∈ [0, S1 ∧ T ] ⇒ Yt =
1
2H1((t,∞])
∫ T
t
H2(s, (s,T ])H1(ds).
Remark 10. In this example, we have (2.17) withM = 2, so the unique-
ness holds by Theorem 2. We also have (2.18), but the process A is not
necessarily bounded: nevertheless we do have existence.
4.3. Some counter-examples when (A) fails. In all the paper, we assume
(A), and it is enlightening to see what happens when this assumption fails.
We are not going to do any deep study of this case, and will content ourselves
with the simple situation where the point process is univariate and has a
single point, that is, E = {∆} is a singleton, and
Nt = 1{S≤t},
where S is a variable with values in (0, T ]∪ {∞}. The filtration (Ft) is still
the one generated by N , and G denotes the law of S, whereas g(t) =G(t,∞]:
those are the same as in (4.5), in our simplified setting.
The equation is (2.4), but since At =At∧S and any predictable process is
nonrandom, up to time S, it now reads as
Yt +ZS1{t<S≤T} = ξ +
∫
(t,S∧T ]
f(s,Ys−,Zs)dAs,(4.23)
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with f a Borel function on [0, T ]×R×R, Lipschitz in its last two arguments,
and such that
∫ T
0 |f(s,0,0)|dAs <∞.
Assumption (A) fails if (A1) or (A2) or both fail. Below, we examine what
happens if either one of these two partial assumptions fails.
(1) When G has an atom. Here, we assume that (A1) does not hold, that
is, A is discontinuous, whereas P(S =∞) > 0, so (A2) holds. We will see
that in this case the existence of a solution to (4.23) is not guaranteed.
To see this, we consider the special case where S only takes the two values
r ∈ (0, T ] and ∞, with respective positive probabilities p and 1− p. We have
Nt = 1{r≤t}1{S=r} and At = p1{t≥r}, so only the values of f(t, y, z) at time
t= r are relevant, and we may assume that f = f(y, z) only depends on y, z.
Note also that ξ takes the form
ξ = a1{S=r} + b1{S=∞} where a, b∈R.
Moreover, only the value Zr(ω) is involved, and it is nonrandom, and any
solution Y is constant on [0, r) and on [r,T ], that is, we have for t ∈ [0, T ]
Zr(ω) = γ, Yt = δ1{t<r} + ρ1{t≥r,S=r} + η1{t≥r,S=∞}
where γ, δ, ρ, η ∈R.
Here, a, b are given, and γ, δ, ρ, η constitute the “solution” of (4.23), which
reduces to the four equalities
η = b, ρ= a, δ = b+ pf(δ, γ), δ+ γ = a+ pf(δ, γ),
which in turn give us
γ = a− b, δ = b+ pf(δ, a− b).
The problem is that the last equation may not have a solution, and if it has
one it is not necessarily unique. For example, we have:
if f(y, z) =
1
p
(y + g(z)),
then
{
if a+ g(a− b) = 0 there are infinitely many solutions,
if a+ g(a− b) 6= 0 there is no solution.
(2) When G is supported by [0, T ]. Here, we suppose that G has no atom,
but is supported by [0, T ]. This corresponds to having (A1), but not (A2),
and we have At = a(t ∧ S), where a(t) = − log g(t) is increasing, finite for
t < v and infinite if t ≥ v, where v = inf(t : g(t) = 0) ≤ T is the right end
point of the support of the measure G.
We will also consider a special generator, and more specifically the equa-
tion
Yt +
∫
(t,T ]
Zs(dNs − dAs) = ξ,(4.24)
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which is (2.6) with f ≡ 0, and (2.4) with f(t, y, z) = z.
When ξ is integrable, the martingale representation theorem for point
processes yields that ξ = E(ξ)+
∫ T
0 Zs(dNs− dAs) for some predictable and
dAt-integrable process Z, hence Yt = E(ξ|Ft) is a solution. But this is not
the only one. Indeed, recalling that here ξ = h(S) is a (Borel) function of S,
we have the following.
Proposition 11. Assume that P(S ≤ T ) = 1 and that the law of S has
no atom, and also that ξ is integrable. Then a process Y is a solution of
(4.24) if and only if, outside a P-null set, it takes the form
Yt = ξ1{t≥S} +
(
w−
∫ t
0
e−Ash(s)dAs
)
eAt1{t<S}(4.25)
for an arbitrary real number w, and the associated process Z can be taken
as Zt = h(t)− Yt−.
Note that Y0 = w in (4.25), so in particular it follows that (4.24) has a
unique solution for any initial condition Y0 =w ∈R. This is in deep contrast
with Theorems 2 or 3, and it holds even for the trivial case ξ ≡ 0: in this
trivial case, Yt = 0 is of course a solution, but Yt =we
At1{t<S} for any w ∈R
is also a solution.
Proof of Proposition 11. Any solution (Y,Z) satisfies Yt = ξ if t≥ S
and Yt = y(t) if t < S, where y is a continuous (nonrandom) function on [0, v)
(recall that S < v a.s., and ess sup S = v). Since further (2.16) holds, one
may always take the associated predictable process Z to be Zt = h(t)−Yt−.
Then writing (4.24) for t = 0 and t arbitrary in [0, v), we see that Y is a
solution if and only if
t ∈ [0, v) ⇒ y(t) = y(0) +
∫ t
0
(y(s)− h(s))da(s).
This is a linear ODE whose solutions are exactly the functions
y(t) =
(
w−
∫ t
0
e−a(s)h(s)da(s)
)
ea(t)
for w ∈ R arbitrary [since
∫ t
0 |h(s)|da(s) ≤
1
g(t)E(|ξ|) is finite for all t < v].
This completes the proof. 
Remark 12. The previous result does not depend on the special form
of the generator f , in the sense that for any f satisfying (2.5) and under the
assumptions of Proposition 11, for any w ∈ R the BSDE admits a unique
solution starting at Y0 = w: of course an explicit form such as (4.25) is
no longer available, but the proof of this result follows exactly the same
argument as above.
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Remark 13. Jeanblanc and Re´veillac [15] have studied some cases of
BSDEs driven by a Wiener process, for which the generator “explodes” at
the terminal time T . This bears some resemblance with the previous setting,
in which At = a(t∧S) and a(t)→∞ as t→ T . They show for example that,
in the affine case, and under appropriate assumptions, there is no solution
when P(ξ 6= 0)> 0, and infinitely many solutions when ξ ≡ 0. Of course, the
setting is quite different (a Wiener process instead of a point process), so
the results are not really comparable, but they find cases like when (A2)
fails (no solutions) and like when (A1) fails (infinitely many solutions).
5. Proof of the main results. We start with an auxiliary lemma needed
for proving the existence of a solution.
Lemma 14. Assume (2.17) and that AT ≤K for some constant K. Let
m ∈ {1, . . . ,M}, and suppose that we have ynDn(t) for n=m,m+ 1, . . . ,M ,
such that (4.13) holds if m ≤ n < M and (4.14) holds if n =M , outside
a null set. Then for n between m and M − 1, we have the (rather coarse)
estimate
vn :=
∫ T
0
∫
E
(|f{0}nDn(s,x,0,0)|+L|y
n+1
Dn∪{(s,x)}
(s)|)νnDn(ds, dx)
≤ (1 +L)MeMK(2+L+L
′)(5.1)
× E
(∫ T
Sn∧T
∫
E
|f(s,x,0,0)|ν(ds, dx) + |ξ|1{Sn≤T}|FSn
)
.
Proof. (1) We first prove that AT ≤K implies
n≥ 0, D ∈Hn ⇒ a
n
D(T )≤K(5.2)
for a suitable version of the anD’s, which amounts to proving a
n
Dn
(T ) ≤K
a.s. To check this, we observe that for any γ > 1
e(γ−1)a
n
Dn
(T ) = E(eγa
n
Dn
(T )1{Sn+1>T}|FSn)
= E(eγa
n
Dn
(T∧Sn+1)1{Sn+1>T}|FSn)≤ e
Kγ ,
because anDn(T ∧ Sn+1)≤AT by (4.6). This implies a
n
Dn
(T )≤ Kγ
γ−1 a.s. and,
being true for all γ > 1, it yields (5.2).
(2) By Lemma 9, we have outside a null set
vn = E(e
an
Dn
(Sn+1)(|f{0}nDn(Sn+1,Xn+1,0,0)|+L|y
n+1
Dn+1
(Sn+1)|)1{Sn+1≤T}|FSn).
Equation (4.7) yields f{0}nDn(t, x,0,0) = f(t, x,0,0) if Sn < t≤ Sn+1, whereas
unDn = 0 if Sn >T , and u
n
Dn
= ξ if Sn ≤ T < Sn+1. In view of (4.14) and (5.2),
we first deduce
vM−1 ≤ e
K
E((|f(SM ,XM ,0,0)|+L|ξ|)1{SM≤T}|FSM−1).
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It also gives us for n≤M − 2, upon using (4.19) with n+1 and ρ= L+L′,
and (5.2) again
vn ≤ e
K
E((|f(Sn+1,Xn+1,0,0)|+Le
(L+L′)K(|un+1Dn+1 |+ vn+1))1{Sn+1≤T}|FSn)
≤ eKE((|f(Sn+1,Xn+1,0,0)|
+Le(1+L+L
′)K(|ξ|1{Sn+2>T} + vn+1))1{Sn+1≤T}|FSn),
where we have used P(Sn+2 >T |FSn+1)≥ e
−K , which implies
E(|ξ|1{Sn+2>T≥Sn+1}|FSn+1) = E(|u
n+1
Dn+1
|1{Sn+2>T≥Sn+1}|FSn+1)
= |un+1Dn+1 |1{T≥Sn+1}P(Sn+2 > T |FSn+1)
≥ |un+1Dn+1 |1{T≥Sn+1}e
−K .
Iterating the estimates for vn, and by successive conditioning, we deduce
vn ≤ (1 +L)
MeMK(2+L+L
′)
×E
(M−1∑
i=n
|f(Si+1,Xi+1,0,0)|1{Si+1≤T} +L|ξ|1{Si≤T<Si+1}|FSn
)
≤ (1 +L)MeMK(2+L+L
′)
×E
(∫ T
Sn∧T
∫
E
|f(s,x,0,0)|µ(ds, dx) +L|ξ|1{Sn≤T}|FSn
)
.
Since ν is the compensator of µ, this is equal to the right-hand side of (5.1),
hence the result. 
Proof of Theorem 2. (a) We first prove the uniqueness. Let Y ≡ (yn)
and Y ′ ≡ (y′n) be two solutions. By Lemma 7, for any n= 0, . . . ,M we have
a subset Bn of Hn with Λn(B
c
n) = 0 and such that for any D ∈Bn both y
n
D
and y′nD satisfy (4.13) if n<M and (4.14) if n=M .
The proof is done by downward induction. The induction hypothesis
K(n) is that for all m = n, . . . ,M we have a subset B(n,m) of Hm with
Λm(B(n,m)
c) = 0 such that ymD ≡ y
′m
D for all D ∈ B(n,m). That K(M)
holds with B(M,M) =BM is obvious, and K(0) yields Yt = Y
′
t a.s. for all t.
It remains to show that K(n+1) for some n between 0 andM −1 implies
K(n). Assuming K(n+1), we set B(n,m) =B(n+1,m) for m>n and let
B(n,n) be the intersection of Bn and of the set of all D ∈ Hn such that
yn+1
D∪{(s,x)} = y
′n+1
D∪{(s,x)} for ν
n
D-almost all (s,x). By virtue of the last claim
in Lemma 9 applied with C = B(n+ 1, n + 1)c, plus Λn(B
c
n) = 0, we have
Λn(B(n,n)
c) = 0. Then Lemma 8 yields ynD = y
′n
D when D ∈B(n,n), hence
K(n) holds.
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(b) We now turn to the existence, assuming further AT ≤K and (2.18).
We construct the family (ynDn(t)) by downward induction on n, starting with
yMD (t) = u
M
D for all D ∈HM , hence (4.14) holds everywhere. Suppose now
that we have a null set Cn+1 and functions y
m
Dm
form= n+1, . . . ,M−1, each
one satisfying (4.13) outside Cn+1. The assumption (2.18) and Lemma 14
imply E(vn)<∞, so the set Cn =Cn+1∪{vn =∞} is negligible. Now, (4.13)
is the same as (4.17) with D = Dn and ŷ(s,x) = y
n+1
Dn∪{(s,x)}
(s)1{t>Dmax},
which is well defined for GnDn-almost all (s,x), hence for ν
n
Dn
-almost all
(s,x). Therefore, outside Cn these terms satisfy (4.18), and it follows that
(4.17) has a unique solution ynDn . This validates the induction, hence (2.7)
has a solution, necessarily a.s. unique by part (a) above.
(c) It remains to prove the last claims. We denote by Y the (a.s. unique)
solution, and recall that the associated predictable function Z can be chosen
as Z ≡ (zn) with the form (4.9). Since NT ≤M , the last two claims amount
to proving that E(Un) <∞ for all n ≤M , where Un =
∫ Sn+1∧T
Sn∧T
∫
E
(|Ys| +
|Z(s,x)|)ν(ds, dx). Since UM = 0 because AT =AT∧SM , we restrict our at-
tention to the case n<M . (4.3), (4.6) and (4.9) yield Un ≤ 2Vn+Wn, where
Vn =
∫ T
Sn∧T
|ynDn(s)|da
n
Dn(s), Wn =
∫ T
Sn∧T
∫
E
|yn+1
Dn∪{(s,x)}
(s)|νnDn(ds, dx).
On the one hand, LWn ≤ vn, so (2.18) and (5.1) yield E(Wn)<∞. On the
other hand, applying first (4.20) with any ρ > L + L′ and (5.2) and then
P(Sn+1 > T |FSn)≥ e
−K and (5.1), we get
E(Vn)≤Ce
K(L+L′)
E(|unDn |1{Sn≤T} + vn)
≤CeK(1+L+L
′)
E(|ξ|1{Sn≤T<Sn+1} + vn)<∞.
This completes the proof. 
Proof of Theorem 3. (a) The uniqueness has been proved in Lemma 6.
For the existence, we will “localize” the problem in the following way: for
any n≥ 1 we set Tn = Sn ∧ inf(t :At ≥ n) and we consider the equation
Y
(n)
t +
∫ T
t
∫
E
Z(n)(s,x)µ(n)(ds, dx)
= ξ(n) +
∫ T
t
∫
E
f(s,x,Y (n)s ,Z
(n)
s (·))ν
(n)(ds, dx),
(5.3)
µ(n)(ds, dx) = µ(ds, dx)1{s≤Tn}, ν
(n)(ds, dx) = ν(ds, dx)1{s≤Tn},
ξ(n) = ξ1{T<Tn}.
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Then ν(n) is the compensator of µ(n), relative to (Ft) and also to the smaller
filtration (F
(n)
t =Ft∧Tn) generated by µ
(n), whereas ξ(n) is F
(n)
T -measurable.
The two marginal processes N
(n)
t = µ
(n)([0, t]×E) and A
(n)
t = ν
(n)([0, t]×E)
satisfy A
(n)
T ≤ n and N
(n)
T ≤ n, and (2.20) clearly implies (2.18) for ξ
(n) and
ν(n). Therefore, Theorem 2 implies the existence of an a.s. unique solution
(Y (n),Z(n)) to (5.3), and the last claim of this theorem further implies that
‖(Y (n),Z(n))‖
(n)
α,β <∞, where the previous norm is the same as (2.19) with
(A,N,ν) substituted with (A(n),N (n), ν(n)).
For n′ >n, set
Y
(n,n′)
= sup
s∈[0,T ]
(eβAsαNs |Y (n
′)
s − Y
(n)
s |),
W
(n,n′)
(s,t] =W
α,β
(s,t](Y
(n′) − Y (n),Z(n
′) −Z(n)),
the latter being computed as in (3.2) with (A,N,ν).
We now proceed to bound these variables, and to this end we observe that
Y
(n′)
Tn∧t
+
∫ T
t
∫
E
Z(n
′)(s,x)µ(n)(ds, dx)
= Y
(n′)
Tn∧T
+
∫ T
t
∫
E
f(s,x,Y n
′
Tn∧s,Z
(n′)
s (·))ν
(n)(ds, dx),
so (Y
(n′)
Tn∧t
,Z(n
′)) is a solution of (5.3) with terminal value Y
(n′)
Tn∧T
instead of
ξ(n), and clearly has a finite ‖ · ‖
(n′)
α,β norm. It then follows from (3.6) and
(3.7), plus the maximal inequality for martingales, that for any ε > 0 we
have
P
(
sup
t∈[0,T ]
eβATn∧tαNTn∧t |Y
(n′)
Tn∧t
− Y
(n)
t |> ε
)
≤
δ(n,n′)
ε
,
E(W
(n,n′)
(0,Tn∧T ]
)≤Cδ(n,n′)
where δ(n,n′) = E(|Y
(n′)
Tn∧T
− ξ(n)|eβATn∧TαNTn∧T ).
If Tn > T , we have Y
(n′)
Tn∧T
= Y
(n′)
T = ξ
(n′) = ξ = ξ(n), and otherwise ξ(n) = 0.
Hence, (3.3) yields
δ(n,n′) = E(|Y
(n′)
Tn
|eβATnαNTn1{Tn≤T})≤ δn
where δn = E
(
|ξ|eβATαNT 1{Tn≤T} +
∫ T
Tn∧T
∫
E
|f(s,x,0,0)|eβAsαNsν(ds, dx)
)
.
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If Tn < t ≤ T , we have Y
(n)
t = ξ
(n) = 0 and we may take Z(n)(t, x) = 0,
whereas if Tn′ ≤ t≤ T we have Y
(n′)
t = ξ
(n′) = 0 and we may take Z(n
′)(t, x) =
0, hence
Wn,n
′
(0,T ] −W
n,n′
(0,Tn∧T ]
=
∫ T
n′∧T
Tn∧T
∫
E
(|Y (n
′)
s |+ |Z
(n′)(s,x)|)eβAs∧Tn′ αNs∧Tn′ ν(n
′)(ds, dx).
This and (3.4) yield E(Wn,n
′
(0,T ]−W
n,n′
(0,Tn∧T ]
)≤Cδn. Gathering all those partial
results, we end up with
P(Y
(n,n′)
> ε)≤ P(Tn ≤ T ) +
δn
ε
, E(Wn,n
′
(0,T ])≤ 2Cδn.(5.4)
In view of (2.20) and the property Tn→∞ as n→∞, the dominated conver-
gence theorem implies δn→ 0, hence both left sides in (5.4) go to 0 as n→∞,
uniformly in n′ >n. It follows that the sequence Y (n) is Cauchy for the con-
vergence in probability, in the Skorokhod space D([0, T ]) endowed with the
uniform metric, and that the pair (Y (n),Z(n)) is Cauchy in the space L1α,β .
Therefore, these sequences converge in these spaces, to two limits Y and
(Y ′,Z), with Y ca`dla`g adapted and (Y ′,Z) ∈ L1α,β and Z predictable and
satisfying
∫ T
0
∫
E
|Z(s,x)|ν(ds, dx)<∞ a.s.; we can of course find versions of
the two limits for which Y ′ = Y is the same process. Note that, since all Y n
are continuous outside the points Sn’s, the same is true of Y .
We further deduce E(
∫ T
0
∫
E
|Z(n)(s,x)− Z(s,x)|ν(ds, dx))→ 0, implying
E(
∫ T
0
∫
E
|Z(n)(s,x) − Z(s,x)|µ(ds, dx))→ 0, and thus
∫ T
t
∫
E
Z(n)(s,x)µ(ds,
dx)
P
−→
∫ T
t
∫
E
Z(s,x)µ(ds, dx). Similarly, we obtain
∫ T
t
∫
E
f(s,x,Y
(n)
s ,
Z
(n)
s (·))ν(ds, dx)
P
−→
∫ T
t
∫
E
f(s,x,Ys,Zs(·))ν(ds, dx) (we use the Lipschitz
property of f here), and of course Y
(n)
t
P
−→ Yt for each t. Since (Y
(n),Z(n))
solves (5.2), by passing to the limit we deduce that (Y,Z) solves (2.7), and
it clearly belongs to L1α,β , thus ending the proof of the claim (a).
(b) We only need to prove that (2.21) for some ε > 0 implies (2.20) for all
α > 0 and β ≥ 0, when AT ≤K for some constant K. Since ν([0, T ]×E) =
AT and α
Nt ≤ (α∨ 1)NT and eβAt ≤ eβK , by Ho¨lder’s inequality it is clearly
enough to show that αNT is in all Lp when α > 1, or equivalently that
E(αNT )<∞ for all α> 1.
We consider the nonnegative increasing process Ut = α
Nt , which satisfies
the equation
Ut = 1+α
∫ t
0
Us− dNs = 1+α
∫ t
0
Us− dAs +α
∫ t
0
Us−(dNs − dAs).
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The last term is a local martingale, and a bounded martingale if we stop it
at time Sn ∧T , because NSn ≤ n and AT ≤K and Ut− ≤ α
n−1 if t≤ Sn ∧T .
Therefore, for any stopping time S ≤ S′n := Sn ∧ T we have
E(US−)≤ E(US) = 1+αE
(∫ S
0
Us− dAs
)
.
Then one applies the Gronwall-type lemma (3.39) in [14] and AS′n ≤K to
obtain that E(US′n−) ≤ K
′ for a constant K ′ which only depends on K
and α. Letting n→∞ and using the fact that UT ≤ αUT−, the monotone
convergence theorem yields E(UT )≤ αK
′ as well, hence the result. 
6. Application to a control problem. In this section, we show how what
precedes can be put in use for solving a control problem. As before, we are
given the multivariate point process µ of (2.1) on (Ω,F ,P), generating the
filtration (Ft), and satisfying (A). The control problem is specified by the
following data:
• a terminal cost, which is an FT -measurable random variable ξ;
• an action (or, decision) space, which is a measurable space (U,U), and an
associated predictable function r on Ω × [0, T ]× E × U , which specifies
how the control acts;
• a running cost, which is a predictable function l on Ω× [0, T ]×U .
These data should satisfy the following.
Assumption (B). There is a constant C > 0 such that, with A and N
as in (2.2) and (2.3),
0≤ r(ω, t, x, u)≤C,(6.1)
E(eATCNT )<∞.(6.2)
We also have, for two constants α ∈ [1,∞) ∩ (C,∞) and β > 1 +C,
E
(
eβATαNT |ξ|+
∫ T
0
eβAsαNs
∣∣∣ inf
u∈U
l(s,u)
∣∣∣dAs
(6.3)
+
∫ T
0
eAsCNs sup
u∈U
|l(s,u)|dAs
)
<∞.
We denote by A the set of U -valued predictable processes. An element of
A is called an admissible control, and it operates as follows. With u= (ut) ∈
A we associate the probability measure Pu on (Ω,F) which is absolutely
continuous with respect to P and admits the density process
Lut = exp
(∫ t
0
∫
E
(1− r(s,x,us))ν(ds, dx)
) ∏
n≥1:Sn≤t
r(Sn,Xn, uSn),
t ∈ [0, T ],
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with the convention that an empty product equals 1. Such a Pu exists, be-
cause Lu is a nonnegative local martingale, satisfying supt≤T L
u
t ≤ e
ATCNT
by (6.1), and the latter variable is integrable by (6.2), so Lu is indeed a
uniformly integrable martingale, with of course E(LuT ) = 1. By Girsanov’s
theorem for point processes, the predictable compensator of the measure µ
under Pu is
νu(dt, dx) = r(t, x, ut)ν(dt, dx) = r(t, x, ut)φt(dx)dAt.
We finally define the cost associated to every u(·) ∈A as
J(u(·)) = Eu
(∫ T
0
l(t, ut)dAt + ξ
)
,
where Eu denotes the expectation under Pu.
Observe that, if Vt =
∫ t
0 supu∈U |l(s,u)|dAs, we have
Eu
(∫ T
0
|l(t, ut)|dAt
)
≤ Eu
(∫ T
0
sup
u∈U
|l(t, u)|dAt
)
= E(LuTVT ).
Since Lu is a nonnegative martingale and V is continuous, adapted and
increasing, we deduce
E(LuTVT ) = E
(∫ T
0
Lut dVt
)
≤ E
(∫ T
0
eAtCNt sup
u∈U
|l(t, u)|dAt
)
<∞(6.4)
by (6.3). Similarly, Eu(|ξ|) = E(|ξ|L
u
T ) ≤ E(|ξ|e
ATCNT ) <∞, and we con-
clude that under (6.3) the cost J(u(·)) is finite for every admissible control.
Remark 15. Suppose that the cost functional has the form
J1(u(·)) = Eu
( ∑
n≥1:Sn≤T
c(Sn,Xn, uSn)
)
for some given predictable function c on Ω × [0, T ] × E × U which is, for
instance, nonnegative. By a standard procedure, we can reduce this control
problem to the previous one because
J1(u(·)) = Eu
(∫ T
0
∫
E
c(t, x, ut)µ(dt, dx)
)
= Eu
(∫ T
0
∫
E
c(t, x, ut)r(t, x, ut)φt(dx)dAt
)
.
Thus, J1(u(·)) has the same form as J(u(·)), with ξ = 0 and with the function
l replaced by l1(t, u) =
∫
E
c(t, x, u)r(t, x, u)φt(dx), so our forthcoming results
can be applied.
Similar considerations obviously hold for cost functionals of the form
J(u(·)) + J1(u(·)).
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The control problem consists in minimizing J(u(·)) over u(·) ∈A, and to
this end a basic role is played by the BSDE
Yt +
∫
(t,T ]
∫
E
Z(s,x)µ(ds, dx) = ξ +
∫
(t,T ]
f(s,Zs(·))dAs,
(6.5)
t ∈ [0, T ],
with terminal condition ξ being the terminal cost above, and with the gener-
ator f being the Hamiltonian function defined below. This is equation (2.7),
with f only depending on (ω, t, ζ), and indeed it comes from an equation of
type II via the transformation (2.14).
The Hamiltonian function f is defined on Ω× [0, T ]×B(E) as
f(ω, t, ζ) =


inf
u∈U
(
l(ω, t, u) +
∫
E
ζ(x)r(ω, t, x, u)φt(ω,dx)
)
,
if
∫
E
|ζ(x)|φω,t(dx)<∞,
0, otherwise.
(6.6)
We will assume that the infimum is in fact achieved, possibly at many
points. Moreover, we need to verify that the generator of the BSDE satisfies
the conditions required in the previous section, in particular the measurabil-
ity property, as expressed in (2.8), which does not follow from its definition.
An appropriate assumption is the following one, since we will see below in
Proposition 17 that it can be verified under quite general conditions.
Assumption (C). For every predictable function Z on Ω× [0, T ] × E
there exists a U -valued predictable process (i.e., an admissible control) uZ
such that, dAt(ω)P(dω)-almost surely,
f(ω, t,Zω,t(·))
(6.7)
= l(ω, t, uZ(ω, t)) +
∫
E
Zω,t(x)r(ω, t, x, u
Z(ω, t))φt(ω,dx).
Now, it is easy to check that all the required assumptions for the solvabil-
ity of the BSDE (6.5) are satisfied. Namely, using (6.1), one easily proves
the inequality
|f(ω, t, x, ζ)− f(ω, t, x, ζ ′)| ≤C
∫
E
|ζ(y)− ζ ′(y)|φω,t(dy),
whereas f(ω, t,0) = infu∈U l(ω, t, u). Then, in view of (6.3), we see that (2.8)
and (2.20) are satisfied, with L=C and L′ = 0, hence β > 1+L+L′ and α>
L. We thus conclude from Theorem 3 that the BSDE has a unique solution
(Y,Z) ∈ L1α,β. The corresponding admissible control u
Z , whose existence is
required in Assumption (B), will be denoted as u∗.
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Theorem 16. Assume (A), (B) and (C). Then, with (Y,Z) and u∗ as
above, the admissible control u∗(·) is optimal, and Y0 = J(u
∗(·)) =
infu(·)∈A J(u(·)) is the minimal cost.
Proof. Fix u(·) ∈ A. We first show that Eu
∫ T
0
∫
E
|Z(t, x)|νu(dt, dx) <
∞. Indeed, setting Vt =
∫ t
0
∫
E
|Z(s,x)|r(s,x,us)ν(ds, dx) and arguing as in
(6.4),
Eu
(∫ T
0
∫
E
|Z(t, x)|νu(dt, dx)
)
= Eu
(∫ T
0
∫
E
|Z(t, x)|r(t, x, ut)ν(dt, dx)
)
= E(LuTVT ) = E
(∫ T
0
Lut dVt
)
≤ E
(∫ T
0
eAtCNt dVt
)
= E
(∫ T
0
∫
E
eAtCNt|Z(t, x)|r(t, x, ut)ν(dt, dx)
)
≤CE
(∫ T
0
∫
E
eβAtαNt |Zt(x)|ν(dt, dx)
)
,
which is finite, since (Y,Z) ∈ L1α,β. By similar arguments, we also check that
Eu
(∫ T
0
|f(t,Zt(·))|dAt
)
= E
(∫ T
0
Lut |f(t,Zt(·))|dAt
)
≤ E
(∫ T
0
eAtCNt |f(t,Zt(·))|dAt
)
≤ E
(∫ T
0
eAtCNt
(
C
∫
E
|Z(t, x)|φt(dx) + |f(t,0)|
)
dAt
)
<∞.
Setting t= 0 and taking the Pu-expectation in the BSDE (6.5) we therefore
obtain
Y0+Eu
(∫ T
0
∫
E
Z(t, x)r(t, x, ut)ν(dt, dx)
)
= Eu(ξ)+Eu
(∫ T
0
f(t,Zt(·))dAt
)
.
Adding Eu(
∫ T
0 l(t, ut)dAt) to both sides, we finally obtain the equality
Y0+ Eu
(∫ T
0
(
l(t, ut) +
∫
E
Z(t, x)r(t, x, ut)φt(dx)
)
dAt
)
= J(u(·)) +Eu
(∫ T
0
f(t,Zt(·))dAt
)
= J(u(·)) +Eu
(∫ T
0
inf
u∈U
(
l(t, u) +
∫
E
Z(t, x)r(t, x, ut), φt(dx)
)
dAt
)
.
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This implies immediately the inequality Y0 ≤ J(u(·)) for every admissible
control, with an equality if u(·) = u∗(·). 
Assumption (C) can be verified in specific situations when it is possible to
compute explicitly the function uZ . General conditions for its validity can
also be formulated using appropriate measurable selection theorems, as in
the following proposition.
Proposition 17. Suppose that U is a compact metric space with its
Borel σ-field U and that the functions r(ω, t, x, ·), l(ω, t, ·) are continuous on
U for every (ω, t, x). Then if further (6.1) holds, Assumption (C) is satisfied.
Proof. For every predictable function Z set GZ = {(ω, t) :
∫
E
|Z(ω, t,
x)|φω,t(dx) =∞} and define a map F
Z : Ω× [0, T ]×U →R by
FZ(ω, t, u)
=

 l(ω, t, u) +
∫
E
Z(ω, t, x)r(ω, t, x, u)φt(ω,dx), if (ω, t) /∈G
Z ,
0, if (ω, t) ∈GZ .
Then FZ(ω, t, ·) is continuous for every (ω, t) and FZ is a predictable func-
tion on Ω× [0, T ]×U . By a classical selection theorem (see, e.g., Theorems
8.1.3 and 8.2.11 in [1] there exists a U -valued function uZ on Ω× [0, T ] such
that FZ(ω, t, uZ(ω, t)) = infu∈U F
Z(ω, t, u) for every (ω, t) ∈ Ω × [0, T ] [so
that (6.7) holds true for every (ω, t)] and such that uZ is measurable with
respect to the completion of the predictable σ-algebra in Ω × [0, T ] with
respect to the measure dAt(ω)P(dω). After modification on a null set, the
function uZ can be made predictable, and (6.7) still holds, as it is understood
as an equality for dAt(ω)P(dω)-almost all (ω, t). 
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