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Pour commencer, je souhaite remercier Ludovic Mé, Professeur à Supélec, pour
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à mettre en place les modalités pour que le financement de cette thèse soit possible. Je
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ligne pour la mise en place des aspects légaux de cette thèse.
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Introduction
Internet est un réseau de réseaux sans centre névralgique servant de support à divers
services tels que les communications électroniques, la messagerie instantanée, la vidéo à
la demande ou le World Wide Web. L’accès à Internet et son utilisation au quotidien se
sont largement démocratisés depuis sa création. En France, l’autorité de régulation des
communications électroniques et des postes [ARC13] recensait au troisième trimestre
2013, environ 24 millions d’abonnements au haut et très haut débit. Ces abonnés sont
répartis entre quelques fournisseurs d’accès à Internet. Un fournisseur d’accès à Internet,
ou opérateur de réseau, gère un réseau qui lui est propre et qui est connecté à d’autres
réseaux au sein d’Internet. Un fournisseur d’accès à Internet fournit à ses utilisateurs
une connexion à Internet. Chaque utilisateur se connecte à Internet au travers d’un
équipement appelé ”passerelle de connexion”. Ainsi connecté, l’utilisateur peut ainsi
utiliser les services basés sur Internet.
Exemple 1 La figure 1 représente une interconnexion possible de trois réseaux de four-
nisseurs d’accès à Internet (Fai 1, Fai 2 et Fai 3). Chaque utilisateur est connecté
à Internet au travers d’une passerelle de connexion Internet représenté par les ronds
bleus. Les passerelles de connexion sont reliées à des routeurs Ri. Les routeurs sont
reliées entre eux.
Les fournisseurs de services déploient des serveurs au sein d’Internet afin de délivrer
un service aux utilisateurs. La figure 1 illustre un positionnement possible de ces ser-
veurs. La notation Syx représente le serveur x délivrant le service sy. Par exemple, le






6 . Notons que le service s1 est délivré
par un serveur présent dans chacun des trois réseaux. À l’inverse le service s4 n’est
délivré que par un unique serveur S44 présent dans le réseau géré par Fai 2. Enfin, les




Malheureusement, chacun des éléments présents dans le réseau ou impliqués dans les
services consommés par les utilisateurs peut potentiellement exhiber des défaillances.
Par exemple, un routeur peut omettre de renvoyer temporairement le trafic qu’il reçoit,
sa bande passante peut être saturée ou il peut dupliquer des messages. De la même




























Fai 1 Fai 2 Fai 3
Figure 1 – Disposition de serveurs au sein d’Internet
peuvent être temporairement indisponibles et les passerelles de connexions peuvent
avoir un comportement dégradé voire devenir inopérantes.
La supervision d’un système est la tâche qui consiste à collecter et analyser des
données du système de manière continue afin de s’assurer du bon fonctionnement de
celui-ci. La supervision d’un système permet ainsi de déceler si le système devient
défaillant, c’est-à-dire que le service qu’il délivre dévie du service attendu. Les fournis-
seurs d’accès à Internet et de services supervisent le système afin d’intervenir rapide-
ment lorsqu’une défaillance est détectée.
Les protocoles de supervision tels que Simple Network Managment Protocol (SNMP)
[CFSD90] ou TR-69 [Bro] définissent le comportement des entités supervisées ainsi que
leurs interactions avec le superviseur qui collecte et analyse ces données. Les entités
supervisées exécutent une supervision locale de leur état interne. Ces données sont dis-
ponibles à la demande du superviseur ou lui sont envoyées périodiquement. En cas de
défaillance, un administrateur peut exécuter des procédures locales sur l’entité super-
visée à des fins de diagnostic. Le diagnostic est la tâche d’identification des causes d’une
défaillance.
Ces protocoles sont largement employés dans le cadre de la supervision d’éléments
réseaux comme les routeurs. Le service assuré par ces éléments est local et consiste à
faire transiter des informations d’une interface vers une autre en fonction d’un ensemble
de règles préétablies appelée “politique de routage”. Par exemple, un routeur se montre
défaillant s’il ne fait plus transiter les informations, les fait transiter de manière erronée
ou s’il met trop de temps à le faire. D’autre part, les protocoles de routage réseau
sont redondants. De cette manière, si un routeur est défaillant, le service est délivré
en empruntant un chemin alternatif. La défaillance du routeur est ainsi masquée à
l’utilisateur et permet à l’opérateur de rechercher les causes de cette défaillance, sans
rupture de service.
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Exemple 2 Revenons à l’exemple décrit dans la figure 1 et considérons que l’utilisateur
4 consomme le service s4. Celui-ci est délivré par S
4
4 en empruntant les routeurs R2,
R5 et R7. Si le routeur R5 devient défaillant, un chemin alternatif est emprunté de
manière transparente pour l’utilisateur, par exemple R2, R4 et R7.
Problématique considérée
À l’inverse des équipements réseaux qui assurent un service local et dont on peut
masquer les défaillances par l’utilisation de chemins redondants, les passerelles de
connexion constituent un point unique de défaillance. En effet, une défaillance de la
passerelle de connexion amène à une dégradation des services consommés par l’utilisa-
teur. Par conséquent, il est primordial pour l’opérateur de superviser ces équipements
afin de diagnostiquer au plus vite une défaillance et assurer la connexion de l’utilisateur
à Internet.
De manière similaire aux équipements réseau, on peut imaginer que chaque passe-
relle de connexion supervise la qualité des services consommés. Ainsi, lorsque la pas-
serelle de connexion est défaillante, celle-ci peut notifier l’opérateur réseau. Dans la
pratique cette approche n’est pas employée. L’exemple suivant illustre les limites de
cette approche.
Exemple 3 Revenons à l’exemple décrit dans la figure 1 et considérons que l’utilisateur
5 consomme le service s2.
Cas 1 Supposons que la passerelle de connexion 5 soit défaillante, la qualité du service
s2 perçue par la passerelle diminue, la passerelle envoie une alarme à l’opérateur.
Cas 2 Supposons à présent que le service s2 est délivré à l’utilisateur 5 par le serveur
S28 . Considérons de plus que le serveur S
2
8 est défaillant, le service s2 est délivré
par le serveur S22 . Dans ce cas, l’utilisateur 5 perçoit une variation de la qualité
du service s2 liée au changement de serveur envoie une alarme à l’opérateur.
Pourtant, la passerelle de connexion 5 n’est pas défaillante, l’alarme est inutile
(faux positif).
Cas 3 Considérons à présent que les utilisateurs 1, 2, 3, 4, 5 et 6 consomment le service
s2 délivré par le serveur S
2
8 . De la même manière, si le serveur S
2
8 est défaillant,
le service s2 pourra être délivré par le serveur S
2
2 . Dans ce cas, chaque utilisa-
teur perçoit une variation de qualité du service s2 et envoie donc une alarme
à l’opérateur. Pourtant, aucune des passerelles de connexion 1, 2, 3, 4, 5, 6 n’est
défaillante, ces alarmes sont inutiles.
Afin d’éviter de surcharger l’opérateur avec des alarmes non pertinentes, ce type d’ap-
proche est désactivé dans la pratique.
Comme l’illustre cet exemple, cette approche peut engendrer de nombreux faux
positifs. Pour cette raison, ce type d’approche pour les passerelles de connexion est
désactivé dans la pratique. Les protocoles SNMP ou TR-69 ne sont utilisés que pour
des tâches d’administration ou de diagnostic. Les fournisseurs d’accès à Internet pallient
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l’absence de détection de défaillance automatique en déléguant cette tâche aux utilisa-
teurs finaux et en utilisant des centres d’appels. Un utilisateur peut ainsi contacter un
centre d’appel s’il perçoit une défaillance et un technicien peut éventuellement recher-
cher les causes de la défaillance perçue par l’utilisateur. Bien qu’utilisée en pratique,
cette approche n’est pourtant pas satisfaisante pour trois raisons. Tout d’abord, cette
solution nécessite une activité humaine permanente pour répondre aux sollicitations
des utilisateurs et éventuellement chercher à localiser la défaillance perçue ainsi que les
causes de celle-ci. D’autre part, il peut y avoir un délai important entre l’apparition
de la défaillance et la notification de l’utilisateur, rendant ainsi plus difficile le travail
de diagnostic. Enfin, les utilisateurs peuvent contacter le centre d’appel de l’opérateur
pour des raisons indépendantes du fonctionnement de la passerelle de connexion, comme
illustré dans les cas 2 et 3 de l’exemple 3, nuisant ainsi à l’efficacité d’une telle solution.
Exemple 4 Revenons à l’exemple décrit dans la figure 1 et considérons le cas 3 de
l’exemple précédent. Dans ce cas, les utilisateurs 1, 2, 3, 4, 5 et 6 consomment le ser-
vice s2 délivré par le serveur S
2
8 . Si le serveur S
2
8 est défaillant, le service s2 pourra
être délivré par le serveur S22 . Dans ce cas, chaque utilisateur perçoit une variation
de qualité du service s2 et envoie donc une alarme à l’opérateur. Ces alarmes ne sont
pas révélatrices de défaillances des passerelles de connexion 1, 2, 3, 4, 5, 6 et sont donc
considérées comme des faux positifs. Afin d’éviter la trop forte proportion de faux po-
sitifs, ce type d’alarmes est désactivé dans la pratique.
En effet, l’approche actuelle considère que chacune de ces alarmes, prise individuel-
lement, constitue un faux positif, et donc que celles-ci n’apportent aucune information.
Pour autant, si on considère l’ensemble de ces alarmes, elles sont révélatrices d’une
défaillance perçue par un grand nombre d’utilisateurs. Il semble donc intéressant d’uti-
liser ces alarmes afin de faire la distinction entre les défaillances perçues par un petit
nombre d’utilisateurs et les défaillances perçues par un grand nombre d’utilisateurs.
L’exemple 4 nous montre que les variations de qualités perçues par les utilisateurs
sont corrélées lorsqu’ils perçoivent une défaillance due à une même cause appelée faute.
Il semble donc intéressant d’exploiter cette corrélation afin de distinguer d’une part
les défaillances perçues par un petit nombre d’utilisateurs, comme dans le cas d’une
défaillance de passerelle de connexion, de celles perçues par un grand nombre d’utili-
sateurs, comme dans le cas d’une défaillance d’un équipement réseau ou d’un serveur.
Dans le premier cas, nous parlerons de “faute isolée” tandis que dans le second cas
nous parlerons de “faute massive”. La question qui se pose naturellement est alors la
suivante :
Dans quelle mesure et sous quelles conditions est-il possible de distinguer
les fautes isolées des fautes massives, en ne se basant que sur les perceptions
des utilisateurs ?
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Contexte de cette étude
L’exemple 4 illustre l’intuition que nous allons développer dans ce document : les
utilisateurs ayant perçu des variations de qualités similaires sont susceptibles d’avoir
perçu une même défaillance. Cependant, afin de clarifier cette intuition, l’exemple 4 oc-
culte certains aspects du contexte considéré. Tout d’abord, cette étude se place dans le
contexte d’un réseau de fournisseur d’accès à Internet. Par conséquent, nous considérons
ici plusieurs milliers (voire millions) d’utilisateurs connectés et consommant divers ser-
vices. D’autre part, nous considérons que plusieurs fautes sont susceptibles d’impacter
le système dans un intervalle de temps restreint. Dans ce cas, le nombre d’alarmes dues
à des variations de qualités peut être très grand et toutes les variations de qualités
perçues ne sont donc pas nécessairement corrélées entre elles. Enfin, la figure 1 décrit
représente une interconnexion possible de trois réseaux de fournisseurs d’accès à Inter-
net ainsi que le placement des serveurs et des utilisateurs dans cette interconnexion.
Cette illustration est utile pour décrire la situation de l’exemple 4 mais n’est pas utilisée
pour regrouper les variations de qualités similaires. Par conséquent, les travaux décrits
dans ce document ne s’appuient pas sur la connaissance du réseau d’interconnexion, la
position des différents serveurs et utilisateurs dans le réseau.
Organisation du document
Le reste de ce document est organisé en huit chapitres.
Chapitre 1 Ce chapitre décrit les concepts nécessaires aux travaux décrits dans ce
document. Plus précisément, les notions de faute, erreur et défaillance, relatives à la
sûreté de fonctionnement sont rappelées. Dans un second temps, la notion de système
large échelle est présentée.
Chapitre 2 Ce chapitre donne un aperçu des principales approches employées dans
la conception de systèmes large échelle. Ensuite, ce chapitre décrit différentes familles
d’algorithmes de clustering de données, le clustering étant la tâche consistant à re-
grouper les données similaires ensemble. Enfin, les principaux travaux existants sur la
supervision et la caractérisation de fautes dans les systèmes large échelle sont présentés
et discutés.
Chapitre 3 Ce chapitre décrit un cadre idéal permettant de modéliser l’impact des
fautes dans le système sur les qualités des services perçues par les entités supervisées.
Malgré ce cadre idéal, nous montrons qu’il est impossible de déterminer de manière
certaine, pour chaque entité supervisée, si la défaillance qu’elle perçoit est due à une
faute isolée ou à une faute massive. Cependant, en assouplissant les choix possibles pour
la caractérisation du type de faute (isolée, massive ou indéterminée), on peut alors
déterminer pour chaque variation anormale de qualité, le type de faute à lui associer.
Cette caractérisation ne nécessite la connaissance que d’un sous-ensemble des entités
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du système. Celle-ci s’appuie sur la connaissance des entités percevant des qualités et
des variations similaires et est aussi précise que celle que ferait un observateur ayant
accès à l’ensemble des entités du système.
Chapitre 4 Ce chapitre fournit les algorithmes nécessaires à la caractérisation des
fautes décrite au chapitre 3. Nous montrons que ces algorithmes peuvent être exécutés
localement et ne requièrent qu’une connaissance partielle des entités du système. Ces
algorithmes sont évalués et comparés au travers de diverses simulations. Enfin, nous
discutons de la pertinence du modèle que nous avons mis en place.
Chapitre 5 Ce chapitre décrit la mise en place de FixMe, une architecture auto-
organisée permettant aux entités de trouver de manière efficace les autres entités per-
cevant des qualités similaires et ayant subi les mêmes variations de qualité. Les algo-
rithmes décrivant les différentes opérations à la mise en œuvre de cette architecture
sont décrits, ainsi que la complexité algorithmique de ces opérations. Enfin, la mise en
œuvre des algorithmes décrits dans le chapitre 4 dans le cadre de cette architecture est
décrite.
Chapitre 6 FixMe est formé de deux niveaux, : le premier permettant gérer les
entités suivant la qualité perçue et le second, nommé PeerCube, gérant les entités per-
cevant une même qualité. Ce chapitre présente le fonctionnement basique de PeerCube
puis une évaluation de performance de ces composants élémentaires. Nous y étudions le
comportement de ces composants dans le pire cas d’exécution, c’est-à-dire en présence
d’un adversaire visant à corrompre le système.
Chapitre 7 Ce chapitre présente une évaluation de performance de PeerCube dans
son ensemble dans le pire cas d’exécution. En s’appuyant sur l’étude menée au cha-
pitre 6, nous montrons que cette architecture est résiliente au churn (i.e., les entrées /
sorties du système ont un impact restreint sur celui-ci) et qu’un adversaire n’a qu’un
pouvoir limité sur cette architecture.
Chapitre 8 Ce chapitre termine le présent document. Les différents chapitres et
contributions y sont résumés. Les pistes d’améliorations ainsi que les questions ouvertes
et pistes de réflexion sont ensuite présentées.
Contributions et publications
Les publications relatives au présent document apparaissent dans la section biblio-
graphie de ce chapitre d’introduction. Plus spécifiquement, les contributions dont je
suis le principal contributeur portent sur :
— Les concepts, la modélisation et la mise en œuvre algorithmique abordés aux
chapitres 3 et 4. Ces travaux ont été présenté à la conférence DSN [ABL+14a]
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et à AlgoTel [ABL+14b]. De plus, ces travaux ont conduit à un dépôt de bre-
vet [LLSS13] en collaboration avec Technicolor.
— L’architecture présentée dans le chapitre 5. Ce travail a été présenté à OPO-
DIS en 2012 [ALL+12] puis à AlgoTel en 2013 [ALL+13b] ainsi que dans une
conférence industrielle [ALL+13a]. De plus, ce travail a fait l’objet d’un dépôt
de brevet [LLSS12] en collaboration avec Technicolor.
— La modélisation probabiliste de PeerCube abordée au chapitre 6. Ce travail a
été présenté en 2011 à DSN [ASLT11] et à CFIP [ALST11].
La liste complète de mes publications se situe à la fin du présent document.
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Chapitre 1
Terminologie et modèle
Ce chapitre rappelle les définitions que nous utiliserons tout au long de ce document
et présente le contexte dans lequel se place nos travaux, à savoir les systèmes large
échelle.
1.1 Terminologie
Nous rappelons dans cette section les définitions de Jean-Claude Laprie employées
dans [Lap96, ALRL04].
Fautes, erreurs et défaillances Un système est une entité qui interagit avec d’autres
entités afin de rendre un service. L’utilisateur est une entité particulière qui interagit
avec le système considéré afin d’utiliser le service qu’il délivre. Le service est correct
si le service délivré accomplit la fonction du système, i.e., ce pour quoi le système est
destiné. La sûreté de fonctionnement d’un système est définie comme ”la propriété qui
permet à ses utilisateurs de placer une confiance justifiée dans la qualité du service qu’il
leur délivre”.
Un système est défaillant lorsque le service qu’il délivre dévie du service correct
ou attendu. Une défaillance est la conséquence d’une faute dans le système. Un état
d’erreur désigne l’état anormal du système, résultant de l’activation d’une faute et
pouvant potentiellement amener à une défaillance. L’erreur permet de lier la faute à la
défaillance perçue par l’utilisateur.
Ces notions sont dépendantes du système considéré. Ainsi, un même événement
pourra être une faute, une erreur ou une défaillance suivant le point de vue fonctionnel
considéré. Considérons un système constitué d’un serveur délivrant un service. En cas
de panne électrique (faute), le serveur n’est plus alimenté (erreur) et ne peut plus
délivrer son service (défaillance).
Un système est généralement composé de sous-systèmes qui interagissent entre eux.





























Figure 1.1 – Disposition de serveurs au sein d’Internet
Modèles de défaillances L’activation d’une faute dans le système peut avoir des
conséquences variables. Les défaillances peuvent être catégorisées suivant deux aspects :
le domaine de défaillance et la cohérence des défaillances.
Le premier aspect porte sur le service rendu par le système et le délai nécessaire
pour fournir ce service. On parle de défaillance en valeur lorsque le système délivre une
valeur ou un service erroné. Lorsque le service n’est pas délivré au moment attendu
(trop tôt ou trop tard), on parle de défaillance temporelle. Lorsque le service n’est plus
rendu, on parle de défaillance par arrêt.
D’autre part, on dit d’une défaillance qu’elle est cohérente si tous les utilisateurs
perçoivent la même déviation du service vis-à-vis du service attendu. Enfin, si le com-
portement d’une entité du système dévie de manière arbitraire de son comportement
normal ou attendu, on parle de défaillance byzantine. Dans un système de communica-
tion par message, l’absence d’émission de message par une entité peut constituer une
défaillance cohérente. À l’inverse, une entité envoyant des messages avec un contenu
incorrect (défaillance en valeur), au mauvais moment (défaillance temporelle) ou non
prévus constitue une défaillance byzantine.
Exemple 5 La figure 1.1 illustre un exemple de système que nous considérons dans
le cadre de ce document. Le système est constitué d’une ensemble de routeurs inter-
connectés par des liens, de serveurs délivrant des services et de passerelles utilisateurs.
Chaque utilisateur consomme des services proposés par le système de manière transpa-
rente comme illustré sur la figure 1.2.




8 , tandis que le
service s3 n’est fourni que par le serveur S
3
3 . L’utilisateur 5 consomme ces deux services
s2 et s3.
Considérons le serveur S33 comme un sous-système du système considéré. Si une
panne électrique (faute) se produit au niveau du serveur S33 , celui-ci n’est plus alimenté
(erreur), le service s3 n’est plus rendu (défaillance). Dans le contexte du système global,
la défaillance du serveur S33 constitue une faute. Le serveur S
3
3 est le seul à délivrer
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Figure 1.2 – Accès au services
le service s3. Celui-ci n’est plus rendu, il s’agit d’une défaillance par arrêt. Tous les
utilisateurs du système souhaitant consommer le service s3 perçoivent cette défaillance.
Il s’agit d’une défaillance cohérente.
Considérons à présent le serveur S28 comme un sous-système du système considéré.
Dans les mêmes circonstances, si une panne électrique (faute) se produit au niveau du
serveur S28 , celui-ci n’est plus alimenté (erreur) et ne rend plus le service s2. Dans
le contexte du système global, la défaillance du serveur S28 constitue l’activation d’une
faute. On suppose ici que le serveur S22 prend le relais du serveur S
2
8 , il délivre le service
s2 à l’utilisateur 5. Deux cas se présentent :
— Si ce service est délivré sans perte de qualité, il n’y a pas de défaillance.
— À l’inverse, une défaillance est présente s’il y a une dégradation de qualité.
De plus, les entités 1, 2, 3, 4, 6 perçoivent la même défaillance. Il s’agit d’une
défaillance cohérente.
Considérons enfin l’ensemble des serveurs S28 et S
2
2 comme un sous-système du
système considéré. Dans les mêmes circonstances, si une panne électrique (faute) se
produit au niveau du serveur S28 , celui-ci n’est plus alimenté (erreur) et ne rend plus le
service s2. Dans le contexte du système global, la défaillance du serveur S
2
8 constitue
l’activation d’une faute. On suppose ici que le serveur S22 prend le relais du serveur S
2
8 ,
il délivre le service s2 à l’utilisateur 5. Deux cas se présentent :
— Si ce service est délivré sans perte de qualité, il n’y a pas de défaillance.
— À l’inverse, une défaillance est présente s’il y a une dégradation de qualité. De
plus, les entités 1, 2, 3, 4, 6 perçoivent la même défaillance. Cependant, l’entité
10 dont le service est délivré par le serveur S22 ne perçoit pas de variation de
qualité. Il ne s’agit donc pas d’une défaillance cohérente.
1.2 Modèles de défaillances considérés
Nous nous intéressons dans le cadre de ce document à la supervision d’un sous-
ensemble des entités du système. On sépare ces entités en deux sous-ensembles : d’un
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coté les entités supervisées, qui consomment des services fournis par le système tels que
VoIP, VOD, ..., et de l’autre les entités qui sont impliquées dans le fonctionnement ou
l’acheminement du service délivré. Ce second ensemble contient les liens de commu-
nication, les serveurs, les routeurs réseau, etc... et est appelé environnement. Dans la
figure 1.2, les entités supervisées sont représentées par les ronds bleus et l’environne-
ment par le nuage central.
Nous considérerons dans ce document que les fautes activées au sein de l’environ-
nement peuvent conduire à des défaillances temporelles et cohérentes. De plus, nous
supposerons que ces défaillances vérifient un ensemble de contraintes décrites au cha-
pitre 3. La validité de cette hypothèse sera discutée lors de l’évaluation de l’approche
décrite dans ce document au chapitre 4.
D’autre part, nous considérons dans les chapitres 3, 4 et 5 que les entités super-
visées sont sujettes à des fautes donnant lieu à des défaillances de même nature : des
défaillances temporelles et cohérentes.
Nous supposons dans ce document que les entités supervisées effectuent régulièrement
des mesures de qualité des services consommés. Lorsqu’une faute est activée, sur une
entité supervisée ou au sein de l’environnement, ces mesures varient de façon anormale.
Nous supposons l’existence d’un mécanisme permettant de détecter ces variations anor-
males. Nous pouvons envisager deux types d’approches pour la mise en œuvre pratique
de ce mécanisme de détection : les outils de détection de changement ou les outils
prédictifs. Ces méthodes supposent qu’en l’absence de défaillances, les valeurs me-
surées sont représentatives d’une variable aléatoire de loi inconnue. La présence d’une
défaillance se traduit alors par un changement de distribution des valeurs mesurées.
La détection de changement est un outil d’analyse séquentielle visant à détecter les
changements dans la distribution de valeurs d’une série temporelle. Lorsque ces mesures
varient subitement, ces valeurs ne suivent plus cette distribution. Les outils de détection
de changement permettent de détecter cette variation. Un tel mécanisme peut être par
exemple mis en œuvre au moyen de Cusum (Cumulative Sum control chart) [Pag54].
Les modèles prédictifs, quant à eux, estiment à chaque instant la valeur de la future
mesure. Une différence trop importante entre la mesure effectuée à l’instant suivant et
la mesure prédite constitue une défaillance. Les méthodes de lissage exponentiel [Hol04,
Win60] qui calculent une moyenne (potentiellement pondérée) sur les dernières valeurs
mesurées et l’utilisent comme prévision ou les filtres de Kalman [Kal60] qui permettent
d’estimer l’état d’un système dynamique à partir d’une série de mesures incomplètes
ou bruitées sont des méthodes prédictives.
Les chapitres 6 et 7 sont dédiés à la modélisation probabiliste et l’évaluation de
PeerCube qui constitue une partie du système proposé. Afin d’évaluer la pertinence de
cette approche, nous considérons un modèle de défaillances plus fort que celui considéré
au début de ce document. Dans ces chapitres, nous considérons un adversaire contrôlant
une partie des entités supervisées du système. Ces entités agissent en collusion et sont
sujettes à des défaillances byzantines. De cette manière, nous évaluons ce système dans
un pire cas.
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1.3 Système large échelle
Cette section définit la notion de système large échelle et présente les principes
généraux qui régissent la conception de ces systèmes ainsi que les problématiques as-
sociées.
Un système est dit ”large échelle” s’il est composé d’un très grand nombre d’entités.
On dit qu’un système ”passe à l’échelle”, s’il reste capable de délivrer le service pour
lequel il a été conçu, même lorsque le nombre d’entités qui le compose devient très
important. Plus précisément, un système large échelle est un système dans lequel les
entités interagissent au moyen d’algorithmes locaux. Ce type d’algorithmes ne dépend
que de l’état de l’entité ainsi que de son voisinage proche. Cette notion de voisinage
varie suivant les systèmes. Un tel système passe à l’échelle si les complexités spatiales
(stockage, mémoire, ...) et temporelles (nombre de messages, temps de réponses, ...) des
algorithmes exécutés par les entités sont sous-linéaires en fonction du nombre d’entités
présentes dans ce système.
Les systèmes pair-à-pairs sont un exemple de système large échelle dans la mesure où
il n’est pas inhabituel qu’ils soient composés de plusieurs millions d’entités. Le partage
de fichiers est une application bien connue basée sur ce type de système. Dans ce type
d’application, chaque entité joue à la fois de rôle de client et de serveur. L’augmentation
du nombre d’entités impliquées dans le système contribue à faciliter les échanges de
fichiers. Ce type de système passe à l’échelle.
Un protocole est un ensemble de règles régissant les traitements effectués par les
entités ainsi que la communication entre ces entités en vue de rendre le service pour
lequel le système est conçu. Afin que le système passe à l’échelle, il est nécessaire
que le protocole considéré utilise des algorithmes locaux. Les entités du système sont
organisées logiquement afin que chacune est accès à son voisinage et non à l’intégralité
du système. Une architecture ou overlay désigne la structure logique issue de cette
organisation logique, permettant ainsi de définir le voisinage d’une entité. On distingue
trois enjeux dans la conception de systèmes large échelle :
1. la gestion du grand nombre d’entités dans le système
2. la gestion du dynamisme des entités dans le système
3. la gestion des fautes dans le système
Gestion de la population Afin d’assurer la propriété de passage à l’échelle, les
protocoles de ce type de système ne s’appuient que sur un sous-ensemble des entités
du système appelé voisinage. Un protocole définit une structure de réseau logique. Ce
réseau constitue le substrat nécessaire à la mise en œuvre du service pour lequel le
système est mis en place. On distingue classiquement deux familles de protocoles : les
protocoles à architecture non structurée et ceux à architecture structurée.
Dans le cas des architectures non structurées, le lien logique qui unit deux en-
tités du système n’a pas de sémantique. Ces protocoles engendrent généralement un
graphe de communication proche d’un graphe aléatoire. Les overlays non structurés
sont généralement employés dans le cas de protocoles d’agrégation de données ou afin
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de gérer simplement une grande population d’entités. En revanche, ces protocoles ne
sont pas adaptés à la recherche de données. En effet, en l’absence de sémantique sur
les liens logiques unissant les entités du système, il n’est pas possible d’effectuer une
recherche déterministe dans ce type de structure. Par conséquent, la localisation d’une
entité se fait par inondation nécessitant ainsi un grand nombre de communications.
À l’inverse, dans le cas des architectures structurées, une sémantique définit le lien
unissant deux entités du système. Ces protocoles engendrent généralement des graphe
de communication proches d’un graphe régulier. L’exemple le plus courant d’architec-
ture structurée est la table de hachage distribuée (DHT). Dans ce type d’architecture,
chaque entité se voit attribuer un identifiant unique de m bits issu d’une fonction de
hachage (par exemple MD5 [Riv92] ou SHA-1 [EJ01]). Une entité est alors connectée à
une autre si ces deux entités satisfont une condition particulière définie par le protocole
concerné. L’espace des identifiants {0, 1}m est partitionné entre toutes les entités du
système. De la même manière que pour les entités, un identifiant unique de m bits est
attribué à chaque donnée gérée par le système. Chaque donnée est gérée par l’entité la
plus proche de son identifiant, au sens d’une distance définie par le protocole. Les DHT
offrent ainsi une association (clé, valeur) mise en œuvre par les entités présentes dans
le système en utilisant les propriétés du graphe de communication. Dans ce document,
nous nous concentrerons sur ce type d’architecture.
Gestion du dynamisme Les entités d’un système large échelle peuvent avoir ten-
dance à entrer et sortir du système. Néanmoins ces entrées / sorties ne constituent pas
des défaillance par arrêt, ce type de comportement est usuel dans un système large
échelle. À chaque entrée ou sortie d’une entité du système, le réseau logique d’inter-
connexion des entités doit être mis à jour afin d’éviter un partitionnement du réseau
logique ou des incohérences. Cette opération de mise à jour peut s’avérer coûteuse et il
est donc nécessaire que les protocoles employés gèrent ces mises à jour de manière de
manière locale afin de conserver la propriété de passage à l’échelle.
Gestion des comportements fautifs Les entités qui composent un système large
échelle sont susceptibles de subir des défaillances byzantines. Dans ce cas, l’entité
n’exécute plus le protocole défini et exhibe un comportement arbitraire. Par conséquent,
une telle entité peut fournir des informations erronées aux entités de son voisinage pou-
vant mettre en péril la logique du réseau d’interconnexion des entités ou l’exécution du
protocole défini par les entités de son propre voisinage. La gestion des comportements
fautifs constitue un élément clé de la conception de ces systèmes.
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Nous nous intéressons dans le cadre de cette thèse à distinguer les fautes massives,
donnant lieu à une défaillance perçue par un grand nombre d’entités du système, des
fautes isolées amenant à une défaillance perçue par un nombre restreint d’entités. Cette
distinction est fait dans le cadre d’un réseau large échelle et se base sur la perception
de la qualité des services consommés par les entités supervisées sans connaissance de
l’environnement.
Nous présentons dans ce chapitre les approches employées dans la conception des
systèmes large échelle. Nous présentons ensuite diverses approches visant à regrouper les
données similaires. Enfin, nous présentons les travaux existants majeurs sur la détection
de fautes massives ou isolées dans les systèmes large échelle.
2.1 Systèmes large échelle
Comme nous l’avons vu au chapitre précédent, on distingue trois enjeux dans la
conception de systèmes large échelle :
1. la gestion du grand nombre d’entités dans le système,
2. la gestion du dynamisme des entités dans le système,
3. la gestion des fautes dans le système.
Cette section détaille les principales approches employées pour la conception de systèmes
large échelle.
2.1.1 Gestion de la population
Les tables de hachage distribuées (DHT) sont largement utilisées pour la conception
de systèmes large échelle. Ces DHT permettent pour organiser logiquement les entités
du système afin que chacune d’elles ait accès à un sous-ensemble des entités du système
(ce sous-ensemble est appelé voisinage) et non au système dans son intégralité. De cette
manière, la propriété de passage à l’échelle est assurée. Il existe un grand nombre de
DHT, cette partie présente succinctement deux d’entre elles : CAN [RFH+01], conçu
en 2001 par Ratnasamy, Francis, Handley, Karp et Shenker, et Chord [SMK+01], conçu
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en 2001 par Stoica, Morris, Karger, Kaashoek et Balakrishnan. Ces DHT font partie
des trois DHT originelles proposées en 2001 : Chord, CAN et Pastry [RD01].
Content Addressable Network [RFH+01] (CAN) Dans CAN, les entités sont
placées dans un espace virtuel à d dimensions ayant une structure torique. Chaque entité
est responsable d’une zone de cet espace. Un lien logique relie les entités gérant des
zones voisines dans cet espace, assurant ainsi la connectivité de l’ensemble du système.
Lorsqu’une nouvelle entité rejoint le système, celle-ci contacte l’entité responsable
de la zone qu’elle doit occuper. Cette zone est séparée en deux nouvelles zones que
chacune des entités va gérer. À l’inverse, lorsqu’une entité quitte le système, la zone
dont elle avait la charge est transférée à l’entité la plus proche. Si les deux zones sont
voisines et de même surface, celles-ci sont fusionnées. La recherche de données dans
ce système se fait de proche en proche en contactant l’entité voisine la plus proche de
la destination comme l’illustre la figure 2.1. Dans le cas d’un système composé de n




entités afin de trouver








Figure 2.1 – Illustration de CAN pour d = 2
Chord [SMK+01] De manière similaire, Chord organise ses entités au moyen de
leur identifiant à m bits. Ces identifiants sont issus de la fonction de hachage SHA-1
(m = 160). Les entités sont ordonnées sur un anneau unidimensionnel. Chaque entité
gère alors la portion de l’anneau entre sa position sur celui-ci et l’entité suivante dans
l’anneau. À la différence de CAN qui relie les entités voisines dans l’espace virtuel,
Chord connecte des entités à des distances variables. Ainsi, si une entité a pour identité
p, alors elle sera reliée à chaque entité gérant les positions p + 2i, 0 < i < 160 dans
l’anneau. Ces entités forment le voisinage de l’entité p.
La figure 2.2 illustre un anneau Chord pour m = 4. On a n = 16 entités dans
le système. L’entité 0 est liée aux entités 1, 2, 4 et 8. Ces liens sont représentés par
les flèches pleines. Lors d’une recherche de l’entité 11, l’entité 0 recherche dans son
voisinage, l’entité qui précède 11 dans le sens horaire de l’anneau : l’entité 8. Celle-ci
réitère la recherche, contacte l’entité 10 qui contacte à son tour l’entité 11. Le parcours
de cette recherche est représenté par les flèches pointillées. Dans un système comportant

















Figure 2.2 – Illustration de l’anneau Chord pour m = 4
n entités, l’utilisation de liens longs permet de définir une notion de voisinage différente
du voisinage physique sur l’anneau. De cette manière, une recherche peut traverser la
moitié de l’anneau en un saut et permet ainsi une recherche efficace d’une donnée en
contactant O(log n) entités en moyenne.
2.1.2 Gérer le dynamisme de la population
Les DHT sont parfaitement adaptées pour gérer de large populations d’entités. De
plus elles sont auto-organisantes : l’espace des identifiants est partitionné dynamique-
ment entre les entités présentes dans le système. D’autre part, ces protocoles offrent
des complexités de communication logarithmiques. Cependant, en présence de churn
(fréquence des entrées / sorties) important, la topologie devient très dynamique et de
nombreuses mises à jours sont nécessaires. Des mise à jours trop fréquentes peuvent
amener un problème de cohérence au niveau des entités. Dans le pire des cas, la topo-
logie peut être scindée en plusieurs composantes connexes créant ainsi différentes DHT
séparées. Cette partie présente succinctement deux DHT résilientes aux dynamisme
des entités dans le système : d’une part Kademlia [MM02], conçu en 2002 par May-
mounkov et Mazières, et d’autre part eQuus [LSW06], proposé par Locher, Schmid et
Wattenhofer en 2006.
Kademlia [MM02] Dans Kademlia, la sémantique du lien unissant deux entités est
plus lâche que dans les DHT telles que CAN ou Chord. Une entité dont l’identifiant
à m bits vaut b0b1 . . . bm−1 est liée à m ensembles de k entités appelés k-buckets. Le
premier bucket contient k entités dont l’identifiant débute par b0, le second par b0b1, le
i-eme par b0b1 . . . bi−1.
Une entité de Kademlia met à jour son i-ème k-bucket dès qu’elle transfère un
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message provenant d’une entité dont l’identifiant débute par b0b1 . . . bi−1. Ainsi, chaque
k-bucket contient les k dernières entités du système vues par l’entité courante. De cette
manière, chaque entité profite des messages qu’elle fait suivre pour garder une vue à
jour des entités effectivement présentes dans le système. L’entité réduit ainsi le nombre
de messages de mise-à-jour pour maintenir la cohérence de la topologie.
De la même manière que Chord, Kademlia emploie des liens de plus en plus éloignés
de l’entité courante. Une recherche dans cette architecture nécessite de contacterO(log n)
entités, dans un système comportant n entités.
eQuus [LSW06] eQuus emploie une méthode différente pour gérer le dynamisme
des entités. Contrairement aux architectures précédentes dans lesquelles chaque entité
gère une partie de l’espace des identifiants, eQuus attribue cette gestion à un ensemble
d’entités appelé clique.
Une clique est un ensemble d’entités dont la taille est comprise entre deux pa-
ramètres du système L et U . De plus, chaque clique est identifiée de manière unique
par un identifiant i de d ≪ m bits, tel que toutes les entités de la clique aient leur
identifiant préfixé par i. Lorsqu’une clique devient sur-peuplée, deux nouvelles cliques
sont créées en repartissant les entités entre elles. À l’inverse, lorsqu’une clique devient
sous-peuplée, elle est fusionnée avec une clique existante.
La recherche d’une donnée dans eQuus consiste alors à trouver la clique contenant
l’entité ou la donnée recherchée. L’utilisation des cliques permet de réduire le diamètre
moyen du graphe de communication engendré par le protocole, ainsi que le nombre de
liens liant les cliques entre elles. Dans un système comportant n entités, l’utilisation
des cliques identifiées par d bits permet ainsi une recherche efficace d’une donnée en
contactant O(log2d n) entités en moyenne. Le protocole eQuus absorbe le dynamisme
des entités en distinguant deux types de mises-à-jour des informations maintenues par
celles-ci. La modification de la composition d’une clique est traitée immédiatement,
toutes les entités de la clique mettent à jour la composition de celle-ci. À l’inverse, les
entités des cliques voisines reçoivent plus rarement les mises-à-jour. Une recherche dans
eQuus consiste à contacter toutes les entités présentes dans une clique. Les fréquences
de mise-à-jour intra et inter-cliques peuvent alors amener une différence de compo-
sitions. Cette fréquence des mise-à-jour inter-clique est paramétrée de manière à ce
que ces compositions soient d’intersection non vide tout en évitant les mises-à-jours
systématiques.
2.1.3 Gérer les comportement fautifs
Les protocoles que nous venons de présenter sont capables de gérer de grandes po-
pulations d’entités et tolèrent de manière variable le dynamisme des entités au sein
du système. Néanmoins, ces protocoles ne fonctionnent qu’en l’absence de fautes by-
zantines. Une entité sujette à une faute byzantine ou entité byzantine ne suit pas
nécessairement le protocole. Elle se comporte de manière arbitraire. Ce comportement
peut mettre en péril la connectivité de l’architecture ou amener à des recherches in-
abouties. Cette partie présente succinctement deux DHT résilientes aux comporte-
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ments byzantins : S-chord [FSY05], proposé par Fiat, Saia et Young en 2005, et Peer-
Cube [ABLR08], conçu par Anceaume, Brasileiro, Ludinard et Ravoaja en 2008.
S-Chord [FSY05] Une amélioration de Chord visant à rendre celui-ci tolérant aux
fautes byzantines est décrite dans [FSY05]. Pour chaque entité p de l’anneau est défini
l’ensemble S(p) contenant les entités q du système dont la distance de q à p n’excède
pas C(ln(n))/n, où n désigne le nombre d’entités dans le système et C est un paramètre
du système. L’idée de S-Chord est de remplacer toutes les communications entre deux
entités p et q par des communications entre les ensembles S(p) et S(q). La figure 2.3
illustre un anneau S-Chord pour m = 4 et C(lnn)/n = 2. On a n = 16 entités dans
le système. Comme dans Chord, l’entité 0 est liée aux entités 1, 2, 4 et 8. Lors d’une
recherche de l’entité 11, l’entité 0 contacte l’ensemble S(0) afin de contacter l’ensemble
S(q) de l’entité liée la plus proche de 11 tout en la précédent. L’ensemble S(0) contacte
alors l’ensemble S(8). Cet ensemble réitère la recherche contacte l’ensemble S(10) qui
contacte à son tour l’entité S(11). Le parcours de cette recherche est représenté par les
flèches pointillées. La figure 2.4 illustre toutes les communications engendrées par cette
recherche. Cette approche pour tolérer les comportements byzantins est sensiblement
plus coûteuse en communications que le protocole Chord classique. En présence de
fautes byzantines indépendantes, c’est-à-dire qui ne résultent pas d’entités malveillantes
agissant en collusion, S-Chord assure ainsi qu’une recherche dans l’overlay composé de









messages lors des entrées et sorties des entités du système.Cela
signifie donc que ce type d’approche n’est pas adapté dans un contexte très dynamique.
PeerCube [ABLR08] De manière similaire, PeerCube remplace la communication
entre deux entités du système par une communication entre groupes d’entités. La to-
pologie engendrée par ce protocole s’approche d’un hypercube parfait dans lequel les
sommets sont constitués d’un groupe d’entités appelés cluster. Chaque cluster est en
charge d’une partie de l’espace des identifiants. Contrairement à S-Chord dans lequel
pour chaque entité p du système il existe un ensemble S(p) lui correspondant, PeerCube
partitionne l’espace des identifiants entre les clusters. Ainsi plusieurs entités corres-
pondent au même cluster. La communication au sein de l’architecture est assurée par
les clusters. Afin de tolérer le churn naturel présent dans les systèmes peer-to-peer, les
clusters sont décomposés en deux sous-ensembles core et spare. Le premier forme une
clique de taille constante γ et assure la connectivité du graphe tandis que le second agit
comme un tampon et absorbe les entités entrantes dans le cluster de manière transpa-
rente vis-à-vis du reste du système. D’autre part, la faible taille γ permet de mettre
en œuvre des algorithmes [CFNV04, KAD+07] de consensus tolérants au byzantins
afin de gérer les mises à jours de la composition du cluster. Les opérations basiques de
cette architecture nécessitent en moyenne O(log n) messages, avec n le nombre d’entités
présentes au sein du système. Enfin, bien que cette approche soit résiliente à la présence
d’entités byzantines, celles ci peuvent prendre le contrôle d’un cluster et mettre en péril
l’exécution de recherches dans le système. PeerCube emploie alors une technique de re-













































Figure 2.4 – Illustration de l’anneau S-Chord pour m = 4 et C(lnn)/n = 2




















Core du cluster de taille γ.
Spare du cluster.
Figure 2.5 – Illustration de l’architecture PeerCube. À gauche, l’organisation en hy-
percube des clusters, à droite la composition d’un cluster particulier.
des recherches malgré la présence de ces entités malveillantes. Une étude approfondie
de cette architecture est fournie dans les chapitre 6 et 7 du présent document.
Nous avons présenté dans cette section un aperçu des travaux existants permettant
de gérer de grandes population d’entités au sein d’un système, ainsi que leur dynamisme
et la présence de fautes impactant ces entités. La section suivante traite des données
générées par ces entités et porte plus particulièrement sur les techniques visant à re-
grouper les données similaires.
2.2 Organisation des données
Les entités d’un système génèrent de manière continue diverses données. Il peut
s’agir de données applicatives ou de données relatives à l’état interne des entités. En
particulier, nous supposons dans le cadre de ce document que les entités effectuent
régulièrement des mesures de qualités des services consommés. De plus, nous supposons
que l’activation d’une faute dans le système se traduit par une variation de ces mesures
de qualité.
Nous nous intéressons dans le cadre de ce document à distinguer les fautes présentes
dans le système suivant le nombre d’entités percevant les défaillances qui en résultent.
Plus précisément, nous nous intéressons aux fautes ayant un impact sur la qualité des
services consommés par les entités supervisées. Nous faisons ici l’hypothèse suivante :
l’activation d’une faute dans le système a un impact similaire sur la qualité du service
perçue par les entités supervisées. Afin de distinguer une faute menant à une défaillance
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perçue par un grand nombre d’utilisateurs de celle perçue par un petit nombre d’entre
eux, il est nécessaire de regrouper ensemble les variations similaires de qualités. On peut
détecter les perceptions similaires en partitionnant les entités supervisées en fonction
des qualités mesurées par celles-ci.
Nous présentons dans cette section divers travaux existants permettant de regrouper
des données similaires. On distingue deux approches principales. Les approches basées
sur le partionnement des données statiques sont présentées dans la sous-section 2.2.1.
Les approches travaillant sur des données dynamiques sont présentées dans la sous-
section 2.2.2.
2.2.1 Partitionnement de données statiques
La clustering est la tâche qui consiste à diviser un ensemble de données D en
sous-ensembles appelés clusters de sorte que chaque donnée d’un sous-ensemble soit
regroupée avec les données qui lui ressemblent le plus.
La similarité est le critère central pour l’identification de clusters dans l’ensemble
de données D. On distingue différentes notions de similarité qui engendrent plusieurs
familles de méthodes de partitionnement. S’il existe une distance δ entre les données
de D, celle-ci peut être utilisée pour partitionner l’ensemble D.
Partitionnement hiérarchique Les méthodes à partitionnement hiérarchique cher-
chent à répartir les données d’un ensemble D parmi κ clusters, κ étant un paramètre
d’entrée de l’algorithme. Initialement, ce type d’algorithme attribue à chaque donnée
x l’ensemble {x}. Ensuite, à chaque étape, l’algorithme fusionne les ensembles les plus
proches au sens d’une distance ∆ sur ces ensembles, et s’arrête lorsqu’il ne reste que
κ ensembles. La différence principale entre les différents algorithmes à partitionne-
ment hiérarchique se situe dans la mesure de distance entre ensemble de données. Par
exemple, l’algorithme SLINK [Sib73] fusionne deux ensembles X,Y lorsque la distance
∆ inter-ensemble ∆(X,Y ) = minx∈X,y∈Y δ(x, y) est minimale. À l’inverse, l’algorithme
CLINK [Def77] cherche à minimiser le diamètre de la réunion des ensembles X,Y en mi-





ces algorithmes sont donc trop coûteux pour être utilisés dans le contexte des systèmes
large échelle.
Partitionnement orienté distance Les méthodes à partitionnement hiérarchique
nécessitent de travailler sur l’ensemble des données D induisant ainsi une complexité de
calcul importante. Afin de réduire cette complexité, des algorithmes [HW79, DLR77]
travaillant sur un sous-ensemble des données ont été proposés.
De la même manière que les méthodes à partitionnement hiérarchique, le but de
l’algorithme des κ-moyennes [HW79] est de partitionner les données de l’ensemble D
en κ sous-ensembles. Cet algorithme est identique à l’algorithme de quantification de
Lloyd [DLR77]. Les données deD sont placées dans un espace métrique E. L’algorithme
est initialisé avec un ensemble Σ = {σ1, . . . , σκ}.
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Deux méthodes principales, décrites dans [HE02], existent pour l’initialisation de
l’algorithme des κ-moyennes. La méthode aléatoire consiste à choisir uniformément κ
données de D afin de construire l’ensemble initial Σ. À l’inverse, la méthode Forgy
consiste à choisir uniformément κ points de l’espace E.
L’algorithme associe ensuite à chaque donnnée x ∈ D, l’élément de Σ le plus proche
au sens de la distance δ. Les ensembles Σi sont définis par :
∀i ∈ {1, . . . , κ},Σi = {x ∈ D | δ(x, σi) ≤ δ(x, σj)∀j ∈ {1, . . . , κ}}.
Ces ensembles forment une partition de D. Les éléments de Σ sont replacés à la position
de l’isobarycentre des entités de Σi. On a :






Ce processus est répété jusqu’à ce que les éléments de Σ soient stables.
Trouver un partitionnement d’un ensemble de données D en κ clusters se fait en
appliquant l’algorithme des κ-moyennes. En revanche, trouver la partition qui minimise
la distance au sein des parties est un problème NP-difficile. Un problème NP-difficile
est un problème de décision pour lequel on ne sait pas vérifier une solution en temps
polynomial.
Par conséquent, on utilise des heuristiques pour le critère d’arrêt de l’algorithme.
Une solution courante consiste à fournir un nombre I d’itérations et de considérer
les parties Σi comme une partition valable. Dans un espace de dimension d, la com-
plexité de cet algorithme est O(Idκ|D|)), avec I le nombre d’itérations, κ le nombre
sous-ensembles de la partition et D l’ensemble des données initial. Bien que cet algo-
rithme ait une complexité linéaire en nombre de données traitées, celui-ci est facilement
parallélisable.
D’autre part, l’algorithme heuristique construit itérativement une partition mini-
misant la distance au sein des clusters. Cet algorithme converge donc vers un minimum
local. Afin de pallier le biais introduit pas le choix initial de l’ensemble Σ, cet algorithme
est exécuté à diverses reprises afin d’éviter un minimum local et ne conserver que la
meilleure partition finale. L’algorithme des κ-moyennes est détaillé dans le chapitre 5.
Différentes variantes de cet algorithme ont été proposées. À la différence de l’algo-
rithme des κ-moyennes qui calcule les ensembles Σi, 1 ≤ i ≤ κ centrés sur l’isobarycentre
de cet ensemble, l’algorithme κ-medoids [KR87] centre ces ensembles sur une donnée
x ∈ D. De plus, cet algorithme utilise la norme 1 comme distance, le rendant plus
robuste à la présence de données anormales.
L’algorithme des c-moyennes [BEF84] quant à lui n’effectue pas un partitionnement
de l’ensemble des données D. À l’inverse, cet algorithme attribue à chaque donnée
x ∈ D, un degré d’appartenance à chaque ensemble Σi, 1 ≤ κ.
L’inconvénient majeur de ces approches est le paramétrage de κ. En effet, il n’est
pas possible de connâıtre a priori la valeur idéale de ce paramètre. Des méthodes [PM00]
visent à estimer la valeur idéale de ce paramètre pour l’ensemble de donnéesD considéré,
nécessitant ainsi un prétraitement de l’ensemble des données.
32 Travaux connexes
Partitionnement orienté densité Afin de s’affranchir des contraintes d’initiali-
sation et du nombre κ de clusters recherchés, d’autres approches ont été envisagées.
L’algorithme DBSCAN [EKSX96] divise l’ensemble de données D en sous-ensembles
de forte densité séparés par des espaces de faible densité. L’algorithme DBSCAN est
détaillé dans le chapitre 4. Cet algorithme requiert deux paramètres, ε et m, et une
distance δ. Le paramètre ε permet de définir le voisinage d’une entité tandis que le
paramètre m définit un seuil de densité sur ce voisinage. Deux données x, y ∈ D sont
voisines si δ(x, y) ≤ ε. Le voisinage Nε(x) d’une donnée x ∈ D est dense s’il contient
plus de m données, la donnée x est alors dite centrale. L’algorithme DBSCAN par-
court l’ensemble des données D. Pour chaque donnée centrale non visitée, l’algorithme
crée un nouveau sous-ensemble et lui ajoute cette donnée ainsi que son voisinage. Si
ce voisinage contient des données centrales, le voisinage de celles-ci est ajouté au sous-
ensemble courant. Les données sont ainsi traitées de proche en proche et le calcul
du sous-ensemble courant s’arrête lorsque toutes les données centrales et leur voisinage
ainsi atteignables ont été traitées. Cet algorithme nécessite de traiter toutes les données





. L’utilisation de structure d’indexation de données spatiales du
type R*-tree [BKSS90] permet de réduire cette complexité à O(|D| log |D|).
À la différence de l’algorithme des κ-moyennes qui nécessite de spécifier le nombre de
sous-ensembles recherchés, DBSCAN construit lui-même le nombre de sous-ensembles
nécessaires. De plus, il n’y a pas de problème d’initialisation, toute exécution de l’al-
gorithme mène globalement aux mêmes sous-ensembles : une seule exécution de l’al-
gorithme est suffisante pour les construire. Cependant, il arrive que deux exécutions
attribuent une même donnée à des sous-ensembles différents. Cela arrive lorsqu’une
donnée n’est pas centrale mais qu’elle appartient à l’intersection des voisinages de deux
données centrales appartenant à des sous-ensembles différents. Suivant l’ordre de trai-
tement des données, celle-ci est classée dans l’un ou l’autre des sous-ensembles.
L’algorithme DBSCAN définit une notion de densité fonction de deux paramètres
ε et m et construit des clusters à partir de celle-ci. Si l’ensemble des données D est
constitué de divers sous-ensembles de densités différentes, DBSCAN échoue à les re-
trouver. D’autres approches, par exemple OPTICS [ABKS99], ont été proposées afin de
pallier cette limite. OPTICS suit la même idée que DBSCAN en distinguant les données
centrales. Cependant, en introduisant une seconde distance ε′ définie comme la plus pe-
tite distance entre une donnée x ∈ D et une donnée y ∈ Nε(x), OPTICS peut gérer
des sous-ensembles de densités différentes ε′/m. D’autre part, GDBSCAN [SEKX98]
est une généralisation de DBSCAN. Dans GDBSCAN, les deux paramètres ε et m sont
remplacés par des fonctions plus générales définissant la notion de voisinage ainsi que la
notion de densité. Cette généralisation permet alors de partitionner des données pour
lesquelles il n’y a pas de notion de distance.
2.2.2 Données dynamiques
Initialement, les techniques de clustering ont été utilisées sur des données statiques.
Elles ont été ensuite étendues sur des données ayant une évolution temporelle. Plutôt
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que de considérer les données à chaque instant et d’y appliquer les techniques de clus-
tering que nous venons de voir, les approches [JYZ+08, JLO07] étudient l’évolution,
l’apparition et la disparition des clusters au cours du temps en fonction de l’évolution
temporelle des données.
Cependant, comme nous l’avons vu, le clustering cherche à regrouper des données
similaires. La notion de similarité est centrale dans ce regroupement. Aucun des travaux
que nous avons présenté ne borne l’écart de similarité entre deux données d’un même
sous-ensemble. Par exemple, dans le cas de l’algorithme κ-moyennes, une donnée x ∈ D
est associée au plus proche élément σi, 1 ≤ i ≤ κ. C’est donc la position des σi qui
détermine la distance maximale entre deux éléments d’un même cluster Σi. Ainsi, la
distance entre deux données x, y ∈ Σi peut être arbitrairement grande.
De la même manière dans le cas des algorithmes basés sur la densité des données,
deux données appartiennent à un même cluster s’il existe suffisamment de données
centrales entre elles de sorte que ces données soient connectées de proche en proche par
un chemin dense. Cette fois encore, deux données peuvent donc appartenir à un même
cluster tout en ayant une similarité très faible.
L’utilisation de la notion de groupe est une autre approche visant à regrouper des
données dynamiques. Un groupe est défini comme un ensemble contenant plus de τ
données dont la distance maximale entre deux données n’excède pas un paramètre fixé
r dans un intervalle de temps donné. Ces travaux portant sur la recherche de groupe
tels que [BGHW06, BGHW08, BBG08, VBT09], s’intéressent à exhiber les données
formant un groupe le plus longtemps possible sans contrainte de partitionnement des
données. La recherche de mouvements de groupes décrite se différencie du clustering
par trois aspects.
1. Ce type d’approche s’intéresse à exhiber l’ensemble des groupes auquel une
donnée appartient, sans cependant imposer le partitionnement (appartenance à
un unique cluster) présent dans le clustering.
2. À l’inverse du clustering, où l’on cherche à construire des clusters, la recherche
de mouvements de groupes est centrée sur les données et leur potentielle appar-
tenance à différents ensembles.
3. Des données ayant une similarité trop faible ne peuvent être regroupées en-
semble. On observe alors à des instants discrets l’ensemble des données D et
celles-ci sont regroupées en sous-ensembles dont la distance maximale entre deux
éléments n’excède pas un seuil prédéfini r à chaque instant discret.
Nous avons présenté dans cette section les différents travaux existants permettant
de regrouper ensemble des données similaires d’un ensemble de données. La section sui-
vante présente l’utilisation de ces techniques dans le contexte de la supervision d’entités
et la caractérisation de fautes.
2.3 Supervision
Nous avons présenté dans les sections précédentes différents travaux existants per-
mettant de gérer un grand ensemble d’entités ainsi que les données qu’elles sont sus-
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ceptibles de générer. Nous présentons à présent l’utilisation de ces techniques dans le
contexte de la supervision d’entités et la caractérisation de fautes.
2.3.1 État global du système
Les entités supervisées génèrent de manière continue un ensemble de données qui
sont ensuite mises en forme au sein d’une interface de supervision au niveau d’une entité
appelée superviseur. Ces données sont variables et peuvent par exemple représenter
l’état interne de l’entité, une qualité de service, etc...
Les systèmes de supervision sont des éléments clés pour la caractérisation des fautes
dans le système. Le but de ces systèmes est de rendre compte de manière continue de
l’état du système considéré. Il est donc nécessaire pour ces systèmes d’être capable
d’appréhender le système supervisé dans son ensemble, de manière réactive et avec un
faible surcoût afin de ne pas perturber le bon fonctionnement du système supervisé.
On distingue alors deux types d’approches dans la supervision : celles fournissant
une vue agrégée du système et celles cherchant à avoir une vision de l’état de cha-
cun des éléments du système supervisé. Astrolabe [VRBV03] et SDIMS [YD04] or-
ganisent de manière distribuée les entités du système supervisé. Les entités sont orga-
nisées de manière hiérarchique en fonction des données générées qu’elles génèrent. Cette
hiérarchie permet alors de collecter et d’agréger les informations relatives aux entités
du système. De cette manière, ces systèmes fournissent une vue résumée de la santé de
l’ensemble du système. Les travaux décrits dans ce document portent sur la supervision
d’un ensemble d’entités et la caractérisation de fautes, ces approches ne sont donc pas
adaptées dans notre contexte.
À l’inverse, Ganglia [MCC03], CoMon [PP06] et InfoTrack [ZTG+09] supervisent
chacune des entités du système. Ces approches exploitent les similarités entre les données
générées par les entités supervisées afin de réduire la communication entre les entités
et l’interface de supervision. Par exemple, InfoTrack repose sur deux principes : auto-
corrélation et clustering. Les entités supervisées sont regroupées en κ clusters (issus de
l’exécution de l’algorithme κ-moyennes) par rapport à une mesure de similarité sur les
données générées.
Au sein de chaque cluster, l’entité dont les données générées sont les plus proches
de la valeur médiane des données générées par l’ensemble des entités du cluster prend
en charge la communication avec l’extérieur du cluster. Cette entité est appelée leader
du cluster. Afin de diminuer la communication entre les entités, celles-ci sont munies
d’outils de prédiction [Kal60]. Les leaders sont munis du même outil de prédiction.
Ainsi, à chaque instant le leader a accès aux même prédictions que chacune des entités
du cluster. Par conséquent, lorsque la donnée effective est proche de la donnée prédite,
aucune communication entre l’entité et le leader n’est nécessaire. Dans le cas contraire,
l’entité communique la donnée effective au leader. Le même mécanisme est mis en place
entre les leaders de chaque cluster et le superviseur.
Le leader maintient de plus un compteur pour chaque entité du cluster. Ce comp-
teur est incrémenté lorsque le leader effectue une prédiction en accord avec la donnée
générée par l’entité, et décrémenté dans le cas contraire. Lorsque le compteur d’une
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entité est inférieur à un seuil prédéfini θ1, les données qu’elle génère ne sont plus en
adéquation avec les données générées par les autres entités du cluster. Cette entité est
alors replacée dans un autre cluster plus approprié. À l’inverse, si un nombre θ2 d’entités
du cluster doivent être replacées, cela signifie que le leader n’est plus représentatif des
entités du cluster. Un nouveau leader est alors choisi. Ces opérations de maintenance
sont effectuées de manière centralisée par le superviseur. Les résultats expérimentaux
montrent ainsi une diminution des coûts de communication de 50 à 90% tout en conser-
vant une haute à précision (de 1 à 5% d’erreur).
Cependant, ce type d’approche n’est applicables qu’aux mesures locales (comme
la charge CPU, consommation mémoire, temps de fonctionnement sans redémarrage,
etc...). Ce type de mesure est continu et ne dépend pas de l’activité utilisateur. De
plus, la stabilité et prédictibilité de ce type de mesure permet de réduire efficacement
les communications nécessaires à la supervision.
L’initialisation de ce type de solution repose sur l’exécution d’algorithme de clus-
tering par le superviseur. Cette exécution initial est effectuée hors-ligne. Le partition-
nement ainsi calculé est mis-à-jour lorsqu’une entité doit être replacée. D’autre part,
les variations dans ces mesures peuvent être symptomatiques d’une faute au niveau
d’une entité supervisée. Ce type d’approche permet donc de détecter des défaillances
par le replacement d’une entité mais ne permet pas de caractériser le type de faute
sous-jacent. Les défaillances qui impactent un grand nombre d’entités sont donc très
coûteuses d’un point de vue algorithmique. L’absence de caractérisation ne fournit donc
pas d’indice sur les causes qui ont provoqué la défaillance.
2.3.2 Caractérisation de fautes
Lorsqu’une faute est activée dans le système, celle-ci peut induire une défaillance.
Cette défaillance se traduit par une dégradation de la qualité du service rendu par le
système. Les outils de supervision que l’on vient de présenter sont destinés à fournir
une vision globale de la santé du système. En revanche, ces outils ne permettent pas
de localiser la faute qui a impacté le système. La localisation de fautes [MA04] consiste
à déduire la cause effective d’une défaillance à partir d’un ensemble d’observations.
On distingue trois types d’approches pour la localisation de fautes. Le recours à des
systèmes experts qui consiste à mettre en place des règles ou des arbres de décisions ;
les modèles de propagation de fautes qui s’appuient sur des graphes de dépendances,
et enfin la connaissance du graphe de communication entre les entités.
La connaissance supplémentaire requise dans le cadre de la localisation de fautes
n’est pas envisageable dans le cadre de la supervision de systèmes large échelle. Dans le
cadre de cette thèse, nous souhaitons caractériser les fautes qui induisent une défaillance
dans le système suivant le nombre d’entités qui perçoivent cette défaillance. Cette
caractérisation permettra ensuite de réduire la connaissance additionnelle nécessaire
à la localisation de fautes.
Tiresias [HCDW12], Argus [YFG+12] et CEM [CBG10] sont trois approches liées à
la caractérisation de fautes dans les réseaux large échelle. Ces trois approches reposent
sur la perception de défaillances par les utilisateurs du système.
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Tiresias Cette approche [HCDW12] classifie des données opérationnelles d’après six
étapes. Ces données sont issues des appels des clients au service de support d’un FAI
ainsi que de l’analyse des données de journalisation des pannes sur les équipements
clients. Ces données sont horodatées et associées à un niveau hiérarchique du réseau. Ces
données proviennent de divers endroits dans le réseau, arrivent en masse et de manière
continue au niveau du serveur Tiresias. Le serveur maintient une fenêtre temporelle
divisée en différents intervalles de temps. Une donnée est affectée à l’intervalle de temps
au cours duquel elle a été produite. Chaque donnée est ensuite placée dans un arbre
en fonction du niveau hiérarchique qui lui est associé et un poids lui est attribué. Un
traitement mathématique est effectué sur les données dont le poids associé est situé au
dessus d’un seuil prédéfini θ. Ce traitement permet d’exhiber les données anormales
traduisant l’activation d’une faute impactant un grand nombre d’utilisateurs.
Cette approche souffre de trois limitations. Tout d’abord, Tiresias s’appuie sur
les appels des utilisateurs et déporte donc la tâche de détection de faute au niveau
de l’utilisateur. Il n’y a donc pas de garantie sur le délai entre la détection de la
faute par l’utilisateur et la notification au centre de support. D’autre part, chaque
donnée est traitée manuellement par un technicien qui choisit le niveau hiérarchique
à associer à la donnée opérationnelle. Ce traitement humain est donc source d’erreurs
et est incompatible avec un traitement des données à la volée. Enfin, cette approche
s’appuie sur la connaissance du réseau d’interconnexion et se limite de plus aux réseaux
à structure hiérarchique (comme les réseaux IPTV).
Argus De manière similaire à Tiresias, Argus [YFG+12] a une approche centralisée.
Cette approche s’appuie sur le déploiement par les fournisseurs d’accès à Internet de
leurs propre réseaux de services CDN, VoIP, IPTV afin de mutualiser la tâche de su-
pervision. Ainsi, Argus tire parti des informations relatives à la topologie réseau, au
routage, à la géographie, et aux mesures de performance de bout en bout. Comme la
totalité de l’environnement est mâıtrisé, Argus peut superviser les mesures de perfor-
mance du point de vue serveur et non du point de vue du client. Ainsi, les utilisateurs
sont clusterisés de manière hiérarchique par rapport à leur localisation dans la topologie
réseau. Argus génère ensuite pour chaque groupe d’utilisateurs, une série temporelle cor-
respondant aux mesures de performances agrégées sur le groupe d’utilisateur concerné.
Ces séries temporelles sont ensuite utilisées pour détecter des fautes qui impactent tout
ou partie du groupe d’utilisateur concerné.
L’approche centralisée d’Argus nécessite de traiter l’ensemble des données générées
par l’ensemble des utilisateurs consommant les services proposés au sein du réseau du
FAI. Par conséquent, il se pose un problème clair vis-à-vis du passage à l’échelle de cette
solution. De plus, Argus adopte un point de vue totalement omniscient vis-à-vis de la
caractérisation des fautes qui impactent le système : la topologie, le positionnement des
différents serveurs et des clients sont connus et utilisés pour caractériser les fautes.
CEM De la même manière, CEM [CBG10, Cho10] cherche à distinguer les fautes
impactant un petit nombre d’entités supervisées des fautes dont la défaillance est perçue
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par un grand nombre d’entités. Dans le cas d’une dégradation anormale de la qualité
d’un service consommé par une entité, celle-ci incrémente un compteur situé une table
de hachage distribuée [MM02]. La clé utilisée pour l’écriture dans la table de hachage
distribuée correspond à l’identifiant du système autonome auquel l’entité supervisée
appartient. Un Système Autonome est un réseau au sein d’Internet dont la politique
de routage est cohérente. Les systèmes autonomes sont interconnectés et forment ainsi
Internet. Le réseau d’un fournisseur d’accès à Internet est généralement un Système
Autonome. Chaque système autonome est identifié de manière unique par une valeur
utilisée lors du routage par BGP (Border Gateway Protocol [RLH06]) entre les différents
systèmes autonomes.
Plusieurs entités peuvent percevoir une défaillance mais cela ne suffit pas à assu-
rer qu’il s’agit d’une même défaillance induite par une même faute. Deux cas sont
envisageables :
Cas 1 diverses fautes concomitantes et indépendantes mènent aux défaillances perçues
par les entités,
Cas 2 une unique faute provoque une défaillance perçue par ces mêmes entités.
Les auteurs de CEM proposent une mesure de vraisemblance notée LR. Cette mesure
est utilisée comme un seuil permettant de faire la distinction entre ces deux cas. Cette
mesure correspond au rapport LR = Pe/Pu entre la probabilité Pe que n entités dis-
tinctes perçoivent des défaillances dues à n fautes distinctes dans un intervalle de temps
donné (permier cas) et la probabilité Pu que n entités perçoivent une défaillance due
à une même faute dans ce même intervalle de temps (second cas). Une valeur de vrai-
semblance LR > 1 tend à indiquer une défaillance liée au réseau tandis que LR ≤ 1
tend à indiquer des défaillances individuelles.
Cette approche est ensuite comparée aux données opérationnelles de divers fournis-
seurs d’accès à Internet. La valeur de LR est centrale dans la caractérisation des fautes
impactant le système. Celle-ci est positionnée statiquement à partir des données issues
des données opérationnelles des divers fournisseurs d’accès à Internet. Cette approche
est ensuite appliquée sur des mesures de qualité collectées à partir de clients BitTor-
rent. Le résultat de la caractérisation est ensuite comparée à la vision des différents
fournisseurs d’accès à Internet pendant la période considérée.
Les résultats de cette comparaison sont difficiles à interpréter. Sur l’ensemble des
défaillances que les fournisseurs d’accès à Internet attribuent à des fautes massives,
CEM en attribue 80% à des fautes massives. Cependant, cette proportion représente
seulement 30% des défaillances attribuées à des fautes massives par CEM. Les opérateurs
n’ont pas connaissance des 70% restant de défaillances décelées par cette approche. Par
conséquent, il est impossible de savoir s’il s’agit de faux positifs de cette approche
ou d’une très forte proportion de défaillances ignorées par les fournisseurs d’accès à
Internet.
Bien que cette approche soit une première approche vers la caractérisation des fautes
impactant le système en fonction du nombre d’entités percevant la défaillance induite,
celle-ci présente des limitations. Tout d’abord, celle-ci requière une connaissance du
réseau afin de regrouper ensemble les perceptions des entités d’un même système auto-
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nome. Ensuite, le seuil de classification LR est fixé de manière empirique par l’analyse
statistique de données issues de différents fournisseurs d’accès à Internet. Enfin, bien
que cette approche soit un premier permettant de caractériser une faute en fonction de
son impact, la validation de cette approche n’est pas tout à fait convaincante dans la
mesure où l’on ne sait pas si les 70% de défaillances supplémentaires décelées constituent
de réelles défaillances ou des faux positifs.
Nous avons présenté dans ce chapitre les concepts nécessaires aux travaux décrits
dans ce document. De plus, nous avons décrit les techniques classiques utilisées dans
les systèmes distribués large échelle ainsi que dans le cadre du clustering de données.
Enfin, ces techniques nous ont permis de présenter les travaux connexes existants sur
la supervision et la caractérisation de fautes dans les réseaux large échelle.
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Nous définissons dans ce chapitre un modèle permettant de prendre en compte
l’impact des fautes sur les perceptions des utilisateurs sans connaissance du réseau
d’interconnexion. L’activation d’une faute dans le système peut induire une défaillance
perçue par les utilisateurs. Cette défaillance est perçue au travers d’une variation anor-
male de la qualité d’un service consommé. Nous représentons un scénario possible de
fautes impactant le système au travers d’une partition d’anomalies.
Cette modélisation va nous permettre de déterminer ce qui est discernable du point
de vue des entités supervisées. Nous montrons qu’il est impossible de déterminer de
manière certaine pour chaque entité ayant perçu une défaillance si cette défaillance
est due à une faute locale (faute isolée) ou si cette défaillance est perçue par d’autres
entités (faute massive).
En assouplissant le critère de faute (faute isolée, faute massive ou état indéterminé),
il est possible de déterminer pour chaque variation de qualité anormale perçue, le
type de faute à lui associer. De plus, nous montrons que la seule connaissance du
voisinage, en termes de qualités, de chaque entité est suffisante pour déterminer pour
chaque entité le type de faute ayant induit la défaillance perçue. Une connaissance
plus importante, telle que celle qu’aurait un observateur global du système, n’apporte
pas plus d’informations permettant de caractériser de manière certaine l’ensemble des
fautes impactant le système.
3.1 Modèle
Cette section présente les notations et les concepts que nous utilisons pour la
modélisation de l’impact des fautes sur les mesures de performances effectuées par
les entités supervisées. Nous utilisons dans la suite de ce document les conventions
suivantes :
— les variables sont notées en lettres minuscules : j, ℓ, p, q
— les ensembles sont notés en lettres majuscules : S,E
— les familles d’ensemble sont notées en lettres majuscules calligraphiées : P
— les intervalles discrets {1, . . . , n} sont notés [[1, n]].
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L’ensemble des notations utilisées dans cette section est résumé dans le tableau 3.1.
3.1.1 Préliminaires
On considère un ensemble [[1, n]] d’entités supervisées. Chacune de ces n entités
consomme des services au travers du réseau choisis parmis d services notés s1, . . . , sd.
À chaque instant discret k, l’entité j ∈ [[1, n]] évalue une mesure de performance qi,k(j)
du service si à valeurs dans [0, 1]. Si l’entité j ∈ [[1, n]] ne consomme pas le service si à
l’instant k, qi,k(j) vaut 0. On modélise les mesures effectuées à l’instant k par l’entité j
par un point pk(j) = (q1,k(j), . . . , qd,k(j)) de l’espace métrique E = [0, 1]
d. On parlera
aussi d’espace des qualités pour désigner cet espace.
On modélise l’ensemble des mesures effectuées par les n entités par l’ensemble des
points Sk de E, Sk = (pk(1), . . . , pk(n)). Cet ensemble de points Sk est appelé état
du système ou configuration du système à l’instant k. De plus, chaque entité est mu-
nie d’une fonction de détection de défaillance ak(j) qui retourne VRAI si une variation
dans la mesure de performance d’un service consommé par l’entité j à l’instant k
peut être considérée comme une défaillance. La notion de défaillance est très forte-
ment dépendante du type de mesure effectué et du service consommé. Des méthodes
(par exemple [Pag54, Hol04, Win60]) permettant cette détection de défaillance ont été
évoquées auparavant et ne seront pas traitées ici.
Des fautes peuvent apparâıtre dans le système et leur impact peut être perçu par
différentes entités. Nous nous intéressons à distinguer les fautes suivant le nombre d’en-
tités supervisées impactées.
Définition 1 (fautes isolées / massives) Étant donnés k ≥ 1, Sk−1, Sk et τ ∈
[[1, n − 1]], une faute impactant strictement plus de τ entités supervisées est appelée
faute massive. Dans le cas contraire, on parle de faute isolée.
Les entités observant des variations de performances similaires sont susceptibles
de percevoir les mêmes défaillances. On considère ici qu’une même faute a un impact
similaire sur les mesures effectuées par les entités.
Nous traduisons cette intuition par l’hypothèse suivante : si les mesures effectuées
par les entités avant la perception de la défaillance sont proches et qu’elles le sont
encore après la perception de celle-ci, alors la défaillance est due à la même faute.
Cette hypothèse est modélisée par une distance seuil entre les positions des entités
dans l’espace des qualités : s’il existe une boule de rayon r contenant les positions de
ces entités dans l’espace des qualités à l’instant k−1 et une autre contenant les positions
de ces mêmes entités à l’instant k alors ces entités ont perçu la même défaillance. On
appellera ce rayon r le rayon de cohérence.
3.1.2 Terminologie et notations employées
Afin de modéliser de l’impact des fautes sur le système, nous introduisons les notions
que nous utiliserons tout au long de ce chapitre. Tout d’abord, dans un soucis de
simplicité, nous utilisons la norme infinie ‖ · ‖ définie pour tout x = (x1, . . . , xd) ∈ E
Modèle 45
par ‖x‖ = max{x1, . . . , xd}. D’autre part, la distance entre deux points x, y ∈ E est
définie par la norme du vecteur ‖x−y‖. L’espace E étant de dimension finie d toutes les
normes sont équivalentes et donc les résultats fournis restent valables à des constantes
près.
Définition 2 (Ensemble r-cohérent) Pour tout r ∈ [0, 1/4), un sous-ensemble B ⊆
[[1, n]] est dit r-cohérent à l’instant k ≥ 0 si la distance maximale entre tous points
i, j ∈ B est inférieure ou égale à 2r :
∀(i, j) ∈ B2, ‖pk(i)− pk(j)‖ ≤ 2r.
Propriété 1 Pour tout k ≥ 0, pour tout r ∈ [0, 1/4) et pour tout B ⊆ [[1, n]], on a
l’équivalence suivante :
∃o ∈ E, ∀j ∈ B, ‖pk(j)− pk(o)‖ ≤ r ⇐⇒ B est r-cohérent à l’instant k.
Preuve (⇒) Soient B ⊆ [[1, n]] et o ∈ E tels que pour tout j ∈ B, nous ayons
‖pk(j) − pk(o)‖ ≤ r. Cela implique que tous les éléments de B sont contenus dans
une boule de rayon r centrée en o. On a donc ∀(i, j) ∈ B2, ‖pk(i) − pk(j)‖ ≤ 2r. Par
conséquent, B est un ensemble r-cohérent.
(⇐) Soit B = [[1, ℓ]] ⊆ [[1, n]] un ensemble r-cohérent à l’instant k. D’après la
définition 2 cela signifie que ∀(i, j) ∈ B2, ‖pk(i) − pk(j)‖ ≤ 2r. De plus, d’après
la définition de la norme employée, la distance entre deux points (x, y) ∈ E2 est
définie par ‖x − y‖ = max{|x1 − y1|, . . . , |xd − yd|}. On a donc ∀(i, j) ∈ B
2, ∀m ∈
[[1, d]], |qm,k(i) − qm,k(j)| ≤ 2r. Soit le point o = (o1, . . . , od) ∈ E. On considère la m-
ème coordonnée qm,k(j) de chaque point j ∈ B. Ces coordonnées sont toutes incluses
dans le segment [min{qm,k(1), . . . , qm,k(ℓ)},max{qm,k(1), . . . , qm,k(ℓ)}]. On définit alors
om comme le milieu de ce segment. On a :
∀m ∈ [[1, d]], om =
max{qm,k(1), . . . , qm,k(ℓ)} −min{qm,k(1), . . . , qm,k(ℓ)}
2
.
L’ensemble B étant r-cohérent à l’instant k, on a ∀(i, j) ∈ B2, |qm,k(i)− qm,k(j)| ≤ 2r.
Par conséquent, on a ∀j ∈ B, ∀m ∈ [[1, d]], |om − qm,k(j)| ≤ r et donc ∀j ∈ B, ‖pk(j) −
pk(o)‖ ≤ r. 2
Définition 3 (Ensemble r-cohérent maximal) Pour tout r ∈ [0, 1/4), un sous-
ensemble B ⊆ [[1, n]] est dit maximal r-cohérent à l’instant k si les deux conditions
suivantes sont vérifiées :
— B est un ensemble r-cohérent à l’instant k,
— ∀j ∈ [[1, n]] \B, B ∪ {j} n’est pas un ensemble r-cohérent à l’instant k.







Figure 3.1 – Les ensembles maximaux r-cohérents B1 = {1, 2, 3, 4} et B2 =
{1, 2, 3, 5, 6} contenant le point 1. Tout sous-ensemble de B1 ou B2 est aussi r-cohérent.
Exemple 6 La figure 3.1 illustre ces deux notions. On considère un ensemble de 6 en-
tités labellisées {1, 2, 3, 4, 5, 6} à l’instant k. Ces entités consomment un unique service
(donc d = 1) et mesurent la performance de celui-ci. On place ces entités dans l’es-
pace des qualité E qui se réduit alors au segment [0, 1] et les points correspondent à la
position de chaque entité supervisée dans E. La distance entre tout couple d’éléments
de B1 = {1, 2, 3, 4} ou tout couple d’éléments de B2 = {1, 2, 3, 5, 6} est inférieure à
2r. Ces ensembles sont donc r-cohérents. De plus, ces ensembles B1 et B2 sont maxi-
maux : en effet, tout ajout à B1 d’un élément de B2 augmente la distance maximale
entre les éléments de B1 au delà de 2r brisant ainsi la condition de r-cohérence. Le
même raisonnement s’applique à B2.
Ces deux notions nous permettent d’introduire la notion de mouvement permettant
de capturer les variations de perception des entités fortement corrélées.
Définition 4 (Mouvement r-cohérent) Pour tout k ≥ 1, pour tout r ∈ [0, 1/4),
un sous-ensemble B ⊆ [[1, n]] a un mouvement r-cohérent dans l’intervalle de temps
[k − 1, k] si B est un ensemble r-cohérent aux instants k − 1 et k.
Définition 5 (Mouvement r-cohérent maximal) Pour tout k ≥ 1, pour tout r ∈
[0, 1/4), un sous-ensemble B ⊆ [[1, n]] a un mouvement r-cohérent maximal dans l’in-
tervalle de temps [k − 1, k] si les deux conditions suivantes sont vérifiées :
— B a un mouvement r-cohérent dans l’intervalle de temps [k − 1, k],
— ∀j ∈ [[1, n]] \ B,B ∪ {j} n’a pas de mouvement r-cohérent dans l’intervalle de
temps [k − 1, k].
Remarque 1 Si un sous-ensemble B ⊆ [[1, n]] a un mouvement r-cohérent dans l’in-
tervalle de temps [k − 1, k], alors soit ce mouvement est maximal, soit il existe B′ ⊆
[[1, n]], B ⊆ B′ tel que B′ ait un mouvement maximal r-cohérent.
Exemple 7 La figure 3.2 illustre la notion de mouvements r-cohérents. À gauche, sur
la figure 3.2(a), sont représentées les positions de six entités {1, 2, 3, 4, 5, 6} consommant
un unique service aux instants k−1 et k ainsi que les ensembles r-cohérents maximaux
contenant chacune d’elles. La figure 3.2(b) représente ces mêmes entités dans l’espace
des trajectoires T = E×E. La variation de qualité perçue par l’entité j est représentée

















(a) Deux ensembles r-cohérents maximaux à
l’instant k − 1 : {1, 2, 3, 5} et {1, 2, 3, 4, 6}.
On a trois ensembles r-cohérents maximaux











(b) Trois ensembles ayant des mouvements r-
cohérents maximaux : B1 = {1, 2, 3, 5}, B2 =
{1, 2, 3, 4}, B3 = {3, 4, 6}.
Figure 3.2 – Représentation des variations de qualité dans l’espace des trajectoires.
La droite y = x est tracée en pointillés, les points situés sur cette droite traduisent
l’absence de variation de qualité mesurée par les entités dans l’intervalle de temps
[k−1, k] : pour chacune d’elles on a pk(j) = pk−1(j). Les points situés au dessus de cette
droite traduisent une amélioration de la qualité mesurée par les entités dans l’intervalle
de temps [k − 1, k] tandis que ceux situés en dessous traduisent une dégradation de la
qualité perçue par les entités dans l’intervalle de temps [k−1, k]. Ici, les six entités ont
perçu une dégradation de leur qualité.
Les mouvements r-cohérents correspondent aux points contenus dans le produit
cartésien d’une boule de rayon r à l’instant k − 1 avec une autre boule de rayon r
à l’instant k. Ces mouvements sont représentés par les carrés grisés B1, B2 et B3.
Nous utiliserons cette représentation dans le reste de ce document.
Finalement, nous classifions les mouvements r-cohérents suivant le nombre d’entités
supervisées qui les composent. Cette classification est au centre de la distinction que
nous établissons entre les fautes isolées et les fautes massives.
Définition 6 (Mouvement τ-dense) Pour tout r ∈ [0, 1/4), pour tout τ ∈ [[1, n−1]],
et pour tout sous-ensemble B ⊆ [[1, n]] ayant un mouvement r-cohérent dans l’intervalle
de temps [k − 1, k], on dit que B a un mouvement r-cohérent τ -dense dans l’intervalle
de temps [k − 1, k] si |B| > τ , sinon on dit que B a un mouvement r-cohérent non
τ -dense dans cet intervalle.
Dans la suite, on utilisera ”mouvement τ -dense” (respectivement ”mouvement non
τ -dense”) au lieu de ”mouvement r-cohérent τ -dense” (respectivement ” mouvement
r-cohérent non τ -dense”) lorsque le contexte est clair.
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3.1.3 Modélisation de l’impact des fautes
Chaque entité supervisée j consomme un sous-ensemble des d services. Pour chaque
service consommé, l’entité j effectue localement une mesure de performance de bout-en-
bout. Ces mesures de performances sont utilisées en entrée de la fonction de détection de
défaillance ak(j). Si une variation de performance est considérée comme une défaillance
par la fonction de détection de défaillance ak(j), celle-ci retourne VRAI. On définit
la trajectoire anormale d’une entité du système dans l’espace des qualités comme la
conséquence sur les mesures de performance d’une faute dans le système.
Définition 7 (Trajectoire anormale) Une entité j ∈ [[1, n]] a une trajectoire anor-
male dans l’intervalle de temps [k− 1, k] si ak(j) = VRAI. L’ensemble des entités ayant
une trajectoire anormale dans l’intervalle de temps [k−1, k] est noté Ak. Formellement,
on a :
Ak = {j ∈ [[1, n]] | ak(j) = VRAI} .
Nous cherchons à déterminer pour chaque entité percevant une défaillance dans
l’intervalle de temps [k − 1, k] si la faute qui a causé cette défaillance a impacté un
grand nombre d’entités ou seulement quelques unes. Pour cela, nous déterminons pour
chaque entité la présence d’autres entités dans son voisinage dans l’espace des qualités
aux instants k−1 et k. Par exemple, si plus de τ entités ayant des trajectoires anormales
restent proches les unes des autres, nous considérons que ces trajectoires anormales sont
dues à une même faute et donc que ces entités perçoivent une défaillance due à une faute
massive. Nous pouvons alors restreindre la recherche des causes de cette défaillance à
ces seules entités impactées. Cependant, si l’intervalle de temps entre les instants de
mesure est trop important, il est possible que ces mêmes entités perçoivent différentes
défaillances, rendant impossible toute reconstruction de scénario d’explication. Nous
imposons donc trois restrictions nécessaires à la reconstruction de ces scénarios :
R1 : Dans l’intervalle de temps [k−1, k], la trajectoire anormale de l’entité supervisée
j ∈ Ak n’est due qu’à une unique faute.
R2 : Une faute a un impact similaire sur toutes les entités supervisées qui la perçoivent.
En particulier, si un ensemble B d’entités supervisées forme un ensemble r-
cohérent avant la perception de la défaillance (i.e. à l’instant k−1), alors celles-ci
forment encore un ensemble r-cohérent à l’instant k et donc par la définition 4,
cet ensemble a un mouvement r-cohérent dans l’intervalle de temps [k − 1, k].
R3 : Si une faute impacte strictement plus de τ entités alors pour chacune d’elles
il existe un ensemble ayant un mouvement τ -dense. Celui-ci ne contient pas
nécessairement l’ensemble des entités impactées par cette faute massive.
Réciproquement, dans un ensemble ayant un mouvement τ -dense, il existe au
moins une entité ayant été effectivement impactée par une faute massive.
Ces restrictions imposent que les entités percevant une défaillance due à une faute
massive aient un mouvement r-cohérent. Cependant, une faute peut engendrer plusieurs
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mouvements r-cohérents à des positions différentes dans l’espace des qualités. Ces res-
trictions sont formalisées par le partitionnement de l’ensemble Ak en sous-ensembles
ayant des mouvements r-cohérents. Ce partitionnement est tel que :
(i) tous les mouvements r-cohérents non τ -denses sont suffisamment éloignés les uns
des autres, de sorte qu’il soit impossible de reconstituer un mouvement τ -dense
à partir de ces éléments. En d’autres termes, la probabilité que plus de τ fautes
indépendantes impactent des entités supervisées dont les mesures effectuées à
deux instants consécutifs sont similaires est négligeable.
Cette condition traduit le fait qu’il est impossible de distinguer une faute im-
pactant un ensemble d’entités supervisées d’un ensemble de fautes impactant
chacune une entité supervisée de manière similaire aux autres fautes.
Par exemple, des passerelles de connexion utilisateurs subissant chacune une
faute isolée impactant la connexion réseau percevraient les mêmes variations de
mesure de performance qu’un ensemble de passerelles de connexion utilisateurs
percevant une même défaillance réseau.
(ii) tout mouvement r-cohérents non τ -dense est suffisamment éloigné d’un mouve-
ment r-cohérent τ -dense, de sorte qu’il soit impossible de les regrouper au sein
d’un unique ensemble ayant un mouvement r-cohérent τ -dense. En d’autres
termes, la probabilité que plusieurs fautes indépendantes impactent plus de τ
entités supervisées dont les mesures effectuées sont similaires est négligeable.
Cette condition traduit le fait qu’il est impossible de distinguer une faute impac-
tant un ensemble d’entités supervisées, de deux fautes impactant l’une un faible
nombre (inférieur à τ) d’entités et la seconde le reste des entités. Considérons
par exemple d’une part une passerelle utilisateur sujette à une faute isolée et
d’autre part un ensemble de passerelles de connexion utilisateurs percevant une
même défaillance réseau, et supposons que toutes ces entités perçoivent une
même variation de qualité. Dans ce cas, l’entité sujette à une faute isolée exhibe
alors une trajectoire anormale similaire à celles des autres entités. Il est donc
impossible de discerner l’entité impactée par la faute isolée des autres entités
percevant une faute massive.
Afin de prendre en compte ces restrictions, nous partitionnons l’ensemble Ak des
entités de [[1, n]] ayant une trajectoires anormales dans l’intervalle de temps [k − 1, k]
en sous-ensembles appelés anomalies. Les anomalies ont des mouvements r-cohérents
dans l’espace des qualités. Les entités d’une anomalie perçoivent donc une défaillance
de manière cohérente.
Une partition d’anomalies Pk représente un scénario possible de fautes, respectant
les restrictions R1, R2 et R3, qui impactent le système. On dit que la partition d’ano-
malies a fait évoluer le système de l’état Sk−1 à l’état Sk. Ce partitionnement de Ak
est formellement défini comme suit.
Définition 8 (Partition d’anomalies Pk) Pour tout k ≥ 1, pour tout τ ∈ [[1, n− 1]]
et pour tout r ∈ [0, 1/4), la partition Pk de Ak est une partition d’anomalies à l’instant
k si elle est constituée d’ensembles C1, . . . , Cℓ, non vides et deux à deux disjoints, ayant
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des mouvements r-cohérents et vérifiant les conditions C1, C2 suivantes. Les ensembles
C1, . . . , Cℓ sont appelés anomalies.
C1 : ∀B ⊆
⋃
|Ci|≤τ
Ci, B a un mouvement r-cohérent non τ -dense ou B n’a pas de
mouvement r-cohérent.
C2 : ∀i ∈ [[1, ℓ]], Ci a un mouvement r-cohérent τ -dense ⇒ ∀B ⊆
⋃
|Cj |≤τ
Cj , B ∪ Ci
n’a pas un mouvement r-cohérent.
Par extension, pour tout élément j ∈ Ak on notera Pk(j) l’unique partie de Pk
contenant l’élément j.
Finalement on distingue les anomalies isolées des massives suivant le cardinal des
parties C1, . . . , Cℓ de Pk.
Définition 9 (Anomalies Massives / Isolées ) Soit Pk une partition d’anomalies.
Un élément C ∈ Pk est appelé anomalie massive de Pk dans l’intervalle de temps
[k − 1, k] si |C| > τ . Dans le cas contraire, on l’appelle anomalie isolée de Pk.
L’ensemble des entités supervisées impactées par une anomalie massive de Pk dans
l’intervalle de temps [k−1, k] est notéMPk . De la même manière on note IPk , l’ensemble
des entités supervisées impactées par une anomalie isolées de Pk dans l’intervalle de
temps [k − 1, k].
Formellement on a :
MPk = {j ∈ Ak | |Pk(j)| > τ},
IPk = {j ∈ Ak | |Pk(j)| ≤ τ}.
Ces ensembles sont complémentaires dans Ak et induisent une décomposition naturelle
de Ak. On a :
Ak =MPk ∪ IPk et MPk ∩ IPk = ∅. (3.1)
Bien que la définition de partition d’anomalie puisse sembler complexe, le lemme 1
montre qu’on peut toujours construire une partition d’anomalies, et qu’en général celle-
ci n’est pas unique.
Lemme 1 Pour tout k ≥ 1, pour tout Ak 6= ∅, pour tout τ ∈ [[1, n − 1]], pour tout
r ∈ [0, 1/4) et pour tous états consécutifs Sk−1, Sk du système, il existe toujours une
partition Pk de Ak qui est une partition d’anomalies. Cette partition n’est en général
pas unique.
Preuve On montre dans un premier temps l’existence de partitions d’anomalies, puis
on illustrera sur un exemple que celles ci ne sont pas nécessairement uniques.
(Existence) L’algorithme 1 décrit une manière simple de construire une partition
d’anomalies Pk de Ak. On initialise l’ensemble des entités à traiter S avec les éléments
de Ak et le résultat Pk avec l’ensemble vide. Tant qu’il reste des éléments à traiter
(i.e. S n’est pas vide), on choisit aléatoirement un élément j dans S. On choisit alors
un sous-ensemble C de S tel que j appartienne à ce sous-ensemble C et que C ait
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Algorithme 1 : Construction d’une partition d’anomalie de Ak.






Sorties : Une partition d’anomalie
1 début
2 S ← Ak;
3 Pk ← {};
4 tant que S 6= ∅ faire
5 Choisir j ∈ S;
6 Choisir C ⊆ S tel que j ∈ C, C 6∈ Pk et C a un mouvement
r-consistent maximal dans S;
7 S ← S \ C ;




un mouvement maximal r-cohérent parmi les éléments de S. Cet ensemble C est alors
ajouté à Pk et ses éléments sont retirés de S. À chaque itération, on supprime donc des
éléments de S. La taille de S est donc strictement décroissante, l’algorithme termine.
Montrons à présent par récurrence qu’à chaque itération Pk satisfait les conditions
C1 et C2 de la définition 8. Le premier élément ajouté à Pk a un mouvement r-cohérent
maximal par définition. Comme il s’agit du premier élément, il n’existe pas d’autre
partie de Pk permettant éventuellement de lui adjoindre des éléments.
Supposons à présent, qu’à la fin de la ℓ-ième itération, Pk = {C1, . . . , Cℓ} satisfait les
conditions C1 et C2 de la définition 8. Montrons alors qu’à la fin de l’itération suivante,
Pk les satisfait encore. On choisit un élément j de S. On choisit ensuite C ⊆ S tel que j
appartienne à C et que C ait un mouvement maximal r-cohérent parmi les éléments de
S. Par construction, ∀i ∈ [[1, ℓ]], Ci ∈ Pk a un mouvement r-cohérent maximal parmi les
éléments restants S \∪1≤i≤ℓCi. Donc, d’après la définition 5, ∀j ∈ S \∪1≤i≤ℓCi, Ci∪{j}
n’a pas un mouvement r-cohérent. En particulier, ∀j ∈ C, ∀i ∈ [[1, ℓ]], Ci ∪ {j} n’a pas
un mouvement r-cohérent et donc les conditions C1 et C2 sont satisfaites par Pk. Par
hypothèse de récurrence, Pk satisfait donc C1 et C2 à chaque itération.
Enfin, Ak n’est pas vide et donc pour tout élément j ∈ Ak, il existe une unique
partie C ∈ Pk contenant j. À la fin de l’exécution de l’algorithme, tous les éléments de
Ak appartiennent à une partie de Pk et donc Pk est bien une partition de Ak.
(Non unicité) Étant donnés Ak, Sk−1 and Sk, on illustre la possibilité de construire
diverses partitions d’anomalies. Considérons l’exemple de la figure 3.3. Celle-ci illustre
les mesures de performances prises par dix entités supervisées à l’instant k en fonction
de celles mesurées à l’instant k−1, ainsi que les mouvements r-cohérents maximaux pos-
sibles. Supposons qu’on a τ = 3 et que toutes les entités supervisées ont une trajectoire
anormale dans l’intervalle de temps [k − 1, k].

















Figure 3.3 – Mesures de performances de dix entités supervisées à l’instant k en fonc-
tion de leurs mesures à l’instant k − 1. Les quatre mouvements r-cohérents maximaux
C1, C2, C3, C4 sont illustrés par les carrés gris. Le seuil de densité τ vaut 3.
Appliquons à présent l’algorithme 1 et supposons que l’entité 1 soit choisie ini-
tialement. On sélectionne ensuite l’ensemble C = {1, 2, 3}. L’algorithme s’exécute
ensuite de manière déterministe et construit la partition d’anomalies suivante P ′k =
{{1, 2, 3}, {4}, {5, 6, 7, 8, 9}, {10}}. Cependant, si on choisit initialement l’entité 4, on
ajoute à la partition courante l’ensemble {2, 3, 4}. L’algorithme construit la partition
P ′′k = {{1}, {2, 3, 4}, {5, 6, 7, 8, 9}, {10}}. D’après la première partie de la preuve, ces
deux partitions sont des partitions d’anomalies. Étant donnés Ak, Sk−1 and Sk, les
partitions d’anomalies ne sont donc pas nécessairement uniques. 2
Une partition d’anomalies Pk représente un scénario possible de fautes respectant
les restrictions R1, R2 et R3 qui impactent le système. Une anomalie représente une
défaillance due à une faute potentielle et perçue par un ensemble d’entités. Dans ce
contexte, on note Rk la partition d’anomalies correspondant au scénario réel de fautes
ayant impacté le système, et IRk l’ensemble des entités supervisées ayant effectivement
subi une faute isolée et MRk celles ayant effectivement perçu une faute massive.
3.2 Problèmes étudiés
Nous cherchons à discerner les entités qui ont effectivement perçu une défaillance
due à une faute isolée de celles qui ont perçu une défaillance due à une faute massive
sans connâıtre la réalité des faits. Nous cherchons donc à déterminer les entités de IRk
et de MRk sans connâıtre Rk.
Considérons un observateur qui serait capable à chaque instant k de connâıtre
l’état du système Sk dans son intégralité. De plus, pour chaque entité supervisée j,
cet observateur a accès au résultat de la fonction ak(j). Il connâıt donc l’ensemble Ak.
En revanche, cet observateur ne connâıt pas la partition Rk.
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Table 3.1 – Liste des notations
Notation Signification
E Espace des qualités (Section 3.1.1)
pk(j) Position dans E à l’instant k de l’entité j (Section 3.1.2)
r Rayon de cohérence (Section 3.1.1)
τ Seuil de densité (Définition 6)
ak(j) Détection d’anomalie par l’entité j à l’instant k (Définition 7)
Ak
Ensemble des entités percevant une défaillance dans l’intervalle de temps
[k − 1, k] (Relation 7)
Sk État ou configuration du système à l’instant k (Section 3.1.1)
Pk Partition d’anomalies à l’instant k (Définition 8)
Rk
Scénario réel de fautes ayant impacté le système dans l’intervalle de temps
[k − 1, k]
MPk
Ensemble des entités impactées par une faute massive dans l’intervalle de
temps [k − 1, k] dans le scénario Pk (Définition 9)
IPk
Ensemble des entités impactées par une faute isolée dans l’intervalle de
temps [k − 1, k] dans le scénario Pk (Définition 9)
Cet observateur cherche à séparer les entités de Ak en deux sous-ensembles Ik etMk
tels que Ik contienne toutes les entités pour lesquelles l’observateur suppose qu’elles ont
perçu une faute isolée et Mk contienne toutes les entités pour lesquelles l’observateur
suppose qu’elles ont perçu une faute massive sans connâıtre Rk.
On défini alors le problème suivant :
Problème 1 (Caractérisation de fautes) Étant donnés k ≥ 1, Sk, Ak, r ∈ [0, 1/4)
et τ ∈ [[1, n− 1]], un observateur global est-il toujours capable de construire Mk et Ik de
sorte que Mk =MRk et Ik = IRk sans connâıtre Rk ?
On dit que ce problème peut être résolu si un observateur global peut reconstruire
les ensembles MRk et IRk de manière systématique.
Théorème 1 (Impossibilité) Étant donnés k ≥ 1, Sk, Ak, r ∈ [0, 1/4) et τ ∈ [[1, n−
1]], il est impossible pour un observateur global de construire Mk et Ik de manière
systématique de sorte que Mk =MRk et Ik = IRk sans connâıtre Rk.
Preuve On montre par un contre exemple que le problème de la caractérisation de
fautes ne peut pas être résolu.
Considérons le scénario illustré par la figure 3.4. On considère un ensemble de cinq
entités S = {1, 2, 3, 4, 5}, chacune subissant des variations de mesures de performances
dans l’intervalle de temps [k − 1, k]. On suppose de plus que le seuil de densité τ vaut
3 et que toutes les entités ont des trajectoires anormales (i.e. ∀j ∈ S, ak(j) = VRAI).
Deux ensembles B1 = {1, 2, 3, 4} et B2 = {2, 3, 4, 5} ayant un mouvement maximal sont
représentés par les carré grisés.









Figure 3.4 – Un scénario simple d’indécision.
Soient P1k = {{1, 2, 3, 4}, {5}} et P
2
k = {{1}, {2, 3, 4, 5}} deux partitions d’anoma-
lies. On a τ = 3, par conséquent MP1
k
= {1, 2, 3, 4} et IP1
k
= {5}. De la même manière,
on a MP2
k
= {2, 3, 4, 5} et IP2
k
= {1}.
Bien qu’un observateur global soit capable de reconstruire ces deux partitions d’ano-
malies, il est incapable de déterminer laquelle des deux correspond au scénario réel. Il
est donc incapable de déterminer de manière certaine les ensembles à construire. Le
problème 1 est donc impossible à résoudre. 2
Nous venons de montrer l’existence de configurations du système ne permettant pas
à un observateur global de distinguer avec certitude les entités supervisées ayant été
impactées par des fautes isolées de celles impactées par des fautes massives.
On s’intéresse alors à affaiblir le problème 1 en partitionnant l’ensemble Ak des
entités supervisées percevant une défaillance en trois sous-ensembles Ik, Mk, Uk, tels
que Ik etMk contiennent les entités pour lesquelles l’observateur global peut déterminer
avec certitude qu’elles ont été impactées par une faute isolée (Ik) ou globale (Mk). Ces
ensembles sont formellement définis ainsi :
Ik = {ℓ ∈ Ak | ∀Pk, |Pk(ℓ)| ≤ τ} , Mk = {ℓ ∈ Ak | ∀Pk, |Pk(ℓ)| > τ} (3.2)
avec Pk(ℓ) correspondant à la partie de Pk contenant ℓ.
Cela signifie donc que quelle que soit la partition d’anomalie Pk, on a Mk ⊂MPk et
Ik ⊂ IPk et donc en, particulier, on a Mk ⊂ MRk , Ik ⊂ IRk . L’ensemble contenant les
entités pour lesquelles un observateur global est incapable de déterminer avec certitude
le type de faute perçue par celles-ci est noté Uk. Cet ensemble est formellement défini
comme suit :
Définition 10 (État indéterminé) Une entité j ∈ Ak est dans un état indéterminé
s’il existe deux partitions d’anomalies Pk and P
′
k telles que j ∈ IPk et j ∈ MP ′k .
L’ensemble des entités en état indéterminé dans l’intervalle de temps [k−1, k] est noté
Uk.
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Corollaire 1 Pour tout instant k ≥ 1, pour tout Sk, pour tout Ak, pour tout r ∈
[0, 1/4) et pour tout τ ∈ [[1, n− 1]], on a
Uk = ∅ =⇒ la problème 1 peut être résolu de manière systématique.
Preuve Supposons Uk = ∅. D’après la définition 10, cela signifie que toute entité de
Ak appartient soit à Mk soit à Ik. Supposons j ∈ Mk, le même raisonnement s’appli-
quant pour j ∈ Ik. D’après la relation (3.2), j ∈ Mk ⇔ ∀Pk, |Pk(j)| > τ . Cela signifie
donc en particulier que pour toute partition d’anomalie Pk,MPk = MRk . Ainsi, il est
suffit d’appliquer l’algorithme 1 afin de construire une partition Pk et donc d’en déduire
MPk =MRk . 2
On définit à présent, une version affaiblie du problème 1.
Problème 2 (Caractérisation faible de fautes) Étant donnés k ≥ 1, Sk et Ak,
r ∈ [0, 1/4) et τ ∈ [[1, n− 1]], un observateur global est-il toujours capable de construire
Mk, Ik et Uk de sorte que Mk ⊆ MRk , Ik ⊆ IRk et Mk ∪ Ik ∪ Uk = Ak sans connâıtre
Rk ?
L’introduction de Uk nous permet à présent de résoudre ce problème de manière
déterministe. La section suivante détaille des conditions nécessaires et suffisantes pour
l’appartenance d’une entité supervisée à chacun de ces trois ensembles.
3.3 Conditions d’appartenance à Ik, Mk ou Uk
Nous détaillons dans cette section comment, pour chaque entité supervisée perce-
vant une défaillance, déterminer si celle-ci appartient à Mk, Ik ou Uk. Une approche
näıve consisterait à générer toutes les partitions d’anomalies possibles faisant évoluer
le système de Sk−1 à Sk.
Cependant, ce type d’approche n’est pas envisageable en pratique. En effet, le
nombre de partitions (classiques) d’un ensemble à n éléments est donné par le nombre
de Bell Bn. La suite (Bn)n≥1 crôıt exponentiellement avec n, comme le montre le ta-
bleau 3.2. Il n’est donc pas raisonnable d’envisager cette approche pour des systèmes
large-échelle.
Table 3.2 – Nombre Bn de partitions d’un ensemble de n éléments.
n 1 2 3 4 5
Bn 1 2 5 15 52
n 6 7 8 9 10
Bn 203 877 4140 21147 115975
n 11 12 13 14 15
Bn 678570 4213597 27644437 190899322 1382958545
n 16 17 18 19 20
Bn 10480142147 82864869804 682076806159 5832742205057 51724158235372
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Table 3.3 – Liste des notations
Notation Signification
Mk
Ensemble des entités impactées par une faute massive dans l’intervalle de
temps [k − 1, k] (Section 3.2)
Ik
Ensemble des entités impactées par une faute isolée dans l’intervalle de
temps [k − 1, k] (Section 3.2)
Uk
Ensemble des entités en état indéterminé dans l’intervalle de temps [k −
1, k] (Définition 10)
Mk(j)
Famille des ensembles contenant l’entité j ayant un mouvement r-cohérent
dans l’intervalle de temps [k − 1, k] (Section 3.3)
Wk(j)
Famille des ensembles contenant l’entité j ayant un mouvement τ -dense
dans l’intervalle de temps [k − 1, k] (Section 3.3)
Wk(j)
Famille des ensembles contenant l’entité j ayant un mouvement τ -dense
maximal dans l’intervalle de temps [k − 1, k] (Section 3.3)
Dk(j)
Ensemble des entités de Ak pouvant être impliqué dans un mouvement
τ -dense avec l’entité j dans l’intervalle de temps [k − 1, k] (Section 3.3)
Jk(j)
Ensemble des entités de Dk(j) pour lesquelles j appartient à tous les
mouvements τ -dense maximaux dans l’intervalle de temps [k − 1, k] (Sec-
tion 3.3)
Lk(j)
Ensemble des entités de Dk(j) pour lesquelles j n’appartient pas à tous
les mouvements τ -dense maximaux dans l’intervalle de temps [k − 1, k]
(Section 3.3)
Ck(j) Ensemble Ik, Uk,Mk auquel l’entité j appartient (Section 3.3.5)
Ek(j) Classe d’équivalence de l’entité j(Section 3.3.5).
On cherche à résoudre le problème 2 de manière moins coûteuse. Comme nous
l’avons vu précédemment, la définition de ce problème repose sur la décomposition des
états du système en ensembles ayant des mouvements r-cohérents. Ainsi la construction
de ces ensembles est primordiale pour la résolution du problème 2.
On définit alors les trois familles suivantes Mk(j), Wk(j) et Wk(j) représentant
respectivement l’ensemble de tous les sous-ensembles de Ak ayant un mouvement r-
cohérent impliquant j, l’ensemble de tous les sous-ensembles de Ak ayant un mou-
vement τ -dense impliquant j et l’ensemble de tous les sous-ensembles de Ak ayant un
mouvement τ -dense maximal impliquant j. Formellement, ces trois familles sont définies
comme suit :
Mk(j) = {B ⊆ Ak | j ∈ B et B a un mouvement r-cohérent}
Wk(j) = {B ∈Mk(j) | B a un mouvement τ -dense}
Wk(j) = {B ∈Mk(j) | B a un mouvement τ -dense maximal} .
Les théorèmes présentés dans cette section ne s’appuient que sur cette connaissance
des mouvements r-cohérents maximaux impliquant chaque entité de Ak. En particulier,
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le théorème 2 fournit une condition nécessaire et suffisante pour l’appartenance à Ik.
Les théorèmes 3 et 4 décrivent respectivement une condition nécessaire et une condition
nécessaire et suffisante pour l’appartenance à Mk. Enfin, le corollaire 3 fournit une
condition nécessaire et suffisante pour l’appartenance à Uk. L’ensemble des notations
utilisées dans cette section est résumé dans le tableau 3.3.
3.3.1 Condition nécessaire et suffisante pour l’appartenance à Ik
Le théorème 2 suivant illustre qu’en l’absence d’un nombre suffisant d’entités situées
dans le voisinage de j ayant une trajectoire similaire à celle de j, l’entité j appartient
nécessairement à une anomalie isolée. Dans ce cas, l’entité j a perçu une défaillance
due à une faute isolée.
Théorème 2 Pour tout k ≥ 1 et pour tout j ∈ Ak, on a l’équivalence suivante :
Wk(j) = ∅ ⇐⇒ j ∈ Ik.
Preuve (⇒) Soit j ∈ Ak. Supposons Wk(j) = ∅. Pour tout ensemble B ⊆ [[1, n]]
ayant un mouvement r-cohérent, il existe un ensemble B′ ⊆ [[1, n]] tel que B ⊆ B′
et B′ a un mouvement r-cohérent maximal (voir la définition 5 et la remarque 1).
Par conséquent, on a Wk(j) = ∅ ⇒ Wk(j) = ∅. De plus, d’après la définition 6, j
appartient à un mouvement non τ -dense et donc d’après la définition 7, pour toute
partition d’anomalie Pk, on a |Pk(j)| ≤ τ . En conséquence, d’après la définition 9, j ne
peut être impacté que par une anomalie isolée, et donc j ∈ Ik.
(⇐) Montrons à présent queWk(j) 6= ∅ =⇒ j 6∈ Ik. SupposonsWk(j) 6= ∅ et j ∈ Ak.
Soit B ∈ Wk(j), on a alors |B| > τ , j ∈ B et B a un mouvement r-cohérent maximal.
D’après le lemme 1, l’algorithme 1 construit une partition d’anomalies. On exécute donc
cet algorithme afin de construire une partition d’anomalie dans laquelle j appartient
à une anomalie massive. Initialement, on choisit j et un ensemble B ∈ Wk(j). Par
conséquent, B est un élément de la partition finale, on a donc Pk(j) = B. On a ainsi
une partition d’anomalies pour laquelle Pk(j) > τ . D’après la relation (3.2), j /∈ Ik. 2
3.3.2 Condition suffisante pour l’appartenance à Mk
Nous avons montré dans la section précédente, que s’il n’y a pas assez d’entités
dans le voisinage de j ayant une trajectoire similaire à celle de j alors j appartient
nécessairement à une anomalie isolée.
Nous cherchons à présent à déterminer les conditions d’appartenance à Mk. Nous
fournissons dans cette partie une condition suffisante pour l’appartenance àMk et dans
la partie suivante 3.3.3 une condition nécessaire et suffisante pour l’appartenance àMk.
Supposons à présent que Wk(j) 6= ∅. Cela signifie qu’il existe un nombre supérieur
à τ d’autres entités ayant perçu des variations de mesures similaires. On note Dk(j)
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On décompose les éléments de Dk(j) en deux sous-ensembles Jk(j) et Lk(j). Le
sous-ensemble Jk(j) contient toutes les entités ℓ de Dk(j) pour lesquelles j appartient
à chacun des ensembles ayant un mouvement r-cohérent maximal impliquant ℓ. De
manière similaire, le sous-ensemble Lk(j) contient toutes les entités ℓ de Dk(j) pour
lesquelles il existe au moins un ensemble contenant ℓ ayant un mouvement r-cohérent
maximal auquel j n’appartient pas. Ces deux ensembles sont complémentaires dans
Dk(j). On a :
Jk(j) = {ℓ ∈ Dk(j) | ∀B ∈ Wk(ℓ), j ∈ B}, (3.3)
Lk(j) = {ℓ ∈ Dk(j) | ∃B ∈ Wk(ℓ), j /∈ B}. (3.4)
Exemple 8 La figure 3.5 illustre cette décomposition pour l’entité labellisée 4. On
considère que toutes les entités représentées appartiennent à Ak et τ = 2. Sur la fi-
gure 3.5(a), on a S = {1, 2, 3, 4, 5}. Dans cette configuration, on aWk(4) = {{1, 2, 3, 4},
{2, 4, 5}} et donc Dk(4) = {1, 2, 3, 4, 5}. Par définition, l’entité 4 appartient à Jk(4).
Les entités 1, 3 appartiennent à un unique mouvement r-cohérent maximal τ -dense
B1 = {1, 2, 3, 4}. B1 contient l’entité 4 et donc on a 1, 3 ∈ Jk(4). De la même manière,
l’entité 5 n’appartient qu’à un unique ensemble ayant un mouvement r-cohérent maxi-
mal τ -dense B2 = {1, 2, 3, 4, 5}. Celui-ci contient 4 et donc 5 ∈ Jk(4). Le même rai-
sonnement s’applique à l’entité 2. On a donc Jk(4) = {1, 2, 3, 4, 5} et Lk(4) = ∅. À
l’inverse, dans la figure 3.5(b), on a S = {1, 2, 3, 4, 5, 6, 7}. Les entités 6 et 7 n’ap-
partiennent pas au voisinage de l’entité 4. On a donc toujours Wk(4) = {{1, 2, 3, 4},
{2, 4, 5}}. À présent, l’entité 5 appartient à deux ensembles ayant des mouvements r-
cohérents maximaux τ -dense B2 = {2, 4, 5} et B3 = {5, 6, 7}. Or l’entité 4 n’appartient
pas à B3. En conséquence, on a Jk(4) = {1, 2, 3, 4}, Lk(4) = {5}.
Le théorème suivant s’appuie sur cette décomposition du voisinage afin de fournir une
condition suffisante pour l’appartenance d’une entité à Mk.
Théorème 3 Pour tout k ≥ 1 et tout j ∈ Ak, on a l’implication suivante :
∃B ∈ Wk(j) tel que B ⊆ Jk(j) =⇒ j ∈Mk
Preuve Nous prouvons ici par l’absurde ce théorème. Soit B ⊂ Ak tel que B ∈ Wk(j)
et B ⊆ Jk(j). Supposons qu’il existe une partition d’anomalies Pk = {C1, . . . , Cℓ} telle
que j ∈ IPk . Deux cas doivent être considérés :
1. Soit ℓ ∈ B tel que |Pk(ℓ)| > τ . D’après la définition 8, Pk(ℓ) a un mouvement
τ -dense, et donc Pk(ℓ) ∈ Wk(ℓ). On note L ∈ Wk(ℓ), tel que Pk(ℓ) ⊆ L. D’après
la remarque 1, cet élément existe. Par hypothèse du théorème B ⊆ Jk(j) et donc







(a) Dk(4) = {1, 2, 3, 4, 5}, Jk(4) =






3 4 5 6
7
(b) Dk(4) = {1, 2, 3, 4, 5}, Jk(4) = {1, 2, 3, 4},
et Lk(4) = {5}, pour τ = 2
Figure 3.5 – Décomposition du voisinage de l’entité 4 en Jk(4) et Lk(4).
pour tout élément L′ de Wk(ℓ), j appartient à L
′. En particulier, L ∈ Wk(ℓ) on
a donc j ∈ L.
Par hypothèse, j ∈ IPk et donc j /∈ Pk(ℓ). De plus, on a Pk(ℓ)∪{j} ⊆ L et donc
Pk(ℓ) ∪ {j} a un mouvement r-cohérent. De plus, on a |Pk(ℓ) ∪ {j}| > τ + 1,
donc Pk(ℓ) ∪ {j} a un mouvement τ -dense, ce qui contredit la condition C2 de
la définition 8 de la partition d’anomalies.






Ci. D’autre part, on a B ∈ Wk(j), ce qui signifie que
B a un mouvement τ -dense, contredisant ainsi la condition C1 de la définition 8
de la partition d’anomalies.
Les deux cas considérés mènent à une contradiction. On a donc ∃B ∈ Wk(j) tel que B ⊆
Jk(j) =⇒ j ∈Mk. 2
Corollaire 2 Pour tout k ≥ 1 et pour tout j ∈ Ak, on a l’implication suivante :
∃B ∈ Wk(j) tel que |B ∩ Jk(j)| > τ =⇒ j ∈Mk
Preuve Soit B ∈ Wk(j). D’après la remarque 1 tout sous-ensemble de B a aussi un
mouvement r-cohérent. C’est le cas en particulier de l’ensemble B∩Jk(j) ⊆ B. D’autre
part, si on a |B ∩ Jk(j)| > τ alors B ∩ Jk(j) ∈ Wk(j). Par application du théorème 3,
on a j ∈Mk. 2
Le corollaire 2 découle directement du théorème 3. Néanmoins, son application est
plus facile d’un point de vue algorithmique. En effet, pour chaque ensemble B ∈ Wk(j),
tous les sous-ensembles B′ ⊆ B, |B′| > τ appartiennent à Wk(j). Par conséquent, le
cardinal de Wk(j) est inférieur à celui de Wk(j), et donc cette condition est moins
coûteuse à évaluer.








Figure 3.6 – Configuration du système où les éléments j ∈ [[1, 8]] appartiennent à Mk
sans qu’un ensemble d’entités de Jk(j) ayant un mouvement dense puisse être exhibé.
Ici, le seuil de densité τ vaut 3.
3.3.3 Condition nécessaire et suffisante pour l’appartenance à Mk
Comme nous venons de le voir, le théorème 3 propose une condition nécessaire pour
l’appartenance d’une entité à Mk. Comme il ne s’agit pas d’une équivalence, certaines
entités appartenant à Mk = {ℓ ∈ Ak | ∀Pk, |Pk(ℓ)| > τ} ne vérifient pas ce théorème.
Exemple 9 Considérons la situation illustrée par la figure 3.6. Le système est com-
posé de 8 entités S = {1, 2, 3, 4, 5, 6, 7, 8} percevant une défaillance et supposons τ =
3. Considérons l’entité 1, on a Wk(1) = {{1, 2, 3, 4}, {1, 2, 7, 8}} et donc Dk(1) =
{1, 2, 3, 4, 7, 8}. Un raisonnement analogue s’applique aux autres entités du fait de la
symétrie de cette configuration. Par définition, Jk(1) = {1, 2} et Lk(1) = {3, 4, 7, 8}.
Comme |Jk(1)| < τ , il n’existe pas d’ensemble formé d’éléments de Jk(1) ayant un
mouvement τ -dense. Par conséquent, le théorème 3 ne s’applique pas.
Néanmoins, l’entité 1 appartient à Mk : quelle que soit la partition d’anomalies
Pk considérée, on a toujours |Pk(1)| > τ . En effet, il n’existe que deux partitions
d’anomalies pour cette configuration :
— Pk = {{1, 2, 7, 8}, {3, 4, 5, 6}}
— P ′k = {{1, 2, 3, 4}, {5, 6, 7, 8}}.
On a alors |Pk(1)| = |P
′
k(1)| > τ et donc 1 ∈Mk alors qu’il est impossible d’exhiber un
ensemble d’entités de Jk(1) ayant un mouvement τ -dense.
Le théorème suivant fournit une condition nécessaire et suffisante pour l’apparte-
nance à Mk.
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Théorème 4 Pour tout k ≥ 1 et tout j ∈ Ak, on a j ∈ Mk si et seulement si pour




Wk(ℓ) | j /∈ B} on a :
(







∃C ∈ F tel que C ∪ {j} ∈ Wk(j)
)
.
Preuve Nous allons prouver ce théorème par contraposée.
(⇒)Supposons j /∈ Mk. Cela signifie qu’il existe une partition d’anomalie Pk =
{C1, . . . , Cℓ} telle que |Pk(j)| ≤ τ . Considérons la collection suivante : F1 = {C ∈ Pk |
|C| > τ}.
Par définition de la partition d’anomalie, tous les éléments de F1 sont deux à deux
disjoints. D’autre part, d’après la condition C2 de la définition 8 de la partition d’ano-




Cj , B ∪ Ci n’a pas un mouvement r-cohérent. En particulier, cela si-
gnifie que pour tout i dans [[1, ℓ]], si |Ci| > τ alors Ci ∪ {j} n’a pas un mouvement
r-cohérent. L’ensemble Ci ∪ {j} n’a donc pas un mouvement r-cohérent τ -dense. On a
Ci ∪ {j} /∈ Wk(j). Par conséquent, j n’appartient à aucun élément de F1.
De plus, d’après la construction de F1, toutes les parties de Pk ayant un mouvement










Ci. D’après la condition C1




pas de mouvement τ -dense. Par conséquent, on a B /∈ Wk(j). Cela signifie que l’on a
∀B ∈ Wk(j), B * Dk(j) \
⋃
C∈F1
C, ce qui conclut cette partie de la preuve.
(⇐) Nous devons considérer deux cas pour prouver la réciproque : Wk(j) = ∅ et
Wk(j) 6= ∅.
Cas Wk(j) = ∅ : le théorème 2 s’applique et donc on a j ∈ Ik. Par conséquent on
a j /∈Mk.
Cas Wk(j) 6= ∅ : supposons qu’il existe une famille d’ensembles deux à deux dis-
joints F2 ⊆ {B ∈
⋃
ℓ∈Lk(j)
Wk(ℓ) | j /∈ B} vérifiant les deux propositions suivantes :




∀C ∈ F2, C ∪ {j} /∈ Wk(j). (3.6)
Nous montrons que sous ces hypothèses, on peut construire une partition d’anomalie
Pk telle que |Pk(j)| ≤ τ .
Soit Pk une partition d’anomalie telle que tout élément de F2 soit une partie de
Pk. Cela signifie que pour tout ensemble C de F2, C appartient à Pk. D’après la rela-
tion (3.5), tous les ensembles impliquant j ayant un mouvement τ -dense contiennent
des entités appartenant à un élément de F2. De plus, d’après la relation (3.6), j ne peut
être impliqué dans un mouvement τ -dense avec un élément de F2. Ainsi, par construc-
tion de Pk, on a |Pk(j)| ≤ τ . Par conséquent, j /∈Mk, ce qui conclut la seconde partie
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de la preuve. 2
Exemple 10 Revenons à présent à l’exemple décrit dans la figure 3.6. On a τ = 3 et
on considère l’entité 1. On a Dk(1) = {1, 2, 3, 4, 7, 8} et Lk(1) = {3, 4, 7, 8}. On a alors
{B ∈ Wk(ℓ) | ℓ ∈ Lk(1), 1 /∈ B} = {{3, 4, 5, 6}, {5, 6, 7, 8}}.
Deux cas sont alors à considérer :






= {1, 2, 8, 7}. Le seul
sous-ensemble de B1 ayant un mouvement τ -dense est B1. L’entité 1 appartient
à B1 et donc appartient à une anomalie massive dans cette configuration.






= {1, 2, 3, 4}. Le seul
sous-ensemble de B2 ayant mouvement τ -dense est B2. L’entité 1 appartient à
B2 et donc appartient à une anomalie massive dans cette configuration.
De plus, il n’existe pas d’autre famille d’ensembles deux à deux disjoints incluse dans
{B ∈ Wk(ℓ) | ℓ ∈ Lk(1), 1 /∈ B}. Toutes les collections ont été testées, on a donc
1 ∈Mk.
3.3.4 Condition nécessaire et suffisante pour l’appartenance à Uk
Nous concluons à présent cette partie en fournissant une condition nécessaire et
suffisante d’appartenance à Uk. Ce corollaire découle directement des théorèmes 3 et 4.
Corollaire 3 Pour tout instant k ≥ 1 et pour tout j ∈ Ak, on a j ∈ Uk si et seulement
si Wk(j) 6= ∅ et s’il existe une famille d’ensembles deux à deux disjoints F ⊆ {B ∈
Wk(ℓ) | ℓ ∈ Lk(j), j /∈ B} satisfaisant la proposition suivante :
(







∀C ∈ F : C ∪ {j} 6∈ Wk(j)
)
.
Preuve La preuve de ce corollaire est une application directe du second cas de la
preuve du théorème 4. 2
3.3.5 Équivalence de caractérisations
Nous venons d’exhiber des conditions permettant à toute entité percevant une
défaillance dans le système de déterminer si la défaillance perçue est due à une faute
isolée ou une faute massive. De plus, nous avons montré que l’occurrence de diverses
fautes concomitantes dans le système peut amener le système dans une configuration
où certaines entités sont incapables de déterminer avec certitude le type de faute ayant
engendré la défaillance perçue.









Figure 3.7 – Calculs équivalents
Dans cette section, nous proposons une nouvelle caractérisation visant à réduire
le nombre de calculs nécessaires pour déterminer pour chaque entité ayant perçu une
défaillance, le type de faute l’ayant provoquée.
Nous illustrons l’intuition que nous allons développer au cours de cette section par
l’exemple suivant.
Exemple 11 Considérons à présent la situation illustrée dans la figure 3.7. Le système
composé de 5 entités {1, 2, 3, 4, 5}. Supposons que toutes ces entités percoivent une
défaillance dans l’intervalle de temps [k − 1, k] et τ = 3. Les deux ensembles B1 =
{1, 2, 3, 4} et B2 = {2, 3, 4, 5} ont un mouvement τ -dense et sont maximaux.
Cas de l’entité 1 : L’entité 1 appartient à un unique ensemble ayant un mouvement
τ -dense maximal : B1. Les entités 2, 3, 4 appartiennent aussi à l’ensemble B2.
Par conséquent, on a Jk(1) = {1} et Lk(1) = {2, 3, 4}. Par application du
corollaire 3, l’entité 1 appartient à Uk.
Cas de l’entité 2 : L’entité 2 appartient aux deux ensembles B1 et B2. On a alors
Jk(2) = {1, 2, 3, 4, 5}. Par application du théorème 3, l’entité 2 appartient à Mk.
Cas de l’entité 3 : L’entité 3 appartient aux deux ensembles B1 et B2. On a alors
Jk(3) = {1, 2, 3, 4, 5}. Par application du théorème 3, l’entité 3 appartient à Mk.
Cas de l’entité 4 : L’entité 4 appartient aux deux ensembles B1 et B2. On a alors
Jk(4) = {1, 2, 3, 4, 5}. Par application du théorème 3, l’entité 4 appartient à Mk.
Cas de l’entité 5 : L’entité 5 appartient à un unique ensemble ayant un mouvement
τ -dense maximal : B2. Les entités 2, 3, 4 appartiennent aussi à l’ensemble B1.
Par conséquent, on a Jk(5) = {5} et Lk(5) = {2, 3, 4}. Par application du
corollaire 3, l’entité 5 appartient à Uk.
On a :
Ik = ∅,Mk = {2, 3, 4} et Uk = {1, 5}.
Dans cet exemple, on a Jk(2) = Jk(3) = Jk(4). On applique alors pour chacune de
ces entités le théorème 3 afin de déterminer le type de faute ayant provoqué la défaillance
perçue. On a Mk = {2, 3, 4}. On cherche à présent à mutualiser les calculs nécessaires à
la caractérisation afin de n’appliquer celle-ci qu’une seule fois pour l’ensemble {2, 3, 4}.
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Théorème 5 Pour tout k ≥ 1 et pour tout j, ℓ ∈ Ak, on a l’équivalence suivante :
Wk(j) =Wk(ℓ)⇐⇒ Jk(j) = Jk(ℓ).
Preuve (=⇒) Soient j, ℓ ∈ Ak tels que Wk(j) =Wk(ℓ). On a alors ∀B ∈ Wk(j), B ∈
Wk(ℓ). De plus, ∀B ∈ Wk(j), ℓ ∈ B, et donc ℓ ∈ Jk(j). De la même manière, on a
j ∈ Jk(ℓ). On a donc Jk(j) = Jk(ℓ).
(⇐=) Soient j, ℓ ∈ Ak tels que Jk(j) = Jk(ℓ). Par définition de l’ensemble Jk(j), on a
∀B ∈ Wk(ℓ), j ∈ B. De plus, B a un mouvement maximal, donc B ∈ Wk(j). On a donc
Wk(ℓ) ⊆ Wk(j). De la même manière, on a ∀B ∈ Wk(j), ℓ ∈ B. De plus, B a un mouve-
ment maximal, donc B ∈ Wk(ℓ). On a doncWk(j) ⊆ Wk(ℓ) et doncWk(j) =Wk(ℓ). 2
Corollaire 4 Pour tout k ≥ 1 et pour tout j, ℓ ∈ Ak, on a l’équivalence suivante :
Wk(j) =Wk(ℓ)⇐⇒ Lk(j) = Lk(ℓ).
Preuve Soient j, ℓ ∈ Ak tels que Wk(j) = Wk(ℓ). Par définition, on a Dk(j) =
∪B∈Wk(j)B. On a donc Dk(j) = Dk(ℓ). D’autre part, l’ensemble Lk(j) est défini
comme le complémentaire de Jk(j) dans Dk(j). D’après le théorème 5, on a Wk(j) =
Wk(ℓ) ⇐⇒ Jk(j) = Jk(ℓ). Par conséquent, on a donc aussi Wk(j) = Wk(ℓ) ⇐⇒
Lk(j) = Lk(ℓ). 2
On définit la relation suivante.
Définition 11 Pour tout k ≥ 1 et pour tout j, ℓ ∈ Ak, on définit la relation
j ≡ ℓ⇐⇒Wk(j) =Wk(ℓ).
Propriété 2 La relation ≡ est une relation d’équivalence dans Ak. On note Ek(j) la
classe d’équivalence de j dans Ak. On a Ek(j) = {ℓ ∈ Ak | ℓ ≡ j}.
Preuve La relation ≡ est une relation binaire et celle-ci est réflexive : par définition,
pour tout j ∈ Ak, on a Wk(j) =Wk(j) et donc j ≡ j.
D’autre part, la relation ≡ est symétrique : pour tous j, ℓ ∈ Ak tels que j ≡ ℓ, on a
Wk(j) =Wk(ℓ). Par conséquent, on a Wk(ℓ) =Wk(j) et donc ℓ ≡ j.
Enfin, la relation ≡ est transitive : pour tous j, ℓ, p ∈ Ak tels que j ≡ ℓ et ℓ ≡ p,
on a Wk(j) = Wk(ℓ) et Wk(ℓ) = Wk(p). Par conséquent, on a donc Wk(j) = Wk(p)
et donc j ≡ p.
La relation ≡ est donc une relation binaire réflexive, symétrique et transitive, il
s’agit d’une relation d’équivalence. 2
On partitionne ici l’ensemble Ak en trois sous-ensembles disjoints Ik,Mk et Uk. Pour
tout j ∈ Ak, on note Ck(j) le sous-ensemble auquel j appartient. On a alors :
Théorème 6 Pour tout k ≥ 1 et pour tout j, ℓ ∈ Ak, on a
j ≡ ℓ =⇒ Ck(j) = Ck(ℓ).
Conditions d’appartenance à Ik, Mk ou Uk 65
Preuve Soient j, ℓ ∈ Ak tels que j ≡ ℓ, on a alors Wk(j) = Wk(ℓ). Deux cas sont à
considérer : Wk(j) = ∅ et Wk(j) 6= ∅.
Cas Wk(j) = ∅ : On a Wk(ℓ) = ∅. Par application du théorème 2, on a j ∈ Ik et
ℓ ∈ Ik. On a donc Ck(j) = Ck(ℓ) = Ik.
Cas Wk(j) 6= ∅ : On a Dk(j) 6= ∅, Jk(j) 6= ∅ et Lk(j) 6= ∅. D’après le théorème 5
et le corollaire 4, on a Jk(j) = Jk(ℓ) et Lk(j) = Lk(ℓ). Par conséquent, si j ∈ Mk, le
théorème 4 s’applique de la même manière pour ℓ et on a alors Ck(j) = Ck(ℓ) = Mk.
De manière analogue, si j ∈ Uk, le corollaire 3 s’applique de la même manière pour ℓ
et on a alors Ck(j) = Ck(ℓ) = Uk. 2
L’ensemble des classes d’équivalence des éléments de Ak forme une partition de
Ak. D’autre part, d’après le théorème 6, tous les éléments de Ek(j) calculent le même
ensemble Ck(j). Il est donc suffisant de caractériser le type de faute pour un représentant
j de chaque classe d’équivalence Ek(j) afin de déterminer pour l’ensemble des entités
de Ak le type de faute ayant provoqué la défaillance perçue par ces entités permettant
ainsi de réduire le coût de calcul total de cette caractérisation. Le corollaire suivant
nous permet de calculer l’ensemble Ek(j).
Corollaire 5 Pour tout k ≥ 1 et pour tout j ∈ Ak, on a
Ek(j) = {ℓ ∈ Jk(j) | j ∈ Jk(ℓ)}.
Preuve Ce corollaire découle directement du théorème 5 et de la définition 11 de la
relation d’équivalence. 2
Exemple 12 Revenons sur la situation illustrée dans la figure 3.7. Le système composé
de 5 entités {1, 2, 3, 4, 5}. Supposons que toutes ces entités percoivent une défaillance
dans l’intervalle de temps [k − 1, k] et τ = 3. Les deux ensembles B1 = {1, 2, 3, 4} et
B2 = {2, 3, 4, 5} ont un mouvement τ -dense et sont maximaux. On a alors :
— Wk(1) = {B1}
— Wk(2) = {B1, B2}
— Wk(3) = {B1, B2}
— Wk(4) = {B1, B2}
— Wk(5) = {B2}
Par conséquent, on a 2 ≡ 3 ≡ 4. On a :
Ek(1) = {1}, Ek(2) = {2, 3, 4} et Ek(5) = {5}.
On effectue la caractérisation pour un représentant de chacune de ces classes. On a
alors :
Cas de l’entité 1 : L’entité 1 appartient à un unique ensemble ayant un mouvement
τ -dense maximal : B1. Les entités 2, 3, 4 appartiennent aussi à l’ensemble B2.
Par conséquent, on a Jk(1) = {1} et Lk(1) = {2, 3, 4}. Par application du
corollaire 3, l’entité 1 appartient à Uk.
66 Caractérisation de fautes
Cas de l’entité 2 : L’entité 2 appartient aux deux ensembles B1 et B2. On a alors
Jk(2) = {1, 2, 3, 4, 5}. Par application du théorème 3, l’entité 2 appartient à Mk.
Cas de l’entité 5 : L’entité 5 appartient à un unique ensemble ayant un mouvement
τ -dense maximal : B2. Les entités 2, 3, 4 appartiennent aussi à l’ensemble B1.
Par conséquent, on a Jk(5) = {5} et Lk(5) = {2, 3, 4}. Par application du
corollaire 3, l’entité 5 appartient à Uk.
Les entités 3 et 4 appartiennent à la classe d’équivalence de l’entité 2. Par application
du théorème 6, les entités 3 et 4 appartiennent alors à Mk. On a :
Ik = ∅,Mk = {2, 3, 4} et Uk = {1, 5}.
Nous avons présenté dans cette section des conditions permettant à toute entité
percevant une défaillance dans le système de déterminer avec certitude si la défaillance
perçue est due à une faute isolée ou une faute massive ou s’il s’agit d’un état indéterminé.
Ces conditions nous permettent alors de résoudre le problème 2.
D’autre part, ces conditions ne s’appuient que sur la connaissance des variations
de mesures perçues par d’autres entités proches dans l’espace des qualités. Ainsi,
une connaissance locale est suffisante pour déterminer avec certitude le type de faute
ayant engendré la défaillance perçue. Cela signifie qu’une connaissance plus large, telle
que celle qu’aurait un observateur global du système n’apporte aucune information
supplémentaire ni une précision accrue sur le type de faute ayant engendré la défaillance
perçue.
Enfin, nous avons exhibé des conditions permettant de définir des entités comme
équivalentes, nous permettant ainsi de réduire le nombre d’entités pour lesquelles
l’évaluation de ces conditions est nécessaire.
3.4 Conclusion
Nous avons montré dans ce chapitre qu’il est possible de déterminer le type d’erreur
impactant le système en s’appuyant uniquement sur des mesures de performances de
services effectuées par des entités supervisées consommant ces services. De plus, la ca-
ractérisation des erreurs suivant leur impact est faite sans connaissance supplémentaire
de la topologie du réseau reliant les différentes entités supervisées au serveur délivrant
les différents services.
D’autre part, on a montré dans ce chapitre, qu’une connaissance locale du voisi-
nage dans l’espace des qualités est suffisante pour permettre cette caractérisation. Une
connaissance plus large, telle que celle qu’aurait un observateur global du système ne
permet pas une meilleure caractérisation.
Ce modèle s’appuie uniquement sur la connaissance du voisinage dans l’espace des
qualités des entités percevant des défaillances. Par conséquent, le caractère local des
informations requises pour la caractérisation rend cette approche décentralisable par
nature. Le chapitre suivant décrit les algorithmes nécessaires à la mise en œuvre pratique
des conditions nécessaires à la résolution du problème considéré. De plus, cette approche
sera validée et sa pertinence évaluée au travers de multiples simulations.
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Chapitre 4
Mise en œuvre algorithmique et
évaluation
Nous avons montré dans le chapitre précédent qu’il est possible de déterminer le
type de faute impactant le système en s’appuyant uniquement sur des mesures de
performances de services effectuées par des entités supervisées consommant ces services.
Cette caractérisation est effectuée sans connaissance supplémentaire de la topologie
du réseau reliant les différentes entités supervisées au serveur délivrant les différents
services. Ce modèle s’appuie uniquement sur la connaissance du voisinage dans l’espace
des qualités des entités percevant des défaillances. Par conséquent, le caractère local des
informations requises pour la caractérisation rend cette approche à la fois parallélisable
et garantit la propriété de passage à l’échelle.
Ce chapitre présente tout d’abord les algorithmes nécessaires à l’implémentation des
conditions de caractérisation décrites dans le chapitre précédent puis une évaluation de
ce modèle.
4.1 Algorithmes
Cette partie est dédiée à la présentation d’algorithmes permettant la mise en œuvre
des conditions d’appartenance à Ik, Mk et Uk décrites dans le chapitre précédent. Dans
la suite, nous supposons que l’entité supervisée j considérée est telle que ak(j) = VRAI,
c’est-à-dire que j appartient à Ak.
4.1.1 Calcul des ensembles ayant un mouvement r-cohérent maximal
Chacune des conditions d’appartenance à Ik, Mk et Uk s’appuie sur la connaissance
des mouvements r-cohérents τ -denses impliquant une entité supervisée j. Il est donc
nécessaire de construire l’ensemble Wk(j). Comme nous l’avons vu, cet ensemble peut
aisément être calculé à partir de l’ensemble Wk(j).
L’algorithme 2 présente le pseudo-code exécuté par l’entité supervisée j afin de
construire la familleMk(j) des ensembles contenant j ayant un mouvement r-cohérent
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maximal. En particulier, cet ensemble contient tous les ensembles contenant j ayant
un mouvement r-cohérent τ -dense maximal. On a Wk(j) ⊆ Mk(j). Cet algorithme
effectue une recherche exhaustive parmi l’ensemble des entités supervisées du système
dont la distance qui les sépare de j dans E aux instants k−1 et k n’excède pas 2r. Soit
Nk(j) cet ensemble, on a alors :
Nk(j) = {ℓ ∈ Ak | ‖pk−1(ℓ)− pk−1(j)‖ ≤ 2r et ‖pk(ℓ)− pk(j)‖ ≤ 2r}.
L’algorithme construit pour i = 1, . . . , d l’ensemble N
(i)
k (j) = {ℓ0, . . . , ℓm} conte-
nant les entités de Nk(j) ordonnées par ordre croissant de leur i-ème coordonnée. Il
sélectionne ensuite le sous-ensemble N
(i,0)
k (j) ⊆ N
(i)
k (j) contenant les entités dont la
distance à l’instant k les séparant de l’entité ℓ0 de N
(i)
k (j) n’excède pas 2r. L’algorithme
est exécuté récursivement sur cet ensemble en considérant à présent la (i+ 1)-ème co-
ordonnée.
Lorsque toutes les dimensions ont été parcourues (i = d) à l’instant k, l’algorithme
recommence cette procédure sur les positions des entités à l’instant k − 1 et créé ainsi
l’ensemble N
(i,0)
k−1 . Au dernier niveau de récursivité, l’ensemble N
(d,0)
k−1 contient unique-
ment les entités vérifiant la relation suivante :
∀ℓ1, ℓ2 ∈ N
(d,0)
k−1 , ‖pk−1(ℓ1)− pk−1(ℓ2)‖ ≤ 2r et ‖pk(ℓ1)− pk(ℓ2)‖ ≤ 2r.
D’après la définition 2, l’ensemble N
(d,0)
k−1 est r-cohérent. Si N
(d,0)
k−1 n’est inclus dans
aucun ensemble de la familleMk(j) et n’inclut aucun ensemble deMk(j) alors celui-ci
est ajouté àMk(j). Dans le cas contraire, tous les sous-ensembles de N
(d,0)
k−1 appartenant
àMk(j) sont supprimés deMk(j) avant d’y ajouter N
(d,0)
k−1 .
L’algorithme supprime ensuite le premier élément de N
(d,0)
k−1 et sélectionne ensuite
le sous-ensemble N
(d,1)
k−1 contenant les entités dont la distance à l’instant k les séparant
l’entité ℓ1 de N
(d,1)
k−1 n’excède pas 2r et calcule un nouvel ensemble r-cohérent. Ce pro-
cessus est répété pour chaque dimension aux deux instants jusqu’à ce que l’entité j soit
supprimée de l’ensemble courant. Lorsque toutes les dimensions ont été traitées aux
deux instants, l’ensembleMk(j) contient tous les mouvements r-cohérents maximaux
impliquant l’entité j.
Exemple 13 Les figures 4.2, 4.3 et 4.4 illustrent le fonctionnement de l’algorithme 2.
La figure 4.1 illustre les différents ensembles testés. Le système est composé de 8 entités
consommant un unique service ( i.e., d = 1). Considérons l’entité j = 3. Cette entité
construit tous les ensembles ayant un mouvement r-cohérent maximal la contenant. Les
entités 1, 2, 4, 5, 6, 7, 8 sont situées dans le voisinage de l’entité 3 dans l’espace des
qualités aux instants k−1 et k. On a Nk(3) = {1, 2, 3, 4, 5, 6, 7, 8} (voir la figure 4.2(a)).
Initialement, l’algorithme 2 est exécuté avec :




k (3) = {5, 2, 1, 7, 3, 4, 6, 8}
N
(1,4)
k (3) = {3, 6, 4, 8} N
(4,0)
k−1 (3) = {3, 6, 4, 8}
N
(1,3)
k (3) = {7, 3, 4}
N
(3,1)
k−1 (3) = {3, 4}
N
(3,0)
k−1 (3) = {7, 3}
N
(1,2)
k (3) = {1, 7, 3, 4}
N
(2,1)
k−1 (3) = {3, 1, 4}
N
(2,0)
k−1 (3) = {7, 3}
N
(1,1)
k (3) = {2, 1, 7, 3, 4}
N
(1,2)
k−1 (3) = {3, 1, 4}
N
(1,1)
k−1 (3) = {2, 3, 1, 4}
N
(1,0)
k−1 (3) = {7, 2, 3}
N
(1,0)
k (3) = {5, 2, 1, 7, 3}
N
(0,3)
k−1 (3) = {3, 1}
N
(0,2)
k−1 (3) = {2, 3, 1}
N
(0,1)
k−1 (3) = {5, 2, 3, 1}
N
(0,0)
k−1 (3) = {7, 5, 2, 3}
Figure 4.1 – Les différents ensembles testés par l’algorithme 2.




















































































































k−1 (3) = {2, 3, 1} = B3.











































k (3) = {2, 1, 7, 3, 4}, N
(1,0)





























































k (3) = {1, 7, 3, 4}, N
(2,0)




















k−1 (3) = {3, 1, 4} = B9
Figure 4.3 – Exécution de l’algorithme 2 sur un ensemble de 8 entités.




















k (3) = {7, 3, 4}, N
(3,0)






































k (3) = {3, 6, 4, 8}, N
(4,0)
















(d) M(3) = {B1, B2, B6, B12}.
Figure 4.4 – Exécution de l’algorithme 2 sur un ensemble de 8 entités.
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L’algorithme commence par ordonner N(3) en fonction de la i-ème coordonnée des
entités à l’instant k. On a N
(1)
k (3) = {5, 2, 1, 7, 3, 4, 6, 8} (voir la figure 4.2(b)). L’entité
3 sélectionne ensuite parmi N
(1)
k (3) l’ensemble des entités dont la distance les séparant
de la première entité (entité 5) de N
(1)




k (3) = {ℓ ∈ N
(1)
k (3) | ‖pk−1(ℓ)− pk−1(5)‖ ≤ 2r et ‖pk(ℓ)− pk(5)‖ ≤ 2r}
= {5, 2, 1, 7, 3}.
L’algorithme est appelé récursivement avec :
N(3) = N
(1,0)
k (3), i = 1, ℓ = 0 etMk(3) = ∅.
Toutes les dimensions (d = 1) ayant été parcourues à l’instant k, l’algorithme
considère les entités de N(3) suivant leurs positions à l’instant k− 1. On a N
(0)
k−1(3) =
{7, 5, 2, 3, 1}. Toutes les entités dont la distance les séparant de la première (entité 7)
n’excède pas 2r sont sélectionnées (voir figure 4.2(d)). On a :
N
(0,0)
k−1 (3) = {ℓ ∈ N
(1)
k−1(3) | ‖pk−1(ℓ)− pk−1(7)‖ ≤ 2r et ‖pk(ℓ)− pk(7)‖ ≤ 2r}
= {7, 5, 2, 3} = B1.
On a N
(1,1)
k−1 (3) = {7, 5, 2, 3} = B1. Toutes les dimensions aux deux instants ont été
parcourues et Mk(3) = ∅. On a donc ∀B ∈ Mk(3), B * B1, B1 * B. B1 a donc un
mouvement r-cohérent maximal. On ajoute B1 àMk(3) :Mk(3) = {B1}. La récursivité
s’achève.
L’algorithme supprime l’entité 7 de l’ensemble N
(0)
k−1(3). On a alors N
(0)
k−1(3) =




k−1 (3) = {5, 2, 3, 1} = B2.
On a pour tout B ∈Mk(3), B * B1, B1 * B. B2 a donc un mouvement r-cohérent
maximal, il est ajouté àMk(3). On aMk(3) = {B1, B2}. La récursivité s’achève.
L’algorithme supprime l’entité 5 de l’ensemble N
(0)
k−1(3) ce qui conduit à N
(0)
k−1(3) =
{2, 3, 1} (voir figure 4.2(f)). L’algorithme est appliqué sur cet ensemble. On a :
N
(0,2)
k−1 (3) = {5, 2, 3, 1} = B3.
On a B3 ⊆ B2 ∈ Mk(3), donc B3 n’est pas maximal, il n’est pas ajouté à Mk(3).
L’algorithme supprime l’entité 2 de l’ensemble N
(0)
k−1(3), on a N
(0)
k−1(3) = {3, 1} = B4
(voir figure 4.3(a)). De la même manière, B4 ⊆ B2 ∈ Mk(3), B4 n’est donc pas
maximal.
L’algorithme supprime l’entité 3 de l’ensemble N
(0)
k−1(3). Tous les sous-ensembles
de N
(1,0)
k (3) contenant l’entité 3 ont été parcourus. La récursivité s’achève pour cet
ensemble.
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L’algorithme supprime la première entité de l’ensemble N
(1)
k (3), et sélectionne toutes
les entités dont la distance les séparant de la première (entité 2) n’excède pas 2r (voir
figure 4.3(b)), on a :
N
(1,1)
k (3) = {2, 1, 7, 3, 4}.
L’algorithme applique la même procédure de manière récursive sur ce nouvel ensemble.
Il teste B5 = {7, 2, 3} ⊆ B1 (figure 4.3(c)).
L’algorithme continue ainsi jusqu’à avoir testé tous les ensembles contenant 3 ayant
un mouvement r-cohérent (figures 4.3(d)- 4.4(c)). À la fin de l’exécution de cet al-
gorithme, on a Mk(3) = {B1, B2, B6, B12}. Ces ensembles sont illustrés dans la fi-
gure 4.4(d).
Une approche centralisée de cet algorithme teste dans tous les cas O(|Ak|
2d) en-
sembles afin de déterminer pour chaque entité j ∈ Ak, les ensemblesWk(j). À l’inverse,
chaque entité supervisée exécutant l’algorithme 2 teste O(|N(j)|2d) ensembles afin de
déterminer l’ensembleWk(j). Ainsi dans le pire des cas, si tous les éléments de Ak sont
concentrés dans le voisinage de j, cette entité teste alors O(|Ak|
2d) ensembles.
4.1.2 Caractérisation des fautes
L’algorithme 3 présente le pseudo-code exécuté par l’entité supervisée j afin de
déterminer le type de faute ayant provoqué la défaillance perçue par j. L’algorithme
commence par calculer les ensembles contenant j ayant un mouvement τ -dense maxi-
mal. Si aucun ensemble n’est trouvé, le théorème 2 s’applique (lignes 2-5).
Dans le cas contraire, les ensembles Jk(j) et Lk(j) sont construits (lignes 7-19).
L’algorithme cherche alors à appliquer le corollaire 2 en cherchant parmi les ensembles
contenant j ayant un mouvement τ -dense maximal, si l’un d’eux a une intersection avec
Jk(j) dont le cardinal est supérieur à τ .
Ce corollaire est plus efficace en terme d’implémentation que le théorème 3. En
effet, on ne teste que |Wk(j)| ensembles dans ce cas, tandis que la condition décrite
dans le théorème 3 nécessite pour chaque ensemble B de Wk(j) de tester tous les
sous-ensembles de B de cardinal strictement supérieur à τ .
L’algorithme retourne alors massive dès qu’un ensemble satisfait cette condition
(ligne 21). Si aucun ensemble satisfaisant cette condition n’est trouvé, l’algorithme
retourne un état indéterminé (ligne 28).
Comme nous l’avons vu dans la section 3.3.2, le théorème 3 n’est qu’une condition
suffisante pour caractériser l’appartenance d’une entité à Mk. Aussi, dans certains cas,
il arrive que l’algorithme 3 retourne un état indéterminé pour une entité j alors que
celle-ci appartient effectivement à Mk. Il faut donc utiliser le théorème 4 afin éviter ce
faux négatif.
La mise en œuvre du théorème 4 est faite dans l’algorithme 5. D’un point de vue
algorithmique, cela revient à remplacer la ligne 28 de l’algorithme 3 par la mise en
œuvre du théorème 4 et du corollaire 3 (lignes 23-35 de l’algorithme 5).
L’algorithme itère sur les entités de Lk(j) afin de créer avec l’algorithme 6 une
collection dans laquelle j appartient à un ensemble ayant un mouvement non τ -dense. Si
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Algorithme 2 : j.maxMotions(N(j), i, ℓ,Mk(j))
Données :
N(j) : ensemble des entités de Ak dont la distance les séparant de j n’excède pas
2r aux instants k − 1 et k,
Mk(j) : famille des ensembles contenant j ayant un mouvement r-cohérent
maximal,
i : dimension courante,
ℓ = 0 état courant du système,
ℓ = 1 état précédent du système.
Sorties :Mk(j)
1 début
2 si i > d et ℓ = 0 alors
3 ℓ← ℓ+ 1;
4 i← 0;
5 fin
6 i← i+ 1;
7 si N(j) /∈Mk(j) et i ≤ d et ℓ ≤ 1 alors
8 xset ← {qi,k−ℓ(x) | x ∈ N(j)};
9 xm ← min(xset);
10 N ← {x ∈ N(j) | xm ≤ qi,k−ℓ(x) ≤ xm + 2r};
11 tant que xm < qi,k−ℓ(j) et N 6= ∅ faire
12 Mk(j)←j.maxMotions(N,i,ℓ,Mk(j));
13 xset ← xset \ {xm};
14 xm ← min(xset);
15 N ← {x ∈ N(j) | xm ≤ qi,k−ℓ(x) ≤ xm + 2r};
16 fin
17 sinon si ∀M ∈Mk(j), N(j) *M alors
18 Mk(j)← {M ∈Mk(j) |M * N(j)};
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une telle collection est exhibée alors j est dans un état indéterminé, sinon, le théorème 4
s’applique et garantit que l’entité j a perçu une défaillance due à une faute massive.
L’algorithme 6 construit récursivement une famille d’ensembles ayant des mou-
vements τ -denses respectant les hypothèses du corollaire 3. Il fonctionne de manière
similaire à l’algorithme 1.
En effet, celui-ci construit de manière récursive une famille dans laquelle les éléments
ℓ de Lk(j) appartiennent à des ensembles ayant des mouvements τ -dense. L’algorithme










De manière similaire à l’algorithme 1, l’algorithme 6 sélectionne une entité pivot
ℓ ∈ L et un ensemble C composé d’entités de S tel que ℓ ∈ C et C a un mouvement
τ -dense maximal parmi les entités de S. Cet ensemble C est alors ajouté à la famille
F courante et ses entités retirées de S. L’algorithme s’applique de nouveau sur les
éléments restants de S et L afin de compléter la collection en cours F .
La récursivité de l’algorithme 6 s’arrête quand il n’est plus possible d’adjoindre à
F de nouveaux ensembles C. On teste alors parmi les entités restantes, s’il est possible
d’exhiber un ensemble contenant l’entité j ayant un mouvement τ -dense. Si ce n’est
pas possible, on a alors construit une famille F vérifiant le corollaire 3 et donc l’entité
j est en état indéterminé. Dans le cas contraire, il faut tester d’autres collections.
À la différence de l’algorithme 1 qui construit une partition de l’ensemble d’entités S,
l’algorithme 6 cherche à construire une famille respectant les hypothèses du corollaire 3.
Ainsi, lorsque l’algorithme s’arrête et que la collection ne vérifie pas ces hypothèses,
l’algorithme remplace le dernier ensemble C ajouté de taille s par un autre ensemble de
taille s− 1 et calcule ainsi une nouvelle collection. Lorsque tous les sous-ensembles de
C de taille strictement supérieure à τ ont été testés, la récursivité s’arrête. Au niveau
supérieur, on remplace alors l’avant dernier ensemble de taille s′ de la famille F par un
sous-ensemble de taille s′ − 1. L’algorithme est alors réexécuté récursivement sur cette
nouvelle famille. Ainsi, toutes les collections d’ensembles d’entités de Lk(j) ayant des
mouvement τ -denses sont calculées si j ∈Mk.
Cependant, l’algorithme tel qu’il est décrit dans le pseudo-code 6 peut générer
plusieurs fois la même collection, augmentant ainsi le coût de calcul de la caractérisation
de fautes. Afin d’interdire ces exécutions induisant le même résultat et dans un soucis
de lisibilité, les lignes 3 et 5 diffèrent du pseudo-code dans leur implémentation. On
remplace alors :
M ∩ S \
⋃
Ci∈F
Ci par {m ∈M ∩ S \
⋃
Ci∈F
Ci | ∀m ∈ L,m > ℓ}
De même, l’ensemble B ∈ {B ⊆ (M \ {j}) ∩ S | |B| = s} est remplacé par
{B ⊆ {m ∈ (M \ {j}) ∩ S \
⋃
Ci∈F














Figure 4.5 – Exécution de l’algorithme 6 sur un ensemble de 11 entités.
De cette manière, on utilise l’ordre naturel présent sur les identifiants pour ne tester
qu’une fois chaque ensemble. En effet, si on considère l’ensemble B = {b1, . . . , bv} ⊆
[[1, n]], celui-ci ne sera testé pour être ajouté à la famille F qu’au moment où b1 sera
choisit comme pivot pour l’exécution de l’algorithme 6.
Exemple 14 La figure 4.5 illustre le déroulement de l’algorithme 6. On considère un
système composé de 11 entités consommant un unique service ( i.e., d = 1). De plus,
on considère que τ = 3 et que toutes les entités du système perçoivent une défaillance.
Considérons l’entité 1. On a Wk(1) = {1, 2, 3, 4, 5, 6} 6= ∅, donc 1 /∈ Ik. On a
Dk(1) = {1, 2, 3, 4, 5, 6}. Les entités 1, 2, 3 n’appartiennent qu’à un seul ensemble B1
ayant un mouvement r-cohérent τ -dense. On a 1, 2, 3 ∈ Jk(1).
L’ensemble B2 = {4, 5, 7, 8, 9} a un mouvement τ -dense et 1 /∈ B2. On a alors
4 ∈ Lk(1). De la même manière, l’ensemble B3 = {5, 6, 10, 11} a un mouvement τ -
dense et 1 /∈ B3. On a 5, 6 ∈ Lk(1) et donc Lk(1) = {4, 5, 6} et Jk(1) = {1, 2, 3}.
Lk(1) = {3, 4, 5}. On a donc |Jk(1)| = 3 <= τ , le corollaire 2 ne peut donc pas
s’appliquer.
On cherche à déterminer si l’entité 1 est en état indéterminé (1 ∈ Uk) ou si elle






{2, 3, 4, 5, 6, 7, 8, 9, 10, 11}, L = {4, 5, 6} et F = {}. L’algorithme 6 sélectionne initiale-
ment l’entité 3 comme pivot. On a Wk(3) = {B1, B2}. On ajoute alors C1 = B1 \ {1}
à la famille F , on a F = {C1}.
L’algorithme est appelé récursivement sur l’ensemble S = {7, 8, 9, 10, 11}, avec L =
{5, 6} et F = {C1}. Comme le montre la figure 4.6, il n’existe pas de sous-ensemble
de S ayant un mouvement r-cohérent τ -dense, la récursivité s’achève. On teste alors
les conditions du corollaire 3. On a C1 ∪ {1} = B1 ∈ Wk(1), le deuxième terme de la
condition du corollaire 3 n’est donc pas respecté.
L’algorithme cherche à construire une nouvelle famille F en supprimant C1 de F
et en ajoutant C2 = B2 à celle-ci. L’algorithme est appelé récursivement sur l’ensemble
S = {2, 3, 6, 10, 11} L = {5, 6} et F = {C2}. Comme le montre la figure 4.7, il n’existe












Figure 4.6 – Exécution de l’algorithme 6 sur un ensemble de 11 entités.
pas de sous-ensemble de S ayant un mouvement r-cohérent τ -dense, la récursivité
s’achève.
On teste les conditions du corollaire 3. On considère l’ensemble B = {1, 2, 3, 6}. On
a B ⊂ B1, et |B| = 4 > τ donc on a B ∈ Wk(1). De plus, on a Dk(1) \
⋃
C∈F C =
Dk(1) \ C2 = {1, 2, 3, 6, 10, 11}. On a donc B ⊆ Dk(1) \
⋃
C∈F C. Le premier terme de
la condition du corollaire 3 n’est donc pas respecté.
L’algorithme cherche à construire une nouvelle famille F , on supprime C1 de F .
Tous les ensembles deWk(3) ont été testés sans succès. L’algorithme teste alors succes-
sivement les sous-ensembles de chaque ensemble de Wk(3). Aucun des sous-ensembles
de C1 ne permet de construire une famille satisfaisant les conditions du corollaire 3
pour les mêmes raisons que C1. L’algorithme teste ensuite les sous-ensembles de C2.
L’algorithme ajoute ensuite l’ensemble C3 = {4, 7, 8, 9} à F = {}. L’algorithme est
appelé récursivement sur l’ensemble S = {2, 3, 5, 6, 10, 11} L = {5, 6} et F = {C3}.
Celui-ci sélectionne l’entité 5 comme pivot et ajoute l’ensemble C4 = {5, 6, 10, 11} ∈
Wk(5) à F . On a F = {C3, C4} comme illustré sur la figure 4.8. De plus, on a L = ∅,
la récursivité s’achève.
On a Dk(1) \
⋃
C∈F C = {1, 2, 3}. On a |{1, 2, 3}| = 3 ≤ τ , donc ∀B ∈ Wk(1) on a
B * {1, 2, 3}. De plus, C3 ∪ {1} et C4 ∪ {1} ne sont pas r-cohérents, donc C3 ∪ {1} /∈
Wk(1) et C4∪{1} /∈ Wk(1). Le corollaire 3 est vérifié, l’entité 1 est en état indéterminé.
4.2 Évaluation
Nous évaluons dans cette section ce modèle ainsi que les algorithmes proposés. Du
fait de l’absence de vérité terrain comprenant à la fois des mesures de bout-en-bout
collectées auprès d’utilisateurs et de traces effectives de défaillances permettant de la-
belliser chaque variation anormale de mesure, cette évaluation est menée par simulation.
L’idée consiste à générer une vérité synthétique que l’on mâıtrise afin de pouvoir com-
parer les résultats fournis par les algorithmes présentés à la vérité synthétique générée.

























Figure 4.8 – Exécution de l’algorithme 6 sur un ensemble de 11 entités.
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Algorithme 3 : j.characterize()
Données :
N(j) = Nk(j) ∩Nk−1(j) : ensemble des entités dont la distance les séparant de j
aux instants k − 1 et k n’excède pas 2r,
τ : seuil de densité.
Sorties :
Type de faute dont la défaillance est perçue par j : mise en œuvre du
Théorème 2 et du Corollaire 2
1 début
2 Mk(j)← j.maxMotions(N(j),0,0,{});
3 Wk(j)← {M ∈Mk(j) | |M | > τ} ;





9 pour chaque M ∈ Wk(j) faire
10 pour chaque ℓ ∈M faire
11 Mk(ℓ)← ℓ.maxMotions(N(ℓ),0,0,{});
12 Wk(ℓ)← {M
′ ∈Mk(ℓ) | |M
′| > τ};
13 si ∃M ′ ∈ Wk(ℓ) tel que j /∈M
′ alors
14 Lk(j)← Lk(j) ∪ {ℓ};
15 sinon




20 si ∃M ∈ Wk(j) tel que |M ∩ Jk(j)| > τ alors
21 faulttype ← Massive;
22 sinon






Algorithme 4 : j.characterize()
Données :
N(j) = Nk(j) ∩Nk−1(j) : ensemble des entités dont la distance les séparant de j
aux instants k − 1 et k n’excède pas 2r,
τ : seuil de densité.
Sorties :
Type de faute dont la défaillance est perçue par j : mise en œuvre du
Théorème 2, du Corollaire 2 et du Théorème 6
1 début
2 Mk(j)← j.maxMotions(N(j),0,0,{});
3 Wk(j)← {M ∈Mk(j) | |M | > τ} ;






10 pour chaque M ∈ Wk(j) faire
11 pour chaque ℓ ∈M faire
12 Mk(ℓ)← ℓ.maxMotions(N(ℓ),0,0,{});
13 Wk(ℓ)← {M
′ ∈Mk(ℓ) | |M
′| > τ};
14 si Wk(ℓ) =Wk(j) alors
15 Ek(j)← Ek(j) ∪ {ℓ};
16 fin
17 si ∃M ′ ∈ Wk(ℓ) tel que j /∈M
′ alors
18 Lk(j)← Lk(j) ∪ {ℓ};
19 sinon




24 si j = min{ℓ ∈ Ek(j)} alors
25 si ∃M ∈ Wk(j) tel que |M ∩ Jk(j)| > τ alors
26 faulttype ← Massive;
27 sinon
28 faulttype ← Unresolved;
29 fin
30 pour chaque ℓ ∈ Ek(j) faire
31 envoyer caractérisation faulttype à ℓ;
32 fin
33 sinon
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Algorithme 5 : j.characterize()
Données : N(j) = Nk(j) ∩Nk−1(j) : ensemble des entités dont la distance les
séparant de j aux instants k − 1 et k n’excède pas 2r, τ : seuil de
densité.
Sorties : Type de faute dont la défaillance est perçue par j : mise en œuvre du
Théorème 2, du Corollaire 2, du Théorème 4 et du Théorème 3
1 début
2 Mk(j)← j.maxMotions(N(j),0,0,{});
3 Wk(j)← {M ∈Mk(j) | |M | > τ} ;





9 pour chaque M ∈ Wk(j) faire
10 pour chaque ℓ ∈M faire
11 Mk(ℓ)← ℓ.maxMotions(N(ℓ),0,0,{}) ;
12 Wk(ℓ)← {M
′ ∈Mk(ℓ) | |M
′| > τ};
13 si ∃M ′ ∈ Wk(ℓ) tel que j /∈M
′ alors
14 Lk(j)← Lk(j) ∪ {ℓ};
15 sinon










24 S ← S \ {j};
25 F ← {};
26 R← Lk(j);
27 tant que R 6= ∅ et ¬ j.check(F) faire
28 Choisir ℓ ∈ R;
29 R← R \ {ℓ};
30 F ←j.isolate(S,R,F ,ℓ);
31 fin










Algorithme 6 : j.isolate(S,L,F ,ℓ)
Données : S : ensemble des entités appartenant à un ensemble ayant un
mouvement τ -dense impliquant une entité de Lk(j)
Sorties : Une famille F satisfaisant le Corollaire 3
1 début
2 pour chaque M ∈ Wk(ℓ) faire




4 tant que s > τ faire
5 pour chaque B ∈ {B ⊆M ∩ S | |B| = s et j /∈ B} faire
6 F ← F ∪ {B};
7 S ← S \B;
8 Choisir m ∈ L;
9 si L \ {m} 6= ∅ alors
10 F ←j.isolate(S,L \ {m},F ,m);
11 fin
12 si j.check(F) alors
13 retourner F ;
14 fin
15 fin
16 s← s− 1;
17 fin
18 fin
19 retourner F ;
20 fin
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— le coût moyen en termes d’ensembles calculés et testés,
— le taux d’erreur de l’algorithme 3 par rapport à l’algorithme 5
— la sensibilité de cette approche par rapport à la fréquence d’échantillonnage des
états du système,
— l’erreur commise par les algorithmes sur une trace synthétique ne respectant pas
les hypothèses du modèle.
Dans notre approche, les entités effectuent régulièrement des mesures de perfor-
mances des services consommés. De cette manière, la fréquence des mesures peut-
être réglée localement en fonction de la variation anormale de ces mesures. Suite à
la détection de variation de qualité, l’entité se déplace dans l’espace des qualités E.
Il est donc suffisant de connâıtre les entités présentes à cette nouvelle position pour
déterminer la présence éventuelle d’autres entités ayant perçu la même défaillance. Ce
type d’approche signifie donc qu’il n’est pas nécessaire que les entités effectuent leurs
mesures de manière totalement synchronisée. Il est en effet suffisant pour une entité
percevant une défaillance d’être capable de déterminer les éventuelles autres entités
ayant perçu cette défaillance. La mise en œuvre de cette recherche sera décrite dans le
chapitre 5.
4.2.1 Paramètres de simulation
Diverses configurations de paramètres ont été testées. On considère un ensemble S
de n = 1000 entités supervisées consommant d = 2 services. Les entités se positionnent
ainsi dans un espace des qualités E à deux dimensions. Initialement, les entités sont
distribuées uniformément sur E définissant ainsi l’état initial S0 du système.
Dans ce modèle, on considère comme isolée une faute impactant un nombre d’entités
inférieur au seuil de densité τ . Par ailleurs, la restriction R2 du modèle suppose qu’une
même faute a un impact similaire sur chacune des entités en percevant la défaillance.
On suppose alors ces fautes indépendantes.
Une partition d’anomalies contenant A ∈ [[1, 80]] ensembles est générée. Ce nombre
d’ensemblesA est un paramètre de la simulation. Les anomalies (au sens de la définition 9)
sont générées en choisissant uniformément une entité j ∈ S.
Pour chaque entité j ainsi choisie, on détermine aléatoirement un nombre t d’entités
à déplacer parmi celles présentes dans la boule de rayon r centrée sur j et telles que
ak(ℓ) =FAUX. Le nombre d’entités t est tel que t ≤ τ avec probabilité G et t > τ avec
probabilité 1−G.
On choisit ensuite uniformément t entités présentes dans le voisinage de l’entité
j. Le paramètre G nous permet ainsi de déterminer la proportion d’anomalies isolées
et d’anomalies massives que l’on souhaite obtenir dans la vérité synthétique générée.
Les valeurs extrêmes de G correspondent à des cas idéaux. Dans le cas G = 0, seules
des anomalies massives sont générées. Cela correspond donc à un système dans lequel
les entités supervisées sont parfaites et ne subissent aucune faute. À l’inverse, dans le
cas G = 1, seules des anomalies isolées sont générées. Cela signifie alors que seules
les entités supervisées peuvent subir des fautes et que le reste du système est parfait






Figure 4.9 – Génération de fautes isolées menant à une faute massive.
manière similaire, c’est à dire que l’ensemble a un mouvement r-cohérent. Pour chaque
entité ℓ déplacée, on positionne la valeur de ak(ℓ) à VRAI. Cette manière de générer les
anomalies dans le système peut amener plusieurs entités ayant chacune subi une faute
isolée à être suffisamment proches pour appartenir à un même mouvement τ -dense.
Dans ce cas, la partition générée ne respecte pas la condition C2 de la définition 8 de
partition d’anomalies. La partition est alors modifiée en regroupant toutes ces entités au
sein d’une anomalie massive et celles-ci sont alors marquées comme ayant été impactées
par une faute massive.
La figure 4.9 illustre ce cas. On a généré quatre anomalies isolées et celles-ci sont
suffisamment proches les unes des autres pour que le modèle les considère comme une
anomalie massive (restriction R3). On modifie alors la vérité synthétique générée pour
marquer ces entités comme ayant subi une faute massive. On compare ensuite la vérité
synthétique ainsi générée aux résultats fournis par simulation.
Le rayon de cohérence r et le seuil de densité τ sont des paramètres fondamentaux
dans notre approche : le premier caractérise la forte corrélation entre les variations
de mesure perçues par les entités supervisées lors de l’occurrence d’une défaillance
tandis que le second permet de discriminer les fautes isolées des fautes massives. Ces
paramètres r et τ sont dimensionnés de sorte que la probabilité que plus de τ fautes
isolées apparaissent dans le voisinage d’une entité j soit négligeable.
Soient Nr(j) la variable aléatoire représentant le nombre d’entités dont la distance
à j à n’excède pas 2r et Fr(j) la variable aléatoire représentant le nombre d’entités
impactées par une faute isolée dont la distance à j n’excède pas 2r. On a alors







avec qj la probabilité que l’entité ℓ soit dans le voisinage de l’entité j.
Étant donné la position pk(j) de l’entité j à l’instant k, le voisinage Vk(j) ⊂ E de
l’entité j à l’instant k est défini par l’ensemble suivant :
Vk(j) = {ℓ ∈ S | ‖pk(ℓ)− pk(j)‖ ≤ 2r}, | Vk(j) |= Nr(j).
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On a :
























f ℓ(1− f)m−ℓ Pr{Nr(j) = m}.
où x ∧ y = min(x, y) et f désigne la probabilité qu’une entité subisse une faute isolée
dans l’intervalle de temps [k − 1, k].
On a donc :


















On cherche à fixer r et τ de sorte que la probabilité d’avoir plus de τ fautes
indépendantes perçues par des entités dans le voisinage de j soit négligeable. Étant
donné ε > 0 aussi petit que l’on veut, on cherche r et τ vérifiant la relation suivante :
Pr{Fr(j) ≤ τ} < 1− ε.
La figure 4.10 représente la fonction de répartition de la variable aléatoire Nr(j)
en fonction de la taille m du voisinage de l’entité j dans E pour différentes valeurs
de rayon de cohérence r. Cette courbe illustre clairement l’impact de r sur le nombre
d’entités dans le voisinage de j. Naturellement, plus la taille du système augmente plus
le nombre d’entités dans le voisinage de j augmente. On dimensionne r de sorte que la
taille du voisinage ne soit pas trop importante. Dans le cadre des simulations effectuées,
pour n = 1000, on fixe r = 0.03 assurant un nombre de voisins raisonnable et ainsi le
passage à l’échelle de notre approche.
La figure 4.11 illustre quant à elle la probabilité d’avoir moins de τ fautes isolées
dans ce voisinage. De la même manière, il est naturel de constater que cette probabi-
lité décrôıt lorsque la taille du système augmente. En effet, plus la taille du système
augmente plus la probabilité de constater un nombre de fautes isolées dans le voisinage
augmente, et donc la valeur de Pr{Fr(j) ≤ τ} diminue. Cette courbe nous permet donc
de dimensionner τ en fonction de la probabilité f = 0.005 de défaillance d’une l’entité.
Nous utiliserons r = 0.03 et τ = 3 dans les résultats suivants.
4.2.2 Comparaison des algorithmes
Nous avons présenté dans la section précédente deux conditions pour déterminer
l’appartenance à Mk : l’une nécessaire, fournie par le corollaire 2 et implémentée par
l’algorithme 3 et l’autre nécessaire et suffisante, fournie par le théorème 4 implémentée
par l’algorithme 5. La condition du théorème 4 nécessite en plus la construction de
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Figure 4.10 – Pr{Nr(j) ≤ m} en fonction de la taille m du voisinage d’une entité dans
l’espace des qualités pour différentes valeurs de rayon de cohérence r. On a n = 1000.




















Figure 4.11 – Pr{Fr(j) ≤ τ} en fonction du nombre n d’entités supervisées pour différents
seuils de densités τ . Le rayon de cohérence r valant 0.03 et la probabilité de faute isolée f de
0.005.
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Table 4.1 – Répartition moyenne des entités de Ak dans Ik, Mk et Uk pour G = 0,
A = 20, n = 1000, r = 0.03 , τ = 3 et une taille moyenne de Ak de 95.7.
Ik Mk Uk
Algorithme 5 (Théorème 4) 2.54% 88.74% 8.72%
Algorithme 3 (Corollaire 2) 2.54% 88.34% 9.12%
toutes les collections d’ensembles contenant les entités de Lk(j) ayant des mouvements
τ -dense.
Il est donc intéressant de comparer ces deux approches en termes de complexité
de calcul et de couverture des cas. Le théorème 4 fournit une condition nécessaire et
suffisante pour caractériser l’appartenance d’une entité j ∈ Ak à l’ensemble Mk. On
compare les résultats de l’algorithme 3 implémentant le corollaire 2 par rapport aux
résultats fournis par l’algorithme 5 implémentant le théorème 4.
Des vérités synthétiques comprenant le plus possible d’anomalies massives sont
générées. Pour cela, on fixe le paramètre G = 0. Quelques anomalies isolées apparaissent
dans les simulations dues à la faible densité du voisinage de certaines entités. Pour
n = 1000, r = 0.03 et τ = 3, ce nombre est négligeable.
Le tableau 4.1 illustre les résultats de caractérisation des approches pour des simu-
lations avec A = 20 anomalies générées impactant ainsi |Ak| = 96 entités. On constate
que conformément à ce qui est attendu, peu d’entités (moins de 3%) subissent des fautes
isolées. De plus, 88% des fautes sont effectivement capturées par le corollaire 2 tandis
que le théorème 4 n’en capture que 0.4% de plus. Cela signifie donc que le corollaire 2
couvre la quasi totalité des cas pour lesquels on peut caractériser de manière certaine
l’appartenance à Mk et donc le taux de mauvaise caractérisation lors de l’utilisation
du théorème 3 est négligeable. Dans le cas d’une mauvaise caractérisation commise
par l’algorithme 3, l’entité concernée est alors attribuée à Uk. Comme nous l’avons vu
auparavant, la figure 3.6 illustre le type de cas de mauvaise détection effectuée par le
corollaire 2.
On constate de plus qu’un faible pourcentage (8%) des entités de Ak est en état
indéterminé. Ce pourcentage est du à la proximité d’anomalies massives dans la vérité
synthétique générée.
Exemple 15 La figure 4.12 illustre ce cas. Deux anomalies massives C1 = {1, 3, 4, 6}
(en blanc) et C2 = {2, 5, 7, 8} (en noir) avec τ = 3. Celles-ci sont suffisamment proches
l’une de l’autre pour qu’on ait
∀ℓ ∈ {2, 4, 6, 7},Wk(ℓ) = {C1, C2}.
Le corollaire 2 s’applique pour les entités 2, 4, 6 et 7. En effet, si on considère l’en-
tité 2 par exemple, on a Jk(2) = {2, 4, 6, 7}. On a |Jk(2)| = 4 > τ donc l’ensemble
{2, 4, 6, 7} a un mouvement τ -dense. De plus, on a {2, 4, 6, 7} ⊆ Jk(2) donc le corol-








Figure 4.12 – Superposition d’anomalies massives menant à des états indéterminés.
À l’inverse, si on considère les entités 1, 3, 5 et 8, on a Jk(1) = Jk(3) = {1, 3}
et Jk(5) = Jk(8) = {5, 8}. On a |Jk(1)| = |Jk(5)| = 2 ≤ τ . Il n’existe donc pas de
sous-ensemble de Jk(1) ou de Jk(5) ayant un mouvement τ -dense : le corollaire 2 ne
s’applique donc pas.
En revanche, si on considère par exemple l’entité 1 et la famille F = {{2, 4, 5, 6, 7, 8}}
le corollaire 3 s’applique et nous avons alors 1 ∈ Uk. De la même manière, on montre
qu’on a Uk = {1, 3, 5, 8}.
Les états indéterminés sont donc dus à la proximité d’anomalies générées, c’est-à-
dire à la probabilité de superposer des anomalies générées. Cette probabilité est liée au
nombre n d’entités dans E ainsi qu’au nombre d’anomalies générées dans l’intervalle
de temps [k − 1, k].
Le tableau 4.2 montre le coût en termes de calcul des algorithmes. Dans ce cas,
nous avons généré A = 20 anomalies dans la simulation. En moyenne, 95.7 entités ont
perçu une défaillance.
Les deux solutions nécessitent de calculer pour chaque entité j ∈ Ak la famille
M(j) contenant les ensembles r-cohérents impliquant j. Les deux approches nécessitent
ensuite de tester les éléments deM(j) afin de tester le théorème 2. La première colonne
fournit le nombre moyen d’ensembles de M(j) : les entités impactées par une faute
isolée appartiennent en moyenne à 1, 85 ensemble ayant des mouvements r-cohérents
maximaux dans ces simulations. Ceci est cohérent avec le paramètre G = 0 car les
seules anomalies isolées générées sont dues au faible voisinage de certaines entités.
Dans le cas d’une faute non isolée, les deux approches construisent alors Jk(j) et
Lk(j) afin de tester le corollaire 2. La seconde colonne du tableau décrit le nombre
moyen d’ensembles deWk(j) permettant de déduire le type de faute dont la défaillance
est perçue par les entités supervisées. Ces deux premières colonnes représentent le coût
moyen du corollaire 2 pour les paramètres de simulation utilisés.
À l’inverse, lors de l’utilisation du théorème 4, celui-ci nécessite de tester poten-
tiellement toutes les collections possibles comprenant les éléments de Lk(j) afin de
déterminer si l’entité j appartient à Uk ou Mk. Le nombre moyen de collection testé
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Table 4.2 – Nombre moyen d’ensembles testés de calcul pour chaque entité de Ik, Mk,
Uk pour G = 0, A = 20, n = 1000 r = 0.03, τ = 3 et |Ak| = 95.7.
Ik Mk Uk
Algorithme 5 (Théorème 4) 1.85 2 450 150 31 108
Algorithme 3 (Corollaire 2) 1.85 1.17 5.57
avant cette décision est fourni dans les colonnes 3 et 4 du tableau. Cette approche
s’avère donc extrêmement coûteuse comparée au coût d’utilisation du corollaire 2. De
plus, son utilisation n’apporte qu’un gain de 0.4%. Dans la suite, nous utiliserons donc
l’algorithme 3.
4.2.3 Impact de la fréquence d’échantillonnage des états du système
Notre modélisation nous permet de détecter aussi rapidement que possible le type de
faute dont la défaillance est perçue par les entités supervisées. Nous étudions à présent le
nombre d’entités en état indéterminé en fonction de la fréquence d’échantillonnage des
états du système. Comme nous venons de le voir, les états indéterminés se produisent
lorsque plusieurs fautes impactent des entités proches dans l’espace des qualités.
Pour un système comportant n = 1000 entités supervisées avec une probabilité
de faute isolée f = 0.005, la figure 4.13 illustre l’évolution de |Uk|/|Ak| en fonction
du nombre de fautes A générées dans le système pour différentes valeurs de G. Cette
proportion désigne la proportion d’entités supervisées en état indéterminé par rapport
au nombre d’entités percevant une défaillance. Cette figure valide le fait que plus le
nombre de fautes impactant le système dans l’intervalle de temps [k − 1, k] augmente,
plus le nombre d’état indéterminés augmente.
Ainsi, si les entités sont capables d’échantillonner les états du système de manière
suffisamment fréquente pour qu’il n’y ait au plus qu’une seule faute impactant le
système dans l’intervalle de temps [k − 1, k], la superposition de fautes est impos-
sible et donc le nombre d’états indéterminés devient nul. De plus, si la faute impactant
le système est une faute massive alors toutes les entités j impactées par cette faute
calculent le même ensemble Jk(j) et on a alors Lk(j) = ∅. Dans ce cas, le théorème 3
décide efficacement pour toutes les entités impactées par cette faute.
La lecture de la figure 4.13 montre également le faible impact de la distribution
du type de fautes sur l’état du système. En effet, un système ne subissant que des
fautes massives engendre plus d’états indéterminés qu’un système ne subissant que
des fautes isolées. Lorsque que G = 0, quasiment toutes les anomalies générées sont
des anomalies massives augmentant ainsi la probabilité que celles-ci se superposent.
À l’inverse, lorsque G = 1, la majorité des anomalies générées sont des anomalies
isolées. Lorsque plus de τ entités appartenant à des anomalies isolées sont suffisamment
proches dans l’espace des qualités E, ces anomalies sont fusionnées en une anomalie
massive afin de respecter la restriction R3 du modèle. Ceci donne lieu à l’apparition
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Figure 4.13 – Proportion d’entités en état indéterminé |Uk|/|Ak| en fonction du nombre
A de fautes dans le système dans l’intervalle de temps [k − 1, k] et de la proportion
de fautes massives G. Le système est composé de n = 1000 entités et la probabilité de
faute isolée est f = 0.005.
d’anomalies massives dans la vérité synthétique générée, permettant ainsi l’apparition
d’états indéterminés.
4.2.4 Pertinence du modèle
Comme nous l’avons évoqué dans la section 4.2.1, il arrive qu’on soit amené à
modifier la vérité synthétique générée pour la simulation afin qu’elle respecte la restric-
tionR3 du modèle. Celle-ci impose que dans un ensemble ayant un mouvement τ -dense,
il y ait au minimum une entité ayant subi une faute massive. Cela signifie donc qu’un
ensemble ayant un mouvement τ -dense ne peut pas être constitué uniquement d’entités
impactées par une faute isolée.
Afin de mesurer l’écart de ce modèle à la vérité, de nouvelles vérités synthétiques
sont générées et non modifiées même si celles-ci ne respectent pas la condition C2 de la
définition 8 de partition d’anomalies. On mesure alors les taux de mauvaises détections
du type de fautes dans ce cas, c’est-à-dire la proportion des entités ayant subi une faute
isolée dans la vérité synthétique et pour lesquelles l’algorithme 3 rend ”Massive”.
Par construction de la caractérisation, il est impossible pour une entité ayant subi
une faute massive que l’algorithme conclut à une faute isolée. En effet, si la vérité
synthétique comporte des entités appartenant à une anomalie massive C, il existe au
minimum un ensemble ayant un mouvement τ -dense contenant ces entités : il s’agit de
l’ensemble C. Par conséquent le théorème 2 ne s’applique pas. Il est donc impossible
pour une entité ayant subi une faute massive que l’algorithme conclue à une faute isolée.
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La figure 4.14 illustre cette proportion en fonction du nombre d’anomalies générées
dans le système pour différentes proportions d’anomalies isolées/massives. On constate
sur cette figure que pour toutes les proportions d’anomalies isolées/massives, le nombre
de mauvaises détections crôıt jusqu’à 10 puis se stabilise.
De plus, on s’aperçoit que lorsque seules des anomalies massives (G = 0) sont
générées, la proportion de mauvaises détections est très faible. Celles-ci sont dues à des
anomalies isolées générées faute d’un voisinage suffisamment dense, puis à la superpo-
sition d’une seconde anomalie massive. Cette situation est illustrée par la figure 4.12.
À l’inverse, lorsque seules des anomalies isolées (G = 1) sont générées, la proportion
de mauvaises détections augmente jusqu’à environ 10%. Dans ce cas, seules les entités
supervisées subissent des fautes tandis que le reste du système est parfait et ne subit
aucune faute. Ainsi, dans le pire des cas, ce modèle ne s’éloigne que de 10% de la réalité
pour les entités ayant subi une faute isolée.
La figure 4.15 illustre l’évolution de la proportion d’entités en état indéterminé en
fonction du nombre de fautes impactant le système. Celle-ci reste totalement stable,
traduisant le fait que la restriction R3 du modèle n’a aucun impact sur la qualité de
la décision. En effet, lors de l’application du corollaire 3, l’existence d’une collection
d’ensemble dans laquelle l’entité considérée appartient à un ensemble au mouvement
non τ -dense suffit à amener à un état indéterminé. Cette collection n’est donc basée que
sur les positions des entités proches aux instants k − 1 et k et non pas sur la manière
dont ces entités se sont déplacées. Il est donc normal que la restriction R3 du modèle
n’ait aucun impact sur la proportion d’états indéterminés.
Ces résultats montrent ainsi que les contraintes imposées pour ce modèle ne sont
pas trop restrictives. Ces contraintes nous ont permis de construire un formalisme nous
permettant d’établir une caractérisation des fautes suivant leur impact. Cependant, les
simulations nous montrent qu’en l’absence de ces contraintes, le modèle s’applique dans
une très grande majorité des cas et n’engendre qu’une faible proportion de mauvaises
détections.
4.3 Discussion
L’algorithme DBSCAN [EKSX96] dont le pseudo-code est décrit dans l’algorithme 7
est un algorithme de partitionnement de données basé sur la densité des données dans
l’espace. L’algorithme partitionne un ensemble de points S en différents clusters en
fonction d’une mesure de distance D. Tout comme notre approche, cet algorithme
requiert deux paramètres ε et m. L’ ε-voisinage Nε(p) d’un point p ∈ S est défini par :
Nε(p) = {q ∈ S | D(p, q) ≤ ε}.
Un point p ∈ S est directement atteignable depuis un autre point q ∈ S si les deux
conditions suivantes sont vérifiées :
p ∈ Nε(q) i.e., p appartient à ε-voisinage de q,
|Nε(q)| ≥ m i.e., l’ε-voisinage de q est suffisamment peuplé.
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Figure 4.14 – Proportion de mauvaises détections en fonction du nombre A de fautes
générées dans le système sans restriction R3. Le système est composé de n = 1000
entités. La probabilité de faute isolée vaut f = 0.005.
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Figure 4.15 – Proportion d’entités en état indéterminé |Uk|/|Ak| en fonction du nombre
A de fautes dans le système sans restriction R3 dans l’intervalle de temps [k − 1, k] et
de la proportion de fautes massives G. Le système est composé de n = 1000 entités et
la probabilité de faute isolée vaut f = 0.005.
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Un point p ∈ S est atteignable depuis un autre point q ∈ S s’il existe un chemin
(p1, . . . , pn) telle que :
p1 = q,
pn = p,
∀1 ≤ i < n, pi+1 est directement atteignable depuis pi.
Deux points p, q ∈ S sont connectés s’il existe o ∈ S tel que p et q soient atteignables
depuis o. Un ensemble C ⊆ S, C 6= ∅ est un cluster s’il vérifie les deux conditions
suivantes :
Maximalité : ∀p, q ∈ S, p ∈ C, q est atteignable depuis p =⇒ q ∈ C
Connectivité : ∀p, q ∈ C, p et q sont connectés.
Enfin, la notion de cluster permet d’introduire la notion de bruit. Le bruit représente
une donnée erronée ou aberrante vis-à-vis du reste des données. Étant donnés C1, . . . , Cℓ
les clusters de S, l’ensemble B du bruit est défini par :
B = {ℓ ∈ S | ∀Ci, ℓ /∈ Ci}.
On note immédiatement la similarité existante entre la notion de bruit de DBSCAN
et l’ensemble Ik de notre approche. En effet, les entités que DBSCAN classifie comme
bruit sont celles pour lesquelles le théorème 2 s’applique.
Les approches diffèrent ensuite sur la gestion des autres entités. DBSCAN cherche
à regrouper les entités au sein de clusters distincts tandis que dans notre approche on
souhaite caractériser l’appartenance d’une entité à un ensemble ayant un mouvement
τ -dense, non τ -dense ou en état indéterminé.
De plus, le partitionnement engendré par DBSCAN n’est pas déterministe.
Exemple 16 La figure 4.16 illustre deux exécutions de l’algorithme menant à des par-
titionnements différents. On considère l’ensemble d’entités S = {1, 2, 3, 4, 5, 6, 7, 8} de
la figure 4.16(a). La figure 4.16(b) représente les ε-voisinages de chaque entité de S où
la présence d’une arrête (i, j) signifie que la distance de i à j est inférieure à ε. Seules
les entités 3 et 5 représentées en noir sont centrales. On a Nε(3) = {1, 2, 3, 4} et donc
|Nε(3)| ≥ m = 4. De même, on a Nε(5) = {4, 5, 6, 7, 8} et donc |Nε(5)| ≥ m = 4.
À l’inverse, Nε(4) = {3, 4, 5}, donc |Nε(4)| < m, les entités 3 et 5 ne sont donc
pas connectées et n’appartiennent pas au même cluster. En revanche, l’entité 4 est di-
rectement atteignable depuis 3 et 5. Cette situation conduit à deux partitionnements
possibles. Une première exécution de l’algorithme DBSCAN construit les deux clusters
C1, C2 de la figure 4.16(c), alors qu’une autre exécution possible construit les clusters
C ′1, C
′
2 de la figure 4.16(d).
À l’inverse, dans notre approche, la caractérisation effectuée est valable pour tous
les partitionnements possibles vérifiant la définition 8.
Exemple 17 Étant donnée la configuration décrite dans la figure 4.16, l’algorithme 3
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Algorithme 7 : Algorithme DBSCAN
1 Algorithme dbscan()
2 F ← ∅;
3 pour chaque p non visité de S faire
4 marquer p comme visité;
5 Nε(p)← epsilon-Voisinage(S,p, ε);
6 si |Nε(q)| < m alors
7 marquer p comme Bruit;
8 sinon
9 C ← ∅;
10 expandCluster(S, F , p, Nε(p), C, ε, m);
11 F ← {C};
12 fin
13 fin
1 Procédure expandCluster(S, F , p, Nε(p), C, ε, m)
2 C ← C ∪ p;
3 pour chaque q ∈ Nε(p) faire
4 si q n’a pas été visité alors
5 marquer q comme visité;
6 Nε(q)← epsilon-Voisinage(S,q, ε);
7 si |Nε(q)| ≥ m alors
8 Nε(p)← Nε(p) ∪Nε(q);
9 fin
10 fin
11 si ∀C ′ ∈ F , q /∈ C ′ alors
12 C ← C ∪ q;
13 fin
14 fin
1 Fonction epsilon-Voisinage(S, p, ε)
2 retourner {q ∈ S | ‖q − p‖ ≤ ε};
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construit les ensembles suivants :
Dk(1) = {1, 2, 3, 4}, Jk(1) = {1, 2}
Dk(2) = {1, 2, 3, 4}, Jk(2) = {1, 2}
Dk(3) = {1, 2, 3, 4, 5, 6}, Jk(3) = {1, 2, 3}
Dk(4) = {1, 2, 3, 4, 5, 6, 7, 8}, Jk(4) = {1, 2, 3, 4}
Dk(5) = {3, 4, 5, 6, 7, 8}, Jk(5) = {5, 6, 7, 8}
Dk(6) = {3, 4, 5, 6, 7, 8}, Jk(6) = {5, 6, 7, 8}
Dk(7) = {4, 5, 6, 7, 8}, Jk(7) = {7, 8}
Dk(8) = {4, 5, 6, 7, 8}, Jk(8) = {7, 8}
Par application du corollaire 2, on a :
Ik = ∅,Mk = {4, 5, 6} et Uk = {1, 2, 7, 8}.
Le calcul des clusters dans DBSCAN repose sur la construction de l’ε-voisinage
Nε(p) de chaque entité p ∈ S. Cet ensemble est centré sur la position de p dans E. À
l’inverse, notre approche repose sur l’existence d’ensembles r-cohérents. Comme l’in-
dique la propriété 1, cette notion n’est pas centrée sur une position en particulier et
offre ainsi une souplesse dans le calcul et est ainsi moins sensible à la position effec-
tive de chacune des entités. Dans la figure 4.16(a), la distance séparant les entités 3
et 5 est inférieure à 2r, permettant ainsi à notre approche de construire l’ensemble
B2 = {3, 4, 5, 6} (voir figure 4.16(e)), ce qui est impossible dans le cas de DBSCAN
car il n’y a pas d’entité présente dans l’intersection des boules de rayon r centrées sur
les positions de 3, 4, 5, 6. L’algorithme DBSCAN se montre donc plus contraint dans sa
recherche de clusters que ne l’est notre approche.
D’autre part, DBSCAN distingue deux types d’entités au sein d’un cluster : les
entités centrales pour lesquelles l’ε-voisinage contient plus de m entités et les entités du
bord du cluster qui sont atteignables depuis une entité centrale. Un cluster DBSCAN est
constitué d’entités connectées par un chemin dense, c’est-à-dire une succession d’entités
centrales. Ainsi deux entités peuvent appartenir à un même cluster alors que la distance
qui les sépare peut être arbitrairement grande. À l’inverse, dans l’approche décrite dans
ce chapitre, la caractérisation repose uniquement sur le voisinage des entités à 4r. Ainsi,
alors que DBSCAN a besoin d’une vision totale de la configuration du système, notre
approche ne s’appuie que sur cette vision locale. Cela signifie donc qu’il n’est pas
nécessaire que les entités effectuent leurs mesures de manière totalement synchronisée.
Il est en effet suffisant pour une entité percevant une défaillance d’être capable de
déterminer les éventuelles autres entités ayant perçu cette défaillance. À l’inverse, dans
le cas de DBSCAN, une synchronisation forte est requise afin de construire l’état du
système à l’instant k dans son intégralité.
L’une des limitations majeures de l’algorithme DBSCAN est son incapacité à cap-
turer efficacement des clusters de densités différentes. En effet, DBSCAN nécessite une
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Figure 4.16 – Différentes exécutions de l’algorithme DBSCAN pour m = 4.
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sont les mêmes pour toutes les entités du système. À l’inverse, notre approche ne repo-
sant que sur la connaissance du voisinage des entités percevant une défaillance, celle-ci
peut tout à fait gérer des paramètres r et τ différents suivant les régions de l’espace
des qualités. De cette manière, notre approche peut caractériser les fautes de manière
différente suivant la localisation des entités dans l’espace des qualités et ainsi s’adapter
à des densités de population différentes.
Bien que de prime abord, notre approche semble similaire à DBSCAN, celles-ci
diffèrent largement dans leurs finalités. En effet, notre approche cherche à caractériser
l’appartenance à Ik, Uk ou Mk pour tous les partitionnements possibles respectant la
définition 8 tandis que DBSCAN s’attache à exhiber un partitionnement des entités en
fonction des paramètres ε et m. De plus, DBSCAN repose sur une approche centra-
lisée nécessitant la connaissance de la totalité du système tandis que notre approche
est décentralisable par nature. Enfin, notre approche offre beaucoup de souplesse que
DBSCAN dans la mesure où les paramètres r et τ peuvent être localement réglés,
contrairement à DBSCAN où les paramètres ε et m sont globaux.
4.4 Conclusion
Nous avons présenté dans le chapitre précédent un modèle et des conditions per-
mettant la résolution du problème 2. Ce modèle s’appuie uniquement sur la connais-
sance du voisinage dans l’espace des qualités des entités percevant des défaillances. Par
conséquent, le caractère local des informations requises pour la caractérisation rend
cette approche décentralisable.
Dans ce chapitre, nous avons présenté les différents algorithmes nécessaires à la
mise en œuvre des conditions décrites dans le chapitre 3 de manière décentralisée. Les
différents algorithmes ont été comparés et évalués au travers de simulation.
Les conditions permettant la résolution du problème 2 ne s’appuient que sur la
connaissance du voisinage dans l’espace des qualités des entités percevant des défaillances.
Le chapitre suivant décrit une architecture auto-organisante visant à fournir à chaque
entité supervisée l’accès à cette connaissance requise. De plus, il décrit la complexité
des différentes opérations nécessaires au fonctionnement de cette architecture ainsi que
son utilisation pour l’implémentation des algorithmes décrits dans ce chapitre.
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Chapitre 5
FixMe : Une architecture
auto-organisante pour la
caractérisation de fautes
Les fautes peuvent apparâıtre dans le système et leur impact peut être perçu par
différentes entités. On cherche alors à distinguer les fautes qui impactent un petit
nombre d’entités (inférieur à un paramètre fixé τ) de celles à plus large impact (i.e.,
qui impactent strictement plus que τ entités supervisés). Dans le premier cas, on parlera
alors de faute isolée tandis que dans le second, on parlera de faute massive.
Cette distinction repose sur la forte corrélation présente entre les mesures effectuées
par les entités. En effet, des entités mesurant des valeurs de performances similaires
peuvent être susceptibles de percevoir les mêmes défaillances. On traduit cette intuition
par l’hypothèse suivante : si les mesures effectuées avant la perception de la défaillance
sont proches et qu’elles le sont encore après la perception de celle-ci, alors la défaillance
est due à la même faute. Cette hypothèse est modélisée par une distance seuil entre
les positions des entités dans l’espace des qualités : s’il existe une boule de rayon r
contenant les positions de ces entités dans l’espace des qualités aux instants k − 1 et k
alors ces entités ont perçu la même défaillance.
Nous avons vu dans le chapitre 3 qu’il était impossible de déterminer avec exactitude
pour chaque entité percevant une défaillance si celle-ci était due à une faute isolée ou
à une faute massive. Néanmoins, il est en revanche possible de distinguer les fautes
isolées, massives et les états indéterminés. Cette distinction repose sur la possibilité de
construire pour chaque entité j ∈ [[1, n]] percevant une défaillance la famille Wk(j) des
ensembles ayant un mouvement τ -dense maximal dans l’intervalle de temps [k − 1, k].
Ainsi, lorsqu’une entité j ∈ [[1, n]] perçoit une défaillance, il est nécessaire de déterminer
l’ensemble des entités percevant une défaillance similaire, c’est-à-dire dont les variations
de mesures de qualité sont fortement corrélés à celles mesurées par j. Cet ensemble noté
N(j) est défini comme suit :
N(j) = {ℓ ∈ [[1, n]] \ {j} | ‖pk−1(j)− pk−1(ℓ)‖ ≤ 2r, ‖pk(j)− pk(ℓ)‖ ≤ 2r}.
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Ce chapitre décrit FixMe une architecture visant à fournir à chaque entité super-
visée j ayant perçu une défaillance, l’ensemble des entités susceptibles d’avoir perçu
la même défaillance et ainsi mettre en œuvre la caractérisation proposée aux chapitres
précédents.
5.1 Problématique
On cherche à fournir une architecture permettant à chaque entité j supervisée de
trouver efficacement les entités qui appartenaient au voisinage dans l’espace des qualités
E de j à l’instant k − 1 et qui sont encore dans le voisinage de j à l’instant k.
Le caractère local de ces informations nous oriente vers une gestion totalement
décentralisée et auto-organisée de ces entités. De cette manière chaque entité peut
alors conserver un minimum d’information locale tout en étant capable de trouver les
informations nécessaires à la mise en œuvre de la caractérisation de faute.
On cherche donc à mettre en place une structure logique (overlay) permettant
d’interconnecter les entités supervisées percevant des qualités similaires. Ainsi, à chaque
variation de qualité, ces entités se déplacent dans l’espace des qualités et leur voisinage
change. Il semble donc plus adapté d’effectuer une recherche sur ce voisinage lors de la
perception d’une défaillance plutôt que de maintenir l’information du voisinage auprès
de chaque entité supervisée. Cette architecture doit donc être résistante au dynamisme
des entités.
Nous considérons un réseau large échelle et nous faisons l’hypothèse qu’il n’y a donc
pas de faute susceptible d’impacter l’ensemble des entités du système. Par conséquent,
les entités ne percevant pas de défaillances vont assurer la connectivité de la structure
logique utilisée tandis que celles percevant une défaillance se replaceront dans celle-ci
afin de déterminer les informations nécessaires à la caractérisation. On souhaite gérer
un très grand nombre d’entités et déterminer au plus vite le type de faute impactant les
entités supervisées. La recherche des voisinages aux différents instants doit donc être
efficace. Cette dernière contrainte nous invite à laisser de côté les réseaux non structurés
pour s’orienter vers une approche structurée du type table de hachage distribuée (DHT).
Les systèmes qui utilisent des approches de ce type organisent les entités en fonction
de leurs identifiants issus d’une fonction de hachage h [RFH+01, SMK+01]. Les fonc-
tions de hachage sont des fonctions qui projettent les données fournies en entrée dans
un espace de taille réduite. Par exemple, la fonction SHA-1 [EJ01] projette une donnée
quelconque dans [[0, 1]]160. Ces fonctions ont la propriété de distribuer uniformément les
identifiants sur l’espace d’adressage. Ainsi, le placement des entités dans les systèmes
utilisant ce type d’approche est également uniforme. L’efficacité de ces approches re-
pose sur l’uniformité de ce placement. La figure 5.1 illustre le comportement de CAN en
présence d’entités uniformément distribuées. On constate alors que les zones ont une
taille sensiblement équivalente. La performance de CAN repose sur ce découpage en
zones, comme nous l’avons vu dans la section 2.1.1. Toute DHT fournit une opération
lookup. Cette opération permet de trouver, à partir d’une entité source, une donnée
destination, recherchée dans l’espace géré par la DHT. Dans le cas de CAN, cette
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Figure 5.1 – Distribution uniforme des nœuds (à gauche) et topologie CAN induite (à
droite)
opération consiste à traverser les zones de proche en proche de la source à la destina-
tion. Lorsque n entités sont uniformément réparties dans l’espace de dimension d géré





Cependant, le comportement de ces approches se dégrade si les entités ne sont plus
uniformément distribuées sur l’espace d’adressage. Par exemple, si on place les entités
dans CAN [RFH+01] suivant une distribution différente, le comportement de celui-ci
se dégrade. Ainsi la figure 5.2 illustre le comportement de CAN face à une distribution
des entités non uniforme. Dans ce cas, une disparité dans la répartition des tailles
des cellules apparâıt et le comportement de CAN se dégrade. En effet, le découpage
des zones n’étant plus régulier, cela augmente significativement le nombre de zones
traversées lors d’une recherche et engendre donc une chute d’efficacité.
Le recours aux fonctions de hachage permet donc d’uniformiser les entités sur l’es-
pace d’adressage et ainsi d’assurer l’efficacité de ces approches. Cependant, cette effi-
cacité est obtenue au prix de la logique applicative. En effet, il n’y a aucune relation
entre une donnée et son image par la fonction de hachage. Ainsi, si la distance entre
deux données ou entités est faible, on n’a aucune garantie sur la distance entre leurs
images.
Dans notre cas, on cherche à fournir une architecture permettant à chaque entité
j supervisée de trouver efficacement les entités qui appartenaient au voisinage dans
l’espace des qualités E de j à l’instant k − 1 et qui sont encore dans le voisinage de j
à l’instant k. Par conséquent, on ne peut donc avoir recours à ce type d’approche.
La section suivante décrit FixMe, une architecture auto-organisante permettant une
recherche efficace tout en conservant la logique applicative.
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Figure 5.2 – Distribution non-uniforme des nœuds (à gauche) et topologie CAN induite
(à droite)
5.2 Architecture de l’espace des qualités
5.2.1 Éléments de l’architecture FixMe
On souhaite que les entités s’organisent dans FixMe afin que les entités mesurant des
valeurs de performances proches soient proches également dans la topologie de FixMe.
Ainsi, ces entités se placent dans un espace cartésien E de dimension d à structure to-
rique. Cet espace est partitionné en un ensemble de sous-espaces élémentaires appelés
buckets. Un bucket correspond au produit cartésien de d intervalles de longueurs respec-
tives ρ1, . . . , ρd. On note bi = 1/ρi le nombre d’intervalles élémentaires de la dimension
i. Le tableau 5.1 rassemble les notations employées dans ce chapitre.
À l’instant k, une entité j dans FixMe appartient à l’unique bucket contenant la
position pk(j). Un bucket contenant plus de γ entités à l’instant k est appelé seed. Les
entités de FixMe partitionnent dynamiquement l’espace E en zones appelées cellules.
Ce partitionnement est tel que chaque cellule contient au plus un seed. De plus, les
buckets sont indivisibles, ils constituent ainsi la plus petite subdivision possible de E.
De manière plus formelle, un cellule est définie comme suit :
Définition 12 (Cellule) Une cellule est un hyper-rectangle de buckets parmi lesquels
au plus un bucket est un seed. Une cellule est totalement caractérisée par un ensemble
ordonné de 2d buckets appelés coins. Les coins sont ordonnés suivant l’ordre lexicogra-
phique.
Exemple 18 La figure 5.3 illustre les différents éléments nécessaires à la construc-
tion de FixMe pour d = 2 et ρ1 = ρ2 = 1/16. Les buckets correspondent aux carrés
élémentaires, les seeds aux carrés noirs et les cellules aux rectangles de couleur.













Figure 5.3 – Partitionnement de l’espace E de FixMe à d = 2 dimensions.
Conformément à la définition 12, les cellules 1, 2 et 3 contiennent un seed tandis
que la cellule 4 n’en contient pas.
Toute DHT fournit une opération lookup. Cette opération décrit comment parcourir
la topologie de la DHT afin de localiser efficacement une ressource dans le système. Ce
parcours s’appuie sur l’utilisation d’une table de routage. Il s’agit d’une table contenant
des couples (clé, destination). Pour chaque clé de la table de routage maintenue par
une entité p, la destination associée contient l’entité (ou un ensemble d’entités) la plus
proche de la clé, connue de p. Dans FixMe, cette opération est utilisée par une entité
pour trouver le bucket auquel elle appartient. La connectivité et le routage dans FixMe
sont exclusivement gérés par les entités appartenant à un seed.
Les entités présentes dans un seed maintiennent une table de routage assurant ainsi
la connectivité de la topologie. Plus spécifiquement, cette table de routage associe à un
bucket Bi,j le seed responsable de la cellule contenant Bi,j .
Les entrées Bi,j sont définies comme suit. Soit (x1, . . . , xd) les coordonnées du centre
du seed, on considère la dimension i. Les entrées de la table de routage sont ordonnées
dans l’ordre croissant suivant la i-ème coordonnée. On définit alors la clé Bi,j comme
la j-ème entrée B
(+)
i,j . On associe alors à cette clé le seed de la cellule contenant le point
(x1, . . . , x(i,j), . . . , xd) avec x(i,j) = {xi + 2
jρd}. Pour x ∈ R, la notation {x} désigne ici
la partie fractionnaire de x. De manière similaire on associe à B
(−)
i,j , la j-ème entrée Bi,j
dans le sens décroissant selon la dimension i, le seed de la cellule contenant le point
(x1, . . . , x(i,j), . . . , xd) avec x(i,j) = {xi − 2
jρd}.
On définit alors Ri ≤ 1/2 comme étant la distance séparant le bucket Bi,j le plus
lointain suivant la dimension i. Ce paramètre permet alors de faire un compromis entre
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la taille de la table de routage et la répartition des entités dans E.





Preuve La distance entre le centre du seed et le bucket le plus loin accessible en
un saut est borné par Ri. On définit alors K
(i)
+ = max{k ≥ 1 | |xi − x(i,+k)| ≤ Ri} et
K
(i)






− = ⌊log2(Ri/ρi)⌋. On noteK
(i) cette valeur. Pour chaque dimension i ≤ d, la
table de routage contient donc 2K(i) entrées. L’espace E est de dimension d, la table de










En plus de cette table de routage, les entités du seed maintiennent une table de
prédécesseurs. Celle-ci correspond à une table de routage inversée contenant des couples
(L, S). Un couple (L, S) est présent dans la table des prédécesseurs s’il existe un seed
dans le système ayant une entrée dans sa table de routage Bi,j = L. Cette table des
prédécesseurs n’est utilisée que dans les opérations split et merge et vise à notifier les
prédécesseurs d’un changement topologique.
5.2.2 Opérations de FixMe
Nous décrivons à présent les cinq opérations nécessaires à la mise en œuvre de
FixMe : lookup, join, leave, split et merge.
opération lookup Lorsqu’une entité souhaite effectuer une recherche dans FixMe,
celle-ci exécute l’opération lookup. Cette opération décrit l’utilisation de la table de
routage afin d’acheminer la requête de lookup de proche en proche, de la source à
la destination. L’entité utilise sa table de routage afin de contacter le seed le plus
proche de la destination présent dans la table de routage. Si celui-ci ne gère pas la
cellule contenant la destination il transfert à son tour la requête de recherche au seed
le plus proche de la destination présent dans la table de routage. Ce processus est
répété successivement de proche en proche jusqu’à atteindre le seed gérant la cellule
contenant la destination. Ce routage est une généralisation du routage employé dans
Chord [SMK+01] à un espace de dimension d. Il nécessite donc de contacter O(d log n)
seeds afin d’atteindre la destination.
opération join Lorsqu’une entité p entre dans le système, celle-ci doit trouver le bu-
cket auquel elle va appartenir. Elle contacte une entité q déjà présente dans le système.
Cette entité q effectue alors une recherche dans le système sur la position pk(p) afin
de déterminer le seed S responsable de la cellule dans laquelle p sera inséré. Le seed
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S insère alors p dans le bucket approprié et met à jour les informations de sa table de
routage. Dans le cas où ce bucket devient un seed (i.e., plus de γ entités sont présentes
dans le bucket), la cellule gérée par le seed est découpée en deux nouvelles cellules. Le
pseudo-code de cette opération est fournit dans l’algorithme 8.
Algorithme 8 : p.join(t,q=None)
1 début
2 si q = None alors
3 q ← getBootstrapNode() ;
4 fin
5 seed ← q.lookup(Q(p,t));
6 si p ∈ seed alors
7 seed.insert(p);
8 sinon
9 bucket ← seed.findBucket(p);
10 bucket.insert(p);
11 si | bucket |≥ Smin alors




opération split Suite à l’insertion d’une nouvelle entité dans un bucket, il peut
arriver que celui-ci devienne un seed. La cellule contenant ce bucket peut alors détenir
deux seeds S1, S2 contredisant ainsi la définition 12. Dans ce cas, cette cellule doit être
scindée en deux nouvelles cellules, chacune de ces nouvelles cellules possèdant un seed.
L’opération de split gère la création de ces deux nouvelles cellules.
On note pk(S1) = (x
(1)
1 , . . . , x
(1)
d ) et pk(S2) = (x
(2)
1 , . . . , x
(2)
d ) la position des centres








La dimension i0 correspond alors à la dimension pour laquelle l’écart entre pk(S1)
et pk(S2) est le plus important. L’hyperplan orthogonal à i0 et passant par le point
b = (b1, . . . , bd) définit alors la frontière entre les deux nouvelles cellules. On a :












⌋ρi0 si i = i0
0 sinon
Les seeds de S1 et S2 mettent à jour leurs tables de routage afin que chaque seed
conserve les éléments appartenant à la zone qu’il gère et que l’ancienne cellule soit
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remplacée par l’une des deux nouvelles créées. Les entités de S1 et S2 notifient ensuite
les prédécesseurs de la cellule de ce changement topologique.
Exemple 19 La figure 5.4 illustre cette opération. L’espace E est initialement par-
titionné en 4 cellules (figure 5.4(a)). Les cellules 1, 2 et 3 ont un seed tandis que
la cellule 4 en est dépourvue. Une entité de FixMe se déplace et rejoins un nouveau
bucket de la cellule A. Celui-ci devient alors un seed, la cellule 1 a donc deux seeds
(figure 5.4(b)). Le seed S1 a pour coordonnées pk(S1) = (13/32, 17/32) et le seed S2
pk(S2) = (9/32, 7/32). On a pk(S1)− pk(S2) = (4/32, 10/32) donc i0 = 2. La frontière
séparant les deux nouvelles cellules est orthogonale à l’axe des ordonnées et passe par
le point de coordonnées (0, 12/32). Cette frontière est illustrée par la figure 5.4(c). Fi-
nalement, les deux nouvelles cellules (cellule 5 et cellule 6) sont crées à partir de la
cellule 1 (figure 5.4(d)). Les seeds de chaque cellule notifient ensuite les prédécesseurs
de la cellule 1 de la création des cellules 5 et 6.
L’algorithme 9 décrit le pseudo-code utilisé pour cette opération
Algorithme 9 : cell.split(bucket)
Entrées : | bucket |≥ Smin ∧ ¬bucket.isSeed()
Sorties : bucket.isSeed()
1 début
2 matchingCell ← findCell(bucket);
3 si matchingCell ∈ orphanCells alors









opération leave Lorsque les mesures de performances effectuées par une entités j
varient, celle-ci peut être amenée à se déplacer dans E et ainsi à devoir changer de
bucket dans FixMe. Nous décrivons à présent la gestion du départ de cette entité d’un
bucket de FixMe : il s’agit de l’opération leave dont le pseudo-code est décrit dans
l’algorithme 10. Dans ce cas, le seed efface cette entité de celles présentes dans la cellule
qu’il gère.
Suite au départ d’une entité d’un seed, il peut arriver que ce seed ne soit plus
suffisamment peuplé. Dans ce cas, le seed redevient un bucket. La cellule contenant ce
bucket n’a plus de seed. Il est nécessaire de réallouer la gestion de celle-ci à un autre
seed. Cette restructuration repose sur la présence d’un hook.


















































(d) Création des cellules
Figure 5.4 – Déroulement d’une opération split dans FixMe.
Algorithme 10 : p.leave()
1 début
2 bucket ← p.bucket;
3 isSeed ← bucket.isSeed();
4 bucket.removePeer(p);
5 si isSeed ∧ | bucket |< Smin alors
6 bucket.setSeed(False);





Définition 13 (Hook) Soit C une cellule de FixMe. Chaque coin de cette cellule a 2D
buckets voisins. Le hook de C est le premier de ces buckets dans l’ordre lexicographique
qui n’appartient pas à la cellule C.
Proposition 2 Pour toute cellule différente de E, le hook existe et est unique.
Preuve Soit C une cellule de FixMe. Par définition, celle-ci est caractérisée par 2D
coins. Chaque coin a 2D buckets voisins. On désigne par B l’ensemble des buckets
voisins d’un des coins de la cellule C appartenant à une cellule différente. Si C = E
alors tous les buckets du système appartiennent à C et on a alors B = ∅. Dans le cas
contraire, C a au moins une cellule voisine, et donc B 6= ∅. De plus, les éléments de
B sont totalement ordonnés suivant l’ordre lexicographique. B étant non vide, il existe
donc nécessairement un premier élément dans cet ensemble. Il s’agit du hook et donc
celui-ci est unique. 2
Exemple 20 La figure 5.5(a) illustre tous les éléments de FixMe nécessaires aux
différentes opérations. Les cellules sont représentées en couleurs, les seeds correspondent
au carrés noirs parallèles aux axes et les hooks aux triangles noirs.
Considérons la cellule 3 et supposons que son seed soit peuplé de γ entités. Lors
du départ d’une de ces entités, le seed devient sous-peuplé et redevient donc un bucket.
La cellule 3 est alors dépourvue de seed, elle est orpheline. Il faut donc qu’un autre
seed gère cette cellule. Celui-ci est déterminé par le hook. Dans le cas présent, le hook
de la cellule 3 appartient à la cellule 1. Par conséquent, le seed de la cellule 1 va
gérer temporairement la cellule 3. On se retrouve alors la situation décrite dans la
figure 5.5(b).
Considérons à présent la cellule 2 de la figure 5.5(a) et supposons que son seed soit
peuplé de γ entités. De la même manière que précédemment, lors du départ d’une de
ces entités, le seed devient sous-peuplé, et la cellule 2 devient orpheline. Le hook de la
cellule 2 appartient à la cellule 1, le seed de la cellule 1 va donc gérer temporairement la
cellule 2. À la différence du cas précédent, les cellules 1 et 2 sont jumelles. Cela signifie
qu’elles partagent une face complète. Dans ce cas, les deux cellules sont fusionnées en
une seule cellule comme illustré par la figure 5.5(c). De plus, dans le cas présent, la
cellule 2 gérait la cellule 4 orpheline. Celle-ci sera alors gérée par la nouvelle cellule 1.
Finalement, dans les deux cas, la cellule prenant en charge les cellules orphelines
notifie les prédécesseurs de ces cellules du changement topologique.
L’algorithme 11 fournit le pseudo-code de l’opération merge.
5.3 Gestion interne des seeds
FixMe partitionne dynamiquement l’espace E en cellules en fonction de la répartition
des entités dans E. Comme l’illustre la figure 5.6, le découpage de l’espace en buckets
assure ainsi un équilibrage de la taille minimale des cellules. Cet équilibrage apporte
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(c) Second cas de l’opération merge
Figure 5.5 – Utilisation des hooks dans différents cas d’exécution de l’opération merge.
Algorithme 11 : cell.merge(bucket)
Entrées : bucket tel que | bucket |< Smin
1 début






Figure 5.6 – Distribution non-uniforme des nœuds (à gauche) et topologie FixMe
induite (à droite).
une régularité dans le partitionnement et permet ainsi une recherche plus efficace que
dans le cas de CAN. De plus, l’utilisation des cellules et des seeds assure la connectivité
de la topologie et donc le routage dans celle-ci.
Cependant, comme nous l’avons déjà dit, la distribution des mesures de qualités
effectuées par les entités supervisées n’est pas uniforme conduisant ainsi à la création
de cellules de taille variable. De plus, dans le contexte des systèmes large-échelle, il se
crée des zones de l’espace très fortement peuplées. Ces zones se divisent alors en cellules
de taille de plus en plus petites. Lorsque la cellule ne couvre plus qu’un seul bucket
(qui est donc un seed) il n’est plus possible de la scinder en deux. Il faut alors trouver
une solution pour gérer la population potentiellement grande des entités situées dans
cette cellule.
Afin de gérer cette population tout en conservant les propriétés de scalabilité de
FixMe, nous organisons les entités présentes au sein du seed dans une DHT. La plupart
des DHT présentes dans la littérature peut convenir dans ce cas. Lors du choix de celle-
ci, il faut cependant garder à l’esprit deux contraintes liées à FixMe. Tout d’abord,
les entités présentes dans un seed effectuent des mesures de performance similaires.
Cela signifie en particulier que des entités situées au même endroit au niveau de la
topologie réseau seront situées dans le même bucket et seront susceptibles de percevoir
les mêmes défaillances réseau. De ce fait, il n’est donc pas raisonnable d’utiliser une
DHT conservant une localité géographique comme eQuus [LSW06]. En effet, dans le
cas d’une faute massive impactant un équipement réseau, un grand nombre d’entités
seront amenées à percevoir une variation anormale des mesures effectuées et devront
donc se replacer dans la topologie FixMe. Si celles-ci ont en plus un placement très
fortement corrélé dans la DHT sous-jacente, cela peut engendrer un grand nombre de
mises-à-jours de cette topologie, voire amener à une incohérence au niveau de celle-ci.
De manière plus générale, il est nécessaire de choisir une DHT résiliente au churn,
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c’est-à-dire une structure capable de gérer le dynamisme de ses entités en garantissant
une relative stabilité vis-à-vis de celui-ci. Nous avons fait le choix dans le cadre de
FixMe d’utiliser PeerCube [ABLR08]. Il s’agit d’une DHT résiliente à la fois au churn
du système ainsi qu’aux défaillances byzantines. Sa structure absorbe les effets liés au
dynamisme des entités dans le système et assure la connectivité de la topologie. De
plus, ces propriétés sont assurées malgré la présence d’entités ayant un comportement
arbitraire dans le système. Ces propriétés reposent sur la structure d’hypercube et
l’organisation des entités au sein de clusters.
L’hypercube est une structure topologique offrant trois propriétés intéressantes.
Tout d’abord, dans un hypercube ayant h sommets, le degré des sommets ainsi que
le diamètre de l’hypercube vaut d = O(log h). Le diamètre de l’hypercube correspond
aussi à sa dimension. De plus, la construction d’un hypercube se fait facilement de
manière récursive. En effet, étant donné un hypercube de dimension d il est très simple
d’en construire un nouveau de dimension d+1 : il suffit alors de dupliquer l’hypercube de
dimension d et de relier ensemble les sommets identiques. On obtient alors un hypercube
de dimension d + 1. Enfin, d’un point de vue du routage, un hypercube de dimension
d fournit d chemins indépendants de longueur d entre deux sommets de l’hypercube.
Comme la plupart des DHTs, PeerCube attribue à chaque entité un identifiant
unique issu d’une fonction de hachage h. Les entités partageant un préfixe commun
dans leurs identifiants s’organisent alors au sein de clusters. Ce préfixe est appelé label
du cluster. De plus, un cluster PeerCube est un ensemble d’entités dont la taille est
comprise entre γ et Γ. L’ensemble des clusters forme alors une partition de l’espace
d’adressage de PeerCube. Les clusters sont ensuite connectées entre eux de sorte à
créer une topologie hypercubique.
Afin de limiter les coûts de maintenance de cette structure et de limiter l’impact du
churn sur celle-ci, seul un sous-ensemble des entités du cluster, appelé core, maintient les
informations nécessaires à la connectivité de l’hypercube et assure la gestion des entités
du cluster. Cet ensemble est de taille minimale γ et forme une clique. Les entités du
cluster n’appartenant pas au core forment le spare. Les entités du spare sont connectées
aux entités du core et sont invisibles du reste du système.
Lorsqu’une entité rejoint un cluster, elle est ajoutée au spare. De manière similaire,
lorsqu’une entité quitte le cluster, si celle-ci provient du spare, son départ est trans-
parent du point de vue du reste du système. Le spare joue alors le rôle d’un réservoir
d’entités permettant la diminution des messages de mise à jour nécessaires au maintien
de la cohérence de la topologie et absorbe ainsi en partie les mises à jours dues au
dynamisme des entités. À l’inverse, lors du départ d’un membre du core, une procédure
de renouvellement du core est exécutée.
Les clusters se créent (opération split) et fusionnent (opération merge) suivant l’ar-
rivée et le départ des entités de manière similaire aux cellules de FixMe. Les opérations
de PeerCube (lookup, join, leave, split, merge ) offrent toutes une complexité
O(log h), où h désigne le nombre d’entités dans l’hypercube.
La petite taille du core permet la gestion des entrées / sorties au niveau du cluster au
moyen d’algorithmes de consensus tolérants au byzantins. Ce type d’algorithme permet
alors d’assurer la mise-à-jour des tables de routage et de la composition des entités du
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Figure 5.7 – Les deux niveaux de FixMe : l’espace des qualités partitionné en cellules
selon la présence de seed et les DHT gérant la population de chaque seed.
cluster malgré la présence d’entités au comportement arbitraire. Une étude détaillée de
la politique de renouvellement des entités formant le core ainsi que l’impact du churn
sur PeerCube sera décrite dans les chapitre 6 et 7.
L’utilisation de PeerCube au niveau des seeds va permettre de gérer la population
présente dans le seed. Ainsi, dans FixMe, lorsqu’une entité est ajoutée à un bucket
amenant à la création d’un seed, une cellule dans l’espace des qualités E peut-être créée
dans le cas où cette cellule contient déjà un seed. À la création d’un seed, un cluster
PeerCube est créé. Ce cluster constitue l’instance initiale de PeerCube permettant de
gérer la population de ce seed. Cette instance gère la population au fur et à mesure des
entrées et des départs d’entités dans ce seed.
Le cluster contenant la clé 0 dans l’espace d’adressage PeerCube est appelé racine
de l’hypercube. Seuls les éléments du core de la racine de l’hypercube sont visibles des
autres seeds de FixMe, limitant ainsi les mises à jours nécessaires au maintien de la
topologie de FixMe. La figure 5.7 illustre la décomposition de FixMe en deux niveaux.
On y voit l’espace E partitionné en cinq cellules. Quatre seeds sont présents dans le
système et sous chaque seed, une instance de PeerCube est présente.
5.4 Analyse
La répartition des entités dans FixMe se fait dans chacun des niveaux de l’overlay.
Il se crée alors naturellement un compromis entre l’équilibrage de la population dans
chacun de ces niveaux. Nous allons considérer dans cette section deux distributions
pour l’analyse de la complexité des opérations.
On considère tout d’abord une distribution uniforme des n entités du système sur









bi, en moyenne, tous les buckets
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À l’inverse, lorsque les entités son concentrées sur une unique position dans l’espace
des qualités, on n’a qu’un seul seed dans le système. Toutes les entités appartiennent
alors à la même instance PeerCube. Dans ce cas, on a alors n entités situées dans le
même seed.
Ces deux distributions représentent les cas limites sur le nombre de seeds dans le
système et le nombre d’entités dans une instance PeerCube. Nous allons étudier dans
cette section la complexité des différentes opérations nécessaires à FixMe avec ces deux
distributions de positions des entités.
Proposition 3 (Opération join) Lorsqu’une entité est insérée dans un bucket sans
changement topologique, la complexité de l’opération est Θ(log h) avec h le nombre
d’entités dans l’hypercube sous-jacent.
Preuve Lors d’une insertion sans changement topologique, la complexité de l’opération
est déterminée par celle de l’insertion dans l’hypercube sous-jacent. Celle-ci vaut Θ(log h)
avec h le nombre d’entités déjà présentes dans celui-ci. 2
Proposition 4 (Opération split) Lorsque l’insertion d’une entité dans un bucket
induit un changement topologique dans l’espace E, la complexité de l’opération vaut
O(d).
Preuve Comme nous l’avons vu dans la section précédente, l’ajout d’une entité dans
un bucket peut entrâıner un changement topologique au niveau de l’espace des qua-
lités dans le cas où ce bucket devient un seed. Cette opération nécessite une unique
écriture dans la table de routage des éléments du seed s1 gérant la cellule. Le nouveau
seed quant à lui crée une nouvelle instance de PeerCube avec les γ entités présentes en
temps constant. De plus, il lui faut créer une nouvelle table de routage pour l’espace des




⌊log2(Ri/ρi)⌋−1 requêtes de lookup. 2
Proposition 5 (Opération leave) La suppression d’une entité sans changement to-
pologique requière l’envoi de Θ(log(h)) messages, avec h le nombre d’entités présentes
dans l’hypercube sous-jacent.
Preuve Lorsqu’une entité quitte un bucket, elle est simplement supprimée de son
cluster dans l’hypercube sous-jacent. On distingue deux cas : la quantité d’entités res-
tante dans le cluster est suffisante et dans ce cas, les entités du cluster mettent à jour
la vue de celui-ci, ou alors le cluster n’est plus suffisamment peuplé et dans ce cas le
cluster doit fusionner avec un autre, engendrant ainsi l’envoi de Θ(log(h)) messages
116 FixMe
(voir [ABLR08]). 2
On considère un seed S tel que |S| = γ. Le départ d’une entité de ce seed le ramène
à l’état de bucket. Dans ce cas, la cellule C gérée par S passe sous la responsabilité
du seed gérant la cellule contenant le hook de C. Il est alors nécessaire de notifier les
prédécesseurs de C de ce changement topologique. La proposition suivante permet de
déterminer une borne supérieure sur ce nombre de prédécesseurs.
Proposition 6 Soient C ⊆ E une cellule de E et pi le nombre de seeds ayant C à la
i-ème entrée de leur table de routage, on a :





où bi = 1/ρi désigne le nombre d’intervalles élémentaires de la dimension i.
Preuve Soit ℓi la longueur du coté de C suivant la i-ème dimension. Dans le cas ou











Comme nous l’avons vu dans la proposition 1, on a K(i) = ⌊log2(Ri/ρi)⌋. De plus,
l’espace des qualités E ayant une structure torique et étant muni de la norme infinie, on
a ∀(j, ℓ) ∈ E2, ‖j−ℓ‖ ≤ 1/2. On a donc ∀i ∈ {1, . . . , d} on a Ri ≤ 1/2. Enfin, E = [0, 1]
d,





Proposition 7 (Opération merge) Lorsqu’un cellule doit fusionner avec une autre,
cette opération engendre au plus 2dbd−1 log2(b/2) messages, avec b = max
1≤i≤d
bi.
Preuve On considère la cellule C1 gérée par le seed S1 tel que |S1| = γ. Suite au
départ d’une entité de S1, on a |S1| < γ. Le seed S1 redevient alors un bucket et la
cellule C1 n’est lus gérée, l’opération merge est exécutée. Les entités de S1 contactent
alors le seed S2 en charge de la cellule C2 contenant le hook de C1. Les entités de S2
notifient alors les prédécesseurs de S1.




























D’autre part, on a ∀1 ≤ i ≤ d, log(b) ≥ log(bi). On a donc p ≤ 2db
d−1 log2(b/2). 2
Proposition 8 (Opération lookup) Pour les deux distributions de positions d’en-
tités sur E considérées, une opération de lookup engendre O(log n) messages, avec n
représentant le nombre d’entités présentes dans le système.
Preuve Supposons tout d’abord que les mesures de qualités effectuées par les entités
du systèmes soient uniformément distribuées sur E. Dans ce cas, les entités sont insérées
dans chaque bucket de manière uniforme. Ainsi, cette distribution maximise le nombre
de seeds dans l’espace des qualités E et minimise le nombre moyen d’entités h dans
chaque hypercube. Pour un nombre n d’entités suffisamment grand, tous les buckets




bi seeds dans E et chaque seed gère alors une zone égale







Comme nous l’avons décrit dans la section 5.2, l’opération de lookup est décomposée
en trois phases : traversée de l’hypercube de la cellule source, navigation dans l’espace
des qualités et enfin traversée de l’hypercube de la cellule destination. Comme il a été
montré dans [ABLR08], la dimension de l’hypercube contenant h entités vaut log h/Γ.
La dimension de l’hypercube correspond aussi à son diamètre. Le nombre de messages
requis pour traverser l’hypercube vaut donc log h/Γ.













)− log log n = O(log n).
D’autre part, la navigation dans l’espace des qualités nécessite O(d log n) messages.
Ainsi, dans le cas où les entités sont uniformément distribuées sur E, le nombre total
de messages requis pour une opération de lookup vaut O(log n).
Supposons à présent que toutes les entités du système mesurent, pour chaque ser-
vice, la même valeur de qualité. Toutes les entités ont alors la même position dans E
et donc appartiennent au même bucket. Dans le cas où n ≥ γ, il existe une unique
cellule dans le système et toutes les entités appartiennent au même hypercube sous-
jacent. Dans ce cas, sa dimension est maximale. De manière similaire au cas précédent,
118 FixMe
Table 5.1 – Liste des notations
Notation Signification
n Nombre d’entités du système
E Espace des qualités (Section 3.1.1)
d Dimension de l’espace des qualités
ρi Longueur de l’intervalle élémentaire dans la dimension i
bi Nombre d’intervalles élémentaires dans la dimension i
Ri Distance maximale atteignable en un saut dans la dimension i
pk(j) Position dans E à l’instant k de l’entité j (Section 3.1.2)
γ Taille minimale d’un seed dans FixMe, et d’un cluster de PeerCube
Γ Taille maximale d’un cluster de PeerCube
r Rayon de cohérence (Section 3.1.1)
τ Seuil de densité (Définition 6)
ak(j) Détection d’anomalie par l’entité j à l’instant k (Définition 7)
h
Fonction de hachage utilisée pour déterminer les identifiants dans
PeerCube
B(o, r) Boule de rayon r centrée sur le point o
Wk(j)
Famille des ensembles contenant l’entité j ayant un mouvement τ -
dense maximal dans l’intervalle de temps [k − 1, k] (Section 3.3)
Jk(j)
Ensemble des entités de Dk(j) pour lesquelles j appartient à tous les
mouvements τ -dense maximaux dans l’intervalle de temps [k − 1, k]
(Section 3.3)
T
Délai nécessaire aux entités pour se replacer dans FixMe et écrire les
données nécessaires aux algorithmes de détection
on montre que le nombre total de message requis pour une opération de lookup vaut
O(log n) dans ce cas. 2
Nous venons de présenter dans les sections précédentes l’architecture de FixMe ainsi
que la complexité algorithmique de ses opérations. Dans la section suivante nous nous
intéressons à l’utilisation de cette architecture en vue de déterminer pour chaque entité
supervisée percevant une défaillance, le type de faute l’ayant provoquée.
5.5 Utilisation de FixMe pour la caractérisation de fautes
La caractérisation de fautes présentée dans les chapitres 3 et 4 repose sur la pos-
sibilité de construire pour chaque entité j ∈ [[1, n]] percevant une défaillance la famille
Wk(j) des ensembles ayant un mouvement τ -dense maximal dans l’intervalle de temps
[k − 1, k]. Ainsi, lorsqu’une entité j ∈ [[1, n]] perçoit une défaillance, il est nécessaire
de déterminer l’ensemble des entités percevant une défaillance similaire, c’est-à-dire
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les entités dont les variations de mesures de qualités sont fortement corrélés à celles
mesurées par j. Rappelons la définition de cet ensemble noté N(j) :
N(j) = {ℓ ∈ [[1, n]] \ {j} | ‖pk−1(j)− pk−1(ℓ)‖ ≤ 2r, ‖pk(j)− pk(ℓ)‖ ≤ 2r}.
L’algorithme 12 décrit comment les entités supervisées utilisent FixMe. Les entités
de FixMe effectuent des mesures de performances des services consommés à des ins-
tants discrets. Ces mesures ne sont pas nécessairement stables dans le temps et il peut
arriver qu’il y ait des variations dans ces mesures sans que celles-ci soient considérées
comme des anomalies. Lorsque les mesures effectuées par l’entité j supervisée diffèrent
des précédentes mesures effectuées, celle-ci se déplace dans FixMe et peut donc être
amenée à devoir changer de bucket. Ce déplacement consiste à déterminer le nouveau
bucket auquel l’entité j appartient. Si ce bucket appartient à une autre cellule, l’entité
j quitte sa cellule courante afin d’être insérée dans sa nouvelle cellule. La tâche 1 de
l’algorithme 12 décrit le pseudo-code nécessaire à ce déplacement.
Dans le cas où l’entité j perçoit une défaillance, la fonction de détection d’anomalie
ak(j) vaut Vrai. L’entité cherche alors à déterminer le type de faute ayant entrâıné
cette défaillance. Pour cela, j construit l’ensemble N(j) afin de déterminer la famille
Wk(j). Cet ensemble correspond à l’intersection des voisinages Nk−1(j) de j à l’instant
k − 1 avec son voisinage Nk(j) à l’instant k.
Nous utilisons les instances de PeerCube présentes dans chaque cellule comme une
mémoire partagée où chaque entité percevant une défaillance peut écrire et lire. La
lecture (opération get) et l’écriture (opération put) dans l’hypercube se fait à l’adresse
h((B, k)), où h est la fonction de hachage utilisée par PeerCube pour le placement des
entités, B correspond à un bucket et k à l’instant discret considéré.
La tâche 2 de l’algorithme 12 consiste alors à écrire le triplet (j, pk−1(j), pk(j)) à
différentes adresses h((B, k)) dans l’hypercube sous-jacent. Ces adresses correspondent
à chaque bucket B de FixMe ayant une intersection non vide avec la boule B(pk(j), 4r)
de rayon 4r centrée sur la position de j à l’instant k.
Après un délai T , suffisamment grand pour que chaque entité percevant une défaillance
se soit replacée dans FixMe et ait exécuté la tâche 2, l’entité j récupère les informa-
tions stockées aux adresses h((Bk, k)) dans l’hypercube. Ces informations constituent
un sur-ensemble des entités de N(j). On ne conserve que les entités appartenant à N(j)
(Tâche 3). Finalement, la tâche 4 exécute l’algorithme 3.
Théorème 7 L’algorithme 12 détermine pour chaque entité percevant une défaillance
le type de faute qui l’a provoqué.
Preuve On montre que les tâches 2 et 3 de l’algorithme 12 construisent l’ensemble
N(j) = Nk(j) ∩Nk−1(j).
Soit j ∈ [[1, n]] une entité percevant une défaillance dans l’intervalle de temps [k −
1, k]. L’ensemble Nk(j) est défini par Nk(j) = {ℓ ∈ Ak | ‖pk(j) − pk(ℓ)‖ ≤ 2r}. On a
donc N(j) ⊆ Nk(j) ⊆ B(pk(j), 4r).
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On considère à présent la famille de buckets B = {B ⊆ E | B ∩B(pk(j), 4r) 6= ∅}.
Par définition de cet ensemble, on a B(pk(j), 4r) ⊆
⋃
B∈B




buckets de B contiennent donc tous les éléments de Nk(j).
Par ailleurs, toutes les entités percevant une défaillance exécutent l’algorithme 12,
et donc en particulier ceux de N(j). L’entité j écrit à chaque adresse h((B, k)), ∀B ∈ B.
Par conséquent, la distance étant symétrique, toutes les entités appartenant à un bucket
de B écrivent dans le bucket Bk contenant j. La donnée située à l’adresse h((Bk, k))
contient donc tous les triplets (ℓ, pk−1(ℓ), pk(ℓ)), ∀ℓ ∈ Nk(j). D’après la définition de
N(j) = Nk(j) ∩ Nk−1(j), on a N(j) ⊆ Nk(j). Il est donc suffisant d’écrire dans ces
buckets.
Cependant, comme la famille de buckets B constitue un sur-ensemble deB(pk(j), 4r),
tous les triplets contenus à l’adresse h((Bk, k)) ne vérifient pas ‖pk(j) − pk(ℓ)‖ ≤ 2r.
D’autre part, certains éléments ne vérifient pas la condition ‖pk−1(j)− pk−1(ℓ)‖ ≤ 2r.
On ne conserve que les éléments vérifiant ces deux conditions, ce qui correspond à l’en-
semble N(j). Cet ensemble est fourni en paramètre de l’algorithme 3. Celui-ci applique
les théorèmes permettant de déterminer le type de faute ayant provoqué la défaillance
perçue par l’entité j. 2
Proposition 9 L’exécution de l’algorithme 12 nécessite O(log n) messages.
Preuve L’algorithme 12 est constitué de quatre tâches.
La tâche 1 nécessite une opération lookup (ligne 5) et d’une opération join (ligne
8). Ces deux opérations nécessitent O(log n) messages d’après les propositions 3 et 8.
La tâche 2 nécessite une opération lookup et une opération put dans PeerCube par




⌈4r/ρi⌉ buckets. Les opérations lookup, put
dans PeerCube nécessitent chacune l’envoi de Θ(log h) messages dans une instance de
PeerCube contenant h entités. On a h ≤ n. Par conséquent, la tâche 2 nécessite l’envoi
de O(log n) messages.
La tâche 3 nécessite une opération get (ligne 22) dans PeerCube. Cette opération
a le même coût qu’une opération lookup dans PeerCube : Θ(log h) messages. Comme
précédemment, on a h ≤ n, la tâche 3 nécessite donc l’envoi de O(log n) messages.
Enfin la tâche 4 ne nécessite pas l’envoi de messages. On a donc un coût total de
O(log n) messages. 2
Cet algorithme peut être simplifié dans le cas où les valeurs des mesures de qualités
sont discrètes et que le rayon de cohérence r est inférieur à la subdivision de l’espace
des qualités en buckets, c’est-à-dire si r < min
1≤i≤d
ρi. Dans ce cas, l’espace des qualités E
a une structure de grille torique.
De plus, la condition r < min
1≤i≤d
ρi implique qu’une défaillance n’impacte des entités
n’appartenant qu’à un seul bucket exactement. Par conséquent, l’algorithme permettant
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Algorithme 12 : j.updatePosition(k :round)
Entrées : T : délai nécessaire au replacement des entités dans FixMe.
Sorties : L’entité p est replacée dans le bucket contenant sa position actuelle. Si
p perçoit une défaillance dans l’intervalle de temps [k − 1, k], la faute
associée est caractérisée au moyen de l’algorithme 3, 4 ou 5.
1 début
2 tâche 1
3 k ← k + 1;
4 Bk ← j.bucket(pk(j)) ;
5 Ck ← j.lookup(pk(j));





11 si ak(j)=Vrai alors
12 tâche 2
13 pour chaque B ⊆ E,B ∩B(pk(j), 2r) 6= ∅ faire
14 key← h((B, k));
15 C ← j.lookup(B);
16 j.put(C,key,(j, pk−1(j), pk(j)));
17 fin
18 fin
19 attendre pendant T;
20 tâche 3
21 key← h((Bk, k));
22 L← j.get(key);
23 N(j)← {(ℓ, pk−1(ℓ), pk(ℓ)) ∈ L | ℓ 6= j, ‖pk−1(j)− pk−1(ℓ)‖ ≤








Algorithme 13 : j.updatePosition(k :round)
Entrées : T : délai nécessaire au replacement des entités dans FixMe.
Sorties : L’entité p est replacée dans le bucket contenant sa position actuelle. Si




3 k ← k + 1;
4 Bk−1 ← j.bucket(pk−1(j)) ;
5 Bk ← j.bucket(pk(j)) ;
6 Ck ← j.lookup(pk(j));





12 si ak(j)=Vrai alors
13 tâche 2
14 key← h((Bk−1, Bk, k));




19 attendre pendant T;
20 tâche 3
21 n← p.get(cell,key);
22 si n ≤ τ alors
23 faulttype ← Isolated;
24 sinon
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de déterminer si l’entité perçoit une défaillance due à une faute isolée ou à une faute
massive peut être simplifié. Cette version simplifiée est fournie dans l’algorithme 13.
De manière similaire à l’algorithme 12, l’algorithme 13 est décomposé en trois tâches.
Comme précédemment, dans la première tâche, l’entité supervisée effectue ces mesures
de performance et se déplace éventuellement d’un bucket Bk−1 à un autre bucket Bk
pouvant nécessiter le changement de cellule.
Si la variation de mesure est perçue comme une anomalie, alors la fonction ak(j)
retourne Vrai et les tâches 2 et 3 sont exécutées. Contrairement à l’algorithme 12,
l’entité incrémente un compteur situé à l’adresse h((Bk−1, Bk, k)) dans l’hypercube
sous-jacent.
Après un délai T , suffisamment grand pour que chaque entité se soit replacée dans
FixMe et ait exécuté la tâche 2, l’entité j récupère la valeur du compteur situé à l’adresse
h((Bk−1, Bk, k)). Si cette valeur est supérieure au seuil de densité τ , l’entité perçoit une
défaillance due à une faute massive. Sinon, la valeur du compteur situé à cette adresse
est inférieure à τ , cette défaillance est due à une faute isolée.
Théorème 8 Si les mesures de qualité effectuées par les entités supervisées ont des
valeurs discrètes dans E : ∀1 ≤ i ≤ d, qi,k(j) ∈ {0, ρi, 2ρi, . . . , 1} et si le rayon de
cohérence r vérifie r < min
1≤i≤d
ρi alors l’algorithme 13 détermine pour chaque entité
percevant une défaillance le type de faute qui l’a provoqué.
Preuve Par hypothèse du théorème, les entités sont placées dans E selon une grille
discrète. De plus, on a r < min
1≤i≤d
ρi. Cela signifie donc que seules les entités situées à la
même position discrète peuvent être impactées par une même faute.
Supposons qu’à l’instant k, seul un ensemble S de m ≤ τ entités supervisées ap-
partiennent au bucket Bk−1 et perçoivent une défaillance due à une même faute isolée.
Ces entités se déplacent dans un autre bucket Bk. Pour chacune de ces entités ℓ, on a
ak(ℓ) =Vrai. Cet ensemble a donc un mouvement non τ -dense.
Par hypothèse de la preuve, seules ces entités se sont déplacées de Bk−1 à Bk. Pour
chaque entité ℓ ∈ S, on a Wk(ℓ) = ∅. Par application du théorème 2, ces entités sont
impactées par une faute isolée. Par application de l’algorithme 13, chacun des entités de
S écrit à l’adresse h((Bk−1, Bk, k)) dans l’hypercube de la cellule contenant Bk. Après
le délai T , toutes les entités de S lisent la même valeur |S| à l’adresse h((Bk−1, Bk, k)).
On a |S| ≤ τ , l’algorithme 13 retourne alors Isolated.
Supposons à présent qu’à l’instant k, seul un ensemble S de m > τ entités super-
visées appartiennent au bucket Bk−1 et perçoivent une défaillance due à une même
faute massive et se déplacent dans un autre bucket Bk. Pour chacune de ces entités
ℓ, on a ak(ℓ) =Vrai. Cet ensemble a donc un mouvement τ -dense. De plus, comme
on a r < min1≤i≤d ρi, S est le seul ensemble ayant un mouvement τ -dense auquel
appartiennent les entités de S.
On a donc ∀ℓ ∈ S, Jk(ℓ) = S. Par application du théorème 3, ces entités sont
impactées par une faute massive. Par application de l’algorithme 13, chacun des entités
de S écrit à l’adresse h((Bk−1, Bk, k)) dans l’hypercube de la cellule contenant Bk. Après
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le délai T , toutes les entités de S lisent la même valeur |S| à l’adresse h((Bk−1, Bk, k)).
On a |S| > τ , l’algorithme 13 retourne alors Massive.
Les deux derniers cas à considérer ne respectent pas les hypothèses du modèle. En
effet, le cas où m > τ entités se déplaçant de Bk−1 à Bk perçoivent une défaillance due
à des fautes isolées viole la condition C1 de la définition 8. De la même manière, le cas
où m > τ entités perçoivent une défaillance due à des fautes massives et m′ ≤ τ entités
perçoivent une défaillance due à des fautes isolées se déplaçant de Bk−1 à Bk viole la
condition C2 de la définition 8. 2
Proposition 10 L’exécution de l’algorithme 13 nécessite O(log n) messages.
Preuve De manière similaire à l’algorithme 12, l’algorithme 13 nécessite une opération
lookup (ligne 6) et une opération join (ligne 9). Ces deux opérations nécessitent
O(log n) messages d’après les propositions 3 et 8.
La tâche 2 nécessite une opération lookup, une opération get et une opération put
dans PeerCube. Chacune des opérations lookup, put et get dans PeerCube nécessite
l’envoi de O(log n) messages dans une instance de PeerCube contenant h entités.
La tâche 3 nécessite une opération get (ligne 21) dans PeerCube de coût O(log n).
On a donc un coût total de O(log n) messages. 2
5.6 Discussion
L’algorithme des κ-moyennes [HW79] est un algorithme de partitionnement de
données basé sur la distance. L’algorithme partitionne un ensemble de points S en
différents clusters en fonction d’une mesure de distance D. C’est une méthode dont
le but est de diviser des observations en κ parties disjointes dans lesquelles chaque
observation appartient à la partie ayant la moyenne la plus proche de l’observation
considérée.
Étant donné un ensemble d’entités S = [[1, n]] placées dans E = [0, 1]d l’algorithme
κ-moyennes partitionne les n observations en κ ensembles Σ1,Σ2, . . . ,Σκ (κ ≤ n). On
utilise ici la mesure de distance induite par la norme infinie.
L’algorithme est initialisé avec un ensemble de κ points référents R = {m1, . . . ,mκ}.
L’algorithme construit alors les ensembles suivants.
Σi = {j ∈ S | ‖j −mi‖ ≤ ‖j −mℓ‖∀ℓ ∈ [[1, κ]]}.
Les points référents mi sont replacés à la position de l’isobarycentre des entités de Σi.
On a :






Ce processus est répété jusqu’à ce que les points mi soient stables.
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Exemple 21 La figure 5.8 illustre le déroulement de cet algorithme. Le système est
composé de n=35 entités consommant d=2 services. Ces entités sont placées dans l’es-
pace des trajectoires T = [0, 1]2 comme illustré sur la figure 5.8(a). L’algorithme est
initialisé en choisissant uniformément κ = 4 positions pour les référents parmi celles
des entités présentes dans le système. Les positions des référents sont représentées avec
des carrés de couleur sur la figure 5.8(b). On associe à chacune des n entités, le point
référent mi le plus proche. Cette association construit alors les clusters représentés sur
la figure 5.8(c). Les points référents sont replacés en fonction des entités de leur clus-
ter (figure 5.8(d)). Ce processus est répété (figure 5.8(e)) jusqu’à ce que les points mi
soient stables (figure 5.8(f)).
Il existe un nombre fini de partitions en κ parties d’un ensemble de n éléments. De
plus, chaque itération de l’algorithme fait strictement diminuer la distance moyenne
entre le point référent et les positions des entités de son cluster. L’algorithme converge
donc toujours en temps fini. Cependant, l’algorithme ne converge que vers un minimum
local.
La figure 5.9 illustre ce point. Étant donné le même système composé de n=35 entités
consommant d=2 services aux mêmes positions, on initialise à présent l’algorithme avec
κ = 4 autres entités. La figure 5.9 illustre alors le déroulement de l’algorithme dans ce
cas. On constate sur la figure 5.9(f) que la partition finale diffère de celle illustrée dans
la figure 5.8(f). L’algorithme des κ-moyennes est donc très sensible à son initialisation.
D’autre part, le paramètre κ est fondamental pour cet algorithme. La figure 5.10
illustre le résultat de cet algorithme sur le même système que précédemment. On
constate que si le paramètre κ est mal positionné, l’algorithme ne réussit pas à exhiber
une partition en adéquation avec le placement des entités dans l’espace des trajectoires.
Il n’est pas évident de trouver une valeur de ce paramètre en fonction de la répartition
des entités dans l’espace des qualités. De plus, la position des entités dans l’espace
des qualités évoluant à chaque instant discret, la valeur idéale du paramètre κ est sus-
ceptible d’évoluer aussi. La figure 5.11 illustre l’évolution de la valeur idéale de κ à
différents instants discrets.
Le partitionnement de l’espace des qualités en buckets utilisé par FixMe nous permet
de nous affranchir du paramètre κ. Les buckets suffisamment peuplés passent à l’état
de seed et se comportent alors comme les référents de l’algorithme κ-moyennes. La
figure 5.12 illustre ce comportement sur le système décrit dans la figure 5.11. Le système
est composé de 35 entités consommant d = 2 services. Les entités sont placées dans
FixMe en fonction de leurs mesures de qualités. FixMe partitionne l’espace des qualités
en cellules en fonction de la présence des seeds. À l’instant k− 1, 4 seeds sont présents
dans le système et l’espace est divisé en 4 cellules. À l’instant k, 4 entités ont perçu une
variation de qualité et se sont replacées dans FixMe. Un nouveau seed et une nouvelle
cellule sont créées. Le partitionnement de l’espace des qualités permet à FixMe de
s’adapter dynamiquement au placement des entités dans l’espace des qualités et ainsi
de s’affranchir du paramètre κ présent dans l’algorithme des κ-moyennes.
L’algorithme κ-moyennes effectue une décomposition de Voronoi de l’espace des
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Figure 5.12 – Évolution de FixMe en fonction de la position des entités.
à chaque instant qu’une entité appartient à la cellule régie par le référent le plus proche.
Cette décomposition impose donc de connâıtre pour chaque référent le polyèdre qu’il
gère ainsi que l’ensemble des entités appartenant à ce polyèdre. L’ajout d’un nouveau
référent peut engendrer dans le pire des cas une redéfinition de chacun des polyèdres
gérés par les référents existants ainsi qu’un changement de cluster pour un certain
nombre d’entités. Cette approche peut donc s’avérer coûteuse lorsque le nombre de
référents varie au cours du temps.
Comme nous l’avons vu, FixMe s’adapte dynamiquement au placement des entités
dans l’espace des qualités et partitionnant l’espace E en cellules en fonction de la
présence de seeds. À l’apparition d’un nouveau seed, la cellule C contenant ce nouveau
seed est scindée en deux nouvelles cellules C1, C2 telles que C = C1∪C2. On a alors un
partitionnement hiérarchique de l’espace des qualités qui diffère de celui effectué par l’al-
gorithme κ-moyennes. Cependant, la structure des cellules de FixMe n’est présente que
pour réduire les informations nécessaires aux entités pour se déplacer dans l’overlay. Par
conséquent, le partitionnement de FixMe ne dégrade pas la qualité de la caractérisation
effectuée par les algorithmes 12 et 13. De plus les autres cellules de FixMe ne sont pas
impactées par l’apparition du nouveau seed rendant ainsi l’opération moins coûteuse
que dans l’algorithme κ-moyennes.
5.7 Conclusion
Nous avons présenté dans ce chapitre FixMe une architecture auto-organisée dyna-
mique et scalable permettant à des entités supervisées de trouver efficacement d’autres
entités aux perceptions similaires. Cette architecture est décomposée en deux niveaux.
Le premier gère l’espace des qualités et celui-ci est partitionné en cellules en fonction de
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la forte présence d’entités dans différentes parties de cet espace. Le second niveau quant
à lui organise les entités présentes dans une même région de l’espace au sein d’une DHT
PeerCube. Les propriétés combinées de ces deux niveaux permettent ainsi d’obtenir une
structure auto-organisante et tolérante au dynamisme des entités du système. La re-
cherche de ces entités aux perceptions similaires permet ainsi d’appliquer le modèle et
les algorithmes décrits dans le chapitre 3.
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goTel, pages 1–4, mai 2013.
[EJ01] D. Eastlake et P. Jones : US Secure Hash Algorithm 1 (SHA1). Rapport
technique, IETF, 2001.
[HW79] J. A. Hartigan et M. A. Wong : Algorithm AS 136 : A K-Means Cluste-
ring Algorithm. Journal of the Royal Statistical Society. Series C (Applied
Statistics), 28(1):100–108, 1979.
[LSW06] T. Locher, S. Schmid et R. Wattenhofer : eQuus : A Provably Ro-
bust and Locality-Aware Peer-to-Peer System. Dans Proceedings of the 6th
IEEE International Conference on Peer-to-Peer Computing, P2P, pages 3–
11, 2006.
[RFH+01] S. Ratnasamy, P. Francis, M. Handley, R. Karp et S. Shenker : A
Scalable Content-addressable Network. Dans Proceedings of the Conference
on Applications, Technologies, Architectures, and Protocols for Computer
Communications, SIGCOMM, pages 161–172, 2001.
[SMK+01] I. Stoica, R. Morris, D. Karger, M. F. Kaashoek et H. Balakrish-
nan : Chord : A Scalable Peer-to-peer Lookup Service for Internet Applica-
tions. SIGCOMM Computer Communication Review, 31(4):149–160, août
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Chapitre 6
Étude locale de PeerCube
Nous avons présenté dans le chapitre précédent l’architecture de FixMe. Celle-ci
permet de fournir aux entités supervisées la capacité de trouver efficacement d’autres
entités effectuant des mesures de qualités similaires et percevant ainsi les mêmes varia-
tions de mesure, en vue d’appliquer les théorèmes décrits dans le chapitre 3.
FixMe partitionne l’espace des qualités E en buckets et cellules. Les buckets conte-
nant plus de γ entités sont appelés seeds. Les entités des seeds s’organisent au sein d’une
DHT PeerCube et gèrent les entités présentes dans la cellule. Cette DHT est nécessaire
à notre approche pour quatre raisons.
Tout d’abord elle permet de gérer la population au sein de la cellule. De plus, elle est
résistante au churn, c’est-à-dire à la propension des entités à entrer et sortir de celle-
ci. Ensuite, elle permet de stocker de l’information qui est utilisée pour caractériser
le type de faute induisant une défaillance perçue par des entités supervisées. Enfin,
cette DHT est résistante aux comportements byzantins, c’est-à-dire que PeerCube as-
sure la connectivité de sa structure ainsi que l’exécution des recherches dans la DHT
malgré la présence d’entités ayant un comportement arbitraire par rapport au protocole
PeerCube.
Dans ce chapitre, nous présentons une évaluation de PeerCube en présence d’un
adversaire visant à mettre en défaut le protocole de PeerCube et ainsi remettre en
cause la possibilité d’effectuer des recherches, lectures et écritures dans cette DHT.
Après une présentation plus en profondeur de PeerCube, nous décrivons le modèle de
l’adversaire employé ainsi que la modélisation de sa stratégie. Nous étudions ensuite
l’impact de cette stratégie sur les clusters de PeerCube.
6.1 Fonctionnement de PeerCube
On considère un ensemble de n entités munies d’une identité unique issue d’une
fonction de hachage h. Ces entités s’organisent dans FixMe comme l’illustre la figure 6.1.
Considérons une cellule de FixMe, et supposons qu’elle est peuplée de h ≤ n entités à
l’instant k. Ces h entités s’organisent alors au sein d’une instance PeerCube.
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Figure 6.1 – Les deux niveaux de FixMe : l’espace des qualités partitionné en cellules
selon la présence de seed et les DHT gérant la population de chaque seed.
6.1.1 Clusters
Dans PeerCube, les entités sont regroupés en clusters identifiés par un label. Chaque
cluster contient un ensemble d’entités dont la taille est comprise entre γ et Γ = log h.
Afin de limiter les coûts de maintenance de cette structure seul un sous-ensemble des
entités du cluster, appelé core, maintient les informations nécessaires à la gestion des
entités du cluster. Cet ensemble est de taille fixe γ et forme une clique. Les entités du
cluster n’appartenant pas au core forment le spare. Ces conditions sont décrites dans
la propriété 3.
Propriété 3 (Structure) Soit C un cluster de PeerCube, celui ci est composé de deux
sous-ensembles C et S tels que :
— C = C ∪ S
— |C| = γ
— γ < |C| < Γ.
Exemple 22 La figure 6.2 illustre la décomposition d’un cluster en core et spare. Le
cluster est composé de 12 entités. Le core est constitué des γ = 7 entités bleues formant
une clique au centre et le spare de 5 entités rouges sur la couronne extérieure.
D’autre part, les entités sont regroupées au sein d’un cluster en fonction de leur
identifiant. L’identifiant d’une entité est issu d’une la fonction de hachage h. Une fonc-
tion de hachage est une fonction qui projette une donnée fournie en entrée dans un
espace de taille réduite. Par exemple, la fonction SHA-1 [EJ01] projette une donnée
quelconque dans [[0, 1]]160. Les identifiants des entités sont représentés par une châıne
binaire.
Chaque cluster est identifié de manière unique par un label. Ce label vérifie les deux
propriétés 4 et 5 suivantes.












Core du cluster de taille γ. Les
entités du core forment une clique
et assurent la gestion du cluster
ainsi que la structure de PeerCube.
Spare du cluster. Les entités du
cluster n’appartenant pas au core
appartiennent au spare. Ces en-
tités sont invisibles du reste du
système. Le spare agit comme un
réservoir d’entités permettant d’ab-
sorber le dynamisme du système.
Figure 6.2 – Structure d’un cluster de 12 entités avec γ = 7.
Propriété 4 (Appartenance) Soit C un cluster de PeerCube, pour toute entité p de
C, le label de C préfixe l’identifiant de p.
Propriété 5 (Non-inclusion) Soit C un cluster de PeerCube, pour tout cluster C′ de
PeerCube, le label de C′ 6= C ne préfixe pas celui de C.
La propriété 4 assure que chaque entité du système appartient à un unique cluster
tandis que la propriété 5 assure que les clusters forment une partition de l’ensemble des
entités présentes dans le système.
Le label d’un cluster est défini par le plus court préfixe d’identifiant commun partagé
par les entités présentes dans le cluster et tel que la propriété 5 de non-inclusion soit
satisfaite.
Exemple 23 Considérons une instance PeerCube et un cluster labellisé ”011” dans
celle-ci. Dans ce cas, toutes les entités présentes dans ce cluster ont un identifiant
débutant par ”011”. De plus, toutes les entités ayant un identifiant débutant par ”011”
appartiennent à ce cluster. Enfin, aucun cluster de cette instance de PeerCube ne peut
avoir pour label ”0”, ”01” ou tout autre label commençant par ”011”.
6.1.2 Opérations de PeerCube
Le cluster constitue l’entité élémentaire de PeerCube. Les clusters se créent et dis-
paraissent en fonction de la population présente dans PeerCube. Ces clusters s’auto-
organisent en fonction du label de chacun.
Topologie Le label d’un cluster détermine la position de ce cluster dans la topologie
globale. La topologie de PeerCube est basée sur un hypercube. Deux clusters C1 et C2 de
labels respectifs L1 , L2 sont voisins dans cet hypercube si la distance de Hamming entre
leurs labels respectifs vaut 1. Cette distance compte le nombre de bits pour lesquels
L1 et L2 diffèrent. La figure 6.3(a) représente une instance de PeerCube composée de
8 clusters. Les labels de ces clusters sont codés sur 3 bits de ”000” à ”111”.
Nous décrivons à présent les opérations régissant le comportement des clusters.



















Figure 6.3 – Structure et recherche dans PeerCube.
Opération lookup La procédure classique de lookup sur un hypercube allant d’un
sommet v1 à un sommet v2 consiste à modifier successivement les bits du label v1 qui
diffèrent de celui de v2 pour obtenir finalement le label de v2.
Exemple 24 La figure 6.3(b) illustre le déroulement de l’opération lookup sur la topo-
logie précédente. Considérons qu’une entité du cluster labellisé ”011” souhaite effectuer
une opération lookup sur un identifiant préfixé par ”110”. La distance de Hamming
entre ces deux labels vaut 2, les clusters correspondants ne sont donc pas voisins dans
PeerCube.
Les entités du core du cluster labellisé ”011” modifient le premier bit du label du
cluster qui diffère du label cible (”110”). On obtient alors ”111”. Une requête de lookup
est envoyée au cluster labellisé ”111”. Le core de ce cluster modifie le premier bit de
”111” qui diffère du label cible et obtient ”110”. Les entités du core font suivre la requête
de lookup au core du cluster ”110”. La requête est arrivée à destination.
Cette opération lookup est la version la plus simple permettant de trouver un
cluster dans la topologie PeerCube. Une seconde version sera présentée et évaluée dans
le chapitre 7.
Opération join Lorsqu’une entité p entre dans le système, celle-ci doit trouver le
cluster C auquel elle appartient. Elle contacte donc une entité q déjà présente dans
PeerCube. Cette entité effectue alors une opération lookup afin de déterminer le cluster
dont le label préfixe l’identifiant de p. L’entité p est alors insérée dans le spare de C. La
figure 6.4 illustre l’état d’un cluster avant et après une opération join. Le core reste
inchangé tandis que le spare comporte une entité supplémentaire.
Opération split Suite à l’ajout d’une entité dans le cluster C labellisé L, la taille de
ce cluster peut atteindre Γ. Dans ce cas, le cluster est scindé en deux nouveaux clusters
C1 et C2 labellisés respectivement L0 et L1.





















Figure 6.4 – Ajout d’une entité dans un cluster.
Le label L0 est obtenu en concaténant le label initial L avec ”0”. Le label L1 s’obtient
en concaténant le label inital L avec ”1”. La taille du plus petit préfixe commun est
augmentée afin de respecter la condition de population. Les entités de C sont alors
insérées dans C1 ou C2 suivant leur identifiants. Chacun des deux nouveaux clusters
gère alors la moitié de l’espace des identifiants précédemment géré par C.
Cependant, il peut arriver qu’un des deux clusters C1, C2 ne vérifie pas la condition
de population. En effet, les identifiants des entités sont issus d’une fonction de hachage.
Par conséquent, il peut arriver que Γ entités aient des identifiants préfixés par L, tandis
que moins de γ d’entre elles aient un identifiant préfixé par L0 (ou L1). Dans ce cas,
le cluster C n’est pas scindé en deux nouveaux clusters C1 et C2. La taille de C dépasse
temporairement Γ. Dès que chaque nouveau cluster vérifie la condition de population,
le cluster C est scindé. Cette situation se produit très rarement, par conséquent, nous
l’ignorerons dans notre modélisation du protocole.
Exemple 25 La figure 6.5 illustre le déroulement de cette opération. Considérons la
figure 6.5 et supposons γ = 7,Γ = 23. Le cluster C représenté est initialement composé
de |C| = 22 entités. L’entité p rejoint dans le cluster, celle-ci est insérée dans le spare.
Le cluster comporte alors |C| = 23 entités : il est sur-peuplé. Le cluster doit donc être
scindé en deux nouveaux clusters C1 et C2. La séparation des entités dans chacun des
nouveaux clusters est faite suivant l’identifiant de chaque entités. Par conséquent, les
deux nouveaux clusters n’ont pas nécessairement une taille identique. Les deux nouveaux
clusters sont de tailles respectives |C1| = 13 et |C2| = 10.
Opération leave Lorsqu’une entité p quitte le système, deux cas se présentent. Tout
d’abord, si p appartient au spare du cluster, l’entité est simplement supprimée du spare.
De cette manière, le départ de p est transparent du point de vue du reste du système. Le
spare joue alors le rôle d’un réservoir d’entités permettant la diminution des messages
de mise à jour nécessaire pour le maintien de la cohérence de la structure et absorbant
ainsi un partie du dynamisme des entités.
À l’inverse, si p appartient au core du cluster, l’entité p est supprimée du core. Dans
ce cas, le core est sous-peuplé, il faut donc renouveler sa composition. On désigne par
Pφ, 1 ≤ φ ≤ γ, le protocole de PeerCube décrivant ce renouvellement.






































L’entité p est insérée



















Le cluster C est sur-peuplé,






















C1 et C2 sont créés.
Figure 6.5 – Ajout d’une entité dans un cluster et création de deux nouveaux clusters.
Ici, γ = 7,Γ = 23
Adversaire 137
La procédure de renouvellement consiste à sélectionner φ − 1 entités du core et à
la placer temporairement dans le spare. Ensuite, φ entités présentes dans le spare sont
sélectionnées pour faire partie du core. Le core comporte de nouveau γ entités. L’impact
du paramètre φ est étudié dans ce chapitre.
Exemple 26 La figure 6.6 illustre le déroulement de l’opération de renouvellement du
core du cluster dans le cas où γ = 7 et φ = 4. Initialement, le cluster C est com-
posé de 13 entités avec γ = 7. Une entité du core quitte le cluster, celui-ci ne contient
plus γ entités, il faut donc renouveler sa composition. La procédure de renouvelle-
ment sélectionne aléatoirement φ− 1 entités du core pour les insérer dans le spare. La
procédure sélectionne ensuite φ entités présentes dans le spare pour les placer dans le
core. À la fin de la procédure, le core est de nouveau constitué de γ entités. Deux entités
initialement présentes dans le core sont à présent situées dans le spare du cluster, tan-
dis que trois entités présentes dans le spare initialement se retrouvent à présent dans
le core de celui-ci.
Opération merge Suite au départ d’une entité du cluster C1 labellisé L0, la taille du
cluster peut atteindre γ. Dans ce cas, le cluster est fusionné avec le cluster C2 labellisé
L1. Le préfixe du nouveau cluster est obtenu en calculant le préfixe commun L aux
deux labels L0 e L1. Le nouveau cluster C est alors labellisé L et son core comporte les
entités du core de C2. Les entités du spare de C2 et du core de C1 forment le spare de C.
Il peut arriver que le cluster labellisé L1 n’existe pas. En effet, ce cluster a pu être
scindé en deux nouveaux clusters. Dans ce cas, le cluster C1 est fusionné avec l’ensemble
des clusters dont les labels sont préfixés par L1.
Exemple 27 La figure 6.7 illustre le déroulement de cette opération. Considérons le
cluster C1 : l’entité présente dans le spare de C1 quitte le cluster. On a alors |C1| = 7 = γ,
le cluster doit fusionner avec le cluster C2 représenté à droite de C1. Un nouveau cluster
C est créé dont le core est composé des entités du core de C2. Le spare est composé des
entités restantes de C1 et du spare de C2.
6.2 Adversaire
Comme nous l’avons dit la présence de fautes est inévitable. En particulier, il peut
arriver que des entités supervisées ne suivent plus le protocole défini. On parle alors de
faute byzantine. Nous étudions dans ce chapitre la résilience de PeerCube en présence
de telles fautes.
Nous considérons par la suite un adversaire cherchant à manipuler le système. Celui-
ci contrôle totalement un sous-ensemble des entités supervisées. Les entités contrôlées
par l’adversaire sont dites malveillantes. À l’inverse, une entité exécutant le proto-
cole PeerCube est appelée entité honnête. Une entité honnête ne peut pas distinguer
une autre entité honnête d’une entité malveillante. Le cas où les entités malveillantes





















Le core de C est sous-peuplé, le procédure













φ − 1 entités du core sont choisies












φ entités du spare sont choisies
aléatoirement et placées dans le core.
Figure 6.6 – Renouvellement de la composition du core suite au départ d’une entité
























Le spare de C1 est vide,
























Les entités de C1 sont
ajoutées au spare de C2,
le label de C2 est modifié.
Figure 6.7 – Suppression d’une entité dans un cluster et fusion des clusters.
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Notation Signification
n Nombre d’entités présentes dans le système
h
Nombre d’entités présentes dans la cellule FixMe courante (i.e., dans
l’instance PeerCube considérée)
h
Fonction de hachage utilisée pour déterminer les identifiants dans
PeerCube
γ Taille minimale d’un cluster
Γ Taille maximale d’un cluster
C = {C, S} Cluster composé d’un core C de taille γ et d’un spare S
∆ = Γ− γ Taille maximale du spare
Pφ
Protocole de renouvellement du core dans lequel suite au départ d’une
entité de celui-ci
c Seuil de pollution d’un cluster
Table 6.1 – Liste des notations
agissent en collusion représente le pire cas permettant d’étudier la tolérance aux fautes
du système.
Nous considérons que cet adversaire contrôle une proportion µ (0 ≤ µ < 1) des n
entités du système. L’adversaire est donc susceptible de contrôler à un instant donné
un nombre µn > µh d’entités dans l’instance PeerCube considérée.
Nous faisons l’hypothèse ici de l’utilisation d’outils de cryptographie empêchant
une entité malveillante de se forger diverses identités. De plus, les entités malveillantes
n’ont aucun contrôle sur les messages échangés entre entités honnêtes. En revanche, ces
entités ont un contrôle total sur les messages qu’elles émettent ou reçoivent.
6.2.1 Identifiants
Il a été montré dans [AS07] que les overlays structurés ne peuvent résister à un
adversaire que s’ils assurent les deux propriétés suivantes :
- Uniformité : les identifiants des entités dans l’espace d’adressage sont distribués
uniformément
- Dynamicité : aucune entité ne peut rester indéfiniment dans une même région
de l’espace d’adressage.
Afin d’implémenter ces deux conditions dans PeerCube, on introduit une durée de
vie pour chaque identifiant. Ces identifiants vérifient les quatre propriété suivantes :
1. les identifiants ont une durée de vie limitée,
2. les identifiants ne peuvent pas être forgés,
3. les identifiants sont imprédictibles,
4. les identifiants sont vérifiables par une autre entité.
Une implémentation possible de ces identifiants consiste à attribuer par une autorité
de certification un certificat X.509 [HFPS99] à chaque entité p du système. Ainsi, les
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identifiants ne peuvent être forgés par une entité du système. L’identifiant initial id0p
est ensuite obtenu en appliquant la fonction de hachage h sur l’un des champs de ce
certificat. L’utilisation de la fonction de hachage assure ainsi l’uniformité des identifiants
sur l’espace d’adressage et rendent les identifiants imprédictibles.
Nous souhaitons forcer les entités du système (honnêtes comme malveillantes) à se
replacer régulièrement dans le système. De cette manière, aucune entité ne peut rester
indéfiniment dans une même région de l’espace d’adressage. L’autorité de certification
ajoute au certificat un date de création t0, correspondant à la date d’obtention du
certificat. Le certificat est inaltérable par une entité malveillante.
On fixe de plus une durée de vie ℓ aux identifiants. Ainsi, à l’instant t, une entité p
utilise son i-ème identifiant idip = h(id
0
p × i), avec i = ⌈(t − t0)/ℓ⌉. Par conséquent, la
validité de cet identifiant expire à l’instant t = t0 + iℓ. L’intervalle de temps [t0 + (i−
1)ℓ, t0 + iℓ] représente la fenêtre de validité du i-ème identifiant.
Toute entité du système peut lire le certificat d’une autre entité. Ainsi, une entité
p peut confirmer la validité de l’identifiant d’une autre entité q en calculant son i-ème
identifiant idiq. On a alors la propriété suivante :
Propriété 6 (Durée de vie des identifiants) Soient C un cluster de PeerCube la-
bellisé L et p une entité du système. L’entité p appartient au cluster C à l’instant t si
et seulement si l’identifiant de p est valide à l’instant t et si L préfixe cet identifiant.
Si une entité q ∈ C arbore un identifiant invalide ou périmé et qu’une autre entité
p du cluster C en prend conscience en vérifiant la validité de cet identifiant, p rompt
le lien de communication avec q. Ceci a pour effet de forcer l’entité q à recalculer un
nouvel identifiant valide et donc à se replacer dans le système conformément à ce nouvel
identifiant.
Ce calcul d’identifiants repose sur les horloges locales de chaque entité du système.
Ces horloges n’ont qu’une synchronisation légère (par exemple NTP [MMBK10]). Par
conséquent, une entité p ∈ C honnête peut utiliser son i-ème identifiant idip tandis que
les autres entités du cluster C la jugent invalide.
Afin de prendre en compte cette faible synchronisation des horloges, on autorise
que deux identifiants consécutifs idip et id
i+1
p soient considérés comme valides au même
instant t. Plus précisément, étant donné w la déviation maximale d’horloge entre deux
entités correctes, avec w << ℓ, il existe un intervalle de temps de longueur w tel que les
deux identifiants idip et id
i+1
p de p ∈ C soient considérés comme valides par les autres
entités q ∈ C. On a alors :
i = ⌈(t− w/2− t0)/ℓ⌉ et i+ 1 = ⌈(t+ w/2− t0)/ℓ⌉.
La figure 6.8 illustre cette marge de tolérance. L’axe du temps est découpé en inter-
valles de longueur ℓ. Le i-ème intervalle correspond à la durée de validité de l’identifiant
idip de l’entité p. Les intervalles grisés représentent la marge de tolérance de validité ad-
ditionnelle pour les identifiants. Cette tolérance intervient dans un intervalle de temps
de longueur w/2 avant le début effectif de la validité de l’indetifiant idip et après la
péremption de celui-ci.









Tolérance de validité pour idip Tolérance de validité pour id
i+1
p
Figure 6.8 – Intervalles de validité des identifiants successifs de l’entité p.
Forcer les entités du système à se replacer régulièrement au sein de celui-ci induit
une hyper-activité du système appelée churn induit. Nous étudions dans ce chapitre
l’impact du churn induit sur le comportement des clusters de PeerCube.
6.2.2 Stratégie de l’adversaire
La gestion des entrées/sorties au niveau du cluster peut-être assurée au moyen
d’algorithmes de consensus tolérants aux byzantins, permettant ainsi d’assurer la mise à
jour des tables de routage et de la composition des entités du cluster, même en présence




messages afin d’effectuer un consensus entre m entités. Dans notre cas, seules les entités
du core sont concernées par l’utilisation de ce type d’algorithme. Le core est de taille
constante γ ≪ h < n, l’utilisation de ce type d’algorithme n’est donc pas trop coûteuse
dans notre cas.
Malgré l’utilisation d’algorithmes de consensus tolérants aux byzantins, la présence
d’entités malveillantes peut amener les clusters à avoir un comportement erroné. En
effet, dès qu’un quorum d’entités malveillantes est réuni au sein du core d’un cluster,
celui-ci peut imposer les décisions prises lors des algorithmes de consensus exécutés
pour la mise à jour des tables de routage ou de la vue du cluster.
Dans le cas du modèle de défaillances byzantines authentifié, la présence de ⌊(γ −
1)/2⌋+1 entités malveillantes au sein d’une population de γ entités est suffisante pour
empêcher les entités honnêtes d’imposer leur décision. Lorsque ce quorum est atteint,
on dit que le cluster est pollué, sinon le cluster est dit sain. Nous notons c = ⌊(γ−1)/2⌋
le seuil de pollution.
Afin de maximiser la probabilité de pollution des clusters, l’adversaire ne retire
jamais ses entités malveillantes du système. Ainsi, elles restent à une même place le
plus longtemps possible augmentant ainsi la proportion locale d’entités malveillantes
et donc la possibilité de corrompre un cluster. Cependant, il peut arriver que le départ
d’une entité malveillante du core engendre un renouvellement de celui-ci permettant
ainsi de corrompre le cluster.
Afin de décider s’il doit forcer le départ d’une entité malveillante, l’adversaire estime
la probabilité d’augmenter la représentation des entités malveillantes au sein du core.
Adversaire 143
Étant donné un cluster C dont le core contient x entités malveillantes et le spare y,
l’adversaire calcule la probabilité d’atteindre tous les états où la proportion d’entités
malveillantes au sein du core est plus importante que dans l’état actuel.
Si cette probabilité est supérieure à un paramètre η fixé de l’adversaire, alors celui-
ci déclenche le départ d’une entité malveillante. Le paramètre η représente la marge
d’erreur que l’adversaire tolère à défaut de pouvoir avoir un contrôle total sur le cluster.
Ce paramètre peut être assimilé au risque statistique fixé par l’adversaire. Cette décision
est décrite formellement par la règle suivante :
Règle 1 (Stratégie des départs) Soit C = {C, S} un cluster dont le core C contient
0 < x ≤ c entités malveillantes et le spare S contient y > 1 entités malveillantes. Étant
donné 0 < η < 1, l’adversaire décide de retirer une entité malveillante du core si :
Pr {|{entités malveillantes dans C après renouvellement}| > x} > 1− η. (6.1)
Dans le cas où φ = 1, le protocole Pφ choisit une unique entité dans le spare
pour compenser le départ d’une entité du core. Par conséquent, l’adversaire peut au
mieux conserver le même nombre d’entités malveillantes au sein du core. Dans ce cas,
cette règle n’est jamais appliquée. Dans le cas où φ > 1, l’entité malveillante ayant
l’identifiant le plus proche de son instant d’expiration est choisie pour quitter le core
et ainsi déclencher le renouvellement de celui-ci.
Une fois le cluster pollué, l’adversaire souhaite le maintenir le plus longtemps pos-
sible dans cet état. Ainsi, dès qu’un départ du core se produit, il remplace l’entité ayant
quitté le cluster par une entité malveillante. Cependant, il peut arriver qu’il n’y ait plus
suffisamment d’entités malveillantes présentes dans le cluster. Dans ce cas, l’adversaire
n’a d’autres choix que de perdre le contrôle de celui-ci.
Dans le cas où un cluster devient sous-peuplé (|C| = γ) ou surpeuplé (|C| = Γ), un
changement topologique s’opère dans PeerCube. Comme nous l’avons vu précédemment,
dans le cas où un cluster C1 devient sous-peuplé, celui-ci doit fusionner avec un autre
cluster C2 pour former un seul cluster C. Dans ce cas, les entités du core de C1 sont
placées dans le spare de C avec les entités du spare de C2 tandis que les entités du
core de C2 forment le core du nouveau cluster C. Ainsi, dans le cas où C1 est pollué,
l’adversaire perd tout contrôle sur le cluster. Il cherche donc à tout prix à éviter cette
situation. Pour cette raison, les entités malveillantes ayant une identité valide au sens
de la propriété 6 ne quittent jamais le cluster.
De manière similaire, lorsqu’un cluster devient surpeuplé (|C| = Γ) celui-ci est scindé
en deux nouveaux clusters. Les entités du cluster originel se répartissent dans ces deux
nouveaux clusters selon leurs identifiants. Ainsi, si le cluster C est pollué, l’adversaire
n’a aucune assurance que les deux nouveaux clusters soient encore pollués. De plus,
l’espace d’identifiants géré par C est le même que celui géré par les deux nouveaux
clusters. L’adversaire n’a donc aucun intérêt à laisser un cluster pollué se scinder en
deux nouveaux clusters. Afin d’éviter cette situation, l’adversaire ignore les requêtes
join provenant d’entités honnêtes si le spare contient suffisamment d’entités. La règle
suivante décrit le comportement de l’adversaire vis-à-vis des changements topologiques.
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Règle 2 (Stratégie des arrivées) On considère un cluster pollué C dont le spare
contient 0 < s < ∆ entités avec ∆ = Γ − γ . Une requête de join envoyée par une
entité j au cluster C est ignorée si (j est honnête et s > 1) ou si (s = ∆ − 1), ∆
représentant la taille maximale du spare.
Ces deux règles nous permettent à présent de modéliser l’évolution de la composition
d’un cluster en présence de l’adversaire.
6.3 Modélisation d’un cluster
Les clusters sont composés d’une ensemble d’entités de taille fixe γ appelé core
et d’un ensemble d’entités de taille variable s appelé spare. La taille du cluster est
comprise entre γ et Γ. On note ∆ = Γ − γ. La taille d’un cluster est donc totalement
caractérisée par la taille de son spare 0 < s < ∆.
D’autre part, les clusters sont peuplés par deux types d’entités : certaines honnêtes
et d’autres malveillantes. Par conséquent, si on note 0 ≤ x ≤ γ le nombre d’entités
malveillantes dans le core et 0 ≤ y ≤ s le nombre d’entités malveillantes dans le spare,
le triplet (s, x, y) décrit totalement l’état du cluster.
Exemple 28 La figure 6.9 illustre la composition de deux clusters C1 et C2 pour γ = 7
et Γ = 14. Les entités de la clique centrale forment le core du cluster et les entités de la
couronne extérieure forment le spare. On a |C1| = |C2| = 13, s = 6. Les entités honnêtes
sont représentées par le symbole , sur fond bleu tandis que les entités malveillantes
sont représentées par le symbole ❆ sur fond rouge.
Le cluster C1 représenté sur la figure 6.9(a) comporte 3 entités malveillantes dans
le core et 2 entités malveillantes dans le spare. On représente l’état du cluster C1 par
le triplet (6, 3, 2).
Le cluster C2 représenté sur la figure 6.9(b) comporte 4 entités malveillantes dans
le core et 1 entités malveillantes dans le spare. On représente l’état du cluster C2 par
le triplet (6, 4, 1).
Le seuil de pollution c est défini par c = ⌊(γ − 1)/2⌋, on a ici c = ⌊(7− 1)/2⌋ = 3.
Par conséquent, le cluster C1 est sain tandis que le cluster C2 est pollué.
L’évolution de la composition d’un cluster dépend des trois éléments suivants :
— les événements join et leave des entités du cluster
— le protocole Pφ employé pour le renouvellement du core
— la stratégie de l’adversaire que nous venons de décrire dans la section précédente.
On modélise l’effet des événements join et leave sur un cluster C par une châıne
de Markov homogène à temps discret notée X(φ) = {X
(φ)
m ,m ≥ 0}. Celle-ci représente
l’évolution de l’état du cluster C, c’est à dire l’évolution de la taille du spare, du nombre
d’entités malveillantes dans le core ainsi que du nombre d’entités malveillantes présentes
dans le spare. L’espace d’états X de la châıne X(φ) est défini ainsi :
X = {(s, x, y) | 0 ≤ s ≤ ∆, 0 ≤ x ≤ γ, 0 ≤ y ≤ s}.
























(b) s = 6, x = 4, y = 1
Figure 6.9 – Composition de deux clusters C1, C2. On a |C1| = |C2| = 13, s = 6.
Pour m ≥ 1, l’événement X
(φ)
m = (s, x, y) désigne l’état du cluster C après la m-ème
transition (i.e., après le m-ème événement join ou leave) dans le cas du protocole Pφ.
On a alors |C| = γ+s entités dans le cluster, dont x sont malveillantes et appartiennent
au core et y sont malveillantes et appartiennent au spare.
On dit qu’un état est pollué si le core du cluster contient plus de c = ⌊(γ − 1)/2⌋
entités malveillantes. Dans le cas contraire, l’état est sain. L’ensemble des états sains
S et l’ensemble des états pollués sont :
S = {(s, x, y) ∈ X | 0 < s < ∆, 0 ≤ x ≤ c, 0 ≤ y ≤ s},
P = {(s, x, y) ∈ X | 0 < s < ∆, c+ 1 ≤ x ≤ γ, 0 ≤ y ≤ s}.
Le cluster alterne entre des états sains et des états pollués avant de disparâıtre du
système. Cela arrive dans deux cas. Lorsque le cluster C devient sous peuplé (|C| = γ),
il doit alors fusionner avec un autre cluster (opération merge i.e. la taille du spare est
nulle). De manière symétrique, lorsque le cluster C devient surpeuplé (|C| = Γ), il doit
être scindé en deux nouveaux clusters (opération split i.e., le spare a atteint sa taille
maximale ∆).
On modélise la disparition d’un cluster C par les états de X pour lesquels s = 0 ou
s = ∆. Ces états sont absorbants. On distingue de plus parmi les états où le spare a
atteint sa taille maximale, les états où le cluster est pollué de ceux où il est sain.
On a les trois classes d’états absorbants suivantes :
AωS = {(0, x, 0) ∈ X | 0 ≤ x ≤ c},
AωP = {(0, x, 0) ∈ X | c+ 1 ≤ x ≤ γ},
AσS = {(∆, x, y) ∈ X | 0 ≤ x ≤ c, 0 ≤ y ≤ ∆}.
L’ensemble AωS correspond aux états où le spare a une taille nulle et le cluster est
sain, AωP correspond aux états où le spare a une taille nulle et le cluster est pollué
et enfin AσS correspond aux états où le cluster est sain et le spare a atteint sa taille
maximale ∆.
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Exemple 29 La figure 6.10 illustre la décomposition de l’espace d’états X . Chaque état
de X est représenté par un point de coordonnées (s, x, y). Les points bleus correspondent
aux états (0, x, 0), c’est à dire aux états où le cluster est sous-peuplé et doit fusionner
avec un autre cluster. Les points violets correspondent aux états (∆, x, y) c’est à dire
aux états où le cluster est sur-peuplé et doit être scindé en deux nouveaux clusters.
Les états (0, x, 0) et (∆, x, y) sont absorbants. Les états (s, x, y) représentés par un
cercle correspondent aux états où x ≤ c, c’est-à-dire aux états sains. Les autres états
(représentés en diamant) correspondent aux états pollués. Enfin, tous les états rouges
correspondent aux états transitoires.
Du fait de la règle 2, l’adversaire empêche un cluster pollué de se scinder en deux
nouveaux clusters. Par conséquent, les états pollués où le spare a atteint sa taille maxi-
male ∆ ne sont pas atteignables. On réduit donc l’espace d’états X à l’ensemble des





figure 6.11 illustre cette décomposition de l’espace d’états X dans le cas où γ = 7 et
∆ = 10.
Ces ensembles d’états ont pour cardinal :
|AωS | = ⌊
γ − 1
2
⌋+ 1 = c+ 1
|AωP | = γ − ⌊
γ − 1
2
⌋ = γ − c
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Le cluster alterne entre des états sains (états de S) et des états pollués (états de P )
avant de disparâıtre du système, c’est-à-dire avant d’atteindre un état absorbant des




P . La figure 6.12 illustre une vue agrégée des états de la châıne
de Markov X(φ) ainsi que des transitions possibles entre ces classes d’états. Les états





S contiennent les états absorbants.
Le paramètre φ lié au nombre d’entités renouvelées suite à un départ du core n’in-
tervient pas dans la décomposition de l’espace d’états. En revanche ce paramètre a
une influence sur les transitions entre les états. On note M (φ) la matrice de transition
de la châıne X(φ). Celle-ci est partitionnée de la même manière que l’espace d’états
















Le spare est vide : s = 0, le cluster doit fusionner
Le spare est plein : s = ∆, le
cluster doit être scindé en deux
On a x ≤ c, le
cluster est sain






















































































































































































































































































































































































































































Figure 6.10 – Espace d’états X de la châıne de Markov X(φ). Dans le cas où γ = 7 et
∆ = 10, l’espace d’états contient 484 états.
















Figure 6.11 – Décomposition de l’espace d’états X de la châıne de Markov X(φ). Pour






S | = 4, |A
ω
P | = 4, |A
σ
S | = 44,
|S| = 216, |P | = 216 et enfin |X | = 484.






Figure 6.12 – Vue agrégée de la châıne de Markov X(φ). Le paramètre φ n’a aucune
influence sur le nombre total d’états de X . Dans le cas où γ = 7 et ∆ = 7, l’espace
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avec MUV la sous-matrice de dimension |U | × |V | contenant les probabilités de




P }. On notera
simplement MU la sous-matrice MUU .
De manière similaire, on note α, la distribution de probabilité initiale. Ce vecteur
est partitionné de la manière suivante :














Dans le cadre de la règle 1, l’adversaire provoque le départ volontaire d’une entité
malveillante du core de C si ce départ lui permet d’augmenter sa représentation au sein
du core après renouvellement. On modélise l’état (s, x, y) ∈ X d’un cluster C par deux
urnes. La première contient γ boules, dont x sont rouges et γ − x sont blanches. La
seconde contient s boules, dont y sont rouges et s− y sont blanches.
Le protocole de renouvellement Pφ consiste à sélectionner φ− 1 entités du core qui
sont placées dans le spare avant de sélectionner φ entités du spare élues pour intégrer
le core. On modélise ce protocole Pφ par un tirage de φ − 1 boules dans la première
urne qui sont placées dans la seconde. Un deuxième tirage a lieu dans la seconde urne
de φ boules qu’on replace ensuite dans la première.
Considérons une urne contenant ℓ boules dont v sont rouges et ℓ− v sont blanches.
Pour tout ℓ ≥ 0, pour tout 0 ≤ k ≤ ℓ, pour tout 0 ≤ v ≤ ℓ et tout 0 ≤ u ≤ v, on
note q(k, ℓ, u, v) la probabilité de tirer u boules rouges lors d’un tirage sans remise de
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k boules dans cette urne. Cette probabilité suit une loi hypergéométrique, on a :
















) si 0 ≤ u ≤ v, 0 ≤ k ≤ ℓ, 0 ≤ k − u ≤ ℓ− v
0 sinon.
Soit C = {C, S} un cluster dont le core C contient x entités malveillantes et le spare
S contient y entités malveillantes, le calcul de la relation (6.1) s’effectue en deux temps.
Dans le cas d’un départ volontaire d’une entité malveillante du core, on a |C| = γ−1 et
x− 1 entités malveillantes encore présentes dans C. On choisit dans un premier temps
φ−1 entités du core à mettre dans le spare. On choisit ensuite φ entités dans le spare a
remettre dans le core. On a donc renouvellé φ− 1 entités du core, et celui-ci a retrouvé
une taille γ. La relation (6.1) s’écrit alors







exactement j entités malveillantes ∈ C











q(φ, s+ φ− 1, j, y + i) > 1− η (6.2)
La règle 1 s’applique si on a :
— x > 0 : au moins une entité malveillante doit être présente dans le core de C
pour pouvoir déclencher un renouvellement de celui-ci,
— y > 0 : au moins une entité malveillante doit être présente dans le spare de C
pour pouvoir augmenter la représentation des entités malveillantes au sein du
core,
— φ > 1 : il faut renouveler au minimum 2 entités du core de C pour pouvoir
compenser le départ d’une entité malveillante et augmenter la représentation
des entités malveillantes au sein du core,
— la somme des probabilités de transition vers les états (s − 1, x′, y′) ∈ X avec
x′ > x et y′ tel que x+ y − 1 = x′ + y′ est supérieure à 1− η.
La relation (6.2) est utilisée pour le calcul des probabilités de transitions entre
l’état (s, x, y) et les états (s− 1, x− a− b, y − a+ b), (s− 1, x− 1− a+ b, y + a− b) et
(s− 1, x− 1− a+ b, y + a− b), avec 0 ≤ a ≤ min(γ, x+ φ), 0 ≤ b ≤ y + φ.
La matrice M (φ) contient l’ensemble des probabilités de transitions. Les valeurs des
coefficients de M (φ) sont calculées au moyen de l’arbre décrit dans la figure 6.13 ainsi
que dans le tableau 6.2. Dans cette figure, on représente les états atteignables depuis
un état (s, x, y) ainsi que le calcul des probabilités de transitions pour chaque état
atteignable. Ces probabilités de transitions dépendent :
i) du type d’événement impactant le cluster (join ou leave),
ii) du type d’entité impliqué dans cet événement (honnête ou malveillante),
iii) de la proportion d’entités malveillantes dans chacun des ensembles composant
le cluster.
Modélisation d’un cluster 151
Ainsi, la probabilité de transition vers un état cible est obtenue en sommant le produit
des transitions obtenues le long de chaque chemin allant de la racine de l’arbre à une
feuille correspondant à l’état cible.
Dans ce diagramme on modélise la durée de validité des identifiants par la probabi-
lité δ que cet identifiant soit encore valide au sens de la propriété 6. On suppose que les
entités entrent dans le système de manière indépendante. Par conséquent, la probabilité
que parmi un ensemble de z entités, toutes aient encore un identifiant valide au sens
de la propriété 6 vaut δz. La probabilité que parmi un ensemble de z entités, au moins
l’une d’elle ait un identifiant périmé vaut alors 1−δz. Cette valeur est utilisée pour tra-
duire les départs imposés dus à la péremption de l’identifiant des entités malveillantes
du cluster. Enfin, nous utilisons ici la notation “1{(∗)}” valant 1 lorsque la relation (*)
est satisfaite et 0 sinon. Le tableau 6.2 fournit la signification des notations employées
dans ce diagramme.
Par exemple, la branche bleue (en pointillés gras et en bas sur la figure 6.13) cor-
respond au scénario dans lequel une entité malveillante souhaite intégrer le cluster C.
D’après la règle 2, cette entité est ajoutée au cluster dans le spare, amenant ainsi l’état
du cluster à évoluer de (s, x, y) à (s+ 1, x, y + 1). Cette transition est effectuée avec la
probabilité suivante :
pj × 1{x>c} × 1{s<∆−1} × 1{s>1} × pm.
De manière similaire, la branche rouge (en gras et en haut sur la figure 6.13)
représente la situation ou C est pollué et une des entités j malveillantes présente dans
le core a un identifiant qui n’est plus valide. D’après la propriété 6, cette entité j doit
quitter le cluster C pour se replacer dans un nouveau cluster C′. Cependant, le core de C
comporte encore suffisamment d’entités malveillantes (x− 1 > c) pour que l’adversaire
soit capable de biaiser le consensus de gestion du renouvellement du core. Ainsi, l’entité
j est remplacée par une autre entité malveillante issue du spare. Dans ce cas, l’état du
cluster C est alors (s − 1, x, y − 1). Cette transition est effectuée avec la probabilité
suivante :
pl × pc × pmc × (1− δ
x)× 1{x−1>c} × 1{y>0}.
Les probabilités de transitions sont calculées à partir du diagramme 6.13. Ces pro-
babilités constituent les coefficients de la matrice M (φ). Pour tout s ∈ {1, . . . ,∆ − 1},
pour tout x ∈ {0, . . . , γ} et pour tout y ∈ {0, . . . , s}, on a :
p(s,x,y),(s,x,y) = pj1{x>c}
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(s,x,y)


























































Figure 6.13 – Diagramme de transition pour le calcul des coefficients de la matrice de
transition M (r).
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Table 6.2 – Signification des notations employées dans la figure 6.13
Notation Signification
µ , 0 ≤ µ < 1 proportion d’entités malveillantes dans le système
γ taille du core d’un cluster
Γ taille maximale d’un cluster
∆ = Γ− γ taille maximale du spare d’un cluster
c = ⌊(γ − 1)/2⌋
nombre maximal d’entités malveillantes tolérées
dans le core sans que le cluster soit pollué
s taille du spare
x, 0 ≤ x ≤ γ nombre d’entités malveillantes dans le core
y, 0 ≤ y ≤ s nombre d’entités malveillantes dans le spare
φ, 1, . . . , γ nombre d’entités du spare élues pour intégrer le core
δ, 0 ≤ δ < 1 probabilité qu’un identifiant soit valide
pj = pℓ = 1/2 probabilité d’un événement join ou leave
pm = µ probabilité que l’entité entrante soit malveillante
pc = γ/(γ + s) probabilité qu’une entité appartienne au core du cluster
pmc = x/γ probabilité qu’une entité du core soit malveillante
pms = y/s probabilité qu’une entité du spare soit malveillante
δx probabilité que la propriété 6 soit satisfaite dans le core
δy probabilité que la propriété 6 soit satisfaite dans le spare
1{A} fonction indicatrice, retourne 1 si A est vraie, 0 sinon
σ(x, a, b)
probabilité de contruire un core contenant x− a+ b entités
malveillantes et un spare en contenant y − b+ a.
σ(x, a, b) = q(φ− 1, γ − 1, a, x)q(φ, s+ φ− 1, b, y + a)
0 ≤ a ≤ min(γ, x+ φ), 0 ≤ b ≤ y + φ











δx1{x≤c}1{(6.2)}1{s>1}σ(x− 1, a, b)
+ (1− δx)
(
1{x−1≤c}σ(x− 1, a, b) + 1{x−1>c}1{y>0}
)))
pour b− a = 1
p(s,x,y),(s−1,x−1,y) = pℓpcpmc(δ
x1{x≤c}1{(6.2)}1{s>1}σ(x− 1, a, b)
+ (1− δx)1{x−1>c}1{y=0}) pour b− a = 0
p(s,x,y),(s−1,x,y) = pℓ
(
(1− pc)(1− pms) + pc(1− pmc)
(
1{x>c}1{y=0} + 1{x≤c}σ(x, a, b)
))
pour b− a = 0
p(s,x,y),(s−1,x+1,y−1) = pℓpc(1− pmc)
(
1{x>c}1{y>0} + 1{x≤c}σ(x, a, b)
)
pour b− a = 1
p(s,x,y),(s−1,x−a+b,y+a−b) = pℓpc(1− pmc)1{x≤c}σ(x, a, b)
et max(0, φ− γ + x) ≤ a ≤ min(x, φ− 1)
et max(0, y + a− s− 1) ≤ b ≤ min(y + a, φ) pour b− a 6∈ {0, 1}
p(s,x,y),(s−1,x,y−1) = pℓpcpmc
(
δx1{x≤c}1{(6.2)}1{s>1} + (1− δ
x)1{x−1≤c}
)
σ(x− 1, a, b)
et max(0, φ− 1− γ + x) ≤ a ≤ min(x− 1, φ− 1)
et max(0, y + a− s− 1) ≤ b ≤ min(y + a, φ) pour b− a 6∈ {0, 1}
Dans les autres cas, les probabilités de transitions sont nulles. Nous allons utiliser cette
matrice dans la section suivante afin d’étudier l’évolution de la composition d’un cluster.
6.4 Étude de la composition d’un cluster
Nous avons modélisé dans la section précédente la composition d’un cluster au
moyen d’une châıne de Markov à temps discret. Dans cette section, nous utilisons cette
modélisation afin d’étudier le comportement du cluster vis à vis de
— la puissance µ de l’adversaire,
— la durée de validité des identifiants, représentée par δ,
— et la quantité φ d’entités renouvelées lors d’une mise à jour du core du cluster
suite à un départ d’une entité de celui-ci.
Ainsi, dans cette section nous étudions le temps passé dans les états sains et les états
pollués pour chaque protocole Pφ, les fréquences d’alternances entre ces états et enfin
l’éventuelle propagation de la pollution d’un cluster à d’autres parties du système.
Nous considérons deux distributions initiales α(1) et α(2). La première correspond
à une situation où le cluster ne contient aucune entité malveillante et le spare a pour





1 si (s, x, y) = (∆/2, 0, 0)
0 sinon.
La seconde distribution initiale que nous considérons correspond à un cluster dont le
spare a pour une taille ∆/2 et la répartition des entités malveillantes dans le spare et
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µy(1− µ)∆/2−y pour (∆/2, x, y) ∈ S ∪ P
0 sinon.
6.4.1 Espérance du temps total passé dans les états sains et pollués
On s’intéresse tout d’abord au temps passé par le cluster dans les états sains avant
que celui-ci ne soit amené à se scinder en deux nouveaux clusters ou à devoir fusionner
avec un autre. Comme nous l’avons vu dans la section précédente, la châıne de Markov





sont absorbants. On définit alors la variable aléatoire T
(φ)
S qui compte le temps total













D’après [Ser90], la loi de T
(φ)
S est donnée par :
Pr{T
(φ)
S = ℓ} =
{
1− v✶ si ℓ = 0
vRℓ−1(I −R)✶ si ℓ ≥ 1
(6.3)
où I désigne la matrice identité, v = αS + αP (I −MP )
−1MPS , R = MS +MSP (I −
MP )
−1MPS et où ✶ désigne le vecteur colonne de dimension ad-hoc ne contenant que
des 1. La fonction de répartition et l’espérance de T
(φ)








S ) = v(I −R)
−1
✶. (6.4)











Cette variable compte le temps total passé dans les états pollués avant absorption par
un cluster appliquant le protocole Pφ. La loi de T
(φ)
P est donnée par la relation (6.5),
sa fonction de répartition et son espérance par la relation (6.6).
Pr{T
(φ)
P = ℓ} =
{
1− w✶ si ℓ = 0








P ) = w(I −Q)
−1
✶, (6.6)
où I désigne la matrice identité, w = αP + αS(I −MS)
−1MSP et Q =MP +MPS(I −
MS)
−1MSP .
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Les figures 6.14 et 6.15 illustrent l’espérance du temps passé dans les états sains
E(T
(φ)
S ) et les états pollués E(T
(φ)
P ) avant absorption en nombre d’événements join et
leave pour différentes proportions µ d’entités malveillantes, et différentes probabilités
δ qu’un identifiant soit valide. Les figures 6.14(a) et 6.15(a) illustrent ces quantités
pour φ = 1 pour les distributions initiales α(1) et α(2) considérées. Les figures 6.14(b)
et 6.15(b) illustrent ces quantités pour φ = γ pour les distributions initiales α(1) et α(2)
considérées.
Ces deux protocoles représentent les deux situations extrêmes concernant φ. Dans
le premier cas, lors du départ d’une entité du core, une seule entité est choisie parmi le
spare pour remplacer l’entité partie, tandis que dans le second cas, l’ensemble du core
est renouvelé en choisissant aléatoirement un sous-ensemble de taille γ parmi les entités
du cluster.
Tout d’abord, quelle que soit la distribution initiale ou la proportion d’entités renou-
velées dans la mise à jour du core, on constate qu’à durée de vie fixée, la proportion de
temps passé dans les états pollués augmente avec la proportion d’entités malveillantes
dans le système. En effet, plus cette proportion augmente, plus la probabilité d’ajou-
ter une entité malveillante au cluster augmente, et donc la probabilité que celle-ci soit
choisie pour faire partie du core.
D’autre part, on constate que le temps passé dans les états pollués crôıt avec δ. En
effet, l’adversaire laissant ses entités malveillantes le plus longtemps possible au sein
du cluster, plus leur durée de validité augmente, plus la probabilité d’être choisie pour
faire partie du core augmente. D’autre part, l’adversaire bloque les arrivées d’entités
honnêtes (règle 2), limitant ainsi la possibilité de revenir à un état sain.
Le tableau 6.3 illustre cette tendance pour valeurs de δ proches de 1. La durée de
validité des identifiants tend vers l’infini lorsque δ s’approche de 1. On constate alors
que lorsque δ tend vers 1, la classe d’états P tend à devenir absorbante. Ainsi pour
δ = 0.999, dès µ = 10% le temps moyen passé dans les états sains avoisine les 700000
événements de join et leave alors qu’en l’absence d’entités malveillantes, la durée de
vie moyenne du cluster n’est que de 12 événements.
D’autre part, on constate que la distribution initiale d’états du cluster a un impact
sur l’espérance du temps passé dans les états sains et celle du temps passé dans les
états pollués. En effet, dans le cas de la distribution initiale α(1), le cluster est initia-
lement exempt d’entités malveillantes. Par conséquent, les états contenant des entités
malveillantes ne sont pas immédiatement accessibles. Le cluster vit alors en état sain et
fini par atteindre un état où il doit se scinder en deux ou fusionner avec un autre cluster
avant qu’il n’y ait suffisamment d’entités malveillantes au sein du cluster permettant
de prendre le contrôle de celui-ci et ainsi de bloquer l’arrivée d’autres entités honnêtes.
À l’inverse, dans le cas de la distribution initiale α(2), des entités malveillantes sont
déjà potentiellement présentes dans le cluster. Lorsque l’adversaire prend le contrôle du
cluster, celui-ci bloque les arrivées d’entités honnêtes augmentant ainsi significativement
l’espérance du temps passé dans les états pollués.
Enfin, on constate sur cette figure que le choix du protocole a un impact sur
l’espérance des temps totaux passés dans les états sains et pollués. Étonnamment,
le protocole P1 offre une espérance du temps total passé dans les états sains nettement
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Table 6.3 – E(T
(φ)
S ) et E(T
(φ)
P ) en fonction de µ et δ dans le cas où φ = 1, γ = 7,
∆ = 7 et α = α(1)
µ = 0% µ = 10% µ = 20% µ = 30%
δ 0.9 0.999 0.9 0.999 0.9 0.999 0.9 0.999
E(T
(1)
S ) 12.0 12.0 12.18 12.19 12.21 12.16 12.12 11.99
E(T
(1)
P ) 0.0 0.0 0.02 698591 0.17 2.57× 10
8 0.64 4.92× 109
plus faible que dans le cas du protocole Pγ . Ceci est dû à deux facteurs combinés : la
quantité φ d’entités du core renouvelées lors du départ d’une entité du core et l’appli-
cation par l’adversaire de la règle 2.
P1 : Dans ce cas, les entités malveillantes intègrent le core une par une. Il faut donc
au minimum c+1 départ d’entités du core pour y insérer les entités malveillantes
nécessaires à la prise de contrôle du cluster par l’adversaire. Dans le cas de la
distribution initiale α(1), il faut de plus au minimum c + 1 ajouts d’entités
malveillantes dans le cluster pour permettre la pollution.
Pγ : Si le cluster comporte c + 1 entités, la pollution est possible dès le premier
départ d’une entité du core. De plus, d’après la règle 2, l’adversaire ignore tout
événement join d’une entité honnête. Il augmente ainsi la représentation des en-
tités malveillantes au sein du cluster de manière significative et donc l’espérance
du temps passé dans les états pollués.





P représentent le temps total passé dans les états sains
ou pollués avant l’absorption. Cependant, ces variables ne caractérisent pas l’alter-





représentant la durée du m-ème séjour de X(φ) dans S (respectivement dans P ) pour


















D’après [RS89], on a pour tout m ≥ 1 et tout ℓ ≥ 0
Pr{T
(φ)




où v est défini par la relation (6.4) et G = (I −MS)
−1MSP (I −MP )
−1MPS .
De manière symétrique, on a
Pr{T
(φ)
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Table 6.4 – Durées successives dans les états de S et P en fonction µ pour φ = 1,
γ = 7, ∆ = 7, δ = 90%, et α = α(1).
µ = 0% µ = 10% µ = 20% µ = 30% µ = 40% µ = 50%
E(T
(1)
S,1) 12.0 12.17 12.19 12.08 11.90 11.68
E(T
(1)
S,2) 0.0 0.00 0.02 0.03 0.03 0.044
E(T
(1)
P,1) 0.0 0.01 0.15 0.61 1.72 4.16
E(T
(1)
P,2) 0.0 0.0 0.01 0.04 0.12 0.26














Le tableau 6.4 illustre ces temps moyens dans le cas du protocole P1. On constate
alors qu’on a E(T
(r)




P ) ≃ E(T
(r)
P,1). Cela signifie que dans le cas du
protocole P1, il n’y a quasiment pas d’alternance entre les états de S et de P : partant
d’un état sain, le cluster fini par se scinder ou fusionner avec un autre avec très peu
de passage par des états pollués. Même dans le cas de durées de validité assez longues
(δ = 90%), la dynamique du système prime sur la capacité de l’adversaire à polluer le
cluster.
6.4.3 Probabilités d’absorption
Nous venons d’étudier le comportement d’un cluster vis-à-vis des entrées et des
sorties d’entités de celui-ci en présence d’un adversaire visant à manipuler le système.
On s’intéresse à présent à l’impact de cet adversaire sur les opérations split et merge
du cluster. En effet, ces opérations influent sur le nombre de clusters présents dans le
système, il est donc intéressant de caractériser l’influence de l’adversaire sur le système
afin d’évaluer l’éventuelle propagation de la pollution au sein du système.
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On redéfinit le découpage en sous-matrices de la matrices M (φ) comme suit :
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Ainsi, la probabilité p(AσS) que la châıne de Markov X
(φ) soit absorbée dans la classe
AσS est donnée par
p(AσS) = αT (φ)(I − T
(φ))−1RσS✶ où αT (φ) = (αS αP ). (6.11)
avec αS le sous-vecteur de α correspondant aux états de S et αP le sous-vecteur de α
correspondant aux états de P .
De manière similaire, on calcule les probabilités p(AωS) et p(A
ω
P ) d’absorption de
X(φ) dans les classes AωS et A
ω
P :
p(AωS) = αT (φ)(I − T
(φ))−1RωS✶ où αT (φ) = (αS αP ). (6.12)
p(AωP ) = αT (φ)(I − T
(φ))−1RωP✶ où αT (φ) = (αS αP ). (6.13)





en fonction de la durée de validité des identifiants représentée par la probabilité δ et
de la proportion d’entités malveillantes µ. Les figures 6.16(a) et 6.17(a) correspondent
au protocole P1 et les figures 6.16(b) et 6.17(b) au protocole Pγ .
On s’aperçoit tout d’abord en comparant les figures 6.16(a) et 6.16(b) que le pro-
tocole Pφ employé n’a pas d’incidence sur les probabilités d’absorption. En effet, l’ad-
versaire agit sur la durée de vie du cluster lorsque celui-ci est pollué. Or l’absorption
de la châıne X(φ) n’intervient que quand le cluster est sain dans le cas de la classe AσS
du fait de la règle 2 ou quand le cluster devient sous-peuplé dans les deux autres cas.
Les entités honnêtes peuvent quitter le cluster avant l’expiration de leur identifiant
tandis que les entités malveillantes ne le quittent qu’à l’expiration de celui-ci. Par
conséquent, l’adversaire n’a aucun contrôle sur ces départs et le taux de renouvellement
du core n’a donc pas d’influence sur l’entrée dans une des classes absorbantes AωS ouA
ω
P .
D’autre part, on constate qu’à proportion µ d’entité malveillantes fixée, le cluster
a plus tendance à être absorbé dans la classe AσS que dans les deux autres classes
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absorbantes. En effet, les entités malveillantes effectuent moins d’opérations leave que
d’opérations join, brisant ainsi l’équilibre entre ces opérations et induisant une dérive
de la taille du cluster.
Enfin, on constate que dans tous les cas, la probabilité p(AωP ) est très faible, même
pour de grandes proportions d’entités malveillantes. Ce dernier point est très important
car il illustre le fait que la pollution d’un cluster ne s’étend pas à d’autres clusters du
système et ainsi la probabilité pour un cluster d’être initialisé dans un état pollué est
très faible.
6.5 Conclusion
Nous avons décrit dans ce chapitre l’architecture de PeerCube ainsi que les différentes
opérations nécessaires à son fonctionnement. Nous avons modélisé la composition d’un
cluster de PeerCube en présence d’un adversaire cherchant à manipuler le système.
Nous avons modélisé l’évolution de la composition d’un cluster au moyen d’une châıne
de Markov a temps discret.
Cette modélisation nous a permis de déterminer en fonction du protocole employé
Pφ, de la proportion µ d’entités malveillantes contrôlées par l’adversaire et de la durée
de vie des identifiants les durées pendant lesquelles un cluster est sain ou pollué. De
plus, nous avons pu analyser l’influence de l’adversaire sur le cluster et ainsi montrer
que la pollution reste très majoritairement cloisonnée au cluster.
Nous étudions dans le chapitre suivant l’impact de la présence de l’adversaire sur
la dynamique du système, évaluer sa capacité à polluer différents clusters du système
et enfin à mettre en péril les requètes lookup effectuées dans PeerCube ainsi que des
contres mesures pour limiter l’action de l’adversaire.
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Chapitre 7
Évaluation de PeerCube
Nous avons étudié au chapitre précédent l’évolution de la composition d’un cluster
en présence d’un adversaire en fonction des entrées et des sorties des entités de celui-
ci. Nous étudions à présent la dynamique du système dans son ensemble, et nous nous
focalisons plus particulièrement sur deux aspects : le nombre de clusters sains et pollués
dans le système et les changements topologiques au sein de celui-ci.
7.1 Étude de l’overlay
On considère un système composé de υ clusters C1, . . . , Cυ dans lequel chaque cluster
Cj implémente le même protocole Pφ. De plus, on considère que les événements join
et leave sont uniformément distribués sur l’overlay. Cela signifie que ces événements
impactent uniformément les clusters et donc que pour chaque événement join ou leave,
celui-ci impacte le cluster Cj , 1 ≤ j ≤ υ avec probabilité 1/υ.
On associe à chaque cluster Cj , 1 ≤ j ≤ υ, la châıne de Markov X
(φ,j) identique
à X(φ). On considère alors à présent un ensemble de υ châınes de Markov notées
X(φ,1), . . . , X(φ,υ) identiques à X(φ). Ces châınes ont le même espace d’état X , la même
matrice de transition M (φ) et la même distribution initiale α.
Nous étudions à présent l’ensemble des châınesX(φ,1), . . . , X(φ,υ). Dans ce cas, celles-
ci ne sont cependant pas indépendantes. En effet, à chaque événement du système, une
unique châıne X(φ,j), 1 ≤ j ≤ υ est choisie pour effectuer une transition. Cette châıne
est choisie avec la probabilité 1/υ.
On définit les variables aléatoires N
(φ,υ)
S (m) et N
(φ,υ)
P (m) comptant le nombre de
clusters sains (respectivement pollués) de {C1, . . . , Cυ} juste après le m-ème événement
join ou leave. La variable aléatoire N
(φ,υ)
S (m) compte alors le nombre de châınes
X(φ,j), 1 ≤ j ≤ υ dans un état sain à l’instant m, et N
(φ,υ)
P (m) compte le nombre de

























Enfin, on note ✶S le vecteur colonne de dimension |S∪P | dont la composante i vaut
1 si l’état i appartient à S et 0 s’il appartient à P . On définit de la même manière ✶P le
vecteur colonne de dimension |S ∪P | dont la composante i vaut 1 si l’état i appartient
à P et 0 s’il appartient à S. Nous étudions ces variables aléatoires dans un système de
υ clusters exécutant le protocole Pφ.
Le système est composé de υ clusters C1, . . . , Cυ implémentant le même protocole






m , M (φ) et T (φ) sont ainsi notées X, Xm, X
(j), X
(j)
m , M et T pour tout
j ∈ [[1, υ]]. De plus, les variables N
(φ,υ)
S (m) et N
(φ,υ)
P (m) sont notées NS(m) et NP (m).
7.1.1 Espérance de la proportion de clusters sains et pollués
Nous calculons à présent l’espérance de NS(m) et NP (m). Nous avons montré
dans [ACLS13] que la loi de chacune des variables aléatoires X(j) pour j = 1, . . . , υ
est donnée par le théorème suivant.
Théorème 9 ([ACLS13]) Pour tout j = 1, . . . , υ, m ≥ 0 et (s, x, y) ∈ X , on a















Pr{Xℓ = (s, x, y)} (7.1)
Cette loi est indépendante de j. En effet, bien que ces châınes de Markov aient une
dépendance entre elles, chacune d’elle se comporte de manière identique et est choisie
pour effectuer une transition avec une probabilité 1/υ. L’espérance de ces variables
aléatoires est alors donnée par le théorème suivant.
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D’autre part, on a Pr{Xℓ ∈ S} = αT
ℓ















































Le calcul de E(NP (m)) s’effectue de manière similaire. 2
Les états de S ∪ P sont transitoires, par conséquent pour tout υ ≥ 1, les matrices






































Les figures 7.1 et 7.2 illustrent respectivement les proportions moyennes de clusters
sains et pollués en fonction du nombre d’événements join et leave sur le système pour
différents nombres de cluster υ et différentes valeurs de δ représentant la probabilité
qu’un identifiant soit valide.
On constate sur la figure 7.1(a) que la probabilité δ qu’un identifiant soit valide
n’a qu’une très faible influence sur la proportion de clusters sains dans le système. En
effet, bien que la valeur de δ ait plus d’influence sur la proportion de clusters pollués,
comme on peut le voir sur la figure 7.2(a), cet impact se limite à 0.1% d’écart entre
une probabilité δ = 0 correspondant à une durée de validité des identifiants quasi-nulle
et une probabilité δ proche de 1 correspondant à une durée de validité des identifiants
quasi-infinie. Ce faible impact s’explique par le fait que le churn naturel domine le churn
induit lié aux durées de validité des identifiants. Cela permet donc ainsi de limiter la
proportion de clusters pollués sans impacter celle des clusters sains.
D’autre part, on constate que dans tous les cas, la proportion de clusters pollués
reste extrêmement faible (E(NP (m))/υ ≤ 1%) démontrant ainsi l’intérêt du churn
induit par les identifiants à durée limitée et la résilience de PeerCube face aux compor-
tements byzantins.
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, υ = 2048, µ = 25%, α = α1














, δ = 30%, µ = 25%, α = α1
Figure 7.1 – E(NS(m))/υ dans le cas de P1 en fonction du nombre m d’événements
join et leave pour α = α(1) et différents nombres de cluster υ et différentes probabilités
δ de validité des identifiants.
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, υ = 2048, µ = 25%, α = α1















, δ = 30%, µ = 25%, α = α1
Figure 7.2 – E(NP (m))/υ dans le cas de P1 en fonction du nombre m d’événements
join et leave pour α = α(1) et différents nombres de cluster υ et différentes probabilités
δ de validité des identifiants.
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7.1.2 Instant du premier changement topologique
Nous venons de calculer l’espérance de la proportion de clusters dans les états sains
et pollués dans le système. Du point de vue de notre modélisation, cela se traduit par
la proportion moyenne de châınes de Markov X(j), 1 ≤ j ≤ υ appartenant aux états de
S ou P .
Les châınes étant absorbantes, ces proportions tendent vers 0. Cette mesure est donc
une sur-approximation du nombre moyens de clusters sains et pollués dans le système.
En effet, dès qu’un cluster doit se scinder ou fusionner, le nombre total de clusters
change et donc la probabilité qu’ils reçoivent un événement de join et leave varie.
On cherche alors à déterminer la loi de ces proportions avant le premier instant de
changement topologique dans le système. Un changement topologique s’opère dans le
système dans deux cas :
— un cluster du système devient surpeuplé et celui-ci doit se scinder en deux nou-
veaux clusters (opération split),
— un cluster devient sous-peuplé et doit donc fusionner avec un autre cluster du
système (opération merge).
On définit pψ(m) comme la probabilité que ψ clusters parmi υ soient dans un état
pollué et aucun des υ clusters n’ait déclenché d’opération split ou merge. Cela signifie
donc de manière plus formelle que pour ψ = 0, . . . , υ on a ψ châınes de Markov dans
un état pollué et υ − ψ dans un état sain. On peut donc écrire formellement :
∀ψ ∈ [[0, υ]], pψ(m) = Pr{NS(m) = υ − ψ,NP (m) = ψ}.
On définit pour tout m ≥ 0 et tout 1 ≤ ℓ ≤ n, l’ensemble Sm,ℓ par :
Sm,ℓ = {m = (m1, . . . ,mℓ) ∈ ◆
ℓ | m1 + · · ·+mℓ = m}.
Nous introduisons les notations suivantes :
qS(k) = Pr{Xk ∈ S} = αTT
k
✶S et qP (k) = Pr{Xk ∈ P} = αTT
k
✶P . (7.4)
La probabilité pψ(m) a été étudiée dans [ALS12]. On a pour tout m ≥ 0 et pour tout





























est vide. On considère alors par convention que le produit vide vaut 1.
Soit Θυ le premier instant auquel l’une des υ châınes de Markov X
(1), . . . , X(υ) entre
dans une classe absorbante. Cette variable aléatoire est définie par :
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Cette variable aléatoire a été étudiée dans [ACLS13]. On a pour tout m ≥ 0 et et
pour tout ν = 1, . . . , n− 1,















Pr{Θν > j}Pr{Θυ−ν > m− j}. (7.6)
D’autre part, pour tout m ≥ 0, on a :
lim
υ−→∞
Pr{Θυ > m} = (αTT ✶)
m. (7.7)
Les figures 7.3 et 7.4 illustrent respectivement la loi du premier instant auquel
l’une des υ châınes de Markov entre dans une classe d’états absorbante en fonction du
nombre m d’événements join et leave dans le système, pour différents nombres de
clusters υ (figure 7.3) et différentes valeurs de δ (figure 7.4) représentant la probabilité
qu’un identifiant soit valide. Enfin, ces distributions sont calculées pour γ = 7 et Γ = 14
représentant ainsi un ensemble d’entités supervisées dans PeerCube de taille h comprise
entre 7168 ≤ h ≤ 57344 entités.
On constate sur les figures 7.3(a) et 7.3(b) que plus le nombre de clusters augmente,
plus le nombre d’événements nécessaires pour qu’une châıne entre dans une classe
d’états absorbante augmente. En effet, les événements étant uniformément distribués
sur l’ensemble des clusters, plus cet ensemble grandit, plus la probabilité qu’un cluster
particulier soit choisi pour effectuer une transition diminue, repoussant ainsi l’instant
du premier changement topologique.
D’autre part, on constate sur la figure 7.4(a) que la durée de validité des identifiants
n’a pas d’influence sur l’instant du premier changement topologique. En effet, dans
ce cas, les clusters sont initialement exempts d’entité malveillantes, c’est-à-dire que
chacune des châınes de Markov X(j), 1 ≤ j ≤ υ représentant la composition du cluster
Cj est initialisée avec la distribution α
(1). À l’inverse, dans le cas de la figure 7.4(b), les
clusters comportent initialement des entités malveillantes. Les états initiaux des châınes
de Markov X(j), 1 ≤ j ≤ υ sont distribués selon α(2). Dans ce cas, la loi Pr{Θυ > m} du
premier changement topologique crôıt avec la valeur de δ, représentant la probabilité
qu’un identifiant soit valide.
Dans le premier cas, le nombre d’opérations au niveau d’un cluster permettant
d’atteindre un état appartenant à une classe d’états absorbante est inférieur au temps
nécessaire à l’adversaire pour polluer le cluster et ainsi ignorer certains événements join
et leave. Dans le second cas, des entités malveillantes sont déjà présentes dans le cluster
réduisant ainsi ce temps et permettant alors à l’adversaire d’ignorer ces événements.
La durée de validité des identifiants a alors une influence sur le temps nécessaire au
cluster pour atteindre une classe d’états absorbante et accrôıt Pr{Θυ > m}.
Comme nous l’avons vu auparavant, la quantité E(NS(m)) est une sur-approximation
du nombre moyen de clusters sains présents dans le système. En effet, dès qu’un cluster
doit se scinder ou fusionner, le nombre total de clusters change et donc la probabilité
qu’ils reçoivent un événement de join et leave varie. Par conséquent, on cherche à
déterminer la proportion moyenne de clusters sains avant le premier changement topo-
logique dans le système.
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(a) δ = 30% et α = α(1)












(b) δ = 90% et α = α(1)
Figure 7.3 – Pr{Θn > m} (Relation (7.6)) en fonction de m, υ pour Pφ=1 dans le cas
où α = α(1), γ = 7, Γ = 14, et µ = 25%.
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(a) υ = 4096 et α = α(1)













(b) υ = 4096 et α = α(2)
Figure 7.4 – Pr{Θn > m} (Relation (7.6)) en fonction de m, δ pour les deux distri-
butions initiales α(1) et α(2) pour Pφ=1 dans le cas où υ = 4096, γ = 7, Γ = 14, et
µ = 25%.
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La quantité E(NS(m)1{Θυ>m}) correspond alors au nombre moyen de châınes de
Markov dans une classe d’états sains à l’instant m avant qu’une de ces châınes entre
dans une classe d’états absorbante. De la même manière, la quantité E(NP (m)1{Θυ>m})
correspond au nombre moyen de châınes de Markov dans une classe d’états pollués à
l’instant m avant qu’une de ces châınes entre dans une classe d’états absorbante.
Pour tout ψ = 0, . . . υ, on a l’équivalence suivante :
(NS(m) = ψ,NP (m) = υ − ψ)⇔ (NS(m) = ψ,Θυ > m).
On a montré dans [ALS12] qu’on peut calculer ces quantités de la manière suivante.
















qS(j) Pr{Θυ−1 > m− j}, (7.8)















qP (j) Pr{Θυ−1 > m− j}. (7.9)






= Pr{Θυ > m}.















Les figures 7.5 et 7.6 illustrent l’évolution des deux quantités E(NS(m)1{Θn>m})
et E(NP (m)1{Θn>m}) pour un système composé de υ = 4097 clusters pour différentes
probabilités δ de validité des identifiants. Les figures 7.5(a) et 7.6(a) représentent ces
quantités pour une distribution initiale des états α(1) et les figures 7.5(b) et 7.6(b) dans
le cas de α = α(2).
On constate alors que lorsque les clusters sont initialisés avec α(1) la proportion de
clusters en état sain avant le premier changement topologique est très importante tandis
que la proportion de clusters en état pollué est négligeable. Ce résultat confirme que
les procédures de renouvellement du core sont robustes à la présence de l’adversaire.
En effet, le churn naturel domine ici l’adversaire et les clusters se scindent ou fu-
sionnent avant même que ce dernier réussisse à polluer le cluster. D’autre part, on
constate que les clusters ont une durée de vie plus importante en présence d’entités
malveillantes. En raison de la règle 1, l’adversaire ne retire ses entités malveillantes
qu’à l’échéance de leurs identifiants. Ainsi, certains événements leave sont ignorés
augmentant alors la durée de vie du cluster.
Nous avons montré dans cette section qu’en combinant des procédures de renouvel-
lement robustes et en introduisant un churn induit au niveau des entités du système,
celui-ci se montre résilient à la présence d’un adversaire visant à corrompre le système.
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De manière contre intuitive, le protocole Pφ=1 choisissant une unique entité dans le
spare se montre plus efficace que de renouveler l’ensemble du core que les autres proto-
coles Pφ>1. De cette manière, une seule instance de consensus byzantin est nécessaire
pour déterminer l’entité du spare choisie pour intégrer le core. À l’inverse, dans le cas
des protocoles Pφ>1, une première instance de consensus byzantin est nécessaire pour
déterminer les φ − 1 entités du core à placer dans le spare, avant de sélectionner les
φ entités à inclure dans le nouveau core. Par conséquent, le protocole Pφ=1 se montre
moins coûteux d’un point de vue algorithmique que les autres protocoles Pφ>1.
D’autre part, en introduisant des durées de validité pour les identifiants, l’adver-
saire ne peut laisser ses entités malveillantes en place pour polluer progressivement le
système. Nous avons montré qu’avec ces durées de validité, l’adversaire est contraint
et ne réussi à polluer qu’une faible partie des clusters du système. De plus, les clusters
pollués le sont temporairement et cette pollution ne se propage pas dans le système. En-
fin, nous avons montré que le churn induit par l’introduction de ces durées de validités
peut être limité tout en limitant la capacité de pollution de l’adversaire.
7.2 Routage
Nous avons montré dans les sections précédentes la robustesse du protocole vis à vis
de la procédure de renouvellement ainsi que vis à vis du churn induit par les durées de
validité des identifiants. Malgré cette robustesse nous avons montré qu’une très faible
proportion de clusters pouvaient être mâıtrisés par l’adversaire. Dans cette section,
nous quantifions l’impact de la présence de clusters pollués sur la procédure de lookup
présentée au chapitre précédent puis nous présentons une autre procédure de lookup
avant d’évaluer sa résilience à l’adversaire.
Les entités de PeerCube dont les identifiants partagent un préfixe commun sont
regroupées en clusters de sorte que la propriété 5 soit vérifiée. Ce préfixe est appelé label
du cluster. Les clusters de PeerCube sont organisés suivant une topologie d’hypercube.
Deux clusters C1 et C2 de labels respectifs L1, L2 sont voisins dans cet hypercube si la
distance de Hamming entre leurs labels respectifs vaut 1.
La procédure classique de lookup sur un hypercube allant d’un sommet labellisé L1
à un sommet labellisé L2 consiste à modifier successivement les bits de L1 qui diffèrent
de L2 pour obtenir L2.
Exemple 30 La figure 7.7 illustre le déroulement de l’opération lookup sur la topologie
précédente. On considère qu’une entité du cluster labellisé ”011” souhaite effectuer
une opération lookup sur un indentifiant préfixé par ”110”. La distance de hamming
entre ces deux labels vaut 2, les clusters correspondants en sont donc pas voisins dans
l’hypercube.
Les entités du core du cluster labellisé ”011” modifient le premier bit du label du
cluster qui diffère du label cible. On obtient alors ”111”. Une requête de lookup est
envoyée au cluster labellisé ”111”. Le core de ce cluster modifie le premier bit de ”111”
qui diffère du label cible et obtient ”110”. Les entités du core font alors suivre la reqête
de lookup au core du cluster ”110”. La requête est arrivée à destination.
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(a) α = α(1)













(b) α = α(2)
Figure 7.5 – E(NS(m)1{Θυ>m})/n en fonction de m et δ pour P1 dans le cas où
υ = 4097 clusters, γ = 7, Γ = 14, η = 0.2, et µ = 25%.
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(a) α = α(1)
















(b) α = α(2)
Figure 7.6 – E(NP (m)1{Θυ>m})/n en fonction de m et δ pour P1 dans le cas où





























(b) Échec d’une requête lookup
Figure 7.8 – Routage d’une requête lookup dans PeerCube.
Comme nous l’avons vu au chapitre précédent, l’adversaire peut polluer certains
clusters du système. Dans ce cas, il a tout contrôle sur les messages émis et reçus par
ce cluster. Par conséquent, il peut décider de bloquer une procédure de lookup.
Exemple 31 Considérons la situation illustrée dans la figure 7.8. Cette figure décrit
le chemin enprunté par une requète lookup allant du cluster ”011” au cluster ”110”
en présence de clusters pollués.
Dans le premier cas illustré dans la figure 7.8(a), le cluster labellisé ”000” est
pollué (représenté par un diamant rouge), tandis que les autres clusters sont sains. Le
cluster ”000” n’est donc pas sur le chemin de la requète de lookup, celle-ci arrive donc
au cluster ”011” et la requête est satisfaite. À l’inverse, dans le cas illustré dans la
figure 7.8(b), le cluster labellisé ”111” est pollué. Ce cluster est situé sur le chemin
emprunté par la requête de lookup. Le cluster pollué bloque la requête, celle-ci échoue.
On considère un système composé de υ clusters. Ce système subit des arrivées et des
départs d’entités et on se place avant le premier changement topologique. On considère
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une requête de lookup effectuée par une entité du cluster C1 à destination du cluster
Cℓ. Le chemin emprunté par la requête est noté (C1, C2, . . . , Cℓ). La composition de
chaque cluster Cj , 1 ≤ j ≤ ℓ est représentée par la châıne de Markov X
(j) identique
à X. Les autres clusters du système sont représentés par les châınes X(ℓ+1), . . . , X(υ).
On considère qu’une recherche lookup aboutit si le chemin emprunté par celle-ci ne
comporte pas de cluster pollué.
On définit L(υ,m, (C1, C2, . . . , Cℓ)) comme la probabilité de succès du requête de
lookup effectuée le long du chemin (C1, C2, . . . , Cℓ) dans ce système. Les châınes X
(j)
étant identiques, la probabilité L(n,m, (C1, C2, . . . , Cℓ)) ne dépend que de la longueur
du chemin (C1, C2, . . . , Cℓ) emprunté par la requête de lookup et non de l’identité des ℓ
clusters qui le composent. On simplifie alors la définition de cette probabilité :
L(υ,m, ℓ) = L(υ,m, (C1, C2, . . . , Cℓ))
avec L(υ,m, ℓ) la probabilité de succès d’une requête lookup le long d’un chemin de
longueur ℓ dans un système composé de υ clusters après la m-ème opération de join
ou leave dans le système et avant le premier instant de changement topologique.
Par définition, on a :
L(υ,m, ℓ) =Pr{X(1)m ∈ S, . . . ,X
(ℓ)
m ∈ S,Θυ > m}




m ∈ S ∪ P, . . . , X
(υ)
m ∈ S ∪ P}
















avec qS∪P (mr) = Pr{X
(r)
mr ∈ S ∪ P}.












































qS(j)L(υ − 1,m− j, ℓ− 1).
avec pour conditions initiales : ∀k = 0, . . . ,m, L(n− ℓ, k, 0) = Pr{Θn−ℓ > k}.
Les clusters de PeerCube sont connectés entre eux de manière à former un hyper-
cube. Deux clusters C1 et C2 sont voisins si la distance de Hamming entre leurs labels
L1, L2 respectifs vaut 1 :










chemin de longueur optimale
chemin de longueur non optimale
011 source de la requète de lookup
110 destination de la requète de lookup
Figure 7.9 – Chemins indépendants de “011” à “110”.
Il existe différents chemins reliant une cluster C1 à un cluster C2. Deux chemins
sont dits indépendants s’ils ne partagent que la source et la destination. Le nombre de
chemins indépendants entre C1 et C2 est donné par la propriété 7 dont la preuve se situe
dans [SS88].
Propriété 7 (Chemins indépendants) Soient C1 et C2 deux clusters de PeerCube
de labels respectifs L1 et L2. Ces clusters sont deux des sommets d’un hypercube de
dimension ℓ engendré par PeerCube. Il existe alors ℓ chemins indépendants entre C1 et
C2 et leurs longueur est inférieure à Hamming(L1, L2) + 2.
PeerCube utilise ces chemins indépendants afin d’effectuer une recherche lookup
sur chacun de ces chemins en parallèle. Contrairement au lookup classique qui modifie
successivement les bits du label du sommet v pour obtenir le label du sommet w en
commençant par le premier bit qui diffère entre v et w, la modification pour le i-ème
chemin redondant commence au i-ème bit qui diffère entre v et w.
Exemple 32 La figure 7.9 illustre les chemins indépendants entre le cluster labellisé
”011” et le cluster labellisé ”110” dans un hypercube de dimension 3.
On a Hamming(”011”, ”110”) = 2 6= 1, les clusters ”011” et ”110” ne sont pas
voisins. D’après la propriété 7, il existe 2 chemins indépendants de longueur optimale
2 et un 3-ème chemin dont la longueur n’excède pas Hamming(”011”, ”110”) + 2 = 4.
— Le premier chemin de longueur optimale est obtenu en modifiant le premier bit
de ”011” qui diffère de ”110”. On identifie chaque cluster par son label. On
construit alors le chemin (011, 111, 110).
— Le second chemin de longueur optimale est obtenu en modifiant le second bit de
”011” qui diffère de ”110”. On construit alors le chemin (011, 010, 110).
— Enfin, on construit le troisième chemin indépendant en modifiant le premier bit
de ”011” commun à ”110”. On construit alors le chemin (011, 001, 000, 100, 110)
de longueur 4.
La possibilité d’emprunter des chemin indépendants permet ainsi de tolérer la
présence de clusters pollués. En effet, la probabilité de rencontrer un cluster pollué
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décrôıt exponentiellement avec le nombre de chemins indépendants [SL04]. De plus,
l’utilisation de chemin de longueur optimale diminue la probabilité d’occurrence d’un
cluster pollué sur ce chemin.
On considère un système composé de υ = 2ℓ clusters formant un hypercube parfait.
Ce système subit des arrivées et des départs d’entités et on se place avant le premier
changement topologique. La requête emprunte l ≤ ℓ chemins indépendants de longueur
ℓ. La requête atteint effectivement sa destination s’il existe au moins un chemin parmi
les l empruntés dans lequel tous les clusters sont sains.
On note R(υ,m, l, ℓ) la probabilité de succès d’une requête de lookup dans le
système utilisant les chemins redondants immédiatement après le m-ième événement
join ou leave et avant le premier changement topologique.
On désigne par X(1) la châıne de Markov modélisant la composition du cluster
source et par X(υ) celle modélisant la composition du cluster de destination de la
requête de lookup. De plus, on note X((i−1)(ℓ−2)+j) la châıne de Markov modélisant la
composition du j-ième cluster situé sur le chemin i, avec 1 ≤ i ≤ l et 2 ≤ j ≤ ℓ− 1. La
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Figure 7.10 – Modélisation du routage redondant sur l chemins indépendants de longueur ℓ.
On note R
(1)
m l’événement ”les ℓ clusters du chemin i = 1 sont sains à l’instant m”.
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De manière plus générale, on note R
(i)
m l’événement ”les ℓ clusters du chemin i sont
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La probabilité R(n,m, l, ℓ) est alors calculée ainsi :






D’après le principe d’inclusion-exclusion, on a alors :














Par définition de R
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m , on a :
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Pr{R(i1)m , R
(i2)
m } = L(υ,m, 2(ℓ− 2) + 2) , 1 ≤ i1 < i2 ≤ j
. . .
Pr{R(1)m , . . . , R
(j)
m } = L(υ,m, j(ℓ− 2) + 2)




Pr{R(i1)m , . . . , R
(ij)
m } = Pr{R
(1)











Pr{R(i1)m , . . . , R
(ij)
m }







L(υ,m, 2(ℓ− 2) + 2)












L(υ,m, l(ℓ− 2) + 2).
On a donc
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L(υ,m, j(ℓ− 2) + 2).
La figure 7.11 compare la probabilité de succès d’une requête de lookup simple à
celle d’une requête de lookup utilisant l chemins redondants dans un système composé
de n = 211 = 2048 clusters. La distribution initiale des états a un impact très fort sur
les valeurs de ces probabilités.
En effet, dans le cas d’un système initialement exempt d’entités malveillantes (voir
la figure 7.11(a)), α = α(1)), ces probabilités ont la même valeur. Le churn naturel
domine la dynamique du système, par conséquent, le temps nécessaire pour que les
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(a) α = α(1)













(b) α = α(2)
Figure 7.11 – R(υ,m, l, ℓ) en fonction du nombre m d’événements join et leave dans
le système dans le cas où υ = 2048, µ = 0.25, γ = 7, Γ = 14
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Table 7.1 – Gain d’un lookup en fonction du nombre de chemins indépendants employé
dans le cas où υ = 2048,m = 0, ℓ = 11 et α = α(2).
l 1 2 3 4 5 6 7 8 9 10 11
R 0.386 0.599 0.717 0.783 0.819 0.839 0.85 0.856 0.86 0.861 0.862
G 0.0 55.2 85.8 103. 112. 117. 120. 122. 123. 123. 123.
Gl * 55.2 19.7 9.21 4.60 2.44 1.31 0.71 0.47 0.12 0.12
clusters effectuent une opération split ou merge est inférieur au temps de pollution
d’un cluster. Dans ce cas, le routage redondant sur l chemins n’apporte aucun gain.
À l’inverse, lorsque la distribution initiale des clusters comporte des états pollués
(α = α(2)), le système comporte des clusters pollués, impactant ainsi les probabilités de
lookup simple L(υ,m, ℓ) et redondant R(υ,m, l, ℓ). La figure 7.11(b) illustre l’impact
de cette distribution initiale sur les valeurs de ces probabilités. Dans le cas où l = 1,
on n’utilise que le lookup simple et moins de 40% des requêtes de lookup atteignent
leur destination. À l’inverse, on peut constater que dès qu’on utilise l = 4 chemins
indépendants parmi les 12 existants, cette probabilité de succès avoisine les 80%.
Le tableau 7.1 fournit les valeurs de R(υ,m, l, ℓ) dans le système à υ = 2048 clusters
à l’instant initial m = 0 pour différents taux de redondances 1 ≤ l ≤ ℓ. La seconde ligne
du tableau illustre le gain absolu G obtenu entre R(υ,m, l, ℓ) et un lookup simple. Ce
gain est calculé ainsi :
G = 100×
R(υ,m, l, ℓ)−R(υ,m, 1, ℓ)
R(υ,m, 1, ℓ)
.
Enfin, la troisième ligne fournit le gain relatif :
∀2 ≤ l ≤ ℓ,Gl = 100×
R(υ,m, l, ℓ)−RR(υ,m, l − 1, ℓ)
R(υ,m, l − 1, ℓ)
.
Le gain relatif transcrit l’augmentation du taux de succès des requêtes de lookup lors-
qu’on incrémente le nombre l de chemins indépendants utilisés. Par conséquent, le gain
relatif n’est défini que pour les valeurs de 2 ≤ l ≤ ℓ. On constate alors qu’avec l = 4 on
double le taux de succès par rapport à un lookup classique. Le gain absolu se stabilise
ensuite et le gain relatif tend alors vers zéro. Ceci illustre le compromis à trouver entre
le taux de succès souhaité et le coût engendré en termes de messages dans l’overlay.
7.3 Conclusion
Nous avons présenté dans ce chapitre une évaluation de l’ensemble de la DHT
PeerCube. Nous avons modélisé le comportement des clusters de PeerCube au moyen
d’une châıne de Markov à temps discret. Nous avons étudié la proportion de clusters
sains et pollués dans le système. Malgré un grand nombre d’entités malveillantes, celles-
ci sont incapables de polluer l’intégralité du système dès que des identifiants à validité
limitée sont mis en place.
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Cependant ces identifiants à validité limitée induisent un churn supplémentaire dans
la DHT. Nous avons étudié l’impact des identifiants à validité limitée sur la dynamique
du système. Nous avons montré que l’impact de cette technique reste négligeable vis-
à-vis des du churn naturel dans le système.
Enfin, nous avons étudié l’impact de la présence d’entités malveillantes dans le
système sur les opérations de recherche lookup (et donc les opérations put et get).
Bien que ces entités ne puissent pas polluer l’intégralité du système, leur présence peut
nuire à ces opérations. Ainsi, une requête de lookup classique n’atteint sa destination
que dans 40% des cas dans un système comportant des entités malveillantes à l’instant
initial. PeerCube permet à ces requêtes d’emprunter des chemins indépendants. On a
montré dans ce chapitre que cette manière permet de tolérer la présence de clusters
pollués sans pour autant employer tous les chemins indépendants.
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Problématique, enjeux et solutions
Nous nous sommes intéressés dans le cadre de cette thèse aux systèmes large échelle
et à la caractérisation de fautes au sein de ceux-ci. Les systèmes large échelle sont des
systèmes composés d’un très grand nombre d’entités. Ces entités sont connectées entre
elles au travers du réseau afin de rendre ou consommer un ou des services.
Ces entités ainsi que les éléments du réseau sont sujets à des fautes aux conséquences
variables. Ces fautes sont inévitables. Dès lors, il est naturel dans le cas du déploiement
d’un tel système de souhaiter détecter l’occurrence des fautes aussi rapidement que
possible après leur activation.
La supervision consiste à collecter et analyser diverses données du système considéré
afin de connâıtre son état à tout instant. Le nombre d’entités et d’éléments réseau
impliqués dans un tel système rend la supervision de chacun d’entre eux inenvisageable.
Afin de pallier ce problème, nous utilisons ici des mesures de qualité relatives aux
services consommés par les utilisateurs du système. Une dégradation de qualité est une
défaillance. Celle-ci est significative de l’activation d’une faute dans le système ou le
réseau d’interconnexion.
Une faute peut avoir un impact variable. Dans certains cas, seul un faible nombre
d’entités perçoit une dégradation de qualité tandis que dans d’autres cas, un grand
nombre d’entités perçoivent une défaillance. La rédaction de ce document a été guidée
par la question suivante : dans quelle mesure et de quelle manière est-il possible du point
de vue d’un utilisateur d’un système large échelle de distinguer les fautes massives des
fautes isolées qui apparaissent au sein de celui-ci ?
En nous basant sur les variations de qualités perçues par les entités et l’hypothèse
que des défaillances similaires sont la conséquence de l’activation d’une même faute,
nous avons mis en place un modèle simple permettant de construire des scénarios ex-
pliquant ces défaillances.
Caractérisation de fautes Ce modèle repose sur une hypothèse de partitionnement.
Entre deux observations effectuées aux instants k − 1 et k, on considère qu’une entité
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perçoit au plus une défaillance. De plus, on considère qu’une faute a le même impact
sur toutes les entités percevant la défaillance qui en résulte. Enfin, on ne considère que
les scénarios dans lesquels des entités percevant des variations de qualité similaires sont
dues à un nombre restreint de fautes. Ce modèle est basée sur deux paramètres : le rayon
de cohérence r et le seuil de densité τ . Nous faisons l’hypothèse dans le modèle décrit
au chapitre 3 qu’une faute a un impact similaire sur toutes les entités supervisées qui
la perçoivent. En particulier, si un ensemble B d’entités supervisées forme un ensemble
r-cohérent avant la perception de la défaillance (i.e., à l’instant k − 1), alors celles-ci
forment encore un ensemble r-cohérent à l’instant k et donc par la définition 4, cet
ensemble a un mouvement r-cohérent dans l’intervalle de temps [k − 1, k]. Malgré ce
modèle simple, nous avons montré dans le chapitre 3 qu’il est impossible de déterminer
de manière certaine pour chaque entité percevant une défaillance, si celle-ci est due à
une faute isolée ou à une faute massive.
Cependant, il est possible de classer les entités percevant une défaillance en trois
sous-ensembles disjoints. La première classe correspond aux entités dont il est certain
qu’elles ont perçu une défaillance due à une faute isolée, le second aux entités dont il est
certain qu’elles ont perçu une défaillance due à une faute massive. Le dernier ensemble
contient l’ensemble des entités pour lesquelles il existe une incertitude sur le type de
faute ayant induit la défaillance perçue.
Afin de construire ces ensembles, nous plaçons les entités supervisées dans un es-
pace des qualités. Pour chacun de ces sous-ensembles, nous avons fourni des conditions
nécessaires et suffisantes portant sur le voisinage de chaque entité dans cet espace des
qualités. De plus, nous avons défini une relation d’équivalence entre les entités, nous per-
mettant ainsi de réduire le nombre total de calculs pour la classification des entités dans
chacun des trois ensembles considérés. L’utilisation de l’espace des qualités ainsi que
la notion de similarité employée sont au centre de ce modèle. En particulier, deux en-
tités dont les trajectoires dans l’espace des qualités sont trop éloignées sont considérées
comme ayant perçu des défaillances dues à des fautes différentes. Par conséquent, cette
hypothèse nous permet de paralléliser la caractérisation de fautes entre les entités su-
pervisées. De plus, cette approche répartie entre les entités supervisées produit le même
résultat que celui que calculerait un observateur global du système.
Mise en œuvre algorithmique Nous avons présenté dans le chapitre 4 les algo-
rithmes nécessaires à la mise en œuvre de cette caractérisation de manière distribuée.
l’approche répartie est moins coûteuse que l’approche centralisée car elle travaille sur
des ensembles d’entités de plus petite taille. Néanmoins, dans le cas où toutes les entités
perçoivent la même variation de qualité, le coût de l’approche répartie est le même que
celui de l’approche centralisée.
Le coût des différents algorithmes est évalué par simulation. Nous avons ainsi montré
que l’approche heuristique employant le corollaire 2 se montre nettement moins coûteuse
que la solution optimale employant le théorème 4 avec une caractérisation parfaite
dans quasiment 100% des cas concernés. D’autre part, ces simulations ont permis de
montrer l’importance de la fréquence d’échantillonnage des états du système sur la
qualité de la caractérisation produite. En effet, une fréquence accrue permet de réduire
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la proportion d’entités en état indéterminé. Enfin, ces simulations ont permis de montrer
que les hypothèses sur lesquelles s’appuient la construction du modèle ne sont pas trop
restrictives. En effet, tant que la fréquence d’échantillonnage des états du système n’est
pas trop faible, le nombre de mauvaises caractérisations est négligeable.
FixMe La caractérisation des fautes que nous avons proposé dans ce document est
basée sur les qualités de service perçues par les entités supervisées. Nous avons décrit
dans le chapitre 5 FixMe, une architecture auto-organisante dans laquelle les entités du
système se placent en fonction des qualités de service qu’elles perçoivent.
Cette architecture repose sur une décomposition de l’espace des qualités en par-
ties élémentaires et indivisibles appelées buckets. Les buckets sont regroupés en cellules
en fonction de la distribution des entités dans l’espace des qualités. La population de
chaque cellule est organisée au sein d’une table de hachage distribuée nommée Peer-
Cube. À chaque instant discret k, les entités évaluent la qualité de chaque service
qu’elles consomment et se replace dans FixMe si celles-ci ont varié depuis l’instant
précédent k − 1. Si cette variation est considérée comme anormale, l’entité écrit dans
la table de hachage distribuée sous-jacente. De cette manière, toutes les entités ayant
perçu une variation similaire de qualité sont capables de retrouver les autres entités et
ainsi mettre en œuvre la caractérisation présentée au chapitre 3.
La structure de FixMe crée naturellement un compromis entre le nombre de cellules
dans l’espace des qualités et le nombre d’entités dans ces cellules. La complexité algo-
rithmique des opérations de FixMe est analysée sous deux distributions des entités dans
l’espace des qualités.. La première place toutes les entités au sein d’un même bucket
et donc dans une même instance PeerCube, tandis que la seconde maximise le nombre
de cellules et réduit le nombre moyen d’entités dans chaque instance PeerCube. Dans
les deux cas, les opérations de join, leave et lookup nécessitent un nombre logarith-
mique de messages. Les opérations split et merge ne dépendent quant à elles que du
partitionnement de l’espace des qualités.
Évaluation de PeerCube Les chapitres 6 et 7 sont dédiés à une évaluation de
performance de PeerCube. Le chapitre 6 décrit le fonctionnement de cette table de
hachage distribuée, ainsi que le comportement d’un adversaire souhaitant manipuler
celle-ci. Nous avons montré dans ce chapitre que l’utilisation d’identifiants à durée
de validité permettait de limiter l’action de cette adversaire au niveau élémentaire de
PeerCube. Nous avons de plus étudié l’évolution de la composition d’un cluster en
présence d’un adversaire en fonction des entrées et des sorties des entités de celui-ci.
Dans le chapitre 7 nous avons utilisé la modélisation introduite au chapitre précédent
afin d’étudier la dynamique de PeerCube dans son ensemble. Nous nous sommes plus
particulièrement focalisé sur deux aspects : le nombre de clusters sains et pollués dans
le système et les changements topologiques au sein de celui-ci. Nous avons ainsi montré
la résilience de PeerCube au churn des entités ainsi qu’aux comportements malveillants.
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Perspectives
Évaluation en présence de densité variable La caractérisation présentée au cha-
pitre 3 est basée sur deux paramètres : le rayon de cohérence r et le seuil de densité
τ . Ces deux paramètres permettent de définir une densité qui est employée dans notre
caractérisation. Par conséquent, une surestimation des paramètres τ et r peut nous
amener à regrouper ensemble des entités ayant perçu des défaillances dues à des fautes
différentes. D’autre part, dans le modèle que nous avons proposé dans ce document,
ces paramètres sont constants et indépendants des qualités perçues par les entités.
Or, il semble raisonnable d’imaginer que le rayon de cohérence d’une défaillance aug-
mente lorsque la qualité perçue par les entités diminue. Par exemple, dans le cas d’une
défaillance liée à un équipement réseau, la variance des qualités des entités impactées
est plus faible dans le cas d’entités percevant de bonnes qualités (en ville par exemple)
que dans le cas d’entités habituées à des qualités moyennes (en campagne par exemple).
Nous travaillons actuellement sur une génération de vérités synthétiques plus générale
que celle employée dans le chapitre 4. Cette nouvelle approche nous permet ainsi de
générer des mouvements de densités différentes et de générer un nombre variable de
fautes entre deux instants discrets k−1 et k. Ces travaux nous permettront de mesurer
l’impact d’un mauvais paramétrage du rayon de cohérence r et du seuil de densité τ
sur la caractérisation proposée.
Tolérer des densités variables Comme nous l’avons vu, malgré le modèle simple
que nous avons considéré, il est impossible d’attribuer à chaque entité percevant une
défaillance le type de faute qui l’a causée. Nous avons donc affaibli le problème considéré
en introduisant la notion d’état indéterminé. Les états indéterminés sont dus à la su-
perposition de plusieurs anomalies comme illustré dans chapitre 4. Comme nous pou-
vons le voir sur la figure 8.1, toutes les superpositions d’anomalies n’engendrent pas
des états indéterminés. En effet, la figure 8.1(a) illustre la superposition d’une faute
massive impactant les entités 1, 2, 3 et 4 et d’une faute isolée impactant l’entité 5. À
l’inverse, la figure 8.1(b), illustre la superposition de deux fautes massives impactant
respectivement les entités 1, 2, 3, 4 et 5, 6, 7, 8. De la même manière, l’algorithme DBS-
CAN [EKSX96] que nous avons présenté dans la section 4.3 ne gère pas les clusters
de densités différentes. Ce problème est résolu dans OPTICS [ABKS99] en introdui-
sant une notion de distance différente. Il semble donc intéressant de suivre la même
piste pour ce modèle afin de raffiner la caractérisation de fautes massives et de limiter
les erreurs de caractérisation. Ainsi, tolérer des densités variables au sein de cette ca-
ractérisation afin d’adapter le rayon de cohérence et le seuil de densité en fonction de la
position considérée dans l’espace des qualités permettrait d’affiner cette caractérisation
en fonction de la position dans l’espace des qualités et ainsi réduire les erreurs de
caractérisation.
Mesures de vraisemblance Dans le cas où la superposition d’anomalies engendre
des états indéterminés, il semble intéressant de pouvoir associer à chaque entité en
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Figure 8.2 – Superposition d’anomalies massives menant à des états indéterminés.
figure 8.2, il semble raisonnable de penser que les entités 1, 2, 3, 4, 5, 6 ont perçu une
défaillance due à une même faute massive tandis que l’entité 7 a perçu une défaillance
due à une faute isolée. Dans cet exemple, l’entité 7 est la plus distance de chacune
des entités de l’ensemble {1, 2, 3, 4, 5, 6}. Cette intuition est décrite dans [BKNS00]. Il
serait donc intéressant d’appliquer ce principe à la caractérisation proposée ici afin de
fournir une mesure de vraisemblance sur les scenarios possibles. Ainsi dans cet exemple,
les entités 1, 3, 7 sont en état indéterminé. L’application de ce principe permettrait
d’attribuer aux entités 1 et 3, une forte probabilité d’avoir perçu une défaillance due à
une faute massive et à l’entité 7 une forte probabilité d’avoir perçu une défaillance due
à une faute isolée. L’introduction de mesures de vraisemblance permettrait d’apporter
un support lors de la recherche des causes de la défaillance perçue et d’orienter celle-ci.
Tolérer la présence d’un adversaire Nous n’avons considéré dans les chapitres 3
à 5 que le cas des fautes non byzantines, c’est-à-dire que les entités suivent le protocole
défini et que les défaillances résultant de l’activation de fautes dans le système sont
perçues de manière cohérente par les entités. Généraliser l’architecture de FixMe afin
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de prendre en compte ce type de faute est une piste d’amélioration de ces travaux.
En particulier, l’enjeu majeur d’une telle généralisation porte sur la possibilité de mise
en œuvre en présence d’un adversaire souhaitant mettre en défaut la caractérisation
proposée. Un tel adversaire peut chercher à masquer les fautes isolées ou à l’inverse
générer un grand nombre de prétendues fautes isolées. Ainsi, en déplaçant des en-
tités malveillantes au sein de FixMe, un adversaire est en mesure de mettre en défaut
la caractérisation proposée dans ce document. Dans quelle mesure est-il possible de
généraliser l’architecture de FixMe afin de tolérer un tel comportement, ou, à défaut,
de limiter les conséquences de celui-ci ?
Validation expérimentale D’autre part, une implémentation en vue de tests réels
permettrait de valider définitivement ce modèle ainsi que la caractérisation proposée.
Deux difficultés majeures sont à prendre en compte dans le cadre d’une telle validation.
Cela nécessite tout d’abord de déployer un prototype sur un nombre suffisamment
important d’entités et d’autre part d’être capable de comparer les résultats obtenus à
une vérité terrain.
Application à d’autres domaines Enfin, il semble intéressant d’appliquer cette ca-
ractérisation à d’autres champ d’applications. De récent travaux [GCR09, SH11, SC13]
dans le domaine de la vision par ordinateur portent sur la détection de groupe au
sein d’une foule. Il serait donc intéressant de comparer notre approche à celles-ci dans
le contexte de la supervision de foules. En effet, dans ce contexte, la caractérisation
décrite dans ce document permettrait d’identifier d’une part les individus se déplaçant
en groupe au sein de la foule, et d’autre part ceux ayant des mouvements individuels
au sein de celle-ci. Cette identification pourrait par exemple être utile dans l’analyse
de vidéos de surveillance.
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Rencontres Francophones sur les Aspects Algorithmiques des Télécommunications,
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Télécommunications, AlgoTel, pages 1–4, 2014.
[ABLR08] E. Anceaume, F. Brasileiro, R. Ludinard et A. Ravoaja : Peercube :
A hypercube-based p2p overlay robust against collusion and churn. Dans
Proceedings of the IEEE International Conference on Self-Adaptive and
Self-Organizing Systems, SASO, pages 15–24, 2008.
[ACLS13] E. Anceaume, F. Castella, R. Ludinard et B. Sericola : Markov
Chains Competing for Transitions : Application to Large-Scale Distributed
Systems. Methodology and Computing in Applied Probability, 15(2):305–
332, juin 2013.
[ALL+12] E. Anceaume, E. Le Merrer, R. Ludinard, B. Sericola et
G. Straub : FixMe : A Self-organizing Isolated Anomaly Detection Archi-
tecture for Large Scale Distributed Systems. Dans Proceedings of the 16th
201
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Références 203
[BEF84] J. C Bezdek, R. Ehrlich et W. Full : FCM : The Fuzzy C-Means
Clustering Algorithm. Computers & Geosciences, 10(2):191–203, 1984.
[BGHW06] M. Benkert, J. Gudmundsson, F. Hübner et T. Wolle : Reporting
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[KAD+07] R. Kotla, L. Alvisi, M. Dahlin, A. Clement et E. Wong : Zyzzyva :
Speculative Byzantine Fault Tolerance. Dans Proceedings of the 21st ACM
SIGOPS Symposium on Operating Systems Principles, SOSP, pages 45–58,
2007.
[Kal60] R. E. Kalman : A New Approach to Linear Filtering and Prediction
Problems. Transactions of the ASME–Journal of Basic Engineering, 82:35–
45, 1960.
[KLL+ar] A-M. Kermarrec, E. Le Merrer, N. Le Scouarnec, R. Ludinard,
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5.5 Utilisation des hooks dans différents cas d’exécution de l’opération merge.111
5.6 Distribution non-uniforme des nœuds (à gauche) et topologie FixMe in-
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Internet est un réseau de réseaux permettant la mise en œuvre de divers services
consommés par les utilisateurs. Malheureusement, chacun des éléments présents dans
le réseau ou impliqués dans ces services peut potentiellement exhiber des défaillances.
Une défaillance peut être perçue par un nombre variable d’utilisateurs suivant la lo-
calisation dans le système de la source de celle-ci. Cette thèse propose un ensemble
de contributions visant à déterminer du point de vue d’un utilisateur percevant une
défaillance, si celle-ci est perçue par un faible nombre d’utilisateurs (défaillance isolée)
ou à l’inverse par un très grand nombre d’utilisateurs (défaillance massive). Nous for-
malisons dans un premier temps les défaillances par leur impact sur la perception des
services consommés par les utilisateurs. Nous montrons ainsi qu’il est impossible, du
point de vue d’un utilisateur, de déterminer de manière certaine si une défaillance
perçue est isolée ou massive. Cependant, il possible de déterminer de manière certaine
pour chaque utilisateur, s’il a perçu une défaillance isolée, massive, ou s’il est impossible
de le déterminer. Cette caractérisation est optimale et totalement parallélisable. Dans
un second temps, nous proposons une architecture pour la caractérisation de fautes.
Les entités du système s’organisent au sein d’une structure à deux niveaux permettant
de regrouper ensemble les entités ayant des perceptions similaires et ainsi mener à bien
l’approche proposée. Enfin, une analyse probabiliste de la résistance au dynamisme et
aux comportements malveillants du second niveau de cette architecture complète ce
document.
Abstract
The Internet is a global system of interconnected computer networks that carries
lots of services consumed by users. Unfortunately, each element this system may exhibit
failures. A failure can be perceived by a variable range of users, according to the location
of the failure source. This thesis proposes a set of contributions that aims at determining
from a user perception if a failure is perceived by a few number of users (isolated failure)
or in contrast by lots of them (massive failure). We formalize failures with respect to
their impact on the services that are consumed by users. We show that it is impossible
to determine with certainty if a user perceives a local or a massive failure, from the
user point of view. Nevertheless, it is possible to determine for each user whether it
perceives a local failure, a massive one or whether it is impossible to determine. This
characterization is optimal and can be run in parallel. Then, we propose a self-organizing
architecture for fault characterization. Entities of the system organize themselves in a
two-layered overlay that allows to gather together entities with similar perception. This
gathering allows us to successfully apply our characterization. Finally, a probabilistic
evaluation of the resilience to dynamism and malicious behaviors of this architecture is
performed.
