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Abstract
Synchronization of spiking neuronal activity plays a role in many important pro-
cesses in the human body. Zhao et al. [1] explored the relationship between synchrony
and network structure by developing the SONET model where one can modulate the
microstructure of the network by adjusting frequencies of pairs of directed connections
between nodes, which correspond to the second order statistics of the network. We ex-
tended the SONET framework to allow for the prescription of probabilities of neuronal
connections based on location to modulate spatial macrostructure. We used this spatial
SONET model to explore how both network microstructure (SONET motif frequen-
cies) and macrostructure influence the emergence of synchrony. To enable a consistent
analysis of synchrony across a wide range of networks, we developed a novel measure
of synchrony based on the rate of synchronous events. We discovered that the mi-
crostructure played the dominant role in shaping synchrony. Moreover, we found that
the influence of the microstructure can depend on the dynamics of the inputs to the
network.
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Chapter 1
Introduction
The nervous system is an extensive and complex network of neurons. Perin et al. [2] and
Song et al. [3] both observed that the structure of networks of neurons is more clustered
than random. We utilize SONET motif frequencies introduced by Zhao et al. [1] to
explore how they may influence the synchrony of networks with various macrostructures.
We also considered how dynamical regime modulates the influence of SONET motif
frequencies on synchrony.
• Chapter 2 provides neuroscience and neuronal network theory background and
discusses previous work to provide motivation.
• Chapter 3 explains the network model and simulation methods that we used.
We describe the SONET motif model and various macrostructures of neuronal
networks and we give an overview of our network generation algorithm. Our
simulation model is discussed and we explain how we developed our measure for
synchrony.
• Chapter 4 analyzes and discusses our results. We examine networks with varying
microstructure and macrostructure. A description of distinct dynamical regimes
is introduced. We evaluate and discuss the synchrony of numerous spiking neuron
simulations.
• Chapter 5 introduces a stochastic simulation model that we imposed to seek more
understanding of the factors that may effect the synchrony of a network.
1
Chapter 2
Background and motivation
We begin by giving an overview of the neuroscience background and random network
theory needed to discuss the effects of neuronal network structure on network dynamical
patterns such as synchrony. We also discuss the importance of synchrony and consider
previous work and observations that motivate our work.
2.1 Background
2.1.1 Neurons and the nervous system - anatomy
Most animals have a nervous system to detect environmental conditions that affect the
body. The nervous system is composed of cells called neurons that use electrochemical
signals and neurotransmitter chemicals to transmit signals within the brain as well as
between the brain and the rest of the body. The nervous system is extremely complex,
and is composed of billions of neurons and trillions of connections called synapses.
A typical neuron consists of a cell body (soma), dendrites, and an axon. The axon
and dendrites are tendrils that extend from the compact soma. In humans, the axon
could be up to 1 meter in length, though usually relatively small and constant in diam-
eter. At the end of an axon are axon terminals, which transmit electrochemical signals
to another cell. Dendrites, which are usually much shorter than the axon, receive elec-
trochemical stimulation from other cells.
The cell membrane of a neuron is a phospholipid bilayer that is an electrical insulator.
2
3Embedded in the membrane are proteins. These proteins form ion channels and pumps
that allow for ions to be transported from one side of the membrane to the other. Some
ion channels are voltage gated, while others are chemically gated. The movement of
these ions alter the voltage across the membrane.
2.1.2 Neuronal activity
Neurons communicate to each other via synapses, the area where an axon terminal of
one neuron connects to another neuron, typically at a dendrite. Neurons fire when the
electric voltage reaches or exceeds a threshold and travels as an electric pulse (action
potential) along the axon of the neuron. This causes the axon terminal to release
neurotransmitters into the synapse. These neurotransmitters then latch onto receptors
in the dendrite of a nearby neuron, causing more channels to open and the voltage of
that neuron to change.
The neuron that releases neurotransmitters is called a presynaptic neuron, and the
neuron that receives neurotransmitters is called a postsynaptic neuron. If external
input causes the membrane potential of a neuron to become sufficiently high, then it
will activate an action potential that will travel as a pulse down the axon of the neuron,
and the firing process will repeat.
2.1.3 Neural synchrony
Synchrony is the term we use to describe the phenomena when many of the neurons in
a network fire at the same time or consecutively. Some consider synchrony to be the
neural indicator of consciousness, and that it plays a vital role in memory formation.
Synchrony and neuronal network structure have been found to play an important role
in memory formation [4], and may also be related to many neurological diseases such
as schizophrenia [5], Parkinson’s disease [6], Alzheimer’s disease [7], and epilepsy [8, 9].
Synchronization is believed to be caused by many factors such as network struc-
ture, individual neuron dynamics, the types of synaptic response, and even the network
environment and dynamics of the inputs to the network. We have explored how local
and global network structure as well as dynamical regime (input dynamics) may impact
synchronization. Our findings are described in Chapter 4.
42.1.4 Network theory
A random network is a probability distribution over a graph, often simply described by
the probability distribution that generates it. The most basic type of random graph
was introduced by Paul Erdo˝s and Alfre´d Re´nyi [10]. In an Erdo˝s-Re´nyi (ER) random
network, each edge between any pair of nodes is independent of all others and equally
likely to occur.
The ER model does not take any factors, such as node location, into consideration
when assigning edges. Thus, an ER random network can be completely characterized
by the number of nodes (N), and the probability of connection between any two nodes
(p), which describes the first order statistic of the random network. This independent
random network model is a natural choice when beginning to study neuronal networks,
as it has minimal structure beyond what is required by the connection probabilities.
However, a study by Perin et al. [2] found that cells in neocortical microcircuits are
not arranged randomly, but as small world networks where the connection probability
between two neurons is proportional to their number of common neighbors. Similarly,
Song et al. [3] investigated the frequencies of sixteen different motifs on triplets of
neurons. They discovered that bidirectional connections were much more common than
expected, and that the strengths of synaptic connections sharing pre- or postsynaptic
neurons were correlated, concluding, as Perin et al. did, that strong connections are
more clustered than weak.
Therefore, we base our work on the Second Order Network (SONET) model, intro-
duced by Zhao et al. [1], to add structure beyond the independent Erdo˝s-Re´nyi model by
modulating the frequencies of pairs of directed connections between nodes. This alters
the second order statistics of the network, and adds low-dimensional structure to the
network. The four second order connection motifs (reciprocal, convergent, divergent,
and chain) are illustrated in Figure 3.1, and the SONET model is described in detail in
section 3.1.1.
52.2 Previous work
2.2.1 SONETS
When Zhao et al. introduced the SONET model, they included a framework to relate
network connectivity to synchrony in spatially homogeneous neuronal networks. They
observed an influence of second order connectivity on synchrony through chain and
convergent connection motifs, and discussed how synchrony tended to increase with
the relative frequency of chain connection motifs and decrease with the relative fre-
quency of convergence connection motifs. They also illustrated their observation that
the synchrony of a network appeared unaffected by the relative frequency of divergent
connection motifs. Later, Nykamp et al. [11] developed mean-field equations that ex-
plain these observations.
2.2.2 Feed-forward networks
Liu and Nykamp [12] developed a kinetic theory approach to capturing interneuronal
correlation in layered feed-forward networks, where neurons are clustered in layers and
the neurons in a layer only receive inputs from neurons in a previous layer. In this study,
they observed that the average number of neurons from a population that simultaneously
project onto a pair of neurons (divergence) leads to a buildup of correlations, which tends
to cause synchrony.
Rosenbaum et al. [13, 14] also examined the development of synchrony in layered
feed-forward networks. They observed that convergent connections, which they referred
to as pooling, increase correlation and that the development of synchrony is primarily
due to this pooling of correlated inputs. They also examined the effects of divergence,
which they referred to as overlap, in down-stream correlation, but concluded that this
did not have as much of an impact as pooling.
We expand upon these ideas by focusing on feed-forward networks without layers,
but with a spacial structure and varying frequencies of SONET motifs. We conduct
spiking neuron simulations using a leaky integrate-and-fire model and observe the effects
of dynamical regime and SONET motif frequencies on synchrony.
Chapter 3
Network model and simulation
methods
3.1 Network model
Zhao et al. [1] developed a second order network (SONET) model that allows for the
generation of neuronal networks with specified frequencies of the second order connec-
tion motifs shown in Figure 3.1. Their model was restricted to spatially homogeneous
networks, where the probability of connection was constant for all pairs of neurons.
Hence, the SONET framework is unable to model networks with spatial clusters of neu-
rons. Following the work of Fuller [15], we extend the homogeneous SONET model to
include a spatial component with connection probability dependent on neuron location.
Reciprocal
i j
Wij = 1,Wji = 1
Convergent
i
j k
Wij = 1,Wik = 1
Divergent
j
i k
Wij = 1,Wkj = 1
Chain
j
k
i
Wij = 1,Wjk = 1
Figure 3.1: The four second order connection motifs.
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73.1.1 Microstructure via SONET motif frequencies
We let W represent the connectivity matrix of the network, then Wij = 1 if there is a
connection from neuron j to neuron i, and 0 otherwise. Further, we do not allow self-
coupling, so Wii = 0 for all i. We develop W based on second and first order statistics.
First, because we are taking the one-dimensional “location” of a neuron into account, we
consider the first-order connection probability of the matrix P (Wij = 1) = E(Wij) = pij ,
which depends on the particular pair of neurons.
We also consider the four distinct patterns of pairs of connections sharing a common
neuron. We call these reciprocal, convergent, divergent, and chain motifs (see Figure
3.1). These motifs are associated with the second-order statistics of the network. We
allow the first-order statistics of the network to depend on neuron index (location),
but for simplicity, we keep the second-order statistics independent of neuron index.
Although we do not have data to determine the biological validity of this, we consider it
reasonable to assume that the second-order statistics are independent of neuron location.
Also, this assumption makes our model tractable.
To allow us to prescribe these second-order statistics then generate networks, we
introduce the variables αrecip, αconv, αdiv, and αchain, which measure deviations from
independence of the frequency of the four two-edge motifs.
P (Wij = 1,Wji = 1) = pijpji(1 + αrecip) αrecip =
cov(Wij ,Wji)
pijpji
P (Wij = 1,Wik = 1) = pijpik(1 + αconv)
equivalently,
αconv =
cov(Wij ,Wik)
pijpik
P (Wij = 1,Wkj = 1) = pijpkj(1 + αdiv) αdiv =
cov(Wij ,Wkj)
pijpkj
P (Wij = 1,Wjk = 1) = pijpjk(1 + αchain) αchain =
cov(Wij ,Wjk)
pijpjk
.
These α values are now parameters that we can alter to generate desired networks.
Second-order statistics in relation to degree distribution
To give additional intuition on the nature of these statistics, we can relate some of these
second-order statistics to the in-degree and out-degree distributions of the network. The
8i
Figure 3.2: An illustration of a node with an in-degree of three and an out-degree of 5.
in-degree of a neuron is the number of neurons that connect to it, and the out-degree
is the number of neurons that it connects to. In Figure 3.2, we see a simple network
where neuron i has an in-degree of 3 and an out degree of 5.
We denote the in-degree of neuron i by dini =
∑
jWij , and the out-degree by d
out
i =∑
jWji. Obviously, the mean in-degree is equivalent to the mean out-degree, which we
will simply call the mean degree and denote as d = 1N
∑
i,jWij , where N is the number
of neurons in the network.
Then, from Zhao et al. [1], when N is large, we get the following relationships
between second-order statistics and degree distribution:
αconv ≈var(d
in
i )− E(d)
E(d2)
αdiv ≈var(d
out
i )− E(d)
E(d2)
αchain ≈cov(d
in
i , d
out
i )
E(d2)
.
This gives us intuition of the effect of the network connectivity statistics on the syn-
chrony of the network.
3.1.2 Network generation algorithm
We can prescribe first order (pij) and second order (αrecip, αconv, αdiv, and αchain) statis-
tics of the network, but those do not uniquely determine a network. We likely have an
underdetermined system as there could be many probability distributions with those
9statistics. As a way to choose among those possible probability distributions, we seek
the one with the least structure, or the maximum entropy, which is difficult to find.
Therefore, we will use a model of dichotomized Gaussian (sometimes called near maxi-
mum entropy) [16].
Alternatively, there may be no probability distribution with the prescribed first and
second order statistics. Or, the prescribed model may not actually represent a real
graph. For example, it is entirely possible (and relatively easy) to produce a symmet-
ric matrix that is not positive definite, and therefore cannot be a covariance matrix
of a network. Thus, our algorithm is designed to attempt to generate a network from
a particular model and quickly determine if the prescribed parameters are impossible.
These considerations were present in the original SONET model, but became much
trickier to achieve when a spatial component was added. In particular, we are inter-
ested in cases where the connection probability strongly depends on space, which makes
network generation challenging.
Our approach is an extension of the spatially homogenous SONET model by Zhao
et al. [1]. This generalization of SONETs was begun by Fuller [15], who developed a
framework to add modulation of connection probability (pij) in the presence of SONET
microstructure. Although this initial model was limited in the amount of possible vari-
ation in pij and did not scale well with network size, it laid out a successful approach
for adding spatial structure to the SONET model. We extend Fuller’s model to regimes
of strong spatial dependence and improved its scaling with network size so that we can
easily generate networks with tens of thousands of nodes.
Thus, to create networks, we generate the connectivity matrix W . We use a di-
chotomized Gaussian approach to add minimal structure beyond the desired first and
second order statistics (minimize higher order statistics). To do this we generate Gaus-
sian random variables Zij , with specified covariance matrix Σ. Then we threshold each
Zij to create the connectivity matrix W :
Wij =
1, if Zij > θij0, otherwise,
where the threshold value θij is chosen such that P (Wij = 1) = pij . Thus, θij = ∞ if
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pij = 0. The covariance matrix Σ is such that we get the desired first and second order
statistics of W .
For even moderate-sized networks, Σ is too large to fit in memory, as it is size
N2 ×N2. So we exploit its spatial structure to tractably generate random variables,
Zij with that covariance. The covariance matrix Σ has a particularly simple structure
for homogeneous networks, but is destroyed once we allow pij to depend on location.
However, with some assumptions on pij , and an number of approximations, we can
generalize the SONET approach to a spatially varying pij .
We follow this process to generate W :
1. Determine the covariance matrix Σ of the Zij Gaussian random variables. Σ is
such that Var(Zij) = 1, and yields the appropriate second order statistics for W .
Thus, Σ depends on pij and α values.
2. Compute an approximate square root S of Σ. Note that, even for relatively small
networks, both Σ and S may be too large for memory, so we exploit their structure
and store components in terms of a small number of parameters.
3. Generate a matrix X of standard normal random variables, then let Z = SX.
4. Finally, threshold each Zij to get the connectivity matrix W .
This algorithm operates under the assumptions that there exists a square root S of the
covariance matrix Σ, that is structured similarly to Σ. We make this assumption because
S, like Σ, is too large to fit in memory. We assume that they have similar structure
so that we can use the same, much smaller number of parameters, to describe both.
Further, it is assumed that no neuron connects to itself, so P (Wii = 1) = pii = 0, for all
i, and that
∑
j pij =
∑
j pji is equivalent for all i. This last assumption is required to
allow us to exploit the structure of S and Σ (see section A.4 for thorough justification).
Complete details of our network generation algorithm for prescribed first and second
order statistics (pij and α values) can be found in Appendix A.
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Estimating connectivity statistics
For spatially homogeneous SONETs, we can estimate these first and second order statis-
tics directly from a given connectivity matrix W . We let pˆ denote the average connec-
tivity of the matrix. Suppose Nconn = ‖W‖1 =
∑
i,jWij is the number of connections
in W , then
pˆ =
Nconn
N(N − 1) .
Further, we can compute the second order statistics of the matrix with the following
relations:
pˆ2(1 + αˆrecip) =
Nrecip
N(N − 1)/2
pˆ2(1 + αˆconv) =
Nconv
N(N − 1)(N − 2)/2
pˆ2(1 + αˆdiv) =
Ndiv
N(N − 1)(N − 2)/2
pˆ2(1 + αˆchain) =
Nchain
N(N − 1)(N − 2) .
Here we let Nrecip, Nconv, Ndiv, and Nchain represent the number of corresponding second
order motifs in the network, each of which we can compute directly:
Nrecip = Tr(W
2)/2
Nconv =
(‖W TW‖1 − ‖W‖1) /2
Ndiv =
(‖WW T ‖1 − ‖W‖1) /2
Nchain = ‖W 2‖1 − Tr(W 2).
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Hence,
αˆrecip =
Tr(W 2)
N(N − 1)pˆ2 − 1
αˆconv =
‖W TW‖1 − ‖W‖1
N(N − 1)(N − 2)pˆ2 − 1
αˆdiv =
‖WW T ‖1 − ‖W‖1
N(N − 1)(N − 2)pˆ2 − 1
αˆchain =
‖W 2‖1 − Tr(W 2)
N(N − 1)(N − 2)pˆ2 − 1.
Since our networks are computed probabilistically, these αˆ values likely differ from the
prescribed α values that were used to generate the the network. Hence, we will use the
αˆ values when analyzing the synchrony of the network.
It is important to note that these approximations are accurate only for spatially
homogeneous networks and not valid for networks with varying connection probabilities
(pij). We use them anyway, as this is how we would estimate the α values if pij was
unknown, though we acknowledge that they are not estimates of the actual α values.
To estimate the actual α values of spatial networks, we would first have to estimate pij ,
which would require multiple samples of the network or assumptions on the form of pij .
Although we could estimate pij , that cannot be done with a single sample (network).
Hence, as our only option, we still use these αˆ values with spatial networks, as they
appear to capture key deviations and provide useful information.
3.1.3 Macrostructure based on one-dimensional geometry
We consider a spatial component where neurons that are closer together are more likely
to be connected, as this reflects a general structure that has been observed within the
brain. We use a Gaussian kernel, so we let pij = pmax exp
(
−d2ij/2σ2
)
, where dij is the
distance between neuron i and neuron j, and pmax is a scalar so the average number of
connections per neuron is a prescribed value, pavg. We consider various values for σ to
determine the spatial scale of connections (i.e., how close neurons need to be to each
other to have a non-zero probability of being connected).
Using this spatial component, we considered two different macrostructures for our
networks: a recurrent model where we allow neurons to be oriented in a ring, with
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(a) Recurrent model
1
2 3
4
56
(b) Feed-forward model
1 2 3 4 5 6
Figure 3.3: Simple examples of networks with two different macrostructures based on
one-dimensional geometry. On the left we have a recurrent model with connections in
both directions. On the right, a feed-forward network with connections moving forward
through the network. Neurons that are closer together are more likely to be connected.
Hence, line thickness indicates connection probability.
connections allowed in either direction around the ring (see Figure 3.3a), and a feed-
forward model where we assume neurons are oriented on a line segment, with only
forward connections allowed (see Figure 3.3b).
The assumption that
∑
j pij =
∑
j pji is equivalent for all i (which allows us to
exploit the structure of S and Σ) is still imposed as an initial step in the feed-forward
case. Each feed-forward network is generated in a ring, then the network is truncated
so that Wij = 0 if j ≥ i.
3.2 Simulation model
We use the Brian spiking neural network simulator [17] with Python. We run simulations
on networks of excitatory neurons with instantaneous synapses using a leaky integrate-
and-fire model:
dvi
dt
= −1
τ
[vi(t)− vrest] +
∑
j
∑
k
J Wij δ(t− Tj,k) +
∑
k
Iext δ(t− T exti,k ),
where
• vi(t) is the membrane potential of neuron i
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• J = 0.18mV is the connectivity strength (the voltage that is passed ‘downstream’
when a neuron fires)
• Ti,k is the time of kth spike of neuron i
• Iext is the magnitude of the external input
• T exti,k is the time of the kth external input to neuron i, a Poisson process with rate
λ
• vrest = −60mV and τ = 10ms are constants
• Wij is the indicator of connectivity of neuron j to neuron i
• δ is the Dirac delta function.
In this model, a spike of neuron i occurs when vi(t) = vthresh = −55mV, after which
vi(t) is set to vreset = −65mV for a refractory period of 1ms.
We vary the magnitude, Iext, and rate, λ, of external input to the system to establish
different dynamical regimes for simulation. This is explained in detail in section 4.2.
3.3 Synchronous events
We seek to explore how synchrony depends on network microstructure (SONET motifs),
network macrostructre (spatial dependence of connection probability), and dynamical
regime (described in section 4.2). Typical synchrony measures include the Kuramoto
order parameter [18] and measures based on autocorrelation or spectrum of population
activity. Such measures include the assumption of periodicity: either the node dynamics
are represented by oscillators or we must exploit bifurcations (such as Hopf bifurcation)
in the dynamics of the population activity that leads to periodic behavior [11, 19, 20].
However, our goal is to explore macostructures (specifically feed-forward networks)
for which these previous population models and resulting bifurcation analyses do not
apply. Moreover, we are interested in dynamical regimes (in particular, the irregular
regime described in section 4.2) where networks do not exhibit periodic behavior. Hence,
the standard synchrony measures will not apply or give meaningful results. To obtain a
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quantitative measure of synchrony that pertains to all of our simulations, we developed
a new synchrony measure.
Our synchrony measure was motivated by observations of network behavior. We use
Brian neuron spiking simulator [17] in Python to perform a simulation, then observe
synchronous firings that travel in waves through the network. We call these events.
Events can be visually recognized by examining the raster plot of a simulation. (A
raster plot has vertical axis neuron index and horizontal axis time, with a dot at (i, t) if
neuron i fired at time t.) In our feed-forward model synchronous events travel forward
through the network, then stop when they reach the end of the network (see Figure
3.4). In recurrent networks, the events travel in both directions through the network,
and wrap around, stopping only when they collide with themselves (see Figure 3.5). Our
measure of synchrony will be the rate at which these events occur, the “event rate”.
To determine when synchronous events occur, we look at the average activity level
localized in time and space and look for instances where this is unusually high. We have
observed that unusually high activity level usually propagates through the network (in a
wave-like fashion) and consider this phenomenon a synchronous event. We also observed
that this propagation of activity is not always continuous in time, so we allow for slight
time gaps, but we do not allow for gaps in space.
The general procedure for identifying synchronous events is:
1. Calculate the average activity for groupings of neurons.
2. Identify episodes where neuron activity is unusually high.
3. Concatenate adjacent episodes into events.
3.3.1 Average activity matrix
The first step of our event detection algorithm is to measure the average activity of
neighboring neurons at each moment in time. We begin by considering neurons to be
in bins of ∆N = 100 neurons. We also bin the simulation time by ∆t = 0.1ms (this is
done automatically with the Brian neuron spiking simulator). For each neuron bin and
time bin we calculate the number of neuron firings averaged over time and space, and
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we let A represent the matrix of this average activity. That is,
Aij =
ηij
∆N∆t
,
where ηij is the number of neuron firings that occur in neuron bin i and time bin j. We
then look for entries in A that are larger than average. Since an event is an occurrence
of unusually high activity, our next step is to determine an appropriate threshold for
each neuron bin that can be used to detect when the activity is unusually high.
3.3.2 Threshold vector
The goal is to have a threshold value for each neuron bin that is reached only rarely.
Thus, we define a threshold that depends on the proportion of time bins with neural
activity.
We consider Bernoulli random variables Xij that indicate whether or not we have
at least one neuron from bin i that fires in time bin j. Thus, we let P (Xij = 1) = βi,
where βi be the fraction of time bins with at least one neuron from bin i that fired. We
choose simulation parameters so that in most time and neuron bins, we do not have a
neuron fire, therefore that for each neuron bin i the median of {Xij}j≥0 is 0. We then
let the threshold value for activity in neuron bin i be γi, which is set to 15 standard
deviations above the median, scaled over time and space:
γi =
15
√
βi(1− βi)
∆N∆t
.
3.3.3 Identifying episodes
Once we have determined a threshold for a given neuron bin, the next step is to identify
episodes where that neuron bin’s activity is unusually high. Roughly speaking, an
episode is an interval of time (tstart, tend) during which Aij is large for tstart ≤ j ≤ tend.
To account for variability in the data, we adopt the following, slightly relaxed, definition
of an episode:
1. The episode requires either very high activity (Aij ≥ 3γi) in a single time bin, or
sustained high activity (Aij ≥ γi) for at least three time bins.
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2. The episode may contain gaps of lower activity (Aij < γi) as long as each gap is
two time bins or shorter.
3. The activity is low (Aij < γi) for the three time bins preceding and following the
episode.
3.3.4 Concatenate episodes into events
To identify synchronous events, we look for sequences of episodes that travel across
neighboring neuron bins. We separately identify synchronous events that travel up the
network (neuron bin increasing with time), and events that travel down the network
(neuron bin decreasing with time). To qualify as an event, a sequence of episodes must
cover at least three adjacent neuron bins. Further, an event cannot skip a neuron bin,
but we do allow for variability in time, to account for the variability in the identification
of the start and end times of an episode. As long as neighboring episodes nearly overlap
in time (with a buffer of a single time bin on either end of each episode) and move
forward in time, we concatenate them together into a single synchronous event.
For each event, we calculate the following information:
• istart: starting neuron bin
• iend: ending neuron bin
• tstart: starting time bin
• tend: ending time bin
• Edir: direction (up or down)
• Esize: event size (number of neuron bins covered).
The precise algorithm for concatenating episodes into events is as follows:
We begin with the list of episodes, which we sort first by start time, then by neuron
bin. We concatenate episodes in consecutive neuron bins, allowing the event to travel
in both directions (up and down) through the network. We consider events traveling up
first, so we take the first episode in the sorted list, then search that list for an episode
occurring in the next neuron bin. If the episodes occurred in overlapping (with buffer)
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time bins, then we concatenate them. We only consider events that travel forward
through time, though we include a time buffer of one time bin on either end. The time
buffer is enforced, and we concatenate episodes, if either of the following conditions is
met:
1. The episode in the next neuron bin starts within the time buffer of the current
end time
2. The episode in the next neuron bin ends within the allowed time buffer of the
current start time.
We repeat this process, searching the sorted list of episodes for an episode in the next
neuron bin and concatenating, until we are no longer able to find an episode within the
consecutive time and space constraints. After we have concatenated episodes traveling
up through the network, we then repeat that process going down through the neuron
bins. Finally, we include an event in our final list of events only if it covers at least 3
neuron bins (so if Esize ≥ 3).
3.3.5 Simulation statistics
After we determine the synchronous events of a simulation, we then calculate a series
of statistics. We calculate and record:
• event rate (number of synchonous events per second)
• event magnitude (number of neurons covered by events, proportional to the num-
ber of neurons in network and simulation time)
• inter-event intervals (IEI), an array of time between consecutive events
• IEI excess kurtosis and skew.
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Figure 3.4: Raster plot of a simulation on a feed-forward network. When many neurons
that are near each other fire at the same time, we see dark spots in the raster plot.
Synchronous events correspond to dark lines that propagate through the network, some
of which are indicated with arrows. Observe that in this feed-forward network, the
events start in the middle of the network, travel forward through the network, and end
at the top/end of the network.
(a)
(b)
(b)
(c)
Figure 3.5: Zoomed-in raster plot of two events from a simulation of a recurrent network.
In recurrent networks, we observe events that travel in both directions and wrap around.
Here we have an event that starts at point (a), travels in both directions through the
network, wraps around at point (b), and ends at point (c).
Chapter 4
Discussion of results
4.1 Network results
In this section, we demonstrate properties of the spatial SONET model. Following
the work of Fuller [15], we extend the spatially homogeneous SONET model of Zhao
et al. [1] to include dependence of connection probability on neuron location. The
resulting model combines the microstructure of the SONET model (modulation of the
motif frequencies of Figure 3.1) with a macrostructure (or global structure) that can
be prescribed independently. We begin by illustrating the properties of the spatially
homogeneous SONET model, and then demonstrate the SONET structure combined
with simple one-dimensional geometries.
4.1.1 Homogeneous SONET model
Figure 4.1 shows how the modulation of reciprocal, convergent, divergent, and chain con-
nection frequencies can be observed in the adjacency matrices of spatially homogeneous
SONETs. Although not visible from the figure, with the added reciprocal connections in
(b), this adjacency matrix is approximately symmetric about the main diagonal. With
the added convergent connections in (c), we have a few postsynaptic neurons that re-
ceive connections from many presynaptic neurons. This results in a skewed distribution
of the in-degree of the postsynaptic neurons, and is observed by horizontal striping in
the adjacency matrix of the network. With the added divergent connections in (d),
we have a few presynaptic neurons that connect to many postsynaptic neurons. This
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results in a skewed distribution of the out-degree of the presynaptic neurons, and is
observed by vertical striping in the adjacency matrix of the network. In (e) and (f) we
observe both horizontal and vertical striping from increased convergent and divergent
connections. The difference between (e) and (f) is the frequency of the chain motif.
With reduced chain connections (e), those neurons with many incoming connections
have few outgoing connections, and vis versa. On the other hand, with increased chain
connections (f), the same neurons have many incoming and many outgoing connections,
leading to symmetry in the striping.
4.1.2 Spatial SONET model
To introduce spatial structure to the SONET model, we considered the neurons as
positioned along a one-dimensional lattice and set the connection probability to decay
as a Gaussian function of the distance between neurons. Thus, the probability that
neuron at position j connects to the neuron at position i is
pij = pmax exp
(−d2ij/2σ2) ,
where dij is the distance between neuron i and neuron j, and pmax is a scalar so the
average number of connections per neuron is a prescribed value, pavg. We consider
various values of σ to adjust the spatial scale or “tightness” of the network. This is
described with more detail in Chapter 3.
We examine two classes of network models that implement this spatial structure.
The first is the recurrent model, where we suppose the neurons are arranged in a circle or
ring, and let dij be the minimum distance (measured in neuron indices) between neurons
i and j. The second class is feed-forward, where dij is the distance between neurons i
and j if i < j and is viewed as infinite otherwise. Our extension of the SONET model
allows us to specify the second order motif frequencies (α values), which modulates the
microstructure, while simultaneously prescribing the distance-dependence connection
probability (pij), impacting the macrostructure.
The algorithm developed for network generation does not effectively capture the
reciprocal motif frequency. This is not a concern as Zhao et al. [1] demonstrated that
reciprocal connections do not play a large role on the synchrony of the network. Further,
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(a) Erdo˝s-Re´nyi (b) added reciprocal (c) added convergent
(d) added divergent (e) reduced chain (f) added chain
Figure 4.1: Adjacency matrices of spatially homogenous networks with N = 3000 neu-
rons, generated using p = 0.01 probability of connection. For each matrix, we have
presynaptic neurons on the horizontal axis, and postsynaptic neurons on the verti-
cal axis. (a) An Erdo˝s-Re´nyi random network. Parameters: αrecip = 0, αconv =
0, αdiv = 0, αchain = 0. (b) A random network with added reciprocal connec-
tions. Parameters: αrecip = 3, αconv = 0, αdiv = 0, αchain = 0. (c) A ran-
dom network with added convergent connections. Parameters: αrecip = 0, αconv =
3, αdiv = 0, αchain = 0. (d) A random network with added divergent connec-
tions. Parameters: αrecip = 0, αconv = 0, αdiv = 3, αchain = 0. (e) A random
network with added convergent and divergent connections, and reduced chain connec-
tions. Parameters: αrecip = 0, αconv = 3, αdiv = 3, αchain = −0.9. (e) A ran-
dom network with added convergent, divergent, and chain connections. Parameters:
αrecip = 0, αconv = 3, αdiv = 3, αchain = 3.
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(a) recurrent (b) added convergent (c) added divergent (d) added chain
Figure 4.2: Adjacency matrices of recurrent networks with N = 3000 neurons, generated
using p = 0.01 probability of connection, and a tightness factor of σ = 500. As with
figure 4.1, presynaptic neurons are on the horizontal axis, and postsynaptic neurons are
on the vertical axis. (a) A recurrent network with independent connections. Parame-
ters: αrecip = 0, αconv = 0, αdiv = 0, αchain = 0. (b) A recurrent network with added
convergent connections. Parameters: αrecip = 0, αconv = 1, αdiv = 0, αchain = 0. (c) A
recurrent network with added divergent connections. Parameters: αrecip = 0, αconv =
0, αdiv = 1, αchain = 0. (d) A recurrent network with added chain connections. Param-
eters: αrecip = 0, αconv = 0.9, αdiv = 0.9, αchain = 0.9.
as will later be discussed, we primarily focus on feed-forward networks, where recipro-
cal connections are not present. Hence, we ignore the reciprocal motif frequency and
consider networks only with varying convergent, divergent, and chain motif frequencies.
In Figures 4.2 and 4.3 we observe the effect of convergent, divergent, and chain
connections in recurrent and feed-forward networks, which appear as horizontal and
vertical striping, and symmetry, respectively, in the adjacency matrices. The striping
demonstrates that we have successfully captured the SONET microstructure of Figure
4.1. The spatial macrostructure is evident from the larger scale pattern, with the dots
concentrated on the diagonal and corners for the recurrent model (Figure 4.2), and
concentrated below the diagonal for the feed-forward case (Figure 4.3).
Zhao et al. [1] demonstrated the relationship between the SONET parameters (α
values) and the network degree distribution. Figure 4.4 illustrates how this relationship
is still present in the spatial model. Increased convergent connections lead to a skew in
the in-degree distribution, which is caused by the presence of a few nodes with in-degree
much larger than average (Figure 4.4b). Similarly, increased divergent connections lead
to a skew in the out-degree distribution (Figure 4.4c). The effect of the chain connections
on the relationship between in-degree and out-degree distributions is shown in Figures
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(a) feed-forward (b) added convergent (c) added divergent (d) added chain
Figure 4.3: Adjacency matrices of feed-forward networks with N = 3000 neurons, gen-
erated using p = 0.01 probability of connection, and a tightness factor of σ = 500. As
with figure 4.1 and 4.2, presynaptic neurons are on the horizontal axis, and postsy-
naptic neurons are on the vertical axis. (a) A feed-forward network with independent
connections. Parameters: αrecip = 0, αconv = 0, αdiv = 0, αchain = 0. (b) A feed-forward
network with added convergent connections. Parameters: αrecip = 0, αconv = 1, αdiv =
0, αchain = 0. (c) A feed-forward network with added divergent connections. Parame-
ters: αrecip = 0, αconv = 0, αdiv = 1, αchain = 0. (d) A feed-forward network with added
chain connections. Parameters: αrecip = 0, αconv = 0.9, αdiv = 0.9, αchain = 0.9.
4.4d and 4.4e. Only with increased chain connections are there nodes with both large
in-degree and out-degree.
In figure 4.5 we observe the effect of various σ values on the spatial tightness of
recurrent and feed-forward networks. We can see that as σ decreases the network
becomes tighter. In recurrent networks, this spatial tightness is about the main diagonal
and corners of the adjacency matrix. In feed-forward networks, we observe the spatial
tightness below the main diagonal of the adjacency matrices.
4.2 Dynamical regimes
By altering parameters of the Poisson process of external input in our simulation, we
have discovered two fundamental dynamical regimes. When the magnitude of external
input is low, but the rate of external input is high, we observe events that occur fre-
quently, with low variance of the time between events (inter-event interval or IEI); we
call this the regular regime. However, when the magnitude of external input is high,
but the rate of external input is low, events occur more randomly, with high variance
IEI distribution; we call this the irregular regime.
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(a) feed-forward network (b) added convergent (c) added divergent
(d) reduced chain (e) added chain
Figure 4.4: Histograms comparing the distributions of in-degree and out-degree of net-
works with varying convergent and divergent connections. Each network was generated
with N = 3000 neurons using p = 0.01 probability of connection (about 30 connec-
tions per neuron), with feed-forward macrostructure with σ = 500. (a) Histograms
of in- and out-degree distributions of an independent network. Parameters: αrecip =
0, αconv = 0, αdiv = 0, αchain = 0. The adjacency matrix for this network can be seen in
figure 4.3a. (b) Histograms of in- and out-degree distributions of a network with added
convergent connections. Parameters: αrecip = 0, αconv = 1, αdiv = 0, αchain = 0. The
adjacency matrix for this network can be seen in figure 4.3b. (c) Histograms of in- and
out-degree distributions of a network with added divergent connections. Parameters:
αrecip = 0, αconv = 0, αdiv = 1, αchain = 0. The adjacency matrix for this network can be
seen in figure 4.3c. (d) Histogram of in- and out-degree distributions of network with re-
duced chain connections. Parameters: αrecip = 0, αconv = 0.9, αdiv = 0.9, αchain = −0.9.
(e) Histogram of in- and out-degree distributions of network with added chain con-
nections. Parameters: αrecip = 0, αconv = 0.9, αdiv = 0.9, αchain = 0.9. The adjacency
matrix for this network can be seen in figure 4.3d.
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(a) σ = 500 (b) σ = 200 (c) σ = 200 (d) σ = 100
Figure 4.5: Adjacency matrices of networks with N = 3000 neurons, generated using
p = 0.01 probability of connection. For each matrix, we have presynaptic neurons on the
horizontal axis, and postsynaptic neurons on the vertical axis. Also, there is no imposed
spatial structure on these networks, so we have αrecip = 0, αconv = 0, αdiv = 0, and
αchain = 0. (a) and (b) are recurrent networks with σ = 500 and σ = 200, respectively.
(c) and (d) are feed-forward networks with σ = 200 and σ = 100, respectively.
We observed that the precise values of the rate and magnitude of external input
for each regime varies based on the macrostructure of the network. Hence, to better
identify these regimes we generated ten independent (all α values set to zero) networks
of each macrostructure type: homogeneous, recurrent with σ = 50, and feed-forward
with σ = 100. Then we ran simulations on each network and averaged the event rate
and IEI skew over the ten simulations of each network type. We chose Poisson process
parameters for the regular regime so that the mean event rate was greater than 30 events
per second and the mean IEI skew was less than 0.5 in absolute value. For the irregular
regime, we chose parameters so that the mean event rate was less than 10 events per
second and the mean IEI skew was greater than 1. Table 4.1 gives the external input
magnitude (Iext) and external input rate (λ) parameters chosen for each macrostructure
type and regime.
Raster plots that illustrate the dynamical regimes are given in Figure 4.6. We
observe that the nature of events in the irregular regime is fundamentally stochastic,
which is not the case in the regular regime.
4.3 Simulation results
We used the Brian spiking neuronal network simulator [17] to simulate a leaky integrate-
and-fire model on networks ofN = 3000 excitatory neurons with instantaneous synapses.
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Regular regime Irregular regime
Macrostructure Iext λ Iext λ
Homogeneous 1 mv 250 Hz 1.65 mV 110 Hz
Recurrent 1 mv 250 Hz 1.5 mV 113 Hz
Feed-forward 1 mv 250 Hz 1.5 mV 160 Hz
Table 4.1: Dynamical regime parameters by macrostructure type
(a) Regular regime: low input magnitude, high input rate
(b) Irregular regime: high input magnitude, low input rate
Figure 4.6: Raster plots and histograms of the inter-event intervals (IEIs) of two different
simulations of the same feed-forward network. Each left panel shows a raster plot of a
single simulation and the right panel is a histogram of the inter-event intervals (time
between events) for that simulation. Note the difference of the temporal scales across
regime. (a) Regular regime simulation. Event rate: 78.8 events per second, IEI skew:
0.1444.(b) Irregular regime simulation. event rate was 1.32 events per second and the
IEI skew was 1.5495.
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We modulate the dynamical regime by adjusting the external input magnitude (Iext)
and external input rate (λ). Then we apply our event-detection algorithm to identify
synchronous events. We use the event rate as our measure of network synchrony.
Zhao et al. [1] saw no influence of divergence motif on synchrony, and Nykamp et al.
[11] showed how the mean-field equations are not influenced by divergence. However,
Liu and Nykamp [12] found common input (similar to the divergence motif) influenced
synchrony in layered feed-forward networks, though Rosenbaum et al. [13, 14] showed
overlap (similar to common input and divergent connections) played a smaller role than
pooling (similar to the convergent connections) in determining correlation in layered
feed-forward networks.
Unfortunately, it is difficult to compare the results of Zhao et al. to others, as
they used a different network model. However, these results seem to point to different
network effects from feed-forward networks vs. recurrent networks. Now that we have a
spatial SONET model, we can directly test this hypothesis, since we can create networks
with similar microstructures (second order motif frequencies) whose only difference is
macrostructure (feed-forward vs. recurrent vs. spatially homogeneous).
4.3.1 Role of divergence in feed-forward networks
The first thing we wanted to test with spatial SONETs is whether or not the divergence
motif has an influence on synchrony (event rate) in feed-forward models. So, we gener-
ated 300 feed-forward networks where we varied αdiv (let αdiv be chosen uniformly at
random from [0, 0.5]) and kept all other α parameters at 0. For each network, we ran
simulations in both regular and irregular dynamical regimes, and calculated the event
rate as a measure of synchrony.
When we plotted event rate vs. αˆdiv (recall from section 3.1.2 that we use αˆdiv as an
approximation of αdiv) for simulations in the regular dynamical regime, we did not see
any increase in synchrony as a function of αˆdiv (see Figure 4.7a). Although the range
of the event rate did increase as a function of αˆdiv, we did not observe a substantial
positive correlation between divergent motif frequency and event rate. Hence, even with
feed-forward networks, we matched the previous observations made by Zhao et al. for
spatially homogeneous networks. However, the simulations of Figure 4.7a were all in the
regular dynamical regime. This may put the network in a state that could be described
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(a) Regular regime (b) Irregular regime
Figure 4.7: Scatter plots of the event rate vs. αˆdiv for 300 feed-forward network simula-
tions in our two dynamical regimes with varying divergent motif frequencies. Each dot
corresponds to the event rate of one network simulation. For each network, αdiv was
sampled uniformly and independently from [0, 0.5], all other α values were zero (i.e.,
αrecip = αconv = αchain = 0). Note the different scales of event rate in each regime.
Regular regime simulation: Poisson input parameters: magnitude Iext = 1mV, rate
λ = 250 Hz. Simulation length: 5 seconds. Irregular regime simulation: Poisson input
parameters: Iext = 1.5mV, λ = 116 Hz. Simulation length: 100 seconds.
by the mean-field equations, as observed by Nykamp et al. [11], in which divergence
plays no role.
We hypothesized that the frequency of divergent connections might play a bigger role
if we put the network into an irregular regime that is more fundamentally stochastic.
In such a regime, mean-field equations clearly wouldn’t describe the network behavior,
and the influence of divergence may be revealed. Indeed, as shown in Figure 4.7b,
when we increase the external input magnitude while decreasing the external input
rate, the resulting irregular regime simulations show a positive correlation between αˆdiv
and synchrony as measured by event rate.
Thus, at least for feed-forward networks, the influence of the divergent motif on
synchrony depends on the dynamical regime of the network. Only when the dynamics
appear to be fundamentally stochastic does increasing the relative frequency of the
divergent motif increase synchrony, as measured by the rate of synchronous events.
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4.3.2 Role of divergence in recurrent networks
The results of Figure 4.7 show that synchrony of feed-forward networks in an irregular
dynamical regime is influenced by the frequency of divergent connections. A natural
question is whether such influence of divergence is limited to feed-forward networks, or
if it can also be observed in recurrent networks given a stochastic regime. Although
mean-field models of recurrent networks that show no dependence on divergent motif
frequency could be developed, as Nykamp et al. [11] did for spatially homogeneous
networks, if we can put the network into a dynamical regime where the mean-field
dynamics do not apply, it may be possible to uncover an influence of αdiv.
Certainly, Figure 4.8b shows that one can obtain a positive correlation between
αˆdiv and event rate when simulations are shifted to the irregular dynamical regime. In
this regime, the synchronous events are far from periodic, so they cannot be explained
by a periodic orbit emanating from a Hopf bifurcation in the mean-field dynamics. If
we change the simulation parameters to the more typical regular dynamical regime
where the synchronous events are more periodic, the correlation of event rate with αˆdiv
disappears, yielding a result consistent with predictions from mean-field dynamics (see
Figure 4.8a).
4.3.3 Role of divergence in spatially homogeneous networks
Our results indicate that the key feature underlying dependence on divergence is not
the macrostructure (feed-forward or recurrent). Instead, the effect of divergence on
synchrony is revealed for both spatial macrostructures only when the network is put
into a regime where the synchronous events appear to be generated by a stochastic
mechanism (the irregular dynamical regime). As a final test of the hypothesis that the
macrostructure does not play a critical role, we went back to the spatially homogeneous
SONET model of Zhao et al. [1], where the probability of a connection between any
pair of neurons does not depend on neuron location.
As shown in Figure 4.9, we obtain the same results for spatially homogeneous
SONETs: we observe a correlation between αˆdiv and event rate in the irregular regime
which disappears in the regular regime. We confirm the Zhao et al. results of limited
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(a) Regular regime (b) Irregular regime
Figure 4.8: Scatter plots of the event rate vs. αˆdiv for 300 recurrent network simulations
in our two dynamical regimes with varying divergence motif frequencies. Each dot
corresponds to the event rate of one network simulation. For each network, αdiv was
sampled uniformly from [0, 0.5], all other α values were zero (i.e., αrecip = αconv =
αchain = 0). Regular regime simulation: Poisson input parameters: I
ext = 1mV, λ =
250 Hz. Simulation length: 5 seconds. Irregular regime simulation: Poisson input
parameters: Iext = 1.5mV, λ = 113 Hz. Simulation length: 100 seconds.
effect of divergence motif frequency (although we are using a different measure for syn-
chrony) for the case of periodic synchronous events, and we reveal that those results do
not apply when stochasticity becomes evident.
4.3.4 Role of convergence
Rosenbaum et al. [13][14] discovered that pooling (similar to convergence) dominates the
correlation of network activity when both pooling (convergence) and overlap (similar to
divergence) are present in a layered feed-forward network. However, it is important to
note that their definition of pooling (convergence) involves the mean in-degree, which is
a first order statistic, whereas our definition of convergence depends on the variance of
in-degree, a second-order statistic. Furthermore, Zhao et al. [1] observed the opposite
effect, where synchrony decreased with convergence.
We explore the effect of αconv by generating 300 networks of each macrostructure
type (feed-forward, recurrent, and spatially homogeneous) with αdiv and αconv each
sampled uniformly at random from [0, 0.5]. Our results are consistent with those of
Rosenbaum et al. in that convergent motif frequency had a much larger effect than
divergent motif frequency on event rate in feed-forward netwoks. Interestingly, the
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(a) Regular regime (b) Irregular regime
Figure 4.9: Scatter plots of the event rate vs. αˆdiv for 300 spatially homogeneous network
simulations in our two dynamical regimes with varying divergent motif frequencies.
Each dot corresponds to the event rate of one network simulation. For each network,
αdiv was sampled uniformly from [0, 0.5], all other α values were zero (i.e., αrecip =
αconv = αchain = 0). Regular regime simulation: Poisson input parameters: I
ext = 1mV,
λ = 250 Hz. Simulation length: 5 seconds. Irregular regime simulation: Poisson input
parameters: Iext = 1.65mV, λ = 110 Hz. Simulation length: 50 seconds.
strong effect of αconv was present for both regular and irregular regimes (see Figure
4.10).
To investigate if this effect of αconv depends on network macrostructure, we repeated
the simulations with a recurrent spatial macrostructure, and the spatially homogeneous
SONETs. As shown in Figures B.1 and B.2, we observed the same dependence of
event rate on frequency of convergent motif for both network types, in both regular
and irregular dynamical regimes: synchrony, as measured by event rate, increased with
αˆconv, and αˆconv had a stronger effect than αˆdiv.
This observation of spatially homogeneous networks leaves us wondering how to
explain the results of Zhao et al. One theory is that perhaps the synchrony is not exactly
periodic, so the Kuramoto order parameter may not be able to detect an increase in
synchrony as our event-detection algorithm does.
4.3.5 Role of chain connections
Zhao et al. [1] noticed that the motif with the strongest effect on synchrony in was the
chain motif, and its primary influence was shown in the mean-field analysis of Nykamp et
al. [11]. We investigated if the chain motif would still strongly influence synchrony even
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(a) Regular regime (b) Irregular regime
Figure 4.10: Scatter plots of results from simulations of 300 feed-forward networks with
varying convergent and divergent motif frequencies. Each dot represents one simulation.
The left column contains plots from simulations done in the regular dynamical regime,
and the right plots are from the irregular regime. The top plot is event rate vs. αˆdiv,
the middle plot is event rate vs. αconv, and the bottom plot is αˆconv vs. αˆdiv with the
color of the dots corresponding to the event rate. Regular regime simulation: Poisson
input parameters: Iext = 1mV, λ = 250 Hz. Simulation length: 5 seconds. Irregular
regime simulation: Poisson input parameters: Iext = 1.5mV, λ = 116 Hz. Simulation
length: 100 seconds.
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in cases where we do not have the mean-field results. We generated 300 networks with
αconv and αdiv sampled uniformly at random from [0.0.5], and αchain sampled uniformly
at random from [−0.5, 0.5].
Results from feed-forward networks simulated in the irregular regime are shown in
Figure 4.11, where we see that the effect of the chain motif supersedes the effect of
convergent and divergent motifs. The top right plot of the Figure 4.11 illustrates that
the event rate increases with αˆchain, but very little (if at all) with αˆdiv.
We also performed simulations on feed-forward networks in the regular regime (see
Figure B.3), as well as recurrent and spatially homogeneous networks in both regular
and irregular dynamical regimes (see Figures B.4, B.5, B.6, and B.7). Thus, we see
that, regardless of macrostructure and dynamical regime, αchain plays the primary role
in impacting the event rate, with αconv a secondary role. Furthermore, any role of αdiv
is not evident in these plots, as it is dwarfed by the effects of αchain and αconv.
4.3.6 Errors with event detection algorithm
One drawback of basing our synchrony measure on the ability to identify events is
that, under some circumstances, it is challenging to detect events, or even clearly define
what should be considered an event. Once event initiation becomes extremely frequent,
they are likely to run into each other before they have the opportunity to propagate
far through the network. In these cases, our event detection algorithm cannot identify
many events, and so is unable to calculate an accurate event rate. In this situation, our
algorithm either inappropriately concatenates individual events, or misses the events
all together because each event does not span enough neuron bins for our algorithm to
consider it an event.
An example of a case where events are initiated too rapidly to be detected is shown
in Figure 4.12. The raster plot displays many events, which should mean a very high
event rate. Although, our event detection algorithm calculates an event rate of 103.2
events per second, the raster plot indicates the actual event rate may be much higher.
Many events begin, but then end very quickly. In most situations the events are short
because they run into (refractory periods of) other events. We conclude that there are
many events that we can see, but are not detected by our algorithm due to how short
they are (they do not cover enough neuron bins for our algorithm to consider them
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Figure 4.11: Scatter plots of results from 300 feed-forward networks with varying con-
vergent, divergent, and chain connections in the irregular regime. Each dot represents
one simulation. For each network αdiv and αconv were sampled uniformly from [0, 0.5],
αchain was sampled uniformly from [−0.5, 0.5], and αrecip was zero. In the left column
we have event rate plotted against the three varying α values. The right column plots
the different α values against each other with the color of the dots corresponding to the
event rate. Poisson input parameters: Iext = 1.5mV, λ = 116 Hz. Simulation length:
100 seconds.
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events).
Figure 4.13a illustrates how the poor detection of high event rates can influence
the shape of the event rate scatter plot. Here, we notice that the event rate increases
with αˆconv until αˆconv is approximately 0.4, then decreases steadily. This decrease is
due to the failure to detect events. (Figure 4.12 is one of these such simulations with
αˆconv ≈ 0.5 but with a calculated event rate of 103.2 events per second.)
To trust our results, it is important to be able to identify when the event-detection
algorithm is failing to detect events. Otherwise, there is no way to know from plots if
a lower event rate indicates low synchrony or extremely high synchrony. The difference
can be distinguished by observing the event size (number of neuron bins covered by the
event).
In Figure 4.13b we see results from regular regime simulations on recurrent networks,
where the event size decreases with αˆconv and appears to plateau as αˆconv approaches
and exceeds 0.5. Furthermore, we observe that this plateau is very low, less than five
neuron bins on average. Since we require all events to cover at least three neuron bins,
an average event size close to three can be used as an indicator that our event-detection
algorithm is failing. Furthermore, since the average event size is large for many networks
with αˆconv less than 0.3, we presume that the low event rates for those networks are
valid.
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Figure 4.12: A raster plots of one regular regime simulation of a recurrent network with
αrecip = 0, αconv ≈ αdiv ≈ 0.5, and αchain ≈ 0. The plot on the right is a portion of the
plot on the left, indicated by a small bar from 500 ms to about 600 ms under the plot
on the left. Poisson input parameters: Iext = 1mV, λ = 250 Hz. Simulation length: 5
seconds
(a) Event rate (b) Mean event size
Figure 4.13: Scatter plots of event rate and average event size vs. αˆconv from 300 re-
current networks with varying divergent and convergent connection frequencies in the
regular regime. Each dot represents one simulation. On the left we have event rate
vs. αˆconv, and on the right we see average event size vs. αˆconv For each network αdiv
and αconv were sampled uniformly from [0, 0.5] and the other α values were zero (i.e.,
αrecip = αchain = 0). Poisson input parameters: I
ext = 1mV, λ = 250 Hz. Simulation
length: 5 seconds.
Chapter 5
Addendum: Stochastic
simulations
Our results indicate an interesting effect: that the influence of network structure on
synchrony is dependent on dynamical regime. Since the irregular dynamical regime
appears to be fundamentally stochastic, it leads us to question whether we can capture
the effect of divergent motif frequency on the event rate with a simple stochastic model.
Our goal was to then analyze the stochastic model to initiate an understanding of the
mechanism by which divergence modulates synchrony in integrate-and-fire simulations.
However, we discovered that the simple stochastic model did not exhibit the dependence
on divergent motif frequency that we had previously observed. We conclude that our
simple stochastic model is missing key features of the integrate-and-fire model, which
gives us some insight into the nature of the mechanism.
5.1 Stochastic simulation
We implement a simple stochastic simulation using a contact process on a directed graph.
Our network generation algorithm produces a directed graph as a sparse adjacency
matrix, so we will use this for our stochastic simulation.
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5.1.1 Stochastic model
We consider a contact process on a directed graph. Each neuron can be active/firing
(state 1) or not (state 0) and we define a continuous-time Markov process with state
space {0, 1}N , where N is the number of neurons in the network. We assume that
neuron i transitions from active state 1 to static/inert state 0 at a constant rate µ = 1,
and from static state 0 to active state 1 at a rate depending on external input and the
state of neurons that connect to i:
λi = λ
ext + λ∗
∑
j
Wijξj ,
where λext is the rate of external input, λ∗ is the connectivity strength of the simulation,
W is the adjacency matrix for the network, and ξj is the state of neuron j.
To simulate this process, we let
λtotal =
∑
i
(
λi(1− ξi) + µ ξi
)
.
Then we generate an exponential random variable Tn at rate λ
total to represent the time
of the next neural state switch. Therefore, the kth neural state switch occurs at time
t =
∑k
n=1 Tn. The neuron that switches states is neuron i with probability
(µξi + λi(1− ξi)) /λtotal.
5.1.2 Simulation length
There are many features of spiking neuron simulations that our stochastic simulation
is unable to capture. Most notably, we do not take the refractory period into account.
Therefore, we found that as soon as the simulation reaches a state where many of the
neurons in the network are active, it tends to remain in that state of high neural activity
for the duration of the simulation.
We found that 25000 state switches was enough to get to the point where the network
became active. Hence, we run each simulation for 25000 state switches, then calculate
how long it took for the network to become active, and recorded this as the event time.
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We repeat this simulation procedure multiple times then consider the distribution of the
event times, which should be analogous to the inter-event intervals (IEI) of a spiking
neuron simulation using the leaky integrate-and-fire model.
5.1.3 Event time calculation
We calculate the event time to be the first time when the number of active neurons
exceeds a threshold. We set the threshold to be half of the average number of neurons
active for the last 20% of state switches (the last 5000 switches). Hence, we first calculate
the time at which 80% of state switches have occurred, then average the number of active
neurons over time for the rest of the simulation (the remaining 5000 state switches).
We consider this value to be a plateau of the number of active neurons, and set the
event threshold to be half of the plateau. In Figure 5.1 we see a raster plot of a single
25000-state-switch stochastic simulation, and a plot of the number of active neurons as
a function of time with the plateau and event threshold for the same simulation.
5.1.4 Networks used and simulation results
When we ran spiking neuron simulations using a leaky integrate-and-fire model, we
observed that divergent connection motif frequency may have an effect on the event
rate in the irregular regime. Since we were able to observe this phenomenon for spa-
tially homogeneous networks (the macrostructure with the least amount of prescribed
structure), we decided to test our stochastic model on the same.
We ran 200 individual 25000-state-switch stochastic simulations on each network.
We consider the event time (time until the number of active neurons reaches threshold)
for each individual simulation to be analogous to the inter-event-interval from integrate-
and-fire simulations. Thus, we calculated an event rate by dividing 200 (the number of
simulations, and thus, the number of events) by the sum of the event times for all 200
simulations on that network. In Figure 5.2, we see that αˆdiv had the reverse effect on
event rate than what was anticipated.
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5.1.5 Hypotheses of missing features
Since we discovered that the stochastic model did not exhibit the dependence on di-
vergent motif frequency that we had observed with integrate-and-fire simulations in
the stochastic irregular regime, we hypothesize features of this mechanism that may be
missing. As mentioned in section 5.1.2, this simple stochastic simulation model does
not take refractory period into account. Hence, there is no minimum on the amount of
time between active states of a neuron. We are not sure what affect this may have on
the mechanism that modulates the influence of divergent motif frequency on event rate,
but suspect that it plays a role.
Further, divergent connection motifs provide neurons with common input. When
more neurons receive common input, they also tend to receive correlated input, which
can lead to increased fluctuations that compound over time, rather than equalize. Thus,
we expected to see increased synchrony with increased frequency of divergent connection
motifs. This was observed in integrate-and-fire simulations, but not with the simple
stochastic simulations. We notice that the simple stochastic model lacks the pulse that
occurs when a neuron fires. Instead, when the stochastic model simulates a neuron
firing, the neuron remains active for a variable amount of time, meanwhile providing
constant input to downstream neurons. This is one indicator that the simple stochastic
model does not accurately capture the phenomenon of the integrate-and-fire simulations.
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(a) raster (b) number of active neurons
Figure 5.1: Stochastic simulation results. (a) A raster plot of a single stochastic sim-
ulation on a spatially homogeneous network. Parameters: αrecip = 0.5, αconv = αdiv =
αchain = 0. (b) A plot of the number of active neurons for a single stochastic simulation.
With horizontal lines indicating the plateau level and the threshold for an event.
Figure 5.2: A scatter plot of event rate vs. αˆdiv from stochastic simulations on sixty
spatially homogeneous random networks with αdiv chosen randomly from [0, 0.5], and
all other α values zero (αrecip = αconv = αchain = 0).
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Appendix A
Network generation algorithm
Our network generation algorithm is based on the algorithm of Sam Fuller [15]. We
translated Fuller’s Matlab code to Python and modified it to increase the range of
the networks that can be generated. Our most significant changes include altering the
definition of Gaussian random variables Zij and the threshold values θij used in the
dichotomization process. This allows for a wider range of α values and higher values of
pij , the probability of connection from neuron j to neuron i.
We also increased the computational efficiency of the algorithm from O(N3) to
O(N2), decreasing runtime and allowing for large networks to be generated quickly.
Fuller primarily generated networks of size N = 300 to N = 1000. Now, with our
modifications, we are able to generate networks of size N = 10, 000 efficiently. For
completeness, here is the algorithm that we used:
A.1 Overview
To create networks, we generate the connectivity matrix W . We use a dichotomized
Gaussian approach to add minimal structure beyond the desired first and second order
statistics (prescribed using pij and α values as described in Chapter 3) and minimize
higher order statistics. To do this, we generate Gaussian random variables Zij , with
specified covariance matrix Σ. Then we threshold each Zij to create the connectivity
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matrix W :
Wij =
1, if Zij > θij0, otherwise,
where the threshold value θij is chosen such that P (Wij = 1) = pij . Thus, θij = ∞ if
pij = 0. The covariance matrix Σ is such that we get the desired first and second order
statistics of W .
For moderate sized networks, Σ is too large to fit in memory, as it is size N2×N2. So
we exploit its special structure to tractably generate the random variables, Zij with that
covariance. The covariance matrix Σ has a simple structure for spatially homogeneous
networks, but is destroyed once we allow pij to depend on location. However, with
some assumptions on pij , and an number of approximations, we generalize the SONET
approach to allow for spatially varying pij .
We follow this process to generate W :
1. Determine the covariance matrix Σ of the Zij Gaussian random variables. Σ is
such that Var(Zij) = 1, and yields the appropriate second order statistics for W .
Thus, Σ depends on pij and α values.
2. Compute the approximate square root S of Σ. Note that, even for relatively small
networks, both Σ and S may be too large for memory, so we exploit their structure
and store components in terms of a small number of parameters.
3. Generate a matrix X of standard normal random variables, then let Z = SX.
4. Finally, threshold each Zij to get the connectivity matrix W .
A.2 Calculating the covariance matrix Σ
We determine the entries of the covariance matrix Σ of the Gaussian random variables
Zij such that Var(Zij) = 1, Var(Zii) = 0, and yields desired first and second order
connectivity statistics as described in 3.1.1:
P (Wij = 1) = E(Wij) = pij (A.1)
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P (Wij = 1,Wji = 1) = pijpji(1 + αrecip)
P (Wij = 1,Wik = 1) = pijpik(1 + αconv)
P (Wij = 1,Wkj = 1) = pijpkj(1 + αdiv)
P (Wij = 1,Wjk = 1) = pijpjk(1 + αchain).
(A.2)
We denote correlation coefficients as follows: ρrecipij = ρ
recip
ji for the reciprocal motif,
ρconvijk = ρ
conv
ikj for the convergent motif, ρ
div
ikj = ρ
div
kij for the divergent motif, and ρ
chain
jik
for the chain motif. (We refer to a generic correlation coefficient as ρυ
iji˜j˜
, where υ ∈
{recip, conv, div, chain}.) Hence, by the assumptions in A.1 and A.2, the nonzero
entries of Σ are
Σ(i,j),(i,j) = Var(Zij) = 1, for i 6= j
Σ(i,j),(j,i) = Cov(Zij , Zji) = ρ
recip
ij
Σ(i,j),(i,k) = Cov(Zij , Zik) = ρ
conv
ijk
Σ(i,j),(k,j) = Cov(Zij , Zkj) = ρ
div
ikj
Σ(i,j),(j,k) = Cov(Zij , Zjk) = ρ
chain
ijk .
All remaining entries of Σ are zero.
Now, we can calculate these nonzero entries of Σ using the first and second order
network connectivity statistics. Although it is possible to calculate each ρυ
iji˜j˜
using
a double Gaussian integral, there are O(N3) ρυ
iji˜j˜
values to be that would need to
be calculated, as this depends on the neuron label. Fortunately, Fuller discovered an
approximation of each ρυ
iji˜j˜
and αυ using a nonlinear least-squares fit:
ρυ
iji˜j˜
= c3(pij + c1)(pi˜j˜ + c1)(αυ + c2), (A.3)
where c1 = 0.2658, c2 = 0.047, c3 = 1.9531. This no longer requires us to calculate each
ρυ
iji˜j˜
individually, as we can now utilize the pij values. The simplicity of this form allows
for further analysis. We define p˜ij = pij + c1, so we can write the nonzero entries of Σ
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as
Σ(i,j),(i,j) = Var(Zij) = 1
Σ(i,j),(j,i) = Cov(Zij , Zji) = c3p˜ij p˜ji(αrecip + c2)
Σ(i,j),(i,k) = Cov(Zij , Zik) = c3p˜ij p˜ik(αconv + c2)
Σ(i,j),(k,j) = Cov(Zij , Zkj) = c3p˜ikp˜jk(αdiv + c2)
Σ(i,j),(j,k) = Cov(Zij , Zjk) = c3p˜ij p˜jk(αchain + c2).
A.3 Equations that determine the square root S
Let S be the square root of the covariance matrix Σ. We assume that S has similar
structure as Σ. Thus, we define:
S(i,j),(i,j) = aij
S(i,j),(j,i) = bij = bji (corresponding to reciprocal motif)
S(i,j),(i,k) = cijk = cikj (corresponding to convergent motif)
S(i,j),(k,j) = dijk = djik (corresponding to divergent motif)
S(i,j),(j,k) = eijk (corresponding to chain motif)
with all other entries of S to be zero.
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By comparing the entries of S2 and Σ, we get the following equations:
1 = a2ij + b
2
ij +
∑
k 6∈{i,j}
(
c2ijk + d
2
ikj + e
2
ijk + e
2
kij
)
(A.4a)
c3p˜ij p˜ji(αrecip + c2) = (aij + aji)bij
+
∑
k 6∈{i,j}
(cijkejik + cjikeijk + dikjekji + djkiekij)
(A.4b)
c3p˜ij p˜ik(αconv + c2) = (aij + aik)cijk + bijejik + bikekij + dikjeikj + dijkeijk
+
∑
l 6∈{i,j,k}
(cijlcikl + elijelik)
(A.4c)
c3p˜ikp˜jk(αdiv + c2) = (aik + ajk)dijk + bikejki + bkjeikj + cikjeijk + cjkiejik
+
∑
l 6∈{i,j,k}
(dilkdjlk + eiklejkl)
(A.4d)
c3p˜ij p˜jk(αchain + c2) = (aij + ajk)eijk + bijcjik + bjkdikj + cijkdijk + ekijejki
+
∑
l 6∈{i,j,k}
(cjkleijl + diljeljk) .
(A.4e)
We now have O(N3) equations with O(N3) unknowns. We could solve each of these
equations, but this would be numerically intractable. Instead we will find an approxi-
mate solution to each of these equations.
A.4 Solving for convergent, divergent, and chain entries
of S
We will begin by considering equations (A.4c)-(A.4e). For each of these, we assume the
first five terms on the right hand side of each equation to be negligible compared to
the entire sum on the right hand side, because we are assuming that N is large. By
neglecting these terms, each of these equations simplify to be in terms of cijk, dijk, and
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eijk, as follows:
c3p˜ij p˜ik(αconv + c2) =
∑
l 6∈{i,j,k}
(cijlcikl + elijelik)
c3p˜ikp˜jk(αdiv + c2) =
∑
l 6∈{i,j,k}
(dilkdjlk + eiklejkl)
c3p˜ij p˜jk(αchain + c2) =
∑
l 6∈{i,j,k}
(cjkleijl + diljeljk) .
Now, we assume that there are constants c, d, e such that for all i, j, k,
cijk = cp˜ij p˜ik, dijk = dp˜ij p˜kj , eijk = ep˜ij p˜jk.
So the equations become
c3(αconv + c2) =
 ∑
l 6∈{i,j,k}
p˜2il
 c2 +
 ∑
l 6∈{i,j,k}
p˜2li
 e2 (A.5a)
c3(αdiv + c2) =
 ∑
l 6∈{i,j,k}
p˜2lk
 d2 +
 ∑
l 6∈{i,j,k}
p˜2kl
 e2 (A.5b)
c3(αchain + c2) =
 ∑
l 6∈{i,j,k}
p˜2jl
 ce +
 ∑
l 6∈{i,j,k}
p˜2lj
 de. (A.5c)
Now we see that the left hand side of each of these equations does not depend
on i, j, k, but the right hand side does. So we let Φ˜ be an N × N matrix such that
Φ˜ij = p˜
2
ij , and assume that the row-sums and column-sums of Φ˜ are all the same
value, which we will call φ. Since p˜ij = pij + c1, this assumption is equivalent to∑
j(pji + c1)
2 =
∑
j(pij + c1)
2 = φ, for all i. When, pij is much smaller than c1, this
approximately requires that
∑
j pij =
∑
j pji be equivalent for all i. Well, c1 = 0.2658,
so we assume that for most desired networks, pij will be much smaller than c1. Hence,
we can justify the premise that
∑
j pij =
∑
j pji is equivalent for all i.
Now, we can see that the coefficients of c, d, e on the right hand side of equations
(A.5a)-(A.5c) are approximately φ. Thus, we assume that for each of these sums, the
two nonzero missing terms are negligible compared to φ, because we assume that N is
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large. Now, we rewrite the system of equations (A.5) as
c3(αconv + c2) = φc
2 + φe2
c3(αdiv + c2) = φd
2 + φe2
c3(αchain + c2) = φce + φde.
Solving this system of equations (for c, d, e), is equivalent to solving
MMT = L (A.6)
where
M =
[
c
√
φ e
√
φ
e
√
φ d
√
φ
]
and L = c3
[
αconv + c2 αchain + c2
αchain + c2 αdiv + c2
]
.
Since M and L are both real symmetric matrices, we consider eigenvalue decompostions
L = V DV −1 and M = UEU−1, where both V and U are unitary (V −1 = V T and
U−1 = UT ) and D and E are both diagonal. Now, MMT = UE2U−1, so satisfying
equation (A.6) requires U = V and E2 = D. First, we solve for the diagonal matrix E
by letting Eii =
√
Dii. Then, we have that M = V EV
−1 is a solution to (A.6), and we
can solve for the values of c, d, e:
c =
M11√
φ
, d =
M22√
φ
, e =
M12√
φ
=
M21√
φ
.
A.5 Finding the remaining entries of S
Now that we have calculated values for c, d, e, we can return to equations (A.4a) and
(A.4b) to solve for aij , aji and bij = bji. So we consider:
1 = a2ij + b
2
ij + p˜
2
ij
∑
k 6∈{i,j}
(
c2p˜2ik + d
2p˜2kj + e
2p˜2jk + e
2p˜2ki
)
1 = a2ji + b
2
ij + p˜
2
ji
∑
k 6∈{i,j}
(
c2p˜2jk + d
2p˜2ki + e
2p˜2ik + e
2p˜2kj
)
c3p˜ij p˜ji(αrecip + c2) = (aij + aji)bij + p˜ij p˜ji
∑
k 6∈{i,j}
(
cep˜2ik + cdp˜jk
2 + dep˜2kj + dep˜
2
ki
)
.
53
We can now rewrite this equations as
a2ij + b
2
ij = fij (A.7a)
a2ji + b
2
ij = gij (A.7b)
(aij + aji)bij = hij (A.7c)
where
fij = 1− p˜2ij
∑
k 6∈{i,j}
(
c2p˜2ik + d
2p˜2kj + e
2p˜2jk + e
2p˜2ki
)
gij = 1− p˜2ji
∑
k 6∈{i,j}
(
c2p˜2jk + d
2p˜2ki + e
2p˜2ik + e
2p˜2kj
)
hij = c3p˜ij p˜ji(αrecip + c2)− p˜ij p˜ji
∑
k 6∈{i,j}
(
cep˜2ik + cdp˜jk
2 + dep˜2kj + dep˜
2
ki
)
.
Note that this requires fij > 0 and gij > 0 for solutions to exist. When solutions exist,
we can use equation (A.7c) to rewrite equations (A.7a) and (A.7b) in terms of aij and
aji:
a2ij +
h2ij
(aij + aji)2
= fij (A.8a)
a2ji +
h2ij
(aij + aji)2
= fij . (A.8b)
Next, we can solve equation (A.8a) for aji:
aji =
±hij√
fij − a2ij
− aij . (A.9)
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Then we can plug this into equation (A.8b) to get an equation in terms of aij : ±hij√
fij − a2ij
− aij
2 + fij − a2ij = gij
h2ij
fij − a2ij
− 2aij ±hij√
fij − a2ij
+ fij = gij
h2ij
fij − a2ij
+ fij − gij = 2aij ±hij√
fij − a2ij
h4ij
(fij − a2ij)2
+ 2
h2ij
fij − a2ij
(fij − gij) + (fij − gij)2 = 4a2ij
h2ij
fij − a2ij
h4ij + 2h
2
ij(fij − a2ij)(fij − gij) + (fij − a2ij)2(fij − gij)2 = 4a2ijh2ij(fij − a2ij)(
(fij − gij)2 + 4h2ij
)
a4ij +
(
h2ij + fij(fij − gij)
)2
−
(
2h2ij(fij − gij) + 2fij(fij − gij)2 + 4h2ijfij
)
a2ij = 0.
Now, we can use the quadratic formula to calculate a2ij . If a positive solution exists,
then we solve for aij , also being positive. Next, we calculate aji using equation (A.9),
with sign: (
h2ij
fij − a2ij
+ fij − gij
)
/
2aij hij√
fij − a2ij
 .
Lastly, we solve for bij using equation (A.7c).
A.6 Generating the corresponding second order network
Now that we have determined all entries of S, the approximate square root of the covari-
ance matrix Σ, we are ready to generate Gaussian random variables then dichotomize to
get a connectivity matrix for a network with prescribed first and second order statistics.
To do this, we first let X be an N ×N matrix of independent standard normal random
variables. Then, we define Z = SX, to be a matrix of Gaussian random variables with
covariance matrix S2 ≈ Σ. Given S, which is a sparse matrix, it is easy to calculate the
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entries of Z:
Zij =
∑N
m,n=1 S(i,j),(m,n)Xmn
= aijXij + bijXji
+
∑
n6∈{i,j} cijnXin +
∑
m 6∈{i,j} dimjXmj +
∑
n 6∈{i,j} eijnXjn +
∑
m 6∈{i,j} emijXmi.
We were able to increase the computational efficiency of Fuller’s algorithm by reorga-
nizing how this sum is calculated.
Finally, we dichotomize each Zij to get a Bernoulli random variable Wij :
Wij =
1 if Zij > θij0 otherwise,
where θij =
√
2erf−1(1− 2pij). Note that erf is the Gaussian error function, and we use
its inverse. Hence, θij = ∞ when pij = 0. The resulting matrix W is the adjacency
matrix of the network.
Appendix B
Supplementary Figures
B.1 Simulation Results
Here we provide additional scatter plots of our simulation results. These plots vary
based on macrostructure (feed-forward, recurrent, and spatially homogeneous), dynam-
ical regime (regular and irregular), and network motif frequencies.
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(a) Regular regime (b) Irregular regime
Figure B.1: Scatter plots of results from simulations of 300 recurrent networks with
varying convergent and divergent motif frequencies. Each dot represents one simulation.
For each network αdiv and αconv were sampled uniformly from [0, 0.5] and the other
α values were zero (i.e., αrecip = αchain = 0). The left column contains plots from
simulations done in the regular dynamical regime, and the right plots are from the
irregular regime. The top plot is event rate vs. αˆdiv, the middle plot is event rate vs.
αˆconv, and the bottom plot is αˆconv vs. αˆdiv with the color of the dots corresponding
to the event rate. Regular regime simulation: Poisson input parameters: Iext = 1mV,
λ = 250 Hz. Simulation length: 5 seconds. Irregular regime simulation: Poisson input
parameters: Iext = 1.5mV, λ = 113 Hz. Simulation length: 100 seconds.
58
(a) Regular regime (b) Irregular regime
Figure B.2: Scatter plots of results from simulations of 300 spatially homogeneous
networks with varying convergent and divergent motif frequencies. Each dot represents
one simulation. For each network αdiv and αconv were sampled uniformly from [0, 0.5]
and the other α values were zero (i.e., αrecip = αchain = 0). The left column (a) contains
plots from simulations done in the regular dynamical regime, and the right plots (b)
are from the irregular regime. The top plot is event rate vs. αˆdiv, the middle plot is
event rate vs. αˆconv, and the bottom plot is αˆconv vs. αˆdiv with the color of the dots
corresponding to the event rate. Regular regime simulation: Poisson input parameters:
Iext = 1mV, λ = 250 Hz. Simulation length: 5 seconds. Irregular regime simulation:
Poisson input parameters: Iext = 1.65mV, λ = 110 Hz. Simulation length: 50 seconds.
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Figure B.3: Scatter plots of results from 300 feed-forward networks with varying con-
vergent, divergent, and chain connections in the regular regime. Each dot represents
one simulation. For each network αdiv and αconv were sampled uniformly from [0, 0.5],
αchain was sampled uniformly from [−0.5, 0.5], and αrecip was zero. In the left column
we have event rate plotted against the three varying α values. The right column plots
the different α values against each other with the color of the dots corresponding to the
event rate. Poisson input parameters: Iext = 1mV, λ = 250 Hz. Simulation length: 5
seconds.
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Figure B.4: Scatter plots of results from 300 recurrent networks with varying conver-
gent, divergent, and chain connections in the irregular regime. Each dot represents
one simulation. For each network αdiv and αconv were sampled uniformly from [0, 0.5],
αchain was sampled uniformly from [−0.5, 0.5], and αrecip was zero. In the left column
we have event rate plotted against the three varying α values. The right column plots
the different α values against each other with the color of the dots corresponding to the
event rate. Poisson input parameters: Iext = 1.5mV, λ = 113 Hz. Simulation length:
100 seconds.
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Figure B.5: Scatter plots of results from 300 recurrent networks with varying conver-
gent, divergent, and chain connections in the regular regime. Each dot represents one
simulation. For each network αdiv and αconv were sampled uniformly from [0, 0.5], αchain
was sampled uniformly from [−0.5, 0.5], and αrecip was zero. In the left column we have
event rate plotted against the three varying α values. The right column plots the dif-
ferent α values against each other with the color of the dots corresponding to the event
rate. Poisson input parameters: Iext = 1mV, λ = 250 Hz. Simulation length: 5 seconds.
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Figure B.6: Scatter plots of results from 300 spatially homogeneous networks with
varying convergent, divergent, and chain connections in the irregular regime. Each dot
represents one simulation. For each network αdiv and αconv were sampled uniformly
from [0, 0.5], αchain was sampled uniformly from [−0.5, 0.5], and αrecip was zero. In
the left column we have event rate plotted against the three varying α values. The
right column plots the different α values against each other with the color of the dots
corresponding to the event rate. Poisson input parameters: Iext = 1.65mV, λ = 110
Hz. Simulation length: 50 seconds.
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Figure B.7: Scatter plots of results from 300 spatially homogeneous networks with
varying convergent, divergent, and chain connections in the regular regime. Each dot
represents one simulation. For each network αdiv and αconv were sampled uniformly
from [0, 0.5], αchain was sampled uniformly from [−0.5, 0.5], and αrecip was zero. In
the left column we have event rate plotted against the three varying α values. The
right column plots the different α values against each other with the color of the dots
corresponding to the event rate. Poisson input parameters: Iext = 1mV, λ = 250 Hz.
Simulation length: 5 seconds.
