Abstract. In this paper we discuss the use of truncated-Newton methods, a flexible class of iterative methods, in the solution of large-scale unconstrained minimization problems. At each major iteration, the Newton equations are approximately solved by an inner iterative algorithm. The performance of the inner algorithm, and in addition the total method, can be greatly improved by the addition of preconditioning and scaling strategies. Preconditionings can be developed using either the outer nonlinear algorithm or using information computed during the inner iteration. Several preconditioning schemes are derived and tested.
min F(x) arises in many contexts and applications. For the purposes of this paper, we assume that F is bounded and twice continuously differentiable. In particular, we are interested in solving problems for which the number of variables is large, but where the gradient of F is available.
The most effective general method for solving (1) is Newton's method, which takes full advantage of first-and second-derivative information about the function F. In its modern, safe-guarded implementations, it provides a standard for measuring the effectiveness of other algorithms. In Newton's method, the direction of search p is computed from the "Newton equations" (2) G(k)p _g(k), where g(k) and G (k) are, respectively, the gradient vector and Hessian matrix of second derivatives of F evaluated at the current iterate x k). When the number of variables n is large, solving (2) can be expensive and can require the storage of an n by n matrix, which may be infeasible. Also, it is necessary to compute G (k) at every iteration. Even for many small problems, this may be very costly. A large-scale problem will often have a sparse Hessian matrix, i.e. the Hessian matrix will have few nonzero entries. This allows Newton's method to be extended to large-scale problems through the use of finite-differencing and sparse-matrix techniques (Powell and Toint (1979) ). However, in many contexts (constrained optimization, probability density estimation, etc.) this may not be possible.
Because the Newton equations are based on a Taylor series expansion near the solution x* of the minimization problem (1) , there is no guarantee that the search direction they compute will be as crucial far away from x*. At the beginning of the solution process, a reasonable approximation to the Newton direction may be almost as effective as the Newton direction itself. It is only gradually, as the solution is approached, that the Newton direction takes on more and more meaning.
These comments suggest that, for large-scale problems, it is sensible to use an iterative method to approximately solve the Newton equations (2) . Moreover, it should be an iterative method with a variable tolerance, so that far away from the solution, (2) is not solved to undue accuracy. Only when the solution is approached should we consider expending enough effort to compute something like the exact Newton direction. As we approach the solution, the Hessian G (k) will converge to G(x*). Consequently, by exploiting information from previous iterations, it is possible that a closer approximation to the exact solution can be determined with no increase in effort.
We will refer to any method which uses an iterative algorithm to approximately solve the Newton equations as a truncated-Newton method. Sherman (1978) suggested using Successive-Over-Relaxation (SOR). This is the simplest of a whole class of methods which have been found to be effective for solving linear systems which arise in partial differential equations. However, it can be difficult to get SOR methods to perform well on general problems. Also, they appear to be prohibitively expensive to use in the context of truncated-Newton methods. The number of linear subiterations required to achieve superlinear convergence increases exponentially at each nonlinear iteration. (Notice that a truncated-Newton method is doubly iterative" there is an outer "nonlinear" iteration to minimize the function F(x), and an inner "linear" iteration to compute a search direction from the Newton equations (2 it is ideal for problems where the coefficient matrix has only a few distinct eigenvalues, it is guaranteed to converge (in exact arithmetic) in at most n iterations for any positive-definite symmetric matrix. Thus, the type of exponential growth mentioned above for SOR-type methods is impossible, at least theoretically.
A requirement of the linear conjugate-gradient method is that the coefficient matrix must be positive definite. Unfortunately, the Hessian matrix is only guaranteed to be positive semidefinite at the solution and may be indefinite elsewhere. Thus, whatever iterative method is chosen to solve (2), it must be able to detect and cope with indefinite systems. This is very closely related to the situation with Newton's method.
The definition of the search direction given by (2) is only satisfactory if G (k) is positive definite. An indefinite G (k) allows the possibility of p not being a descent direction and this may result in convergence to a nonoptimal point. In the context of minimization, it is preferable not to solve the system (2) if G (k) is indefinite. In this case it is better to define p as the solution of a neighbouring positive definite system
A method for computing ((k) when matrix factorizations are feasible is to compute the modified Cholesky factorization of G (k) (Gill and Murray (1974) ). The idea of the Gill-Murray algorithm is to increase the diagonal elements of G (k) during the factorization so that the diagonal elements of the factorization are positive and the subdiagonal elements are bounded. An important feature of the Gill-Murray algorithm is the ability to detect that G (k) is not sufficiently positive definite and to compute a satisfactory descent direction nevertheless.
A straightforward application of the linear conjugate-gradient method would not have this property. Moreover, the linear conjugate-gradient algorithm is numerically unstable when applied to an indefinite system. To overcome these difficulties, Nash (1984) Our main interestin this paper is the choice of a preconditioning strategy for a truncated-Newton method. In such a method, we solve a sequence of linear systems of the form (2), whose coefficient matrices G k will converge to G(x*) as the solution to the minimization problem is approached. Because of this convergence, it is possible to take advantage of earlier computations to make subsequent linear systems easier to solve, and hence to improve the efficiency of the overall algorithm. In large problems where it is expensive to compute information, it is especially important to make as much use as possible of every computed quantity. This is generally accomplished by using current information to precondition future iterations.
Preconditioning (1976) .
To conclude this section, we give here a description of a truncated-Newton method in algorithmic form. The details of the methods used to iteratively solve the Newton equations and to precondition the algorithm will be given later.
TRUNCATED-NEWTON ALGORITHM. TN0. Given x), some initial approximation to x*. Set k 0. For the purposes of this paper, we will assume that a modified-Lanczos algorithm (see below) will be used in Step TN2 to approximately solve the Newton equations. In step TN3, the line search, F(x) must be "sufficiently decreased" in order to guarantee convergence to a local minimum. One approach is to ensure that the search direction p is a descent direction (pTg(k)<o), that [g(x(k)+ap)'p[<----rtpT"g (k) with 0--<_r/< 1, and that F(x(k)) F(x(k)q otp) >----tzpTg (k) where 0</x _--<1/2,/z < r/. By choosing/z small (say 10-4), almost any a that satisfies the first condition will also satisfy the second.
The step-length a can be computed using safeguarded polynomial interpolation (Gill and Murray (1979) This factorization is then used to compute pq (the qth approximation to the solution of (3)).
Tqyq LqDqL yq -(-Vg), pq Vqyq.
(Paige and Saunders (1975) have derived iterative formulas for pq based on this derivation.) At each inner iteration q, the direction pq is tested to see if it "adequately" solves the Newton equations (3); if so, the inner iteration is truncated, and the search direction p is defined as pq (see 4 for details). The sequence of iterates pq is the same Although necessary to guarantee the convergence of the algorithm, the fact that p is a descent direction is not enough to ensure that it is an effective search direction. It should also be well-scaled, i.e. a unit step along p should approximate the minimum of the function in that direction. Near x*, this will be true for Newton's method, but cannot be guaranteed for nonlinear conjugate-gradient methods. However, regardless of how many modified-Lanczos iterations are used to compute the search direction p, a truncated-Newton method will generally give a well-scaled search direction, in the sense described below.
If the line-search procedure described in is used, the primary test (for an approximate minimum along the direction p) is Ig(x + ap)Tpl <= _qgrp, where 0<_--r/< 1.
Assuming that VGV, is positive definite, setting a (in the hope of a well-scaled direction), and using a Taylor series expansion, we obtain G could be formed and used to compute them (see Thapa (1980) 
As the solution is approached, it might be hoped that information gained solving equation (k) might assist in solving equation (k+ 1). This information is generally used by forming, either explicitly or implicitly, a matrix M -G (k/). The better M approximates G(k+l), the better the preconditioning strategy will be (see 2.2) . In order to use M within the modified-Lanczos algorithm, M must be positive definite, and linear systems involving M should be "easy" to solve. For example, the matrix M might be diagonal or in factored form.
It is possible to design preconditioning strategies by exploiting ideas from other minimization methods. Most nonlinear optimization algorithms can be viewed as computing a search direction by solving, possibly implicitly, a system of linear equations np---g with some operator B, where B is an approximation to the Hessian G. By applying the formulas for the nonlinear method to any vector (instead of -g), we implicitly define a preconditioning matrix M.
The optimal choice would be M G k/) (Newton's method) since the inner iteration would then converge instantly; however, the costs in storage and computation would be prohibitive. Setting M =/, i.e. using an unpreconditioned algorithm, corresponds to preconditioning with the steepest-descent operator; this is simple to use, but not particularly effective. As a compromise, Nash (1984) has suggested using the operator from a limited-memory quasi-Newton method, which is inexpensive to use, and yet still effective at improving the performance of the inner algorithm.
The class of limited-money quasi-Newton methods (see Gill and Murray (1979)) define the search direction as a linear combination of the gradient vector and a subset of the previous search directions. They generalize nonlinear conjugate-gradient algorithms, and are suitable for problems in which the Hessian cannot be stored. These methods derive their name from the class of quasi-Newton methods for unconstrained optimization. The direction of search for a quasi-Newton method can be defined as p --Hkgk,
where Hk is an n n matrix which is stored explicitly and is an approximation to the Limited-memory quasi-Newton methods define the direction of search as --Hgk); the matrix H is never stored explicitly; rather, only the vectors {s, y} that define the rank-one corrections are retained (see Shanno (1978) , Gill and Murray (1979) , and Nocedal (1980)).
Different methods can be developed by varying the number of vectors {s j, y} stored and the choice of quasi-Newton updating formula. For example, if we define the matrix H to be the identity matrix updated by one iteration of the BFGS formula (5) , and if exact line searches are performed, the algorithm will be equivalent to the Fletcher-Reeves nonlinear conjugate-gradient method.
When no preconditioning is used, the first linear iterate will be a multiple of the steepest-descent direction, which is often a poor approximation to the Newton direction. Preconditioning with an effective nonlinear algorithm offers the hope that the first iterate will approximate the Newton direction quite well, and that an adequate search direction can be computed using only a few inner iterations.
3.2. Diagonal scaling of the variables. Nonlinear minimization algorithms have been found to work more efficiently if the variables are properly scaled. In part, this means that a unit step along the search direction will approximate the minimizer of the function in that direction. It also implies that the tolerances for the algorithm have the correct scaling; this is a factor even for the more scale-invariant algorithms such as Newton's method. One way of achieving this is through a diagonal scaling matrix. In this context, the inverse of this diagonal matrix will be used as the initial approximation to the matrix H of 3.1.
There is some theoretical evidence to indicate that, among diagonal scalings, the most effective strategy will be to approximate the diagonal of the Hessian. Forsythe and Straus (1955) have shown that if the Hessian matrix G is two-cyclic, then the diagonal of G is the optimal diagonal preconditioning. This assumption is valid for many problems arising in partial differential equations. Also, in the general case, van der Sluis (1969) has proven that preconditioning with the diagonal of G will be nearly optimal, in the sense that the condition number (in the 2-norm) of G preconditioned by its diagonal will be at most n times as large as the condition number of the optimally diagonally preconditioned G. Thus, estimating the diagonal of G should be effective for all problems.
The sample scaling strategies derived here will be based on quasi-Newton approximations to the diagonal of the Hessian matrix. It is possible to use the direct form of the BFGS formula (5) Nazareth (1979) ). Thus, if we were able to update only the diagonals of B, at the end of n steps we would have the exact values for the diagonal elements of G.
To develop this diagonal update, we will ignore the nonlinear algorithm for the moment, and concentrate our attention on one instance of the linear conjugate-gradient method. We are attempting to minimize the quadratic function dp(p)=1/2pGp+prc and hence g(p) Vb(p)= Gp+ c= -r(p), where r(p) is the residual at p. The linear conjugate-gradient algorithm is initialized with Po O, and at the qth iteration, the next estimate of the solution is computed as pq+ pq + aqUq, where u. is the search direction and a. is the step-length.
The BFGS algorithm computes the (same) search direction using the formula (6) nqUq --gq, where gq =-g(pq). If an exact line-search is used, the step-length for the BFGS algorithm is that same as that for the linear conjugate-gradient algorithm. Under the assumptions that Po 0, Bo-I, and that the new approximate Hessian Bq/ is computed using the direct form of the BFGS formula (5) It is possible to adapt (7) so that only the diagonal of the update need be computed. Using (6) and we can conclude that (8) The other important fact is (9) sq pq+ pq OlqUq, Ol.qgq.
Yq gq+l--g aqGuo.
If we incorporate (8) and (9) in (7), we obtain (10) Bq+,-Bq-uVqr q rqrq +(Guq)(Guq) u( Gu.) (These quantities are all computed within the conjugate-gradient, algorithm.) Using (10), any individual element of B, can be individually updated. However, when used to compute a scaling matrix, only the diagonal of Bq will be formed.
When the linear conjugate-gradient algorithm is used in its standard form, (10) is quite adequate. However, using instead the preconditioned modified-Lanczos algorithm (see 2) creates two further problems. First, in practice, a new scaling matrix will be generated using an iteration preconditioned by some operator M. In this case, the BFGS algorithm should be initialized with Bo M. To see this, replace G by M-I/2GM-I/2 in the above derivation.
A second problem arises because the linear conjugate-gradient algorithm is implicitly implemented using the modified-Lanczos algorithm" only constant multiples of the search direction Uq and the residual rq are computed. These multiplicative factors do not affect the final term in (10), since the factors enter equally into the numerator and the denominator. The other rank-one matrix is affected. However, the true residual can be computed using rq Olqq, where q is the unnormalized current Lanczos vector 7-rq. Using the recurrence relation (Parlett (1980) ). This leaves only the inner product Uq for the search direction Uq, and the fact that the residuals are M-orthogonal, it can be shown that 7" rM-i 2 "T --1 U q rq rq a q v q M Vq.
Note that M-q is computed within the modified-Lanczos algorithm.
Because the Hessian matrix is not always positive definite, the modified-Lanczos algorithm alters the subproblem it is solving when it runs across evidence of indefiniteness. The preconditioning scheme is trying to approximate the diagonal of the actual Hessian matrix, and the preconditioning algorithm described above has the property of hereditary positive definiteness, so there is some question as to what should be done when the Hessian matrix is modified. We have chosen to omit the diagonal update whenever the matrix goes indefinite, in order to ensure that Bq remains positive definite.
Using (10) it is possible to compute any number of subdiagonals in addition to the main diagonal. Because this extension is so straightforward, the details will be omitted here.
An additional possibility is to use exact information about the diagonal of the Hessian either to precondition the linear algorithm or to initialize the linear preconditioning. Note, however, that even if matrix-vector products of the form Gv can be found, it may be inconvenient to compute G,. Also, away from the solution of the minimization problem, the matrix G may be indefinite, so that the diagonal of the Hessian may not define a positive definite preconditioning matrix. In that case, some rule for modifying negative diagonal elements would have to be derived. 4 . Numerical results. In this section we compare the numerical behavior of threee truncated-Newton algorithms with that of other methods. The methods tested are:
1. Algorithm PLMA--A two-step BFGS limited-memory quasi-Newton method with a simple diagonal scaling. PLMA is the most successful nonlinear conjugate-gradient-type method tested in the survey of Gill and Murray (1979).
2. Algorithm MNA--A modified Newton method using first and second derivatives (Gill and Murray (1974)). 3 . Algorithm QNMmA quasi-Newton method using the full n by n BFGS update of the approximate Hessian matrix (Gill and Murray (1972)). 4 . Algorithm TNmA truncated-Newton algorithm, implemented via the modifiedLanczos algorithm, and preconditioned with PLMA with the simple diagonal scaling replaced by the diagonal of (10). 5. Algorithm BTN--A (basic) truncated-Newton algorithm, implemented via the linear conjugate-gradient algorithm, and with no preconditioning strategy.
6. Algorithm PBTNnAlgorithm BTN, but preconditioned using the diagonal of (10).
Eighteen problems are considered. Of these, 11 problems are of dimension 50 or less, and 7 problems are of dimension 100. The test examples may be separated into two classes. The first class contains problems whose Hessian matrix at the solution has clustered eigenvalues; the second contains problems whose Hessian matrix has an arbitrary eigenvalue distribution. 
At the minimum, this function has n/2 eigenvalues O(1) and n/2 eigenvalues O(10-).
The Hessian matrix is full. The remaining examples have arbitrary distributions of eigenvalues at the solution. The truncated-Newton routines require the computation of matrix/vector products of the form G(k)t. For routine TN with Examples 5-11, sparse finite-differencing techniques (Thapa (1980) ) were used to approximate G (k) at the beginning of each major iteration, and this approximation was used to compute the matrix/vector products. The difference parameter used here was el/2, where e is the machine precision.
Elsewhere, the matrix/vector products were computed by differencing the gradient along the vector v ( 2.3). Because our interest is in methods that do not require second derivatives, tests were not made using exact second-derivative information.
For all truncated-Newton algorithms, a fairly stringent criterion was used to terminate the modified-Lanczos iterations. Following Dembo and Steihaug (1983), the modified Lanczos iterations are terminated after n/2 iterations, or if where rq is the qth residual of the linear system This criterion forces the algorithm to behave like a conjugate-gradient algorithm near the beginning of the iteration and like Newton's method near the solution. We stress, however, that when second derivatives are not available, or the cost of the matrix/vector product G(k)v is high, a criterion must be used that always leads to a small number of linear iterations. Because the computation of the search direction can be degraded by loss of orthogonality, at most n/2 modified Lanczos iterations were allowed at each major step.
Each problem was solved using three values of r/, the step-length accuracy (see 1) ; these values were 0.25, 0.1, and 0.001. Each algorithm requires two additional user-specified parameters. The first (A) limits the change in x at each iteration (the
. The value of A was set at 10 for all problems to avoid overflow during the computation of the objective function. The second parameter is an estimate of the value of the objective function at the solution and is used to compute the initial step for the step-length algorithm. In each case, this parameter was set to the value of F(x) at the solution.
The results are contained in Tables 1-3. Each table entry product, comparable to a gradient evaluation). The final column combines the linesearch cost with the inner-iteration cost to give a measure of the total cost of the minimization; two totals are given" the first combines the line-search costs with finite-differencing costs, and the second with the inner-iteration costs.
We first compare the truncated-Newton algorithms among themselves. It is clear that Algorithm TN is superior to the other two. This is not surprising due to the more elaborate preconditioning strategies that it uses. Based on the total number of iterations required, TN is only marginally better than the other two routines. But based on the number of function/gradient evaluations, there is a clear difference. Even without taking advantage of sparsity, PBTN is 36% slower than TN, and BTN is over three times as slow. A comparison of PBTN with BTN indicates the improvement even simple preconditioning strategies can make to a truncated-Newton algorithm. The two routines are identical, except that PBTN has a diagonal scaling as a preconditioner. This addition is inexpensive (three extra vectors are needed), but offers a better than 50% improvement in performance (based on the total number of function/gradient evaluations).
To compare truncated-Newton algorithms with other methods, we will use the results for Algorithm TN. In the following, results for the Newton algorithm MNA and the quasi-Newton method QNM are only available for the smaller functions (n-_< 50). Tests with the larger functions (n-100) were not made due to the storage and computational costs. The total number of function/gradient evaluations (Table 3) will be the primary factor for comparison.
A comparison of TN with the limited-memory quasi-Newton algorithm PLMA shows that TN is 50% better if sparsity of the Hessian is taken into account, and 20% better otherwise (i.e., if each Lanczos iteration requires a gradient evaluation to approximate the matrix/vector product). This comparison is important, since these two classes of methods have comparable storage and operation counts, and they are the only practical methods for solving many large-scale problems.
A comparison of TN with the quasi-Newton method QNM on the smaller test functions indicates that TN is 50% better if sparsity is exploited, and 30% better otherwise. QNM, unlike TN, requires matrix manipulation, and hence has higher storage and operation counts than TN. Both algorithms only require first derivative information.
A comparison of TN with the modified Newton method MNA, again on the smaller test functions, shows that MNA is 30%-50% better than TN, depending on whether sparsity is exploited. However, MNA computes, stores and factors the Hessian matrix, and this is not reflected in the scores for MNA. For this reason, a further comparison is suggested, using the "TN" rather than the "totals" column in Table 3 . The "TN" column does not reflect the cost of the matrix/vector products, i.e., the "second-derivative costs" of the truncated-Newton algorithm. From this point of view, TN is twice as efficient as MNA. This is surprising, since the truncated-Newton method is a compromise on Newton's method designed to enable the solution of large-scale problems.
The results of comparisons for individual functions are not always so remarkable. For many of the functions in Table 2 , the Hessian has clustered eigenvalues. All of these problems tend to be easy to solve, and there are few striking differences in performance. The remaining problems (Table 1) have more arbitrary eigenvalue distributions, and are considerably harder to solve. Here, the simple truncated-Newton Algorithm BTN has particular difficulties (Cal 1, n 50, 100). Even Newton's method (MNA) appears to struggle with some functions (GenRose, n 50); and performs worse that any other routine in one case (Chebyquad, n 20). For these two functions, the Hessian is frequently indefinite, suggesting that complete modified factorizations are not always an effective treatment for nonconvex functions.
