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CYCLOTOMIC DOUBLE AFFINE HECKE ALGEBRAS
AND AFFINE PARABOLIC CATEGORY O, I
M. Varagnolo, E. Vasserot
Abstract. Using the orbifold KZ connection we construct a functor from an affine
parabolic category O of type A to the category O of a cyclotomic rational double
affine Hecke algebra H. Then we give several results concerning this functor.
Introduction
Fix positive integers n, ℓ. LetW be the wreath product of Sn and Z/ℓZ. The cy-
clotomic rational double affine Hecke algebra H is a deformation of the semi-direct
product C[C2n]⋊W . Its category O is a quasi-hereditary cover of the Ariki-Koike
algebra, see [R]. One important problem is to compute the dimension of the simple
modules of the category O of H, or, equivalently, the Jordan-Ho¨lder multiplicities
of the standard modules. So far the main approach to the representation theory
of double affine Hecke algebras associated with complex reflection groups is geo-
metric and uses D-modules on quiver varieties. However a dimension formula for
simple modules seems out of reach yet by these techniques. It is expected that
the Jordan-Ho¨lder multiplicities of the standard modules are values at one of some
affine parabolic Kazhdan-Lusztig polynomial, see [R, sec. 6.5]. We’ll call this the
dimension conjecture. See Section 8 below for details. These multiplicites are
encoded in a combinatorial object called the level ℓ Fock space.
If ℓ = 1 the dimension conjecture is proved. It follows from [R] and [VV], or
from [Su2] and [V]. In this case there is another algebraic approach to the algebra
H due to Suzuki. He constructed a functor from Kazhdan-Lusztig’s category of
modules over the type A(1) affine Lie algebra to the category O of H. We give
a proof that this functor is an equivalence in Section A.5 below. This functor
is constructed via affine coinvariants over the configuration space of P1 and the
Knizhnik-Zamolodchikov connection.
In this paper we construct a similar functor for any ℓ. The new ingredient is
the space of orbifold affine coinvariants over the configuration space of the stack
[P1/(Z/ℓZ)] and the corresponding Knizhnik-Zamolodchikov connection. A priori
this space of coinvariants involves a choice of a twisted affine Lie algebra. Choosing
an inner twist of the type A(1) affine Lie algebra, we get a functor E from an affine
parabolic category O to the category O of H. Then we study E, in particular its
behavior on standardly filtered modules. We do not prove the dimension conjecture.
Contrarily to the case ℓ = 1 mentioned above, the functor E is not an equivalence of
quasi-hereditary categories in general. However, we expect the functor E to be an
important tool to prove it. In particular E should behave nicely on indecomposable
projective modules, as explained in this paper. We’ll come back to this elsewhere.
2000Mathematics Subject Classification. Primary ??; Secondary ??.
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Let us now describe the structure of the paper. The first and second sections are
reminders on DAHA’s (=double affine Hecke algebras) and Suzuki’s functor. In the
third one we consider the case ℓ 6= 1. Using the orbifold Knizhnik-Zamolodchikov
connection we define a functor taking a smooth module over a twisted affine Lie
algebra to a H-module and we compute the image of parabolic Verma modules. In
the fourth section we compare the space of twisted affine coinvariants and the space
of non-twisted ones when the affine Lie algebra is equipped with an inner twist. In
the sixth section we define the functor E. It goes from the affine parabolic category
O of type A(1) to the category O of H. We prove that E preserves the posets of
standard modules and is exact on standardly filtered modules in section seven. We
conjecture that it preserves the set of indecomposable projective modules. In the
last section we compare E with what one expects from the dimension conjecture.
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0. Notations
0.1. First, let us gather a few basic notations on categories. The categories we’ll
consider are all C-linear, i.e., they are additive and the Hom sets are C-vector
spaces. A category is Artinian if the Hom sets are finite dimensional C-vector
spaces and every object has a finite length. Write Afg for the full subcategory of
an Abelian category A consisting of the objects of finite length and Aproj ⊂ Afg
for the full exact subcategory of projective objects. Given a set I of objects of
the Abelian category A, we denote by AI the exact full subcategory of I-filtered
3objects, i.e., of objects M with a finite filtration such that each successive quotient
is isomorphic to an object of I.
Write [M : S] for the Jordan-Ho¨lder multiplicity of a simple module S in an
object M of finite length.
By a quasi-hereditary category we mean a highest weight category in the sense of
[CPS] which is equivalent, as a highest weight category, to the category of finitely
generated modules of a quasi-hereditary (finite dimensional) C-algebra. In other
words, it is an Artinian Abelian category with a finite poset ∆A of standard modules
satisfying the following axioms :
(a) we have EndA(M) = C for each M ∈ ∆A,
(b) if HomA(M1,M2) 6= 0 and M1,M2 ∈ ∆A then M1 6 M2,
(c) if HomA(M,N) = 0 for each M ∈ ∆A then N = 0,
(d) if M ∈ ∆A there is a projective object P ∈ A and an epimorphism P → M
whose kernel is ∆A-filtered with subquotients > M .
See [CPS, thm. 3.6], [Do, appendix A] for more details. An equivalence of high-
est weight categories is an equivalence of categories which restricts to a bijection
between both sets of standard modules. We’ll abbreviate A∆ = A∆A .
We’ll write [B] for the Grothendieck group of an Abelian or an exact category B.
Let [M ] denote the class in [B] of an object M . Note that the obvious embedding
A∆ ⊂ Afg yields a group isomorphism [A∆] = [Afg].
0.2. Let R be a commutative Noetherian ring with 1, and let A be an R-algebra.
Write A-mod for the module category of A, A-proj for A-modproj and A-modfg
for (A-mod)fg. Let Irr(A) be the set of isomorphism classes of simple objects of
A-modfg. To any R-algebra homomorphism φ : A→ B we associate the functor
φ : B-mod→ A-mod, M 7→ φM,
where φM is the twist of M by φ.
0.3. Let M be a C-vector space and R be a commutative C-algebra. Assume that
R is the functions algebra of a C-variety R. We write
M [X ] =MR =M ⊗R.
Given an automorphism F of a set M , let MF be the fixed points set. If F is a
R-linear automorphism F of MR we may abbreviate M
F
R = (MR)
F .
1. The cyclotomic rational DAHA and the Dunkl operators
1.1. The complex reflection group G(ℓ, 1, n). Let Dℓ ⊂ C× be the group
consisting of the ℓ-th roots of unity. Fix a generator of Dℓ once for all. We’ll
denote it by ε. Let Sn be the symmetric group on n letters and W be the semi-
direct product Sn⋉ (Dℓ)
n, where (Dℓ)
n is the Cartesian product of n copies of Dℓ.
To avoid any confusion we may write
WA = W, A = {1, 2, . . . n}.
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Let εi ∈ (Dℓ)n be the element with ε at the i-th place and to 1 at the other ones.
If a ∈ Z we may identify Z/aZ with the set {1, 2, . . . a} in the obvious way, hoping
it will not create any confusion. Set
Λ = {1, 2, . . . , ℓ} ≃ Z/ℓZ.
For each p ∈ Λ and each i 6= j, we write s
(p)
i,j for si,jε
p
i ε
−p
j .
1.2. The cyclotomic rational DAHA. Fix a basis (x, y) of C2. Let xi, yi denote
the elements x, y respectively in the i-th summand of (C2)⊕n. The group W acts
on (C2)⊕n such that for distinct i, j, k we have
εi(xi) = ε
−1xi, εi(xj) = xj , εi(yi) = εyi, εi(yj) = yj ,
si,j(xi) = xj , si,j(yi) = yj , si,j(xk) = xk, si,j(yk) = yk.
Fix k ∈ C and γp ∈ C for 0 6= p ∈ Λ. We’ll write γ for the ℓ-tuple (γp). The
CRDAHA (=cyclotomic rational DAHA) is the quotientHk,γ of the smash product
of CW and the tensor algebra of (C2)⊕n by the relations
[yi, xi] = 1− k
∑
j 6=i
∑
p
s
(p)
i,j −
∑
p6=0
γpε
p
i ,
[yi, xj ] = k
∑
p
εps
(p)
i,j if i 6= j,
[xi, xj ] = [yi, yj ] = 0.
This presentation is the same as in [EG]. We’ll use another presentation where
the parameters are h, hp with p ∈ Λ and
∑
p hp = 0. Set H = (h1, h2, . . . hℓ−1).
The corresponding algebra is denoted by the symbol Hh,H . It is isomorphic to the
algebra Hk,γ with k = −h and γp = −
∑
p′∈Λ ε
−pp′hp′ . Our parameter hp is the
same as the parameter Hp in [G] and it is equal to hH0,p− hH0,p−1 with respect to
the parameters hH0,p, p ∈ Λ, in [R].
1.3. The Dunkl operators. The subalgebras of Hh,H generated by {x1, . . . xn}
and {y1, . . . yn} are free commutative. We’ll write R for the first one and R∗ for
the second one. Note that R = C[Cn]. There is a C-linear representation of Hh,H
on R such that xi 7→ xi, w 7→ w and yi 7→ y¯i with
y¯i = ∂xi + k
∑
j 6=i
∑
p
1
xi − ε−pxj
(s
(p)
i,j − 1) +
∑
p6=0
γp
xi − ε−pxi
(εpi − 1).
The operators y¯i are called the Dunkl operators.
1.4. Combinatorics. Let Cm,ℓ be the set of compositions of m with ℓ parts, i.e.,
the set of tuples ν = (ν1, ν2, . . . νℓ) ∈ Nℓ with sum |ν| = m. Let Cm,ℓ,n be the subset
of compositions whose parts are all > n. Set
J = {1, 2, . . . ,m}.
5To each ν ∈ Cm,ℓ we associate the following partition
J = Jν,1 ⊔ Jν,2 ⊔ · · · ⊔ Jν,ℓ, Jν,p = {ip, ip + 1, . . . jp},
ip = 1 + ν1 + · · ·+ νp−1, jp = ip+1 − 1, p ∈ Λ.
We may write Jp = Jν,p if there is no risk of confusion. Next, we write
Cν
>0
= {λ ∈ Cm;λi − λi+1 ∈ N, ∀i 6= j1, j2, . . . },
Zν
>0
= Zm ∩Cν
>0
, Zν
>0
= ρ+ Zν
>0
.
The elements of Cν
>0
are called the ν-dominant weights. The elements of Zν
>0
are
called the ν-dominant integral weights. Let Pn be the set of partitions of n, i.e.,
the set of non-increasing sequences λ of integers λ1, λ2, · · · > 0 with sum n. We
write tλ for the transposed partition, |λ| for the weight of λ, n(λ) for the integer∑
i λi(i−1) and l(λ) for its length, i.e., for the number of parts in λ. Let P =
⊔
n Pn
be the set of all partitions. Let Pℓn be the set of ℓ-partitions of n. It is the set of
Λ-tuples λ = (λp) of partitions with
∑
p |λp| = n. Let P
ℓ =
⊔
n P
ℓ
n be the set of all
ℓ-partitions. Given any ℓ-tuple ν = (νp) in N
ℓ we set
Pℓn,ν = {λ ∈ P
ℓ
n; l(λp) 6 νp}.
The transpose of a ℓ-partition λ is given by
tλ = (tλℓ, . . .
tλ2,
tλ1).
Any ℓ-partition λ ∈ Pℓn,ν may be viewed as an element in N
ν
>0 by adding zeroes on
the right of each partition λp such that l(λp) < νp. This yields a bijection
(1.1) Nν
>0
= Zν
>0
∩ Nm =
⊔
n
Pℓn,ν .
Finally, for any ℓ-tuple ν = (ν1, ν2, . . . νℓ) we’ll write ν
◦
p = (ν
◦)p and ν
•
p = (ν
•)p
where
ν◦ = (νℓ, νℓ−1, . . . ν1), ν
• = (νℓ−1, νℓ−2, . . . ν1, νℓ).
1.5. Representations of W . For p ∈ Λ there is an unique character
χp : Dℓ → C
×, ε 7→ εp.
We set
(1.2) Irr(CSn) = {Xλ;λ ∈ Pn}, Irr(CW ) = {Xλ;λ ∈ P
ℓ
n}.
If λ ∈ Pn then Xλ is defined as in (2.1) below. If λ ∈ Pℓn then Xλ defined as follows.
Any composition µ ∈ Cn,ℓ can be regarded as a partition A = Aµ,1 ⊔ · · · ⊔ Aµ,ℓ as
above. We consider the subgroups
Sµ =
∏
pSAµ,p ⊂ Sn, Wµ =
∏
pWAµ,p ⊂W = WA.
Let wµ be the longest element in Sµ. Write w0 for w(n). Fix a ℓ-partition λ = (λp)
in Pℓn. The tuple µ = (µp), with µp = |λp| for each p, belongs to Cn,ℓ. Let Xλpχ
⊗µp
p−1
be the representation ofWAµ,p which is the tensor product of the SAµ,p -module Xλp
and the one-dimensional (Dℓ)
µp -module χ
⊗µp
p−1 . Then the W -module Xλ is given by
(1.3) Xλ = Γ
W
Wµ
(
Xλ1χ
⊗µ1
ℓ ⊗ Xλ2χ
⊗µ2
1 ⊗ · · ·Xλℓχ
⊗µℓ
ℓ−1
)
,
where the symbol Γ denotes the induction.
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1.6. The highest weight category of Hh,H. Let Hh,H be the category of Hh,H-
modules which are locally nilpotent overR∗. The categoryHh,H is quasi-hereditary
by [GGOR]. The standard modules of Hh,H are the induced modules
∆λ,h,H = Γ
Hh,H
W⋉R∗(Xλ), λ ∈ P
ℓ
n.
Here Xλ is viewed as a W ⋉R
∗-module such that y1, . . . yn act trivially. Let Sλ,h,H ,
Pλ,h,H denote the top and the projective cover of ∆λ,h,H .
The categoryHfgh,H consists of theHh,H-modules which are locally nilpotent over
R∗ and finitely generated over R. The Grothendieck group of Hfgh,H is spanned by
the set {[Sλ,h,H ];λ ∈ Pℓn} and by the set {[∆λ,h,H ];λ ∈ P
ℓ
n}.
The algebra Hh,H is given the inner Z-grading such that xi, yi, w have the
degrees 1, −1, 0 respectively. The sum eu =
∑
i xiyi + eu0, with
eu0 = h
∑
i<j
∑
p∈Λ
(1− s
(p)
i,j ) +
n∑
i=1
ℓ−1∑
p,p′=1
ε−pp
′
(h1 + · · ·+ hp′)ε
p
i ,
is an Euler element for the grading, i.e., an element x ∈ Hh,H is of degree i iff we
have [eu, x] = ix.
For each λ ∈ Pℓn we denote by θλ the scalar by which eu0 acts on Xλ. We have
the following formula [R, prop. 6.2]
θλ = ℓ
ℓ∑
p=2
|λp|(h1 + · · ·+ hp−1)− hℓ
∑
p
(
n(λp)− n(
tλp)
)
+ θ0,
where θ0 is a constant independant of λ. The partial order < on the set of standard
modules is the unique order relation such that [GGOR, sec. 2.5]
(1.4) ∆µ,h,H ≻ ∆λ,h,H ⇐⇒ θλ − θµ ∈ Z>0.
1.7. From local systems to Hh,H-modules. Let Rn,ℓ = C[Cn,ℓ], where Cn,ℓ ⊂
Cn is the complement of the hypersurface
x1x2 · · ·xn
∏
p
∏
i6=j
(xi − ε
pxj) = 0.
Note that C1,ℓ = C
×. For each R-module M we write
Mn,ℓ =M ⊗R Rn,ℓ.
In particular we have the C-algebra
(1.5) B = CW ⋉R, Bn,ℓ = CW ⋉Rn,ℓ.
We’ll abbreviate Hh,H,n,ℓ = (Hh,H)n,ℓ. The algebra Hh,H,n,ℓ does not depend on
the choice of the parameters h,H , up to canonical isomorphisms. See [GGOR,
thm. 5.6] for details. We’ll need the following basic result.
71.8. Proposition. (a) LetMn,ℓ be a Bn,ℓ-module with an integrableW -equivariant
connection ∇ =
∑
i∇idxi. Set
y¯i = ∇i + k
∑
j 6=i
∑
p
1
xi − ε−pxj
s
(p)
i,j +
∑
p6=0
γp
xi − ε−pxi
εpi .
The assignment yi 7→ y¯i yields a C-linear representation of Hh,H on Mn,ℓ.
(b) Let M be a B-module with an integrable W -equivariant connection. Assume
that M is torsion free as a R-module and that the operators y¯1, y¯2, . . . y¯n on Mn,ℓ
preserve the subset M . Then M is a Hh,H-submodule of Mn,ℓ.
Proof : Part (b) is obvious. Let us concentrate on Part (a). Set ∇′ equal to∑
i∇
′
idxi, where
∇′i = ∇i + k
∑
j 6=i
∑
p
1
xi − ε−pxj
+
∑
p6=0
γp
xi − ε−pxi
.
We have
y¯i = ∇
′
i + k
∑
j 6=i
∑
p
1
xi − ε−pxj
(s
(p)
i,j − 1) +
∑
p6=0
γp
xi − ε−pxi
(εpi − 1).
Thus it is enough to check that ∇′ is an integrable W -equivariant connection and
to apply the same argument as for the Dunkl operators with ∇′i instead of ∂xi . The
W -equivariance of ∇′ is obvious. If i 6= j a direct computation yields
[∇′i,∇
′
j ] = [∂xi , k
∑
r 6=j
∑
p
1
xj − ε−pxr
+
∑
p6=0
γp
xj − ε−pxj
]+
+ [k
∑
r 6=i
∑
p
1
xi − ε−pxr
+
∑
p6=0
γp
xi − ε−pxi
, ∂xj ]
= k[∂xi ,
∑
p
1
xj − εpxi
] + k[
∑
p
1
xi − ε−pxj
, ∂xj ]
= 0.
⊓⊔
2. The affine category O
According to Suzuki [Su1] the Knizhnik-Zamolodchikov connection gives a func-
tor from Kazhdan-Lusztig’s category of modules over the affine Lie algebra to the
category O of the rational DAHA (for ℓ = 1). This functor uses affine coinvariants.
In this section we briefly review this construction. Since the results here are not
new, we do not give proofs.
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2.1. Lie algebras. Fix once for all an integer m > 0. We set g = glm(C) and
G = GLm(C). To avoid any confusion we may write
gJ = gm = g, GJ = Gm = G
Let U(g) be the enveloping algebra of g. For any g ∈ G, ξ ∈ g let gξ be the adjoint
action of g on ξ and let tξ be the transpose of ξ. Let
b ⊂ g, t ⊂ g, T ⊂ G
be the Borel Lie subalgebra consisting of upper triangular matrices and the maximal
tori consisting of the diagonal matrices. Let (ǫi), (ǫˇi), i ∈ J , be the canonical bases
of t∗, t. There is a unique G-invariant pairing on g such that 〈ǫˇi : ǫˇj〉 = δi,j for each
i, j ∈ J . We have canonical isomorphisms t = t∗ = CJ taking λˇ, λ to the tuples (λˇi),
(λi) with λˇi = λˇ(ǫi) and λi = λ(ǫˇi) respectively. The elements of t, t
∗ are called
coweights and weights respectively. The weights in ZJ are called integral weights.
If the weight λ is given then the symbol λˇ denote the coweight λˇ =
∑
j∈J λj ǫˇj , and
vice-versa. We put
ρ = (m, . . . , 2, 1), αi = ǫi − ǫi+1, i ∈ I, I = {1, 2, . . .m− 1}.
Let Π ⊂ ZJ be the set of roots, Π+ ⊂ Π the set of positive roots containing
{αi; i ∈ I} and ZΠ be the root lattice. Let ek,l, k, l ∈ J , be the canonical basis
vectors of g. For each simple root αi we write ei = ei,i+1, fi = ei+1,i for the
corresponding root vectors in g. Write
L(λ) = L(g, λ)
for the simple g-module with highest weight λ (relative to the Borel Lie subalgebra
b). If λ is integral and dominant we define the Sn-module
(2.1) Xλ = H0(g, (V
∗)⊗n ⊗ L(λ)),
where H0 denotes the space of coinvariants. It vanishes unless λ ∈ Pn. Compare
(1.2). Let V be the vectorial representation of G and let V∗ be the dual module.
We can identify V with t as C-vector spaces. Hence we may view (ǫj) as a basis of
V∗. For each ν ∈ Cm,ℓ and p ∈ Λ, let
V∗p ⊂ V
∗
be the subspace spanned by the vectors ǫj , j ∈ Jν,p.
2.2. Affine Lie algebras. Let t be a formal variable. For each integer r we set
g = g⊗ C[t, t−1], g>r = g⊗ t
rC[t], g6r = g⊗ t
rC[t−1], b = b⊕ g>0.
Let gˆ be the central extension of g by C associated with the cocycle (ξ⊗f, ζ⊗g) 7→
〈ξ : ζ〉Rest=0(gdf). Write 1 for the canonical central element of gˆ. We abbreviate
gˆ>0 = g>0⊕C1 and bˆ = b⊕C1, the trivial central extensions. The element ∂ = t∂t
acts on g in the obvious way, yielding a derivation of the Lie algebra gˆ such that
∂(1) = 0. We put t = C∂ ⊕ t ⊕ C1, and g˜ = C∂ ⊕ gˆ, b˜ = C∂ ⊕ bˆ. For any
9commutative C-algebra R with 1 we set gR = g ⊗ R, gˆR = gˆ ⊗ R, etc. We regard
gR, gˆR and g˜R as R-Lie algebras.
The adjoint t-action on gˆ is diagonalisable. An element of t∗ is called an affine
weight. Let Πˆ ⊂ t∗ be the set of roots of gˆ, let Πˆ+ ⊂ Πˆ be the set of roots of the
pro-nilpotent radical n of bˆ, and let Πˆre ⊂ Πˆ be the set of real roots. Let δ, ω0 ∈ t∗
be the linear forms given by
δ(∂) = ω0(1) = 1, ω0(C∂ ⊕ t) = δ(t⊕ C1) = 0.
The simple roots in Πˆ+ are
αˆi, i ∈ Iˆ , Iˆ = {0, 1, . . . ,m− 1}.
From now on we’ll use the canonical isomorphism t∗ = Cm+2 = C× Cm × C such
that αˆi 7→ (0, αi, 0) if i 6= 0, ω0 7→ (0, 0, 1), and δ 7→ (1, 0, 0). When there is no risk
of confusion we’ll abbreviate αi = αˆi. Recall that α0 = δ − ǫ1 + ǫm. Let 〈 : 〉
denote also the symmetric bilinear form on t∗ such that
〈ω0 : δ〉 = 1, 〈ǫi : δ〉 = 〈ǫi : ω0〉 = 0, 〈ǫi : ǫj〉 = δi,j .
An affine weight λ such that λ(∂) = 0 is called a classical affine weight. Let t′ ⊂ t∗
be the set of classical affine weights.
2.3. Enveloping algebras. For any commutative C-algebra R with 1 let U(gR),
U(gˆR) be the enveloping algebras of gR, gˆR over R. Given an element κ ∈ R let
U(gˆR) → gˆR,κ be the quotient by the two-sided ideal generated by the element
1− c where
c = κ−m.
We call c the level. A gˆR,κ-module is the same as a gˆR-module such that the
element 1 acts as the multiplication by c. If R = C we’ll abbreviate gˆκ = gˆC,κ, etc.
2.4. Smooth gˆR-modules. A gˆR,κ-moduleM is almost smooth if each element of
M is annihilated by gR,>r for a large enough integer r. Let C(gˆR,κ) for the category
of almost smooth gˆR,κ-modules. We may abbreviate
CR,κ = C(gˆR,κ).
For each integer r > 1 let QR,r ⊂ gˆR,κ be the subspace generated by the products of
r elements of gR,>1. Let also QR,0 = R. Given a gˆR,κ-module M let M(r) ⊂M be
the annihilator of QR,r and let M(−r) ⊂M be the annihilator of QR,−r = ♯(QR,r).
Set
M(∞) =
⋃
r>0
M(r).
Note that M(r) is a gˆR,>0-submodule of M and that M(∞) is a gˆR,κ-submodules
of M . The gˆR,κ-module M is called smooth if M = M(∞). All smooth modules
are almost smooth. See [KL, lem. 1.10] for details.
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2.5. The Sugawara operator. Put ξ(a) = ξ ⊗ ta for ξ ∈ g. Let R× ⊂ R be the
set of units. From now on we’ll always assume that κ ∈ R×. For each integer b ∈ Z
the formal sum
Lb =
1
2κ
∑
a>−b/2
∑
k,l∈J
e
(−a)
k,l e
(a+b)
l,k +
1
2κ
∑
a<−b/2
∑
k,l∈J
e
(a+b)
k,l e
(−a)
l,k
is called the Sugawara operator. It lies in a completion of gˆR,κ. For any gˆR,κ-
module M and any integer b the Sugawara operator Lb acts on M(∞) and we
have
(2.2) [Lb, ξ
(a)] = −aξ(a+b).
Let Ω =
∑
k,l∈J ek,lel,k be the Casimir element in U(gR). Then L0 − Ω/2κ acts
trivially on the subset M(1).
2.6. Duality for gˆR-modules. For each gˆR-moduleM we define the gˆR-modules
♯M , †M , M∗, and Md as follows
• ♯M is the gˆR-module equal to the twist of M by the automorphism ♯ : gˆR → gˆR
such that ξ(r) 7→ (−1)rξ(−r) and 1 7→ −1,
• †M is the gˆR-module equal to the twist of M by the automorphism † : gˆR → gˆR
such that ξ(r) 7→ −tξ(r) and 1 7→ 1,
• M∗ = HomR(M,R) with the gˆR-action such that (ξ(r)ϕ,m) = −(ϕ, ξ(r)m) and
(1ϕ,m) = −(ϕ,1m),
• Md is the set of gR,ν-finite elements of M∗, i.e., it is the sum of all gR,ν-
submodules of M∗ which are finitely generated as R-modules.
The functors M 7→ †M, ♯M,M∗,Md commute to each other. We set ‡ = † ◦ ♯,
DM = (♯M∗)(∞), and †DM = (‡M∗)(∞). As a R-module †DM consists of those
R-linear forms M → R which are zero on QR,−rM for some r > 1.
For each g-module M we define the g-modules †M , M∗, Md and the duality
functor †D as in the affine case.
2.7. The (parabolic) category O of g and gˆ. In this subsection we set R = C.
The adjoint t-action on g˜ preserves the Lie subalgebra gˆ. By a parabolic Lie
subalgebra of gˆ we’ll mean a t-diagonalizable Lie subalgebra qˆ ⊂ gˆ>0 containing a
conjugate of bˆ. Fix a Levi subalgebra lˆ ⊂ qˆ. Let O(gˆκ, qˆ) be the category of the
gˆκ-modules which are lˆ-semisimple and qˆ-locally finite. We abbreviate
Oˆκ = O(gˆκ) = O(gˆκ, bˆ)
with lˆ = t⊕C1. Fix a composition ν ∈ Cm,ℓ. Let qν ⊂ g be the standard parabolic
Lie subalgebra with block diagonal Levi subalgebra
hν = gν1 ⊕ · · · ⊕ gνℓ .
Let uν be the nilpotent radical of qν . Let qˆν be the parabolic Lie subalgebra of gˆ
with Levi subalgebra hν ⊕ C1, and let uν be the pronilpotent radical of qˆν . We
abbreviate
Oˆν,κ = O(gˆκ, qˆν), Oˆ>0,κ = O(gˆκ, gˆ>0).
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In the same way let O(g, qν) be the category of the g-modules which are hν-
semisimple and qν-locally finite. We abbreviate
O = O(g, b), Oν = O(g, qν), O>0 = O(g, g).
So O>0 is the category of all semisimple g-modules. Let q′ν = w0(qν), qˆ
′
ν = w0(qˆν),
and bˆ′ = w0(bˆ).
2.8. Induction and generalized Weyl modules. Set R = C. For any qν-
module M we set
Mν = Γ
g
qν
(M),
the induced g-module. An hν -module M may be viewed as a qν-module such that
uν acts as zero, yielding again a g-module Mν. Similarly, for any qˆν -module M of
level c we set
Mν,κ = Γ
gˆ
qˆν
(M).
If M is an hν -module we define the gˆκ-module Mν,κ in the obvious way.
If ℓ = 1 then we have hν = g, qˆν = gˆ>0 and we write
Mκ = Mν,κ.
If there is an integer r > 0 such that Qr acts by zero on the gˆ>0,κ-module M , then
Mκ is called a generalized Weyl module. More precisely, ifM is a gˆ>0,κ-module with
a finite filtration by gˆ>0,κ-modules such that the successive quotients are annihilated
by Q1 and lie in Ofgν (as g-modules) then Mκ belongs to the category Oˆ
fg
ν,κ, and it
is called a generalized Weyl module of type ν. Further, if M is a simple g-module
in Oν which is regarded as a gˆ>0,κ-module such that g>0 acts as zero, then Mκ is
called a Weyl module of type ν.
For each weight λ ∈ t∗ let L(hν , λ) be the simple hν -module with highest weight
λ (relative to the Borel Lie subalgebra b∩hν of hν). We have the induced g-module
M(λ)ν = L(hν , λ)ν .
The top of M(λ)ν is L(λ). Consider the classical affine weight
(2.3) λˆ = λ+ cω0.
We define a gˆκ-module by setting
M(λˆ)ν = L(hν , λ)ν,κ.
Let L(λˆ) be the top of M(λˆ)ν . It is the simple gˆκ-module with highest weight λˆ.
Recall that t∗ is identified with Cm and that the elements of Cν
>0
⊂ Cm are called
ν-dominant weights. If λ is ν-dominant then M(λˆ)ν is a generalized Weyl module
of type ν. More precisely, if λ ∈ Cν
>0 then M(λ)ν ∈ Oν , M(λˆ)ν ∈ Oˆν,κ and they
are both called parabolic Verma modules. If ℓ = 1 we’ll abbreviate
M(λˆ) = M(λˆ)ν ∈ Oˆ>0,κ.
Although Oˆν,κ is not a highest weight category, we’ll adopt the following abuse
of language : an object M is said to be standardly filtered if it is equipped with
a finite filtration by submodules such that the successive quotients are parabolic
Verma modules. Let Oˆ∆ν,κ ⊂ Oˆ
fg
ν,κ be the full subcategory of the standardly filtered
modules. Let ∆Oˆν,κ be the set of parabolic Verma modules in Oˆν,κ.
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2.9. Proposition. Assume that κ /∈ Q>0.
(a) All modules in Oˆν,κ are smooth. A gˆκ-module lies in Oˆfgν,κ iff it is a quotient
of a generalized Weyl module of type Ofgν .
(b) The category Oˆfgν,κ consists of the finitely generated smooth gˆκ-modules M
such that M(r) ∈ Ofgν for each r > 0.
(c) The category Oˆfgν,κ is Abelian, any object has a finite length, and Hom sets
are finite dimensional.
(d) If M lies in Oˆfgν,κ then we have
†DM = ‡Md. The functor †D takes Oˆfgν,κ
to itself, and it yields an involutive anti-auto-equivalence which fixes the simple
modules.
Proof : Clearly, any module in Oˆν,κ is smooth, and M(r) lies in Oν,κ for each M
in Oˆν,κ and each r > 0. Now, assume that M lies in Oˆfgν,κ. There is an integer
r > 0 and a gˆ>0,κ-submodule V ⊂ M(r) such that M is generated by V as a
gˆκ-module and V ∈ Ofgν as a g-module. Then M is a quotient of the generalized
Weyl module Vκ. Recall that Ofgν is an Abelian category, and that a subquotient
of a g-module which lies in Ofgν lies again in O
fg
ν . Thus V has a finite filtration
by gˆ>0,κ-submodules such that the successive quotients are annihilated by Q1 and
lies in Ofgν . So Vκ is a generalized Weyl module of type ν. Next, observe that a
subquotient of a gˆ-module which lies in Oˆν,κ lies again in Oˆν,κ. Thus a quotient
of a generalized Weyl module of type Ofgν lies in Oˆ
fg
ν,κ. This proves (a). Part (b)
follows from (a) and [Y, thm. 3.5(1)].
Part (c) follows from parts (a), (b). Indeed, since Oˆν,κ is obviously Abelian,
to prove that Oˆfgν,κ is Abelian it is enough to prove that any submodule of a gˆ-
module in Oˆfgν,κ is finitely generated. This follows from [Y, thm. 3.5(3)]. Next, we
must check that any object has a finite length and that the Hom sets are finite
dimensional. The first claim follows from loc. cit., because Ofgν is Artinian. The
second claim is proved as in [KL, prop. I.2.29]. It follows from Frobenius reciprocity
and the following three facts : any object in Oˆfgν,κ is a quotient of a generalized Weyl
module of type ν, the Hom spaces in Ofgν are finite dimensional and M(r) ∈ O
fg
ν
for each M ∈ Oˆfgν,κ and each integer r > 0.
Part (d) is left to the reader, compare [KL, sec. 1,2].
⊓⊔
Set Oˆ′ν,κ = O(gˆκ, qˆ
′
ν). The functor † yields an involutive equivalence
Oˆν,κ → Oˆ
′
ν,κ.
The functorD takes Oˆfg>0,κ into itself, and it yields an involutive anti-auto-equivalence
of Oˆfg>0,κ. Note that the modulesVκ andV
∗
κ := (V
∗)κ are parabolic Verma modules
in Oˆ>0,κ such that
D(Vκ) = V
∗
κ, V
∗
κ =
†Vκ.
From now on we’ll always assume that κ /∈ Q>0.
2.10. The category O of gˆ versus g˜. Set R = C. Let qˆ be a parabolic Lie
subalgebra of gˆ. We write q˜ = qˆ⊕C∂ and l˜ = lˆ⊕C∂. Let O(g˜κ, q˜) be the category
of the g˜κ-modules which are l˜-semisimple, q˜-locally finite. We abbreviate
O˜κ = O(g˜κ) = O(g˜κ, b˜), O˜ν,κ = O(g˜κ, q˜ν), O˜>0,κ = O(g˜κ, g˜>0).
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Let Ωˆ = ∂+L0 be the generalized Casimir operator of g˜, as in [K1, sec. 2.5]. Given
a parabolic Lie subalgebra qˆ ⊂ gˆ, let
O(g˜κ, q˜)
0 ⊂ O(g˜κ, q˜)
be the full subcategory of the modules on which Ωˆ acts locally nilpotently. Forget-
ting the action of ∂ yields in equivalence of categories
O(g˜κ, q˜)
0 → O(gˆκ, qˆ).
A quasi-inverse takes the gˆ-module M to the unique g˜-module M˜ which is equal
to M as a gˆ-module and such that ∂ acts as the semisimplification of the operator
−L0. See [S, prop. 8.1] for details. We identify M and M˜ if there is no ambiguity.
For any affine weight λ ∈ t∗ the λ-weight space of M (which is identified with M˜)
is
Mλ = {x ∈ M˜ ;hx = λ(h)x, ∀h ∈ t}.
For each weight λ ∈ t∗ we write
λˆ = λ+ cω0, λ˜ = λˆ+ zλδ, zλ = −〈λ : 2ρ+ λ〉/2κ.
We’ll say that the affine weights λˆ, λ˜ are ν-dominant if the weight λ is ν-dominant.
The formula for L0 shows that the functor
Oˆν,κ → O˜ν,κ, M 7→ M˜
takes L(λˆ) to the simple module L(λ˜) with the (ν-dominant) highest weight λ˜ and
M(λˆ)ν to the parabolic Verma module M(λ˜)ν with the same highest weight. Here
λ˜ is given by the formula above.
2.11. The formal loop Lie algebra. Fix a commutative C-algebra R with 1.
Given a finite set S we fix formal variables ti, i ∈ S, and we set
R((tS)) =
⊕
i∈S R((ti)).
Each f(t) ∈ R((t)) yields an element in the i-th factor of R((tS)) denoted by
f(t)[i] = f(ti).
We set
GR = g⊗R((t)), GR,S = g⊗R((tS)).
As above, if R = C we simply forget the subscript R everywhere. Let GˆR,S
(resp. GˆR) be the central extension of GR,S (resp. GR) by R associated with the
cocycle (ξ ⊗ f, ζ ⊗ g) 7→ 〈ξ : ζ〉
∑
iResti=0(gdf). Write 1 for the canonical central
element of GˆR,S . Let
U(GˆR,S)→ GˆR,S,κ
be the quotient by the two-sided ideal generated by 1− c. Now, let Mi, i ∈ S, be
almost smooth gˆR,κ-modules. We’ll use the following notation : if γ is an operator
on Mi then γ(i) is the operator on
SM =
⊗
i∈S
Mi
given by the action of γ on the i-th factor. We’ll abbreviate
(2.4) ek,l,(i) = (ek,l)(i), Lb,(i) = (Lb)(i).
The assignment
(2.5) ξ ⊗ f(t)[i] 7→ ξ ⊗ f(t)(i)
yields a representation of GˆR,S,κ on SM .
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2.12. The space of affine coinvariants. Fix a point ∞ ∈ P1 and a coordinate
z on P1 −{∞}. We’ll identify P1 −{∞} with C and C[C] with C[z]. Let 0 ∈ P1 be
the point such that z = 0 and C× = {z ∈ C; z 6= 0}. Fix an S-tuple x = (xi; i ∈ S)
of distinct points in P1. We set zi = z − xi if xi 6=∞ and zi = −z−1 else. So zi is
a coordinate on P1 centered on xi. Write
P1x = P
1 − {xi; i ∈ S}.
Composing the expansion of rational functions on P1 at xi with the assignment
zi 7→ ti we get the inclusion
ιx : C[P
1
x]→ C((tS)).
By the residue theorem the embedding
g[P1x]→ GS , ξ ⊗ f 7→ ξ ⊗ ιx(f)
lifts to a Lie algebra embedding
(2.6) g[P1x]→ GˆS .
If Mi, i ∈ S, are almost smooth gˆκ-modules then GˆS acts on SM . Thus g[P1x] acts
also on SM through (2.6).
2.13. Definition. The space of affine coinvariants of the Mi’s is 〈Mi; i ∈ S〉x =
H0(g[P
1
x], SM).
Given a point x0 in P
1
x we set
Sˆ = {0} ∪ S, xˆ = (x0, x).
The following properties are well-known, see e.g., [KL, prop. 9.15,9.16,9.18].
2.14. Proposition. Assume that Mi ∈ Cκ for each i ∈ S.
(a) If Mi = Ni,κ is a generalized Weyl module for each i then there is a natural
isomorphism 〈Mi; i ∈ S〉x = H0(g, SN).
(b) If Mi ∈ Oˆ
fg
>0,κ for each i then 〈Mi; i ∈ S〉x is finite dimensional.
(c) If M0 = M(cω0) there is a natural isomorphism 〈Mi; i ∈ Sˆ〉xˆ = 〈Mi; i ∈ S〉x.
(d) The canonical vector space isomorphisms Mi → †Mi, i ∈ S, yield an isomor-
phism 〈Mi; i ∈ S〉x → 〈
†Mi; i ∈ S〉x.
2.15. Remark. Note that M(cω0) is simple, i.e., it is equal to L(cω0), if κ ∈ Q<0
by [KL, prop. 2.12(b)].
In the rest of Section 2 we’ll assume that S = A∪ {n+1} and xn+1 =∞. Now,
we allow the tuple (x1, . . . xn) to vary in the set Cn, where
Cn ⊂ C
n
is the complement of the big diagonal. So we may view the xi’s as regular functions
on Cn, i.e., as elements of the algebra Rn = C[Cn]. Let R ⊂ Rn(z) be the Rn-
submodule spanned by the rational functions
z−ai , z
b with i ∈ A, a > 0, b > 0.
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It is a Rn-algebra. The assignment
x1, x2, . . . xn, z 7→ x1, x2, . . . xn, xn+1
yields a Rn-algebra isomorphism R → Rn+1. The expansion at {xi; i ∈ S} of a
rational function in R yields Rn-linear maps
R→ Rn((tS)), gR → GˆRn,S .
For almost smooth gˆκ-modules Mi, i ∈ S, the Rn-module SMRn = (SM)Rn is
equipped with a GˆRn,S-action. So we get a gR-action on SMRn such that the
element ξ ⊗ za acts as the sum
(2.7)
∑
i∈A
(ξ ⊗ (t+ xi)
a)(i) + (ξ ⊗ (−t
−1)a)(n+1).
Consider the Rn-module
〈Mi; i ∈ S〉 = H0(gR, SMRn).
The following is well-known, see e.g., [KL, sec. 9.13, prop. 12.12].
2.16. Proposition. If Mi ∈ Oˆ
fg
>0,κ for each i ∈ S, then 〈Mi; i ∈ S〉 is a projective
Rn-module of finite rank whose specialization at the point x ∈ Cn is equal to 〈Mi; i ∈
S〉x.
2.17. The space of affine coinvariants of T (M)Rn. Now we fix a module
M ∈ Cκ. Let R ⊂ Rn(z) be as above. We’ll apply the construction of affine
coinvariants to the gˆκ-modules M1 = · · · =Mn = V∗κ and Mn+1 =M. Write
Bn = CSn ⋉Rn.
There is an obvious representation ofBn on SMRn , such that the groupSn switches
the modules M1,M2, . . .Mn and acts on Rn, and Rn acts by multiplication. This
action centralizes the gR-action, see formula (2.7). Thus 〈Mi; i ∈ S〉 is equipped
with a representation of Bn. To unburden notation we’ll set
T (M) = (V∗)⊗n ⊗M.
The canonical inclusion V∗ ⊂ V∗κ yields an embedding
T (M) ⊂ SM.
Equip the Rn-module T (M)Rn = T (M)⊗Rn with the representation of g[C] such
that
(2.8) ξ ⊗ za 7→
∑
i6=n+1
ξ(i) ⊗ x
a
i + (♯ξ
(a))(n+1) ⊗ 1, a > 0.
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2.18. Proposition. The inclusion T (M) ⊂ SM yields a Rn-module isomorphism
H0(g[C], T (M)Rn) ≃ 〈V
∗
κ, . . .V
∗
κ,M〉.
If λ is a dominant weight there is an isomorphism of Bn-modules
H0(g[C], T (M(λˆ))Rn) ≃ Γ
Bn
Sn
(Xλ).
Proof : We do not give a proof here, since it is rather standard. Note that part (a)
is a particular case of formula (3.15) below (set ℓ = 1), and part (b) is a particular
case of Proposition 3.8(b) below (set again ℓ = 1). So the proof can be recovered
from its twisted version given below.
⊓⊔
2.19. The local system of affine coinvariants of T (M)Rn. LetM be as above.
Recall that S = A ∪ {n + 1}. We define differential operators on the Rn-module
SMRn by the formula
∇i = ∂xi + L−1,(i), ∀i ∈ A.
The operators∇i commute to each other and give commuting operators on the Rn-
module T (M)Rn , see [BF, lem. 13.3.7] for instance. The connection ∇ =
∑
i∇idxi
is called the KZ connection. Let us compute it.
For each i ∈ S we have the C-linear operator of T (M) given by
e
(a)
k,l,(i) = (e
(a)
k,l )(i),
where e
(a)
k,l acts on V
∗
Rn
= V∗⊗Rn as the operator ek,l⊗xai . Next, for i, j ∈ A the
Casimir tensor σ yields the C-linear operator on T (M) given by
σi,j =
∑
k,l
ek,l,(j)el,k,(i).
We define the Rn-linear operators γi on T (M)Rn by the formula
γi =
∑
j 6=i
γi,j + γi,n+1,
γi,j =
1
κ
σi,j
xi − xj
, γi,n+1 =
1
κ
∑
a>0
∑
k,l
(−1)a−1e
(a)
k,l,(n+1)e
(a−1)
l,k,(i).
The following is standard, see [BF, sec. 13.3.8] for instance.
2.20. Proposition. Under the identification in Proposition 2.18 we have ∂xi +
γi = ∇i. These operators normalize g[C] and yield an integrable Sn-equivariant
connection on the Rn-module H0(g[C], T (M)Rn).
Note that Propositions 1.8, 2.20 yield a representation ofHh,H onH0(g[C], T (M)Rn).
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3. Twisted affine coinvariants
In this section ℓ is any integer> 0. We’ll use the orbifold Knizhnik-Zamolodchikov
connection over the configuration space of the stack [P1/Dℓ]. It yields a functor
taking modules over a twisted affine Lie algebra to Hh,H-modules. This functor is
a generalization of Suzuki’s functor for any ℓ. As in the case ℓ = 1 we can easily
compute the image of parabolic Verma modules.
3.1. The twisted affine Lie algebra. Equip the G-module V∗ with a represen-
tation of the group Dℓ. Since V
∗ is the dual of the vectorial representation of G,
there is a unique element g ∈ G which acts on V∗ as the generator of Dℓ does. Let
H ⊂ G be the centralizer of g. We set
(3.1) g =
⊕
p∈Λ
gp, gp = {ξ ∈ g; gξ = ε
pξ}, h = g0.
Let F be the automorphism of gˆ given by
F : gˆ → gˆ, ξ(a) 7→ εa(gξ)(a), 1 7→ 1.
The twisted affine Lie algebra is the fixed points set gˆF ⊂ gˆ. We’ll say that a
gˆF -module is of level c if the element 1 acts as (c/ℓ) id. Let gˆFκ be the quotient
of the enveloping algebra U(gˆF ) by the two-sided ideal generated by the element
1− c/ℓ.
3.2. Modules over the twisted affine Lie algebra. We have the triangular
decomposition
gˆF = gF
<0 ⊕ (h⊕ C1)⊕ g
F
>0 = g
F
<0 ⊕ gˆ
F
>0.
The middle term is a reductive Lie algebra. So the categories
OˆFκ = O(gˆ
F
κ ), Oˆ
F
>0,κ = O(gˆ
F
κ , gˆ
F
>0
), CFκ = C(gˆ
F
κ )
are defined as in the untwisted case. The definitions above still make sense by
replacing F by the automorphism
F ′ : gˆ→ gˆ, ξ(a) 7→ ε−a(gξ)(a), 1 7→ 1.
They are indicated by the upperscript F ′ instead of F . Note that
♯(gˆF
′
−κ+2m) = gˆ
F
κ , †(gˆ
F ′
κ ) = gˆ
F
κ .
In particular the functor †D yields an involutive anti-auto-equivalence of OˆF,fg>0,κ . For
each gˆF
>0-module M of level c let M
F
κ be the induced gˆ
F
κ -module. The generalized
Weyl gˆFκ -modules are defined as in the untwisted case. If M is an hν -module then
it can be equipped with the unique representation of gˆF
>0 of level c such that g
F
>0
acts trivially, yielding an induced gˆFκ -module. We denote it again by M
F
κ . For each
λ ∈ t∗ we put
(3.2) λˆ = λ+ (c/ℓ)ω0.
Compare (2.3). Consider the gˆFκ -module
M(λˆ)F = L(hν , λ)
F
κ .
Let L(λˆ)F be the top of M(λˆ)F . Finally, consider the C-algebra automorphism
♭ : C[C]→ C[C], f(z) 7→ f(ε−1z),
and let F denote also the automorphism g ⊗ ♭ of g[C].
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3.3. The space of twisted affine coinvariants of T (M). Recall that for any
vector space M we have
T (M) = (V∗)⊗n ⊗M.
Consider the following endomorphisms of T (M)
gi = g(i), σ
(p)
i,j =
∑
k,l
(gpek,l)(j)el,k,(i).
SinceV is a Dℓ-module, the groupW acts on the vector space (V
∗)⊗n in such a way
that s
(p)
i,j , εi act as σ
(p)
i,j , gi respectively. This action gives rise to a representation of
W on T (M). The Lie algebra h acts on V∗ in the obvious way. Given an h-module
M let h act diagonally on T (M). The representation of W on T (M) factors to a
representation of W on
(3.3) X(M) = H0(h, T (M)).
The diagonal h-action and the W -action on (V∗)⊗n satisfy the double centralizer
property, see [KP, sec. 6] for instance. So X yields a map
X : Irr(U(h))→ Irr(CW ),
where the symbol Irr denotes the set of isomorphism classes of finite dimensional
modules. Now, recall the algebras B, Bn,ℓ in (1.5). Given w ∈ W we’ll use the
symbol w for the w-action on the Bn,ℓ-module Γ
Bn,ℓ
W (T (M)) and the symbol w for
the operator id⊗ w on
T (M)Rn,ℓ = T (M)⊗Rn,ℓ
such that w acts on Rn,ℓ as in Section 1.2. We’ll identify
(3.4) T (M)R = Γ
B
W (T (M)), T (M)Rn,ℓ = Γ
Bn,ℓ
W (T (M))
in the obvious way. Next, if M is a gˆFκ -module we equip T (M)Rn,ℓ with the unique
Rn,ℓ-linear representation of the Lie algebra g[C]
F such that
(3.5) ξ ⊗ za 7→
∑
i6=n+1
ξ(i) ⊗ x
a
i + (♯ξ
(a))(n+1) ⊗ 1.
Note that ♯ξ(a) ∈ gˆF because ξ ⊗ za ∈ g[C]F . This action preserves the subspace
T (M)R.
3.4. Definition. For each gˆFκ -module M we define the R-module of twisted affine
coinvariants of T (M) by the following formula
(3.6) C(M) = H0
(
g[C]F , T (M)R
)
.
By formula (3.5) it is quite clear that the g[C]F -action on T (M)R centralizes the
B-action. Thus the representation of B factors to C(M), yielding a functor
(3.7) C : gˆFκ -mod→ B-mod.
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3.5. The Hh,H-action on the space of twisted affine coinvariants of T (M). Now,
let M be an almost smooth gˆFκ -module. Set S = A ∪ {n+ 1}. Let us define new
operators on T (M)Rn,ℓ. For each i ∈ S we have the C-linear operator of T (M)
given by
e
(a)
k,l,(i) = (e
(a)
k,l )(i),
where e
(a)
k,l acts on V
∗
Rn
as the operator ek,l ⊗ xai . See Section 2.19. Assume that
p ∈ Λ, i ∈ A, j ∈ S, (j, p) 6= (i, 0).
If j 6= n+ 1 we set
γ
(p)
i,j = σ
(p)
i,j /κ(xi − ε
−pxj),
γ
(p)
i,n+1 =
εp
κ
∑
a>0
∑
r
(−1)a−1(F ′)−p(e
(a−1)
k,l,(i))e
(a)
l,k,(n+1).
The sum converges because M is almost smooth. Note that the action of
e
(a)
l,k,(n+1)
here does not involves any twist by the automorphism ♯, contrarily to the g[C]F -
action on T (M)Rn,ℓ in (3.5). Next, if i 6= j we set
γFi,j =
∑
p
γ
(p)
i,j , γ
F
i,i =
∑
p6=0
γ
(p)
i,i .
Finally we consider the C-linear operator y¯i on T (M)Rn,ℓ given by
(3.8) y¯i = ∂xi −
∑
j 6=i,n+1
∑
p
γ
(p)
i,j (s
(p)
i,j − 1)−
∑
p6=0
γ
(p)
i,i (ε
p
i − 1) + γ
F
i,n+1.
By (3.4) we have a representation of Bn,ℓ on T (M)Rn,ℓ . This representation can
be extended to a representation of Hh,H,n,ℓ as follows.
3.6. Proposition. Let M ∈ CFκ , k = −1/κ and γp = −tr(g
p)/κ.
(a) The assignment yi 7→ y¯i defines aHh,H,n,ℓ-action on the Bn,ℓ-module T (M)Rn,ℓ
which normalizes the g[C]F -action.
(b) The operator y¯i − γFi,n+1 vanishes on the subspace T (M) ⊂ T (M)Rn,ℓ. The
representation of Hh,H on T (M)Rn,ℓ preserves the subspace T (M)R ⊂ T (M)Rn,ℓ.
It factors to a representation of Hh,H on C(M).
Note that the Hh,H,n,ℓ-action on T (M)Rn,ℓ in (a) yields a representation of
Hh,H,n,ℓ for any parameter h,H , since the algebra Hh,H,n,ℓ does not depend on
the choice of h,H . However the formula (3.8) for the action of yi does not hold for
arbitrary h,H . Hence (b) is false for arbitrary h,H . We’ll prove Proposition 3.6
from Section 3.9 onwards.
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3.7. The image by C of the parabolic Verma modules. Conjugacy classes of
elements g ∈ G such that gℓ = 1 are labeled by integral weights of level ℓ in the
dominant alcove. More precisely, since gℓ = 1 there is a cocharacter C× → G such
that ε 7→ g−1. We may assume that this cocharacter maps into the torus T , so it
is identified with a coweight. We may also assume that its coordinates in the basis
(ǫˇi) are (−1)ν1 , (−2)ν2 , · · · (−ℓ)νℓ for some ν ∈ Cm,ℓ because εℓ = 1. Then the Lie
algebra h in (3.1) is equal to hν and we have
g =
⊕
p
εp idV∗p .
From now on we’ll always assume that h, ν, g are as above. Now we compute the
image by C of the parabolic Verma modules.
3.8. Proposition. (a) Given a ν-dominant weight λ we have X(L(hν , λ)) = 0
if |λ| /∈ Pℓn,ν and X(L(hν , λ)) ≃ Xλ◦ else. If ν ∈ Cm,ℓ,n then X
(
Irr(U(hν))
)
=
Irr(CW ).
(b) For each gˆF
>0
-module M the canonical inclusion M ⊂MFκ yields a B-module
isomorphism ΓBW (X(M))→ C(M
F
κ ).
Note that in (b) the symbol X(M) means the functor X in (3.3) applied to the
restriction of M to the Lie subalgebra hν ⊂ gˆF>0 and that in (a) the W -module Xλ◦
is as in (1.3).
Proof : For each µ ∈ Cn,ℓ the subspace
⊗
p
(V∗p)
⊗µp ⊂ (V∗)⊗n
is preserved by the action of the parabolic subgroup Wµ ⊂ W in Section 1.5. Fix
a W × U(hν)-module isomorphism
(V∗)⊗n ≃
⊕
µ∈Cn,ℓ
ΓWWµ
(⊗
p
(V∗p)
⊗µp
)
.
It yields a W -module isomorphism
X(L(hν , λ)) ≃
⊕
µ
ΓWWµ
(⊗
p
H0(gJp , (V
∗
p)
⊗µp ⊗ L(λp))
)
.
If λp ∈ Pµp then the Wµp -module H0(gJp , (V
∗
p)
⊗µp ⊗ L(λp)) is the tensor product
of the Sµp -module Xλp in (2.1) and the one-dimensional (Dℓ)
µp -module χ
⊗µp
−p . Else
it is zero. Now fix µ = (|λp|). Then we have
X(L(hν , λ
◦)) = ΓWWµ◦
(
Xλℓχ
⊗|λℓ|
ℓ−1 ⊗ Xλℓ−1χ
⊗|λℓ−1|
ℓ−2 ⊗ · · ·Xλ1χ
⊗|λ1|
ℓ
)
.
By (1.3) we have also
Xλ = Γ
W
Wµ
(
Xλ1χ
⊗|λ1|
ℓ ⊗ Xλ2χ
⊗|λ2|
1 ⊗ · · ·Xλℓχ
⊗|λℓ|
ℓ−1
)
.
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Thus we have X(L(hν , λ
◦)) ≃ Xλ as W -modules. Part (a) is proved. Now, let us
prove (b). Set
N =MFκ , a = g[C]
F , a′ = (zg[C])F , b = hν .
The linear map
g[C]→ gˆ, ξ ⊗ zb 7→ ♯ξ(b)
yields a representation of aR on NR. View MR as a bR-module via the restriction
to the Lie subalgebra bR ⊂ (gˆR,>0)F . We have an isomorphism of aR-modules
NR ≃ Γ
aR
bR
(MR).
The assignment ξ ⊗ zb 7→
∑
i x
b
iξ(i) yields a representation of aR on (V
∗)⊗nR . Since
the induction datum (aR, bR, a
′
R,MR) is R-split, the tensor identity yields an iso-
morphism of aR-modules
T (N)R ≃ (V
∗)⊗nR ⊗R NR ≃ (V
∗)⊗nR ⊗R Γ
aR
bR
(MR) ≃ Γ
aR
bR
(T (M)R),
see Section A.3. Therefore we have an isomorphism of B-modules
C(N) = H0(aR, T (N)R)) ≃ H0(bR, T (M)R)) ≃ Γ
B
W (X(M)).
⊓⊔
3.9. Twisted affine coinvariants. In the rest of Section 3 we’ll prove Proposition
3.6. First we recall what twisted affine coinvariants are, following [FS]. The group
Dℓ acts faithfully on P
1 by multiplication, yielding a cyclic cover π : P1 → P1/Dℓ
which is ramified at 0,∞. Fix an S-tuple of distinct points yi ∈ P1/Dℓ and pick
points xi of π
−1(yi) for each i ∈ S. Let ℓi be the number of points in the Dℓ-orbit
of xi. Next, fix S = A ∪ {n+ 1} and xn+1 = yn+1 =∞. Put
P1y = P
1 − π−1({yi; i ∈ S}).
Let ♭ ∈ Aut(C[P1y]) be the comorphism of the action of the generator of Dℓ. We set
zi = z − xi, zn+1 = −z
−1, zi,p = z − ε
pxi, i 6= n+ 1.
We’ll abbreviate zai,p = (zi,p)
a for each a. Note that ♭(z) = ε−1z, ♭(zn+1) = εzn+1
and ♭(zi,p) = ε
−1zi,p+1. We get the following automorphism of g[P
1
y]
F = g ⊗ ♭ : g[P1y]→ g[P
1
y].
Let GFS be the Lie subalgebra of GS spanned by G
F
[n+1] and G[i] for i 6= n + 1. Let
GˆFS be the central extension of G
F
S by C associated with the cocycle (ξ⊗f, ζ⊗g) 7→
〈ξ : ζ〉
∑
i∈S ℓiResti=0(gdf). Consider the algebra homomorphism
ιx : C[P
1
y]→ C((tS)), f(z) 7→
∑
i6=n+1
f(t+ xi)[i] + f(−t
−1)[n+1].
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Here f(t+ xi), f(−t−1) are identified with the corresponding formal series in t. If
ξ ⊗ f, ζ ⊗ g ∈ g[P1y]
F then we have
(3.9)
∑
i∈S
ℓiReszi=0(〈ξ : ζ〉gdf) = 0,
because the residue of the one-form 〈ξ : ζ〉gdf is the same at each point of the
Dℓ-orbit of xi. Thus the linear map
g[P1y]
F → GFS , ξ ⊗ f 7→ ξ ⊗ ιx(f)
lifts to a Lie algebra embedding
(3.10) g[P1y]
F → GˆFS .
Now, assume that M1,M2, . . .Mn ∈ Cκ and Mn+1 ∈ CFκ . The assignment
(3.11) ξ ⊗ f(t)[i] 7→ ξ ⊗ f(t)(i)
yields a representation of GˆFS on the tensor product
SM =
⊗
i∈S
Mi.
So SM is also a g[P
1
y]
F -module via the map (3.10).
3.10. Definition. The space of the twisted affine coinvariants of the Mi’s is
〈Mi; i ∈ S〉x = H0(g[P
1
y]
F , SM).
Now, let the point x vary in Cn,ℓ. View the xi’s as coordinates on Cn,ℓ. Let
R ⊂ Rn,ℓ(z) be the Rn,ℓ-submodule spanned by
z−ai,p , z
b with a > 0, i ∈ A, p ∈ Λ, b > 0.
It is closed under multiplication. Let R′ ⊂ R be the Rn,ℓ-subalgebra consisting of
the functions which vanish on {z =∞}. As a Rn,ℓ-module R′ is spanned by
z−ai,p with a > 0, i ∈ A, p ∈ Λ.
There is an uniqueRn,ℓ-algebra automorphism ♭ of R, R
′ such that f(z) 7→ f(ε−1z).
It yields the automorphism F = g ⊗ ♭ of the Rn,ℓ-Lie algebras gR, gR′ . The
construction above yields the Rn,ℓ-Lie algebra Gˆ
F
Rn,ℓ,S
and the morphism of Rn,ℓ-
Lie algebras
(3.12) (gR)
F → GˆFRn,ℓ,S
which is analogous to (3.10). Assume that M1,M2, . . .Mn ∈ Cκ and Mn+1 ∈ CFκ .
The assignment (3.11) yields a representation of GFRn,ℓ,S on SMRn,ℓ . Thus (3.12)
yields a representation of (gR)
F on SMRn,ℓ . Taking the coinvariants with respect
to the Lie algebras (gR)
F , (gR′)
F we get the following two Rn,ℓ-modules :
〈Mi; i ∈ S〉, 〈Mi; i ∈ S〉
′
.
We’ll also use a more general version of twisted affine coinvariants obtained by
inserting a new module M0 ∈ CF
′
κ at the point 0. Set
Sˆ = {0} ∪ S = A ∪ {0, n+ 1}.
Let xˆ = (0, x) and yˆ = (0, y). The Lie algebra g[P1yˆ]
F acts on the tensor product
SˆM in the obvious way. We define
〈Mi; i ∈ Sˆ〉xˆ = H0(g[P
1
yˆ]
F , SˆM).
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3.11. Proposition. (a) IfM1, . . .Mn ∈ Oˆ
fg
>0,κ andMn+1 ∈ Oˆ
F,fg
>0,κ the Rn,ℓ-module
〈Mi; i ∈ S〉 is projective of finite rank. Its fiber at the point x ∈ Cn,ℓ is equal to the
C-vector space 〈Mi; i ∈ S〉x.
(b) Let xˆ = (0, x) ∈ Cn+1,ℓ, M1, . . .Mn ∈ Cκ and Mn+1 ∈ CFκ . Set M0 =
M(cω0)
F ′ . The obvious inclusion L(hν , 0) ⊂ M0 yields an isomorphism 〈Mi; i ∈
Sˆ〉xˆ = 〈Mi; i ∈ S〉x.
Proof : The proof is quite standard, so we’ll be very brief. Part (a) is the twisted
version of Proposition 2.16. The proof that the Rn,ℓ-module 〈Mi; i ∈ S〉 is finitely
generated is the same as in the untwisted case, see e.g., [KL, prop. 9.12]. Indeed,
observe first that for each i ∈ A there is an integer ri > 0 such that Mi is generated
by Mi(ri) as a gˆ-module. Similarly there is an integer rn+1 > 0 such that Mn+1 is
generated byMn+1(rn+1) as a gˆ
F -module, whereMn+1(rn+1) is the set of elements
of Mn+1 killed by any product of rn+1 elements of g
F
>0. Next, set
fi = z
−1
i,0 , fn+1 = −z, i ∈ A.
Then f1, f2, . . . , fn+1 ∈ R and for each i, j ∈ S the expansion of fi at xj is t−1
if i = j and it belongs to Rn,ℓ[[t]] else. The rest of the proof is by induction,
using the spaces Mi(ri) and the functions fi as in loc. cit. Next, the Rn,ℓ-module
〈Mi; i ∈ S〉 is projective, because it is finitely generated and admits a connection,
compare [KL, prop. 12.12]. This connection is called the orbifold KZ connection. It
is constructed in a quite general setting in [Sz]. We have given the construction of
the orbifold KZ connection in the second step of the proof of Proposition 3.6, see
Section 3.13 below. Finally, the third claim in (a) is also proved as in the untwisted
case, see e.g., [KL, sec. 9.13]. It is a twisted analogue of the commutation of affine
coinvariants with base change.
Part (b) is the twisted analogue of the propagation of vacua recalled in Propo-
sition 2.14(c). It is proved as in the untwisted case in [KL, prop. 9.18]. More
precisely, the expansion at yˆ yields a Lie algebra embedding
g[P1yˆ]
F → GˆF
Sˆ
,
where GˆF
Sˆ
is a central extension of the Lie subalgebra GF
Sˆ
⊂ GSˆ spanned by G
F ′
[0] ,
G[i], i ∈ A, and G
F
[n+1]. Then 〈Mi; i ∈ Sˆ〉xˆ is the space of coinvariants of the
representation of g[P1yˆ]
F on the space
SˆM =M(cω0)
F ′ ⊗ SM.
Note that the GˆF
Sˆ
-module SˆM is induced from the Gˆ
F,+
Sˆ
-module C ⊗ SM, where
GˆF,+
Sˆ
⊂ GˆF
Sˆ
is the central extension of the Lie subalgebra GF,+
Sˆ
⊂ GF
Sˆ
spanned by
(g⊗ C[[t0]])F
′
, G[i], i ∈ A, and G
F
[n+1]. Therefore the claim follows from the tensor
identity as in loc. cit., and from the following equality
GˆF
Sˆ
= GˆF,+
Sˆ
+ g[P1yˆ]
F ,
which is left to the reader. Compare Proposition 4.5 below.
⊓⊔
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3.12. Remark. TheRn,ℓ-module of twisted affine coinvariants 〈Mi; i ∈ S〉 and the
R-module C(M) of twisted affine coinvariants of T (M) are related by the following
Rn,ℓ-module isomorphism, see (3.15) below
M1 = · · · =Mn = V
∗
κ, Mn+1 =M ∈ C
F
κ ⇒ 〈Mi; i ∈ S〉 ≃ C(M)n,ℓ.
3.13. Proof of Proposition 3.6. Recall that M ∈ CFκ . Let R
′ ⊂ R ⊂ Rn,ℓ(z) be
as in Section 3.9. To avoid cumbersome notation we write
a = (gR)
F , a′ = (gR′)
F , b = (gRn,ℓ[z])
F .
We have a = a′ ⊕ b, and the Rn,ℓ-modules a′, b are respectively spanned by
• ξ ⊗ zp(zℓ − xℓi)
−a with ξ ∈ gp, a > 0, p = 0, . . . ℓ− 1, i ∈ A,
• ξ ⊗ zb with ξ ∈ gb, b > 0.
The proof is long and technical. We’ll split it into several steps.
Step 1 : First, we prove the formula (3.15) below, which identifies T (M)Rn,ℓ with
a set of twisted affine coinvariants. To do so we put
M1 = · · · =Mn = V
∗
κ, Mn+1 =M.
To simplify the notation we’ll set n = 1 in this part of the proof. The case n > 1
is identical. Therefore we have
T (M) = V∗ ⊗M, SM = V
∗
κ ⊗M
and the inclusion V∗ ⊂ V∗κ yields a R1,ℓ-linear embedding
(3.13) T (M)R1,ℓ ⊂ SMR1,ℓ .
Recall that R1,ℓ = C[x
±1
1 ] and that a acts on SMR1,ℓ via the map (3.12). Thus, by
definition of the map ιx the element ξ ⊗ zb ∈ b acts as the sum
ξ ⊗ (t+ x1)
b
[1] + ξ ⊗ (−t
−1)b[2].
Since the subspaceV∗ ⊂ V∗κ is killed by g>0, we get that ξ⊗z
b acts on the subspace
T (M)R1,ℓ as the sum
(xb1ξ)(1) + (♯ξ
(b))(2).
This is precisely the b-action on T (M)R1,ℓ given in (3.5). Therefore, the inclusion
(3.13) is an embedding of b-modules.
Now we prove that there is an isomorphism of a-modules
(3.14) SMR1,ℓ ≃ Γ
a
b(T (M)R1,ℓ).
Let bˆ = b ⊕R1,ℓ (the trivial central extension) and let aˆ be the central extension
of a by R1,ℓ associated with the cocycle (ξ ⊗ f, ζ ⊗ g) 7→ 〈ξ : ζ〉Resz=x1(gdf). By
the residue theorem there is a R1,ℓ-Lie algebra homomorphism
aˆ→ gˆFR1,ℓ , ξ ⊗ f(z) 7→ ξ ⊗ f(−t
−1), 1 7→ −ℓ1,
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compare (3.9). Thus, since M is a gˆF -module of level c, the assignment
ξ ⊗ f(z) 7→ ξ ⊗ f(−t−1)
yields a representation of aˆ onMR1,ℓ of level −c. Similarly, sinceV
∗
κ is a gˆ
F -module
of level c, the assignment
ξ ⊗ f(z) 7→ ξ ⊗ f(t+ x1)
yields a representation of aˆ of level c on (V∗κ)R1,ℓ . The representation of a on SMR1,ℓ
is the restriction of the tensor product of the aˆ-modules MR1,ℓ and (V
∗
κ)R1,ℓ . The
R1,ℓ-submodule V
∗
R1,ℓ
⊂ (V∗κ)R1,ℓ is preserved by the bˆ-action. So the quadruple
(aˆ, bˆ, a′,V∗R1,ℓ) is a R1,ℓ-split induction datum. See Section A.3 for details.
We claim that the representation of aˆ on (V∗κ)R1,ℓ is isomorphic to the induced
module Γaˆ
bˆ
(V∗R1,ℓ). Then (3.14) follows from the tensor identity, because we have
SMR1,ℓ = Γ
aˆ
bˆ
(V∗R1,ℓ)⊗R1,ℓ MR1,ℓ = Γ
aˆ
bˆ
(V∗R1,ℓ ⊗R1,ℓ MR1,ℓ) = Γ
a
b(T (M)R1,ℓ).
Now we prove the claim. The aˆ-action on (V∗κ)R1,ℓ yields a map
Γaˆ
bˆ
(V∗R1,ℓ)→ (V
∗
κ)R1,ℓ , (ξ ⊗ f(z))⊗ v 7→ (ξ ⊗ f(t+ x1))v.
We must prove that it is invertible. Recall that
Γaˆ
bˆ
(V∗R1,ℓ) = U(a
′)⊗R1,ℓ V
∗
R1,ℓ
,
(V∗κ)R1,ℓ = Γ
gˆ
gˆ>0
(V∗R1,ℓ) = U(gR1,ℓ,<0)⊗R1,ℓ V
∗
R1,ℓ
.
Further, for each a > 0 the assignment z 7→ t+ x1 takes z
p(zℓ − xℓ1)
−a to a formal
series in
(R1,ℓ)
×t−a +R1,ℓ[[t]]t
1−a.
Therefore the claim is obvious.
Note that (3.14) yields the second of the two isomorphisms below
(3.15) 〈Mi; i ∈ S〉
′ ≃ T (M)Rn,ℓ , 〈Mi; i ∈ S〉 ≃ C(M)n,ℓ.
Indeed, with the notation used in this proof the definition (3.6) yields
C(M)n,ℓ = H0(b, T (M)Rn,ℓ).
The proof of the first isomorphism is identical because the quadruple (aˆ, bˆ, a′, T (M)R1,ℓ)
is also a R1,ℓ-split induction datum, hence (3.14) and Section A.3 imply that
SMR1,ℓ ≃ Γ
a′(T (M)R1,ℓ).
Step 2 : Now we define an integrable connection on the Rn,ℓ-modules T (M)Rn,ℓ
and C(M)n,ℓ. For each i we consider the differential operator on SMRn,ℓ given by
∇i = ∂xi + L−1,(i).
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Next we set ∇ =
∑
i∇i dxi. It is an integrable connection on the Rn,ℓ-module
SMRn,ℓ . By (2.2), for each ξ ∈ g and f ∈ Rn,ℓ((tS)) we have
(3.16) [∇i, ξ ⊗ f ] = ξ ⊗ (∂xif − ∂tif).
We claim that ∇ normalizes the a-action given by (3.12). Hence the isomorphisms
(3.15) yield an integrable connection on the Rn,ℓ-module T (M)Rn,ℓ which factors
to a connection on C(M)n,ℓ. Write ∇ again for these connections.
Now we prove this claim. For each integers a, b with a > 0 we define the constant
cba by the following formula
∂a−1t (t
b)/(a− 1)! = cbat
b−a+1.
A direct computation yields the following relations in Rn,ℓ((tS))
ιx(z
−a
j,p ) = δp,0 t
−a
[j] −
∑
k
∑
b>0
c−b−1a (ε
pxj−xk)
−b−atb[k]−
∑
b>0
(−1)bcba(ε
pxj)
b−a+1tb+1[n+1],
ιx(z
b) =
∑
k
(xk + t)
b
[k] + (−1)
bt−b[n+1],
where k = 1, 2, . . . n and (k, p) 6= (j, 0). Thus the derivation ∂xi − ∂ti annihilates
ιx(z
b) and takes ιx(z
−a
j,p ) to δi,j ε
pa ιx(z
−a−1
j,p ). So (∂xi − ∂ti) ◦ ιx = ιx ◦ ∂xi on R.
Hence (3.16) yields the following relations
[∇i, ξ ⊗ ιx(z
b)] = 0,
[∇i, ξ ⊗ ιx(z
p(zℓ − xℓj)
−a)] = δi,j aℓx
ℓ−1
i ξ ⊗ ιx(z
p(zℓ − xℓj)
−a−1).
The claim is proved.
Step 3 : Now we claim that the connection ∇ on T (M)Rn,ℓ is W -equivariant and
(3.17) y¯i = ∇i + k
∑
j 6=i
∑
p
1
xi − ε−pxj
s
(p)
i,j +
∑
p6=0
γp
xi − ε−pxi
εpi .
Thus part (a) of the proposition follows from Proposition 1.8(a). Note that the
Hh,H-action on T (M)Rn,ℓ we have just constructed normalizes the b-action given
by (3.5), because the connection ∇ normalizes the a-action on SMRn,ℓ given by
(3.12) by the previous claim.
Now, let us prove the latest claim. We’ll compute the connection∇ on T (M)Rn,ℓ .
Since ∇i is a derivation, it is enough to consider its restriction to the subspace
T (M) ⊂ T (M)Rn,ℓ . Under the quotient map SMRn,ℓ → T (M)Rn,ℓ in (3.15),
the obvious inclusion T (M) ⊂ SMRn,ℓ is taken to the obvious inclusion T (M) ⊂
T (M)Rn,ℓ . So it is enough to compute the action of the operator L−1,(i) on the
subspace T (M) ⊂ SMRn,ℓ .
For ξ ∈ g we consider the following elements
σ(ξ, i) =
∑
p
εpgpξ ⊗ z−1i,p ∈ a
′, ξ
(b)
[j] = ξ ⊗ t
b
[j] ∈ GˆS,Rn,ℓ .
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Note that
ιx(σ(ξ, i)) = ξ
(−1)
[i] −
∑
j,p,b
εp(εpxi − xj)
−b−1(gpξ)
(b)
[j] −
∑
b,p
(−1)bεp(εpxi)
b(gpξ)
(b+1)
[n+1] ,
where j ∈ A, b > 0, p ∈ Λ and (j, p) 6= (i, 0) in the first sum. Let v ∈ T (M), viewed
as a subspace of SMRn,ℓ . Then, we have
ξ
(−1)
[i] v =
∑
j,p
gpξ(j)
xi − ε−pxj
v +
∑
b,p
(−1)bxbiF
p(ξ(b+1))(n+1)v mod a
′(SMRn,ℓ).
Note that ξ(i)v = 0 for each ξ ∈ gˆ>0, i ∈ A. We have
L−1,(i)v =
1
κ
∑
k,l
e
(−1)
k,l,(i)el,k,(i)v, i ∈ A,
γ
(p)
i,j =


1
κ
∑
a>0
∑
k,l
(−1)a−1xa−1i F
p(e
(a)
k,l )(n+1)el,k,(i) if j = n+ 1
∑
k,l
(gpek,l)(j)el,k,(i)/κ(xi − ε
−pxj) else.
Setting ξ = ek,l in the formula above, we get
L−1,(i)v = γ
F
i,1v + · · · γ
F
i,n+1v mod a
′(SMRn,ℓ).
In other words, the connection ∇ on T (M)Rn,ℓ is given by
∇i = ∂xi +
1
κ
∑
j 6=i
∑
p
σ
(p)
i,j
xi − ε−pxj
+
1
κ
∑
p6=0
σ
(p)
i,i
xi − ε−pxi
+ γFi,n+1,
with j ∈ A. Now, for p 6= 0 the operator σ
(p)
i,i acts on T (M)Rn,ℓ as the operator
tr(gp)gpi = −κγpg
p
i . Thus we have
∇i = ∂xi +
1
κ
∑
j 6=i
∑
p
σ
(p)
i,j
xi − ε−pxj
−
∑
p6=0
γp g
p
i
xi − ε−pxi
+ γFi,n+1.
Since k = −1/κ the right hand side of (3.17) is
∂xi −
1
κ
∑
j 6=i
∑
p
1
xi − ε−pxj
(s
(p)
i,j − σ
(p)
i,j ) +
∑
p6=0
γp
xi − ε−pxi
(εpi − g
p
i ) + γ
F
i,n+1 =
∂xi −
∑
j 6=i
∑
p
γ
(p)
i,j (s
(p)
i,j − 1)−
∑
p6=0
γ
(p)
i,i (ε
p
i − 1) + γ
F
i,n+1 = y¯i.
So (3.17) is proved. The W -equivariance of ∇ is obvious from the formula above.
Let us prove (b). If v ∈ T (M) then (3.8) gives y¯iv = γFi,n+1v. The subspace
T (M)R ⊂ T (M)Rn,ℓ is preserved by the B-action in (3.4). By (3.8) it is also pre-
served by the operators y¯1, y¯2, . . . y¯n, i.e., the denominator in γ
(p)
i,j simplifies. Thus
T (M)R is a Hh,H -submodule. The representation of Hh,H on T (M)R normalizes
the g[C]F -action by part (a). Hence Hh,H acts on C(M).
⊓⊔
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3.14. Remarks. (a) The connection ∇ is a particular case of the orbifold KZ
connection in [Sz].
(b) In Section 4.4 we’ll also use a more general Hh,H -module C(M
′,M)n,ℓ ob-
tained by inserting also an almost smooth gˆF
′
κ -module M
′ at the point 0 ∈ P1
before taking twisted affine coinvariants. See also Section 3.9. Then Proposition
3.8 generalizes in the following way : if M ′ = (E′)F
′
κ and M = E
F
κ then we have
an isomorphism of Bn,ℓ-modules
C(M ′,M)n,ℓ ≃ Γ
Bn,ℓ
W (X(E
′ ⊗ E)).
4. Untwisting the space of twisted affine coinvariants
Any twisted affine Lie algebra associated with an inner automorphism is iso-
morphic to a non-twisted one. In this section we prove that, in a similar way, the
space of twisted affine coinvariants can expressed in terms of non-twisted affine
coinvariants. Recall, however, that twisted affine coinvariants yield a local system
over the configuration space of the stack [P1/Dℓ] while affine coinvariants yield a
local system over the configuration space of P1.
4.1. Notation. Given a weight π we may shift the origin in t∗ and write
λπ = λ+ π, λˆπ = λπ + cω0, ∀λ ∈ t
∗.
We’ll choose a new origin π as follows
π = cγ/ℓ, γ = (−1,−1, . . . ,−1,−2, . . . ,−ℓ),
where the integer −p has multiplicity νp. The coweight γˇ associated with γ can
be viewed as a cocharacter of the torus T . So it yields the element γˇ(z) ∈ T for
each z ∈ C×. Note that γˇ(ε) = g−1. Note also that accordingly to (3.2) we have
λˆ = λ+ (c/ℓ)ω0.
4.2. Proposition. (a) There is an algebra isomorphism κ : gˆFκ → gˆκ yielding
equivalences of categories CFκ → Cκ, Oˆ
F
>0,κ → Oˆν,κ such that M(λˆ)
F 7→ M(λˆπ)ν ,
L(λˆ)F 7→ L(λˆπ).
(b) There is an algebra isomorphism κ : gˆF
′
κ → gˆκ yielding equivalences of
categories CF
′
κ → Cκ, Oˆ
F ′
>0,κ → Oˆν,κ such that M(λˆ)
F ′ 7→M(µˆπ)ν , L(λˆ)F
′
7→ L(µˆπ)
with µ = −wν(λ).
(c) If M ∈ OF,fgκ then
†D(κM) = κ(†DM). If M ∈ CFκ then
κM = κ(†M).
Proof : (a) We have
(4.1) gF =
⊕
a≡bmod ℓ
g(b)⊗ ta, g(b) = {ξ ∈ g; [γˇ, ξ] = bξ}.
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Conjugating by γˇ(−t)−1 takes g(b)⊗ ta onto g(b)⊗ ta−b. Composing this map with
the assignment (−t)ℓ 7→ −t yields a Lie algebra isomorphism gF → g. It lifts to a
Lie algebra isomorphism
(4.2) κ : gˆF → gˆ, 1 7→ 1/ℓ, ξ(a) 7→ γˇ(−t)−1/ℓ(ξ(a/ℓ))− δa,0〈γˇ : ξ〉1/ℓ,
see [K1, thm. 8.5]. The Lie algebra κ(gˆF
>0) is spanned by 1 and the elements ξ
(a)
with ξ ∈ g(b) and aℓ+ b > 0. Therefore we have
κ(gˆF
>0
) = qˆν ,
κ(ξ + z1) = ξ + (z − 〈γˇ : ξ〉)1/ℓ, ∀ξ ∈ hν .
Part (b) is the same, using the conjugation by γˇ(t) instead of γˇ(−t)−1. Indeed, we
get the Lie algebra isomorphism
(4.3) κ′ : gˆF
′
→ gˆ, 1 7→ 1/ℓ, ξ(a) 7→ γˇ(t)1/ℓ(ξ(a/ℓ)) + δa,0〈γˇ : ξ〉1/ℓ.
Set κ = † ◦κ′. Note that †L(λˆ) = L(−̂λ) where, in the right hand side, the highest
weight is relative to bˆ′. Note also that twisting by κ′ takes L(λˆ)F
′
to the simple
module L(wν(λˆ−π)) in Oˆ′ν,κ. Part (c) is obvious.
⊓⊔
To unburden notation, we’ll write M 7→ κM both for the equivalence CFκ → Cκ
and its inverse, hoping it will not create any confusion.
4.3. Notation. Let S = A∪{n+1}. Let xi, yi, i ∈ S, be as in Section 3.9. Recall
that xn+1 = yn+1 = ∞. Recall n-tuples (xi; i ∈ A), (yi; i ∈ A) belong to Cn,ℓ,
Cn,1 respectively. View xi, yi as coordinates on Cn,ℓ, Cn,1. Then the assignment
yi 7→ x
ℓ
i yields an inclusion
Rn,1 ⊂ Rn,ℓ.
The group Dℓ acts on P
1
y by multiplication. We have
C[P1y/Dℓ] = C[P
1
y]
♭.
Next, there is an obvious isomorphism P1/Dℓ → P1 which gives rise to an isomor-
phism P1y/Dℓ → P
1 − {xℓi ; i ∈ S}. So we may identify
C[P1y]
♭ = C[z, (z − yi)
−1].
4.4. Twisted affine coinvariants versus untwisted ones. We want to compare
twisted affine coinvariants with untwisted ones. To do that we first generalize the
construction of the functor C in (3.6) by inserting an almost smooth gˆF
′
κ -module
at the point x0 = 0. More precisely, given M ∈ CFκ and M
′ ∈ CF
′
κ we consider the
vector space
T (M ′,M) = M ′ ⊗ T (M)
= M ′ ⊗ (V∗)⊗n ⊗M.
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Equip the Rn,ℓ-module T (M
′,M)Rn,ℓ with the unique Rn,ℓ-linear representation
of the Lie algebra g[C×]F such that
ξ ⊗ za 7→ (ξ(a))(0) +
n∑
i=1
xai ξ(i) + (♯ξ
(a))(n+1).
Then we set
C(M ′,M)n,ℓ = H0
(
g[C×]F , T (M ′,M)Rn,ℓ
)
.
The g[C×]F -action on T (M ′,M)Rn,ℓ centralizes theBn,ℓ-action. We get a bifunctor
gˆF
′
κ -mod× gˆ
F
κ -mod→ Bn,ℓ-mod, (M
′,M) 7→ C(M ′,M)n,ℓ.
The Bn,ℓ-modules C(M)n,ℓ and C(M
′,M)n,ℓ are related in the following way.
4.5. Proposition. There is a natural isomorphism of Bn,ℓ-modules C(M)n,ℓ →
C(M(cω0)
F ′ ,M)n,ℓ.
Proof : This is a consequence of Proposition 3.11(b). To unburden the notation we
give a proof for n = 1 and we set R = Rn,ℓ. The case n > 1 is the same. Set
a = g[C×]F , b = g[C]F , a′ = (z−1g[z−1])F .
Let bˆ = b ⊕ C, the trivial central extension of b by C, and let aˆ be the central
extension of a by C associated with the cocycle (ξ⊗ f, ζ⊗ g) 7→ 〈ξ : ζ〉Resz=0(gdf).
The assignments
ξ ⊗ zb 7→ ξ(b), ξ ⊗ zb 7→ xb1ξ(1) + (♯ξ
(b))(2)
yield representations of aˆR on M
′
R and V
∗
R ⊗R MR of level c and −c respectively.
We have an isomorphism of aˆR-modules
M ′R ≃ Γ
aˆR
bˆR
(R).
Here bR acts trivially on R. The induction datum (aˆR, bˆR, a
′
R, R) is R-split. Thus
the tensor identity yields an isomorphism of aR-modules
T (M ′,M)R ≃ Γ
aR
bR
(T (M)R).
Thus we have
C(M ′,M)n,ℓ ≃ H0
(
b, T (M)R
)
= C(M)n,ℓ.
⊓⊔
Next, assume that M ∈ CFκ and M
′ ∈ CF
′
κ . Set N =
κM and N ′ = κM ′. The
gˆκ-modules N , N
′ are almost smooth by Proposition 4.2. They are canonically
isomorphic to M , M ′ respectively as vector spaces. Let Bn,ℓ act on (V
∗)⊗nRn,ℓ as in
(3.4). Setting ℓ = 1 we get a Bn,1-action on (V
∗)⊗nRn,1 . The inclusion Rn,1 ⊂ Rn,ℓ
in Section 4.3 yields an embedding W ⋉Rn,1 ⊂ Bn,ℓ, where the εi’s act trivially
on Rn,1 in the left hand side. Thus, by induction, the algebra Bn,ℓ acts on
(V∗)⊗nRn,1 ⊗Rn,1 Rn,ℓ.
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Now, consider the Rn,ℓ-linear map
(V∗)⊗nRn,ℓ → (V
∗)⊗nRn,1 ⊗Rn,1 Rn,ℓ,
v = v1 ⊗ v2 ⊗ · · · ⊗ vn 7→ γˇ(x1)v1 ⊗ γˇ(x2)v2 ⊗ · · · ⊗ γˇ(xn)vn,
γˇ(xi) = (x
−1
i , x
−1
i , . . . , x
−1
i , x
−2
i , . . . , x
−ℓ
i ).
It is indeed a Bn,ℓ-linear map (the Sn-linearity is obvious, and to prove the W -
linearity it is enough to observe that γˇ(ε) = g−1, see Section 4.1, and that εiv =
g(i)v, see Section 3.1). This yields also a Bn,ℓ-linear map
(4.4) κ : T (M ′,M)Rn,ℓ → T (
†N ′, N)Rn,1 ⊗Rn,1 Rn,ℓ.
4.6. Proposition. Let M ∈ CFκ , M
′ ∈ CF
′
κ , N =
κM and N ′ = κM ′. The map κ
gives a Bn,ℓ-module isomorphism C(M
′,M)n,ℓ → C(†N ′, N)n,1 ⊗Rn,1 Rn,ℓ.
Proof : We must prove that theBn,ℓ-linear map κ in (4.4) factors to an isomorphism
of Bn,ℓ-modules
H0(g[C
×]F , T (M ′,M)Rn,ℓ)→ H0(g[C
×], T (†N ′, N)Rn,1)⊗Rn,1 Rn,ℓ.
The vector space g[C×]F is spanned by the elements
ξ ⊗ za with ξ ∈ g(b), a ≡ −b mod ℓ.
Here g(b) is as in (4.1). The conjugation by γˇ(z) takes ξ ⊗ za to
γˇ(z)(ξ ⊗ za) = ξ ⊗ za+b.
Composing it with the linear map ξ ⊗ za+b 7→ ξ ⊗ z(a+b)/ℓ yields a Lie algebra
isomorphism
(4.5) g[C×]F → g[C×].
We’ll regard Rn,1 as the subalgebra of Rn,ℓ generated by the elements yi = x
ℓ
i .
Under the map (4.5) the element ξ ⊗ za ∈ g[C×]F above acts on T (†N ′, N)Rn,1 as
κ′(ξ(a))(0) +
n∑
i=1
y
(a+b)/ℓ
i ξ(i) + κ(♯ξ
(a))(n+1) =
κ′(ξ(a))(0) +
n∑
i=1
xai (γˇ(xi)ξ)(i) + κ(♯ξ
(a))(n+1).
Here the maps κ′ : gˆF
′
→ gˆ and κ : gˆF → gˆ are as in (4.2), (4.3). Note that
T (†N ′, N)Rn,ℓ = T (
†N ′, N)Rn,1 ⊗Rn,1 Rn,ℓ.
Under the canonical isomorphisms
†N ′ = κ
′
M ′ ≃M ′, N = κM ≃M
the actions of the elements κ′(ξ(a)), κ(♯ξ(a)) on †N ′, N are the same as the actions
of the elements ξ(a), ♯ξ(a) on M ′, M respectively. Therefore, we have
ξ ⊗ za · κ(v) = κ((ξ ⊗ za) · v), ∀v ∈ T (M ′,M)Rn,ℓ .
⊓⊔
32 M. VARAGNOLO, E. VASSEROT
5. Complements on the category Oˆν,κ
This section is a reminder on the structure of the category O for (untwisted)
affine Lie algebras. This section does not contain new results. Proposition 5.8 is
proved in the appendix. It is standard, but we have not found any proof in the
literature. Recall that we’ll always assume that κ ∈ C×.
5.1. Complements on the affine Weyl group. When it creates no confusion
we’ll abbreviate S = Sm. Let Sˆ be the affine Weyl group of S, i.e., the semi-direct
product S⋉ ZΠ. For any real affine root a let sα ∈ Sˆ be the reflection associated
with α.There is a unique linear representation of Sˆ on t∗ such that w ∈ S, τ ∈ ZΠ
act in the following way :
w(ǫi) = ǫv(i), w(ω0) = ω0, w(δ) = δ, τ(δ) = δ,
τ(ǫi) = ǫi − 〈τ : ǫi〉δ, τ(ω0) = τ + ω0 − 〈τ : τ〉δ/2.
We abbreviate
ρˆ = ρ+mω0.
The dot-action of Sˆ on t∗ is given by
w • λ = w(λ + ρˆ)− ρˆ.
Both actions factor to representations of Sˆ on the vector space t′. Recall the
notation
(5.1) λˆ = λ+ cω0, λ˜ = λˆ+ zλδ, zλ = −〈λ : 2ρ+ λ〉/2κ, ∀λ ∈ t
∗.
We have λˆ = w • µˆ iff λ˜ = w • µ˜.
For each λ ∈ t∗ we set
Πˆ(λ) = {α ∈ Πˆ; 2〈λ+ ρˆ : α〉 ∈ Z〈α : α〉}.
Let t∗0 = {λ ∈ t
∗ ; 〈λ+ ρˆ : δ〉 6= 0}. Note that if λˆ is as in (5.1) then it lies in t∗0 iff
κ 6= 0. For each λ ∈ t∗0 we have
Πˆ(λ) = {α ∈ Πˆre; 〈λ+ ρˆ : α〉 ∈ Z},
a root system with the set of positive roots Πˆ(λ)+ = Πˆ+ ∩ Πˆ(λ). Let Sˆ(λ) be its
Weyl group. We call Sˆ(λ) the integral Weyl group associated with λ.
For each λ ∈ t∗0 we consider also the group
Sˆλ = {w ∈ Sˆ ; w • λ = λ}.
It is a (finite) subgroup isomorphic to the Weyl group of the root system
Πˆλ = {α ∈ Πˆre; 〈λ+ ρˆ : α〉 = 0}.
See [KT, sec. 2] for details.
Finally, let Πν , Π
+
ν , Sν be the root system, the set of positive roots and the
Weyl group of hν . Note that Πν ⊂ Π and Π+ν = Π
+ ∩ Πν .
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5.2. The partial order on ∆Oˆν,κ. We’ll say that an affine weight λ ∈ t
∗ is ν-
regular (resp. ν-integral) if we have 〈λ : α〉 6= 0 (resp. 〈λ : α〉 ∈ Z) for each α ∈ Πν .
Note that if λ + ρˆ is ν-regular and integral then there exists a unique element
w ∈ Sν such that
λ+ := w • λ
is ν-dominant, and we set
sn(λ) = (−1)l(w).
We equip the set t∗ with the partial order given by
λ > µ ⇐⇒ λ− µ ∈ NΠˆ+.
Now, we define the following partial orders on the set of ν-dominant affine weights.
(a) Let 4 be the transitive closure of the binary relation such that λ ⇑ µ iff
the simple g˜-module L(λ) is a Jordan-Ho¨lder factor of the parabolic Verma
module M(µ)ν .
(b) Let E be the transitive and reflexive closure of the binary relation such that
λ ↑ µ iff there is a root α in Πˆ+re \ Π
+
ν such that 〈µ + ρˆ : α〉 ∈ Z>0, sα • µ +
ρˆ is ν-regular, and we have
λ = (sα • µ)+ < µ.
5.3. Proposition. (a) The partial order E refines the partial order 4.
(b) If Homgˆ(M(λˆ1)ν ,M(λˆ2)ν) 6= 0 then λˆ1 E λˆ2.
Proof : Part (b) follows from (a), because if φ ∈ Homgˆ(M(λˆ1)ν ,M(λˆ2)ν) is non
zero then φ(M(λˆ1)ν) is a submodule of M(λˆ2)ν whose top contains L(λˆ1). Hence
L(λˆ1) is a Jordan-Ho¨lder factor of M(λˆ2)ν . Now, we prove (a). We must prove
that if µ 4 λ then µ E λ. Given a ν-dominant affine weight λ ∈ t∗, the Kac-
Kazhdan formula for the Shapovalov determinant of the contravariant form on
M(λ)ν restricted to its weight µ-subspace is given, up to a non-zero scalar, by the
expression
det(λ)ν,µ =
∏
n>0
∏
α∈Πˆ+\Π+ν
(
2〈λ+ ρˆ : α〉 − n〈α : α〉
)χ(λ−nα)ν,µ
,
χ(λ)ν,µ =
∑
w∈Sν
(−1)l(w)dimM(w • λ)ν,µ,
see [KK, p. 107]. Let us consider the sets
Sλ = {α ∈ Πˆ
+ \Π+ν ; ∃n ∈ Z>0, 2〈λ+ ρˆ : α〉 = n〈α : α〉},
= {α ∈ Πˆ+re \Π
+
ν ; 〈λ+ ρˆ : α〉 ∈ Z>0},
S0λ = {α ∈ Sλ ; sα • λ+ ρˆ is ν-regular}.
Now, suppose that L(µ) is a subquotient ofM(λ)ν with λ, µ both ν-dominant affine
weights and µ < λ. Then L(µ) must be a subquotient of the maximal submodule
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M(λ)1ν ofM(λ)ν . The Jantzen filtration yields a decreasing sequence of submodules
M(λ)kν , k > 0, of M(λ)ν such that∑
k>0
ch(M(λ)kν) =
∑
α∈S0
λ
sn(sα • λ) ch(M((sα • λ)+)ν),
where the symbol ch denotes the formal character, see e.g., [J, sec. 4.1]. Thus there
is a real affine root α ∈ S0λ such that L(µ) is a subquotient of M((sα •λ)+)ν . Since
(sα•λ)+ ↑ λ, an obvious induction implies the proposition. Compare the discussion
in [JLT, sec. 9.4-10.6] for instance.
⊓⊔
If λ˜, µ˜ are as in (5.1) we may write µ E λ for µ˜ E λ˜. To define the order relation
we embed Oˆν,κ in O˜ν,κ and we equip the set ∆Oˆν,κ with the order E of the highest
weights of the parabolic Verma modules.
5.4. Remark. Note that if λ E µ then µ− λ ∈ NΠ+ and λ ∈ Sˆ • µ.
5.5. The truncated category. Recall that uν denotes the pronilpotent radical
of qˆν . Let Πˆ
ν ⊂ Πˆ+ be the set of roots of uν . Set z = C∂ ⊕ z ⊕ C1 where z ⊂ hν
is the central Lie subalgebra such that hν = [hν , hν ] ⊕ z. Note that z ⊂ t. Let
z : t∗ → z∗ be the restriction of linear forms. We equip the set z∗ with the partial
order such that
z2 6 z1 ⇐⇒ z1 − z2 ∈ z(NΠˆ
ν).
Given a finite subset B ⊂ z∗ we put
BΛ = {λ ∈ t∗; ∃β ∈ B, z(λ) 6 β}.
Let BOˆν,κ ⊂ Oˆν,κ be the Serre subcategory consisting of the modules whose λ-
weight space vanishes if λ /∈ BΛ. Note that any object of Oˆfgν,κ lies in
BOˆν,κ for
some B. The following is well-known.
5.6. Proposition. The category BOˆfgν,κ is a highest weight category. The poset of
standard modules is the set of parabolic Verma modules which belong to BOˆfgν,κ with
the order relation E.
Proof : By Proposition 2.9(c) the category Oˆfgν,κ is Abelian, any object has a finite
length, and Hom sets are finite dimensional. Thus te category BOˆfgν,κ is Abelian and
Artinian. The axioms (a) and (c) of quasi-hereditary categories, see Section 0.1, are
obvious. The axiom (b) follows from Proposition 5.3(b). Thus it is enough to check
that any parabolic Verma module M has a projective cover in BOˆfgν,κ whose kernel
is standardly filtered with subquotients > M . This is well-known, and proved in
[RW, cor. 10, cor. 13, thm. 4]. See also [FKM], [S] for a more recent exposition.
⊓⊔
5.7. Kazhdan-Lusztig polynomials. Set
A = {λ ∈ t∗0 ; 〈λ+ ρˆ : α〉 6 0, ∀α ∈ Πˆ(λ)
+}.
Recall that for each λ ∈ t∗0 such that Πˆ(λ) 6= ∅ and 〈λ + ρˆ : δ〉 /∈ Q>0 the set
(Sˆ(λ) • λ) ∩ A consists exactly of one element, see [KT, lem. 2.10]. Fix λ ∈ t∗0.
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Let Sˆλ ⊂ Sˆ be the set of minimal length representatives in the left cosets relative
to Sˆλ. Since Sˆλ is also a parabolic subgroup of the integral Weyl group Sˆ(λ),
the set Sˆ(λ)λ is well-defined. We’ll use the symbol Pλ,−1v,w for Deodhar’s parabolic
Kazhdan-Lusztig polynomials of type Sˆ(λ)/Sˆλ, see [D].
5.8. Proposition. Let λ ∈ A be such that Πˆ(λ) 6= ∅. If w ∈ Sˆ(λ)λ is such that
w • λ is ν-dominant, then we have the following formula in [Oˆfgν,κ]
[L(w • λ)] =
∑
v6w
(−1)l(w)−l(v)Pλ,−1v,w (1)[M(v • λ)ν ].
The sum is over all v ∈ Sˆ(λ)λ such that v•λ is ν-dominant. The symbol 6 denotes
the Bruhat order on Sˆ(λ).
5.9. Remark. Note that if λ ∈ A is such that Πˆ(λ) 6= ∅ then we have κ := 〈λ+ ρˆ :
δ〉 /∈ Q>0, see e.g., [KT, lem. 2.10].
6. Definition of the functor E
We can now construct our main functor E. It takes a module from the affine
parabolic category O to a module in Hh,H . We’ll prove that the functor E preserves
the posets of standard modules. In this section we’ll make the following assumption
ν ∈ Cm,ℓ, κ /∈ Q>0, h = 1/κ,
hp = ν
•
p/κ−m/ℓκ, ∀p ∈ Λ.
6.1. Notation and definition of E. Recall that by Proposition 3.6(b) we have a
functor
C : CFκ → Hh,H-mod.
Composing it with the functor κ in Proposition 4.2(a) we get the functor
(6.1) E : Cκ → Hh,H -mod, M 7→ H0
(
g[C]F , T (κM)R
)
.
Recall that
π = c(−1,−1, . . . ,−1,−2, . . . ,−ℓ)/ℓ,
where the integer −p has multiplicity νp. Set
λπ = λ+ π, λˆπ = λπ + cω0, λ˜π = λˆπ + zλπδ, ∀λ ∈ t
∗.
If λ ∈ t∗ is a ν-dominant weight we’ll abbreviate
∆λ,ν,κ =M(λˆπ)ν , Sλ,ν,κ = L(λˆπ).
Given a finite subset B ⊂ z∗ let BPλ,ν,κ denote the projective cover of Sλ,ν,κ in
BOˆν,κ.
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6.2. The functor E and the standard modules. First, let us compute the
image by E of the standard modules.
6.3. Proposition. (a) The functor E is right exact and takes Oˆν,κ to Hh,H .
(b) We have E(∆λ,ν,κ) = ∆λ◦,h,H if λ ∈ Pℓn,ν , and 0 else.
(c) The functor E takes Oˆfgν,κ to H
fg
h,H .
Proof : First, we prove (a). It is enough to check that T (M)R is a locally nilpotent
R∗-module for M ∈ Oˆν,κ. We’ll identify M with the gˆF -module κM . By Proposi-
tion 3.6(b) the operator y¯i− γFi,n+1 vanishes on the vector space T (M). Fix a finite
dimensional gˆF
>0
-submodule E ⊂M . Formula (3.8) implies that
(y¯i − γ
F
i,n+1)(T (E)R6a+1) ⊂ T (E)R6a ,
where R6a ⊂ R is the subspace of the polynomials of degree 6 a. We have also
(6.2) γFi,n+1(T (E)R) ⊂ T (g
F
>0E)R.
Thus, since the action of gF
>0
on E is nilpotent and E is finite dimensional, there is
an integer d > 0 such that (γFi,n+1)
d(T (E)R) = 0. Therefore, if b is large enough then
y¯bi (T (E)R6a) = 0. The right exactness of E is obvious, because taking coinvariants
is a right exact functor.
Now, we prove (b). Given a gˆF
>0
-module M we consider the induced gˆF -module
MFκ . We have an isomorphism of B-modules C(M
F
κ ) = Γ
B
W (X(M)) by Proposition
3.8(b). The yi-action on an element v ∈ X(M) is given by yiv = γFi,n+1v by
Proposition 3.6(b). If gF
>0
annihilates M then (6.2) yields yiv = 0. Thus the
subalgebra B∗ ⊂ Hh,H acts trivially on the subspace X(M) ⊂ C(MFκ ). This yields
a B∗-module isomorphism
C(MFκ ) ≃ Γ
Hh,H
B∗ (X(M)).
Now, Proposition 4.2(a) yields
E(∆λ,ν,κ) = E(M(λˆπ)ν) = C(L(hν , λ)
F
κ ).
We are done, because X(L(hν , λ)) = Xλ◦ by Proposition 3.8(a).
Finally, we prove (c). Given M ∈ Oˆfgν,κ we must check that E(M) has a finite
length. This follows from an easy induction on the length of M . First, if M is
simple then it is a quotient of a module ∆λ,ν,κ. Thus, since E is right exact, E(M)
is a quotient of ∆λ◦,h,H . Thus E(M) lies in H
fg
h,H . Next, there is an exact sequence
∆λ,ν,κ →M → N → 0
such that the length of N is strictly less than the length of M . Since E is right
exact this yields the exact sequence
∆λ◦,h,H → E(M)→ E(N)→ 0.
Thus E(M) has a finite length by the induction hypothesis.
⊓⊔
Now, we can compare the partial orders on the set of standard modules in Oˆν,κ
and in Hh,H .
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6.4. Proposition. If λ, µ ∈ Pℓn,ν and ∆µ,ν,κ E ∆λ,ν,κ then ∆µ◦,h,H 4 ∆λ◦,h,H .
Proof : Recall the decomposition J = J1 ⊔ J2 ⊔ · · · ⊔ Jℓ in Section 1.4. Let γ, τ be
the weights given by
γj = h1 + h2 + · · ·hℓ−p, τj = m+ νℓ, ∀j ∈ Jp.
For each weights λ, µ we set
a(λ, µ) = 〈λ : λ+ 2τ + 2ρ〉/2κ− 〈µ : µ+ 2τ + 2ρ〉/2κ.
A computation yields
〈λ˜π − µ˜π : π + cω0〉 = czλπ − czµπ + 〈λ− µ : π〉
= m〈λ− µ : π〉/κ− c〈λ : λ+ 2ρ〉/2κ+ c〈µ : µ+ 2ρ〉/2κ
= 〈λ− µ : cτ +mπ〉/κ− ca(λ, µ).
On the other hand, we have
κa(λ, µ) =
∑
p
(
n(tλp)− n(
tµp)− n(λp) + n(µp)
)
.
So we get
θµ◦ − θλ◦ = −ℓ
∑
p
(h1 + · · ·+ hp−1)(|λ
◦
p| − |µ
◦
p|)− ℓa(λ, µ),
= −ℓ〈λ− µ : γ〉 − ℓa(λ, µ).
We claim that we have
(6.3) c(θµ◦ − θλ◦)/ℓ = 〈λ˜π − µ˜π : π + cω0〉.
It is enough to check that cκγ+ cτ +mπ = 0. Since this tuple has the same entries
on each segment Jp, it is enough to prove that its ip-th entry is zero. The latter is
ℓ−p∑
r=1
cκhr + c(νℓ + ν1 + ν2 + · · · νp−1)− cmp/ℓ =
ℓ−p∑
r=1
c(κhr − ν
•
r ) + cm(ℓ− p)/ℓ =
ℓ−p∑
r=1
c(κhr − ν
•
r +m/ℓ) = 0.
Now we prove the proposition using formula (6.3). Assume that µπ ⊳ λπ . By
definition of the partial order E, a simple induction allows us to assume that
µ˜π = (sα • λ˜π)+ < λ˜π , α ∈ Πˆ
+
re \Π
+
ν .
For each simple affine root αi we have 〈αi : π + cω0〉 = c/ℓ or 0. Therefore
α ∈ Πˆ+re \Π
+
ν ⇒ 〈α : π + cω0〉 ∈ Z>0 c/ℓ.
This implies that
〈λ˜π − µ˜π : π + cω0〉 = 〈λ˜π − sα • λ˜π : π + cω0〉 ∈ Z>0 c/ℓ.
Using (6.3) this yields
θµ◦ − θλ◦ ∈ Z>0.
Thus, the definition of the order in (1.4) implies that
∆µ◦,h,H ≺ ∆λ◦,h,H .
⊓⊔
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6.5. Remarks. (a) We have E(M) ∈ Hh,H for any M ∈ Oˆκ, but E(M) = 0 if M
is a simple module which does not belong to Oˆν,κ.
(b) The Lie algebra gˆF is Z-graded by letting ξ(a) be of degree −a. We can
consider the category of Z-graded modules which belong to OˆF
>0,κ. The algebra
Hh,H is Z-graded as in Section 1.6 and we can also consider the category of Z-
graded modules which belong to Hh,H . The functor C lifts to a functor between
these categories of graded modules.
6.6. Examples. Write 1p for the ℓ-partition whose p-th partition is (1) and all
other are zero.
(a) Set κ = −2, n = 1, m = 10, ℓ = 4, ν = (2, 1, 6, 1). We have ∆1◦3 ,h,H ≻
∆1◦2 ,h,H ≻ ∆1◦1 ,h,H ≻ ∆1◦4 ,h,H and ∆13,ν,κ ⊲ ∆12,ν,κ ⋫ ∆11,ν,κ ⊲ ∆14,ν,κ. Thus the
implication in Proposition 6.4 is not an equivalence.
(b) A direct computation shows that the module ∆0,ν,κ may not be simple (f.i.,
set κ = −1, m = 7, ℓ = 4, and ν = (1, 1, 4, 1)).
7. The functor E is exact on standardly filtered modules
If ℓ = 1 the functor E is an equivalence of quasi-hereditary categories. Since
there is no proof in the literature we have given one in Section A.5. For an arbi-
trary positive integer ℓ this is not true anymore. However we expect E to be an
important tool to prove the dimension conjecture. We’ll prove that E is exact on
standardly filtered modules. We conjecture that it preserves the set of indecompos-
able projective modules. In this section we’ll assume once again that
ν ∈ Cm,ℓ, κ /∈ Q>0, h = 1/κ,
hp = ν
•
p/κ−m/ℓκ, ∀p ∈ Λ.
7.1. Reminder on the Kazhdan-Lusztig tensor product. A monoidal cate-
gory is a tuple (A,⊗, a,1) consisting of a category A, a functor ⊗ : A×A → A, a
natural isomorphism
aL,M,N : (L⊗M)⊗N → L⊗ (M ⊗N), L,M,N ∈ A,
and a unit object 1 satisfying the triangle and pentagon axioms, see e.g., [O,
sec. 2.2]. The isomorphism a is called the associativity isomorphism. A category
M is a left module category over the monoidal category (A,⊗, a,1) iff there exists a
functor ⊗ : A×M→M together with natural associativity and unit isomorphisms
(M ⊗N)⊗X →M ⊗ (N ⊗X), 1⊗X → X, X ∈ M, M,N ∈ A,
which satisfy appropriate pentagon and triangle axioms. In other words, a left
module category is the same as the datum of a monoidal functor A → Fun(M,M)
to the monoidal category of endofunctors of M, see [O, prop. 2.2]. Similarly one
defines the structure of a right module category. Finally, a categoryM is a bimodule
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category over (A,⊗, a,1) iffM has both left and right (A,⊗, a,1)-module category
structures and a natural family of isomorphisms
(X ⊗M)⊗ Y → X ⊗ (M ⊗ Y ), X, Y ∈ A, M ∈ M
satisfying the obvious pentagon axioms, see e.g., [Gr, prop. 2.10].
Now, recall that the Kazhdan-Lusztig tensor product
⊗˙ : Oˆfg
>0,κ × Oˆ
fg
>0,κ → Oˆ
fg
>0,κ
equips Oˆfg>0,κ with the structure of a monoidal category
(Oˆfg
>0,κ, ⊗˙, a,M(cω0)),
see [KL, sec. 14.6, 18.2, 31]. The space of affine coinvariants is defined as in Remark
A.2.2. It depends on the choice of a point x in the set C defined in Remark A.2.2.
When no confusion is possible we’ll abbreviate
〈Mi; i ∈ S〉 = 〈Mi; i ∈ S〉x.
The following is folklore. See Section A.2 for details. Note that we’ll note use
Corollary 7.3 in this paper. It is given here for the sake of completeness.
7.2. Proposition. (a) There are right biexact bifunctors ⊗˙ : Oˆfg>0,κ×Oˆ
fg
ν,κ → Oˆ
fg
ν,κ
and ⊗˙ : Oˆfgν,κ × Oˆ
fg
>0,κ → Oˆ
fg
ν,κ yielding the structure of a bimodule category over
(Oˆfg>0,κ, ⊗˙, a,M(cω0)) on Oˆ
fg
ν,κ.
(b) For M1, . . .Mn ∈ Oˆ
fg
>0,κ and M0,Mn+1 ∈ Oˆ
fg
ν,κ there are natural isomor-
phisms of finite dimensional C-vector spaces
〈M0⊗˙ · · · ⊗˙Mn,
†Mn+1〉 ≃ 〈M0,M1, . . .
†Mn+1〉
≃ Homgˆ(M0⊗˙ · · · ⊗˙Mn,
†DMn+1)
∗.
(c) The bifunctor ⊗˙ takes Oˆ∆
>0,κ × Oˆ
∆
ν,κ and Oˆ
∆
ν,κ × Oˆ
∆
>0,κ into Oˆ
∆
ν,κ.
7.3. Corollary. For M ∈ Oˆfg>0,κ the functor RM : Oˆ
fg
ν,κ → Oˆ
fg
ν,κ, N 7→ N⊗˙M is
exact. If the module M is standardly filtered then RM preserves the subcategory
Oˆ∆ν,κ. The functors RM , RDM are adjoint (left and right) to each other.
In what follows we will omit from notation the associativity and unit isomor-
phisms, as is justified by the Mac Lane coherence theorem.
7.4. The KZ-functor. Fix q ∈ C× and a tuple Q = (q1, . . . qℓ) in (C×)ℓ. The
Ariki-Koike algebraAq,Q is the C-algebra with 1 generated by T0, T1, . . . Tn−1 mod-
ulo the defining relations
(T0 − q1) · · · (T0 − qℓ) = (Ti + 1)(Ti − q) = 0,
T0T1T0T1 = T1T0T1T0, TiTi+1Ti = Ti+1TiTi+1, TiTj = TjTi.
Assume that
(7.1) q = exp(2iπh), qp = exp
(
2iπ(h1 + h2 + · · ·hp−1 + (p− 1)/ℓ)
)
, ∀p ∈ Λ.
Let ♥ : Hh,H → Hh,H,♥ be the quotient by the Serre subcategory generated by
the modules M such that Mn,ℓ = 0. By [GGOR, sec. 5.1,5.3] the Riemann-Hilbert
correspondence yields an equivalence of categories
KZ : Hh,H,♥ → Aq,Q-mod.
Composing E, ♥ and KZ yields the functor
EKZ : Oˆν,κ → Aq,Q-mod.
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7.5. Comparison of EKZ with the Kazhdan-Lusztig tensor product. Recall
that V is the dual of the vectorial representation of g and that V∗κ = D(Vκ).
Consider the following gˆκ-module
Vn,ν,κ = ∆0,ν,κ ⊗˙(Vκ)
⊗˙n.
It lies in the category Oˆfgν,κ by Proposition 7.2(a). So the C-algebra
An,ν,κ = Endgˆ(Vn,ν,κ)
is finite dimensional. The duality of C-vector spaces M 7→M∗ yields a functor
δ : Aopn,ν,κ-mod→ An,ν,κ-mod.
Composing the functor
Fop : Oˆν,κ → A
op
n,ν,κ-mod, M 7→ Homgˆ(Vn,ν,κ,M)
with δ yields the functor
F : Oˆν,κ → An,ν,κ-mod.
7.6. Proposition. There is an algebra homomorphism φ : Aq,Q → An,ν,κ such
that EKZ = φ ◦ F ◦ †D.
Proof : Let EC be the composition of EKZ and the forgetful functor
Aq,Q-mod→ C-mod.
Let FC be the composition of F and the forget functor
An,ν,κ-mod→ C-mod.
The proof consists of two steps : first we construct an isomorphism of functors
ψ : EC ◦
†D → FC,
then we define an algebra homomorphism
φ : Aq,Q → An,ν,κ
such that ψ lifts to an isomorphism of functors
EKZ ◦
†D → φ ◦ F.
Now fix a module N in Oˆfgν,κ. Proposition 7.2(b) yields
FC(N) = 〈M(π + cω0)ν ,Vκ, . . .Vκ, DN〉.
Consider the gˆF -module M = κN . By Proposition 4.2 we have
M(cω0)
F ′ = κ(†M(π + cω0)ν).
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Recall that we have
V∗κ =
†Vκ.
Fix tuples x ∈ Cn,ℓ and y ∈ Cn,1 as in Section 4.3. Assume that x, y belong to
the set C defined in Remark A.2.2. Applying successively Propositions 2.14(d),
Propositions 4.2(b) and 4.6, and Proposition 3.11(b), we get natural isomorphisms
FC(N) ≃ 〈
†M(π + cω0)ν ,V
∗
κ, . . .V
∗
κ,
†DN〉y
≃ 〈M(cω0)
F ′ ,V∗κ, . . .V
∗
κ,
†DM〉x
≃ 〈V∗κ, . . .V
∗
κ,
†DM〉x.
By Proposition 3.11(a) the vector space 〈V∗κ, . . .V
∗
κ,
†DM〉x is the fiber at the point
x of the W -equivariant locally free sheaf over Cn,ℓ associated with the Rn,ℓ-module
〈V∗κ, . . .V
∗
κ,
†DM〉. Remark 3.12 yields
〈V∗κ, . . .V
∗
κ,
†DM〉 = C(†DM)n,ℓ.
Further the Rn,ℓ-module C(
†DM)n,ℓ is equipped with a flat W -equivariant con-
nection ∇ which comes, via Proposition 1.8, from the representation of Hh,H on
C(†DM) in Proposition 3.6(b).
Let p : C˜n,ℓ → Cn,ℓ be the universal cover of the complex manifold associated
with the C-scheme Cn,ℓ. By definition of the functor E we have
C(†DM) = E(†DN).
Since the vector space EC(
†DN) is obtained from the Aq,Q-module EKZ(
†DN) by
forgetting the Aq,Q-action, it is canonically identified with the vector space of
holomorphic horizontal sections of the connection ∇ over C˜n,ℓ. Recall that C is a
contractible subset of Cn,ℓ containing the point x. Fix once for all a contractible
subset C˜ ⊂ C˜n,ℓ such that p restricts to an isomorphism C˜ → C. Restricting
functions on C˜n,ℓ to C˜ and taking the fiber at x, viewed as a point of C˜ via the map
p, yields a natural isomorphism of vector spaces
ψ(N) : EC(
†DN) ≃ 〈V∗κ, . . .V
∗
κ,
†DM〉x ≃ FC(N).
Further, the Aq,Q-action on the functor EC given by EKZ gives, via the isomor-
phism ψ, a Aq,Q-action on the functor FC. This action comes from an algebra
homomorphism φ as above, by the following consequence of Yoneda’s lemma.
7.7. Lemma. Let M be an object of an additive category A. If a ring A acts on
the functor HomA(M,−), then there is a ring homomorphism φ : A→ EndA(M)op
such that the action of any element a ∈ A on F is the composition by φ(a).
⊓⊔
7.8. Corollary. The functor E restricts to an exact functor Oˆ∆ν,κ → H
∆
h,H .
Proof : First, let us note the following basic fact whose proof is left to the reader.
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7.9. Lemma. Let E : A → B be a right exact functor of quasi-hereditary categories
such that E(∆A) ⊂ ∆B ∪ {0}. Let ♥ : B → B♥ be an exact functor such that
HomB(M,N) = 0 for each M ∈ Ker (♥), N ∈ B∆. If ♥ ◦ E is exact on A∆ then E
restricts to an exact functor A∆ → B∆.
There are no nonzero homomorphisms M → N for each M ∈ Ker (♥) and N ∈
H∆h,H , because a standard Hh,H-module is torsion free as a R-module. To prove
that ♥ ◦ E is exact on Oˆ∆ν,κ, it is enough to check it for EKZ. Thus the claim
follows from Proposition 7.6, because the module Vn,ν,κ is standardly filtered by
Proposition 7.2(c).
⊓⊔
7.10. Conjecture. If BΛ is large enough then we have E(BPλ,ν,κ) = Pλ◦,h,H for
each λ ∈ Pℓn,ν.
7.11. Remarks. (a) For ℓ > 1 the functor E may be not exact. It may also
take a simple object to a non-simple non-zero Hh,H -module. Indeed, set κ = −1,
m = 7, ℓ = 4, ν = (1, 1, 4, 1), n = 1, as in Example 6.5(b). We have E(∆1p,ν,κ) =
∆1◦p,h,H for each p. We have also E(∆λ1,ν,κ) = 0 and there is an exact sequence
E(∆λ1,ν,κ) → E(∆11,ν,κ) → E(S11,ν,κ) → 0. Thus E(S11,ν,κ) = ∆1◦1 ,h,H , which is
not simple. Further we have S1◦4 ,h,H = ∆1◦4,h,H and there is an exact sequence
0→ S1◦4,h,H → ∆1◦1 ,h,H → S1◦1 ,h,H → 0. Thus the derived functor L
−1E is non-zero
and it takes Sλ1,ν,κ to S1◦4 ,h,H .
(b) The morphism φ in Proposition 7.6 is injective. We do not know if it is
invertible. To prove this we must check that the representation of Aq,Q on EKZ(M)
is faithful for some module M . Since KZ is exact and Hh,H has enough projective
objects, there is a module PKZ ∈ H
proj
h,H which represents KZ. We have Aq,Q =
KZ(PKZ) by [GGOR, thm. 5.15]. We claim that if
BΛ is large enough there is a
projective module P ∈ BOˆν,κ such that PKZ is a direct summand of E(P ). Therefore
the representation ofAq,Q on EKZ(P ) is faithful. The proof is omitted because we’ll
not use this result.
(c) Recall that we have [Oˆfgν,κ] = [Oˆ
∆
ν,κ] and [H
∆
h,H ] = [H
fg
h,H ]. The derived functor
L∗E yields a group homomorphism [Oˆfgν,κ]→ [H
fg
h,H ] such that [∆λ,ν,κ] 7→ [∆λ◦,h,H ]
if λ ∈ Pℓn,ν and [∆λ,ν,κ] 7→ 0 else. Conjecture 7.10 implies that [
BPµ,ν,κ] maps to
[Pµ◦,h,H ] for all µ ∈ Pℓn,ν . So Brauer reciprocity implies that
(7.3) [∇λ◦,h,H : Sµ◦,h,H ] = [∇λ,ν,κ : Sµ,ν,κ],
where ∇λ◦,h,H , ∇λ,ν are the costandard modules with socles Sλ◦,h,H , Sλ,ν in Hh,H ,
Oˆν,κ respectively. This dimension formula is not the same as in the dimension
conjecture. See Section 8 for a comparison of the two formulas. We do not know if
they are equivalent.
(d) The module E(BPλ,ν,κ) does not depend on the set B if λ ∈ Pℓn,ν and
BΛ is large enough so that µ˜π ∈ BΛ for all µ ∈ Pℓn,ν . Indeed, if B ⊂ B
′ and
M ∈ B
′
Oˆν,κ let
BM be the maximal quotient of M which belongs to BOˆν,κ. The
functor M 7→ BM maps B
′
Pλ,ν,κ to
BPλ,ν,κ, see [Do, sec. A.1]. Brauer reciprocity
implies that the kernel of the obvious projection B
′
Pλ,ν,κ → BPλ,ν,κ is filtered by
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parabolic Verma modules whose highest weights belong to B
′
Λ \ BΛ. The claim
follows.
8. The affine parabolic category O and the Fock space
Fix integers m, ℓ > 0, e > 1 and fix a composition s ∈ Cm,ℓ. In this section we’ll
use freely the notation from the appendix. In particular, we have defined there the
integers ∆+λ,µ,e,−s, ∇
−
λ,µ,e,s◦ , the ŝle-module Λ
s, and the basis elements |λ, s, e, s◦〉,
G(λ, s, e, s◦)− of Λs.
8.1. The affine parabolic category O and the Fock space. The level ℓ Fock
space Focke,s◦ associated with the multicharge s
◦ is a ŝle-module of level ℓ which
is the limit of a filtered inductive system of vector spaces Λr, with r a positive
integer. Each Λr is equipped with a level zero representation of ŝle. See Section
A.4 for details.
Now, let κ = −e. For each weight λ ∈ t∗ we’ll write λˆ = λ + (κ −m)ω0. Let
π ∈ t∗ be given by
π + ρ = (s1, s1 − 1, . . . 1, s2, s2 − 1, . . . , sℓ, sℓ − 1, . . . 1).
Note that π is NOT the same as in Section 6.1. Given an s-dominant weight λ we
abbreviate
∆λ,s,−e =M(λˆπ)s, Sλ,s,−e = L(λˆπ).
Let As,−e ⊂ Oˆκ be the Serre category generated by the modules Sλ,s,−e, λ ∈ Zs>0.
The proposition below identifies the vector space [Afgs,−e]⊗C with a submodule Λ
s
of the ŝle-submodule Λ
m. Thus we can regard [Afgs,−e]⊗C as a subspace of Focke,s◦ .
8.2. Proposition. There is a vector space isomorphism
[Afgs,−e]⊗ C→ Λ
s, [∆λ,s,−e] 7→ |λ, s, e, s
◦〉, [Sλ,s,−e] 7→ G(λ, s, e, s
◦)−.
We have ∇−λ◦,µ◦,e,s◦ = [∆λ,s,−e : Sµ,s,−e] for each λ, µ ∈ Pn,s.
Proof : We have λπ + ρ = α(λ, s, s) by Remark A.4.4(a). Proposition 5.8 and
Proposition A.4.3(b) yield
[Sµ,s,−e] =
∑
λ
(−1)l(vλ)−l(vµ)P γ,−1vλ,vµ(1)[∆λ,s,−e],
G(µ, s, e, s◦)− =
∑
λ
(−1)l(vλ)−l(vµ)P γ,−1vλ,vµ(1)|λ, s, e, s
◦〉,
where γ ∈ A, vλ, vµ ∈ Sˆ
γ such that vλ • γ = λˆπ , vµ • γ = µˆπ and vµ > vλ. This
proves the first claim. The second one follows from Proposition A.4.3(c).
⊓⊔
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8.3. Yvonne’s conjecture. Fix an integer n > 0, q ∈ C× and a tuple Q =
(q1, . . . qℓ) in (C
×)ℓ. Let Aq,Q be defined as in Section 7.4. The cyclotomic q-Schur
algebra Sq,Q is the endomorphism algebra of a particular projective Aq,Q-module.
It is a quasihereditary algebra. In particular, for each λ ∈ Pℓn there is a standard
module ∆λ,q,Q with a simple top Sλ,q,Q. See [DJM, def. 6.13] for details. Yvonne’s
conjecture [Yv, conj. 2.13, def. 2.5,4.4] is the following one (note that our hypothesis
differ slightly from the ones in loc. cit.).
8.4. Conjecture. Assume that q = exp(−2iπ/e), qp = exp(2iπsp/e) and sp+1 −
sp > n for p 6= ℓ. Then we have [∆λ,q,Q : Sµ,q,Q] = ∆
+
tµ,tλ,e,−s for all λ, µ ∈ P
ℓ
n.
8.5. The dimension conjecture. Let q, Q be as in (7.1). Assume that
(8.1) (q + 1)
∏
p′ 6=p′′
(qp′ − qp′′) 6= 0, hp > (1 − n)h, h < 0, ∀p 6= ℓ.
We have the following [R, thm. 6.8].
8.6. Theorem. If (7.1), (8.1) hold there is an equivalence of quasi-hereditary cat-
egories Hh,H → Sq,Q-mod taking ∆λ,h,H to ∆λ,q,Q.
Now, assume that (7.1), (8.1) hold and fix λ, µ in Pℓn. Theorem 8.6 yields
[∆λ,h,H : Sµ,h,H ] = [∆λ,q,Q : Sµ,q,Q].
Assume further that the following hold
(8.2) h = −1/e, hp = sp+1/e− sp/e− 1/ℓ, ∀p 6= ℓ.
The dimension conjecture compares also [Hfgh,H ] ⊗ C with a subspace of Focke,s◦ .
We’ll state a categorical analogue of this conjecture. It simply claims that Hh,H
should be equivalent to a full subcategory An,s,−e of As,−e if s ∈ Cm,ℓ,n. Taking the
Grothendieck groups we recover the usual dimension conjecture from its categorical
version by Proposition 8.2. More precisely, let first note that (7.1), (8.1) and (8.2)
imply that
q = exp(−2iπ/e), qp = exp(2iπsp/e), sp+1 − sp > n− 1 + e/ℓ.
Assume also that the hypothesis in Conjecture 8.4 holds. Then we should have
(8.3) [∆λ,h,H : Sµ,h,H ] = ∆
+
tµ,tλ,e,−s.
The dimension conjecture says that this equality should hold without the lower
bound in (8.1) on the parameters hp, see [R, sec. 6.5]. If s ∈ Cm,ℓ,n then (A.6) and
Proposition 8.2 yield the equality
(8.4) ∆+tµ,tλ,e,−s = [∆λ◦,s,−e : Sµ◦,s,−e].
Therefore, composing the equalities (8.3) and (8.4) we get the following one
[∆λ,h,H : Sµ,h,H ] = [∆λ◦,s,−e : Sµ◦,s,−e].
Before formulating the categorical dimension conjecture note the following easy fact,
see Section A.6. Let An,s,−e be the Serre subcategory of As,−e generated by the
modules Sλ,s,−e with λ ∈ Pn,s.
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8.7. Proposition. The category An,s,−e is quasi-hereditary with respect to the
order E. The standard modules are the modules ∆λ,s,−e with λ ∈ Pn,s.
We conjecture the following.
8.8. Categorical dimension conjecture. If s ∈ Cm,ℓ,n and (8.2) holds there is
an equivalence of categories An,s,−e → Hh,H taking ∆λ◦,s,−e to ∆λ,h,H .
8.9. Comparison of the dimension conjecture with the functor E. Fix an
integer m > 0 and a composition ν ∈ Cm,ℓ. Let An,ν,κ ⊂ Oˆν,κ be the Serre sub-
category generated by the simple modules Sλ,ν,κ with λ ∈ Pℓn,ν (with the notation
from Section 6.1). We define h,H in the following way
(8.5) κ = −e, h = 1/κ, hp = ν
•
p/κ−mℓ/κ, ∀p ∈ Λ.
Then the functor E restricts to a functor
(8.6) E : An,ν,κ → Hh,H .
Note that the integer m in Conjecture 8.8 and the integer m in (8.6) are not the
same. If ℓ = 1 we may choose them to be equal. Then E is Suzuki’s functor and it
yields the equivalence
An,s,−e → Hh,H
which is conjectured in 8.8, by Theorem A.5.1. If ℓ > 1 we do not know how to get
a functor An,s,−e → Hh,H from E because, given h, H , the composition s and the
integer m in (8.2) are different from the composition ν and the integer m in (8.5).
8.10. Remarks. (a) Note that An,ν,κ is not a quasi-hereditary category for the
order E on the parabolic Verma modules, see Example 6.6(b).
(b) Let S′ be the degenerate analogue of Sq,Q considered in [BK]. Assume that
s ∈ Cm,ℓ,n and (8.2) hold. Here we allow e to be any nonzero complex number.
Now, assume also that e /∈ Q. Then, it is not difficult to prove that the category
An,s,−e is equivalent to a parabolic subcategory An,s ⊂ O. This is due to the fact
that if κ /∈ Q then the induction functor Γ : Ofgν → Oˆ
fg
ν,κ is is an equivalence of
categories and also to the fact that there is a canonical isomorphism
Γ(M)⊗˙Γ(E) = Γ(M ⊗ E)
for all M ∈ Ofgν and all finite dimensional g-module E (the proof is standard
and will be given elsewhere). It is probably not difficult to prove that, under this
assumption, the categories Hh,H and S′-mod are equivalent. We expect that, in
this case, the equivalence in Conjecture 8.8 is precisely the equivalence of categories
An,s → S′-mod in [BK, thm. C].
8.11. Example. Assume that m = 7, ℓ = 4, κ = −1, ν = (1, 1, 4, 1), n = 1 and
h = −1, H = (−9/4, 3/4, 3/4). Then we have ν ∈ Cm,ℓ,n and (8.5) holds. Now set
m′ = 9 and e = 1, s = (3, 1, 2, 3). Then we have s ∈ Cm′,ℓ,n and (8.2) holds. Note
that for this choice of m, ℓ and ν the equality (7.3) holds (a computation yields
[∇λ,ν,κ : Sµ,ν,κ] = 1 if ∆µ,ν,κ E ∆λ,ν,κ and 0 else).
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A. Appendix
A.1. Proof of Proposition 5.8. Fix λ ∈ Aρ and fix w ∈ Sˆ(λ)λ such that w • λ
is ν-dominant. Since w ∈ Sˆ(λ)λ and 〈λ+ ρˆ : α〉 6 0 for all α ∈ Πˆ(λ)+, we have the
following formula in [Oˆfgκ ]
[L(w • λ)] =
∑
v∈Sˆ(λ)
(−1)l(w)−l(v)Pv,w(1)[M(v • λ)].
Here the sum is over all v’s such that w > v and Pv,w is the Kazhdan-Lusztig
polynomial relative to Sˆ(λ). See [KT, thm. 1.1] for details. Since w ∈ Sˆ(λ)λ, for
each u ∈ Sˆ(λ)λ we have also
∑
x∈Sˆλ
(−1)l(x)Pux,w(1) = P
λ,−1
u,w (1)
by definition of the parabolic Kazhdan-Lusztig polynomial of type Sˆ(λ)/Sˆλ. This
yields the following formula
(A.1) [L(w • λ)] =
∑
u∈Sˆ(λ)λ
(−1)l(w)−l(u)Pλ,−1u,w (1)[M(u • λ)].
Next, observe that Sν is a parabolic subgroup of Sˆ(λ). Indeed, given a simple root
αi which belongs to Πν we write
〈λ+ ρˆ : αi〉 = 〈λ+ ρˆ− w(λ + ρˆ) : αi〉+ 〈w • λ : αi〉+ 〈ρˆ : αi〉.
Then the first term is an integer because w ∈ Sˆ(λ), and the second one is also an
integer because w • λ is ν-dominant. Thus we have
Sν ⊂ Sˆ(λ).
We must check that if the simple root αi lies in Πν then it belongs also to the basis
of Πˆ(λ)+. The latter consists of the real affine roots α such that sα(Πˆ(λ)
+ \{α}) ⊂
Πˆ+(λ). So the claim is obvious, because
sαi(Πˆ
+ \ {αi}) ⊂ Πˆ
+, sαi(Πˆ(λ)) ⊂ Πˆ(λ).
Now, consider the set
S = {u ∈ Sˆ(λ)λ ; u > sαiu, ∀sαi ∈ Sν}.
Since λ ∈ A, for each u ∈ Sˆ(λ)λ we have
u • λ is ν-dominant ⇐⇒ u ∈ S.
Further, it is well-known that if u, v ∈ Sˆ(λ)λ are such that u > sαiu and v > sαiv,
then
(A.2) sαiu, sαiv ∈ Sˆ(λ)
λ, Pλ,−1sαiu,v
(1) = Pλ,−1u,v (1).
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Therefore if u, v ∈ Sˆ(λ)λ and u • λ, v • λ are both ν-dominant then we have
Pλ,−1sαiu,v(1) = P
λ,−1
u,v (1), ∀αi ∈ Πν .
Note also that w ∈ S and that if u•λ is ν-dominant then the BGG resolution yields
[M(u • λ)ν ] =
∑
x∈Sν
(−1)l(x)[M(xu • λ)].
Thus the contribution of the elements u ∈ Sˆ(λ)λ in the sum (A.1) which are of the
form
u = xv, x ∈ Sν , v ∈ S
is equal to the sum ∑
v
(−1)l(w)−l(v)Pλ,−1v,w (1)[M(v • λ)ν ]
over all elements v ∈ Sˆ(λ)λ such that w > v and v • λ is ν-dominant. Using (A.2)
once again one can easily check that the other u’s do not contribute to the right
hand side of (A.1).
⊓⊔
A.2. Proof of Proposition 7.2 and Corollary 7.3.
A.2.1. The Kazhdan-Lusztig tensor product. First, let us recall the definition
of the Kazhdan-Lusztig tensor product. Let R be a commutative C-algebra with
1. Assume that R is a Noetherian integral domain. Let F be its fraction field.
Fix a unit κ ∈ R×, and set S = {1, 2, . . . , n}. We’ll use the same notation as in
Sections 2.11, 2.12. Recall that z is a local coordinate on P1 centered at 0 and that
x = (xi; i ∈ S) is a familly of distinct points of P1. Consider the Lie algebra
ΓR,x = g[P
1
x]R.
Fix a family z = (zi; i ∈ S) of local coordinates on P
1 such that the coordinate zi
is centered at xi. We can regard zi as an isomorphism P
1 → P1. To each rational
function f ∈ F (P1) and to each index i we associate the power series expansion
in F ((z)) of the rational function f ◦ zi. Composing this formal series with the
assignment z 7→ ti we get a field homomorphism F (P1)→ F ((ti)). Their sum gives
a R-algebra homomorphism R[P1x]→ R((tS)) and a R-Lie algebra homomorphism
ΓR,x → GˆR,S .
Now, we set Sˆ = {0, 1, . . . n}. Fix a family xˆ = (xi; i ∈ Sˆ) of distinct points of P
1.
Let ΓˆR,xˆ be the central extension of the Lie algebra ΓR,x by R associated with the
cocycle (ξ1 ⊗ f1, ξ2 ⊗ f2) 7→ Resx0(f2df1). Let
U(ΓˆR,xˆ)→ ΓˆR,xˆ,κ
be the quotient by the ideal generated by the element 1 − c. The expansion at
the points xi, i ∈ S, gives a R-algebra homomorphism R[P1xˆ] → R((tS)) and a
R-algebra homomorphism
(A.3) ΓˆR,xˆ,2m−κ → GˆR,S,κ.
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The expansion at the point x0 yields a R-algebra homomorphism R[P
1
xˆ] → R((t))
and a R-algebra homomorphism
(A.4) ΓˆR,xˆ,2m−κ → gˆR,2m−κ.
See [KL, sec. 4.6, 8.2] for details. Now, for each Mi ∈ C(gˆR,κ), i ∈ S, the tensor
product
W =
⊗
i∈S
Mi
(over R) has an obvious structure of GˆR,S,κ-module. We equipW with the structure
of a ΓˆR,xˆ,2m−κ-module via the map (A.3). For each integer r > 0 let
GR,r ⊂ U(ΓˆR)
be the R-submodule generated by the products of r elements in
g⊗ {f ; f(x0) = 0}.
Using (A.4) we equip the projective limit of R-modules
Ŵ = lim
←−r
Wr, Wr = W/GR,rW
with the structure of a gˆR,κ♯-module. We define
M1⊗˙RM2⊗˙R · · · ⊗˙RMn =
♯T (W ), T (W ) = Ŵ (−∞).
To summarize, if n = 2 then for any almost smooth gˆR,κ-modules M1, M2 the
(smooth) gˆR,κ-module M1⊗˙RM2 is given by
M1⊗˙RM2 =
♯T (W ), T (W ) = Ŵ (−∞), Ŵ = lim
←−r
W/GrW, W = M1 ⊗R M2.
See [KL, sec. 4.9, 8.4] for details. As above, if R = C we simply forget the subscript
R everywhere.
A.2.2. Remark. The functor ⊗˙ depends on the choice of the tuple of distinct
points x = (xi; i ∈ S) and on the choice of the coordinate zi centered at xi for
each i, see [KL, sec. 9]. Unless mentioned otherwise, we’ll choose once for all the
coordinates as in Section 2.12, i.e., we set zi = z − xi if xi 6= ∞ and zi = −z−1
else. The systems of coordinates associated with the tuples in the set
C = {x ∈ Rn; 0 < x1 < · · · < xn}
belong to the contractible real manifold introduced in [KL, sec. 13.1]. So the space
of affine coinvariants, see Definition 2.13, is independent on the choice of x ∈ C by
[KL, sec. 13.3]. We may abbreviate
〈Mi; i ∈ S〉 = 〈Mi; i ∈ S〉x, x ∈ C,
if this does not create any confusion.
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A.2.3. Proof of Proposition 7.2(a). If R = C and κ /∈ Q>0 the bifunctor ⊗˙
yields the Kazhdan-Lusztig’s monoidal category [KL, sec. 31]
(Oˆfg
>0,κ, ⊗˙, a,M(cω0)).
A.2.4. Proposition. Assume that R = C and κ /∈ Q>0. The functor ⊗˙ takes
Oˆfg>0,κ × Oˆ
fg
ν,κ and Oˆ
fg
ν,κ × Oˆ
fg
>0,κ into Oˆ
fg
ν,κ. The tuple (Oˆ
fg
ν,κ, ⊗˙, a,M(cω0)) is a bi-
module over (Oˆfg>0,κ, ⊗˙, a,M(cω0)).
Proof : The first part is proved in [Y, thm. 1.6], and the second one is claimed
there. Since the construction of the associativity isomorphism is the same as in
[KL, sec. 18.2] we’ll not give more details there. Note that the axioms of a bimodule
over a category imply that there is a canonical isomorphism from M(cω0)⊗˙− to
the identity functor of Oˆfgν,κ. It is given by the following chain of isomorphisms, for
each modules M1, M2
Homgˆ(M1,M2) = 〈M1, DM2〉
∗
= 〈M(cω0),M1, DM2〉
∗
= 〈M(cω0)⊗˙M1, DM2〉
∗
= Homgˆ(M(cω0)⊗˙M1,M2).
The second isomorphism is as in Proposition 2.14(c), the other ones are as in Propo-
sition A.2.6 below. A similar construction yields an isomorphism from −⊗˙M(cω0)
to the identity functor.
⊓⊔
A.2.5. Proof of Proposition 7.2(b). Let us prove the following proposition.
A.2.6. Proposition. (a) Let M1, . . .Mn ∈ Oˆ
fg
>0,κ and M0,Mn+1 ∈ Oˆ
fg
ν,κ. We have
natural isomorphisms of vector spaces
〈M0⊗˙M1⊗˙ · · · ⊗˙Mn,
†Mn+1〉 = Homgˆ(M0⊗˙M1⊗˙ · · · ⊗˙Mn,
†DMn+1)
∗
= 〈M0,M1, . . .
†Mn+1〉.
(b) If Mi = (Ni)κ is a generalized Weyl module for each i ∈ S then we have a
natural isomorphism of vector spaces 〈M1,M2, . . . ,Mn〉 = H0(g, N1⊗N2⊗· · ·⊗Nn).
Proof : First, observe that the module M0⊗˙M1⊗˙ · · · ⊗˙Mn lies in the category Oˆ
fg
ν,κ
by Proposition A.2.4(a). Thus to prove the first equality in (a) it is enough to
check that for each modules M , N in Oˆfgν,κ we have a natural isomorphism of (finite
dimensional) vector spaces
(A.5) 〈M, †N〉∗ = Homgˆ(M,
†DN).
The right hand side of (A.5) consists of the families of linear forms
(fλ,µ) ∈
∏
λ
⊕
µ
(Mλ ⊗Nµ)
∗
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which vanish on the set
{(ξm)⊗ n+m⊗ (‡ξn); ∀ξ ∈ gˆ,m ∈M,n ∈ N}.
We claim that the obvious inclusion
∏
λ
⊕
µ
(Mλ ⊗Nµ)
∗ ⊂
∏
λ,µ
(Mλ ⊗Nµ)
∗
factors to a natural isomorphism
Homgˆ(M,
†DN)→ Homgˆ(M ⊗
‡N,C).
The definition of the set of affine coinvariants yields
〈M, †N〉 = H0(gˆ,M ⊗
‡N).
Therefore there is a natural isomorphism
Homgˆ(M ⊗
‡N,C) = 〈M, †N〉∗.
Now we check our claim. The injectivity is clear. To prove surjectivity, fix
(fλ,µ) ∈ Homgˆ(M ⊗
‡N,C), fλ,µ ∈ (Mλ ⊗Nµ)
∗,
and fix a finite subset S ⊂ t∗ such that N is generated by the subspace
⊕
µ∈S Nµ.
Fix also λ and x ∈ Mλ. For each µ the weight space Nµ is spanned by elements
of the form y = ξz with z ∈ Nγ , γ ∈ S and ξ ∈ U(gˆκ) of weight µ − γ. For all µ
except a finite number the weight space Mλ−µ+γ vanishes, hence
fλ,µ(x⊗ y) = −fλ,µ((‡ξ)x⊗ z) = 0.
So fλ,µ = 0 for all µ except a finite number. This proves the claim.
The vector space 〈M0,M1, . . .
†Mn+1〉 is finite dimensional, because the modules
M0,M1, . . .
†Mn+1 are quotient of generalized Weyl modules. Therefore, the same
argument as in [KL, sec. 13.4] yields the second isomorphism in (a).
Now we concentrate on (b). The inclusions Ni ⊂ Mi, i ∈ S, yield an inclusion⊗
i∈S Ni ⊂
⊗
i∈SMi. Taking the coinvariants we get a natural map
H0(g, N1 ⊗N2 ⊗ · · · ⊗Nn)→ 〈M1,M2, . . . ,Mn〉
which is invertible by [KL, prop. 9.15].
⊓⊔
A.2.7. Proof of Proposition 7.2(c).
A.2.8. Proposition. If κ /∈ Q>0 the functor ⊗˙ takes Oˆ
∆
>0,κ×Oˆ
∆
ν,κ and Oˆ
∆
ν,κ×Oˆ
∆
>0,κ
into Oˆ∆ν,κ.
Proof : Fix a module M1 in Oˆ∆>0,κ and a module M2 in Oˆ
∆
ν,κ. The module M1⊗˙M2
belongs to the category Oˆfgν,κ by Proposition A.2.4. Fix a finite set B such that M2
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and M1⊗˙M2 belong to the subcategory BOˆ∆ν,κ. To unburden notation we’ll write
B = BOˆfgν,κ. Recall that B is a highest weight category with a weak duality functor
†D. To prove the claim it is enough to check that we have
Ext1B(M1⊗˙M2,
†DM) = 0, ∀M ∈ ∆B.
See [D, prop. A.2.2(iii)]. Fix a module P ∈ Bproj which maps onto M . Since P ,
M both lie in B∆, the kernel K of the surjective map P → M lies also in B∆ [D,
prop. A.2.2(v)]. Since †DP is injective we have also
Ext1B(M1⊗˙M2,
†DP ) = 0.
So the long exact sequence of the Ext-group and the Proposition A.2.6(a) yield
dimExt1B(M1⊗˙M2,
†DM) = dim〈M1,M2,
†P 〉−dim〈M1,M2,
†K〉−dim〈M1,M2,
†M〉.
The right hand side is zero by Lemma A.2.10 below.
⊓⊔
A.2.9. Definition. If M ∈ Oˆfgν,κ we write (M : λ) for the coefficient of [M ] along
the element [M(λˆ)ν ] of the basis of the free Abelian group [Oˆfgν,κ] consisting of the
standard modules. If M ∈ Ofgν we write (M : λ) for the coefficient of the element
[M ] along the element [M(λ)ν ] of the basis of the free Abelian group [O
fg
ν ] consisting
of the standard modules.
A.2.10. Lemma. Let κ /∈ Q>0. For M1,M2 ∈ Oˆ∆ν,κ and M ∈ Oˆ
∆
>0,κ we have
dim〈M1,M,
†M2〉 =
∑
λ1,λ2,µ
(M1 : λ1) (M2 : λ2) (M : µ) (M(λ1)ν ⊗ L(µ) : λ2),
where µ runs over Zm
>0
and λ1, λ2 run over Z
ν
>0
.
Proof : First assume that M = M(µˆ), M1 = M(λˆ1)ν and M2 = M(λˆ2)ν . Note
that †M2 is again a generalized Weyl module. Thus Proposition A.2.6(b) yields
〈M1,M,
†M2〉 = H0(g,M(λ1)ν ⊗ L(µ)⊗
†M(λ2)ν)
= Homg(M(λ1)ν ⊗ L(µ),
†DM(λ2)ν)
∗.
Since the module M(λ1)ν ⊗ L(µ) lies in O
∆
ν , the Hom space above has dimension
(M(λ1)ν ⊗ L(µ) : λ2)
by [D, prop. A.2.2(ii)]. The proof is the same if M , M1, M2 are generalized Weyl
modules. The general case follows as in [KL, lem. 28.1].
⊓⊔
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A.2.11. Proof of Corollary 7.3. The duality functor D equip (Ofg>0,κ, ⊗˙, a) with
the structure of a rigid monoidal category, see [KL]. This means that there are
natural morphisms in Ofg>0,κ
iM :M(cω0)→M⊗˙DM, eM : DM⊗˙M →M(cω0)
such that the following hold
(a) for anyM1,M2 ∈ O
fg
>0,κ the map Homgˆ(M1, DM2)→ Homgˆ(M1⊗˙M2,M(cω0))
such that f 7→ eM2 ◦ (f ⊗ 1) is an isomorphism,
(b) the compositions below are equal to the identity
M = M(cω0)⊗˙M
iM ⊗˙1
// M⊗˙DM⊗˙M
1⊗˙eM
// M⊗˙M(cω0) = M ,
DM = DM⊗˙M(cω0)
1⊗˙iM
// DM⊗˙M⊗˙DM
eM ⊗˙1
// M(cω0)⊗˙DM = DM .
Therefore, for any M1,M2 ∈ Oˆfgν,κ and any M ∈ Oˆ
fg
>0,κ the composed map
Homgˆ(M1,M2⊗˙M)−→Homgˆ(M1⊗˙DM,M2⊗˙M⊗˙DM)−→
−→Homgˆ(M1⊗˙DM,M2⊗˙M(cω0)) = Homgˆ(M1⊗˙DM,M2)
is an isomorphism whose inverse map is the composition of the chain of maps
Homgˆ(M1⊗˙DM,M2)−→Homgˆ(M1⊗˙DM⊗˙M,M2⊗˙M)−→
−→Homgˆ(M1⊗˙M(cω0),M2⊗˙M) = Homgˆ(M1,M2⊗˙M).
Thus the functors −⊗˙M , −⊗˙DM are adjoint (left and right) to each other. Since
every right (resp. left) adjoint is right (resp. left) exact this implies that the functor
−⊗˙M is exact for each module M in Oˆfg>0,κ. The same holds for the functor M⊗˙−.
A.3. Reminder on induction. Let R be a commutative ring with 1. A R-split
induction datum is a quadruple (a, b, c, F ) where a is a R-Lie algebra which is free
as a R-module, b, c are supplementary R-Lie subalgebras of a and F is a b-module.
The corresponding induced module is
Γab(F ) = U(a)⊗U(b) F.
For each a-module E the assignment a⊗ e⊗ f 7→
∑
a1e⊗ a2⊗ f , where
∑
a1⊗ a2
is the coproduct of a, yields a a-module isomorphism
Γab(E ⊗R F )→ E ⊗R Γ
a
b(F ).
This isomorphism is called the tensor identity. There is also a c-module isomor-
phism [KL, sec. II.A]
Γc(F ) = U(c)⊗R F → Γ
a
b(F ).
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A.4. Reminder on the Fock space. This section is a reminder from [U]. Fix
an integer e > 1 and a tuple s ∈ Zℓ. First, we recall the definition of the Fock
space Focks◦,e, a ŝle-module of level ℓ equipped with three remarkable bases. As a
vector space, it is the limit of a filtering inductive system of vector spaces Λk with
k > 0. Each Λk is equipped with a level zero representation of ŝle. We give the
definition of Λk in the second section. Next, we introduce a particular submodule
Λν ⊂ Λm for each integer m > 0 and each composition ν ∈ Cm,ℓ. We do not give
the construction of the inductive system above, we’ll not use it. However, in the
particular case where ν = s we define explicitly the linear map
Λs → Focks◦,e.
This section does not contain new results. Most proofs can be found in loc. cit. and
will be omitted.
A.4.1. The fock space and its canonical bases. Let ea, fa, a ∈ Z/eZ, be the
Chevalley generators of the affine Lie algebra ŝle. For each s ∈ Zℓ the vector space
Focks◦,e =
⊕
λ∈Pℓ
C|λ, s◦, e〉
is equipped with a level ℓ representation of ŝle and with two canonical bases
(G(λ, s◦, e)±;λ ∈ Pℓ).
We define matrices ∇± = (∇±λ,µ,s◦,e) and ∆
± = (∆±λ,µ,s◦,e) such that
G(λ, s◦, e)± =
∑
µ
∆±λ,µ,s◦,e|µ, s
◦, e〉, ∆± = (∇±)−1.
We have the following formula [U, thm 5.15]
(A.6) ∆+tµ,tλ,−s,e = ∇
−
λ,µ,s◦,e.
A.4.2. The ŝle-modules Λ
m, Λν. We define a representation of ŝle on the vector
space U =
⊕
a∈ZCua by the following formulas : for b ∈ Z/eZ and a ∈ Z we set
eb(ua+1) = ua, fb(ua) = ua+1 if b 6= 0, a ∈ b,
e0(ua+1) = ua+e−eℓ, f0(ua) = ua+1−e+eℓ if a ∈ eZ,
eb(ua) = fb(ua) = 0 else.
It yields a representation of ŝle on the m-th exterior power Λ
m = ∧mU for each
m > 0. Write
|α〉 = ua1 ∧ ua2 ∧ · · ·uam , ∀α = (a1, a2, . . . am) ∈ Z
m
>0.
The vectors |α〉 with α ∈ Zm
>0 form a basis of Λ
m. Let (G(α)+), (G(α)−) denote the
canonical bases of Λm introduced in loc. cit.
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Now, fix a composition ν ∈ Cm,ℓ. We’ll define a ŝle-submodule Λν ⊂ Λm. First,
for each integer a let
pa ∈ Λ, ca ∈ Z/eZ, ra, φa ∈ Z
be defined by
a = ca + e(pa − 1) + eℓra, φa = ca + era.
This yields the bijection
(A.7) Zm
>0 →
⊔
ν∈Cm,ℓ
Zν
◦
>0 × {ν}, α 7→ (α, ν),
where α = (a1, a2, . . . am), α = (φaw(1) , . . . φaw(m)) and w ∈ S is minimal with
(paw(1) , . . . paw(m)) = (ℓ
νℓ , . . . 2ν2 , 1ν1).
For example take e = 2, ℓ = 3, m = 7, α = (3, 1, 0,−2,−4,−6,−7). Then we
get ν = (2, 2, 3) and α = (0,−2,−3, 1, 0, 1, 0).
Let Λν ⊂ Λm be the subspace spanned by the basis elements |α〉 such that α
maps to Zν
>0
× {ν◦} under (A.7). One can prove that it is a ŝle-submodule. Let us
described explicitly this module. Fix a tuple s = (sp) ∈ Zℓ. We’ll define three bases
of Λν whose elements are labeled by Zν
>0
. The ŝle-module Λ
ν does not depend on
s. The tuple s enters only in the labelling of the bases elements. Let Jp = Jν,p be
as in Section 1.4. Given a m-tuple λ ∈ Zν
>0 let
α(λ, ν, s) ∈ Zν
>0
be the m-tuple whose j-th entry is λj + ip − j + sp for j ∈ Jp, and let
α(λ, ν, s) ∈ Zm
>0
be the unique m-tuple such that (A.7) maps α(λ, ν, s) to (α(λ, ν, s), ν◦).
For example take e = 2, ℓ = 3, m = 7, ν = (2, 2, 3), λ = (2, 0, 1,−3, 1,−2,−4)
and s = (1, 1, 4). Then we get α(λ, ν, s) = (3, 0, 2,−3, 5, 1,−2) and α(λ, ν, s) =
(13, 11, 4, 1, 0,−9,−10).
We define the following elements of Λm
|λ, ν, s◦, e〉 = |α(λ, ν, s)〉, G(λ, ν, s◦, e)± = G(α(λ, ν, s))±.
For each λ, µ ∈ Zm and each b ∈ Z we write λ
b
→µ if there exist j ∈ J such that
λj = b, µj = b+ 1, and λi = µi if i 6= j.
A.4.3. Proposition. (a) The elements |λ, ν, s◦, e〉, G(λ, ν, s◦, e)+ and G(λ, ν, s◦, e)−
are basis vectors of Λν when λ runs over Zν
>0
. The representation of ŝle in Λ
ν is
given by
ea(|µ, ν, s
◦, e〉) =
∑
b,λ
|λ, ν, s◦, e〉, fa(|λ, ν, s
◦, e〉) =
∑
b,µ
|µ, ν, s◦, e〉, a ∈ Z/eZ,
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summing over all integer b and all λ, µ such that b ∈ a and α(λ, ν, s)
b
→α(µ, ν, s).
(b) For each tuple µ ∈ Zν
>0
we have
G(µ, ν, s◦, e)− =
∑
λ
(−1)l(vλ)−l(vµ)P γ,−1vλ,vµ(1) |λ, ν, s
◦, e〉.
The sum is over all tuples λ such that vλ•γ = ̂α(λ, ν, s)−ρˆ and vµ•γ = ̂α(µ, ν, s)−ρˆ
with γ ∈ A, vλ, vµ ∈ Sˆγ and vµ > vλ.
(c) If ν = s there is a unique linear map Λs → Focks◦,e such that |λ, s, s
◦, e〉 7→
|λ◦, s◦, e〉, |µ, s, s◦, e〉 7→ 0 and G(λ, s, s◦, e)± 7→ G(λ◦, s◦, e)± for λ ∈ Ns
>0
and
µ ∈ Zs
>0
\ Ns
>0
.
A.4.4. Remarks. (a) If ν = s then we have
α(λ, s, s)− ρ = λπ,
where π is as in Section 8.1.
(b) Proposition A.4.3(b) is [U,thm. 3.25-3.26]. The tuple α(λ, s, s) which is used
in Proposition A.4.3(c) differs from the combinatorial definition in loc. cit. Let us
explain this and let us explain how to deduce the lemma from loc. cit. For any
ℓ-partition λ and any tuple s ∈ Zℓ we write
α(λ, s) = {cs(i, λp,i + 1, p); i > 0, p ∈ Λ}, cs(i, j, p) = sp + j − i.
Set A = {α(λ, s);λ ∈ Pℓ, s ∈ Zℓ}. In the particular case where ℓ = 1 we write λ,
α, A for λ, α, A. Consider the bijection
A → A, α 7→ α = {(φa, pa); a ∈ α}.
Let α 7→ α denote the inverse map.
Next, fix an integer m > 0 and a composition s ∈ Cm,ℓ. For each λ ∈ Pℓ there is
a unique λ ∈ P such that α(λ,m) = α(λ, s). This yields a map Pℓ → P , λ 7→ λ.
Now let λ ∈ Pℓ. The set α(λ◦, s◦) is well-defined, it belongs to A. For each
integer k > 0 let α(λ, k, s◦) be the tuple consisting of the k largest entries of
α(λ◦, s◦) arranged in decreasing order. This tuple belongs to Zk
>0
.
Assume further that λ is indeed a tuple in Ns
>0
which is viewed as a ℓ-partition
as in Section 1.5. Then a direct computation yields m > l(λ). Using this inequality,
another computation yields
α(λ,m, s◦) = α(λ, s, s).
So Proposition A.4.3(c) follows from [U, sec. 4.4].
For example take
e = 2, ℓ = 3, m = 6, λ = ((1, 1), (2, 1), (1)), s = (2, 3, 1).
We can identify λ with the tuple (1, 1, 2, 1, 0, 1) ∈ Ns
>0
. Since λ = (9, 4, 32, 12) we
have m = 6 = l(λ). We have also α(λ, s, s) = (3, 2, 5, 3, 1, 2). Thus α(λ, s, s) =
(15, 11, 9, 6, 3, 2) by definition of (A.7). The tuple α(λ, s, s) coincides with the first
six entries of α(λ◦, s◦) arranged in decreasing order.
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A.5. The functor E for ℓ = 1. In this section we’ll set ℓ = 1, ν = (m) and
n 6 m. Recall that we have identified the set of partitions of n with a set of
integral dominant weights in (1.1). Write
∆λ,>0,κ = ∆λ,ν,κ, Sλ,>0,κ = Sλ,ν,κ
for each dominant weight λ. See Section 6.1 for details. Let
An,>0,κ ⊂ Oˆ>0,κ
be the Serre subcategory generated by the modules Sλ,>0,κ with λ ∈ Pn. It is
a quasihereditary category with respect to the order E, see e.g., Proposition 8.7.
Since ℓ = 1 the algebraHh,H is the rational DAHA of GLn(C) with the parameter h
and Aq,Q is the Hecke algebra of GLn(C) with the parameter q. Set q = exp(2iπh).
Note that
E : Oˆ>0,κ → Hh,H
is Suzuki’s functor. The aim of this section is prove the following theorem.
A.5.1. Theorem. Assume that κ /∈ Q>0, h = 1/κ and n 6 m. Assume also that
(q+1)(q2+q+1) 6= 0. The functor E restricts to an equivalence of quasi-hereditary
categories An,>0,κ → Hh,H which takes ∆λ,>0,κ to ∆λ,h,H for each λ ∈ Pn.
To prove Theorem A.5.1 we need some material. Let A be a finite dimensional
C-algebra with 1. Let (A,∆A, F ), (B,∆B, G) be C-linear 1-faithful covers of A.
See [R, def. 4.37] for the terminology. Hence
F : A → A-modfg, G : B → A-modfg
are functors which restrict to equivalences of exact categories
A∆ → (A-mod)F (∆A), B∆ → (A-mod)G(∆B)
by [R, prop. 4.41(2)]. The following lemma follows easily from loc. cit.
A.5.2. Lemma. Assume there is a functor φ : A → B such that F = G ◦ φ and
φ(∆A) = ∆B. Then φ yields an equivalence of exact categories A∆ → B∆. In
particular φ is fully faithful on Aproj and it takes a projective generator of A to a
projective generator of B.
We’ll also use the following lemma.
A.5.3. Lemma. Let φ : A → B be a functor of Artinian Abelian categories and P
be a projective generator of A. Set Q = φ(P ). Assume that
(a) the module Q is a projective generator of B,
(b) the functor φ is fully faithful on Aproj,
(c) the category A has finite projective dimension,
(d) the functor φ is right exact.
Then φ is an equivalence of categories.
Proof : Note that (a), (b) imply that the categories A, B are equivalent. We must
prove that the functor φ is an equivalence. Set
A = (EndAP )
op, B = (EndBQ)
op.
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The functor
HomB(Q,−) : B → B-mod
fg
is an equivalence by (a). Thus it is enough to check that the functor
G = HomB(Q,φ(−)) : A → B-mod
fg
is an equivalence. Note that φ yields a ring homomorphism A → B. So we have
the functor
F = B⊗A HomA(P,−) : A → B-mod
fg,
and the morphism of functors
Φ : F → G, r ⊗ f 7→ rφ(f).
The ring homomorphism φ : A→ B is invertible by part (b). The functor
HomA(P,−) : A → A-mod
fg
is an equivalence. Thus F is also an equivalence. Therefore it is enough to prove
that Φ is a isomorphism of functors.
First, assume that M = P . Then F (M) = G(M) = B and Φ(M) is the identity
of B. Next, let M be a projective object of A. Then the morphism in B-modfg
Φ(M) : F (M)→ G(M)
is invertible. Indeed, we may assume that M is indecomposable. Then M is a
direct summand of P . So Φ(M) is the identity of the B-module Bφ(a) for some
idempotent a ∈ A. Finally, let M be any object of A. By (c) the projective
dimension of M is e <∞. Fix an exact sequence
0→M2 →M1 →M → 0
with M1 ∈ Aproj and M2 ∈ A of projective dimension < e. Consider the diagram
F (M2) → F (M1) → F (M) → 0
↓ ↓ ↓
G(M2) → G(M1) → G(M) → 0.
Here the vertical maps are Φ(M2), Φ(M1) and Φ(M). The functor G is right exact
by (d). Thus both rows are exact. We may assume that Φ(M2), Φ(M1) are both
invertible by induction on e. Thus Φ(M) is also invertible by the five lemma. We
are done.
⊓⊔
A.5.4. Proof of Theorem A.5.1. First, observe that E(∆λ,>0,κ) = ∆λ,h,H for
each λ ∈ Pn by Proposition 6.2(a). Thus it is enough to check that E is an
equivalence of categories Afgn,>0,κ → H
fg
h,H . Set
A = Afgn,>0,κ, B = H
fg
h,H , A = Aq,Q, φ = E.
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The hypothesis (c), (d) in Lemma A.5.3 are obviously true. By [R, thm. 5.3] the
functor
G = KZ ◦ ♥ : B → A-modfg
is a 1-faithful cover. We claim that the functor
F = G ◦ φ : A → A-modfg
is also a 1-faithful cover. Therefore φ satisfies also the hypothesis (a), (b) in Lemma
A.5.3, by Lemma A.5.2. Hence φ is an equivalence of categories. Now we prove the
claim. Write
Vn,>0,κ = (Vκ)
⊗˙n, An,>0,κ = Endgˆ(Vn,>0,κ).
Proposition 7.6 gives an algebra homomorphism
(A.8) A→ An,κ,>0
such that
F = Homgˆ(Vn,κ,>0,−),
up to a twist by some duality functor that we omit to simplify. Let Uq(g) be the
quantized enveloping algebra of g with the parameter q and let Vq be its vectorial
representation. Under the Kazhdan-Lusztig tensor equivalence [KL, thm. IV.38.1]
the category Oˆfg>0,κ is equivalent to the category of finite dimensional Uq(g)-modules.
Therefore the ring homomorphism (A.8) is invertible, because it is taken to the
isomorphism
A→ EndUq(g)(V
⊗n
q )
given by the Schur-Weyl duality. Thus the functor F is taken to the Schur functor
M 7→ HomUq(g)(V
⊗n
q ,M).
It is well-known that the Schur functor is a 1-faithful cover, see [R, rem. 6.7] and
the reference there for instance. Hence F is also a 1-faithful cover.
⊓⊔
A.5.5. Remark. The idea to use the Kazhdan-Lusztig equivalence to prove The-
orem A.5.1 is not new. However we have not found any proof of Theorem A.5.1 in
the literature.
A.6. Proof of Proposition 8.7. By [CPS, thm. 3.5(a)] it is enough to prove the
following.
A.6.1. Proposition. If µ+ π E λ+ π, λ ∈ Pn,s and µ ∈ Zs>0, then µ ∈ Pn,s.
Proof : Recall that λ ⊳ µ iff there are µ1, µ2, . . . , µr ∈ Zs>0 such that
λ˜ = µ˜1 < µ˜2 < µ˜3 < · · · < µ˜r = µ˜
and such that µ˜i+1 = wisαi • µ˜i for some αi ∈ Πˆre \ Πs and some wi ∈ Ss. Now,
assume that µ+ π E λ + π, λ ∈ Pn,s, and µ ∈ Zs>0. By an easy induction we may
assume that
µ˜+ π = wsα • (λ˜+ π), 〈λ˜+ ρˆ+ π : α〉 ∈ Z>0, α ∈ Πˆ
+
re \Πs, w ∈ Ss.
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So we have |µ| = n, and we must prove that µ1, µ2, . . . , µm are > 0. There is an
unique map
Cm → CZ, λ 7→ λ¯
such that λ¯1, λ¯2, . . . λ¯m are the entries of λ + π + ρ and λ¯j+m = λ¯j − κ for all
j ∈ Z. Under this map the dot action of the affine reflection sα is taken to the
linear operator which switches the (a+ km)-th and the (b + km)-th entries of any
sequence for each k ∈ Z and some fixed integers a 6= b. We have λ¯j > 0¯j for all
j ∈ Z. We must check that the same holds for the entries of µ¯.
Recall the partition J =
⊔
p∈Λ Js,p with Js,p = [ip, jp]. Since µ ∈ Z
s
>0
it is enough
to prove that we have
µ¯j1 > 0¯j1 , µ¯j2 > 0¯j2 , . . . µ¯jℓ > 0¯jℓ .
The ℓ-tuples (ip), (jp) can be regarded as sequences of integers such that
ip+ℓ = ip +m, jp+ℓ = jp +m, ∀p ∈ Z.
For all p ∈ Z we set also Js,p+ℓ = Js,p +m. Now fix p, q such that
a ∈ Js,p, b ∈ Js,q.
It is enough to prove that µ¯jp > 0¯jp and that µ¯jq > 0¯jq . Assume that b > a. Then
q > p because α /∈ Πs. Since λ¯a > λ¯b we have 0¯jp − 0¯jq ∈ Z. Since κ /∈ R>0 we
have 0¯jq > 0¯jp . Note that
{µ¯i; i ∈ Js,p} = {λ¯i; i ∈ Js,p} \ {λ¯a} ∪ {λ¯b},
{µ¯i; i ∈ Js,q} = {λ¯i; i ∈ Js,q} \ {λ¯b} ∪ {λ¯a}.
Therefore we have
µ¯jp = inf{µ¯i; i ∈ Js,p} > inf({λ¯i; i ∈ Js,p} ∪ {λ¯b}) > inf{0¯jp , 0¯jq} > 0¯jp ,
µ¯jq = inf{µ¯i; i ∈ Js,q} > inf({λ¯i; i ∈ Js,q} ∪ {λ¯a}) > inf{λ¯i; i ∈ Js,q} > 0¯jq .
⊓⊔
Index of notation
0.1 : [A], [M ], A∆, ∆A, Aproj, Afg,
0.2 : φM ,
0.3 : M [X ], MR, M
F , MFR ,
1.1 : Dℓ, Sn, W , A, WA, Λ, ǫ, ǫi, si,j , s
(p)
i,j ,
1.2 : xi, yi, Hk,γ , Hh,H ,
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1.3 : R, R∗, y¯i,
1.4 : Cm,ℓ, Cm,ℓ,n, J , Jp = Jν,p, ip, jp, Cν>0, Z
ν
>0, Z
ν
>0, Pn, n(λ), |λ|, P
ℓ
n, P
ℓ, Pℓn,ν ,
tλ, Nν
>0, ν
◦, ν•,
1.5 : χp, Irr(CSn), Irr(CW ), Xλ, Aµ,p, Sµ, Wµ, wµ, Γ,
1.6 : Hh,H , H
fg
h,H , ∆λ,h,H , Sλ,h,H , Pλ,h,H , eu, eu0, θλ, <,
1.7 : Rn,ℓ, Cn,ℓ, Mn,ℓ, B, Bn,ℓ, Hh,H,n,ℓ,
2.1 : g, G, gξ, b, t, T , ǫi, ǫˇi, λ, λi, λˇ, λˇi, ρ, αi, I, Π, Π
+, ek,l, ei, fi, L(λ), Xλ, V,
V∗p,
2.2 : g, g>0, b, gˆ, bˆ, g˜, b˜, gˆ>0, 1, ∂, t, gR, gˆR, Πˆ, Πˆ
+, Πˆre, δ, ω0, Iˆ, αˆi, 〈 : 〉,
2.3 : c = κ−m, gˆR,κ,
2.4 : CR,κ, QR,κ, M(r), M(∞),
2.5 : ξ(r), Ls, Ω,
2.6 : ♯M , †M , M∗, Md, D, †D,
2.7 : qˆ, lˆ, Oˆκ, qν , hν , qˆν , uν , Oˆν,κ, Oˆ>0,κ, O, Oν , O>0, q′ν , qˆ
′
ν , bˆ
′,
2.8 : Mν , Mν,κ, Mκ, L(hν , λ), M(λ)ν , M(λˆ)ν , λˆ = λ+ cω0, M(λˆ), Oˆ′ν,κ,
2.10 : q˜, O˜κ, O˜ν,κ, Mλ, λ˜, zλ,
2.11 : R((tS)), f(t)[i], GR, GR,S , GˆR,S , GˆR,S,κ, γ(i), SM ,
2.12 : zi, xi, P
1
x, ιx, 〈Mi; i ∈ S〉x, Sˆ, xˆ, Cn, Rn, 〈Mi; i ∈ S〉,
2.17 : Bn, T (M),
2.19 : ∇i, γi, γi,j ,
3.1 : g, gp, h, F , gˆ
F , gˆFκ ,
3.2 : OˆFκ , Oˆ
F
>0,κ, C
F
κ , F
′, M(λˆ)F , ♭,
3.3 : σ
(p)
i,j , X(M), C(M),
3.9 : P1y, zi,p, G
F
S , Gˆ
F
S , 〈Mi; i ∈ S〉, 〈Mi; i ∈ S〉
′,
4.1 : λπ , λˆπ , π, γ,
4.4 : T (M ′,M), C(M ′,M)n,ℓ,
5.1 : Sˆ, w • λ, Πˆ(λ), Sˆ(λ), Πˆλ, Sˆλ, πν , Sν , t∗0,
5.2 : λ+, sn(λ), 4, E,
5.5 : Πˆν , z, z, BΛ, BOˆν,κ,
5.7 : A,
5.8 : Pλ,−1v,w ,
6.1 : E, λ˜π , ∆λ,ν,κ, Sλ,ν,κ,
BPλ,ν,κ,
7.1 : (Oˆfg>0,κ, ⊗˙, a,M(cω0)),
7.4 : Aq,Q, KZ, ♥, EKZ,
7.6 : Vn,ν,κ, An,ν,κ, F,
8.1 : As,−e,
8.3 : Sq,Q, ∆λ,q,Q, Sλ,q,Q,
8.5 : An,s,−e,
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8.9 : An,ν,κ,
A.2 : ⊗˙, C,
A.3 : Γab,
A.4 : Focks◦,e, G(λ, s◦, e)±, |λ, s◦, e〉, ∇
±
λ,µ,s◦,e, ∆
±
λ,µ,s◦,e, Λ
m, Λν , λ
b
→µ,
A.5 : ∆λ,>0,κ, Sλ,>0,κ, An,>0,κ.
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