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 ПЕРЕДМОВА 
Математична освіта посідає особливе місце у підготовці сучасних інже-
нерів-дослідників: курс “Вищої математики” забезпечує належну теоретичну 
базу, а також дає знання необхідні для оволодіння різними спеціальними дис-
циплінами.  
Вивчення дисципліни повинно бути організовано згідно з навчальною та 
робочою програмами. Системою контролю якості навчання студентів дисцип-
ліни є колоквіум, індивідуальні типові розрахунки, контрольна та модульні ро-
боти, іспит. Для організації самостійної роботи студентів рекомендовано вико-
ристовувати додаткову літературу та навчальні методичні посібники.  
 Вивчення дисципліни повинно бути організовано згідно з навчальною та 
робочою програмами. Загальний обсяг годин на вивчення дисципліни – 164 г., з 
них на аудиторні заняття 64 г. і на самостійну роботу студентів – 100 г. 
 
 
 
ВИМОГИ ДО ЗНАНЬ І УМІНЬ 
Змістовний модуль №1. Випадкові події. 
Знання: 
– події та дії над ними; 
– визначення ймовірності випадкової події, та її властивості; 
– статистичне визначення ймовірності; 
– умовна ймовірність та теорема добутку ймовірностей; 
– формула повної ймовірності; 
– формула Бейеса. 
Уміння: 
– вміти визначати події; 
– вміти проводити дії над подіями; 
– вміти визначати ймовірність випадкової події, володіти і застосовувати їх                      
властивості; 
– вміти знаходити повну та условну ймовірність. 
 
Змістовний модуль №2. Повторні випробування, випадкові величини. 
 
Знання: 
– поняття випадкової величини та її функції розподілу; 
– дискретні випадкові величини; 
– неперервні випадкові величини; 
– система випадкових величин; 
– математичне очікування дискретної випадкової величини; 
– математичне очікування неперервної випадкової величини; 
– дисперсія випадкової величини та її властивості; 
– находження математичного очікування та дисперсії випадкових величин; 
– формула Бернуллі; 
– асимптотичні формули для визначення ймовірності mnP ; 
 – біноміальний закон розподілу, закон розподілу Пуассона, рівномірний закон   
розподілу; 
– функція Лапласа та її зв’язок з функцією розподілу нормальної випадкової 
величини; 
– момент випадкової величини. Асиметрія і ексцес; 
– нерівність Чебишева; 
– теорема Чебишева, теорема Бернуллі, теорема Ляпунова,  інтегральна теорема 
Лапласа. 
 
Уміння: 
– вміти визначати випадкову величину та її функцію розподілу; 
– вміти знаходити математичне очікування дискретної випадкової величини; 
– вміти знаходити математичне очікування неперервної випадкової величини; 
– находження математичного очікування та дисперсії випадкових величин; 
– вміти визначати основні закони розподілу випадкової величини; 
– вміти використовувати біноміальний закон розподілу, закон розподілу Пуас-
сона; 
– вміти використовувати рівномірний закон розподілу; 
– вміти застосовувати нерівність та теорему Чебишева. 
 
Змістовний модуль №3. Оцінки параметрів розподілу. 
 
Знання: 
– генеральна та вибіркова сукупності; 
– основні характеристики генеральної та вибіркової сукупності; 
– зв'язок між характеристиками генеральної та вибіркової сукупностей; 
– гранична похибка та необхідний об’єм вибірки. 
Уміння: 
– вміти використовувати основні характеристики генеральної та вибіркової су-
купності; 
– вміти визначати граничну похибку та необхідний об’єм вибірки.. 
 
Змістовний модуль №4. Статистичні гіпотези. 
 
Знання: 
– статистична гіпотеза. Нульова і конкуруюча гіпотези; 
– рівень значимості та потужність критерію; 
– перевірка гіпотеза о середньому значені за умови відомої та невідомої диспе-
рсіях; 
– критерій згоди Колмогорова; 
– критерій згоди Пірсона. 
Уміння: 
– застосування статистичної гіпотези; 
– вміти визначати рівень значимості та потужність критерію. 
 
 
 ЗМІСТ ДИСЦИПЛІНИ 
 
Модуль 1. Теорія ймовірності, 44 години – 3 кредити. 
Змістовний модуль №1. Випадкові події. 
Тема 1. Основні поняття теорії ймовірностей. 
 Випадкові події та операції над ними. Класичне визначення ймовірності 
випадкової події, та її властивості. Основні поняття комбінаторики та їх засто-
сування при обчисленні ймовірностей. Відносна частота. Статистичне визна-
чення ймовірності. Геометрична ймовірність. 
Тема 2. Теореми додавання та добутку ймовірностей та наслідки з них. 
Теорема додавання несумісних подій. Добуток подій. Умовна ймовірність. 
Теорема добутку ймовірностей. Незалежні випадкові події. Теорема добутку 
для незалежних події. Теорема додавання ймовірностей сумісних подій. Фор-
мула повної ймовірності. Формула Байєса. 
Змістовний модуль №2. Повторні випробування, випадкові величини. 
  
Тема 3. Повторні випробування. 
 Формула Бернуллі. Локальна формула Мавра – Лапласа. Інтегральна аси-
мптотична формула Лапласа. Найімовірніше число появ випадкової величини. 
Тема 4. Випадкові величини. 
Дискретна випадкова величина. Закон розподілу ймовірностей. Основні за-
кони розподілу: біноміальний, Пуассона, геометричний, гіпергеометричний. 
Чисельні характеристики дискретної випадкової величини: математичне очіку-
вання, дисперсія, середнє квадратичне відхилення дискретної, мода, медіана. 
Обчислення початкових та центральних моментів дискретної випадкової вели-
чини Неперервна випадкова величина. Функція розподілу ймовірностей. Осно-
вні закони розподілу. Густина розподілу ймовірностей. Чисельні характеристи-
ки неперервної випадкової величини. Правило «трьох сигм». 
Тема 5. Граничні теореми теорії ймовірностей. 
Нерівність Маркова. Нерівність Чебишева. Теорема Чебишева. Теорема 
Бернулі. Теорема Ляпунова. Інтегральна теорема Лапласа 
 
Модуль 2. Математична статистика, 20 годин – 1,56 кредити. 
Змістовний модуль №3. Оцінки параметрів розподілу. 
Тема 6. Основні поняття та означення. 
Генеральна і вибіркова сукупності. Статистичні ряди розподілу вибірки. 
Емпірична функція розподілу. Чисельні характеристики статистичного 
  розподілу вибірки. 
Тема 7. Точкові оцінки параметрів розподілу. 
Задача про точкові оцінки параметрів розподілу. Точкова оцінка матема-
тичного очікування, дисперсії, середньоквадратичного відхилення. Метод мо-
ментів оцінювання параметрів розподілу. Метод максимуму правдоподібності 
оцінювання 
Тема 8.  Інтервальні оцінки параметрів розподілу.. 
Задача про інтервальне оцінювання параметрів розподілу. Розподіл 2 . Ро-
зподіл Ст’юдента. Розподіл Фішера – Снедекора. Інтервальне оцінювання ма-
тематичного очікування, дисперсії, середньоквадратичного відхилення  норма-
льно розподіленої випадкової величини. 
 
Змістовний модуль №4. Статистичні гіпотези 
Тема 9. Перевірка статистичних гіпотез. 
Означення статистичної гіпотези, проста та альтернативна гіпотези, задача її 
статистичної перевірки, критерій перевірки гіпотези, помилки першого та друго-
го роду, критичні точки. Критерій узгодження Пірсона. Метод Романовського 
перевірки гіпотези про нормальний розподіл генеральної сукупності. Критерій 
узгодження Колмогорова. 
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Модуль 1. Теорія ймовірності 112 3 44 68 22 22    +  + 8   
Змістовний модуль №1. Випадкові події 46 1,3 18 28 10 8          
Тема 1. Основні поняття теорії ймовірно-
стей. 
20 0,6 8 12 4 4      +    
Тема 2. Теореми додавання та добутку 
ймовірностей та наслідки з них. 
26 0,7 10 16 6 4      +    
Змістовний модуль №2. Повторні випро-
бування, випадкові величини 
66 1,7 26 40 12 14          
Тема 3. Повторні випробування. 15 0,4 6 9 2 4      +    
Тема 4. Випадкові величини. 41 1,1 16 25 8 8      +    
Тема 5. Граничні теореми теорії ймовірно-
стей. 
10 0,2 4 6 2 2      +    
Модуль 2. Математична статистика. 52 1,56 20 32 10 10        15  
Змістовний модуль №3. Оцінки пара-
метрів розподілу 
 1 14 22 8 6          
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Тема 6. Основні поняття та означення 10 0,3 4 6 2 2      +    
Тема 7. Точкові оцінки параметрів 
розподілу 
10 0,3 4 6 2 2      +    
Тема 8. Інтервальні оцінки параметрів 
розподілу 
16 0,4 6 10 4 2      +    
Змістовний модуль №4. Статистичні 
гіпотези. 
10 0,56 6 10 2 4          
Тема 9. Перевірка статистичних гіпотез. 10 0,56 6 10 2 4      +    
Разом з дисципліни 164 4,56 64 100 32 32      + + + + 
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 Тестове опитування за темою № 1 
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 Тестове опитування за темою № 3 
8 Модульна контрольна робота № 1 „ Випадкові події”  
 Тестове опитування за темою № 4 
 Тестове опитування за темою № 5 
 Тестове опитування за темою № 6 
 Тестове опитування за темою № 7 
 Тестове опитування за темою № 8 
15 
Модульна контрольна робота № 2 „ Випадкові величини, оцінки па-
раметрів розподілу” 
 Тестове опитування за темою № 9 
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