Abstract-Monitoring smart-grid assets in a timely manner is highly desired for emerging smart-grid applications such as transformer monitoring, capacitor bank control, plug-in hybridelectric-vehicle load management, and power quality assessment. Wireless sensor and actor networks (WSANs) are anticipated to be widely utilized in a wide range of smart-grid applications due to their numerous advantages along with their successful adoption in various critical areas including military and health. For resource-constrained WSANs, transmitting delay-critical data from smart-grid assets calls for data prioritization and delay responsiveness. In this paper, we introduce two medium-access approaches, namely, delay-responsive cross-layer (DRX) data transmission and fair and delay-aware cross-layer (FDRX) data transmission, which aim to address the delay and service requirements of smart grids. DRX is based on delay-estimation and data-prioritization steps that are performed by the application layer, in addition to the MAC layer parameters responding to the delay requirements of the smart-grid application and the network condition. On the other hand, FDRX incorporates fairness into DRX by preventing a few nodes from dominating the communication channel. We provide a comprehensive performance evaluation of those approaches. We show that DRX reduces the end-to-end delay while FDRX has lower collision rate compared with DRX. We outline the tradeoffs regarding these approaches and draw future research directions for robust communication protocols for smart-grid monitoring applications.
Sensor nodes can collect various kinds of data, e.g., voltage, current, frequency, etc., while actors perform tasks such as closing/opening circuit breakers, turning on/off loads, etc. WSANs are preferred due to their ability to work in extreme environmental conditions, in addition to having enhanced fault tolerance, low power consumption, self-configuration, rapid deployment, and low cost. In environments where high voltages are in use, WSAN can also provide necessary insulation.
Despite the advantages of WSANs, they have not been utilized extensively for monitoring critical smart-grid assets. This is mostly due to the inherent limitations of WSANs in real-time data delivery. WSANs use low-power communication links in dense deployments, hence introducing low data rates and delays in channel access.
The aforementioned challenges raise reliability concerns in the smart grid. In fact, reliable data delivery has been widely studied in the wireless sensor network (WSN) literature where the term "reliable" generally refers to ensuring data to be delivered from source to destination or sink. In the context of smart grids, reliability includes timeliness as well, since obsolete data or control signals may be even worse than having no data or signals. For instance, in a scenario where plug-in hybrid-electric-vehicle load management is coupled with the status of the electricity distribution system, delayed information regarding the status of the transformers in the substation may result in unnecessary load control, causing inconvenience for consumers or, worse, risk the stability of the grid. Meanwhile, it is also apparent that not all of the collected data from the substations are significant in control actions. Some data are collected for general monitoring purposes and can be processed in a nonreal-time manner. The significance of predictable reliability, timeliness, and quality of service (QoS) in smart-grid communications has been also outlined in the recent studies [1] . In addition, it is well known that protocols designed in an application-specific manner improve the performance of the WSN [2] , [3] . For this reason, we focus on the use of WSNs in the smart-grid domain and aim to improve their performance in terms of delay and QoS.
In this paper, we present two protocols that aim to address data-prioritization and delay-sensitive data transmission for WSANs in the smart grid. The first approach, delay-responsive cross-layer (DRX) data transmission, has been proposed in [4] . DRX uses application-layer data prioritization to control the medium access of sensor and actor nodes. DRX first performs delay estimation. If the estimated delay cannot meet the delay requirements of the smart-grid application, then the channel access of the node is fast-tracked by reducing the 1932-8184 © 2013 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
clear channel assessment (CCA) duration. The second approach, namely, fair and delay-aware cross-layer (FDRX) data transmission, incorporates fairness into delay-sensitive data transmission [5] . Similar to DRX, FDRX initially executes delay assessment. If the estimated delay is higher than the delay requirements of the application, then the node is given higher priority to access the channel. To provide fairness, the node periodically yields to the other nodes in the WSAN. Hence, FDRX provides fairness by periodically allowing other nodes in the personal area network (PAN) to contend fairly to access the channel. In this paper, we present exhaustive simulation results of DRX and FDRX. We include comparisons with previously proposed QoS supporting mechanisms [6] [7] [8] .
We further evaluate the yielding intensity of FDRX and different CCA durations of DRX. DRX has the lowest average end-to-end delay while FDRX has lower packet collision rate compared with DRX. We also evaluate the performance of DRX and FDRX in various smart-grid environments with varying channel properties. Furthermore, we discuss the smart-grid applications with strict delay requirements and present that DRX and FDRX both satisfy the delay requirements of those applications.
A. Main Contributions
Smart grids call for low-latency and priority-aware monitoring solutions. Thus, to make WSNs operationally ready for the smart grid, enhancing the performance of WSNs is highly desired. The main contribution of this paper is to provide an exhaustive performance evaluation of the DRX and FDRX schemes in the smart-grid environment and compare their performance to existing schemes. We evaluate the performance of DRX and FDRX schemes with different CCA detection methods, namely, carrier sensing with energy detection and energy-detection methods. We also consider the effects of the yielding intensity on the performance of the studied schemes. The impact of priority and delay awareness in medium-access techniques on the end-to-end delay, delivery ratio, and energy consumption of the WSANs are presented. We further evaluated the performance of DRX and FDRX schemes with deterministic and empirical path loss models. Additionally, we discuss the applicability of priority-and delay-aware medium-access schemes in various smart-grid applications including transformer monitoring, capacitor bank control, and fault current indicator which have tight delay requirements.
B. Paper Organization
The rest of this paper is organized as follows. In Section II, we present the related work. In Section III, we give a brief overview of the IEEE 802.15.4 medium-access protocol and in Section IV, we describe the problem. In Section V, we present the analytical model for delay estimation that is utilized by DRX and FDRX. In Section VI, we introduce DRX and FDRX in detail and discuss the results in Section VII. Finally, Section VIII concludes this paper and gives future research directions.
II. RELATED WORK
In the literature, several studies have proposed the use of WSNs for monitoring utility assets and power-grid equipment [8] [9] [10] [11] [12] [13] . In [9] , a WSN system has been proposed to monitor partial-discharge (PD) activity in high-voltage transformers where PD data were collected from individual sensors on the transformers and transmitted to the base station. In [10] , the authors discuss the use of wireless multimedia sensor and actor networks in various smart-grid settings, including electricity production facilities, transmission and distribution systems, and customer premises. Employing WSNs in customer premises for the purpose of pervasive demand response actions has been evaluated in [11] .
The performance of WSNs in smart-grid assets has been elaborated in [12] and [13] . The study in [12] presents an evaluation of the performance of WSNs in substations, underground transformer vaults, and power rooms. The authors particularly focus on the impact of noise on the low-power wireless links that are being used by IEEE 802.15.4-based WSNs. Meanwhile, the impact of delay on smart-grid applications has been initially investigated in [13] , considering a WSN that is used for the condition monitoring of a wind turbine.
Cross-layer protocols have been studied in the general context of WSNs. In [14] and [15] , the authors propose a crosslayer protocol to combine the functionalities of medium-access, routing, and congestion control and address receiver-based contention, congestion control, and duty cycling in WSNs.
Reducing the end-to-end delay of a WSN has been also studied for more general applications. In [16] , the authors have proposed an adaptive back-off (BO) exponent (BE) management scheme for carrier-sense multiple access with collision avoidance (CSMA/CA) of 802.15.4 and investigated its effects on the power consumption of the node.
Besides generic delay reduction, QoS has also been studied in the literature where high-priority sensor data are aimed to be forwarded with less delay or higher reliability. In [6] , the authors propose an adaptive mechanism by implementing BE management to reduce packet collision. DRX [4] and FDRX [5] also use an adaptive mechanism but with different crosslayer techniques, as will be explained later in this paper. In [7] , the authors present a QoS support mechanism in beaconenabled mode using CSMA/CA BO time. Furthermore, in [17] , the authors have proposed a distributed algorithm that meets the application-specific reliability and energy consumption requirements. In [8] , priority-based schemes to guarantee the timebounded delivery of high-priority packets in event-monitoring networks have been proposed. In [8] , the authors propose to reduce the number of CCAs performed in high-priority nodes from two to one and perform frame tailoring to avoid collision. Different from [8] , the DRX [4] and the FDRX [5] schemes implement an adaptive process in modifying the CCA duration. Note that they do not modify the number of CCAs.
In addition, the impact CCA methods such as energy detection and preamble detection have been thoroughly investigated in [18] and [19] . However, the impact of adaptive CCA duration has not been explored. DRX and FDRX basically aim to reduce the end-to-end delay by adaptively changing the duration of the CCA of certain nodes and setting this parameter to default when prioritization is not required. [20] . CSMA/CA is used with a slotted binary exponential BO scheme to reduce collisions. Two channel-access techniques are defined in the IEEE 802.15.4 standard; these are the beacon-enabled mode, which employs a slotted CSMA/CA and exponential BO, and a basic unslotted CSMA/CA without beacons.
The MAC sublayer uses four variables to regulate channel access; these variables are the number of BOs (NBO), contention window (CW ), back-off exponent (BE), and retransmission times (RT ). Prior to a particular transmission in the slotted CSMA/CA, the MAC sublayer initializes the four variables as follows: NBO = 0, CW = 2, BE = min BE, and RT = 0. In the next step, the MAC sublayer delays for a random NBO period ranging from 0 to (2 BE − 1). When the BO period becomes zero, the node can perform the first CCA for a certain amount of time. If two successive CCAs are idle, then the node is allowed to start packet transmission. On the other hand, if either of the CCA fails due to a busy channel, the MAC sublayer will increase the value of both NBO and BE by one. This process is repeated until either the maximum value of BOs (MaxBackoffs) or the maximum value of BE (MaxBE) is reached, and at this point, the packet is dropped and channel access failure is declared. On the other hand, if the channel access is successful, the node initiates the transmission of the packet. If the acknowledgement (ACK) mechanism is activated, the node waits for an ACK which indicates successful packet transmission. If the transmitting node does not receive the ACK within a specified duration, the RT is increased by one up to a value equal to M axF rameRetries. If RT is less than M axF rameRetries, the MAC sublayer initializes two variables CW = 0 and BE = MinBE and repeats the aforementioned process. Otherwise, the packet is discarded due to the retry limit. The default MAC parameters of the IEEE 802.15.4 standard are MinBE = 3, MaxBE = 5, MaxBackoffs = 4, and M axF rameRetries = 3. Other values such as interframe spacing (IF S) and the ACK wait duration are specified in [20] . Fig. 1 shows a simplified flowchart of the slotted CSMA-CA algorithm [21] .
B. CCA in the IEEE 802.15.4 Protocol
Three bands for operation are defined in the IEEE 802.15.4 standard: 868 MHz, 902 MHz, and 2.4 GHz. A data rate of 250 kbps can be provided by the 2.4-GHz band by utilizing one of 16 pseudo-orthogonal PN codes with a length of 32 chips to characterize 4 b of information. As specified in the standard, CCA can be performed using three different methods, namely, energy detection, carrier sensing, or a combination of the two. The standard also defines the CCA detection time as eight symbol periods; this means that the PHY layer should finish the CCA and report the results to MAC within eight symbol periods which is equivalent to 128 μs (each symbol period is 16 s).
In CCA, there is a possibility of a false alarm due to noise and interference which prevents transmission. False channel detection could cause collisions and affect the overall system performance. Therefore, there is considerable freedom in choosing an appropriate CCA method and its parameters, depending on the requirements of the application and the environment. Each CCA method differs in its ability to sense signal existence and in its power consumption. Hence, the choice of the CCA method and parameters has a considerable impact on the performance of MAC sublayer metrics such as delay and energy efficiency. These metrics are conflicting and require critical optimization of CCA parameters to achieve a practical adjustment [18] .
In the carrier-sensing method, the node must accomplish time synchronization with the ongoing transmission. Achieving time synchronization in packet-based wireless systems is done by transmitting a preamble in front of each packet. This preamble consists of repetitions of a sequence of predefined symbols. The receiver performs a correlation of the known sequence with the received signal with varying time offsets. The correlation becomes high due to the repetition of the known symbols which corresponds to time synchronization. This high correlation is indicative of signal presence and provides an estimate of time offset [18] , where this method is also known as preamble detection. Due to the use of signal spreading and the known symbols in the preamble, carrier-sensing method has much higher SNR than the energy-detection method and hence operates with higher reliability. The biggest disadvantage of carrier sensing is that it is required to be constantly running. This is because when the physical layer is requested to do a CCA within eight symbol durations, it may not be able to perform preamble detection because the channel could contain data packets with elapsed preamble when CCA is requested [19] . This makes the carriersensing method a power-hungry scheme.
The third method combines the advantages of the carriersensing and energy-detection schemes, enabling carrier detection anywhere within the packet duration. This technique provides reliable detection with less energy consumption compared with the carrier-sensing technique. The details of this technique can be found in [20] .
IV. PROBLEM DEFINITION
In this paper, we aim to address QoS issues of WSANs in delay-critical smart-grid applications. WSANs are favored in many applications for their low-cost, ubiquity, and flexibility. On the other hand, WSANs may incur high latency when sensor nodes try to access the communication medium simultaneously. Furthermore, data from several smart-grid applications will naturally have different delay requirements calling for prioritization. For instance, metering may tolerate delay while transformer monitoring will have low latency requirement particularly during peak load hours.
The medium-access scheme of IEEE 802.15.4 is designed to regulate medium access in WSANs by a random access mechanism, i.e., CSMA/CA. However, CSMA/CA is not tailored for delay-critical smart-grid applications, since it does not have prioritized access nor delay-responsiveness properties. In the smart grid, transformer monitoring, capacitor bank control, and fault current indicator applications call for priority-and delayaware medium-access solutions. In this paper, we evaluate the performance of priority-and delay-aware medium-access solutions and discuss their applicability to the aforementioned smart-grid applications.
V. DELAY ESTIMATION MODEL
We adapt the general analytical model for the slotted CSMA/ CA mechanism of the beacon-enabled mode of the IEEE 802.15.4 presented in [22] . We consider a star topology where all nodes in the PAN contend to acquire the channel and send data to the PAN coordinator. Accurate and approximate models were proposed in [22] , and both models solve a set of highly nonlinear equations using numerical methods. We follow several mathematical and algebraic strategies to derive the following formulas, but we do not report all the computations due to limited space. We found that accurate analysis is computationally demanding and not suitable for use in sensor devices with limited resources. In this paper, we use the approximate model. It is essential to mention here that, in this paper, we are using the analytical model of [22] to estimate the end-to-end delay which will trigger the operation of the prioritization and delay-reduction schemes in MAC sublayers.
The model is based on the idea that sensor nodes can estimate the probabilities of a busy channel ρ, σ, and ν, where ρ is the probability that the first CCA CCA 1 is busy, σ is the probability that CCA 2 is busy, and ν is the probability that a node attempts first carrier sensing CCA 1 in a randomly selected time slot. The probability ν depends on ρ and σ and on the probability that a transmitted packet encounters a collision P co . P co is the probability that at least one of the N − 1 remaining nodes transmits in the same time slot. If all nodes transmit with probability ν, P co is given by
where N is the number of nodes. The probability of having CCA 1 busy ρ is given by the summation of the probability of finding a channel busy during CCA 1 due to data transmission (ρ 1 ) and the probability of finding a channel busy during CCA 2 due to ACK transmission (ρ 2 )
where
with L ack as the length of the acknowledgement. The probability that CCA 2 is busy is given by
p 0,0,0 is the approximate stationary distribution of the Markov chain and given by [22] 
where m = MaxBackoffs, W o = 2 M inBE , n = MaxF rameRetries, and L s is the time period of successful transmission and is given by the following relation:
Here, L is the total length of the packet including overhead and payload, t ack is the acknowledgment waiting duration, and IF S is the interframe spacing.
where L o is the idle state length and p o is the probability of going back to the idle state.
Equations (2), (5), and (6) can be solved to find the values of ρ, σ, and ω, respectively.
The average estimated delay is given by
T s and T c are the time durations of successful and collided packet transmissions, respectively. χ j is the occurrence of successful packet transmission at time j + 1 given that at time j, the transmission is unsuccessful. χ t is the occurrence of successful packet transmission within n attempts
B i is the occurrence of a busy channel for the ith time and then an idle channel at the i + 1th time, and B t is the successful sensing event in m attempts. The estimated delay from this analytical model that has been initially proposed in [22] is utilized by the medium-access schemes described in the following section.
VI. PRIORITY-AND DELAY-AWARE MEDIUM ACCESS IN WSANs
We consider a WSAN that aims to monitor and control delaycritical data in a smart-grid environment. We assume that the data collected by certain sensors have high priority and should be delivered with minimum end-to-end delay.
The presented schemes include an adaptation module which facilitates the interaction of the application layer with the MAC and physical layers. Those priority and delay-aware techniques aim to reduce the end-to-end delay by estimating the delay of critical data and then insuring that these data are delivered to the destination with minimum delay. Each node in the PAN initially implements the delay-estimation algorithm that estimates the expected delay based on the model described in Section V. Thus, a node makes a decision based on the delay estimation algorithm by making the MAC sublayer respond to the specific delay requirement of the application.
If a node finds out that the estimated delay is higher than a predefined threshold τ TH , then the application layer places a flag in the application layer header, indicating that lower layers should treat the packet accordingly. Thus, upon the arrival of those packets to the MAC sublayer, it requests the physical layer to make changes in its parameters.
In DRX, the MAC sublayer requests the physical layer to reduce the CCA duration from eight to four symbol periods (from 128 to 64 μs). In doing so, the physical layer senses the channel in half of the regular CCA duration and reports the results to the MAC sublayer. Thus, this node can acquire the channel and get to transmit its data before other contending nodes. If the node finds the channel busy, it invokes the BO algorithm as described in [20] . In this scheme, we assume that there are no devices transmitting at the same frequency band other than the IEEE 802.15.4 nodes to avoid any possible coexistence problems. Algorithm 1 describes the DRX scheme. Initially, the application layer evaluates the captured data and decides if the priority of the monitored parameter value Φ is beyond an acceptable threshold (i.e., higher or lower than normal limit values [23] ). Then, the algorithm invokes the delay estimation process E[D]. If the estimated delay is found to be higher than the threshold τ TH value (different delay thresholds for deferent smart-grid applications are obtained from [23] and used later in Section VII), then the CCA duration is divided by two; otherwise, the algorithm does not make any changes on the physical-layer parameters and transmits the data using a regular CCA duration process. The second presented scheme includes an improvement to the DRX scheme. The DRX scheme aims to reduce the endto-end delay without taking other nodes in the PAN into consideration. The proposed FDRX scheme can achieve the delay reduction and additionally allow other nodes to transmit fairly. Similar to the DRX scheme, the FDRX scheme initially implements the delay-estimation algorithm described in [22] . Based on the resulting values of the delay estimation, the MAC layer responds to the delay requirement of the application. The main difference between the DRX and the FDRX schemes is that the latter yields to other nodes in the PAN periodically to allow them to transmit. Thus, FDRX is fairer to other nodes.
In the FDRX scheme, the MAC sublayer requests the physical layer to reduce the CCA duration from eight to four symbol periods (from 128 to 64 μs). This request is done based on a predefined yielding intensity α. The value α varies from zero to one; zero means the node is not yielding to other nodes (corresponds to DRX) and one means that node uses the default IEEE 802.15.4 MAC settings. The fairness property is added to ensure that a node only utilizes this scheme for a short period of time and then inverts back to default to allow other nodes to transmit.
VII. PERFORMANCE EVALUATION
We implement the DRX and FDRX schemes in the QualNet [24] network simulator platform. The priority-and delay-aware medium-access schemes are tested with different numbers of nodes and traffic conditions. Furthermore, to investigate the performance of the DRX and the FDRX schemes in realistic smartgrid environments, we consider smart-grid-specific shadowing deviation and path-loss properties. In addition to that, the simulation parameters are selected similar to that of the analytical model described in Section V. We use a beacon-enabled star topology having N nodes and a coordinator, where N varies from 10 to 40 in each simulation scenario. We assume that the IEEE 802.15.4 MAC protocol is operating in the 2.4-GHz band with a maximum bit rate of 250 kbps. All nodes transmit constant bit rate (CBR) traffic. We assume that one node receives high-priority packets during the simulation time. The transmission range is set to 50 m, and all the nodes are in the same PAN. Each simulation is run for 300 s, and each result represents an average of ten runs. In the initial simulations, we set the delay threshold τ TH to 0.400 s (following actual delay bound requirements presented in [23] ). We assume that all nodes transmit with sufficient power, i.e., all nodes can reach the PAN coordinator. We also assume that noise factor is constant throughout the entire simulation. Table I shows the default parameters used in the simulations, and the remaining parameters are taken from [20] . We compare the performance of the presented schemes with an existing QoS supporting scheme [7] in terms of endto-end delay and packet delivery ratio. The scheme presented in [7] reduces the back-off time of a contending node to make it back off for a shorter period and then the rest of the nodes. The authors reduce the back-off time by reducing the value of the BE. We also compare our results to [8] where the authors reduce the number of CCAs performed in high-priority nodes from two to one and perform frame tailoring to avoid collision. Fig. 2 shows the relation between the average end-to-end delay and the number of nodes in the default IEEE 802.15.4 MAC settings, the modified back-off time (MBOT) scheme of [7] , the single-CCA scheme [8] , and the FDRX and DRX schemes. An obvious reduction in the end-to-end delay in the DRX scheme against the default IEEE 802.15.4 MAC settings and MBOT scheme is observed. Furthermore, there is a slight improvement in the delay when using DRX compared with the single-CCA scheme [8] . The significance of this delay reduction is illustrated more clearly in a smart-grid case study at the end of this paper. We also see that the DRX scheme has a higher impact on delay reduction compared with the FDRX (α = 0.5) scheme. α = 0.5 implies that FDRX is yielding 50% of the time. This higher delay reduction is obtained because the DRX scheme allows the node to utilize the channel more often and does not share the resources with other nodes in the PAN. On the other hand, FDRX is considered to be fair because it yields off to other nodes to allow them to transmit their data; hence, we observe that the delay reduction is less than the DRX scheme. It is also seen that the FDRX scheme performs slightly better than MBOT scheme. Fig. 3 shows the percentage of data packets received by the PAN coordinator (packet delivery ratio) from an individual node versus the number of nodes for the default IEEE 802.15.4 MAC settings, MBOT scheme, the single-CCA scheme [8] , and the FDRX and DRX schemes. The packet delivery ratio drops as the number of nodes increase since the number of collisions is proportional to the number of nodes in the PAN. As seen in the figure, the DRX scheme performs better than the default IEEE 802.15.4 MAC settings and the single-CCA and MBOT schemes. We also observe that the FDRX scheme has a slightly higher percentage of delivery ratio than the default IEEE 802.15.4 and MBOT scheme. Again, DRX performs better in terms of packet delivery ratio, because that node transmits at higher rate compared with other nodes in the PAN. The FDRX scheme comes next in terms of the packet delivery ratio because it is yielding to other nodes.
To show the effect of different CCA durations and why we choose to divide by two in our schemes, we investigate the effect of reducing the CCA symbol duration on the average endto-end delay. Fig. 4 shows the effect of changing the CCA symbol duration from the default value (eight symbol durations) to the DRX value (four symbol durations). We can see that the average end-to-end delay starts to increase as the symbol duration increases. The results presented in Fig. 4 will assist in selecting an optimum value for the CCA symbol period that will minimize the end-to-end delay and maintain acceptable packet collision rate in the entire PAN.
We further investigate the effects of the yielding intensity α of the FDRX scheme on the performance of the WSAN. This investigation will assist in optimizing the value of α to obtain certain delay bounds, packet delivery ratio, as well as packet collision rates. Fig. 5 shows the effect of yielding intensity α on the average end-to-end delay of a particular node implementing the FDRX scheme. As α increases, the average end-to-end delay also increases for all numbers of nodes. This is because when the yielding intensity approaches one, the scheme converges to the default setting, and as it approaches zero, it converges to DRX. Hence, based on the application and the delay bound requirements, we may select certain values of α which guarantee delay reduction and fairness at the same time. 6 shows the effect of the yielding intensity α on the packet delivery ratio of a particular node implementing the FDRX scheme. The results presented in this figure agree with the general behavior of the FDRX protocol, i.e., as α increases, the packet delivery ratio decreases. This is because the node implementing FDRX at lower α values will acquire the channel more often than the rest of the nodes and hence have a higher packet delivery ratio.
We further investigate the effect of the DRX and FDRX schemes on the energy consumption of sensor nodes. We assume the use of the energy model of the MicaZ nodes [25] . In  Fig. 7 , the energy consumed in the transmit mode is slightly higher for DRX and FDRX schemes than the default settings since the nodes implementing these schemes will have the opportunity to transmit more often than their neighboring nodes. However, the increase in energy consumption is not significant (only 0.9%) compared with the increase in the packet delivery ratio and the reduction in the end-to-end delay.
We also investigate the effect of different yielding intensities α on the energy consumed in a node implementing the FDRX scheme. The value of α can be adjusted according to the power requirements of individual nodes. Fig. 8 shows the effect of α on the energy consumed in the transmission mode. Again, as α approaches 1, we get a performance close to the default settings.
In the previous set of results, we have investigated the effect of the DRX and the FDRX schemes on the performance of the node implementing these schemes. In the next set of results, we investigate the effect of implementing these two schemes on the overall WSAN performance in terms of the number of packets being lost at the sink due to collision. We use the same assumptions made in Section VII.
Furthermore, to have a wider perspective, we compare the impact of two CCA methods, namely, CCA with energy detection and CCA with carrier sensing and energy detection, on the network performance. Fig. 9 shows the number of packets lost due to collision at the PAN coordinator in the entire WSAN. In this set of simulations, we use carrier sensing with energy-detection method. We observe that as the number of nodes increase, the number of packets lost due to collisions also increase, as expected. We also see that as the number of nodes increase, the packets lost in the DRX scheme becomes higher than the default IEEE 802.15.4 MAC settings. This slight increase of packet lost due to collisions is experienced by nodes that do not implement the DRX scheme since they fail to have their data transmitted to the PAN coordinator due to packet collisions. In the worst-case scenario, when the number of nodes is 40, the difference in the number of packets lost due to collision at the PAN coordinator is approximately 6%. However, for a lower number of nodes (10-20 nodes) , the difference between the packet lost due to collision is negligible. Fig. 10 shows the number of packets lost due to collision at the PAN coordinator in the entire WSAN. In this simulation, we use the energy-detection method. We also see that as the number of nodes increase, the packet loss also increases and the difference is negligible at a lower number of nodes. However, we can see that the number of packets lost is very much higher than that of the carrier sensing with energy-detection method (Fig. 9 ). This agrees with the theory explained in Section III and presented in [19] .
Figs. 11 and 12 show the number of packets lost due to collision at the PAN coordinator in the entire WSAN in the FDRX scheme for different yielding intensities with the energydetection and carrier-sensing methods, respectively. The trend of the results presented in these figures agrees with the general results presented previously. It is worthy to note that if the application requires certain bounds on the data delivery from the entire WSAN, we can choose certain values of α to maintain certain levels of packet collisions and end-to-end delay at the same time.
We now investigate the performance of the DRX and FDRX schemes in a real smart-grid environment by taking the effect of the path loss models into consideration. The path loss is defined as the difference (in decibels) between the transmitted and received powers, which represents the signal level attenuation caused by free space propagation, reflection, diffraction, and scattering.
There are three types of path loss models, namely, empirical models which are based on data measurement, deterministic models which depend on the geometry of the site, and finally, semideterministic models which are based on empirical models in addition to deterministic models. In this paper, we investigate the performance of our two schemes in both empirical and deterministic path loss models. For the deterministic path loss model, we consider the two-ray path loss model for an outdoor environment (i.e., transformers in a substation) where there is normally two signal paths, one is direct from the sensor node to the sink and the other is reflected through a metal object or through the ground. The other deterministic path loss model that we consider is the TIA/ANSI Joint Technical Committee (JTC) path loss model for the personal communication service (PCS) bands for indoor areas, recommended by a technical working group for the 1900-MHz PCS bands [26] . We took the parameters for path loss calculations in the indoor as well as outdoor environments from [26] .
For the empirical path loss model, we follow the work presented in [12] , where the authors have conducted experiments with actual sensor nodes operating in the 2.4-GHz industrial, scientific, and medical bands with an effective data rate of 250 kbps. The work in [12] is performed to measure the link quality indicator and the received signal strength indicator with certain radio propagation parameters for different electric-power-system environments. Their experimental studies showed that their results provided more accurate multipath channel models than the Nakagami and Rayleigh models. Therefore, we simulate the DRX and FDRX schemes in similar environments to that of [12] , namely, outdoor 500-kV substation environment, indoor main power room, and underground transformer vault. We use the following values for channel propagation parameters: outdoor substation (path loss = 3.51 and shadowing deviation = 2.95), indoor main power room (path loss = 2.38 and shadowing deviation = 2.25), and underground transformer vault (path loss = 3.15 and shadowing deviation = 3.19). We assume that the channel is having a lognormal shadowing model with a shadowing mean of 2.25 dB and that all sensor nodes are operating in non-line-of-sight mode. Table II shows the number of data packets lost due to collision at the sink considering three different electrical power environments for the default settings and the DRX and FDRX schemes. In this scenario, we used 15 nodes and overloaded the nodes with CBR traffic to test the scheme in extreme traffic conditions. We observe that the DRX and FDRX schemes out perform the default settings. We also see that the results for the JTC path loss model is close to the indoor empirical path loss model and that that the two-ray model is somehow close to the outdoor 500-kV substation model for this simulation scenario.
A. Case Study
As a case study, we consider three critical smart-grid monitoring applications that have strict end-to-end delay requirements. These applications are capacitor bank control, fault current indicator, and transformer monitoring [23] . We obtained the functional requirements for these applications from [23] . We evaluate the performance of a WSAN with priority-and delay-aware medium-access schemes for those smart-grid applications. For this set of results, we consider a WSAN with 40 nodes in a star topology, where the sensor nodes monitor certain parameters such as current or voltage and transmit their data to a PAN coordinator. We assume that the PAN coordinator is connected to a high-speed network, e.g., ethernet passive optical network; hence, the delay from the PAN coordinator to the user is negligible. We simulate the WSANs using the default IEEE 802.15.4 MAC settings and the DRX and FDRX schemes. In Table III , we observe that the default IEEE 802.15.4 MAC setting has higher latency than the functional requirements of all applications, while both DRX and FDRX schemes succeed in reducing the latency below the functional requirements. The DRX and FDRX schemes are able to reduce the end-to-end delay by 60 and 35 ms, respectively.
VIII. CONCLUSION
In this paper, we performed a comprehensive performance evaluation of priority-and delay-aware medium-access techniques that respond to the delay requirements of smart-grid applications by predicting the end-to-end delay and creating cross-layer measures. These schemes achieve delay responsiveness by modifying the parameters of the physical layer of the IEEE 802.15.4 protocol.
The first scheme, namely, DRX, first estimates the end-toend delay. If the packet is from a critical smart-grid application that has high priority and if the estimated delay cannot meet the delay requirements of this application, then DRX reduces the CCA duration in order to allow the high-priority packet to access the medium before other contending packets. The second approach, namely, FDRX, incorporates fairness into delaysensitive data transmission by yielding other nodes periodically.
Our results show that DRX and FDRX schemes are able to reduce the delay for high-priority data while maintaining acceptable packet loss values. The DRX scheme has a higher effect on the end-to-end delay reduction compared with the FDRX. However, the DRX scheme does not take fairness into consideration; on the other hand, FDRX shows more flexible results and provides fairness to other nodes in the WSAN.
The delay reduction achieved by DRX and FDRX will enhance the smart-grid operation in situations where sudden changes in loads or the generation cycle take place. The performance of DRX and FDRX schemes were further evaluated by taking the shadowing and path loss of actual electric power systems into consideration. The results of this evaluation showed that the DRX and FDRX outperformed IEEE 802.15.4 with the default settings in the considered smart-grid environment. We further performed a case study to show the effectiveness of the DRX and FDRX schemes in the reduction of the latency of actual smart-grid functional requirements.
As a future work, we intend to study the performance of the proposed schemes in the existence of interfering nodes such as WiFi devices. Furthermore, we plan to implement those schemes in a smart-grid test bed.
