Abstract. Mathieu's differential equation, y" + (a -2q cos 2x)y = 0, admits of solutions of period ir or 2x for four countable sets of characteristic values, aiq), which can be ordered as ariq), r = 0, 1, • • -. The power series expansions for the ariq) converge up to the first double point for that order in the complex plane. [At a double point, ar(g) = ar+2iq).] The present work furnishes the double points for orders r up to and including 15. These double points are singular points, and the usual methods of determining the characteristic values break down at a singular point. However, it was possible to determine two smooth functions in which one could interpolate for both q and aTiq) at the singular point. The method is quite general and can be used in other problems as well. |
1. Introduction. Mathieu's differential equation (1.0) y" + ia-2q cos 2x)y = 0 admits of four countable sets of characteristic values, ariq), corresponding to which the solutions yix) are periodic, and of period tt or 27r. These four sets are associated with solutions defined below. When q = 0, ariq) = bTiq) = r2, r = 0, 1, • • -, and the corresponding solutions are yiq, r2, x) = cos rx, uiq, r2, x) -sin rx* If q 9e 0, the four sets of eigenvalues are distinct, and there is only one periodic solution corresponding to a characteristic value. The second, independent solution of (1.0), associated with the eigenvalue, is not periodic.
If q is real and different from zero, it is known that the eigenvalues are all real and simple. They can be ordered as follows: a0 < bi < ai < b2, < • ■ ■ , q > 0 a0 < ai < bi < b2, < ■ ■ • , q < 0 .
If g is real, the sets {ariq)} and {briq)\ are characterized by (1.14) and (1.15) below : (1. 14) The solutions yiq, ar, x), uiq, br, x) have r zeros in the interval 0 ^ x < it .
(1.15) As q -* 0, ariq) -> r2, bTiq) -» r2-valid in the complex g-plane .
Another important property is given in (1.2); it holds in the complex g-plane. (1.2) a2m( -g) = a2m(g); o2m(-g) = b2Aq) ; a2m+ii~q) = b2m+iiq) .
Power-series expansions for the characteristic values, as functions of g, were first developed by Mathieu [4] . An algorithm, suitable for computers, by means of which one may obtain the successive coefficients of the power series has been given in [6] , The radii of convergence of these power series, however, remained largely unknown since these depend on a knowledge of the double points (singular points) in the complex plane. The present work supplies these singular points for orders r ^ 15.
Mulholland and Goldstein [5] published the first multiple eigenvalue. They found that for imaginary g, namely g = is, there is a singular point at s = 1.468 • • • where a0(g) and a2(g) have a common value. [It can be shown that, aside from the origin, double points can arise only between members of the same set; there can be no double points connecting orders of different sets.] The value of a(g) at the singular point, however, was obtained in [5] only in the order of magnitude. These authors noted that a0 and a2 are real up to the singular point, and become complex conjugates of each other after the singular point. They conjectured that if g is purely imaginary, similar situations will hold for a\m and aim+2, for all m, and for b2m+2 and b2m+t. [It should be noted that the eigenvalues of odd order have no singular points on the
90°-ray.]
Bouwkamp [2] verified and improved the first singular point, giving s = 1.468769, but he gave the value of a(ç) to only 3 decimals, namely a = 2.088. The value of a(g) at a singular point is indeed difficult to obtain by the methods employed by the authors cited. In the method to be explained below this difficulty disappears. Moreover, the procedure is general and is applicable to other problems as well.
From (1.0) and (1.2), it is sufficient to determine a(g) and the singular points for values of q in the first quadrant of the complex plane. For, if ar(g) and 6r(g) are known for q = p exp Oi<p), then ar( -g) is known from (1.2). Moreover, an examination of (1.0) shows that 5r(g), [or 5r(g)], when associated with yiq, ar, x), [or uiq, br, x)] satisfies (1.0) when g is replaced by g. Hence, in what follows, define (1.3) g = pe**, 0 < <p è 90° ; ar(q) = arip, <j>) .
[Values on the real axis will not be discussed, since they are amply tabulated, and there are no multiple eigenvalues, except when q = 0.] 2. Auxiliary Functions, Useful near a Singular Point. The continued-fraction method formed the basis for the present calculations. A full discussion of the method is given in [1] . In addition, a comprehensive code now exists [3] for obtaining all solutions of Mathieu's equation, including the eigenvalues, for q > 0. A part of this code was modified to operate with complex arithmetic. Certain other modifications the double points of mathieu's differential equation 99
were necessary, since one could no longer assume that all eigenvalues are simple ones. For the sake of conciseness, the derivation of the particular continued fraction forms will not be repeated here. The availability of [1] will be assumed and only the necessary modifications will be explained below. In essence, there is a complex-valued function, say Tia, q), such that, a necessary and sufficient condition for a(g) to be an eigenvalue is that Tia, q) = 0. The order, r, is not determined. It is obtained from continuity beginning with the eigenvalue for p = 0, where the order is known and continuing at an interval, Ap, (for a fixed <p) which is sufficiently small for adequate extrapolation of a first approximation. In the discussion to follow, the symbols ar and ar(g) will be used to imply members of any one of the four sets, since the discussion applies equally well to those eigenvalues giving rise to odd solutions as to even solutions. In the few cases where a distinction between the two is made, the fact will be stated. For brevity let In practice, convergence to within a preset tolerance was obtained after four iterations or less in the great majority of cases; rarely were more than 9 iterations required. Suitable precautionary tests have to be included to insure that the new approximation, ark, is within a reasonable distance from arip -h, d>), so as to insure that the approximation approaches the rth eigenvalue and no other. Consider the Taylor series for T (a, g), namely
Dropping terms in (Aa)3, and solving for a zero of Tia + Aa, q), one obtains
The approximation (2.05) is more suitable near a singular point than (2.03). Since the terms in (2.04) are in general complex numbers, the sign of a is more difficult to determine than in the real case. Let (2.06) wi = HTi/T2)2 -02To/T2))112, assuming that one of the two values of the radical has been taken. Define
If the iterative process is to converge, then eventually | Aa\ should approach zero.
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It is therefore reasonable to choose that value of Aa which is smaller in magnitude. The ambiguous case, when both values of Aa are equal in magnitude, occurs only in exceptional cases near a singular point. The method of dealing with it will be further discussed in Section 3.
Consider (2.05) when (2.10) \Ti/T2\2»\2To/T2\ .
Let us factor iTi/T2)2 from the radical; in view of the assumption (2.10), the radical can be expanded by the binomial theorem and is in fact determined-again because we choose the smaller of the two possible values of | Aa|. In this case (2.05) reduces to ( 
It is clear that Aa of (2.11) differs little in nature from (2.02). This situation will be true in regions where \Ti\ is sufficiently large.
On the other hand, consider a region where
Again factoring the numerically dominant term of the radical, one obtains
In (2.13) the behavior of Aa is radically different from that in (2.02). Whether or not the eigenvalue aiq) is a simple one, Tiak, q) must approach zero as ak approaches a(g). If a(g) is not a simple eigenvalue, 7\ will also approach zero, in such a way that (1 -iTi2/ToT2))U2 remains finite. The radical i-2To/T2)1/2 in (2.13) gives an insight into the behavior of a(g) near a singular point. Suppose ar(g) = ar+2iq). As the branches ariq) and ar+2(g) are generated, the values Tiak, q) will tend to be the same, when the ak of the two branches approach each other-as they must. Let (2.14)
assuming either choice of the radical. It is to be expected that if Aia = i -Ti/T2) + w is a suitable increment for a^g), then A2a = i-Ti/T2) -w will be the corresponding increment for aî:+2(g).
It is important to observe the following: Near a singular point, the radical in (2.13) is eliminated in the functions (2.15) and (2.16) defined below. The functions FAiq) and FBiq) are smooth in the neighborhood of the singular point, when T2 is smooth. They may have singularities elsewhere. For example, if ar(gi) also has a double point with ar_2(gi), but not with ar+2(gi), then in the neighborhood of qi, FA and FB will mirror the singularities at this point, and they will not be smooth functions. However, the fact that both F^4(g) and FBiq) are smooth near the singularity is of great importance in computation. For it permits us to by-pass a region close to the singular point, and to obtain the value of q at which aiq) is singular by interpolation in a smooth function. In this way the double eigenvalue can be obtained to any preassigned accuracy.
From a knowledge of FAiq) and FBiq), both ar(g) and ar+2(g) are determined, up to an ambiguity of the subscripts. Thus let (2.20) ariq) = ft + idi, ar+2iq) = c2 + id2.
Then (2.21) FAiq) = Hft + c2) + tj(di + d_) = FAi + iFA2,
Three cases arise: Case 1. FB2 9e 0. Then (c2 -Ci) and (d2 -di) are different from zero. Define
Substituting (2.23) into (2.22) one obtains
Observe that X must have the sign of FB2. From (2.24) X is known; namely
Since the radical in (2.25) is always greater than \FBi/FB2\, the sign of X is the same as the sign of p. However, it has already been noted that X must have the sign of FjB2. It follows that p is uniquely determined by the sign of FB2, and so is X. With X known, (2.22) yields 
, with the smaller intervals for low orders r. Along with ar(ç) and ar+2(g), which were computed simultaneously, the functions F^4(g) and FBiq), defined in (2.15)-(2.16), were also generated. This phase of the computations was performed with 8-significant digit arithmetic, using an IBM 7094 computer. Since the power-series expansion for ar(g) converges for sufficiently small values of \q\, the code [3] was adequate in a region where [g| i= Ah, h = Ap. Thereafter, for a fixed d,, the extrapolation routine of [3] was used. From this point on modifications had to be introduced, as outlined below.
Given an approximation arkiq), fc = 0, 1, ■ • -, one obtained T0, Ti, T2, as defined in (2.01). The next approximation depended on the magnitude, |7\|, as follows:
Case (a). If |Ti\ ^ 0.1, the method of (2.02)-(2.03) was adequate.
Case (b). If [ T*i| < 0.1, formula (2.05) was used. It remains to be explained how <r was chosen. For even orders on the 90°-ray, ar(g) is real up to the singular point connecting ar(g) and ar+2(g), and thereafter the two become complex conjugates of each another. The sign of the imaginary component was taken so that the values on the 90°-ray would be continuous with those obtained on a neighboring ray-taken here as <p = 89.99°. [Actual computation of ar(ç) on this ray was made within the computer, in the neighborhood of the point where an imaginary component began to enter.] It turned out that in all cases, the imaginary component of a4r(g) was negative, and that of air+2 positive, in the immediate neighborhood of the singularity. In the case of the eigenvalues associated with odd solutions of (1.0), bir+2 had a negative imaginary component and bir+i had the positive component. [In [5] , the authors also assigned the same signs to the imaginary component in the few cases they treated, from considerations of the asymptotic behavior of the functionsnamely the fact that on the real axis, ar -> br+i-However, the asymptotic behavior beyond the singular point is not the same on the imaginary axis as it is on the real axis, and there is as yet no proof that the property in question holds on the imaginary axis.]
On other rays, that value of Aa was chosen which gave the smaller magnitude of | Aa|.* Ambiguity, when both values of | Ao| were the same up to a pre-assigned tolerance, could occur only in the very close vicinity of a singular point. Since this first tabulation was a coarse grid in the complex plane and the singular points form only a countable set, the probability of ambiguity was small. An indication of any ambiguity was read out for further examination and one additional test was performed. Of the two possible choices of akiq), that one was taken which made |ar(p -h, <p) -akip, <t>)\ least. In all cases, the ambiguity was resolved within the computer. [Part of this coarse tabulation will be published in book form at a future date.] For the higher orders, it was necessary to carry the calculations considerably beyond p = 100, in order to explore regions containing singularities.
A necessary and sufficient condition for a singular point is that both the real and imaginary components of FBiq) equal zero. It was therefore only necessary to inspect the tabulations for changes in sign of FJ3i, and to note whether FB2 also changed sign within the same region. This inspection did not require a computer.
Phase 2. This consisted of a more elaborate routine, carried out with double-precision arithmetic around the region in the (p -<t>) plane where a double point was expected. It will be easiest to give an example. * In the case of odd orders, this choice was also made on the 90°-ray.
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The "critical" region read into the computer was processed, and in a second attempt, the 0-region was reduced to <po = 30.5° (initial value of <t>), <¡>i = 29° (final value of d>). Po = 17.6, initial value of p, pi = 18.8, final value of p. h = Ap = .05, A<j> = -.05°.
The computation began with the first ray, d> = 30.5°. On that ray, a4(g) and a6(g) were generated simultaneously, beginning with p = 0, by the method explained in Section 2. [In this region, no singularity connecting these two orders exists.] Beginning with po a new method was used for extrapolating an approximation to a»iq) and ae(g), since these functions are not smooth near the expected singularity. In this range the extrapolation was on the functions FAiq) and FBiq); not on ar(g) and ar+2(g). From the extrapolated values of FA and FB, ar° and ar+2 (the first approximation) was obtained through (2.30) and (2.31). Let
the sign of r in (2.30) was chosen so that U was the lesser of the two values of U. If both values of U were the same, the first r tested was assigned. Since convergence of the successive iterations guaranteed that the final value obtained was an eigenvalue, to within an assigned tolerance, the possible ambiguity of the initial approximation could only mean that the value might have converged to ar+iiq) rather than to ariq). Such a situation would not affect the eventual determination of the double point. With this initial approximation, either (2.02)-(2.03) or (2.05) was used, depending on the magnitude of |!Ti|. In practice the initial approximation started with the computation of ar+2(g). Once this value was obtained to within the required accuracy, the extrapolated value of FAiq) and the known value of ar+2(g) determined the initial approximation for ar°. At the interval chosen, the extrapolated value of FA (g) was good to at least 4 decimal places-in many cases it was good to 8 decimals. This assured that the initial approximation would converge to the companion-eigenvalue, ar. A test was made after ar(g) was obtained. If FAiq), as computed from the generated values of ar+2(ç) and ar(g), differed by more than a preassigned, close tolerance from the extrapolated value of FAiq), this value of ar was discarded, and the value obtained from extrapolation was entered. A warning was read out, for a posteriori examination. [It turned out that in practice, no such warnings were read out in the computations leading to the published eigenvalues.] Another test was made upon the set ar+iiq), ar(g). Such a test was necessary, since close to a singular point, an initial approximation to ar+2(ç) might indeed have converged to ar(g). This test consisted of the following. Whenever Ui ^ U2, the values ar+2(g) and ariq) were accepted. Whenever this was not true, the subscripts were interchanged, and a warning to this effect was read out. In practice, there were several such interchanges. Examination of the final results indicated that the interchange was indeed necessary.
Once a set ar+2(g) and ariq) was computed, the associated values of FAiq) and FBiq) were obtained and stored. For a fixed d>, the stored values of FBi were tested for a change of sign, as successive values of p were entered in the tabulation. Once a change of sign was noted, tabulation continued until there were at least 9 values in storage, with at least 4 values beyond the sign change. When that was available, Aitken's method was used to compute p" where FBiip/) = 0. Corresponding to this value of p, values of arip" d>) and ar+2ips, <p) were generated from first principles, and corresponding value of FB2 was obtained. This ended the computations for that particular value of <j>. The interpolations were made with both 8-point and 7-point formulas, and both sets of results were stored. The computations then proceeded to the next <j> of the grid. When at least 4 values of <p had been stored, the values of FB2ips, d>3) were tested for a change in sign. Once a change in sign was noted, only 4 additional values of <p were processed. The value of <t>d for which FB2ips, <p) = 0 was again obtained by Aitken's method. Once fa was obtained, the corresponding value of pd at the double point was again obtained by Aitken's method, from interpolation in the tabulated values of ps. In a similar manner, FA (p<¡, <pd) was obtained by interpolation.
The value of ar(g) = ar+2(g) = FAipd, <j>d) was read out, along with corresponding values of T0, Ti, T2. Table 1 , which follows, shows the behavior of the functions ps(<#>) and of FB2ips, d>) for the present example, along with the interpolated values of <t>d, Pd, and ar(g) at the double point. In all cases, acceptably small values of |Fi| were noted.
Two further checks were performed. Whenever the interpolations by the 8-point and 7-point formulas differed before the 9th decimal place, they were discarded, and a finer grid in p, <p or both was processed. In addition, the following functions were differenced, by ordinary or divided differences :
Argument
Dependent function Type of differences FB2ip" <f>) d> Divided differences <t> psi<}>) Ordinary differences <p FAi and FA2 Ordinary differences
The numerically largest differences, of orders 2, 4, 6, 7, 8 were read out of the computer for a posteriori examination. Whenever the 8th difference would have affected the 8th decimal place of the final result, the computations were discarded, and a finer grid was processed. The entries in Table 3 show that 6i(g) has no double points when g is in the first quadrant of the complex plane. However, since 6i( -g) = ai(g), there is a double point of 6i(g) in the third quadrant-and also its conjugate in the second quadrant. From the present tabulation, it is now known for the first time that the power series expansions for ai(g) and a3(g) converge up to p = 3.7699 • • • . Similarly, one may obtain the limit of convergence of the power series for orders up to 15 from the present tabulation. Tables 2 and 3 , listing the first double point, the second point, etc., it seems plausible that all the double points have been obtained for orders less than or equal to 15. However, there is as yet no mathematical proof of this conjecture. It is hoped the present tabulation will aid in obtaining more accurate asymptotic approximations in the various regions of the complex plane. With the aid of these, it may be possible to describe more completely the behavior of the eigenvalues for large values of |g|.
If one rearranges the values in

