It could be argued that all psychometric modeling starts and ends with the assessment of dimensionality, that is, with the determination of the number of latent psychological attributes that are measured through a set of indicators (e.g., questionnaire items, subtest scores). Psychometrics starts with dimensionality assessment because some idea of how many attributes one intends to measure, however implicit, guides the test construction and item selection process, as well as the psychometric models one subsequently entertains as viable candidate models for the data. Ideally, it also ends with dimensionality assessment in that when the fog clears and validity issues begin to be settled, a picture emerges of which psychological attributes are measured by the test items; clearly, this question cannot be answered without simultaneously resolving the dimensionality issue.
The importance of dimensionality assessment, however, extends beyond purely psychometric issues pertaining to test construction, as dimensionality assessment impacts the research questions that psychologists pose and, as a result, the answers they obtain. For instance, via identification of item clusters, dimensionality assessment steers the allocation of items to subscales. This not only determines which subtest scores are analyzed in empirical data analysis, but also significantly influences the interpretation of latent variables hypothesized in psychological research. This interpretation may in turn result in revisions of theory concerning the nature of the psychological construct under consideration. In this way, procedures aimed at determining dimensionality play a central role in psychology; not just in the development of psychological tests, but also in the revision of interpretations of psychological constructs, and thus in the development of psychological theory (Cronbach & Meehl, 1955; Gorsuch, 1983; Haig, 2005a Haig, , 2005b Mulaik, 1987; Rummel, 1970) .
The most widely used, and in this sense most important, way of investigating dimensionality is through the statistical method of exploratory factor analysis (EFA) and related models (e.g., principal component analysis; Lawley & Maxwell, 1971) . The influence of this method pervades many different areas in psychology. For instance, EFA has played an important role in the development of the five-factor model of personality (Costa & McCrae, 1985; Goldberg, 1990) , the theory of childhood psychopathology associated with the Child Behavior Checklist (CBCL; Achenbach, 1966 Achenbach, , 1991 , and the Cattell-Horn-Carroll model of the structure of cognitive abilities (Carroll, 2003; Cattell, 1941; Horn, 1965) . Many other examples could be listed, as EFA is one of the most widely used statistical techniques in the psychological science (Fabrigar, Wegener, MacCallum, & Strahan, 1999) . In the past decades, confirmatory methods, such as item response theory modeling and confirmatory factor analysis (CFA), have been added to the repertoire for dimensionality assessment, and a good deal of work has gone into the development of heuristics to facilitate the process (Fabrigar et al., 1999; Henson & Roberts, 2006; Zwick & Velicer, 1982 .
Notwithstanding the availability of these statistical tools, the evaluation of dimensionality remains difficult. For instance, in the area of cognitive abilities research, there is currently a lack of consensus on whether the g factor (general intelligence) can be equated with some of the more specific common factors, such as working memory or fluid reasoning (e.g., Ackerman, Beier, & Boyle, 2005; Matzke, Dolan, & Molenaar, 2010) . Given the lack of sufficiently elaborate theory, research relies heavily on the intercorrelations among common factors as a source of information concerning dimensionality, conditional on the specified factor structure. Similar issues arise in psychopathology research, where some of the most prominent debates concern the origin of covariation between symptoms of two or more disorders (e.g., Angold, Costello, & Erkanli, 1999; Cramer, Waldorp, van der Maas, & Borsboom, 2010; Lilienfeld, Waldman, & Israel, 1994) . For instance, the co-occurrence of symptoms of anxiety and depression is typically subject to many different explanations, ranging from those that view the disorders as different points on the same continuum to those conceptualizing them as empirically and conceptually distinct phenomena (Clark, 1989) .
It would thus appear that EFA and related methods, which work purely on the observed covariation between the items, 1 do not always have sufficient resolution to firmly clinch dimensionality issues. However, it is not entirely clear why dimensionality assessment is so difficult. In the light of work done in the field of quantitative genetics (e.g., Boomsma & Molenaar, 1986; Martin & Eaves, 1977) , we propose that one of the possible reasons underlying this difficulty is that item covariation, upon which EFA and related methods work, may be the result of genetic and environmental influences that differ from each other in dimensionality and structure. In the current article, we study the relationship between item covariance structures, on the one hand, and the underlying genetic and environmental covariance influences giving rise to such structures, on the other. This relationship, as we will show, may be such that it hampers obtaining a clear phenotypic dimensionality (i.e., dimensionality assessed on the basis of observed item covariation only). Incorporating genetic information in item analysis may yield a deeper understanding of the number of latent variables measured through the test scores. This provides important insights and research opportunities in the context of dimensionality assessment.
The structure of this article is as follows. We first introduce genetic factor modeling as applied in the classical twin design, and note that the genetic and environmental influences underlying the observed item covariation do not necessarily resemble each other in structure. This fact, in turn, may have implications for dimensionality assessment. We illustrate using (a) a simulation study and (b) an empirical example on childhood internalizing psychopathology. Before addressing these issues, however, it is necessary to cover the basics of the genetic factor model as applied in the classical twin design.
Genetic Covariance Structure Modeling and the Twin Design
Genetic covariance structure modeling (Martin & Eaves, 1977 ) is the application of structural equation modeling (Bollen, 1989; Kline, 2005) to data collected in genetically informative samples, such as siblings or adoptees (Boomsma, Busjahn, & Peltonen, 2002; Franić, Dolan, Borsboom, & Boomsma, 2012; Neale & Cardon, 1992) . The fact that the samples are genetically informative (i.e., they consist of relatives whose average degree of genetic resemblance is known based on quantitative genetic theory; Falconer & Mackay, 1996) makes it possible to assess the relative contributions that genetic and environmental factors make to individual differences in observed traits (i.e., phenotypes). This is done by modeling genetic and environmental effects as contributions of latent variables to individual differences in observed traits, and estimating these contributions as regression coefficients in the linear regression of the observed traits on the latent genetic and environmental variables. The genetic and environmental latent variables themselves represent the effects of many unidentified influences: The genetic factors represent the effects of an unknown number of genes (polygenes), and the environmental factors correspond to effects of a potentially large number of unmeasured environmental influences. Measured genotypic and environmental information may also be included in the analyses (Cherny, 2008; Medland & Neale, 2010 ), but we do not consider this possibility in the present article.
Identification in genetic covariance structure modeling is achieved by using the information on the average degree of genetic resemblance between relatives in specifying the model. For instance, in the classical twin design the sample consists of monozygotic (MZ) and dizygotic (DZ) twin pairs. DZ twins share on average 50% of their segregating genes, whereas MZ twins share nearly their entire genome (Falconer & Mackay, 1996; van Dongen, Draisma, Martin, & Boomsma, 2012) . The observed (i.e., phenotypic) covariance structure is typically modeled as a function of latent factors representing three sources of individual differences: additive genetic (A), shared environmental (C), and individual-specific environmental (E) sources.
2 Additive genetic influences are modeled by one or more A factors, which represent the total additive effects of genes relevant to the phenotypes. Based on quantitative genetic theory (Falconer & Mackay, 1996) , the A factors are known to correlate 1 across MZ twins and .5 across DZ twins. Environmental influences affecting a phenotype in family members in an identical way, thereby increasing their similarity beyond what is expected based on genetic resemblance alone, are modeled by one or more C factors. Therefore, by definition, the C factors correlate unity across twins, regardless of zygosity. All environmental influences causing the observed trait to differ in two family members are modeled by one or more E factors. These influ-ences include environmental events to which each family member is uniquely exposed (e.g., two members of a twin pair engaging in different extracurricular activities), as well as events to which multiple family members are exposed but are affected by in a different way (e.g., both twins may be exposed to parental divorce, but the divorce may affect the trait of interest in each of the twins differently). Thus, by definition, the E factors correlate 0 across twins.
The twin design relies on several further assumptions, which include the equal environment assumption (i.e., it is assumed that MZ and DZ twins are equally correlated in their exposure to environmental factors of etiological relevance to the trait under study), equality of variance in MZ and DZ twin pairs, and absence of genotype-environment interaction (i.e., of dependency of genetic effects on the environment and vice versa), of genotypeenvironment correlation (i.e., of nonrandom placement of genotypes in the range of available environments), of rater bias, and of recruitment bias (e.g., Dolan, 1992; Lykken, McGue, & Tellegen, 1987; Martin & Wilson, 1982; Neale, Eaves, Kendler, & Hewitt, 1989; Stoolmiller, 1999) . The presence of these phenomena does not hamper the approach, but requires them to be modeled explicitly (see, e.g., Derks, Dolan, & Boomsma, 2006) . For other assumptions of the twin model, see, for example, Derks et al. (2006) ; Falconer and Mackay (1996) ; Lykken, McGue, Bouchard, and Tellegen (1990) ; Martin, Boomsma, and Machin (1997) ; Plomin, Defries, McClearn, and McGuffin (2008); and Purcell (2002) . Figure 1 depicts two examples of the particular multivariate twin model relevant to the present article. Within a given model two identical parts are specified, one for each twin. These parts relate the observed phenotypic variables to the latent common variables. For each twin, the covariation in item scores is specified to be a function of the twins' A, C, and E factors. The A, C, and E factors are correlated 1, 1, and 0 in the MZ twins and .5, 1, and 0 in the DZ twins, respectively. Note that the correlations between the A, C, and E factors within an individual are assumed to be 0, as are the cross-correlations between Twin 1 and Twin 2. Subsequently, the data are analyzed in a multigroup analysis of MZ and DZ covariance matrices. The expected covariance structure in a multivariate twin model is thus
where, given p phenotypes (i.e., observed traits, indicators) per individual, ⌺ 11 (⌺ 22 ) is the p ϫ p covariance matrix of Twin 1 (Twin 2), ⌺ 12 is the Twin 1 Ϫ Twin 2 p ϫ p covariance matrix, and ⌺ A , ⌺ C , and ⌺ E are the additive genetic, shared environmental, and unique environmental p ϫ p covariance matrices, respectively. The coefficient r A is the additive genetic twin correlation (1 for MZ twins, .5 for DZ twins). The ⌺ A , ⌺ C , and ⌺ E matrices may be subject to further modeling, as depicted in Figure 1 . Although the ⌺ A , ⌺ C , and ⌺ E covariance matrices may be subjected to any kind of a covariance structure model (see Boomsma & Molenaar, 1987; Eaves, Long, & Heath, 1986; Neale & Cardon, 1992) , we focus on the type of model depicted in Figure 1 .
The first model in Figure 1 is a common pathway model (Kendler, Heath, Martin, & Eaves, 1987) , also known as the psycho- Figure 1 . A common pathway (left) and an independent pathway (right) genetic factor model. Matrix names on the sides correspond to notation in the text. Note: As indicated by the notation, the a, c, e, and parameters are subject to equality constraints over Twin 1 and Twin 2. A ϭ additive genetic factor; C ϭ shared environmental factor; E ϭ individual-specific environmental factor. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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metric factor model (McArdle & Goldsmith, 1990) . In common pathway models, all the A, C, and E influences on item covariation are mediated by a latent variable, henceforth referred to as the psychometric factor (factors P 1 and P 2 in Figure 1 ). P 1 and P 2 may be viewed as phenotypic latent factors (i.e., latent factors obtained in factor analysis as typically applied in psychological research; e.g., "neuroticism" or "g").
In common pathway models, the psychometric factor acts as a mediator of the genetic and environmental effects. The second model is the independent pathway model (Kendler et al., 1987) , also known as the biometric factor model (McArdle & Goldsmith, 1990 ). An example of this model is depicted in the right panel of Figure 1 . In independent pathway models, there is no phenotypic latent variable that mediates genetic and environmental effects on the item responses. Rather, the A, C, and E factors influence item responses directly. In terms of the phenotypic covariance matrix of item responses, we can convey the common and the independent pathway model as follows:
respectively. Here ⌳ (in the common pathway model) and ⌳ A , ⌳ C , and ⌳ E (in the independent pathway model) matrices contain the loadings of the indicators on the psychometric factor and on the biometric (A, C, and E) factors, respectively, and ⌿ A , ⌿ C , and ⌿ E are the covariance matrices of the A, C, and E factors. In the common pathway model, the covariance matrix of the psychometric factor, ⌽, equals
where ⌫ A , ⌫ C , and ⌫ E are the vectors of factor loadings
. Note that in both models the diagonal matrices ⌰ (denoted ⌰ cp and ⌰ ip , as they may vary over the models) contain the residuals of the items in the model and ⌰ cp21 and ⌰ ip21 matrices contain the Twin 1 Ϫ Twin 2 covariance among the residuals. The residual matrices may be subjected to their own decomposition, that is, (Neale & Cardon, 1992) , as depicted in Figure 1 .
3 It is immediately clear from Figure 1 that the common pathway model differs from the independent pathway model in the presence of the psychometric factors P 1 and P 2 . As we explain next, this difference can have important implications for dimensionality assessment.
Phenotypic Latent Variable Model and the Common Pathway Model
In the present article, we distinguish between genetic factor models (introduced above) and phenotypic factor models. By phenotypic factor model we refer to the factor model as usually formulated and applied in psychological research. The term phenotypic is used because the model is applied only to the observed (i.e., phenotypic) covariation; no genetic information is used. The eight-factor crossinformant model of the CBCL (Achenbach, 1966) and the five-factor model of personality (McCrae & Costa, 1999; McCrae & John, 1992) are examples of a phenotypic factor model. The common pathway model bears a number of similarities to the phenotypic factor model. Notably, both the phenotypic factor model and the common pathway model are based on the assumption that all covariation in item responses is attributable to one or more latent variables. In phenotypic factor modeling, this is formulated as the requirement of measurement invariance: influences of all external variables affecting covariation in item responses run only via the latent variable (Mellenbergh, 1989; Meredith, 1993) . Likewise, in common pathway modeling one assumes that all the A, C, and E influences on item covariation run only via the psychometric factor. That is, there are no direct effects of A, C, and E on the items. 4 The assumption of full mediation of external influences by a latent variable has strong implications. For instance, different external variables affecting a set of item responses via the same latent variable exert the same magnitude of influence relative to each other on all the items that depend on that latent variable. For instance, if an A and a C variable affect a set of items via the same psychometric factor, the magnitude of influence exerted by the variable A on any individual item will be a scalar multiple of the magnitude of influence exerted by the variable C on that item, and this scalar multiple (k) will be a constant across all the items depending on this psychometric factor. This can be seen from the regression equations describing the common pathway model, for example (in terms of the symbols used in Figure 1 ),
x 12 ϭ 2͑ aA 1 ϩ cC 1 ϩ eE 1͒ ϩ 12 ϭ 2 aA 1 ϩ 2 cC 1 ϩ 2 eE 1 ϩ 12 , etc. (note that ε 11 ϭ A 11 ϩ C 11 ϩ E 11 in Figure 1 , etc.). In contrast, the independent pathway model imposes no proportionality constraints on the factor loadings, for example,
x 12 ϭ a 2 A 1 ϩ c 2 C 1 ϩ e 2 E 1 ϩ 12 , etc. Specifically, letting k denote a positive constant, we note that the introduction of the constraints a 1 /a 2 ϭ c 1 /c 2 ϭ e 1 /e 2 ϭ k renders Equation 4 and Equation 5 equivalent (Yung, Thissen, & McLeod, 1999 For this reason, one may test the latent variable hypothesis by comparing the fit of a common pathway model to that of a corresponding independent pathway model. Specifically, if a model in which all the A, C, and E factors exert direct influence on the phenotype fits the data statistically better than a model in which these influences are mediated by a phenotypic latent variable, this would provide evidence against the hypothesis that the effects on the observed item covariation are completely mediated by the phenotypic latent variable. In that case the latent factors employed in the phenotypic factor model are no more than an amalgamation of the direct influences of the A, C, and E factors on the observed item responses. This would have implications for the substantive interpretation of such factors as well-defined, causal entities that produce the observed item covariation (e.g., Borsboom, Mellenbergh, & van Heerden, 2003; Haig, 2005a Haig, , 2005b . 5 If, on the other hand, an independent pathway model does not fit the data better than the corresponding common pathway model, this would provide support for the structure employed in the common pathway model and substantiation for the corresponding phenotypic latent variable hypothesis. Comparison of an independent pathway model and a common pathway model may be conducted using a likelihood ratio test, because, as shown above, a common pathway model can be derived from an independent pathway model by imposing appropriate proportionality constraints on the factor loadings (i.e., the models are nested).
The logic underlying the present approach is essentially the same as that involved in measurement invariance research and multiple indicators multiple causes (MIMIC) modeling: The latent variable is required to screen off the effects of genetic and environmental factors (in Pearl, 2000 , terminology, the latent variable d separates genes and environment from the item responses). However, what makes the genetic case special is that the A, C, and E factors (a) plausibly determine the variance of the latent variable completely and (b) can be highly structured by applying standard genetic theory to genetically informative data. This allows for unique possibilities to investigate hypotheses on the origins of structures seen in the correlations among psychometric items. To demonstrate that the proposed methodology works under realistic conditions, we next provide a simulation example.
Simulation Study
To illustrate the relationship between the observed association structures and the underlying genetic and environmental structures, we simulated several data sets. In each data set, a different pattern of genetic and environmental effects gives rise to the observations. These patterns depart progressively from the ideal situation of a common pathway model. As we will show, such departures lead to psychometrically indeterminate covariation structures, in the sense that standard psychometric research practices would not (and in fact could not) converge on correct assessments of the underlying dimensionality. However, we also show that attending to genetic information, present in the widely available twin data sets, allows one to resolve the psychometric puzzle accurately (i.e., to better understand the dimensionality of the data set).
In total, four data sets were simulated. In the first data set (Data Set 0) the data are consistent with a common pathway model. In the three subsequent data sets (Data Sets 1-3), the assumption of the common pathway model concerning the proportionality of the genetic and environmental effects on the items is violated to an increasing extent. This was achieved by manipulating the dimensionalities of the latent A, C, and E structures (i.e., the order of the covariance matrices ⌿ A , ⌿ C , and ⌿ E ). Figure 2 outlines the general structure of this simulation.
Each of the four data sets comprises 12 continuous normally distributed variables per individual (24 variables per twin pair), for 1,000 MZ and 1,000 DZ twin pairs. We used exact data simulation (i.e., the simulated data fitted the generating model exactly; e.g., van der Sluis, Dolan, Neale, & Posthuma, 2008) . We limit the current presentation to a single set of parameter values (given in Table 1),   6 which we do not vary over the four simulations. The manipulation involves only (a) varying the dimensions of the ⌿ A , ⌿ C , and ⌿ E covariance matrices (and the dimensions of the corresponding ⌳ A , ⌳ C , and ⌳ E matrices) and (b) varying the patterns of factor loadings within the ⌳ A , ⌳ C , and ⌳ E matrices. However, all simulations were performed with five sets of parameter values, and our conclusions were found to be invariant. 7 The simulation script provided in Appendix B may be used to verify the generality of our inferences. In the following text, we will first review the four generating models. Subsequently, we present the results of dimensionality assessment for the four data sets.
Models
The baseline model (Model 0, depicted in the first panel of Figure  2 ) is a common pathway model. The expected phenotypic covariance structure (⌺ CP ) under this model is
where ⌺ 11 (⌺ 22 ) is the 12 ϫ 12 phenotypic covariance matrix of Twin 1 (Twin 2); ⌺ 12 is the 12 ϫ 12 Twin 1 Ϫ Twin 2 phenotypic covariance matrix; ⌳ is a vector containing the loadings of the indicators on the psychometric factor; ⌽ A , ⌽ C , and ⌽ E are the A, C, and E variance components of the psychometric factor, respectively; coefficient r A is the additive genetic twin correlation (1 for MZ twins, .5 for DZ twins); ⌰ cp is a diagonal matrix containing the residuals of the items; and ⌰ cp21 and ⌰ ip21 are matrices containing the Twin 1 Ϫ Twin 2 covariance among the residuals. In the present case, the variance of each of the items in ⌺ 11 (⌺ 22 ) is 1, and the correlations between the indicators range from .12 to .62. The model above may also be expressed in terms of parameters of an independent pathway model, as presented in Table 1 . In this independent pathway model, the expected covariance structure (⌺ IP ) is:
5 This would, however, not diminish the usefulness of phenotypic latent variables as a means of summarizing data or their utility as predictors. In addition, the specific reasons for rejecting the common pathway model may be local (due only to a subset of observed variables), and thus the violation may be accommodated by the addition of parameters or by the removal of offending variables. 6 The table does not detail the parameters of the ACE model for the residuals given our focus on dimensionality assessment; these are given in Appendix A and the simulation script (Appendix B).
7 Details on the five sets of parameter values may be obtained from the first author. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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Here ⌳ A , ⌳ C , and ⌳ E vectors contain the loadings of the indicators on the A, C, and E factors, respectively, and the residual matrices ⌰ ip , ⌰ ip21mz , and ⌰ ip21dz are equal to those in the common pathway model. In the case of the present model (Model 0), ⌺ CP ϭ ⌺ IP . Note that the independent pathway factor loading parameters above are fully consistent with a common pathway model; that is, the elements of ⌳ A , ⌳ C , and ⌳ E matrices satisfy the proportionality constraint a i /a i ϩ 1 ϭ c i /c i ϩ 1 ϭ e i /e i ϩ 1 ϭ k, where i ϭ 1, . . . 11 and k is a constant). Taking these parameter values as a point of departure, we specify the three subsequent models.
In Model 1, the additive genetic influences on the items are represented by two orthogonal A factors per twin. Note that this model (depicted in the second panel of Figure 2 ) may alternatively be represented as a common pathway model with two phenotypic factors per twin, each factor being a function of its own A, C, and E factor (where the two A factors are uncorrelated and the two C (.9, .85, .8, .75, .7, .65, .6, .55, .5, .45, .4, .35 ) (.72, .68, .64, .6, .56, .52, .48, .44, .4, .36, .32, .28 ) (.495, .4675, .44, .4125, .385, .3575, .33, .3025, .275, .2475, .22, .1925) Model 0 in terms of independent pathway parameters Note. The models are conveyed in terms of parameters that differ from the preceding model. For instance, the parameter matrices not listed under Model 1 (⌳ C , ⌳ E , ⌿ C , ⌿ E , ⌰ ip , and ⌰ ip21 ) equal those in Model 0. In addition, the factor loading parameters are conveyed in terms of square roots, as this gives straightforward information on the proportion of variance explained (e.g., a factor loading of ✓.1 indicates ✓.1 2 ϭ .1 explained variance). ⌳ ϭ vector containing the loadings of the indicators on the psychometric factor; ⌫ A , ⌫ C , ⌫ E ϭ vectors of factor loadings of the psychometric factor on the A, C, and E factors; ⌿ A , ⌿ C , ⌿ E ϭ covariance matrices of the A, C, and E factors; ⌰ cp ϭ ⌰ ip ϭ 12 ϫ 12 diagonal matrix containing the residual item variances; ⌰ cp21mz ϭ ⌰ ip21mz ϭ 12 ϫ 12 diagonal matrix of Twin 1 Ϫ Twin 2 covariances among monozygotic twins; ⌰ cp21dz ϭ ⌰ ip21dz ϭ 12 ϫ 12 diagonal matrix of Twin 1 Ϫ Twin 2 covariances among dizygotic twins; ⌳ A , ⌳ C , ⌳ E ϭ matrices containing direct factor loadings of the items on the A, C, and E factors. This document is copyrighted by the American Psychological Association or one of its allied publishers.
factors, as well as the two E factors, correlate unity). In this sense, the model does not represent a severe violation of the common pathway structure. In Model 2 (depicted in the third panel of Figure 2 ), the structure employed in Model 1 is further altered, by increasing the dimensionality of the E structure. This model represents a more severe violation of the common pathway structure, as the items here no longer cluster identically with regard to A and E influences (i.e., the patterns of factor loadings in the ⌳ A and ⌳ E matrices differ from each other). For instance, sets of items that form a unidimensional structure with respect to additive genetic influences are two-dimensional with respect to unique environmental influences. In Model 3 (fourth panel of Figure 2 ), the common pathway structure is further violated by increasing the dimensionality of the C structure. Here, the clustering of the items is markedly different with regard to the A, C, and E influences; thus, the observed dimensionality is a function of A, C, and E influences that severely violate the common pathway structure.
Analyses
The analyses of the data sets consisted of two parts. In the first part, the aim was to examine the effect that the violations of the common pathway structure had on the phenotypic dimensionality estimates. To this end, the dimensionality of the data sets was assessed using EFA. The phenotypic latent factors obtained in the EFA were subsequently used as a basis for specifying confirmatory genetic factor common pathway models. As in standard genetic research, here we decomposed the variation in the latent factors obtained in the phenotypic EFA into genetic and environmental components. In the second part, the aim was to obtain a clearer indication of the data-generating mechanism by disposing of the hypotheses concerning the number of latent variables in the model, and applying independent pathway modeling in a purely exploratory manner, to uncover the (possibly different) structures of the A, C, and E influences. Specifically, we used EFA to determine the possibly different dimensionalities of the covariance matrices ⌺ A , ⌺ C , and ⌺ E , in terms of the latent covariance matrices ⌿ A , ⌿ C , and ⌿ E (see Equations 1 and 3). Here the dimensionality of the observed covariance matrix is a function of the A, C, and E covariance structures, which may differ in dimensionality, and in no way satisfy the common pathway model. The advantage of this is that it provides an insight into the dimensionality of the phenotypic structure that does not assume, but does not exclude, the common pathway model. The analyses were performed using Mplus (Muthén & Muthén, 2007a) , Mx (Neale, 2000) , and R (R Development Core Team, 2009) . 8 In evaluating model fit, we used the comparative fit index (CFI), the TuckerLewis index (TLI), and the root-mean-square error of approximation (RMSEA).
Results
Given that Model 0 has a unidimensional structure and was used only as a baseline model from which parameter values were derived, we limit the presentation to the results obtained in analyses of Data Sets 1-3.
Data Set 1. Seeing as Model 1 can be viewed as a two-factor common pathway model in which the two C factors, as well as the two E factors, correlate unity, one can simply accommodate the violation of the one-factor common pathway structure by fitting a two-factor model. The phenotypic EFA results, a summary of which is provided in Tables 2-4 (see also Figure 3 ), reflect this: A two-factor EFA solution provides a perfect fit to the data, as do a two-factor common pathway model ( 2 ϭ 0, df ϭ 581, p ϭ 1, RMSEA ϭ 0, CFI ϭ 1, TLI ϭ 1) and a two-A, two-C, two-E independent pathway model ( 2 ϭ 0, df ϭ 508, p ϭ 1, RMSEA ϭ 0, CFI ϭ 1, TLI ϭ 1) based on this two-factor EFA solution. Note that perfect fit is associated with chi-square values of 0 because we 8 All scripts may be obtained from the first author upon request. We alternated between Mplus and Mx because Mplus estimates the polychoric correlations very efficiently, whereas Mx's matrix-based syntax is very convenient in fitting models involving high-dimensional Cholesky decompositions. R was used for its data simulation features. used exact data simulation. The parameter estimates obtained in genetic factor modeling indicate that C and E are unidimensional (the correlations between the two C factors in both the common and the independent pathway model are 1, as are the correlations between the two E factors), whereas A may be represented by two orthogonal factors. The structure depicted in the second panel of Figure 2 therefore need not preclude accurate dimensionality assessment. However, one might consider situations in which the data-generating structure is less consistent with the common pathway model; in the following examples we consider more severe violations of the common pathway structure. Data Set 2. In Model 2, the ⌺ A and ⌺ E matrices are both two-dimensional, but the items cluster differently with regard to A and E influences (e.g., clusters of items that form a unidimensional structure with respect to additive genetic influences are twodimensional with respect to unique environmental influences). Note that the data-generating structure may still be accommodated by a common pathway model with four phenotypic factors, each affecting three items. However, as common pathway analyses are confirmatory in nature and predicated on the results of phenotypic analyses, we first investigated whether phenotypic EFA correctly indicated the number of phenotypic factors needed to account for the observed covariance structure.
The results of the EFA are shown in Table 2 . Here, both a one-factor solution and a two-factor solution were clearly rejected by the chi-square statistic, but in a three-factor solution both the chi-square and the RMSEA indicated a perfect fit ( 2 ϭ 0, df ϭ 33, p ϭ 1, RMSEA ϭ 0, CFI ϭ 1, TLI ϭ 1). In the four-factor solution the same was the case, although the model (based on promax rotation; presented in Table 4 ) does not correspond to the datagenerating structure. Moreover, in the four-factor solution none of the items appear to be best represented by the third factor, and only one item loads substantially (factor loading above ͌.025) on the fourth factor. Considering the fit statistics and the factor structure given in Tables 2 and 4 , it appears that in the standard situation of dimensionality assessment the three-factor solution would represent a compelling choice.
On the basis of this three-factor EFA solution (detailed in Table 4), we specified a three-factor common pathway model and a corresponding independent pathway model, depicted in Figure 4 . In both of these models, the phenotypic covariation in Twin 1 (Twin 2) is a function of three mutually correlated A (C, E) factors (i.e., ⌿ A , ⌿ C , and ⌿ E are 3 ϫ 3 matrices with freely estimated off-diagonal elements). Although inclusion of cross-loadings improves model fit, we specify simple structure models given our focus on dimensionality assessment. For the common pathway model, the fit measures were 2 (577) ϭ 2158, p Ͻ .001, RMSEA ϭ .052, CFI ϭ .944, TLI ϭ .944, and for the independent pathway model, 2 (507) ϭ 1148, p Ͻ .001, RMSEA ϭ .036, CFI ϭ .976, TLI ϭ .974. Additional analyses showed that inclusion of cross-loadings (as indicated by the EFA solution) improves model fit for both the common pathway model and the independent pathway model; however, even then, the parameter estimates remain somewhat biased. Thus, even if one assumed the presence of cross-loadings, these models are still unable to precisely convey the actual A, C, and E effects on the items. If Note. Highest factor loadings for each item appear in bold. Prop (cum) var ϭ proportion of (cumulative) variance explained. Figure 3 . Eigenvalues of the phenotypic covariance matrices for Models 0 -3. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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one considers the generating model (third panel in Figure 2 ), it is clear why this is the case: a model that assumes equal clustering of items with regard to A, C, and E effects (as does any model based on phenotypic factor analysis) cannot adequately describe the present data-generating mechanism. Although we detail only the results based on the three-factor EFA solution, none of the EFA solutions presented in Table 2 correctly convey the genetic and environmental effects on the This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
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items. It is interesting to note that the misspecification of the phenotypic models (in the sense that none accurately represented the data-generating structure) was not evident in the fit measures associated with the models; the fit measures associated with all but the one-factor EFA solution indicated an excellent fit. The second part of the analyses was aimed at directly addressing the dimensionality issue, without reference to the phenotypic factor structure. To this end, the A, C, and E components of the observed covariance structure were estimated from the data, and the dimensionality of each of those components was separately evaluated using EFA. The A, C, and E covariance components (i.e., the 12 ϫ 12 ⌺ A , ⌺ C , and ⌺ E matrices) may be estimated from twin data by fitting the model given in Equation 1. These analyses were carried out in Mx (Neale, 2000) . Subsequently, each of the three covariance matrices was subjected to EFA. As we do not assume any phenotypic model and make no predictions about the dimensionalities of the ⌺ A , ⌺ C , and ⌺ E covariance components, this approach is purely exploratory.
The results of the EFA are given in Table 5 and Figure 5 . As apparent from both the table and the scree plots in the figure, the results correctly indicate the order of the ⌿ A , ⌿ C , and ⌿ E matrices to be 2, 1, and 2, respectively. The estimated factor loadings of the corresponding EFA solutions with two A, one C, and two E factors, shown in the lower panel of Figure 5 , correspond exactly to the parameters of the generating model. Data Set 3. In Model 3, the A, C, and E structures differ appreciably from one another. The results of phenotypic EFA, shown in Tables 2-4, indicate that a model with five phenotypic factors provides an adequate description of the data. However, as evident from Table 4 , the pattern of factor loadings in this model is inconsistent with a simple structure; thus, deciding on the number of actual latent dimensions underlying the data and the nature of the factors is complicated. Given that none of the EFA solutions in Table 2 can correctly convey the genetic and environmental effects on the items, we do not detail the possible confirmatory common and independent pathway models one may fit to the data given the EFA results. Instead, we present the solution obtained by the EFA of the ⌺ A , ⌺ C , and ⌺ E variance components (see Figure 6 and Table 5 ). As evident from both Table 5 and Figure 6 , a two-A, three-C, two-E structure is clearly supported by the EFA results, and both the factor loading structure and the values of the factor loading parameters are recovered correctly (lower panel of Figure 6 ).
Finally, we note that the chosen dimensionalities of the ⌿ A , ⌿ C , and ⌿ E matrices represent only one instance of a violation of the common pathway model. In the present simulation, the values within the ⌳ A , ⌳ C , and ⌳ E matrices are still consistent with a common pathway model (i.e., the nonzero elements of ⌳ A , ⌳ C , and ⌳ E matrices satisfy the proportionality constraint a i /a i ϩ 1 ϭ c i /c i ϩ 1 ϭ e i /e i ϩ 1 ϭ k, where i ϭ 1, . . .11 and k is a constant). In other words, the correlation between the nonzero values in the ⌳ A , ⌳ C , and ⌳ E matrices is 1; that is, the factor loadings are collinear. It is possible to further violate the common pathway structure by manipulating the correlations between the values in the ⌳ A , ⌳ C , and ⌳ E matrices. However, this violation is less detrimental to model fit than are the differences in dimensionalities of ⌿ A , ⌿ C , ⌿ E matrices.
The present simulation shows that the clustering of the items with respect to genetic and environmental effects is required to Figure 5 . Data Set 2: Normalized eigenvalues for the ⌺ A , ⌺ C , and ⌺ E matrices (upper panel) and factor loadings obtained in the exploratory factor analysis solutions with two A, one C, and two E factors (lower panel). Shading codes for different latent factors. A ϭ additive genetic factor; C ϭ shared environmental factor; E ϭ individual-specific environmental factor. Figure 6 . Data Set 3: Normalized eigenvalues for the ⌺ A , ⌺ C , and ⌺ E matrices (upper panel) and factor loadings obtained in exploratory factor analysis solutions with two A, three C, and two E factors (lower panel). Shading codes for different latent factors. A ϭ additive genetic factor; C ϭ shared environmental factor; E ϭ individual-specific environmental factor. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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be identical for a unidimensional latent variable model to hold. This is in line with the theoretical derivation presented earlier in this article. In addition, it shows that if genetic and environmental effects do not cluster identically, psychometric analyses may fail to correctly indicate the dimensionality of the latent space. In these cases, the data either will show a significant degree of indeterminacy with respect to alternative dimensional hypotheses or will support an incorrect latent structure. However, attending to the genetic and environmental antecedents of the items successfully resolved the dimensionality issue. We now apply this methodology to an empirical data set.
Illustration: Childhood Internalizing Problems
Internalizing problems concern conditions such as anxiety, depression, and somatization. Dimensionality assessment has traditionally been difficult for such problems. For instance, current diagnostic systems like the Diagnostic and Statistical Manual of Mental Disorders (4th ed.; American Psychiatric Association, 1994) distinguish anxiety and mood disorders as separate categories, but there is a significant amount of evidence to suggest that the overlap between such disorders is larger than can be reasonably expected were such a categorical distinction between types of disorders correct (e.g., Brady & Kendall, 1992) . This is supported by genetic analyses, which univocally suggest that the genetic effects that impact anxiety and depression are shared, whereas the unique environmental effects are not (see, e.g., Kendler et al., 1987; Kendler, Neale, Kessler, Heath, & Eaves, 1992; Middeldorp, Cath, Van Dyck, & Boomsma, 2005) . This presents an extraordinarily difficult task for the test constructor. For how should items that probe different anxiety and mood related problems be allocated to subscales? Can we reasonably expect a clear outcome of dimensionality assessment in this case? In the present example, we show that such an outcome is unrealistic given the genetic and environmental background of internalizing problems. In addition, we show how the use of genetic information uncovers a complex dimensional pattern that can be used to further the psychometric understanding of test scores.
Data
The data were obtained from the Netherlands Twin Register at VU University Amsterdam Boomsma et al., 2006) and consist of maternal ratings of 11,565 twins (including 2,085 MZ and 3,599 DZ complete twin pairs) of mean age 10.1 years (SD ϭ 0.4) on the Internalizing grouping of the Dutch version of the Child Behavior Checklist for Ages 4 -18 (CBCL/4 -18; Achenbach, 1991; Verhulst, Van der Ende, & Koot, 1996) . The Internalizing grouping of the CBCL is a scale designed to measure disturbances in intropunitive emotions and moods in children, and consists of three subscales: Anxious/Depressed, Withdrawn, and Somatic Complaints, comprising 31 discrete items (listed in Appendix C) in total. Responses are given on a 3-point scale. 
Descriptive Statistics
The item distributions were positively skewed, with response rates ranging from 54.8% to 96.8% (M ϭ 84.8, SD ϭ 10.3) for the response 0 (symptom not present), 2.9% to 41.2% (M ϭ 13.2, SD ϭ 9.4) for the response 1 (symptom somewhat/sometimes present), and 0.2% to 6.4% (M ϭ 1.5, SD ϭ 1.3) for the response 2 (symptom very/often present). MZ and DZ twin item correlations and the distribution of inter-item correlations are depicted in Appendix C.
Analyses
As in the preceding example, the analyses consisted of two parts. In the first set of analyses, the phenotypic dimensionality of the data set was assessed using EFA, and the solutions obtained in EFA were tested in a confirmatory manner, by (a) specifying and fitting simple structure phenotypic models based on the EFA results 10 and (b) subsequently using these simple structure models as a basis for specifying genetic common and independent pathway models. In common pathway models, the variance in the phenotypic factors obtained in EFA was decomposed into A, C, and E components. The independent pathway models were based on the common pathway models, in the sense that they retain the structure employed in the common pathway models (i.e., they contain the same number of A, C, and E factors, affecting the same clusters of items) but dispose of the psychometric factors (i.e., allow for the items to load directly on the A, C, and E factors). Thus, the common pathway models represent a special case of (i.e., are nested under) the independent pathway models. By comparing the fit of these common and independent pathway models, we address the focal question of whether one can interpret the phenotypic common factors substantively and causally.
In the second set of analyses, independent pathway modeling was applied in an exploratory manner. In particular, the analyses consisted of estimating the unconstrained genetic and environmental covariance matrices (i.e., the 31 ϫ 31 additive genetic, shared and unshared environmental covariance matrices ⌺ A , ⌺ C , and ⌺ E ) and subjecting each of these covariance matrices to EFA to obtain an indication of their dimensionality (i.e., the order of the covariance matrices ⌿ A , ⌿ C , and ⌿ E ; Equation 3).
As in the simulation example, the analyses were performed using Mplus, Mx, and R.
11 Given the discrete nature of the items, we fitted discrete factor models (i.e., we assumed the discrete indicator variables to be a realization of a continuous normal latent process and fit models to polychoric correlations; Flora & Curran, 9 Returning to the aforementioned assumptions of the twin design, in the present study we tested a number of these assumptions, including absence of rater bias and absence of recruitment bias. The issue of rater bias was addressed by comparing the standard deviations observed in our sample to those of normative samples (Verhulst et al., 1996) . These were found to differ only slightly: The ratios of our standard deviations to those of normative samples are .91, .83, and .95, for the Anxious/Depressed, Withdrawn, and Somatic Complaints scales, respectively. The issue of rater bias in the present data has been addressed in the past. Bartels, Boomsma, Hudziak, van Beijsterveldt, and van den Oord (2007) reported that in a subset (N ϭ 7,718) of the present sample, the estimate of the upper bound of the phenotypic variance that may contain rater bias is ϳ.14.
10 EFA and CFA were performed using split-half validation. Cases were randomly assigned to either half of the sample; one half was subsequently used for EFA (N ϭ 5,782), and the other for CFA (N ϭ 5,783) . 11 The scripts used to perform the analyses may be obtained from the first author. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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2004; Wirth & Edwards, 2007) using the robust weighted least squares estimator (Muthén & Muthén, 2007b) . The polychoric correlations between the 31 items and between the 62 (31 per twin) items served as input in the phenotypic and the genetic factor analyses, respectively. In evaluating model fit, we used CFI, TLI, and RMSEA. As both our sample size and the models employed were large, the chi-square statistic was of limited use as an overall fit measure (Jöreskog, 1993) , and was employed only to test local hypotheses concerning comparisons of nested models, as these comparisons are associated with a smaller approximation error.
Results
The initial analysis involved phenotypic EFA of the 31 items. The term phenotypic here indicates that only the observed (phenotypic) covariation is analyzed; that is, the analysis does not exploit the fact that the sample consists of familially related individuals.
12 EFA indicated two well-fitting models, a three-and a four-factor model (depicted in Figures 7A and 7B) . Interestingly, in both of these models, the items originally belonging to the Anxious/Depressed scale cluster into those appearing to be more relevant to anxiety (3. Fears doing something bad, 4. Must be perfect, 8. Nervous, tense, 9. Fearful, anxious, 10. Feels too guilty, 11. Self-conscious, 14. Worries) and those more related to depression (1. Lonely, 2. Cries a lot, 5. Feels unloved, 6. Others out to get him, 7. Feels worthless, 12. Suspicious, 13. Sad). Note that the depiction in the figure is simplified insofar as only the path with the highest factor loading is shown for each item. The factor loadings associated with the paths omitted from the figure equal .05 on average; for comparison, the mean of the factor loadings for the depicted paths equals .58. Detailed results, including item content, factor loadings, factor correlations, and proportion of variance explained (R 2 ), are given in Appendix C. Subsequently, based on the EFA results and the standard CBCL/ 4 -18 model, a three-and a four-factor phenotypic model ( Figures  7C and 7B , respectively) were specified and fitted to the data. As is evident from the figure, a firm distinction was hard to make between the fit of a model in which the anxiety and depression items represent a single dimension ( Figure 7C ) and a model in which they represent two distinct dimensions ( Figure 7B ). The additional solution provided by EFA ( Figure 7A ), in which items associated with anxiety load on the Withdrawn factor, obtained a similar fit. Whereas items pertaining to somatic complaints consistently form one dimension, the dimensionality of items pertaining to depression, anxiety, and withdrawn behavior therefore remains less clear. This is perhaps not surprising in the light of the well-established difficulty of distinguishing phenotypically the dimensions of anxiety and depression (see, e.g., Clark & Watson, 1991) .
In the next step, the results of phenotypic analyses were used as a basis for specifying genetic factor models. In common pathway models, the factor structure of the models tested in the phenotypic CFA ( Figures 7B and 7C) was retained, and the contributions of the A, C, and E factors to the phenotypic latent factors were investigated. The three-and four-factor common pathway models specified in this way differ only minimally in terms of model fit: The respective fit measures were 2 (583) ϭ 2030, p Ͻ .001, CFI ϭ .952, TLI ϭ .966, RMSEA ϭ .030, and 2 (584) ϭ 1811, p Ͻ .001, CFI ϭ .959, TLI ϭ .971, RMSEA ϭ .027. In independent pathway modeling, the structure employed in the three-and four-factor common pathway models was retained, but the psychometric factors are disposed of; that is, the items were allowed to load directly on the A, C, and E factors. Again, the three-and four-factor models differed only minimally in terms of model fit; the fit measures associated with the two models were 2 (534) ϭ 1142, p Ͻ .001, CFI ϭ .980, TLI ϭ .984, RMSEA ϭ .020, and 2 (542) ϭ 1161, p Ͻ .001, CFI ϭ .979, TLI ϭ .984, RMSEA ϭ .020, respectively.
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Returning to the focal question of whether independent pathway models fit the data appreciably better than the corresponding common pathway models, we compared the general fit of the models and carried out likelihood ratio tests of the proportionality constraints mentioned above. These tests revealed both the threeand four-factor-based independent pathway models to fit better than their common pathway counterparts (chi-square difference tests: 14 2 (25) ϭ 1066, p Ͻ .001, for the three-factor-based models and 2 (23) ϭ 864, p Ͻ .001, for the four-factor-based models). This implies that the common pathway models, in which the latent variables mediate all the A, C and E effects on individual phenotypic differences, fail to convey accurately the genetic and environmental effects on the items. Again, we note that the misspecification of the common pathway models was not evident in the fit measures associated with the models. Both common pathway models obtained a good fit, and the same is true of the phenotypic models.
In the second set of analyses, we employed EFA to evaluate the dimensionalities of the ⌺ A , ⌺ C , and ⌺ E covariance matrices. The results are shown in Figure 8 . An inspection of scree plots indicates a one-dimensional C structure. The structures of A and E matrices remain, however, somewhat less clear. To explore the A and E structures further, we use the EFA results as a basis for specifying a number of competing independent pathway models with varying A, C, and E dimensionalities and fit these models to the phenotypic covariance matrix. An example of these confirmatory independent pathway models is depicted in Figure 9 . A detailed overview of the fit measures and interfactor correlations associated with each of the models is given in Table C6 . Overall, a comparison of these models indicated a model with two A, one C, and four E factors as the best fitting model, 2 (531) ϭ 1082, p Ͻ .001, CFI ϭ .982, TLI ϭ .986, RMSEA ϭ .019. This model is depicted in Figure 9 . It should, however, be noted that most of the models tested did not differ considerably in terms of model fit; therefore the structure in Figure 9 need not necessarily be conclu-12 As treating observations from the same family as independent may result in biased estimates, we performed a correction for clustering available in Mplus, which has been shown to work well in this context (Rebollo, de Moor, Dolan, & Boomsma, 2006) . 13 Given that the fit of the three-and four-factor models is virtually indistinguishable, in practice one might simply accept the three-factor model on the basis of parsimony. However, given our interest in the specific reasons for the nearly identical fit, at this point we make no decisions on which model to accept and proceed with the analyses.
14 For robust weighted least squares estimators the standard approach of taking the difference between chi-square values and the corresponding degrees of freedom is not appropriate because the chi-square difference is not chi-square distributed (Muthén & Muthén, 2007b) . We therefore performed chi-square difference testing using scaling correction factors (Satorra & Bentler, 2001 ). This document is copyrighted by the American Psychological Association or one of its allied publishers.
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sive. In addition, rejecting a common pathway model in favor of the corresponding independent model does not establish the structure employed in the independent model as in any way definitive, and there is, naturally, a possibility of other types of models (e.g., the mutualism model of van der Maas, et al., 2006 , or the network model of Cramer et al., 2010) providing a better account of the data. The use of the independent pathway model, as presented in this article, is merely instrumental to testing the mediation of external effects on item covariation by a latent variable. Furthermore, the present results do strongly suggest a unidimensional C structure and multidimensional (but mutually differing) A and E structures.
In light of the present results, the results of the phenotypic analyses start to make more sense; the inability of phenotypic modeling to distinguish between several models appears to be due to the phenotypic structure being generated by three sources: a one-dimensional C, a two-dimensional A, and a four-dimensional E source.
Discussion
Even though the analysis and determination of dimensionality is of central importance in psychological science, currently available strategies for dimensionality assessment often leave the issue undecided. Building on ideas concerning genetic item analysis, as developed in quantitative genetics (Eaves, 1983; Heath, Jardine, Eaves, & Martin, 1989; Kendler et al., 1987; Neale, Lubke, Aggen, & Dolan, 2005; van den Berg, Glas, & Boomsma, 2007; Waller & Reise, 1992) , the present article has outlined how genetic information may be brought to bear on the dimensionality assessment problem. In particular, the methodology outlined in this article may be used with genetically informative data to (a) put latent variable hypotheses to a stronger test than is possible in purely phenotypic analyses and (b) gain insight into why dimensionality issues may be difficult to settle.
The methodology proposed in this article may therefore not only improve dimensionality assessment, but may also suggest explanations of why specific dimensional hypotheses are violated. Although dimensionality assessment remains a difficult and to some extent subjective task, these methods therefore offer enhanced resolution relative to that possible in purely phenotypic analyses. Importantly, we do not claim that assessment of phenotypic dimensionality without incorporating genetic information cannot produce correct results, or that genetic analyses render standard methods obsolete. Rather, we think that genetic designs offer an This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
14 underutilized and informative source of data that may help researchers to better understand the dimensionality of their constructs. Practically we envisage a situation in which phenotypic dimensionality research produces varied results, which will in practice simply result in disagreement concerning dimensionality. For instance, this is the case for cognitive abilities, with respect to which there are competing models that differ in dimensionality (notwithstanding many decades of research). One solution to this is to collect larger data sets. However, the present article suggests to researchers that the greater resolution provided by larger data sets may not provide the answer. We propose that it might be useful to seek out twin data in order to investigate possible differences in dimensionality of genetic and environment influences on major constructs. As mentioned previously, the logic underlying our approach is essentially the same as that involved in measurement invariance research and MIMIC modeling. Moreover, common and independent pathway model comparisons have been considered outside the context of genetics (see, e.g., Carlson & Mulaik, 1993) . However, what makes the analyses presented here different is that unlike in standard MIMIC modeling, the A, C, and E factors determine the variance of the latent variable completely. Furthermore, the situation in which the common pathway model is rejected is at least as informative as that in which it is retained, as the information contained in genetically informative data sets allows one to examine the exact nature of violations of dimensional assumptions; something that is typically not the case in standard MIMIC modeling. In the twin model, one can establish whether or not the common pathway model fits and, in case of misfit, can arrive at a detailed account of the cause of misfit, thereby moving the question of dimensionality from the phenotypic level to the genetic level and the environmental level. This increased resolution (i.e., the possibility to view the lack of unidimensionality of the observed covariation structure as a function of the dimensionalities of its underlying genetic and environmental structures) is unique to the twin design and is, in our opinion, a particularly powerful aspect of the present method.
In our illustrative analyses, the incorporation of genetic information turned out to be highly informative. In standard phenotypic analyses, it proved difficult to decide whether a three-or fourdimensional latent structure underlies the data-a situation that is not uncommon in psychometric investigations into dimensionality, where one often has to decide between solutions that differ substantively but appear to be nearly equivalent statistically. Incorporating genetic information, however, suggested that the reason for the ambiguity in the data with respect to these structures is that several models are correct, but apply to different sources of item covariation: A two-factor model seems to better reflect additive genetic influences, whereas a four-factor model better reflects unique environmental influences. Interestingly, common environmental influences appear to influence item scores across the board, suggesting that the common part of environmental variation varies along a single dimension.
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The question of how many dimensions are measured by the Internalizing scales of the CBCL can now be viewed from a new perspective, which may be surprising to the psychometrician: In terms of genetic variance, the items appear to measure two dimensions, corresponding to genetic influences distinctly affecting symptoms of depression, anxiety, and withdrawal, on the one hand, and somatic complaints, on the other. This implies, for instance, that genes act in a nonspecific way to influence the chance of developing depression-, anxiety-, and withdrawalrelated symptomatology. Individual-specific environmental influences distinctly affect symptoms of depression, anxiety, withdrawal, and somatic complaints (thus, individual-specific environmental events may be, for example, specifically depressogenic or specifically anxiogenic), whereas environmental events shared by family members appear to have either a positive or a negative effect on the entire range of symptoms. In terms of, for instance, the anxiety-depression distinction, the present results suggest that these two syndromes share the same genetic basis but are distinctly affected by individual-specific environmental events-a finding that is in line with prior genetic investigations into the dimensionality of anxiety and depression (e.g., Kendler et al., 1987; 1992; Middeldorp et al., 2005) .
It should be noted that the current results do not necessarily reflect upon the utility of the CBCL in the clinical context; we do not doubt its usefulness for diagnostic purposes, especially given that the broad structure found in our analyses is in line with the current item allocation of the CBCL. However, in the context of research one should bear in mind that the current scales may not measure three distinct sets of genetic, common environmental, and individual-specific environmental influences but possibly reflect a 15 It is possible that a unidimensional C component partly stems from method variance. For instance, variance due to rater bias, if not explicitly modeled, is absorbed by C (Neale & Cardon, 1992) . Given data by multiple raters, it is possible to test for presence of rater bias. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
15 more complex underlying structure. Depending on the specific research goals, the results of this type of analysis may provide a basis for redefining the current scales to arrive at distinct measures of each of these sources of influences (e.g., if one's aim is to measure common environmental influences, one may view the item set as unidimensional and accordingly derive a single sum score from the data). Naturally, the results of this type of analyses are relevant not only to theories of psychopathology; we consider their implications to be much wider. For instance, theories in developmental psychology may benefit from investigating the individual differences in the development of behavior as a function of genetic and environmental influences, or examining how the various dimensions of environmental and genetic influences change and develop over time. Also, the results might have implications for genetics itself. Specifically, the search for genes affecting specific behaviors is often based on a composite measure of a phenotype, such as a sum score. However, if these phenotypes are heterogeneous, analogous to the way the CBCL appears heterogeneous, using a total score as a basis for gene search would appear suboptimal, as the total score itself might not accurately reflect the genetic structure underlying the data (van der Sluis, Verhage, Posthuma, & Dolan, 2010) . We consider this issue to be important, because power to detect the effects of measured genes is likely to suffer if the phenotypic measure is not correctly defined (van der Sluis, et al., 2010 ). Independent pathway item-level analysis, as described in this article, offers possibilities for redefining the phenotypic scores in terms of genetic and environmental effects. This may in turn allow for using latent trait estimates derived from a model such as that in Figure 7 as a basis for gene search.
In addition to these practical benefits of the present methodology, there are important conceptual considerations that follow from the ideas presented in this article. For instance, latent variable models like the factor model can be viewed as incorporating hypotheses concerning a common-cause structure that underlies item covariation (Borsboom, 2008; Borsboom et al., 2003; Haig, 2005a Haig, , 2005b . However, the question of whether latent variables hypothesized in a given context may be said to exist and have causal relevance is a point of dispute in many fields; one need only consider the fields of intelligence and personality research, where considerable controversy exists regarding the theoretical status of variables such as the g factor and the five factors of personality. To the extent that such models survive the confrontation with genetic information, as described here, they may be considered more strongly corroborated than they could be in analyses of purely phenotypic data. However, if models for genetic and environmental effects have different structures, as was the case for the illustration data in this article, the common factors found in our phenotypic analysis may in fact be an amalgam of several different genetic and environmental models. Clearly, in this case, the ascription of causal force to such amalgams is problematic.
In conclusion, we expect that the methodology proposed in this article may bear considerable fruit in disentangling dimensionality issues in the research areas where they have generated controversy, and shed light on the theoretical status of important hypothesized latent variables in intelligence, psychopathology, and personality research. The time is ripe for investigations along these lines. In the past decades, behavior genetics researchers have constructed large and well-archived twin and family registries that are perfectly suited for analyses such as This document is copyrighted by the American Psychological Association or one of its allied publishers.
16 those reported here (e.g., a 1998 review lists 16 twin registries in Europe alone; Boomsma, 1998; Busjahn, 2002) . The data sets contained in those registries are typically obtainable via protocols for collaborative projects, and in some cases even publically available (e.g., Add Health; see Harris, Halpern, Smolen, & Haberstick, 2006) . In addition, the development of psychometric software as well as the current speed of computers has led to a situation where the required statistical analyses have become feasible. In our view, this opens up a wealth of possibilities for refining and extending psychometric investigations beyond the analysis of purely phenotypic covariation. 
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This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Note. The three-and the four-factor-based independent pathway models based on the phenotypic results (see Figures 7B and 7C ) are shown in bold.
Interfactor correlations greater than .9 are shown in italic bold. A ϭ additive genetic factor; C ϭ shared environmental factor; E ϭ individual-specific environmental factor; CFI ϭ comparative fit index; TLI ϭ Tucker-Lewis index; RMSEA ϭ root-mean-square error of approximation. a The clustering for the E structure is Depressed, Anxious/Withdrawn, Somatic Complaints, instead of Anxious/Depressed, Withdrawn, Somatic Complaints.
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