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Abstract
This paper studies the blow-up phenomena of the second-order nonlinear differential
equation: x′′ = f (t, x, x′). Under appropriate conditions it is shown that some solutions of
the equation blow up in finite time.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
This paper is concerned with the behavior of solutions of second-order
nonlinear differential equation:
x ′′ = f (t, x, x ′), (1.1)
where f :R3 →R1 is always assumed to be a continuous function.
For Eq. (1.1), the asymptotic behavior of solutions such as boundedness,
dissipativity, asymptotic stability of equilibria and periodic solutions has been
extensively studied in the literature; see, for instance, [1,3,5–8,10–12] etc.
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and references therein. In this present work we are interested in the blow-up
phenomena of the equation. This consideration is motivated by one of our recent
works [5]. We will show that under appropriate conditions part of the solutions
of (1.1) blow up in finite time.
Let R+ = [0,+∞). Our main results are contained in the following theorem.
Theorem 1.1. Assume f satisfies:
(F1) for any bounded subset X of R2, f is bounded on R1 ×X;
(F2) for any a > 0,
lim
p→0f (t, z,p)= f (t, z,0)
uniformly with respect to (t, z) ∈R1 × [0, a];
(F3) there exist α  0, β > max(α,1) and c0, c1, c2 > 0 such that
f (t, z,p) c0zβ − c1pα − c2, ∀t ∈R1, z,p  0. (1.2)
Let M0 ∈R1 be a number such that
f (t, z,0) ε0 > 0, ∀t ∈R1, zM0. (1.3)
Let x be a solution of Eq. (1.1). If there exists a t0 ∈R1 such that
x(t0)M0, x ′(t0) > 0, (1.4)
then the right maximal existence interval [t0, T ) is finite (i.e., T <+∞), and
lim
t→T x
′(t)=+∞. (1.5)
In addition to the above hypotheses, if we further assume that f satisfies:
(F4) there exists a continuous nondecreasing functions µ :R+→R+ such that
f (t, z,p)µ
(|z|)(1+ p2), ∀t, z ∈R1, p  0, (1.6)
then we have
lim
t→T x(t)=+∞. (1.7)
Remark 1.2. By (F3), we see that if M0 > (c2/c0)1/β , then
f (t, z,0) c0Mβ0 − c2 := ε0 > 0, ∀t ∈R1, zM0.
However, we emphasize that the number M0 in (1.3) need not be positive.
We also point out that the structure condition (F3) is used to discuss the finite-
time blow-up of the solutions x of (1.1) satisfying (1.4) only in the case when
limt→T x(t)=+∞. For the detail, see Section 2.
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This work is organised as follows. In Section 2 we give the proof of
Theorem 1.1 in detail. To help the reader have a better understanding of our
results, we illustrate Theorem 1.1 in Section 3 by discussing some types of
Liénard equations. In particular, we show that some solutions of the Krall equation
x ′′ + (|x ′| − a)x ′ + x − λx3 = r sinωt
in mechanics and atmosphere dynamics blow up in finite time. Section 4 consists
of some remarks and counterexamples.
2. Proof of Theorem 1.1
In this section we prove Theorem 1.1 in detail.
Assume the hypotheses in Theorem 1.1. Let M0 ∈ R1 and ε0 > 0 be the
constants in (1.3), x be a solution of Eq. (1.1) satisfying (1.4). Let [t0, T ) be
the right maximal interval of existence of x . We show that T < +∞ and (1.5)
holds.
We observe that x is nondecreasing on [t0, T ). Indeed, if this is not the case,
then by (1.4), it is easy to see that x has a local maximum point s, at which we
have
x(s) >M0, x
′(s)= 0, x ′′(s) 0,
therefore by (1.3),
0 x ′′(s)= f (s, x(s), x ′(s))= f (s, x(s),0)> 0,
which is a contradiction.
Now two cases may occur.
Case 1. limt→T x(t)=+∞. The argument in this case is divided into two steps.
Step 1. We prove that (1.5) holds. We first show that x ′ is unbounded on [t0, T ).
Suppose not, then for some M > 0, we have 0  x ′(t) M for t ∈ [t0, T ). If
T <+∞, one will find that x is bounded on [t0, T ) and thus get a contradiction.
Assume that T =+∞. By (F3), we can choose B,δ > 0 such that
f (t, z,p) δ, ∀t ∈R1, z B, 0 p M. (2.1)
Take a t∗  t0 such that x(t) B for t  t∗. Then
x ′′ = f (t, x, x ′) δ, for t  t∗. (2.2)
As a consequence of (2.2), we see that x ′(t)→+∞ as t →+∞. A contradiction!
Now we prove that (1.5) holds. Since x ′ is unbounded on [t0, T ), we can take
a sequence {tn} ⊂ [0, T ), tn → T such that x ′(tn)→+∞. Let M > 0 be given
arbitrary. Recalling that x(t) → +∞ as t → T , by some similar argument as
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in showing (2.2), we can prove that there exists tM > 0 such that if t  tM and
x ′(t)M , then x ′′(t) 0. It follows that if tn  tM is such that x ′(tn)M , then
x ′(t)M, ∀t  tn.
This completes the proof of the desired result.
Step 2. We show that T < +∞. Let α,β be the numbers in (F3). Fix a
α < γ < β . In view of the Young inequality and (F3), we easily deduce
f (t, z,p) c0zβ − 14c0p
γ − c3, ∀t ∈R1, z,p  0 (2.3)
for some c3 > 0. Take a M > 0 such that c0Mβ/2 c3. Then
f (t, z,p) 1
2
c0z
β − 1
4
c0p
γ , ∀t ∈R1, zM, p  0. (2.4)
Since x(t), x ′(t)→+∞ as t → T , there exist a m ∈ N and a tm ∈ [t0, T ) such
that
x(tm) 2m M, x ′(tm) 2m. (2.5)
For k  m (k ∈ N), we define a sequence tk ∈ [tm, T ) by induction as follows:
assume tk has been taken such that
x(tk) 2k, x ′(tk) 2k, (2.6)
then
tk+1 = inf
{
tk  t < T
∣∣ x(t), x ′(t) 2k+1}.
Let ∆tk = tk+1 − tk . In order to prove T <+∞, it suffices to verify∑
km
∆tk <+∞. (2.7)
As x is nondecresing on [t0, T ), by (2.4)–(2.5),
x ′′(t) 1
2
c0
(
x(t)
)β − 1
4
c0
(
x ′(t)
)γ
, ∀t  tm. (2.8)
Write β = σγ. Then σ > 1. For k m, we have by (2.6) and (2.8) that
x ′′(t) 1
2
c0
(
2σk
)γ − 1
4
c0
(
x ′(t)
)γ
, ∀t  tk, (2.9)
from which one finds that if t ∈ [tk, T ) is such that x ′(t) < 2σk , then x ′′(t) > 0. It
follows that if s ∈ [tk, T ) is a point with x ′(s) 2σk , then
x ′(t) 2σk, for s  t < T . (2.10)
We may assume that m is taken large enough, so that
σk  k + 1, for k m. (2.11)
188 D. Li, H. Huang / J. Math. Anal. Appl. 276 (2002) 184–195
Set
δk = max
(
2
2(σ−1)k
,
8
c02(β−1)k
,
(
32
c02(β−1)k
)1/2)
.
If for some k m, we have T  tk + δk , then we are done. Thus we assume that
tk + δk < T for all k m. We will prove that
tk+1  tk + δk, for all k m, (2.12)
therefore ∆tk  δk and hence (2.7) holds.
There are also two possibilities.
(1) There exists t ∈ [tk, tk + δk/2] such that x ′(t) 2σk . When this occurs, we
deduce by (2.10)–(2.11) and the definition of δk that
x ′(tk + δk) 2σk  2k+1,
x(tk + δk)= x(tk + δk/2)+
tk+δk∫
tk+δk/2
x ′(t) dt  2k + 2σkδk/2
 2k + 2σk/2(σ−1)k = 2k+1.
By the definition of tk , we see that tk+1  tk + δk .
(2) For any t ∈ [tk, tk + δk/2], x ′(t) < 2σk . In this case, we obtain by (2.9) that
x ′(t)= x ′(tk)+
t∫
tk
x ′′(t) dt  2k + 1
4
c02βk(t − tk), (2.13)
for any t ∈ [tk, tk + δk/2], from which we derive that
x ′(tk + δk/2) 2k + 18c02
βkδk  2k+1;
x(tk + δk/2)= x(tk)+
tk+δk/2∫
tk
x ′(t) dt
 x(tk)+ 14c02
βk
tk+δk/2∫
tk
(t − tk) dt (by (2.13))
 2k + 1
32
c02βkδ2k  2k+1.
Therefore we have tk+1  tk + δk/2. This finishes the proof of (2.12).
Case 2. limt→T x(t) = c∗ < +∞. In this situation we only need to prove that
limt→T x ′(t)=+∞. Indeed, if this is true, then since x is bounded on [t0, T ), it
follows immediately that T <+∞.
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We first show that x ′ is unbounded. Suppose not. Recalling that x is nonde-
creasing on [t0, T ), one deduces that there is a constant C > 0 such that
0 x ′(t) C, ∀t ∈ [t0, T ). (2.14)
By the boundedness assumption on f , we know that x ′′ = f (t, x, x ′) is bounded
on [t0, T ) and hence limt→T x ′(t) exists. Thanks to the classical extension
theorem, we have T =+∞. For n ∈N, define
xn(t)= x(t0 + n+ t), fn(t, z,p)= f (t0 + n+ t, z,p), t ∈ [0,1].
Then xn satisfies:
x ′′n = fn
(
t, xn, x
′
n
)
, t ∈ [0,1]. (2.15)
Note that the sequence xn is bounded in C2([0,1]), therefore it has a subsequence
(still denoted by xn) that converges in C1([0,1]). In view of limt→T x(t)= c∗, we
see that (xn(t), x ′n(t)) converges to (c∗,0) as n→+∞ uniformly with respect to
t ∈ [0,1]. By (F2), one deduces that for sufficiently large n,
∣∣fn(t, xn, x ′n)− fn(t, xn,0)∣∣< 14ε0, ∀t ∈ [0,1]. (2.16)
We claim that there exists a sequence tn ∈ [0,1] such that x ′′n(tn)→ 0. Indeed, if
x ′′n changes its sign on [0,1], then we can take a tn as a zero of x ′′n , i.e., x(tn)= 0;
otherwise, tn is a minimum of x ′′n on [0,1] in case x ′′n(t)  0 (for t ∈ [0,1]) and
a maximum of x ′′n on [0,1] in case x ′′n(t) 0 (for t ∈ [0,1]). Since x ′n(t) 0 and
converges to 0 uniformly on [0,1], one easily verifies that the sequence tn taken
as above possesses the desired property. Now by (F2) and (1.3), (2.16), noticing
that xn(tn)→ c∗ >M0, we find that for n sufficiently large,
1
4
ε0  x ′′n(tn)= fn
(
tn, xn(tn), x
′
n(tn)
)
> fn
(
tn, xn(tn),0
)− 1
4
ε0
> ε0 − 14ε0 =
3
4
ε0.
A contradiction!
In the sequel we show that limt→T x ′(t) = +∞. We argue by contradiction
and assume that this is not the case. Then there exist two sequences sn, tn → T
as n→+∞ such that for some constant B > 0,
x ′(sn) B for all n ∈N, lim
n→+∞ x
′(tn)=+∞. (2.17)
One may assume that x ′(tn) 2B for all n ∈N and
s1 < t1 < s2 < t2 < · · ·< sn < tn < · · · . (2.18)
For n ∈N, set
σn = max
{
sn  s  tn
∣∣ x ′(s) B},
τn = min
{
σn  s  tn
∣∣ x ′(s) 2B}.
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Then x ′(σn)= B , x ′(τn)= 2B; moreover,
B  x ′(t) 2B, ∀t ∈ [σn, τn]. (2.19)
Clearly [σi, τi] ∩ [σj , τj ] = ∅ when i = j . We claim that
lim
n→+∞(τn − σn)= 0. (2.20)
Otherwise one infers from (2.19) that limt→T x(t)=+∞, which leads to a con-
tradiction.
In light of the mean-value theorem, for every n ∈ N, there is a ζn ∈ [σn, τn]
such that
x ′′(ζn)= x
′(τn)− x ′(σn)
τn − σn =
B
τn − σn .
By (2.20), one sees that x ′′(ζn)→+∞ as n→+∞. Now we have
x ′′(ζn)= f
(
ζn, x(ζn), x
′(ζn)
)
. (2.21)
Due to (2.19) and (F1), we see that the right-hand side in (2.21) is bounded for
n ∈N. This yields a contradiction and completes the proof of (1.5).
Finally let us assume (F4) and prove (1.7). We argue by contradiction and
assume that (1.7) fails to be true. Then, recalling that x is nondecreasing on
[t0, T ), there exists a M1 > 0 such that M0  x(t)  M1. Since x ′(t)  0 on
[t0, T ), by (F4), one sees that
x ′′(t)= f (t, x(t), x ′(t)) µ(M)(1+ x ′(t)2), ∀t ∈ [t0, T ),
where M = max{M0,M1}. By (1.5), we can pick a t∗0  t0 so that
µ(M)
(
1+ x ′(t)2) 2µ(M)x ′(t)2, ∀t ∈ [t∗0 , T ),
and hence
x ′′(t)µ0x ′(t)2, ∀t ∈ [t∗0 , T ), (2.22)
where µ0 = 2µ(M). Set y0 = x ′(t∗0 ). Let
t1 = sup
{
t ∈ [t∗0 , T ) ∣∣ x ′(t) 2y0},
t∗1 = inf
{
t ∈ [t1, T )
∣∣ x ′(t) 22y0}.
Then
2y0 = x ′(t1) x(t) x ′
(
t∗1
)= 22y0, ∀t ∈ [t1, t∗1 ].
For k  1, we take a sequence
t1  t∗1  · · · tk  t∗k  tk+1  t∗k+1  · · ·
such that
2ky0 = x ′(tk) x ′(t) x ′
(
t∗k
)= 2k+1y0, ∀t ∈ [tk, t∗k ] (2.23)
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by induction as follows: for k  1
tk+1 = sup
{
t ∈ [t∗k , T ) ∣∣ x ′(t) 2k+1y0},
t∗k+1 = inf
{
t ∈ [tk+1, T )
∣∣ x ′(t) 2k+2y0}.
For this sequence, we find by (2.22) and (2.23) that
2ky0 = x ′(t∗k )− x ′(tk)=
t∗k∫
tk
x ′′(t) dt  µ0
t∗k∫
tk
x ′(t)2 dt
 22(k+1)µ0y20
(
t∗k − tk
)
.
Hence t∗k − tk  1/(2k+2µ0y0). Now we have
x
(
t∗k
)− x(tk)=
t∗k∫
tk
x ′(t) dt  2ky0
(
t∗k − tk
)
 1/(4µ0)
for all k  1, which follows in turn that x(t)→+∞ as t → T .
The proof of Theorem 1.1 is finished.
3. An example
In this section we illustrate Theorem 1.1 by considering the following Liénard
equation:
x ′′ + g(t, x, x ′)x ′ + h(x)= e(t), (3.1)
where g ∈C(R3), h, e ∈ C(R1); moreover, e is bounded on R1. Set
f (t, z,p)=−g(t, z,p)p− h(z)+ e(t). (3.2)
Let us demonstrate here some situations in which (F1)–(F4) are fulfilled for
Eq. (3.1).
Assume that g satisfies:
(G0) for any bounded subset X of R2, g is bounded on R1 ×X.
Then one easily checks that f satisfies (F1) and (F2). If we assume that g, h
satisfy:
(G1) there exist constants θ, k0, k1  0 such that
g(t, z,p) k0pθ + k1, ∀t ∈R1, z,p  0;
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(H1) there exist constants σ,η0, η1 > 0 such that
h(z)−η0zσ + η1, ∀t ∈R1, z 0,
then f satisfies (F3) provided that σ > θ + 1. To guarantee (F4), it suffices to
assume g satisfies:
(G2) there exists a continuous nondecreasing function µ :R+→R+ such that
∣∣g(t, z,p)∣∣ µ(|z|)(1+ |p|), ∀t, z ∈R1, p  0.
Let M0 > 0 be such that h(M0) < infR1 e(t). Then we can take a ε0 > 0 such
that (1.3) holds for f defined by (3.2).
As a concrete example of Eq. (3.1), we consider the well known Krall equation
in mechanics and atmosphere dynamics [2,4,8,9]:
x ′′ + (|x ′| − a)x ′ + x − λx3 = r sinωt, (3.3)
where a, λ, r and ω are constants, λ,ω > 0. Set
g(t, z,p)= |p| − a, h(z)= z− λz3.
It is trivial to verify that g,h satisfies (G0)–(G2) and (H1) respectively with σ = 3,
θ = 1. For any M0 > max(1, ((1+ |r|)/λ)1/2), simple computations show that
h(M0)=M0 − λM30 <−|r| r sinωt, for all t ∈R1.
Thanks to Theorem 1.1, we obtain immediately the following result.
Theorem 3.1. Let x be a solution of (3.1). If there exists a t0 such that
x(t0) > max
(
1,
(
1+ |r|
λ
)1/2)
, x ′(t0) > 0,
then the right maximal existence interval [t0, T ) is finite (i.e., T <+∞), and
lim
t→T x(t)=+∞, limt→T x
′(t)=+∞.
4. Some remarks
This section consists of some remarks and counterexamples.
Remark 4.1. The restrictions “β > 1” and “β > α” on β in (F3) play a crucial
role in the proof of Theorem 1.1. It is important to note that either “β > 1” or
“β > α” is dropped, the conclusions in Theorem 1.1 may fail to be true. Indeed,
we have the following simple counterexamples.
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Example 4.2. Consider the linear equation:
x ′′ = x. (4.1)
Clearly the function in the right-hand side of Eq. (4.1) satisfies all the conditions
(F1)–(F4) with β = 1 and α = 0, except the condition “β > 1” in (F3). The
solutions of (4.1) are given by the formula: x(t) = C1et + C2e−t , from which
one sees that no solutions of (4.1) blow up in finite time.
Example 4.3. Let 1 < α  2. Consider the initial-value problem:
x ′′ = |x|α − |x ′|α, x(0)= x ′(0)= λ > 0. (4.2)
One easily checks that the function f (t, z,p) = |z|α − |p|α satisfies (F1)–(F4)
except the condition “β > α” in (F3). We will show that for any λ > 0, the solution
of (4.2) does not blow up in finite time and thus exists on R+ = [0,+∞).
By the basic knowledge in differential equations, we know that the problem
has a unique solution x with right maximal interval of existence [0, T ). The
same argument as in the third paragraph in Section 2 applies to show that x is
nondecreasing on [0, T ). We claim that
0 x ′(t) x(t), ∀t ∈ [0, T ). (4.3)
Indeed, since x ′′(0)= 0 < λ= x ′(0) and x ′(0)= x(0), we deduce that there is a
δ > 0 such that
x ′(t) x(t), for t ∈ [0, δ].
Let
τ = sup{δ > 0 ∣∣ x ′(t) x(t), for t ∈ [0, δ]}.
If τ < T , then we have x ′(τ ) = x(τ). Noting that x ′′(t) = x(t)α − x ′(t)α  0
on [0, τ ], we find that x ′ is nondecreasing on [0, τ ], hence x ′(τ )  x ′(0) = λ.
Now since x ′(τ ) = x(τ) and x ′′(τ ) = |x(τ)|α − |x ′(τ )|α = 0 < x ′(τ ), one sees
that x ′(t)  x(t) on [τ, τ + δ] for some δ > 0. This leads to a contradiction and
completes the proof of the claim (4.3).
Thanks to the classical Gronwall lemma, we conclude from (4.3) that
0 x ′(t) x(t) λet , for t ∈ [0, T ),
hence x does not blow up in finite time.
For the solution x of (4.2), by some similar argument as in the proof of
Theorem 1.1, we can also show that
lim
t→+∞x(t)=+∞, limt→+∞x(t)=+∞.
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Indeed if x is bounded on R+, by applying Lemma 2.2 one deduces that x ′
is bounded on R+. Further we conclude by x ′′ = |x|α − |x ′|α that x ′′ is bounded
on R+. Assume
lim
t→+∞x(t)= c
∗ <+∞. (4.4)
Consider the sequence xn on [0,1] defined as: xn(t)= x(n+ t) for t ∈ [0,1]. Then
xn has a subsequence (still denoted by xn) converging in C1([0,1]). By equation:
x ′′n = |xn|α −
∣∣x ′n∣∣α, t ∈ [0,1], (4.5)
we find that xn converges in C2([0,1]). Due to (4.4), xn necessarily converges in
C2([0,1]) to the constant function x∗(t)≡ c∗. Now we pass to the limit in (4.5)
to obtain that c∗ = 0, which is a contradiction. Thus x is unbounded on R+. As
x is nondecreasing on R+, we have limt→+∞ x(t) = +∞. Repeating the same
argument as in Case 1, Step 1 in the proof of Theorem 1.1, one can show that
limt→+∞ x ′(t)=+∞.
Remark 4.4. We remark that to guarantee (1.7), the inequality (1.6) in (F4) cannot
be relaxed to the following one: For some γ > 2,
f (t, z,p) µ(z)
(
1+ pγ ), ∀t ∈R1, z,p  0. (4.6)
To see this, we give an easy example:
Example 4.5. Let γ > 2. For any λ > 0, consider the Cauchy problem:
x ′′ = |x|γ + |x ′|γ , x(0)= x ′(0)= λ. (4.7)
Set f (t, z,p)= |z|γ + |p|γ . Clearly f satisfies (F1)–(F3). Let x be the solution
of (4.7) with the right maximal existence interval [0, T ). By Theorem 1.1, one
deduces that T <+∞ and limt→T x ′(t)=+∞. It is also obvious that (4.6) holds
true with f . However, we can show that x(t) remains bounded on [0, T ).
Indeed, since x ′′(t) = |x(t)|γ + |x ′(t)|γ  0 for t ∈ [0, T ), we see that x ′(t)
is nondecreasing on [0, T ). Fix a m ∈ N such that 2m  λ. For k m, we take a
sequence tk such that
tm  tm+1  · · · tk  tk+1  · · · , x ′(tk)= 2k.
It is clear that tk → T as k→+∞. By Eq. (4.7), we have
2k = x ′(tk+1)− x ′(tk)=
tk+1∫
tk
x ′′(t) dt 
tk+1∫
tk
∣∣x ′(t)∣∣γ dt  2kγ (tk+1 − tk).
So tk+1 − tk  1/2k(γ−1). Now we observe that
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x(tk)= x(tm)+
k−1∑
i=m
ti+1∫
ti
x ′(t) dt  x(tm)+
k−1∑
i=m
x ′(ti+1)(ti+1 − ti)
 x(tm)+ 2
k−1∑
i=m
1/2(γ−2)i  x(tm)+ 2
+∞∑
i=1
1/2(γ−2)i,
therefore the sequence x(tk) (k  m) is bounded from above. Noting that x(t)
is nondecreasing on [0, T ), one concludes immediately that x(t) is bounded on
[0, T ).
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