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Abstract—In this paper, we investigate a novel family of
polar codes based on multi-kernel constructions, proving that
this construction actually polarizes. To this end, we derive
a new and more general proof of polarization, which gives
sufficient conditions for kernels to polarize. Finally, we derive
the convergence rate of the multi-kernel construction and relate
it to the convergence rate of each of the constituent kernels.
I. INTRODUCTION
Channel polarization is a novel technique to create capacity-
achieving codes over various channels [1]. In its original
construction, a polar code is generated by a sub-matrix of
the transformation matrix T⊗n2 with the binary kernel defined
by T2 =
(
1 0
1 1
)
. While the polarization of the Kronecker
powers of the T2 kernel is presented in [1], the proof has been
generalized in [2] for the Kronecker power of larger binary
kernels. Hereafter, various kernels have been proposed, along
with their convergence rates [3].
Recently, a novel family of polar codes, where binary
kernels of different sizes are mixed, has been proposed in
[4]. These codes, coined as multi-kernel polar codes, make
it possible to construct polar codes of any block lengths, not
limited to powers of integers as when using a single kernel. In
[4], authors conjecture that the proposed mixed construction
polarizes; this conjecture is confirmed by the density evolution
algorithm used to calculate the bit reliabilities [5], however, a
rigorous convergence proof is missing.
In this paper, we fill the gap left in [4] by presenting a
proof of the polarization of multi-kernel polar codes. To this
end, we describe the polarization of any kernel through an
inequality related to the reliability transitions in every step
of the polarization. This inequality is different from the ones
presented in other proofs [1], [2]; however, we will show that
this inequality holds for Arikan’s original kernel, along with
other selected kernels. Besides, we derive the convergence rate
of the obtained multi-kernel polar code based on convergence
rate of each of the constituent kernels.
This paper is organized as follows. Section II introduces the
information theoretic model and reviews the code construction
of multi-kernel polar codes. Section III presents the main result
of this paper which consists in the proof of polarization, while
These results were derived when F. Gabry was still with the Mathematical
and Algorithmic Sciences Lab of Huawei.
Section IV derives the convergence rates (or error exponents)
of the resulting multi-kernel polar code.
II. SYSTEM MODEL AND CODE DEFINITION
In this section, we introduce the fundamental definitions
related to polar coding and the underlying information the-
oretic model. Moreover, we briefly present the multi-kernel
construction of polar codes.
A. Channel model
Let W : X → Y be a discrete input channel defined by its
associated probability mass function (pmf) W (y|x), and let
W(N) : XN → YN be its N -th memoryless extension with
associated pmf W (N)(yN1 |xN1 ),
W (N)(yN1 |xN1 ) =
N∏
i=1
W (yi|xi). (1)
Let UN1 , (U1, . . . , UN ) be N auxiliary random variables
satisfying the Markov chain (U1, . . . , UN )−
−Xi−
−Yi for all
i ∈ [1 : N ], where [1 : N ] represents the set of integers from 1
to N . In the following, the input alphabet X and the respective
auxiliary alphabets Uj are all binary, i.e., for all i ∈ [1 : N ],
X = Uj = {0, 1}. The auxiliary variables, or bit components,
Ui are all pairwise independent Bern( 12 ) variables.
B. Channel polarization
A polar code of length N is a linear block code which
maps the bits uN1 = (u1, . . . , uN ) into the channel input array
xN1 = (x1, . . . , xN ) through a linear invertible mapping, i.e.,
xn1 = u
n
1 ·GN , (2)
where GN is depicted as the transformation matrix of the polar
code. Since the bits (U1, . . . , UN ) are independent Bern( 12 )
distributed and GN is invertible, then the channel inputs
(X1, . . . , XN ) are also independent Bern( 12 ) distributed. This
yields to the information conservation principle
I(UN1 ;Y
N
1 ) = I(X
N
1 ;Y
N
1 ) = N · I(X;Y ), (3)
which stems from thatW(N) is memoryless. In the following,
since the input distribution PX is fixed, we will use I(W ) ,
I(X;Y ) to denote the dependence of I(X;Y ) only on the
channel W .
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To introduce the polarization principle, let us first use the
independence of the bits Ui to write the following
I(UN1 ;Y
N
1 ) =
N∑
i=1
I(Ui;Y
N
1 |U i−11 ) (4)
=
N∑
i=1
I(Ui;Y
N
1 , U
i−1
1 ). (5)
Let us then define the channel W(N)i , with output Zi ,
(Y N1 , U
i−1
1 ) and associated pmf
W(N)i (zi|ui) =W(N)i (yN1 , ui−11 |ui). (6)
To polarize the channel W(N) means to create N virtual
channels W(N)i , each being either a degraded version of W
or an enhanced version of it. By a proper choice of the
transformation matrix GN , as the one suggested by Arikan
[1], it can be shown that, as the code length N goes to infinity,
the resulting virtual channelsW(N)i are either perfectly reliable
channels or totally noisy channels, i.e.,
∀i ∈ [1 : N ] I(Ui;Y N1 , U i−11 )→ 0 or 1. (7)
Arikan showed in [1] that the fraction of perfectly reliable
channels among all, i.e., the fraction of bits that can be trans-
mitted reliably, is given by the mutual information I(X;Y ).
C. Multi-kernel code construction
The transformation matrix GN of a polar code of length N
is defined by the n-fold Kronecker product of the binary kernel
T2 =
(
1 0
1 1
)
, namely GN = T⊗n2 , where N = 2
n. Note
that the structure of the transformation matrix renders it in-
vertible, and that the admissible blocklengths N are all powers
of 2, which might be an impediment for practical applications
with arbitrary blocklengths. However, in [2] authors prove that
the kernel T2 can be replaced by any polarizing kernel Tl with
dimension l× l, leading to codes of blocklengths of the form
N = ln. An example of such kernels, which we will resort to
in the document, is the T3 kernel given by:
T3 ,
 1 1 11 0 1
0 1 1
 . (8)
The multi-kernel polar code construction is introduced in
[4], in which multiple binary kernels are used in the construc-
tion of the code. Consider to this end a collection of kernels
Tl1 , . . . , Tlm where, for j ∈ [1 : m], Tlj is a binary matrix
of dimension lj × lj . A multi-kernel transformation matrix is
constructed as the Kronecker product of these kernels,
GN = Tl1 ⊗ Tl2 ⊗ · · · ⊗ Tlm . (9)
Note here that the size of the resulting code is N =
∏m
j=1 lj .
An (N,K) multi-kernel polar code is defined by the transfor-
mation matrix GN in (9), and the information set I of size
||I|| = K, or conversely by the frozen set F = [1 : N ] \ I.
For the encoding, each frozen bit is set to zero, i.e., ui = 0 for
Fig. 1. Polarization tree of a kernel T2 ⊗ T3 ⊗ ...⊗ Tlm
i ∈ F , while information is stored in the remaining bits, whose
indices constitute the information set I. Then, the channel
input xN1 is obtained by x
N
1 = u
N
1 · GN . In [4], authors
conjecture that the Kronecker product of polarizing kernels
result in a polarizing transformation matrix, and they calculate
the reliabilities of the bits through density evolution [5]. The
information set I is then constituted by the K bit positions
with the highest reliability. In this paper, we present a prove
of this conjecture, confirming the goodness of the multi-kernel
construction in [4].
Decoding of multi-kernel polar codes is performed similarly
to Arikan’s polar code, using successive cancellation decoding.
At each step, a bit ui is decoded from the channel outputs yn1
using the previously made hard decisions on the bits ui−11 . In
practice, the decoding is performed on the Tanner graph of the
code, where each block of the decoder consists in the basic
decoding operations of the kernel Tlj as explained in [4].
III. POLARIZATION OF MULTI-KERNEL POLAR CODES
In this section, we prove the main result of the paper: the
polarization of multi-kernel polar codes. The approach we
adopt here is somewhat similar to the one proposed by Arikan
in [1], but differing in the last steps, where we prove that
polarization is highly kernel dependent.
A. Definitions
In the following, the sub-channels W (N)i where i ∈ [1 : N ]
are defined as
W
(N)
i ,Wb1,...,bm (10)
where the index bj , for j ∈ [1 : m], takes values in
[1 : lj ], constituting the mixed radix decomposition of i in
the base (l1, . . . , lm). Due to the Kronecker construction of
the transformation matrix GN in (9), the channel polariza-
tion occurs iteratively in that, at each step m, each of the
previous channels Wb1,...,bm−1 is polarized into lm new chan-
nels Wb1,...,bm−1,1, . . . ,Wb1,...,bm−1,bm , . . . ,Wb1,...,bm−1,lm as
shown in Figure 1.
Let us assume that the transitions on the polarization tree
occur uniformly at random, i.e. the indices (B1, . . . , Bm) are
uniformly distributed, i.e., ∀bj ∈ [1 : lj ], PBj (bj) = 1lj . The
mutual information I(WB1,...,Bm) is then a random variable
depending on the random variables B1, . . . , Bm, which we
will denote by
Im , I(WB1,...,Bm) (11)
where I0 , I(W ) is a deterministic variable indicating
the channel capacity. Finally, we give a formal definition of
channel polarization for multi-kernel polar codes.
Definition 1. A multi-kernel polar code is polarizing if
∀ > 0, lim
m→∞P(Im ≥ 1−) = 1− limm→∞P(Im ≤ ) = I(W ).
B. Proof of polarization
Similarly to the case of T2 kernels investigated by Arikan,
the proof of polarization of multi-kernel polar codes is two-
fold. First, we prove that the random process {Im}m is
converging to a random variable I∞ in probability. Then, we
show that, if the kernels are selected properly, the distribution
of I∞ is a Bernoulli distribution with probability I(W ), and
Im follows the Definition 1 .
Lemma 1. The sequence {Im}m is a bounded martingale
with respect to B1, . . . , Bm, and thus converges in probability
to a variable I∞ whose expected value verifies E(I∞) = I0.
Proof. To begin with, we have that 0 ≤ Im ≤ 1 for all m ∈ N,
which is due to the fact that the channel WB1,...,Bm has binary
inputs. Let m ∈ N, we have that
EBm+1(Im+1|B1, . . . , Bm) (12)
= EBm+1
(
I(WB1,...,Bm,Bm+1)|B1, . . . , Bm
)
(13)
=
lm+1∑
b=1
P(Bm+1 = b)I(WB1,...,Bm,b) (14)
=
1
lm+1
lm+1∑
b=1
I(WB1,...,Bm,b)
(a)
= I(WB1,...,Bm) (15)
where (a) is a consequence the information conservation
principle (3) and of (5). Finally, one can write that
EB1,...,Bm,Bm+1(Im+1)
= EB1,...,Bm
(
EBm+1
(
I(WB1,...,Bm,Bm+1)|B1, . . . , Bm
))
(a)
= EB1,...,Bm(Im) = Im
where (a) is a consequence of (15). Thus, {E(Im)}m is
constant, and
E(Im) = E(Im−1) = · · · = E(I0) = I0. (16)
Thus, {Im}m is a bounded martingale, hence, uniformly
integrable and thus convergent in probability to a random
variable I∞ such that E(I∞) = I0, which is due to (16).
The convergence of the martingale {Im}m follows mainly
from the information conservation property in (3) and is thus
universal. On the other hand, polarization depends on to the
kernel properties, as shown in the following Theorem.
Theorem 1. If for every kernel Tl forming the transformation
matrix of the code, and every past sequence (b1, . . . , bm−1),
there exist α, β > 0 such that the following inequality holds:
∀bm ∈ [1 : lm] , |I(Wb1,...,bm−1,bm)− I(Wb1,...,bm−1)|
≥ I(Wb1,...,bm−1)α ·
(
1− I(Wb1,...,bm−1)
)β
,(17)
then I∞ is a Bernoulli distributed variable with
P(I∞ = 1) = 1− P(I∞ = 0) = I0. (18)
Proof. Here we present a novel proof showing clearly the
dependency of the polarization process on the choice of the
kernel. Let m ∈ N and let (b1, . . . , bm−1) be the vector of
past indices in the polarization tree. Under the assumptions of
Theorem 1, we have that for all possible bm ∈ [1 : lm],
|I(Wb1,...,bm−1,bm)− I(Wb1,...,bm−1)|
≥ I(Wb1,...,bm−1)α ·
(
1− I(Wb1,...,bm−1)
)β
.(19)
This implies that on the cylinder set (B1, . . . , Bm), the fol-
lowing inequality holds with probability 1, i.e.,
|Im − Im−1| ≥ Iαm−1 · (1− Im−1)β ≥ 0. (20)
Hence, since {Im}m is a uniformly converging sequence, with
limit I∞, and since the function f : x → xα(1 − x)β is
continuous, then
0 ≥ Iα∞ · (1− I∞)β ≥ 0, (21)
which in turn implies that I∞ = 1 or 0.
What we presented can be seen as an alternative to the orig-
inal proof of polarization made by Arikan and then extended
in [2] to arbitrary kernels. Even if this inequality may seem a
bit restrictive, it is verified for a big family of kernels; in the
following, we prove it for Arikan’s T2 binary kernel, and for
the T3 kernel given in (8).
C. Examples of kernels polarization
In the following, we prove that the kernels T2 and T3 are
polarizing according to the multi-kernel definition by showing
that the constraints in (17) are met for these two kernels.
For the kernel T2, consider a channel W with binary inputs
and finite outputs. Let (U1, U2) be the Bern( 12 ) auxiliary
inputs and (X1, X2) be the binary channel inputs where
X21 = U
2
1 · T2. The independence of (X1, X2) implies
that (X1, Y1) and (X2, Y2) are all pairwise independent and
H(X1|Y1) = H(X2|Y2) = H(X|Y ) , H0 ≤ 1.
The inequality in (17) implies the pair of constraints:
|I(U1;Y 21 )− I(X;Y )| ≥ I(X;Y )α(1− I(X;Y ))β
|I(U2;Y 21 |U1)− I(X;Y )| ≥ I(X;Y )α(1− I(X;Y ))β ,
but since I(U2;Y 21 |U1) = 2I(X;Y ) − I(U1;Y 21 ), then it
suffices to prove the first inequality, which amounts to
H(X1 ⊕X2|Y 21 )−H0 ≥ Hβ0 .(1−H0)α. (22)
We prove in Appendix A-A, that this holds with the choice
α = 1 and β = 2.
As for T3, under similar assumptions on (U1, U2, U3) and
the independence of (X1, Y1), (X2, Y2) and (X3, Y3), and
defining H(X1|Y1) = H(X2|Y2) = H(X3|Y3) , H0, the
condition in (17) amounts to proving that:
|I(U1;Y 31 )− I(X;Y )| ≥ I(X;Y )α(1− I(X;Y ))β
|I(U2;Y 31 |U1)− I(X;Y )| ≥ I(X;Y )α(1− I(X;Y ))β
|I(U3;Y 31 |U21 )− I(X;Y )| ≥ I(X;Y )α(1− I(X;Y ))β ,
Again, it suffices to prove only the two first inequalities, which
amounts to proving that
|H(X1 ⊕X2 ⊕X3|Y 31 )−H0| ≥ Hβ0 (1−H0)α (23)
|H(X2 ⊕X3|Y 31 , X1 ⊕X2 ⊕X3)−H0| ≥ Hβ0 (1−H0)α. (24)
In Appendix A-B, we show that this holds with α = β = 2.
IV. RATE OF CONVERGENCE OF MULTI-KERNEL POLAR
CODES
The rate of convergence of the sequence {Im}m, which is
related to the error exponent of the generator matrix GN =
Tl1 ⊗ · · · ⊗ Tlm , is the asymptotic convergence rate of the
probability of error. In this section, we show how to derive the
convergence rate of a multi-kernel polar code based on the rate
of convergence of each of the constituent kernels Tl1 , . . . , Tlm .
A. Definitions
Let us first extend the definition of the Bhattacharyya
parameter, a key measure in the rate of convergence of polar
codes, to the case of multi-kernel polar codes. We recall that
the Bhattacharyya parameter associated with a binary input
channel W is
Z(W ) ,
∑
y∈Y
√
W (y|1)W (y|0). (25)
Accordingly to the notation W (N)i = Wb1,...,bm , where
(b1, . . . , bm) are the mixed radix decomposition of i in the
basis l1, . . . , lm, we define a random Bhattacharyya parameter
associated to the random realization of (B1, . . . , Bm) as
follows:
Definition 2 (Bhattacharyya parameter). The random Bhat-
tacharyya parameter associated to the random realization of
(B1, . . . , Bm) is given by
Zm , Z(WB1,...,Bm) =
∑
z∈Z
√
WB1,...,Bm(z|1)WB1,...,Bm(z|0).
where z is defined in (6).
The Bhattacharyya parameter is particularly useful since it
yields bounds on the block error probability Pe(N) of a length
N code, see [2].
Next, we define the rate of convergence of a multi-kernel
polar code based on the convergence of the sequence {Zm}m.
Definition 3. A multi-kernel polar code has a rate of conver-
gence E if and only if the following properties hold:
1) For all γ ≥ E,
lim
m→∞P(Zm ≥ 2
−Nγ ) = 1; (26)
2) for all 0 < γ ≤ E
lim
m→∞P(Zm ≤ 2
−Nγ ) = I(W ). (27)
The convergence rate relates directly to the error exponent,
i.e. the rate of convergence of the block error probability to 0.
As such, if a polar code has an convergence rate of E, then
the block error probability satisfies
Pe(N) ∼
n→∞ 2
−NE . (28)
For polar codes based on Arikan’s kernels, i.e. GN = T⊗n2 ,
the convergence rate was shown in [6] to be equal to E = 0.5.
For polar codes formed by larger kernels, authors in [2] derive
the rate of convergence through the partial distances of the
given kernel Tl of length l yielding, for instance, for kernel
T3 proposed in (8) a rate of convergence of E = 0.42.
B. Calculation of the rate of convergence
The rate of convergence of a polar code can be derived for
Arikan’s T2 kernels, and more generally, for arbitrary kernels
Tl, through the following result.
Lemma 2. [2, Theorem 14]
Let Tl be an arbitrary kernel with size l × l, then the rate of
convergence of the associated polar code is given by
El ,
1
l
l∑
i=1
logl(Di) (29)
where Di is the partial distance of the i-th row of the
transformation matrix Tl = (t
†
1, . . . , t
†
i , . . . , t
†
l )
†, defined as
Di , dist(ti, < ti+1, . . . , tl >) (30)
where < ti+1, . . . , tl > is the linear code spanned by the
remaining rows of Tl and A† the transpose of the matrix A.
In the following, we show that the rate of convergence of
a multi-kernel polar code can be derived on the basis of the
rate of convergence of each of the constituent kernels.
Theorem 2. Consider a multi-kernel polar code in which each
of the s distinct constituent kernels Tlj has an error exponent
Elj for j ∈ [1 : s] and is used with frequency pj in the
Kronecker composition GN as N → ∞. Then, the rate of
convergence of the resulting mixed kernel polar code is given
by
E =
s∑
j=1
pj log2(lj)∑
j′ pj′ log2(lj′)
· Elj (31)
Proof. Let m be the index of the current iteration in the
Kronecker product, let i ∈ [1 : N ] and let (b1, . . . , bm) be
its corresponding mixed radix decomposition. The proof of
this theorem follows from the following inequality, which is
a result of ([2, Lemma 13]),
Z(Wb1,...,bm−1)
Dbm ≤ Z(Wb1,...,bm)
≤ 2lm−bmZ(Wb1,...,bm−1)Dbm (32)
where Dbm , with bm ∈ [1 : lm], is the partial distance of
the row tbm in the kernel Tlm . The proof that items 1) and
2) in definition 3 holds, follows by analytic calculus and is
presented in Appendix B.
As a result, the rate of convergence of a multi-kernel polar
code consists in a weighted sum of the error exponents of each
of the constituent kernels, where the weights are related to the
frequency of occurrence of a kernel in the construction.
APPENDIX A
PROOF OF POLARIZATION OF T2 AND T3
A. Proof of polarization of T2
To prove (22), note that
H(X1 ⊕X2|Y 21 )
=
∑
y1,y2
PY1Y2(y1, y2)H(X1 ⊕X2|y1, y2) (33)
(a)
=
∑
y1,y2
PY1(y1)PY2(y2)H(X1 ⊕X2|y1, y2) (34)
(b)
=
∑
y1,y2
PY1(y1)PY2(y2)h2(qy1 ? qy2) (35)
where (a) is a consequence from the independence of Y1 and
Y2, and (b) follows since, conditioned on (y1, y2), X1 ⊕ X2
is a binary variable with probability
P(X1 ⊕X2 = 0|y1, y2) = P(X1 = 0|y1, y2) ? P(X2 = 0|y1, y2)
= P(X1 = 0|y1) ? P(X2 = 0|y2)
, qy1 ? qy2 ,
where ? denotes the binary convolution operator, and where
the last step is a result of the memorylessness of the channel.
As defined, qy1 and qy2 satisfy the following equality∑
y1
PY1(y1)h2(qy1) =
∑
y2
PY2(y2)h2(qy1) = H(X1|Y1) = H0.
Then, resolting to Mrs Gerber’s Lemma [7], i.e., convexity
of h2(p ? h−12 (x)) in x, we can write
H(X1 ⊕X2|Y 21 ) ≥
∑
y1
PY1(y1)h2
(
qy1 ? h
−1
2 (H0)
)
(36)
≥ h2
(
h−12 (H0) ? h
−1
2 (H0)
)
(37)
Finally, it can be proved that, ∀a ∈ [0 : 1/2],
h2(a ? a)− h2(a) ≥ h22(a) · (1− h2(a)) ≥ 0. (38)
which, when replacing a = h−12 (H0), yields the desired result.
B. Proof of polarization of T3
To prove (23), we first note that similar to (37),
H(X1 ⊕X2 ⊕X3|Y 31 )
≥ h2
(
h−12 (H0) ? h
−1
2 (H0) ? h
−1
2 (H0)
)
(39)
(a)
≥ H0 + h2
(
h−12 (H0) ? h
−1
2 (H0)
)2 · (1−H0) (40)
(b)
≥ H0 +H20 · (1−H0) ≥ H0 +H20 · (1−H0)2 (41)
where, (a) and (b) are consequences of (38).
Next, to prove (24), we write the following:
H(X2 ⊕X3|Y 31 , X1 ⊕X2 ⊕X3)
= H(X2 ⊕X3|Y 31 ) +H(X2|Y 31 )−H(X1 ⊕X2 ⊕X3|Y 31 )
= H(X2|Y2) +H(X2 ⊕X3|Y 31 )−H(X1 ⊕X2 ⊕X3|Y 31 )
= H0 +H(X2 ⊕X3|Y 32 )−H(X1 ⊕X2 ⊕X3|Y 31 ).
Next, we note that we can write the following upper bound
on H(X2 +X3|Y 32 ).
H(X2 ⊕X3|Y 32 )
=
∑
y2,y3
PY2(y2)PY3(y2)h2(qy2 ? qy3) (42)
(a)
≤ H(X2|Y2) + (1−H(X3|Y3)) ·H(X2|Y2) (43)
= H0 +H0 · (1−H0) (44)
where (a) is due to a consequence of Mrs Gerber’s lemma
[7],
h2(a ? b) ≤ h2(a) + h2(b)− h2(a)h2(b). (45)
Thus, we can finally write that
H(X2 ⊕X3|Y 31 , X1 ⊕X2 ⊕X3)−H0
= H(X2 ⊕X3|Y 32 )−H(X1 ⊕X2 ⊕X3|Y 31 )
(a)
≤ −H20 · (1−H(X2 ⊕X3|Y 32 ))
≤ −H20 · (1−H0 −H0 · (1−H0))
= −H20 · (1−H0)2 ≤ 0
where (a) follows similarly from (37) and (38) by leaving
X2 +X3 grouped.
APPENDIX B
ERROR EXPONENTS: PROOF OF THEOREM 2
In order to prove that the error exponent of a mutli-kernel
polar code is given by
E =
s∑
j=1
plj log2(lj)∑
j′ plj′ log2(lj′)
· Elj (46)
we would need to prove that E satisfies both conditions in
definition 3, namely
• Condition 1): For all γ ≥ E,
lim
m→∞P(Zm ≥ 2
−Nγ ) = 1; (47)
• Condition 2) for all 0 < γ ≤ E
lim
m→∞P(Zm ≤ 2
−Nγ ) = I(W ). (48)
Before proving that both these conditions hold, we list some
preliminaries which are essential to the proof.
A. Preliminaries
Let m be the current iteration in the multi-kernel construc-
tion given by GN =
⊗m
k=1 Tlk where the kernels Tlk can
take values in a set of distinct kernels {T1, . . . , Ts} with a
probability pj for j ∈ [1 : s]. Let b1, . . . , bm the realization
of the random variables B1, . . . , Bm up to this iteration. We
will use the shorthand notation Zm to denote the realization
of the random Bhattacharryaa parameter Z(Wb1,...,bm) defined
in Definition 2. Let Db1 , . . . , Dbm denote the corresponding
partial distances and N =
∏m
k=1 lj be the blocklength at
iteration m.
Definition 4. We define the occurrences set of a kernel Tlj in
GN as
Nmj , {k ∈ [1 : m], Tk = Tlj} (49)
and the occurrences set of an index i ∈ [1 : lj ] in the kernel
Tlj as
Nmi,j , {k ∈ Nmj , bk = bi}, (50)
with cardinalities
nmj , ||Nmj || (51)
nmi,j , ||Nmi,j ||. (52)
By the law of large numbers, and since the variables
(B1, . . . , Bm) are each uniformly distributed, the cardinalities
of these sets verify
lim
m→∞
nmj
m
= pj , lim
m→∞
nmi,j
nmj
=
1
lj
(53)
⇒ lim
m→∞
nmi,j
m
=
pj
lj
. (54)
As such,
∀ > 0,∃M ≥ 0, s.t.
∣∣∣∣nmi,jm − pjlj
∣∣∣∣ ≤  for all m ≥M. (55)
In the following, we list some key properties verified by the
sequence of Bhattacharyya parameters (Zm)m≥0.
Lemma 3. There exists K ≥ 1, such that, for all m ≥ 1,
Z
Dbm
m−1 ≤ Zm ≤ KZDbmm−1. (56)
Proof. This inequality follows from simple analytic manipu-
lations of the result of ([2, Lemma 13]),
Z
Dbm
m−1 ≤ Zm ≤ 2(lm−bm)ZDbmm−1 (57)
≤ 2l?ZDbmm−1, (58)
where
l? , max
j∈[1:s]
lj . (59)
The results follows then by defining K , 2l? .
Lemma 4. For any polarizing kernel Tlj , the partial distances
Di for i ∈ [1 : lj ], satisfy the following
1) All partial distances are greater than 1 and bounded up
by lj ∀i ∈ [1 : lj ], 1 ≤ Di ≤ lj ;
2) there exists at least a partial distance Dij , of a row ij
of the kernel’s matrix Tlj , such that Dij ≥ 2 .
Proof. The first claim follows from the invertibility of a
polarizing kernel matrix and the definition of partial distances.
Concerning the second claim, if all partial distances Di are
equal to 1 for a Kernel Tl, (56) becomes
Zm−1 ≤ Zm, for all m ≥ 1. (60)
Thus, (Zm)m is a non-decreasing positive sequence, which can
converge to 0 only if it’s constant and equal to 0, contradicting
the polarization property.
The following Lemma will be instrumental in the second
part of the proof.
Lemma 5. For all m1 and m2 such that m2 ≥ m1, we have
that
Zm2 ≤
(
K(m2−m1)Zm1
) m2∏
k=m1+1
Dbk
. (61)
Proof. Let m2 ≥ m1 ≥ 0 be two integers. We have from the
right hand side of inequality (56) that
Zm2 ≤ KZ
Dbm2
m2−1 (62)
≤ KKDbm2ZDbm2Dbm2−1m2−2 (63)
≤ K
1+
m2∑
m=m1+2
m2∏
k=m
Dbk

× Z
m2∏
k=m1+1
Dbk
m1 (64)
(a)
≤ K

m2∑
m=m1+1
m2∏
k=m
Dbk

× Z
m2∏
k=m1+1
Dbi
m1 (65)
(b)
≤ K
(m2−m1)
m2∏
k=m1+1
Dbk
× Z
m2∏
k=m1+1
Dbk
m1 (66)
=
(
K(m2−m1)Zm1
) m2∏
k=m1+1
Dbk
, (67)
where (a) and (b) result from both that K ≥ 1, and from
claim 2) Lemma 4.
B. Proof of condition 1)
To show condition 1), we rely on the left hand side of (56).
Given an  ≥ 0 with m ≥M satisfying (55), we have that
Zm ≥ ZDbmm−1≥ Z
m∏
k=1
Dbm
0 . (68)
The exponent of Z0 can be upper bounded as
m∏
k=1
Dbm =
s∏
j=1
∏
k∈Nmj
Dbk (69)
=
s∏
j=1
lj∏
i=1
D
nmi,j
bi
(70)
=s∏
j=1
l

lj∑
i=1
nmi,j loglj (Dbi)

j (71)
=
s∏
j=1
l
m

lj∑
i=1
nmi,j
m
loglj (Dbi)

j (72)
(a)
≤
s∏
j=1
l
m(pj+
′)
 1lj
lj∑
i=1
loglj (Dbi)

j (73)
≤
s∏
j=1
l
m(pj+
′)Elj
j (74)
(b)
≤ NE (75)
where (a) stems from (55), and Elj is as defined in (29), and
′ ,  · max
j∈[1:s]
lj =  · l?, (76)
while (b) stems from
N =
m∏
k=1
lk =
s∏
j=1
l
nmj
j ≥
s∏
j=1
l
m(pj−)
j ≥
s∏
j=1
l
m(pj−′)
j ,(77)
where
E ,
∑s
j=1m(pj + 
′) log(lj)Elj∑s
j′=1m(pj′ − ′) log(lj′)
(78)
=
s∑
j=1
(pj + 
′) log(lj)∑s
j′=1(pj′ − ′) log(lj′)
Elj (79)
≤ E + ′′, (80)
with ′′ proportional to . Thus, we have that, for m ≥M ,
Zm ≥ ZNE+
′′
0 (81)
= 2[N
E+′′ ·log2(Z0)] (82)
= 2[−N
E+′′ ·N logN (− log2(Z0))] (83)
= 2[−N
E+′′+logN (− log2(Z0))] (84)
= 2[−N
E+′′′ ]. (85)
Finally, for all γ ≥ E,
lim
m→∞P(Zm ≥ 2
−Nγ ) = 1. (86)
C. Proof of condition 2)
To prove condition 2), we will rely on the right hand side of
(56) by showing that the exponential decay of Zm annihilates
the role of the multiplicative constant K.
Lemma 6. For every  > 0, there exists M0 such that
P
(
Zm ≤ K−(l?+1) ∀m ≥M0
)
> I0 − , (87)
where l? , max
j∈[1:s]
lj .
Proof. The proof of this Lemma is a generalization of the
proof of [8, Lemma 5.11]. Defining the event
Ω , {w : lim
m→∞Zm(w) = 0} (88)
= {w : ∀k > 1,∃m0 s.t Zm(w) ≤ 1
k
∀m ≥ m0} (89)
=
⋂
k>1
⋃
m0≥0
Am0,k, (90)
where
Am0,k , {w : Zm(w) ≤
1
k
∀m ≥ m0}. (91)
Since the multi-kernel polar code defined by GN polarizes, i.e.
the sequence (Zm)m>0 converges to a Bern(1 − I0) random
variable, we have that
P(Ω) = I0. (92)
In the following, the notation Zm(w) will be shortened to Zm
since the dependence on w is implicit. Let k ≥ 1 be fixed.
The sequence of sets (Am0,k)m0≥0 is increasing in m0, thus
we can write
Am0,k =
⋃
n≤m0
An,k. (93)
If we define
A∞,k ,
⋃
m0≥0
Am0,k, (94)
we can write that
lim
m0→∞
P(Am0,k) = lim
m0→∞
P
 ⋃
n≤m0
An,k
 (95)
= P
 lim
m0→∞
⋃
n≤m0
An,k
 (96)
= P (A∞,k) . (97)
Thus, for all k ≥ 1, for all  > 0 there exists M0 such that
for all m0 ≥M0
P(Am0,k) ≥ P (A∞,k)− . (98)
More specifically, for k = Kl
?+1, for all  > 0 there exists
M0 such that
P(AM0,Kl?+1) ≥ P
(
A∞,Kl?+1
)−  (99)
≥ P
⋂
k≥1
A∞,k
−  (100)
= P (Ω)−  (101)
= I0 − , (102)
which concludes the proof.
The following shows a key inequality on the exponential
decay of the sequence (Zm)m>0.
Lemma 7. For every  > 0, there exists M1 such that for all
m ≥M1
P
(
Zm ≤ K− m4l?
)
> I0 − . (103)
Proof. Fix an  > 0. Following the result of the previous
lemma, let M0 > 0 such that
P(AM0,Kl?+1) ≥ I0 − . (104)
Besides, from the right-hand side of inequality (56), we have
also that
Zm+1 ≤ KZDbm+1m (105)
= KZ
Dbm+1−1
m Zm (106)
(a)
≤ KK−(l?+1)(Dbm+1−1)Zm (107)
= K1−(l
?+1)(Dbm+1−1)Zm, (108)
where (a) follows from
Zm ≤ K−(l?+1), (109)
for every w ∈ AM0,Kl?+1 , for all m ≥ M0. Now, given the
result of Lemma 4, we can bound Zm+1 as{
Zm+1 ≤ ZmK−l? if bm+1 = im+1
Zm+1 ≤ ZmK if bm+1 6= im+1 (110)
where im+1 is the index for which the partial distance satisfies
Dim+1 ≥ 2.
Given two integers m0,m1 such that m1 ≥ m0 ≥M0,
Zm1 ≤ Zm0K(m1−m0)(1−α
m1
m0
(1+l?)), (111)
where αm1m0 is the fraction of occurrences of the indices ij
between iterations m0 and m1, i.e.,
αm1m0 ,
||k ∈ [m0 : m1], bk = ik||
m1 −m0 . (112)
If we define the typical set Tm1α,m0 as the set of events for
which each index bj occurs at least αpj fraction of the time
between m0 and m1, we have that
αm1m0 ≥
s∑
j=1
pjα = α (113)
inside Tm1α,m0 . Note that the typical sets T
m1
α,m0 are non-
increasing in α for a fixed m0 and m1, and increasing in
m1 for a fixed α and m0. Given
α? =
2l? + 1
2(l? + 1)
1
l?
, (114)
for α? it holds that
α? ≤ 1
l?
≤ 1
lj
for all j ∈ [1 : s]. (115)
Thus, since the sets Tm1α,m0 are non-increasing in α, we can
write that
lim
m1→∞
P(Tm1α?,m0) ≥ limm1→∞P(T
m1
1
l?
,m0
). (116)
We now define the typical set Tm1m0 as the set of events for
which each index bj ∈ [1 : lj ] appears with a probability at
least equal to pjlj .
Since every index bj occurs asymptotically with a probabil-
ity pjlj , then
lim
m1→∞
P(Tm1m0 ) = 1, (117)
hence, and for all  > 0 there exists an M1 ≥ M0 such that,
for all m1 ≥M1,
P(Tm1m0 ) ≥ 1− . (118)
Next, since Tm1m0 ⊂ Tm11
l?
,m0
, we have that
P(Tm11
l?
,m0
) ≥ P(Tm1m0 ). (119)
Now, combining (116) and (119), for all  > 0 there exists an
M1 ≥M0 such that, for all m1 ≥M1,
P(Tm1α?,m0) ≥ 1− . (120)
For such , let us choose M1 such that M1 ≥ 2M0, so that,
for all m1 ≥M1, inside the set Tm1α?,M0 ∩AM0,Kl?+1 ,
Zm1 ≤ ZM0K(m1−M0)(1−α
m1
M0
(1+l?)) (121)
(a)
≤ ZM0K(m1−M0)(1−α
?(1+l?)) (122)
(b)
≤ ZM0K−
m1
4l? (123)
(c)
≤ K−m14l? , (124)
where (a) follows from (113), (b) follows from the assumption
m1 ≥M1 ≥ 2M0 and the definition of α? as
m1 −M0 ≥ m1
2
and 1− α?(1 + l?) = − 1
2l?
, (125)
and (c) stems from ZM0 ≤ 1. The lemma is now proved noting
that the probability of the set Tm1α?,M0 ∩AM0,Kl?+1 satisfies
P
(
Tm1α?,M0 ∩AM0,Kl?+1
)
≥ (I0 − )(1− ) (126)
≥ I0 − 2. (127)
Now we are ready to prove condition 2) of definition 3. Let
 > 0 and let α < 1l? , and let γ < 1 such that
∀j ∈ [1 : s] αljγ > 1− . (128)
We define the constant C, independent of the blocklength, as
C ,
s∏
j=1
l
pj ljElj
j . (129)
Let m3 be an integer large enough so that, by defining
m1 ,
log(2m3)8l
?
α log(C)
(130)
m2 ,
(
1 +
1
8l?
)
m1 (131)
it holds that
m1 ≥ max(M0, 8l?) (132)
m3 −m2 ≥ γm3, (133)
while the typical sets Tm2α,m1 , T
m3
α,m2 verify
P
(
Tm2α,m1
)
> 1−  and P (Tm3α,m2) > 1−  . (134)
We start the proof by bounding Zm2 :
Zm2
(a)
≤ (Km2−m1Zm1)
m2∏
i=m1+1
Dbi
(135)
(b)
≤ (Km2−m1−m14l? )
m2∏
i=m1+1
Dbi
(136)
(c)
= (K−
m1
8l? )
m2∏
i=m1+1
Dbi
(137)
(d)
≤ K
−
m2∏
i=m1+1
Dbi
(138)
(e)
≤ K
−
s∏
j=1
lj∏
m=1
D
αpj(m2−m1)
bm
(139)
= K
−
s∏
j=1
l
Elj ljαpj(m2−m1)
j
(140)
= K−C
α(m2−m1) (141)
(f)
= K−C
α
m1
8l? , (142)
where (a) stems from Lemma 5, (b) is the result of Lemma
7, (c) results from the definition of m2 in (131), (d) is
a consequence of the constraint (132), (e) stems from the
definition of Tm2α,m1 , and (f) is a result of (131). Let us now
bound the term Zm3 as
Zm3 ≤ (Km3−m2Zm2)
m3∏
i=m2+1
Dbi
(143)
(a)
≤ (Km3−Cα
m1
8 )
m3∏
i=m2+1
Dbi
(144)
(b)
= (K−
m3
2 )
m3∏
i=m2+1
Dbi
(145)
(c)
≤ K
−
m3∏
i=m2+1
Dbi
(146)
(d)
≤ K
−
s∏
j=1
lj∏
m=1
D
αpj(m3−m2)
bm
(147)
= K
−
s∏
j=1
l
Elj ljαpj(m3−m2)
j
(148)
(e)
≤ K
−
s∏
j=1
l
Elj ljαpjγm3
j
(149)
(f)
≤ K
−
s∏
j=1
l
Elj pj(1−)m3
j
(150)
(g)
= K−N
E(1−)
3 , (151)
where (a) is a consequence of (142), (b) stems from the
definition of m1 in (130), (c) results from the not-limiting
assumption m3 > 2, (d) follows from the definition of Tm3α,m2 ,
(e) follows from the assumption in (133), (f) is a consequence
of (128), while (g) follows by noting that the block length at
iteration m3 is N3 =
∏m3
j=1 lj . The proof is concluded using
similar calculations as in (81), and noticing that
P
({w : Zm ≤ K− m4l? } ∩ Tm2α,m1 ∩ Tm3α,m2) ≥ I0 − . (152)
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