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Eflective sutlicient conditions are found for stability with respect to part of the 
variables in systems of ordinary differential equations with impulse effect. The 
approach presented is based on the specially introduced piecewise continuous 
Ljapunov functions. d” 1987 Acadamc Press, Inc. 
1. INTRODUCTION 
In recent years the theory of differential equations with impulse effect has 
been the subject of many investigations Cl-51 due to the wide application 
of these systems to the control theory, biology, electronics, etc. The effec- 
tive use of systems with impulse effect in mathematical modelling of various 
processes and phenomena requires the formulation of effective criteria for 
stability of their solutions. The present paper deals with the stability with 
respect to part of the variables of the system 
$ =f(r, xl, t z T;(X), 
Ax I,= T,(i) = li(Xh 
(1) 
wheref:Ix52-,R”,tj:~;2RR,Ii:52~R”,Z=[O,co)and~isaregionin 
the n-dimensional Euclidean space. 
These systems are subject to short-time effects at the moments t = ti 
when the mapping point (t, x) of the extended phase space meets any 
of the hypersurfaces B, defined by the equations (T, = t =T~(x): 
o<T,(X)< ‘.. <Ti(X)".. 
Under the action of the short-time (or impulse) effect, the mapping point 
“instantly” jumps from the position (ti, x(t,)) into the position 
Cc;3 x(tt) + zi(x(ti))). 
At all other moments for which t # TJX) the solution x(t) of system (1) is 
governed by the system dx/dt = f (t, x). 
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Suppose that at the moments of impulse effect { ti} the solution x(t) is 
left continuous, i.e., 
x( t, - 0) = x(t,), X(ti+O)=X(tj)+dX(tJ=X(ti)+Zi(X(t;)). 
The problems of stability of the solutions of systems with impulse effect are 
treated in [4, 51 where stability (or instability) criteria are found for linear 
and quasilinear systems via the first Ljapunov’s method. 
In [6] an attempt is made to apply the Ljapunov’s second method to the 
stability problem for nonlinear systems with impulse effect. The use of 
classical Ljapunov functions however strongly restricts the abilities of the 
method. This makes necessary to introduce certain analogues of the 
Ljapunov functions which possess first kind discontinuities on the hyper- 
surfaces 0;. By means of such functions the application of the Ljapunov’s 
second method to systems with impulse effect is much more effective. 
2. DEFINITIONS AND PRELIMINARY CONSIDERATIONS 
Denote by (u, o) =u,ul + ... +ukuk and 1~1 =(u*+ ... +u*)“* 1 k the 
Euclidean scalar product and the norm of the vectors 
u = (u, ,..., uk) E Rk and V = (U, ,..., uk) E Rk (1 dkdn). 
If x=(x, ,..., x,, x,+~ ,..., x,)ER” and y=(x, ,..., x,)gRm, z= 
(x m+,,...,~,)~R’(m+I=n),thenweshallusetheabbreviationx=(y,z). 
Let t, E I and x0 E Q. Denote by x( t; t,, x,,) = ( y( t; to, x,), z( t; t,, x0)) 
the solution of (1) such that x(t, + 0; t,, x0) = x,, and let $ +(I~, x,,) be the 
maximal interval of the form (to, i) in which the solution is right 
continuable. 
Let x=cp(t)=(Y(t), Z(t)) be a solution of system (l), defined for t>O 
withmomentsofimpulseeffect {ti}:O<t,<~~~<ti<~~~;limitnsti=~. 
The following definitions for stability of the solution cp(t) with respect o 
the variables y are in accordance with the definitions for partial stability 
[7, 81 and with the definition of stability of the solutions of systems with 
impulse effect [4]. 
DEFINITION 1. The solution x = q(t) of system (1) is said to be: 
(I) Stable with respect to y if 
(v&>O)(v~>O)(vt,Ez)(36>O)(vX~ESZ,~X~-(P(t~+O)~<6) 
(v’t~2+(~,,%), It-t,I>rl), IY(~;G3>.%-Y(~)l<~. 
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(II) Uniformly stable with respect to y if 
(v&>0)(v~>0)(36>O)(VtoEz)(vxoESZ,IXo-q3(to+O)I<6) 
(Vf E 4 + (to, x0), I t - t, I > rl), I At; to, x0) - Y(t) I < &. 
(III) Attractive with respect to y if 
(VI0 EZ) (3A>O) (V&>O) (Vr/>O) (Vx, En, Ix0 -c&to +O)l <A) 
(3~~O~tO+~E~+(tO~XO))(Vt~tO+~~fE&+(tO~XO)~~t~~i~~~)~ 
I AC to, x0) - Y(f) I -=L E.
(IV) Uniformly attractive with respect to y if 
(3 > 0) (V& > 0) (Vq > 0) (30 > 0) (Vro E I) 
~~~o~~,l~~-cp~~o+~~I~~~,~o+~~~++(~o,~o~ and 
(V’t2to +a, tEf+(to, x0), It--j I >q, 
I AC to, x0) - Y(r) I <E. 
(V) Asymptotically stable with respect o y if it is stable and attrac- 
tive with respect to y. 
(VI) Uniformly asymptotically stable with respect to y if it is 
uniformly stable and uniformly attractive with respect o y. 
(VII). Unstable with respect o y if 
(3&>0)(3~>0)(3toEz)(v6>0)(3x,E~, [x0-cp(to+O)I<6) 
w~~++(~o>xo), If-t;I>rlh I AC to, x0)- Y(t)1 a&. 
In the present paper we consider the problem of stability with respect o 
y of the zero solution of system (I). Suppose that D = Q, = B; x R’, where 
B;=(~ER”: Iyl<H} andH>Oisaconstant. 
We shall say that conditions (A) hold if the following conditions are 
fulfilled: 
(Al ) The functionf: Ix Q + R” is continuous in Ix Q, f(t, 0) = 0 for 
t E Z and there exists a constant L > 0 such that 
If(4x,)-f(cx,)l 
,<L lx, -x2 I for tEZandx,,x, EQ. 
(A2) The functions I,: 52 + R”, i = 1, 2,..., are continuous in Q and 
Z;(O) = 0, i = 1, 2 ,.... 
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(A3) There exists a constant ALE (0, H) such that if xesZ, then 
x + Zj(x) e Q2,, i = 1, 2 ,.... 
(A4) The functions r,: .Q -+ I, i= 1,2,... are continuous in 52 and for 
each x~Q 
O<T,(X)< ..’ <T;(X)< “‘; lim ri(x) = co. 
i + xx 
(A5) Each solution x(t; t,, x0) of (1) for which the estimate 
I A& to, xo) I d h < H 
is valid for t E f + (to, x0), is defined for t > to. 
(A6) The integral curves of system (1) meet each of the hypersurfaces 
(ii once most. 
Remark 1. If condition (A5) is fulfilled the solutions of system ( 1) are 
called z-continuable. 
Remark 2. Condition (A6) excludes the appearance of “beating” of the 
solutions, i.e., the phenomenon where the mapping point (t, x(t)) of the 
solution x(t) meets a given hypersurface several times or infinitely many 
times. Sufficient conditions for the absence of beating are given in [4, 93. 
Remark 3. If conditions (A) hold and p(t) = 0, then it is easily verified 
that Definition 1 is equivalent to the well-known definitions for partial 
stability of the zero solution of systems of ordinary differential equations 
C7, 81. 
We shall describe the classes V0 and +‘i of piecewise continuous auxiliary 
functions which are further used in the corresponding theorems. 
Let z,(x)=0 for XEQ, G,={(~,x)EZXQ: tjPL(x)<f<~,(x)}, 
i = 1, 2,..., and G=U;E, Gi. 
DEFINITION 2. The function V: Ix Q -+ R belongs to the class YJ’; if: 
(1) The function V is continuous on each of the sets Gj and 
V(t,O)=O for tel. 
(2) For each i = 1, 2,... and (to, x0) E CJ~ there exist and are finite the 
limits 
Vto - 0, x0) = (t z,liy, xo) Vc xl, lim 
’ (I,.; :6, 
vto + 03 x0) = (,,‘)’ (fgXg, v4 -x) 
(f.r)EG,*l 
and the equality 
is fulfilled. 
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Remark 4. If (to, x0) E bi then V(to + 0, x0) denotes V(to, x,.,). 
DEFINITION 3. The function VE V0 belongs to the class Iv; if it is 
continuously differentiable on G. 
For (t, x) E G define the functions 
the derivative of the function VE Vi with respect to system (I) 
D+V(t,x)=limsup+[V(t+s,x+rf(f,x))-V(t,x)], 
5-0, 
the upper-right derivative of the vector function V= (V, ,..., Vk), Vi E Vk, 
i= 1 ,..., k with respect to system (1) [7]. 
Similarly define the upper left D - l’( f, x), the lower-right D + V( t, x) and 
the lower left D _ V(t, x) derivatives of the functions V’ with respect to 
system ( 1). 
In the next section we denote by X the class of continuous and strictly 
increasing functions a: Z--f I with a(O) = 0. 
3. MAIN RESULTS 
THEOREM 1. Let conditions (A) hold and there exist functions V E “y; and 
a E X such that 
41 VI)< V(t, .x1 ,for (t,x)EZxO, (2) 
V( t, x) d 0 for (6 x)EG, (3) 
V(t + 0, x + Z,(x)) < V(t, x) jbr (t,x)Ea,n(ZxQ,), i= 1,2 ,.... (4) 
Then the solution x = 0 of system (1) is stable with respect to y. 
Moreover, if for some b E X and for each (t, x) E Z x l2 the inequality 
Vt,x)<b(IxI) (5) 
is valid, then the solution x = 0 of system (1) is uniformly stable with respect 
to y. 
Proof: Let f0 E I and E > 0 be given. It follows from the properties of the 
function V that there exists 6 = &to, E) > 0 such that 
sup, X, <ii I V(to + 0, x) 1 < min(a(s), a(~)). Let x0 E Q, I x0 ( < 6 and x(t) = 
552 SIMEONOV ANDBAINOV 
x(t; t,, x,,) be a solution of (1). Then it follows from (3) and (4) that the 
functions V(t, x(r)) is nonincreasing in the interval yP+(to, x,,). Using (2) 
we successively obtain the inequalities 
41 y(t; to, x0) I ) 6 v(t, x(t)) G v(t, + 0, x0) < min(a(e), a(p)), 
I Y(C to, x0) I <mints, P) for tE$+(to, x0). (6) 
The z-continuability of the solutions of (1) together with (6) yields 
2 + (to, x0) = (to, GO), i.e., inequality (6) is valid for each t > to. Hence the 
solution x = 0 of system (1) is stable with respect to y. 
If the condition (5) is fulfilled then the number 6 can be chosen indepen- 
dently of to so that b(6) < min(a(e), a(p)). Then the solution x ~0 of 
system (1) is uniformly stable with respect to y. 
Thus Theorem 1 is proved. 
Consider now the problem of asymptotic stability with respect to y. 
DEFINITION 4. The set 
A(?,)= {x0 EQ: y(t; to, x0) + 0 as t + co} 
is said to be the region of attraction of the origin at the moment to with 
respect to y. 
Let teZ, awl, VEV~, VEX and define the sets 
Vt,l= {x&2: V(t+O,x)<a(cr)}. 
THEOREM 2. Let conditions (A) hold and there exist functions VE VI and 
a, b, c E X such that 
41 yOd V(t,x)<b(lxl) for (t, x)EIxQ, 
V(W)6 -41x1) for (t, x) E G 
V(t+O,x+I,(x))~v(t,x) for (t, x)Ebi n (ZxQ,), i= 1,2 ,.... 
Then 
(1) Zf O<a<p then lim,,, ) y(t; to, x0) I = 0 uniformly in (to, x0) E 
z x v,;. 
(2) The solution x E 0 of system (1) is uniformly asymptotically stable 
with respect o y. 
The proof of Theorem 2 is similar to that of Theorem 6.2 [7], 
Section 1.6) and we do not include it here. 
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THEOREM 3. Let conditions (A) hold and there exist functions V, WE 6, 
and a, b, c E X such that 
(1) 
(11) 
41 yl)G V(t, x) for (t, x)EZxQ, (7) 
HI yO< Wt, xl for (t,x)eZxSZ. (8) 
I+, x) < -c( W(t, x)) for (t, x)EG. (9) 
(III) V(t + 0, x + Z;(x)) < V(t, x) for (t,x)er~,n(Ixl2~), 
i = 1, 2,.... 
(10) 
(IV) The function lk(t, x) is bounded from above (or from below) on 
G and 
W(t + 0, x + Z,(x)) 6 W(t, x) (or W(t + 0, x + Z,(x)) > W(t, x)) (11) 
for (t, x)Ecri n (Ix&?,), i= 1,2 ,.... 
Then 
(1) Zf 0 < CI < p and t, E Z then the region of attraction with respect o 
Y A(fd3 v,;,:. 
(2) The solution x = 0 of system (1) is asymptotically stable with 
respect o y. 
ProoJ: Let 0 <a <p. Then it follows from (7) that 
Vt,‘= {xEQ: V(t+0,x)<a(a)}5.Q2, Cl2 
for each t E I. 
Let t, E Z, x0 E V,;: and x(t) = x(t; t,,, x0) be a solution of system (1). 
Then arguments similar to those in the proof of Theorem 1 show that 
$‘(to,x,,)=(t,,, co) and x(t)eQ, for t>t,. We shall prove that 
lim ) y( t; to, x0) 1 = 0 (12) 
,-CC 
for each x,, E Vr;i. 
Suppose that the opposite is true, i.e., that there exist x,, E V,;:, /I > 0, 
t > 0 and a sequence { ti}{y, such that the inequalities tj - t,+ i ‘2 fl and 
I y(ti; to, x,)1 3 r are valid for i= 1, 2,.... Then, according to (8), 
I W(ti, x(t,)) I 2 b(r) for i= 1, 2,.... (13) 
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Let, for definiteness, 
sup ci/(t, x) < P (P > 01, 
(I,X)EC 
and choose y > 0 such that y <: min(P, b(r)/2P). 
Using (ll), (13), and (14) we obtain 
w(t, X(f)) >, ff’(t;y X(fi)) + J’ m(S, X(S)) ds 
f, 
= W(t;, x(Q)- j” I+( s, x(s)) ds > h(r) - P( f; - t) 
f 
> b(r) - Py > y 
(14) 
(15) 
for TV [r, - y, ti]. Then (15) according to (9) and (10) yields 
< V(to + 0, x0) + j” li(s, x(s)) ds 
(0 
6 v(t, + 0, xc,) - j' (W(s, x(s))) ds 
*a 
6 v(to + o, xg) - i jl’;y 4 Ws, x(s))) ds ;=, / 
9 V(t()+O,x,)-jyc f 
which is impossible for sufficiently large values of j. 
If the function Ik(t, x) is bounded from below and FV(t + 0, x -t Z,(x)) >, 
W(t, x) similar considerations lead to a contradiction. Hence for each 
x0 E V’,t the relation (12) is valid. 
It follows from Theorem 1 that the solution x3 0 of system (1) is stable 
with respect o y and since for each to E I the set V,;: is a neighbourhood of 
the point x = 0 then according to assertion 1 of Theorem 3 it follows that 
x=0 is attractive with respect to y. Hence x z 0 is asymptotically stable 
with respect o y. 
As a corollary of Theorem 3 we shall formulate 
SYSTEMS WITH IMPULSE EFFECT 555 
THEOREM 4. Let conditions (A) hold and there exist functions VE q and 
a, CEAC such that 
a(IYl)6V(t~x) for (t,x)EIxSZ, 
ri(t, x) d -c(V(t, x)) for (t, x)eG, 
V(t+O,X+Zi(X))d V(t,X) for (t, x)Eo; n (ZxO,), i= 1,2 ,.... 
Then 
(1) If 0 < a < p and t, E I then the region of attraction with respect o 
Y A(b) 2 v,:. 
(2) The solution x = 0 of system (1) is asymptotically stable with 
respect o y. 
We will justify the possibility if applying the comparison method when 
studying the partial stability of the zero solution of system (1) in the case 
when the moments of impulse effect are fixed, i.e., ci are hyperplanes t = ti, 
i = 1, 2,.... Then, together with system (1) we will consider the comparison 
system 
du 
z = Fl‘(t, ~1, t # ti, 
Au I,=!, =B;(u), i = 1, 2,..., 
(16) 
where F: Ix Q-+ Rk, Bi: Q-+Rk; Q={ueRk: lul<M}, O<M<co, u= 
(cz,p)~R~, c(ER~, ~ER~-~. 
Before formulating the comparison theorems we shall make some 
preliminary considerations. 
We shall write ~6 u for the vectors U, UE Rk if ui d ui for each 
i = 1, 2,..., k, and u < u if ui < ui for i = 1, 2 ,..., k. 
DEFINITION 5. The function Y: Q -+ Rk is said to be monotonically 
increasing in Q if Y(U) < Y(u) for u < u and Y(U) < Y(u) for u < u. 
DEFINITION 6 [7]. The function F is said to be quasimonotone increas- 
ing in Ix Q if for every pair of points (t, U) and (t, u) in Z x Q and every 
i = 1, 2,..., k one gets F,(t, U) < F,(t, u) whenever uj = ui and u < u. 
DEFINITION 7. The solution u + : (to, o) + Rk of system (16) such that 
u + (t, + 0) = u0 is said to be a maximal solution if every other solution u: 
(to, ~5) + Rk such that u( t, + 0) = u0 satisfies the inequality u(t) d u’(t) for 
each t E (to, o) n (to, ~5). 
409/124.'2-IX 
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The minimal solution u-(t) is defined in a similar manner. 
We shall say that conditions (B) hold if the following conditions are 
satisfied: 
(Bl) The function F( t, u) is continuous and quasimonotone increas- 
ing in Ix Q. 
(B2) The functions Y,(u) = u + Bj(u), i = 1, 2,..., are monotonically 
increasing in Q. 
(B3) The solutions of system (16) are b-continuable. 
(B4) The function I/: Ix Sz -+ Rk, V= ( V, ,..., V,) is locally Lipschit- 
zian in x, Vi E VO, i = I,2 ,..., k and supIx R 1 V(t, x) 1 < M. 
LEMMA 1. Let the following conditions be fulfilled: 
(1) Conditions (Bl) and (B2) hold. 
(2) The function u: (to, w) -+ R k is the maximal (or the minimal) 
solution of system (16) such that u(t,+O)=u,, (t,,,u,)ElxQ and 
u(t, + 0) E Q if tj E (to, co). 
(3) The function V: (to, o) + Rk is continuous and such that 
(I) (t,u(t))EZxQfor tE(t,,o) andti(ti+O)EQ iftiE(t,,o). 
(II) o(t, + 0) 6 ug (or 240 ,< u(t, + 0)). 
(III) Du(t) d F(t, u(t)) (or F(t, u(t)) 6 Du(t)) for t E (to, CD), t # ti. 
(Iv) u(ti +O) d yi(“(tj)) (Or y,(“(tj)) < u(ti +O)) (17) 
for ti E (to, CO). 
Where Du(t) is a certain Dini deriuatiue of u(t). 
Then 
u(t) d u(t) (or u(t) d u(t)) for t E (to, 0). 
Proof: Let u(t) = u+(t) is the maximal solution of (16). Without loss of 
generality we suppose that to < t,. Then, according to condition (3) of 
Lemma 1 and the Comparison Lemma [7, IX, 2.61 we get u(t) d u’(t) for 
tE(t,, t,]n(t,,w). In particular, u(tl)<a+(t,). Using (17) and having in 
mind condition B2 we obtain 
u(t, +O)< Yu,(u(t,))< Y’l(u’(t,))=u’(t, +O). 
Similar arguments show that u(t)<U+(t) for tE(t,, ti+l]n(to,o), 
i = 1, 2,.... 
If u(t) = u-(t) is the minimal solution of (16) the considerations are 
similar. 
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THEOREM 5. Let conditions (A) and (B) hold and the following relations 
are valid: 
F(t,O)=O, B,(O)=0 for tEZ, i= 1, 2,...; 
4 Yll6 ,TF:, I/At7 Xl for (t,x)EZxQ andsomeaE%; . . 
D+ V(t, x) 6 F(t, V(t, xl) for t # ti, XEQ; 
V(tj + 0, X + I,(X)) 6 yi( V(tj, x)) for xER,, i= 1, 2,.... 
Then, 
(1) If the solution u E 0 of system (16) is stable (asymptotically stable) 
with respect to c1 then the solution x - 0 of system (1) is stable 
(asymptotically stable) with respect o y. 
Moreover, if the inequality 
max Vj(t,x)<b(IxI) 
I <i<k 
is valid for some b E X and for each (t, x) E Ix Sz then 
(2) Zf the solution u = 0 of system (16) is uniformly stable (uniformly 
asymptotically stable) with respect o CY then the solution x s 0 of system (1) 
is untformly stable (uniformly asymptotically stable) with respect o y. 
Proof Choose (to, x0) E Ix 52 and let x(t) = x( t; to, x0) be a solution of 
(1). Let the function V(t) = V( t, x(t)) be defined on 2, = (to, o,), and the 
maximal solution u+ (t; to, P’(t, + 0, x0)) of system (16) be defined on 
A = (to, 02). The conditions of Theorem 5 allow the application of 
Lemma 1. 
Hence 
41 Y(ti to9 X0)1)6 ,yF:;“, Vi(t9 X(t)) . . 
< ,y& q+ (c to, vto + 0, x0)) (18) \. 
Let E > 0 (a(E) < M, E < H) be given. 
(1) Since the solution u = 0 of system (16) is stable with respect o CY 
then there exists A= ,I(&, to) > 0 such that if max, G rGk I V(to + 0, x0) I < ;1 
one has 
max u+ (t; to, V(to + 0, x0)) < a(E) 
lir<p (19) 
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Now it follows from the /?-continuability of the solutions of (16) that 
A = (to, co) and inequality (19) takes place for t > t,. 
Having in mind the properties of the function V there exists 6 = 
6th toI > 0 (6 < min(a(e), 4~))) such that if x0 E R”, 1 x0 I< 6, then 
0 < max I/,(2, + 0, x0) < ;i. 
I<i<k 
(20) 
Relations (lSk(20) yield that for each t, E Z, for each x0 E R”, I x0 I < 6 
and for each t~yr the inequality 
holds. 
I Y(C to, x0) I < E (21) 
On the other hand, the z-continuability of the solutions of (1) implies 
that 2, = f + ( to, x0) = (to, co) and the inequality (21) is valid for each 
t > to. Hence the solution x E 0 of system (1) is stable with respect o y. 
The proof of the remaining assumptions of Theorem 5 is similar and 
hence we do not give it here. 
THEOREM 6. Let the following conditions be fulfilled: 
(1) Conditions (A) and (B) hold and the following relations are valid: 
F( t, 0) = 0, Bi(0) = 0 for tEIandi= 1,2,...; 
max Ut,x)6b(I yl) for (t,x)EIxQandsomebEX; 
I<i<p 
(22) 
F(t, V(t,x))<D-+V(t,X) for t# ti, xE52; 
l”i( V(tiy x)) < v(tj + 0, x + I,(x)) for xEQ,, i= 1,2 ,.... (23) 
(2) For each 6 > 0 and to E Z there exists x0 E Q, I x0 I < 6 such that 
vto, x0) > 0. 
Then if the solution u = 0 of system (16) is unstable with respect to CI the 
solution x z 0 of system (1) is unstable with respect o y. 
Proof: Since the solution u = 0 of system (16) is unstable with respect 
to CI then tere exists to EZ and E* >O, such that (V6* >O) (OWE Q, 
max I<i<k I wi I <6*) 
(3j, l< j<p) (3t* > to) u,:(t*; to, w)>,E*. 
Choose E>O (b(E)<&*, E<P). 
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(1) Let tO#lj, i=l,2 ,.... Then according to condition (2) of 
Theorem 6 (V/s > 0) (3x, E R", )x,l<6) (36*>0) so that 6*6 
mm1 <sck V5(tog xo). 
Thus; (3t,~Z) (%>O) (V’6>0) (3w~Q, w< V(to,x,)) (3t*>t,) 
Pi 1 <jGP), 
h(E) < zq(t*; to, w). (24) 
Let x(t) = x( t; t,, x0) and u(t) = V( t, x(t)). Then in view of Lemma 1 one 
has 
u--(t; to, w)< V(t) for tEA nh, (25) 
where 2, and & denote the right maximal intervals of existence of the 
functions 1.4 and u, respectively. 
We shall prove the existence of a t ~4+(&, x0) such that 
I At; to, x0) I 3 E. 
Suppose the opposite, i.e., that for each t E f +(to, x0) the inequality 
1 y( t; to, x0) 1 < E is valid. Then it follows from the z-continuability of the 
solutions of system (1) that 2’ =fz = (to, co). In view of (24), (25), and 
(22) this leads to the contradiction 
< max 
I</GP 
u,(t*) d h(l y(t*; to, x0) I) -c 4~). 
(2) Let to = t;. In this case we shall prove that 
0’8 > 0) (3x0 E R”, 1(x0 I< 61, V(t;+O,x,)>O. 
Suppose the opposite, i.e. (36 > 0) (Vx, E R", I x 1 < S) (3s, 1 d s <k), 
v,y( ti + 0, X0) < 0. (26) 
Since the function Zi(x) is continuous in x = 0 then (36, > 0, 0 < 6, < 6) 
(VXER”, lx1 dd,) 
Ix+Z,(x)l -cd. (27) 
Let x0 E R" be such that ( x0 ) < S 1 and V(tj, x0) > 0. Then making use of 
(27) (26) and (23) we come to the contradiction 
O < yi.y( v( tj, X0)) 6 Vs( tj + 0, X0 + Zj(X0)) d 0. 
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Further on the proof is carried out as in (1). With the only difference 
that 6* > 0 is chosen so that the inequality 6* < min, CsGk V,(ti + 0, x0) to 
hold. Thus Theorem 6 is proved. 
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