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Abstract
We study novel robust zero-order algorithms with acceleration for the solution of real-time optimization problems. In particular, we
propose a family of derivative-free dynamics that can be universally modeled as singularly perturbed hybrid dynamical systems with
resetting mechanisms. From this family of dynamics, we synthesize four algorithms designed for convex, strongly convex, constrained,
and unconstrained zero-order optimization problems. In each case, we establish semi-global practical asymptotic or exponential
stability results, and we show how to obtain well-posed discretized algorithms that retain the main properties of the original hybrid
dynamics. Given that existing averaging theorems for singularly perturbed hybrid systems are not directly applicable to our setting,
we derive a new averaging theorem that relaxes some of the existing assumptions in the literature. This allows us to make a clear
link between the KL bounds that characterize the rates of convergence of the hybrid dynamics and their average dynamics. We
also show that our results are applicable to non-hybrid zero-order dynamics, thus providing a unifying framework for hybrid and
non-hybrid zero-order algorithms based on averaging theory. The superior performance of the hybrid algorithms compared to the
traditional schemes that do not incorporate acceleration is illustrated via numerical examples.
Key words: Extremum Seeking, Optimization, Hybrid Dynamical Systems.
1 Introduction
In this paper, we study algorithms for the solution of opti-
mization problems of the form
min f(z) subject to z ∈ F , (1)
where f : Rn → R is a smooth cost function, and F ⊂ Rn is
a nonempty, closed, and convex set. Unlike standard model-
based optimization problems considered in the literature,
e.g., [26,5], our key assumption is that the mathematical
forms of the cost function f(z) and its gradient are unknown.
Indeed, we treat the cost function as a black-box, where
only measurements of f(z) are available for the algorithms.
This setting precludes the implementation of off-the-shelf
first and second-order optimization algorithms, and instead
calls for zero-order methods that are gradient and Hessian-
free. Algorithms of this form have seen a renewed interest in
the control’s community due to the increasing complexity
of the optimization problems that emerge in several feed-
back architectures [31]. For example, robust model-free opti-
mization methods based on finite difference approximations
have been studied in [42] using tools from differential inclu-
sions and Lyapunov stability theory. Periodic and aperiodic
sampled-data techniques for steady state model-free opti-
mization have also been studied in [21] and [35]. Extremum
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seeking (ES) dynamics, a class of zero-order optimization
algorithms based on averaging theory, have also been exten-
sively studied in [27,2,3,18,41,19] and [30] for ODEs, and in
[34,32] for hybrid inclusions.
One of the main designing goals in feedback-based op-
timization algorithms is to generate dynamical systems
that induce fast rates of convergence for a general class of
cost functions. This challenge has motivated in part the
development of accelerated optimization algorithms that
incorporate momentum in the dynamics, see for instance
[26,40,48,12,11,14,46], and references therein. In the con-
text of zero-order methods, discrete-time algorithms with
momentum have been developed in [10], [9], and [8]. In
the continuous-time domain, ES dynamics with momen-
tum, based on adaptations of the time-invariant Heavy-ball
method [1], were studied in [23] and [24]. However, no ac-
celeration properties have been established so far for these
type of ES dynamics, and the tradeoffs that may emerge
between robustness and acceleration properties, recently
studied in [33,25,28,7] for first order methods, remain
mostly unexplored in continuous-time zero-order methods.
Motivated by this background, we present in this paper a
novel class of zero-order optimization algorithms with fast
rates of convergence based on averaging theory for hybrid
dynamical systems (HDS). In particular, the main contri-
butions of this paper are as follows:
(1) We present in Section 3.1 a novel class of robust ES al-
gorithms that combine continuous-time and discrete-
time dynamics during the optimization process. As re-
cently shown in [33,39,28,29], this combination is par-
ticularly relevant in order to regularize and/or improve
the stability and transient properties of accelerated
time-varying optimization dynamics.
(2) Unlike existing results in the literature of ES based
on the time-invariant Heavy-Ball method [1], our al-
gorithms exploit the underlaying convergence proper-
ties of the (regularized) time-varying Nesterov’s ODE
studied in [40,48]. This allows us to establish in Theo-
rems 1 and 2 exponential stability results for strongly
convex functions, andO(1/t2)-like rates of convergence
during flows for convex functions that are not neces-
sarily strongly convex. In this way, our algorithms can
be seen as hybrid extremum seeking dynamics with ac-
celeration (HESwA).
(3) Since averaging theory for HDS can also be used in
classic ordinary differential equations (ODEs), our re-
sults are also applicable to a class of non-hybrid ES
algorithms. This is illustrated in Theorems 3 and 4
by considering zero-order Primal-Dual and Augmented
Primal Dual algorithms for strongly convex functions
under equality and inequality constraints, for which a
semi-global practical exponential stability result is es-
tablished by exploiting the recent results of [36]. To our
knowledge, this convergence result is also novel in the
literature of ES for constrained optimization.
(4) By using the framework of hybrid simulators [37],
we characterize a class of well-posed discretization
mechanisms that generate discrete-time zero-order
algorithms that preserve the stability and rates of
convergence properties of their hybrid counterparts.
This result, presented in Proposition 7, is novel in the
literature of hybrid extremum seeking.
(5) Since existing averaging theorems for singularly per-
turbed HDS require an average system with a uni-
formly globally asymptotically stable (UGAS) compact
set - a condition that is generally not satisfied in ES -
we present in Theorem 9 a modification of the existing
averaging results, which relaxes the UGAS assumption
by allowing for semi-globally practically asymptotically
stable compact sets. This result is a modest extension
of the results of [45], [47], [34], but it is still needed in
the hybrid ES context in order to directly link the KL
function of the average HDS with the KL function of
the original dynamics. Similar relaxations have been
considered in [2] for ODEs. For HDS with non-hybrid
average systems, this relaxation is considered in [22,
Thm. 1].
(6) Finally, as a byproduct of our main results, we also
establish in Lemmas 11 and 12 novel stability results
for a class of hybrid first-order optimization algorithms
that, in this paper, correspond to the average dynamics
of our zero-order methods.
The hybrid dynamics considered in this paper combine re-
setting and restarting mechanisms that have been used in
accelerated discrete-time optimization algorithms [29], but
which have not been explored before in the context of ES.
Moreover, our theoretical results are general enough for the
design and analysis of other hybrid ES dynamics that go
beyond those considered in this paper.
The rest of this paper is organized as follows: Section 2
presents the preliminaries. Section 3 presents the main op-
timization algorithms, as well as their stability properties.
Section 4 presents some numerical simulations that illus-
trate our theoretical results. Section 5 presents the averag-
ing results needed for the analysis of the algorithms, Section
6 presents the stability analysis of the hybrid optimization
dynamics, and finally Section 7 ends with some conclusions.
2 Preliminaries
The set of (nonnegative) real numbers is denoted by (R≥0)
R. We use B to denote a closed unit ball of appropriate
dimension, ρB to denote a closed ball of radius ρ > 0, and
X + ρB to denote the union of all sets obtained by taking a
closed ball of radius ρ around each point in the set X . We
use S1 ⊂ R2 to denote the unit circle. For a compact set A
we use |x|A := infy∈A ‖y−x‖. We useXn := X×X×. . .×X
to denote the n-carthesian product of X . The n×n identity
matrix is denoted as In, the vector of n-dimension with all
entries equal to c ∈ R is defined as cn, and ei is the unitary
vector of appropriate dimension with ith entry equal to 1. A
continuous function α : R≥0 → R≥0 is of class K if α is zero
at zero and strictly increasing. A function σ : R>0 → R≥0 is
of class L if it is continuous, non-increasing, and converging
to zero as its argument grows unbounded. A function β is of
class KL if it is of class K in its first argument, and of class
L in its second argument. A function f : Rn → R is said to
be radially unbounded if f(x)→∞ as |x| → ∞.
In this paper, we use the framework of HDS [17] to study op-
timization algorithms. A HDS is modeled by the equations
x ∈ C, x˙ = F (x), (2a)
x ∈ D, x+ = G(x), (2b)
where x ∈ Rn is the state, F : Rn → Rn is called the flow
map, and G : Rn → Rn is called the jump map. The sets
C and D, called the flow set and the jump set, respectively,
describe the set of points where the system evolves accord-
ing to (2a), or (2b), respectively. The data of the HDS is de-
fined asH := {C,F,D,G}. Systems of the form (2) general-
ize purely continuous-time systems and purely discrete-time
systems. Namely, continuous-time dynamical systems can
be seen as a HDS of the form (2) withD = ∅, while discrete-
time dynamical systems correspond to the case when C = ∅.
Solutions of (2) are defined on hybrid time domains. For a
precise definition of hybrid time domains and the concept
of solutions in HDS we refer the reader to the Appendix C.
Definition 1 A HDS H := {C,F,D,G} is said to satisfy
the Basic Conditions if C and D are closed sets, F and G
are continuous functions, C ⊂ dom(F ) andD ⊂ dom(G). 
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In order to study the stability and convergence properties
of our algorithms, we will use the following two notions:
Definition 2 A compact set A ⊂ Rn is said to be uniformly
globally asymptotically stable (UGAS) for a HDS H if there
exists a β ∈ KL such that every solution of H satisfies
|x(t, j)|A ≤ β(|x(0, 0)|A, t+ j), (3)
for all (t, j) ∈ dom(x). When β(r, s) = c1r exp(−c2s) for
some c1, c2 > 0, we say that the system is uniformly globally
exponentially stable (UGES).
Definition 3 For a parameterized HDS Hδ1,δ2 a compact
set A ⊂ Rn is said to be semi-globally practically asymptot-
ically stable (SGPAS) as (δ1, δ2)→ 0+ with β ∈ KL if there
exists a β ∈ KL such that for each compact set K ⊂ Rn and
each ν > 0 there exists a δ∗1 > 0 such that for each δ1 ∈ (0, δ
∗
1)
there exists a δ∗2 > 0 such that for each δ2 ∈ (0, δ
∗
2) every
solution xδ1,δ2 of Hδ1,δ2 with xδ1,δ2(0, 0) ∈ K satisfies
|xδ1,δ2(t, j)|A ≤ β(|xδ1,δ2(0, 0)|A, t+ j) + ν, (4)
for all (t, j) ∈ dom(xδ1,δ2). When β(r, s) = c1r exp(−c2s)
for some c1, c2 > 0, we say that the system is semi-globally
practically exponentially stable (SGPES). 
Note that when D = ∅, Definition 2 reduces to the clas-
sic UGAS notion for continuous-time systems, e.g., [20,
Lemma 4.5]. Also, Definition 3 can be extended to param-
eterized hybrid systems with any number of parameters,
i.e., Hδ1,δ2,...,δp , p ∈ Z≥1. Of particular interest to us are
the cases p ∈ {1, 2, 3}.
3 RobustAlgorithms forModel-FreeOptimization
We wish to design zero-order optimization algorithms that
generate trajectories that converge to a ν-neighborhood of
the set of solutions of (1), given by
Af := {z
∗ ∈ F : f(z∗) ≤ f(z), ∀ z ∈ F} , (5)
where ν > 0 can be arbitrarily small. We are particularly
interested in algorithmswith desirable robustness properties
with respect to small disturbances of arbitrary frequency
acting on the states and dynamics of the system. We call
this property structural robustness.
Definition 4 (Structural Robustness) Let H be a hy-
brid dynamical system of the form (2) rendering UGAS
(resp. SGPAS as δ → 0+) a compact set A with β ∈ KL.
Let e : dom(e) → Rn be a measurable function satisfying
supt≥0 |e(t)| ≤ e¯. We say that H is Structurally Robust if
the perturbed system
x+ e ∈ C, x˙ = F (x+ e) + e, (6a)
x+ e ∈ D, x+ = G(x + e) + e, (6b)
renders the set A SGPAS as e¯ → 0+ (resp. SGPAS as
(δ, e¯)→ 0+) with β ∈ KL. 
As noted in [33, Ex. 1], some accelerated optimization dy-
namics may not satisfy the robustness notion of Definition 4.
Indeed, it can be shown that even for smooth strongly con-
vex cost functions, the time-varying Nesterov’s ODE, given
by x¨+ 3x˙
τ
+∇f(x) = 0, τ˙ = 1, and studied in [40], can be ren-
dered unstable under arbitrarily small disturbances on the
gradient. This tension between robustness and acceleration,
also discussed recently in [48,7] and [25], makes the design
of structurally robust zero-order accelerated optimization
algorithms not trivial. In this paper, we will address this
challenge by harnessing the frameworks of averaging theory
and HDS.
3.1 Zero-Order Hybrid Optimization Algorithms
Consider a family of algorithms modeled as a HDS with
states (x, τ, µ) ∈ R(n+m)+1+2n, with continuous-time dy-
namics given by

x˙
τ˙
µ˙

 = F (x, τ, µ) :=


Fx(x, µ, f(z))
Fτ
1
ε
Rµ

 , (7)
which are allowed to evolve whenever the states satisfy the
condition
(x, τ, µ) ∈ C := Rn+m × TC × S
n. (8)
The discrete-time dynamics of the HDS are defined as

x+
τ+
µ+

 = G(x, τ, µ) :=


Gx(x)
Tmin
µ

 , Tmin > 0, (9)
which are allowed to evolve whenever the states satisfy the
condition
(x, τ, µ) ∈ D := Rn+m × TD × S
n. (10)
In this HDS, the state x := [x⊤1 , x
⊤
2 ] ∈ R
n+m has two main
components, with x1 acting as the main state, and x2 act-
ing as an auxiliary variable that can be used to incorporate
momentum or dual variables. The state τ models a scalar
clock that coordinates the flows and jumps in the system.
The state µ models a vector of periodic exploration signals
evolving on the n-torus Sn. The constant ε > 0 is a tunable
parameter, and the matrix R ∈ R2n×2n in (7) is block diag-
onal, with ℓth block given by Rℓ := 2πκℓ · [−e2, e1] ∈ R
2×2,
where the parameters κℓ ∈ R>0 are chosen to satisfy the
following Assumption.
Assumption 1 For each ℓ ∈ {1, 2, . . . , n} the parameter κℓ
is a positive rational number, and κℓ 6= κj for all j 6= ℓ. 
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The dynamics of the HDS (7)-(10) have two main compo-
nents, which are closely related to the ideas of exploration
and exploitation:
Exploration: The continuous-time dynamics of µ, corre-
sponding to n uncoupled oscillators, each one evolving on
S
1 ⊂ R2, are in charge of providing sufficient exploration to
the system. During flows, these dynamics generate a vector
of signals µ with tunable frequency ε−1, and odd entries
given by
µi(t) = Ψi(t)
⊤µ0,i i ∈ {1, 3, 5, . . . , 2n− 1}, (11)
where µ0,i := [µi(0), µi+1(0)]
⊤ and
Ψi(t) :=
[
cos
(
2πt
ε
κ i+1
2
)
, sin
(
2πt
ε
κ i+1
2
)]⊤
. (12)
During the jumps (9), the state µ is kept constant. The
signals (11) will be added to the argument of f(z) in order
to facilitate an online approximation of ∇f via averaging
theory. The following Lemma will be fundamental in order
to achieve this task. The proof is presented in the Appendix.
Lemma 1 Suppose that Assumption 1 holds and let µ˜ be
defined as in (14). Then, there exists a T˜ > 0 such that every
solution µ : R≥0 → R2n of µ˙ = Rµ with µ(0) ∈ Sn satisfies:
1
kT˜
∫ kT˜
0
µ˜(τ)µ˜(τ)⊤dτ =
1
2
In,
∫ kT˜
0
µ˜(τ)dτ = 0n, (13)
for any k ∈ Z>0, where µ˜ is the vector of odd entries of µ,
i.e.,
µ˜ := [µ1, µ3, µ5, . . . , µ2n−1]
⊤ ∈ Rn. (14)

Exploitation: The hybrid dynamics of the states (x, τ),
which depend on the mappings (Fx, Fτ , Gx), as well as the
sets (TD, TC), are in charge of the exploitation in the op-
timization algorithm, and they will be designed based on
the qualitative structure of f and F in (1). In this paper,
we will focus on four main qualitiative cases: I) convex cost
functions with no constraints, II) strongly convex functions
with no constraints, III) strongly convex functions with
equality constraints, and IV) strongly convex functions
with inequality constraints. For each case, the hybrid dy-
namics of the states (x, τ) will be designed to guarantee
convergence of the state component x1 to a neighborhood
of the optimal set (5).
Based on these ideas, exploration and exploitation is simul-
taneously achieved by defining the input z in (7) as
z := x1 + aµ˜, (15)
where the amplitude a ∈ R>0 is a tunable parameter. Equa-
tion (15) implies that the time domain of z will be the same
hybrid time domain of the states (x, τ, µ). Since we will de-
sign the sets (TD, TC) such that TD ⊂ TC , the stability and
convergence properties of the HDS (7)-(10) will be studied
with respect to a universal compact set of the form
A := Ax × TC × S
n, (16)
where Ax ⊂ Rn+m is a compact set having the property
that its projection in Rn coincides with the set of solutions
of (1), i.e.,
{x1 ∈ R
n : (x1, x2) ∈ Ax} = Af . (17)
We proceed to characterize, for each particular case, the
mappings (Fx, Fτ , Gx) and the sets (TC , TD) of the HDS
(7)-(10).
3.1.1 Case I: Unconstrained Convex Optimization
We first consider the case when F := Rn, and the cost
function f satisfies the following Assumption:
Assumption 2 The cost function f(z) is twice continu-
ously differentiable, convex, radially unbounded, and satis-
fies at least one of the following conditions: (a) The func-
tion f(z) has a unique minimizer. (b) The gradient ∇f(z)
is globally Lipschitz. 
Based on Assumption 2, we consider the HDS (7)-(10) with
m = n, and the mappings
Fx :=

 2τ (x2 − x1)
− 4
a
cτf(z)µ˜

 , Fτ = 1
2
, Gx :=
(
x1
x2
)
, (18)
where c > 0 is a tunable gain, z is given by (15), and
TC := [Tmin, Tmax], TD := [Tmed, Tmax], (19)
with Tmax ≥ Tmed > Tmin. This hybrid system incorporates
momentum during the flows via the state x2, and it gen-
erates multiple solutions, including periodic and aperiodic
solutions. In particular, it allows jumps whenever τ ≥ Tmed,
but no later than when τ = Tmax. Since Tmed > Tmin, after
the first jump this system will necessarily flow for at least
Tmed − Tmin seconds before jumps are again allowed. Thus,
the HDS has no purely discrete or Zeno solutions. For the
case when Tmax = Tmed the jumps are periodic. In order
to get suitable online approximations of ∇f , the parameter
a > 0 in (18) is selected to be the same of (15).
The following theorem characterizes the convergence, sta-
bility and robustness properties of the HESwA (7)-(10) with
respect to the compact set (16), with Ax defined as
Ax := {x ∈ R
2n : x1 = x2, x1 ∈ Af}. (20)
The proof is presented in Section 6.
4
Theorem 1 Consider the set A in (16) with Ax given by
(20). Suppose that Assumptions 1-2 hold, and consider the
HESwA (7)-(10) with maps (Fx, Fτ , Gx) given by (18), and
sets TC and TD given by (19). Then, the following holds:
(a) The HDS satisfies the Basic Conditions, and all maximal
solutions have an unbounded time domain.
(b) There exists a β1 ∈ KL such that the set A is SGPAS
as (a, ε)→ 0 with β1.
(c) For each compact setK0 ⊂ R2n such that Ax ⊂ K0, and
each ν > 0, there exists [δ∗1 , v
∗]⊤ ∈ R2>0 such that for
all δ1 ∈ (0, δ∗1) there exists a
∗ > 0 such that for all a ∈
(0, a∗) there exists ε∗ > 0 such that for all ε ∈ (0, ε∗), all
solutions with x(0, 0) ∈ K0, and all (t, j) ∈ dom(x, τ, µ),
the following bound holds:
f(z(t, j))− f(Af ) ≤
vj(
t− tδ1j
)2 + ν, t > tδ1j , (21)
where tδ1j = inf{t ≥ 0 : (t, j) ∈ dom(x, µ, τ)} + δ1, and
vj → 0+ is a monotonically decreasing sequence (defined
for each solution) satisfying v0 < v
∗. 
In words, items (a) and (b) of Theorem 1 establish that
by tuning the parameters (a, ε) in the HDS (7)-(10), one
can guarantee uniform convergence of the state x1, and
therefore z via (15), from compact sets of initial conditions
to arbitrarily small ν-neighborhoods of Af . On the other
hand, item (c) describes a semi-acceleration property: For
each j ∈ Z≥0, and all t > t
δ1
j , the sub-optimality measure
f(z) − f(Af ) will decrease at a rate of Oj(1/(t − t
δ1
j )
2)
outside a ν-neighborhood of f∗. For instance, if one se-
lects τ(0, 0) = Tmin, then j = 0, t
δ1
j = δ1, and the semi-
acceleration boundO(1/(t−δ1)2) will hold during the inter-
val of flow (δ1, Tmed − Tmin], which can be made arbitrarily
large by the choice of Tmed, and arbitrarily close to the com-
plete first interval of flow [0, Tmed − Tmin] by decreasing δ1.
Remark 1 (Connections with time-varying Nesterov’s
ODE) In order to achieve the semi-acceleration property for
non-strongly convex functions, the flow map in (18) of the
HESwA is designed to be intrinsically related to the time-
varying Nesterov’s ODE [40]. Indeed, when k1 = 1, by con-
sidering the change of variables x = x1 and x2 = x− 0.5τx˙,
the flows of the average system, obtained by averaging (18)
along the solutions of µ, are characterized by the dynamics
x¨+
(2 + τ˙ )x˙
τ
+ 4c∇f(x) = 0. (22)
For the case when τ˙ = 1, c = 0.25, Tmin = 0, Tmed = ∞,
and x˙(0) = τ(0) = 0, equation (22) corresponds to the time-
varying ODE studied in [40]. For the case when c = 1, τ˙ =
0.5 and τ(0) ≥ 1, equation (22) corresponds to the ODE
recently studied in [50]. When τ˙ = 0 equation (22) reduces
to the Heavy-Ball algorithm [1] studied in the context of ES
in [23]. 
Based on Remark 1, our HESwA can be seen as a zero-
order hybrid time-invariant regularization of the Nesterov’s
ODE that not only minimizes the sub-optimality measure
f(z) − f(Af ) at the rate (21) during each interval of flow,
but which also renders SGPAS the set Ax by persistently
resetting the clock τ . For this HDS, there are clear tradeoffs
between robustness and acceleration: as Tmed → ∞ and
the intervals of flow are larger, the robustness margins e¯ of
the perturbed system (6) shrink to zero, as the HDS starts
to approximate the time-varying Nesterov’s ODE with no
hybrid regularization [33, Ex. 1]. Thus, the tuning of the
parameter Tmed is critical in order to obtain a good tradeoff
between longer periods of flow with acceleration (21) and
larger margins of robustness.
While for convex functions the HESwA (7)-(10) induces a
semi-acceleration property during the flows, for cost func-
tions that are additionally strongly convex and have a glob-
ally Lipschitz gradient, a simple modification of the jump
map of (18) guarantees uniform global exponential conver-
gence.
3.1.2 Case II: Unconstrained Strongly Convex Optimiza-
tion
We now consider the following assumption on f(z):
Assumption 3 The cost function f(z) is twice continu-
ously differentiable, θ-strongly convex, and has L-Lipschitz
gradient, i.e., it satisfies:
• |∇f(z1)−∇f(z2)| ≤ L|z1 − z2|, ∀ z1, z2 ∈ R
n, (23a)
• f(z1)− f(Af ) ≥
θ
2
|z − z∗|2, ∀ z ∈ Rn, (23b)
for some [θ, L]⊤ ∈ R2>0. 
For cost functions satisfying Assumption 3, we consider the
HESwA (7)-(10) with m = n, and the mappings
Fx :=

 2τ (x2 − x1)
− 4
a
cτf(z)µ˜

 , Fτ = 1
2
, Gx :=
(
x1
x1
)
, (24)
where c > 0 is again a tunable gain, z is given by (15), and
TC := [Tmin, Tmax] TD := {Tmax}, (25)
with Tmax > Tmin. These sets and the dynamics of the clock
τ induce periodic jumps with period equal to Tmax − Tmin.
For this HDS, the solutions are unique, and its stability,
convergence, and robustness properties are characterized by
the following Theorem. The proof is presented in Section 6
Theorem 2 Consider the setA given by (16) withAx given
by (20). Suppose that Assumptions 1 and 3 hold, and con-
sider the HESwA (7)-(10) with maps (Fx, Fτ , Gx) given by
5
(24), and sets TC and TD given by (25). If the parameters
(Tmin, Tmax, c) are selected such that
T 2max − T
2
min ≥
1
2θc
, (26)
then the following holds:
(a) The HDS satisfies the Basic Conditions, and all maximal
solutions have an unbounded time-domain.
(b) There exists an exponential β2 ∈ KL such that the com-
pact set A is SGPES as (a, ε)→ 0 with β2.
(c) For each compact set K0 ⊂ R2n such that Ax ⊂ K0,
and each ν > 0 there exists a∗ > 0 such that for all
a ∈ (0, a∗) there exists ε∗ > 0 such that for all ε ∈ (0, ε∗)
every solution with x(0, 0) ∈ K0 induces the bound:
|z(t, j)|Af ≤ c2|x(0, 0)|Ax exp (−c3 (t+ j)) + ν, (27)
for all (t, j) ∈ dom(x, τ, µ), where c2, c3 > 0. 
The result of Theorem 2 establishes that condition (26) is
sufficient to achieve exponential convergence of z to a neigh-
borhood ofAf , where the constants c2 and c3 are character-
ized in Section 6.2.2. When Tmin+Tmax > 1, condition (26)
is satisfied by a standard dwell-time condition of the form
Tmax − Tmin > (2cθ)
−1. Note, however, that since θ is un-
known, this condition cannot be verified a priori. Optimal
choices of the period ∆T = Tmax−Tmin can also be studied
as in [33,29]. However, these choices usually require exact
knowledge of the constants of (23), and therefore they are
difficult to implement in model-free algorithms such as the
HESwA.
Remark 2 Since the flow map Fx ×Fτ in (24) is the same
as in (18), the resulting HESwA can be seen as a hybrid time-
invariant regularization that periodically resets the clock τ
and the speed x˙1. Such regularizations are known to improve
the transient performance in model-based first-order opti-
mization dynamics with acceleration [29,33]. However, to the
knowledge of the authors, stability, robustness, and conver-
gence certificates for model-free zero-order hybrid optimiza-
tion dynamics with acceleration were absent in the literature.
The setting of zero-order HDS can also be use to study
optimization algorithms modeled as ODEs. Next, Cases III
and IV leverage this property.
3.1.3 Case III: Strongly Convex Optimization with Linear
Equality Constraints
We now consider the case when the feasible set has the form
F = {z ∈ Rn : Az = b}, b ∈ Rm, A ∈ Rm×n, (28)
and satisfies the following Assumption:
Assumption 4 The matrix A is full row rank, κ1I ≤
AA⊤ ≤ κ2I, for some κ1, κ2 > 0. 
For problem (1) with feasible sets of the form (28), we con-
sider zero-order dynamics (7)-(10) with mappings
Fx :=
(
− 2
a
f(z)µ˜− k1A⊤x2
(Ax1 − b)
)
, Fτ = 0, Gx := x, (29)
where z is again given by (15). Given that these dynamics
are independent of τ we now define the sets TC and TD as
follows:
TC := {Tmin}, TD := ∅, (30)
which implies that the jump set of the resulting HDS is
empty and therefore the system never jumps (i.e., j = 0 al-
ways holds), which implies that solutions can be completely
parameterized by the continuos-time index t, i.e., as a reg-
ular ODE. The dynamics (29) can be seen as a type of
zero-order Primal-Dual dynamics [36,15]. For this system
we study the stability properties of the set
Ax :=
{
(z∗1 , z
∗
2) ∈ R
n+m : L(z∗1 , x2) ≤ L(z
∗
1 , z
∗
2) ≤ L(x1, z
∗
2),
∀ x1 6= z
∗
1 , x2 6= x
∗
2
}
, (31)
which is the set of saddle points of the Lagrangian
L(x1, x2) = f(x1) + x
⊤
2 (Ax1 − b). (32)
The following theorem establishes a semi-global practical
exponential stability result for the HESwA.
Theorem 3 Consider the setA given by (16) withAx given
by (31) with Lagrangian (32). Suppose that Assumptions
1, 3, and 4 hold, and consider the HESwA (7)-(10) with
mappings (Fx, Fτ , Gx) given by (29), and sets TC and TD
given by (30). Then, the following holds:
(1) The HDS satisfies the Basic Conditions, every maximal
solution has an unbounded time domain, and the set
(31) is a singleton and satisfies (17).
(2) There exists an exponential β3 ∈ KL such that set A is
SGPES as (a, ε)→ 0 with β3.
(3) For each compact set K0 ⊂ Rn+m such that Ax ⊂ K0,
and each ν > 0 there exists a∗ > 0 such that for all a ∈
(0, a∗) there exists ε∗ > 0 such that for all ε ∈ (0, ε∗)
every solution with x(0) ∈ K0 induces the bound:
|z(t)|Af ≤ c4|x(0)|Ax exp (−c5t) + ν, (33)
for all t ≥ 0, where c4, c5 > 0.
Primal-dual zero-order dynamics that are similar to (29)
are also considered in [13,49]. However, for strongly convex
functions the results of [13,49] establish only an asymptotic
result. Theorem 3 establishes that this result is, indeed, ex-
ponential, and, as it will be shown in Section 3.2, it also
provides robustness guarantees under small bounded dis-
turbances.
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3.1.4 Case IV: Strongly Convex Cost Function with In-
equality Constraints
We now consider strongly convex functions with feasible set
F := {z ∈ Rn : Az ≤ b}, A ∈ Rm×n, b ∈ Rm. (34)
In this case, the mappings Fx and Gx are now defined as:
Fx :=

− 2af(z)µ− k1∑mj=1Hj(x)Aj∑n
j=1 (Hj(x)− x2,j) ej

 , Fτ = 0, Gx := {x},
(35)
where A⊤ := [A1, A2, . . . , Am], Ai ∈ Rn for all i, b :=
[b1, b2, . . . , bm]
⊤, Hj(x) := max
(
A⊤j x1 − bj + x2,j , 0
)
, and
the sets TC and TD are again given by (30), i.e., the system
has no jumps. The flow map in (35) is related to a class of
zero-order Augmented Primal-Dual Gradient Dynamics [36]
defined with respect to the Augmented Lagrangian
L(x1, x2) := f(x1) +
m∑
j=1
Hj(x). (36)
The following Theorem also establishes a semi-global prac-
tical exponential stability result for Case IV.
Theorem 4 Consider the set A given by (16) generated
from the set Ax given by (31) with Augmented Lagrangian
(36). Suppose that Assumptions 1, 3, and 4 hold and consider
the HESwA (7)-(10) with maps (Fx, Fτ , Gx) given by (35),
and sets TC and TD given by (30). Then, the following holds:
(1) The HDS satisfies the Basic Conditions, every maximal
solution has an unbounded time domain, and the set of
saddle points is a singleton and satisfies (17).
(2) There exists an exponential β4 ∈ KL such that set A is
SGPES as (a, ε)→ 0 with β4.
(3) For each compact set K0 ⊂ Rn+m such that Ax ⊂ K0,
and each ν > 0 there exists sufficiently small a∗ such
that for all a ∈ (0, a∗) there exists ε∗ such that for all
ε ∈ (0, ε∗) every solution with x(0, 0) ∈ K0 induces the
bound:
|z(t)|Af ≤ c6|x(0)|Ax exp (−c7t) + ν, (37)
for all t ≥ 0, where c6, c7 > 0. 
3.2 Structural Robustness
Since all the HESwA designed in the previous subsections
satisfy the Basic Conditions, and also render the compact
setA SGPAS as (a, ω−1)→ 0, we can now directly establish
structural robustness properties.
Corollary 5 Under the corresponding Assumptions of The-
orems 1, 2, 3, and 4, the family of HDS model by (7)-(10)
are structurally robust in the sense of Definition 4. 
Structural robustness allow us to guarantee that arbitrar-
ily small disturbances e acting on states and dynamics will
not dramatically modify the stability properties of all the
HESwA. To the knowledge of the authors, this result is novel
in the setting of zero-order hybrid optimization algorithms
with acceleration. Indeed, Corollary 5 follows directly by
the following Proposition, which is a modest extension of
[17, Lem. 7.20] for the case when a nominal HDS renders a
compact set SGPAS instead of UGAS. The proof is almost
identical to the proof of [17, Lem. 7.20] and it is presented
in the Appendix for the sake of completeness.
Proposition 6 Suppose that a δ-parameterized hybrid sys-
tem Hδ := {Cδ, Dδ, Fδ, Gδ} satisfies the Basic Conditions
for each δ > 0, and that it renders a compact set A SG-
PAS as δ → 0+ with β ∈ KL. Then, the ρ-inflated system
Hδ,ρ := {Cδ,ρ, Dδ,ρ, Fδ,ρ, Gδ,ρ} with data:
Fδ,ρ(x) : = co Fδ((x+ ρB) ∩ Cδ) + ρB (38a)
Gδ,ρ(x) : = {v ∈ R
n : v ∈ g + ρB, g ∈ Gδ((x+ ρB) ∩Dδ)}
(38b)
Cδ,ρ : = {x ∈ R
n : (x + ρB) ∩Cδ 6= ∅} (38c)
Dδ,ρ : = {x ∈ R
n : (x + ρB) ∩Dδ 6= ∅} (38d)
renders the set A SGPAS as (δ, ρ)→ 0 with β ∈ KL. 
3.3 Stable Discretization via Forward-Euler and Consis-
tent Runge-Kutta
Hybrid systems satisfying the Basic Conditions and having
suitable stability properties are “stable” under Euler and
Runge-Kutta discretizations [37, Thm. 3.5]. In this section,
we leverage this property to construct suitable discretiza-
tions for the HESwA (7)-(10) with step size h > 0, such
that the resulting zero-order discretized system with overall
state x¯h = (xh, τh, µh), and dynamics
x¯h ∈ Ch, x¯
+
h = Fh(x¯h), (39a)
x¯h ∈ Dh, x¯
+
h = Gh(x¯h), (39b)
retains theKL convergence bounds of the original zero-order
hybrid dynamics, up to a time scaling of t = ℓh, where ℓ
is the discrete-time index of the discretized flows (39a). In
order to do this, we rely on the notion of well-posed hybrid
simulators, introduced in [37].
Definition 5 The discretized HESwA obtained from (7)-
(10), and denoted by Hh, is said to be well-posed if the dis-
cretized data (Fh, Ch, Gh, Dh) satisfies the following condi-
tions:
(a) Fh is such that, for each compact set K ⊂ R
n+m+1+2n,
there exists a function ρ ∈ K∞ and h∗ > 0 such that for
each x¯h ∈ Ch ∩K and each h ∈ (0, h∗]
Fh(x¯h) ⊂ x¯h + h conF (x¯h + ρ(h)B) + hρ(h)B.
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(b) Gh is such that for any decreasing sequence hi → 0 we
have that G0 = G(x¯h), where G0 is the graphical limit
[17, Def. 5.18] of Ghi .
(c) The sets Ch and Dh are such that for any se-
quence {hi}∞i=1 ց 0 such that hi → 0 we have that
lim supi→∞ Chi ⊂ C and lim supi→∞ Dhi ⊂ D. 
Let
∑S
k=1 bk = 1, and S = {1, 2, . . . , s¯}, s¯ ∈ Z>1. Then, by
[37, Ex. 4.8 & 4.9] the forward-Eulermethod Fh(x¯h) := x¯h+
hF (x¯h) and the S−Order Runge-Kutta (RK) discretization
method, defined as
Fh(x¯h) := x¯h + h
S∑
k=1
bkF (gk), gk = x¯h + h
i−1∑
ℓ=1
aijF (gj),
generate mappings Fh that satisfy condition (a) in Defini-
tion 5. Since in the HDS (7)-(10) the clock τ flows in the
interval [Tmin, Tmax], initial conditions satisfying τ(0, 0) <
Tmax and located arbitrarily close to Tmax could lead to dis-
cretized flows τ¯+h = τ¯h + hFτ (τ¯h) > Tmax that prematurely
leave the flow set without hitting the jump set {Tmax}. In
order to avoid this, we can consider a discretized jump set
given by
Dh := D ∪ {x¯h : y ∈ Ch, x¯h = Fh(y) /∈ C}, (40)
which inflates the nominal jump set D = Rn+m × TD × Sn
in order to include the points that leave the discretized flow
set Cs after a discretized flow. This discretized flow set is
defined as Ch := R
n+m ×TC × (Sn + ρ(h)), where ρ ∈ K∞.
The following Proposition shows that the convergence prop-
erties of the set A, given by (16), are maintained for the
discretized HESwA Hh := {Ch, Fh, Dh, G}, provided the
step size is sufficiently small. The proof is a straightforward
combination of [37, Lemma 5.1] with Proposition 6 and the
stability results of Theorems 1-4, and therefore it is omitted
for the sake of space.
Proposition 7 Consider the discretized system H :=
{Ch, Fh, Dh, G} with state x¯h = (xh, τh, µh), where Fh is
given either by the Forward Euler or S-Order RK discretiza-
tion, and Dh is given by (40). Suppose that Assumption 1
holds, as well as the Assumptions of Sections 3.1.1-3.1.4 for
their respective HESwA (7)-(10). Then, the set A is SGPAS
as (a, ω−1, h)→ 0+ with KL bound
|x¯h(ℓ, j)|A ≤ βi(|x¯h(0, 0)|A, ℓh+ j) + ν, (41)
for all (ℓ, j) ∈ dom(x¯h), where ℓ ∈ Z≥0 is the index of the
discretized flows, and βi is theKL function generated by item
(b) in Theorem i, with i ∈ {1, 2, 3, 4}. 
Since in Cases II, III, and IV, the KL bound βi is exponen-
tial, Proposition 7 guarantees a geometric rate of conver-
gence for the discretized HESwA. To guarantee complete-
ness of solutions, the jump set can be slightly modified as
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Fig. 1. Solutions of the HESwA and the classic gradient descen-
t-based ES. The inset shows the different rates of convergence
for the squared error |x1 − z
∗|.
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Fig. 2. Solutions of the HESwA under small disturbances with
Tmed →∞ (top) and with Tmed = Tmax = 25 (bottom).
Gh = (G
⊤
x , Tmin, projSn(µh))
⊤, which sends µh back to S
n
whenever there is a jump. For h sufficiently small and j > 1,
jumps will always be triggered by the clock τh.
4 Numerical Examples
4.1 Non Strongly Convex Functions
Consider the function f(z) = 0.25(z−1)4, which is smooth,
radially unbounded, convex, but not strongly convex. For
this function we apply the HESwA with mappings and sets
(18) and (19), respectively. We simulate the hybrid sys-
tem by using a discretized HDS (39) with discretized flow
map obtained via 4-order Runge-Kutta method, discretized
jump map (40), and discretization step size h = 1 × 10−4.
For all the simulations we considered the initial conditions
x1(0, 0) = 2, x2(0, 0) = 2, τ(0, 0) = 0.1 = Tmin, and the pa-
rameters k1 = 1, a = 0.01 and ε = 0.02. Figure 1 shows the
evolution in time of three different solutions with parame-
ters: (a) Tmed = 0.5, Tmax = 0.5; (b) Tmed = 15, Tmax = 20;
(c) Tmed = 55, Tmax = 60. We also plot a solution of the
standard gradient descent-based ES dynamics [27,3] using
the same parameters (a, ε). As shown in the Figure, all so-
lutions converge to a neighborhood of the optimal point z∗.
However, as shown by the inset, the rate of convergence is
dramatically different for each solution. In particular, while
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Fig. 3. Evolution in R2 of the solutions of the derivative-free
hybrid dynamics, and the solutions of the classic gradient de-
scent-based extremum seeking algorithm.
solutions (b) and (c) converge to a small neighborhood of z∗
in approximately 20 seconds, the solution of the classic ES
algorithm requires almost 2000 seconds to reach the same
small neighborhood. This is consistent with the fact that
solutions (b) and (c) exploit the acceleration property (21)
before τ is reset at 15 and 55 seconds, respectively. We also
plotted solution (a), which resets the clock after only 0.5 sec-
onds of flow. This resetting rule essentially approximates an
algorithm with a constant τ ≈ Tmin, i.e., the time-invariant
Heavy Ball ODE [1]. In this case we obtain the slow rate of
convergence shownwith green line in Figure 1. This suggests
that better transient performance is achieved by selecting
large values of Tmed. However, as discussed in Section 3.1.1,
in the limiting case when Tmed →∞ the HESwA behaves as
the time-varying Nesterov’s ODE with no resetting, which
can be rendered unstable under small disturbances [33, Ex.
1]. The top plots of Figure 2 illustrate this instability, which
emerges when Tmed > 5× 10
4 and after adding a small dis-
turbance e(t) to the term f(z)µ˜ in the flows (18). The dis-
turbance is a small squared periodic signal with frequency
of 1 × 10−4 Hz and amplitude of 1 × 10−2. On the other
hand, the stable behavior shown in the bottom plots cor-
respond to the case Tmed = Tmax = 25. These simulations
illustrate the importance of the resetting mechanism in ES
algorithms with acceleration.
4.2 Strongly Convex Functions
We now consider the function f(z) = 12z
⊤Az, A =
[0.5,−1; 1, 0.5], whose symmetric form has Hessian matrix
given by ∇2f(z) = 0.5I2. We compare the trajectories x1
generated by the HESwA (7)-(10) with mappings (24) and
sets (25) versus the trajectory generated by the classic gra-
dient descent-based ES dynamics [2]. Figure 3 shows both
trajectories evolving over the level sets of the cost function.
It can be observed that the HESwA exhibits significant
less oscillations compared to the classic ES algorithm. The
evolution in time of x1 is shown in Figure 4 for different
values of Tmax. As it can be observed, under appropriate
tuning of Tmax, the hybrid dynamics significantly outper-
form the classic gradient descent-based algorithm. Figure 4
also shows the impact of the initial conditions on the tran-
sient performance of the system. In particular, the initial
conditions satisfying x1(0) = x2(0) generate the smallest
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Fig. 4. Evolution in time of the component x1 of the solutions
of the derivative-free hybrid dynamics, and the solutions of the
classic gradient descent-based algorithm.
overshoot in the system, which is consistent with the ini-
tialization used in the existing model-based optimization
dynamics with acceleration used in the machine learning
literature, e.g. [40] and [48].
5 Analysis: Part 1 - Averaging Theory
In order to prove the main results of this paper, we first
develop some auxiliary stability results for a class of singu-
larly perturbed HDS [47,45] that fits the structure of our
algorithms. In particular, we consider hybrid systems with
states (φ, χ) ∈ Rn1 × Rn2 and continuous-time dynamics
parameterized by two different constants ε > 0 and δ > 0.
The parameter ε > 0 induces a multi-time scale behavior
by singularly perturbing the flow map. The parameter δ
parametrizes the stability properties of the slow dynamics.
The singularly perturbed HDS is modeled as:
φ˙ = f δφ(φ, χ), χ˙ =
1
ε
fχ(φ, χ), (φ, χ) ∈ C ×Ψ (42a)
φ+ ∈ Gφ(φ, χ), χ
+ = χ, (φ, χ) ∈ D ×Ψ, (42b)
where φ ∈ Rn1 , χ ∈ Rn2 , C,D ⊂ Rn, Ψ ⊂ Rn2 , fφ : Rn1 ×
R
n2 → Rn, fχ : Rn1 × Rn2 → Rn2 , Gφ : Rn1 × Rn2 ⇒ Rn1
is a set-valued mapping, and [δ, ε]⊤ ∈ R2>0. For the sake of
generality we will allow set-valued jump maps, as well as
stability results that are local with respect to some basin of
attraction. We make the following regularity assumption on
the data of system (42).
Assumption 5 For each δ > 0 the following holds: The sets
C and D are closed, the functions f δφ and fχ are continuous
and defined on (φ, χ) ∈ C × Ψ, the set-valued mapping Gx
is outer-semicontinuous [17, Def. 5.9] and locally bounded
[17, Def. 5.14], Ψ is compact, and for each (φ, χ) ∈ D × Ψ
the set Gφ(φ, χ) is not empty. 
To analyze the HDS (42) we consider the flows expressed in
the time variables (τ, j), where τ = t/ε, i.e.,
dφ
dτ
= εf δφ(φ, χ),
dχ
dτ
= fχ(φ, χ), (φ, χ) ∈ C ×Ψ (43a)
φ+ ∈ Gφ(φ, χ), χ
+ = χ, (φ, χ) ∈ D ×Ψ. (43b)
For this system we define the boundary layer dynamics.
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Definition 6 The boundary layer dynamics of the hybrid
system (43) are given by
dφbl
dτ
= 0,
dχbl
dτ
= fχ(φbl, χbl)
}
, (φbl, χbl) ∈ C ×Ψ, (44)
which ignores the jumps, and “freezes” φ by setting ε = 0. 
Similar to existing results in singular perturbation and av-
eraging theory, e.g., [20, Ch. 10 & 11], [44], [47], our goal is
to establish stability properties for the singularly perturbed
hybrid system (42) based on a simplified average system ob-
tained by averaging the dynamics of φ along the solutions
of χ. This idea is captured by the following assumption.
Assumption 6 For each δ > 0 there exists a continuous
function f δA : R
n → R such that for each compact set K ⊂
C×Ψ there exists a class-L function σK,δ such that, for each
L > 0, φ ∈ C ∩K, each function χbl : [0, L]→ Ψ satisfying
χ˙bl = fχ(φ, χbl), the following holds:∣∣∣∣∣ 1L
∫ L
0
(
f δφ(φ, χbl(s))− f
δ
A(φ)
)
ds
∣∣∣∣∣ ≤ σK,δ(L). (45)
Using the mapping f δA defined in (45) we now define the
average hybrid system of (42):
Definition 7 The average hybrid system of the HDS (42)
with boundary layer dynamics (44) has state y ∈ Rn1 , and
is given by
y˙ = f δA(y), y ∈ C, y
+ ∈ GA(y), y ∈ D, (46)
where Ga := {v1 ∈ Rn1 : (v1, v2) ∈ Gφ(φ, χ), (z, v2) ∈
Ψ× Rn2}. 
Finally, we assume that the average system (46) satisfies
the following semi-global practical stability property with
respect to a compact set Aφ.
Assumption 7 There exists a nonmepty compact setAφ ⊂
R
n1 , an open set BAφ ⊃ Aφ, and a class KL function β
such that for each proper indicator 1 ω(·) for Aφ on BAφ ,
each compact set K0 ⊂ BAφ , and each ν > 0, there exists a
δ∗ > 0 such that for all δ ∈ (0, δ∗), all solutions of (46) with
y(0, 0) ∈ K0 satisfy the bound:
ω(y(t, j)) ≤ β(ω(y(0, 0)), t+ j) + ν. (47)
for all (t, j) ∈ dom(y). 
Using Assumptions 5, 6, and 7 the following two results are
obtained. Proposition 8 is a straightforward extension of [47,
Thm. 1] that concerns closeness of the φ-component of the
solutions of (42) to the solutions y of (46) on compact time
1 A proper indicator of Aφ on BAφ is a continuous function
ω : BAφ → R≥0 satisfying ω(φ) = 0 if and only if φ ∈ Aφ, and
such that ω(φi) → ∞ when i → ∞ if either |φi| → ∞ or the
sequence {φi}
n
i=1 approaches the boundary of BAφ .
domains. Theorem 9 links the stability properties of system
(42) to the stability properties of the average system (46)
by establishing SGPAS as (δ, ε)→ 0+ of the set Ax ×Ψ.
Proposition 8 Suppose that the HDS (42) satisfies As-
sumptions 5, 6, and 7. Let K0 ⊂ BA and let δ∗ > 0 be
such that for each δ ∈ (0, δ∗) all solutions of (46) with
y(0, 0) ∈ K0 do not have finite escape times. Then, for each
δ ∈ (0, δ∗), each ρ > 0, and any strictly positive real num-
bers T, J there exists ε∗ > 0 such that for each ε ∈ (0, ε∗] and
each solution φ to system (42) with φ(0, 0) ∈ K0, there exists
some solution y to the average system (46) with y(0, 0) ∈ K0
such that φ and y are (T, J, ρ)-close in the sense of [17, Def.
5.23].
Proof : Since for each δ > 0 the singularly perturbed HDS
(42) satisfies all the assumptions needed to apply [47, Thm.
1], it only needs to be shown that there exists a δ∗ > 0 such
that the system has no finite escape times from K0. Indeed,
by Assumption 7 for each compact set of initial conditions
K0 there exists δ
∗ > 0 such that for all δ ∈ (0, δ∗) all the
solutions satisfy (47), which precludes finite escape times
from K0. 
Theorem 9 Suppose that the HDS (42) satisfies Assump-
tions 5, 6, and 7. Then, for each proper indicator ω forAφ on
BAφ , each compact setK0 ⊂ BAφ and each ν > 0 there exists
δ∗ > 0 such that for each δ ∈ (0, δ∗) there exists ε∗ > 0 such
that for all ε ∈ (0, ε∗) all solutions of (42) with φ(0, 0) ∈ K0
satisfy:
ω(φ(t, j)) ≤ β(ω(φ(0, 0)), t + j) + ν. (48)
for all (t, j) ∈ dom(φ). 
Proof : The proof is similar to the proofs of [47, Thm.
2] and [45, Thm. 2]. Let K0 ⊂ BAφ and ν > 0 be
given. Let ω : BAφ → R≥0 be a proper indicator
for Aφ with respect to BAφ . Define the set K1 :={
φ ∈ BAφ : ω(φ) ≤ β (maxy∈K0 ω(y), 0) + 1
}
, and
K := K1 ∪GA(K1 ∩D). (49)
Since K1 is compact, and Ga is outer semicontinuous and
locally bounded, the set K is compact. Moreover K ⊂ BAφ
since ω is a proper indicator and Ga is an OSC mapping
that maps BAφ ∩D to BAφ . Let ǫ1 > 0 be such that, for all
φ ∈ K, all y ∈ K + ǫ1B with |φ− y| ≤ ǫ1, and all s ≥ 0, the
following holds:
ω(φ) ≤ ω(y) +
ν
3
, β(ω(y), s) ≤ β(ω(φ), s) +
ν
3
(50)
Such ǫ∗1 > 0 always exists given that β ∈ KL and that β, ω
are continuous functions. Using Proposition 6, there exists a
δ∗ > 0 such that for all δ ∈ (0, δ∗) there exists a ρ∗ ∈ (0, ǫ1)
such that for all ρ ∈ (0, ρ∗) all solutions y of the ρ-inflation
of system (46) with y(0, 0) ∈ K satisfy for all (t, j) ∈ dom(y)
the following bound:
ω(y(t, j)) ≤ β(ω(y(0, 0)), t+ j) +
ν
3
. (51)
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Let µ ≥ 0 and consider the extended hybrid dynamical
system, constructed from (42), with auxiliary state η ∈ Rn1
and K-restricted flow and jump set, given by:
φ˙ = f δφ(φ, χ), χ˙ =
1
ε
fχ(φ, χ)
η˙ = 1
ε
[
f δφ(φ, χ)− f
δ
A(φ) − µη
]

 , (φ, χ, η)∈ (C ∩K)×Ψ× Rn
(52a)
φ+ ∈ Gφ(φ, χ)
χ+ = χ, η+ = 0
}
, (φ, χ, η) ∈ (D ∩K)×Ψ× Rn.
(52b)
Since for each δ > 0 all the assumptions needed to apply
[47, Lemma 4] are satisfied, the next Lemma follows directly
by [47, Lemma 4].
Lemma 10 Suppose that the HDS (42) satisfies Assump-
tions 5 and 6. Then, for each δ ∈ (0, δ∗) and each ρ > 0
there exists [ε∗, λ]⊤ ∈ R2>0 such that, for all ε ∈ (0, ε
∗], each
solution (φ, χ, η) of system (52) with η(0, 0) = 0 satisfies
λ|η(t, j)| ≤ ρ, for all (t, j) ∈ dom(φ, χ). 
Let K, δ, and ρ, generate (ǫ2, λ) via Lemma 10. Let ε
∗ :=
min{ρ, ǫ2, λ} and let ε ∈ (0, ε∗). For each solution (φ, χ, η)
of (52) let us define y := φ − εη. Since η+ = 0, we obtain
y˙ = φ˙− εη˙ = f δA(φ) + λη and y
+ = φ+ ∈ GA(φ) with
GA(φ) := {v1 ∈ R
n1 : (v1, v2) ∈ Gφ(φ, χ), (χ, v2) ∈ Ψ× R
n2}.
Since φ = y + εη, we have that
y˙ = f δA(y + εη) + λη, y + εη ∈ C,
y+ ∈ GA(y + εη), y + εη ∈ D,
and by the choice of ε∗ above we have that y˙ ∈ f δA(y+ρB)+
ρB, when y ∈ Cρ, and y+ ∈ GA(y + ρB), when y ∈ Dρ,
where the sets Cρ and Dρ correspond to the ρ-inflations
constructed as in (38c) and (38d). Therefore, for each solu-
tion (φ, χ, η) of system (52) with (φ(0, 0), χ(0, 0)) ∈ K0×Ψ
and η(0, 0) = 0, the trajectory y := φ − εη is a solution to
the ρ-inflation (38) of the average system (46), and since
δ ∈ (0, δ∗) the trajectory y also satisfies the bound (51).
Since ρ ≤ ǫ∗1, the inequalities (50) hold, and all solutions
(φ, χ) to the system (52) with (φ(0, 0), χ(0, 0)) ∈ K0 × Ψ
satisfy for all (t, j) ∈ dom(φ, χ) the following bounds:
ω(φ(t, j)) ≤ ω(y(t, j)) +
ν
3
≤ β (ω(y(0, 0)), t+ j) +
2ν
3
≤ β (ω(φ(0, 0)), t+ j) + ν. (53)
Since ν ∈ (0, 1), by the inequality (53), each solution of
(52) with φ(0, 0) ∈ K0 remains in the compact set Kv :={
φ ∈ Rn1 : ω(φ) ≤ β(maxφ¯∈K0 ω(φ¯), 0) + v
}
, which is con-
tained in the interior of the set K.
We now use the properties of the solutions of the K-
restricted system (52) to derive conclusions about the
solutions of the original HDS (42). Indeed, since K0 ⊂ K
a solution of (42) with (φ(0, 0), χ(0, 0)) ∈ K0 × Ψ must
agree with a solution of (52) for all (t, j) ∈ dom(φ, χ)
such that φ(t, j) ∈ K. However, using the definition of
K in (49) and the KL bound (53) we have that all solu-
tions of (42) with (φ(0, 0), χ(0, 0)) ∈ K0 × Ψ remain in
the set (Kv ∪GA(Kv ∩D)) × Ψ ⊂ K × Ψ. This implies
that inequality (53) holds for all (t, j) ∈ dom(φ, χ), which
establishes the result. 
6 Analysis: Part 2 - Algorithmic Stability
In this section we use Theorem 9 to prove Theorems 1, 2,
3, and 4. In particular, we show that the zero-order hy-
brid optimization dynamics can be written as a singularly
perturbed system of the form (42) with δ = a, and that
all the assumptions required to apply Theorem 9 hold. In-
deed, by construction, it can be seen that for small values
of ε > 0 the HDS (7)-(10) is a singularly-perturbed hybrid
dynamical system of the form (42) with φ = (x, τ), χ = µ,
C = Rn+m × TC , D = Rn+m × TD, and Ψ = Sn. By con-
struction of the dynamics, Assumption 5 is satisfied since
for each a > 0 all the mappings Fx and Gx are continuous
and defined in C ×Ψ and D×Ψ, respectively, and the sets
TC and TD are closed.
6.1 Average Hybrid Systems
We now show that the zero-order optimization dynamics
satisfy Assumption 6. Indeed, since the cost function f is at
least twice continuously differentiable, the Taylor expansion
of f(x1+aµ˜) around x1 is well-defined and given by f(x1+
aµ˜) = f(x1) + aµ˜
⊤∇f(x1) + O(a2). Substituting in (18),
(24), (29), and (35), and using the fact that |µ˜| ≤ 1, we
obtain mappings Fx := (F
⊤
x1
, F⊤x2)
⊤ with components:
(a) For Cases I and II:
Fx2 = −4cτ
(
f(x1)
a
µ˜+ µ˜µ˜⊤∇f(x1)
)
+O(a),
(b) Case III:
Fx1 = −2
(
f(x1)
a
µ˜+ aµ˜µ˜⊤∇f(x1)
)
− A⊤x2 +O(a),
(c) For Case IV:
Fx1 =− 2
(
f(x1)
a
µ˜+ aµ˜µ˜⊤∇f(x1)
)
−
m∑
j=1
Hj(x)Aj +O(a),
For each case, we define the following average mappings faA:
(a) For Cases I and II:
faA(x, τ ) :=


2
τ
(x2 − x1)
−2cτ∇f(x1) +O(a)
1
2

 . (54)
(b) For Case III:
faA(x, τ ) :=


−∇f(x1)− A
⊤x2 +O(a)
Ax1 − b
0

 . (55)
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(c) For Case IV:
faA(x, τ ) :=


−∇f(x1)−
∑m
j=1Hj(x)Aj +O(a)∑n
j=1 (Hj(x)− x2,j) ej
0

 . (56)
Lemma 2 Under Assumption 1, the mappings (54)-(56)
satisfy Assumption 6 with φ := [x⊤, τ ]⊤, χbl := µ, δ := a,
f δφ := Fx × Fτ , and fχ = Rµ. 
Proof: Using the definitions of the Lemma, and the result
of Lemma 1, for each a > 0 there exists a T˜ > 0 such that
for each (x, τ) ∈ (Rn × TC) ∩K with K ⊂ Rn+1 compact,
the following holds for each case:
1
kT˜
∫ kT˜
0



 Fx(x, τ, µ(s))
Fτ

− faA(x, τ )

ds = 0, (57)
for all k ∈ Z≥0. Since any L ∈ R>0 can be written as
L = kT˜+L˜where |L˜| ≤ T˜ , it suffices to consider the integral
∫ L˜
0



 Fx(x, τ, µ(s))
Fτ

− faA(x, τ )

ds. (58)
By the proof of Lemma 1 in the Appendix, the integrals of
µ(s) and µ(s)µ(s)⊤ are bounded on any finite time. Thus,
by the construction of Fx and the fact that (x, τ) ∈ K with
K compact, and the continuity of faA(x, τ) and Hj , as well
as the smoothness of f , there exists MK,a > 0 such that∣∣∣∣∣∣
∫ L˜
0



 Fx(x, τ, µ(s))
Fτ

− faA(x, τ )

ds
∣∣∣∣∣∣ ≤MK,a. (59)
Thus, the bound (45) holds with L = kT˜ + L˜ and σK,δ(L) =
Mk,a/L. 
6.2 Stability Analysis of Average Systems
Having obtained a well-defined averagemapping faA, we now
define the average jump map as
GA(y) := Gx(y)× {Tmin}, (60)
with Gx defined as in Section 3.1. This definition is consis-
tent with Definition 7. We now define the average hybrid
dynamics of the HDS (7)-(10) as
y˙ = faA(y) y ∈ C := R
n+m × TC (61a)
y+ = GA(y) y ∈ D := R
n+m × TD. (61b)
For each particular Case, we show that this system satisfies
Assumption 7.
6.2.1 Case I:
The average system has state y ∈ R2n+1 and dynamics (61),
where faA is defined as in (54), GA is defined as in (60), and
TC , TD are defined as in (19). For this HDS we have the
following Lemma.
Lemma 11 Under Assumption 2, the HDS (61) renders the
set Aφ := Ax × [Tmin, Tmax] SGPAS as a→ 0+. 
Proof: In the first step of the proof we neglect the O(a)
perturbation term in the mapping (54), and we establish
UGAS of the set Ax × [Tmin, Tmax]. In the second step, we
use the robustness properties of well-posed hybrid systems
(e.g., [17, Thm. 7.21]) to establish SGPAS as a → 0+ for
the original O(a)-perturbed system.
Step 1: Let f∗ = minx1∈Rn f(x1) and consider the Lyapunov
function
V (y) =
1
4
|y2 − y1|
2 +
1
4
|y2|
2
Af
+ cy23(f(y1)− f
∗), (62)
which is radially unbounded and positive definite with re-
spect to A. Using the definition of y˙, and denoting z∗ =
PAf (x2) the projection of x2 on Af [15, pp. 19], we obtain
that V˙ (y) = ∇V ⊤y˙ is given by
V˙ ≤ −
1
τ
|y2 − y1|
2 − cτ
(
∇f(y1)
⊤(y1 − z
∗)− f(y1) + f
∗
)
,
(63)
which by convexity implies that V˙ ≤ 0 for all y ∈ C. More-
over, when Af is a singleton Lemma 3 in the Appendix im-
plies that V˙ < 0 for all y ∈ C\A. On the other hand, when
Af is not a singleton, but ∇f(z) is globally Lipschitz, the
right hand side of (63) can be further upper bounded as
V˙ ≤ − 1
τ
|y2−y1|2−
cτ
2L |∇f(y1)|
2, and by the definition of A
and convexity, this implies that V˙ < 0 for all y ∈ C\A. In
addition, during jumps the change ∆V (y) := V (y+)−V (y)
in the Lyapunov function satisfies
∆V (y) = −c(f(y1)− f(z
∗))(y23 − T
2
min) ≤ 0, (64)
for all y ∈ D. Inequalities (63) and (64) imply that A is
stable [16, Thm. 23]. Since the Lyapunov function does not
increase during jumps, and it is strictly decreasing during
flows, it follows that there is no complete solution y such
that V (y(t, j)) = k for all (t, j) ∈ dom(φ) and for any k > 0.
Therefore, by [16, Thm. 23] there exists a β1 ∈ KL such
that the set A is UGAS.
Step 2: Since the HDS (61) withO(a) := 0 satisfies the Basic
Conditions, and A is UGAS, by [17, Thm. 7.21] the original
O(a)-perturbed system (61) renders the set A SGP-AS as
a→ 0+ with β1 ∈ KL. 
6.2.2 Case II:
The average system has state y ∈ R2n+1 and dynamics (61),
where faA is defined as in (54), GA is defined as in (60),
and TC , TD are defined as in (25). For this HDs we have the
following Lemma.
Lemma 12 Under Assumption 3, the HDS (61) renders the
set Aφ := Ax × [Tmin, Tmax] SGPES as a→ 0+. 
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Proof: We follow the same two steps as in the proof of
Lemma 11, andwe use the fact thatAf = {z∗} is a singleton,
and that |y|2Aφ = |y1 − z
∗|2 + |y2 − z∗|2 for all y ∈ C ∪D.
Step 1: Neglecting the O(a) perturbation, using the Lya-
punov function (62), and using strong convexity and the
global Lipschitz property of ∇f , we obtain the lower bound
1
4
|y2 − z
∗|2 + cT 2min
θ
2
|y1 − z
∗|2 ≤ V (z) (65)
and the upper bound
V (z) ≤
1
4
|y2− y1|
2+
1
4
|y2− z
∗|2+ cT 2max
L
2
|y1− z
∗|2, (66)
for all y ∈ C ∪D. Using the triangle inequality and the fact
that (a− b)2 ≥ 0 =⇒ 2ab ≤ a2 + b2 for any reals a, b, we
obtain that |y2 − y1|2 ≤ 2|y|2Aφ . Defining
c := 0.25min{1, 2cT 2minθ}, c¯ := 0.25max{3, 6cT
2
maxL},
(67)
and using (65) and (66) we obtain
c|y|2Aφ ≤ V (y) ≤ c|y|
2
Aφ
. (68)
Since the flow map is the same as in Case I, the derivative
V˙ is still given by (63). Thus, using strong convexity and
the definition of TC we can further bound V˙ as follows:
V˙ (z) ≤ −
1
τ
|y2 − y1|
2 − cτ
θ
2
|y1 − z
∗|2
≤ −
1
Tmax
|y2 − y1|
2 − cTmin
θ
2
|y1 − z
∗|2
≤ −ρ˜
(
|y2 − y1|
2 + |y1 − z
∗|2
)
− cTmin
θ
4
|y1 − z
∗|2,
for all y ∈ C, where ρ˜ := min{ 1
Tmax
, 0.25cTminθ}. We also
have that |y2−z∗|2 ≤ 2(|y2−y1|2+|y1−z∗|2), which implies
that V˙ (y) can be upper bounded as
V˙ (z) ≤ −0.5ρ˜|x2 − z
∗|2 − cTmin
µ
4
|x1 − z
∗|2, ∀ y ∈ C.
This inequality implies that V˙ (y) ≤ −ρ|y|2Aφ , where ρ is
defined as ρ := min{0.5ρ˜, 0.25cTminθ}, and using the upper
bound of (68) we obtain V˙ (y) ≤ − ρ
c
V (y) for all y ∈ C.
Define γ := 1 − T
2
min
T 2max
− 12cθT 2max
. Due to condition (26) we
have that γ ∈ (0, 1). In fact, note that
T 2max − T
2
min >
1
2cθ
=⇒ 1−
T 2min
T 2max
−
1
2cθT 2max
> 0,
and γ < 1 since Tmax > Tmin > 0 and θ, c > 0. Let
λ2 := min
{ρ
c¯
,− log(1− γ)
}
,
and note that since γ ∈ (0, 1) we have that log(1 − γ) < 0,
which implies that λ2 > 0. Since λ2 ≤
ρ
c¯
, we finally obtain:
V˙ (y) ≤ −λ2V (y), ∀ y ∈ C. (69)
During the jumps, the Lyapunov function satisfies
∆V (y) =
1
4
|y1 − z
∗|2 + cT 2min(f(y1)− f
∗)−
1
4
|y2 − y1|
2
−
1
4
|y2 − z
∗|2 − cτ2(f(y1)− f
∗).
Using strong convexity we can bound ∆V as follows
∆V (z) ≤
1
2µ
(f(y1)− f
∗) + cT 2min(f(y1)− f
∗)
−
1
4
|y2 − y1|
2 −
1
4
|y2 − z
∗|2 − cτ2(f(y1)− f
∗).
Factorizing cτ2(f(y1)− f∗) we obtain
∆V (z+) ≤−
1
4
|y2 − y1|
2 −
1
4
|y2 − z
∗|2
− cτ2(f(y1)− f
∗)
(
1−
T 2min
τ2
−
1
2cµτ2
)
,
and using the definition of γ, the fact that 0 < γ < 1, and
that τ = Tmax in the jump set, we obtain
∆V (z) ≤ −γ
(1
4
|y2 − y1|
2 +
1
4
|y2 − z
∗|2 + cτ2(f(y1)− f
∗)
)
,
≤ −γV (y), ∀ y ∈ D.
Thus, during jumps the Lyapunov function satisfies
V (y+) ≤ (1− γ) V (y) ≤ exp(−λ2) V (y), (70)
for all y ∈ D, where the last inequality follows by the fact
that λ2 ≤ − log(1 − γ) which implies that −λ2 ≥ log(1 −
γ). Since exp(·) is an increasing function, this implies that
exp(−λ2) ≥ (1−γ). By [43, Thm. 1], inequalities (68), (69),
and (70), imply that the HDS (61) with O(a) = 0 renders
the set Aφ UGES. Using again [17, Thm. 7.21] we obtain
SGPES as a→ 0+ for the O(a)-perturbed system (61). 
6.2.3 Case III:
The average system has a state y ∈ Rn+m+1, and hybrid
dynamics (61), where faA is defined as in (55), GA is defined
as in (60), and TC , TD are defined as in (25). For this HDS
we have the following Lemma.
Lemma 13 Under Assumption 4, the HDS system (61) ren-
ders the set Aφ := Ax × {Tmin} SGPES as a→ 0+. 
Proof: Since y3(t) = Tmin for all t ≥ 0, and the dynam-
ics of (y1, y2) and y3 are uncoupled, it suffices to study
the properties of y1, y2 with respect to Ax. Neglecting
13
the O(a)-perturbation, and ignoring the jumps, by [36,
Lemma 1] there exists a quadratic Lyapunov function
V (y˜) = y˜⊤P3y˜, P3 > 0, y˜ := [(y1 − z∗)⊤, (y2 − λ∗)⊤]⊤.
By [36, Lemma 2] there exists λ3 ∈ R>0 such that
V˙ (y˜) ≤ −λ3V (y˜). Therefore, the point y = z∗ is UGES.
Since the average HDS with O(a) = 0 is well-posed, [17,
Thm. 7.21] establishes SGPES as a → 0+ for the original
O(a)-perturbed average system. 
6.2.4 Case IV:
The average system has state y ∈ Rn+m+1, and hybrid dy-
namics (61), where faA is defined as in (56), GA is defined
as in (60), and TC , TD are defined as in (25). For this HDS
we have the following Lemma.
Lemma 14 Under Assumption 4, the HDS system (61) ren-
ders the set Aφ := Ax × {Tmin} SGPES as a→ 0+. 
Proof: Since y3(t) = Tmin for all t ≥ 0 and the dynamics
of (y1, y2) and y3 are uncoupled, it suffices to study the
properties of y1, y2 with respect toAx. Neglecting the O(a)-
perturbation, by [36, Lemmas 3 & 4] there exists a quadratic
Lyapunov function V = y˜⊤P4y˜, P4 > 0, y˜ = [(y1 −
z∗)⊤, (y2 − λ∗)⊤]⊤ and some λ4 ∈ R>0 such that V˙ (y) ≤
−λ4V (y), during flows of the system. Therefore, the point
y = z∗ is UGES. Since the average HDS with O(a) = 0 is
well-posed, [17, Thm. 7.21] establishes SGPES as a → 0+
for the original O(a)-perturbed average system. .
Lemmas 11, 12, 13, and 14 imply that the average hybrid
system (61) satisfies Assumption 7 for all cases. Thus, by
Theorem 9, the original hybrid dynamics (7)-(10) render
the set A := Ax × TC × Sn SGPAS as (a, ε)→ 0+ with the
same KL function as the average system. Completeness of
solutions follows by the absence of finite escape times, the
fact that τ+ ∈ TC , and that every solution can flow for at
most Tmax− Tmin before entering the jump set. These facts
establish items (a) and (b) of Theorems 1, 2, 3, and 4.
6.3 Convergence Bounds
6.3.1 Case I: Semi-Acceleration
LetK0 and ν be given. Consider the average nominal hybrid
systemHA with state y, the averageO(a)-perturbed hybrid
system HAa with state y
a, and the original hybrid system
H with state (x, µ, τ). Define the set K˜0 = K0 + B and
the quantity m := maxx0∈K˜0 |x0|Ax . Let β1 be the KL-
bound that characterizes the UGAS property of the average
nominal systemHA, which was established in Section 6.2.1.
Define the set:
K1 =
{
x ∈ R2n : |x|Ax ≤ β1 (m, 0) + 1
}
. (71)
Since K1 is compact, there exists M > 0 such that K1 ⊂
MB. By uniform continuity of f(·) on compact sets, there
exists δ∗1 ∈ (0,min{1, Tmed − Tmin}) such that |r1 − r2| ≤
δ1
4 =⇒ |f(r1) − f(r2)| ≤
ν
4 , for all r1, r2 ∈ MB and
for all δ1 ∈ (0, δ∗1). Fix δ1 ∈ (0, δ
∗
1) and let T
∗ > 1 be
such that for all w ≥ T ∗ we have that β(m,w) < δ14 . Such
T ∗ always exists because β(m, ·) is a class-L function. Let
T := T ∗+1. Then, by their respective properties of UGAS,
SGPAS as a → 0+, and SGPAS as (a, ε) → 0+, and by
Proposition (8), there exists a∗ ∈ (0, δ14 ) such that for all
a ∈ (0, a∗) there exists ε∗ ∈ (0, 1) such that for all ε ∈
(0, ε∗) the following properties hold: (a) All solutions y of
HA with (y1(0, 0), y2(0, 0)) ∈ K˜0 satisfy y(t˜, j) ∈MB× TC
for all (t˜, j) ∈ dom(y). (b) All solutions ya of HAa with
(ya,1(0, 0), ya,2(0, 0)) ∈ K˜0 satisfy ya(tˆ, j) ∈ MB × TC for
all (tˆ, j) ∈ dom(ya). (c) All solutions (x, µ, τ) of H with
x(0, 0) ∈ K˜0 satisfy (x(t, j), τ(t, j), µ(t, j)) ∈MB×TC×Sn
for all (t, j) ∈ dom(x, τ, µ), and |x1(t, j)|Af ≤
δ1
4 for all
t + j ≥ T ∗.(d) For each solution y of HAa with ya(0, 0) ∈
K0 + aB there exists a solution y of HA with y(0, 0) ∈ K0
that is (T¯ , δ14 )-close. (e) For each solution x˜ := (x, µ, τ)
of H with x(0, 0) ∈ K0 there exists a solution of HAa with
ya ∈ K0 that is (T¯ ,
δ1
4 ) close to x˜.
By the second part of Property (c), the uniform continuity
of f on compact sets, and the choice of δ1, we obtain
f(x1(t, j))− f
∗ ≤
ν
4
, (72)
for all (t, j) ∈ dom(x, τ, µ) such that t+ j ≥ T ∗. Now, to es-
tablish the transient bound for the sub-optimality measure,
we use the Lyapunov analysis of system HA and properties
(d) and (e).
Step 1: By the stability analysis of Section 6.2.1, we have
that V˙ ≤ 0 during flows of system HA. which implies that
V (y(t˜, j)) does not increase during flows, i.e., V (y(t˜, j)) ≤
V (y(t˜′, j)) for all t˜ ≥ t˜′ such that (t˜, j), (t˜′, j) ∈ dom(y). Let
s˜j = inf{t˜ ≥ 0 : (t˜, j) ∈ dom(y)}. Using the structure of the
Lyapunov function (62), for each j such that (t˜, j) ∈ dom(y)
the following bound holds:
f(y1(t˜, j))− f
∗ ≤
V (y(s˜j , j))
y23(t˜, j)
, ∀ t˜ > s˜j . (73)
Since y˙3 = 0.5, integrating in the interval [s˜j , t˜] and substi-
tuting in (73), gives
f(y1(t˜, j)) − f
∗ ≤
V (y(s˜j, j))(
y3(s˜j , j) + 0.5(t˜ − s˜j)
)2 ≤ cj(t˜− s˜j)2 , (74)
for all t˜ > s˜j , where cj := 4V (y(s˜j , j)) and where the last
inequality follows by the fact that y3(s˜j , j) ≥ Tmin > 0. By
the analysis of Section 6.2.1, we know that for each solution
y the sequence {cj}∞j is monotonically decreasing to 0
+.
Step 2: By Property (d), for each solution of HAa with
ya(0, 0) ∈ K0 + aB there exists a solution y of HA with
y(0, 0) ∈ K0 that satisfies the following: For all (tˆ, j) ∈
14
dom(ya) with tˆ + j < T¯ , there exists t˜
′ such that (t˜′, j) ∈
dom(y), |tˆ− t˜′| ≤ δ14 and |ya(tˆ, j)− y(t˜
′, j)| ≤ δ14 .
Using again the uniform boundedness of y and ya, the
uniform continuity of f on MB, and the choice of δ1, we
have that |y1,a(tˆ, j) − y1(t˜′, j)| ≤
δ1
4 =⇒ f(y1,a(tˆ, j)) ≤
f(y1(t˜
′, j)) + ν4 . Since every solution y of H satisfies the
bound (74), and since |tˆ−t˜′| ≤ δ14 , for every solution ya there
exists {cj} such that for each j such that (tˆ, j) ∈ dom(ya)
and tˆ+ j ≤ T the following bound holds:
f(y1,a(tˆ, j))−f
∗ ≤
4cj(
tˆ− δ14 − s˜j
)2+ ν3 , ∀ tˆ > δ14 +s˜j, (75)
where s˜j = inf{t˜′ ≥ 0 : (t˜′, j) ∈ dom(y)}. Defining saj =
inf{tˆ ≥ 0 : (tˆ, j) ∈ dom(ya)} and using again (T¯ ,
δ1
4 )-
closeness of solutions between y and ya we have that |s˜j −
saj | ≤
δ1
4 , which implies that
f(y1,a(tˆ, j))−f
∗ ≤
4cj
(tˆ− δ12 − s
a
j )
2
+
ν
4
, ∀ tˆ >
δ1
2
+saj . (76)
Step 3: By Property (e), for each solution x˜ of H
with x(0, 0) ∈ K0 there exists a solution ya of HAa
with (y1,a(0, 0), y2,a(0, 0)) ∈ K0 that satisfies the fol-
lowing: For all (t, j) ∈ dom(x˜) with t < T¯ , there ex-
ists tˆ′ such that (tˆ′, j) ∈ dom(ya), |t − tˆ′| ≤
δ1
4 and
|x˜(t, j) − y˜a(tˆ′, j)| ≤
δ1
4 . Using this property, defining
soj = inf{t ≥ 0 : (t, j) ∈ dom(x˜)}, and following the exact
same procedure as in the previous step, we obtain the bound
f(x1(t, j))− f
∗ ≤
4cj
(t− δ1 − s0j)
2
+
2ν
4
, ∀ t > s0j + δ1, (77)
which holds for all (t, j) ∈ dom(x, µ, τ) such that t+ j ≤ T .
Defining tδ1j = inf{t ≥ 0 : (t, j) ∈ dom(x, µ, τ)} + δ1, and
combining the bounds (77) and (72), we obtain
f(x1(t, j))− f
∗ ≤
4cj
(t− t0,j)2
+
3ν
4
, t > tδ1j , (78)
which holds for all (t, j) ∈ dom(x, µ, τ). Finally, since a <
δ1
4 , |µ(t, j)| ≤ 1 for all (t, j) ∈ dom(x, µ, τ), and using again
the uniform continuity of f onMB, we obtain f(x1+aµ) ≤
f(x1) +
ν
4 . Combining this inequality with (78), the final
bound (21) follows by using the definition of z in (15). 
6.4 Cases II, III and IV: Exponential Decrease
The SGPES results of Lemmas 12, 13 and 14, imply that
in each Case i, every solution of the average HDS satisfies
the bound (47) with ω(y) = |y|Aφ , and βi ∈ KL given
by βi(r, s) = α1,i exp (−α2,is) r, where α1,i, α2,i > 0, i ∈
{2, 3, 4}. The bounds (27), (33) and (37) follow now directly
by Theorem 9, the definition of z in (15), and the triangle
inequality. 
7 CONCLUSIONS AND OUTLOOK
In this paper, we studied a class of novel zero-order dy-
namics for real-time optimization in problems where the
cost function is only accessible by measurements. We pre-
sented four algorithms which can all be modeled as singu-
larly perturbed hybrid dynamical systems. We established
stability and convergence results for convex, strongly con-
vex, constrained, and unconstrained optimization problems.
We extended these results to discretized hybrid systems ob-
tained via forward Euler or Runge Kutta methods with
small step sizes. For all our algorithms, we established struc-
tural robustness properties with respect to arbitrarily small
bounded disturbances, which could be time-varying and of
adversarial nature. In order to obtain our main results, we
developed a novel averaging theorem for hybrid dynami-
cal systems that generate an average system that renders a
compact set SGPAS instead of UGAS. This theorem is in-
strumental for the analysis of fast hybrid extremum seeking
controllers that go beyond those studied in this paper, in-
cluding algorithms that incorporate Hessian damping with-
out any explicit estimation of the Hessian [38,4].
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A Proof of Lemma 1
Let Ψ(t) :=
[
Ψ1(t)
⊤,Ψ3(t)
⊤,Ψ5(t)
⊤, . . . ,Ψ2n−1(t)
⊤
]⊤
∈
R
2n and µ0 := [µ
⊤
0,1, µ
⊤
0,3, µ
⊤
0,5, . . . , µ
⊤
0,n−1]
⊤ ∈ R2n, where
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the vectors Ψ1(t) and µ0,i(t) are defined as in (12) with
k1/ε = 1. With these definitions in hand, we can write
µ˜(t) = diag(µ0)
⊤Ψ(t) which implies [6, Exercise 260] that∫
µ˜(t)µ˜(t)⊤dt = diag(µ0)
⊤
(∫
Ψ(t)Ψ(t)⊤dt
)
diag(µ0),
where diag(µ0) is a (2n × n) block diagonal matrix with
diagonal blocks given by µ0,i, i ∈ {1, 3, 5, . . . , n− 1}. Thus,
it suffices to show the existence of a T˜ > 0 such that
1
kT˜
∫ kT˜
0
Ψ(t)Ψ(t)⊤dt =
1
2
I2n,
∫ kT˜
0
Ψ(t) = 02n, (A.1)
since this would imply that
∫ kT˜
0 µ˜(t)dt = 0n and that∫ kT˜
0 µ˜(t)µ˜(t)
⊤dt = 0.5diag(µ0)
⊤diag(µ0) = 0.5In, where
the last equality follows by the fact that µ⊤0,iµ0,i = 1 for all
i ∈ {1, 3, . . . , n} since µ(0) ∈ Sn. To show (A.1) we show
the existence of a T˜ > 0 such that
1
kT˜
∫ kT˜
0
Ψi(t)Ψj(t)
⊤dt = cijI2,
∫ kT˜
0
Ψi(t) = 02, (A.2)
for all i, j ∈ {1, 3, 5, . . . , n} and all k ∈ Z>0, where cij = 0.5
for all i = j, and cij = 0 for all i 6= j. Indeed, by Assump-
tion 1, the parameters κℓ can be written as κℓ = κ
n
ℓ /κ
d
ℓ ,
for all ℓ ∈ {1, 2, 3, . . . , n}, where κnℓ and κ
d
ℓ are positive in-
tegers. Let Tℓ := 1/κℓ and κ
n := Πnj=1κ
n
j ∈ Z>0. Then,
Tℓκ
n = κdℓΠ
n
j=1,j 6=ℓκ
n
j ∈ Z>0. Define T˜ℓ := Tℓκ
n and let
T˜ = LCM{T˜1, T˜2, . . . , T˜n}, where LCM stands for least com-
mon multiplier. Such T˜ is a well defined positive integer and
it is unique. Then, by definition of the LCM, for each ℓ there
exists a nℓ ∈ Z>0 such that
T˜ = nℓT˜ℓ = n˜ℓTℓ, n˜ℓ := nℓκ
n ∈ Z>0. (A.3)
Using ℓ = (i+ 1)/2 and the definition of Ψi(t), we obtain
∫ kT˜
0
Ψi(t)dt =

 ∫ kT˜0 cos
(
2π
Tℓ
t
)
dt∫ kT˜
0
sin
(
2π
Tℓ
t
)
dt

 =

 sin
(
2π
Tℓ
t
) ∣∣∣kn˜ℓTℓ
0
− cos
(
2π
Tℓ
t
) ∣∣∣kn˜ℓTℓ
0

 ,
which is equal to 02 for all i ∈ {1, 3, 5, . . . , 2n−1}, k ∈ Z≥0,
as in (A.2). Also,
∫ kT˜
0 Ψi(t)Ψj(t)
⊤dt is
=

 ∫ kT˜0 cos
(
2π
Tℓ
t
)
cos
(
2π
Ts
t
)
dt
∫ k˜T
0
cos
(
2π
Tℓ
t
)
sin
(
2π
Ts
t
)
dt∫ kT˜
0
sin
(
2π
Tℓ
t
)
cos
(
2π
Ts
t
)
dt
∫ kT˜
0
sin
(
2π
Tℓ
t
)
sin
(
2π
Ts
t
)
dt

 ,
(A.4)
where s = (j + 1)/2. When i = j we have that ℓ = s and
the diagonal terms satisfy
∫ kT˜
0
cos
(
2pi
Tℓ
t
)2
dt =
1
2
(
t+
sin( 4π
Tℓ
t)Tℓ
4pi
) ∣∣∣∣∣
kn˜ℓTℓ
0
=
kn˜ℓTℓ
2
∫ kT˜
0
sin
(
2pi
Tℓ
t
)2
dt =
1
2
(
t−
sin( 4π
Tℓ
t)Tℓ
4pi
) ∣∣∣∣∣
kn˜ℓTℓ
0
=
kn˜ℓTℓ
2
,
while the off-diagonal terms are given by
∫ kT˜
0
cos
(
2pi
Tℓ
t
)
sin
(
2pi
Tℓ
t
)
dt =
sin
(
2π
Tℓ
t
)2
Tℓ
4pi
∣∣∣∣∣
kn˜ℓTℓ
0
= 0.
Thus, when i = j we have that cij = 0.5 in (A.2). On the
other hand, when i 6= j, we have that ℓ 6= s and the diagonal
terms of (A.4) become
∫ kT˜
0
cos
(
2pi
Tℓ
t
)
cos
(
2pi
Ts
t
)
dt =
sin(2pitT+ℓ,s)
4pi(T+ℓ,s)
+
sin(2pitT−ℓ,s)
4pi(T−ℓ,k)
∣∣∣∣∣
kT˜
0∫ kT˜
0
sin
(
2pi
Tℓ
t
)
sin
(
2pi
Ts
t
)
dt =
sin(2pitT−ℓ,s)
4pi(T−ℓ,s)
−
sin(2pitT+ℓ,s)
4pi(T+ℓ,s)
∣∣∣∣∣
kT˜
0
where T+ℓ,s =
1
Tℓ
+ 1
Ts
and T−ℓ,s =
1
Tℓ
− 1
Ts
. Using (A.3),
when t = kT˜ we get tkT+ℓ,s = k(n˜ℓ + n˜s) ∈ Z>0. Similarly,
tkT−ℓ,s = k(n˜ℓ− n˜s) ∈ Z6=0. This implies that both integrals
are zero for any k ∈ Z>0. Finally, when s 6= ℓ the off-
diagonal terms satisfy
∫ kT˜
0
sin
(
2pi
Tℓ
t
)
cos
(
2pi
Ts
t
)
dt = −
cos(2pitT−ℓ,s)
4pi(T−ℓ,s)
−
cos(2pitT+ℓ,s)
4pi(T+ℓ,s)
∣∣∣∣∣
kT˜
0∫ kT˜
0
cos
(
2pi
Tℓ
t
)
sin
(
2pi
Ts
t
)
dt =
cos(2pitT−ℓ,s)
4pi(T−ℓ,s)
−
cos(2pitT+ℓ,s)
4pi(T+ℓ,s)
∣∣∣∣∣
kT˜
0
which are also zero by the definition of T+ℓ,s, T
−
ℓ,s, and (A.3).
This establishes that cij = 0 in (A.2) whenever i 6= j. 
B Proof of Proposition 6
Let K ⊂ BA and ε > 0 be given. Since ω is continuous and
grows unbounded as x → bd(BA) there exists an r2 > ε
such that K ⊂ {x ∈ BA : ω(x) ≤ r2}. Choose ν = ε/4.
Then, since the systemHδ is SGP-AS (w.r.t BA) as δ → 0+
there exists δ∗ > 0 such that for all δ ∈ (0, δ∗) all solutions
xδ of Hδ with ω(xδ(0, 0)) ≤ r2 and all (t, j) ∈ dom(xδ) the
following holds:
ω(xδ(t, j)) ≤ β(w(xδ(0, 0)), t+ j) + ε/4. (B.1)
Let T > 0 be large enough such that β(r2, t + j) ≤
ε
2 , for
all t+ j ≥ T .
Claim: There exists a ρ∗ > 0 such that for all ρ ∈ (0, ρ∗],
all solutions xδ,ρ to Hδ,ρ with ω(xδ,ρ(0, 0)) ≤ r2 and all
(t, j) ∈ dom(xδ,ρ) the following holds:
ω(xδ,ρ(t, j)) ≤ β(ω(xδ,ρ(0, 0)), t+ j) + ε/2. (B.2)
for all t+ j ≤ 2T . 
By the selection of T above, the claim implies that
ω(xδ,ρ(t, j)) ≤ ε, for all 2T ≥ t + j ≥ T , such that
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(t, j) ∈ dom(xδ,ρ). We can recursively apply this argu-
ment restarting the solution and using ε < r2 to get
ω(xδ,ρ(t, j)) ≤ ε for all (t, j) ∈ dom(xδ,ρ) such that t+j ≥ T .
To prove the claim, suppose by contradiction that there
exists a sequence ρi ց 0 and a sequence of solutions xδ,ρi to
Hδ,ρi with ω(xδ,ρi(0, 0, )) ≤ m and points (ti, ji) ∈ dom(xi)
with ti + ji ≤ 2T such that (B.2) does not hold:
ω(xδ,ρi(ti, ji)) > β(ω(xδ,ρi(0, 0)), ti + ji) + ε/2, (B.3)
Since ω(xδ,ρi(0, 0, )) ≤ r2 implies that the sequence
xδ,ρi(0, 0) lies in a compact subset of BA, one can assume
that it converges to some point in BA ∩ (C ∪ D). At this
point, because of (B.1), the HDS Hδ is pre-forward com-
plete. Since this implies that the sequence xδ,ρi is locally
eventually bounded [17, Def. 5.24], and since for each
δ > 0 the system Hδ satisfies the Basic Conditions, the
graphical limit of the sequence xδ,ρi , denoted by xδ, will
be a solution to Hδ. Without loss of generality we can
assume that the sequence (ti, ji) also converges to some
(t, j) ∈ dom(xδ). Using continuity of ω and β and tak-
ing the limit as i → ∞ at both sides of (B.3) we obtain
ω(xδ(t, j)) > β(ω(xδ(0, 0)), t+ j) +
ε
2 , which violates (B.1)
at the time (t, j) ∈ dom(xδ). This is a contradiction. 
Lemma 3 Let f : Rn → R satisfy Assumption 2 and Af =
{z∗}. Consider the set
O :=
{
x1 ∈ R
n : (x1 − z
∗)⊤∇f(x1)− (f(x1)− f
∗) = 0
}
.
Then, we have that O = Af .
Proof : Let x1 be such that (x1 − z∗)⊤∇f(x1) − (f(x1) −
f∗) = 0. Suppose that x1 6= z
∗. Let α1 := f(x1) and de-
fine the set Ωα1 := {x ∈ R
n : f(x) ≤ α1}. Since z∗ is
optimal, we have that f(z∗) = f∗ ≤ f(x1) and therefore
Af ⊂ Ωα1 . Since f ∈ C
2 wehave that∇f is locally Lipschitz,
and since Ωα1 is compact there exists Lα1 > 0 such that
|∇f(x′1) − ∇f(x
′′
1 )| ≤ Lα1 |x
′
1 − x
′′
1 | for all (x
′
1, x
′′
1 ) ∈ Ωα1 .
By the convexity and Lipschitz properties in Ωα1 :
f(z∗)− f(x1)−∇f(x1)
⊤(z∗ − x1) ≥
1
2Lα1
|∇f(x1)|
2,
but since by assumption the left hand side of the inequality
is zero, we must have that |∇f(x1)| = 0, which is a contra-
diction given that x1 6= z∗. 
C Solutions of Hybrid Dynamical Systems
A general HDS can be written as the hybrid inclusion
x˙ ∈ F (x), x ∈ C (C.1a)
x+ ∈ G(x), x ∈ D, (C.1b)
where F : Rn ⇒ Rn and G : Rn ⇒ are set-valued map-
pings (this setting covers the single-valued case of (2), see
[17, Ch. 2]). Solutions of (C.1) are defined on hybrid time
domains. Under mild assumptions on (F,C,G,D), this al-
lows the use of graphical convergence notions to establish se-
quential compactness results for the solutions of (C.1) (e.g.,
the limit of a sequence of solutions is also a solution). A set
E ⊂ R≥0 × Z≥0 is called a compact hybrid time domain
if E = ∪J−1j=0 ([tj , tj+1], j) for some finite sequence of times
0 = t0 ≤ t1 . . . ≤ tJ . The set E is a hybrid time domain
if for all (T, J) ∈ E, E ∩ ([0, T ]× {0, . . . , J}) is a compact
hybrid time domain.
Definition 8 A function x : dom(x) 7→ Rn is a hybrid arc
if dom(x) is a hybrid time domain and t 7→ x(t, j) is locally
absolutely continuous for each j such that the interval Ij :=
{t : (t, j) ∈ dom(x)} has nonempty interior. A hybrid arc x
is a solution to (C.1) if x(0, 0) ∈ C ∪ D, and the following
two conditions hold:
(1) For each j ∈ Z≥0 such that Ij has nonempty interior:
x(t, j) ∈ C for all t ∈ int(Ij), and x˙(t, j) ∈ F (x(t, j))
for almost all t ∈ Ij .
(2) For each (t, j) ∈ dom(x) such that (t, j + 1) ∈ dom(x):
x(t, j) ∈ D, and x(t, j + 1) ∈ G(x(t, j)).
Definition 9 A hybrid solution x is said to be forward pre-
complete if its domain is compact or unbounded, i.e., if the
flows do not generate finite escape times. A hybrid solution
is said to be forward complete if its domain is unbounded. A
hybrid solution is maximal if there does not exist another so-
lution ψ toH such that dom(x) is a proper subset of dom(ψ),
and x(t, j) = ψ(t, j) for all (t, j) ∈ dom(x).
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