Abstract We have developed a distributed asynchronous Web based training system. In order to improve the scalability and robustness of this system, all contents and afunction that scores user's answers are realized on mobile agents. These agents are distributed to computers, and they can obtain using a P2P network that modified Content-Addressable Network. In this system, although entire services do not become impossible even if some computers break down, the problem that contents disappear occurs with an agent's disappearance. In this study, as a solution for this problem, backups of agents are distributed to computers. If a failure of a computer is detected, other computer will continue service using backups of the agents belonged to the computer The developed algorithms are examined by experiments.
1.INTRODUCTION
Nowadays, e-Leaming systems are very popular everywhere, such as college education, corporate education, and community education. The term e-Learning covers a wide set of applications and processes, such as Web-based training (hereafter we abbreviate as WBT), computer-based training, virtual classrooms, and digital collaboration. We are concerned with asynchronous WBT that allows the learner to complete the WBT on his own time and schedule, without live interaction with the instructor.
Although a large number of studies have been made on asynchronous WBT [1, 2, 3] , all of them are based on the client/server model. The client/server systems generally lack scalability and robustness.
1-4244-0945-4/07/$25.00 ©2007 IEEE We have proposed and implemented a distributed e-Learning system [4] using Maglog that is a Prolog-based framework for building mobile multi-agent systems we have also developed [5] . The proposed e-Learning system has two distinguishing features. Firstly, it is based on P2P architecture and every user's computer plays the role of a client and a server. Namely, while a user uses the proposed e-Learning system, his/her computer (hereafter we refer to such a computer as a node) is a part of the system. It receives some number of contents from another node when it joins the system and has responsibility to send appropriate contents to requesting nodes. Secondly, each exercise in the system is not only data but also an agent so that it has functions, such as scoring user's answers, telling the correct answers, and showing some related information without human instruction.
In the proposed system, since exercises and functions are distributed among all nodes, the loads are balanced and not concentrated on one node. In addition, the proposed system can be considered more robust than the client/server systems because even if a node failure occurs, the rest of the system will still continue service. However, when a node failure occurs, the exercises in the node are lost and cannot be studied by anyone afterward.
In this study, as a solution for this problem, backups of agents are distributed to nodes. When a node failure occurs, another node continues service using backups of the agents belonged to the failure node. We present two types of backup and recovery scheme: a scheme by category and a scheme by node. Both algorithms always tolerate one node failure and tolerate more than one node failure under the condition described below.
2.PROPOSED E-LEARNING SYSTEM
All exercises in the proposed system are classified into categories, such as "English/Grammar", "Math/Statistics", and "History/Rome", etc.
When the proposed system bootstraps, one initial node has all categories in the system. When another node joins the system, it is received certain number of categories from the initial node. The categories are distributed among all nodes in the system according as nodes join the system or leave the system. The important point to note is that the categories a node has are independent of the categories in which the node's user is interested as shown in Fig. 1 . Figure 1 illustrates that user A's request is forwarded at first to the neighbor node, next forwarded to the node which has the requested category.
system, it is mapped on a certain coordinate space according to a random number and takes on corresponding categories from another node. For example, in the case of Fig. 2 , node C takes on the "History/Japan" category from node B and exercises of the category move to node C. We would like to emphasize that in existing P2P-based file sharing systems, such as Napster, Gnutella or Freenet [6] each shared file is owned by a particular node. Accordingly, files are originally distributed among all nodes. On the other hand, the categories in the proposed system are originally concentrated. Consequently, when a new node joins the system, not only location information of a category but the category itself must be handed to the new node. Considering that, the P2P network of the proposed system can be constructed as a CAN [7] .
The CAN has a virtual coordinate space that is used to store (key, value) pairs. To store a pair (K1, VI), key K1 is deterministically mapped onto a point P in the coordinate space using a uniform hash function. The corresponding (key, value) pair is then stored at the node that owns the zone within which the point P lies. In the proposed system, we let each category be a key and let a set of exercises belonging to the category be the corresponding value.
Our P2P network is constructed with 2-dimensional coordinate space [0,1] x [0,1] to store exercise categories, as shown in Fig. 2 . The figure shows the situation that node C has just joined the system as the third node. Before node C joins, node A and node B shared the whole coordinate space half and half. At that moment, node A managed "Math/Geometry" ,"Math/Statistics", and "History/Rome" categories and node B managed "English/Grammar", "English/Reader and "History/Japan" categories, respectively. When node C joins the Fig. 3 (a) . Finally, node F splits its zone in half and assigns one half that the point (x, y) lies to node J as shown in Fig. 3 (b). Fig. 4 (b) , where nodes B, C, and D correspond to nodes n, q, and p in the above procedure, respectively. Next the zones of nodes B and C are merged into a single zone that is assigned to node C as shown in Fig. 4 (c). The joining procedure described in Section 3 should be modified for backup, i.e., a step for making a backup of the joining node should be added after the step 4 of the joining procedure. However, it is not enough. Figure 5 shows an example of node J joins the P2P network with the backup and recovery scheme. In this example, node J obtains its zone from node F.
As the result, node F's zone is changed so that the backup of node F becomes invalid. Node F therefore requests to node C, which is a backup node of node F, for throwing its backup away, and then remakes its backup. A circle in which white letters are printed on a dark background represents a remade backup in Fig. 5 . Similarly, the leaving procedure described in Section 3 should also be modified for backup, i.e., all backups of the affected nodes by the leaving should be thrown away and be remade. Figure 6 shows an example of node B leaves the P2P network with the backup and recovery scheme. In this example, all backups except of node A are thrown away and remade. A circle in which white letters are printed on a dark background represents a remade backup in Fig. 6 as same as in Fig. 5 . Note that Fig. 6 doesn't mean backups are remade at once after the exchanging. It cannot be known when each backup is remade since each node works asynchronously. Clearly, our algorithm always tolerates one node failure. Let us consider more than one node failure at a time. Naturally, it is impossible that recovery from the failures that occur in both an original node and its backup node at the same time. Our system however can be recovered from other types of combinations of failures.
Recovery from a Node Failure Each node ni execute update(ni) periodically. The prolonged absence of a message of update(ni) from a neighbor signals its failure. If a backup node n detects the failure of its original node m, the following steps are performed:
1. Node n generates a temporary node from the backup of m.
2. The temporary node executes the leaving procedure.
Consequently, node m's zone is formally handed over to one of the neighbor nodes.
If an original node detects the failure of its backup node in the contrast, it simply makes a new backup of itself. Figure 7 shows an example of node B fails. It is similar to the case of leaving shown in Fig. 6 . The only difference is that a temporary node (node Temp in Fig. 7 ) stands for node B 76 in this case of recovery. The temporary node is generated by node A in this example. Recovery from a Node Failure The recovery procedure of this scheme is the same as the one of the scheme by node excluding following points:
1. The responsible node to recover from a node failure is one of the neighbor nodes of a failure node. Fig. 11 , the ratio of the total amount of transferred agents with and without the backup and recovery scheme are shown. Both amounts are measured in bytes between the time when the system is bootstrapped and the time when n nodes have completed to join the system. The results indicate the overhead of both the backup and recovery schemes doesn't increase as the number of nodes increase. Figure 11 shows that the performance of the two schemes is also comparable in this experiment. 77 Experimental results show that our approach balances the number of agents including backups in each node. In other words, our approach doesn't lose the advantage of the distributed e-Leaming system in scalability. Experiments on recovering from node failures are necessary to clarify the characteristics of the two schemes. 
