New insights into the suitability of the third dimension for visualizing multivariate/multidimensional data: a study based on loss of quality quantification by Gracia Berna, Antonio et al.
New insights into the suitability of the third dimension for visualizing 
multivariate/multidimensional data: a study based on loss of quality 
quantification 
Abstract 
Most visualization techniques have traditionally used 2D, instead of 3D representations to visualize 
multidimensional and multivariate data. In this paper, a way to demonstrate the underlying superiority 
of 3D, with respect to 2D representations, is proposed. Specifically, it is based on the inevitable 
quality degradation produced when reducing the data dimensionality. The problem is tackled from 
two different approaches: a visual and an analytical approach. Firstly, a set of statistical tests (point 
classification, distance perception and outlier identification) using the 2D and 3D visualization are 
carried out on a group of 40 users. The results indicate that there is an improvement in the accuracy 
introduced by the inclusion of a third dimension, however these results do not allow to obtain definitive 
conclusions on the superiority of 3D. Therefore, in order to draw further conclusions, a deeper study 
based on an analytical approach is proposed. The aim is to quantify the real loss of quality produced 
when the data is visualized in 2D and 3D spaces, in relation to the original data dimensionality, to 
analyze the difference between them. To achieve this, a recently proposed methodology [1] is used. 
The results obtained by the analytical approach reported that the loss of quality reaches significantly 
high values only when switching from 3D to 2D. The considerable quality degradation suffered in the 
2D visualization strongly suggests the suitability of the third dimension to visualize data. 
Keywords: 2D, 3D, manifold learning, dimensionality reduction, loss of quality, quality assessment 
criteria, multivariate data, multidimensional data, data visualization. 
1. Introduction 
Multidimensional Multivariate Data Visualization (MMDV) is a specific type of information visu-
alization. This term could be adopted [2], since a set of multivariate data has a high dimensionality 
and can possibly be regarded as multidimensional because the key relationships between the attributes 
are generally unknown in advance [3, 4]. MMDV is applied to diverse areas ranging from science com-
munities and engineering design to financial markets. Specifically in the biomedical world, MMDV is 
also strongly motivated by the many situations in which expert clinicians are trying to understand the 
data and the inter-relationships between the massive features. 
According to Keim [5, 6], MMDV techniques are classified into four categories according to the 
approaches taken to generate the resulting visualizations. The first, Geometric projection, includes 
techniques that aim to find informative projections and transformations of multidimensional dataseis 
[7] such as the Scatterplot Matrix [8], the Prosection Matrix [9, 10], HyberSlice [11, 12], Hyperbox 
[13], Parallel Coordinates [14, 15], Andrews Curve [16], Radical Coordinates Visualization [17], Star 
Coordinates [18] and Table Lens [19]. The second category groups the Pixel-oriented techniques [7] that 
represent a feature value by a pixel based on a color scale. This group includes the following techniques: 
the Space Filling Curve [20, 21, 22], the Recursive Pattern [23], Spiral and Axes Techniques [24], the 
Circle Segment [25] and the Pixel Bar Chart [26]. The techniques of the third category, Hierarchical 
techniques, subdivide the data space and present sub-spaces in a hierarchical way [7]. They include: 
the Hierarchical Axis [27, 28, 29], Dimensional Stacking [30], Worlds Within Worlds [31] and Treemap 
[32]. The last category, Iconography, represents icon-based techniques that map the multidimensional 
data to different icons, or glyphs [33]. Some of them are as follows: Chernoff Faces [34], Star Glyph 
[35], Stick Figure [36], Shape Coding [18], Color Icon [37] and Texture [38, 39, 40]. 
Another way of visualizing multidimensional/multivariate data (MMD) is through the use of Di-
mensionality Reduction (DR), which is one of the usual operations in Data Analysis (DA) [41]. His-
torically, the main reasons for reducing the dimensionality of the data is to remove possible noise or 
redundacy in the data, and reducing the computational load in further processing. The third reason is 
Data Visualization (DV). One of the fields in which Dimensionality Reduction techniques for DV are 
currently very useful, is the scientific interactive visualization field, or Visual Analytics (VA). VA is 
characterised by presenting the information by making full use of the DV techniques with the possible 
interaction of an expert scientist. There are lot of developments in the field of VA [42] that assess it. 
For DV, one of the main applications of DR is to map a set of observations into a 2 or 3 dimensional 
space that preserves the intrinsic geometric structure of the data as much as possible [43]. 
Some works highlight the advantages of using 3D for DV tasks (see section 2): an additional 
dimension in which structures can be separated more clearly, and a reduction in the problem of 
overplotting. But the greatest benefit of using 3D is that a 3D view with interactive navigation 
controls to set the 3D viewpoint will allow users to construct a useful mental model of a dataset 
structure more quickly than simply by using several 2D axis-aligned views [44]. 
However, despite all these aforementioned advantages, one of the main drawbacks of using a third 
spatial dimension is strongly related to the 3D scene navigation, since the difficulty and constraint im-
posed by navigating in 3D scenes have still not been overcome. There are also many other dificulties in 
visually encoding information with the third spatial dimension, depth, which has significant differences 
from the two planar dimensions. There are several general difficulties, such as: 
1. Line-of-sight ambiguity: this fenomenon was defined by St. John et al [44] and describes that, 
we can only get information at one point along the towards-away depth axis for each of the rays 
traced from our point of view, as opposed to millions of rays that we can see along these the 
sideways and up-down axes by simply moving our eyes. This is because we do not really live in 
3D, or even 2^D: in fact, we perceive the world in 2.05D [45]. 
2. Occlusion hides information: one of the most powerful depth cues is occlusion. This means that, 
for the main observer of the scene, a particular object may remain partially or completely hidden 
due to other objects located in front of it. It is possible to solve the 3D structure of the occluded 
elements of the scene by using an interactive navigation, but it takes time and implies a cognitive 
load. 
3. Perspective distortion: this is the phenomenon in which distant objects appear smaller and 
change their planar position on the image plane. This distorsión is one of the main dangers of 
depth, since the power of the plane is completely lost. For instance, if charts are used, it is more 
difficult to evaluate bar heights in a 3D bar than in multiple horizontally aligned 2D bars. 
Furthermore, some more specific problems can be also found: 
Text legibility: Another drawback derived from the use of 3D is the quality reduction in text legibility 
with most standard graphics packages that use current display technology [46]. Specifically, when 
a text label is tilted in the image plane, it often becomes blocky and jaggy. 
Inappropriate view scale: If the user is placed at viewpoints too close to or too distant from the 
3D scene representation, important information (e.g. 3D objects) may lie outside the viewing 
frustum or be so small that they go unnoticed by the user. 
Limited perception of movement: Depending on the user's viewpoint and the nature of the 3D 
objects, it may be difficult to see objects moving toward or away from the user. For example, 
objects whose position or attribute change is parallel to the eye vector for the scene. 
Nevertheless, these advantages and drawbacks do not univocally specify that the use of 3D is the 
most appropriate for MMDV. Going further, the following questions remain unanswered: 
• i) When the users interact with the visualization, do they make fewer errors in 3D? Would it be 
possible to assess the effectiveness and efficiency when working on both representations (2D and 
3D)? 
• ii) Would it be possible to quantify the real degradation of quality produced in the transition 
from 3D to 2D? Is it too big? 
• iii) Therefore, from the point of view of degradation of quality, is 3D more suitable than 2D 
representation to visualize data? 
These open questions motivate the research presented in this paper, in which we face the challenges 
behind the selection of a space with the appropriate dimensionality to visualize MMD. To answer these 
questions, an approach focusing on loss of quality is proposed. This concept is the key point, since the 
inevitable degradation of the data quality when the dimensionality is reduced, as well as a bad choice 
of the data dimensionality for MMDV could drastically affect to the final interpretation of the data in 
the process of knowledge acquisition. Moreover, in MMDV it would be very useful to prove whether 
the transition from 3 to 2 dimensions generally involves a considerable loss of quality. Therefore, the 
final choice of 3D representations for visualization tasks would indeed be better justified. 
The main hypothesis of the study presented here is based on the assertion that the use of the three 
dimensions in visualization counteracts the benefits of dealing with traditional 2D visualization. In 
other words, the intention is to demonstrate the superiority of 3D over 2D visualization for MMDV 
tasks. 
From our point of view, the first point to be analyzed is the user's visual perception and intuition 
in the 3D visualization, as well as its comparison with 2D. If the results are favorable to 3D, that could 
shed new findings on the suitability of the use of 3 dimensions when visualizing MMD. In addition, 
it would be helpful to suggest to the user that there are other forms of representation (in addition to 
the traditional 2D) that could enhance and enrich the final visualization. So, a set of visual statistical 
tests were designed. These tests aim to highlight many of the significant differences in relation to 
accuracy and perception when working with a primary visualization technique such as Scatterplot, 
used in 3D and 2D spaces. Specifically, 3 different types of test were designed in both dimensionalities: 
point classification, distance perception and outlier identification. For each type, two measures were 
designed in order to evaluate both user perception and intuition. Finally, the tests were complemented 
by different questions as to the suitability of visualizing MMD using 3D or 2D techniques. The tests 
were carried out in a random population of 40 users in an interval ranging from 19 to 75 years old. 
Summarizing, the results do not allow any significant conclusion to be obtained, thus it is necessary 
to propound the analysis problem from another point of view, the loss of quality produced in the 
transition from 3D to 2D in the DR process. 
Hence, the other approach focuses on quantifying the loss of quality produced when the dimension-
ality of the data is reduced from 3D to 2D, which provides an analytical justification to confirm the 
hypothesis. This quantification is carried out using a recently methodology [1]. As far as we know, 
in the context of information visualization, the approximation presented here could be considered one 
the first attempts at, analytically, quantifying the real loss of quality in the transition from 3D to 2D. 
The rest of this paper is structured as follows: Section 2 presents a comparative analysis containing 
several previous studies that describe the differences, as well as highlighting the advantages and draw-
backs between 2D and 3D visualization in several domains. In Section 3 the environment for carrying 
out the visual statistical tests is described in detail, together with a discussion of the results. Section 
4 introduces an analytical approach to demonstrate the main hypothesis, and presents the results. 
Finally, Section 5 draws the main conclusions of the study and future lines of research. 
2. Previous comparative analysis 
The following studies compare 2D and 3D visualization in several domains, without focusing on the 
scatterplot technique in DV tasks. Therefore, many different studies have compared the visualization 
using only 2D and 3D views. For example, Van Orden and Broyles [47] found that 2D displays were 
as good as 3D displays for tasks regarding aircraft speed and altitude criteria. Park and Woldstad [48] 
showed that 2D and 3D visualizations were equally good for telerobotic positioning tasks. Tory et al. 
[49] compared 2D displays, 3D displays, and combined 2D/3D displays for relative position estimation, 
orientation, and volume of tasks. They demonstrated that 3D displays can be very effective for 
approximate navigation and relative positioning when appropriate cues, such as shadows, are present. 
However, 3D displays are not effective for precise navigation and positioning. Tory et al. [50] also 
compared point-based visualizations to 2D and 3D landscapes, where a surface has been fitted to 
the set of underlying points. The results showed that 2D landscapes had a better performance than 
3D landscapes. In this sense, they [51] also demonstrated that the participants' visual memory was 
statistically more accurate when viewing dot displays and 3D landscapes compared to 2D landscapes, 
and that 3D landscapes had a better performance than 2D landscapes. Smallman et al. [52] reported 
that 2D displays were faster when performing air control traffic tasks. 
Next, several studies specifically focused on the comparison of 2D and 3D scatterplots are presented. 
In [53] Fabrikant compared two different kinds of display: discrete displays (a.k.a point displays) and 
continuous displays (a.k.a surface displays). All these displays showed dimensionally reduced data in 2D 
and 3D. Basically, her main contribution was to demonstrate that people could understand landscape 
representations of non-spatial data, as well as the relationships between 3D landscapes. She also 
compared point-based displays (or scatterplots), and therefore she found out that 2D scatterplots were 
effective mechanisms, but 3D scatterplots were more difficult to understand. Wickens [54, 55] concluded 
that 3D scatterplots are efficient and useful for carrying out tasks that require the integration of three 
dimensions. Analogously, those tasks that focused on working with one or more dimensions benefitted 
from a 2D scatterplot. In other words, they claimed that the proximity compatibility principle asserts 
that there is an advantage of an additional dimension when displaying the data (e.g. a 3D over two 
planar 2D displays, or an XY plot over two X plots) when multiple sources of data must be integrated. 
These conclusions indeed provide a good feedback on the advantages of 3D and 2D scatterplots. 
However, it is also important to note that the scatterplots that were used by Wickens et al. [56] in the 
experiments, showed just six or eight different points, and thus this number of points is not realistic 
for high-dimensional dataseis, since they often contain thousands of points. Very recently, Sedlmair et 
al. [57] conducted an extensive empirical data study and developed a workflow model to demonstrate 
whether cluster separation could better performed using 2D Scatterplots, interactive 3D Scatterplots, 
or Scatterplot Matrices (SPLOMs). To do so, the authors analyzed a set of 816 scatterplots (derived 
from 75 dataseis x 4 DR techniques x 3 scatterplot techniques) to assess the cluster results by using 
a heatmap approach. They found out that 2D scatterplots are often 'good enough', that is, neither 
SPLOM nor interactive 3D adds notably more cluster separability with a particular DR technique. 
In contrast to previous studies, the study presented here is distinct in a number of ways: 
• Firstly, a set of visual tests in 2D and 3D on a group of users are carried out. This provides the 
statistical justification. 
• Secondly, in order to quantify in a numerical form the loss of quality from 3D to 2D, a methodol-
ogy based on a strongly experimental section is used. This provides the analytical justification. 
3. Visual statistical approach 
Here, the environment of the visual tests carried out on a sample of users is described in detail. 
These tests attempt to confirm whether conclusions could be drawn as to the superiority of 3D when 
visualizing data, by using only the visual perception of the users. 
This section is split into 3 subsections. The first one provides a complete definition of the environ-
ment needed for the carrying out of a set of tests to measure the accuracy when working with 2D and 
3D visualization. The second subsection defines how the views of the users after carrying out the tests 
on the first part have been compiled. The last subsection presents the results of the tests, as well as a 
detailed discussion. 
3.1. Definition of the visual tests 
In order to draw valuable conclusions on the hypothetical superiority of 3D in respect to 2D when 
visualizing data, visualization is, indeed, required. Therefore, 3 different visual tests have been carried 
out on a group of users. 
Motivation. The tests presented here are intended to demonstrate that the 3D visualization improves 
the results of the 2D visualization by using the visual perception of the users. 
Each of the tests has been devised to yield a set of values in order to measure the accuracy (using 
an error value) and efficiency (using a time value) when carrying out several common tasks in DA, 
using 2D and 3D visualizations. These tasks are point classification, distance perception and outlier 
identification and they have been specifically designed and implemented to be used in these tests. 
Therefore, the values obtained when the users work in 2 and 3 dimensions for each of the three tests 
are compared. Finally, each user is evaluated through a set of questions that attempt to identify 
their personal preferences when working with 2D and 3D visualization techniques, as well as possible 
suggestions for the improvement of the DV. 
Population sampling. To perform these tests, we were interested in sampling a set of randomly 
selected users from amongst the population, regardless of gender or age range, or previous experience 
with computers and visualization techniques. Furthermore, homogeneity in an academic background 
in a particular field was not a requirement. 
Before starting the tests, a short series of questions were asked to the users in order to establish 
some basic information about them. These questions were about their gender and age range. Thus, 
Figure 1: Basic Information on the users. 
the sampling consisted of a random population of 40 users in an interval ranging from 19 to 75 years 
old. Figure 1 shows the summary that contains basic information on all the users who carried out the 
tests. 
Some relevant information can be highlighted: there is a slight predominance of one gender (male, 
57%) over the other (female, 43%); the age ranges most repeated are 26-35 years (47%), 19-25 years 
(30%) and 36-45 years (15%). 
Visualization technique. Each of the 3 visual tests has been implemented for 2 and 3 dimensions. 
Specifically, the scatterplot technique has been selected for the visualization of the data. The rationale 
for using the scatterplot as the visualization technique for carrying out the tests is because it is necessary 
for the conclusions drawn by each user after doing the tests to be based on a simple and widely well-
known visualization technique in the literature. The academical background of the test's users could 
be quite heterogeneous, so the selection of a visualization technique clear and understandable to all 
the users was an essential key point. Moreover, the representation of the data in 3 and 2 dimensions 
was needed, thus the scatterplot technique unequivocally provided this feature. 
Data. As regards the data, one of the most well-known DNA microarray dataseis in the literature has 
been used, Leukemia data [58], by Golub et al. (1999). This dataset was used for three main reasons. 
First of all, the data would have had a supervised nature, since one of the tests (point classification) 
requires labeled data. Secondly, the tests should be based on a highly tested and referenced dataseis 
from other studies [59, 60, 61]. Lastly, the data should be one of the dataseis used by the methodology 
in subsection 4.1 to quantify the loss of quality values. 
DR algorithm. To represent the data selected by the scatterplot visualization technique, first it 
is necessary to carry out a DR process, since the data was originally of a multidimensional nature. 
So, in order to successfully complete the tests, the data dimensionality is firstly reduced to 3 and 2 
dimensions. Later, the 3D and 2D scatterplot technique respectively, deals with the visualization of 
the MMD. 
The PCA algorithm has been selected for carrying out the DR. The rationale is similar to the 
points mentioned above, as: i) it is important to use a broadly referenced and used DR algorithm in 
the literature, and the PCA satisfies this requirement; ii) moreover, according the results obtained in 
[1], the PCA provides a high accuracy in the preservation of the intrinsic geometric structure of the 
data [43], which ensures a good quality in the final data visualization. Note that the PCA is of an 
unsupervised nature [62, 63] and the leukemia data are supervised, thus to reduce the data the original 
classes have not been taken into account. Subsequently, the data are coloured in accordance with their 
labels once they are visualized. 
It is also worth highlighting that the selection of the DR algorithm could be a decisive issue for 
achieving different results. However, the aim of the tests is to show the perception skills, experience 
and criteria of the users when working with 3D and 2D data, obtained by the same method (PCA). 
Therefore, in this case, the user is abstracted from this particularity and is presented by a visualization 
of the data from the previous dataset. 
Time measurement. Before explaining the details of the tests, it is important to highlight that the 
time (in seconds) that each user takes to complete each test is measured. However, the users were not 
notified that the time is going to be taken into account, so that nobody modifies their rhythm of work, 
and thus taking the needed time to properly complete each test. This will provide a better appreciation 
of the real time that each user takes to complete a test, by using either a 2D or 3D scatterplot. Note 
that the time the users had to perform the tests was open. As they finished the tests, the time taken 
was recorded. 
Validation of the results. Cross-validation is used in order to properly validate the results. For 
each user, we followed a specific methodology (see fig.2). 
It is very important to highlight three details about this methodology. Firstly, the order to carry 
out each of the three test has been completely serialized and randomized, that is, an user might carry 
out the distance perception test in the first place, while another user could perform first the point 
classification test. Secondly, when performing a particular test, the order in which the 2D and 3D 
version is presented to the user has been randomized. Finally, the random points selected to conduct 
each version of the test have been also randomized, and they are different for both versions of the test. 
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Figure 2: Methodology used in the visual tests. For each user, three different tests have been implemented. These have 
been presented to the users by using serialization and randomization (this means that the order used to carry out the 
tests could be different for the users). Furthermore, the order of presentation of the 2D and 3D version of the tests to 
the users is random, and the points selected to each version have been also randomized. By repeating this process for 
each user, a cross-validation of the results is achieved. 
Then, and taking into account this configuration, when the users carry out the 2D point classi-
fication test they obtain two different results, TPCJZD (time) and Epc_2D (error value). For the 3D 
version other two results are obtained, Tpc_3D (time) and Epc_3D (error value). 
When the users carry out the 2D distance perception test they obtain two different results, Tp,p_2D 
and Er,p_2D- For the 3D version other two results are obtained, Tp,p_3D and Ep,p_3D-
Finally, when the users carry out the 2D outlier identification test they obtain two different results, 
TOIJID a n d EOIJID- For the 3D version two results are also obtained: TOIJÍD a n d EOIJÍD-
It is worth mentioning the following points: 
• The order to carry out each of the 3 tests has been randomized. 
• The order to carry out the 2D and 3D version of a particular test has been randomized. 
• The points selected at the beginning of each test were different for the 2D and 3D version of the 
test. Thus, by selecting random points for each user tha t carries out the test, a cross-validation 
of the results is achieved. 
• All the users were shown both the 2D and 3D version of the tests. 
• All the users completed all the set of tests. 
• The correct solution to the tests was not shown to the users. As the users finished each test, the 
next test was shown. 
Scene navigation. During the carrying out of the visual tests, it is essential for the user to be able to 
move and navigate properly through the 2D and 3D scenarios, respectively. For each scenario, either 
2D or 3D, a set of controls that allow this interaction are provided. 
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Figure 3: 2D and 3D scenarios. Each scenario provides the user different views and camera modes, as well as several 
sliders for adjusting the DV. 
• 2D scenario. In this scenario, a 2D ortographic view has been used. The option of scrolling 
vertically and horizontally is provided. Smooth and efficient zooming in and out are also provided, 
by using the mouse scroll wheel. Lastly, the user can conduct an automatic and smooth zoom 
in on particular points. This allows the view to be automatically moved and focused on those 
points of interest for the user (for instance, this is useful when the user is classifying points or 
calculating distances, see fig. 3, left-hand image). 
• 3D scenario. Two different main camera modes have been implemented: Orbit and Navigate. 
When using the first one, a point can be selected in order to rotate the camera around that 
point, by moving the mouse. The second mode allows navigation through the 3D scene using 
the keyboard (moving forward, moving backward, move left and move right), and the mouse 
(for spinning the camera). Pan (horizontal movement, left and right) and pedestal (vertical 
movement, up and down) camera movements have been also implemented by clicking the scroll 
wheel button. There is also the possibility of using a third static camera mode, that shows the tri-
dimensional scene from different planes: Z-X, Y-X, Y-Z or perspective. By default, the camera is 
presented in perspective. There are some cases in which using the different perspectives, derived 
by a third dimension, could make the performance of a specific task easier, such as the outlier 
identification or distance perception (see fig. 3, right-hand image). 
Two sliders have also been included for adjusting the point size, and the scale of the point position. 
Both adjustments are achieved by multiplying the default values by the value provided by each slider. 
Therefore, the user could adjust the display in order to feel and work more comfortable. The tests 
have been implemented by using the Unity3D visualization engine [64], which has been previously 
used for data visualization purposes [65, 66, 67, 68, 69, 70, 71]. Finally, before starting the tests, the 
importance of carefully reading the navigation controls was also emphasized. 
Dissemination of the tests. To distribute the tests, the Unity3D web feature has been used. This 
visualization engine allows the previously developed applications to be built in web format. A web 
link containing the previously uploaded application was sent to each of the users who were to perform 
the tests. Therefore, the users performed the study via the Internet. 
Others. Before carrying out of the tests, the users were provided with a detailed description (and 
in some cases definitions) of the working of the test, accompanied by some pictures showing the test 
to be carried out. The aim was to completely clarify the task before doing it, so that there was no 
possible ambiguity. 
Furthermore, the users could test and learn the system before carrying out the real tests. Specifi-
cally, they were allowed to test the navigation controls as well as the different views to get familiarized 
with the interaction before performing each test. 
3.1.1. Point classification 
The first test is for the user to classify a set of points, which will be shown unlabeled (white). The 
idea is that the user says, in his opinion, whether he thinks that the point to be classified belongs to 
one class or another. As mentioned above, the data being displayed are related to Leukemia. Red 
represents ALL Leukemia (acute lymphoblastic leukemia) and blue AML Leukemia (acute myeloid 
leukemia). A criterion to determine whether a white point belongs to one kind of leukemia, could be 
based on their closeness or proximity to the blue or red group of points (see fig.4). 
Motivation. The aim is to evaluate the effectiveness when carrying out the task of classifying points in 
a visual way, using a 2D and 3D scatterplot (in order to represent 2D and 3D MMD, respectively). For 
each user that carries out the test, two different numerical values are obtained, TpcjiD a n d EPCJID-
Tpc.2D represents the time taken to complete the task, and Epc_2D means the % of points that the 
user has successfully classified (using the 3D scatterplot technique, the obtained values will be Tpc_3D 
Figure 4: Point Classification test. Left-hand image: the 2D version. Right-hand image: the 3D version. The point to 
be classified is colored white. 
and EPCJÍD)- Note that , the number of correctly classified points were computed by using the original 
labels of the data . 
Details. In this test, 10 points (from the 72 original points in the dataset) are randomly selected and 
removed from the visualization. These are the points tha t the user has to classify. Each point (white) 
was consecutively presented and visualized and the user was asked to say which color group the point 
belonged to. Once the point is classified by the user, regardless of his answer, tha t point was colored 
with its real color (according its original label). Otherwise, the user would use misinformation when 
classifying the following point. Finally, each label assigned a point by the user is compared with the 
original label of tha t point to obtain a value representing the number of correctly classified points. 
For each user, EPCJZD a n d EPCJÍD are computed as follows: 
WC2D 
EpcjiD — —7F,—100; 
J- p 
(1) 
wc3D 
EPCJÍD — —7?, 100; 
J-p 
(2) 
where EPCJÍD a n d EPCJÍD a r e the % w e l l classified of points in the 2D/3D test, respectively. Thus, 
WCip, and WC^D represents the number of well classified points in the 2D/3D test, respectively. Tp 
means the total number of points to be classified and it has been set to 10. Note that the greater 
EpcjiD a n d EPCJÍD values, the better accuracy. 
3.1.2. Distance perception 
In the second test, the user must calculate the size relationship between two lines of different color 
and length. Thus, two lines will be shown, yellow and magenta. The user must calculate about how 
big or small the yellow line is in relation to the magenta line (see fig.5). 
That is, if the user thinks that the yellow line is longer than the magenta line, for example twice 
the length, the value he should say is 2. Thus, if the yellow line is equal to or longer than the magenta 
line, the value should be equal to or greater than 1, respectively. 
Conversely, if the user thinks that the yellow line is shorter than the magenta line, he should give 
a value between [0,1]. For instance, if the yellow line is half that of the magenta line, the value should 
be 0.5. Finally, if the yellow line is very small compared to the magenta line, the value could be, for 
example, 0.2. 
Figure 5: Distance Perception test. Left-hand image: 2D version, here the yellow line could be perceived as roughly 
twice the length of the magenta line, thus the value to be introduced should be approximately 2.0. Right-hand image: 
3D version. Here, the inclusion of an extra dimension could provide new information about the relation, in terms of 
distances, between both lines. 
Motivation. This test attempts to evaluate the error that an user makes when perceiving distances 
between points, in 2D and 3D spaces. For each user carrying out the test, two numerical values are 
obtained, TJJPJID and EJJPJID- TDPJID represents the time taken to complete the test, and EJJPJID 
is the error made by the user when calculating the distances between points. This error is computed 
based on the euclidean distance matrix (S) of the original data. 
Details. The following steps are taken to obtain the E¡jp_2D a n d EDP_SD errors made by the user: 
1. The euclidean distance matrix of the original data is computed (without reducing the dimen-
sionality), S. The distance between two points, i and % is represented by J¿¿. 
2. Theoretically, to represent two different lines, 4 different points are needed (since a line is rep-
resented by connecting two points). To make it easier for the user to make the comparison 
between these two lines, they will share a common point. Therefore, to generate two lines 3 
different points are needed, instead of 4 (that is, among those three points, there is one which is 
connected to the other two by two different lines). Thus, those 3 points are randomly selected, 
named i, j and z. The yellow line will be represented by the line connecting the points i-j, and 
the magenta line will be represented by the line connecting the points j-z. 
3. The proportion of original distances between the points i, j and z (that is, the ratio of distances 
calculated on S) is defined as: P¿JZ = SÍJ/SJZ. This value represent the real ratio, in terms of 
distance, between the pair of points i-j in relation to j-z, computed on S matrix. 
4. The same relationship computed on the reduced data, that are being visualized in the test, will 
be named P/„v. 
5. Therefore, the user should estimate the value of P/-z by visually observing the relationship 
between the yellow and magenta line in the display. 
6. The error made by that trio of points is defined as the substraction between P¿JZ (real ratio) and 
PLZ (ratio estimated by the user). That is, the closer the value of P / z to P¿¿z, the smaller the 
error. 
This process is repeated M times, starting from the step 2. In this case, a value of M=10 has been 
set. Thus, at the end of the test, the user should have evaluated M randomly selected different trios 
of points. It is worth mentioning that for each value of M, the selected points i, j y z will be different. 
Therefore, the total error made by each user during the test, and after evaluating all the trios of 
points, is defined as: 
M 
EDP_2D=Ys(Piiz-Piiz)2 (3) 
m = l 
where EOPJID & [0, +oo]. A value close to 0 indicates that the error is low, that is, by using the 2D 
visualization the user has effectively perceived and consequently estimated the real ratio between the 
distances in the original data. However, a value that tends toward infinity indicates that the perception 
of the user, in relation to those distances in the 2D space, is completely erroneous regarding the real 
ratio between those distances. 
The process to obtain E^p^p, is exactly the same as explained for Epp_ip, but using the results 
obtained in the 3D version of the test. 
Thus, now the motivation of this test could be formally rewritten to compare EJJP_2D and EJJP_3D 
in order to conclude which version of the test produces the smallest error. 
3.1.3. Outliers identification 
In the last test, the user should identify, from among all the possible represented points, those 
highly susceptible to be considered as outliers (see fig.6). 
Figure 6: Outlier Identification test. The points identified as possible outliers are colored green. 
Motivation. The aim is to assess the effectiveness when performing the task of outlier identification in 
a visual way, using a 2D and 3D scatterplot. For each user, two numerical values are obtained, TQIJID 
and Eoi_2D- TOIJID is the time taken to complete the test, and EQIJID represents the % of points 
that the user has correctly identified as outliers (using a 3D scatterplot, the values will be TOI_ZD and 
EOI_3D)- TO obtain the number of points correctly identified as outliers by the user, the points truly 
considered outliers in the original data must be calculated previously. The Weka software has been 
used for computing the outliers. 
Note: before starting the test, each user was provided with an understandable description of the 
definition of an outlier, as well as different figures illustrating various examples of outliers. 
Details. As a preliminary step to the carrying out of the test, the filter 1 InterquariileRange1 was used, 
avalaible in Weka, for computing the possible outliers in the original data. A total of 13 points have 
been detected as potential outliers (points: 9, 10, 11, 14, 17, 20, 30, 31, 38, 39, 66, 70 and 72). 
Therefore, our calculations are based on these points. 
Next, in the test, the user is asked about which point or points could be considered as outliers, from 
his point of view. As the user selected those candidate points as outliers, these points were colored 
green in order to distinguish them from the rest. Finally, the set of points that the user has identified 
as outliers are compared to those that, in fact, are outliers. 
The equations for computing EQIJID and EQI_3D are defined as: 
EOIJID = ^ ^ 1 0 0 ; (4) 
in 
EOIJÍD = ^ ^ 1 0 0 ; (5) 
J-o 
where EQIJID and EQI_3D are the % of points correctly identified as outliers in the 2D/3D test, 
respectively. Therefore, CO2D and CO30 represents the number of points correctly identified as 
outliers in the 2D/3D test, respectively. To is the total number of points identified as outliers in the 
original da ta and its value is 13. Note tha t the greater EOIJID and EQI_3D values, the bet ter accuracy. 
3.2. Definition of the final questions 
To complement the results of the visual tests, a set of questions have been also included. The users 
were asked these questions once they finished the tests. These questions a t tempt to assess the visual 
experience of each user with each previously performed test. The aim is to reinforce, as far as possible, 
the results according to the criteria and preferences of each user. 
The list of questions 9X6 clS follows: 
• Question: Prom your point of view, what kind of scatterplot (2D or 3D) do you think is more 
useful in general to perform each of the 3 tests?. Answer: two options were available: 2 or 3. 
The user should select only one option. Answering this question was obligatory. 
• Question: Could you tell us why?. Answer: free text answer. Answering this question was 
obligatory. 
• Question: On a scale of 1 - 5 (5 being the best score), could you rate how comfortable you felt 
carrying out the test using a 2D scatterplot?. Answer: five options were available: 1, 2, 3, 4 and 
5. The user should select only one option. Answering this question was obligatory. 
• Question: On a scale of 1 - 5 (5 being the best score), could you rate how comfortable you felt 
carrying out the test using a 3D scatterplot?. Answer: five options were available: 1, 2, 3, 4 and 
5. The user should select only one option. Answering this question was obligatory. 
• Wha t kind of scatterplot (2D or 3D) do you think you have been more successful in the tests, 
i.e., less error?. Answer: two options were available: 2 or 3. The user should select only one 
option. Answering this questions was obligatory. 
• Could you tell us why you think so?. Answer: free text answer. This question was not mandatory 
to answer. 
• What kind of scatterplot (2D or 3D) did you feel more comfortable with, e.g: when you navigate 
through the scenes, move the camera and interact with the data points?. Answer: two options 
were available: 2 or 3. The user should select only one option. Answering this question was 
obligatory. 
• Could you tell us why you think so?. Answer: free text answer. Answering this question was 
optional. 
• Do you have any clue on how to improve the visualization in 3D or 2D scatterplots?. Answer: 
free text answer. Answering this question was optional. 
• Finally, would you like to make any comments or suggestions about the tests for future improve-
ment?. Answer: free text answer. Answering this question was optional. 
3.3. Results 
The results and a discussion about the experiments in subsections 3.1 and 3.2 are presented in the 
following subsections. 
3.3.1. Visual tests 
Table 1 presents the mean values of the results obtained during the tests, for both dimensions (2 
and 3). Before analyzing these results, several aspects must be considered. Firstly, the results for 
each test in both dimensions will be compared. For the tests Point Classification (P.C) and Outlier 
Identification (O.I), the mean value of % success rate, computed on all the users, is shown (Mean 
EpcjiD: Epc_3D, EOIJID and EQIJÍD)- However, for the test Distance Perception (D.P), the total 
error value, computed over all the users, is shown (Total EOPJID and EOP_3D)- This is because a 
boxplot containing the remaining information is presented below. Moreover, this total value could be 
considered as very significative when drawing conclusions, since it represents the total cumulative error 
made by all the users during that test. Lastly, the best values obtained in the tests are highlighted in 
bold, for the sake of clarity. 
Mean t ime (s) 
Total t ime (s) 
Mean Accuracy (%) \Tota l Error 
2D 
P.C 
31.797 
1271.11 
87.5 
D . P 
137.757 
5510.3 
719.24 
O.I 
30.605 
1224.14 
23.525 
3D 
P .C 
48.332 
1933.66 
89.75 
D . P 
132.732 
5309.28 
391.88 
O.I 
37.398 
1495.05 
28.358 
Table 1: Mean and total times values taken in the tests. Mean accuracy (in %; P.C and O.I test) and total error (D.P 
test) values obtained in the tests. The best values for 2 and 3 dimensions are highlighted in bold. 
As regards the Point Classification test, it is noticed that the times taken to complete the 2D and 
3D version of the test are quite different. Both the mean and the total times taken to complete the 
test are considerably smaller in the 2D version (Mean TpcjiD: 31.79 s; Mean Tpc_3D, 48.33 s) than 
the 3D version (Total TpcjiD is 1271.11 s; Total Tpc_3D is 1933.66 s). From these values it can be 
highlighted that the users took, on average, almost 17 seconds less when classifying points using the 2D 
technique, as compared to the 3D technique (see fig.7 for a better description of the time distribution). 
However, the mean classification rate Epc remains very similar for both cases (Mean Epc_2D, 87.5%; 
Mean Epc_3D, 89.75%), obtaining a slight improvement using 3D (see fig.8B for a description of the 
accuracy values distribution). Therefore, the results yielded by this test suggest that the users take 
longer time to complete the 3D version, but this results in a little improvement in the accuracy when 
classifying points. It must be noted that, in this first stage, the results are not significant enough to 
draw any conclusions in relation to the possible improvement that could introduce the use of a third 
dimension to perform this task. Nevertheless, the differences in time to complete both versions of the 
test could outline that 3D interfaces might be further enhanced to make easier the interaction and 
navigation. 
The Distance Perception test provides results radically different. Here, the users should estimate 
a set of proportions/rate between distances, by using the 2D and 3D scatterplot. Firstly, the total 
error value made when using the 2D version (Total Epip_2D, 719.24) is 1.83 times greater than when 
the 3D version is used (Total Epip_3D, 391.88). In other words, the error made by the users when 
perceiving and estimating the distances between the points using the 2D scatterplot is significantly 
greater than the error made when using the 3D version (see fig.8A). As regards the time required to 
complete the test, similar results are obtained in both versions. The mean time to complete the test is 
roughly 5 seconds less when using the 3D version (Mean Tpip_2D, 137.7 s; Mean Tpip_3D, 132.7 s). In 
this case, the errors made by the users when using both versions of the test yield enlightening results. 
This suggest that the simple fact of the inclusion of a third dimension in the data to be displayed, 
significantly improves the perception of the real distances between existing instances of the data, when 
visualizing MMD. However, from the point of view of time, the task is performed very similarly. 
The last test, Outlier Identification, shows results very similar to the conclusions reached in the 
Point Classification test, as both of them are based on classification concepts. When identifying 
different points as potential outliers using the 3D scatterplot, the users improve, on average, almost 
5% in accuracy compared to the 2D version (Mean EOIJ¿D(%), 23.52%; Mean EOI_3D(%), 28.35%). 
However, the time taken to detect the outliers is, on average, nearly 7 seconds (Mean TOIJZD, 30.6 s; 
Mean TQI_3D, 37.3 s) less in 2D. 
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Figure 7: Distribution of the time values obtained for each of the three tests in both dimensionalities. This boxplot 
shows clear differences in relation to the time taken by each of the tests using the 2D and 3D scatterplot. The following 
points must be highlighted: less time in the realization of the 2D version of the test Point classification, with respect to 
the 3D version; the time values are slightly smaller in the realization of the 3D version of the test Distance perception 
than the 2D version; the time values are also smaller in the realization of the 2D version of the test Outlier identification 
than the 3D version. 
It is worth highlighting the following fact regarding the classification results obtained in the first 
test. At first glance, they could be seen as high classification values (mean accuracies values of 87.5% 
and 89.75% for 2 and 3D, respectively), but it should be taken into account the strong influence of using 
a particular dataset for the study. There are dataseis and studies (e.g., Leukemia data [58], by Golub 
et al.), in which the variables considered have been carefully selected by the authors, thereby they 
have a very great influence and have such discriminator power that even reducing the dimensionality 
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Figure 8: Distribution of the error/accuracy values obtained for each of the three tests in both dimensionalities. A: It 
can be clearly seen that the error values produced in the 3D version are much lower than those in the 2D version. B: 
The accuracy values achieved in each test do not highlighted significant differences for 2D and 3D. 
of the data to very low values (as might be 2 and 3), high classification values are still obtained. 
Figure 9 presents an example of the accuracy values obtained when using 4 common classification 
algorithms (KNN [72, 73], Naive Bayes [74], Random Forest [75] and Logistic Regression [76]), when 
the dimensionality of the data is reduced (using PC A) along a dimensional range up to dimension 2. 
The results have been validated using the 0.632 Bootstrap method [77, 78] and exhibit significantly 
high values. This makes sense and confirms that common classification algorithms are able to detect, 
from a large number of variables, a smaller subset of variables that are significant for classification 
tasks, and at the same time possible redundant information is being eliminated that would hinder the 
classification process. Therefore, if the results obtained by users when classifying manually and those 
by automatic classification methods are compared, the decrease in accuracy introduced by the visual 
perception of the user can be highlighted. 
The results presented here are not significant enough to draw definitive conclusions as regards the 
suitability of visualizing MMD using 3D. Nevertheless, they should be taken into account, since the 
improvement achieved by the inclusion of a third dimension in MMD is, in many cases, quite obvious. 
More specifically, the results obtained show that the changes that intrinsically occur in the accuracy 
(simply by using a visualization technique in two different versions, 2D and 3D) are, in some cases, 
100 
Classification results. DR algorithm: PCA. Dataset: Leukemia 
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Figure 9: Accuracy values obtained by different classification methods (KNN [72, 73], Naive Bayes [74], Random Forest 
[75] and Logistic Regression [76]) when the dimensionality of a dataset (Leukemia) is reduced up to dimension 2, using 
PCA algorithm. The results have been validated using the 0.632 Bootstrap method [77, 78]. 
notorious. As regards the time needed to complete the tests, the results indicated that when the users 
use 2D the time is reduced, maybe because of the simplicity of 2D compared to 3D interfaces. However, 
at this state in the study no firm conclusions can be drawn from these results. 
3.3.2. Final questions 
Finally, the answers to the final questions given to each of the users who carried out the tests 
are shown (see subsection 3.2 and fig. 10). Firstly, in relation to what kind of scatterplot the user-
thinks is more useful in general to perform each of the 3 tests, a majority of users (55%) think that 
the 3D scatterplot has been more useful for carrying out the tests than the 2D version. Thus, from 
the users that think the 3D scatterplot technique is more useful, some of the most repeated responses 
that the users answered are highlighted: when using 3D more information is available, but a good 
navigation through these 3 dimensions is completely necessary to be more certain of the outcome; a 
better appreciation of the distances between points; a greater comfort when using the different 3D 
views for the outlier identification test, since you easily realized that 2D points that did not seem 
like outliers were only so by changing the 3D views; through the similarity of 3D perception with the 
human eye; because you can choose a different view plane; because it is more intuitive; it makes the 
spatial identification of the points easier. However, those users (45%) that think the 2D scatterplot 
is more useful also highlight a preference for the 3D version of the distance test, but 2D for other 
tasks; in 2D there are no problems because of the perspective or occlusion data; the exploration of the 
place where the data are located and the establishment of distances is easier in a 2D environment; 2D 
interaction is simpler; in 2D there is less distortion; in 2D it is easier to perform measurements, but 
less accurate than if three variables are used. 
What kind of Scatterplot do you 
think is more useful in general to 
perform each of the 3 tests? 
O 
What kind of Scatterplot do you 
think you have been more 
successful in the tests, i.e., less 
error? 
What kind of Scatterplot did you 
feel more comfortable, e.g: when 
you navigate through the scenes, 
move the camera and interact with 
thedata points? 
On a scale of 1 - 5 (being 5 the best score), 
could you rate how comfortable you felt 
carrying out the tests using 2D Scatterplot? 2 
i 
On a scale of 1 - 5 (being 5 the best score), could 
you rate how comfortable you felt carrying out 
the tests using 3D Scatterplot? 
28%
 3 2 o; 
Figure 10: Users' preferences after carrying out the tests. 
In relation to what kind of scatterplot the user thinks have been more successful in the tests, the 
results indicate that most of the users (73%) think that they have made an smaller error when using the 
3D scatterplot. The most repeated answers to justify this opinion are: if 3D is used, extra information 
is gained from the data, thus the error is smaller; the 3 dimensions help to perceive the space better; 
3D is more complete in allowing data to be displayed from multiple points of view and thus it obtains 
a more accurate perception of them and make a smaller error; in the distance test, the 3 dimensions 
can correctly identify the angle between the the vectors connecting the points, thus facilitating the 
assessment of their relative distance. However, those users (27%) who preferred the 2D scatterplot 
noted that: establishing distances in 3D is very complicated because of the perspective; the distances 
are easier to evaluate in 2D, since they do not depend on the position of the view; in 3D not all points 
can be seen at the same time; a 2D environment does not suffer from distortion because of perspective 
and occlusion data, unlike in 3D. 
In relation to what kind of scatterplot the user felt more comfortable with when navigating through 
the scenes, moving the camera and interacting with the data points, there was a significant preference 
for the 2D version. The 62% of users felt more comfortable navigating through the 2D test, while the 
rest (38%) preferred moving through the 3D version. The justification for some of the answers tha t 
supported the 3D version are tha t it is more helpful in 3D since the navigation is more realistic than 
in 2D; it gave the impression tha t in 3D, the resolution was bet ter and when zooming in and out there 
was a really noticeable shift in perspective, while the 2D scatterplot did not provide tha t feeling; a 
bet ter appreciation of the real distances when navigating through the 3D scene. While the majority 
of the responses supporting the 2D version were: the range of movements in 3D is much more useful, 
but it is hard to get used to it and what offers the 2D is desirable; the 3D interaction did not work as 
expected. It was hard to interact and it was faster changing the view to Y-Z, X-Y and X-Z to discover 
the results; in 2D, the controls were simpler, easier, more comfortable and faster. 
It was appropriate to complement the previous answers with several questions related to: rate, on 
a scale of 1 - 5 (5 being the best score), how comfortable the user felt carrying out the test using the 
2D scatterplot and rate, on a scale of 1 - 5, how comfortable the user felt carrying out the test using 
the 3D scatterplot (Bottom figures in fig. 10). It appears tha t the users slightly opted for the carrying 
out of the tests using the 2D scatterplot, since the scores are a slightly greater. 78% of the users gave 
scores of 5 or 4 (35% gave scores of 5, 43% gave scores of 4) the comfort they felt when carrying out 
the 2D tests, whilst the 48% of the users gave scores of 5 or 4 (20% gave scores of 5, 28% gave scores 
of 4) when they used the 3D version. 
Finally, some interesting concepts in relation to whether the user had any clue about how to improve 
the visualization in 3D or 2D scatterplots are highlighted. Some of the responses were: the inclusion of 
some kind of additional display, with shapes, sizes, colors and transparencies; to improve the interface 
for navigation in 3D; do not use red and green as colors in the same plot, since people with difficulties 
cannot see these colors. Maybe, there are much better color schemes available; to add a grid in order 
to quantify the coordinates of each point more easily; in 3D, to facilitate the operation of zooming in 
and out when using the perspective mode. 
The results presented here refer to the second part of the users' preferences of the visual tests. On 
the one hand, generally most of the users think tha t using the 3D version of the scatterplot technique 
is more useful in carrying out the tasks assigned, moreover in many cases they think tha t the error 
made in the tests is smaller, a fact tha t actually happens. 
On the other hand, the results also suggest that there is a clear and consensual trend indicating 
that, the users felt more comfortable carrying out the tasks when using the 2D scatterplot, mainly 
due to its direct and traditional use, as well as the simplicity of the 2D technique. Therefore, the 
conclusions outlined here highlight the fact that, there is still a lot of hard work to be done in the 
conception and design of appropriate, powerful and intuitive interfaces that allow the interaction in 
three dimensional environments when visualizing MMD using 3D visualization techniques. 
There are still some clear discrepancies in the opinions of users in this second stage of the visual 
tests. Therefore, and similarly to the first part of the visual tests, firm conclusions still cannot be 
drawn that support the possible benefits of the inclusion of the third dimension to display MMD. 
To summarize, the results of the visual tests carried out on 40 users, do not highlight definitive 
information on the superiority of 3D compared to 2D when visualizing MMD. However, certain advan-
tages of using 3D visualization have already been outlined and they are worth further study. Therefore, 
this paper also provides an analytical approach that, by means of a strong mathematical background, 
seeks to provide new information to confirm the main hypothesis of the study. For this reason, the 
use of a methodology to quantify the loss of quality produced in DR tasks is proposed. Specifically for 
this study, the aim is to demonstrate analytically that the loss of quality in 2D is significantly higher 
than in 3D. 
4. Analytical approach 
Here, a quantification of the loss of quality produced in the transition from 3D to 2D on real-world 
dataseis is carried out. This section is split into 2 subsections. The first provides a detailed definition 
of the methodology used to carry out the loss of quality quantification. The second subsection presents 
the results. 
4-1- Definition 
As defined in [1], the basic unity to quantify the loss of quality is: 
Quality Loss = (1 — quality value) (6) 
where 1 represents a perfect geometry preservation, and quality value is the value obtained by a 
particular measure of quality. The domain for quality value is [0,1], where 0 means the worst geometry 
preservation and 1 is the best possible result. The quality loss is the achieved quality value subtracted 
from 1. Therefore, the smaller quality loss value, the better geometry preservation. 
Year 
1901 
1969 
1997 
1998 
2000 
2000 
2001 
2001 
2004 
2006 
2008 
D R Algorithm 
Principal Component Analysis (PCA) 
Sammon Mapping (SM) 
Curvilinear Component Analysis (CCA) 
Kernel PCA (KPCA) 
Isomap 
Locally Linear Embedding (LLE) 
Linear Discriminant Analysis (LDA) 
Laplacian Eigenmaps (LE) 
Maximum Variance Unfolding (MVU) 
Diffusion Maps (DM) 
i-Stochastic Neighbor Embedding (i-SNE) 
Reference 
[62, 63] 
[80] 
[81] 
[83, 84] 
[85, 86] 
[88, 89] 
[90, 91, 92] 
[93, 94] 
[95, 96, 97] 
[99, 100] 
[101] 
Package 
TheMatlab Toolbox for Dimensionality Reduction (2012) [79] 
The Matlab Toolbox for Dimensionality Reduction [79] 
SOM Toolbox 2.0 (2005) [82] 
The Matlab Toolbox for Dimensionality Reduction [79] 
Matlab package for Isomap (MIT, 2000) [87] 
The Matlab Toolbox for Dimensionality Reduction [79] 
The Matlab Toolbox for Dimensionality Reduction [79] 
The Matlab Toolbox for Dimensionality Reduction [79] 
Matlab package for MVU (2012) [98] 
The Matlab Toolbox for Dimensionality Reduction [79] 
The Matlab Toolbox for Dimensionality Reduction [79] 
Parameter settings 
None (default) 
None (default) 
epochs = 10 (default) 
-\xz-x} \¿ 
K{Xi) Xj) = € v¿ 
K = 7 
K = 7 
None (default) 
K = 7, (7=1.0 (default) 
K = 1 
t = 1.0 (default), (7=1.0 (default) 
perplexity = 30 (default) 
Table 2: DR Algorithms used in the experiments, listed chronologically. 
The methodology presented in [1] is made up of 12 DR algorithms (2 linear, 9 nonlinear) (presented 
in table 2) and 11 quality assessment criteria (table 3). Note that usually, by definition, for almost all 
the measures, 0 is the worst value and 1 is the best possible result (perfect geometry preservation). In 
the case of Ss, QM, PM, PMOD and NIEQALOCAL measures it is exactly the opposite. Thus, these 
measures were transformed to the same semantic intepretation. 
Year 
1969 
2001 
2001 
2006 
2007 
2009 
2009 
2009 
2009 
2011 
2012 
N a m e of t h e measure 
Sammon Stress (Ss) 
Trustworthiness (MT) 
Continuity (Mc) 
Local Continuity Meta-Criterion (Qk) 
Mean Relative Rank Errors (QM) 
Procrustes Measure (PM) 
Modified Procrustes Measure (PMC) 
Co-ranking Matrix (QNX) 
Co-ranking Matrix (RNX) 
Global Measure (QY) 
Normalization independent embedding quality assessment (NIEQALOCAL) 
Reference 
[80] 
[102] 
[102] 
[103, 104] 
[41, 105, 106] 
[107] 
[107] 
[105, 108] 
[105, 108] 
[109] 
[110] 
Table 3: Selected quality assessment methods for quantifying loss of quality, listed chronologically. 
Futhermore, the experiments using this methodology were performed with 12 different real-world 
dataseis. As regards their nature, the dataseis 8, 9 and 11 are exclusively of DNA microarray origin. 
Six of them (dataseis 1, 3, 4, 5, 7 and 10) belong to other medical nature, and the rest (dataseis 2, 6 
and 12) to other fields. Table 4 describes the dataseis. 
4-1.1. Methodology 
By definition, the methodology presented in [1] is based on the following steps (figure 11): di-
mensional thresholding computation, quality loss quantifier curves obtaining (a.k.a. QLQC, explained 
below), increasing/decreasing stability function and quantification analysis of loss of quality. 
D a t a s e t 
1. Breast Cancer Wisconsin (Diagnostic, 1995) [111] 
2. Connectionist Bench (Sonar, Mines vs. Rocks, 1988) [112] 
3. S P E C T F Heart (2001) [113] 
4. Breast Cancer Wisconsin (Prognostic, 1995) [114, 111, 115] 
5. Prostate (2008) [116] 
6. Glass Identification (1988) [117] 
7. Parkinsons (2007) [118, 119] 
8. Leukemia (1999) [58] 
9. Diffuse large B-cell lymphomas (DLBCL, 2002) [120] 
10. Gardener Classificator (neurons, 2013) [121] 
11. Small Round Blue Cell Tumors (SRBCT's, 2001) [122] 
12. Libras Movement (2009) [123] 
Ins tances 
569 
208 
267 
198 
380 
107 
195 
72 
77 
241 
83 
330 
Features 
30 
60 
44 
33 
9 
9 
22 
5147 
7070 
368 
2308 
90 
Table 4: Real-world datasets used in the experiments. 
In the first step, a dimensionality interval is defined in order to quantify the loss of quality on 
the DR process. After that, the quality curves asociated to each assessment measure are obtained. 
The increasing/decreasing stability function deals with the selection of those curves that meet a set of 
constraints. Finally, an analysis of the loss of quality over the selected curves is carried out. 
Figure 11: Methodology for quantifying the loss of quality after the DR process (taken from [1]). 
Specifically, the aim of the study presented here is achieved by means the last step in the method-
ology, Quantification analysis, where a particular analysis of the loss of quality produced in specific 
dimensionalities can be carried out (in this case, 3 and 2 dimensions). 
Dimensional thresholding computation. In order to quantify the loss of quality in the DR process, an 
interval is needed. An interval is achieved by two different values, so the authors defined a major 
and minor dimensionality threshold [1]. The major threshold (N') is usually limited to the original 
dimensionality value of the dataset to be studied. However, the minor threshold is a customizable 
value. 
For this paper, two different values have been used for the minor threshold: 3 and 2. Therefore, 
the loss of quality produced from 3D to 2D is analyzed using two intervals: [2,A?7] and [3,A?7]. 
Quality Loss Quantifier Curves (QLQC) obtaining. After defining the interval in which the loss of 
quality is going to be analyzed, the methodology computes a set of curves (defined by the authors 
as QLQC) as the result of evaluating the loss of quality using the 11 quality measures along the 
pre-defined interval (figure 12), on a particular dataset. The quality values provided by each measure 
can be considered as a single QLQ curve in which the X axis represents the range for dimensionalities 
where the data will be embedded, and the Y axis the quality value of the measurement. 
QLQC. Algorithm: MVU. Dataset: 9.DLBCL.csv 
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Figure 12: Example of QLQC plot for a particular dataset, by using a DR algorithm (MVU) (adapted with permission 
from [1]). 
Increasing/Decreasing Stability function. As is also stated in [1], one of the main challenges was related 
to selecting those curves of the plot that could be useful and provide valid information when quantifying 
results, since drawing conclusions was not always possible. That is, they were interested in selecting 
those curves in which the quality values are gradual, stable and decrease (analogously, the loss of 
quality increases) during the DR process as the dimensionality starts from N' and progressively gets 
reduced until the minor threshold. The rationale for this concept is detailed in the paper. 
Therefore, due to the lack of a statistical method in the literature that analyzes these concepts 
of stability or growth of a curve, the Increasing/Decreasing Stability function ( S J / D ) was presented. 
S¡/£) arose in order to select those curves considered stable enough to analyze the loss of quality, and 
thus discard the rest of the curves that do not provide useful information (see fig. 13). 
S¡/D € [— lj 1], where 1 represents a perfect increasing stability, 0 absence of increasing/decreasing 
stability, and -1 perfect decreasing stability. It is worth mentioning that the way of discriminating 
between the curves considered stable and those that are not, is by using a threshold value. Thus, a 
threshold for Si/p is defined, from which it is possible to know with certainty that the selected curves 
meet the necessary criterion of stability. 
QLQC. Algorithm: Isomap. Dataset: 3.sonar.csv 
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Figure 13: QLQC containing curves that violate the Increasing/Decreasing Stability criterion. The red and green 
dashed lines (that is, the quality curves generated by the Qy and Ss measures) and black line (PM) violate the 
Increasing/Decreasing Stability criterion. These curves do not reach the minimum threshold to be considered suitable 
to analyze. The blue and light blue lines (Qfc and RNX measures) present low values of Increasing/Decreasing Stability, 
and the rest present high values of Increasing/Decreasing Stability since they are smooth and have a decreasing behavior 
(reproduced with permission from [1]). 
Quantification analysis of loss of quality. In the last step of the methodology, the authors proposed a 
quantification analysis of the loss of quality. These analyses could be from a simple analysis of the loss 
of quality in a certain interesting dimensionality to a more complex data analysis. Specifically, three 
different kinds of analysis were originally proposed [1]: 
1. Clustering of methods according to the loss of quality throughout the entire DR process. In 
order to detect similar behaviors when reducing the dimensionality of the data, in terms of loss 
of quality, a clustering process of the DR algorithms has been carried out. 
2. Relationship between different geometry preservation measures used in the study. 
3. Loss of quality trend analysis from N' into B dimension. Here, the methodology represents 
the differences in loss of quality trend, first when the data dimensionality is reduced from N' to 
M, in relation to when the data dimensionality is reduced from N' to B, B being lower than M. 
DR algorithms-Quali ty criteria 
CCA 
DM 
ISOMAP 
-A. _r Osi-gauss 
KPCApoly 
LAPLACIAN 
LDA 
LLE 
MVU 
PCA 
SM 
i-SNE 
Ss 
28.927 
30.9818 
X 
1.913 
X 
X 
1.871 
17.846 
47.660 
28.145 
46.775 
X 
QM 
X 
23.488 
9.289 
6.821 
7.218 
4.036 
1.998 
10.887 
29.418 
34.261 
41.070 
23.420 
MT 
3.662 
30.644 
16.482 
9.153 
16.065 
4.738 
3.592 
12.740 
28.910 
27.871 
44.212 
10.806 
Mc 
X 
38.356 
12.556 
10.294 
8.010 
5.924 
2.223 
8.704 
33.326 
30.073 
42.864 
16.668 
PM 
X 
33.457 
X 
4.200 
X 
X 
X 
X 
38.388 
40.364 
36.002 
X 
Qk 
2.922 
10.695 
3.622 
3.432 
2.456 
1.876 
X 
X 
12.625 
9.567 
18.536 
4.480 
QNX 
3.138 
11.803 
3.957 
3.791 
3.451 
2.059 
3.328 
5.162 
16.470 
12.953 
24.189 
5.4764 
RNX 
3.138 
11.803 
4.167 
3.791 
3.451 
2.059 
X 
X 
18.277 
12.953 
24.189 
5.476 
QY 
1.553 
X 
X 
X 
2.062 
-1.298 
3.360 
X 
X 
14.285 
X 
X 
NIEQALOCAL 
13.612 
26.687 
13.805 
9.892 
26.726 
6.597 
8.744 
10.067 
45.195 
35.890 
40.649 
19.828 
PMC 
8.332 
17.117 
8.098 
6.038 
10.287 
3.067 
4.030 
4.177 
39.688 
48.617 
37.971 
30.560 
Table 5: Mean values (in %, each value is the mean of the Q.L.R;HJ^2D values obtained on each of the 12 datasets) of 
loss of quality in the transition from 3D to 2D (e.g., Ss obtains a value of 28% when reducing the dimensionality using 
CCA. This means that the Ss measure quantifies a mean loss of quality value of 28.92% only in the transition from 3D 
to 2D regarding the total loss of quality from W D to 2D). X values represent when there are no computed values on 
any of the datasets, due to technical restrictions on the algorithms used in the methodology. 
As said above, this paper focuses on a particular case of the last kind of analysis (number 3), Loss 
of quality trend, where the B and M values have been set to 2 and 3, respectively. In this way, it is 
possible to quantify the loss of quality produced in the transition from 3D to 2D. 
4.2. Results 
This subsection is completely focused on the results obtained from the experiments (completely 
performed in Matlab) in terms of the loss of quality produced in the transition from 3D to 2D. 
Table 5 and figure 14 show the mean values of loss of quality reported by each quality criterion, 
when reducing from 3D to 2D using a particular DR algorithm. The values are in % and they represent, 
of the total amount of loss of quality produced from N'T) to 2D, which is the mean percentage of loss 
of quality generated only in the transition from 3D to 2D. This mean value is the mean loss of quality 
computed on all the datasets. The higher the values, the stronger the loss of quality reported between 
3D and 2D spaces. 
Particularly, the method for calculating each value in the table is summarized as follows: the mean 
loss of qualities from N'T) to 2D are computed, that is, loss of quality value in N'T), in (N' — 1)D, 
and so on up to 2D. After that, the mean of these values is obtained and called total loss of quality. It 
is an indicator of how is the transition in the loss of quality throughout the whole DR process. The 
second step is exactly the same as the previous one but, instead of 2D, the loss of qualities up to 3D 
are computed (it is called 3D quality loss). The final value (in %) is the ratio between both values: 
7 - , / ^ r 7 - > \ / , o 3D quality loss Quality LossRatio (Q.L.R)sr,^2D = (1-0 — , ——; ) * 100; (7) 
total quality loss' 
Rewriting formally what was said above, each value in Table 5 represents the mean of the Q.L.R^o^2D 
values on all the dataseis, when reducing the data using a particular DR method and measuring the 
loss of quality through a quality criterion. 
As regards the X values in Table 5, it means that it has not been possible to obtain results on 
any of the dataseis, due to the technical issues of the DR algorithms and quality criteria used in the 
methodology. However, it is considered that the rest of the results presented here involve enough 
experimentation on several dataseis to provide firm results in the quantification process. 
It is worth mentioning that before analyzing the results of the quantification, Table 5 provides 
interesting information about the stability (in terms of technical restrictions of the algorithm used) of 
the quality criteria, as well as the DR algorithms. If the table is observed at a column level the best 
quality criteria, in terms of stability on all the dataseis, are MT, QNX, NIEQALOCAL and PMC (NO 
X values in columns, thus they always obtained results). QM and Mc criteria also present good values 
for stability, since they rarely failed when producing results. However, PM, SS and Qy measures were 
quite unstable in all the dataseis, as they often failed. If the table at a row level is analyzed, the best 
DR algorithms are PCA, DM, MVU, SM and KPCAgauss. However, the worst results are obtained 
by Isomap, LLE, í-SNE, LDA and CCA. 
Figure 14: Mean loss of quality values in the transition from 3D to 2D (results from Table 5). X axis represents how 
the different quality criteria quantify the loss of quality, when reducing the data dimensionality from 3D to 2D using the 
different DR algorithms on all the datasets. Y axis shows the mean loss of quality values. The data are presented in a 
scale 0%-50%. 
The following subsections analyze the loss of quality from two different approaches: the first one 
is a point of view from the quality criteria, and the other is from the DR algorithms. In both cases, 
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Figure 15: Boxplot that shows the distribution of the mean loss of quality values at quality criteria level (boxplots 
correspond to columns in Table 5). The data are presented in a scale 0%-50%. This represents to what extent each 
quality criterion quantifies the loss of quality, for all the DR algorithms. 
boxplots are used for making easier the interpretation of the results. 
4-2.1. Quality criteria 
Firstly, according to figure 15, it is worth noting the disparity between distributions of some quality 
criteria. According to the different distribution of the quality values reported by each criterion, several 
groups could be observed: 1) QY; 2) Qk, QNX and RNX; 3) QM, MT, Mc>, NIEQALOCAL and PMcr, 
4) Ss; 5) PM. 
Firstly, the Qy criterion reports low and a very different distribution of loss of qualities as regards 
the rest of the criteria (around a median value of 1.55% and 3.36% of maximum value). This is due 
to its unique way of evaluating the loss of quality, since it is not based on comparable concepts to the 
rest of the measures and it involves both local and global concepts. Furthermore, the boxplot indicates 
outliers (14.29% and -1.3% values) for the Qy criterion, that provide further information about its 
previously cited unstability. 
The quality criteria in the second group produce median values of around 5%, minimum values 
of 2%, and maximum values of around 24% of loss of quality. This fact could be explained by the 
different nature of conception of each of those criteria, as they are based on a mechanism for assessing 
the loss of quality by locality concepts based on the ranking of nearest neighbors. 
Figure 16: Mean quality values reported by the quality criteria for all the DR algorithms. It is quite clear that, for 
almost all the quality criteria, the mean values of loss of quality in the transition from 3D to 2D are high enough to be 
taken into account. The data are presented in a scale 0%-35%. The highest loss of quality value is highlighted in bold. 
The third group, group criteria that quantifies a high loss of quality in the transition from 3D to 2D, 
varying from 9.31% in PMC, up to 16.82% in NIEQALOCAL f°r median values and reaching maximum 
values of more than 41.07% for all these criteria, which are, indeed, very high values. In turn, it is 
worth mentioning that this group is divided into two subgroups according to the different nature of the 
quality criteria contained in it: QM, MT and Mc measures are based on neighborhood overlapping 
concepts and show a similar behaviour when capturing the loss of quality; however, NIEQALOCAL 
and PMC measures use procrustes analysis techniques as background mechanism. 
The Ss criterion reported a median value of 28.54%, minimum value of 1.87% and reached a 
maximum value of 47.66%, which represent high values indeed. This measure, unlike the rest, is based 
on global concepts to quantify the loss of quality. 
The last group is represented by the PM criterion, as the distribution of its quality values is quite 
different from the rest. It reported a minimum value of 33.46%, a median value of 36% and a maximum 
value of 40.36% of loss of quality. As can be seen, these losses of quality are very significant. It is worth 
highlighting that PM, PMC and NIEQALOCAL have very similar concepts of development, since they 
use procrustes analysis techniques. However, PM and PMC behave slightly differently, as PM was 
originally meant to assess data generated by isometric DR algorithms (such as Isomap) and PMC also 
works with normalized DR algorithms (e.g. PCA). Taking into account this constraint for PM when 
assessing normalized embeddings, it might be that some values are being modified or skewed in a 
disproportionately way. This fact is corroborated when analyzing the stability of PM on the dataseis, 
since its unstability when working with normalized embeddings is high. Furthermore, the boxplot for 
PM reports outliers (4.2% value). 
4.2.2. DR algorithms 
When analyzing the loss of quality at DR algorithm level (Figure 17), the following fact can be 
observed: the DR algorithms that generate a greater loss of quality from 3D to 2D are SM, MVU, 
PCA, DM and t-SNE. This could be explained by the fact that when reducing the dimensionality 
from N'T) to 3D, the loss of quality is not very significant, however in the transition from 3D to 2D 
a substantial increase in the loss of quality occurs with respect to the loss of quality produced up 
to 3D. Particularly, of the total amount of loss of quality generated when reducing from N'T) to 2D, 
a great percentage (median values of 39.31%, 31.37%, 28.15%, 25.09% and 13.74% respectively for 
SM, MVU, PCA, DM and t-SNE; maximum values of 48.62%, 47.66%, 46.78%, 38.36% and 30.56% 
respectively for PCA, MVU, SM, DM and t-SNE) only occurs in the switch from 3D to 2D. This could 
suggest that when using these algorithms for DR purposes, the first three features (or dimensions) 
have so far recovered the majority of the original information contained within the initial dataset and, 
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Figure 17: Boxplot that shows the distribution of the mean loss of quality values at DR algorithm level (each boxplot 
corresponds to a row in Table 5). The data are presented in a scale 0%-50%. 
from there on, the recovery of information is considerably slower. It is also noticed that, for all these 
algorithms, the variance in the distribution of the reported values is significantly higher than the rest 
of the algorithms. 
LDA, LE, CCA and KPCAgauss algorithms score low median values of loss of quality in the 
transition from 3D to 2D, as well as distributions with low variance. In addition, according to Figure 17, 
CCA and LDA algorithms show distributions with outliers. This coincides with the unstable behaviours 
for these aforementioned algorithms. However, the maximum values of loss of quality achieved by two 
of these algorithms, CCA and KPCAgauss, are high (13.61% and 10.29%, respectively). 
The rest of the algorithms (Isomap, KPCApoiy and LLE) also report high values. Specifically, 
median values from 7.22% to 10.07%, and maximum values around 17%. 
To sum up, both approaches (subsections 4.2.1 and 4.2.2) show that the loss of quality in 2D spaces 
far exceed that which occurs in 3D spaces. To be more precise, the theoretical results indicate that 
the loss of quality, when switching from 3D to 2D, reaches maximum values of 48.62% (see figures 15 
and 17) and mean values of 30.483% (see figure 16) of the total loss of quality for many cases, which 
can be considered noticeably high. 
5. Conclusions and discussions 
How to visualize data is an important question, especially for MMD with more than two attributes 
this seems to be an open issue in VA, human computer interaction, and computer graphics in general. 
The simplicity and intuition provided by DV techniques in 2D spaces is certainly one key to their 
success. However, the aim of this paper is to demonstrate scientifically that the use of three dimensions 
on the visualization counteracts the benefits of dealing with traditional 2D. From a point of view based 
on the loss of quality the results are conclusive, 3D showed a solid and significant superiority over 2D 
visualization. In this sense, few times before this concept had been analized and quantified in this 
particular way. 
To prove the superiority of 3D over 2D when visualizing MMD, first, a battery of tests on a 
sample of 40 users attempts to demonstrate statistically, by means of visualization, whether conclusions 
on the improvement in the accuracy and efficiency produced by the inclusion of a third dimension 
can be drawn. Secondly, an analytical quantification of the loss of quality produced when reducing 
the dimensionality of the data from 3D to 2D is proposed in order to yield new insights into the 
possible superiority of the third dimension. This quantification is done by using a recently proposed 
methodology. 
The tests in the visual statistical approach showed that the error made by the users carrying 
out a set of tasks in DV is considerably smaller when visualizing MMD in 3D, specially in distances 
assessment. This could suggest a greater accuracy when working with the data using 3D visualization. 
As regards the time taken to complete each of the tests proposed, it is observed that the users needed 
less time to complete the 2D version of the tests. So, at this point no firm conclusions about the 
superiority of 3D visualization could be drawn. As regards the users' preferences and suggestions the 
results indicated that, and taking into account the clear improvement and work still needed in the 
development of 3D displays, working with 3 dimensions may be equally or even more helpful that than 
traditionally done using 2D DV. But there were some clear discrepancies in the opinions of users and 
thus strong conclusions still cannot be drawn about the benefits of 3D to display MMD. 
Nevertheless, the results obtained through the analytical approach showed that the average and 
maximum loss of qualities obtained only when reducing the data dimensionality from 3 to 2, are 
30.483% and 48.62% (respectively) of the total loss of quality produced throughout the whole DR 
process (from the original dimensionality of the data to 2D). This means that a high degree of loss of 
quality occurs just passing from 3D to 2D, which can make us reconsider whether that 2D reduction 
is really necessary or not. 
These results provide definitive conclusions, as well as a demonstration of the superiority of using 
a 3D environment when MMD are visualized. The concept of quality degradation could be crucial 
when visualizing data, and it is demonstrated that the loss of quality produced with the inclusion of 
a third dimension is noticeably smaller than just using 2 dimensions. This fact strongly suggests the 
suitability of the third dimension for embedding and visualizing MMD, as well as for manifold learning 
tasks where the intrinsic dimensionality of the dataset is unknown or greater than 2. Therefore, this 
fact allow the original hypothesis to be confirmed and it should be taken into account for future 
developments. 
6. Future lines 
There is still a lot of work to be done in the improvement of 3D displays and interfaces for addressing 
the drawbacks associated with the use of a third dimension. Therefore, in the near future, we are 
interested in developing a 3D interface for reducing the aforementioned drawbacks. To do so, a set of 
usability tests by using different user profiles (e.g. experts in different fields and non-computer people) 
could be carried out. This interface should also allow 2D MMDV, by advising users the loss of quality 
involved in this transition. We could also apply this interface to classified data (in a supervised and 
unsupervised way). The idea is to perform a classification process of new data, based on previously 
classified data. 
Finally, the research presented here opens up a wide range of possibilities for performing a more 
profound comparative study of the DR algorithms according their geometry preservation skills, as well 
as the most important quality assessment criteria. Furthermore, the results of this initial study could 
be extended to analyse whether there is a significant improvement in the classification accuracy, by 
using 3 instead of 2 dimensions for supervised learning. 
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