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Abstract
For the so-called source-probe configuration in Matrix theory, we prove the following
theorem concerning the power of supersymmetry (SUSY): Let δ be a quantum-corrected
effective SUSY transformation operator expandable in powers of the coupling constant
g as δ =
∑
n≥0 g
2nδ(n), where δ(0) is of the tree-level form. Then, apart from an overall
constant, the SUSY Ward identity δΓ = 0 determines the off-shell effective action Γ
uniquely to arbitrary order of perturbation theory, provided that the SO(9) symmetry is
preserved. Our proof depends only on the properties of the tree-level SUSY transformation
laws and does not require the detailed knowledge of quantum corrections.
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1 Introduction
Ordinarily, the role of a global symmetry with a finite number of parameters is to a large
extent kinematical. It provides conservation laws for the currents and charges, relates
the Green’s functions, restricts the possible form of counter terms and so on, but does
not control the dynamics completely. The associated Ward identity is of an integrated
form unlike the more powerful Schwinger-Dyson equation and from group-theoretic point
of view it only organizes a set of terms into invariants for which independent coupling
constants can be assigned. Especially, when one deals with the effective action, which can
contain arbitrary number of derivatives of fields, there may be many such invariants and
global symmetries are not expected to be able to fix their relative strengths.
Despite these well-known facts, certain theories with a large number of global super-
symmetries (SUSY) might prove to be exceptions under some favorable conditions. No-
tably, for the so-called Matrix theory for M-theory, proposed by Banks, Fischler, Shenker
and Susskind [1, 2], evidence has been accumulating [3, 4, 5, 6, 7, 8, 9, 10] that its high
degree of SUSY, namely with the maximally allowed 16 supercharges, may be powerful
enough to determine the effective action of a D-particle in interaction with an aggregate
of coincident source D-particles, i.e. for the so-called source-probe configuration. Judged
from our common wisdom this may sound rather surprising but on the other hand im-
pressive agreement [11, 12, 13, 14] with 11 dimensional supergravity lends support to such
a conjecture, as the latter is considered to be unique.
A clear-cut settlement of this issue is hampered by the lack of unconstrained super-
field formalism for this system. One is forced to deal with the component formalism,
where SUSY is intertwined with gauge (BRST) symmetry and its algebra does not close
without the use of the full equations of motion. A related difficulty is that the SUSY
transformation laws for the effective action receive complicated quantum corrections and
one cannot easily identify possible SUSY invariants.
In order to gain insight into the issue of the power of SUSY in Matrix theory, in a
series of papers [9, 15, 10] we have (i) derived the SUSY Ward identity for the background
gauge in the form where the quantum-corrected SUSY transformation laws can be read
off in closed forms, (ii) computed the effective action Γ and the SUSY transformation
operator δ explicitly for arbitrary off-shell trajectory of the probe D-particle including all
the spin effects at 1-loop at order 4 in the derivative expansion1, (iii) checked that they
indeed satisfy the SUSY Ward identity δΓ = 0, and (iv) finally demonstrated that, given
1 As usual, the concept of “order” in the derivative expansion is defined as the number of derivatives
plus half the number of fermions.
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such δ, the solution to the Ward identity regarded as a functional differential equation
for Γ is unique to the order specified above. All of these calculations were extremely
cumbersome and elaborate codes had to be developed for the algebraic manipulation pro-
gram Mathematica, including a new fast algorithm for generating SO(9) Fierz identities
of considerable complexity. Although restricted to the source-probe situation, the fact
that the fully off-shell effective action was uniquely determined from the knowledge of
the SUSY transformation laws was remarkable and strongly suggested that this feature
would persist to higher orders.
Indeed our result was not an accident that occurred at a particular low order. In
this article, we shall be able to prove the following theorem valid for the source-probe
configuration:
Theorem : Let δ be a quantum-corrected effective SUSY transformation operator ex-
pandable in powers of the coupling constant g as δ =
∑
n≥0 g
2nδ(n), where δ(0) is of the
tree-level form. Then, apart from an overall constant, the SUSY Ward identity δΓ = 0 de-
termines the off-shell effective action Γ uniquely to arbitrary order of perturbation theory,
provided that the SO(9) symmetry is preserved.
Actually the main effort will be devoted to proving the following proposition, from which
our theorem follows straightforwardly:
Proposition : Let δ(0) be the tree level SUSY transformation operator. Then assuming
that SO(9) is a good symmetry, the solution to the functional differential equation δ(0)Γ =
0 is unique up to an overall constant, and is given by the tree level action.
We wish to emphasize that our proof of the Proposition and hence the Theorem will
depend only on the properties of the tree-level SUSY transformation laws and will not
require the detailed knowledge of quantum corrections.
To avoid any possible misconception, however, let us state clearly that our theorem
does not yet prove that supersymmetry (together with SO(9) symmetry) completely de-
termines the source-probe dynamics in Matrix theory. What it states is that given an
appropriate δ, which for example can be computed independently of Γ by the method
developed in [9] in some gauge, the Ward identity fixes Γ completely. In order to claim
that SUSY fully determines the dynamics, one must show that it is capable of determining
both δ and Γ simultaneously in a self-consistent manner, up to field redefinitions, without
assuming the knowledge of the underlying action of the Matrix theory. How this more
ambitious program should be formulated and attempted will be discussed in the final
section.
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Nevertheless, we believe that our theorem discloses another aspect of remarkably pow-
erful features of maximal supersymmetry: It clears a highly non-trivial necessary require-
ment for SUSY to be able to “determine everything”, under certain conditions.
The rest of the article is organized as follows: In Section 2, after setting up our
problem, we derive what will be called the “basic equation” on which the proof of our
Proposition will be based. It is a reformulation of the consistency or “integrability”
condition for the tree-type Ward identity, namely (δ
(0)
λ δ
(0)
ǫ − δ
(0)
ǫ δ
(0)
λ )Γ = 0. Although it
provides only a necessary condition, it will prove to be sufficiently restrictive. Proofs of
the Proposition and the Theorem will be given in Section 3. As the proofs are somewhat
involved, we will first illustrate our basic ideas using a simple example. These ideas
are then sharpened and extended into a number of Lemmas which apply for general
situation. These Lemmas step by step reduce the possible solutions to be of more and
more restricted form and lead to the proof of the Proposition. This in turn immediately
yields our main Theorem, by a recursive argument with respect to the powers of the
coupling constant. Finally in Section 4, we will discuss and indicate the line of attack for
the important remaining problems, namely the investigation of the multi-body case and
of the possibility of complete determination of the dynamics by SUSY.
2 Derivation of the Basic Equation
2.1 Preliminaries
Let us begin by briefly recalling the relevant features of Matrix theory and set up the
problem.
The classical action for the U(N + 1) Matrix theory in the Euclidean formulation is
given by
S0 = Tr
∫
dτ
{
1
2
[Dτ , Xm]
2 −
g2
4
[Xm, Xn]
2
+
1
2
ΘT [Dτ ,Θ]−
1
2
gΘTγm [Xm,Θ]
}
, (2.1)
Dτ ≡ ∂τ − igA . (2.2)
In this expression, Xmij (τ), Aij(τ) and Θα,ij(τ) are the (N +1)× (N +1) hermitian matrix
fields, representing the bosonic part of the D-particles, the gauge fields, and the fermionic
part of the D-particles, respectively. γm are the real symmetric 16×16 SO(9) γ-matrices,
and the vector index m runs from 1 to 9.
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This action is known to possess a number of important symmetries. Among them, the
main focus in this article will be the supersymmetry, which carries 16 spinorial parameters
ǫα and transforms the basic fields in the manner
δǫA = ǫ
TΘ , δǫX
m = −iǫTγmΘ , (2.3)
δǫΘ = i
(
[Dτ , Xm] γ
m +
g
2
[Xm, Xn] γ
mn
)
ǫ . (2.4)
Although the algebra closes only on-shell up to field-dependent gauge transformations, S0
itself is invariant without the use of equations of motion, i.e. off-shell.
We will also make use of the SO(9) symmetry throughout for restricting the forms
of possible terms to be considered. Its role, however, is relatively minor as we will not
need to resort to a host of Fierz identities of considerable complexity, which were heavily
utilized in our previous works.
In this article, we shall concentrate on the so-called source-probe situation, namely
the configuration of a probe D-particle interacting with a large number, N , of the source
D-particles all sitting at the origin. This is expressed by the splitting
Xm(τ) =
1
g
Bm(τ) + Ym(τ) , Θα(τ) =
1
g
θα(τ) + Ψα(τ) , (2.5)
Bm(τ) = diag (rm(τ),
N︷ ︸︸ ︷
0, 0, . . . , 0) , θα(τ) = diag (θα(τ),
N︷ ︸︸ ︷
0, 0, . . . , 0) , (2.6)
where Bm(τ) and θα(τ) are the bosonic and the fermionic backgrounds expressing the
positions and the spin degrees of freedom of the D-particles respectively and Ym(τ) and
Ψα(τ) denote the quantum fluctuations around them. We will be interested in the general
case where rm(τ) and θα(τ) are arbitrary functions of τ not satisfying equations of motion.
At the tree level, the action and the SUSY transformations for the probe D-particle
are of the form
Γ(0) =
∫
dτ
(
r˙2
2g2
+
θθ˙
2g2
)
, (2.7)
δ(0)ǫ rm =
1
i
ǫγmθ , (2.8)
δ(0)ǫ θα = i(/˙rǫ)α , (2.9)
where the dot means differentiation with respect to τ and θθ˙ stands for θαθ˙α, etc. After a
gauge is fixed and the functional integral over the fluctuations is performed, one obtains
the quantum effective action
Γ =
∫
dτL [rm, θα] . (2.10)
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Although a general argument does not exist, explicit calculations performed so far in the
so-called “background gauge” strongly indicate that L [rm, θα] is a sum of local products
of derivatives of rm(τ) and θα(τ). As it will be emphasized again at the beginning of
Sec. 3, our proof of the Theorem and the Proposition will operate at each order in g2 and
in the derivative expansion, so that effectively we will be dealing with a finite number of
local expressions at each step regardless of whether the entire L is fully local or not.
Γ satisfies the SUSY Ward identity
δǫΓ = 0 , (2.11)
where δǫ is the quantum-corrected effective SUSY transformation operator. In a previous
article [9], we have derived the explicit form of this Ward identity in the background
gauge, where δǫ is given in closed form in terms of expectation values of certain products
of fields. Further in [15] a complete calculation of Γ and δǫ at 1-loop at order 4 in the
derivative expansion was performed and the validity of (2.11) was explicitly verified at
that order.
As was stated in the introduction, an interesting question is, for a given δǫ how unique
Γ is, without the use of the equations of motion. For the simplest case, namely at 1-loop
at order 2, it was found that Γ is completely determined by δǫ [9]. Moreover, a highly
non-trivial calculation at order 4 again showed that Γ is unique [10]. In fact, these results
were not accidental: We shall prove that this feature persists to an arbitrary order of
perturbation theory.
2.2 Consistency equation
Since our main Theorem can be shown to follow rather easily from the Proposition, we
will first concentrate on the proof of the latter.
What we wish to show is that the solution to the equation δ
(0)
ǫ Γ = 0 is unique up to
an overall constant, where the action of δ
(0)
ǫ is as defined in (2.8) and (2.9). This equa-
tion, despite its simple appearance, is a highly complicated partial differential equation
involving Grassmann variables for the integrand L of Γ. In fact, written out in full, it
reads
δ(0)ǫ Γ =
∫
dτ
(
δ(0)ǫ rm(τ)
δΓ
δrm(τ)
+ δ(0)ǫ θα(τ)
δΓ
δθα(τ)
)
= 0 , (2.12)
where, in terms of L, the functional derivative δΓ/δrm means (suppressing τ -dependence)
δΓ
δrm
= D[L, rm] , (2.13)
D[L, rm] ≡
∂L
∂rm
− ∂τ
∂L
∂r˙m
+ ∂2τ
∂L
∂r¨m
+ · · · , (2.14)
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and similarly for δΓ/δθα. Later we will often use the symbol DN [L, rm] to denote D[L, rm]
truncated at (and including) (−1)N∂Nτ (∂L/∂r
(N)
m ), where r
(N)
m is the N -th derivative of
rm with respect to τ .
Our basic idea for analyzing (2.12) is to look at its consistency or “integrability”
equation, namely
(δ
(0)
λ δ
(0)
ǫ − δ
(0)
ǫ δ
(0)
λ )Γ = 0 . (2.15)
Although this only gives a necessary condition, it will prove to be powerful enough to
fix the fermionic part of Γ completely. The original equation δ
(0)
ǫ Γ = 0 then immediately
determines the bosonic part as well.
Now computing the left hand side of (2.15) by using the functional derivative as in
(2.12), one finds that the parts containing the second functional derivatives of Γ cancel
and the result is
(δ
(0)
λ δ
(0)
ǫ − δ
(0)
ǫ δ
(0)
λ )Γ =
∫
dτ
(
[δ
(0)
λ , δ
(0)
ǫ ]rm(τ)
δΓ
δrm(τ)
+ [δ
(0)
λ , δ
(0)
ǫ ]θα(τ)
δΓ
δθα(τ)
)
.
(2.16)
The closure of the algebra [δ
(0)
λ , δ
(0)
ǫ ] is easily calculated. On rm it simply gives the usual
time-translation
[δ
(0)
λ , δ
(0)
ǫ ]rm = 2(ǫλ)
drm
dτ
, (2.17)
while on θα one finds
[δ
(0)
λ , δ
(0)
ǫ ]θα = (λγmθ˙)(γmǫ)α − (ǫγmθ˙)(γmλ)α . (2.18)
By using a well-known SO(9) γ-matrix identity
γmαβγ
m
γδ + (cyclic in α, β, γ) = δαβδγδ + (cyclic in α, β, γ) , (2.19)
it can be rewritten as
[δ
(0)
λ , δ
(0)
ǫ ]θα = 2(ǫλ)
d
dτ
θα +Θα(λ, ǫ) , (2.20)
where
Θα(λ, ǫ) ≡ (λγ
mǫ)(γmθ˙)α + ǫα(λθ˙)− λα(ǫθ˙) + (λǫ)θ˙α . (2.21)
Let us put these results back into (2.16). Then, by using the definition of the func-
tional derivative (2.14) and integration by parts, one finds that the contributions from
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the canonical time-translation part of the closure relation add up to an integral of a total
derivative as
2(ǫλ)
∫
dτ
(
drm(τ)
dτ
δΓ
δrm(τ)
+
dθα(τ)
dτ
δΓ
δθα(τ)
)
= 2(ǫλ)
∫
dτ
dL
dτ
(2.22)
and vanish. Thus, the consistency equation is reduced to∫
dτΘα(λ, ǫ)Fα = 0 , (2.23)
where for simplicity we defined Fα ≡ δΓ/δθα. This notation will be used throughout the
rest of the article. Further, since this equation must hold for arbitrary λ and ǫ, we may
remove these global spinor parameters and obtain∫
dτ Fβγ = 0 , (2.24)
Fβγ ≡ −γ
m
βγ(θ˙γmF ) + θ˙γFβ + θ˙βFγ − δβγ(θ˙F ) . (2.25)
There are two ways that this equation may be satisfied; either (a) Fβγ vanishes identically
or (b) Fβγ is a total derivative.
Let us begin with case (a). First, take the trace over the index set (β, γ). Since γm
is traceless, we immediately get θ˙F = 0. Putting this back into the equation, we have
−γmβγ(θ˙γmF )+θ˙γFβ+θ˙βFγ = 0. Now contract this with γ
n
γβ. Then, using Trγ
nγm = 16δmn,
we find θ˙γnF = 0. In this way, the consistency equation is reduced to the following simple
form:
θ˙γFβ + θ˙βFγ = 0 . (2.26)
Note that this guarantees the previous two relations, θ˙F = θ˙γnF = 0, as well.
There are two types of possible solutions to this algebraic equation. One is of the form
Fα = θ˙αG , (2.27)
where G is some SO(9) scalar. Due to the Grassmann nature of θ˙, this obviously satisfies
(2.26). The other is the case where Fγ contains the product of 16 θ˙σ’s, namely
Ξ ≡
16∏
σ=1
θ˙σ , (2.28)
which is easily checked to be SO(9) invariant. In this case, θ˙βFγ vanishes identically for
any β and γ and hence (2.26) is trivially satisfied.
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Now let us turn to case (b), for which Fβγ = dGβγ/dτ for some non-constant Gβγ.
Going through exactly the same procedure as in case (a), we find
θ˙γFβ + θ˙βFγ =
dG˜βγ
dτ
, (2.29)
G˜βγ = Gβγ −
1
14
δβγTrG−
1
14
γmβγTr(γmG) . (2.30)
Rewriting θ˙γFβ + θ˙βFγ =
d
dτ
(θγFβ + θβFγ) − (θγF˙β + θβF˙γ), we must demand that the
expression θγF˙β + θβF˙γ either (b-1) vanish identically or (b-2) be a total derivative itself.
Let us quickly dispose of the possibility (b-1). Since F˙β, being a time derivative,
cannot be proportional to the product
∏16
σ=1 θσ, the case (b-1) can occur only if F˙β = θβZ
for some Z. But clearly it is impossible to produce the structure like θβZ by a time
derivative of a local2 expression. Hence case (b-1) is excluded.
Now consider case (b-2). For this to be possible at all, Fγ must contain the derivative
of θγ , namely it must be of the form Fγ = θ˙γf for some SO(9) invariant f . Then, we have
θγF˙β+θβF˙γ = (θγ θ˙β+θβ θ˙γ)f . As this does not contain f˙ , needed to form a total derivative,
f can only be a constant. This reduces the possibility to the expression θγ θ˙β + θβ θ˙γ. But
this is clearly not a total derivative and hence case (b-2) is also excluded.
Summarizing, we have shown that only case (a) can be possible and the consistency
equation is reduced to
δΓ
δθα
= D[L, θα] = θ˙αG+ ΞHα , (2.31)
where Ξ is as defined in (2.28) and G and Hα are, respectively, an SO(9) scalar and a
spinor. Note that compared to the original equation δ
(0)
ǫ Γ = 0, which contains functional
derivatives with respect to both rm and θα, the consistency equation above only involves
the one with respect to the latter and hence is more tractable. Hereafter we shall call
(2.31) our basic equation. In the next section, we shall solve this basic equation completely
to prove our Proposition, which will then straightforwardly lead to our main Theorem.
3 Proof of the Theorem
From the preceding analysis, we have learned that as a necessary condition a solution Γ
to the tree-type Ward identity δ
(0)
ǫ Γ = 0 must satisfy the basic equation (2.31). Below
we shall prove that, up to an overall constant and θ-independent structures, the solution
to (2.31) is unique and is given by
∫
dτθθ˙, which is nothing but the fermionic part of the
2Remember that implicitly we are dealing with expressions “order by order” in the double sense and
hence locality argument is valid.
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tree level action Γ(0). Then imposition of δ
(0)
ǫ Γ = 0 immediately fixes the θ-independent
part to coincide with the bosonic part of Γ(0).
Since the proof is rather involved, we shall first illustrate our basic strategy by treating
a simple example. Then, we shall develop several useful lemmas, which are basically the
generalizations of the logic used for that example. Finally with the aid of these lemmas
the proof of the Proposition and the Theorem will be given.
Before we begin our proof, let us make some important remarks. (i) Since we shall
work to an arbitrary but finite order in g2 and at each such order the space of solutions can
be further classified by the order in the sense of derivative expansion, we may assume,
without loss of generality, that L consists of a finite number of local expressions. In
particular, this implies that the number of τ -derivatives acting on θα has a maximum in
L. Hereafter we shall refer to such a spinor with the largest number of derivatives as
“SPLD”. (ii) As the actual proof does not depend on which order of g2 one is working, we
shall not display g2-dependence. (iii) Lastly, SO(9) invariance will be taken for granted
throughout.
3.1 Illustration of a Simple Case
Consider the simple case where L consists of bilinears of θ and its derivatives up to θ¨ only.
The general form of such L is
L =
1
2
θAθ + θBθ˙ +
1
2
θ˙Cθ˙ + θDθ¨ + θ˙Eθ¨ +
1
2
θ¨F θ¨ , (3.1)
where A ∼ F are bispinors made out of rm, its derivatives, SO(9) γ-matrices and the unit
matrix. Clearly, A,C and F must be antisymmetric. In this case, the special product Ξ
cannot occur and the equation to be solved is of the form
D2[L, θα] = θ˙αG , (3.2)
where D2[L, θα] is given by ∂L/∂θα − ∂τ (∂L/∂θ˙α) + ∂
2
τ (∂L/∂θ¨α). We now proceed in
steps.
1. First, focus on the “F” term, containing more than one SPLD (θ¨ in this example).
In D2[L; θα], look at the term containing θ
(4). Such a term can only be produced from
the “F” term through ∂2τ (∂L/∂θ¨α) and it cannot be canceled by anything else. Hence F
must vanish.
2. Next, consider the term which is linear in θ¨ and contains a spinor with one less
derivative, namely θ˙. In this example it is the “E” term. Look at the terms containing
θ(3) in D2[L; θα]. They come from −∂τ (∂L/∂θ˙α) and from ∂
2
τ (∂L/∂θ¨α) and add up to give
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−(E +ET )θ(3). As this must vanish, E must be antisymmetric. Then, the “E” term can
be rewritten as
θ˙Eθ¨ = ∂τ (θ˙Eθ˙) + θ˙E
T θ¨ − θ˙E˙θ˙ . (3.3)
On the right-hand side (RHS), the first term is a total derivative and can be dropped,
while due to antisymmetry the second term is actually the negative of the left-hand side
(LHS). Thus we get
θ˙Eθ¨ = −
1
2
θ˙E˙θ˙ . (3.4)
This does not contain θ¨ any more and can be absorbed in the “C” term.
3. Having disposed of the “E” term, look at the remaining term with θ¨, namely the “D”
term. It can be rewritten as
θDθ¨ = ∂τ (θDθ˙)− θ˙Dθ˙ − θD˙θ˙ . (3.5)
Thus, θ¨ arises only from the total derivative term, which we may discard, and the “D”
term can be absorbed by the other terms with less number of derivatives on the spinors.
At this stage all the terms containing SPLD have disappeared.
4. Next consider the “C” term, with two powers of θ˙, and look for terms with θ¨ in
D2[L; θα]. It is produced only from −∂τ (∂L/∂θ˙α) and is given by −Cθ¨. This must vanish
and hence C = 0.
5. We are now left with L = (1/2)θAθ + θBθ˙. The “B” term can be rewritten as
θBθ˙ = ∂τ (θBθ) + θB
T θ˙ − θB˙θ . (3.6)
Contributions from the symmetric part of B, to be denoted by BS, cancel between LHS
and RHS. Writing the antisymmetric part as BA, we get
θBAθ˙ =
1
2
(
∂τ (θBAθ)− θB˙Aθ
)
. (3.7)
Thus, dropping the total derivative, this can be absorbed by the “A” term. So we only
need to keep BS, and L is reduced to (1/2)θAθ + θBS θ˙.
6. Finally, look at the basic equation (3.2). It becomes
(Aθ)α + 2(BS θ˙)α + (B˙Sθ)α = θ˙αG . (3.8)
Since A is antisymmetric whereas BS is symmetric, the terms proportional to θ must
vanish separately. Thus, we find A = 0 and BS =constant. Now, since the only symmetric
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constant bispinor is δαβ , we must have BSαβ = cδαβ , with c a constant. This in turn
dictates G = 2c. In this way, we find the unique solution
L = c(θθ˙) . (3.9)
This completes the proof for this simple case.
3.2 Useful Lemmas
In this subsection, we shall prove a number of useful lemmas to pave the way for the proof
of the Proposition. The proofs of these lemmas may look rather involved but essentially
they are refined generalization of the logic used for the simple case described above.
The first lemma eliminates the possibility of the appearance of the special product Ξ
under certain conditions.
Lemma 1 : Let θ(N) be the SPLD in L. Then for N ≥ 2, the special product Ξ cannot
appear in L.
Proof: The product Ξ can be written as
Ξ = θ˙α1 θ˙α2 · · · θ˙α16Eα1α2...α16 , (3.10)
Eα1α2...α16 ≡
1
16!
ǫα1α2...α16 . (3.11)
Then, if L contains Ξ, it must be of the form
L = Ξ θ
(N)
β1
θ
(N)
β2
· · · θ
(N)
βn
Zβ1β2...βn
= θ˙α1 θ˙α2 · · · θ˙α16θ
(N)
β1
θ
(N)
β2
· · · θ
(N)
βn
Eα1α2...α16Zβ1β2...βn , (3.12)
where Zβ1β2...βn may contain derivatives of the spinor up to θ
(N−1) except for θ˙’s, which are
explicitly exhibited. Now look at the terms of the form (θ˙)15θ(N+1)(θ(N))n−1 in DN [L, θα].
There are only two sources for such a structure. One is produced as
− ∂τ
δL
δθ˙α
∋ −16nθ˙α2 · · · θ˙α16θ
(N+1)
β1
θ
(N)
β2
· · · θ
(N)
βn
Eαα2...α16Zβ1β2...βn . (3.13)
The other comes from
(−1)N∂Nτ
δL
δθ
(N)
α
∋ (−1)N+1616nθ˙α1 · · · θ˙α15θ
(N+1)
α16
θ
(N)
β2
· · · θ
(N)
βn
Eα1...α16Zαβ2...βn .
(3.14)
Since the product Eα1α2...α16Zβ1β2...βn cannot be totally antisymmetric in its entire index
set (α1, . . . , α16, β1 . . . , βn), (3.13) and (3.14) are independent and cannot cancel each
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other. Moreover, neither term can be proportional to θ˙α due to the total antisymmetry of
Eα1...α16 . (For (3.13) it is obvious. For (3.14), if there exists δαα1 , then there must also be
δαα16 , which produces θ
(N+1)
α instead of θ˙α.) Therefore they must vanish separately and
we find Zβ1...βn = 0, which proves the lemma. Q.E.D
The second lemma will severely restrict the way a product of more than two SPLD’s
can appear in the effective Lagrangian L.
Lemma 2 : Let θ(N), with N ≥ 2, be the SPLD in L and assume that there are at least
two of them. Then, they can only be contained through the special combination θ˙θ(N).
Proof: In general such structures with different number of θ(N)’s may appear in L.
However, as they lead to algebraically independent expressions in the basic equation, we
may treat each term separately. Thus, we consider a generic structure of that type and
write it as
L = θ˙β1 θ˙β2 · · · θ˙βmθ
(N)
γ1
θ(N)γ2 · · · θ
(N)
γn
Zβ1β2...βm;γ1γ2...γn , (3.15)
where Zβ1β2...βm;γ1γ2...γn does not contain θ˙ nor θ
(N) and is separately antisymmetric in the
indices {β1β2 . . . βm} and in {γ1γ2 . . . γn}. Now look at the structure containing θ
(2N) in
DN [L, θα]. Such a structure can only be produced from ∂
N
τ (∂L/∂θ
(N)) and is proportional
to
θ˙β1 θ˙β2 · · · θ˙βmθ
(N)
γ1
θ(N)γ2 · · · θ
(N)
γn−2
θ(2N)γn−1Zβ1β2...βm;γ1γ2...γn−1α . (3.16)
Since the appearance of Ξ is excluded by Lemma 1, for this to be allowed it must be
proportional to θ˙α. This requires the existence of δβiα in Zβ1β2...βm;γ1γ2...γn−1α and similar
Kronecker δ’s required by its antisymmetry property. This means that m ≥ n and all the
indices {γ1, . . . , γn−1, α} must be paired off with (a part of) βi’s through such Kronecker
δ’s. Hence, θ(N) in L can only exist through the combination θ˙θ(N). Q.E.D
The third lemma will further restrict the possible dependence on SPLD to the linear
level.
Lemma 3 : Let θ(N), with N ≥ 2, be the SPLD in L. Then, L can depend on θ(N)
only linearly.
Proof: Assume that L has more than two θ(N)’s. According to Lemma 2, its dependence
on θ(N) must be through the combination θ˙θ(N) and therefore L must be of form
L =
∑
m≥2
(θ˙θ(N))mZm , (3.17)
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where Zm contains derivatives of θ only up to θ
(N−1). We now look at the part involving
θ(2N−1) and θ¨α in DN [L, θα]. We will distinguish two cases.
First suppose Zm does not contain a term of the form (θ
(N−1)θ¨)n. Then, the only way
that such a structure is produced is through ∂Nτ ∂L/∂θ
(N)
α and is given by
∂Nτ
∂L
∂θ
(N)
α
∋ −Nm(m− 1)θ¨α(θ˙θ
(2N−1))(θ˙θ(N))m−2Zm . (3.18)
Since this is not proportional to θ˙α nor to Ξ ( whose existence has already been excluded
by Lemma 1) and since m ≥ 2, this must vanish and hence Zm = 0.
On the other hand, if Zm contains (θ
(N−1)θ¨)n, there will be another source. In such a
case, we may write L in the form
L =
∑
m≥2,n
(θ˙θ(N))m(θ(N−1)θ¨)nZmn . (3.19)
Suppressing the summation symbol, the contribution of the previous type takes the form
∂Nτ
∂L
∂θ
(N)
α
∋ −Nm(m− 1)θ¨α(θ˙θ
(2N−1))(θ˙θ(N))m−2(θ(N−1)θ¨)nZmn , (3.20)
while the additional contribution is
− ∂N−1τ
∂L
∂θ
(N−1)
α
∋ −m′n′θ¨α(θ˙θ
(2N−1))(θ˙θ(N))m
′−1(θ(N−1)θ¨)n
′−1Zm′n′ . (3.21)
These contributions must add up to vanish. Therefore, we must have
m′ = m− 1 , n′ = n+ 1 , (3.22)
Nm(m− 1)Zmn = −m
′n′Zm′n′ . (3.23)
From this we get
NmZmn = −(n+ 1)Zm−1,n+1 . (3.24)
Now let the largest m and n be mmax and nmax respectively. From the above equation,
we find that Zmmax,nmax must be proportional to Zmmax−1,nmax+1, which however does not
exist. Thus Zmmax,nmax must vanish. This contradicts the assumption that mmax, nmax
are the maximum values for m,n. Applying this logic recursively, we conclude that Zmn
must vanish for all m,n and L may depend on θ(N) only linearly. Q.E.D
The last lemma will completely dispose of SPLD with more than two time derivatives.
Lemma 4 : Let the SPLD in L be θ(N) with N ≥ 2 and assume that L depends on
θ(N) linearly. Then, the dependence of L on θ(N) can only be through a total derivative.
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Proof: We shall distinguish three cases.
Case 1: First assume that L contains more than two θ(N−1). Then it can be written as
L =
∑
m≥2
θ
(N−1)
β1
θ
(N−1)
β2
· · · θ
(N−1)
βm
θ(N)γ Zβ1β2...βm;γ , (3.25)
where Zβ1β2...βm;γ contains the derivative of θ only up to θ
(N−2). By “integration by parts”,
this can be rewritten as (suppressing the summation symbol
∑
m )
L = ∂τ
(
θ
(N−1)
β1
θ
(N−1)
β2
· · · θ
(N−1)
βm
θ(N−1)γ Zβ1β2...βm;γ
)
−mθ
(N)
β1
θ
(N−1)
β2
· · · θ
(N−1)
βm
θ(N−1)γ Zβ1β2...βm;γ + Z˜ , (3.26)
where the SPLD in Z˜ is θ(N−1). Now if Zβ1β2...βm;γ is not totally antisymmetric with
respect to the indices (β2, β3, . . . , βm, γ), then the second term vanishes and the lemma is
proved. If it happens to be totally antisymmetric, we shall write it as Zβ1β2...βmγ without
the semicolon and the second term on the RHS is seen to have exactly the same structure
as L. In fact it is precisely −mL. Solving for L, we get
L =
1
m
(∂τ ( ∗ ) + Z˜) , (3.27)
which proves the lemma.
Case 2: If there is no θ(N−1) in L, then L can be trivially rewritten into the form
∂τ ( ∗ ) + Z˜ and the lemma is proved.
Case 3: Now we come to the remaining case where there is one power of θ(N−1) present
in L. In this case, we have
L = θ
(N−1)
β θ
(N)
γ Zβ;γ , (3.28)
and apriori there is no symmetry property required of Zβ;γ. Now look at the terms
containing θ(2N−1) in DN [L, θα]. Such terms can only be produced by ∂
N
τ (∂L/∂θ
(N)
α ) and
∂N−1τ (∂L/∂θ
(N−1)
α ) and never arise by acting on Zβ;γ. Explicitly, these two contributions
add up to give
(−1)N−1θ
(2N−1)
β (Zα;β + Zβ;α) . (3.29)
For N ≥ 2, obviously this cannot be proportional to θ˙α. It cannot contain Ξ either, as
was already shown in Lemma 1. Hence it must vanish and Zα;β has to be antisymmetric.
In such a case, L can be rewritten as
L = ∂τ (θ
(N−1)
β θ
(N−1)
γ Zβ;γ)− L− θ
(N−1)
β θ
(N−1)
γ ∂τZβ;γ . (3.30)
As in the previous two cases, we may solve for L and the lemma follows. Q.E.D
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3.3 Proof of the Proposition
We are now ready to give a proof of the Proposition.
Proof: Through the previous lemmas, the problem of finding the solution to our basic
equation has been reduced to the case where L contains θ and θ˙ only. The general form
of L is then
L =
∑
θα1θα2 · · · θαn θ˙β1 θ˙β2 · · · θ˙βmZα1α2...αn;β1β2...βm . (3.31)
First consider the terms with more than two θ˙’s. Then from −∂τ∂L/∂θ˙α, we will get a
term proportional to
θα1θα2 · · · θαn θ¨β2 θ˙β3 · · · θ˙βmZα1α2...αn;αβ2...βm , (3.32)
which cannot be produced in any other way. Such a term is allowed if and only if it is
proportional to θ˙α. For this to happen, Zα1α2...αn;αβ2...βm must contain δαβ3 and similar
Kronecker δ’s. However, due to the total antisymmetry of the index set (α, β2, . . . , βm),
this is not possible. Hence such terms cannot be present in L.
We are left with the possibility with zero or one θ˙ and the most general form of L is
L =
∑(
θα1θα2 · · · θαnZα1α2...αn + θα1θα2 · · · θαn θ˙β1Zα1α2...αn;β1
)
. (3.33)
The terms with a θ˙ can be rewritten as
L1 ≡ θα1θα2 · · · θαn θ˙β1Zα1α2...αn;β1
= ∂τ (θα1θα2 · · · θαnθβ1Zα1α2...αn;β1)
−nθ˙α1θα2 · · · θαnθβ1Zα1α2...αn;β1 − θα1θα2 · · · θαnθβ1Z˙α1α2...αn;β1 (3.34)
Consider first the case where n ≥ 2. Then if Zα1α2...αn;β1 is not totally antisymmetric,
the second and the third term vanish and hence L1 is a total derivative, which can be
dropped. On the other hand if Zα1α2...αn;β1 is totally antisymmetric, then the second term
is equal to −nL1. Thus we may solve for L1 and get
L1 =
1
n+ 1
(
∂τ (θα1θα2 · · · θαnθβ1Zα1α2...αn;β1)
−θα1θα2 · · · θαnθβ1Z˙α1α2...αn;β1
)
(3.35)
Thus, up to a total derivative, L1 is reduced to an expression without θ˙.
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The important exception occurs for n = 1, namely when L1 = θαθ˙βZα;β. In this case
there is no apriori symmetry properties required of Zα;β. Rewriting this as before, we get
θαθ˙βZα;β = ∂τ (θαθβZα;β) + θαθ˙βZβ;α . (3.36)
If Zα;β is antisymmetric, then just as before θαθ˙βZα;β is a total derivative. On the other
hand if Zα;β has a symmetric part, then such a term can survive without contradiction.
At this point we have reduced the possible form of L down to
L =
∑
θα1θα2 · · · θαnZα1α2...αn + θZS θ˙ , (3.37)
where ZS is a symmetric bispinor. Then, our basic equation becomes∑
nθα2 · · · θαnZαα2...αn + 2(ZS θ˙)α + (Z˙Sθ)α = θ˙αG . (3.38)
Look at the terms containing θ only. Since Zαα2...αn is totally antisymmetric whereas Z˙S
is symmetric, these coefficient functions must vanish separately. In particular it implies
that ZS is a constant and, since the only symmetric constant bispinor is δαβ , it must be
of the form (ZS)αβ = cδαβ , with c a constant. Then the basic equation is satisfied with
G = 2c.
Thus, adding the θ-independent contribution Γ[r] which has hitherto been suppressed,
we have found that the solution to the basic consistency equation can only be of the form
Γ = c
∫
dτ(θθ˙) + Γ[r] . (3.39)
Finally, requiring that the original Ward identity δ
(0)
ǫ Γ = 0 be satisfied, Γ is fixed com-
pletely to be proportional to the tree-level action. This completes the proof. Q.E.D
3.4 Proof of the Main Theorem
Having established the Proposition, the proof of the Theorem follows immediately.
Proof: Let δ be a quantum-corrected SUSY transformation operator and let Γ be a
solution to the SUSY Ward identity δΓ = 0. Now let us write the most general solution
as Γ˜ = Γ + ∆Γ. With Γ being a solution, ∆Γ must by itself satisfy δ∆Γ = 0. Since
the tree-level solution is unique up to a constant, we fix its normalization so that the
tree-level correction ∆Γ(0) vanishes. By assumption, we can expand δ and ∆Γ in powers
of the coupling constant g as
δ =
∑
n≥0
g2nδ(n) , ∆Γ =
∑
m≥1
g2m−2∆Γ(m) . (3.40)
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In our convention, rm, θ, τ and g
2 carries dimensions 1, 3
2
,−1 and 3 respectively and hence
the dimension of ∆Γ(m) is 3 − 3m. The Ward identity for ∆Γ then becomes, for each
k ≥ 1,
0 =
k−1∑
n=0
δ(n)∆Γk−n . (3.41)
Explicitly, the first few equations are
0 = δ(0)∆Γ(1) ,
0 = δ(0)∆Γ(2) + δ(1)∆Γ(1) , (3.42)
0 = δ(0)∆Γ(3) + δ(1)∆Γ(2) + δ(3)∆Γ(1) .
Our Proposition dictates that the only possible solution to the first equation is ∆Γ(1) =
c
∫
dτ(r˙2+ θθ˙), with c a constant independent of g. Such an expression does not have the
right dimension and hence ∆Γ(1) must vanish. This in turn makes the second equation
to be of the form δ(0)∆Γ(2) = 0 and for the same reason we get ∆Γ(2) = 0. Repetition of
this reasoning clearly shows that ∆Γ = 0 altogether. This completes the proof. Q.E.D
4 Discussions
As the results of our present investigation have already been well-summarized, we shall
not repeat them. Below we shall discuss two important future problems and indicate how
they should be attacked.
One immediate question is whether similar results hold for the multi-body case. Re-
placing rm and θα by rm,i and θα,i, where the extra index i refers to different D-particles,
it is easy to see that our consistency equation (2.31) is generalized to∑
i
(θ˙γ,iFβ,i + θ˙β,iFγ,i) = 0 . (4.1)
Apart from the special case where Fβ,i contains a product of 16 θ˙’s for each particle, this
equation can be algebraically satisfied if and only if
Fβ,i = Sij θ˙β,j , (4.2)
where Sij is a symmetric matrix. There are many such matrices, examples of which are
rmi r
m
j , θiγ
mnθjrmr˙n, etc. Therefore, the analysis of its solution becomes more involved
compared to the single D-particle case treated in this work. Nevertheless, it would be
quite interesting and important to see, first, if one can construct a non-trivial solution,
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thereby proving that SUSY alone cannot determine the structure of the effective action
uniquely for the multi-body case. If serious efforts in this direction should all fail, that
would then indicate a possibility to be able to construct a uniqueness proof.
The second and more ambitious enterprise is, as was mentioned in the introduction,
to study if SUSY alone truly determines the dynamics of the theory. In other words,
one would like to know whether the requirement of SUSY determines both the effective
transformation law and the effective action at the same time, up to some field redefinitions.
To formulate this problem more precisely, we must define what we mean by the effective
SUSY transformation to begin with. In the absence of off-shell superfield formalism, this
is already non-trivial since the closure relations, only by which one can guarantee that the
transformation is SUSY, themselves must depend on the form of the full effective action.
Consider, for example, the simplest case of the source-probe situation. Assuming that the
non-canonical parts of the closure relations are linear in the equations of motion3, the set
of equations characterizing SUSY would be of the form
δǫθα = Tαβǫβ , (4.3)
δǫrm = Ωmβǫβ , (4.4)
[δǫ, δλ] θα = 2(ǫλ)θ˙α + Aαβγδ
δΓ
δθδ
ǫβλγ +Bαβγn
δΓ
δrn
ǫβλγ , (4.5)
[δǫ, δλ] rm = 2(ǫλ)r˙m + Cmβγδ
δΓ
δθδ
ǫβλγ +Dmβγn
δΓ
δrn
ǫβλγ , (4.6)
δǫΓ = 0 , (4.7)
where ǫβ and λγ are the global SUSY parameters and A ∼ D are some, in general
field dependent, coefficients. To show that SUSY determines the dynamics completely,
one must solve this set of non-linear functional differential equations, with the tree-level
information as the only input, and demonstrate that all the quantities are fixed uniquely,
up to field redefinitions. A preliminary investigation indicates that at least at low orders
this might be feasible.
We hope to report on these and related matters in future communications.
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