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Abstract
The formation mechanisms of aromatic compounds in flame are strongly influenced by the chemical and thermal
history that leads to their formation. Indeed, the complex environments that characterize combustion systems do
not only affect the composition of gas-phase species, but they also determine the structure and the characteristics of
the soot precursors generated. To illustrate the importance of these effects, in this work we investigate the growth
mechanisms of soot precursors in an atmospheric-pressure ethylene/oxygen/argon counterflow diffusion flame, us-
ing a combination of computational and experimental techniques. In diffusion flames, flow characteristics play an
important role in the formation, growth, and oxidation of particles, and soot precursors are strongly affected by the
flame location. Fluid dynamics simulations and stochastic discrete modeling were employed together to identify key
reaction pathways along various flow streamlines. The models were validated with experimental mass spectra ob-
tained using aerosol mass spectrometry coupled with vacuum-ultraviolet photoionization. Results show that both the
hydrogen-abstraction-acetylene-addition mechanism and oxygen-insertion reactions are responsible for the molecu-
lar growth, and their relative importance is determined by the flame conditions along the streamlines. Oxygenated
species were detected in regions of high temperature, high atomic oxygen concentration, and relatively low acetylene
abundance. This study also emphasizes the need to model the counterflow flame in three dimensions to capture the
spatial dependence on growth mechanisms of soot precursors.
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1. Introduction
The evolution of gas-phase species during combus-
tion is well known to depend on the specific phys-
ical and chemical conditions of the system. How-
ever, much less is known about the sensitivity of
soot precursor and incipient-particle formation to small
differences in thermal and chemical history. Our
group has recently reported studies indicating that the
reactions responsible for soot precursor growth are
highly dependent on the local conditions, for example,
with oxygen chemistry overshadowing the hydrogen-
abstraction-acetylene(C2H2)-addition (HACA) mecha-
nism [1–3] under specific conditions [4–6]. HACA
∗Corresponding author:
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is the major route to molecular growth in hydrocar-
bon flames, largely because acetylene concentrations
are generally high. Oxygen, however, also has a great
propensity to add to the edge sites of polycyclic aro-
matic compounds (PACs). Once added, the functional
groups containing oxygen predominantly evolve into
different types of ethers [5, 6] and, if the acetylene con-
centration is also high in the region where reactive oxy-
gen adds to the PACs, furan groups are formed [6].
Counterflow diffusion flames are ideal to study the
effects of differences in local environment as the ther-
mal and chemical properties vary substantially in space.
This configuration also offers the opportunity to iso-
late the reaction zone of the diffusion flame from rad-
ical trapping, heat loss, and partial premixing at the
burner [7], making them very attractive for the analy-
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sis of flame chemistry.
In this work, we report on the main growth mech-
anisms of PACs as they travel in a counterflow diffu-
sion flame. The competing roles of reaction models that
include oxygen chemistry and HACA mechanism, are
analyzed as function of temperature, chemical environ-
ment, and flow field. Using a combination of computa-
tional fluid dynamics (CFD) and stochastic chemical-
growth models, together with experimental data, we
identify the molecular mechanisms that lead to the for-
mation and growth of PACs along the main flow stream-
lines of the flame.
Although counterflow flames are often studied be-
cause a one-dimensional (1D) approximation can be for-
mulated by considering the axial centerline [8–10], our
results show how differences in thermal and chemical
history affect the mechanisms that control molecular
growth, with marked distinctions even between neigh-
bor streamlines. High temperature, high concentration
of oxygen atoms and relative low amounts of acetylene
favor the formation of oxygenated-PAC.
2. Methodology
2.1. Computational Fluid Dynamics
We used three-dimensional (3D) CFD simulation,
with the software CONVERGE [11], to compute
the temperature profile and compositions of gas-
phase species present in an atmospheric-pressure ethy-
lene/oxygen/argon counterflow diffusion flame. Tur-
bulence was included using the Reynolds-averaged
Navier-Stokes equations with the renormalization group
k-ǫ model. We leveraged the counterflow flame cylin-
drical symmetry and used a 30◦ sector mesh of the
burner. The boundary conditions, including inlet flow
conditions, were taken from the experiments; the grid
size inside the burner was 0.25 mm. The flame was
initiated by volumetric energy input near the stagnation
plane for a short period of time, and the simulation was
performed until the flame was stabilized. For the gas-
phase chemical model, we selected a mechanism [12]
that includes the chemistry of minor, major, and aro-
matic species up to pyrene. Results from 3D CFD sim-
ulations in terms of temperature profile and species con-
centrations were used as inputs to the stochastic simula-
tions of the soot precursor growth.
2.2. Stochastic Modeling
We modeled the formation of soot precursors in the
counterflow flame using the recently developed SNapS2
code [unpublished], which adopts kinetic Monte Carlo
to produce a statistical representation of the soot precur-
sor growth. Using generic reactions that depend on the
chemical neighborhood of each atom, instead of spe-
cific species, SNapS2 can predict the formation of soot
precursors in reactive systems given an initial molecule
(“seed”) and boundary conditions. The kinetic mecha-
nism has been steadily expanded over the years and cur-
rently includes almost 300 generic reactions (see sup-
plemental material, SNapS2 kinetic mechanism). Com-
pared with its previous version [13], the computational
performance of the SNapS2 code has been increased by
two orders of magnitude.
We ran the SNapS2 code on both the centerline and
flow streamlines (five on the fuel side and five on the ox-
idizer side) on the central plane of the CFD simulation.
Starting at the center of the burner, the streamlines were
equally spaced and separated by 0.5 mm (see Fig. 1a).
For each streamline, we simulated multiple points as the
origin for SNapS2, running 110 simulations (100 with
benzene and 10 with toluene as seeds) for each point.
The locations of the origin were identified by starting
from the position where benzene (C6H6) concentration
reached 1⁄10 of its maximum value, and proceeding at
intervals of 1 ms, up to 0.3 s (time origin corresponds
to the outlet edge). Overall, we completed a total of
≈ 218000 SNapS2 simulations. In addition, mass spec-
tra were obtained by weighting each particle lifetime
and concentration of the seed at the point of origin.
2.3. Flame setup
The counterflow burner consists of two collinear flow
tubes with an inner diameter of 12.7 mm, mounted
12 mm apart in a vertical configuration. The bottom
tube (fuel side) delivered a mixture of 0.23 slm (stan-
dard liters per minute at 0 ◦C and 101325 Pa) ethylene
(C2H4) and 1.10 slm argon (Ar); the top tube (oxidizer
side) supplied a mixture of 0.25 slm oxygen (O2) and
1.20 slm Ar. These flow tubes are centered between
two collinear outer flow tubes that are used to deliver
sheath flows of Ar (2.30 slm on fuel side and 3.00 slm
on oxidizer side).
2.4. Gas-phase composition and Mass spectroscopy
We determined the gas-phase composition along
the centerline of this flame using flame-sampling
molecular-beam mass spectrometry (VUV-MBMS).
Detected species weighed less than ∼200 u, and we em-
ployed aerosol mass spectrometry (VUV-AMS) to ex-
tend the mass range of measured species to ∼550 u. We
used synchrotron-generated vacuum-ultraviolet radia-
tion for single-photon ionization. The experiments were
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performed at the Chemical Dynamics Beamline (9.0.2)
at the Advanced Light Source at Lawrence BerkeleyNa-
tional Laboratory, Berkeley, USA. Details of the VUV-
MBMS experimental procedures can be found in [14],
in which also the basics are provided to convert the mass
spectra into mole-fraction profiles as functions of the
distance from the fuel outlet (DFFO). More details are
reported in the supplemental material.
The VUV-AMS measurements have been detailed in
[15]. Briefly, a quartz probe with its tip tapered down to
a 0.3-mm opening diameter was used for sampling. The
sample was injected into the mass spectrometer through
an aerodynamic lens system that focused particles into
a beam that traversed three differentially pumped stages
and impacted a copper target heated to 570 K. The
sample was never exposed to atmospheric oxygen and
species vaporizing from the copper target were pho-
toionized and pulse-extracted into a linear time-of-flight
drift tube at a rate of 15 kHz.
3. Results and discussion
3.1. CFD results and validation
Figure 1a shows the temperature contours on the cen-
tral plane of the counterflow at steady state (for key
species contour, see supplemental material, additional
CFD data). The flame, located on the oxidizer side,
is stabilized by the fuel diffusion across the stagnation
plane, and shows a maximum temperature of 1898 K,
reached at a DFFO of 6.0 mm. The graphs in Fig. 1b
report CFD results for the time evolutions of major gas-
phase species along two streamlines, highlighting the
different chemical environments between the fuel side
and oxidizer side.
Results from the 3D CFD modeling were compared
with VUV-MBMS data along the centerline, as shown
in Fig. 2. In the same figure, we have also included
modeling results obtained employing the same kinetic
mechanism as the one used for the 3D CFD runs, but in
1D approximation. The 1D results were obtained using
CHEMKIN’s 1D opposed-flow diffusion flames model,
OPPDIF [16]. After shifting along the DFFO to match
the peak locations, 1D CHEMKIN and 3D CFD mostly
overlap for all comparisons in Fig. 2. For the tem-
perature profile, fuel (C2H4) and oxidizer (O2) concen-
trations, the CFD results predict experimental data ex-
tremely well. For other key species, like C2H2, propar-
gyl (C3H3), and C6H6, both the shape and the peak are
well-captured by CFD simulation, but the experimental
data show slightly broader curves.
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Fig. 1: (a) Snapshot of the central plane of the CFD simulation results. Background color indicates temperature and lines represent flow streamlines,
labeled by Roman numerals. At DFFO = 5.0 mm, the black semicircle shows experimental probe size and the shadowed area is the estimated probe
sampling area. Dark gray bars at DFFO = 0 mm and DFFO = 12 mm display the radius of the center and outer flow tubes, separated by tube
thickness in light gray. (b) Time evolution of selected species concentration for i (black) and I (red dashed) streamlines.
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Fig. 2: Temperature profile, fuel (C2H4) and oxidizer (O2), and other
key species concentration (C2H2, C3H3, and C6H6) comparison be-
tween 3D CFD (black solid line), 1D CHEMKIN (red dashed line),
and experiment (triangle point) along the centerline of the counter-
flow flame.
3.2. Reactivity along the centerline and streamlines
Temperature and species profiles from CFD simu-
lations were then used as initial and boundary condi-
tions to the SNapS2 code to study the evolution of soot
precursors and determine their growth mechanisms as
species travel through various areas of the flame. As
initial molecules (i.e., seeds) that are the starting point
for the molecular growth for the SNapS2 code, we se-
lected benzene and toluene. Benzene is present in rel-
atively high concentrations and, due to its stability, we
can reasonably assume that the amount of its decompo-
sition is negligible. As for toluene, we have reported
in the past [13] that the incorporation of odd numbered
species seeds is needed to reproduce the mass peaks cor-
responding to odd carbon molecules. Practical consid-
erations preclude us from considering a larger pool of
molecules, as the statistical sampling is only marginally
improved by low concentration species.
SNapS2 simulations along the centerline of the flame
did not indicate any relevant growth of soot precursors.
On the fuel side, the code identified a negligible num-
ber of reactions because of the low temperature and
radical concentrations. On the other hand, simulations
along the oxidizer side displayed higher reactivity, but
the chemical changes were mostly limited to the for-
ward and reverse reactions of oxygen addition, which
resulted in no significant growth.
This picture changed significantly oncewe performed
the same analysis along the ten streamlines reported in
Fig. 1a. Molecules evolving on the oxidizer side under-
went a large number of early reactions that are part of
the high temperature oxidation pathways. These reac-
tions are not limited to reversible addition of oxygen (as
happened along the centerline), but include the forma-
tion of a large number of ethers near the oxidizer out-
let that evolved along the streamlines on the oxidizer
side. On the fuel side, the molecular growth at small dis-
tances (DFFO < 4.0 mm) was negligible due to the low
temperature and radical concentrations. However, at
DFFO ≈ 5.0 mm, we detected a rapid molecular growth
driven by the HACA mechanism because of the high
C2H2 concentration and temperature, leading also to the
formation of species containing five-membered rings
formed through acetylene addition and bay-closure, as
reported in previous works [17–20]. These molecules
can be detected at short distances from the fuel side out-
let where a combination of thermophoresis and the low
temperature are likely responsible for their condensa-
tion [21].
3.3. PACs mass distribution
The results generated by SNapS2 were compared
with VUV-AMS. To perform this comparison, we had
to weigh the traces (molecules growth history) produced
by SNapS2. As a first step, we estimated the region
sampled by the experimental probe, and then deter-
mined the relative concentrations of “seed” molecules.
Whereas the experimental setup provides sub-mm ver-
tical resolution along the DFFO, the horizontal width
of the probe volume is uncertain. We, therefore, as-
sumed the probed region to be elliptical with a minor
axis of 0.5 mm (slightly larger than the probe diam-
eter 0.3 mm), and then performed a sensitivity analy-
sis on the size of the major semi-axis of the ellipse,
which was varied between 1.5 mm and 2.5 mm (see
supplemental materials, probe size analysis). The re-
sults show that the mass spectra display the same peaks
with only slight changes in the relative intensities, as
we vary the length of the axis. As larger areas guar-
antee less statistical noise, we selected the final probed
area (shown in Fig. 1a as a shaded area) to have a major
semi-axis of 2.5mm. For the seed molecules, the kinetic
model we employed for the CFD simulations does not
include toluene. Hence, we used the mole fractions ob-
tained from the VUV-MBMS data to estimate the ben-
zene/toluene seed ratio. The VUV-MBMS data indicate
that the benzene/toluene ratio ranged mostly from 1.4
to 8.8 along the centerline. Therefore, we considered
different benzene/toluene weight ratios (from 2 to 10)
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and analyzed their effect on the mass spectra. The re-
sults show that changing the relative concentration of
toluene only affects the relative intensity of the mass
peaks corresponding to species with an odd number of
carbon atoms, and we used a constant benzene/toluene
ratio of 2 for all computed mass spectra.
Fig. 3: Mass spectra at a DFFO = 5.0 mm. The number enclosed in
a red box shows the mismatched mass peak. Mass intensities from
SNapS2 have a maximum relative error of 0.12% (See supplemental
material, error analysis). Experimental mass spectra obtained with a
ionization photon energy of 9.5 eV.
Figure 3 shows the simulated and the VUV-AMS data
at a DFFO of 5.0 mm, which corresponds to a region on
the fuel side where the VUV-AMS signal is strong and
the SNapS2 code predicts rapid precursor growth. The
comparison shows the ability of the code to reproduce
mass peaks detected experimentally. These peaks stem
from pure hydrocarbon species, and there is a slight
preference for species containing even numbers of car-
bon atoms. In addition, the code reproduces the rel-
ative mass-peak intensities within mass-peak clusters
very well.
VUV-AMS mass-peak intensities depend on species
concentrations, transport efficiencies between the probe
and the ionization region, vaporization efficiencies in
the ionization region, and photoionization cross sec-
tions. Transport efficiencies mainly lead to reduced
peak intensities on the low-mass side of the mass spec-
trum. The trends in photoionization cross sections
and vaporization efficiencies are generally anti corre-
lated, but can have significant impact over extended
mass ranges. When all of these effects are considered,
the VUV-AMS data suggest a significant decrease in
species concentrations with increasing molecular mass.
The VUV-AMS mass spectrum in Fig. 3 has not been
corrected for these effects.
The above discussion highlights a significant discrep-
ancy between the VUV-AMS spectrum and the simu-
lated spectrum regarding the mass-peak intensities cov-
ered in Fig. 3. This difference is likely caused by a de-
pletion of species of heavier mass than the ones reported
in Fig. 3, due to their clustering. Indeed, in the flame,
species are subjected to different gradient-driven diffu-
sion phenomena that are not considered by our model.
Specifically, thermophoresis results in the diffusion of
species to relatively cold parts of the flame, e.g., the
fuel side, where large species have a higher tendency
to cluster as compared to low molecular weight com-
pounds and are therefore effectively removed from the
gas phase [22]. Other factors, like the choice of the sam-
pling area for the computational sampling or the per-
turbation due to the probe, which can lower the local
temperature and inhibit the molecular growth of large
hydrocarbons, may also contribute to the discrepancy.
For the cluster of signals around 250/252 u, exper-
imental and computational data show opposite trends.
The structures of the computed species (Fig. 4) il-
lustrate that the peak at 250 u is composed mainly
of molecules that differ only in the position of the
ethynyl side chain, while the peak at 252 u is dominated
by 1-phenylpyracyclene and by a relevant number of
molecules with an ethenyl group. Based on these data, a
possible reason for the discrepancy could be ascribed to
the preference in the simulations for the ethynyl group
over the ethenyl radical. Another potential cause for the
discrepancy is the breaking of a weak bond (e.g., ether
or non-covalent bond) where a 252 u fragment is formed
during the heating of the sampled particles.
3.4. PACs reaction pathways
In our study we also identified structures containing
oxygen; they are not reported because they form (on
the oxidizer side) earlier in the streamline and by the
time they reach the region experimentally sampled, their
masses are above the interval used in Fig. 3. To better
show this effect, in Fig. 5 we compare the mass spectra
for the ii streamline on the oxidizer side at three different
times.
At the early stages (0.1 s), even though the molecules
are just above the stagnation plane, HACA is not the
dominant growth mechanism and oxygen chemistry is
responsible for the majority of the growth. These
growth pathways are a consequence of the low C2H2
concentration, high temperature (≈ 1600 K), and ele-
vated atomic oxygen concentration. The resulting spec-
trum is not clustered in groups because of the variety
5
Fig. 4: Top 10 most frequent species predicted by SNapS2 for the 250 u (top row) and 252 u (bottom row) peaks shown in Fig. 3. The percentages
indicate the relative abundance of each structure.
Fig. 5: SNapS2-generated mass spectra at different times along the
streamline ii. Boxes enclose masses of oxygenated species. 2D struc-
tures show the most probable molecules at peaks of 296 u, 320 u, and
382 u. Mass intensities have a maximum relative error of 0.6%, 2.8%,
and 3.5%, from top to bottom panel, respectively.
of structures present in the growing molecules. The
oxygen-to-carbon (O/C) ratio at this stage is relatively
high as the most common structures at 296 u and 320 u
clearly show. These molecular structures should be
takenwith a bit of caution because there is a general lack
of ab initio literature data regarding oxygen reactions
rates under flame conditions [23, 24]. The reliability of
the reaction rates involving oxygen is thus lower than
the other reactions in the SNapS2 mechanism. Nev-
ertheless, some of the small oxygenated species (e.g.,
peaks at 168 u, 184 u, and 198 u), which are predicted
by SNapS2 in the early part of the streamlines on the
oxidizer side, are also experimentally observed [6].
At the intermediate stages (0.14 s), as C2H2 con-
centration increases, pathways related to HACA start
to generate molecules that fill the mass region below
350 u. The number of molecules containing oxygen
and the O/C ratio decline because of the decreased gas-
phase hydroxyl radical and atomic oxygen. At the later
stages (0.29 s), the growth is dominated by HACA, and
pure hydrocarbons are mainly formed with sharp peaks
at each carbon number.
To conclude our analysis on the effect of local envi-
ronment on the growth of soot precursors, we compared
the mass spectra generated along the streamline iii (on
the oxidizer side) and streamline III (on the fuel side) at
≈ 0.3 s (Fig. 6). In a hypothetical sampling at a DFFO
of 5 mm, both these streamlines would contribute to the
mass spectra, assuming that the probe sampled a small
circular region of 0.5 mm in diameter.
Fig. 6: Mass spectra of streamline III (fuel side) and iii (oxidizer side)
at time = 0.29 s.
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Despite the spatial proximity, these two streamlines
present rather different signals because of radically
different oxygen contents in the soot precursors (i.e.,
O/C ratio) and their growth pathways. Mass spectra
along streamline (III) on the fuel side show compounds
grouped in clusters, which correspond to hydrocarbons
formed by HACAmodel, while the other streamline (iii)
shows a more homogeneous distribution of signals that
arises from a variety of compounds, many of which con-
tain oxygenated groups. Even without a detailed analy-
sis of the differences between the compounds and reac-
tion pathways in these two streamlines, the data clearly
show how the chemistry in the counterflow flame is de-
pendent on the exact thermal and chemical history of
the streamlines that are sampled.
4. Conclusions
In this work, we investigated the spatial dependence
on the growth pathways of soot precursors using a
combination of computational and experimental tools.
Computational fluid dynamics simulations were used to
provide the temperature, minor and major concentra-
tions of gas-phase compounds in a three-dimensional
flame configuration, along various flow streamlines.
Using stochastic simulations (SNapS2), we highlighted
the relative importance of thermal and chemical his-
tory on the formation of polycyclic aromatic com-
pounds. The SNapS2 data, indeed, show that molecular
growth is predominantly attributable to the hydrogen-
abstraction-acetylene-additionmechanism, but is domi-
nated, at early stages on the oxidizer side, by oxygen-
radical reactions, since atomic oxygen concentrations
are high, and C2H2 concentrations are low. The three-
dimensional fluid dynamics simulations are able to re-
produce correctly the experimentally measured temper-
ature profile and the concentrations of major species.
SNapS2 predicts correctly the shape of the measured
mass spectra and the relative intensities within peak
clusters. Discrepancies exist in the intensities of species
with high masses. A likely explanation is the lack in the
model of thermophoresis.
In addition, SNapS2 is able to shed light on the com-
peting growth pathways as species travel along stream-
lines. While a more accurate oxygen chemistry would
benefit the stochastic model, overall SNapS2 has been
proven to be an effective tool for predicting, as well as
testing hypotheses on soot precursor growth in flame.
The conclusions of this study also indicate the im-
portance of resolving the counterflow flame as three-
dimensional configuration in order to capture the spatial
dependence of the molecular growth of soot precursors.
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