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Chapter 1
Introduction
The true signature of the Quantum Hall effect is a zero longitudinal re-
sistance. This phenomenon is due to the fact that when a two dimensional
electron gas confined in a heterostructure is placed in a strong magnetic field,
the current is carried by one dimensional channels at the edges of the sam-
ple: scattering probability between these macroscopically separated channels
is negligible.
On the contrary, the purpose of the present thesis is precisely the study
of such scattering phenomena, i.e. tunnelling between edge states. These
tunnelling processes are in fact a valuable tool to investigate properties of
one dimensional electron systems and, in particular, the fact that they are not
a Fermi liquid but a chiral Luttinger liquid. In order to allow a significant
and controllable tunnelling, the Hall bar must undergo further fabrication
steps based on e-beam lithography in order to define two nanogates that
cause a submicron constriction in the two dimensional system. Biasing these
gates, edge states can be brought in close proximity in a controlled way.
The motivation for the present work is a controversy in the literature con-
cerning the interpretation of experimental data published in 2003 and 2004.
In fact tunnelling between edge states, depends not only on the distance be-
tween edge states, but also on the relation between applied magnetic field
and electron density. These quantities determine how many Landau levels of
the two dimensional electron system are populated and to what degree. In
the case of strong magnetic fields, when only a fraction of the first Landau
level is populated, we can be in the fractional quantum Hall regime and it is
in this situation that the most exotic features of edge states emerge.
To interpret the 2003/2004 data it is necessary to add some other elements
to the situation sketched so far. A research group suggests that coulomb in-
teraction between different points of the same edge should be considered:
going around the nanogate the edge is folded in an hairpin shape. Inter-
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actions between points on opposite sides of the gate would deeply influence
the edge states and consequently the features of the observed tunnelling pro-
cesses. Another group emphasized the complex structure of the states along
the sample perimeter (the phenomenon causing such a structure is called
edge reconstruction). Only some of the edge states would be selected in the
narrow gate splitting and would then dominate the tunnelling processes in
the constriction region, independently from the bulk properties of the two
dimensional system.
The present thesis is aimed at taking further measurements at cryogenic
temperatures that, contrary to those in the literature, can allow to discrim-
inate between the interpretations proposed. For this reason new structures
with similar features to those of measurement in the literature were nanofab-
ricated and published measurements were reproduced. Additional structures
were then nanofabricated in such a geometry that coulomb interaction across
the gate was made negligible.The results of the present work provide the in-
formation needed to rule out one of the two hypotheses.
This thesis is organized as follows:
• Chapter 2 is a summary of fundamental theoretical issues related to
the present work: quantum Hall effect, bosonization for onedimensional
systems and fractional quantum Hall edge states. It aims at describing
the theoretical framework and introducing the objects of this work.
• Chapter 3 deals with theoretical models for tunnelling between edge
states. The main models are sketched and relevant results for inter-
preting the measurements are given. Then the 2003/2004 data and the
two suggested interpretations are presented. Finally motivations for
further measurements are given.
• Chapter 4 gives the information on sample micro/nano fabrication such
as processing steps or gate geometry, describes the experimental set up
and shows some of the measurements made to test the various fabrica-
tion steps.
• Chapter 5 deals with the specific test targeted by the present work. A
first set of measurements shows that 2003/2004 results were reproduced
with new samples from a different heterostructure. Other measure-
ments on a new sample with a new gate geometry are the presented,
providing a test for one of the interpretations proposed.
• Chapter 6 provides the conclusions and some research perspectives.
Chapter 2
Integer and fractional quantum
Hall effect
The environment for the phenomena studied in this work is a two dimensional
electron gas (2DEG) under the application of an intense magnetic field ~B
parallel to the direction of confinement. In this chapter we review the relevant
physical models that describe this system, from the simple, single particle,
Landau level theory to the many-body models for fractional quantum Hall
edge states.
2.1 Landau levels
Neglecting Coulomb interaction between the electrons, we have a single par-
ticle problem and the Hamiltonian can be diagonalized easily [11, 1]. Energy
levels for the spinless case are given by:
En,kx = (n+
1
2
)~ωc, ωc = eB/m
∗c, (2.1)
where m∗ is the effective electron mass in the the semiconductor containing
the 2DEG and ωc is the classical cyclotron frequency. These energy levels
are called Landau levels (LL). If the spin is considered each level splits in
two levels separated by an energy EZ = 2g
∗µBB, where g∗ is an effective
gyromagnetic factor. In the following we will restrict to a 2DEG confined in
a rectangular box of sides Lx and Ly in the x and y direction respectively.
Landau levels degeneracy depends linearly on B and is given by
NL =
e
hc
BS =
Φ(H)
Φ0
, (2.2)
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where Φ(H) is the magnetic flux through the sample, while Φ0 is a natural
unit for the magnetic flux and is defined as Φ0 =
hc
e
= 4, 136 · 10−11 T/cm2.
The eigenfunctions can be chosen in the form of products of a plane wave in
x direction with a 1D harmonic oscillator eigenfunction:
ψn,kx(~r) =
1√
Lx
eikxxφn(y − y0). (2.3)
The spatial extent in the y direction is given by
lB =
√
~c
eB
. (2.4)
In this single particle framework the many particle ground state is the anti-
simmetrized product of the N lower lying single particle states and the system
can be described by the filling factor ν defined by
ν =
N
NL
=
nΦ0
B
, (2.5)
where n is the electron density.
2.2 Integer quantum Hall effect
Landau level formation together with disorder can explain the striking fea-
tures [13] of integer quantum Hall effect (IQHE). Before moving to this sub-
ject, it is useful to give a brief summary of the classical Hall effect, as it is the
standard tool to characterize a conductor in terms of electron density and
mobility. Let us consider a Hall bar in the xy plane with current flowing along
x. From the classical calculation, based on Drude model and Lorentz force,
we can obtain a linear relation between electric fields and current densities(
Ex
Ey
)
=
(
ρxx ρxy
ρyx ρyy
)(
Jx
Jy
)
. (2.6)
In our system fields are uniform and Jy = 0, once regime condition is reached,
so we can easily write the relation between current and biases:
Vx = ρxx
Lx
Ly
Ix , (2.7)
Vy = ρyxIx , (2.8)
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and resistivities depend on B, n and τ according to
ρxx =
m∗
ne2τ
, (2.9)
ρyx =
B
nec
≡ RHB . (2.10)
The factor of proportionality between the current flowing in the Hall bar and
the potential difference between the edges is indicated with RH and is called
Hall coefficient. These equations allow to experimentally determine n and µ:
n =
BIx
ecVy
, (2.11)
µ ≡ vdrift
E
=
IxLx
enVxLy
. (2.12)
While in the classical model ρxx is constant and ρxy is proportional to B,
the behavior experimentally observed is quite different:ρxy shows plateaus at
values ρxy =
h
νe2
with ν integer. On the contrary ρxx shows an oscillatory
behavior and is constantly zero in correspondence to ρxy plateaus. Substi-
tuting ν with the filling factor in the expression for quantized hall resistance
we obtain ρxy = Bnec. This relation is restricted here to the values of B
at which an integer number of Landau levels is full, and for these values it
agrees with the classical result. Another derivation of the classical result [16]
is very useful and yields some insight on the nature of IQHE and on why
some values of the Hall resistance are stable with respect to variations in
the magnetic field. If the system were invariant under translation in the x
direction then a current flowing through the Hall bar would be equivalent
to a reference change. In the reference in which current is zero there is a
magnetic field perpendicular to the plane and no electric field. Changing
reference system we get the electric field in the y direction from Lorentz
transformations of electromagnetic fields. We conclude that, for plateaus to
appear, translational invariance has to be broken. Of course symmetry is
broken simply because the Hall bar has a finite length, but measured effects
do not depend on the this length. In fact disorder is the driving force: if the
crystal were perfect, without defects or impurities there would not be resis-
tivity plateaus. Even the best crystal, however, does have impurities that
can cause the formation of localized states. These states play an important
role since by lowering slightly the magnetic field (when there is a given num-
ber of full Landau levels) we do not observe the population of another LL
but the population of localized states with energy between the the highest
full LL and the following one. Localized states modify the density of states
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for a 2DEG filling the gaps between the deltas, in this way, as the magnetic
field is varied, the chemical potential moves smoothly between the LL and as
localized states do not contribute to transport properties these last remain
constant in an interval of magnetic fields.
Integer edges
A current does flow through a quantum Hall bar and we want to identify
the relation between this current and the applied bias [6]. If we assume that
the confining potential in the y direction U(y) varies slowly on the scale of
magnetic length lB we can treat it as a perturbation. Considering only the
lowest order we will have that states at the edges of the sample have the
same form as the states in the bulk and their energies are simply given by
E(n, k) ≈ (n+ 1
2
)~ωc + U(y0(k)) , (2.13)
where y0(k) =
~k
eB
is the average position of the state |n, k〉. From this
expression for the energy we see that at the edge there is a continuum of
states (not exactly for finite L, but they are ordinarily quite close in energy)
and we can calculate their velocity differentiating this dispersion equation:
v(n, k) =
1
~
∂E(n, k)
∂k
. (2.14)
We remark that v is zero for y(k) corresponding to a state in the bulk and
takes opposite sign at the two edges. The current carried by these states
is easily calculated as in ordinary one-dimensional systems. In this case we
have a one-dimensional channel for each LL and there is no spin degeneracy
so the current carried by one edge is given by
I =
e
L
∑
n
E(k)=µ∑
k,E(k)=En
v(k)f(k) , (2.15)
where µ is the chemical potential and f(k) is the occupation number. Con-
sidering only one LL, for simplicity and substituting the sum on k with an
integral we obtain the relevant result that equal occupied energy intervals
carry equal currents.
I =
e
L
∑
n
L
2pi
∫
dk
1
~
dE(k)
dk
f(k) =
e
h
∫
dE f(E) . (2.16)
Biasing the ends of the Hall bar at different potentials means establishing a
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E
µ
k
U(y0(k))
Figure 2.1: Scheme of energies at the edge. The blue line represents confining
potential as a function of k, points on the black lines represent landau level
states and points on the orange lines represent current carrying edge states,
at low temperature only states under µ are occupied.
s d
x
y
Figure 2.2: Edge channels in a Hall bar.
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quasi equilibrium condition with different chemical potentials µs = eVs and
µd = eVd. In this condition a net current, given by the difference between
the currents carried by the two edges, flows through the sample. Assuming
the same temperature for source and drain, i.e. fs(E − µs) = fd(E − µd),
and that ν Landau levels are full we have
I =
e2
h
ν(Vs − Vd) (2.17)
We see from Fig.2.2 that Vs−Vd = Vy, while I = Ix. Therefore we have that
ρxy =
h
νe2
which is the conductance quantization already seen.
2.3 Fractional quantum Hall effect
Conductance quantization and zero longitudinal resistivities were observed
not only at integer filling factors, but also for some particular fractions [21,
25, 24]. This phenomenon cannot be explained with a non interacting fermion
model as the one described so far and many-body effects must be taken into
account. The hamiltonian for electrons in a partially populated Landau level
can be written as
H = P e
2
²
∑
j<k
1
|~rj − ~rk|P , (2.18)
where P is the projection operator on the Landau level considered (mixing
between different levels is neglected) and the kinetic term, being a constant,
is omitted.
A possible approach to this problem is to use a variational method. A
very well known guess function for fractions ν = 1/(2p + 1) = 1/m was
proposed by Laughlin [14, 12],
Ψm(z1, . . . , zN) = C
N∏
j<k=1
(zj − zk)2p+1 exp
[
− 1
4lB
N∑
l=1
|zl|2
]
, (2.19)
where zi = xi − iyi and C is a normalization constant. This function is a
generalization of the wave function for a full Landau level, and has proven to
be very nearly exact for almost any realistic form of repulsion interaction. It
can be proven that there is a gap between ground state and the first excited
state and charged excitations can be described in terms of quasiparticles hav-
ing fractional charge q=-e/m and fractional statistics. These quasiparticles
play an important role in experiments of tunnelling between quantum Hall
edges like the one dealt with by the present work. In fact, tunnelling char-
acteristics deeply depend on the correlation properties of edge states so that
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these experiments allow to investigate the nature of the true quasiparticles
i.e. those that well describe the system. In FQH systems, true quasiparticles
are qualitatively distinct from the input particles and what is peculiar about
them is that they are not like any fundamental particle.
Fractional edges
In the previous section we saw that edge states and transport properties in
the IQH regime can be studied in a single particle picture which shows a close
similarity between quantum Hall edges and a one dimensional system of free
fermions. Also the edge states of a FQH system can be described in terms of
a one-dimensional electron system, but in this case the role of interaction is
not negligible [28, 27]. A good theory for describing fractional edges is that
of a chiral-Luttinger liquid (χLL) which is a system of interacting fermions
in 1D. Chiral means that excitations propagate in one direction only.
Before dealing with Luttinger liquids (next section) we review the hy-
drodynamic model for edge states [29] because it is a simple, although not
rigorous, way to justify the χLL description for filling factors ν = 1/m. The
hydrodynamic model is essentially based on the quantization of a classical
incompressible and irrotational liquid.
In a classical framework we can interpret an edge excitation as the de-
formation of the boundary of a charged liquid. From conductance measures
we know that ~j = σxyzˆ × ~E with σxx = ν e2h . We can rewrite the current
density as ~j = envdrift with vd =
E
B
and n which is given by n = ν
2pil2
B
. Small
deformations can be described as a one dimensional problem defining the
one dimensional charge density ρ(x) = enζ(x), where ζ(x) is the displace-
ment of the edge from equilibrium position and x is measured along the edge
(Fig.2.3).
Electrostatic energy associated to this wave is easily calculated and can
be expressed in terms of drift velocity, filling factor and one dimensional
density ρ:
H =
∫
dx
1
2
ζ(x)ρ(x)E = piνvd
∫
dxρ(x)2 (2.20)
From the comparison between this hamiltonian and the Luttinger liquid
Hamiltonian (eq.2.28) follows that the edge waves can be described in terms
of a χLL with interaction parameter g = ν. For filling factors different from
1
m
multiple branches are present and this simple hydrodynamic model cannot
be applied.
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x
h(x) vd
Figure 2.3: In the hydrodynamic model an edge excitation can be seen as
the deformation of the boundary of a charged liquid propagating at vd. The
x coordinate is taken along the boundary at equilibrium.
2.4 Luttinger liquids
An electron system in two or tree dimensions can usually be described in a
simple way even though the interaction between the electrons is not negli-
gible. Excited states for these systems are described by the creation of an
electron outside the Fermi energy and a hole within it. The state we get in
this way is not exactly an eigenstate of the system, but its life time tends
to infinity as the excitation energy goes to zero according to the power low
|E − EF |−2. Due to this finite lifetime we usually say that the excitation is
described in terms of quasiparticle and quasihole creation. What is peculiar
in these systems is that quasiparticles used to describe low laying excitations
are simply related to bare electrons of the non interacting system. These sys-
tems are called Fermi liquids. In one dimension [2], the spectrum (dispersion
relation) for low laying excitations is very different from 2D and 3D cases:
there are no low energy excitations apart from those having either low mo-
mentum q << KF or q ≈ 2kF . This is shown in Fig.2.4. This gives a much
shorter lifetime for electron hole pairs, so that they do not describe well low
energy excitations. In this case the Fermi liquid model cannot be applied. A
many body description is needed and new quasiparticles are introduced to
describe excitations. This description is provided by Luttinger liquid theory.
This theory can be applied in a variety of 1D systems. Some examples are
lithographically defined quantum wires or carbon nanotubes. In these sys-
tems a strong potential and low temperature force electrons to move in one
dimension only. The main advantage in using QH or FQH systems for trans-
port experiments is that they present very clean channels at their boundary,
channels in which backscattering is incredibly small, so small that Hall re-
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q ≈ 0
q ≈ 2kF
q ≈ 0
q ≈ 2kF
2D 1D
Figure 2.4: The light blue regions are the Fermi spheres for a 2D and a
1D system. In 2D we can have low energy excitations of any wave vector
q between zero and 2kF . In the one dimensional case only excitations with
q ≈ 0 and q ≈ 2kF have low energy
sistance has been chosen in 1990 as the standard resistance for defining the
ohm. It should be remarked that FQH quantum Hall edges are, in some
respects, conceptually more complex then wires or nanotubes: there are no
elementary particles confined at the boundary of the sample. It is quasipar-
ticles, introduced to describe low lying excited states, to live on the sample
edge. They are like phonons in a crystal, but, unlike phonons, they have
characteristics, like fractional charge, that cannot be found in elementary
particles.
Bosonization
The many body problem for a one dimensional interacting fermion system
can be solved in a relatively simple way using the bosonization [26] technique.
Bosonization is a way of rebuilding the Fock space for a fermion system in
terms of bosonic creation and annihilation operators.
What is peculiar of one dimensional system is that, for a fixed number of
particles, every excitation is a sum of particle hole excitations. Therefore it
can be described in terms of bosonic operators b and b† defined as follows
b†qη ≡
i√
nq
∞∑
k=−∞
c†k+q,η ck,η , (2.21)
where c† and c are electron creation and annihilation operators. Bosonic
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fields are defined by
ϕη(x) ≡ −
∑
q>0
1√
nq
e−iqxbqηe
aq/2 , (2.22)
φ ≡ ϕη(x) + ϕη(x)†. (2.23)
Here a > 0 is an infinitesimal regularization parameter. The field φ is related
quite directly to electron density by
ρη =
1
2pi
∂xφη(x) +
1
L
Nˆη (2.24)
so that electron density is linear in the b’s.
To derive the Luttinger liquid hamiltonian bosonization can be applied
to a free electron system and then interactions can be introduced. The dis-
persion relation E(k) = ~
2k2
2m
for a free electron system is shown in Fig.(2.5).
Since we are interested in low energy phenomena involving only electrons
E
k
kF-kF
EE E E
k kk k
Figure 2.5: Luttinger model adopts an approximate version of the real dis-
persion of a 1D electron gas. The dispersion is linearized in proximity of ±kF
and extended to negative energy states. This approximation is necessary in
order to obtain an exact bosonic description of the 1D system. However,
typically only states near EF will actually play a role.
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near the Fermi energy it is convenient to approximate the dispersion relation
linearly. Moreover, if the dispersion relation is linear, it can be shown that
the free hamiltonian has a simple form. Two linear dispersion relations must
be introduced to describe states near ±kF and this is shown in Fig.(2.5.b)
where the origins for k and E were chosen in such a way that the disper-
sion relations are E(k) = ~vFk. In this way two species of fermions are
introduced: left movers and right movers. In order to apply bosonization
the wave vector for a fermion species must be unbounded while here it is
not so. A trick is then used: some unphysical states are added as shown in
Fig. (2.5.c) so that bosonization requirements are met but, as a very high
energy (> EF ) is required to excite these states, they do not affect low energy
physics.
The free hamiltonian can be rewritten as
H0 = pi~vF
∫ L/2
−L/2
dx ∗∗
[
ρ2L(x) + ρ
2
R(x)
] ∗
∗ , (2.25)
where the symbol ∗∗ indicates boson normal ordering and L/R indicate left/right
movers. This expression is quadratic in bosonic operators because ρ is linear
in the b’s.
The essential reason why bosonization is used is that two-body interaction
terms that are biquadratic in fermions operators:
HI =
∑
q
vq
∑
k,k′
c†kc
†
k′ck′+qck−q, (2.26)
can be expressed as quadratic expressions in boson creation and annihilation
operators.
To show the essentials of Tomonaga-Luttinger liquids an example with
point like interaction hamiltonian can be used:
HI = 2pi~vF
∫ L/2
−L/2
dx ∗∗
[
g2ρL(x)ρR(x) +
1
2
g4
(
ρ2L(x) + ρ
2
R(x)
)]
(x)∗∗ (2.27)
The total hamiltonian H = H0 +HI is quadratic in ρν (i.e. is quadratic in
bosonic variables) and this implies that it can be diagonalized straightfor-
wardly by a Bogoljubov transformation of the bqν ’s and can be recast in the
form
H0 = pi~ vd
∫ L/2
−L/2
dx ∗∗
[
1
g
ρ2+ + gρ
2
−
]
∗
∗ (2.28)
where ρ+ and ρ− are the densities associated to the new boson fields.
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This Luttinger hamiltonian is different from the free hamiltonian due to a
renormalization of the drift velocity vd = vFv(g2, g4) and to the introduction
of the interaction parameter g = g(g2, g4). For attractive interaction between
fermions g > 1 and g < 1 for repulsive interactions. If g = 1 the system is a
Fermi liquid.
We remark that the Luttinger liquid hamiltonian 2.28 has the same form
of fractional edge-hamiltonian in the hydrodynamic model, with the differ-
ence that in a QH system edges propagate in one direction only. This suggests
that electron or quasiparticle tunnelling between FQH edges can be studied
within the scheme of scattering by an impurity in a Luttinger liquid.
Chapter 3
Tunnelling between edges
A powerful way to investigate edge-state properties is to lead two counter
propagating edges in close proximity and determine scattering rates in a
conductance measurement. Some experiments were performed in the last
decades both for the case of edge-edge tunnelling and of metal-quantum
edge tunnelling [10, 3, 4]. Although many theoretical results were experi-
mentally confirmed, many other aspects of edge-edge tunnelling still require
both theoretical and experimental investigation.
At integer filling factors tunnelling between two edges is independent
of the bias between ingoing edges. In this case in fact the amplitude Γ for
scattering processes is essentially constant in the range of energies considered
and the same is true for the density of states D(E) ∝ 1/√E − E0 as we
are far away from the singularity. Therefore scattering rate is largely energy
independent and the quantum point contact should have constant differential
conductance i.e. an ohmic current voltage (I − V ) characteristic.
This chapter gives a summary of theoretical predictions for tunnelling
between edges at fractional filling factor ν = 1/m, in this case differential
conductance is no longer constant in V .
3.1 Wen model for weak and strong backscat-
tering
In our devices, quantum point contacts induce tunnelling between left prop-
agating and right propagating edges. In other terms particles entering the
constriction region can either pass through or be backscattered. Scattering
at the QPC can be modeled with a single point-impurity. A real constric-
tion is a more complex, structured scattering center, nevertheless the single
impurity problem provides a useful theoretical framework to analyze exper-
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imental data. The single point-impurity problem in a Luttinger liquid was
extensively studied and the results relevant to this work will be reviewed in
the following.
Computing scattering between left and right propagating edge states is
relatively simple in the two limiting cases [29] in which the constriction is
slightly closed or almost completely closed (see Fig.3.1). In the former case
we have an edge at the top of of the Hall bar and another at the bottom.
Due to the constriction, quasiparticles tunnel from one edge to the other. In
this situation, called weak backscattering limit (WBS), interedge tunnelling
reduces the system conductance between the ends of the Hall bar. In the
latter case, on the contrary, the constriction is almost pinched off and the
system is splitted in two halves. Therefore there are a left and a right edge
and electrons tunnel between them. Current flowing from one end of to Hall
bar to the other is due to these right-left tunnelling processes so that the
larger is the tunnelling, the larger is the system conductance.
WBL SBL
It It
Figure 3.1: Schematic representation of WBL and SBL. In the shaded regions
there is a QH state and the dashed lines refer to tunnelling between the edges.
It is the current that flows along the dashed lines due to tunnelling processes.
3.1.1 Strong backscattering limit
When the constriction is almost completely closed, we can think in terms
of two separate QH states that are close to each other in the constriction
region. Tunnelling can then be best described in terms of electrons. As-
suming that coulomb interaction is short ranged due to screening in the
twodimensional electron gas, and that tunnelling between the two edges can
happen only at one point x = 0 the tunnelling operator can be written as
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ΓA = ΓΨeL(0)Ψ
†
eR(0), ΨeL,R being electron fields. This results in a tunnelling
current.
It(t) = eΓ
2
∫ +∞
−∞
dt′θ(t−t′)[ei
∫
t
′
t
eVt(s)ds〈A(t)A†(t′)〉−e−i
∫
t
′
t
eVt(s)ds〈A†(t)A(t′)〉].
(3.1)
For the special values ν = 1/m:
It ∝ V 2m−1t . (3.2)
This non linear behavior (Fig.3.2), in which the exponent depends on ν in
a simple way, arises from the strong correlations in FQH states. As It = I,
this equation means that the differential conductance has a minimum and is
zero in Vt = 0.
3
1
=ν
Figure 3.2: I-V characteristic in the strong backscattering limit. Different
curves refer to different temperatures.
3.1.2 Weak backscattering limit
In this situation it can be shown that quasiparticle tunnelling ( which in this
case refers to backscattering) is the dominant process. The tunnelling current
can be calculated in the same way as in SBL after substituting the electron
tunnelling operator with ΓAQP = ΓΨQP,L(0)Ψ
†
QP,R(0), and considering that
the quasiparticle charge is e∗.
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In the low temperature limit, i.e. when kBT ¿ eVt, the dependence of I
on V is given by
It ∝ V 2g−1t (3.3)
Since g = ν = 1/m, the exponent is negative and this curve is divergent in
Vt = 0. As |Vt| approaches zero, both low temperature and weak backscat-
tering conditions are no longer valid and 3.3 does not apply. This divergence
is expected to be rounded off as shown in Fig.3.3. So the I-V characteristic
is quasi ohmic for V near zero. Differential conductance for backscattered
current has a peak in zero and an asymptotic power low behavior.
3
1
=ν
dIT/dVT
VT
Figure 3.3: Conductance and differential conductance curves in WBL at
different temperatures. The width of these curves varies linearly in T.
3.2 Fendley model
Wen’s calculations are based on perturbative development in the interaction
strength and can be applied only in WBL and SBL. An exact calculation
of scattering processes for filling factors ν = 1/m was published by Fendley
et al[9]. Differential conductance can be evaluated through numerical so-
lution of some integral equations and is a function of TB/V and V/T only
(TB is the interaction strength). These numerical calculations were done by
Roddaro[22] and the results are shown in Fig.3.4
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Figure 3.4: Differential conductance curves at various interaction strengths,
as predicted by Fendley model for ν = 1/3 and ν = 1/5
. G0 = e
/h.
3.3 Measurements in the literature
Some measurements [19, 20, 18, 17] published in 2003 and 2004 (see Fig.3.6)
show marked non linearities in the I-V characteristic for samples with bulk
filling factor ν = 1. Closing the constriction, a characteristic evolution for
differential conductance curves was reported in the literature (Fig.3.5). When
the gate voltage is at depletion value there are no tunnelling processes and the
observed differential conductance is constant and equal to one quantum G0.
Lowering the gate voltage (raising |Vg|) conductance reduces and becomes not
constant in V . There are two main features in this evolution of differential
conductance:
• It tends to a constant value G∞ as |V | increases
• It has a maximum near V = 0 for G∞/G0 between 1 and 1/2, then
it is about constant for G∞/G0 ≈ 1/2, and finally has a minimum for
G∞/G0 between 1/2 and 0
This behaviour is unexpected because differential conductance should be con-
stant at integer filling factors as already mentioned, according to the models
theoretically solved. Some corrections to the existent models were consid-
ered and a discussion started in the literature between two research groups
that suggest different explanations for the data. Two differential conduc-
tance curves from the lower part of the evolution (see the the lowest curve
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Figure 3.5: Differential conductance measured in conductance quanta G0 =
e2/h. Different curves are taken at different gate voltages and show a char-
acteristic evolution from having a maximum to having a minimum in zero,
as gate voltage is progressively lowered. Fig. taken from [23]
in Fig.3.5) are shown in Fig.3.6 where data are compared to Fendley predic-
tions. The agreement between the data and the Fendley model is quite good
and suggests that, for some reason, the luttinger liquid interaction parameter
g that characterizes the edge behavior is not 1 as expected for integer filling
factors. Assuming that the interaction parameter varies as the constriction
is closed leads to a good agreement with the theory, at least for a part of the
evolution between open constriction and pinch-off. The reason why it should
be g 6= 1 is the central matter of the ongoing debate.
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Figure 3.6: Differential conductance compared with Fendley calculations.
Fig. taken from [23]
3.4 The role of gating
The 2DEG is confined in the plane by the potential at the edges of the
hall bar and by the gate-controlled potential barrier. A rigorous description
of the edge should consider how the electron density modifies the confining
potential. When the confining potential is almost flat on the scale of mag-
netic length it can be modified by electron density so that some steps are
formed and the edge is divided in various onedimensional channels. This
phenomenon is called edge reconstruction and is sketched in Fig.3.7. At the
QPC the potential has a saddle point whose minimum can be raised above
the potential in the bulk by lowering the gate potential. In this situation only
some ingoing channels can pass through the barrier i.e. enter the constriction
region while the others are reflected back. Tunnelling processes can be ob-
served however only between edge states that actually enter the constriction
region. Within this framework the data shown in Fig.3.6 are interpreted as
the effect of scattering between edges with g = 1/3 that is edges dividing
two regions whose filling factor difference is 1/3.
This interpretation can be reformulated in a slightly different and more
naive way: as potential raises slowly at the boundary of the sample we can
define a local filling factor that varies from the bulk value to zero according
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Figure 3.7: Electron-electron interactions have an important effect on the
edge state structure, in particular in the case of smooth confinement poten-
tial. The left panel reports the edge state spectrum in the single-particle
approach (energy E(x) vs. the average position x of the electron state).
The right panel shows the result of the calculation taking into account e-e
interactions. Fig. taken from [5]
to potential. The constriction region is partially depleted and its local filling
factor ν∗ will be different from the one in the bulk. Differential conductance
will thus depend on ν∗ rather than ν. This description is somewhat mis-
leading as tunnelling between the edges depends on edge state properties
determined by many body effects on a scale much larger than the constric-
tion region so that the actual physical extension of the split gate does play
a role.
3.5 The role of interaction across the gate
MacDonald and Papa analysed the same data again putting an emphasis on
the role of the split gate. In their view a central role is played by interactions
across the split gate. These interactions can modify scattering predictions in
two ways:
• They can compete with the filling factor ν, i.e. they can produce an
electronic configuration leading to a behaviour characterized by an ef-
fective interaction parameter g 6= ν in the Wen or Fendley models.
• They can compete with the interaction strength between the edges,
i.e. interpreting data within the Fendley picture they would lead to a
different ”effective” TB
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Papa and MacDonald studied both a toy model [7] and a more realistic model
with numerical calculations [8]. In the toy model two terms are added to the
free Hamiltonian. A first term accounts for interactions across the gate:
RL B
T
Figure 3.8: Schematic illustration of Papa-MacDonald model. The edge of a
quantum Hall system with a split gate (left) is mapped to a diamond (right).
Corresponding points between the real system and the toy model are marked
with the same letter Position along the edge is measured so that T is at x =
0, R at x = L/4, B at x = L/2, and L at x = 3L/4. Given a point x1 on one
side of the split gate, the point facing it on the other side is x′1 = L − x1.
Points facing each other in the split gate region are of the form x2, L/2−x2,
with x2 in a suitable interval. In the real system there is relevant interaction
between the edges only in some intervals. We get the toy model by simply
letting these intervals coincide with the whole perimeter. This is shown in
the left most part of the picture.
H1 = g1pivF
∫ L
0
dxρ(x)ρ(L− x), (3.4)
where g1 is an interaction parameter and ρ(x) is the electron density operator.
Coordinate x is measured along the the edge of the QH system and x = 0 at
one of the gate tips as shown in Fig.3.8. If a point on one side of the gate is
x1 the point on the opposite side is L− x1.
A second term gives the interaction between the edges in the constriction.
Unlike Wen and Fendley models the edges do not interact in x=0 only. In
the constriction, every point on one edge interacts with the point facing it
across the gate in the other edge.
H2 = g2pivF
∫ L/2
0
dxρ(x)ρ(
L
2
− x). (3.5)
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Here g2 is an interaction parameter.
To calculate electron or quasiparticle tunnelling, authors rewrite field op-
erators in terms of charge density ρelectrons(x) = ρ(x)/ν = −ν−1pi−1/2∂xΦ(x).
Ψ(x) = eikF xR(x), R(x) = (2pi)−1/2e−i
4pi
ν
Φ(x), (3.6)
ΨQP (x) = e
ikF xRQP (x), RQP (x) = (2pi)
−1/2e−i
√
4piΦ(x). (3.7)
Tunnelling current in the WBL is then evaluated using the Fermi golden
rule
IQPtunn =
2pie∗
~
∑
n
|〈n|Htunn|0〉|2δ(En − E0 − sneV ), (3.8)
Htunn = ΓR
†
QP (
L
2
, 0)RQP (0, 0) + h.c. = ΓT
QP
tunn(
L
2
, 0; t = 0), (3.9)
where the sum is over every final many body state and sn = ±1 indicates
scattering direction: from top edge to bottom edge or vice versa. We can
define GQPtunn(t − t′) ≡ 〈TQPtunn(L/2, 0; t)TQPtunn(L/2, 0; t)〉 where TQPtunn is called
tunnelling operator and we can rewrite the tunnelling current as
IQPtunn = [1− exp(−
eV
kBT
)]
e∗
~
∫ +∞
−∞
dteieV tGQPtunn(t). (3.10)
All the information about the interaction parameters g, g1 and g2 is con-
tained in GQPtunn(t). After the evaluation of this tunnelling-tunnelling corre-
lation function and integration Papa and MacDonald derive the following
expression
IQPtunn =
2e∗|Γ|2sin(pid)
piv−h
(
v−β
2pi
)1−2d
Im
{
B
(
d− ieV β
2pi
, 1− 2d
)}
, (3.11)
where B is the Euler beta function and v− is the velocity of propagation of
edge excitations. Here d is the key quantity, being determined by the filling
and interactions.
d = νe2θ− = ν
√
1 + g−
1− g− , g− = g1 − g2. (3.12)
Remarkably only the difference between g1 and g2 enters the tunnelling cur-
rent expression. Interactions across the gate and across the constriction act
in opposite ways on tunnelling processes. To understand how interactions
modify the Wen-Fendley picture it is useful to look at the low temperature
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limit of eq. 3.11. By low temperature or high bias limit we indicate the
regime in which eV/kBT À 1. In this limit
IQPtunn =
e∗|Γ|2
hv2−d
ΓE(2d)
−1(eV )2d−1, (3.13)
where ΓE is the Euler gamma function. The analogous result for weak
backscattering and zero temperature limit in Wen’s calculations is
IQPtunn ∝ V 2g−1, g = ν. (3.14)
We see that the V dependence is the same, provided g is substituted by d
and note that 2d − 1 being positive or negative results in a maximum or
minimum respectively in differential conductance.
3.6 Motivation for new measurements
This thesis work is aimed precisely at discriminating between the two in-
terpretations of 2003/2004 data by taking further suitable measurements.
Papa and MacDonald claim that the unexpected non-linearities are due to
coulomb interaction across the gate. Gate geometry was therefore varied,
with respect to samples described in the literature, in order to make this
interaction negligible within the Papa-MacDonald scheme itself.
The heterostructure we started from was different from that used in pub-
lished experiments, so the first step was to fabricate a device as similar as
possible to the ones in the literature in order to reproduce the their non-linear
behavior.
The second step was to modify the gate geometry so as to make coulomb
interaction across the gate negligible. The new gate is much wider than the
old one and a suitable geometry has been chosen near the constriction region.
Chapter 4
Nanostructure fabrication and
characterization.
4.1 The heterostructure
A two dimensional electron gas can be realized by confining carriers at a
semiconductor heterojunction i.e. with a crystal consisting of two different
semiconductors separated by a virtually atomically flat interface. Since the
advent of molecular beam epitaxy (MBE) such structures with many different
semiconductor layers can be produced with great flexibility and precision.
The heterostructure used in this work consists of the layers shown in Fig.(4.1)
and was grown by MBE by Loren Pfeiffer and Ken West at Bell Laboratories.
The first layer is a cap to avoid the oxidation of the following layer which is
Si-doped AlGaAs. Below the doped layers there is an undoped AlGaAs layer
followed by a GaAs layer. At equilibrium and low temperature the 2DEG
is located at the upper surface of this last layer and has a surface electron
density n = 1.3 · 1011 cm−2 and a high mobility µ = 6.69 · 106 cm2V−1s−1.
These data refer to the system cooled down to about 4K and in the dark. If
the crystal is illuminated in the infrared after cool down, then the electron
density in the heterojuction raises to n = 2.17·1011 cm−2 and mobility reaches
the value µ = 14.3 · 106 cm2V−1s−1.
4.2 Nanofabrication
Fabrication consists of a number of processing steps that will be briefly de-
scribed in the following.
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n-AlGaAs 16nm
n-AlGaAs 10nm
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Figure 4.1: The 2DEG is located about 100nm below the crystal surface.
4.2.1 Ohmic contacts
Ohmic contacts position on the surface of the crystal was defined by UV
lithography. All the surface but the regions where ohmic contacts were to
be fabricated was covered by resist. To favor ohmic contacts formation we
deposited the metal layers after chemical etching, with a solution of hydro-
gen peroxide and orthophosphoric acid. About 10 nm were removed. Soon
after etching, some metallic layers were deposed on the crystal using thermal
evaporation technique. We used, from the bottom (near the crystal) to the
top, a 5nm thick nichel layer, a 100nm thick layer of gold-germanium eutectic
alloy, another 5nm thick nickel layer and finally a 100nm thick gold layer.
After evaporation the metalization on top of the resit layer was removed in
acetone (this step is called lift-off) so that only the ohmic contact regions
were covered in metal. The final step is to heat the crystal at a temperature
which allows the penetration of the metal and the formation of the contact.
This baking is called annealing and, in this case, was made at 520 ◦C for 30
seconds. To produce good ohmic contacts we had to try some different pro-
cesses (i.e. different etchings and annealing temperatures) and test contacts
at 4K. Further tests for ohmic contacts were made, during measurements
on the final device, by measuring conductance, both at zero and at finite
magnetic field.
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ED
A B C
Figure 4.2: Sequence of ohmic contact fabrication. The unprocessed het-
erostructure is shown in (A). The main steps are UV lithography and de-
velopment (B) (resist is shown in brown), evaporation (C), lift-off (D) and
annealing (E)
4.2.2 Mesa etching
At this point we had a crystal with a 2DEG layer and some metallic pads to
make ohmic contact with it. The following step was to define the shape of
the Hall bar: we used UV lithography to protect with a resist layer the Hall
bar area and chemically etched the region outside the bar. The thickness
of the etched layer was about 100nm so that both the doped layer and the
2DEG heterojunction were removed. After this process the Hall bar pro-
trudes off the crystal surface, most of which has been etched, and, for this
reason, is usually called mesa. Figure 4.3 schematically shows part of the het-
erostructure on which some Hall bars with leads and ohmic contacts where
fabricated. Devices we compare in the next chapter, were nanofabricated on
a single Hall bar like these. Processing steps described so far were applied
to a piece of heterostructure to fabricate the final device Hall bar together
with other devices that will be called test samples in the following. Mea-
surements on these test samples (Figs.4.4 and 4.4) allowed us to check the
quality of processing and to verify that the heterostructure was not damaged
during fabrication. We measured longitudinal and transverse resistance as
functions of the magnetic field. The setup for this measurements was as fol-
lows: we set the current I flowing through the Hall bar (usually a few nA)
and measured Vxx between two contacts on the same side of the bar and Vxy
between contacts facing each other across the bar. From this measurement
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Final sample
Test samples
Figure 4.3: Schematic illustration of the crystal surface after mesa etching.
Some samples were processed together with the final one.
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Figure 4.4: Longitudinal resistance and transversal resistivities for a Hall
bar in the dark. Measurement is made in a four wire setup with iac = 10nA
flowing from source to drain.
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Figure 4.5: Longitudinal resistance and transversal resistivities for a Hall bar
after illuminating. Measurement is made in a four wire setup with iac = 10nA
flowing from source to drain.
charge density and mobility after mesa etching were calculated. In the dark
we measured n = 1.25 ·1011 cm−2 which is 4% less than charge density for the
unprocessed heterostucture and a mobility µ = 6.10 · 106 cm2V−1s−1 (10%
less than original value). After illuminating charge density and mobility were
n = 1.25 ·1011 cm−2 (17% less) and µ = 6.10 ·106 cm2V−1s−1 (34% less). Dif-
ferences between this values and the corresponding ones for the unprocessed
heterostructure reflect the impact of fabrication steps (in particular surface
modifications). In resistance measurements in Fig.4.4 and 4.5 quantization
is clearly seen for some integer and some fractional filling factors.
Longitudinal resistance measurements on the final sample are shown in
Fig.4.6 and Fig.4.7. Figure 4.6 shows the Shubnikov-de Haas oscillations
at about 260mK. As already observed for the test samples, the ν = 2/3
minimum is almost zero at this temperature and other fractions as 3/5 and
5/3 are clearly visible.
A lower temperature measurement is shown in Fig.4.7 where ν = 1/3
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minimum is zero in a quite long range of B and 3/5 and 2/5 fractions are
clearly observed. Observing quantization for such fractions demonstrates
sample quality and validity of fabrication steps and is crucial if we want to
interpret data in terms of fractional edges.
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Figure 4.6: Shubnikov de Haas oscillations at 250mK for the final sample in
the dark. Note the low 2/3 minimum at about 8T.
4.2.3 Nanogate fabrication
To fabricate nanogates it necessary to expose a resist layer with a precision of
a few tenths of nanometers. This is of course impossible with optical means,
so e-beam lithography is used. A CAD drawing of the area that has to be
exposed is prepared together with a file of information on exposure doses.
A computer uses the drawing and the other data to drive the electron beam
of the scanning electron microscope (SEM). In this way the nanostructure
is plotted on the resist with a resolution almost equal to SEM imaging res-
olution. Lithographic resolution is limited by resist layer thickness: if the
beam is focused on the upper surface of the resist it will not be focused on
the crystal surface. Gates of the final devices are shown in Fig.4.8, while
SEM images of test devices are shown in Fig.4.9. Soon after development
of e-beam resist we evaporated two metallic layers: a 5nm alluminium layer
directly on the crystal and a 25 nm gold layer. The thickness of the metallic
layer must be less than resist thickness, to favour lift off. Since the gate is so
thin, it can not be bonded directly with a wire. We evaporated some thicker
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Figure 4.7: Shubnikov de Haas oscillations at T < 250mK. Note that 2/3
minimum is zero and 1/3 minimum is low.
pads at its ends. Pads were defined by UV lithography and consist of a 15nm
chromium layer and a 100nm gold layer.
Nanogate testing
A measurement at zero magnetic field is shown in Fig.4.10. Lowering the
gate potential the area under the two halves of the gate is depleted of free
carriers and a one dimensional channel forms beneath the splitting. As the
gate potential is lowered the channel width decreases and the minimum po-
tential in the middle raises. In this way, the splitting between discrete levels
and the ground state energy increase. At the same time the number of oc-
cupied levels decreases in steps and this reflects in conductance falling in
steps of 2e2/~. Figure 4.11 shows for small negative potentials, a region in
which conductance lowers slowly, then, for higher potential, a sudden jump
corresponding to the complete depletion under the metallization and finally
conductance quantization. This measurement gives information on how
large the splitting should be: if it is too narrow then the constriction region
is depleted together with the regions under the gate, if it is too wide, then
large negative voltages are required to reach pinch-off.
When the convenient gate geometry has been established, this kind of
measures are very useful to determine if there is any problem in the con-
striction region: a regular quantization suggests that there are no impurities
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> 40 µm
8 µm
pi/2
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400 nm
Figure 4.8: Final gates. Their length is more than mesa width (80 µ m).
Figure 4.9: SEM picture of some test gates differing from final ones only for
the splitting width. Note sharp edges. Some bumps due to residual resist
grains can be seen in the narrow gate.
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Figure 4.10: Conductance of a one dimensional channel as a function of
gate voltage that regulates channel width. Measurements were made on test
samples having a large gate splitting: the channel is still quite wide after
charge depletion under the gate and a good 18 steps are clearly seen.
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Figure 4.12: Final devices. Conductance quantization at zero magnetic field.
that modify the potential (periodic crystal potential plus the gate induced
barrier) on the scale of the splitting between subsequent transverse modes.
Conductance quantization measurements for the final devices at zero mag-
netic field are shown in Fig.4.12. In this case the splitting has been reduced,
with respect to the samples in the preceding section to 400nm, so less quan-
tization steps are visible from depletion to pinch off. We also note that this
measurements are more noisy than the analogue already shown because a
smaller ac signal has been used and the noise background is about 1/10 of
the signal. From the comparison of the two graphs we see that the depen-
dence of the constriction width on gate voltage is very similar for the two
QPCs.
4.3 Measurement set-up
Many measurements were made to verify the functionality of the devices.
The key measurements on the system are the differential conductance mea-
surements. In this paragraph we describe the measurements setup starting
from general ideas to make direct contact with theory. Some details will
then be given to better illustrate experimental requirements for taking good
measurements.
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Figure 4.13: Essentials of the setup used for differential conductance mea-
surements. A dc bias plus a small ac component are applied to the device. A
lock-in is used to measure ac current. Ingoing edges are shown in red while
outgoing are shown in black. Contacts and edges next to each other (same
number) are at the same potential.
To measure differential conductance both a dc and an ac bias are applied
to the system. In the basic setup shown in picture (Fig. 4.13) the ac compo-
nent is supplied by a lock-in and the ac current passing through the sample
is measured by the lock-in itself.
The reason for using this set-up, instead of simply measuring the I-V
characteristic, is that in this way, noise is strongly reduced. In this exper-
iment, because of the energy scales involved, signals of a few µV or a few
nA must be measured and there are many noise sources such as noise from
the line or noise due to mechanical vibrations. Since we are dealing with a
sample in a strong magnetic field (which is not exactly homogeneous), small
oscillations can lead to current fluctuations.
A quite standard way to reduce noise is to consider signals at one fre-
quency only and this can be done with a commercial lock-in that provides a
signal a certain frequency and can retrieve it from a noisy background. In
this way measurements are affected only by the noise in the narrow frequency
range measured.
In this work we study non-equilibrium phenomena in a wide range of V .
Having fixed a source-drain direct (continuum) bias V we provide a small
oscillating signal and measure the corresponding oscillating current. In this
way we can approximately evaluate the differential conductance:
dI
dV
(V ) ≈ Iac
Vac
, V fixed (4.1)
What we mean by wide V range and small Vac is clear from this last equation:
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Vac is mall enough if I(V ) can be approximated linearly on the scale of Vac
and the range of V explored has to be large enough to observe non linearities.
We chose, for the oscillating signal, a frequency about 17Hz as this fre-
quency region is not noisy and extremely safe for avoiding delay problems.
Some measurements at higher frequency about 1kHz were attempted, but
there were problems of dephasing and the noise was hardly less than noise
at 17Hz.
Since our aim is studying tunnelling processes between the edges, it is
useful to analyze explicitly the relation between tunnelling rates and the
conductance of the system. With reference to Fig. 4.13 we call I and V
the current and bias measured between source and drain, and Vαβ the bias
between contacts α and β. It is convenient to consider four channels in the
system: two going towards the constriction region (ingoing channels) and
two leaving it (outgoing channels). As can be seen in fig. 4.13 the ingoing
channels are populated by the ohmic contacts at the ends of the hall bar. If
the contact resistance was zero ingoing channels potential µ would be equal
to contact potential. In our case, contact resistances were evaluated with
two wire measurements at zero magnetic field and was about 300Ω for each
contact. Since it is important to know the actual bias between ingoing edges
some test measurements were made in which this quantity was measured
directly using ohmic contacts next to each edge.
When the QPC does not induce scattering, the system is a simple Hall
bar and its conductance at ν = 1 is one quantum G0 as seen in chapter 2.
Setting the gate potential to a negative value tunnelling between the
edges can be induced. Here we consider the split gate as a generic scatterer
characterized by a transmission T (V ) = T (eV ), where eV is the energy of
an ingoing particle from the source channel measured from drain potential.
It is simple to show (see Fig.4.14) that the following equations hold:
dI
dV
= T (V )GH , (4.2)
dV12
dV
= R(V ) , (4.3)
where R = 1− T .
In the WBL and SBL, tunnelling processes are more easily described and
we have simple expressions for R and T in terms of tunnelling current (see
Fig.4.14)
WBL R(V ) =
dIt
dV
RH (4.4)
SBL T (V ) =
dIt
dV
RH (4.5)
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R
T
dVsource= dV dVdrain = 0
dV3= R(V) dV
1 2
3 4
S D
dV2= T(V) dV
Figure 4.14: Edge states are transmitted or reflected by the barrier with
probabilities T and R respectively. Assuming that the edges reach a quasi
equilibrium distribution within the sample dimensions, we can easily see the
relation between R,T and currents and biases
A more complete scheme of the experimental setup is shown in picture (4.15)
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Figure 4.15: Gate voltage is controlled with a digital to analogical converter.
A low pass filter is used to cut off high frequencies due to jumps in the
voltage when it is swept in steps. For the same reason the dc component of
the applied bias is filtered as well. Low noise preamplifiers are used, as close
as possible to the sample, both for bias and current measurements.
Chapter 5
Interedge tunnelling
measurements
This chapter deals with the specific test targeted by the present work. An
unexpected behaviour in tunnelling properties between Luttinger liquids was
observed in 2003 and 2004 and gave rise to a debate in the literature on
its interpretation. As reviewed in chapter 3, two main interpretations were
proposed and this experimental effort is aimed at testing one of them.
A necessary step was to reproduce the controversial phenomenon. In the
first section we present data taken on a sample similar to those in the liter-
ature and show that they agree with published measurements. This device
was the starting point for the design of a new one. Since different inter-
pretations relay on different physical phenomena that can affect tunnelling
properties, the new device was fabricated in such a way that one of them,
namely interaction across the gate, could be ruled out. Measurement on the
device with a new gate geometry are shown in the second section.
5.1 Narrow-gate sample
A first objective of the present work was to reproduce 2003 and 2004 mea-
surements with a new sample. We chose a very high mobility 2DEG grown
at Bell Laboratories by Loren Pfeiffer and Ken West. Such high purity struc-
ture is ideally suited for for the observation of electronic behaviour unaffected
by parasitic, extrinsic effects. Compared to the sample used by Roddaro et
al.[19, 20, 18, 17], charge density, mobility and depth of the 2DEG are dif-
ferent. This results in a different potential profile along the perimeter of the
gates and in the constriction region and can modify screening effects. As was
explained in preceding chapters, these physical properties can play an im-
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Figure 5.1: Differential conductance measurements for the narrow-gate sam-
ple. These curves are very similar to those in the literature. Compare with
the lowest curve in Fig.3.5 and with Fig.3.6
portant role in influencing tunnelling phenomena. For example the potential
profile at the boundary of the gate is intimately related to edge reconstruc-
tion. Since observed phenomena are not fully understood, varying the many
physical properties that characterize an heterostructure can result in a quite
different behaviour of the sample even if the nanofabrication is the same.
As we saw in chapter 3, measurements to be reproduced are characterized
by a very peculiar evolution of conductance curves as the gate voltage is
varied. In the absence of gate-driven interedge scattering conductance is one
quantum G0 = e
2/h and lowering the gate voltage Vg the asymptotic value
for large Vdc biases lowers progressively. In our measurements we focused on
the region in gate voltage Vg (or interaction strength TB), that corresponds
to conductance curves with an asymptotic value about 1/3 or lower. This
is because differential conductance curves in this range show an evolution
in good agreement with the Fendley model for ν = 1/3. In this range we
have strong non linearities and a model to fit them so that we can make
comparisons more effectively.
Measurements on the narrow-gate sample are shown in Fig.5.1 and can
be compared with literature measurements shown in Fig.3.6. There is a
good qualitative agreement both in the minima region and in the asymptotic
behaviour. This kind of measurements was taken on many samples and
different conditions (Fig.5.2) and the same qualitative behaviour was always
observed.This geometry was the starting point for the actual test devices.
In order to design a device capable of testing the Papa-MacDonald model
it is useful to consider this interpretation in the present case of the narrow-
5.1 Narrow-gate sample 45
-1.0 -0.5 0.0 0.5 1.0
0.0
0.1
0.2
0.3
0.4
 Vdc(mV)
G
/G
0
V
ac
= 4 µV
T= 300 mK
Figure 5.2: Differential conductance measurements for the narrow-gate sam-
ple. Analogous to Fig.5.1 but at a different temperature and with a smaller
oscillating signal. Compare with with Fig.3.6 and Fig.3.5
d
1
d
2
Figure 5.3: Estimate of minimum and maximum intraedge distances d1 and
d2. Soon after depletion of the area under the gate the edges are separated
by at least the gate width. Lowering the gate potential the edges move away
from the gate perimeter. They are excluded from the constriction region far
before being a distance d2 apart.
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gate sample. In this scheme, the evolution in differential conductance curves
as gate biasing is varied depends on the fact that the distance between
edges on the opposite sides of the gate varies and this modifies the effect
of coulomb interaction. The complex phenomenology shown in Fig.5.1 is the
proof (within the Papa-MacDonald scheme) of the efficacy of the narrow-gate
in driving the interaction and tunnelling processes.
This device, on the other hand, explores a limited interedge distance range
that can be easily roughly estimated.
After depletion the interedge distance is about the gate width. For the
distance at pinch off, as schematically shown in Fig.5.3, we can estimate
dmax . d2 = d1 + 2s. In fact, if the gate is biased in such a way that edge
states are approximately a distance s apart from its perimeter, then the con-
striction is clearly pinched off. This latter value is probably an overestimate
of the actual value. Following Papa-MacDonald arguments a device in which
interedge separation always exceeds d2 should not show the type of behaviour
of Fig.5.1. Consequently we fabricated and studied a wider gate device on
the same heterostructure.
5.2 Wide-gate sample
Papa and MacDonald did not provide quantitative information on how differ-
ential conductance curves should depend on inter edge distance. Nonetheless
a qualitative test on their interpretation can be made by fabricating a sample
in which coulomb interaction is sizably less than in the narrow gate case and
looking at differences in conductance evolution between the two cases.
As illustrated in the preceding chapter we fabricated an 8µm wide gate
which is about thirteen times wider than the other. In the new sample
interedge distance varies from about 8µm to less than 8.8µm when the gate
is biased between depletion and pinch off (Fig.5.4).
The X-shaped part of the gate near the constriction is the only region
in which edge states come less than 8µm close to each other. It is a much
shorter region than the gate and should give a small contribution in modifying
the χLL interaction parameter. We chose to fabricate triangular gate tips
in order to avoid the formation of multiple QPCs1.It is hard to guarantee
perfect homogeneity of the QPC potential over such large distances. Several
fluctuations typically lead to the formation of a series of QPCs.
1Another reason for this choice is the calculations by Pryadko et al.[15]:a triangular
shape with a pi/2 angle at the tip is the best choice to reduce further the effect of coulomb
interaction on tunnelling properties
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80 µm
sd1 d2
A
C
B
Figure 5.4: The estimate of minimum and maximum intraedge distances for
the wide gate is analogous to that for the narrow one. This scheme is not in
scale: splitting width s in C has been enlarged for clarity.
0 0.6 1.4 8 8.8 d (µm)
Figure 5.5: Rough estimates of interedge distance ranges for the two gate
geometries considered in this work. In Papa-MacDonald interpretation the
evolution of conductance curves is due to d varying in the range corresponding
to the narrow gate. The wide gate is intended for exploring much greater
distances and test this interpretation.
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Figure 5.6: Differential conductance curves for the wide-gate sample. They
are very similar to those for the narrow-gate sample suggesting that the
unexpected non linearities of I(V) and their evolution are not caused by
coulomb interaction across the gate.
The splitting width of the new gate, however, is equal to that of the nar-
row one. In fact we already showed the similar dependence of constriction
potential on applied gate bias for the two gates in the conductance quan-
tization measurements in the previous chapter. Therefore they implement
similar experimental conditions, the main difference being the range of inter
edge distances. We remark that, in each sample, interedge distance varies
less than a micron, while it changes by about 7µm from the narrow gate to
the wide one (Fig.5.5).
Within Papa-MacDonald scheme, by taking measurements on the two
samples, we study two small intervals in the conductance curve evolution
as it depends on d. If the interpretation based on coulomb interaction was
correct we would very likely have a different evolution of conductance curves
in the two samples. This is not so as we can see from Fig.5.6 showing dif-
ferential conductance measurements for the wide QPC. In fact, comparing
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these measurements with those for the narrow-gate sample, we can see that
in the range of Vg considered, the two QPCs behave in a very similar way.
Therefore, some other phenomena, like the one suggested by Roddaro, must
be considered to explain the data.
Importantly, measurements on both samples show an overall qualitative
agreement with theoretical models for g = 1/3. A comparison between some
differential conductance curves and the Fendley model is shown in Fig.5.7 and
Fig.5.8. The agreement is good especially in the minimum region, while in
the regions lateral to the minimum there is a discrepancy which was already
observed in the literature (Fig. 3.6). Note that Fendley model parameter
values are comparable for the two gate geometries.
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Figure 5.7: Narrow gate: comparison between measurements and theoretical
predictions. Theoretical curves are shown at θB = log(TB/T ) = 0.6, 1.2, 1.8
from top to bottom.
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Figure 5.8: Comparison between measurements and theoretical predictions.
Differential conductance curves for the wider QPC are shown in coloured
lines, for different gate voltages. Fendley model predictions at the same
values of θB as in Fig.5.7 are shown in dashed lines.
Chapter 6
Conclusions
The aim of the present work was to take measurements on tunnelling be-
tween quantum Hall edge states in order to provide useful information for
the interpretation of controversial data published in 2003/2004. These data
refer to a quantum Hall bar with only one Landau level populated in the
bulk. Edges were brought in close proximity and unexpected features in the
tunnelling were observed. Two interpretations of the data were proposed,
one (by Roddaro [23]) based on edge reconstruction along the gate perimeter
and the other (by MacDonald [7, 8]) based on coulomb interaction between
edges on opposite sides of the gate.
The first problem targeted in the present work was to reproduce the
controversial data. A suitable heterostructure, different from those used in
published works, was grown for this purpose by Loren Pfeiffer research group.
Some devices very similar to those in the literature were nanofabricated,
fabrication steps were tested and 2003/2004 measurements were reproduced.
A second step was designing a new device with a different split-gate ge-
ometry in order to test the role of across the gate coulomb interaction. Mea-
surements on this device allowed us to rule out MacDonald’s interpretation.
Understanding phenomena related to tunnelling in a single split gate is
very important not only for a complete understanding of many body effects in
a constriction; but also to make it possible to design correctly more complex
structures. Fractional-charge-based nanostructured devices are an emerging
research field which is the natural development direction of the present work.
In fact at present other nanostructures have already been fabricated and been
characterized (see figure). Such structures can give us access to rather sub-
tle measurements on the very nature and possible applications of fractional
excitations in the 2DEG.
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Figure 6.1: SEM micrographs of an implementation of fractional-charge in-
terferometers currently under test.
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