Scale is one of the major challenges in recognition problems. For example, a face captured across large distances is considerably harder to recognize than the same face at small distances. Local binary pattern (LBP) and its variants have been successfully used in face detection, recognition, and many other computer vision applications. While LBP features are shown to be discriminative in face recognition, the pixel level description of LBP features is sensitive to the change in scale of the images. In this work, we extend the utility of a generalized variant of LBP feature descriptor called generalized region assigned to binary (GRAB), previously introduced in an article below, and show that it handles the challenges due to scale. The original LBP operator in another article is defined with respect to the surrounding pixel values while the GRAB operator is defined with respect to overlapping surrounding regions. This gives more general description and flexibility in choosing the right operator depending on the varying imaging conditions such as scale variations. We also propose a way to automatically select the scale of the GRAB operator (size of neighborhood). A pyramid of multi-scale GRAB operators is constructed, and the operator at each scale is applied to an image. Selection of operator's scale is performed based on the number of stable pixels at different levels of the multi-scale pyramid. The stable pixels are defined to be the pixels in the images for which the GRAB value remains the same even as the GRAB operator scale changes. In addition to the experiments in the former article, we apply basic LBP, Liao et al.'s multi-scale block (MB)-LBP, and GRAB operator on face recognition across multiple scales and demonstrate that GRAB significantly outperforms the basic LBP and is more stable compared to MB-LBP in cases of reduced scale on a subsets of a well-known published database of labeled faces in the wild (LFW). We also perform experiments on the standard LFW database using strict LFW protocol and show the improved performance of GRAB descriptor compared to LBP and Gabor descriptors.
Introduction
One of the theoretical challenges in recognition is the extraction of features, which are sufficiently discriminative in addition to being invariant to the variables like illumination, translation, rotation, scale, etc. This work presents a feature descriptor primarily to handle the challenges due to scale in addition to the challenges due to illumination and noise and applies the descriptor for face recognition at low-scale images. Scale is critical in unconstrained face recognition since, in general, subjects may be at different distances from the camera, and the difference between a subject at 4 ft and one at 40 ft is a 10-time change in scale.
In this work, we present a new description based on the original local binary pattern (LBP), which combines micro-structure and global structure, as well as the structure at multiple scales of the face images. We call this operator general region assigned to binary (GRAB) and use this operator to extract features for facial recognition in images of varied scales. The prior extensions to produce the 'multi-resolution' [1] LBP simply used a larger neighborhood 'circle' but sampled the raw pixels on that circle. While it did consider pixels at greater distances, sampling does not mimic changes in resolution or scale. Our neighborhood operator overcomes this limitation by defining the pixels in terms of varied sizes of overlapping regions.
What is the impact of scale on face recognition? We conducted a small experimental analysis to see the impact of scale on face images. To reduce the number of variables contributing to recognition score differences, we took a subset of images from labeled faces in the wild (LFW) database, normalized them to the size of 150 × 130, downscaled the images to multiple scales, and upscaled back to the same size. The gallery and the probe consisted of the same images from the same subjects. The only http://jivp.eurasipjournals.com/content/2013/1/35 variable is the scale. Gallery consisted of images of size 150 × 130 while the probe consisted of images of size 15 × 13 and 30 × 26. We took basic LBP features [2, 3] , multi-block (MB)-LBP features [4] , and GRAB features and used a support vector machine (SVM) classifier for classification. The gallery and probe consisted of 1,830 images from 610 subjects from the LFW dataset. We will discuss more about this subset of LFW database in the 'Experiments and results' section. We observed that GRAB features were more discriminative than the basic LBP features and MB-LBP features on low-scale images. At the scale of 30 × 26, 8 images were misclassified out of 1,830 images using LBP while with proper selection of GRAB scale, all 1,830 images were correctly classified. At the scale of 15 × 13, 252 images were misclassified out of 1,830 probe images while GRAB achieved 100% accuracy. At the scale of 150 × 130, LBP and GRAB both achieve 100% accuracy. Figure 1 shows the examples of misclassified samples using LBP while being correctly classified using GRAB. We also observed that the GRAB features are more stable across multiple scales compared to MB-LBP features. In [4] , the authors did not use scale-selection algorithm and used boosting algorithm after extracting multiple MB-LBP features. Therefore, we compare our GRAB features with MB-LBP features across multiple scales. The results on Table 1 shows that GRAB is more stable than MB-LBP with change is scales. This analysis was done on a very small data with only scale as a variable. The impact of scale on the accuracy on bigger data with more variations can be huge.
This shows that choice of feature descriptor is critical on low-scale images.
Following are the main contributions of our work: 1. Definition of GRAB as a generalized operator for feature description; 2. Method for selection of operator's scale space; 3. Demonstration of higher accuracy of GRAB descriptor compared to existing methods on low-scale images.
Related work
A lot of work has been done in the past in describing meaningful and distinctive features in images that can be used for recognition. Local binary pattern (LBP) is an operator, which was originally used to extract a texture description from imagery and is widely used in face recognition. The operator assigns a label to every pixel of an image by thresholding the 3 × 3 neighborhood of each pixel with the center pixel value, resulting to a binary number [2, 3] . The pixel level features thus obtained are combined in the form of histograms in various ways to generate the global features for the face description. LBP has been one of the best-performing descriptors as it contains the microstructure as well as the macrostructure of the face image. Despite its popularity, there are a number of shortcomings in the LBP approach, including sensitivity to noise, scale changes, and rotation of the image.
One of the extensions of LBP to produce the multiresolution LBP [1] uses a larger neighborhood circle but still samples the raw pixels on that circle. While it does consider pixels at greater distances, sampling does not Figure 1 Impact of scale on face images. Misclassified faces using standard LBP and correctly classified using GRAB: Gallery and probe consisted of the same set of images with only difference in scale. Probe images are low-scale images which are resized to higher scale to match the size of gallery images as we are using the histogram-based method. Top row consists of probe images of size 30 × 26, and bottom row consists of probe images of size 15 × 13. Both gallery and probe images are resized to 13 × 150 for matching. Images on the left side are probe images, and the images on the right are gallery images. The images in the red box are the misclassified images using standard LBP, and the images in the green box are the correctly classified images using GRAB. http://jivp.eurasipjournals.com/content/2013/1/35 Table 1 Classification accuracy of LBP, MB-LBP, and GRAB on images   150 × 130  30 × 26  15 × 13   Features  G1, P1  G1, P1  G3, P1 *  G5, P1  G3, P3  G1, P1  G3, P3  G5, P3 Studies have introduced the concept of a MB-LBP to provide a more robust operator than LBP [4] . In MB-LBP, the average sum of image intensity is computed in each subregion around a center subregion. These average sums are then compared with the center block. They note that, 'MB-LBP can be viewed as a certain way of combination using eight ordinal rectangle features' . While MB-LBP does improve recognition by representing a mixture of microstructure and macrostructure of the image pattern, they did not study the impact of scale but rather focused on improving recognition at a fixed scale.
The more recently proposed BRIEF descriptors [6, 7] use binary strings as the feature descriptors instead of using decimal value of binary strings as used in basic LBP and its other variants. The binary strings are defined on the smoothed patches. Binary tests between a pair of pixels are performed for the classification. Similar to our work, they highlight the importance of smoothing before extracting LBP-like features. However, they choose a fixed 9 × 9 window for the experiments. For face recognition, the limited pairs of sample points or test points, with a fixed smoothing window may not be sufficient. Our GRAB features provide sufficient information for face recognition across multiple scales.
LBP features have also been used in the past for face detection. The work in [8] used LBP features as a facial representation and built a face detection system using SVM as a classifier. Another example of the variant of LBP used for face detection is [9] . It uses multi-block local binary pattern features and the boosting algorithm for face detection [9] .
Due to the peculiarities of the face shape and variability of several aspects of the face, the face recognition problem is different from the other object recognition problems. Some of the previous work used the combination of local as well as global representation of the face descriptors to solve this problem. Multi-resolution histograms of local variation pattern [10] is one such method which describes face images as the concatenation of the local spatial histogram of local variation patterns computed from multi-resolution Gabor features.
Gabor features are another interesting set of features which are highly applied in face recognition [11, 12] . The Gabor representation of face images incorporates multiscale feature extraction. The Gabor wavelet representation of an image is the convolution of the image with a family of Gabor wavelets at different scales; for example, Pinto et al. present a V1-like algorithm that considers 96 different Gabor filters. Local features are represented by the coefficient set, or Gabor jet, which orders the convolution results at different orientation and scales for a particular point.
Feature transform (SIFT) is a popular method in object recognition [13, 14] . They extract the features of an image using the key points that are invariant to scale change. To detect such key points, they search the stable features across all possible scales using a scale space and such key points are associated with location, scale, and orientation information. To define the local image features, they sample the local image intensities around the key points at the appropriate scale of the key point. Bicego et al. used SIFT features for authentication in [15] , wherein they used the distance between all pairs of keypoint descriptors in the two images to define the matching score. For face authentication, this type of algorithm was not as successful as it http://jivp.eurasipjournals.com/content/2013/1/35 was in other object recognition problems using SIFT-like features. Unfortunately, the planarity assumption underlying the theory of SIFT features and the highly non-planar and self-occluding nature of faces result in weak performance on face recognition tasks. In [16] , SIFT features are combined in a mixed local-global strategy supporting a recognition-from-parts approach to address occlusion.
In this work, we present an operator called GRAB, developed as a generalization of LBP. While we will show the effectiveness of GRAB, like other multi-resolution approaches, there is likelihood that it will suffer the curse of dimensionality. There are techniques for reducing dimensionality. For example, Chan et al. [17] uses subspace techniques of LDA to help reduce the dimensionality of standard MLBP while maintaining or increasing the accuracy of the added dimensionality. In terms of added accuracy, they argue that, 'However, by directly applying the similarity measurement to the multi-scale LBP histogram, the performance will be compromised. The reason is that this histogram is of high dimensionality and contains redundant information' . While Chan et al. show impressive results, in this work, we use GRAB and scale-selection algorithm rather than MBLP to avoid sampling issues and will use SVMs for recognition, which remove the redundancy in a different, and generally more effective way. And again, our focus is on addressing recognition under scale changes, not just improving recognition rates.
GRAB
GRAB is developed as a basic operator for neighborhood modeling of a pixel. For the simple GRAB operator, with neighbors j = 1, . . . , n, we let c stand for the center pixel and j for the neighbor pixel. For each pixel c, we can define the generalized binary representation as:
is the generalized operator where,
In this work, we consider a special case of the operator where:
and
We apply the abovementioned GRAB operator on a geonormalized image as shown in Figure 2 . First, an averaging operator is applied on the image with the window size N × N. For each N × N region in the image, the center pixel of the region, p c , is assigned an average value of that region resulting in a smoothed image. The implementation of this method is very efficient because of the use or integral image. Second, the neighboring operator is applied on the smoothed image. The neighboring pixel is given a label, 0 or 1, comparing its value with the center pixel value. If the neighboring pixel is greater than the center pixel value, a label 1 is assigned to it. At the borders of the image, where the neighbors do not exist, we set the values of pixels as zeros. Radius of the neighboring operator determines the overlap of the center region with its neighboring regions. The smaller the radius, the bigger is the overlap. For example, a 3 × 3 averaging operator with Figure 2 GRAB feature extraction. From left to right: An image is first smoothed using GRAB window operator. During smoothing, each pixel of the image is replaced by the average of the original intensities of the N × N region surrounding it. In this figure, N is 3. Next, the neighborhood operator is applied on the smoothed image. Each pixel is compared with its neighbors on the smoothed image. In this figure, radius of the neighborhood is 1. The value of a pixel is the binary pattern obtained by thresholding the pixel with its neighbors. A face image is divided into multiple regions and GRAB histograms are generated. http://jivp.eurasipjournals.com/content/2013/1/35 the neighboring radius of 1 has one-pixel overlap with the center pixel of the center region. The GRAB operator, the combination of averaging operator, and the neighboring operator, is shown in Figure 3 . This definition of GRAB does not use a single uniform definition as in local binary patterns, but it combines, in a more meaningful way, multiple different neighborhood rules. GRAB operator can be implemented as a generalization of ELBP [18] in the sense that the block averages around the center pixel can be arranged in circular or elliptical fashion. In this work, we consider a fast rectangular integral neighborhood definition.
GRAB as scale invariant operator
GRAB uses windowed operators for the neighborhoods instead of the pixels. In the standard LBP, the comparison is that of a pixel directly with its neighbors. The prior extensions to produce the multi-resolution LBP simply used a larger neighborhood circle but sampled the raw pixels on that circle. While it did consider pixels at greater distances, sampling does not mimic changes in resolution or scale. To address this, our neighborhood operators average the image over a region to define their values. We then define the averaging window and the idea of multiscale GRAB. While the neighborhoods for averaging could be of any shape, use of rectangular regions allow use of summed area tables [19] , also known as integral images, which allow very efficient computation of averages over rectangle regions.
As an example, eight neighboring regions are labeled as in Figure 3 . The regions use N × N rectangular average, with one-pixel overlap where N is the size of GRAB window operator. For center pixel c, a region of size N × N is defined, and the average over the region is calculated. This value is assigned to the center pixel c. Similarly, for the neighboring regions of the same size, the average is computed. Now the average value of the central region, which is the value of the center pixel after the transform, is compared with the averages of the neighboring regions, and the threshold is applied to compute the labels of the neighboring pixels. The result is an 8- 
This multi-scale representation of GRAB descriptors allows it to account for the changes in spatial resolution in the images since we can store multiple scales at once. This makes facial recognition highly robust to changes in scale and also to changes in image quality.
Selection of GRAB scale
The previous work [20] did not explain the selection of GRAB operator scales. In this work, we propose a way of selecting the operator scale for matching images at multiple scales. A pyramid of GRAB operator at multiple scales is constructed as shown in Figure 4 . For example, we start with the pyramid at 7 × 7 GRAB scale and move to 5 × 5 to 3 × 3. The choice of odd window regions is only for easy implementation. We define stable pixels as pixels for which the choice of GRAB operator scale does not The green dots shown in the images are the stable pixels across multiple scales in the pyramid. The corresponding scales can be found comparing relative change in the number of stable pixels. The histograms on the bottom show the frequency of per-image relative differences in stable pixels when the gallery uses either 5 × 5 GRAB operator (G5) or 3 × 3 operator (G3) being compared with the probe using 3 × 3 (P3). The histograms show that the relative differences at G5, P3 are less than at G3, P3 level. In general, one wants to use minimal-matching GRAB level where at least 10% of the pixels are stable as matching using larger GRAB operators will decrease intersubjective discriminability.
change the GRAB value at three different scales centering at that particular scale. For example, the stable pixels at 5 × 5 remain unchanged at scale 7 × 7, 5 × 5, and 3 × 3. We then compute the number of stable pixels for each scale. The change in number of stable pixels is tracked from one level of the pyramid to the next. Starting with the lower level in the pyramid (higher scale GRAB operator), when we track the GRAB values of image pixels which are stable across each pyramid levels, the change in the number of stable pixels across multiple scale operator decreases slowly in low-scale images and it decreases rapidly in high-scale images. This can be viewed as change in image gradient at multiple scales with respect to the neighborhood. During recognition, we match the probe and gallery image based on the relative change of stable pixels between image pairs. The match scales are considered to be the operator scales of probe and gallery images, at which the change in number of stable pixels are within a certain match criteria. While the larger GRAB operators produce more number of stable pixels, in general, one wants to use minimal matching GRAB level where at least 10% of the pixels are stable as matching using larger GRAB operators will decrease intersubjective discriminability.
The operators at multiple scales can be automatically selected based on the number of stable pixels in the gallery model and the probe image. Figure 4 shows an example of scale-space pyramid of GRAB operators and the way of selection of scales based on the stable pixels.
Face description using GRAB
As mentioned in section 'GRAB' , GRAB operator assigns a label to every pixel in the image by thresholding the center pixel with the pixel value of N × N block average by eight neighbors of N × N block average. The pattern thus obtained is a binary number and thus every pixel in the image is assigned such a number. Also, using the neighbor as a N × N block average does not affect the idea of uniform pattern. We can still make use of the uniform pattern which according to [2, 3] , is a binary pattern that contains at most two bit-wise transitions from 0 to 1 or vice versa, http://jivp.eurasipjournals.com/content/2013/1/35 when the bit pattern is considered circular. For example, the patterns 00000000 (zero transitions), 01110000 (two transitions) and 11001111 (two transitions) are uniform whereas the patterns 11001001 (four transitions) and 01010011 (six transitions) are not. We continued to use uniform pattern in our representation because it accounts for a larger percentage of the image representation in the face recognition technology (FERET) dataset [2, 3] , and we are using a subset of this dataset for our experiments. It also has the advantage of dimension reduction while using SVM. To represent the face image, the histogram of such patterns/binary numbers at different levels is used.
For face description using GRAB features, we use the same approach as LBP features because they represent the local and the global description of the face image. Geometrically normalized images, which are all 130-pixel wide and 150-pixel high, are divided into 64 regions (8 rows and 8 columns). GRAB-based histograms are computed in each region and are concatenated to form the global feature vector. To extend this idea to the multi-scale level, we actually compute GRAB histograms at different scales of the GRAB window operator. For example, for GRAB-3-5-7, the binary pattern was computed taking the block average of the 3 × 3, 5 × 5, and 7 × 7 neighbors. We then concatenate the histogram features of each scale to form the global histogram feature vector, which represents the local features and global features, as well as the features at different scales. While we could work in the space of smaller images, scaling down the windows, it is easier to conceptualize and implement, when we scale the different resolution images back to the same size, so all histograms are computed in the same manner and all 'window sizes' are in the same space with respect to facial geometry. All scale conversions for the work were done using ImageMagick's convert function.
We also verified the performance of LBP on the standard FERET partitions as mentioned in [2] , achieving 96% on fafb, 47% on fafc, 57% on Dup1, and 48% on DupII without the weights assigned to the regions. The slight difference in the results could be due to the way the images are normalized.
We chose to use an SVM-based classification method to take advantage of the performance increase it offers over approaches traditionally used with LBP, such as the nearest neighbor [2] . We note the SVM used improves the performance of both LBP and GRAB, but the choice of machine learning classifier is not the critical aspect of this work (refer to Tables 2, 3 , and 4 and section 'Experiments and results' later decribed in the paper to see the performance gain due to SVM over the nearest neighbor).
While the underlying models for the matching algorithm differ between our implementation and the standard LBP implementations, the processing of the images to generate a representative feature vector (as described in section 'Face description using GRAB') remains the same. Given feature vector representations for both training (gallery) and testing (probe) sets of images, the former set is used to train a multi-class SVM, while the latter set is subsequently tested against the trained model. In particular, we train the multi-class linear SVMs with default parameters( C = 1) implemented via PyML. Concatenated LBP or GRAB histograms form the feature vectors, with each subject's gallery image being a positive example for the multi-class SVMs. We then test with similar feature vectors obtained from the probe images.
Experiments and results

LFW verification set
The labeled faces in the wild database provides the face images collected from the news articles on the web. It provides a protocol for face recognition where the recognition task is defined as a pair-matching problem. The database consists of 3,000 matched pairs and 3,000 non-matched pairs with 10-fold cross-validation. Each validation set consists of 5,400 training pairs, with 2,700 matched and non-matched pairs each and 600 testing pairs, with 300 match and non-match pairs. This is a binary classification problem where given a pair of images, decision is a 'match' or a 'non-match' . We use funneled version of the database [21] , used the match and non-match sets provided by the database and followed 'Strict LFW' protocol. The original images are of the size 250 × 250. The face region is almost in the center in each image. We converted the images to gray scale and cropped to the size of 150 × 150 from the center using ImageMagick tool. We cropped the images such that the centers of 250 × 250 size images Table 3 Performance comparison of LBP, Gabor, and GRAB on LFW database using strict LFW protocol and 150 × 150 size images remain the same. This is to avoid the background information as much as possible while keeping the face region. We conducted experiments on LBP, Gabor [22] , and GRAB features. The feature vector for an image pair a − b in each set of experiment consists of sqrt|f (a) − f (b)|, where f (a) is the feature vector from image a and f (b) is the feature vector from image b. This experiment was conducted without applying our automatic scale selection algorithm. For both probe and gallery images, we use GRAB operators at 1 × 1, 3 × 3, and 7 × 7 scales and use linear SVMs for recognition.
Performance comparison on Table 5 shows the superior performance of GRAB over LBP and Gabor. While a lot of work has been proposed to improve the face recognition in unconstrained setting such as that of LFW, a choice of basic feature descriptor is critical, and for that, GRAB descriptor is a good alternative.
LFW610 and FERET240 subsets
We tested our proposed GRAB operator on subsets of two published datasets. The FERET [23] set was chosen due to extremely common use, allowing readers to do comparisons with many algorithms. It is, however, relatively constrained in nature: all images used were frontal and under fairly consistent lighting conditions. In order to provide a more robust, and realistic, set of experimental results for unconstrained face problems, the same tests were also run on a subset of LFW [24] . This set is relatively unconstrained and is generally considered one of the most difficult published set for facial analysis.
In our experiments, we use a model-based approach rather than a single-image-based approach. To reduce the potential for an outlier to have potentially disastrous effects on the training of the SVM, while still maintaining a relatively small gallery size and dealing with the limited number of views in the FERET protocol, we used three gallery images per subject.
Thus, the following protocol was designed and used for testing with both datasets: subjects for whom the dataset contained fewer than four images were discarded. For each of the remaining subjects, a set of four images were chosen by an alphabetic sort on the names given in the original dataset. Of these four images, the first three comprised a subject's gallery; the last was used as a probe image. These subsets have been dubbed FERET240 and LFW610, respectively. For FERET, this ordering means the gallery generally included images from the FA and FB subsets while the probe is from the one of the more difficult sets (DUP1 or DUP2). For LFW, this ordering has no relation to standard sets or collection process. Because we use a multiple-image gallery for building the SVM, it was necessary to deviate from the published protocols for each data set. In addition, our effort is focused on recognition.
Because this protocol deviates so markedly from the published protocol for FERET and LFW, let us briefly mention the performance of Pinto et.al. 's V1 algorithm [12] . When using that algorithm with the above protocols, including the three image gallery training process, the V1-like algorithm achieves 97.5% accuracy (rank one recognition) on FERET240 and 41.3% on LFW610. The first thing to note is that, as one would expect, LFW is more difficult than FERET. The second and more important aspect of this comparison shows how much more difficult our LFW610 protocol is compared to the basic LFW verification protocol where the V1-like algorithms obtains nearly 80% accuracy following the standard LFW protocols.
To evaluate the impact of scale on the algorithms we generate several instances of reduced spatial resolution images. In order to reduce the variables contributing to recognition score differences, enabling us to better focus on the image degradation due to scale, images were first preprocessed using the standard geometric normalization process provided by the CSU face identification evaluation system [25] using the ground truth eye coordinates available with the databases. This resulted in images of uniform size containing faces oriented approximately the same way. Although the images are preprocessed to have the same pixel dimensions (and thus the same digital resolution), those whose original representation had fewer pixels in either dimension will still have reduced optic resolution due to the interpolation necessary to up-sample the image.
For individual experiments, each dataset was divided into its components gallery and probe subsets. Each image in the probe subset was then downsampled to 10%, 20%, 30%, and 40% of its original size (face dimensions of 13 × 15, 26 × 30, 39 × 45, and 52 × 60 pixels, respectively) thus generating four new sets of probes for our experiments. We computed the four scales, simulating degradation with respect to optic resolution. The image scaling resulted in a decrease in image size (both optic resolution and digital resolution as compared to the original image), which would complicate the data alignment issues. However, the geometric normalization of the preprocessing phase subsequently uses eye location to scale the probes (and the gallery images) to have consistent eye locations and overall face dimensions of a 130-pixel width and a 150-pixel height, regardless of input image size or optical resolution. Since the probe images were considerably smaller than the gallery images, the resulting preprocessed probes have considerably worse optic resolution than the preprocessed gallery images. This procedure was performed for both FERET240 and LFW610.
We conducted experiments using the aforementioned protocols, to compare GRAB and standard LBP on images of various scales. Table 4 summarizes the results obtained with the FERET240 set. We performed similar experiments with the LFW610 dataset, and the results are shown in Table 5 . Since FERET is a highly constrained dataset, we get comparatively higher overall performance in FERET240 than in LFW610, which is a highly unconstrained dataset.
It is very clear from the results in Tables4 and 5 that our proposed GRAB method outperforms LBP in extremely low-scale images, even the ones generated from simple controlled, mostly frontal images. The interesting results are when the images are degraded severely. The performance of LBP is highly impacted by decreases in scale while GRAB is far less susceptible. In addition, an analysis such as that shown in Figure 5 further demonstrates the superiority of GRAB over LBP, especially on more degraded images. Results for GRAB-best are obtained using the ground-truth information, where we know the difference in scales between probe and gallery images and choose the appropriate scale operator. GRAB-3-7-9 is when we predefine the scale of GRAB operator to be 3, 7, and 9 and GRAB-3-5-7-9 is when we combine the scales 3, 5, 7, and 9. http://jivp.eurasipjournals.com/content/2013/1/35
We do a similar analysis for the results on LFW610 dataset as well, where the overall problem is much more difficult because of the greater natural variation in the data. The results show a significant improvement in the performance on a reasonably unconstrained dataset.
For each experiment with a probe image of particular scale, we tried a different combination of GRAB window operator. Tables 4 and 3 show the results for the best scales which were determined empirically. For example, we use the combination of histogram feature vectors obtained using GRAB window operator of sizes 1, 3, and 5. After performing several such experiments, we analyzed the best results we could obtain so far using GRAB, which we call 'GRAB-best' in Table 6 . However, using this approach to recognize faces in the real world, where the difference between probe and gallery image scale is not known a priori, it would not be feasible and may not be computationally efficient to do so. Hence,for real world recognition scenarios, it is important to apply the scale selection method proposed in this paper.
Conclusions
In this study, we have presented the serious problem in face recognition of size and optic resolution variation due to scale, and we have reviewed various preexisting techniques that have attempted to overcome these obstacles. We have developed the novel GRAB operator and demonstrated its significant performance advantages over LBP in situations of severely decreased scale. While LBP's performance drops off sharply as resolution decreases, the performance of the GRAB operator remains high despite the radical loss of resolution. We also proposed a way to automatically select the GRAB scale based on the image scale and the number of stable pixels across multiple scales. Due to the nature of GRAB as a generalization of LBP, future work will revolve around evaluation of the many other generalizations, and their ability to address additional issues in unconstrained face recognition.
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