Abstract. In this paper, a new mixture modelling using the normal meanvariance mixture of Lindley (NMVL) distribution has been considered. The proposed model is heavy-tailed and multimodal and can be used in dealing with asymmetric data in various theoretic and applied problems. We present a feasible computationally analytical EM algorithm for computing the maximum likelihood estimates. The behavior of the obtained maximum likelihood estimators is studied with respect to bias and mean squared errors through conducting a simulation study. Two examples with flow cytometry data are used to illustrate the applicability of the proposed model.
Introduction
Known as a finite mixture of distributions, a finite convex linear combinations of distribution functions is used in various scientific areas. It is proposed as a tool for modelling population heterogeneity as well as to approximate complicated probability densities in presenting multimodality, skewness and heavy tails. In these models, each distribution function is known as a mixture component and comprehensive surveys of them can be found in Böhning (2000) , McLachlan and Peel (2000) and from a Bayesian point of view in Frühwirth-Schnatter (2006) .
Not only in the applied statistics but also in methodological contexts the mixture of normal distributions (N-MIX) has been well recognized as a useful model. When data has some degrees of skewness, the N-MIX model may not provide a suitable model. In attempting to appropriately model a set of data arising from a class or several classes with asymmetric observations, Lin et al. (2007a Lin et al. ( ,b, 2014 introduced new mixture models with components followed by the skew-normal (SN-MIX), skew-t (ST-MIX) and skew-t-normal (STN-MIX) distributions, respectively, and found that ST-MIX and STN-MIX fitted data better than SN-MIX. Although these models are attractive, the maximum likelihood (ML) estimator of degree of freedoms have not an explicit form and should be obtained numerically.
In this paper, we present a finite mixture version of the NMVL (NMVL-MIX) model. Some properties of the new model have been studied and the ML estimates of the parameters are computed by the Expectation conditionally maximization (ECM) algorithm. By fitting NMVL-MIX model on a real data set, we compare this model with N-MIX and some members of the finite mixture of scale mixture of skew-normal distribution family. Finally, we investigate the finite sample properties of the ML estimates via conducting a simulation study.
The rest of the paper is organized as follows. In Section 2, we briefly review the NMV and Lindley distributions. Subsection 2.3 describes the NMVL distribution, and mentions some of its properties. Finite mixture of NMVL distributions and ECM procedure for computing the parameter estimates are studied in Section 3. In Section 4, we finally check out the performance of the proposed model and the obtained ML estimates using a real data example and simulation study, respectively.
Preliminaries

Normal Mean-Variance Mixture Model
Let X be a random variable represented as
where d = denotes equality in distribution, µ, λ ∈ R, Y is distributed by the normal distribution with mean zero and variance σ 2 (Y ∼ N (0, σ 2 )), and W is a non-negative independent random variable with cumulative distribution function (cdf) H(·; θ) which parametrized by the vector parameter θ. Then, X is said to have a univariate normal mean-variance mixture distribution. The cdf of X can be easily obtained as
where Φ(·; σ 2 ) denotes the cdf of N (0, σ 2 ). As a special case, if H(·; θ) is absolutely continuous with probability density function (pdf) h(·; θ), we can readily obtain the pdf of X as
where ϕ(·; x) denotes the pdf of N (0, σ 2 ). Provided the mixture variable, W , has finite variance, we have
Generalized Hyperbolic Distribution
In most literature the density of generalized hyperbolic (GH) distribution is defined directly, such as Protassov (2004) . The application and inference based on this definition are inconvenient since some important characterizing parameters are not invariant under linear transformations. On the other hand, McNeil et al. (2005) considered the GH distribution via proposing the generalized inverse Gaussian (GIG) distribution as a mixing random variable in the normal mean-variance mixture model. Specifically, let W in the stochastic representation (1) be a random variable followed by the GIG distribution (W ∼ GIG(κ, χ, ψ) ) with the following pdf,
where K κ (·) denotes the modified Bessel function of the third kind, κ ∈ R and two parameters χ, ψ are given, such that
The density of GIG distribution actually contains the density of gamma distribution as a special limiting case. When χ = 0 and λ > 0, the GIG distribution becomes to the so-called gamma distribution with parameter λ and ψ/2, Gamma(λ, ψ/2) . In this case (3) must be interpreted as a limit, which can be evaluated using the asymptotic relation
where
Proposing W ∼ GIG (κ, χ, ψ) , the random variable X in (1) has a GH distribution. Therefore, the pdf of X, obtained from (2), is given by
Under this parameterization, Blaesild (1981) showed that the linear transformations of GH random variable remain in this family.
Lindley Distribution
A non-negative random variable W follows the Lindley distribution if it has the following pdf
We denote this distribution by Lindley(α) . The Lindley distribution, introduced by Lindley (1958 Lindley ( , 1965 , is positively skewed and it can be seen that its pdf is a mixture of exponential and Gamma distributions. i.e,
The Normal Mean-variance Mixture of Lindley Distribution Definition 1. A random variable X is said to have a NMVL distribution if in representation (1) W ∼ Lindley(α).
The following theorem shows that the pdf of the NMVL is a mixture of two pdfs of GH distribution.
Also, the mean, variance and characteristic function of X are
where M W (·) is the moment generating function of the Lindley distribution. By representation (1), the skewness and kurtosis of X ∼ N M V L(µ, λ, σ 2 , α) can also be obtained as
and
. Figure 1 shows the contour plots of the skewness and kurtosis of N M V L(µ, λ, σ 2 , α) as a function of α and λ. It can be observed that the range of asymmetry properties of the NMVL distribution is wider than SN distribution. We establish the following proposition, which is useful for the calculation of some conditional expectations involved in the proposed EM algorithm discussed in the next section. Proposition 1. Let X and W be the random variables with N M V L(µ, λ, σ 2 , α) and Lindley(α), respectively. Then, for any x ∈ R, the pdf of W given X = x is a mixture of two GIG distribution, given as
More details about NMVL distribution can be found in Naderi et al. (2017) .
Finite Mixture of the NMVL Distributions
Consider n independent, random variable X 1 , . . . , X n , which are taken from NMVL-MIX distributions. The density of a g-component MVNL-MIX model is
where p i 's are mixing proportions subject to Σ
The ML estimator of the parameters can be obtained by maximizing ℓ(Θ|x) with respect to Θ. A direct maximization of this function is complicated, since its derivatives with respect to parameters are difficult to compute. Another approach for computing the ML estimator is the Expectation Maximization (EM) algorithm. In this approach, introduced by Dempster et al. (1977) , the key idea is to solve a difficult incomplete Log-likelihood problem by repeatedly solving tractable complete Log-likelihood problems. The Estep of each iteration involves taking an expectation over complete-data loglikelihood given observed data, and then in the M-step of each iteration, the estimation of the parameter is obtained by maximization of this Expectation over the parameter space. For applying this approach to NMVL-MIX model, it is convenient to construct a complete Log-likelihood by introducing a set of allocation variables Z j = (Z 1j , . . . , Z gj ) for j = 1, . . . , n, taking Z ij = 1 if y j belongs to the ith component and Z ij = 0 otherwise. This implies that the independent random variables Z j follow a multinomial distribution with one trial and parameters (p 1 , . . . , p g ), denoted as Z j ∼ M (1; p 1 , . . . , p g ). It also follows from (1) that the hierarchical representation of (4) can be represented by
So, the complete-data Log-likelihood associated with the observed data x and hidden variables w = (w 1 , . . . , w n ) ⊤ and Z = (Z 1 , . . . , Z n ) ⊤ , omitting additive constants, is obtained as
Parameter Estimation via ECM Algorithm
In this subsection, we apply ECM algorithm (Meng and Rubin, 1993) to estimate parameters of the NMVL-MIX model. The algorithm is iterated between the following steps.
E-step:
Compute the conditional expectation of (5), known as a Q-function, at the kth iteration as
] .
The necessary conditional expectations to compute the Q-function in-
. By Proposition 1, we can obtain these expectations aŝ
, defined in proposition (1). So, the Q-function can be written as
M-step:
ij . Maximizing the Q-function and update parameter at the (k + 1)th iteration by the following CM-steps:
CM-step 2:
By maximizing (7) over µ i , update µ
CM-step 3:
, and update σ
by maximizing (7) over σ 2 i . This leads tô
Real Data Analysis
This section studies the performance of the proposed model and procedure of parameters' estimating which is discussed in the earlier section. To verify the beneficence of the NMVL-MIX, we use flow cytometry data set. The flow cytometry is a technique for scanning, outlining and sorting microscopic particles in a stream of water based on the laser. Because of using this technique in clinical research, it is used in a large number of biomedical applications such as molecular and cellular biology to measure the content DNA. It was recently shown that flow cytometric data is ideally suited for multimodal non-Gaussian mixture modelling (Pyne et al., 2004; Frühwirth-Schnatter and Pyne, 2010; Ho et al., 2012) . Glynn (2006) provided a working data set of flow cytometry in 'CC4-067-BM.fcs. The set consists of 5,634 cells which is related to the ten attributes measured. In this part, we analyze channels APC and FSC. Suggested by Hahne et al. (2009) 
Model Selection Criteria
The Akaike Information Criterion (AIC) (Akaike, 1974) , the Bayesian Information Criterion (BIC) (Schwarz, 1978) are computed to identify the best selected model. These measures are given by
where ℓ(Θ) and m represent the maximized log-likelihood and the number of estimated free parameters related to the model, respectively, and the penalty term c n is a convenient sequence of positive numbers. The term c n is chosen 2 for AIC and log(n) for BIC. As an alternative criterion, Biernacki et.al. (2000) proposed a measure based on the integrated completed likelihood (ICL) for estimating the proper number of mixing component. The ICL criteria is obtained by a BIC-like approximation as
whereẑ ij is computed by equation (6) evaluated at Θ =Θ.
Kolmogorov-Smirnov Test
Denote the order statistics of the random samples by X (1) ⩽ X (2) ⩽ . . . ⩽ X (n) . The Classical test statistics is defined as a some measure of cdf distance
is the cdf fitted by the data in whichθ denotes the estimation of θ.
In particular, the popular Kolmogorov-Smirnov (KS) statistic is defined by
To compute the estimated p-value of the KS test, n random numbers are generated from standard uniform distribution and we order them as u
⩾ KS and 0 otherwise and repeat this producer N times to get I 1 , . . . , I N . As a result, the estimated p-value is obtained by
Data Fitting
As a first example, we use FSC data to compare N-MIX, SN-MIX, ST-MIX and NMVL-MIX models. The result of fitting these models with series of mixture components (g = 2-4) are summarized in Table 1 . It is worthwhile to note that the smaller value of AIC, BIC or ICL model has, the better fit on the data is provided. It can be seen that the best number of component based on the three criteria is vary. But, the values clearly show that not only for the AIC criterion but also for the BIC and the ICL criteria the NMVL-MIX distributions fits data better than other competitors.
For the channel APC, we also compare N-MIX, SN-MIX, ST-MIX and NMVL-MIX models with different mixture components (g=2-4), as a second example. We found that the best number of the component is g=2 in all models. Table 2 shows the ML estimates with the associated standard errors for the best fitted NMVL-MIX model and the corresponding values for the other three competing 2-component mixture models. Also, the values of AIC, BIC and ICL are reported in this table, which show that the NMVL-MIX model is the best fit. This result can also be seen from the histogram of the data and estimated pdf of models, plotted in Figure 1 . Furthermore, The results of the KS test are listed in Table 2 . Of the four mixture models, the best fit is the NMVL-MIX model with a p-value of 0.402 which suggests that the APC data follow a mixture of the NMVL distributions.
Simulation Study
In order to analyze the performance of the estimates obtained using our proposed ECM algorithm, we investigate bias and mean square error as two asymptotic properties of the estimates. We consider a set of the parameter values Θ = (p, µ 1 , λ 1 , σ 1 , α 1 , µ 2 , λ 2 , σ 2 , α 2 ) = (0.4, −2, −2, 3, 1, 2, 1, 4, 0.5) for this study.
For the proposed combination of parameter and sample size n =100, 200, 400, 800 and 1600, we generate 1000 samples from the NMVL-MIX model. Then, the absolute relative bias (R.Bias) and mean squared error (MSE) are computed over all samples. For each parameter θ, they are defined as R.Bias = 1 500
whereθ i is the estimation of θ i when the data is sample i. Figure 3 presents the results of this simulation. Form this figure, a pattern of convergence to zero of the bias and MSE can be seen when n increases. As a general rule, we can say that R.Bias and MSE tend to approach to zero when the sample size increases indicating that the estimates based on the proposed ECM algorithm do provide good asymptotic properties. 
Conclusion
In this paper, we have introduced a new mixture model via NMVL distribution. The new model which is called the NMVL-MIX, is heavy tail and has a wide range of skewness. As a result, the NMVL model is useful for modeling multimodal and heavy tails data and can be applicable for clustering and pattern recognition. To find the ML estimation of NMVL model, we have presented a convenient hierarchical representation and developed an ECM algorithm according to them. Real data results show that the proposed method performs reasonably well for the experimental data. We also conduct a simulation study to investigate the properties of the models parameter. The R code of the real data analysis can be found from the authors upon request. An interesting extension of the current work that deserves attention in future research concerns the multivariate case of NMVL-MIX (Naderi et al., 2017) . Also, The use of mixtures of factor analyzers can be considered as a parsimonious modeling approach.
