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Abstract The first main work of this paper is to generalize intrinsic geometry. (1) Riemannian
manifold is generalized to geometrical manifold. (2) The expression of Erlangen program is im-
proved, and the concept of intrinsic geometry is generalized, so that Riemannian intrinsic geometry
which is based on the first fundamental form becomes a subgeometry of the generalized intrinsic
geometry. The Riemannian geometry is thereby incorporated into the geometrical framework of
improved Erlangen program. (3) The important concept of simple connection is discovered, which
reflects more intrinsic properties of manifold than Levi-Civita connection.
The second main work of this paper is to apply the generalized intrinsic geometry to Hilbert’s 6th
problem at the most basic level. (1) It starts from an axiom and makes key principles, postulates and
artificially introduced equations of fundamental physics all turned into theoremswhich automatically
hold in intrinsic geometrical theory. (2) Intrinsic geometry makes gravitational field and gauge field
unified essentially. Intrinsic geometry of external space describes gravitational field, and intrinsic
geometry of internal space describes typical gauge field. They are unified into intrinsic geometry.
(3) Intrinsic geometry makes gravitational theory and quantum mechanics have the same view of
time and space and unified description of evolution.
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0 Introduction
(i) Intrinsic geometry.
In 1827, Friedrich Gauss created the theory of intrinsic geometry of surface in his article
Disquisitiones Generales Circa Superficies Curves, and essentially unified the Euclidean geometry
and various non-Euclidean geometries at that time. In 1854, Bernhard Riemann generalized Gauss’s
ideas of intrinsic geometry to high dimensions in his speech Ueber Die Hypothesen, Welche Der
Geometrie Zu Grunde Liegen, and expressed the first fundamental form with metric tensor. In
Riemannian geometry, all values of intrinsic geometrical properties are totally determined by
metric tensor.
However, in this paper it is discovered that the traditional practice that characterizing intrinsic
geometry with metric tensor is not necessarily able to cover all the intrinsic properties of manifold.
It has been known for a long time that the coefficients of metric tensor surely remain unchanged
when orthogonal transformations effect on semi-metric [14, 19]. Although there have been many
studies on semi-metric, and some non-mathematical researches have shown advantages of semi-
metric [13, 14, 53], however their mathematical meanings have not been studied sufficiently. Some
articles treat semi-metric either as an alternative expression form of metric, or as an insignificant
mathematical substitution [14]. And there is an article [11]which has noticed that semi-metric causes
some indications beyond Riemannian geometry, but it argues that a well-done semi-metric theory
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should not cause such indications. We must see that the mathematical significance of semi-metric
has not yet been fully revealed.
It is noticed that a traditional intrinsic geometrical property is an invariant under identical trans-
formations of metric, and we can also speak of it as an invariant under orthogonal transformations of
semi-metric. It indicates that two different properties under two different orthogonal transformations
of semi-metric cannot be distinguished by the traditional intrinsic geometry. If we take different
orthogonal transformations of semi-metric at different points of a Riemannian manifold, the Rie-
mannian manifold remains unchanged, and these orthogonal transformations just exactly constitute
a local gauge transformation. That is to say, Riemannian geometry is still not exquisite enough.
Therefore, there exists a kind of more extensive intrinsic geometry with Riemannian geometry as
its subgeometry.
In order to understand the generalized concept of intrinsic geometry defined later more conve-
niently, the intuition of intrinsic geometry must be concisely explained here in a new way different
from the perspective of metric of traditional intrinsic geometry.
Fig. 1 The intuition of intrinsic geometry of curve
First, consider the case of one-dimension, that is the intuition of intrinsic geometry of curve. As
shown in Fig.1, select a curve L in the plane rectangular coordinate system. Project the coordinates
of y axis onto L continuously and uniformly, and then onto x axis.
In this way, the original continuous and uniform coordinate distribution becomes a continuous
but ununiform distribution via L as a medium, thus we obtain an interval S with some ununiform
distribution shown in the right figure of Fig. 1. This is actually the intuition of intrinsic geometry
of curve L. It can be said that curve S is curve L in intrinsic geometry.
Such an intuition of intrinsic geometry can be described strictly in the following way.
Let S be a one-dimensional manifold, which is homeomorphic to an Euclidean straight line.
Take two coordinate charts (S, x) and (S, y) on S such that we have a coordinate relation y = y (x).
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As shown in the above figure, at every point of S, it shows a kind of intuition reflecting the
degree of slackness and tightness of coordinate distribution of y axis in x axis. Such a degree of
slackness and tightness can be strictly described by dy
dx
. Then the one-dimensional manifold S given
the degree of slackness and tightness dy
dx
is the curve L defined in way of intrinsic geometry.
Fig. 2 The intuition of intrinsic geometry of surface
The case of two-dimensional surface is similar. The intuition of intrinsic geometry of surface
z = e−(x
2+y2) in the left figure of Fig.2 can be shown by the degree of slackness and tightness of
coordinate net
(
u1, u2
)
in coordinate system
(
x1, x2
)
at each point of the right figure of Fig.2. This
degree of slackness and tightness can be strictly described by ∂u
k
∂xi
(i, k = 1, 2). It can be said that the
degree of slackness and tightness ∂u
k
∂xi
of the right figure defines the surface of the left figure in way
of intrinsic geometry. The coordinate net in this figure shows a special solution of
(
u1, u2
)
such that


u1
(
x1, x2
)
=
x1√
(x1)2 + (x2)2
∫ √(x1)2+(x2)2
0
√
1 + 4ρ2e−2ρ2dρ,
u2
(
x1, x2
)
=
x2√
(x1)2 + (x2)2
∫ √(x1)2+(x2)2
0
√
1 + 4ρ2e−2ρ2dρ.
These above are intuitive descriptions of two simple cases about one and two dimensions,
emphasizing the central role of the degree of slackness and tightness ∂u
k
∂xi
determined by two
coordinate systems in reflecting the intuition of intrinsic geometry. In this way, the general concept
of intrinsic geometry will be defined strictly in this paper.
Such a generalized intrinsic geometry is worth studying. It is discovered in this paper, that
the geometrical properties in such a geometry can just exactly reflect the physical properties of
elementary particles in the Standard Model, which cannot be described by the traditional intrinsic
geometry. With such a generalization, it is not only gravitational field but also gauge field, that can
be described by intrinsic geometry, and further more the whole fundamental physics will be unified
in the intrinsic geometry. Therefore, it will naturally give a solution for Hilbert’s 6th problem.
(ii) Hilbert’s 6th problem.
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The purpose of Hilbert’s 6th problem is to axiomatize the physics. Theoretical physics at the
most basic level is an important aspect about it. The unity of the physical world has always been a
belief held by many people. The history of theoretical physics is a process that the unity expands step
by step. In this paper, it is essentially regarded as a process that the concept of geometry expands
step by step.
(1) From Newtonian mechanics to special relativity [16], and then to general relativity [17, 18],
it is a process that flat Riemannian geometry expands to general Riemannian geometry.
(2) Gauge field theory actually expresses a kind of geometry that cannot be described by
Riemannian geometry. It is usually described by abstract connections on abstract fibre bundles,
however, that is not concrete enough.
From the perspective of concrete constructivity, the generalization of intrinsic geometry in this
paper makes the concept of geometry expand further more, thereby Riemannian geometry and gauge
field geometry can be uniformly described by the generalized intrinsic geometry.
Besides the intrinsic geometry, the solution at the most basic level for Hilbert’s 6th problem also
depends on a constructivity method. There are two approaches to develop mathematical theory, one
is the approach of concrete constructivity based on set theory, the other is the approach of abstract
structure based on category theory. Although the effectivenesses of these two research approaches
are the same, without either of them, the cognition to this mathematical intuition is incomplete.
For example, consider the concept of real number. From the approach of abstract structure, some
conventions as the connotation of abstract structure are combined to form axiomatized definition
of real number, i.e. a real number is an abstract element in the complete archimedean ordered field.
From the approach of concrete constructivity, natural numbers are constructed from empty set,
then integers and rational numbers are constructed, and then irrational numbers are constructed
via Dedekind cut to form the real number set. Such two concepts of real number defined in two
approaches reflect the same mathematical intuition. And such two theories of real number provide
a complete cognition for the intuition of real number.
In the above sense, fundamental physical theories in history are too abstract and lack of concrete
mathematical constructions. For examples:
(1) In electrodynamics, the relationship between mechanics and electromagnetics can be estab-
lished just only by Lorentz force equation F = q (E + v ×B). However, various variables in the
formula are all abstract vectors and scalar, which are lack of concrete mathematical constructions.
For example, E and B can only be distinguished ontologically, but as two abstract vectors there is
no difference of mathematical connotation between them. As a result, the Lorentz force equation
can just only be artificially introduced and regarded as a principle and cannot become a theorem
automatically.
(2) After the establishment of quantum mechanics [3–5, 8, 9, 58–63], the quantum field theory
established. The suggestion of Yang-Mills theory [73] eventually led to Glashow-Weinberg-Salam’s
unified theory of weak electricity [20, 29, 38, 41–43, 45, 57, 66], quantum chromodynamics [2, 6,
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21, 24, 25, 27, 31–33, 56, 65] and various great unified theories [10, 23, 26, 49–51]. Not long ago,
Yue-Liang Wu brought gravitational field into the framework of QFT in inertial system [68–72].
However, such fields are still abstractly defined functions and lack of concrete mathematical
constructions. Both Hamiltonian function and Lagrangian function are abstract objects, because
field functions composing them are abstract. On one hand, physics describes gauge fieldwith abstract
concept of connection on a fibre bundle, but without giving concrete mathematical constructions to
the connections. On the other hand, the spinor field, which is composed of several complex-valued
functions, is sometimes used to refer to a charged lepton field, and sometimes a neutrino field. It
is not clear in physics that how to distinguish field function of charged lepton and field function of
neutrino by mathematical constructions.
(3) Early Kaluza-Klein theory [44, 47, 48] and later string theory as well as superstring theory
[1, 12, 28, 30, 34–37, 39, 40, 55, 64, 67] attempted to provide unified explanations of this problem in
high dimensional space. But for Hilbert’s 6th problem, they still cannot be regarded successful.
The details of the above theories will not be discussed here. What should be emphasized is that
we will supply concrete mathematical constructions for the above various physical concepts from
the perspective of intrinsic geometry, so that theoretical physics can be axiomatized at the most
basic level.
It will start from a unique basic axiom, and strictly deduce the framework of physics, and turn
principles, postulates, and artificially introduced equations into theorems, so as to give a kind of
effective solution for Hilbert’s 6th problem at the most basic level.
(iii) General definition of geometry.
In order to generalize intrinsic geometry, we have to make a few improvements to the expression
form of Erlangen program. It is mainly based on the consideration of the following two issues.
(1) In history, there appeared two different approaches to unify Euclidean geometry and non
Euclidean geometries. One is from Gauss and Riemann, that is to say, Gauss-Bonnet theorem
distinguishes geometries by angle sums of triangles. The other is the Erlangen program [46] proposed
by Felix Klein in 1872. It distinguishes geometries by transformation groups.
However, Riemannian geometry was regarded as one that cannot be incorporated into the frame-
work of Erlangen’s program, so these two approaches still fail to associate clearly.
(2) Based on the idea of Erlangen program, starting from the second half of the 20th century,
theoretical physics began to emphasize the notion of symmetry and research it with the concept of
group extensively. It is right, but easy to cause a kind of misunderstanding, that is, symmetry and
group are regarded as equivalent things.
In fact, the essential idea of symmetry is the invariance under transformations, and the essential
idea of group is the relationship between transformations. The former is a geometrical property, and
the latter is an algebraic property. Therefore, symmetry and group should not be confused.
In order to deal with the above two issues and to generalize intrinsic geometry, the expression
form of Erlangen program will be improved in this paper. The main idea of this improvement has
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been referred to in literatures [15, 52], but they have not expressed this idea as a strict definition of
general concept of geometry in an explicit form. Such a definition will be given below.
1 Improved expression of Erlangen program
Definition 1.1. Let C be a set and ∼ a relation of equivalence. The classification C/ ∼ is called a
geometry on C with respect to ∼. Let t : C → C be a transformation. If ∀[c] ∈ C/ ∼, ∀c ∈ [c] such
that t(c) ∈ [c], we say t is an equivalent transformation with respect to ∼. The totality T of all
equivalent transformations on C with respect to ∼ is called an equivalent transformation set on C
with respect to ∼. Evidently,∼ and T are mutually determined, therefore, C/ ∼ can also be denoted
by C/T .
∀[c] ∈ C/T is called a geometrical object. ∀a ∈ [c] is called a geometrical instance of [c]. Denote
S ,
⋃
c∈C
c, each element in S is called a point, each subset of S is called a geometrical figure, and
(S, T ) is called a kind of geometrical theory.
Let H be a set, and let a map h : C → H satisfy ∀c1, c2 ∈ C, c1 ∼ c2 ⇔ h(c1) = h(c2). Then h
induces a map h˜ : C/ ∼→ H, [c] 7→ h(c). Each of h and h˜ is called a geometrical property on C.
The image of h and h˜ in H is called the value of geometrical property.
Suppose there are two relations of equivalence ∼a and ∼b on C. If ∼a⊂∼b, we say geometry
C/ ∼a is larger than C/ ∼b, and C/ ∼b smaller than C/ ∼a, we also say C/ ∼b is a subgeometry
of C/ ∼a.
Remark 1.1. The above definition is equivalent to the traditional expression of Erlangen program.
It is remarkable that it characterizes geometry with a relation of equivalence, but not a group. Why
a new definition should be adopted? Because it is very inconvenient to describe geometry in the
traditional form of Erlangen program in the case where a group is difficult to expressed in an explicit
form due to its complicated form or uncertain structure. But if we find a certain condition to define
a relation of equivalence, according to the above new definition we are able to define our required
geometry without specifying group structure. Thereby it will be convenient for our study, such as
what Discussion 6.1 says. In addition, Definition 2.3.2 , Definition 2.4.2 , Definition 2.5.2 and
section 2.6 are also treated in such a way.
In the past, Erlangen program was used to deal with groups with simple structure. The corre-
sponding geometry was confined to either local of the manifold or homogeneous manifold such as
constant curvature manifold. The Riemannian geometry was not incorporated into the framework
of Erlangen program in traditional way. By contrast, based on the expression form of this paper,
the definition of geometry can completely incorporate Riemannian geometry into the framework of
improved Erlangen program, see Discussion 2.6.2 .
To say the least, if the group structure has to be emphasized, the following additional definition
is needed. The elements in equivalent transformation set T naturally imply a group structure
with respect to composite operation of maps. The group T is called the tranformation group of
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geometry C/T , and C/T is called the geometry of group T . Therefore, the group structure exists
on the equivalent transformation set naturally, and it is not necessary to make explicit requirements
in the definition of geometry as the traditional form of Erlangen program. Suppose transformation
group T1 acting on S1 and transformation group T2 acting on S2 are isomorphic. (S1, T1) and (S2, T2)
are called the same kind of geometrical theory. If T1 is a proper subgroup of T2, we say T1 is
smaller than T2, and T2 larger than T1. Evidently, the smaller the group, the larger the geometry;
conversely, the larger the group, the smaller the geometry.
Definition 1.2.On any setC, theremust be a special geometry,which has only one equivalence class,
that is C itself. This geometry is called a universal geometry. The set C is the only geometrical
object in universal geometry, and it is called a universal geometrical object. Each geometrical
property in universal geometry is called a universal geometrical property, and also called a
geometrical invariant on C. Each universal geometrical property with its unique value is called a
geometrical identity on C.
2 Generalization of intrinsic geometry
2.1 Geometrical manifold
Definition 2.1.1. Let M be a D-dimensional connected smooth real manifold. ∀p ∈ M , take a
coordinate chart (Up, ϕUp) on a neighborhood Up of p. They constitute a coordinate covering
{(Up, ϕUp)}p∈M , which is called a point-by-point covering. ϕUp is called a coordinate frame
on neighborhood Up of p. For the sake of simplicity, below Up is denoted by U , and ϕUp is denoted
by ϕU .
For any two coordinate frames ϕU and ψU on neighborhood U of point p, if fp , ϕU ◦ ψ−1U :
ψU (U) → ϕU (U) is a smooth homeomorphism, fp is called a (local) reference-system on neigh-
borhood U of point p, where ψU is the basis coordinate frame of fp, and ϕU is the performance
coordinate frame of fp.
For any local reference-systems fp and gp at p, if the coordinate frames of fp and the coordinate
frames of gp are C∞-compatible, we say fp and gp are C∞-compatible. The totality of the local
reference-systems that are mutually C∞-compatible is called a (local) reference-system space,
denoted by REFp(U) or REFp.
The totality of all the local reference-systems with ψU as the basis coordinate frame is denoted
by REFp(U,ψU ).
The totality of all the local reference-systems with ϕU as the performance coordinate frame is
denoted by REFp(ϕU , U).
Definition 2.1.2. Denote REF ,
⋃
p∈M
REFp, where ∀p, q ∈M all the elements in REFp and REFq
are C∞-compatible.
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If the map f : M → REF, p 7→ f (p) ∈ REFp satisfies that the slack-tights BAM and CMA in
definition 2.2.2 are all smooth real functions on M , f is called a reference-system on M . The
totality of all reference-systems which are mutually C∞-compatible onM is denoted by REFM .
A differential manifold M with a reference-system f is called a geometrical manifold given
shape by f , and denoted by (M,f ).
Definition 2.1.3. ∀p ∈ M , ∀ρU ◦ ψ−1U ∈ REFp(U) induces two (local) reference-system transfor-
mations

LρU◦ψ−1U :REFp(ψU , U)→ REFp(ρU , U), ψU ◦ ϕ
−1
U 7→ (ρU ◦ ψ−1U ) ◦ (ψU ◦ ϕ−1U ) = ρU ◦ ϕ−1U ,
RρU◦ψ−1U :REFp(U, ρU )→ REFp(U,ψU ), ϕU ◦ ρ
−1
U 7→ (ϕU ◦ ρ−1U ) ◦ (ρU ◦ ψ−1U ) = ϕU ◦ ψ−1U .
∀f ∈ REFM , ∀p ∈M , suppose Lf(p) and Rf(p) are induced by f (p). The maps Lf : p 7→ Lf (p) ,
Lf(p) and Rf : p 7→ Rf (p) , Rf(p) are called reference-system transformations on manifoldM .
Remark 2.1.1. Suppose there is a reference-system f on manifold M . Construct reference-system
e in the following way: ∀p ∈ M , on neighborhood U of point p, take the basis coordinate frame of
f (p) as the basis coordinate frame of e(p), and take the same basis coordinate frame of f (p) as the
performance coordinate frame of e(p). Thus, reference-system transformation Lf sends e to f just
exactly.
2.2 Slack-tights and metrics
Definition 2.2.1. For convenience, some index symbols have to be specified. In the absence of a
special declaration, the indices used below are valued in the following range:
(1) for basis coordinate frame (U, ξ), indices A,B,C,D,E = 1, 2, · · · ,D, such as ξA;
(2) for performance coordinate frame (U, x), indicesM,N,P,Q,R = 1, 2, · · · ,D, such as xM .
Definition 2.2.2. Let (M,f ) be a geometrical manifold. ∀p ∈ M , on a neighborhood Up of point
p, let the coordinate representation of local reference-system f (p) be ξA = ξA(xM ), xM = xM (ξA).
Their derivative functions 

bAM : Up → R, q 7→ bAM (q) ,
∂ξA
∂xM
(q),
cMA : Up → R, q 7→ cMA (q) ,
∂xM
∂ξA
(q),
on Up are called the degrees of slackness and tightness of f (p), or slack-tights for short. If it is
needed to emphasize f (p) explicitly, bAM and c
M
A can be denoted by (bf(p))
A
M and (cf(p))
M
A .
Define two kinds of smooth real functions on manifoldM :

BAM :M → R, p 7→ BAM (p) , (bf(p))AM (p)
CMA : M → R, p 7→ CMA (p) , (cf(p))MA (p)
,
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then BAM and C
M
A are called the slack-tights of reference-system f on manifoldM .
Discussion 2.2.1. Corresponding to the two coordinate frames of f (p), the tangent space Tp at point
p has two sets of natural bases ∂
∂ξA
∣∣∣
p
, ∂
∂xM
∣∣∣
p
∈ Tp, and the cotangent space T ∗p also has two sets of
natural bases dξA
∣∣
p
, dxM
∣∣
p
∈ T ∗p . Thus, on Up we have
(bf(p))
A
M =
〈
∂
∂xM
∣∣∣∣
p
, dξA
∣∣∣
p
〉
, (cf(p))
A
M =
〈
∂
∂ξA
∣∣∣∣
p
, dxM
∣∣∣
p
〉
.
Therefore, ∀p ∈M we have
BAM (p) =
〈
∂
∂xM
∣∣∣∣
p
, dξA
∣∣∣
p
〉
(p), CMA (p) =
〈
∂
∂ξA
∣∣∣∣
p
, dxM
∣∣∣
p
〉
(p).
which can concisely be denoted by
BAM =
〈
∂
∂xM
, dξA
〉
, CMA =
〈
∂
∂ξA
, dxM
〉
.
Definition 2.2.3. Denote
εMN = ε
MN= εMN ,


1, M = N
0, M 6= N
, δAB = δ
AB= δAB ,


1, A = B
0, A 6= B
.
Let (M,f ) be a geometrical manifold. ∀p ∈M , let U be a neighborhood of point p.
(1) The coordinate frames (U, ξA) and (U, xM ) of f (p) respectively inherit metric tensor fields

g , δABdξ
A ⊗ dξB = gMNdxM ⊗ dxN
h , εMNdx
M ⊗ dxN = hABdξA ⊗ dξB
,


gMN = δABb
A
Mb
B
N
hAB = εMNc
M
A c
N
B
.
If it is needed to emphasize f (p) explicitly, g and h can be expressed as gf(p) and hf(p), then gMN
and hAB can be expressed as (gf(p))MN and (hf(p))AB .
(2) On manifoldM , define smooth real functions

GMN :M → R, p 7→ GMN (p) , (gf(p))MN (p)
HAB : M → R, p 7→ HAB(p) , (hf(p))AB(p)
,


∆AB :M → R, p 7→ ∆AB(p) , δAB
EMN :M → R, p 7→ EMN (p) , εMN
.
Thus on the entire manifoldM , two metric tensors G and H are constructed, the local restrictions
of which can be expressed as

G = ∆ABdξ
A ⊗ dξB = GMNdxM ⊗ dxN
H = EMNdx
M ⊗ dxN = HABdξA ⊗ dξB
,


GMN = ∆ABB
A
MB
B
N
HAB = EMNC
M
A C
N
B
.
Definition 2.2.4. Denote dξA , hABdξB , dxM , gMNdxN , which induce ∂∂ξA and
∂
∂xM
in tangent
space, such that
〈
∂
∂ξB
, dξA
〉
= δBA and
〈
∂
∂xN
, dxM
〉
= εNM . Denote

cMA ,
∂xM
∂ξA
bAM ,
∂ξA
∂xM
,


cAM ,
∂xM
∂ξA
bMA ,
∂ξA
∂xM
,


b¯MA ,
∂ξA
∂xM
c¯AM ,
∂xM
∂ξA
.
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Define the following tensors:

g , δABdξ
A ⊗ dξB = gMNdxM ⊗ dxN = gMNdxM ⊗ dxN
h , εMNdx
M ⊗ dxN = hABdξA ⊗ dξB = hABdξA ⊗ dξB
,


x , δAB
∂
∂ξA
⊗ ∂
∂ξB
= xMN
∂
∂xM
⊗ ∂
∂xN
= xMN
∂
∂xM
⊗ ∂
∂xN
y , εMN
∂
∂xM
⊗ ∂
∂xN
= yAB
∂
∂ξA
⊗ ∂
∂ξB
= yAB
∂
∂ξA
⊗ ∂
∂ξB
,
where

gMN = δABb
A
Mb
B
N
gMN = δABb
AMbBN
,


hAB = εMNc
M
A c
N
B
hAB = εMNc
MAcNB
,


xMN = δ
ABcAM cBN
xMN = δABcMA c
N
B
,


yAB = ε
MNbMAbNB
yAB = εMN bAMb
B
N
.
Proposition 2.2.1. gMN = xMN , gMN = xMN , hAB = yAB, hAB = yAB .
Proof.
(1) gMP bCMb
D
P = δ
CD ⇒ gMN bCMbDNcPCcQD = δCDcPCcQD ⇒ gPQ = xPQ.
xMN , δ
ABcAMcBN ⇒ gPMxMNgNQ = gPMδABcAMcBNgNQ = δAB(cAMgPM )(cBNgNQ) =
δABcPAc
Q
B = g
PQ ⇒ gPMxMN = εPN ⇒ xMN = gMN .
(2) hABcPAc
Q
B = ε
PQ ⇒ hABcPAcQBbCP bDQ = εPQbCP bDQ ⇒ hCD = yCD.
yAB , ε
MN bMAbNB ⇒ hCAyABhBD = hCAεMNbMAbNBhBD = εMN (bMAhCA)(bNBhBD) =
εMNbCMb
D
N = h
CD ⇒ hCAyAB = δCB ⇒ yAB = hAB . ⊓⊔
2.3 Generalized intrinsic geometry
Definition 2.3.1. Intrinsic geometry of reference-system.
(1) Intrinsic geometry of local reference-system.
∀fp, gp ∈ REFp(U), let slack-tights of fp and gp be (bf )AM and (bg)AM , respectively.
Define a relation of equivalence ∼=, such that fp ∼= gp if and only if ∀q ∈ U , (bf )AM (q) = (bg)AM (q).
Thus,REFp(U)/ ∼= is called the intrinsic geometry on REFp(U), where the geometrical object [fp]
is called the core of fp.
(2) Intrinsic geometry of reference-system on manifold.
∀f, g ∈ REFM , let slack-tights of f and g be (Bf )AM and (Bg)AM , respectively.
Define a relation of equivalence ≡, such that f ≡ g if and only if ∀p ∈M, f (p) ∼= g(p). Thus, the
geometry REFM/ ≡ is called the strict intrinsic geometry on REFM .
Define a relation of equivalence ∼=, such that f ∼= g if and only if ∀p ∈M, (Bf )AM (p) = (Bg)AM (p).
Thus, the geometry REFM/ ∼= is called the intrinsic geometry on REFM , where the geometrical
object [f ] is called the core of f . For convenience, [f ] , [p 7→ f (p)] will also be expressed as
[f ] : p 7→ [f (p)].
Definition 2.3.2. Intrinsic geometry on geometrical manifold.
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The totality of all the geometrical manifolds on M is denoted by M(M). Define a relation
of equivalence ∼= of geometrical manifolds, such that (M,f ) ∼= (M,g) if and only if f ∼= g. The
geometry C(M) , M(M)/ ∼= is called the intrinsic geometry on geometrical manifolds, where
geometrical object (M, [f ]) is called an intrinsic geometrical manifold given shape by [f ].
According to Definition 1.1, the value of each intrinsic geometrical property is completely
depends on the core of reference-system, and thereby depends on the slack-tights BAM or C
M
A .
Definition 2.3.3. Intrinsic transformation.
(1) Local intrinsic transformation. [fp] induces equivalence classes L[fp] : [hp] 7→ [fp] ◦ [hp] and
R[fp] : [kp] 7→ [kp] ◦ [fp] of Lfp : hp 7→ fp ◦ hp and Rfp : kp 7→ kp ◦ fp. Then we say L[fp] and R[fp] are
local intrinsic transformations.
(2) Intrinsic transformation on manifold. [f ] induces equivalence classes L[f ] : [h] 7→ [f ] ◦ [h] and
R[f ] : [k] 7→ [k] ◦ [f ] of Lf : h 7→ f ◦ h and Rf : k 7→ k ◦ f . Then we say L[f ] and R[f ] are intrinsic
transformations of geometrical manifolds, or general gauge transformations, see Proposition
5.6.2 for reasons.
Discussion 2.3.1. Intrinsic transformation group.
(1) Locally, on the neighborhood of any point p on manifold M , the slack-tights bAM or c
M
A of a
reference-system constitute aD-order invertible square matrix. The intrinsic geometryREFp(U)/ ∼=
is isomorphic to general linear group GL(D,R).
(2) OnmanifoldM , an intrinsic transformation sends an intrinsic geometricalmanifold to another
intrinsic geometrical manifold. On one hand, on the premise of no requirement of smoothness for
slack-tights, the intrinsic geometry GL(M) , REFM/ ∼= is isomorphic to general linear group
GLM ,
⊗
p∈M GL(D,R)p, where
⊗
represents external direct product. On the other hand, if we
require that the slack-tights be smooth as it is stated in Definition 2.1.2 , GL(M) is a subgroup of
GLM , and the restriction of GL(M) at any point ofM is isomorphic to GL(D,R).
Suppose S(M) is a subgroup of GLM . The group structure of S(M) may be complicated. The
description of S(M)would be cumbersome. It is because transformation groups at various points are
different from each other in general, and also there are usually constraints of smoothness between
adjacent points. According to the original form of Erlangen program, geometry is dependent on
group, that is to say, if group structure does not described clearly, geometry could not be established.
This is an important reason why in history Riemannian geometry was not incorporated into the
framework of Erlangen program.
Now we have the concept of geometry of section 1 and the concept of reference-system of
Definition 2.1.2 , then it is easy to unify the points of view of Riemannian geometry and Erlangen
program. On one hand, with the concept of reference-system, it is possible to precisely describe
transformation group S(M), for example we have Definition 2.3.4 . On the other hand, more conve-
niently, it is even not necessary to specify detail informations of structure of transformation group
S(M), but we can take constraints for slack-tights, and thereby construct a relation of equivalence
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about reference-systems, then we are able to study geometry by the concepts of section 1 , just like
what we do in Definition 2.3.2 , Definition 2.4.2 , Definition 2.5.2 and section 2.6 . More impor-
tantly, it will be seen later that it is not always convenient for us to immediately solve the elements
of the transformation group corresponding to the symmetry conditions like those in Proposition 6.2
and Definition 8.3 , however, this does not prevent us from expounding its geometry. This is exactly
what the concept of geometry of section 1 is expected to achieve.
Definition 2.3.4. The general linear group GL(M) is called intrinsic transformation group, or
general gauge transformation group.
Specially, for the case where the transformation groups at different points of manifold are
isomorphic to each other, the general linear group GL(D,R) is called homogeneous intrinsic
transformation group. Furthermore:
Let S be a subgroup ofGL(D,R). If f satisfies the following two conditions: (1) ∀p ∈M, [f (p)] ∈
S; (2) for any subgroup T of S, ∃q ∈M, [f (q)] /∈ T ; then we say objects determined by f , such as f ,
(M, [f ]), L[f ], R[f ], etc., are generated by group S. Thus, S(M) , {[f ]|f is generated by group S}
is evidently a subgroup of GL(M).
In addition, as the equivalent transformation set, the totality of all intrinsic transformations
generated by group S can be used to define a relation of equivalence∼S, so we can define a geometry
M(M)/ ∼S , which is called the geometry of group S(M), also denoted byM(M)/S(M).
Let us define three important subgeometries of intrinsic geometry in the following three sections.
They are kernal geometry, Riemannian geometry and universal geometry.
2.4 Kernal geometry
Definition 2.4.1. Let k be a reference-system on manifoldM , and its slack-tightsBAM constants. We
sayL[k] andR[k] induced by k are flat transformations of reference-systems, or global gauge trans-
formations. Specially, if det[BAM ] = 1, we say L[k] and R[k] are unimodular flat transformations
of reference-systems.
Definition 2.4.2. Let there be intrinsic geometrical manifolds (M, [f ]) and (M, [g]). Define a relation
of equivalence ≃, such that [f ] ≃ [g] and (M, [f ]) ≃ (M, [g]) if and only if there exists a flat
transformation F[k] such that F[k]([f ]) = [g], where F[k] represents L[k] or R[k].
The corresponding equivalence classes are denoted by |f | and (M, |f |) respectively, and |f |
is called the kernal of f . The geometry C(M)/ ≃ is called the kernal geometry on geometrical
manifolds,where the geometrical object (M, |f |) is called a kernal geometrical manifold. Specially,
if F[k] is a unimodular flat transformation, C(M)/ ≃ is called a regular kernal geometry.
Remark 2.4.1. Kernal geometry is a subgeometry of the intrinsic geometry of Definition 2.3.2 . It
can be understood intuitively as follows. Consider Fig.1 of introduction section. Fix axis and scale,
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and rotate the entire curve L by an angle. The intrinsic geometrical curve S′ now is different from
the previous intrinsic geometrical curve S, but the major bending characteristics remain unchanged
under the rotation. These bending characteristics are described by various regular kernal geometrical
properties of [S].
2.5 Riemannian geometry
Definition 2.5.1.Let k be a reference-systemonmanifold, and its slack-tightsBAM satisfy∆ABB
A
MB
B
N =
EMN . Then L[k] andR[k] induced by k are called orthogonal transformations of reference-systems.
Definition 2.5.2. Let there be intrinsic geometrical manifolds (M, [f ]) and (M, [g]), and their slack-
tights (Bf )AM and (Bg)
A
M .
Define a relation of equivalence ≃O, such that [f ] ≃O [g] and (M, [f ]) ≃O (M, [g]) if and only if
there exists an orthogonal transformation F[k] such that F[k]([f ]) = [g], where F[k] represents L[k] or
R[k]. The equivalence classes are denoted by [f ]O and (M, [f ]O) respectively. We say the geometry
C(M)/ ≃O isRiemannian geometry, and a geometrical object (M, [f ]O) is aRiemannianmanifold.
Proposition 2.5.1. [f ] ≃O [g] if and only if (Gf )MN = (Gg)MN .
Proof.We need to consider the cases of F[k] = R[k] and F[k] = L[k], respectively.
(1) Suppose R[k] is a transformation induced by reference-system k, such that R[k]([f ]) = [g]. Let
the slack-tights of [f ] be (Bf )
A
M
and (Cf )
M
A
, and the slack-tights of [k] (Bk)
A′
A and (Ck)
A
A′ . Then the
slack-tights of [g] are (Bg)A
′
M
= (Bk)
A′
A (Bf )
A
M
and (Cg)MA′ = (Ck)
A
A′(Cf )
M
A
.
According to Definition 2.2.3 , the metric tensor of [f ] is (Gf )MN = ∆AB(Bf )AM (Bf )
B
N , thereby
the metric tensor of [g] is (Gg)MN = ∆A′B′(Bg)A
′
M (Bg)
B′
N = ∆A′B′
(
(Bk)
A′
A (Bf )
A
M
)(
(Bk)
B′
B (Bf )
B
N
)
=(
∆A′B′(Bk)
A′
A (Bk)
B′
B
)
(Bf )
A
M (Bf )
B
N . Hence, (Gf )MN = (Gg)MN if and only if ∆A′B′(Bk)
A′
A (Bk)
B′
B =
∆AB, i.e. R[k] is orthogonal.
(2) Suppose L[k] is a transformation induced by reference-system k, such that L[k]([f ]) = [g]. Let
the slack-tights of [f ] be (Bf )
A
M
and (Cf )
M
A
, and the slack-tights of [k] (Bk)
M
M ′ and (Ck)
M ′
M . Then the
slack-tights of [g] are (Bg)AM ′ = (Bk)
M
M ′(Bf )
A
M
and (Cg)M
′
A
= (Ck)
M ′
M (Cf )
M
A
.
According to Definition 2.2.4 , we consider tensors (Hf )AB and (Hg)AB.(Hf )AB = (Yf )AB =
EMN (Bf )
A
M (Bf )
B
N , (Hg)
AB = EM
′N ′(Bg)
A
M ′(Bg)
B
N ′ = E
M ′N ′
(
(Bk)
M
M ′(Bf )
A
M
) (
(Bk)
N
N ′(Bf )
B
N
)
=
(
EM
′N ′(Bk)
M
M ′(Bk)
N
N ′
)
(Bf )
A
M (Bf )
B
N .
Hence, (Hf )AB = (Hg)AB if and only if EM
′N ′(Bk)
M
M ′(Bk)
N
N ′ = E
MN , i.e. L[k] is orthogonal.
Then due to (Hf )AB = (Hg)AB ⇔ (Gf )MN = (Gg)MN ⇔ (Gf )MN = (Gg)MN , the proposition is
true. ⊓⊔
Discussion 2.5.1.We notice that:
(1) Definition 2.5.2 tells us that Riemannian geometry is a subgeometry of intrinsic geometry
of Definition 2.3.2 .
A generalization of intrinsic geometry and its application to Hilbert’s 6th problem 15
(2) Proposition 2.5.1 indicates that Definition 2.5.2 is consistent with the traditional definition
of Riemannian manifold.
Hence, the intrinsic geometry of Definition 2.3.2 is larger than Riemannian geometry, and
geometrical manifold is a more fundamental concept than Riemannian manifold. According to the
point of view of Riemannian geometry, the ultimate origin of its geometrical property is metric.
According to the point of view of geometrical manifold, the geometrical property has a more basic
origin, which ultimately boils down to reference-system and its slack-tights BAM or C
M
A .
(1) In history, the slack-tights is called a semimetric in traditional theory of Riemannian geometry.
Physicists noticed long ago [14, 53] that when researching interactions between gravitational field
and elementary particles, especially problems about spinor field, it can be described only by adopting
semimetric representation, and it does not work by using metric representation. However, they did
not realize that it means the connotation of traditional intrinsic geometry needs to be generalized.
(2) On one hand, it can be seen fromDefinition 2.2.3 that the slack-tights on geometricalmanifold
determine the metric on Riemannian manifold. On the other hand, even when the coefficients of
metric tensors of two geometrical manifolds are completely the same, their slack-tights are not
necessarily the same. These two aspects indicate that the theory of intrinsic geometry on geometrical
manifold has richer geometrical properties than the traditional theory of intrinsic geometry on
Riemannian manifold.
(3) It is important that there exists a concept of simple connection on geometrical manifold, see
section 2.7 . If simple connection vanishes, Levi-Civita connection must vanish too. But conversely,
if Levi-Civita connection vanishes, the simple connection does not necessarily vanish. Therefore,
simple connection reflects more intrinsic properties of manifold than Levi-Civita connection. It will
be seen later that these properties just exactly can be used to describe the characteristics of gauge
fields and elementary particles.
2.6 Universal geometry
Discussion 2.6.1. Let there be geometrical manifolds (M,f ) and (M,g). Define a relation of equiv-
alence ∼, such that (M,f ) ∼ (M,g) if and only if there exists F[k] such that F[k]([f ]) = [g], where
F[k] represents L[k] or R[k].
In fact such a transformation always exists, which is L[g◦f−1] or R[f−1◦g]. Therefore, M(M)
becomes the only equivalence class in the geometry M˜(M) , M(M)/ ∼. It makes M˜(M) the
universal geometry on geometrical manifolds.
Discussion 2.6.2.Make a summary for these subgeometries of intrinsic geometry. On geometrical
manifold:
(1) An intrinsic geometrical property is an invariant under identical intrinsic transformation of
reference-systems.
(2) A kernal geometrical property is an invariant under flat transformation of reference-systems.
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(3) A Riemannian geometrical property is an invariant under orthogonal transformation of
reference-systems.
(4) A universal geometrical property is an invariant under arbitrary transformation of reference-
systems.
(5) Let e be the unit element ofGL(M). According toRemark 1.1, {e} as the transformation group
of intrinsic geometry is the smallest transformation group, and GL(M) as the transformation group
of universal geometry is the largest transformation group. In other words, on geometrical manifold,
intrinsic geometry is the largest geometry, and universal geometry is the smallest geometry.
2.7 Simple connection
Discussion 2.7.1. Let ΓMNP be smooth real functions on manifold M . ∀p ∈ M , dxM and ∂∂xM are
natural basis vector fields in coordinate frame (U, xM ) of local reference-system f (p). Consider the
restriction of smooth real functions ΓMNP on U , affine connection can be expressed as:
D
∂
∂xN
, ΓMNP dx
P ⊗ ∂
∂xM
, DdxN , −ΓNMPdxP ⊗ dxM . (1)
In order to enable affine connection to describe intrinsic geometry, ΓMNP should be defined as the
ones dependent on slack-tights BAM or C
M
A , such as Levi-Civita connection
ΓMNP ,
1
2
GMQ
(
∂GNQ
∂xP
+
∂GPQ
∂xN
− ∂GNP
∂xQ
)
,
or other forms.
Levi-Civita connection is the unique torsion-free and metric-compatible connection, but it is not
fundamental enough. On one hand it is because Levi-Civita connection cannot describe the intrinsic
properties determined by BAM and C
M
A when GMN are all constants, on the other hand Levi-Civita
connection is not simple enough.
The torsion-free condition is very helpful to simplify theoretical form, but the metric-compatible
condition prevents further simplification of connection form.We consider that themetric-compatible
conditionDG = 0was introduced to establish the intuition of Levi-Civita parallel displacement, but
it is not the condition that more general concept of parallel displacement must rely on. Therefore, in
order to simplify connection furthermore, it can be imagined that the torsion-free condition remains
and the metric-compatible condition is given up. A nice choice is to adopt the following definition.
Definition 2.7.1. Let there be an affine connection D, which is expressed as equation (1) on
performance coordinate frame (U, xM ). If the connection coefficients are defined as
ΓMNP ,
1
2
CMA
(
∂BAN
∂xP
+
∂BAP
∂xN
)
= −1
2
(
BAN
∂CMA
∂xP
+BAP
∂CMA
∂xN
)
, (2)
D is called a simple connection.
Proposition 2.7.1. The simple connection is indeed an affine connection.
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Proof. Let there be a reference-system f on manifoldM . And let there be a local reference-system
tp : x
M ′ = xM
′
(xM ), which induces a reference-system transformation Ltp sending f (p) : x
M =
xM (ξA) to h(p) , tp ◦ f (p) : xM ′ = xM ′(ξA), where (U, ξA) is the common basis coordinate frame of
f (p) and h(p). They can be expressed as a diagram:
(U, ξA) (U, xM
′
)
(U, xM )
f (p)
h(p)
tp
Let the slack-tights of tp be
bMM ′ ,
∂xM
∂xM ′
, cM
′
M ,
∂xM
′
∂xM
.
Let the slack-tights of f be BAM and C
M
A . For the restriction of them on U , the slack-tights applied
transformation Ltp are
BAM ′ = b
M
M ′B
A
M , C
M ′
A = c
M ′
M C
M
A .
According to Definition 2.7.1 , the original simple connection and the one applied transformation
Ltp are respectively
(Γf )
M
NP
,
1
2
CMA
(
∂BAN
∂xP
+
∂BAP
∂xN
)
, (Γf )
M ′
N ′P ′
,
1
2
CM
′
A
(
∂BAN ′
∂xP ′
+
∂BAP ′
∂xN ′
)
.
Calculate the local transformation relation of the simple connection on U :
(Γf )
M ′
N ′P ′
,
1
2
CM
′
A
(
∂BAN ′
∂xP
′
+
∂BAP ′
∂xN
′
)
=
1
2
cM
′
M C
M
A
(
∂
(
bNN ′B
A
N
)
∂xP
′
+
∂
(
bPP ′B
A
P
)
∂xN
′
)
=
1
2
cM
′
M C
M
A
(
∂bNN ′
∂xP ′
BAN + b
N
N ′
∂BAN
∂xP ′
+
∂bPP ′
∂xN ′
BAP + b
P
P ′
∂BAP
∂xN ′
)
=
1
2
cM
′
M C
M
A
(
bNN ′
∂BAN
∂xP ′
+ bPP ′
∂BAP
∂xN ′
)
+
1
2
cM
′
M C
M
A
(
∂bNN ′
∂xP ′
BAN +
∂bPP ′
∂xN ′
BAP
)
=
1
2
cM
′
M C
M
A
(
∂BAN
∂xP
+
∂BAP
∂xN
)
bNN ′b
P
P ′ +
1
2
cM
′
M
(
∂bMN ′
∂xP ′
+
∂bMP ′
∂xN ′
)
= (Γf )
M
NP
cM
′
M b
N
N ′b
P
P ′ + c
M ′
M
∂bMN ′
∂xP ′
.
This result is consistent with the general relation of local transformation of affine connection.
So it has been proved that the simple connection ΓMNP ,
1
2C
M
A
(
∂BAN
∂xP
+
∂BAP
∂xN
)
is indeed an affine
connection, and evidently it is torsion-free. ⊓⊔
Proposition 2.7.2. Suppose there are reference-systems g and k on manifoldM . Let the slack-tights
of g be (Bg)AM and (Cg)
M
A . Let the slack-tights of k be (Bk)
M
M ′ and (Ck)
M ′
M . And let the slack-tights of
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g′ , Lk(g) be (Bg′)AM ′ = (Bg)
A
M (Bk)
M
M ′ and (Cg′)
M ′
A = (Cg)
M
A (Ck)
M ′
M . Then let the simple connections
of (M,g), (M,k) and (M,g′) be (Γg)MNP , (Γk)
M ′
N ′P ′ and (Γg′)
M ′
N ′P ′
, respectively. Thus,
(Γg′)
M ′
N ′P ′
= (Γg)
M
NP
(Ck)
M ′
M (Bk)
N
N ′(Bk)
P
P ′ + (Γk)
M ′
N ′P ′ . (3)
Proof. Calculate the following smooth functions ofM on an arbitrary coordinate neighborhood.
(Γg′)
M ′
N ′P ′
,
1
2
(Cg′)
M ′
A
(
∂(Bg′)
A
N ′
∂xP ′
+
∂(Bg′)
A
P ′
∂xN ′
)
=
1
2
(Ck)
M ′
M (Cg)
M
A
(
∂
(
(Bk)
N
N ′(Bg)
A
N
)
∂xP ′
+
∂
(
(Bk)
P
P ′(Bg)
A
P
)
∂xN ′
)
=
1
2
(Ck)
M ′
M (Cg)
M
A
(
∂(Bk)
N
N ′
∂xP ′
(Bg)
A
N + (Bk)
N
N ′
∂(Bg)
A
N
∂xP ′
+
∂(Bk)
P
P ′
∂xN ′
(Bg)
A
P + (Bk)
P
P ′
∂(Bg)
A
P
∂xN ′
)
=
1
2
(Ck)
M ′
M (Cg)
M
A
(
(Bk)
N
N ′
∂(Bg)
A
N
∂xP ′
+ (Bk)
P
P ′
∂(Bg)
A
P
∂xN ′
)
+
1
2
(Ck)
M ′
M (Cg)
M
A
(
∂(Bk)
N
N ′
∂xP ′
(Bg)
A
N +
∂(Bk)
P
P ′
∂xN ′
(Bg)
A
P
)
=
1
2
(Ck)
M ′
M (Cg)
M
A
(
∂(Bg)
A
N
∂xP
+
∂(Bg)
A
P
∂xN
)
(Bk)
N
N ′(Bk)
P
P ′ +
1
2
(Ck)
M ′
M
(
∂(Bk)
M
N ′
∂xP ′
+
∂(Bk)
M
P ′
∂xN ′
)
= (Γg)
M
NP (Ck)
M ′
M (Bk)
N
N ′(Bk)
P
P ′ + (Γk)
M ′
N ′P ′ .
⊓⊔
Remark 2.7.1. Simple connection proposed by this paper has two evident properties.
(1) Denote ΓMNP , GMM ′ΓM
′
NP , ΛMNP ,
1
2
(
∂GNM
∂xP
+ ∂GPM
∂xN
− ∂GNP
∂xM
)
then it is easy to verify
ΓMNP =
1
2
δABB
B
M
(
∂BAN
∂xP
+
∂BAP
∂xN
)
,
ΓMNP + ΓNPM + ΓPMN = ΛMNP + ΛNPM + ΛPMN .
(2) It is evident that when GMN are all constants, Levi-Civita connection must be zero, and
the corresponding Riemannian curvature tensor also must be zero. Meanwhile, simple connection
is however not necessarily zero, and the corresponding Riemannian curvature tensor is also not
necessarily zero. It indicates that simple connection reflects more intrinsic bending-properties of
manifold than Levi-Civita connection.
2.8 Summary of this section
1. Riemannian manifold is generalized to geometrical manifold.
2. Intrinsic geometry is generalized, so that kernal geometry, Riemannian geometry and universal
geometry are all subgeometries of intrinsic geometry.
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3. The important concept of simple connection is defined, which is just exactly the key to describe
elementary particles and gauge fields from the perspective of intrinsic geometry.
By applying the generalized intrinsic geometry, we are able to obtain an effective constructivity
method for Hilbert’s 6th problem. It can be used to unify elementary frameworks of theoretical
physics.
3 Intrinsic geometrical solution for Hilbert’s 6th problem
3.1 Axiom for Hilbert’s 6th problem
We have to abstract and separate out physical connotations, so as to focus on mathematical
constructions. A convenient way is to adopt the following axiom. There is only one axiom, and we
do not need more.
The fundamental axiom. Physical reality should be cognized by using the concept of reference-
system on geometrical manifold.
Such a concept of reference-system is strictly defined in Definition 2.1.2 . This axiom has an
evident corollary as below, which can be called the principle of universal relativity.
Corollary. Universal physical property should be cognized by using universal geometrical
property of geometrical manifold.
Such a concept of universal geometrical property is strictly defined in Definition 1.2 and section
2.6 . In the following sections, universal physical properties, such as time metric, space metric,
evolution, etc., will be strictly defined as some universal geometrical properties of geometrical
manifold. Other main conclusions, postulates and equations of fundamental physics can also be
strictly defined, constructed and proved in pure mathematical sense.
3.2 Mathematical treatment of time and space
Definition 3.2.1. On a neighborhood U of point p, according to Definition 2.2.3 , there are dξ0 and
dx0 defined on two coordinate frames (U, ξA) and (U, xM ) of f (p) as


(dξ0)2 , δABdξ
AdξB = gMNdx
MdxN ,
(dx0)2 , εMNdx
MdxN = hABdξ
AdξB .
(4)
We speak of dξ0 and dx0 as total space metrics of (U, ξA) and (U, xM ), or as time metrics.
On geometrical manifold (M,f ), dξ0 and dx0 defined as


(dξ0)2 , ∆ABdξ
AdξB = GMNdx
MdxN
(dx0)2 , EMNdx
MdxN = HABdξ
AdξB
(5)
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are called total space metrics or time metrics ofM .
Remark 3.2.1. Such a new treatment about the concept of time in this paper is very important. It
will make the two evolution notions of gravitational theory and quantum mechanics become unified
and coordinated. In this way, time metric reflects the total evolution in the total-dimensional space,
while a specific spatial metric reflects a partial evolution in a specific direction.
Definition 3.2.2. Let P and N be closed submanifolds of manifoldM = P ×N . Denote r , dimP .
Let s, i = 1, · · · , r and a,m = r + 1, · · · ,D. Select some proper coordinate frames {ξA} and {xM}
such that on P there are coordinate frames {ξs} and {xi} inherited from M , and on N there are
coordinate frames {ξa} and {xm} inherited fromM . Correspondingly, two subspace metrics can be
defined on the coordinate neighborhoods on P and N respectively:


(dξ(P ))2 ,
r∑
s=1
(dξs)2 = δstdξ
sdξt
(dx(P ))2 ,
r∑
i=1
(dxi)2 = εijdx
idxj
,


(dξ(N))2 ,
D∑
a=r+1
(dξa)2 = δabdξ
adξb
(dx(N))2 ,
D∑
m=r+1
(dxm)2 = εmndx
mdxn
.
For convenience, N is called a submanifold of internal space and P is called a submanifold of
external space. dξ(N) and dx(N) are called propertime metrics.
3.3 Mathematical treatment of evolution
3.3.1 Definition and coordinate form of evolution
Definition 3.3.1.1. Let there be two reference-systems f and g on manifold M . If ∀p ∈ M , f (p) ,
ϕU ◦ ψ−1U and g(p) , ϕU ◦ ρ−1U have the same performance coordinate frame ϕU , namely it can be
intuitively expressed as a diagram
ψU (U)
f(p)−−→ ϕU (U) g(p)←−− ρU (U),
we say f and g motion relatively and interact mutually, and also say that f evolves in g, or f
evolves on geometrical manifold (M,g). Meanwhile, g evolves in f , or say g evolves on (M,f ).
Definition 3.3.1.2. Let there be a one-parameter group of diffeomorphismsϕX : M×R→M acting
on M . ϕX determines a smooth tangent vector field X on M . If X is nonzero everywhere, we say
ϕX is a set of evolution paths onM , and X is an evolution direction field onM .
Let T ⊆ R be an interval. Suppose there is a smoothmapLp : T →M which is on the orbitϕX,p(t)
of ϕX through p, and Lp is a regular submanifold ofM , then the map Lp is called an evolution path
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through p, or path for short. The tangent vector d
dt
, [Lp] = X(p) is called an evolution direction
at p. If it does not need to emphasize the point p, Lp can be denoted by L concisely.
Definition 3.3.1.3. ∀p ∈M , let the coordinate representations of f (p) , ϕU ◦ ψ−1U be
xM = xM (ξA), ξA = ξA(xM ),
and the coordinate representations of g(p) , ϕU ◦ ρ−1U
xM = xM (ζA), ζA = ζA(xM ).
Then let time metrics on (U,ϕU ), (U,ψU ), (U, ρU ) be dx0, dξ0, dζ0, respectively.
Each path Lp is a 1-dimensional regular submanifold of M , therefore on open set UL , U ∩ Lp
there exist coordinate neighborhoods (UL, ϕUL) ,(UL, ψUL) and (UL, ρUL) such that the regular
imbedding
pi : Lp →M, q 7→ q (6)
induces coordinate maps and parameter equations

ψU ◦ pi ◦ ψ−1UL : R→ RD, (ξ0) 7→ (ξA), ξA = ξA(ξ0)
ϕU ◦ pi ◦ ϕ−1UL : R→ RD, (x0) 7→ (xM ), xM = xM (x0)
ρU ◦ pi ◦ ρ−1UL : R→ RD, (ζ0) 7→ (ζA), ζA = ζA(ζ0)
which satisfy
D∑
A=1
(
dξA
dξ0
)2
= 1,
D∑
M=1
(
dxM
dx0
)2
= 1,
D∑
A=1
(
dζA
dζ0
)2
= 1.
Definition 3.3.1.4. f (p) = ϕU ◦ ψ−1U and f−1(p) = ψU ◦ ϕ−1U on U induce reference-systems on UL:

fL(p) , ϕUL ◦ ψ−1UL, x0 = x0(ξ0)
f−1L (p) , ψUL ◦ ϕ−1UL, ξ0 = ξ0(x0)
.
Then we obtain the coordinate form of evolution of f :

ξA = ξA(xM ) = ξA(x0)
ξ0 = ξ0(x0)
,


xM = xM (ξA) = xM (ξ0)
x0 = x0(ξ0)
. (7)
3.3.2 Evolution lemma
Definition 3.3.2.1. Let L be a path on manifold M , ∀p ∈ L. Suppose Tp(M) and Tp(L) are the
tangent spaces at p onM and L respectively, and T ∗p (M) and T ∗p (L) are the cotangent spaces.
∀p ∈ L, the regular imbedding pi : L→M, q 7→ q induces tangent map and cotangent map

pi∗|p : Tp(L)→ Tp(M), [γL] 7→ [pi ◦ γL],
pi∗|p : T ∗p (M)→ T ∗p (L), df 7→ d(f ◦ pi).
(8)
Evidently, restricting on L, the tangent map is an injection, and the cotangent map is a surjection.
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∀ d
dtL
∈ Tp(L), ∀df ∈ T ∗p (M), denote
d
dt
, pi∗|p
(
d
dtL
)
∈ Tp(M), dfL , pi∗|p (df ) ∈ T ∗p (L). (9)
We say d
dt
and d
dtL
are equivalent, df and dfL are homomorphic. They are denoted by
d
dt
∼= d
dtL
, df ≃ dfL. (10)
The above locally defined concepts can also be applied to the entire manifold, and furthermore, they
can be transplanted without hindrance to any-order tensor product space generated by tangent
bundle and cotangent bundle, such as:
(1) If d
dt
∼= ddtL , then ∀df we say df⊗
d
dt
and df⊗ d
dtL
are equivalent, denoted by df ⊗ d
dt
∼= df⊗ ddtL .
(2) If df ≃ dfL, then ∀ ddt we say df⊗ ddt and dfL⊗ ddt arehomomorphic, denoted by df⊗ ddt ≃ dfL⊗ ddt .
Proposition 3.3.2.1. If d
dt
∼= ddtL and df ≃ dfL, then
〈
d
dt
, df
〉
=
〈
d
dtL
, dfL
〉
.
Proof. The tangent vectors d
dt
and d
dtL
are respectively defined as equivalence classes [γ] and [γL] of
parameter curves, the cotengent vectors df and dfL are respectively defined as equivalence classes
[f ] and [fL] of smooth functions, which satisfy γ = pi ◦ γL, fL = f ◦ pi. Hence,〈
d
dt
, df
〉
=
〈
d
dtL
, dfL
〉
⇔ 〈[γ], [f ]〉 = 〈[γL], [fL]〉 ⇔ d(f ◦ γ)
dt
=
d(fL ◦ γL)
dt
,
where
f ◦ γ = f ◦ (pi ◦ γL), fL ◦ γL = (f ◦ pi) ◦ γL.
Evidently, f ◦ γ = fL ◦ γL, which makes
〈
d
dt
, df
〉
=
〈
d
dtL
, dfL
〉
true. ⊓⊔
Definition 3.3.2.2. ∀p ∈ L, on coordinate neighborhood UL of point p, define
bA0 ,
dξA
dx0
, b00 ,
dξ0
dx0
, cM0 ,
dxM
dξ0
, c00 ,
dx0
dξ0
,
εM0 ,
dxM
dx0
= b00c
M
0 = b
A
0 c
M
A , δ
A
0 ,
dξA
dξ0
= c00b
A
0 = c
M
0 b
A
M .
They determine the following smooth functions on the entire L:

BA0 : L→ R, p 7→ BA0 (p) , (bf(p))A0 (p)
CM0 : L→ R, p 7→ CM0 (p) , (cf(p))M0 (p)
,


B00 : L→ R, p 7→ B00(p) , (bf(p))00(p)
C00 : L→ R, p 7→ C00 (p) , (cf(p))00(p)
.
For convenience, if no confusion, still using notations ε and δ, we also have smooth functions:
εM0 , B
0
0C
M
0 = B
A
0 C
M
A , δ
A
0 , C
0
0B
A
0 = C
M
0 B
A
M .
Define dξ0 , dx
0
dξ0
dx0 and dx0 ,
dξ0
dx0
dξ0, which induce d
dξ0
and d
dx0
, such that
〈
d
dξ0
, dξ0
〉
= 1,〈
d
dx0
, dx0
〉
= 1. On UL we also define
b¯0A ,
dξA
dx0
, b¯00 ,
dξ0
dx0
, c¯0M ,
dxM
dξ0
, c¯00 ,
dx0
dξ0
,
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ε¯0M ,
dxM
dx0
= b¯00c¯
0
M = b¯
0
Ac¯
A
M , δ¯
0
A ,
dξA
dξ¯0
= c¯00b¯
0
A = c¯
0
M b¯
M
A .
They determine the following smooth functions on the entire L:

B¯0A : L→ R, p 7→ B¯0A(p) , (b¯f(p))0A(p)
C¯0M : L→ R, p 7→ C¯0M (p) , (c¯f(p))0M (p)
,


B¯00 : L→ R, p 7→ B¯00(p) , (b¯f(p))00(p)
C¯00 : L→ R, p 7→ C¯00 (p) , (c¯f(p))00(p)
.
ε¯0M , B¯
0
0C¯
0
M = B¯
0
AC¯
A
M , δ¯
0
A , C¯
0
0 B¯
0
A = C¯
0
M B¯
M
A .
Proposition 3.3.2.2. (Evolution lemma). Let L be a path on manifoldM . Suppose there are tangent
vector fields wM ∂
∂xM
, w¯M
∂
∂xM
and cotangent vector fields wMdxM , w¯MdxM on M , and there are
tangent vector fields w0 d
dx0
, w¯0
d
dx0
and cotangent vector fields ∀w0dx0, w¯0dx0 on L. Then the
following conclusions hold:

wM
∂
∂xM
∼= w0 d
dx0
⇔ wM = w0εM0
wMdx
M ≃ w0dx0 ⇔ εM0 wM = w0
,


w¯M
∂
∂xM
∼= w¯0 d
dx0
⇔ w¯M = w¯0ε¯0M
w¯MdxM ≃ w¯0dx0 ⇔ ε¯0M w¯M = w¯0
.
Proof. The following locally discussion can also be applied to the entire manifold.
1. Consider the case that basis vectors are dxM and ∂
∂xM
.
For tangent vector,
pi∗
(
d
dx0
)
=
dxM
dx0
∂
∂xM
⇔ dx
M
dx0
∂
∂xM
∼= d
dx0
⇔ εM0
∂
∂xM
∼= d
dx0
⇔ w0εM0
∂
∂xM
∼= w0 d
dx0
.
Because the tangent map is an injection, then wM ∂
∂xM
∼= w0 ddx0 ⇔ wM = w0εM0 .
For cotangent vector, dxM ≃ εM0 dx0 ⇒ wMdxM ≃ εM0 wMdx0, thenwMdxM ≃ w0dx0 ⇔ εM0 wM =
w0.
2. Consider the case that basis vectors are dxM and ∂∂xM .
For tangent vector,
pi∗
(
d
dx0
)
=
dxM
dx0
∂
∂xM
⇔ dxM
dx0
∂
∂xM
∼= d
dx0
⇔ ε¯0M
∂
∂xM
∼= d
dx0
⇔ w¯0ε¯0M
∂
∂xM
∼= w¯0 d
dx0
.
Because the tangent map is an injection, then w¯M ∂∂xM
∼= w¯0 ddx0 ⇔ w¯M = w¯0ε¯0M .
For cotangent vector, dxM ≃ ε¯0Mdx0 ⇒ w¯MdxM ≃ ε¯0M w¯Mdx0, then w¯MdxM ≃ w¯0dx0 ⇔
ε¯0M w¯
M = w¯0. ⊓⊔
3.3.3 Metric form of evolution
Definition 3.3.3.1. On UL define
g00 ,
dx0
dx0
= b00b
0
0, g
00 ,
dx0
dx0
= c00c
0
0, h00 ,
dξ0
dξ0
= c00c
0
0, h
00 ,
dξ0
dξ0
= b00b
0
0.
They determine the following smooth functions defined on L:
G00 , B
0
0B
0
0 , G
00 , C00C
0
0 , H00 , C
0
0C
0
0 , H
00 , B00B
0
0 .
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Proposition 3.3.3.1. On L, d
dx0
= G00 d
dx0
, d
dξ0
= H00 d
dξ0
.
Proof. At any point, tangent vector d
dx0
can be expanded as d
dx0
= X d
dx0
with respect to basis d
dx0
,
and tangent vector d
dξ0
can be expanded as d
dξ0
= Y d
dξ0
with respect to basis d
dξ0
.〈
d
dx0
, dx0
〉
= 1⇔
〈
X
d
dx0
, g00dx
0
〉
= 1⇔ Xg00 = 1⇔ X = 1
g00
= g00 ⇒ d
dx0
= g00
d
dx0
,
〈
d
dξ0
, dξ0
〉
= 1⇔
〈
Y
d
dξ0
, h00dξ
0
〉
= 1⇔ Y h00 = 1⇔ Y = 1
h00
= h00 ⇒ d
dξ0
= h00
d
dξ0
.
This local conclusion can be applied to the entire path, so d
dx0
= G00 d
dx0
and d
dξ0
= H00 d
dξ0
hold on
L. ⊓⊔
Proposition 3.3.3.2. On L, H00 = HABδA0 δ
B
0 , G00 = GMNε
M
0 ε
N
0 .
Proof. On a neighborhood UL of any point on L,

hABδ
A
0 δ
B
0 = εMN c
M
A c
N
B δ
A
0 δ
B
0 = εMN
dxM
dξ0
dxN
dξ0
=
dx0
dξ0
dx0
dξ0
= h00
gMNε
M
0 ε
N
0 = δABb
A
Mb
B
Nε
M
0 ε
N
0 = δAB
dξA
dx0
dξB
dx0
=
dξ0
dx0
dξ0
dx0
= g00
.
So H00 = HABδA0 δ
B
0 and G00 = GMNε
M
0 ε
N
0 hold on the entire L. ⊓⊔
Proposition 3.3.3.3. The following left-hand formulas are true on L. When D > 1, the right-hand
formulas are in general false on L.


GMNdx
M ⊗ dxN ≃ G00dx0 ⊗ dx0,
GMNdxM ⊗ dxN ≃ G00dx0 ⊗ dx0,
HABdξ
A ⊗ dξB ≃ H00dξ0 ⊗ dξ0,
HABdξA ⊗ dξB ≃ H00dξ0 ⊗ dξ0.


XMN
∂
∂xM
⊗ ∂
∂xN
∼= X00 d
dx0
⊗ d
dx0
,
XMN
∂
∂xM
⊗ ∂
∂xN
∼= X00 d
dx0
⊗ d
dx0
,
Y AB
∂
∂ξA
⊗ ∂
∂ξB
∼= Y 00 d
dξ0
⊗ d
dξ0
,
YAB
∂
∂ξA
⊗ ∂
∂ξB
∼= Y00 d
dξ0
⊗ d
dξ0
.
Proof.Due to Proposition 3.3.3.2 and evolution lemma, the left-hand formulas hold evidently. Now
consider the right-hand ones.
On UL when D > 1, xMN cannot be expressed as the form like yεM0 ε
N
0 . Otherwise, let x
MN =
yεM0 ε
N
0 , then the following two conclusions are in contradiction with each other:

dxMdx
M = xMNdxMdxN = (yε
M
0 ε
N
0 )dxMdxN = y
dxMdxMdx
NdxN
dx0dx0
= yg00dxMdx
M ⇒ y = 1
g00
= g00,
D = xMNxMN = (yε
M
0 ε
N
0 )gMN = y(gMNε
M
0 ε
N
0 ) = yg00 ⇒ y =
D
g00
= Dg00.
⊓⊔
Remark 3.3.3.1. Due to the above proposition and section 2.2 , we know that although tensors
G and X have relations GMN = XMN and GMN = XMN and tensors H and Y have relations
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HAB = YAB and HAB = Y AB, when considering evolution,G and H have better properties than X
and Y.
3.3.4 Mathematical treatment of actual evolution
Definition 3.3.4.1. Let Vn be the totality of n-order tensor fields generated by tangent vector bundle
and cotangent vector bundle on M . Then suppose T , t
{
∂
∂x
⊗ dx
}
∈ Vn, where smooth real
functions t represent the coefficients of tensor T. The regular imbedding pi : L → M induces
tL , t ◦ pi : L→ R and TL , tL
{
∂
∂x
⊗ dx
}
.
(1) Let D be affine connection, and denote tL;0 , t;Qε
Q
0 , then the absolute differential of T and
TL can be expressed as

DT , Dt⊗
{
∂
∂x
⊗ dx
}
, t;Qdx
Q ⊗
{
∂
∂x
⊗ dx
}
,
DLTL , DLtL ⊗
{
∂
∂x
⊗ dx
}
, tL;0dx
0 ⊗
{
∂
∂x
⊗ dx
}
,
where Dt , t;QdxQ, DLtL , tL;0dx0.
(2) Gradient operator ∇ is called the actual evolution. The absolute gradient of T and TL can
be expressed as


∇T , ∇t⊗
{
∂
∂x
⊗ dx
}
, t;Q
∂
∂xQ
⊗
{
∂
∂x
⊗ dx
}
,
∇LTL , ∇LtL ⊗
{
∂
∂x
⊗ dx
}
, tL;0
d
dx0
⊗
{
∂
∂x
⊗ dx
}
,
where∇t , t;Q ∂∂xQ , ∇LtL , tL;0
d
dx0
. The gradient direction (field)∇t is called the actual evolution
direction (field) of T. The integral curve of∇t is called the gradient line or actual evolution path
of T.
Proposition 3.3.4.1. DT ≃ DLTL if L is an arbitrary path. ∇T ∼= ∇LTL if and only if L is the
gradient line of T.
Proof.According to definition, the first conclusion is evident. Now consider the second conclusion.
(1) The sufficiency. Let L be the gradient line of T. ∀p ∈ L, the gradient direction at p is
t;Q
∂
∂xQ
∈ Tp(M). Because tangent map is injection, there exists a unique X ddx0 ∈ Tp(L) such that
t;Q
∂
∂xQ
∼= X ddx0 . Applying evolution lemma we obtain
t;Q = X
dxQ
dx0
∣∣∣∣
L
, dxQ ≃ dx
Q
dx0
∣∣∣∣∣
L
dx0,
thereby
t;Qdx
Q ≃ X dxQ
dx0
∣∣∣∣
L
dxQ
dx0
∣∣∣∣∣
L
dx0.
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According to Definition 3.3.1.3 , (dξ0)2 =
D∑
A=1
(dξA)2 holds on UL, i.e. dx0dx0 = dxQdxQ.
Substitute it into the above formula, then we obtain t;QdxQ ≃ Xdx0. Due to evolution lemma,
X = t;Q
dxQ
dx0
= tL;0, and then ∇T ∼= ∇LTL holds.
(2) The necessity is evident. In fact, ∀p ∈ L, suppose tangent vector t;0 ddx0 on L makes ∇T ∼=
∇LTL hold, so t;Q ∂∂xQ ∼= t;0
d
dx0
. And suppose ∀p ∈ L, XQ ∂∂xQ ∼= t;0
d
dx0
. Because tangent map is
injection, XQ = t;Q, which indicates that XQ ∂∂xQ can only be the gradient direction. Additionally, p
is arbitrary on L, hence L can only be the gradient line, not other paths. ⊓⊔
Definition 3.3.4.2. According to evolution lemma, ∇T ∼= ∇LTL if and only if t;Q = tL;0ε¯0Q or
t;Q = tL
;0εQ0 . These two equations are called the actual evolution equations of T.
Definition 3.3.4.3. Suppose there is a tensor productU , uQdxQ⊗
{
∂
∂x
⊗ dx
}
, such that the system
of 1-order non-homogeneous linear equations t;Q = uQ has a unique solution t. Then ∇t satisfies
uQdx
Q ≃ u0dx0, uQ ∂
∂xQ
∼= u0 d
dx0
.
We say the actual evolution direction ∇t = uQ ∂∂xQ is determined by uQdxQ.
Remark 3.3.4.1. Now for any universal geometrical property defined in form of tensor product on
geometrical manifold, we are able to study its actual evolution in way of absolute gradient.
Then two important gradient directions will be discussed. One is the actual evolution of potential
field of reference-system itself. The other is the case that general charge of one reference-system
evolves in another reference-system. They are both attributed to geometrical properties of geomet-
rical manifold.
3.3.5 Mathematical treatment of actual evolution of potential field
Definition 3.3.5.1. Suppose f evolves in g, that is, ∀p ∈M, (U, ξA) f(p)−−→ (U, xM ) g(p)←−− (U, ζA). We
will always take the following notations in coordinate frame (U, xM ).
(1) Let the connection of geometrical manifold (M,f ) be ΛMNP . Let the connection of (M,g) be
ΓMNP . Colon ":" is used to express the absolute derivative on (M,f ), and semicolon ";" is used to
express the absolute derivative on (M,g), e.g.:
uQ:P =
∂uQ
∂xP
+ uHΛQHP , u
Q
;P =
∂uQ
∂xP
+ uHΓQHP .
We also call ΛMNP the potential field of f , and Γ
M
NP the potential field of g, or say potential for short.
In order to describe intrinsic geometry, we must adopt affine connection dependent on slack-tights.
It can be either Levi-Civita connection or simple connection of Definition 2.7.1 . Because the scope
of applicability of simple connection is larger than Levi-Civita connection, we suppose ΛMNP and
ΓMNP are both simple connections.
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(2) Let the coefficients of Riemannian curvature of (M,f ) be KMNPQ. Let the coefficients of
Riemannian curvature of (M,g) be RMNPQ. Thus,


KMNPQ ,
∂ΛMNQ
∂xP
− ∂Λ
M
NP
∂xQ
+ ΛHNQΛ
M
HP − ΛHNPΛMHQ,
RMNPQ ,
∂ΓMNQ
∂xP
− ∂Γ
M
NP
∂xQ
+ ΓHNQΓ
M
HP − ΓHNPΓMHQ.
(3) The values of indices of internal space and external space are taken according to Definition
5.1.1 .
Discussion 3.3.5.1.Consider evolution of f . Denote ρMN0 , K
M
NPQ
:P
εQ0 , then we haveK
M
NPQ
:P
dxQ ≃
ρMN0dx
0 in an arbitrary direction.
Specially, we have KMNPQ
:P ∂
∂xQ
∼= ρMN0 ddx0 in the gradient direction determined by KMNPQ
:P
dxQ.
Now due to Proposition 3.3.2.2 , we obtain the actual evolution equationKMNPQ
:P
= ρMN0ε¯
0
Q. Denote
jMNQ , ρ
M
N0ε¯
0
Q, then we obtain
KMNPQ
:P
= jMNQ, (11)
which is called the general Yang-Mills field equation of f . Then due to Proposition 3.3.4.1 we
directly obtain the following theorem.
Proposition 3.3.5.1. (Evolution theorem of general gauge field ). ρMN0 and j
M
NQ are both intrinsic
geometrical properties of (M,f ). EquationKMNPQ
:P
= jMNQ holds if and only if its evolution direction
field is the gradient direction field determined by KMNPQ
:P
dxQ.
Definition 3.3.5.2. Besides ρMN0, there are also ρ
M0
N , G
00ρMN0, ρMN0 , GMM ′ρ
M ′
N0 and ρMN
0 ,
G00ρMN0. We call each of them a general charge, or charge for short.
3.3.6 Mathematical treatment of actual evolution of general charge
Discussion 3.3.6.1.Without loss of generality, on geometrical manifold (M,g) we can discuss the
actual evolution of charge tensor F0 , ρMN 0dxM ⊗ dxN of f in way of absolute gradient. For the
sake of simplicity, denote ρMN 0 by ρMN concisely.
The absolute differential of F0 on (M,g) is DF0 , DρMN ⊗ dxM ⊗ dxN , where DρMN ,
ρMN ;Rdx
R, and D is the simple connection of (M,g).
The absolute gradient of F0 on (M,g) is∇F0 , ∇ρMN⊗dxM ⊗dxN , where∇ρMN , ρMN ;R ∂∂xR .
Due to Proposition 3.3.4.1 , we directly obtain the following theorem.
Proposition 3.3.6.1. (General charge evolution theorem) The following relations are true on
geometrical manifold (M,g) if and only if evolution direction field of ρMN is the gradient direction
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field ∇ρMN . 

ρMN ;Rdx
R ≃ ρMN ;0dx0
ρMN ;R
∂
∂xR
∼= ρMN ;0 d
dx0
,


ρMN
;RdxR ≃ ρMN ;0dx0
ρMN
;R ∂
∂xR
∼= ρMN ;0 d
dx0
, (12)
which are called charge evolution equations.
Definition 3.3.6.1. For more convenience, further abbreviate the notation ρMN to ρ.
(1) Call E0 , ρ;0 , ρ;Rε¯0R and E0 , ρ;0 , ρ;Rε
R
0 the total energy or total mass of ρ.
(2) Call pR , ρ;R and pR , ρ;R themomentum of ρ.
(3) Call H0 , dρ
dx0
and H0 ,
dρ
dx0
the canonical energy of ρ.
(4) Call PR , ∂ρ
∂xR
and PR ,
∂ρ
∂xR
the canonical momentum of ρ.
(5) Call V 0 , E0 −H0 and V0 , E0 −H0 the potential energy of interaction.
(6) Call V R , pR − PR and VR , pR − PR themomentum of interaction.
Proposition 3.3.6.2. If and only if evolution direction of ρ evolving in g is the gradient direction
∇ρ, equation
E0E
0 = pRp
R
holds, which is called the general energy-momentum equation of ρ.
Proof. According to Proposition 3.3.6.1 , gradient direction is equivalent to


E0dx
0 ≃ pRdxR
E0
d
dx0
∼= pR ∂
∂xR
,


E0dx0 ≃ pRdxR
E0
d
dx0
∼= pR ∂
∂xR
. (13)
Then we obtain the directional derivative in gradient direction:
〈
E0
d
dx0
, E0dx
0
〉
=
〈
pR
∂
∂xR
, pMdx
M
〉
,
i.e. G00E0E0 = GRMpRpM , or E0E0 = pRpR. ⊓⊔
Proposition 3.3.6.3. The following equations
pR = E0
dxR
dx0
, pR = E0
dxR
dx0
(14)
hold if and only if the evolution direction of ρ is the gradient direction ∇ρ.
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Proof. According to Proposition 3.3.6.1 , gradient direction is equivalent to pR ∂
∂xR
∼= E0 ddx0 and
pR
∂
∂xR
∼= E0 ddx0 . Then due to evolution lemma we immediately obtain pR = E0 dx
R
dx0
and pR = E0 dxRdx0 .
⊓⊔
Remark 3.3.6.1. In the gradient direction, the conclusion of this proposition is consistent with the
traditional p = mv.
Definition 3.3.6.2. Let L be the totality of paths from a to b. And suppose Lρ ∈ L, and the evolution
parameter x0 satisfies ta , x0(a) < x0(b) , tb. The functional
sρW
(
Lρ
)
,
∫
Lρ
Dρ =
∫
Lρ
pRdx
R =
∫ tb
ta
E0dx
0
is called general evolution quantity of ρ.
Proposition 3.3.6.4. (Extreme value theoremof general evolution quantity) SupposeΓMNPε
P
0 = 0,
then Lρ is the gradient line of ρ if and only if δsρW
(
Lρ
)
= 0.
Proof. Let the parameter equation of Lρ be
xR = xR(x0), ta 6 x
0 6 tb.
Let the parameter equation of Lρ + δLρ be
xR = xR(x0) + δxR(x0), ta 6 x
0 6 tb, δx
R(ta) = δx
R(tb) = 0.
Let the unit tangent vector on Lρ at any x0 be
X , pi∗
(
d
dx0
)
,
dxR
dx0
∣∣∣∣∣
x0
∂
∂xR
= εR0
(
x0
) ∂
∂xR
.
And let the unit tangent vector on Lρ + δLρ be
X + δX ,
d
(
xR + δxR
)
dx0
∣∣∣∣∣
x0
∂
∂xR
=
(
dxR
dx0
+ δ
dxR
dx0
)∣∣∣∣∣
x0
∂
∂xR
=
(
εR0
(
x0
)
+ δεR0
(
x0
)) ∂
∂xR
.
Then consider the variation of sρW (Lρ).
∆sρW (Lρ) = ∆
∫
Lρ
pRε
R
0 dx
0 =
∫
Lρ+δLρ
pRε
R
0 dx
0 −
∫
Lρ
pRε
R
0 dx
0
=
∫
Lρ+δLρ
ρ;Rε
R
0 dx
0 −
∫
Lρ
ρ;Rε
R
0 dx
0 =
∫
Lρ+δLρ
〈X,Dρ〉 dx0 −
∫
Lρ
〈X,Dρ〉 dx0
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=
∫ tb
ta
〈
X + δX,Dρ
(
xR + δxR
)〉
dx0 −
∫ tb
ta
〈
X,Dρ
(
xR
)〉
dx0
=
∫ tb
ta
〈
X + δX,Dρ(xR) +
∂Dρ(xR)
∂xM
δxM + o(δx)
〉
dx0 −
∫ tb
ta
〈
X,Dρ(xR)
〉
dx0
=
∫ tb
ta
(
〈X + δX,Dρ〉+
〈
X + δX,
∂Dρ
∂xM
δxM
〉)
dx0 −
∫ tb
ta
〈X,Dρ〉 dx0 + o (δx)
=
∫ tb
ta
(
〈δX,Dρ〉 +
〈
X,
∂Dρ
∂xM
δxM
〉)
dx0 + o (δx)
=
∫ tb
ta
(〈δX,Dρ〉+ 〈X, δDρ〉) dx0 + o (δx) =
∫ tb
ta
〈δX,Dρ〉 dx0 + δ
∫ tb
ta
ρ;0dx
0 + o (δx) ,
then due to ΓMNP ε
P
0 = 0 we have
∆sρW (Lρ) =
∫ tb
ta
〈δX,Dρ〉 dx0 + δ
∫ tb
ta
dρ
dx0
dx0 + o (δx)
=
∫ tb
ta
〈δX,Dρ〉 dx0 + o (δx) .
Thus we obtain
δsρW =
∫ tb
ta
〈δX,Dρ〉 dx0.
When b → a, δdsρW = 〈δX,Dρ〉 dx0. The directional derivative 〈X,Dρ〉 = ρ;0 cos θ, where θ
is the included angle between evolution direction X and the gradient direction. Then 〈δX,Dρ〉 =
ρ;0δ cos θ = −ρ;0 sin θδθ. Now
δdsρW = −ρ;0 sin θδθdx0.
Hence, for general ρ, δdsρW = 0 if and only if sin θ = 0, namely evolution direction at this point is
exactly the gradient direction (take the positive direction without loss of generality).
Take integration from a to b, then δ
∫ tb
ta
dsρW = 0 if and only if evolution direction at each point
of Lρ is the gradient direction of ρ. In other words, δsρW = 0 if and only if Lρ is the gradient line of
ρ. ⊓⊔
Remark 3.3.6.2. In the Minkowski coordinate frame defined later, evolution parameter x0 will be
changed to x˜τ , then there still exists a concept of gradient direction. Correspondingly, the evolution
quantity
∫ tb
ta
E0dx
0 will present as
∫ τb
τa
m˜τdτ , where m˜τ is rest-mass. Thus, the principle of least
action will become a theorem, no longer as a principle.
3.3.7 Intrinsic geometrical treatment of conservation of energy-momentum
The most general abstract theory about conserved quantity is the Neother’s theorem. However,
it is not enough to just only content with abstract point of view. In consideration of that a conserved
quantity is a geometrical property, we need to study its concrete construction in way of intrinsic
geometry.
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Definition 3.3.7.1. Denote


[ρΓG] ,
∂ρ
∂xG
− ρ;G , ∂ρMN
∂xG
− ρMN ;G = ρMHΓHNG + ρHNΓHMG,
[ρΓ0] ,
dρ
dx0
− ρ;0 , dρMN
dx0
− ρMN ;0 = ρMHΓHN0 + ρHNΓHM0.


[ρΓQ] , GGQ[ρΓG],
[ρΓ 0] , G00[ρΓ0].


[ρBPQ] , ρMH
(
∂ΓHNQ
∂xP
− ∂Γ
H
NP
∂xQ
)
+ ρHN
(
∂ΓHMQ
∂xP
− ∂Γ
H
MP
∂xQ
)
,
[ρRPQ] , ρMHR
H
NPQ + ρHNR
H
MPQ.


[ρFPQ] ,
∂[ρΓQ]
∂xP
− ∂[ρΓP ]
∂xQ
,
[ρEPQ] , [ρΓQ];P − [ρΓP ];Q.
Proposition 3.3.7.1. The following two equations hold:
(1)[ρFPQ] = [ρEPQ];
(2)[ρFPQ]− [ρBPQ] =
(
ρMH,PΓ
H
NQ − ρMH,QΓHNP
)
+
(
ρHN,PΓ
H
MQ − ρHN,QΓHMP
)
.
Proof.
[ρEPQ] = [ρΓQ];P − [ρΓP ];Q =
(
ρMHΓ
H
NQ + ρHNΓ
H
MQ
)
;P
−
(
ρMHΓ
H
NP + ρHNΓ
H
MP
)
;Q
= ρMH
(
ΓHNQ;P − Γ
H
NP ;Q
)
+ ρHN
(
ΓHMQ;P − Γ
H
MP ;Q
)
+
(
ρMH;PΓ
H
NQ − ρMH;QΓHNP
)
+
(
ρHN ;PΓ
H
MQ − ρHN ;QΓHMP
)
= ρMH
(
ΓHNQ;P − ΓHNP ;Q
)
+ ρHN
(
ΓHMQ;P − ΓHMP ;Q
)
+
(
ρMH,PΓ
H
NQ + ρHN,PΓ
H
MQ
)
−
(
ρMH,QΓ
H
NP + ρHN,QΓ
H
MP
)
−
(
ρMGΓ
G
HPΓ
H
NQ − ρMGΓGHQΓHNP
)
−
(
ρGNΓ
G
HPΓ
H
MQ − ρGNΓGHQΓHMP
)
= ρMH
(
ΓHNQ;P − ΓHNP ;Q
)
+ ρHN
(
ΓHMQ;P − ΓHMP ;Q
)
+
(
ρMH,PΓ
H
NQ + ρHN,PΓ
H
MQ
)
−
(
ρMH,QΓ
H
NP + ρHN,QΓ
H
MP
)
−
(
ρMHΓ
H
GPΓ
G
NQ − ρMHΓHGQΓGNP
)
−
(
ρHNΓ
H
GPΓ
G
MQ − ρHNΓHGQΓGMP
)
=
(
ρMH,PΓ
H
NQ + ρHN,PΓ
H
MQ
)
−
(
ρMH,QΓ
H
NP + ρHN,QΓ
H
MP
)
+ ρMH
(
ΓHNQ;P − ΓHNP ;Q + ΓHGQΓGNP − ΓHGPΓGNQ
)
+ ρHN
(
ΓHMQ;P − ΓHMP ;Q + ΓHGQΓGMP − ΓHGPΓGMQ
)
=
(
ρMH,PΓ
H
NQ − ρMH,QΓHNP
)
+
(
ρHN,PΓ
H
MQ − ρHN,QΓHMP
)
+ ρMH
(
∂ΓHNQ
∂xP
− ∂Γ
H
NP
∂xQ
)
+ ρHN
(
∂ΓHMQ
∂xP
− ∂Γ
H
MP
∂xQ
)
=
(
ρMH,PΓ
H
NQ − ρMH,QΓHNP
)
+
(
ρHN,PΓ
H
MQ − ρHN,QΓHMP
)
+ [ρBPQ]
=
∂
∂xP
(
ρMHΓ
H
NQ + ρHNΓ
H
MQ
)
− ∂
∂xQ
(
ρMHΓ
H
NP + ρHNΓ
H
MP
)
=
∂[ρΓQ]
∂xP
− ∂[ρΓP ]
∂xQ
= [ρFPQ].
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⊓⊔
Proposition 3.3.7.2. The following two equations hold:
(1)
∂pP
∂xQ
− ∂pQ
∂xP
− [ρFPQ] = 0;
(2)
dpP
dx0
− ∂E0
∂xP
+ pQ
∂εQ0
∂xP
− [ρFPQ]εQ0 = 0.
Proof. According to Definition 3.3.6.1 ,
∂PP
∂xQ
− ∂PQ
∂xP
= 0⇔ ∂pP
∂xQ
− ∂pQ
∂xP
+
∂[ρΓP ]
∂xQ
− ∂[ρΓQ]
∂xP
= 0⇔ ∂pP
∂xQ
− ∂pQ
∂xP
− [ρFPQ] = 0.
According to Definition 3.3.1.2 , any evolution path L is defined on an orbit of ϕX . Therefore, ϕX
can make the function εQ0
∣∣∣
L
that is defined on L extend smoothly to a function εQ0 that is defined on
M .
Now we consider pi∗
(
∂pP
∂xQ
dxQ − ∂pQ
∂xP
dxQ − [ρFPQ]dxQ
)
.
pi∗ :
∂pP
∂xQ
dxQ 7→ ∂pP
∂xQ
εQ0
∣∣∣
L
dx0 =
dpP
dx0
dx0,
pi∗ :
∂pQ
∂xP
dxQ 7→ ∂pQ
∂xP
εQ0
∣∣∣
L
dx0 =
∂
(
pQε
Q
0
)
∂xP
dx0 − pQ ∂ε
Q
0
∂xP
dx0 =
∂E0
∂xP
dx0 − pQ ∂ε
Q
0
∂xP
dx0,
pi∗ : [ρFPQ]dxQ 7→ [ρFPQ]εQ0 dx0.
Then
dpP
dx0
dx0 − ∂E0
∂xP
dx0 + pQ
∂εQ0
∂xP
dx0 − [ρFPQ]εQ0 dx0 = 0,
finally
dpP
dx0
− ∂E0
∂xP
+ pQ
∂εQ0
∂xP
− [ρFPQ]εQ0 = 0.
⊓⊔
Proposition 3.3.7.3.With torsion-free connection, the following two equations hold:
(1)pP ;Q − pQ;P − [ρBPQ] = 0;
(2)pP ;0 − E0;P + pQεQ0;P − [ρBPQ]εQ0 = 0.
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Proof. According to Proposition 3.3.7.2 , ∂pP
∂xQ
− ∂pQ
∂xP
− [ρFPQ] = 0. Substitute equation (2) of
Proposition 3.3.7.1 into this one, then we obtain
∂pP
∂xQ
− ∂pQ
∂xP
−
(
ρMH,PΓ
H
NQ − ρMH,QΓHNP
)
−
(
ρHN,PΓ
H
MQ − ρHN,QΓHMP
)
= [ρBPQ]
⇔ ∂ρMN ;P
∂xQ
− ∂ρMN ;Q
∂xP
−
(
ρMH,PΓ
H
NQ − ρMH,QΓHNP
)
−
(
ρHN,PΓ
H
MQ − ρHN,QΓHMP
)
= [ρBPQ]
⇔
(
∂ρMN ;P
∂xQ
− ρMH,PΓHNQ − ρHN,PΓHMQ
)
−
(
∂ρMN ;Q
∂xP
− ρMH,QΓHNP − ρHN,QΓHMP
)
= [ρBPQ]
⇔
(
∂ρMN ;P
∂xQ
− ρMH,PΓHNQ − ρHN,PΓHMQ − ρMN ;HΓHPQ
)
−
(
∂ρMN ;Q
∂xP
− ρMH,QΓHNP − ρHN,QΓHMP − ρMN ;HΓHQP
)
+ ρMN ;H
(
ΓHPQ − ΓHQP
)
= [ρBPQ]
⇔ ρMN ;P ;Q − ρMN ;Q;P = [ρBPQ]
⇔ pP ;Q − pQ;P − [ρBPQ] = 0.
Consider pi∗
(
pP ;Qdx
Q − pQ;PdxQ − [ρBPQ]dxQ
)
.
pi∗ : pP ;QdxQ 7→ pP ;Q εQ0
∣∣∣
L
dx0 = pP ;0dx
0,
pi∗ : pQ;PdxQ 7→ pQ;P εQ0
∣∣∣
L
dx0 =
((
pQε
Q
0
)
;P
− pQεQ0;P
)
dx0 = E0;Pdx
0 − pQεQ0;P dx0,
pi∗ : [ρBPQ]dxQ 7→ [ρBPQ]εQ0 dx0.
Then
pP ;0dx
0 − E0;P dx0 + pQεQ0;P dx0 − [ρBPQ]εQ0 dx0 = 0,
finally
pP ;0 − E0;P + pQεQ0;P − [ρBPQ]εQ0 = 0.
⊓⊔
Proposition 3.3.7.4.With torsion-free connection, the following three equations hold:
(1)pP ;Q − pQ;P − [ρRPQ] = 0;
(2)pP ;0 − E0;P + pQεQ0;P − [ρRPQ]εQ0 = 0; .
(3)[ρBPQ] = [ρRPQ].
Proof. The covariant derivatives of
pP , ρ;P , ρMN ;P = ρMN,P − ρMHΓHNP − ρHNΓHMP
are
pP ;Q = ρMN ;P ;Q = ρMN ;P,Q − ρMH;PΓHNQ − ρHN ;PΓHMQ − ρMN ;HΓHPQ,
pQ;P = ρMN ;Q;P = ρMN ;Q,P − ρMH;QΓHNP − ρHN ;QΓHMP − ρMN ;HΓHQP .
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Subtract them:
pP ;Q − pQ;P
=
(
ρMN ;P,Q − ρMN ;Q,P
)
+
(
ρMH;QΓ
H
NP − ρMH;PΓHNQ
)
+
(
ρHN ;QΓ
H
MP − ρHN ;PΓHMQ
)
+
(
ρMN ;HΓ
H
QP − ρMN ;HΓHPQ
)
=
(
ρMN ;P,Q − ρMN ;Q,P
)
+
(
ρMH;QΓ
H
NP − ρMH;PΓHNQ
)
+
(
ρHN ;QΓ
H
MP − ρHN ;PΓHMQ
)
=
(
ρMN,P − ρMHΓHNP − ρHNΓHMP
)
,Q
−
(
ρMN,Q − ρMHΓHNQ − ρHNΓHMQ
)
,P
+
(
ρMH,Q − ρMGΓGHQ − ρGHΓGMQ
)
ΓHNP −
(
ρMH,P − ρMGΓGHP − ρGHΓGMP
)
ΓHNQ
+
(
ρHN,Q − ρHGΓGNQ − ρGNΓGHQ
)
ΓHMP −
(
ρHN,P − ρHGΓGNP − ρGNΓGHP
)
ΓHMQ
=
((
ρMHΓ
H
NQ
)
,P
+
(
ρHNΓ
H
MQ
)
,P
)
−
((
ρMHΓ
H
NP
)
,Q
+
(
ρHNΓ
H
MP
)
,Q
)
+
(
ρMH,Q − ρMGΓGHQ − ρGHΓGMQ
)
ΓHNP −
(
ρMH,P − ρMGΓGHP − ρGHΓGMP
)
ΓHNQ
+
(
ρHN,Q − ρHGΓGNQ − ρGNΓGHQ
)
ΓHMP −
(
ρHN,P − ρHGΓGNP − ρGNΓGHP
)
ΓHMQ
=
(
ρMHΓ
H
NQ,P + ρHNΓ
H
MQ,P
)
−
(
ρMHΓ
H
NP,Q + ρHNΓ
H
MP,Q
)
+
(
−ρMGΓGHQΓHNP − ρGHΓGMQΓHNP
)
−
(
−ρMGΓGHPΓHNQ − ρGHΓGMPΓHNQ
)
+
(
−ρHGΓGNQΓHMP − ρGNΓGHQΓHMP
)
−
(
−ρHGΓGNPΓHMQ − ρGNΓGHPΓHMQ
)
= ρMH(Γ
H
NQ,P − ΓHNP,Q + ΓHGPΓGNQ − ΓHGQΓGNP ) + ρHN (ΓHMQ,P − ΓHMP,Q + ΓHGPΓGMQ − ΓHGQΓGMP )
= ρMHR
H
NPQ + ρHNR
H
MPQ = [ρRPQ].
That is pP ;Q − pQ;P − [ρRPQ] = 0. And compare it with equation (1) of Proposition 3.3.7.3 ,
then [ρBPQ] = [ρRPQ] is obtained. Finally, due to equation (2) of Proposition 3.3.7.3 , pP ;0−E0;P +
pQε
Q
0;P − [ρRPQ]εQ0 = 0 holds. ⊓⊔
Definition 3.3.7.2. According to the above propositions, equations

FP ,
dpP
dx0
=
∂E0
∂xP
− pQ ∂ε
Q
0
∂xP
+ [ρFPQ]ε
Q
0 ,
fP , pP ;0 = E0;P − pQεQ0;P + [ρRPQ]εQ0 .
are called the general Lorentz force equations, and the intrinsic geometrical properties FP and fP
are called general forces on ρ.
Proposition 3.3.7.5. Suppose there is a tensor YMN satisfies YMN ;M = −G00(E0;N − pQεQ0;N +
[ρRNQ]ε
Q
0 )− ε¯0 ;MM pN , and letWMN , E0ε¯0M ε¯0N , then in gradient direction of ρ, intrinsic geometrical
property TMN ,WMN + YMN satisfies
TMN
;M = 0,
which can be called the conservation of energy-momentum of ρ.
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Proof. According to Proposition 3.3.6.3 , E0ε¯0N = pN in gradient direction of ρ. Then
WMN
;M =
(
ε¯0MpN
);M
= pN
;M ε¯0M + ε¯
0 ;M
M pN = pN
;0 + ε¯0 ;MM pN = −YMN ;M ,
Thus, (WMN + YMN )
;M = 0, that is TMN ;M = 0. ⊓⊔
3.3.8 Two dual descriptions of gradient direction field
Discussion 3.3.8.1. For any two non-vanishing smooth tangent vector fields X and Y on manifold
M , letLY be the Lie derivative operator induced by the one-parameter group of diffeomorphismsϕY
corresponding to Y . According to a well-known theorem [7], Lie derivative equation [X,Y ] = LYX
holds.
On one hand, suppose H is the field of unit tangent vector in gradient directions of ρ, and ϕH is
the one-parameter group of diffeomorphisms corresponding to H, and the the parameter of ϕH is
x0. The Lie derivative equation induced by ϕH is [X,H ] = LHX. Lie derivative operator LH and
tangent vector field d
dx0
are both uniquely determined by H, so it can be denoted that d
dx0
X , LHX.
Thus, [X,H ] = LHX becomes [X,H ] = ddx0X.
On the other hand, the regular imbedding of path inducesH ∼= HL. Then according to Proposition
3.3.2.1 , for any smooth function f , equation 〈H, df〉 = 〈HL, dfL〉 holds. Notice that HL and ddx0 are
the same, hence we have Hf = d
dx0
fL.
In a word, LH and HL are both uniquely determined by the gradient direction H. Due to the
above discussion, we immediately obtain the following proposition.
Proposition 3.3.8.1. Let H be the field of unit tangent vector in gradient directions of ρ, for any X
and any f , equations
[X,H ] =
d
dx0
X, Hf =
d
dx0
fL (15)
hold if and only if d
dx0
is the field of unit tangent vector in gradient directions of ρ.
Definition 3.3.8.1. Equation [X,H ] = d
dx0
X is called the general Heisenberg equation. Equation
Hf = d
dx0
fL is called the general Schrödinger equation.
Discussion 3.3.8.2. Both the two equations describe gradient direction field. H not only can be
taken as the gradient direction determined byDρ, but can also taken as the gradient direction of any
other geometrical property.
According to Definition 3.3.4.1 , gradient operator is a universal geometrical property of ge-
ometrical manifold, so these two equations remain unchanged under arbitrary tranformation of
reference-systems. These two equations reflect two descriptions of the same geometrical property
by two mutually dual linear spaces, which are tangent bundle and cotangent bundle.
From real-valued evolution equations on tangent bundle and cotangent bundle, we can surely
deduce complex-valued evolution equations on operator space and state space, such as section 5.6 .
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What they describe is none other than gradient direction. It is true both for wave function and field
function.
We can say that the value of gradient direction is determined by intrinsic geometry, and it is
independent of either real-valued form or complex-valued form. The effectivenesses of describing
intrinsic geometry with complex-valued form and real-valued form are the same. In a word, there
is no need to be constrained on theoretical forms. Intrinsic geometry and gradient direction are the
very essences which should be grasped.
The only necessity of using complex form is that it is the most convenient for describing the
coherent superposition of propagator. However, it is a different problem from that of this section
and it will be specifically discussed in the next section. In order to achieve the purpose of clarifying
concepts, it is beneficial to separate the two equations here from the construction of coherent
superposition of propagators of the next section.
3.4 Intrinsic geometrical treatment of propagator and wave function
Discussion 3.4.1. Intrinsic geometry relies on reference-system on manifold, hence:
(1) It is impossible for the coordinate of a single point to reflect the full picture of intrinsic
geometrical shape of manifold.
(2) It is also impossible for a single gradient direction to reflect the full picture of intrinsic
geometrical shape of manifold.
In order to describe the intrinsic geometrical shape of (M,g), it is meaningful to study distribution
of gradient directions of ρ on (M,g). Intuitively:
(1) If g is trivial, the gradient direction field of ρ distributes uniformly on the flat (M,g).
(2) If g is non-trivial, the intrinsic geometrical shape of (M,g) effects the distribution of gradient
directions of ρ.
Definition 3.4.1. Let ρ be a geometrical property determined by f , then ρ is a universal geometrical
property on (M,g), and H , ∇ρ is a gradient direction field of ρ on (M,g).
Let T be the totality of flat transformations defined in section 2.4 . ∀T ∈ T, the flat transformation
T : f 7→ Tf induces a transformation T∗ : ρ 7→ T∗ρ. Denote HT , ∇(T∗ρ), |ρ| , {ρT , T∗ρ|T ∈ T}
and |H| , {HT |T ∈ T}.
Let ϕH be the one-parameter group of diffeomorphisms corresponding to H, the parameter
of which is x0. ∀a ∈ M , suppose ϕH,a is the orbit through point a. Without loss of generality, let
a = ϕH,a(0). We say ϕ|H|,a , {ϕX,a|X ∈ |H|} is a system of gradient lines of |ρ| through a. ∀t ∈ R+,
we say ϕ|H|,a(t) , {ϕX,a(t)|X ∈ |H|} is the evolution image of a at x0 = t.
∀Ω ⊆ T, |HΩ| , {HT |T ∈ Ω} is a subset of |H|, and ϕ|HΩ |,a , {ϕX,a|X ∈ |HΩ |} is a subset of
ϕ|H|,a. Correspondingly, ∀t ∈ R+, ϕ|HΩ |,a(t) , {ϕH,a(t)|X ∈ |XΩ |} is a subset of ϕ|H|,a(t).
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∀a ∈ M , the restrictions of |H| and |HΩ | at a are denoted by |H(a)| , {HT (a)|T ∈ T} and
|HΩ(a)| , {HT (a)|T ∈ Ω}, respectively.
Remark 3.4.1. When t = 0, intuitively, the gradient directions |H(a)| of |ρ| start from a and point
to all directions around a uniformly. If (M,g) is not flat, when evolving to a certain time t > 0, the
distribution of gradient directions on ϕ|H|,a(t) is no longer as uniform as they are around a. The
following definition precisely characterizes such a distribution, which thereby reflect the intrinsic
geometrical shape in a new approach.
Definition 3.4.2. (Evolution distribution). Let transformation Lg−1 act on g, then we obtain the
trivial e , Lg−1(g). Now (M,g) is sent to a flat (M,e), and the gradient direction field |H| of |ρ| on
(M,g) is sent to a gradient direction field |O| of |ρ| on (M,e). Correspondingly, ϕ|H|,a(t) is sent to
ϕ|O|,a(t). In a word, Lg−1 induces the following two maps:
g−1∗ : |H| → |O|, g−1∗∗ : ϕ|H|,a → ϕ|O|,a.
∀|HΩ| ⊆ |H|, denote |OΩ | , g−1∗ (|HΩ|) ⊆ |O| and ϕ|OΩ |,a , g−1∗∗
(
ϕ|HΩ |,a
) ⊆ ϕ|O|,a. Furthermore,
∀t ∈ R+, we say the measure P (ϕ|OΩ |,a (t)) = P (g−1∗∗ (ϕ|HΩ |,a (t))) is the distribution of gradient
directions of |ρ| on ϕ|HΩ |,a(t), or the evolution distribution of |ρ| at time x0 = t after starting from
a in directions |HΩ|.
Due to T ∼= GL(D,R), let Ω be a certain neighborhood of T , with respect to the topology of
GL(D,R). Now at the starting point a, we say |HΩ(a)| is a neighborhood of HT (a), and |OΩ(a)| ,
g−1∗ (|HΩ(a)|) is a neighborhood of OT (a) , g−1∗ (HT (a)).
When Ω is sufficiently small, |HΩ(a)| and |OΩ(a)| are both sufficiently small, and ∀t ∈ R+,
ϕ|HΩ|,a(t) and ϕ|OΩ |,a(t) are also sufficiently small. Concretely, when Ω → T , HT = limΩ→T |HΩ|,
HT (a) = lim
Ω→T
|HΩ(a)|, and the evolution image ϕ|HΩ |,a(t) of a at t will approach to a point bT ,
ϕHT ,a(t) = lim|HΩ(a)|→HT (a)
ϕ|HΩ |,a(t).
The limit
wa (bT ) ,
dVOT
dVHT
, lim
Ω→T
P
(
ϕ|OΩ|,a (t)
)
P
(
ϕ|HΩ |,a (t)
) = lim
Ω→T
P
(
g−1∗∗
(
ϕ|HΩ |,a (t)
))
P
(
ϕ|HΩ |,a (t)
) (16)
is called the distribution density of gradient directions at time x0 = t after starting from a in
direction HT , or distribution density of evolution.
Remark 3.4.2.Radon-Nikodym theorem [54] guarantees the existence of such a limit. And evidently
such a distribution density is an intrinsic geometrical property of (M,g).
For any two points a and b on manifold M , it anyway makes sense to discuss the gradient line
of |ρ| from a to b. It is because even if the gradient line of ρ starting from a does not pass through
b, it just only needs to carry out a certain flat transformation T defined in section 2.4 to obtain a
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ρ′ , T∗ρ so that the gradient line of ρ′ starting from a can just exactly pass through b. Intuitively,
when |ρ| takes two different initial directions of motion, |ρ| presents as ρ and ρ′, respectively.
Definition 3.4.3. (Evolutor) ∀a, b ∈ M , if ∃ρ′ ∈ |ρ| such that a and b are both on the gradient line
L(b, a) of ρ′, then we say L(b, a) is a gradient line of |ρ|.
According toDefinition 3.3.6.2 , let sL(b, a) be the evolution quantity onL(b, a). Denote rL(b, a) ,√
wa(b), RL(b, a) , rL(b, a)eisL(b,a), which are both intrinsic geometrical properties of (M,g). We
say RL(b, a) is the evolutor of |ρ| on L(b, a).
Definition 3.4.4. (Propagator) Let L(b, a) be the totality of gradient lines of |ρ| from a to b.
∀L(b, a) ∈ L(b, a), let RL(b, a) be the evolutor of |ρ| on L(b, a). The intrinsic geometrical property
K(b, a) ,
∑
L∈L(b,a)
RL(b, a) (17)
is called the propagator of |ρ| from a to b.
Remark 3.4.3. Abstractly, propagator is defined as the Green function of evolution equation. Con-
cretely, propagator still needs a constructive definition. One method is to construct with Feynman
path integral [22]
∫ xb
xa
eiSDx(t), which is expressed in form of functional integral. However, until
now the functional integral has strict definition just in some special cases, but the strict definition
in general case is still an unsolved problem.
Definition 3.4.4 reduces the scope of summation to the totality of gradient lines from a to b. If
(M,g) is flat, |ρ| has a unique gradient line from a to b, but it is not unique for general (M,g).
Remark 3.4.4. As the simplest example, consider the propagator of free particle.
In this case (M,g) is flat. In sense of Remark 3.4.1 , the system of gradient lines of |ρ|
starting from a spreads uniformly in all directions around a. No matter where b is, wa(b) is
identically equal to 1. Then for a fixed b, the evolutor on gradient line L(b, a) is RL(b, a) =
rL(b, a)e
isL(b,a) =
√
wa(b)e
isL(b,a) = eisL(b,a). Because there is only one element in L(b, a), the
propagator is K(b, a) = RL(b, a) = eisL(b,a). Of course, if normalizing on wavefront, there would be
a coefficient of normalization.
Definition 3.4.5. (Wave function). Let a be a point on geometrical manifold (M,g). ∀a0 ∈ M ,
d(a, a0) is the geodesic distance between a0 and a. Denote Σa(a0) , {q ∈M |d(a, q) = d(a, a0)}. If
function ψ : M → C satisfies both the following two conditions, then ψ is called a wave function of
|ρ| on (M,g).
(1) ∃r > 0 such that lim
d(a,a0)→r
ψ(a0) = 0, or lim
d(a,a0)→∞
ψ(a0) = 0.
(2) ∀a0, a ∈M ,
ψ(a) =
∫
Σa(a0)
K(a, q)ψ(q)dσq.
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Remark 3.4.5. The propagator K(a, q) is an intrinsic geometrical property of (M,g), so the above
defined wave function ψ is also an intrinsic geometrical property of (M,g).
3.5 Summary of this section
1. This section proposes an intrinsic geometrical solution for Hilbert’s 6th problem at the most
basic level, that is, starting from an axiom, based on intrinsic geometry, the theoretical framework
at the most basic level of physics is deduced in sense of pure mathematics.
2. Postulates that have a status as principle in physics are theorems that hold automatically in
intrinsic geometry, such as Yang-Mills field equation, Lorentz force equation, energy-momentum
equation, conservation law of energy-momentum, gravitational field equation(see Discussion 5.4.4
), least action principle, Schrödinger equation, Heisenberg equation, Dirac equation(see section
5.6 ), etc., which in intrinsic geometry are no longer necessary to be regarded as principles and
postulates.
In addition, this section adopts general coordinate form, the evolution parameter of which is x0.
In section 5.2 , the Minkowski coordinate will be constructed, the evolution parameter of which is
xτ . It has to be emphasized that no matter what coordinate forms are adopted, their geometrical
essences are the same. Intrinsic geometrical properties in some special cases will be discussed in
the following sections.
4 Intrinsic geometrical treatment of inversion transformation
In this section, indices of internal and external space are taken values according to Definition
5.1.1 .
Definition 4.1. Let the local coordinate representation of reference-system k be x′j = −δji xi, x′n =
δnmx
m, then we say P , L[k] : xi → −xi, xm → xm is parity inversion. Let the local coordinate
representation of reference-system h be x′j = δji x
i, x′n = −δnmxm, then we say C , L[h] : xi →
xi, xm → −xm is charge conjugate inversion. In addition, denote T0 : x0 → −x0, which is called
time coordinate invesion.
Their composition CPT0 : xQ → −xQ, x0 → −x0 is called total inversion of coordinates.
Definition 4.2. Reviewing Definition 3.2.1 , without loss of generality, positive or negative sign of
metric, which marks two opposite directions of evolution, is independent of positive or negative
sign of coordinate. LetN be a closed submanifold ofM , and its metric be dx(N). The transformation
T
(N)
0 : dx
(N) → −dx(N) is called a single inversion of space metric on N . Specially, when N = M ,
T
(M)
0 : dx
0 → −dx0 is called a single inversion of time metric.
40 Zhao-Hui Man
Denote the totality of closed submanifolds of M by B(M), and denote T (M) ,
∏
B∈B(M) T
(B)
0 .
We say T (M) is total inversion of metrics.
Definition 4.3. T , T (M)T0 is called time inversion. The joint transformation of total inversion
of coordinates CPT0 and total inversion of metrics T (M) is called space-time inversion, that is
CPT0T
(M) = CPT .
Remark 4.1. Summerize the above definitions, then we have:
CPT0 : x
Q → −xQ, x0 → −x0, dxQ → dxQ, dx0 → dx0,
T (M) : xQ → xQ, x0 → x0, dxQ → −dxQ, dx0 → −dx0,
CPT : xQ → −xQ, x0 → −x0, dxQ → −dxQ, dx0 → −dx0.
Proposition 4.1. Consider CPT on g. Denote s ,
∫
L
Dρ, and DP eis ,
(
∂
∂xP
+ i[ρΓP ]
)
eis, then: (1)
CPT : Dρ→ Dρ, (2) CPT : DP eis → −DP eis.
Proof. (1) On one hand, forCP : xR → −xR we haveCP : ∂
∂xR
→ − ∂
∂xR
. According to the definition
of simple connection we obtain CP : ΓMNP → −ΓMNP . In consideration of that ρ is determined by f ,
so ρ is required to remain unchanged under transformations of g.
Due to pR ,
∂ρ
∂xR
+[ρΓP ]we knowCP : pR → −pR. On the other hand, according to the definition of
T we immediately obtain T : dxR → −dxR. In summary, we have CPT : pRdxR → (−pR)(−dxR),
that is CPT : Dρ→ Dρ.
(2) On one hand, in consideration of CP : ∂
∂xP
+ i[ρΓP ] → − ∂∂xP − i[ρΓP ], and due to s ,∫
L
Dρ =
∫
L
pRdx
R we know CP : s→ −s, hence CP :
(
∂
∂xP
+ i[ρΓP ]
)
eis →
(
− ∂
∂xP
− i[ρΓP ]
)
e−is,
that is CP : DP eis → −DP e−is. On the other hand, ∂∂xP + i[ρΓP ] and pR are both independent
of metrics, therefore ∂
∂xP
+ i[ρΓP ] and pR both remain unchanged under transformation T . Due to
T : dxR → −dxR, then T : pRdxR → −pRdxR, that is T : Dρ→ −Dρ, hence T : s→ −s. Moreover,
T : DP e
is → DP e−is = DP (eis)∗. In summary, we have CPT : DP eis → −DP (e−is)∗ = −DP eis. ⊓⊔
Remark 4.2. The above proposition gives the intrinsic geometrical origin of CPT invariance.
In addition, in physics there is a complex conjugation in time inversion about wave function
T : ψ(x, t) → ψ∗(x,−t), the mathematical orgin of which can essentially be attributed to Definition
4.1 , Definition 4.2 and Definition 4.3 . In fact we have the following proposition, where the
coordinate x˜µ is Minkowski coordinate defined in section 5.2 such that x˜i = xi, x˜0 = x0, and
Minkowski metric satisfies (dx˜τ )2 = (dx˜0)2 −∑
i
(dx˜i)2, m˜τ , ρ˜;τ .
Proposition 4.2.DenoteS ,
∫
L
m˜τdx˜
τ andψ(x˜i, x˜0) , f (x˜i, x˜0)eiS , thenT : ψ(x˜i, x˜0)→ ψ∗(x˜i,−x˜0).
Proof. According to Definition 4.3 we know T : m˜τ → m˜τ , dx˜τ → −dx˜τ , x˜0 → −x˜0, therefore
T : m˜τdx˜
τ → −m˜τdx˜τ , thenT : S → −S, f (x˜i, x˜0)→ f (x˜i,−x˜0), and furthermoreT : f (x˜i, x˜0)eiS →
f (x˜i,−x˜0)e−iS , that is T : ψ(x˜i, x˜0)→ ψ∗(x˜i,−x˜0). ⊓⊔
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5 Intrinsic geometrical treatment of classical spacetime
5.1 Existence and uniqueness of submanifold with classical spacetime
Definition 5.1.1. Suppose M = P × N , D , dimM and r , dimP = 3. According to Definition
3.2.2 , we have a submanifold of external space P and a submanifold of internal spaceN . P inherits
coordinate {ξs}{xi} from M , and N inherits coordinate {ξa}{xm} from M . The values of indices
are specified as follows.
(1) Total indices of basis coordinate frame ξ are A,B,C,D = 1, 2, · · · ,D. Total indices of
performance coordinate frame x areM,N,P,Q = 1, 2, · · · ,D.
(2) External indices of ξ are s, t, u, v = 1, 2, · · · , r. Internal indices of ξ are a, b, c, d = r + 1, r +
2, · · · ,D.
(3) External indices of x are i, j, k, l = 1, 2, · · · , r. Internal indices of x are m,n, p, q = r + 1, r +
2, · · · ,D.
(4) Regular indices of ξ are S, T, U, V = 1, 2, · · · , r, τ . Minkowski indices of ξ are α, β, γ, δ =
0, 1, 2, · · · , r.
(5) Regular indices of x are I, J,K,L = 1, 2, · · · , r, τ . Minkowski indices of x are µ, ν, ρ, σ =
0, 1, 2, · · · , r.
Definition 5.1.2. Let there be a smooth tangent vector field X on (M,f ). If ∀p ∈ M , X(p) =
bA ∂
∂ξA
∣∣∣
p
= cM ∂
∂xM
∣∣∣
p
satisfies that ba are not all zero and cm are not all zero, then we say X is
internal-directed.
Proposition 5.1.1. Suppose M = P ×N and X is a smooth tangent vector field onM . Fix a point
o ∈M . If X is internal-directed, then:
(1) There exist a unique (r + 1)-dimensional regular submanifold γ : M˜ → M, p 7→ p and a
unique smooth tangent vector field X˜ on M˜ such that: (i) P × {o} is a closed submanifold of M˜ ,
(ii) tangent map γ∗ : T (M˜)→ T (M) satisfies that ∀q ∈ M˜ , γ∗ : X˜(q) 7→ X(q). Such an M˜ is called a
submanifold with classical spacetime determined by X through o.
(2) Let ϕX be the one-parameter group of diffeomorphisms on M corresponding to X, and ϕX˜
the one-parameter group of diffeomorphisms on M˜ corresponding to X˜. Thus, we have ϕX˜ = ϕX |M˜ .
Proof. Step 1: construction of M˜ . We can define a closed submanifold P × {o} on M through
o via parameter equation xm = xmo . Then let ϕX : M × R → M be the one-parameter group of
diffeomorphisms corresponding to X. Restrict ϕX to P × {o} and we obtain
ϕX |P×{o} : P × {o} × {t} 7→ P ′ × {o′},
where points o and o′ are on the same orbit Lo , ϕX,o. P ×{o} and P ′×{o′} are both homeomorphic
to P . If we do not distinguish P and P ′, we have
ϕX |P×{o} : P × {o} × R→ P × Lo.
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Then consider all of such {o} on the entire orbit Lo, and we obtain a map
ϕX |P×Lo : P × Lo × R→ P × Lo.
Denote M˜ , P × Lo, then
ϕX |M˜ : M˜ × R→ M˜
constitutes a one-parameter group of diffeomorphisms on M˜ .
Step 2: constructions of γ : M˜ → M and X˜. Because X is internal-directed, the restriction of
X to Lo , ϕX,o : R → M is non-vanishing everywhere and Lo is an injection. The image set of Lo
can also be denoted by Lo. ∀t ∈ R, q , ϕX,o(t) ∈ Lo, we can define a closed submanifold Nq onM
through q via parameter equation xi = xiq, and Nq is homeomorphic to N . Due to the one-to-one
correspondence between q and Nq , Lo → N is a regular imbedding. Furthermore:
(1) γ : P × Lo → P × N is a regular imbedding, that is, γ : M˜ → M . Hence the tangent
map γ∗ : T (M˜) → T (M) is an injection. Therefore, the smooth tangent vector X˜ which satisfies
∀q ∈ M˜, γ∗ : X˜(q) 7→ X(q) is uniquely defined by X via γ−1∗ .
(2) We notice that o ∈ M˜ , hence Lo , ϕX,o is an orbit of ϕX |M˜ . In consideration of that Lo
uniquely determines γ, and γ uniquely determines γ∗, and γ−1∗ uniquely determines X˜, so finally X˜
is uniquely determined by ϕX |M˜ . Thus, we have ϕX˜ = ϕX |M˜ .
In summary of (1) and (2), it also indicates that M˜ is determined byX, therefore it is unique. ⊓⊔
Remark 5.1.1. (1) M˜ is not independent ofM , but determined by smooth tangent vector fieldX on
M .
(2) M˜ is a regular submanifold of M , so not all intrinsic geometrical properties of M can be
inherited by M˜ .
(3) The correspondence between X˜ and the restriction ofX to M˜ is one-to-one. For convenience,
we later will not distinguish the notations X and X˜ on M˜ , but uniformly denote them by X.
(4) An arbitrary path L˜ : T → M˜, t 7→ p on M˜ uniquely corresponds to a path L , γ ◦ L˜ : T →
M, t 7→ p on M . Evidently the image sets of L and L˜ are the same, that is, L(T ) = L˜(T ). For
convenience, we later will not distinguish the notations L and L˜ on M˜ , but uniformly denote them
by L.
5.2 Intrinsic geometrical treatment of gravitational field
Proposition 5.2.1. Let M˜ be the submanifold with classical spacetime determined by X on (M,f ),
and L be a path on an orbit of ϕX˜ of M˜ . ∀p ∈ L, suppose on neighborhood U that
f (p) : ξA = ξA(xM ) = ξA(x0), ξ0 = ξ0(x0).
Thus: (1) There exists a unique local reference-system f˜ (p) on U˜ , U ∩ M˜ such that
f˜ (p) : ξU = ξU (xK) = ξU (x0), ξ0 = ξ0(x0)
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and (dxτ )2 =
D∑
m=r+1
(dxm)2, (dξτ )2 =
D∑
a=r+1
(dξa)2.
(2) The above coordinate frames (U˜ , ξU ) and (U˜ , xK) of f˜ (p) uniquely determine coordinate
frames (U˜ , ξ˜α) and (U˜ , x˜µ), such that
f˜(p) : ξ˜α = ξ˜α (x˜µ) = ξ˜α (x˜τ ) , ξ˜τ = ξ˜τ (x˜τ )
and coordinates ξ˜s = ξs, ξ˜τ = ξτ , ξ˜0 = ξ0, x˜i = xi, x˜τ = xτ , x˜0 = x0.
Proof. (1) According to the proof of previous proposition, if L is on an orbit of ϕX˜ , L is a regular
submanifold ofN . Let the metrics onN be (dxτ )2 =
D∑
m=r+1
(dxm)2 and (dξτ )2 =
D∑
a=r+1
(dξa)2. Review
Definition 3.3.1.3 and we know the regular imbedding pi : L → N, q 7→ q induces parameter
equations xm = xmτ (x
τ ) and ξa = ξaτ (ξ
τ ) of L. Then substitute them into f (p) and we obtain
ξA = ξA
(
xM
)
= ξA
(
x0
)⇔


ξu = ξu
(
xk, xmτ (x
τ )
)
= ξuL
(
x0
)
ξaτ (ξ
τ ) = ξa
(
xk, xmτ (x
τ )
)
= ξaL
(
x0
)
⇔


ξu = ξu
(
xk, xmτ (x
τ )
)
= ξuL
(
x0
)
ξτ = (ξaτ )
−1 ◦ ξa
(
xk, xmτ (x
τ )
)
= (ξaτ )
−1 ◦ ξaL
(
x0
) ⇔


ξu = ξu
(
xk, xτ
)
= ξuL
(
x0
)
ξτ = ξτ
(
xk, xτ
)
= ξτL
(
x0
)
⇔ ξU = ξU (xK) = ξUL (x0), abbreviated to ξU = ξU (xK) = ξU (x0).
(2) As same as the above, we also obtain xK = xK(ξU ) = xK(ξ0). The relation between two
parameters x0 and xτ of L can be expressed as xτ = xτL(ξ
0(x0)), and the relation between two
parameters ξ0 and ξτ can be expressed as ξτ = ξτL(x
0(ξ0)). Substitute them into f˜ (p), then
ξU = ξU (xK) = ξU (x0)⇔


ξu = ξu
(
xk, xτL
(
ξ0
(
x0
)))
= ξuL
(
x0
(
(xτL)
−1 (xτ )
))
ξτL
(
x0
(
ξ0
))
= ξτ
(
xk, xτL
(
ξ0
(
x0
)))
= ξτL
(
x0
(
(xτL)
−1 (xτ )
))
ξ0
(
ξτL
−1 (ξτ )
)
= (xτL)
−1 (xτ )
(18)
⇔


ξu = ξu
(
xk, xτL
(
ξ0
(
x0
)))
= ξuL
(
x0
(
(xτL)
−1 (xτ )
))
ξ0 = ξ0
(
(ξτL)
−1
(
ξτ
(
xk, xτL
(
ξ0
(
x0
)))))
= (xτL)
−1 (xτ )
ξτ = ξτL
(
x0
(
(xτL)
−1 (xτ )
)) , abbreviated to


ξu = ξ˜u(xk, x0) = ξ˜uL(x
τ )
ξ0 = ξ˜0(xk, x0) = ξ˜0L(x
τ )
ξτ = ξ˜τ (xτ )
.
Denote ξ˜s , ξs, ξ˜τ , ξτ , ξ˜0 , ξ0, x˜i , xi, x˜τ , xτ , x˜0 , x0, hence we have ξ˜α = ξ˜α (x˜µ) =
ξ˜αL (x˜
τ ) , ξ˜τ = ξ˜τ (x˜τ ), abbreviated to ξ˜α = ξ˜α (x˜µ) = ξ˜α (x˜τ ) , ξ˜τ = ξ˜τ (x˜τ ). ⊓⊔
Definition 5.2.1. f˜ is called a classical spacetime reference-system on M˜ , and (M˜, f˜ ) is called
a gravitational manifold. (U˜ , ξU ) and (U˜ , xK) are called regular coordinate frames on (M˜, f˜ ),
meanwhile (U˜ , ξ˜α) and (U˜ , x˜µ) are calledMinkowski coordinate frames on (M˜, f˜).
Remark 5.2.1. f˜ is uniquely determined by f , and f˜ encapsulates the internal space of f . Although
(M˜, f˜) can reflect intrinsic geometrical properties of external space of (M,f ), it cannot totally
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reflect intrinsic geometrical properties of internal space of (M,f ). There is a further illustration in
Discussion 5.4.2 .
In addition, f˜ presents locally as f˜(p), so the mathematical origin of the principle of equivalence
has been able to be attributed to Definition 2.1.2 , Definition 2.2.2 and Definition 5.2.1 . Of course
its physical connotation can only be endowed by the fundamental axiom of section 3.1 . Besides,
with respect to the gravitational field equation, see Discussion 5.4.4 .
It is well-known that there is no logically strict definition of inertial system in physics. However,
now we can give a strict definition to inertial system from the perspective of intrinsic geometry. It
is a reference-system, not a coordinate frame.
Definition 5.2.2. Suppose we have a geometrical manifold (M˜, g˜). Fg˜ is a transformation induced
by g˜.
(1) According to Discussion 5.3.2 , if dζ˜τ = dx˜τ , then we must have G˜µν = ∆˜αβB˜αµ B˜
β
ν = E˜µν .
Thus, we say g˜ is orthogonal, Fg˜ is an orthogonal transformation, and (M˜, g˜) is an isotropic
spacetime. For convenience, dζ˜τ and dx˜τ are uniformly denoted by dτ .
(2) If the slack-tights B˜αµ and C˜
µ
α of g˜ are constants on M˜ , then we say g˜ is flat, Fg˜ is a flat
transformations, and (M˜, g˜) is a flat spacetime.
(3) If g˜ is both orthogonal and flat, then we say g˜ is an inertial-system, Fg˜ is a Lorentz
transformations, and the isotropic and flat (M˜, g˜) isMinkowski spacetime.
Proposition 5.2.2. Let L be a path on M˜ , and U˜ be a coordinate neighborhood. Denote U˜L , U˜ ∩L,
and c ,
∣∣dxi/dx0∣∣. If ∀q ∈ U˜L, tangent vector [L] ∈ Tq(M) is not internal-directed, then: (i) we have
c = 1 on path U˜L. (ii) c = 1 remains unchanged under orthogonal transformation. (iii) c = 1 remains
unchanged under Lorentz transformation.
Proof. In regular coordinate frame (U˜ , xK), U˜L can be described by equations xi = xi(x0) and
xτ = const about parameter x0. We notice that xτ = const, so there does not exist an equation of
U˜L with respect to parameter x˜τ in Minkowski coordinate frame (U˜ , x˜µ). Therefore, we always have
dx˜τ = dxτ = 0 on U˜L. Thus, c =
∣∣dxi/dx0∣∣ = ∣∣∣±dxi/√(dxi)2 + (dxτ )2∣∣∣ = ∣∣±dxi/dxi∣∣ = 1. According
to Definition 5.2.2 , an orthogonal transformation satisfies dζ˜τ = dx˜τ = 0, hence c′ =
∣∣dζs/dζ0∣∣ =
|±dζs/dζs| = 1. It is naturally true for Lorentz transformation as an orthogonal one. ⊓⊔
Remark 5.2.2. The above proposition indicates the limitation of Minkowski coordinate, and also
turns the principle of constancy of light velocity to a theorem, i.e. conclusion (iii). Its mathematical
origin can be attributed to Definition 3.2.1 .
Discussion 5.2.1. Let ρ˜ be a charge of f˜ , and L be a gradient line of ρ˜ on (M˜, g˜).
(1) In the basis coordinate frame {ζ˜α} of g˜, suppose the parameter equation of L satisfies
ζ˜s = const. Thus on L we have velocity dζ˜
s
dτ
= 0 and proper time dζ˜0 = dτ . This is the intrinsic
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geometrical treatment of the inertial relative rest state of physics, which is not a stopped evolution,
but just an evolution in a special direction.
(2) In the performance coordinate frame {x˜µ} of g˜, onLwe have velocity dx˜i
dτ
= C˜i0 and coordinate
time dx˜0 = C˜0τ dτ , where the slack-tights C˜
µ
α are constants. This is the intrinsic geometrical treatment
of the inertial relative motion of physics.
5.3 Two coordinate representations of intrinsic geometrical property
Discussion 5.3.1. According to Definition 3.3.2.2 , suppose the slack-tights of (M˜, f˜) about regular
coordinate xK are BSI and C
I
S, such that

dξS = BSI dx
I ≃ BS0 dx0
CI0
∂
∂xI
∼= C00
d
dx0
=
d
dξ0
,


dxI = CISdξ
S ≃ CI0dξ0
BS0
∂
∂ξS
∼= B00
d
dξ0
=
d
dx0
. (19)
The slack-tights of (M˜, f˜ ) about Minkowski coordinate x˜µ are B˜αµ and C˜
µ
α , such that

dξ˜α = B˜αµdx˜
µ ≃ B˜ατ dx˜τ
C˜µτ
∂
∂x˜µ
∼= C˜ττ
d
dx˜τ
=
d
dξ˜τ
,


dx˜µ = C˜µαdξ˜
α ≃ C˜µτ dξ˜τ
B˜ατ
∂
∂ξ˜α
∼= B˜ττ
d
dξ˜τ
=
d
dx˜τ
. (20)
Applying the chain rule of differentiation, it is not difficult to obtain the following relations between
regular slack-tights and Minkowski slack-tights via formula (18).

B˜si = −Bsi
B˜0i = −
Bτi
δτ0
C˜iτ =
Ci0
δτ0
,


B˜sτ = B
s
τ
B˜0τ =
Bττ
δτ0
C˜ττ =
Cτ0
δτ0
,


B˜s0 = B
s
0
B˜00 =
Bτ0
δτ0
C˜0τ =
C00
δτ0
;


C˜is = −Cis
C˜0s = −
Cτs
ετ0
B˜sτ =
Bs0
ετ0
,


C˜iτ = C
i
τ
C˜0τ =
Cττ
ετ0
B˜ττ =
Bτ0
ετ0
,


C˜i0 = C
i
0
C˜00 =
Cτ0
ετ0
B˜0τ =
B00
ετ0
,


Bsi = −B˜si
Bτi = −
B˜0i
δ˜0τ
Ci0 = −
C˜iτ
δ˜0τ
,


Bs0 = B˜
s
0
Bτ0 =
B˜00
δ˜0τ
C00 =
C˜0τ
δ˜0τ
,


Bsτ = B˜
s
τ
Bττ =
B˜0τ
δ˜0τ
Cτ0 =
C˜ττ
δ˜0τ
;


Cis = −C˜is
Cτs = −
C˜0s
ε˜0τ
Bs0 =
B˜sτ
ε˜0τ
,


Ci0 = C˜
i
0
Cτ0 =
C˜00
ε˜0τ
B00 =
B˜0τ
ε˜0τ
,


Ciτ = C˜
i
τ
Cττ =
C˜0τ
ε˜0τ
Bτ0 =
B˜ττ
ε˜0τ
,
where 

εIJ , C
I
SB
S
J , δ
S
T = B
S
I C
I
T , ε
I
0 , B
0
0C
I
0 = B
S
0 C
I
S , δ
S
0 , C
0
0B
S
0 = C
I
0B
S
I .
ε˜µν , C˜
µ
αB˜
α
ν , δ˜
α
β = B˜
α
µ C˜
µ
β , ε˜
µ
τ , B˜
τ
τ C˜
µ
τ = B˜
α
τ C˜
µ
α , δ˜
α
τ , C˜
τ
τ B˜
α
τ = C˜
µ
τ B˜
α
µ .
The evolution lemma of Proposition 3.3.2.2 can be expressed in Minkowski coordinate as

wµ
∂
∂x˜µ
∼= wτ d
dx˜τ
⇔ wµ = wτ ε˜µτ
wµdx˜
µ ≃ wτdx˜τ ⇔ ε˜µτwµ = wτ
,


w¯µ
∂
∂x˜µ
∼= w¯τ d
dx˜τ
⇔ w¯µ = w¯τ ˜¯ετµ
w¯µdx˜µ ≃ w¯τdx˜τ ⇔ ˜¯ετµw¯µ = w¯τ
,
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where ˜¯εµν ,
˜¯Bµα
˜¯Cαν = ε
µ
ν ,
˜¯δαβ ,
˜¯Cαµ
˜¯Bµβ = δ
α
β , ˜¯ε
τ
µ ,
˜¯Bττ
˜¯Cτµ =
˜¯Bτα
˜¯Cαµ ,
˜¯δτα ,
˜¯Cττ
˜¯Bτα =
˜¯Cτµ
˜¯Bµα.
Discussion 5.3.2.According toDefinition 3.2.1 , on the neighborhood U˜ of p on (M˜, f ), timemetrics
dξ0 and dx0 of f˜ (p) in coordinate frames (U˜ , ξS) and (U˜ , xI) satisfy

(dξ0)2 ,
r∑
s=1
(dξs)2 + (dξτ )2 = δSTdξ
SdξT = δST b
S
I b
T
J dx
IdxJ = gIJdx
IdxJ ,
(dx0)2 ,
r∑
i=1
(dxi)2 + (dxτ )2 = εIJdx
IdxJ = εIJc
I
Sc
J
Tdξ
SdξT = hSTdξ
SdξT .
where (dξτ )2 ,
D∑
a=r+1
(dξa)2 and (dxτ )2 ,
D∑
m=r+1
(dxm)2. As differential forms defined on manifold,
time metrics of (M˜, f˜) satisfy

(dξ0)2 , ∆STdξ
SdξT = GIJdx
IdxJ ,
(dx0)2 , EIJdx
IdxJ = HSTdξ
SdξT .


GIJ , ∆STB
S
I B
T
J ,
HST , EIJC
I
SC
J
T .
Denote
ε˜µν = ε˜
µν ,


1 µ = ν = 0
−1, µ = ν 6= 0
0, µ 6= ν
, δ˜αβ = δ˜
αβ ,


1 α = β = 0
−1, α = β 6= 0
0, α 6= β
.
Thus, we can define proper-times dξ˜τ and dx˜τ in Minkowski coordinate frames (U˜ , ξ˜α) and (U˜ , x˜µ)
as below: 

(dξ˜τ )2 = (dξ0)2 −
r∑
s=1
(dξs)2 = δ˜αβdξ˜
αdξ˜β = δ˜αβ b˜
α
µ b˜
β
νdx˜
µdx˜ν = g˜µνdx˜
µdx˜ν ,
(dx˜τ )2 = (dx0)2 −
r∑
i=1
(dxi)2 = ε˜µνdx˜
µdx˜ν = ε˜µν c˜
µ
αc˜
ν
βdξ˜
αdξ˜β = h˜αβdξ˜
αdξ˜β.
And there are differential forms on (M˜, f˜) as below:

(dξ˜τ )2 , ∆˜αβdξ˜
αdξ˜β = G˜µνdx˜
µdx˜ν ,
(dx˜τ )2 , E˜µνdx˜
µdx˜ν = H˜αβdξ˜
αdξ˜β .


G˜µν , ∆˜αβB˜
α
µ B˜
β
ν ,
H˜αβ , E˜µνC˜
µ
αC˜
ν
β .
It is easy to know there are relations between regular metric GIJ and Minkowski metric G˜µν as
below: 

Gττ =
G˜ττ
G˜00
G00 =
δ˜0τ δ˜
0
τ
ε˜0τ ε˜
0
τ
G˜ττ
G˜00
G˜ττ
Giτ = − G˜i0
G˜00
ε˜0τG00 = −
δ˜0τ δ˜
0
τ
ε˜0τ
G˜ττ
G˜00
G˜i0
Gτj = − G˜0j
G˜00
ε˜0τG00 = −
δ˜0τ δ˜
0
τ
ε˜0τ
G˜ττ
G˜00
G˜0j
Gij = − G˜ij
G˜00
G00 = − δ˜
0
τ δ˜
0
τ
ε˜0τ ε˜
0
τ
G˜ττ
G˜00
G˜ij
,


G˜00 =
G00
Gττ
G˜ττ =
δτ0δ
τ
0
ετ0ε
τ
0
G00
Gττ
G00
G˜i0 = −Giτ
Gττ
ετ0G˜ττ = −
δτ0δ
τ
0
ετ0
G00
Gττ
Giτ
G˜0j = −Gτj
Gττ
ετ0G˜ττ = −
δτ0δ
τ
0
ετ0
G00
Gττ
Gτj
G˜ij = −Gij
Gττ
G˜ττ = −δ
τ
0δ
τ
0
ετ0ε
τ
0
G00
Gττ
Gij
.
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Denote G˜ττ , B˜ττ B˜
τ
τ , G˜
ττ , C˜ττ C˜
τ
τ , then it is easy to obtain relations:
G˜ττ =
δτ0δ
τ
0
ετ0ε
τ
0
G00, G00 =
δ˜0τ δ˜
0
τ
ε˜0τ ε˜
0
τ
G˜ττ .
5.4 Geometrical treatment of classical spacetime evolution
Discussion 5.4.1. The absolute differential and absolute gradient of section 3.3.4 can be expressed
on M˜ in Minkowski coordinate as:
(1) Let D˜ be affine connection on M˜ , and denote t˜L;τ , t˜;σε˜στ , then the absolute differential of T˜
and T˜L are 

D˜T˜ , D˜t˜⊗
{
∂
∂x˜
⊗ dx˜
}
, t˜;σdx˜
σ ⊗
{
∂
∂x˜
⊗ dx˜
}
,
D˜LT˜L , D˜Lt˜L ⊗
{
∂
∂x˜
⊗ dx˜
}
, t˜L;τdx˜
τ ⊗
{
∂
∂x˜
⊗ dx˜
}
,
where D˜t˜ , t˜;σdx˜σ, D˜L t˜L , t˜L;τdx˜τ .
(2) The gradient operator ∇˜ is the actual evolution on M˜ . Thus, the absolute gradient of T˜ and
T˜L are 

∇˜T˜ , ∇˜t˜⊗
{
∂
∂x˜
⊗ dx˜
}
, t˜;σ
∂
∂x˜σ
⊗
{
∂
∂x˜
⊗ dx˜
}
,
∇˜LT˜L , ∇˜Lt˜L ⊗
{
∂
∂x˜
⊗ dx˜
}
, t˜L;τ
d
dx˜τ
⊗
{
∂
∂x˜
⊗ dx˜
}
,
where ∇˜t˜ , t˜;σ ∂∂x˜σ , ∇˜Lt˜L , t˜L;τ ddx˜τ .
Now Proposition 3.3.4.1 can be expressed as: D˜T˜ ≃ D˜LT˜L if L is an arbitrary path. ∇˜T˜ ∼= ∇˜LT˜L
if and only if L is the gradient line of T˜ . The actual evolution equation of T˜ is t˜;σ = t˜L;τ ˜¯ετσ or
t˜;σ = t˜ ;τL ε˜
σ
τ .
Discussion 5.4.2. Similar to Discussion 3.3.5.1 we have K˜µνρσ
:ρ
= j˜µνσ, where ρ˜
µ
ντ , K˜
µ
νρσ
:ρ
ε˜στ ,
j˜µνσ , ρ˜
µ
ντ
˜¯ετσ. Consider the case where external space is flat, then just only the internal component
ρ˜00τ does not vanish. Thus we haveMinkowski Yang-Mills field equation
K˜00ρσ
:ρ
= j˜00σ ,
where j˜00σ , ρ˜
0
0τ
˜¯ετσ.
Now there is a problem. Several internal dimensions of (M,f ) become just one dimension of
(M˜, f˜) via the encapsulation of classical spacetime. (M,f ) has several internal charges ρmn0, but
(M˜, f˜) has just one, which is ρττ0 in regular form, or ρ˜
0
0τ in Minkowski form. As what Remark 5.2.1
says, (M˜, f˜) cannot totally reflect all the intrinsic geometrical properties of internal space of (M,f ).
On the premise of not abandoning the four-dimensional spacetime, if we want to describe gauge
fields, the only way is to put those degrees of freedom of internal space to the phase of complex-
valued field function. This way is effective, but not natural at all.
The logically more natural way is to abandon the framework of four-dimensional spacetime. We
should put internal space and external space together to describe their unified intrinsic geometry,
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rather than based on the rigid intuition of four-dimensional spacetime, artificially setting up several
abstract degrees of freedom which are irrelevant to the concept of time and space to describe the so
called gauge fields.
Both for gauge fields and for gravitational fields, their concepts of time and space should be
unified. The gravitational fields are described by the intrinsic geometry of external space, and the
gauge fields are described by the intrinsic geometry of internal space. They are unified in intrinsic
geometry.
Therefore, the complex-valued expression form of traditional gauge field theory is a historical
necessity, but not a logical necessity. It can be seen later that as long as expanding those encapsulated
dimensions, we can clearly illustrate the geometrical properties of internal space. Especially, if
understanding in way of intrinsic geometry, some man-made postulates of Standard Model of
particle physics will be unnecessary, because they will appear automatically.
Definition 5.4.1.Denote ρ˜µν τ of f˜ concisely by ρ˜. According to section 3.3.6 , we have the following
definitions in Minkowski coordinate on (M˜, g˜).
(1) Call m˜τ , ρ˜;τ and m˜τ , ρ˜;τ the rest mass of ρ˜.
(2) Call p˜µ , ρ˜;µ and p˜µ , ρ˜;µ the energy-momentum of ρ˜, and E˜0 , p˜0, E˜0 , p˜0 the energy of
ρ˜.
(3) Call M˜ τ , dρ˜
dx˜τ
and M˜τ ,
dρ˜
dx˜τ
the canonical rest mass of ρ˜.
(4) Call P˜µ , ∂ρ˜
∂x˜µ
and P˜µ ,
∂ρ˜
∂x˜µ
the canonical energy-momentum of ρ˜, and H˜0 , −P˜ 0,
H˜0 , −P˜0 the canonical energy of ρ˜.
Discussion 5.4.3. Similar to Proposition 3.3.6.2 , if and only if the evolution direction of ρ˜ is the
gradient direction ∇˜ρ˜ on (M˜, g˜), the directional derivative is
〈
m˜τ
d
dx˜τ
, m˜τdx˜
τ
〉
=
〈
p˜µ
∂
∂x˜µ
, p˜µdx˜
µ
〉
,
that is G˜ττm˜τm˜τ = G˜µν p˜µp˜ν , or m˜τm˜τ = p˜µp˜µ, which is the mathematical origin of energy-
momentum equation of physics.
In addition, as what Proposition 3.3.6.3 says, according to evolution lemma, if and only if we
take the gradient direction ∇˜ρ˜, we have p˜µ = m˜τ dx˜µ
dx˜τ
and p˜µ = m˜τ
dx˜µ
dx˜τ
. This is the mathematical
origin of traditional definition of momentum.
Similar to discussions of section 3.3.7 , denote


[ρ˜Γ˜ω] , [ρ˜µν Γ˜ω] ,
∂ρ˜
∂x˜ω
− ρ˜;ω , ∂ρ˜µν
∂x˜ω
− ρ˜µν;ω = ρ˜µχΓ˜χνω + ρ˜χνΓ˜χµω,
[ρ˜Γ˜τ ] , [ρ˜µνΓ˜τ ] ,
dρ˜
dx˜τ
− ρ˜;τ , dρ˜µν
dx˜τ
− ρ˜µν;τ = ρ˜µχΓ˜χντ + ρ˜χνΓ˜χµτ .


[ρ˜Γ˜ω] , G˜χω[ρ˜Γ˜χ],
[ρ˜Γ˜ τ ] , G˜ττ [ρ˜Γ˜τ ].

[ρ˜B˜ρσ] , ρ˜µχ
(
∂Γ˜χνσ
∂x˜ρ
− ∂Γ˜
χ
νρ
∂x˜σ
)
+ ρ˜χν
(
∂Γ˜χµσ
∂x˜ρ
− ∂Γ˜
χ
µρ
∂x˜σ
)
,
[ρ˜R˜ρσ] , ρ˜µχR˜
χ
νρσ + ρ˜χνR˜
χ
µρσ ,


[ρ˜F˜ρσ ] ,
∂[ρ˜Γ˜σ]
∂x˜ρ
− ∂[ρ˜Γ˜ρ]
∂x˜σ
,
[ρ˜E˜ρσ] , [ρ˜Γ˜σ];ρ − [ρ˜Γ˜ρ];σ.
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Then for the same reason as Proposition 3.3.7.2 , we can strictly prove the Lorentz force equation
of ρ˜, which is F˜ρ ,
dp˜ρ
dx˜τ
= ∂m˜τ
∂x˜ρ
− p˜σ ∂ε˜
σ
τ
∂x˜ρ
+ [ρ˜F˜ρσ]ε˜
σ
τ . And for the same reason as Proposition 3.3.7.5 ,
we have conservation of energy-momentum T˜µν
;µ
= 0.
Definition 5.4.2. The following three conditions are uniformly called traditional standard con-
ditions:
(1) Rest mass condition: ∂µm˜τ = 0.
(2) Canonical mass condition: Γ˜ µνρε˜
ρ
τ = 0 and Γ˜
µ
νργ
ρ = 0, where γρ are generators of Dirac algebra.
(3) Simple perspective condition: ∂ν ε˜µτ = 0.
Remark 5.4.1. Conditions (1) and (3) make the above Lorentz force simplify to F˜ρ = [ρ˜F˜ρσ]ε˜στ ,
which is the general essence of interaction force of physics, and also is the mathematical origin of
Lorentz force F = q (E + v ×B) or Fρ = jσFρσ of electrodynamics. In this sense, we can argue that
Lorentz force equation has become a theorem, and no longer as a principle.
Condition (2) is the general mathematical expression of the following example. Take electrody-
namics with natural units for example. The canonical energy-momentum of electric charged particle
is
H = E + qϕ, P = p + qA.
We notice that there is no concept of canonical mass M˜τ in physics. It is because that there is
H = qϕ +
√
(P − qA)2 +m2 in electrodynamics, which indicates that electromagnetic potential
field (ϕ,A) contributes qϕ to energy and qA to momentum, but it contributes nothing to rest mass
of q. This implies that if we define
M˜τ , m˜τ + qA˜τ , A˜τ , ϕγ +A · u = Aρ dx
ρ
dτ
,
then electrodynamics actually requires M˜τ = m˜τ , A˜τ = Aρ dx
ρ
dτ
= 0 by default, the general mathe-
matical expression of which is Γ˜ µντ , Γ˜
µ
νρε˜
ρ
τ = 0. More importantly, Proposition 5.4.1 , Definition
5.5.1 and Proposition 5.6.1 are dependent on this condition.
In a word, the above three conditions are necessary for transitioning in pure mathematical sense
to traditional theory of physics.
Discussion 5.4.4. Suppose C˜(x˜)µν is a zero-order or two-order tensor, such as R˜µν − 12G˜µνR˜, which
just only depends on intrinsic geometrical properties of (M˜, g˜), such that C˜(x˜)µν
;µ
= 0.Wedistinguish
them with index (x˜). And suppose T(ρ˜)µν
;µ = 0 is the conservation of energy-momentum of ρ˜. We
distinguish various T(ρ˜)µν with index (ρ˜). Hence, ∀c(x˜), c(ρ˜) ∈ R, we have
∑
x˜
c(x˜)C(x˜)µν +
∑
ρ˜
c(ρ˜)T˜(ρ˜)µν


;µ
= 0.
If the ergodic ranges of the summations are sufficiently large, we immediately obtain∑
x˜
c(x˜)C(x˜)µν +
∑
ρ˜
c(ρ˜)T˜(ρ˜)µν = 0,
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which is the general gravitational field equation, where the dimensions among various terms are
harmonized by constants c(x˜), c(ρ˜). It is the mathematical origin of Einstein’s gravitational field
equation.
Definition 5.4.3. It is similar to Definition 3.3.6 . Let L˜ be the totality of paths on M˜ from point a
to point b. And let Lρ˜ ∈ L˜, and parameter x˜τ satisfy τa , x˜τ (a) < x˜τ (b) , τb. We say the functional
s˜ρ˜W˜ (Lρ˜) ,
∫
Lρ˜
D˜ρ˜ =
∫
Lρ˜
p˜µdx˜
µ =
∫ τb
τa
m˜τdx˜
τ =
∫ tb
ta
dx˜τ
dx˜0
(
M˜τ − [ρ˜Γ˜σ]ε˜στ
)
dx˜0
is the action of ρ˜. For the same reason as the proof of Proposition 3.3.6.4 , we have the following
theorem, which is the mathematical origin of the principle of least action of physics.
Proposition 5.4.1. (Theorem of least action) On the canonical mass condition, Lρ˜ is the gradient
line of ρ˜ if and only if δs˜ρ˜W˜
(
Lρ˜
)
= 0.
5.5 Intrinsic geometrical treatment of Legendre transformation and equation of motion
This section does not discuss the general abstract theory ofLegendre transformation, but discusses
the relationship between energy-momentum equation and the concrete construction of Legendre
transformation.
Definition 5.5.1. Denote 

L˜0 , m˜τ
dx˜τ
dx˜0
=
dx˜τ
dx˜0
(
M˜τ − [ρ˜Γ˜σ]ε˜στ
)
,
L˜0 , M˜τ dx˜
τ
dx˜0
=
dx˜τ
dx˜0
(
m˜τ + [ρ˜Γ˜σ]ε˜
σ
τ
)
.
Evidently we have L˜0 = L˜0 on canonical mass condition. We say L˜0 is Lagrangian densigy of ρ˜.
According to Definition 5.4.1 , we have M˜τdx˜τ = P˜kdx˜k−H˜0dx˜0, therefore H˜0 = P˜k dx˜kdx˜0 −M˜τ dx˜
τ
dx˜0
,
that is H˜0 = P˜k dx˜
k
dx˜0
− L˜0. We say H˜0 is Hamiltonian density of ρ˜. This is the intrinsic geometrical
origin of Legendre transformation of physics.
Proposition 5.5.1. Denote v˜k , dx˜
k
dx˜0
, and regard L˜0 = P˜kv˜k − H˜0 as function L˜0(x˜k, v˜k). Thus, on
traditional standard conditions we have
d
dx˜0
(
∂L˜0
∂v˜k
)
− ∂L˜0
∂x˜k
= 0.
Proof.On traditional standard conditions, we can obtain Euler-Lagrange equation from the definition
of Lagrangian density. Concretely:
L˜0 , M˜τ dx˜
τ
dx˜0
=
dρ˜
dx˜τ
dx˜τ
dx˜0
=
∂ρ˜
∂x˜µ
dx˜µ
dx˜τ
dx˜τ
dx˜0
.
Accordingly,
∂L˜0
∂x˜σ
=
∂
∂x˜σ
(
∂ρ˜
∂x˜µ
dx˜µ
dx˜τ
dx˜τ
dx˜0
)
.
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On traditional standard conditions,
∂L˜0
∂x˜σ
=
dx˜µ
dx˜τ
dx˜τ
dx˜0
∂
∂x˜σ
(
∂ρ˜
∂x˜µ
)
=
dx˜µ
dx˜τ
dx˜τ
dx˜0
∂
∂x˜µ
(
∂ρ˜
∂x˜σ
)
=
dx˜µ
dx˜τ
dx˜τ
dx˜0
∂P˜σ
∂x˜µ
=
dP˜σ
dx˜0
.
Thus we obtain Euler-Lagrange equation
dP˜k
dx˜0
− ∂L˜0
∂x˜k
= 0. In consideration of P˜k = ∂L˜0∂v˜k , then
d
dx˜0
(
∂L˜0
∂v˜k
)
− ∂L˜0
∂x˜k
= 0. ⊓⊔
Remark 5.5.1. The above proposition is the mathematical origin of Euler-Lagrange equation of
motion of physics. It should be clarified that the above Euler-Lagrange equation holds in arbitrary
directions, while the Euler-Lagrange equation of traditional theory holds just only in gradient
direction.
The reason why such a situation happens is that their definitions of momentum are different.
Definition 3.3.6.1 defines the momentum in arbitrary directions. Due to Proposition 3.3.6.3 and
Remark 3.3.6.1 , pR = E0 dx
R
dx0
and p˜µ = m˜τ dx˜
µ
dx˜τ
just hold in gradient direction. But traditional theory
denotes p , mv in arbitrary directions. Such two different ways of defining momentum make the
conditions of the holding of Euler-Lagrange equation different.
(1) When p˜µ = m˜τ dx˜
µ
dx˜τ
holds just only in gradient direction, Euler-Lagrange equation holds in
arbitrary directions. At this time, what we can obtain from Proposition 5.4.1 is just only the former.
(2) When we denote p , mv in arbitrary directions, Euler-Lagrange equation holds just only in
gradient direction. At this time, what we can obtain from Proposition 5.4.1 is just only the latter.
No matter which way of definition we use, there is always a formula that can describe gradient
direction. It is either p˜µ = m˜τ dx˜
µ
dx˜τ
or Euler-Lagrange equation.
5.6 Intrinsic geometrical treatment of Dirac equation and gauge transformation
In this section we prove two propositions. The first one illustrates the intrinsic geometrical origin
of Dirac equation, and makes it no longer a principle but a theorem. The second one clarifies
the intrinsic geometrical origin of gauge transformation and gauge invariance, and shows how a
transformation of reference-systems characterizes a gauge transformation.
Proposition 5.6.1.On traditional standard conditions, suppose there is a smooth real function f (x˜µ)
on an isotropic (M˜, g˜), and defineDirac algebras γµ and γα such that γµ = C˜µαγ
α, γαγβ+γβγα = 2δ˜αβ ,
γµγν + γνγµ = 2G˜µν , Γ˜ µνσγ
σ = 0, γµ
∂f
∂x˜µ
= 0,
∫
f2dV = 1. Suppose the charge ρ˜ , ρ˜ων of reference-
system f˜ evolves on (M˜, g˜), and denote


P˜ ,
∫
ρ˜dV ,
ρ˜ = f2P˜,


M˜τ ,
∫
m˜τdV ,
m˜τ = f
2
M˜τ ,


S˜ ,
∫
s˜dV ,
s˜ =
∫
L˜0dx˜0 = f2S˜.
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Then denote ψ(x˜µ) , f (x˜µ)eiS˜ , D˜µ , ∂∂x˜µ − i[P˜Γ˜µ]. If and only if we take the gradient direction ∇˜ρ˜,
equation iγµD˜µψ = M˜τψ holds.
Proof.Due to Discussion 5.4.3 , if and only if we take the gradient direction of ρ˜ there exists energy-
momentum equation ρ˜;µρ˜;µ = ρ˜;τ ρ˜;τ , that is G˜µν ρ˜;µρ˜;ν = m˜2τ due to isotropy. Then, (γ
µρ˜;µ)(γ
ν ρ˜;ν) +
(γν ρ˜;ν)(γ
µρ˜;µ) = 2m˜
2
τ , hence (γ
µρ˜;µ)(γ
ν ρ˜;ν) = m˜
2
τ , that is (γ
µρ˜;µ)
2 = m˜2τ . Without loss of generality,
we take γµρ˜;µ = −m˜τ . Due to canonical mass condition Γ˜ µνσγσ = 0 we have γµ[P˜Γ˜µ] = 0. And with
condition γµ ∂f
∂x˜µ
= 0 it can be obtained that
γµρ˜;µ = −m˜τ ⇔ γµ ∂s˜
∂xµ
= −m˜τ ⇔ γµ ∂S˜
∂xµ
= −M˜τ ⇔ γµ
(
∂S˜
∂xµ
− [P˜Γ˜µ]
)
= −M˜τ
⇔ iγµ
(
i
∂S˜
∂xµ
feiS˜ − i[P˜Γ˜µ]feiS˜
)
= M˜τfe
iS˜ ⇔ iγµ
(
∂f
∂x˜µ
eiS˜ + i
∂S˜
∂xµ
feiS˜ − i[P˜Γ˜µ]feiS˜
)
= M˜τfe
iS˜
⇔ iγµ

∂
(
feiS˜
)
∂x˜µ
− i[P˜Γ˜µ]feiS˜

 = M˜τfeiS˜ ⇔ iγµ
(
∂ψ
∂x˜µ
− i[P˜Γ˜µ]ψ
)
= M˜τψ
⇔ iγµ
(
∂
∂x˜µ
− i[P˜Γ˜µ]
)
ψ = M˜τψ ⇔ iγµD˜µψ = M˜τψ.
⊓⊔
Remark 5.6.1. Until now, Dirac equation has become a theorem. According to this theorem, Dirac
equation also reflects the notion of gradient direction, it thereby describes the effects of intrinsic
geometry of manifold on gradient direction. This is the mathematical origin of the effectiveness of
Dirac equation of physics.
Proposition 5.6.2. On M˜ let the slack-tights of g˜ be B˜αµ and C˜
µ
α . Let the slack-tights of k˜ be B˜
µ
µ′ and
C˜µ
′
µ . Let g˜
′ , L[k˜](g˜), then the slack-tights of g˜
′ are B˜αµ′ = B˜
α
µ B˜
µ
µ′ and C˜
µ′
α = C˜
µ
αC˜
µ′
µ .
Define Dirac algebras γα, γµ = C˜µαγ
α and γµ
′
= C˜µ
′
α γ
α, such that γαγβ + γβγα = 2δ˜αβ , γµγν +
γνγµ = 2G˜µν , γµ
′
γν
′
+ γν
′
γµ
′
= 2G˜µ
′ν′ , where G˜µν = δ˜αβC˜µαC˜
ν
β is the metric tensor of g˜, and
G˜µ
′ν′ = δ˜αβC˜µ
′
α C˜
ν′
β is the metric tensor of g˜
′.
Let ρ˜ be a charge of f˜ , and D˜ be the simple connection on (M˜, g˜) and (M˜, g˜′). According to
Proposition 5.6.1 , suppose (Γ˜g˜)
µ
νσγ
σ = 0, the Dirac equation of ρ˜ on (M˜, g˜) is iγµD˜µψ = M˜τψ, and
suppose (Γ˜g˜′)
µ′
ν′σ′
γσ
′
= 0, the Dirac equation of ρ˜ on (M˜, g˜′) is iγµ
′
D˜µ′ψ
′ = M˜τ ′ψ′.
Then we have the following conclusions under transformation L[k˜] : g˜ 7→ g˜′.
(1) L[k˜] : D˜µ 7→ D˜µ′ = B˜µµ′(D˜µ − i∂µθ).
(2) L[k˜] : ψ 7→ ψ′ = ψeiθ.
(3) For a selected ρ˜, the smooth real function θ is deternimed by L[k] ∈ GL(M). See Discussion
2.3.1 for the definition of general linear group GL(M).
(4) Suppose g˜ satisfies the condition of Proposition 5.6.1 , then |ψ| and
∣∣∣iγµD˜µψ∣∣∣ are both
universal geometrical properties of M˜ .
A generalization of intrinsic geometry and its application to Hilbert’s 6th problem 53
(5) The necessary condition of simultaneous (Γ˜g˜)
µ
νσ
γσ = 0 and (Γ˜g˜′)
µ′
ν′σ′
γσ
′
= 0 is that L[k˜] is an
orthogonal transformation.
Proof. Under the transformation L[k˜] : g˜ 7→ g˜′ we have
L[k˜] : B˜
α
µ 7→ B˜αµ′ = Bαµ B˜µµ′ , C˜µα 7→ C˜µ
′
α = C˜
µ
αC˜
µ′
µ , B˜
τ
τ 7→ B˜ττ ′ = Bττ B˜ττ ′ , C˜ττ 7→ C˜τ
′
τ = C˜
τ
τ C˜
τ ′
τ .
L[k˜] :
∂
∂x˜µ
7→ ∂
∂x˜µ′
= B˜µµ′
∂
∂x˜µ
,
d
dx˜τ
7→ d
dx˜τ ′
= B˜ττ ′
d
dx˜τ
.
L[k˜] : ρ;µ 7→ ρ;µ′ = ρ;µB˜µµ′ , M˜τ 7→ M˜τ ′ = M˜τ B˜ττ ′ .
L[k˜] : γ
µ 7→ γµ′ = C˜µ′µ γµ.
According to equation(21) below, it is obtained that
L[k˜] : [P˜Γ˜µ] 7→ [P˜Γ˜µ′ ] = B˜µµ′([P˜Γ˜µ] + rµ).
Correspondingly, the transformation of D˜µ is
D˜µ ,
∂
∂x˜µ
− i[P˜Γ˜µ] 7→ D˜µ′ , ∂
∂x˜µ′
− i[P˜Γ˜µ′ ] = B˜µµ′
∂
∂x˜µ
− iB˜µµ′([P˜Γ˜µ] + rµ) = B˜µµ′(D˜µ − irµ).
The transformation of ψ is
ψ = fe
i
∫ (
P˜;µ + [P˜Γ˜µ]
)
dx˜µ
7→ ψ′ = fe
i
∫ (
P˜;µ′ + [P˜Γ˜µ′ ]
)
dx˜µ
′
= fe
i
∫ (
P˜;µ′ + B˜
µ
µ′([P˜Γ˜µ] + rµ)
)
dx˜µ
′
,
that is ψ 7→ ψ′ = ψe
i
∫
rµdx˜
µ
. Denote θ ,
∫
rµdx˜
µ, rµ = ∂µθ, thus we obtain ψ 7→ ψ′ = ψeiθ.
We have proved (1) and (2) as the above. Now in order to prove (4), we can substitute the above
transformations into iγµD˜µψ = M˜τψ of g˜.
iγµD˜µψ = M˜τψ
⇔ i
(
B˜µµ′γ
µ′
) (
C˜ν
′
µ (D˜ν′ + i∂ν′θ)
)(
ψ′e−iθ
)
= M˜τ
(
ψ′e−iθ
)
⇔ iγµ′(D˜µ′ + i∂µ′θ)
(
ψ′e−iθ
)
= M˜τψ
′e−iθ
⇔ iγµ′
(
∂µ′ − i[P˜Γ˜µ′ ] + i∂µ′θ
)(
ψ′e−iθ
)
= M˜τψ
′e−iθ
⇔ iγµ′∂µ′ψ′e−iθ + iγµ′ψ′∂µe−iθ + γµ′ [P˜Γ˜µ′ ]ψ′e−iθ − γµ′ψ′e−iθ∂µ′θ = M˜τψ′e−iθ
⇔ iγµ′∂µ′ψ′ + γµ′ψ′∂µ′θ + γµ′ [P˜Γ˜µ′ ]ψ′ − γµ′ψ′∂µ′θ = M˜τψ′
⇔ iγµ′∂µ′ψ′ + γµ′ [P˜Γ˜µ′ ]ψ′ = M˜τψ′
⇔ iγµ′D˜µ′ψ′ = M˜τψ′.
Consequently, iγµ
′
D˜µ′ψ
′ = M˜τψ′ = M˜τψeiθ =
(
iγµD˜µψ
)
eiθ, hence
∣∣∣iγµ′D˜µ′ψ′∣∣∣ = ∣∣∣iγµD˜µψ∣∣∣. In
addition, it is evident that |ψ′| = |ψ|. It indicates that
∣∣∣iγµD˜µψ∣∣∣ and |ψ| remain unchanged under
transformation L[k˜]. Due to the arbitrariness of [k˜], according to section 2.6 ,
∣∣∣iγµD˜µψ∣∣∣ is a universal
geometrical property of M˜ .
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Next we consider (5). The above iγµ
′
D˜µ′ψ
′ = M˜τψ′ is obtained in the case where g˜ satisfies the
condition (Γ˜g˜)
µ
νσγ
σ = 0 of Proposition 5.6.1 . When g˜′ satisfies condition (Γ˜g˜′)
µ′
ν′σ′
γσ
′
= 0, according
to Proposition 5.6.1 we have iγµ
′
D˜µ′ψ
′ = M˜τ ′ψ′. Compare such two equations we obtain M˜τ = M˜τ ′ ,
that is M˜τ = B˜ττ ′M˜τ , or B˜
τ
τ ′ = 1. According to Definition 5.2.2 , L[k˜] is an orthogonal transformation.
In order to prove (3), we need to calculate rµ. According to Proposition 2.7.2 , we have (Γ˜g˜′)
µ′
ν′σ′
=
(Γ˜g˜)
µ
νσ
C˜µ
′
µ B˜
ν
ν′B˜
σ
σ′ + (Γ˜k˜)
µ′
ν′σ′
. Due to Discussion 5.4.3 we know [ρ˜Γ˜µ] , [ρ˜ων Γ˜µ] , ρ˜ωχ(Γ˜g˜)
χ
νµ
+
ρ˜χν(Γ˜g˜)
χ
ωµ
and [ρ˜′Γ˜µ′ ] , [ρ˜ω′ν′Γ˜µ′ ] = ρ˜ω′χ′(Γ˜g˜′)
χ′
ν′µ′
+ ρ˜χ′ν′(Γ˜g˜′)
χ′
ω′µ′
.
[ρ˜Γ˜µ′ ] , [ρ˜ωνΓ˜µ′ ] , C˜
ω′
ω C˜
ν′
ν [ρ˜ω′ν′Γ˜µ′ ] = C˜
ω′
ω C˜
ν′
ν
(
ρ˜ω′χ′(Γ˜g˜′)
χ′
ν′µ′
+ ρ˜χ′ν′(Γ˜g˜′)
χ′
ω′µ′
)
= C˜ω
′
ω C˜
ν′
ν
(
ρ˜ω′χ′
(
(Γ˜g˜)
χ
ρµC˜
χ′
χ B˜
ρ
ν′B˜
µ
µ′ + (Γ˜k˜)
χ′
ν′µ′
)
+ ρ˜χ′ν′
(
(Γ˜g˜)
χ
σµC˜
χ′
χ B˜
σ
ω′B˜
µ
µ′ + (Γ˜k˜)
χ′
ω′µ′
))
= ρ˜ωχ(Γ˜g˜)
χ
νµ
B˜µµ′ + ρ˜χν(Γ˜g˜)
χ
ωµ
B˜µµ′ + ρ˜ωχ′(Γ˜k˜)
χ′
ν′µ′
C˜ν
′
ν + ρ˜χ′ν′(Γ˜k˜)
χ′
ω′µ′
C˜ω
′
ω
= ρ˜ωχ(Γ˜g˜)
χ
νµ
B˜µµ′ + ρ˜χν(Γ˜g˜)
χ
ωµ
B˜µµ′ + ρ˜ωχ(Γ˜k˜)
χ′
ν′σ′
C˜σ
′
µ B˜
χ
χ′C˜
ν′
ν B˜
µ
µ′ + ρ˜χν(Γ˜k˜)
χ′
ω′σ′
C˜σ
′
µ B˜
χ
χ′C˜
ω′
ω B˜
µ
µ′
=
(
[ρ˜Γ˜µ] + ρ˜ωχ(Γ˜k˜)
χ′
ν′σ′
B˜χχ′C˜
ν′
ν C˜
σ′
µ + ρ˜χν(Γ˜k˜)
χ′
ω′σ′
B˜χχ′C˜
ω′
ω C˜
σ′
µ
)
B˜µµ′ ,
hence
[P˜Γ˜µ′ ] =
(
[P˜Γ˜µ] + P˜ωχ(Γ˜k˜)
χ′
ν′σ′
B˜χχ′C˜
ν′
ν C˜
σ′
µ + P˜χν(Γ˜k˜)
χ′
ω′σ′
B˜χχ′C˜
ω′
ω C˜
σ′
µ
)
B˜µµ′
=
(
[P˜Γ˜µ] + rωνµ
)
B˜µµ′ =
(
[P˜Γ˜µ] + rµ
)
B˜µµ′ ,
(21)
where rµ , rωνµ , P˜ωχ(Γ˜k˜)
χ′
ν′σ′
B˜χχ′C˜
ν′
ν C˜
σ′
µ + P˜χν(Γ˜k˜)
χ′
ω′σ′
B˜χχ′C˜
ω′
ω C˜
σ′
µ .
We notice that C˜ and B˜ in the above rµ are slack-tights of [k˜], and (Γ˜k˜)
µ′
ν′σ′
=
1
2
C˜µ
′
µ
(
∂B˜µν′
∂x˜σ′
+
∂B˜µσ′
∂xν′
)
is simple connection of [k˜], therefore for a selected ρ˜ we know rµ is uniquely determined by L[k˜],
and furthermore θ ,
∫
rµdx˜
µ is uniquely determined by L[k˜]. In consideration of that L[k˜] of M˜ is
determined by L[k] ofM , so rµ and θ are finally determined by L[k]. ⊓⊔
Remark 5.6.2. Conclusions (1)(2)(3) are the reasons why Definition 2.3.3 calls L[k] a general
gauge transformation. Conclusion (4) can also be called the gauge invariance, which utill now
has become a theorem, no longer been as a principle. This proposition indicates that ψ 7→ ψ′ and
D˜µ 7→ D˜µ′ and gauge invariance such three things have the same mathematical origin, which is the
intrinsic transformation L[k], and their physical connotations just only come from the axiom and
corollary of section 3.1 . L[k] is an element of general linear group, therefore gauge fields and gauge
transformations defined by whatever subgroup of general linear group can always be characterized
by [k] and L[k]. This is the intrinsic geometrical origin of gauge field and gauge transformation.
In summary, without the points of view of intrinsic geometry, it is impossible to clarify that there
exists a more fundamental mathematical essence than gauge transformationsψ 7→ ψ′ and D˜µ 7→ D˜µ′ .
In consideration of Discussion 5.4.2 , total superiority of points of view of intrinsic geometry can be
brought into full play just only on manifoldM rather than M˜ . Complete details of various intrinsic
geometrical properties of gauge field can thereby be presented on M . Hence, next we are going
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to stop the discussions about intrinsic geometry of M˜ , but to focus on intrinsic geometry of M .
The intrinsic geometrical properties of the following sections still can only be described by simple
connection, but not Levi-Civita connection.
Definition 5.6.1. Let there be a geometrical manifold (M,k), such thatM = P ×N , r , dimP = 3
and D , dimM = 5 or 6 or 8.
(1) ∀p ∈ M , suppose the coordinate representation of k(p) takes the form of xm′ = xm′(xm),
xi
′
= δi
′
i x
i, and k satisfies internal standard conditions: (i)Gmn = const, (ii)whenm 6= n,Gmn = 0.
We say k is a typical gauge field, and L[k] is a typical gauge transformation.
(2) ∀p ∈ M , suppose the coordinate representation of k(p) takes the form of xm′ = xm′(xM ),
xi
′
= xi
′
(xi). We say k is a typical gauge field with gravitation, and L[k] is a typical gravitational
gauge transformation.
6 Several intrinsic geometrical properties in 5-dimensional case
Definition 6.1. Suppose geometrical manifold (M,f ) satisfiesD = r+2 = 5. ∀p ∈M , the coordinate
representation of f (p) takes the form of ξa = ξa(xm), ξs = δsi x
i. And f satisfies the internal standard
conditions of Definition 5.6.1 (1) andG(D−1)(D−1) = GDD. We say f is aweak and electromagnetic
unified field. The reason for such naming lies in the following proposition.
Proposition 6.1. Let the simple connection of the above (M,f ) be ΛMNP and ΛMNP . And let the
coefficients of curvature of (M,f ) be KMNPQ and KMNPQ. Denote


BP ,
1√
2
(
ΛDDP + Λ(D−1)(D−1)P
)
A3P ,
1√
2
(
ΛDDP − Λ(D−1)(D−1)P
) ,


A1P ,
1√
2
(
Λ(D−1)DP + ΛD(D−1)P
)
A2P ,
1√
2
(
Λ(D−1)DP − ΛD(D−1)P
) .


BPQ ,
1√
2
(
KDDPQ +K(D−1)(D−1)PQ
)
F 3PQ ,
1√
2
(
KDDPQ −K(D−1)(D−1)PQ
) ,


F 1PQ ,
1√
2
(
K(D−1)DPQ +KD(D−1)PQ
)
F 2PQ ,
1√
2
(
K(D−1)DPQ −KD(D−1)PQ
) .
And denote g ,
√(
G(D−1)(D−1)
)2
+
(
GDD
)2. Thus the following equations hold, and they are all
intrinsic geometrical properties of (M,f ).


BPQ =
∂BQ
∂xP
− ∂BP
∂xQ
,
F 3PQ =
∂A3Q
∂xP
− ∂A
3
P
∂xQ
+ g
(
A1PA
2
Q −A2PA1Q
)
,
F 1PQ =
∂A1Q
∂xP
− ∂A
1
P
∂xQ
+ g
(
A2PA
3
Q −A3PA2Q
)
,
F 2PQ =
∂A2Q
∂xP
− ∂A
2
P
∂xQ
− g
(
A3PA
1
Q −A1PA3Q
)
.
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Proof. According to the definition, the slack-tights of f satisfy that Bsm = 0, C
i
a = 0. B
s
i =
δsi , B
a
i = 0, C
i
s = δ
i
s, C
m
s = 0. The metric of f satisfies that Gmn = 0(m 6= n), Gmn = const,
GMN , δABB
A
MB
B
N and G
MN = δABCMA C
N
B . Concretely:


Gij = δstB
s
iB
t
j + δabB
a
i B
b
j = δstδ
s
i δ
t
j = δij
Gin = δstB
s
iB
t
n + δabB
a
i B
b
n = 0
Gmj = δstB
s
mB
t
j + δabB
a
mB
b
j = 0
Gmn = B
D−1
m B
D−1
n +B
D
mB
D
n
,


Gij = δstCisC
j
t = δ
stδisδ
j
t = δ
ij
Gin = δstCisC
n
t = 0
Gmj = δstCms C
j
t = 0
Gmn = CmD−1C
n
D−1 + C
m
DC
n
D
.
Calculate the simple connection of f , that is ΛMNP ,
1
2C
M
A
(
∂BAN
∂xP
+
∂BAP
∂xN
)
and ΛMNP , GMM ′ΛM
′
NP ,
then we obtain


ΛiNP = 0
Λmjk = 0
ΛmnP =
1
2
Cma
(
∂Ban
∂xP
+
∂BaP
∂xn
)
ΛmNp =
1
2
Cma
(
∂BaN
∂xp
+
∂Bap
∂xN
)
,


ΛiNP = GiM ′Λ
M ′
NP = Gii′Λ
i′
NP = 0
Λmjk = GmM ′Λ
M ′
jk = Gmm′Λ
m′
jk = 0
ΛmnP =
1
2
δabB
b
m
(
∂Ban
∂xP
+
∂BaP
∂xn
)
ΛmNp =
1
2
δabB
b
m
(
∂BaN
∂xp
+
∂Bap
∂xN
)
.
Calculate the coefficients of curvature of f , that is
KmnPQ ,
∂ΛmnQ
∂xP
− ∂Λ
m
nP
∂xQ
+ ΛmHPΛ
H
nQ − ΛHnPΛmHQ
and
KmnPQ , GmM ′K
M ′
nPQ = Gmm′K
m′
nPQ,
then we obtain


KD−1(D−1)PQ =
∂ΛD−1(D−1)Q
∂xP
−
∂ΛD−1(D−1)P
∂xQ
+ ΛD−1
DP Λ
D
(D−1)Q − ΛD(D−1)PΛD−1DQ
KD−1
DPQ =
∂ΛD−1
DQ
∂xP
− ∂Λ
D−1
DP
∂xQ
+ ΛD−1(D−1)PΛ
D−1
DQ + Λ
D−1
DP Λ
D
DQ − ΛD−1DP ΛD−1(D−1)Q − ΛDDPΛD−1DQ
KD(D−1)PQ =
∂ΛD(D−1)Q
∂xP
−
∂ΛD(D−1)P
∂xQ
+ ΛD(D−1)PΛ
D−1
(D−1)Q + Λ
D
DPΛ
D
(D−1)Q − ΛD−1(D−1)PΛD(D−1)Q
−ΛD(D−1)PΛDDQ
KDDPQ =
∂ΛD
DQ
∂xP
− ∂Λ
D
DP
∂xQ
+ ΛD(D−1)PΛ
D−1
DQ − ΛD−1DP ΛD(D−1)Q
.
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

K(D−1)(D−1)PQ =
∂Λ(D−1)(D−1)Q
∂xP
− ∂Λ(D−1)(D−1)P
∂xQ
+GDD
(
Λ(D−1)DPΛD(D−1)Q − ΛD(D−1)PΛ(D−1)DQ
)
KD(D−1)PQ =
∂ΛD(D−1)Q
∂xP
− ∂ΛD(D−1)P
∂xQ
+GDD
(
ΛDDPΛD(D−1)Q − ΛD(D−1)PΛDDQ
)
+G(D−1)(D−1)
(
ΛD(D−1)PΛ(D−1)(D−1)Q − Λ(D−1)(D−1)PΛD(D−1)Q
)
K(D−1)DPQ =
∂Λ(D−1)DQ
∂xP
− ∂Λ(D−1)DP
∂xQ
+GDD
(
Λ(D−1)DPΛDDQ − ΛDDPΛ(D−1)DQ
)
+G(D−1)(D−1)
(
Λ(D−1)(D−1)PΛ(D−1)DQ − Λ(D−1)DPΛ(D−1)(D−1)Q
)
KDDPQ =
∂ΛDDQ
∂xP
− ∂ΛDDP
∂xQ
+G(D−1)(D−1)
(
ΛD(D−1)PΛ(D−1)DQ − Λ(D−1)DPΛD(D−1)Q
)
.
Hence,
BPQ ,
1√
2
(
KDDPQ +K(D−1)(D−1)PQ
)
=
1√
2
∂
(
ΛDDQ + Λ(D−1)(D−1)Q
)
∂xP
− 1√
2
∂
(
ΛDDP + Λ(D−1)(D−1)P
)
∂xQ
=
∂BQ
∂xP
− ∂BP
∂xQ
.
F 3PQ ,
1√
2
(
KDDPQ −K(D−1)(D−1)PQ
)
=
1√
2
(
∂ΛDDQ
∂xP
− ∂ΛDDP
∂xQ
+G(D−1)(D−1)
(
ΛD(D−1)PΛ(D−1)DQ − Λ(D−1)DPΛD(D−1)Q
))
− 1√
2
(
∂Λ(D−1)(D−1)Q
∂xP
− ∂Λ(D−1)(D−1)P
∂xQ
+GDD
(
Λ(D−1)DPΛD(D−1)Q − ΛD(D−1)PΛ(D−1)DQ
))
=
∂A3Q
∂xP
− ∂A
3
P
∂xQ
+ g
(
ΛD(D−1)PΛ(D−1)DQ − Λ(D−1)DPΛD(D−1)Q
)
=
∂A3Q
∂xP
− ∂A
3
P
∂xQ
+ g
(
A1PA
2
Q −A2PA1Q
)
.
Similarly we also obtain F 1PQ =
∂A1Q
∂xP
− ∂A1P
∂xQ
+ g
(
A2PA
3
Q −A3PA2Q
)
and F 2PQ =
∂A2Q
∂xP
− ∂A2P
∂xQ
−
g
(
A3PA
1
Q −A1PA3Q
)
. ⊓⊔
Remark 6.1. Comparing the conclusions of the above proposition and the Glashow-Weinberg-
Salam theory of physics, we know that this proposition gives another mathematical treatment of
weak and electromagnetic field of physics. It does not abstractly define gauge potentials as the adjoint
representation of group U(1)× SU(2), but gives concrete intrinsic geometrical constructions.
In addition, the following propositionwill prove the characteristics of chirality of leptons from the
perspective of intrinsic geometry. This is beyond the reach of the traditional method that abstractly
regards leptons as the fundamental representation of group U(1)× SU(2).
Definition 6.2. Suppose f and g both satisfy Definition 6.1 . According to Definition 3.3.1.1 and
Definition 3.3.5.2 , let ρmn of f evolve on (M,g). Then l , (ρ(D−1)(D−1), ρDD) is called electric
charged lepton, and ν , (ρD(D−1), ρ(D−1)D) is called neutrino. l and ν are uniformly called leptons,
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denoted by L. And L 1√
2
(
1
1
)
is called left-handed lepton, L 1√
2
(
1
−1
)
is called right-handed lepton,
denoted by


lL ,
1√
2
(
ρ(D−1)(D−1) + ρDD
)
,
lR ,
1√
2
(
ρ(D−1)(D−1) − ρDD
)
,


νL ,
1√
2
(
ρD(D−1) + ρ(D−1)D
)
,
νR ,
1√
2
(
ρD(D−1) − ρ(D−1)D
)
.
On (M,g) we define


W 1P ,
1√
2
(
Γ(D−1)DP + ΓD(D−1)P
)
,
W 2P ,
1√
2
(
Γ(D−1)DP − ΓD(D−1)P
)
,


ZP ,
1√
2
(
Γ(D−1)(D−1)P + ΓDDP
)
,
AP ,
1√
2
(
Γ(D−1)(D−1)P − ΓDDP
)
,
and say the intrinsic geometrical property AP is electromagnetic potential, ZP is Z potential,W 1P
andW 2P areW potential. Then denote


W+P ,
1√
2
(
W 1P − iW 2P
)
W−P ,
1√
2
(
W 1P + iW
2
P
) ,


l+L =
1√
2
(lL − ilR)
l−L =
1√
2
(lL + ilR)
,


l+R ,
1√
2
(lR − ilL)
l−R ,
1√
2
(lR + ilL)
.
Proposition 6.2. If (M,g) satisfies symmetry condition Γ(D−1)DP = ΓD(D−1)P , then intrinsic geo-
metrical properties l and ν of f satisfy the following conclusions on (M,g).


lL;P = ∂P lL − glLZP − glRAP − gνLW 1P ,
lR;P = ∂P lR − glRZP − glLAP ,
νL;P = ∂P νL − gνLZP − glLW 1P ,
νR;P = ∂PνR − gνRZP .


l−L;P = ∂P l
−
L − gl−LZP − gl−RAP − gνLW−P ,
l+L;P = ∂P l
+
L − gl+LZP − gl+RAP − gνLW+P ,
l−R;P = ∂P l
−
R − gl−RZP − gl−LAP − igνLW−P ,
l+R;P = ∂P l
+
R − gl+RZP − gl+LAP + igνLW+P ,
νL;P = ∂P νL − gνLZP − gl+LW−P − gl−LW+P ,
νR;P = ∂P νR − gνRZP .
Proof. Due to ρmn;P = ∂P ρmn − ρHnΓHmP − ρmHΓHnP = ∂P ρmn − ρhnΓ hmP − ρmhΓ hnP , we have


ρ(D−1)(D−1);P = ∂P ρ(D−1)(D−1) − 2ρ(D−1)(D−1)ΓD−1(D−1)P −
(
ρD(D−1) + ρ(D−1)D
)
ΓD(D−1)P ,
ρDD;P = ∂P ρDD − 2ρDDΓDDP −
(
ρD(D−1) + ρ(D−1)D
)
ΓD−1
DP ,
ρD(D−1);P = ∂P ρD(D−1) −
(
ρ(D−1)(D−1)Γ
D−1
DP + ρDDΓ
D
(D−1)P
)
− ρD(D−1)
(
ΓD−1(D−1)P + Γ
D
DP
)
,
ρ(D−1)D;P = ∂P ρ(D−1)D −
(
ρ(D−1)(D−1)Γ
D−1
DP + ρDDΓ
D
(D−1)P
)
− ρ(D−1)D
(
ΓD−1(D−1)P + Γ
D
DP
)
.
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⇒


lL;P = ∂P lL −
√
2ρ(D−1)(D−1)Γ
D−1
(D−1)P −
√
2ρDDΓ
D
DP − gνLW 1P ,
lR;P = ∂P lR −
√
2ρ(D−1)(D−1)Γ
D−1
(D−1)P +
√
2ρDDΓ
D
DP ,
νL;P = ∂P νL − glLW 1P − νL
(
ΓD−1(D−1)P + Γ
D
DP
)
,
νR;P = ∂P νR − νR
(
ΓD−1(D−1)P + Γ
D
DP
)
.
⇒


lL;P = ∂P lL − glLZP − glRAP − gνLW 1P ,
lR;P = ∂P lR − glRZP − glLAP ,
νL;P = ∂P νL − gνLZP − glLW 1P ,
νR;P = ∂P νR − gνRZP .
⇔




l−L;P = ∂P l
−
L − gl−LZP − gl−RAP − gνLW−P ,
l+L;P = ∂P l
+
L − gl+LZP − gl+RAP − gνLW+P ,

l−R;P = ∂P l
−
R − gl−RZP − gl−LAP − igνLW−P ,
l+R;P = ∂P l
+
R − gl+RZP − gl+LAP + igνLW+P ,

νL;P = ∂P νL − gνLZP − gl+LW−P − gl−LW+P ,
νR;P = ∂P νR − gνRZP .
⊓⊔
Discussion 6.1. According to Discussion 2.6.2 , the transformation group of intrinsic geometry
is the subgroup {e} which is uniquely made up of the unit element e of general linear group. Its
symmetry is the smallest and never breaks, because it is too small to break. In other words, intrinsic
geometry is the largest geometry of geometrical manifold, and its geometrical properties are the
richest, so that any irregular smooth shape is an intrinsic geometrical property, it thereby can anyway
be precisely characterized by slack-tights.
We can obtain whatever subgeometry of intrinsic geometry by way of restricting slack-tights
via some symmetry conditions, like what section 2.4 and section 2.5 do. Γ(D−1)DP = ΓD(D−1)P
in Proposition 6.2 is just exactly such a symmetry condition, which can be regarded as an equiv-
alent condition to define a kind of subgeometry of intrinsic geometry to describe the weak and
eletromagnetic unified field. In summary:
(1) The traditional physics starts from a very large symmetry group, and reduces symmetries in
way of symmetry breaking to approach the target geometry.
(2) The point of view of intrinsic geometry starts from the smallest symmetry group {e}, and
adds symmetries in way of symmetry condition to approach the target geometry.
Such two ways must lead to the same destination. They both go towards the same specific
geometry.
From the perspective of unification of time and space, it is better to focus on concrete geometrical
construction than to focus on abstract algebraic structure, and it is better to study how to add
symmetry conditions than to introduce symmetry breaking.
Remark 6.2. If we do not consider from the perspective of intrinsic geometry, the Hilbert’s 6th
problem can never be solved at the most basic level. In addition:
(1) Proposition 6.2 gives the mathematical essence of Glashow-Weinberg-Salam theory from
the perspective of intrinsic geometry, even the coupling constant g becomes an intrinsic geometrical
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property. Furthermore, we are able to study Dirac equations of lL, lR, νL, νR in way of section
5.6 , and moreover to construct complex-valued Lagrangian density, and to treat QFT from the
perspective of intrinsic geometry in sense of section 3.4 . However, such topics are beyond the
subject of this paper, we will not discuss them.
(2) We notice that the coupling constants of ZP and AP in Proposition 6.2 satisfy gZ = gA = g,
which is comprehensible, because it is just a conclusion at the most basic level. Only when we
consider a kind of medium that is called Higgs field, there appears a Weinberg angle and thereby
we have gZ 6= gA. When we consider Higgs boson as a zero-spin pair of neutrinos, the Higgs boson
will lose its fundamentality and it thereby does not have enough importance in theory of the most
basic level. This paper does not concern such non-fundamental objects and properties.
(3) The mixing of leptons of three generations will automatically appear as an intrinsic geomet-
rical property on the geometrical manifold of Definition 8.1 .
7 Several intrinsic geometrical properties in 6-dimensional case
Definition 7.1. Suppose geometrical manifold (M,f ) satisfiesD = r+3 = 6. ∀p ∈M , the coordinate
representation of f (p) takes the form of ξa = ξa(xm), ξs = δsi x
i. And f satisfies the internal standard
conditions of Definition 5.6.1 (1) and G(D−2)(D−2) = G(D−1)(D−1) = GDD. We say f is a strong
interaction field.
Definition 7.2. Suppose f and g both satisfy Definition 7.1 . According to Definition 3.3.1.1 and
Definition 3.3.5.2 , let ρmn of f evolve on (M,g). Define


d1 , (ρ(D−2)(D−2), ρ(D−1)(D−1))
d2 , (ρ(D−1)(D−1), ρDD)
d3 , (ρDD, ρ(D−2)(D−2))
,


u1 , (ρ(D−2)(D−1), ρ(D−1)(D−2))
u2 , (ρ(D−1)D, ρD(D−1))
u3 , (ρD(D−2), ρ(D−2)D)
.
We say d1 and u1 are red color charge, d2 and u2 are blue color charge, d3 and u3 are green color
charge. Then d1, d2, d3 are called down-type color charge, uniformly denoted by d, and u1, u2, u3
are called up-type color charge, uniformly denoted by u. d and u are uniformly called color charge,
denoted by q. We say q 1√
2
(
1
1
)
is left-handed color charge, and q 1√
2
(
1
−1
)
are called right-handed
color charge. They are


d1L ,
1√
2
(
ρ(D−2)(D−2) + ρ(D−1)(D−1)
)
d2L ,
1√
2
(
ρ(D−1)(D−1) + ρDD
)
d3L ,
1√
2
(
ρDD + ρ(D−2)(D−2)
)
,


d1R ,
1√
2
(
ρ(D−2)(D−2) − ρ(D−1)(D−1)
)
d2R ,
1√
2
(
ρ(D−1)(D−1) − ρDD
)
d3R ,
1√
2
(
ρDD − ρ(D−2)(D−2)
)
.
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
u1L ,
1√
2
(
ρ(D−2)(D−1) + ρ(D−1)(D−2)
)
u2L ,
1√
2
(
ρ(D−1)D + ρD(D−1)
)
u3L ,
1√
2
(
ρD(D−2) + ρ(D−2)D
)
,


u1R ,
1√
2
(
ρ(D−2)(D−1) − ρ(D−1)(D−2)
)
u2R ,
1√
2
(
ρ(D−1)D − ρD(D−1)
)
u3R ,
1√
2
(
ρD(D−2) − ρ(D−2)D
)
.
On (M,g) we denote
gs ,
√(
G(D−1)(D−1)
)2
+
(
GDD
)2
=
√(
G(D−1)(D−1)
)2
+
(
G(D−2)(D−2)
)2
=
√(
G(D−2)(D−2)
)2
+
(
GDD
)2
.

U1P ,
1√
2
(
Γ(D−2)(D−2)P + Γ(D−1)(D−1)P
)
V 1P ,
1√
2
(
Γ(D−2)(D−2)P − Γ(D−1)(D−1)P
) ,


X23P ,
1√
2
(
Γ(D−2)(D−1)P + Γ(D−1)(D−2)P
)
Y 23P ,
1√
2
(
Γ(D−2)(D−1)P − Γ(D−1)(D−2)P
) ,


U2P ,
1√
2
(
Γ(D−1)(D−1)P + ΓDDP
)
V 2P ,
1√
2
(
Γ(D−1)(D−1)P − ΓDDP
) ,


X31P ,
1√
2
(
Γ(D−1)DP + ΓD(D−1)P
)
Y 31P ,
1√
2
(
Γ(D−1)DP − ΓD(D−1)P
) ,


U3P ,
1√
2
(
ΓDDP + Γ(D−2)(D−2)P
)
V 3P ,
1√
2
(
ΓDDP − Γ(D−2)(D−2)P
) ,


X12P ,
1√
2
(
ΓD(D−2)P + Γ(D−2)DP
)
Y 12P ,
1√
2
(
ΓD(D−2)P − Γ(D−2)DP
) .
We notice that there are just only three independent ones in U1P , U
2
P , U
3
P , V
1
P , V
2
P and V
3
P . Without
loss of generality, let

RP , aRU
1
P + bRU
2
P + cRU
3
P
SP , aSU
1
P + bSU
2
P + cSU
3
P
TP , aTU
1
P + bTU
2
P + cTU
3
P
,


U1P , αRRP + αSSP + αTTP
U2P , βRRP + βSSP + βTTP
U3P , γRRP + γSSP + γTTP
,
where the coefficients matrix are non-singular.
Proposition 7.1. Let λa (a = 1, 2, · · · , 8) be the Gell-Mann matrices, and Ta , 12λa the generators of
SU(3) group. When (M,g) satisfies symmetry condition Γ(D−2)(D−2)P + Γ(D−1)(D−1)P + ΓDDP = 0,
denote
AP ,
1
2


A11P A
12
P A
13
P
A21P A
22
P A
23
P
A31P A
32
P A
33
P

 ,


A32P , X
23
P + iY
23
P
A23P , X
23
P − iY 23P
A11P , SP +
1√
6
TP
,


A31P , X
31
P + iY
31
P
A13P , X
31
P − iY 31P
A22P , −SP +
1√
6
TP
,


A21P , X
12
P + iY
12
P
A12P , X
12
P − iY 12P
A33P , −
2√
6
TP
.
Thus, AP = TaAaP if and only if A
1
P , X
12
P , A
2
P , Y
12
P , A
3
P , SP , A
4
P , X
31
P , A
5
P , Y
31
P , A
6
P , X
23
P ,
A7P , Y
23
P and A
8
P , TP .
Proof.We just need to substitute the Gell-Mann matrices
λ1 ,


0 1 0
1 0 0
0 0 0

 , λ2 ,


0 −i 0
i 0 0
0 0 0

 , λ3 ,


1 0 0
0 −1 0
0 0 0

 , λ4 ,


0 0 1
0 0 0
1 0 0

 ,
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λ5 ,


0 0 −i
0 0 0
i 0 0

 , λ6 ,


0 0 0
0 0 1
0 1 0

 , λ7 ,


0 0 0
0 0 −i
0 i 0

 , λ8 , 1√6


1 0 0
0 1 0
0 0 −2

 .
into AP = TaAaP and directly verify them. ⊓⊔
Remark 7.1.On one hand, the above proposition indicates that Definition 7.1 is another mathemat-
ical treatment of strong interaction field. It does not anymore define the gauge potentials abstractly
like QCD based on SU(3) theory, but gives concrete intrinsic geometrical constructions. On the
other hand, the above proposition implies that if we take appropriate symmetry conditions, the alge-
braic properties of SU(3) group can be described by the transformation group GL(3,R) of internal
space of g. In other words, exponential map e : GL(3,R)→ U(3), [Bam] 7→ eiT
m
a B
a
m defines a covering
homomorphism, and SU(3) is a subgroup of U(3).
8 Several intrinsic geometrical properties in 8-dimensional case
Definition 8.1. Suppose geometrical manifold (M,f ) satisfiesD = r+5 = 8. ∀p ∈M , the coordinate
representation of f (p) takes the form of ξa = ξa(xm), ξs = δsi x
i. And f satisfies the internal standard
conditions of Definition 5.6.1 (1) and G(D−4)(D−4) = G(D−3)(D−3) and G(D−2)(D−2) = G(D−1)(D−1) =
GDD. We say f is a typical unified gauge field.
Definition 8.2. Suppose f and g both satisfy Definition 8.1 . According to Definition 3.3.1.1 and
Definition 3.3.5.2 , let ρmn of f evolve on (M,g). Define


l ,
(
ρ(D−4)(D−4), ρ(D−3)(D−3)
)
d1 , (ρ(D−2)(D−2), ρ(D−1)(D−1))
d2 , (ρ(D−1)(D−1), ρDD)
d3 , (ρDD, ρ(D−2)(D−2))
,


ν ,
(
ρ(D−3)(D−4), ρ(D−4)(D−3)
)
u1 , (ρ(D−2)(D−1), ρ(D−1)(D−2))
u2 , (ρ(D−1)D, ρD(D−1))
u3 , (ρD(D−2), ρ(D−2)D)
.
And Denote


lL ,
1√
2
(
ρ(D−4)(D−4) + ρ(D−3)(D−3)
)
lR ,
1√
2
(
ρ(D−4)(D−4) − ρ(D−3)(D−3)
) ,


νL ,
1√
2
(
ρ(D−3)(D−4) + ρ(D−4)(D−3)
)
νR ,
1√
2
(
ρ(D−3)(D−4) − ρ(D−4)(D−3)
) ,


d1L ,
1√
2
(
ρ(D−2)(D−2) + ρ(D−1)(D−1)
)
d2L ,
1√
2
(
ρ(D−1)(D−1) + ρDD
)
d3L ,
1√
2
(
ρDD + ρ(D−2)(D−2)
)
,


d1R ,
1√
2
(
ρ(D−2)(D−2) − ρ(D−1)(D−1)
)
d2R ,
1√
2
(
ρ(D−1)(D−1) − ρDD
)
d3R ,
1√
2
(
ρDD − ρ(D−2)(D−2)
)
,
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
u1L ,
1√
2
(
ρ(D−2)(D−1) + ρ(D−1)(D−2)
)
u2L ,
1√
2
(
ρ(D−1)D + ρD(D−1)
)
u3L ,
1√
2
(
ρD(D−2) + ρ(D−2)D
)
,


u1R ,
1√
2
(
ρ(D−2)(D−1) − ρ(D−1)(D−2)
)
u2R ,
1√
2
(
ρ(D−1)D − ρD(D−1)
)
u3R ,
1√
2
(
ρD(D−2) − ρ(D−2)D
)
.
On (M,g) we denote

g ,
√(
G(D−4)(D−4)
)2
+
(
G(D−3)(D−3)
)2
,
gs ,
√(
G(D−1)(D−1)
)2
+
(
GDD
)2
=
√(
G(D−1)(D−1)
)2
+
(
G(D−2)(D−2)
)2
=
√(
G(D−2)(D−2)
)2
+
(
GDD
)2
,


ZP ,
1√
2
(Γ(D−4)(D−4)P + Γ(D−3)(D−3)P )
AP ,
1√
2
(Γ(D−4)(D−4)P − Γ(D−3)(D−3)P )
,


W 1P ,
1√
2
(Γ(D−4)(D−3)P + Γ(D−3)(D−4)P )
W 2P ,
1√
2
(Γ(D−4)(D−3)P − Γ(D−3)(D−4)P )
,


U1P ,
1√
2
(
Γ(D−2)(D−2)P + Γ(D−1)(D−1)P
)
V 1P ,
1√
2
(
Γ(D−2)(D−2)P − Γ(D−1)(D−1)P
) ,


X23P ,
1√
2
(
Γ(D−2)(D−1)P + Γ(D−1)(D−2)P
)
Y 23P ,
1√
2
(
Γ(D−2)(D−1)P − Γ(D−1)(D−2)P
) ,


U2P ,
1√
2
(
Γ(D−1)(D−1)P + ΓDDP
)
V 2P ,
1√
2
(
Γ(D−1)(D−1)P − ΓDDP
) ,


X31P ,
1√
2
(
Γ(D−1)DP + ΓD(D−1)P
)
Y 31P ,
1√
2
(
Γ(D−1)DP − ΓD(D−1)P
) ,


U3P ,
1√
2
(
ΓDDP + Γ(D−2)(D−2)P
)
V 3P ,
1√
2
(
ΓDDP − Γ(D−2)(D−2)P
) ,


X12P ,
1√
2
(
ΓD(D−2)P + Γ(D−2)DP
)
Y 12P ,
1√
2
(
ΓD(D−2)P − Γ(D−2)DP
) .
Definition 8.3. Define the symmetry condition of unification:
(1) Basic conditions, No.1:

G(D−4)(D−4) = G(D−3)(D−3),
G(D−2)(D−2) = G(D−1)(D−1) = GDD,
(2) Basic conditions, No.2:

Γ(D−3)(D−4)P = Γ(D−4)(D−3)P ,
Γ(D−2)(D−2)P + Γ(D−1)(D−1)P + ΓDDP = 0,
(3) MNS mixing conditions of weak interaction, No.1:

ΓD−2(D−4)P = c
D−2
D−3Γ
D−3
(D−4)P ,
ΓD−1(D−4)P = c
D−1
D−3Γ
D−3
(D−4)P ,
ΓD(D−4)P = c
D
D−3Γ
D−3
(D−4)P ,


ΓD−2(D−3)P = c
D−2
D−4Γ
D−4
(D−3)P ,
ΓD−1(D−3)P = c
D−1
D−4Γ
D−4
(D−3)P ,
ΓD(D−3)P = c
D
D−4Γ
D−4
(D−3)P ,


cD−2
D−3 = c
D−2
D−4,
cD−1
D−3 = c
D−1
D−4,
cDD−3 = c
D
D−4,
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(4) MNS mixing conditions of weak interaction, No.2:

ρ(D−2)(D−3) = ρ(D−2)(D−4),
ρ(D−1)(D−3) = ρ(D−1)(D−4),
ρD(D−3) = ρD(D−4),


ρ(D−3)(D−2) = ρ(D−4)(D−2),
ρ(D−3)(D−1) = ρ(D−4)(D−1),
ρ(D−3)D = ρ(D−4)D,
(5) CKM mixing conditions of strong interaction, No.1:

ΓD−3(D−2)P = c
D−4
D−2Γ
D−3
(D−4)P ,
ΓD−3(D−1)P = c
D−4
D−1Γ
D−3
(D−4)P ,
ΓD−3
DP = c
D−4
D
ΓD−3(D−4)P ,


ΓD−4(D−2)P = c
D−3
D−2Γ
D−4
(D−3)P ,
ΓD−4(D−1)P = c
D−3
D−1Γ
D−4
(D−3)P ,
ΓD−4
DP = c
D−3
D
ΓD−4(D−3)P ,


cD−4
D−2 = c
D−4
D−1 = c
D−4
D
,
cD−3
D−2 = c
D−3
D−1 = c
D−3
D
,
(6) CKM mixing conditions of strong interaction, No.2:

ρ(D−2)(D−3) = ρ(D−1)(D−3) = ρD(D−3),
ρ(D−2)(D−4) = ρ(D−1)(D−4) = ρD(D−4),


ρ(D−3)(D−2) = ρ(D−3)(D−1) = ρ(D−3)D,
ρ(D−4)(D−2) = ρ(D−4)(D−1) = ρ(D−4)D,
where cmn are constants.
Proposition 8.1.When (M,g) satisfies the symmetry conditions of Definition 8.3 , denote
l′ ,
(
ρ(D−4)(D−4) +
cD−2
D−4
2
(
ρ(D−2)(D−4) + ρ(D−4)(D−2)
)
+
cD−1
D−4
2
(
ρ(D−1)(D−4) + ρ(D−4)(D−1)
)
+
cD
D−4
2
(
ρD(D−4) + ρ(D−4)D
)
,
ρ(D−3)(D−3) +
cD−2
D−3
2
(
ρ(D−2)(D−3) + ρ(D−3)(D−2)
)
+
cD−1
D−3
2
(
ρ(D−1)(D−3) + ρ(D−3)(D−1)
)
+
cD
D−3
2
(
ρD(D−3) + ρ(D−3)D
))
.
ν ′ ,
(
ρ(D−3)(D−4) +
cD−2
D−3
2
(
ρ(D−2)(D−4) + ρ(D−4)(D−2)
)
+
cD−1
D−3
2
(
ρ(D−1)(D−4) + ρ(D−4)(D−1)
)
+
cD
D−3
2
(
ρD(D−4) + ρ(D−4)D
)
,
ρ(D−4)(D−3) +
cD−2
D−4
2
(
ρ(D−2)(D−3) + ρ(D−3)(D−2)
)
+
cD−1
D−4
2
(
ρ(D−1)(D−3) + ρ(D−3)(D−1)
)
+
cD
D−4
2
(
ρD(D−3) + ρ(D−3)D
))
.
Thus, the intrinsic geometrical properties l and ν of f satisfy the following conclusions on (M,g).

lL;P = ∂P lL − glLZP − glRAP − gν ′LW 1P ,
lR;P = ∂P lR − glRZP − glLAP ,
νL;P = ∂P νL − gνLZP − gl′LW 1P ,
νR;P = ∂P νR − gνRZP .
(22)
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Proof. First, ρmn of f can be calculated as below:
ρmn;P = ∂P ρmn − ρHnΓHmP − ρmHΓHnP
= ∂P ρmn − ρ(D−4)nΓD−4mP − ρ(D−3)nΓD−3mP − ρ(D−2)nΓD−2mP − ρ(D−1)nΓD−1mP − ρDnΓDmP
− ρm(D−4)ΓD−4nP − ρm(D−3)ΓD−3nP − ρm(D−2)ΓD−2nP − ρm(D−1)ΓD−1nP − ρmDΓDnP .
According to Definition 8.2 and Definition 8.3 , by calculation we obtain that
lL;P = ∂P lL − glLZP − glRAP − gνLW 1P
− 1
2
[
cD−2
D−4
(
ρ(D−2)(D−3) + ρ(D−3)(D−2)
)
+ cD−2
D−3
(
ρ(D−2)(D−4) + ρ(D−4)(D−2)
)] g√
2
W 1P
− 1
2
[
cD−1
D−4
(
ρ(D−1)(D−3) + ρ(D−3)(D−1)
)
+ cD−1
D−3
(
ρ(D−1)(D−4) + ρ(D−4)(D−1)
)] g√
2
W 1P
− 1
2
[
cDD−4
(
ρD(D−3) + ρ(D−3)D
)
+ cDD−3
(
ρD(D−4) + ρ(D−4)D
)] g√
2
W 1P ,
lR;P = ∂P lR − glRZP − glLAP ,
νL;P = ∂P νL − gνLZP − glLW 1P
− 1
2
[
cD−2
D−4
(
ρ(D−2)(D−4) + ρ(D−4)(D−2)
)
+ cD−2
D−3
(
ρ(D−3)(D−2) + ρ(D−2)(D−3)
)] g√
2
W 1P
− 1
2
[
cD−1
D−4
(
ρ(D−1)(D−4) + ρ(D−4)(D−1)
)
+ cD−1
D−3
(
ρ(D−3)(D−1) + ρ(D−1)(D−3)
)] g√
2
W 1P
− 1
2
[
cDD−4
(
ρD(D−4) + ρ(D−4)D
)
+ cDD−3
(
ρ(D−3)D + ρD(D−3)
)] g√
2
W 1P ,
νR;P = ∂P νR − gνRZP .
Then, according to definitions of l′ and ν ′, we obtain that
l′L = lL
+
cD−2
D−4
2
√
2
(
ρ(D−2)(D−4) + ρ(D−4)(D−2)
)
+
cD−1
D−4
2
√
2
(
ρ(D−1)(D−4) + ρ(D−4)(D−1)
)
+
cD
D−4
2
√
2
(
ρD(D−4) + ρ(D−4)D
)
+
cD−2
D−3
2
√
2
(
ρ(D−2)(D−3) + ρ(D−3)(D−2)
)
+
cD−1
D−3
2
√
2
(
ρ(D−1)(D−3) + ρ(D−3)(D−1)
)
+
cD
D−3
2
√
2
(
ρD(D−3) + ρ(D−3)D
)
ν ′L = νL
+
cD−2
D−3
2
√
2
(
ρ(D−2)(D−4) + ρ(D−4)(D−2)
)
+
cD−1
D−3
2
√
2
(
ρ(D−1)(D−4) + ρ(D−4)(D−1)
)
+
cD
D−3
2
√
2
(
ρD(D−4) + ρ(D−4)D
)
+
cD−2
D−4
2
√
2
(
ρ(D−2)(D−3) + ρ(D−3)(D−2)
)
+
cD−1
D−4
2
√
2
(
ρ(D−1)(D−3) + ρ(D−3)(D−1)
)
+
cD
D−4
2
√
2
(
ρD(D−3) + ρ(D−3)D
)
.
Substitute them into the previous equations, and we obtain that

lL;P = ∂P lL − glLZP − glRAP − gν ′LW 1P ,
lR;P = ∂P lR − glRZP − glLAP ,
,


νL;P = ∂P νL − gνLZP − gl′LW 1P ,
νR;P = ∂PνR − gνRZP .
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⊓⊔
Remark 8.1. Reviewing Discussion 6.1 , we know the above proposition gives the mathematical
essence of MNS mixing of weak interaction from the perspective of intrinsic geometry. In mathe-
matics, the MNS mixing automatically appears as an intrinsic geometrical property, therefore it is
not necessary to postulate artificially like that in physics.
In physics, e, µ and τ have just only ontological differences, but they have no difference in mathe-
matical connotation. By contrast, Proposition 8.1 tells us that leptons of three generations should be
constructed by different linear combinations of ρ(D−2)(D−3), ρ(D−3)(D−2), ρ(D−1)(D−3), ρ(D−3)(D−1),
ρD(D−3), ρ(D−3)D, ρ(D−2)(D−4), ρ(D−4)(D−2), ρ(D−1)(D−4), ρ(D−4)(D−1), ρD(D−4) and ρ(D−4)D. Thus, e,
µ and τ may have concrete and distinguishable mathematical connotations. For example, suppose
aτ , bτ , aτmn , bτ
m
n are constants, then we can imagine that

e , l = (ρ(D−4)(D−4), ρ(D−3)(D−3)),
νe , ν = (ρ(D−3)(D−4), ρ(D−4)(D−3)).

µ , aµe+
1
2
(
aµ
D−2
D−4ρ(D−2)(D−4) + aµ
D−1
D−4ρ(D−1)(D−4) + aµ
D
D−4ρD(D−4),
aµ
D−2
D−3ρ(D−2)(D−3) + aµ
D−1
D−3ρ(D−1)(D−3) + aµ
D
D−3ρD(D−3)
)
.
νµ , bµνe +
1
2
(
bµ
D−2
D−3ρ(D−2)(D−4) + bµ
D−1
D−3ρ(D−1)(D−4) + bµ
D
D−3ρD(D−4),
bµ
D−2
D−4ρ(D−2)(D−3) + bµ
D−1
D−4ρ(D−1)(D−3) + bµ
D
D−4ρD(D−3)
)
.


τ , aτµ+
1
2
(
aτ
D−2
D−4ρ(D−4)(D−2) + aτ
D−1
D−4ρ(D−4)(D−1) + aτ
D
D−4ρ(D−4)D,
aτ
D−2
D−3ρ(D−3)(D−2) + aτ
D−1
D−3ρ(D−3)(D−1) + aτ
D
D−3ρ(D−3)D
)
.
ντ , bτνµ +
1
2
(
bτ
D−2
D−3ρ(D−4)(D−2) + bτ
D−1
D−3ρ(D−4)(D−1) + bτ
D
D−3ρ(D−4)D,
bτ
D−2
D−4ρ(D−3)(D−2) + bτ
D−1
D−4ρ(D−3)(D−1) + bτ
D
D−4ρ(D−3)D
)
.
Proposition 8.2.When (M,g) satisfies the symmetry conditions of Definition 8.3 , denote
d′1L ,
1
2
√
2
cD−3
D−1(ρ(D−4)(D−2) + ρ(D−2)(D−4)) +
1
2
√
2
cD−3
D−2(ρ(D−4)(D−1) + ρ(D−1)(D−4))
+
1
2
√
2
cD−4
D−1(ρ(D−3)(D−2) + ρ(D−2)(D−3)) +
1
2
√
2
cD−4
D−2(ρ(D−3)(D−1) + ρ(D−1)(D−3))
d′2L ,
1
2
√
2
cD−3
D
(ρ(D−4)(D−1) + ρ(D−1)(D−4)) +
1
2
√
2
cD−3
D−1(ρ(D−4)D + ρD(D−4))
+
1
2
√
2
cD−4
D
(ρ(D−3)(D−1) + ρ(D−1)(D−3)) +
1
2
√
2
cD−4
D−1(ρ(D−3)D + ρD(D−3))
d′3L ,
1
2
√
2
cD−3
D−2(ρ(D−4)D + ρD(D−4)) +
1
2
√
2
cD−3
D
(ρ(D−4)(D−2) + ρ(D−2)(D−4))
+
1
2
√
2
cD−4
D−2(ρ(D−3)D + ρD(D−3)) +
1
2
√
2
cD−4
D
(ρ(D−3)(D−2) + ρ(D−2)(D−3))
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u′1L ,
1
2
√
2
cD−3
D−2(ρ(D−4)(D−2) + ρ(D−2)(D−4)) +
1
2
√
2
cD−4
D−2(ρ(D−3)(D−2) + ρ(D−2)(D−3))
+
1
2
√
2
cD−3
D−1(ρ(D−4)(D−1) + ρ(D−1)(D−4)) +
1
2
√
2
cD−4
D−1(ρ(D−3)(D−1) + ρ(D−1)(D−3))
u′2L ,
1
2
√
2
cD−3
D−1(ρ(D−4)(D−1) + ρ(D−1)(D−4)) +
1
2
√
2
cD−4
D−1(ρ(D−3)(D−1) + ρ(D−1)(D−3))
+
1
2
√
2
cD−3
D
(ρ(D−4)D + ρD(D−4)) +
1
2
√
2
cD−4
D
(ρ(D−3)D + ρD(D−3))
u′3L ,
1
2
√
2
cD−3
D
(ρ(D−4)D + ρD(D−4)) +
1
2
√
2
cD−4
D
(ρ(D−3)D + ρD(D−3))
+
1
2
√
2
cD−3
D−2(ρ(D−4)(D−2) + ρ(D−2)(D−4)) +
1
2
√
2
cD−4
D−2(ρ(D−3)(D−2) + ρ(D−2)(D−3)).
Then the intrinsic geometrical properties d1, d2, d3, u1, u2 and u3 of f satisfy the following
conclusions on (M,g).
d1L;P = ∂P d1L − gsd1LU1P + gsd2LV 1P − gsd3LV 1P
− gsu1LX23P −
gs
2
u2LX
31
P +
gs
2
u2LY
31
P −
gs
2
u3LX
12
P −
gs
2
u3LY
12
P − gu′1LW 1P
d2L;P = ∂P d2L − gsd2LU2P + gsd3LV 2P − gsd1LV 2P
− gsu2LX31P −
gs
2
u3LX
12
P +
gs
2
u3LY
12
P −
gs
2
u1LX
23
P −
gs
2
u1LY
23
P − gu′2LW 1P
d3L;P = ∂P d3L − gsd3LU3P + gsd1LV 3P − gsd2LV 3P
− gsu3LX12P −
gs
2
u1LX
23
P +
gs
2
u1LY
23
P −
gs
2
u2LX
31
P −
gs
2
u2LY
31
P − gu′3LW 1P
d1R;P = ∂P d1R − gsd1LV 1P + gsd2LU1P − gsd3LU1P
+ gsu1LY
23
P +
gs
2
u2LX
31
P −
gs
2
u2LY
31
P −
gs
2
u3LX
12
P −
gs
2
u3LY
12
P
d2R;P = ∂P d2R − gsd2LV 2P + gsd3LU2P − gsd1LU2P
+ gsu2LY
31
P +
gs
2
u3LX
12
P −
gs
2
u3LY
12
P −
gs
2
u1LX
23
P −
gs
2
u1LY
23
P
d3R;P = ∂P d3R − gsd3LV 3P + gsd1LU3P − gsd2LU3P
+ gsu3LY
12
P +
gs
2
u1LX
23
P −
gs
2
u1LY
23
P −
gs
2
u2LX
31
P −
gs
2
u2LY
31
P
u1L;P = ∂Pu1L − gsu1LU1P −
gs
2
u2LX
12
P −
gs
2
u2LY
12
P −
gs
2
u3LX
31
P +
gs
2
u3LY
31
P
− gsd1LX23P + gsd2LY 23P − gsd3LY 23P − gd′1LW 1P
u2L;P = ∂Pu2L − gsu2LU2P −
gs
2
u3LX
23
P −
gs
2
u3LY
23
P −
gs
2
u1LX
12
P +
gs
2
u1LY
12
P
− gsd2LX31P + gsd3LY 31P − gsd1LY 31P − gd′2LW 1P
u3L;P = ∂Pu3L − gsu3LU3P −
gs
2
u1LX
31
P −
gs
2
u1LY
31
P −
gs
2
u2LX
23
P +
gs
2
u2LY
23
P
− gsd3LX12P + gsd1LY 12P − gsd2LY 12P − gd′3LW 1P
u1R;P = ∂Pu1R − gsu1RU1P +
gs
2
u2RX
12
P +
gs
2
u2RY
12
P +
gs
2
u3RX
31
P −
gs
2
u3RY
31
P
u2R;P = ∂Pu2R − gsu2RU2P +
gs
2
u3RX
23
P +
gs
2
u3RY
23
P +
gs
2
u1RX
12
P −
gs
2
u1RY
12
P
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u3R;P = ∂Pu3R − gsu3RU3P +
gs
2
u1RX
31
P +
gs
2
u1RY
31
P +
gs
2
u2RX
23
P −
gs
2
u2RY
23
P .
Proof. Substitute Definition 8.2 into ρmn and consider Definition 8.3 , then by calculation we finally
obtain that
d1L;P = ∂P d1L − gsd1LU1P + gsd2LV 1P − gsd3LV 1P
− gsu1LX23P −
gs
2
u2LX
31
P +
gs
2
u2LY
31
P −
gs
2
u3LX
12
P −
gs
2
u3LY
12
P
− 1
2
cD−3
D−2
(
ρ(D−4)(D−2) + ρ(D−2)(D−4)
) g√
2
W 1P −
1
2
cD−4
D−2
(
ρ(D−3)(D−2) + ρ(D−2)(D−3)
) g√
2
W 1P
− 1
2
cD−3
D−1
(
ρ(D−4)(D−1) + ρ(D−1)(D−4)
) g√
2
W 1P −
1
2
cD−4
D−1
(
ρ(D−3)(D−1) + ρ(D−1)(D−3)
) g√
2
W 1P
d2L;P = ∂P d2L − gsd2LU2P + gsd3LV 2P − gsd1LV 2P
− gsu2LX31P −
gs
2
u3LX
12
P +
gs
2
u3LY
12
P −
gs
2
u1LX
23
P −
gs
2
u1LY
23
P
− 1
2
cD−3
D−1
(
ρ(D−4)(D−1) + ρ(D−1)(D−4)
) g√
2
W 1P −
1
2
cD−4
D−1
(
ρ(D−3)(D−1) + ρ(D−1)(D−3)
) g√
2
W 1P
− 1
2
cD−3
D
(
ρ(D−4)D + ρD(D−4)
) g√
2
W 1P −
1
2
cD−4
D
(
ρ(D−3)D + ρD(D−3)
) g√
2
W 1P
d3L;P = ∂P d3L − gsd3LU3P + gsd1LV 3P − gsd2LV 3P
− gsu3LX12P −
gs
2
u1LX
23
P +
gs
2
u1LY
23
P −
gs
2
u2LX
31
P −
gs
2
u2LY
31
P
− 1
2
cD−3
D
(
ρ(D−4)D + ρD(D−4)
) g√
2
W 1P −
1
2
cD−4
D
(
ρ(D−3)D + ρD(D−3)
) g√
2
W 1P
− 1
2
cD−3
D−2
(
ρ(D−4)(D−2) + ρ(D−2)(D−4)
) g√
2
W 1P −
1
2
cD−4
D−2
(
ρ(D−3)(D−2) + ρ(D−2)(D−3)
) g√
2
W 1P
d1R;P = ∂P d1R − gsd1LV 1P + gsd2LU1P − gsd3LU1P
+ gsu1LY
23
P +
gs
2
u2LX
31
P −
gs
2
u2LY
31
P −
gs
2
u3LX
12
P −
gs
2
u3LY
12
P
d2R;P = ∂P d2R − gsd2LV 2P + gsd3LU2P − gsd1LU2P
+ gsu2LY
31
P +
gs
2
u3LX
12
P −
gs
2
u3LY
12
P −
gs
2
u1LX
23
P −
gs
2
u1LY
23
P
d3R;P = ∂P d3R − gsd3LV 3P + gsd1LU3P − gsd2LU3P
+ gsu3LY
12
P +
gs
2
u1LX
23
P −
gs
2
u1LY
23
P −
gs
2
u2LX
31
P −
gs
2
u2LY
31
P
u1L;P = ∂Pu1L − gsu1LU1P −
gs
2
u2LX
12
P −
gs
2
u2LY
12
P −
gs
2
u3LX
31
P +
gs
2
u3LY
31
P
− gsd1LX23P + gsd2LY 23P − gsd3LY 23P
− 1
2
cD−3
D−1
(
ρ(D−4)(D−2) + ρ(D−2)(D−4)
) g√
2
W 1P −
1
2
cD−3
D−2
(
ρ(D−4)(D−1) + ρ(D−1)(D−4)
) g√
2
W 1P
− 1
2
cD−4
D−1
(
ρ(D−3)(D−2) + ρ(D−2)(D−3)
) g√
2
W 1P −
1
2
cD−4
D−2
(
ρ(D−3)(D−1) + ρ(D−1)(D−3)
) g√
2
W 1P
u2L;P = ∂Pu2L − gsu2LU2P −
gs
2
u3LX
23
P −
gs
2
u3LY
23
P −
gs
2
u1LX
12
P +
gs
2
u1LY
12
P
− gsd2LX31P + gsd3LY 31P − gsd1LY 31P
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− 1
2
cD−3
D
(
ρ(D−4)(D−1) + ρ(D−1)(D−4)
) g√
2
W 1P −
1
2
cD−3
D−1
(
ρ(D−4)D + ρD(D−4)
) g√
2
W 1P
− 1
2
cD−4
D
(
ρ(D−3)(D−1) + ρ(D−1)(D−3)
) g√
2
W 1P −
1
2
cD−4
D−1
(
ρ(D−3)D + ρD(D−3)
) g√
2
W 1P
u3L;P = ∂Pu3L − gsu3LU3P −
gs
2
u1LX
31
P −
gs
2
u1LY
31
P −
gs
2
u2LX
23
P +
gs
2
u2LY
23
P
− gsd3LX12P + gsd1LY 12P − gsd2LY 12P
− 1
2
cD−3
D−2
(
ρ(D−4)D + ρD(D−4)
) g√
2
W 1P −
1
2
cD−3
D
(
ρ(D−4)(D−2) + ρ(D−2)(D−4)
) g√
2
W 1P
− 1
2
cD−4
D−2
(
ρ(D−3)D + ρD(D−3)
) g√
2
W 1P −
1
2
cD−4
D
(
ρ(D−3)(D−2) + ρ(D−2)(D−3)
) g√
2
W 1P
u1R;P = ∂Pu1R − gsu1RU1P +
gs
2
u2RX
12
P +
gs
2
u2RY
12
P +
gs
2
u3RX
31
P −
gs
2
u3RY
31
P
u2R;P = ∂Pu2R − gsu2RU2P +
gs
2
u3RX
23
P +
gs
2
u3RY
23
P +
gs
2
u1RX
12
P −
gs
2
u1RY
12
P
u3R;P = ∂Pu3R − gsu3RU3P +
gs
2
u1RX
31
P +
gs
2
u1RY
31
P +
gs
2
u2RX
23
P −
gs
2
u2RY
23
P .
Then we just need to substitute the definitions of d′1L, d
′
2L, d
′
3L, u
′
1L, u
′
2L, u
′
3L into the above
equations. ⊓⊔
Remark 8.2. The above proposition gives the mathematical essence of CKM mixing of strong
interaction from the perspective of intrinsic geometry. In mathematics, d′1L, d
′
2L, d
′
3L, u
′
1L, u
′
2L, u
′
3L
automatically appear as intrinsic geometrical properties, which are thereby not necessary to be
postulated artificially like that in physics.
Definition 8.4. If reference-system f satisfies ρ(D−2)(D−2) = ρ(D−1)(D−1) = ρDD = ρ(D−2)(D−1) =
ρ(D−1)(D−2) = ρ(D−1)D = ρD(D−1) = ρD(D−2) = ρ(D−2)D = 0, we say f is a lepton field, otherwise
f is a hadron field. Suppose f is a hadron field. For d1, d2, d3, u1, u2, u3, if f satisfies that five of
them are zero and the other one is non-zero, we say f is a single quark.
Proposition 8.3. There does not exist a single quark. In other words, if five of d1, d2, d3, u1, u2, u3
are zero, then d1 = d2 = d3 = u1 = u2 = u3 = 0.
Remark 8.3. For a single down-type quark, the above proposition is evident. Without loss of
generality let u1 = u2 = u3 = 0 and d1 = d2 = 0, thus ρ(D−2)(D−2) = ρ(D−1)(D−1) = ρDD = 0, hence
we must have d3 = 0.
For a single up-type quark, this paper has not made progress on the proof yet. Anyway, in
consideration of that in physics the color confinement has no clear mathematical connotation, by
contrast, Proposition 8.3 explicitly gives the mathematical connotation of color confinement from
the perspective of intrinsic geometry. This proposition itself is very significant.
9 Summary
1. The fundamental theory of intrinsic geometry.
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(1) Riemannian manifold is generalized to geometrical manifold.
(2) The expression form of Erlangen program is improved. The concept of intrinsic geometry
is generalized, so that the Riemannian intrinsic geometry based on the first fundamental form
becomes a subgeometry of the generalized intrinsic geometry, and thereby Riemannian geometry
can be incorporated into the geometrical framework of improved Erlangen program.
(3) The concept of simple connection is discovered, which reflects more intrinsic properties of
manifold than Levi-Civita connection.
2. The application of intrinsic geometry to Hilbert’s 6th problem.
(1) This paper applies the generalized intrinsic geometry to Hilbert’s 6th problem at the most
basic level, so that the kernel concepts, conclusions, postulates and equations of fundamental physics
can be strictly defined, constructed and proved in pure mathematical sense.
(2) Gravitational field and gauge field have been unified essentially via the concepts of reference-
system and simple connection. Intrinsic geometry of external space describes gravitational field,
and intrinsic geometry of internal space describes typical gauge field. They have been unified into
intrinsic geometry.
(3) The points of view of section 3.4 make gravitational theory and quantum mechanics have
the same view of time and space and unified description of evolution, so we say they are unified
into intrinsic geometry.
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