Abstract. We propose a formal definition of the robustness of association rules for interestingness measures. It is a central concept in the evaluation of the rules and has only been studied unsatisfactorily up to now. It is crucial because a good rule (according to a given quality measure) might turn out as a very fragile rule with respect to small variations in the data. The robustness measure that we propose here is based on a model we proposed in a previous work. It depends on the selected quality measure, the value taken by the rule and the minimal acceptance threshold chosen by the user. We present a few properties of this robustness, detail its use in practice and show the outcomes of various experiments. Furthermore, we compare our results to classical tools of statistical analysis of association rules. All in all, we present a new perspective on the evaluation of association rules.
Introduction
Since their seminal definition [1] and the apriori algorithm [2] , association rules have generated a lot of research activities around algorithmic issues. Unfortunately, the numerous deterministic and efficient algorithms inspired by apriori tend to produce a huge number of rules. A widespread method to evaluate the interestingness of association rules consists of the quantification of this interest through objective quality measures on the basis of the contingency table of the rules. However, the provided rankings may strongly differ with respect to the chosen measure [3] . The large number of measures and their several properties have given rise to many research activities. We suggest that the interested reader refers to the following surveys: [4] , [5] , [6] , [7] and [8] .
Let us recall that an association rule A → B, extracted from a database B, is considered as an interesting rule according to the measure m and the userspecified threshold m min , if m(A → B) ≥ m min . This qualification of the rules raises some legitimate questions: to what extent is a good rule the result of chance; is its evaluation significantly above the threshold; would it still be valid if the data had been different to some extent (noise) or if the acceptance threshold had been slightly raised; are there interesting rules which have been filtered out because of a threshold which is somewhat too high.
These questions lead very naturally to the intuitive notion of robustness of an association rule, i.e., the sensibility of the evaluation of its interestingness with respect to modifications of B and/or m min . Besides, it is already obvious here and now that this concept is closely related to the addition of counterexamples and/or the loss of examples of the rule. In this perspective, the study of the measures according to the number of such counterexamples becomes crucial: their decrease according to the number of counterexamples is a necessary condition for their eligibility, whereas their more or less high decrease rate when the first counterexamples appear is a property depending on the user's goals. We recommend that the interested reader has a look at [7] for a detailed study of 20 measures on these two characteristics.
To our knowledge, only very few works concentrate on the robustness of association rules, and can roughly be divided into three approaches: the first one is experimental and is mainly based on simulations [9] [10] [11] , the second one uses statistical tests [5, 12] , whereas the third one is more formal as it studies the derivative of the measures [13] [14] [15] .
Our proposal, which develops the ideas presented in [13] and [14] , gives on the one hand a precise definition of the notion of robustness, and on the other hand presents a formal and coherent measure of the robustness of association rules. In Section 2 we briefly recall some general notions on association rules before presenting the definition of the measure of robustness and its use in practice. Then, in Section 3, we detail some experiments on classical databases with this notion of robustness. We then compare this concept to that of statistical significance in Section 4 and conclude in Section 5.
Robustness

Association rules and quality measures
In a previous work [16] , we have focused on a formal framework to study association rules and quality measures, which was initiated by [17] . Our main result in that article is the combination of an association rule with a projection in the unit cube of R 3 . As the approach detailed in this article is based on this framework, we briefly recall it here. Let us note r : A → B an association rule in a database B. A quality measure is a function which associates a rule with a real number characterizing its interest. In this article, we focus exclusively on objective measures, whose value on r is determined solely by the contingency table of the rule. Figure 1 presents such a contingency table, in which we write p x for the frequency of the pattern X.
Once the three degrees of freedom of the contingency table are chosen, it is possible to consider a measure as a function from R 3 to R and to use the classical results and techniques from mathematical analysis. In our previous work [16] , we have shown that it is possible to make a link between algorithmic and analytical properties of certain measures, in particular those related to their variations.
In order to study the measures as functions of three variables, it is necessary to thoroughly define their domain of definition. This domain depends on the chosen parametrization: via the examples, the counterexamples or even the confidence. [14] , [7] have stressed out the importance of the number of counterexamples in the evaluation of the interestingness of an association rule. As a consequence, in this work we analyze the behavior of the measures according to the variations of the counterexamples, i.e., an association rule r : A → B is characterized via the triplet (p ab , p a , p b ). In this configuration, the interestingness measures are functions on a subset D of the unit cube of R 3 whose definition is given hereafter [16] :
In R 3 a rule can now be considered as a vector, and it is possible to study its neighborhood and to observe its behavior in this neighborhood. This represents the starting point for the new characterization of the robustness of association rules, which we introduce in the following section.
A definition of the robustness
Let us suppose that a user wishes to evaluate association rules extracted from a database B via an objective interestingness measure m. In such a case, he has fixed a threshold m min above which the rules are considered as interesting. These selected rules depend on many parameters, among which: -the threshold m min : the user can modify it at any time and let appear or disappear a large number of rules; -the noise: a given selected rule might not resist variations of the data, as, e.g., the addition of new transactions or the presence of erroneous recordings.
In this article we propose a contribution to the study of this latter point, namely the weakness of a rule according to variations in the data. [14] suggest different approaches for the study of the variations of the measures according to counterexamples of the rules. They develop various models to study the variations in the data that a rule can withstand in order to remain interesting. However, the authors do not give a general model which aggregates their multiple proposals, which does not allow to obtain a general measure of the robustness.
Our vision of the robustness is quite different and is based on the concept of limit rule. Note right beforehand that such a rule can be abstract, as it is not necessarily a rule which is achieved in the database B. We define a distance between two rules r and r , d 2 (r, r ), which is the euclidian distance between the projection of r and r in D.
Definition 1 (Limit rule). A limit rule is an association rule r min , possibly abstract, such that m(r min ) = m min . Let r be an association rule. We write r * for a limit rule which minimizes d(r, r min ) in R 3 . Formally, r * ∈ argmin{d 2 (r, r min )|r min limit rule}
The limit rules which are actually realized in the database are those rules which have been barely selected according to the threshold m min . For a given rule r, r * is not necessarily unique. However, its choice is not crucial for the notion of robustness that we are introducing in the sequel.
As a limit rule is an association rule, associated with (x min , y min , z min ), it is necessarily an element of D. Therefore, d(r, r * ) is not simply the distance between r and the surface S of equation m = m min , but rather the distance to S ∩ D.
Definition 2 (Robustness of an association rule). Let m be an interestingness measure and m min a threshold fixed by the user. Let r be an association rule on a database B such that m(r) ≥ m min . The robustness of r according to m and m min is defined by:
Figure 2 shows our concept of robustness for two rules. The important factor in this formula is the numerator d(r, r * ), the division by √ 3 is a normalization factor which allows to fit the quantity in the interval [0, 1]. Other normalizations are indeed possible. If there is no ambiguity, we will write this robustness rob(r). In the following section we discuss this definition to show why it represents a notion of robustness, and present some of its properties.
Properties of the robustness
Let us start by justifying the designation of robustness. Consider a database B and an association rule r : A → B in B such that m(r) > m min . We note (p ab , p a , p b ) the corresponding supports. Let us now add some noise in the database B in order to obtain a database B in which the rule r : A → B is characterized by (p ab , p a , p b ). For short, after the noise introduction the patterns remain the same, but their supports change. Let us now suppose that the noise which is added respects:
thus by the definition of r * , m(r ) ≥ m min . Thus, rob(r) clearly expresses the quantity of noise that the rule can withstand and still stay interesting. We can see that our definition of the robustness is closely linked to a notion of safety: if the noise is sufficiently controlled, then an interesting rule will stay interesting. The inverse is however not true, as a poorly robust rule can evolve to become more interesting and more robust.
This notion of robustness can be easily understood if the noise is inserted by transaction. Indeed, if one inserts the noise into less than rob(r)% of the transactions, the rule r will stay interesting according to m min . However, if the noise is inserted by attribute [9] , it is harder to control it accurately.
Inversely, if the percentage of noise in a database is known, then the interesting robust rules (for this amount of noise) extracted from the noisy database will also be interesting in the ideal noiseless one. Property 1. The robustness measure rob(r) has the following interesting analytical characteristics :
-the robustness of a rule is a real number of [0, 1] ; -rob m (r, m min ) = 0 if r is a limit rule, i.e., if m(r) = m min ; 4 to R, then the robustness is decreasing with respect to m min ; -the robustness is continuous according to r.
These properties allow us to confirm certain expected behaviors of the robustness notion. First, the higher the threshold is, the less robust are the rules, and the more important is the reliability of the data. Second, two rules having close projections in R 3 will have equivalent values for the robustness.
Calculating the robustness
The calculation of the robustness requires the determination of the distance to a surface under certain constraints. For complex measures (Klosgen, collective strength, ...), this calculation cannot be performed in a formal way, and necessitates numerical techniques. However, there exist a certain number of measures based on frequencies for which the calculation is quite simple. In this paper we concentrate exclusively on these measures, which we call planar measures.
Definition 3 (Planar measure
). An interestingness measure m is called planar if the surface defined by m(r) = m min is a plane.
In particular, this is the case for measures like Sebag-Shoenauer, examplecounterexample rate, Jaccard, contramin, precision, recall, specificity. In this case, the distance between a rule r 1 with coordinates (x 1 , y 1 , z 1 ) and the plane P : ax + by + cz + d = 0 is given by:
However, to obtain the robustness measure, r * must belong to the domain D. Therefore, if it is not the case for the orthogonal projection of the rule on the plane, the distance of interest is the one between the rule and the intersection polygon P ∩ D. We therefore determine the corners of this convex polygon to obtain the distance between the rule and the perimeter of the polygon as the minimal distance between the rule and the edges of the polygon (as segments).
Consequently, the calculation algorithm of the robustness measure for planar measures is given hereafter:
-Determine r ⊥ , the orthogonal projection of r on P; -If r ⊥ ∈ D, r * = r ⊥ and return d(r, r * ); -Else, return the distance between the rule and the perimeter of the intersection polygon. 
Let us now study in further details the case of the confidence measure. In a parametrization via the counterexamples, the plane defined by the confidence threshold m min is P : x − (1 − m min )y = 0. The distance between a rule r 1 (with coordinates (x 1 , y 1 , z 1 ) and confidence m(r 1 ) > m min ) and the plane is given by
Thereby, for a given value of m min , the robustness depends on two parameters:
-y 1 , the support of the antecedent; -m(r 1 ), the value taken by the interestingness measure of the rule.
Thus, two rules having the same confidence, can have very different robustness values. Similarly, two rules having the same robustness, can have various confidences. Therefore, it will not be surprising to observe rules with a low value for the interestingness measure and a high robustness, as well as rules with a high interestingness and a low robustness. Indeed, it is possible to discover rules which are simultaneously very interesting and very fragile.
Example 2. Consider a fictive database of 100000 transactions. We write n x for the number of occurrences of the pattern X. In this database, we can find a first rule r 1 : A → B such that n a = 100 and n ab = 1. Its confidence equals 99%. However, its robustness, at the level of confidence of 0.8 equals rob(r 1 ) = 0.0002. A second rule r 2 : C → D has the following characteristics: n c = 50000 and n cd = 5000. Its confidence only equals 90%, whereas its robustness measure is 0.05. As r 2 has proportionally to its antecedent more counterexamples than r 1 , at first sight it could be mistakenly considered as less reliable. In the first case, the closest limit rule can be described by n * a = 96 et n * ab = 19. The original rule therefore only resists very few variations on the entries. The second rule however has a closest limit rule with parameters n c = 49020 et n cd = 9902, which shows that r 2 can bear about a thousand changes in the database.
As a conclusion, r 2 is much less sensitive to noise as r 1 , even if r 1 appears to be more interesting according to the confidence measure.
These observations show that the determination of the real interestingness of a rule is more difficult than it seems: how should we arbitrate between a rule which is interesting according to a quality measure but poorly robust, and one which is less interesting but which is more reliable with respect to noise.
Use of the robustness in practice
The robustness, as defined earlier, can have two immediate applications. First, the robustness measure allows to compare any two rules and to compute a weak order on the set of selected rules (a ranking with ties). Second, the robustness measure can be used to filter the rules if the user fixes a limit threshold.
However, similarly as for the interestingness measures, the determination of this robustness threshold might be a difficult task. In practice, it should therefore be avoided to impose the determination of another threshold on a user. This notion can nevertheless be a further parameter in the comparison of two rules.
When considering the interestingness measure of a rule according to its robustness measure, it is possible to distinguish between two situations. When comparing rules which are fragile and uninteresting to rules which are robust and interesting, it is obvious that a user will prefer the second ones. However, this choice is more demanding for a fragile but interesting rule compared to a robust but uninteresting one. Is it better to have an interesting rule which depends a lot on the noise in the data or a very robust one, which will resist changes in the data? The answers to this question depend of course on the practical situation and the confidence of the user in the quality of his data.
In the sequel we will observe that the interestingness vs. robustness plots show a lot of robust rules which are dominated in terms of quality measures by less robust ones.
Experiments
In this section we present the results obtained on 4 databases for 5 planar measures. First we present the experimental protocol, then we study the plots that we generated in order to stress out the link between the interestingness measures and the robustness. Finally, we analyze the influence of noise on association rules.
Experimental protocol
Extraction of the rules Recall that we focus here on planar measures. For this experiment, we have selected 5 of them: confidence, Jaccard, Sebag-Shoenauer, example-counterexample rate, and specificity. Table 1 summarizes their definition in terms of the counterexamples and the plane they define in R 3 . For our experiments we have chosen 4 of the usual databases [18] . We have extracted class rules, i.e. rules for which the consequent is constrained, both from Mushroom and a discretized version of Census. The databases Chess and Connect have been binarized in order to extract unconstrained rules. All the rules have been generated via the apriori algorithm of [19] , in order to obtain rules with a positive support, a confidence above 0.8 and of variable size according to the database. These information are summarized in Table 2 . Note that the generated rules are interesting, the nuggets of knowledge have not been left out, and the number of rules is fairly high. Calculation of the robustness For each set of rules and each measure we have applied the same calculation method for the robustness of the association rules.
In a first step, we have selected only the rules with an interestingness measure above a predefined threshold. We have chosen to fix this threshold according to the values of Table 1 . These thresholds have been determined by observing the behavior of the measures on the rules extracted from the Mushroom database, in order to obtain interesting and uninteresting rules in similar proportions. Then we have implemented an algorithm, based on the description of Section 2.4 for the specific case of planar measures, which determines the robustness of a rule according to the value it takes for the interestingness measure and the threshold. As an output we obtain a list of rules with their corresponding support, robustness and interestingness measure values. The complexity of this algorithm depends mostly on the number of rules which have to be analyzed. These results, presented in Section 3.2, allow us to generate the interestingness vs. robustness plots mentioned earlier.
Noise insertion
As indicated earlier, we analyze the influence of noise in the data on the rules, according to their robustness. This noise is introduced transaction-wise, for the reasons mentioned in Section 2.3, as follows: in 5% of randomly selected rows of each database, the values of the attributes are modified randomly (equally likely and without replacement). Once the noise is inserted, we recalculate the supports of the initially generated rules. We then extract the interesting rules according to the given measures and evaluate their robustness. The study of the noise is discussed in Section 3.3.
Robustness analysis
For each database and each interestingness measure, we plot the value taken by the rule for the measure according to its robustness. Figure 3 shows a representative sample of these results (for a given interestingness measure, the plots are, in general, quite similar for all the databases). Various observations can be deduced from these plots. First, the interestingness measure is in general increasing with the robustness. A closer analysis shows that a large number of rules are dominated in terms of their interestingness by less robust rules. This is specially the case for the Sebag measure ( Figure  3(a) ), for which we observe that a very interesting rule r 1 (Sebag(r 1 ) = 100) can be significantly less robust (rob(r 1 ) = 10 −4 ) than a less interesting rule r 2 (Sebag(r 2 ) = 20 and rob(r 2 ) = 2 · 10 −3 ). The second rule resists twenty times more changes than the first one.
Second, in most of the cases, we observe quite distinct level lines. Sebag and Jaccard bring forward straight lines, confidence and example-counterexample rate generate concave curves, and the specificity seems to produce convex ones.
Let us analyze the case of the level curves for the confidence. Note that similar calculations can be done for the other interestingness measures. Equation (1) presents the robustness according to the measure, where y represents p a . As p a = p ab 1−m(r) , we can write the measure m(r) according to the distance d:
Thus, for a given x (i.e. for a constant number of counterexamples), the rules are situated on a well defined concave and increasing curve. This shows that the level lines in the case of the confidence are made of rules which have the same number of counterexamples. Another behavior seems common for most of the studied measures: there exists no rule which is close to the threshold and very robust. Sebag is the only measure which does not completely fit to this observation. We think that this might be strongly linked to the restriction of the study to planar measures.
Study of the influence of the noise
In this section we are studying the links between the addition of noise to the database and the evolution of the rules sets, with respect to robustness. To do so, we create 5 noisy databases from the original ones (see 3.1) and for each of them, analyze the robustness of the rules resisting these changes and of the ones disappearing. In order to validate our notion of robustness, we expect that the robustness of the rules which have vanished is lower on average than the robustness of the rules which stay in the noisy databases. Table 3 presents the results of this experiment, by showing the average of the robustness values for the two sets of rules, for the 5 noisy databases. In most of the cases, the rules which resisted the noise are approximatively 10 times more robust than those which vanished. The only exception is the Census database for the measures example-counterexample rate, Sebag and confidence, which do not confirm this result. However, this is not negating our theory. Indeed, the initial robustness values for the rules of the Census database are around 10 −6 , which makes them vulnerable to 5% of noise. It is therefore not surprising that all the rules can potentially become uninteresting.
On the opposite, the measure of specificity underlines a common behavior of the Census and the Connect databases. For both of them, no rule vanishes after the insertion of 5% of noise. The average value of the robustness of the rules which resisted the noise is significantly higher than these 5%, which means that all the rules are well protected. In the case of the Census base, the lowest specificity value equals 0.839, which is well above the threshold which has been fixed beforehand. This explains why the rules originating from the Census database all resist the noise. In the case of the Connect database, the average value of the specificity measure equals 0.73 with a standard deviation of 0.02. The minimal value equals 0.50013 and corresponds to a robustness of 2.31e − 5. However, this rule has been saved in the 5 noise additions. This underlines the fact that our definition of the robustness corresponds to the definition of a security zone around a rule. If the rule changes and leaves this area, it can evolve freely in the space, without ever getting to the threshold surface. Nevertheless, the risk still prevails.
In the following section we compare the approach via the robustness measure to a more classical one to determine if a rule is considered as statistically significant.
Robustness vs. statistical significance
In the previous sections, we have defined the robustness of a rule as its capacity to overcome variations in the data, like a loss of examples and / or a gain of counter-examples, so that its evaluation m(r) remains above the given threshold m min . This definition looks quite similar to the notion of statistical significance. In this section we explore the links between both approaches.
Significant rule
From a statistical point of view, we have to distinguish between the following notions: m(r) is the empirical value of the rules computed over a given data sample, that is the observed value of the random variable M (r), and µ(r) is the theoretical value of the interestingness measure. A statistically significant rule r for a threshold m min and the chosen measure is a rule for which we can consider that µ(r) > m min .
Usually, for each rule, the null-hypothesis H 0 : µ(r) = m min is tested against the alternative hypothesis H 1 : µ(r) > m min . A rule r is considered as significant at the significance level α 0 (type I error, false positive) if its p-value is at most α 0 . Recall that the p-value of a rule r whose empirical value is m(r) is defined as P (M (r) ≥ m(r)|H 0 ).
However, due to the high number of tests which need to be performed, and the resulting multitude of false discoveries, the p-values need to be adapted (see [20] for a general presentation, and [5] for the specific case of association rules with respect to independency).
The algebraic form of the p-value can be determined only if the law of M under H 0 is (at least approximately) known. This is the case for the measure of confidence, for which M = N ab /N a where N x is the number of instances of the itemset x. The distribution of M under H 0 is established via the models proposed by [21] and generalized by [22] , provided that the margins N a and N b are fixed. However, this is somewhat simplistic, like for the χ 2 test. Furthermore, in many cases, as e.g. for the planar measure of Jaccard, it is impossible to establish the law of M under H 0 .
Therefore, we here prefer to estimate the risk that the interestingness measure of the rule falls below the threshold m min via a bootstrapping technique which allows to approximate the variations of the rule in the real population. In our case we draw with replacement 400 samples of size n from the original population of size n. The risk is then estimated via the proportion of samples in which the evaluation of the rule fell under the threshold. Note that this value is smoothed by using the normal law. Only the rules with a risk less or equal to α 0 are considered as significant.
However, even if no rule is significant, nα 0 rules will be selected. In the case where n = 10000 and α 0 = 0.05, this would lead to 500 false discoveries. Among all the false discoveries control methods, one is of particular interest. In [23] , Benjamini and Liu proposed a sequential method: the risk values are sorted in increasing order and named p (i) . A rule is selected if its corresponding p (i) ≤ i α0 n . This procedure allows to control the expected proportion of wrongfully selected rules in the set of selected rules (False Discovery Rate) conditionally to the independence of the data. This is compatible with positively dependent data.
Comparison of the two approaches on an example
In order to get a better understanding of the difference between these rules stability approaches, we compare the results of the robustness calculation and the complementary risk resulting from the bootstrapping. Our experiments are based on the SolarFlare database [18] . We detail here the case of the two measures mentioned above, Confidence and Jaccard, for which an algebraic approach of the p-value is either problematic (fixed margins), or impossible.
We first extract the rules with the classical Apriori algorithm with support and confidence thresholds set to 0.13 and 0.85 respectively. This produces 9890 rules with their confidence and robustness. A bootstrapping technique with 400 iterations allows to compute the risk of each rule to fall below the threshold. From the 9890 rules, one should note that even if 8481 have a bootstrapping risk of less than 5%, only 8373 of them are kept when applying the procedure of Benjamini and Liu. Figure 4 (a) shows the empirical cumulative distribution function of the robustness and the complementary risk resulting from the bootstrapping. It shows that the robustness is clearly more discriminatory than the complementary risk, especially for interesting rules. Figure 4 (b) represents the risk with regard to the class of robustness (discretized by steps of 0.01). It shows that the risk is globally correlated with robustness.
However, the outputs of two approaches are clearly different. On the one side, the process of Benjamini returns 1573 unsignificant rules having a robustness less than 0.025 (except for 3 of them). On the other side, 3616 rules of the significant The results obtained with the Jaccard measure are of the same kind. The support threshold is set to 0.0835, whereas the Jaccard index is fixed to 0.3. We obtain 6066 rules, from which 4059 are declared significant at the 5% level by the bootstrapping technique (400 iterations), and 3933 by the process of Benjamini (that is 2133 unsignificant rules). Once again, the study of the empirical cumulative distribution functions (see Figure 5 (a)) shows that the robustness is more discriminatory than the complementary risk of the bootstrapping for the more interesting rules. Similarly, Figure 5(b) shows that the risk for the Jaccard measure is globally correlated with the robustness, but again, there are significant differences between the two approaches. The rules determined as significant for the process of Benjamini have a robustness less than 0.118 when significant rules at the 5% level have robustness spread from 0.018 and 0.705, which is a quite big range.
There are 533 rules with a Jaccard index greater than 0.8. All of them have a zero complementary risk, and their robustness value vary between 0.062 and 0.705. As shown by Figure 5(c) , the robustness of the Jaccard index is linearly correlated to the coverage of the rule for high values of the index (> 0.80).
As a conclusion of this comparison, the statistical approach of bootstrapping to estimate the type I error has the major drawback that it is not very discriminatory, especially for high values of n, which is the case in datamining. In addition, the statistical analysis assume that the actual data are a random subset of the whole population, which is not really the case in datamining. All in all, the robustness study for a given measure gives a more precise idea of the stability of interesting rules.
Conclusion
The robustness of association rules is a crucial topic, which has only been poorly studied by formal approaches. The robustness of a rule with respect to variations in the database adds a further argument for its interestingness and increases the validity of the information which is given to the user.
In this article, we have presented a new operational notion of robustness which depends on the chosen interestingness measure and the corresponding acceptability threshold. As we have shown, our definition of this notion is consistent with the natural intuition linked to the concept of robustness. We have analyzed the case of a subset of measures, called planar measures, for which we are able to give a formal characterization of the robustness. Our experiments on 5 measures and 4 classical databases illustrate and corroborate the theoretical discourse. The proposed robustness measure is also compared to a more classical statistical analysis of the significance of a rule, which turns out to be less discriminatory in the context of data mining.
In practice, the robustness measure allows to rank rules according to their ability to withstand changes in the data. However, the determination of a robustness threshold by a user remains an issue. In the future, we plan to propose a generic protocol to calculate the robustness of association rules with respect to any interestingness measure via the use of numerical methods.
