Frequency-weighted controller and model order reduction methods in linear system design by Liu, I
Frequency-Weighted Controller and 
Model Order Reduction Methods 
in Linear System Design 
Yi LIU 
B.Sc. (Zhongshan Univ.) 
A thesis submitted for the Degree of Doctor of Philosophy 
of the Australian National University 
Department of Systems Engineering 
The Australian National University 
March 1989 
-1-
Declaration 
Much of the work in the thesis has been published , or is being processed for 
publication, or under preparation for submission for publication in the relevant 
scientific journals. The publications are 
• Y . Liu and B.D.O . Anderson, "Controller reduction via stable factorization 
and balancing", International Journal of Control, Vol.44, No.2, 1986, pp.507-
531. 
• Y. Liu and B.D.O. Anderson, "Model reduction with time delay", IEE Proc. 
Part D. , Vol.134, o.6, 1987, pp.349-367. 
• B.D.O. Anderson and Y. Liu, "Controller reduction: Concepts ana. ap-
proaches", Proc . American Control Conference , Minnesota, lJSA, 1987, pp.1-
9. Also to appear in IEEE Tran3. Automatic Control. 
• Y. Liu, B .D .O. Anderson and U.-L. Ly, "Coprime factorization controller 
reduction with Bezout identity induced frequency weightini' , Automatica, 
accepted for publication. 
• Y. Liu and B.D.O . Anderson, ''Frequency weighted controller reduction 
method and loop transfer recovery", A utomatica , accepted for publication. 
• Y. Liu and B.D.O. Anderson, "Singular perturbation approximation of bal-
anced system" , submitted to International Journal of Control. 
I also did some joint research work on H 00 -norm calculation. T his work does 
not appear in this thesis , but is in the paper: 
• L. Guo, L. Xia and Y. Liu , "Recursive algorithm for the computation of Hoo-
norm of polynomials", IEEE Tran3 . A utomat. Control, Vol.AC-33, No.12, 
1988, pp.1154-1157. 
My doctoral studies were conducted under the guidance of Professor Brian 
D.O. Anderson as my supervisor, and Professor J.B. Moore and Dr. R.R. Bitmead, 
as my advisors . 
-11-
I hereby declare that the contents of this thesis , except as otherwise explicitly 
stated, are the result of original research, and have not been submitted for a degree 
to any other university or education institution. 
Canberra, March 1989 
Lt 
'I 
y;~( ~~ 
Department of Systems Engineering 
Research School of Physical Sciences 
The Australian National University 
ACT 2601 
AUSTRALIA 
- lll -
Acknowledgements 
It is a great pleasure for me to acknowledge here the most invaluable guid-
ance, criticisms, encouragement, and supervision of Professor Brian D.O. Anderson 
throughout the course of my doctoral studies at the Australian National University. 
The very stimulating and invigorating atmosphere of the Department of Systems 
Engineering has also been conducive to my interest with respect to the background 
and orientation of the research resulting in this thesis. Of the help given by the 
department, I have benefited particularly from working and discussing with Prof. 
J.B. Moore, Dr. R.R. Bitmead, Dr. D Williamson and Dr. L. Guo. 
Thanks are also due to my fellow students for their contributions made in 
many informal technical discussions. 
The active visitor programme at Systems Engineering has offered me the 
opportunity to contact many visitors , notably R.E. Skelton, U .-1. Ly, I. Postleth-
waite, and M. Vidyasagar. I thank them for their inspiring discussions. 
It is impossible to adequately thank Dong Feng Li, my wife, for her cont:-i-
bution to my studies and life at Canberra. I am particularly grateful to her for 
bringing Richard, our son, to this world. 
Finally, I would like to express my appreciation to the Department of Systems 
Engineering and the Australian Nationai University for the Ph.D scholarship which 
enabled me to finish my study. 
Abstract 
- lV -
Abstract 
In this thesis, the controller reduction problem is sensibly posed as a frequency 
weighted L00 -norm approximation problem. The choice of frequency weighting is 
influenced by the choice of criterion thought most desirable in the approximation 
process. 
A novel controller reduction procedure is proposed in this thesis which is 
based on a representation of a controller as a matrix function defined using sta-
ble proper transfer functions in conjunction with the consideration of closed-loop 
performance in choosing the weighting. For a certain right coprime factorization 
of an LQG designed controller K(s ) = N(s)D- 1(s) , ·.ve approximate using a oal-
ancing technique with a constant weighting the pair [DT(s ) JVT(s)]T by a low 
order pair [ D[ ( s) N'[ ( s) ]T defining a factorization of the reduced order con-
troller K 1 (s) = N1 (s)D-; 1 (s). vVe show that this reduction procedure possesses 
good properties of retaining the closed-loop stability margin and closed-loop per-
formance and can handle very easily an open-loop unstable controller reduction 
problem. 
Based on the same fractional representation of the controller and the plant in 
conjunction with a frequency weighting derived from closed-loop stability consid-
erations, this thesis presents another frequency-weighted controller reduction pro-
cedure through the use of the Bezout identity associated with the factorizations 
of the plant and the controller and the frequency-weighted balanced truncation 
reduction technique. It is shown that this procedure has very good properties of 
preserving the closed-loop stability in the reduction. Extensions to this procedure 
are capable of coping with more general structured compensator order reduction 
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problems or having a tradeoff between the requirements of maintaining the closed-
loop stability margin and the closed-loop performance in the reduction. Examples 
are used to illustrate the above controller reduction methods. 
A relationship between the Bezout identity induced frequency-weighted con-
troller reduction method and the Enns ' frequency-weighted controller reduction 
method is established. If a high order controller to be reduced is designed using 
the loop transfer recovery (LTR) technique, then the above two weighted con-
troller reduction methods are equivalent if the system is square , nonsingular and 
of minimum phase. Further, if the high order stabilizing controller itself is stable 
(without any LTR assumption) , then the Enns ' method is a special case of the 
Bezout identity induced frequency-weighted controller reduction method. 
For an open-loop model reduction problem, this thesis presents a procedure 
for approximation of a high order system with rational transfer function together 
with a pure time delay. A time delay is introduced into the system output and the 
low order rational transfer function is computed using truncation of a balanced 
realization. Frequency error bounds are obtained for both continuous-t ime and 
discrete-time cases. Some examples are presented to illustrate the reductiuon 
procedure. 
In the thesis, the singular perturbation approximation technique for model 
reduction is also related to the direct truncation technique if the system model 
to be reduced is stable, minimal , and internally balanced. It shows that these 
two methods constitute two fully compatible model reduction t echniques for a 
continuous-time system, and both methods yield a stable, minimal, and internally 
balanced reduced order system with the same L00 -norm error bound on the re-
duction. Although the upper bound for both reductions is the same, the direct 
truncation method tends to have smaller errors at high frequencies and larger 
errors at low frequencies while the singular perturbation approximat ion method 
will display the opposite character. It also shows that a certain bilinear mapping 
Abstract 
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only preserves the balanced structure between a continuous-time system and an 
associated discrete-time system, but also preserves t he slow singular perturbation 
approximation structure. Hence, the continuous-time results on the singular per-
turbation approximation of balanced systems are easily extended to t he discrete-
time case. Examples are used to show the compatibility and the differences of the 
two reduction techniques for a balanced system. 
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Definitions 
c_ 
R+ 
A 
C 
Re(•) 
Im(•) 
J 
x 
X 
n dimensional complex number space, C 1 denoted as C - the 
normal complex plane. 
m x /!_ matrix in which elements belong to C. 
open left hand complex plane. 
closed right hand complex plane. C+e is the extended C+ , i.e. , 
C+e = {C+ plus the point at infinity}. 
n dimensional real number space. R 1 denoted as R. 
m x /!_ matrix in which elements belong to R. 
non-negative real number. 
equal to, by definition. 
for all. 
belongs to. 
AC B means: A is a subset of B . 
real part of • . 
imaginary part of •. 
imaginary number: j 2 = -1. 
complex conjugate of x . 
derivative of x( t ): ~1. 
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transpose of A ( vector or matrix). 
A* A* AT l . = : comp ex conJugate transpose. 
GH(s) = GT(- s): Hermitian conjugate transpose. When G(s) 
has real coefficients and s is on imaginary axis , i.e. , s = jw , then 
[G(jw )]* = [G(s )] H. 
A-1 inverse of matrix A. 
det[A] determinant of matrix A. 
diag{ a1 , . . . , an} diagonal matrix where the ( i-i) element is ai , i = 1, 2, . .. , n. 
t r{ A} trace of matrix A . 
rank{A} rank of matrix A. 
,\i{ A} i th eigenvalue of matrix A . 
o-i{A} i th singular value of matrix A. 
Zf{A} the maximum singular value of matrix A. 
£.{A} the minimum singular value of matrix A. 
deg{p( s) } degreee of the polynomial p( s) . 
[ • J+ constant part and strictly proper and stable part of •. 
[ • ]- non-proper and/or uns table part of • . 
L2 Let X (s): C ......+en . Then G(jw )tL2 (-oo , +oo) if and only if 
1-: X*(jw )X (jw) dw < oo. 
Definitions 
JjG(jw)jjoo 
Dv 
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JjX(jw)IJ~ ~ J X*(jw)X(jw ) dw, if X (s) EL2 (-oo, +oo). 
-oo 
Let G(s): C >--+ cmxl_ Then G(jw)EL00 (-oo, +oo) if and only 
if there exists a real number M < oo such that a'" { G(j w)} ~ lvl , 
VwER. 
jj G(jw )j j
00 
~ ess supo'"{G(jw)} = ess supAJ'iax{G* (jw)G(jw)}, 
weR weR 
if G(s) EL00 (-oo, +oo). "ess" means essential. 
Let X( S) : C >--+ en. Then X( S )EH2 if and only if X ( S) is 
analytic in the open right half plane and JI X ( 17 + j w) j j 2 ~ lvl < 
oo, \117 2: 0. This means that H2 C L2 . 
Let G(s): C >--+ cmxt_ Then G(s)EH00 if and only if G(s) is 
analytic in the open right half plane and bounded in the closed 
right half plane. This means that H 00 C L 00 • 
Let G( s) be a rational, proper stable transfer function with a 
1 
minimal realization (A, B , C , E ). Then jj G(s)j jH ~ Ariiax{ PQ} 
where P = pT > 0 and Q = QT > 0 satisfy 
AP + PAT + BET = 0 
ATQ+QA+CTC=O. 
direct Nyquist D-contour with indentations to the left of imag-
inary axis poles , and with a clockwise orientation. 
inverse Nyquist D-contour with indentations to the left of imag-
inary axis zero3, and with a clockwise orientation. 
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CHAPTER ONE 
Introduction 
1.1 Why Order Reduction? 
Simple (lower-order) linear controllers are normally to be preferred to complex 
(higher-order) linear controllers for linear, time-invariant plants. Reasons for this 
include the higher reliability associated with lower complexity in the hardware, 
the lesser complexity of the software, and the higher computational efficiency 
associated with the reduced computational burden. Simple controllers are likely 
to be easier to understand at a conceptual level so that they are more likely to be 
accepted by design engineers and managers. Accordingly, there is a desire to have 
methods available to design a lower order controller for a high order plant. 
For linear, time-invariant, single-input and single-output (SISO) systems, clas-
sical control system design methods [Doul , Ogal] usually result in a simple low 
order controller. Unfortunately, a great many plants ( especially when the plants 
are multivariable systems) cannot be handled by the classical control system design 
methods. 
Chap. 1 Introduction 2 
In recent years, a number of methods have been suggested for low order con-
troller design for a high order (possibly multivariable) plant model when the clas-
sical controller design methods are inadequate. Such methods can broadly be 
divided into two classes: direct, in which the parameters defining a low order 
controller of this high order system are computed directly by some optimization 
or other procedure; and indirect, in which either a good performance high order 
controller is first found from a high order plant (by a linear quadratic Gaussian 
(LQG) or an H 00 -optimization method), with a procedure ( controller reduction) 
then being used to simplify it , or a low order approximation of the high order 
plant is first obtained from some form of model reduction procedure, and then a 
low order controller is designed (using the LQG or H00 method) for this low order 
plant. The low order controller is then connected to the original high order plant. 
Examples of direct methods include the work of Gangsaas et al [Ganl] (see 
the third case study in this reference) which draws on [Ly3], and of Hyland and 
Bernstein [Hyll, Hyl2 , Berl-Ber4, Hadl]. Some successful applications of these 
methods can be expected because they usually involve some optimal or suboptimal 
numerical procedures in finding the low order controller. However, just because of 
the numerical optimization required in most direct methods, one should be aware 
that certain common problems encountered in some numerical optimization pro-
cedures may (though not necessarily will) also occur in these methods: including 
the extensive computational burden, the problem of ensuring convergence, and 
the problem of distinguishing a global minimum from other minima at extrema. 
Further, many of the well understood principles of LQG design and its important 
Chap. 1 Introduction 3 
relations to the classical (including frequency domain) control system idea will 
play a reduced or even no role in the design process. Nevertheless, substantial 
progress has been made using homotopic methods , see e.g., [Riel] and [Grel]. It 
is not , however, our purpose to discuss further these direct methods in this thesis. 
Fig. 1. 1 summarises the basic principles of the lower order controller design 
methods for a given high order plant. 
High Order 
Plant 
LQG or H00 De sign High Order 
.,_ __ (_H_ig_h_O-rd_e_r_) _ _.,. Con tr olle r 
Model 
Reduction 
Direct 
Design Controller 
Reduction 
Low Order 
Plant 
..,__1_o_G_o_r_H_oo_n_e_s_ig_n_~ Low Order 
( Low Order ) Controller 
Fig.1.1 Principles of Low Order Controller Design 
1.2 Key Issues for Indirect Methods 
vVe turn now to comment on the indirect methods for low order controller 
design. For a given high order plant, we are faced with the choice of approximating 
the plant first and then designing the lower order controller, or approximating the 
high order controller obtained from the LQG or H00 design. It is argued in [Ennl] 
that satisfactory approximation of the high order plant requires some knowledge 
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in advance of the high order controller. So the designer is caught in an awkward 
logical loop. More generally, one can argue that in any design process, it is wise to 
postpone the approximation, since the effects of the approximation may propagate 
in an unhelpful way through the subsequent steps of the design process. This 
means that we favour the second approach, involving simplification of a high order 
controller. 
However, this is not to say that we should not consider the simplification of a 
high order plant model to a low order one at all. In fact, sometimes the situation 
can happen that the order of a plant model obtained from physical considerations 
or experimental data is too high to carry through a successful high order controller 
design using the standard LQG or H 00 procedures (because the high order can 
cause numerical problems in the design process). In this case, a..'1 open-loop model 
order reduction for the high order plant model becomes necessary. 
It is also important to accept that the problem of controller reduction is 
distinct from the conventional problem of (open-loop) model reduction, because 
of the presence of the plant in the feedback control system. Later in this thesis 
we will show that it is sensible to pose the controller reduction problem as a 
frequency-weighted L00 -norm optimization problem, with no single procedure the 
best for defining the weighting, but with the plant always somehow reflected in 
the weighting. In other words, the introduction of a frequency weighting into the 
reduction procedure is crucial for the controller reduction problem. 
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1.3 Related Literature 
In the past two decades or so, control systems literature has witnessed a great 
many model order reduction techniques and approaches for both single-input and 
single-output (SISO) and multi-input and multi-output (MIMO) systems. Many 
of these schemes have been summarized in [Mahl , Jam2]. Overviews on these 
classical model reduction approaches can be found in [Bosl , Jaml]. The problem 
with these model reduction methods is that some of them even do not retain in the 
low order approximation any stability property which the high order model might 
have, and some of them cannot handle multivariable system models. Indeed, most 
of these results have appeared without any mention of the application to controller 
reduction and the impact of the model reduction on stability or other performance 
objectives. 
In recent years, several model reduction methods have at t racted particular 
attention. One common approach is to minimize the integral squared impulse 
response error between the full order and reduced order models, see, e.g., ['Will , 
Wil2 , Skel]. Unfortunately, a closed form solution to the optimization problem 
has not been found and the iterative algorithms for this problem suffer from such 
difficulties associated with: choice of the initial parameters for the optimization 
procedure, ensuring convergence, multiple local minima, etc. This approach is also 
· somewhat unattractive since there is no strong control reason to choose such an 
error criterion. 
Another apprnach to the model reduction problem uses direct truncation of 
balanced realizations [Mool, Perl]. This technique does not attempt to mini-
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mize any error criterion. It first transforms the realization of the full order model 
( assumed stable) into an internally balanced realization and then generates the 
reduced order model by neglecting the states which are weakly controllable and 
observable in a well defined sense. In contrast to the previous approach, this tech-
nique permits a closed form solution involving some standard matrix calculations. 
Further, there is an easily calculable L00-norm error bound available for the re-
duction [Ennl, Enn2, Glo2]. This technique can also be extended to cope with 
unstable system model reduction [Sanl, Kenl], and to accommodate the intro-
duction of the frequency weighting into the model reduction process [Ennl , Enn2, 
Al-S3]. 
A closely related approach is the Hankel norm optimal approximation tech-
nique which results in a closed form solution to an optimal model order reduction 
problem [Adal, Kunl , Glol , Glo2]. Optimal here means that the error criterion 
is measured by the Hankel norm ( which will be defined in the next chapter) and 
is minimized. The extensions of the method to cope with the frequency weighting 
in the reduction are possible [Latl, And2, Hunl], and an Loo-norm upper bound 
for the reduction error is also available for both frequency unweighted [Glo2] and 
weighted [And2] cases. 
Another state-space based model reduction approach is the q-Markov co-
variance equivalent realization (q-Markov COVER) reduction [You3, You4, Ske2] . 
This technique is to match the first q Markov parameters of both high and low 
order models and, assuming white noise excitation, the output covariances and 
their first q - l derivatives of both models. There is no L00-norm error bound 
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available for this method. 
In the next chapter, we present more detailed discussion of the last three 
techniques. 
Several controller reduction procedures based on the balanced truncation re-
duction technique have been suggested in [Jonl, Verl, Youl, Davl]. A frequency-
weighted controller reduction procedure based on the frequency weighted balanced 
realization truncation was proposed in [Ennl]. Some other interesting controller 
reduction procedures can be found in [You2, Vill]. Finally, we mention that a 
somewhat crude approach (that nevertheless can often be successful) to controller 
reduction is the modal reduction method, see, e.g. , [Lyl] which retains the domi-
nant modes of the high order system in the low order one. It can be argued that, 
under certain circumstances, this is very like the balanced truncation approach. 
1.4 Contributions of the Thesis 
In this thesis, we shall argue that the controller reduction problem is often 
best posed as a frequency-weighted £ 00-norm approximation problem. The choice 
of the frequency weighting is influenced by the choice of criterion thought most 
important in the approximation process, e.g., preserving closed-loop stability, or 
retaining as far as possible the closed-loop performance, or obtaining as small as 
possible the errors between the closed-loop transfer function matrices obtained 
with high order and reduced order controllers. 
We shall present in this thesis some novel controller reduction procedures 
based on the representation of a controller ( and also a plant) as a fractional ma-
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trix function defined using stable proper transfer function matrices and employing 
different choices of frequency weightings in the reduction. For a certain right 
coprime factorization of an LQG designed controller, taking account of the closed-
loop performance in choosing the frequency weighting for the reduction , we shall 
obtain a controller reduction procedure using the fractional representation of the 
controller together with a constant matrix weighting. Hence, many unweighted 
order reduction techniques can be applied to this controller reduction procedure. 
It will be shown that this reduction procedure is motivated in a natural way and 
offers some advantages over some existing controller reduction methods. The effec-
tiveness of this procedure in preserving the closed-loop stability and performance 
will be shown by some examples. 
By using the same fractional representation of the controller ( and the plant ) in 
conjunction with a frequency weighting derived from closed-loop stability consider-
ations, we shall propose another frequency-weighted controller reduction procedure 
through the use of the Bezout identity associated with the factorizations of the 
plant and the controller and the frequency-weighted balanced realization [Ennl , 
Enn2] . Since the choice of the frequency weighting is based on a closed-loop ro-
bust stability criterion, it is not surprising that this procedure possesses very good 
properties in preserving the closed-loop stabili ty in the reduction. Further, we 
shall demonstrate that this procedure can be extended to cope with more general 
structured compensator order reduction problems. Also, by the introduction of a 
supplementary output to the compensator, we can show that this extension can 
offer a tradeoff between the requirements of maintaining the dosed-loop stabil-
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ity margin and the closed-loop performance in the reduction. There are also two 
major advantages over the Enns' frequency weighted controller reduction metho<l 
[Ennl, Enn2]. First , the transfer function matrices we are dealing with in tliis 
method are all stable, so that there is no need to exclude the unstable part of the 
controller from the reduction process, as in Enns ' method. Second, the computa-
tional effort in this method is appreciably less than that of Enns ' method. As a 
practical example, this procedure is used to reduce the order of an LQG designed 
controller for a 55th order airplane flutter suppression control system. 
A relationship between the above Bezout identity induced frequency-weighted 
controller reduction method and the Enns frequency-weighted controller reduction 
method will be established. We shall show that if the LQG high order controller 
to be reduced is designed using the loop transfer recovery (LTR) technique [Kwal , 
Doy2, Doy3], then the two frequency-weighted controller reduction methods above 
are equivalent if the system is square, nonsingular and of minimum phase. Fur-
ther, if the high order stabilizing controller itself is stable ( without any LTR as-
sumption), then Enns' method is a special case of the Bezout identity induced 
frequency-weighted controller reduction method. 
For an open-loop model reduction problem, we shall present a procedure for 
approximation of a high order system with rational transfer function by a low 
order system with rational transfer function together with a pure time delay. The 
procedure introduces a time delay into the system output and computes the low-
order transfer function using truncation of a certain balanced realization. As it 
turns out, it can be regarded as a frequency-weighted model reduction problem 
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with a special form of the frequency weighting. Error bounds will be obtained 
for both continuous-time and discrete-time cases and one part of the error bound 
turns out to be independent of the reduced order rational transfer function so that 
it can be evaluated in advance, thereby aiding the selection of suitable delays. 
Some examples will also be used to illustrate the method. 
We shall also relate Moore's [Mool] direct truncation reduction and the slow 
singular perturbation approximation [Ferl] of a stable, minimal , and internally 
balanced system and show that they constitute two fully compatible model order 
reduction techniques for the continuous-time case, in that both methods will yield 
a stable, minimal, and balanced reduced order system with the same L00 -norm 
error bound on the reduction. Although the upper bound for both reductions 
is the same, the direct truncation approximation tends to have smaller errors at 
high frequencies and larger en-ors at low frequencies while the singuiar perturba-
tion approximation will have larger errors at high frequency and smaller errors at 
low frequencies, directly matching the DC gain of the reduced order system wi th 
the DC gain of the original system. We will also establish that a certain bilinear 
mapping not only preserves the balanced structure between a continuous-time sys-
tem and an associated discrete-time system, but also preserves the slow singular 
perturbation approximation structure. Hence, the results on the singular pertur-
bation approximation of the continuous-time balanced system are easily extended 
to the discrete-time case. Again, examples are used to illustrate the compatibility 
and the difference of the two reduction techniques for a balanced system. 
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1.5 Organization of the Thesis 
This thesis actually can be divided into three major parts: The first part 
(Chapter 1-2) contains the introduction and the relevant background material. 
The second part (Chapter 3-5) covers the new frequency-weighted controller re-
duction procedures based on the fractional representation of the controller and the 
plant and the associated Bezout identity. The third part ( Chapter 6-7) presents 
the applications of the frequency weighting idea to the model reduction problem. 
We conclude the thesis with Chapter 8. vVe now describe in more detail each of 
these parts. 
Chapter 2 will serve as a reference for the work that follows. In the area of 
feedback controller design, we will review the LQG as well as the LTR synthesis 
procedures for a linear time-invariant system. The coprime factorization cP-presen-
tations of plant and compensator and some relevant results will also be discussed. 
Also , several state-space based model order reduction techniques (both frequency-
weighted and unweighted) will be briefly presented. No attempt will be made at 
completeness. 
Chapter 3 will discuss a new controller reduction approach based on the frac-
tional representation of the controller in conjunction with closed-loop performance 
considerations for the frequency weighting in the reduction. An algorithm for com-
puting the low order controller based on the unweighted balanced truncation tech-
nique will be derived under the assumption that the controller has been designed 
by the LQG method. 
Chapter 4 will develop a frequency-weighted controller reduct ion method us-
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ing again the fractional representations of the controller and the plant in conjunc-
tion with a weighting derived from closed-loop stability considerations. Using the 
associated Bezout identity, we will demonstrate that this new reduction proce-
dure can reduce substantially the computational burden of the Enns' frequency-
weighted controller reduction method [Ennl, Enn2] and also can directly cope with 
an open-loop unstable controller in the reduction without further modification. A 
practical example will be used to illustrate the method. 
Chapter 5 will show that the Enns' weighted controller reduction method and 
the Bezout identity induced frequency-weighted controller reduction method in 
Chapter 4 are equivalent if the controller is designed by a certain LTR approach 
( and the assumption is made that the system satisfies normal LTR procedure 
requirements) . Further , we shall show that if a stabilizing controller itself is stable 
(without any LTR assumption) then Enns ' method is a special case of the Bezout 
identity induced frequency-weighted controller reduction method. 
In Chapter 6, we will discuss a model reduction procedure for approximation 
of a high order system by a low order system with a pure time delay. Frequency 
error bounds for the continuous-time case and discrete-time case will be derived 
for the approximations. 
Chapter 7 will show that the singular perturbation approximation of a bal-
anced stable system is compatible with the direct truncation technique and will 
offer better approximation at low frequencies. 
Chapter 8 will include the conclusions of the thesis and recommendations for 
further research. 
CHAPTER TWO 
Background Material 
2.1 Introduction 
The purpose of this chapter is to cover some background material in the 
areas of design and representation of linear feedback systems and also of model 
controller reduction method and techniques. Only some of the general material 
needed for the remaining chapters will be reviewed. As a general assumption a 
degree of familiarity with linear system theory and state space terminology will be 
assumed. In addition, in the whole thesis we will restrict our discussions to finite 
dimensional, linear, time-invariant systems (in continuous-time and discrete-time). 
We will begin with the theory of Linear Quadratic Gaussian (LQG) design 
and the loop transfer recovery (LTR) technique. Next the representing of a plant 
model and a dynamic compensator via stable coprime factorizations is reviewed. 
A review of several state-space based order reduction techniques will follow . 'We 
conclude this chapter by a revisiting of some frequency-weighted order reduction 
schemes. We will only present the relevant results for continuous-time systems. 
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The discrete-time version of certain above results will be stated at the appropriate 
place later. 
2.2 Linear Feedback System Design 
In this section, we will briefly describe dynamic compensator synthesis tech-
niques known as linear quadratic Gaussian (LQG) design and loop transfer recov-
ery (LTR). The exposition here is very brief. For more detailed theoretical issues 
and applications of the methods , the reader is referred to [Andl, Kwal , Spel , 
Doy3, Ganl , Athl]. 
2.2.1 Linear Quadratic Regulator (LQR) 
Given a finite dimensional, linear, time-invariant system in state space form: 
x(t) = Ax(t) + Bu(t) 
(2.2-1) 
y(t) = Cx (t) 
where x(t)ERn, u(t)€Rl, y(t)ERm , there is also given a linear quadratic (LQ) 
index 
1100 J = - (xT(t)Qx(t) + uT(t)Ru(t)) dt 
2 0 
(2.2-2) 
where Q is symmetric nonnegative definite, and R is symmetric positive definite, 
i.e., QT = Q ~ O and RT = R > 0. Assume that (A, B ) is stabilizable. The 
purpose of LQR design is to minimize the LQ index J. This can be achieved 
using a feedback law of the form u = -Fx. It is well known [Andl, Kwal] that 
the feedback gain which minimizes J will satisfy F = R-1 BT Pc where Pc is the 
nonnegative definite solution to the Riccati equation 
(2.2-3) 
Chap. 2 Background Material 15 
Now Q ~ 0 is equivalent to that the existence of a p x n real matrix H such that 
Q = HT H. We have the following well known results [Andl, Kwal, Doy3, Doy4]: 
LQR Property 1: If (A, H) is detectable, the LQ closed-loop regulator is stable, 
i.e. , Re(,Xi{A - BF} ) < 0. 
From equation (2 .2-3), one can easily show that (assuming R = le for sim-
plicity) 
[le+ L(jw )]* [le + L(jw )] =le+ W*(jw)vV(jw) 
where L(jw) = F(jwln -A)- 1 Band vV(jw) = H (jwln -A)- 1 B. Hence, we have 
LQR Property 2: £[le+ L(jw )] ~ 1, VwcR. 
This means that the minimum singular value of the LQ regulator's input 
return difference is bounded below by unity at all frequencies. This in turn implies 
an improvement by using LQ feedback in both disturbance rejection and sensitivity 
at all frequencies w. 
Another consequence of this property is that the LQ regulator will have at 
least ±60 degree margins and at least -6dB to +oodB gain margins (in the classical 
sense) in all channels. 
Frequently not all entries of the state vector can be measured directly, and it 
therefore becomes necessary to estimate the state vector, perhaps in the presence 
of input noise and measurement noise. 
2.2.2 Kalman Filter 
In the presence of input noise w(t) and measurement noise v(t), system (2.2-1 ) 
Chap. 2 Background Material 
becomes 
x(t ) = Ax(t ) + B u(t ) + w(t ) 
y(t ) = Cx(t ) + v(t ) . 
16 
(2.2-4) 
We shall assume that w(t ) and v( t ) are zero mean Gaussian white noise processes 
and are independent , with covariances vVo(t - r ) and Vo(t - r ) respectively. vVe 
assume V > 0 and W ~ 0, and that (A , W ½) is controllable. Assume (A , C) is 
detectable; then we design a state estimator to obtain an estimate x(t ) of the state 
x(t ) in order to implement the state feedback control law. 
The estimator equat ion is 
i (t) = Ax(t ) + Bu(t ) + L[y(t ) - y(t )] 
y(t ) = Cx(t ) 
(2.2-5) 
where the estimator gain L = P1CTv- 1 , and Pi is nonnegative defini te and 
satisfies another Riccati equation: 
(~.2-6) 
It is well known that under the above assumptions , such an estimator gain L will 
give a stable estimator (2.2-5) (i.e. , Re( Ai{A - LC} ) < 0) and at the same time 
will minimize the performance index 
J = lim tr£ { [x(t ) - x(t )l[x(t ) - x(t )]T} 
t-oo 
(2.2-7) 
Now, using the estimates of the state in the LQ feedback control law i.e. , imple-
menting u(t ) = -Fx(t ), results in the dynamic compensator transfer funct ion (see 
Figure 2.1): 
K (s) = F(sln - A+ BF+ LC)- 1 L. (2.2-8) 
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It is also well known that this compensator results in a stable closed-loop sys-
tem; however the compensator itself is not necessarily open-loop stable [Ylal]. 
Furthermore, we should also note that the nice robustness properties of the LQ 
regulator may be ruined when state estimate feedback rather than true state feed-
back is used. In fact, a simple example has shown in [Doyl] that legitimate LQG 
controller-filter combinations exist with arbitrarily small gain margins in both the 
positive and negative dB direction. 
u(t) 
w(t) 
-1 G(s) :C(sln· A) B 
-1 
K(s)=F(sln·A+BF+LC) L 
+ 
Fig.2.1 LQG Designed Compensator of Linear Time-Invariant System 
2.2.3 Loop Transfer Recovery (L TR) 
y(t) 
In order to recover the nice robustness properties of the LQ optimal regulator 
in an implementation of an LQG designed compensator, a certain method has 
been introduced known as the loop transfer recovery (LTR) technique. From now 
on, we regard the intensities of the input noise and the measurement noise, vV and 
V as design parameters which can be manipulated by the designer. There is no 
loss of generality in taking vV = rrT and V = Im where r is an n Xe real matrix 
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in the Kalman filter design. For full state loop transfer recovery, we take 
r=qB 
where q is a scalar design parameter. Assume the plant G(s ) = C (s in -A)- 1 Bis 
minimum phase and square (e = m ); than it has been shown in [Doy2 , Doy3] that 
the loop gain behaves in such a way that 
lim K (s )G(s) = F (sin - A)- 1 B 
q-oo (2.2-9) 
where the convergence is point-wise in scC ( except at a finite number of points). 
This means that the loop gain of the estimator based compensator approaches 
the loop gain of the LQ optimal regulator as q goes to infinity, or that the loop 
transfer function of the observer based linear control system will asymptoticall:;-
achieve the same loop transfer function as full-state feedback control implementa-
tion. Hence the relative stability, robustness, and disturbance rejection properties 
will be recovered asymptotically. This procedure sometimes is referred to as the 
"robustness recovery" approach [Doy3]. 
There is a dual procedure referred to as the "sensitivity recovery" approach 
available for the LQG design process [Kwal , Doy3]. In this case , we assume 
Q = HT H and R = It where H is an m x n real matrix in the LQR design. For 
full state sensitivity recovery, we take 
H=qC 
where q is a scalar design parameter. Assume the plant G( s) is square ( f = m) 
and minimum phase, then we have [Kwal , Doy3] pointwise ins: 
)im G(s)I<(s) = C(sin - A)- 1 L. (2.2-10) 
q-oo 
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As argued in [Doy3], the names " sensitivity recovery" and "robustness re-
covery" are overly restrictive. We shall call both procedures the approach of "full 
state loop transfer recovery" with the distinction that one is done by increasing 
the state weighting to a large value in the LQR design and the other is done by 
increasing the process noise weighting in the Kalman filter design. 
There are other loop transfer recovery techniques available. For example an 
H00 / H2 optimization based technique was proposed in [MJBl]. We do not discuss 
these techniques in this thesis . 
2.3 Coprime Factorization Representation 
In this section, we give a brief review of the use of stable coprime factorization 
representations of a plant and controller. For more detailed definitions and relevant 
results , the reader is referred to [Yla2, Yla3, Desl , Vidl-Vid6, Fral] 
2.3.1 Definitions 
A rational function or matrix G( s) is said to be proper if it is finite at s = oo, 
strictly proper if it is zero at s = oo, stable if it is (or its entries are) analytic in 
the closed right half complex plane Re( s ) ~ 0. 
A pair of rational, proper, and stable matrices X(s) and Y (s) with the same 
number of columns is right coprime if and only if there exist rational, proper, and 
stable matrices N( s) and .D( s) such that the following Bezout identity holds: 
D(s)Y(s) + N·(s)X(s) =I. (2.3-1 ) 
For a rational and proper transfer function matrix, G( s), an ordered pair 
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(X(s), Y (s)), where X (s) and Y (s) are rational, proper and stable is a right co-
prime factorization (RCF) of G( s) if 
(i) Y ( s) is square and det [Y( s )] ¢ O; 
(ii) G(s) = X(s)Y- 1(s), and 
(iii) X (s) and Y(s ) are right coprime. 
A rational, proper and stable matrix U( s) is said to be uni modular if it has 
an inverse which is also rational , proper and stable. 
We have the following important results [Vid6]: 
Lemma 2.1: Every rational matrix G(s ) has a right coprime factoriza tion, i.e. 
G(s) = X(s)Y- 1 (s) where X(s) and Y (s) are right coprime, stable and proper 
matrices and det[Y(s)] ¢ 0. Further, (X(s)U(s), Y(s)U(s)) is also a right 
coprime factorization of G( s) for any unimodular matrix U ( s). Finally, suppose 
(X 1(s ), Y1 (s)) is another right coprime factorization of G(s); then there exists 
a unimodular matrix U(s) such that X 1 (s ) = X (s)U(s) and Y1 (s) = Y (s)U(s). 
In a similar manner one can define left-coprimeness and note the existence of 
left coprime factorizations. 
2.3.2 Coprime Factorization Representations of Plant and Compen-
sator 
Now we will represent the plant and controller with stable coprime factoriza-
tions. 
., 
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Given a linear, time-invariant system G(s) = C(s in - A)- 1 B , assume that 
(A , B ) and (A, C) are stabilizable and detectable respectively. Design ( using LQG 
or pole-positioning methods) a feedback/estimator based dynanuc compensator as 
K ( s) = F ( sin - A+ BF+ LC)- 1 L such that the feedback gain F and estimator 
gain L will ensure that the matrices A - BF and A - LC have all eigenvalues in 
Re( s) < 0. Define 
(2.3-2) 
and 
Then it has been proved, see [Net l , Vid6], that 
G(s) = X (s)Y- 1(s) = y-1(s) X (s) . (2.3-4) 
Similarly, one can prove that 
K (s) = N(s)D-1 (s) = i5- 1(s) N"(s) (2.3-5) 
and the double Bezout identity holds: 
[ i5 ( s) N ( s) ] [ Y ( s) - N ( s ) ] = [ Ii o ] 
-X(s ) Y (s) X(s ) D(s) 0 Im (2.3-6a) 
[ Y (s) -N(s) ] [ Dis) fj_(s) ] = [Ie O] . X (s) D(s) -X(s) Y (s) 0 Im (2.3-66) 
The transfer function matrices N , D , N, i5 , X , Y, X and Y are all proper and 
stable, and D , £5 , Y, and Y are all non-singular. Hence, the double Bezout identity 
' 
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(2.3-6) implies that (N (s), D(s )) is a right coprime factorization of the compen-
sator K (s), with (N (s), D(s) ) a left coprime factorization , and (X (s), Y (s)) is a 
right coprime factorization of the plant G(s), with (x (s), Y (s) ) a left coprime 
factorization. 
For a system P(s) = G(s) + E where Eis the direct feed- through term, one 
can also easily find corresponding coprime factorizations ( see [Vid6] for details). 
2.3.3 Graph Topology, Graph Metric and Some Related Results 
It is very important to realize the usefulness of the general framework of 
factorization in control system synthesis summarized in [Vid6]. This theory pro-
vides many results on closed-ioop stabilization, sensitivity minimization, filt ering 
and robustness stabilization. In this section, we will define the graph topology 
and graph metric and then summarize certain interesting results. For the rigorous 
definitions, derivations and full results , the reader is referred to [Fral , Vid5 , Vid6J. 
The graph of a plant G( s) is the set of bounded input-output pairs corre-
sponding to G( s ). Precisely, if G( s) is an m x £ rational transfer function matrix, 
then the graph of G( s) with respect to the space L00 is defined as 
where y and it are the Laplace transforms of y and u respectively. If (N, D ) is a 
right coprime factorization of G( s ) , then we have 
GL00 (G) = {(D z,Nz) : z1:L;,} . 
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Suppose (N, D) is a right coprime pair realizing G(s) and det [D] -¥. 0. Then there 
exists a constantµ= µ(N , D ) such that (N1, D 1) is also a right coprime pair (not 
in generally realizing G(s)) and det[D1 ] '¥. 0 whenever 
II [ i = t:] II= < µ(N, D ) . (2.3-7) 
Given a rational proper plant G( s ), a basic neighbourhood of G( s) is defined as 
follows: Let (N , D ) be any right coprime factorization of G(s), and let€ be any 
positive number less than µ(N , D ). Then the set 
(2.3-8) 
1s a basic neighbourhood of G( s ). The collection of basic neighbourhoods forms 
a base for a topology over all rational proper transfer function matrices . This 
topology is called the graph topology. In it , two plants G1 and G2 are ' close" 
if they have right coprime factorizations ( N 1 , D 1 ) and ( N2 , D 2 ) which are also 
"close", i.e., II [ ;~ =~~]II co is "small" . 
The central result of the graph topology is that over all rational proper transfer 
functions the topology is the weakest topology in which feedback stability is a 
robust property. 
Before stating a very important result , we need some more notation. Suppose 
G( s) and K ( s) are proper rational transfer functions and of compatible dimensions 
allowing construction of the general feedback control system shown as Fig 2.2. 
It is easy to see that the transfer function from u to e is defined as 
[ 
(I+ GI<)- 1 
H(G,K) = K (I + GK)-1 -G(I + KG)-
1 ] 
(I+ KG)- 1 • (2.3-9) 
r 
r 
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K(s) G(s) 
Fig.2.2 Feedback Control System 
The pair (G, K) is said to be stable if det[J +GK]= det[J +KG] "t O (the feedback 
system is well posed) and H( G, K) is stable (internal stability). vVe also say that 
the compensator K ( s) stabilizes the plant G( s ). 
Another significant result answers the following existence question: When 
does there exist a robustly stabilizing compensator for a given family GA ( s) of 
plants, where A is a parameter reflecting the uncertainty of the plant , which belongs 
to a first-countable topology space A (see [Vid6] for the definition)? Note that any 
metric space is a first countable topology space. Here robust stabilization is defined 
as follows: a compensator K ( s) stabilizing the nominal plant G Ao ( s ) is robust 
stabilizing for the family at the plant G Ao ( s ) if (a) there exists a neighbourhood 
N of A in A such that K (s) stabilizes GA(s), VAEN, and (b) the stable closed-loop 
transfer matrix H (GA , K ) is continuous in A at A0 . The first condition is easy 
to understand. The objective of compensator design is not merely to stabilize a 
plant but also to shape the stable closed-loop response. Thus the second condition 
is imposed, requiring that the perturbed closed-loop response H( GA , K ) be close 
to the nominal closed-loop response H ( G Ao , K ) whenever Ao is near A. Now the 
answer to the above question is: Robust stabilization is possible if and only if 
the changing of the plant description is continuous along with the changing of the 
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parameter>. from its nominal value >-o, where the continuity of GA (s) is measured 
within the graph topology. 
The graph topology enables qualitative discussion of the robust stability of 
a feedback system. In order to obtain qualitative results on robust stability, we 
need to metrize the graph topology. 
A right coprime factorization ( N, D ) of G is normalized if 
(2 .3-10) 
Any right ( or left ) coprime factorization can be replaced by a normalized factoriza-
tion. Suppose proper rational matrices G1 ( s) and G2 ( s) have the same dimensions 
(but not necessarily the same Mc.Millan degrees) and let (Ni(s), D; (s)) be a nor-
malized right coprime factorization of G;(s) (i = 1, 2). Define 
(2.3-11) 
and 
Then d( G 1, G2) is the graph metric over all proper rational mat rices. Let 
T (G,K) =H(G, K ) -[~ ~] 
= [-rG] (I+ KG)- 1 [K I] . (2.3-12) 
We have the following result [Vid6]: Suppose the pair (Go , Ko ) is stable. and that 
G0 , K 0 are perturbed to G, K , respectively. Then the pair ( G, K) is also stable 
provided 
d(G , Go)IIT(Go , Ea)//=+ d(K, Ko)I/T(Ko, Go)/1= < 1 . (2 .3-13) 
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The significance of this result can be summarized as follows: 
(i) One is permitted to simultaneously perturb both the plant and the compen-
sator in a very unstructured way; 
(ii) There is no restriction requiring that the number of unstable open-loop poles 
be the same for the perturbed and unperturbed systems ( and controllers). 
Finally, we mention a robust stability result noted by Vidyasagar [Vid7]: Sta-
bilization by a proper but non-strictly-proper controller is never robust against 
singular perturbations ( of the plant ) , while stabilization by any strictly proper 
controller is robust against singular perturbations of the plant. 
2.4 Model Order Reduction Techniques 
There is an enormous amount of model reduction literature in which there are 
proposed many different model order reduction techniques. Among the different 
techniques there are now at least three important and popular state-space based 
model reduction techniques, namely, direct truncation of an internally balanced 
realization [Mool], Hankel norm optimal approximation [Adal , Kunl , Glo2 , Latl , 
And2], and q-covariance equivalent realization (q-COVER) [You3 , You4, And3]. 
We present a very brief discussion on each of these three order reduction tech-
mques. 
2.4.1 Balanced Realization and Direct Truncation Approximation 
We are given an n th order, linear, time-invariant and asymptotically stable 
system G(s) = C(sln -A)- 1 B , with (A, B ) and (A , C) controllable a.r.d observable. 
Chap. 2 Background Material 
The controllability and observability gramians are defined as follows: 
P = 1= eAtBBTeATtdt = controllability gramian 
Q = 1= eAT tcT CeAtdt = observability gramian . -
27 
(2.4-1) 
(2.4-2) 
It is well known that these gramians satisfy the following Lyapunov equations: 
(2.4-3) 
(2.4-4) 
Any realization ( A, B , C) of the stable system G( s) is said to be an internally 
balanced realization if its controllability gramian equals its observability gramian, 
and the gramian is diagonal, with diagonal entries of decreasing magnitude. That 
is to say, the realization ( A, B , C) of G( s) is internally balanced if in (2.4-3) and 
(2 .4-4) there holds P = Q = Z: = diag{o-1 , 0-2,···,o-n}, O"i 2: o-i+I 2: 0, i = 
1, 2, .. . , n - l. The <7i (i = 1, 2, . .. , n ) are known as the Hankel singular values of 
the system G(s) [Glo2]. 
Any minimal realization of the system G( s) can be internally balanced by 
a simple similarity transformation. \Ve now derive a state space transformation 
to generate a balanced realization [Laul] . Given a stable minimal realization 
(A, B , C), let P and Q be the solutions to (2.4-3) and (2.4-4). Let Q have a 
Cholesky factorization Q = RT R (This always exists since Q > 0). It follows that 
RP RT is a positive-definite matrix and can be diagonalized (via singular value 
decomposition (SVD)) as 
RP RT= ur:?uT with uTu = I 
• 
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where 
I:= diag{o-1 , 0-2 , . . . , 0-n} , O'i 2': O'i+l > 0 , i = 1, 2, . . . ,n-l. 
Now a balancing transformation is given by 
Applying this T as the similarity transformation to the syst em (A, B , C), one will 
obtain a balanced realization (i.e. , (T- 1AT,T- 1B ,CT)) since it is easy to check 
that 
It should be noted that internally balanced realizations are essentially unique 
when the Hankel singular values are distinct . (Essentially unique here means 
unique up to changes in sign of the individual entries of the state vector.) 
Now partition the balanced system (A, B , C ) and the gramian I: conformally 
as 
(2.4-5) 
where A11 and I:1 are r x r ( r < n ) matrices. 
Then Moore suggested [Mool] that the subsystem (A.u , B1 ,C1 ) should be a 
good approximation of the system (A , B, C) if O'r ~ O-r+I. vVe call this r th order 
system a direct truncation approximation of the balanced system. Notice that the 
subsystem ( A22 , B2 , C2 ) corresponds to the least controllable and the least observ-
able part of the system (A , B , C). Several results concerning the approximation 
are available. 
.. 
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Lemma 2.2 [Perl]: The subsystems (Aii , Bi , Ci ) (i = 1, 2) are internally bal-
anced with gramian I:i ( i = 1, 2) . 
Lemma 2.3 [P erl ]: The matrices Aii ( i = 1, 2) are asymptotically stable, i.e. , 
R e( /\k{ Aii}) < 0 for all k ( i = 1, 2) if I:1 and I:2 have no diagonal entries in 
common. Further, the subsystem (Au,B1 , C1 ) is controllable and obsen·able. 
Lemma 2.4 [Ennl , Enn2, Glo2]: There is an upper bound for the approxima-
tion error. 
(2.4-6) 
(Hence , II C(jw l -A)- 1BII= ~ 2tr(I:)). 
2.4.2 Hankel Norm Optimal Approximation 
Another very important model reduction approach is Hankel norm optimal 
approximation, which has been considered in [Adal], see also [Kunl] and [Glol]. 
Glover [ G lo2] characterized all stable approximations Gr ( s) of _ IcMiilan degree r 
of a linear time-invariant stable system G( s) of McMillan degree n which minimize 
the Hankel norm error IIG(s) - Gr(s)l lw The Hankel norm of a stable transfer 
function matrix G(s) = C(sln - A)-1 Bis defined as 
where P and Q are defined by (2.4-3) and (2.4-4) . It should be noted that for any 
error criterion considered in this thesis, this is the only model reduction technique 
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which has a closed form optimal solution for the reduced order model. Optimality 
here is in the sense of the Hankel norm, rather than £ =-norm, of the reduction 
error being minimized. There is an upper bound on the £ =-norm error although 
it is not in general minimized; if Gr( s) is an optimal Hankel norm approximation 
of order r to G( s) ( of order n ), then 
(2.4-7) 
while, as shown in [Glo2], no r th order approximant (by any method) can ever 
achieve jj G(jw) - Gr(jw)II= < o-r+I· Here the O"i are the Hankel singular values 
appearing in the balanced realization theory ordered with O"i 2:: O"i+I • Glover's 
calculations actually involve manipulation of a balanced realization of G( s) to get, 
Gr( s ), the manipulations being based on state-space formulas and somewhat more 
complicated than mere direct t runcation . 
Note that (2.4-7) gives an error bound half that for balanced truncation, 
but in (2.4-7) , the ~ankel norm optimal approximant Gr( s) is allowed to have 
Gr( oo) nonzero, while in (2.4-6), the directly balanced truncation approximant 
Gr(s) = C1 (s l r - A11 )- 1 B1 , must have Gr(oo ) to be zero. 
2.4.3 q-Markov COVariance Equivalent Realization 
The basic idea of q-Markov COVariance Equivalent Realization (q-Markov 
COVER) is to approximate a high order model by a low order one with two 
properties [You3, You4, And3 , Ske2]: 
(i) The first q Markov parameters of the high and the low order models are the 
same; 
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(ii) The output covariances and their first q-1 derivatives evaluated at time t = O 
of both high and low order models are equal. (This presupposes white noise 
excitation to the models .) 
Put it in more precise terms: suppose the n th order linear time-invariant stable 
system C(sln -A)- 1 B driven by a white noise with unit intensity, is reduced to a 
has these two properties: 
(2.4-8) 
and 
(2.4-91 
' , 
where 
AX+ X AT+ BET = 0 , X > 0, (2.4-10) 
(2.4-11 ) 
the realization C1 (sir - A1 ) - 1 B 1 is called a "q-Markov COVari,:mce Equivalent 
Realization" of (A, B , C ), or simply a "q-Markov COVER". 
In the scalar case, q is the actual dimension of the reduced order model. The 
construction of the reduced order model from the high order model can involve 
the use of Hessenberg form representations of the state space models. The basic 
idea behind q-Markov COVER approximation is to match transient behaviour 
and steady state behaviour; the transient behaviour is reflected in the Markov 
coefficients and the steady state behaviour in the covariance and its derivatives. It 
should be noted that this reduction technique does not attempt to minimize any 
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frequency domain error criterion (like the balanced truncation technique). Also , 
no L=-norm error bound is available for this method (in distinction to the other 
two techniques discussed). 
2.5 Frequency-Weighted Order Reduction Techniques 
As we will show later, frequency-weighted order reduction is the key issue in 
most controller reduction methods we discuss. The basic problem of frequency-
weighted order reduction is : for a given stable model G( s) (plant or controller) 
with McMillan degree n, find a stable low order model Gr( s ) with McMillan degree 
r (r < n) such that ll[G(jw) - Gr(jw)]W(jw )I I= is small (if not minimized), 
where the transfer function matrix W ( s) is · a prescribed frequency weighting and 
usually is stable and not equal to the identity. We will discuss t he choice of 
frequency weightings appropriate for the controller reduction problems in g.::eat 
detail in the next chapter. In this section, we will state two frequency-weighted 
reduction techniques which are extensions of methods mentioned above; nan1ely, 
frequency-weighted balanced truncation approximation and frequency-weighted 
Hankel norm optimal approximation. The frequency-weighted version of q-Markov 
cover approximation is only available now in a preliminary form and will not be 
discussed in this thesis. The interested reader is referred to [Ske3]. 
2.5.1 Frequency-Weighted Balanced Truncation Approximation 
Enns introduced frequency weighting into the balanced truncation reduction 
technique [Ennl , Enn2]. Consider an asymptotically stable frequency weighting 
function vVi(s) = Ei+Ci (s h-Ai)-1 Bi as an input weighting to the asymptotically 
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stable system G( s) in Fig. 2.3. The basic idea is to change the controllability 
gramian of the system G( s) in the reduction procedure to reflect the introduction 
of the input frequency weighting. Thus we find a frequency-weighted controllability 
gramian which equals the observability gramian and then both are diagonalized. 
In outline, this is done as follows. 
-1 
-1 
- Wi(s):Ei+Ci(slk-Ai) Bi ~ G(s):C(sln·A) B ~ 
Fig.2.3 Introduction of Input Frequency Weighting 
We will start with the frequency-weighted controllability gramian of G(s ), 
then find out a frequency-weighted balanced realization, and obtain the frequency-
weighted approximation by direct truncation. Our data is an asymptotically sta-
ble, controllable and observable system G(s) = C(s ln-A)- 1 B , and an asymptoti-
cally stable frequency weighting Wi(s) = Ei+Ci (sh-Ai )- 1 Bi with the dimension 
of the output the same as the dimension of the input of system G(s). Now define 
the cascade system G( s) W;( s) as 
G(s )vVi(s) = Cw(s ln+k -Aw) - 1 B w 
where 
A ~ [A BC;] w - 0 Ai ' Cw~ [C OJ. (2.5-1 ) 
Assume 
Uw = [~ 
12 
(2 .5-2) 
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is the non-negative solution of the following Lyapunov equation: 
AwUw + UwAt + BwB'{;; = 0. (2.5-3) 
Now U in (2.5-2) can be regarded as the frequency-weighted controllability grarnian 
for the original system G ( s). Let 
Yw = [:T 
12 
(2.5-4) 
be the non-negative solution of the following Lyapunov equation: 
(2.5-5) 
It is easy to see that Y satisfies ((1-1) block of (2.5-5)) : 
(2.5-6) 
This means that the observability grarnian for G( s) is not changed by the introduc-
tion of input weighting. Now consider a co-ordinate basis change to the realization 
( A, B ~ C ) ( of the original system G( s)) which makes 
Unew = Ynew = diag{o\ , <i2, . .. , er n} 
with <ii 2:: <ii+l, i = 1, 2, ... , n - l. There is no change to the frequency weight-
ing (Ai, Bi, Ci, Ei). vVe call this new realization of the original system G( s) a 
frequency-weighted ( with input weighting Wi( s )) balanced realization. 
As before (for the unweighted case), the frequency-weighted approximation is 
achieved by eliminating rows and columns of this new realization corresponding 
to the smallest (weighted) singular values CTi-
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It is very easy to see from the above procedure that a dual method can be 
formulated when output frequency weighting is given. In this case, the frequency-
weighted controllability gramian will be unchanged from the unweighted case. 
Actually, given input and output frequency weightings, one could carry out a two-
sided weighted balanced truncation approximation by equalizing and diagonalizing 
the frequency-weighted controllability gramian and the frequency-weighted observ-
ability gramian and then eliminating the subsystem corresponding to the smallest 
singular values . 
Two points should be noted for the weighted reduction technique: 
(i) For input frequency-weighted or output frequency-weighted balanced trunca-
tion approximation, the reduced order system is generically asymptctically 
stable. In fact, for input weighted reduction, if the reduced order system is 
observable, then it is asymptotically stable; for output weighted reduction. 
if the reduced order system is controllable, then it is asymptotically stable. 
But a proof of the stability of the reduced order system is lacking for the two 
sided frequency-weighted balanced truncation approximation procedure; 
(ii) There is no frequency error bound formula analogous to (2.4-6) available. 
Finally, we note that there is available another frequency weighted reduction 
technique based on balanced realization [Al-S2, Al-S3]. This method does give a 
frequency error bound for the reduction. However , it puts a very great restriction 
on the choice of the frequency weighting (too res trictive in fact to be of use to us). 
Consider the input frequency-weighted case; the order of the weighting function 
must equal the dimension of the input of the system to be reduced (i.e., a single 
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input system can only have 1st order weighting) and the matrix Ci ( the output 
matrix of the weighting function) which is then square must be non-singular. 
2.5.2 Frequency-Weighted Hankel Norm Optimal Approximation 
Latham and Anderson [Latl] proposed a frequency-weighted version of the 
Hankel norm optimal approximation of G(s) (McMillan degree n ) to find a stable 
Gr(s ) of McMillan degree r , which minimized the Hankel norm error !l[G(s) -
Gr(s)]V(s)IIH with V(s) and v-1 (s) completely unstable. The approach is now 
outlined. 
The frequency weighting W( s) is assumed to be square and nonsingular. Fur-
ther , it is assumed that W(s) has no jw-axis poles and zeros. One carries a 
spectrum factorization to find a V(s) such that W(s)WH (s) = V(s) VH(s) where 
V(s) and v-1(s) both are completely unstable (such a V(s) can always be found 
[Yla4]). Noting that i![G(jw) - Gr(jw )]W(jw ) ll
00 
= ll[G(jw) - Gr(jw)]V(jw)l l00 
and motivated by the usefulness of Hankel norm optimal approximation for ob-
taining ( non-optimal) L00-norm approximations ( as shown in (2.4-7) ), we shall 
now minimize the error criterion li[G(s ) - Gr(s )]V(s )i lw 
Let [zl+ denote the operation of taking the constant part and strictly proper, 
stable part of z (The operation can be easily executed by partial fraction repre-
sentation of z ). Define X (s) = [G(s)V(s )J+- Let Xr (s) be a degree r (r < n ) 
Hankel norm optimal approximation of X (s). Define Gr(s ) = [Xr(s )V- 1 (s)J+-
Then as shown in [Latl], if G( s) is stable, Gr( s) has degree r and is stable, and 
the error criterion ll[G(s ) - Gr(s )]V(s) IIH is minimized over all stable Gr(s) of 
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degree r. (Note that if G( s) is stable, then the degree of X ( s) is equal to the 
degree of G(s)). A formula bounding jj[G(s) - Gr(s)]V(s)ij = has been derived 
[And2], though i t is not as easy to evaluate the bound as in the unweighted case , 
and the bound also tends to be conservative. 
There is also another frequency-weighted Hankel norm reduction method 
[Hunl] which allows only first order weighting. We shall not discuss it here. 
2.5.3 Unstable Model Reduction 
It should be pointed out that in all the above mentioned reduction techniques 
(unweighted and weighted), the stability of the original system is a general as-
sumption. If this assumption fails , what should one do to carry out the model 
reduction? We will briefly discuss three methods to deal with unst able reduction 
problems. 
2.5.3.1 Balanced Truncation Approach [Sanl] 
Suppose G(s) = C(sI - A)- 1 B with A unstable. In order to cope with an 
unstable system, we need to modify the balanced truncation technique. The basic 
idea is to shift the j w-axis to the right of the most unstable pole before balancing. 
This is done as follows: 
For the unstable A matrix, choose a constant k such that (A - kl) has all its 
eigenvalues located in the open left half complex plane. Instead of solving (2.4-3) 
and (2.4-4) for the controllability and observability gramians , P and Q, we solve 
the following Lyapunov equations: 
(A - kl)P + P(A. - kI)T +BET= 0 (2 .5-7) 
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( A - klf Q + Q( A - kl ) + CT C = 0 . (2.5-8) 
Then by using the standard balancing algorithm, we obtain the similarity trans-
formation which will equalize and diagonalize the modified controllability and 
observability gramians . We now apply directly this similarity transformation to 
the original unstable system, and call the resulting realization a shifted balanced 
realization. Finally we partition the shifted balanced system appropriately and 
obtain the reduced order model by direct truncation. 
Two points should be noted. First , the approximation achieved depends on 
the choice of the constant k. Second, the L=-norm frequency error bound is no 
longer valid. 
2.5.3.2 Additive Decomposition 
Enns [Ennl , Enn2] and Glover [Glo2] proposed another way to deal with 
the unstable system in a reduction procedure. They suggested separation of the 
unstable modes from the stable ones by partial fraction expansion of the full order 
transfer function matrix described, i.e. , one writes 
G(s) = Gu(s ) + G8 (s) (2.5-9) 
where Gu ( s) represents the unstable part of G( s) and Gs ( s) represents the stable 
part of G( s ). After performing this decomposition, all the above mentioned re-
duction techniques can be applied to the stable part of the system Gs(s) to find a 
reduced order Gsr(s). Then one copies the unstable part of the system Gu (s) into 
the final reduced order system so that Gr(s) = Gsr(s ) + Gu (s) . A nice feature 
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of this method is t hat usually the frequency error bound of the reduction is pre-
served. However, a potential drawback of the method is that we have not utilized 
the part of the information contained in the unstable part of the system. 
2.5.3.3 Stable Rational Fraction Approximation [Parl] 
The basic idea behind this method is to use a representation of the unstable 
system as a ratio of stable rational transfer functions ( coprime factorization repre-
sentation). To illustrate the idea, we assume the system is scalar, G(s) = n(s )/d(s) 
where n( s) and d( s) are coprime polynomials and d( s) has zeros in both Re( s) < 0 
and Re( s) > 0. Rewrite the system as the ratio of stable rational functions: 
G(s) = n(s)/p(s) _ 
d(s)/p(s) 
The polynomial p(s) is constrained to have zeros only in Re(s) < 0 (with the same 
degree as d( s)) . Then one approximates 
H ( s) = [ n( s) / p( s) ] 
d(s)/p(s) 
by some reduction method, to give a low order 
H(s) - [ ~(s )/p(s) ] 
- d( s) / ft( s) 
Finally one forms G(s) = n(s)/d(s) as the approximation of G(s) . 
This method will retain in G( s) the number of unstable modes of G( s) if the 
reduction error II H (jw) - H(jw)ll
00 
is small enough [Vid2]. Further , we should 
note also that the choice of the polynomial p( s) is quite free ( with the constraint 
of stability and equality of degree with that of d(s)). At least three obvious and 
attractive choices are available: 
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( i) all-pass factorizat ion: 
p(s )p(- s) = d(s)d( -s ) 
(ii) normalized factorizat ion: 
p( s )p( - s) = n( s )n( - s ) + d( s )d(- s) 
(iii) feedback/estimator coprime factorization: For the given unstable system 
G(s) = C(s ln -A)- 1 B , design a state feedback gain F (or an estimator gain 
L) such taht A - BF (or A - LC) has all its eigenvalues in Re(s ) < 0. Then 
we know from Section 2.3 that 
(or G(s) = y-1 (s) X (s)) 
where 
X(s) = C(sln - A.+ BF)- 1 B 
Y (s) = I - F (s ln - .4 + BF)- 1 B 
(or X (s) = C(sln - A+ LC )- 1 B ) 
(or Y(s ) = I - C(s ln - A+ LC)- 1 L) . 
Hence, if G( s) is a scalar system, we choose 
p(s) = det[sln - A+ BF] (or p(s ) = det[sln - A+ LC]) 
n(s) = C(sln - A+ BF)-1 B · p(s) 
(or n(s) = C(sln -A+ LC)- 1B · ji(s )) 
d(s) = [I - F (s ln - A+ BF)- 1 B] · p(s) 
(or d(s) = [I - C(s ln - A+ LC)- 1 B] · p(s)) . 
To conclude this section, we mention that there is a nice L00 -norm error bound 
for the all-pass factorization method [Parl]. 
CHAPTER THREE 
Controller Reduction - Performance 
Consideration for Weighting 
3.1 Introduction 
There is a fundamental difference between model order reduction and con-
troller order reduction. Model reduction is , at least normally, based on open-loop 
considerations. On the other hand, any controller reduction procedure, if ratio-
nally based, ought to take into account the existence of the plant. Any controller 
reduction procedure should after all preserve closed-loop stability, and ( as far as 
possible) the closed-loop performance and (as closely as possible) the closed-loop 
transfer function matrix. 
In making these arguments more precise, it turns out that one should consider 
a frequency-weighted approximation problem. The choice of frequency weighting 
is influenced by the choice of criterion thought to be most important in the ap-
proximation process , viz., stability, performance ( the term being used in a loose 
sense), or closed-loop transfer function matrix. Next, we will show in detail how a 
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controller reduction problem can be posed as a frequency-weighted L00-norm opti-
mal approximation problem and we shall also discuss the choice of the weighting. 
Then we propose a new controller reduction method based on a factorization rep-
resentation of the controller. Some properties of the reduction method will follow. 
Examples will be used to demonstrate the method. 
3.2 Controller Reduction as a Frequency-Weighted 
Loo-Norm Approximation 
We will now show how controller reduction can be regarded as a frequency 
weighted L00-norm optimal approximation problem and how the choice of criterion 
affects the choice of the frequency weighting. 
3.2.1 Performance Considerations for Frequency Weighting 
Consider the original closed-loop system in the presence of process and mea-
surement noise, w( t) and v( t), as depicted in Fig.3.1, where G( s) is the plant 
and K( s) is the controller to be reduced. It is possible to compute the spectrum 
if?qq(jw) of the noise process of q(t). (We assume stationarity of the excitation 
noises and closed-loop stability, so that the spectrum exists). 
w(t) 
q(t) 
K(s) G(s) 
Fig.3.1 Original Feedback Scheme Showing Noise Excitation 
.. 
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In order that a low order approximation Kr( s) to the controller K ( s) be 
a good approximation ( in the sense of preserving closed-loop performance), it is 
important that it be most accurate in those frequency bands encountered in actual 
operation. Especially is this so if performance criteria reflect mean square signal 
levels, e.g. , mean square plant output. Thus if q(t) has little spectral energy in 
one band, K(jw) need not be closely approximated there by Kr(jw ), while if 
the spectral energy in another band is high, approximation needs to be accurate. 
Let V(jw) be a stable, minimum phase left spectral factor of <P qq(jw), so that 
V(jw)V*(jw) = <Pqq (jw). Then the controller reduction problem can be posed as 
follows: find Kr (j w) of nominated degree ( say r, r < n, where n is the degree of 
high order controller K(jw) ) such that 
(i) K( s) and Kr( s) have the same number of poles in Re( s) > 0 and no poles on 
the imaginary a.xis (or have identical jw-axis poles and residues ); 
(ii) and 
//[K(jw)- Kr(jw)]V(jw)/1 00 is minimized . (3.2-1) 
Now the spectral factor V(jw) acts as a frequency weighting matrix in the 
minimization. It should be pointed out that (i) comes from the requirement for 
closed-loop stability using the low order controller. The issue is discussed further 
in the next subsection ( Also see Section 4.2.1). 
3.2.2 Stability Margin Considerations for Frequency Weighting 
Let G( s) be the transfer function matrix of a given linear time-invariant plant , 
and let K( s) be a stabilizing high order compensator ( obtained by some standard 
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procedure, e.g., LQG, Hoo optimization, or pole positioning). Let Kr(s) be a 
reduced order compensator, which we are seeking. It is easy to see that the 
closed-loop system with Kr(s) replacing K (s) in Fig.3.1 (ignoring the process and 
measurement noises w(t) and v(t)) is equivalent to that of Fig.3.2. It can then be 
concluded using this redrawing [Doy3, Posl] (and it is now well known) that if 
(i) K(s) and Kr(s) have the same number of poles in Re(s ) > 0 and no poles on 
the imaginary axis (or have identical jw-axis poles and residues); 
(ii) either 
II [K(jw) - Kr(jw )]G(jw )[I+ K(jw )G(jw )]-1 11
00 
< 1 (3.2-2) 
or 
ll[I + G(jw )K(jw )r1 G(jw )[K(jw ) - Kr(jw )Jll 00 < i , (3.2-3) 
then Kr( s) is also a stabilizing compensator. 
K(s) G(s) 
Fig.3.2 Rearrangement of Feedback System With Reduced Order Compensator -
This clearly suggests a minimization problem: find a I( r( s) satisfying (i) which 
at the same time minimizes the left side of (3.2-2) or (3.2-3), and has prescribed de-
gree. The transfer function matrix G(s)[I + K(s)G(s)]- 1 =[I+ G(s)K(s)]- 1G(s) 
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acts as a frequency weighting matrix in this case. The minimization problem just 
posed flows from a sufficient condition for closed-loop stability. It should be noted 
that in this sufficient condition, the requirement (i) for the closed-loop stability 
in fact comes from a multivariable generalization of the Nyquist stability criterion 
(see any classical control text book for the SISO Nyquist stability criterion) derived 
from the Principle of the Argument of complex analysis. The interested reader is 
referred to [Doy3], [Rosl], [Posl] and [Vid3]. There are certainly other sU1.!ficient 
conditions, and we explore later another condition, which requires specifications 
of the plant G( s) and compensator K( s) via coprime factorizations [Vid6]. These 
other conditions lead to a different frequency-weighted optimization problem. We 
will return to this point in the next chapter. 
It is interesting to note that a{ G(I + KG)- 1 } is small when either a{ G} is 
sufficiently small or Q:.{K} is sufficiently large and so often the frequency weighting 
obtained from the above stability margin argument will be greatest around the 
unity gain crossover frequencies of the loop gain G(jw )K (jw ). This means that it 
is more important to have accurate approximation in this band, an idea familiar 
from classical control. 
We should point out here that if a compensator K ( s) of degree n is designed 
by an LQG optimal procedure (Section 2.2), and we then find the lower order com-
pensator Kr(s) which minimizes jj[K(jw)- Kr(jw)]G(jw)[l + K(jw )G(jw )J - 1 11 00 
( or II [I+ G(jw )K(jw )]- 1 G(jw )[K(jw) - Kr(jw )] !1
00 
in the other case), there is no 
implication that Kr( s) is in any sense LQG optimal. This is to say that time do-
main optimization does not imply frequency domain optimization, and vice versa. 
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3.2.3 Closed-loop Transfer Function Considerations for Frequency 
Weighting 
The closed-loop transfer function matrices with the high order controller K ( s) 
and the low order controller Kr ( s) respectively are 
W(s) = G(s )K (s) [I + G(s)K (s )]-1 = I - [I+ G(s) K (s) r 1 
and 
Wr (s) = G(s) Kr(s) [I + G(s)Kr(s)] - 1 = I - [I+ G(s) Kr(s) r 1 . 
So we have 
vVr(s) - W(s) =[I+ G(s )K (s)r 1 - [I+ G(s)K r(s)]-1 
=[I+ G(s) K (s)r 1 G(s )[Kr(s ) - K (s)l[I + G(s)Kr(s )] - 1 . 
(3.2-4) 
Since we want to find a Kr(s) which minimizes 
llvVr(jw) - W(jw)ll
00 
= ll[I + G(jw)K(jw )]- 1 - [I+ G(jw)Kr(jw)]-1 11
00 
we can approximate and use [I +G(s) K (s)]- 1 instead of [I +G(s) Kr(s)]- 1 in (3.2-
4). This suggests the following minimization problem: find Kr( s) of nominated 
degree so that 
(i) K(s ) and Kr(s) have the same number of poles in Re(s) > 0 and no poles on 
the imaginary a..,'(is ( or have identical jw-axis poles and residues)· 
(ii) IIVi(jw)[Kr(jw) - K(jw)]V2(jw)l l
00 
is minimized, where 
V1 (s) =[I+ G(s)K(s) ]- 1G(s) and Vi(s) =[I+ G(s)K (s)] - 1 . 
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Comparing (ii) with (3.2-3) shows that there is reduced weighting placed on 
frequencies in the high loop gain region in this third approach as compared with 
the second approach. 
3.2.4 Further Issues 
We now offer several remarks to conclude this section: 
(i) Other frequency weightings may be appropriate on occasion. For example, 
if the spectrum of external inputs were known, the associated spectral factor 
could appear as an additional weight in the scheme of Section 3.2.3; 
(ii) As will be later seen, other representations of the compensator lead to different 
frequency-weighted problems, formulated however with the same conceptual 
basis ( e.g. , stability margin) as above; 
(iii) One would have to expect that concentration on closed-loop stability could 
lead to poorly performing compensators, while concentration on other perfor-
mance measures could lead to closed-loop instability; 
(iv) The above frequency-weighted L00-norm optimal approximation problems 
cannot in general be easily solved ( especially, as is common, if the amount 
of order reduction is greater than one) . Related problems can however be 
comparatively easily solved. For example, some existing frequency-weighted 
order reduction techniques (see Section 2.5) will make the Loo-norm of the 
frequency-weighted error ( e.g., left side of (3.2-2) or (3.2-3)) small although 
not necessarily minimal; 
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(v) Enns proposed [Ennl , Enn2] a frequency-weighted controller reduction pro-
cedure based on the frequency-weighted balanced truncation technique (Sec-
tion 2.5.1) and the above stability margin considerations for the weight-
mg. Using the transfer function matrix G(s) [I + K (s) G(s)J- 1 in (3.2-2) (or 
[I +G(s )K (s)J- 1 G(s) in (3.2-3)) as the input (or output ) frequency weighting , 
he found the approximation of the hjgh order controller K ( s), Kr( s) from the 
frequency-weighted balanced truncation. vVe will come back to discuss this 
reduction method in greater details in the next chapter; 
(vi) The approximation problems posed above are not fully appropriate for com-
pensators with unstable or jw-axis poles. Consider a controller containing 
a pure integrator. The approximation problem posed demands that any re-
duced order controller also contain a pure integrator with precisely the same 
residue because the closed-loop stability condition (see Section 3.2.2) requires 
that the controller K ( s) and its approximation Kr( s) have identical jw-axis 
poles a~d residues in this case (existence of jw-axis poles). This shows t hat 
the approximation problems we have posed are in some way unnecessarily 
restrictive. As will be shown later , the restriction can be avoided by using a 
coprime factorization representation of the plant and compensator in posing 
the approximation problem; 
( vii) There have been other approaches employing balancing to achieve controller 
reduction. Jonckheere and Silverman [Jonl] suggested balancing of the two 
Riccati equations in the LQG design procedure, followed by truncation. But 
this scheme does not eliminate any uncontrollable or unobservable modes in 
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the controller (which can arise in LQG design), and so appears unattractive. 
Also no frequency error bound is available for it. The same idea was advanced 
also by Verriest, see [Verl] . Yousuf£ and Skelton [Youl] proposed use of an 
unweighted balancing approximation directly on the controller if it is stable. 
This scheme has a frequency domain error bound and has no restriction that 
the controller be obtained from an LQG design. However , as we argued 
for controller reduction, it is better to have frequency weighting to improve 
stability or some aspect of the closed-loop performance. If the controller is 
unstable, a modification of the scheme is available [You2], but the underlying 
rationale for the modification is hard to see. A variant of the modificat ion 
with more rationale was suggested by Davis and Skelton [Davl] . However, the 
same objection applies to this variant as applies to Jonckheere and Silverman's 
scheme. 
3.2.5 Key Idea for New Controller Reduction Methods 
As we have seen before, a controller reduction problem can often be sensibly 
posed as a problem of L00 -norm frequency-weighted optimal approximation. Gen-
erally, there is no closed form solution to these optimal approximation problems. 
Short of doing a brute force parameter optimization numerically, one can only 
solve various related problems. vVe shall propose a collection of new methods in 
this thesis to solve the related problems, which we believe will offer some advan-
tages over the existing controller reduction methods. The key idea behind these 
new methods is to use coprime factorization representations of plant and controller 
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in conjunction ,vith the above various considerations for frequency weighting to 
formulate the controller reduction problem and then to employ the existing or-
der reduction techniques to find the low order controller. These new methods fit 
clearly into the general framework of the factorization approach in control system 
synthesis [Vid6]. 
3.3 Right Coprime Factorization (Unweighted) 
(R CFU) Reduction Method 
We will start with the reduction idea and its motivation in this section; then 
we will give the algorithm for the method. In the next section, some properties of 
the method vvill follow. Then examples will be used to illustrate the method. 
3.3.1 Motivations for the Method 
Suppose there is given a linear, time-invariant system G(s), and a high or-
der stabilizing linear, time-invariant controller K ( s) (perhaps obtained by some 
standard design procedure). Assume that G( s) has a left coprime factorization 
(i (s), Y (s) ) , and K (s) has a right coprime factorization (N(s), D(s)), i.e. the 
transfer function matrices X (s), Y(s), N (s) and D(s) are proper and stable, Y (s) 
and D(s) are nonsingular , and G(s ) = y- 1(s )X (s) and I<(s) = N(s )D-1 (s). 
The basic idea of this new controller reduction method is that instead of 
approximating K(s) directly by some low order I<r(s ), we shall now approximate 
the component parts of the factorization representation of I<( s ). That is , we 
approximate [ i~ :~] by some low order [ i:~; j] , and then form the low order 
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controller as 
(3.3-1) 
One might ask, why do controller approximation in this way? One reason is 
that we have the following statement [Vid6]: let 
~ 11 [D(jw) - Dr(jw)] II 
€- N(jw)-Nr(jw) 
00 
(3.3-2) 
If c --+ 0 as we change the pair within the right cop rime proper transfer function 
matrices (Nr(s), Dr(s)), then 
5 ~ jjH(G(jw), K(jw)) - H(G(jw), Kr(jw ))ll
00
--+ 0 (3.3-3) 
where the closed-loop transfer function matrix H( G, K ) is defined by (2.3-9), and 
I<r (s) by (3.3-1). 
This result virtually says that when one does the reduction in the above way, if 
the reduction error c is small, then the difference between the closed-loop transfer 
functions is also small (i.e., 5 is also small). Thus , we can say that approximating 
a controller by approximating the component parts of its factorization is a nat-
ural method of tackling the controller reduction problem, in that we can expect 
some good result s in approximating the closed-loop performance for this controller 
reduction method. However, questions remain. Firstly, there is no unique frac-
tional representation of the controller, and no guarantee that if approximations are 
made using two different fractional representations, then the same approximated 
controller will result. So we need to consider which particular frac t ional repre-
sentation (if any) should be preferred. Secondly, we have emphasized in the last 
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section that the frequency weighting is crucial to the controller reduction problem. 
How should a frequency weighting be used here? To deal wi th these issues: let us 
restrict ourselves to the situation that the controller K ( s) is obtained by an LQG 
design procedure, i.e. , K (s ) = F (sln - A+ BF+ LC)- 1 (assuming the plant is 
G(s ) = C (sln -A)- 1 B ) where Fis the feedback gain (defined as in Section 2.2.1 ) 
and L is the Kalman filter gain ( defined as in Section 2.2.2). ow we redraw 
the closed-loop with noise excitation as Fig.3.3. Under the assumptions of the 
LQG design, it is well known that the innovation process q(t ) is white and with 
covariance V 8 ( t - T), the same as the covariance of the measurement noise v( t) 
[Kwal] . 
v(t) 
(sl-A+BFr1 + y(t) I,_ __ 
Fig.3.3 State Feedback/Estimation Based Controller With Plant 
Now think of the controller as being defined by an interconnecting rule to-
gether with an n th order stable transfer function matrix, viz 
[ C] ( I _ A + BF)_ 1 L ~ [ D ( s ) - Im ] F s n - N (s) (3.3-4) 
(see Fig.3.4- the negative sign attached to Fis inessential). The transfer function 
matrices N ( s) and D( s) are defined as in (2.3-2) and they are the right coprime 
factorization of the controller K ( s ). This then suggests that we can approximate 
Chap. 3 Con1roller Reduction - Perfonnance Consideration for Weighting 53 
[ D(~(:/m l by some [ Dt;(~/m l or, approximate [ i i:l l by [ ttn with 
the second transfer function matrix having McMillan degree r ( r < n ), and then 
recover a reduced order controller by replicating the interconnecting rule, i.e. , the 
low order controller Kr(s) = Nr(s)D;1 (s) . Of course , this is equivalent to approx-
imating the parts of a fractional representation of the controller, as we proposed 
before. In this case now, we take the particular right coprime factorization of the 
controller defined by (3.3-4) as the fractional representation. ote that since we 
have the feedback gain F designed by an LQG procedure, we know that matrix 
A - BF has all its eigenvalues in left half plane. So [ ~~:~ ] is also stable. This 
means we do not need to worry about instabilities in the reduction procedure. 
·---------------------------------------· 
·-I 
+ y q(t) 
- - - .._, 1: ·----4~ ,_. 
I 
-F 
Fig.3.4 "Controller" (Heavy Line) and Interconnection Rule (Dashed Line) 
Should we introduce frequency weighting into this procedure? If we take the 
spectra.! (closed-loop performance oriented, as described in Section 3.2.1) view-
point, as opposed to the stability or closed-loop transfer function viewpoint, the 
answer is no. Under the LQG assumptions, the process q( t) depicted in Fig.3.3 
is the innovations process , and as such is white, with covariance V5(t - T). The 
only weighting which we should then use is a constant matrix, V½ , a square root 
of the matrix V. That is to say, we may start with the intention of incorporating 
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frequency weighting, but the redescription of the controller via a coprime factor-
ization eliminates the frequency weighting. It should be pointed out that the idea 
of avoiding frequency weighting in this way comes indirectly from [You2]. 
"Which order reduction technique we should employ to reduce [ ~~: ~] to 
[ t:[; l] is a separate issue , as long as the technique yields stable [ t;[; l] and 
with Dr( s) invertible. It is clear that the three order reduction techniques men-
tioned in Section 2.4 will suffice, with the balanced truncation ( unweighted) yield-
ing a simple algorithm, the Hankel norm optimal approximation maybe obtaining 
a better approximation and the q-Markov cover fitting the conceptual considera-
tion most comfortably (matching the closed-loop spectrum) [You3 , You4, And3, 
Ske2] . 
Note that it is not more appropriate to approximate 
[ D(s) ] ~ [D(s) P(s) ] JV(s) N(s)P(s) (3.3-5) 
by some [i:~:~] , where P(s) and p- 1 (s) are stable and non-constant ; note 
that P( s) both defines a different right coprime factorization representation of 
K ( s) ( and all other cop rime factorizations can be found in this way) and can be 
thought as a way ( not the only way) of introducing frequency weighting to the 
original representation by N(s) and D(s). 
3.3.2 Controller Reduction Algorithm 
Now we state a controller reduction algorithm based on the above idea and 
the balanced realization truncation technique. 
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Suppose given a system (A,B,C), completely controllable and observable, and 
feedback control gain F and estimator gain L obtained by standard LQG design. 
(Assume all necessary assumptions for LQG design are satisfied). Define a constant 
weighting lvl, where lvl 1vJT = V, the intensity matrix of the measurement noise 
v( t ). (By assumption, V > 0, hence, we can choose NI square and non-singular). 
Step 1: For the system (A-BF, LM, [;:] ), find a balanced realization, i.e., find 
a non-singular transformation matrix T , such that with 
A= T- 1 AT 
C=CT 
the LyapW1ov equations 
(3.3-6) 
(3.3-7) 
(3.3-8) 
hold, where E = diag{ <71, 0-2 , ... , o-n} , O"i 2: O"i+l , i = 1, 2, ... , n - l. 
Step 2: Partition A, B ,C, L , F and E as 
A= r A11 
L A21 
A12] 
A22 B= [ !: ] , C= [C1 C2] (3.3-9) 
I= [ ~~] ' F= [F1 F2], E _ [E1 - 0 i2] (3.3-10) 
E2 = diag{ <7r+l , ... , O-n} and 1 ~ r < n. 
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Step 3: Form the reduced order controller as 
(3.3-11) 
In order to check whether I{ r( s) is what we wanted, let 
(3.3-12) 
(3.3-13) 
It is t rivial to prove that J(r (s) = Nr(s) D; 1(s), i.e., Nr(s) D;1 (s) is a fractional 
representation of J(r (s). Now, we need also to check (Nr(s), Dr(s)) is a right 
co prime factorization of J{ r( s) . It is easy to see first that Dr( s) is nonsingular . 
From the LQG design procedure we believe that it is easy to ensure, through slight 
modification of the performance weighting matrices Q and R in the LQ index 
(2.2-2) or the filter weighting matrices TtV and V if necessary, that ar > t7r+ l in 
the balanced realization of ( A - BK, L , [;:] ). Then by a property of the balanced 
realization truncation, Lemma 2.4, we know that A11 - B 1 F 1 is asymptotically 
stable because A - BF is asymptoticaUy stable, and then '/\fr(s) and Dr(s) are 
also asymptotically stable. Further , by another proper ty of balanced truncation, 
Lemma 2.5 , we have a frequency error bound 
11 { [ig:n- [i~g:jJ } J\11 II= 
= 11 { [;] (j W J n - A + B F )- 1 L - [;:: ] (j W Ir - Au + B 1 F 1 ) - 1 L1 } ~t/ 11 = 
~ 2tr(~2) . 
(3.3-14) 
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Thus 
ll
l[D(jw)] [Dr(jw ) ] II 2tr(E2) _ 1 N(jw) - i\fr(jw) oo::; JAmin{M}I = 2tr(E2 ) jAma.x{ lvf }j . (3.3-15) 
From [Vid6] we know that if 2tr(E2) is small enough on the right side of (3.3-15), 
then Nr (s) and Dr(s) are right coprime. This means that Nr(s)D;: 1 (s ) is a right 
coprime factorization of Kr ( s ) . Hence, we can say that [ ~:~; ~] is a factorization 
approximation of [ ~~: ~] with constant weighting 1\lf and with error bounded 
by 2tr(E2 ). We term this method the right coprime factorization (unweighted) 
(RCFU) controller reduction method. 
Next , we will display properties of this reduction procedure in relation to the 
closed-loop transfer function and closed-loop stability. 
3.3.3 Properties of the Reduction 
"'vVe have from (3.3-3) a non-quantitative property concerning the closed-loop 
transfer function error if we use the above controller reduction procedure. vVe also 
know from [Vid6] that the stability of the closed-loop system with a reduced-order 
controller is guaranteed by a sufficiently small value of the error bound 2tr(E2 ) in 
(3.3-14) or (3.3-15). The question is, just how small tr(I:2 ) should be for stabiiity. 
In this section, we will give some quantitative results for this reduction procedme. 
Let N(s) and D(s) be defined as in (2.3-2), _f(s) and Y (s) be defined as in 
(2.3-3), and H ( G,J() be defined as in (2.3-9); we have 
Chap. 3 Controller Reduction - Perfonnance Consideration for Weigluing 58 
Theorem 3.1: let TJ ~ jj[Y(jw) _i(jw)]i1
00
; ilTJC: < 1, then 
(3.3-16) 
where c: is defined by (3.3-2), 5 is defined by (3.3-3) and 
~ II [ D(jw ) ] - . - . II ~ = Im+e - N(j ) [Y (Jw ) X (Jw )] 
00 
• 
Proof: We first note (see (2.3-6)) that 
Y (s)D(s) + X (s)N (s) = Im (3.3-17) 
with G(s ) = y- 1 (s )X (s ) and K (s) = N (s)D- 1(s), and also note that 
(3.3-18) 
We have 
[ o O] [ Um+ GK)- 1 ~G(Ie + KG )- 1 ] H ( G, K)- O l e = K (Im + GK)- 1 (Ie + KG )- 1 - le 
[ 
Um+ GKr 1 -(Im+ GJ()-1G ] 
= K (Im + GK )- 1 -K(Im + GK)- 1G 
[ 
(Im+ GK )- 1 ] 
= K(Im + GKr 1 [Im - G] . 
Using (3.3-17) , we obtain 
) [ o o ] = [ D ] [Y H (G,I{ - 0 le N -X]. (3.3-19) 
Similarly, we have 
(3.3-20) 
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where ~-l = (YDr + XNr) - 1 . Using (3.3-17) again , we have 
~ -l = (Y Dr + XNr) - l = [Im - Y (D - Dr) - X (N - Nr)] -l 
Now define 
and 
Then 
Let 
and 
Then if 
we have 
= [Im - [Y xJ [ i = t: ] ]-1 . 
r (s) ~ [D(s) ] D(s) ~ [Y(s) X(s)] 
- N(s) ' 
77 = IID(j w)ll<X) = ll[Y(jw) X(jw)Jll<X) 
. . II II [D(jw) - Dr(jw) ] II 
€ = II r (J w) - r r (J w) CX) = N (j w) - N r (j w) CX) • 
77€ < 1 
~-l = [I m - D(r - r r)] - 1 
=Im+ n(r - r r) + Om (e: 2 ) 
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(3.3-21 ) 
(3.3-22) 
(3.3-23) 
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where Om (c2 ) refers to a matrix and II Om (c:2 )1/
00
/c:2 is bounded as c: -t 0. Hence 
0 = II H (G,K ) -H(G,Kr )lloo 
= ll r[f - xJ - rr6- 1 [f - Xlll
00 
= II { r - r r[Im + n(r - r r) + Om (c:2 )] } [Y - X]lloo 
= II { (r - r r)[Im + ncr - r r)] - rncr - r r) - rrOm (c2 ) } [Y -Xllloo 
= IIUm+e - rn)cr - rr)[f - xJ + Bm (c:2 )11
00 
where 
and II Om (c:2 )11
00
/c:2 is bounded as€ -t 0. Now, let 
Then 
D 
The meaning of (3.3-16) is very clear. When we do the controller reduction 
using the above method, if the error c is small enough, then the error bound on 
the closed-loop transfer function matrices will be small also, and if we neglect 
the high-order c term for sufficiently small c:, then the multiplicative factor in the 
bound relating 5 and c is just a constant ~77 , determinable from the given original 
system and full-order controller. 
Now, we turn to the closed-loop stability. vVe have 
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Theorem 32: For an LQG designed controller K (s), with controller reduction 
performed as above, if tr(E2) in (3.3-14) satisfies 
1 2tr(E2) < -----=-----=-----(1 + ll[I - D Y - DXJILX)) JJ D-1 JI= (3.3-24) 
and if K (s) and Kr (s) have the same number of poles in R e(s) > 0 and have 
identical jw-axis poles and residues, then the closed-loop sy stem with the re-
duced order controller Kr( s) will be stable. 
Proof: We now will use the well known result (3.2-3). From the factorization 
of K (s) and Kr(s), we have 
- ND- 1(D - D )D-1 - (N - N )D- 1 
-- r r r r 
It follows from (3.3-17) that 
(Im+ GK)- 1 G(J{r - K ) 
= DX[N D- 1 - Ie] [ i = ~:] D- 1 [Im - (D - D r)D-1] - 1 . 
Hence, if 
(3.3-25) 
then, again from (3. 3-17) 
Jl(Im + GJ()-lG(J{r - J<)JI= 
:::; ll[Im - DY - DXJll=2tr(E2)IID-l 11=(1 - 2tr(E2)IID-1 Jl=)- 1 . 
If we arrange for 
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then 
(3.3-27) 
Note that (3.3-26) is equivalent to (3.3-24) (and hence (3.3-25) holds true). 
Now, if K (s) and Kr (s) have the same number of poles in Re(s) > 0 and have 
identical jw-axis poles and residues, by the result in (3.2-3), (3.3-27) implies 
that the closed-loop system with reduced order controller I<r (s) is stable. D 
vVe will show in the next chapter that the stability condition reached here 
can be greatly relaxed. The requirement that K (s) and I<r (s) have the same 
number of poles in R e( s) > 0 and have identical jw-axis poles and residues can be 
abolished and (3.3-24) can also be changed to a weaker requirement . 
As we ha e said before, the fractional representation N"r(s) D;: 1 (s) of the 
reduced order controller I< r( s) will be a right coprime factorization of Kr( s) if 
<7r > <7r+I and € (defined in (3.3-2)) is small enough. Do we really need € to be 
small to guarantee the coprimeness of (Nr(s), Dr(s))? vVe have 
Theorem 3.3: Let all notation be as denned in (3.3-6) to (3.3-13). Then 
(Nr( s ), Dr(s )) is a right coprime factorization of Kr (s) if Au -L1 C1 is asymp-
totically stable and <7 r > <7 r+ 1. 
Proof: vVe already know that if <7r > <7r+1, then (Nr(s), Dr(s)) is a right 
stable factorization of Kr(s) with Dr(s) nonsingular, so we only need to prove 
Nr( s) and Dr( s) are coprime. We shall exploit the Bezout identity. Now define 
(3.3-28) 
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with all notation from (3.3-6) to (3.3-13) . Then 
Yr (s) Dr(s) +i\(s)Nr(s) = [Yr(s) i\(s)] [~:~;n 
=Im+ C1 (s ir - An + B1F1 )- 1 L1 - C1 (s ir - An+ L1 C1 )- 1 L1 + 
Hence, if A11 - L1 C 1 is asymptotically stable, then Yr( s) and J'."r( s) are stable. 
So by definition (the Bezout identity above), Nr(s) and Dr(s) are right coprime. 
D 
- -It is interesting to note that Yr( s) and Xr( s) come from the truncations of 
Y ( s) and .X ( s) after the similarity transformation T , though [Y ( s) X ( s)] is not 
necessarily in balanced form. By the LQG assumption, A - LC is asymptotically 
stable; it is not unreasonable that A11 - L1 C 1 will be also asymptotically stable 
in many problems. 
Next, we will use some examples to study how well this controller reduction 
procedure works. 
3.4 Examples 
We have used the example in Enns ' paper [Ennl] to compare our method 
to Enns ' method [Ennl, Enn2], Glover's method [Glol] applied to the controller, 
Davis and Skelton 's method [Davl], and Yousuff and Skelton 's method [Youl] . 
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The plant to be controlled is a four-disk system and is linear, time-invariant , 
SISO, unstable and non-minimum phase, and of eighth order. The transfer func-
tion is 
G s _ 0.01 (0.64s 5 + 0.23196s 4 + 7.13s 3 + 100.02s 2 + 10.45s + 99.55) 
( ) - s2 (s 6 + 0.16ls 5 + 6.004s 4 + 0.5822s 3 + 9.9835s 2 + 0.4073s + 3.982) 
To carry out an LQG design, we use the controllable canonical form realization 
of G(s), say (A, B ,C), where 
-0.161 -6.004 -0.58215 -9.9835 -0.40727 -3.982 0.0 0.0 l 
1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 
A= 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 ' 
0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 
1.0 0.0 
0.0 0.0 
0.0 6.4432 X 10-3 
B= 0.0 CT= 2.3196 X 10-
3 
0.0 7.1252 X 10-2 
0.0 1.0002 
0.0 0.10455 
0.0 0.99551 
and choose the control performance weightings as 
Q = q1HTH, R= 1 
where 
H = [ 0 0 0 0 0.55 11 1.32 18] 
and q1 = 106 , then yielding a feedback gain 
F = [ 0.0962 0.0201 0.5777 0.0836 0.9606 0.0849 0.3821 0.0180] 
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The filter weightings are chosen as 
W = q2BBT , V = 1 (hence M = 1) 
where q2 is a design parameter. 
In order to have good tests for the different reduction methods , we deliberately 
selected a range of values for the design parameter q2 from 10-2 to 106 . We omit 
the values of the Kalman gain L for the different designs here. 
The gain margins and phase margins of the closed-loop systems with full order 
LQG designed controller for different values of the design parameter q2 are listed 
in Table 3.1. 
Table 3.1 Gain and Phase margins of full order closed-loop systems 
q2 10-2 1.0 10 102 103 104 106 
Gain Margins ( dB) 10.31 14.38 15.94 17.37 19.08 20.46 23.37 
Phase Margins (deg. ) 37.34 48.86 52.32 54.31 55.88 57.21 59.62 
For the different LQG designed controllers obtained by usmg the different 
values of the design parameter q2 (where q2 = 0.01 , 0.1 , 1, 10, 100, 1000, 2000), 
we have carried out the controller reduction by the four methods mentioned before 
and our method ( denoted as RCFU), for different reduced orders ( from 2nd to 7th 
order). Then we have checked the stability of each closed-loop system. The results 
are shown in Table 3.2. 
It is easy to see from Table 3.2 that the RCFU method is very good at preserv-
ing the closed-loop stability though it is not a stability oriented method. RCFU 
fails to yield a stable closed-loop system in only five cases while Enns ' reduction 
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Table 3.2 Closed-Loop Stability of the Reduced Order Controllers 
Order Method, q2 = 0.01 0.1 1.0 10 100 1000 2000 
Enns s s s s s s s 
Glover (GL) s s s s s u s 
7 Davis and Skelton (DS) s u u s s s s 
Yousuff and Skelton (YS) s s s s u u u 
RCFU s s s s s u u 
Enns s s s s s s s 
GL s s s s u u u 
6 DS s s s s s s s 
YS s s s u u u u 
RCFU s s s s s s u 
Enns s s s s s s s 
GL s s s s u u u 
5 DS s u s s s u u 
YS s s s u u u u 
RCFU s s s s s s s 
Enns s s s s s s u 
GL s s s s u u u 
4 DS s s u s s u u 
YS s s s u u u u 
RCFU s s s s s s s 
Enns s s s s s s s 
GL s s u s u u u 
3 DS u u u u u u u 
YS s u u u u u u 
RCFU s s s s s u u 
Enns s s s s u u u 
GL s u s u s u u 
2 DS s u s u u u u 
YS s s s u u u u 
RCFU s s s s s s s 
S - - the closed-loop system is stable; U - unstable. 
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method fails to yield a stable closed-loop system in four cases. The RCFU method 
is better than any other method compared here in preserving stability. 
vVe have also compared the performances of the closed-loop syst ems wi th 
different reduced-order controllers. vVe have checked the step responses , impusle 
responses, and the responses t o an approximately whi te noise input for all those 
closed-loop systems shown in Fig.3.5. 
u(t) + - y(t) 
- ~ - K(s) - G(s) -
-
- - -
- 'l 
u(t) = Unit step, impulse, white noise inputs 
K(s) = K(s) full order or Kr(s) reduced order controller 
Fig.3.5 Comparison of Performances of Full and Reduced Order Controller _ 
We have also compared the frequency behaviour of the loop gain G(s)Kr(s) 
with that of the full-order one, G(s)K (s), where Kr(s) is the reduced-order con-
troller obtained by different methods. In general , we find that in most cases the 
closed-loop system with a reduced-order controller obtained by the RCFU method 
has a much closer response to that of the full-order closed-loop system than for 
the other methods. To show this clearly, we choose two rather critical cases with 
different values of q2 and different reduced orders. 'When q2 = 100, and reduced or-
der of 5, two methods fail to yield a stabilizing fifth-order controller, viz. , Yousuff 
and Skelton's and Glover's methods. Comparisons of the closed-loop responses 
due to different input signals for the different reduction methods are shown in 
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CURVE: 
1 FULL ORDER 
2 ENNS' METHOD 
3 OAvrs & SKELTON 
4 NEW METHOD 
Figs.3.6-3.8. Note that the approximate white noise signal, shown in Fig.3.12 and 
the closed-loop responses to these inputs shown in Figs.3.15 are not plotted with 
the same vertical axis scaling. Figure 3.9 shows that the frequency response of 
G(s)Kr(s), with Kr(s) determined by our method, is very close to G(s) K (s) at 
all frequencies. 
We also compared the Nyquist plots , shown in Fig.3.10. Because the fre-
quency around the unity gain is very important, and for a clear comparison, we 
only show the part of the Nyquist plot corresponding to a limited frequency range 
(0.04 rad/sec unless otherwise marked to 1 rad/sec). Fig. 3.11 depicts the error 
[(I+ GK)- 1 GK - (I+ GKr )-1GKr] as a function of frequency for different ap-
proximation methods. (The plots include the two approximation methods which 
lead to reduced order controllers which are not stabilizing the plant. ) 
In another case, by choosing q2 = 1.0 and the reduced order to be 2, all meth-
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ods yield a stabilizing second-order controller. The comparison results are shown 
in Figs.3.13- 3.18. We can also draw the same conclusions from these comparisons 
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as before. These figures do not of course suggest that all methods other than the 
one of this chapter are so poor as to be almost unacceptable. In fact , when q2 is 
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CURVE: 
1 ENNS" METHOD 
2 GLOVER "S METHOO 
3 OAV!S & SKELTON 
4 YOUSUFF & SKELTON 
5 NEW METHOD 
CURVE: 
1 WHITE NOISE 
very small, all methods (including our new method) may yield a very good result . 
For example, when q2 = 0.01 and the reduced order is 6, all methods yield 
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responses almost the same as the response of the full-order controller. This means 
that every method here may sometimes work well, and sometimes not. But com-
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paratively speaking, our method (RCFU) seems to do well in ensuring "closeness" 
of the closed-loop responses, and Enns' method seems to do well in preserving the 
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3.5 Remarks and Summary 
In this chapter, we have established first that the controller reduction prob-
lem is quite different from the (open-loop) model reduction problem because of 
the presence of the plant in the closed-loop system. Then we have shown that 
it is sensible to pose the controller reduction problem as a frequency-weighted 
L 00 -norm optimization problem. Although the optimization problem cannot be 
easily solved exactly, several frequency-weighted order reduction methods yielding 
approximate solutions are available. Then we have demonstrated how the choice 
of the frequency weighting in the reduction can be affected by the consideration of 
the prime criterion of the reduction, e.g., performance, stability, and closed-loop 
transfer function. 
By combining the coprime factorization representation of a controller and per-
formance considerations for the frequency weighting, we proposed a new controller 
reduction algorithm termed the RCFU method using the balanced realization trun-
cation technique (unweighted). Some interesting quantitative analyses have been 
done also. We have shown by examples that the RCFU reduction method can be 
very efficacious in preserving both the closed-loop stability and performance. 
We now offer several remarks to conclude this chapter. 
Remarks: 
(i) The simulation results of the examples in Section 3.4 have shown that our new 
method (RCFU) is very attractive in terms both of the stability properties and 
of the accuracy of closed-loop approximation. The algorithm of this method 
is very simple to implement . The procedure is also naturally motivated. For 
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the nonminimum phase system we considered, the simulation results show 
that it is much harder to stabilize the original system by a reduced order 
controller (no matter what method is used to obtain it!) when the filter design 
parameter q2 becomes larger. Another interesting observation is that for the 
same method and the same q2, in many cases, a second-order controller is 
better than a third-order one , a fourth-order controller is better than a fifth-
order one, and a sixth-order controller is better than a seventh-order one. 
This suggests that in general, it may be better to reduce an odd-number-
order controller to an odd-order one, and an even-number-order controller 
to an even-order one for better closed-loop performance and stability. The 
physical meaning of this suggestion is that if the controller has complex poles 
in the dynamics, we should then reduce the modes (i .e. , pairs of complex 
conjugate poles) of the controller rather than approximating a complex pole 
pair via a real pole. 
(ii) An advantage of the RCFU method is that provided that the original sys-
tem is completely controllable and observable, then even if the LQG designed 
controller is open-loop unstable, this method still works without changing 
anything. Specifically, there is no need to decompose the unstable controller 
K ( s) into an asymptotically stable part Ks ( s) and an unstable part Ku ( s), 
and then to reduce the stable part Ks(s), as suggested in [Ennl] and [Glo2]. 
Nor is any other ad hoc modification needed. Thus our method also involves 
the information contained in the unstable part of the controller in the approx-
imation process. So, from this point of view, RCFU may yield a better result 
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than any other method when we deal with unstable controller reduction. 
(iii) It is in principle possible to start with a left coprime factorization of the 
controller K ( s). 
K (s) = [Ie + F(s in - A+ LC)- 1 B]-1 F (s in - A+ LC)- 1 L = i5- 1 (s)N(s) 
where 
D(s) = Ie + F(s in - A+ Lc)- 1 B 
N(s) = F(s in - A+ Lc)- 1 L. 
vVe can also use essentially the same method to approximate K ( s) by bal-
ancing the system (A - LC, [B L], F ), approximating , and then forming the 
reduced-order controller in a similar way. vVe term this dual procedure the 
LCFU method (the meaning is self evident ). The results do not seem as good 
as those obtained with the right coprime factorization approximation, perhaps 
because the justification we gave for the use of the pai-ticular right coprime 
factorization in terms of the whiteness of the innovation process can no longer 
be advanced. 
(iv) A natural question about this method is: why not use a Hankel norm op-
timal approximation of [ i~: ~ ] , since, especially, the approximation error 
would seem less than when balanced approximation is used? One answer 
to this question is that we may prefer a strictly proper reduced order con-
troller to a non-strictly proper one, since, in some sense, stabilization by a 
non-strictly proper controller is never robust against singular perturbations 
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while stabilization by a strictly proper controller is robust against singular 
perturbations (See Section 2.3.3 , and [Vid7]). The reduced order controller 
obtained by the Hankel norm approximation method in [Glo2] is generally a 
non-strictly proper one. One might then consider working with the strictly 
proper part only of the optimal Hankel norm approximation; let us therefore 
consider the L 00 -norm bound of the Hankel norm optimal approximation to 
a strictly proper system G( s), when we also require the reduced order system 
G( s) strictly proper. For an r th order Hankel norm optimal approximation 
of G( s) which is constrained to be strictly proper we know, see [Glo2], that 
there exists a constant matrix Eo , such that 
IIG(jw) - G(jw) - Eo ll
00 
~ tr(~2 ) = (o-r+l + · · · + o-n ). 
Letting w -+ oo , the above becomes 
Thus 
This means that when we require the Hankel norm optimal approximation 
G( s) to be strictly proper , the L00-norm error bound will be the same as 
error bound of the balanced realization truncated approximation. Since the 
algorithm of the Hankel norm optimal approximation is more complex than 
the algorithm of balanced realization truncation, it may therefore offer no ad-
vantage at all. vVe might also consider using the q-Markov COVER technique 
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[You3, You4, And3, Ske2] . One disadvantage is that this technique offers no 
frequency error bound on the reduction. 
( v) There would seem to be no difficulty associated with carrying the ideas over 
to discrete-time systems. 
Finally, the fact that the efficacy of the procedure above and its dual cannot 
always be guaranteed ( with the RCFU and the LCFU often having quite different 
quality of results in terms of stability) leads us to focus on the use of a stability 
oriented method in conjunction with the above style of controller description. 
In the next chapter, we will explore further the stability criteria and the 
Bezout identity, and then propose a new frequency-weighted controller reductiqn 
approach. 
CHAPTER FOUR 
Controller Reduction With Weighti.ng 
- Stability Consideration for Weighting 
4.1 Introduction 
In the last chapter, we found that the RCFU and LCFU methods could not a 
priori guarantee good stability properties for the closed-loop design using reduced 
order controller, though these methods offered us other advantages in return be-
cause of the fractional representation of the controller in the reduction. In this 
chapter, we will focus on the inclusion of stability considerations in the reduction 
process ( via introduction of frequency weighting) while we keep the same style of 
controller description as in the last chapter. In doing this , we hope to obtain better 
results on the preservation of closed-loop stability, while at the same time taking 
advantage of representing the controller ( and plant ) via a coprime factorization. 
We know that a robust stability criterion is the key to generating a frequency 
weighting for controller reduction which focuses on stability considerations. vVe 
will start this chapter with a brief review of robust stability criteria. Then we 
will revisit Enns ' frequency-weighted reduction method in detail. Using a certain 
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robust stability criterion in considering the frequency weighting for the reduction 
in conjunction with representing the controller and the plant with coprime factor-
izations, we propose a new frequency-weighted controller reduction method which 
we hope will overcome some drawbacks in Enns' reduction method. We also study 
the possibility of extending this method to cope with more sophisticated compen-
sators or to obtain better performance in the reduction. Finally, examples are 
used to illustrate the method and its dual form. 
4.2 Robust Stability Criteria and Enns' Weighted 
Reduction Method 
Uncertainty in some form or other will be inevitably present in a finite-
dimensional, linear, and time-invariant model of a control process no matter how 
it is derived. Therefore, no nominal model should be considered complete without 
some assessment of its uncertainty. One of the commonly used representations 
of uncertainty is the so-called unstructured uncertainty, which is represented by 
a transfer function matrix with bounded known norm (usually L00-norm) that is 
otherwise unconstrained [Doy3] . The uncertainty may be introduced additionally, 
multiplicatively, etc. A feedback control system design based on the nominal plant 
model possessing certain desirable properties should retain these properties when 
the nominal model is replaced by a perturbed model with the unstructured un-
certainty. A design with such a property can then be said to be robust. Recent 
developments in assessing the robustness of the closed-loop stability property of the 
feedback system shown in Fig.4.1 (See [Doy3] and also [Posl] for a list of the rele-
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vant references) provide us some useful tools for formulating a frequency-weighted 
controller reduction problem and also for analyzing the closed-loop stability given 
the reduced order controllers. Two points should be noted. First , almost all ro-
bust stability criteria in their original forms have the unstructured uncertainty 
attached to the plant model and not to the compensator. However, one should 
realize that there is no difficulty in changing the original robust stability criterion 
into a form in which the unstructured uncertainty is attached to the compensator, 
as shown in the form of (3.2-2) and (3.2-3), since the roles of the plant and the 
controller in the feedback control configuration of Fig.4.1 are reversible as far as 
stability is concerned. Second, once we have a robust stability criterion related 
to the compensators, we can then regard the controller reduction as equivalent to 
the introduction of a particular uncertainty to the high order controller. 
K(s) G(s) 
Fig.4.1 Standard Feedback Control System Configuration 
4.2.1 Robust Stability Criteria (for Controller) 
In this section, we first present robust stability tests based on a multivariable 
generalization of the Nyquist stability criterion and a generalized inverse yquist 
stability criterion, both being derived by a straightforward application of the Ar-
gument Principle of complex analysis. Then we present another type of robust 
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stability test which ·will accommodate unstructured uncertainty in pert urbations 
of a fractional description. This type of robust stability test does not require the 
perturbed controller to have the same number of unstable poles or zeros as the 
original one, in contrast to the first two. These robust stability criteria are the 
keys to new frequency weighted controller reduction methods in this chapter. 
Suppose the plant G( s) and controller K( s) are as in the feedback system of 
Fig.4.1. Define DD to be a standard direct Nyquist D-contour (See any classical 
control text book for the definition of the Nyquist D-contour) with a clockwise 
orientation. If G( s ) or/ and K ( s) has j w-axis poles , DD will be modified to have 
indentations to the left of imaginary axis poles. Also , let DI be a standard inverse 
Nyquist D-contour with a clockwise orientation, and with indentations to the left 
of any imaginary axis zeros of G(s) or/and K(s ). Then we have [Rosl, Posl]: 
Lemma 4.1: The feedback system of Fig.4.1 is closed-loop stable if, and only 
if the image of the Nyquist D-contour Dv under det[I + G(s)K (s)] does not 
pass through the origin and encircles the origin ip times anti-clockwise, where 
IP is the total number of poles of G( s ) and K( s ) in DD , counted according to 
Md\!Iillan degree. 
Note that this lemma provides a necessary and sufficient condition for closed-
loop stability. Now let Kr(s) be a reduced order controller of K (s) obtained 
by some reduction procedure. From this lemma we see that if Kr( s) has the 
same number of poles in DD as K( s ), then the corresponding closed-loop system 
with the reduced order controller Kr( s) will be stable if the image of DD under 
det[I + G(s)Kr(s)] encircles the origin the same number of times as the image of 
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Dv under det[I + G(s)K(s)]. Assuming for the simplicity that K (s) and Kr(s) 
have no jw-a..'Gs poles , we can easily obtain the following sufficient conditions for 
robust stability [Doy3] . 
Lemma 42: The closed-loop system of Fig.4.1 will remain stable when the 
nominal stabilizing controller K(s) is replaced by a reduced order controller 
Kr(s) if: 
(i) K( s) and Kr( s) share the same number of poles in Re( s) > 0 and have no 
jw-axis poles; 
(ii) either 
ll[K(jw) - Kr(jw )]G(jw)[I + K(jw)G(jw)]-1 11= < 1 ( 4.2-1) 
or 
Jl[I + G(jw )K(jw)r1 G(jw)[K(jw) - Kr(jw)JIJ= < 1. ( 4.2-2) 
We have already seen this result in the last chapter. The only difference now 
is that this t ime we have a better understanding how this result is related to the 
generalized Nyquist stability criterion. 
If there exist jw-axis poles in the stabilizing controller K( s ), the condition (i) 
in the above lemma should be replaced by: (i) ' K(s) and Kr(s) share the same 
number of poles in R e( s) > 0 and have identical jw-axis poles and residues. The 
condition (ii) will be the same. This condition (i)' is very much self-evident from 
Lemma 4.1. In this case (existence of jw-a..'<is poles in K(s)), the direct yquist 
D -contour Dv should be indented to the left of these jw-axis poles. The condition 
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(i) ' together with the condition (ii ) will guarantee that det[I +G(s) K r(_s) ] encircles 
the origin the same number of times as det[I + G(s)K(s)] does (and does not 
pass through the origin). Hence the closed-loop stability with the reduced order 
controller Kr (s). For the sake of completeness, we present the robust stability 
criterion related to the inverse Nyquist D-contour, see, e.g. , [Ogal , Posl ]. 
Lemma 4.3: Assume that G(s)K(s) or K (s )G(s) is square and nonsingular. 
The closed-loop system of Fig.4.1 is stable if and only if the image of the inverse 
Nyquist D-contour D 1 under det[I + ( G(s )K ( s )) - 1 ] ( or det [I + (K ( s )G( s )) - 1 ]) 
does not pass through the origin and encircles the origin ,z times anti-clockwise, 
where ,z is the total number of zeros (counted with their multiplicities) ofG(s) 
and K(s) in D1. 
Here the zeros of a square and nonsingular transfer function matrix are defined 
in the conventional sense. If G(s) = C (s in - A)- 1 B + E and K (s) = Cg(s inK -
AK )-1 BK + EK, then the zeros of G( s) are the zeros of the polynomial det [ s I n -
A] det[C(sin - A)- 1 B + E] and the zeros of K (s) are the zeros of polynomial 
det[sinK - AK] det[CK(sinK - AI< )-1 B I<+ EK ] (i.e., s = oo is not counted as a 
zero if E = 0 or EI<= 0). Further , if there are jw-axis zeros in K (s), the indirect 
Nyquist D -contour D 1 should be indented to the left of these jw-axis zeros in 
Lemma 4.3. 
Once again, for simplicity we assume that G( s) and K ( s) have no jw-axis zeros 
(there is no restriction on poles) and further that K (s) is square and nonsingular; 
then we have the following sufficient condition for closed-loop stability, see, e.g., 
[Posl]: 
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Lemma 4.4: Assume that G(s) and K (s ) a.re square and K (s) is nonsingular. 
The closed-loop system of Fig.4.1 will remain stable when the nominiJ stabilizincr 
0 
controller K ( s ) is replaced by a reduced order controller I( r( s) if: 
(i) K(s) and Kr(s ) share the same number of zeros in Re(s) > 0 and have no 
Jw-ax1s zeros; 
(ii) either 
ii[K; 1 (jw) - K- 1(jw )]K(jw )[I + G(jw )K(jw )r 1 IL:,o < 1 ( 4.2-3) 
or 
li[I + K(jw)G(jw)]- 1 K(jw )[K; 1(jw ) - K-1 (jw)]li= < 1 . ( 4.2-4) 
Note that a similar extension can be advanced when K (s) is nonsquare [Posl ] 
(which involves the pseudo-inverses of transfer functions). Just as an extension 
of Lemma 4.2 accommodates jw-axis poles, so an extension of this lemma will 
accommodate jw-axis zeros. 
It should also be pointed out that the above robust stability tests are limited 
in their use because of the requirement that the controller and the reduced order 
controller have the same number of unstable poles ( or zeros) and identical j w-axis 
poles ( or zeros) and the residues . If the controller K ( s) has jw-axis poles ( or zeros), 
further modifications to the criteria are needed. ext , we will present another type 
of robust stability criterion which is based on the qualitative discussion of the 
robust stability of a linear feedback system within the metrized graph topology 
(see Section 2.2.3) . This criterion is free from the restrictive assumption that 
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the perturbed controller and the unperturbed controller have the s~e number of 
unstable poles ( or zeros) and have identical jw-axis poles ( or zeros) and residues 
[Vid6]: 
Lemma 4.5: Given a linear time-invariant plant G(s), suppose a right coprime 
factorization (N(s ), D (s )) of a stabilizing controller K (s ) and a proper, rational 
and stable transfer function p( s) are specified. Define a class of controllers by 
S (N, D , p) ~ { Kp(s) = Np(s)D; 1 (s)la { [ ~;~;j = ~~:; ]} < lp(s)I, VsEC+e} 
( 4.2-5) 
Select a left coprime factorization (i (s), Y (s) ) of G(s) such that Y(s)D(s ) + 
X(s)N(s) = I . Then any controller Kp (s) in the class S (N, D , p) stabilizes the 
plant G( s) if and only if 
a{[Y(s) .X(s)]} lp(jw)I::; 1 , VwER+ . ( 4.2-6) 
As pointed out in [Vid6] , it is interesting to note that as we change the strict 
inequality to a nonstrict inequality in ( 4.2-5), and change the nonstrict inequality 
in ( 4.2-6) to a strict inequali ty, then the strict inequality ( 4.2-6) is no longer both 
a necessary and sufficient condition for stability, but only a sufficient condition. 
We have: 
Lemma 4.6: Suppose all assumptions in Lemma 4.5 hold. Define a class of 
controllers by 
S(N, D, p) ~ { Kp(s) = Np( s) D;1 (s ) la { [ ~;~;j = i ~:~ ]} ::; lp(s)!, VsEC+e} 
( 4.2-7) 
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Tben any controller K p( s) in tbe class S( N, D , p) stabilizes tbe plant G( s) if 
a'" { [Y(s) .X(s)]} \p(jw)\ < 1 , VwER+. (4 .2-8) 
Obviously, there are dual versions of the two lemmas available, where all right 
coprime factorizations become left coprime factorizations , ect. 
4.2.2 Enns' Frequency-Weighted Controller Reduction Method 
In this subsection, we recall in some detail Enns ' frequency-weighted balanced 
truncation technique in its application to the controller reduction problem. This 
is a development of the general discussion on the weighted reduction technique in 
Section 2.5.1. We will also discuss certain limitations of this frequency-weighted 
controller reduction method and indicate the possibili ties of improving on these 
limitations. 
Enns [Ennl , Enn2] proposed a frequency-weighted controller reduction scheme 
using the frequency-weighted balanced truncation technique (Section 2.5.1 ) in con-
junction with the robust stability criterion of Lemma 4.2. Regarding the transfer 
function matrix G(s) [I + K (s)G(s)J- 1 in (4.2-1 ) (or the transfer function matrix 
[I+ G(s) K(s )]- 1 G(s) in (4.2-2)) as the input (or output ) frequency weighting, he 
obtained the reduced order controller Kr( s) from a frequency-weighted balanced 
truncation of the high order controller K( s ). 
For a given linear , time-invariant system G( s ) , assume that the high order 
stabilizing controller K ( s) obtained from a standard design procedure (LQG or 
Chap . 4 Controller Reduction With Weighting - Stability Consideration for Weighting 89 
H =-optimal) itself is stable (If this fails , one has to adopt the additive decom-
position method for the unstable K(s ), as described in Section 2.5.3). Further , 
suppose that minimal realizations of G( s) and K( s) are available with 
G(s) = C(s ln -A)- 1 B (4.2-9) 
and 
( 4.2-10) 
with Re(Aj{AK} ) < 0. The input frequency weighting for the reduction procedure 
becomes 
Wi(s) ~ G(s )[I + K(s )G(s) r 1 
(4.2-11 ) 
where 
-BCK] 
AK ' Ci~ [C 0] . (4.2-12) 
We know that Re(Aj{Ai}) < 0 since K (s) stabilizes G(s). 
In order to find the (input) frequency-weighted balanced realization of the 
high order controller K( s ), we solve the following key Lyapunov equation for the 
frequency-weighted controllability gramian U of the controller: 
where 
Aw~ [AK 
- 0 
AwUw + UwA'fv + BwB'fv = 0 
A [ u Uw = U{i 
The observability gramian V satisfies 
( 4.2-13) 
( 4.2-14) 
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Then we solve for the eigenvalues and eigenvectors of UV to determine the trans-
formation yielding balancing, i.e., 
where E = diag{<71 , 0"2,-- - ,0"n} , O"i?: O"i+1?: 0, i = 1, 2, . .. , n -1. Then the 
frequency-weighted balanced realization ( A, B , C ) of the controller is defined by 
Now partition the realization as 
B= [!:]' 
assumed that Au is r x rand O"r+1 < O", . 
This reduction method works well, especially compared with many unweighted 
controller reduction methods ( see the last chapter), and particularly in terms of 
preserving the closed-loop stability. However, several qualifications must be made. 
First , as we said in Section 3.2.4, ( vi) , the above approximation problem is not 
fully appropriate for controllers with unstable or jw-a,'(.is poles. Second apart 
from the suitability of the approximation problem posed, the frequency-weighted 
controller reduction when unstable poles occur in the high order controller ( they 
can actually be present at least in an LQG designed controller) can cause further 
headaches in the actual approximation process. A certain modification is needed to 
exclude the unstable part of the high order controller from the reduction process . 
The approach suggested in [Ennl] is to copy the unstable part ( under additive 
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decomposition) of the controller K (s) into the reduced order Kr(s ) and then just 
to approximate the stable part of K (s ) with the (lower-order) stable pa.rt of Kr(s) . 
This certainly means that we a.re not utilizing in the actual reduction process the 
part of the information contained in the unstable pa.rt of the controller K ( s ) . An-
other point concerning the Enns' procedure relates to the computational burden: 
if the controller K ( s) is stable, of order n ( the same as the order of. the plant 
G(s) ), then generically equation (4.2-13) has order 3n. This means that in solving 
the above frequency-weighted controller reduction problem, we need to find the 
solution of the 3nth order Lyapunov equation (4.2-13). This may not be an easy 
task, particularly when n is large in a practical situation. Some saving is possible 
if the controller K ( s) is determined by combining an estimator and state feedback 
law, and is stable, of order n. We have the following result: 
Theorem 4.1: For a given n th order linear time-invariant system with a realiza-
tion G(s) = C(sln -A)-1 B , suppose Lis a state estimator gain, and Fa state 
feedback gain, such that A - BF and A - LC are both asymptotically stable, 
and the stabilizing compensator of G(s) is K (s ) = F (sln - A+ BF+ LC)- 1 L , 
of order n. If A - BF - LC is asymptotically stable, then the solution to the 
key Lyapunov equation in the frequency-weighted controller reduction method 
of Enns [Ennl} (i.e ., the solution to equation (4.2-13)) can be obtained from 
solving a 2n th order Lyapunov equation or from solving three n th order linear 
matrix equations. 
Proof : Define AL ~ A - LC , AF~ A - BF, and AK~ A - BF - LC. The 
theorem hypothesis requires AL , AF and AK to be stable (In fact any acceptable 
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compensator design requires Ai and Ap to be stable). It follows that in equation 
( 4.2-13), [Y LC -~F] ' Bw~m Aw= A LC AK 
Let 
[ In In In] [ In 0 -In] 
T= ~ In 0 ' then T-1 = ~ In 0 . 
In In -In In 
easy to see that equation ( 4.2-13) becomes 
- - - -T - -T AwUw + UwAw + BwBw = 0 (4.2-15) 
and in fact 
[ Af 0 -~F] , [ !B] Aw= Ap Bw= 0 Ai 
Let 
[ u U12 U13 l -T U22 Uw= U12 U23 
-T -T U33 U13 U23 
Now the first row of ( 4.2-15) is equivalent to the following three equations: 
Since AK, Ap and AL are all stable, we have 
U:O, U13=0, and U12=0. 
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Hence, to solve equation ( 4.2-13), we only need to solve the following 2n order 
Lyapunov equation 
-BF] [U¥ 
AL U23 
We obtain the solution of ( 4.2-13) by setting 
[
o o 
Uw = T O U22 
-T 
0 U23 
and so obtain the frequency-weighted controllability gramian of K ( s) 
- - -T -
U = U 22 + U 23 + U 23 + U 33 
( 4.2-16) 
for balancing purpose. In fact , ( 4.2-16) is equivalent to the following three n th 
order linear matrix equations: 
- - T T ALU33 + U33AL + BB = 0 
( 4.2-17) 
AFU22 + U22A~ - BFU~3 - U23FTBT +BET= 0. 
They can be easily solved one by one in the above order. In turn, they all appear 
with the same structure of a linear matrix equation: <PX+ X 'lj; + D = 0. The 
solutions to these equations are unique since AL and AF are both asymptotically 
stable. D 
This result says that under the assumptions of Theorem 4.1 , the computa-
tional burden of Enns ' frequency-weighted controller reduction method can be 
reduced from a 3n th order and an n th order Lyapunov equations to three n th or-
der linear matrix equations (two of them are actually Lyapunov equation) and an 
n th order Lyapunov equation. 
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Although this result reduces the 3n th order key Lyapunov equation ( 4.2-13) 
down to a 2nth order one (4.2-16) or further down to three n th order linear matrix 
equation ( 4.3-17), in practice however, this 2n th order Lyapunov equation may 
still cause some numerical problems if n is quite large, or there is still a desire to 
reduce the computational effort of the three linear matrix equations further dmvn. 
As a final comment on Enns ' frequency-weighted controller reduction method, we 
note that no nice frequency error bound is available for the frequency-weighted 
balanced truncation approximation. 
All the above observations show that there are certain limitations on Enns ' 
frequency-weighted controller reduction method. This motivates us to consider 
alternative methods to cope with these potential problems. Inspired by the robust 
stability criterion with uncertainty in a fractional representation (see Lemmas 4.5 
and 4.6), we shall use the stability oriented frequency weighting in conjunction with 
the stable fractional representation of the controller to formulate new controller 
· reduction methods which will overcome some of the above problems. 
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4.3 Coprime Factorization Controller Reduction 
With Bezout Identity Induced Frequency Weighting 
In this section, we shall concentrate on the controller with the structure of 
a combined state feedback law and estimator. We first propose a new frequency 
weighted controller reduction method and t hen discuss some properties of the 
method. A detailed reduction algorithm will follow . We also will mention a dual 
method and then discuss some possible extensions of the method. 
4.3.1 Left Coprime Factorization (Weighted) (LCFW) Controller Re-
duction Method 
For a given linear, time-invariant system G(s) = C (s ln -A)- 1 B , suppose the 
state feedback gain F and the state estimator gain L ( obtained by LQG or other 
non-optimal pole-positioning methods) are such that A - BF and A - LC have 
all eigenvalues in Re( s) < 0. Then the standard structure of the compensator is 
shown in Fig.4.2. Now define the transfer function matrices X(s) , Y(s ), N (s) and 
.D(s) as in (2.3-2) and (2.3-3) (Section 2.3.2). Then (X(s), Y(s)) ·is a right coprime 
factorization of the plant G(s) (i .e., G(s) = X(s)Y-1 (s)), and (N(s), D(s)) is a 
left coprime factorization of the controller K(s) = F (s ln -A+ BF + LC)- 1 L (as 
shown in Fig.4.1 ). Now regard the compensator shown in Fig.4.2 as a two (vector) 
input , single (vector) output system with transfer function 
I'(s) ~ [.D(s) - l e N(s)] = F (s ln - A+ LC)- 1 [B L] . (4.3-1 ) 
Regard the "plant" model as a single (vector) input , two (vector) output system 
defined by 
- i:i. [ le ] II(s) = G(s) (4. 3-2) 
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u(t) + G(s): . y(t) 
- ,"f. -
• I 
-1 -
-
- F(s1-A+LC) [B L] -
-
Fig.4.2 State Feedback Law/Estimator Design of Controller 
so that Figure 4.2 is equivalent to Figure 4.3. 
~ 
Let us seek to approximate the stable compensator r( s) by a lower order and 
stable fr( s) as in the left coprime factorization ( unweighted) (LCFU) approach 
discussed in Section 3.5, but using the robust stability criterion Lemma 4.2 in the 
determination of the frequency weighting for the reduction. Thus, as argued in 
Section 3.2.2, we seek to minimize 
(4.3-3) 
Define D(s) = IT(s)[ le + r(s)IT(s)J- 1 ; using (4.3-1) and (4.3-2), we obtain 
- le - · le 
[ ] { [ ] }
-1 
fl (s) = X(s)Y-l(s) le+ [D(s) - le N"(s)] X(s )Y-1(s) 
= [ X(s)~-l(s)] [.D(s) + JV(s)X(s)Y- 1(s)]- 1 
= [ i~:~] [D(s)Y(s) + JV(s)X(s)]- 1 . 
Using the Bezout identity (2. 3-6) , we have 
- [Y(s)] [le] [-FJ ( BK)-1 B fl(s )= X(s) = O + C sln-A+ . ( 4.3-4) 
Hence, our goal in controller reduction now becomes one of minimizing or finding 
a procedure that will approximately minimize 
II 
- - - - . [Y(jw) ] II p = [D(jw) - Dr(jw ) N(jw) - Nr(Jw)] X(jw) , 
00 
(4 .3-5) 
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over stable rr(s ) = [Dr(s) - It NAs)] of prescribed degree. vVe implement the 
conventional lower order controller as Kr( s) = i5;1 ( s )Nr( s ). 
+ fr(s) 
-
-
r(s) 
Fig.4.3 Redrawing of the Scheme of Figure 4.2 
It is very clear from Lemma 4.2 that if p < 1 then the closed-loop system with 
the reduced order compensator based on r r( s) is guaranteed stable since r( s) and 
r r ( s) are asymptotically stable ( and so have the same number of unstable poles , 
viz., zero, and no jw-axis poles) . Obviously though, the smaller p is, the better 
off we are likely to be. 
As already noted, the above L00 -norm optimization problem generally cannot 
be solved exactly in a straightforward manner. The q-Markov cover approximation 
method has not been fully developed to cope with frequency weighting, and Hankel 
norm optimal approximation requires invertible weightings (here, the weighting 
D( s) is not even square). Hence, we shall use the frequency-weighted balanced 
truncation approach as a tool for approximately solving the optimization problem. 
To make the connection with Section 2.5 .1, observe that the weighting matrix 
vVi( s) and the stable plant G( s) in that section become in this section D( s) of 
(4.3-4) and r(s) of (4 .3-1 ). 
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It is also interesting to note that although we specified in this section a partic-
- -
ular left co prime factorization of K ( s) , ( N ( s), D ( s)) and a particular right coprime 
factorization of G(s), (X(s), Y(s)), in order to obtain the formulation of (4.3-5) we 
can actually start with any left coprime factorization of K(s ), say (N(s), D(s)), 
and then select a right coprime factorization of G(s), say (X (s), Y (s)) such that 
D( s) Y ( s) + N ( s )X ( s) = I because the central issue in the above derivation is 
the Bezout identity. Such a right coprime factorization always exists. By the 
result in Section 2.3.1 , we know that there exists a unimodular matrix U(s) 
such that N(s) = N(s)U(s) and D(s) = D(s)U(s) where (~(s), D(s)) is de-
fine as before, then we can choose X(s) = u-1 (s)X(s) and Y(s) = u-1 (s )Y (s) 
where ( X ( s), Y ( s)) is defined as before. It is however a separate issue whether, 
if we started with an arbitrary coprime pair N( s ), D( s) we could ensure that 
Nr( s )D:; 1 ( s) had a sufficiently low order to be attractive; an important feature of 
our choice of the special N(s), D(s ) pair we used is that I'(s) and K (s) as well as 
r r( s) and Kr( s) have the same McMillan degree. 
vVe now summarize the new frequency-weighted controller reduction as fol-
lows: 
Suppose given a linear, time-invariant system G(s) and a stabilizing controller 
K( s ). Assume ( N( s ), D( s)) is a left coprime factorization of K ( s ). Select a right 
coprime factorization of G(s), (X(s), Y(s)) (such a selection always exists) such 
that the Bezout identity hold: 
D(s)Y(s) + N(s)X(s) = I . 
Use the frequency-weighted balanced truncation method to find a lower order 
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( N r( s), Dr( s)) ( with [ ~~ :~] as the weighting) such that 
II - - - . - . [ Y(jw)] II [D(jw) - Dr(jw) N(Jw) - Nr(Jw)] X(jw) 00 
is small. Implement the lower order controller as Kr( s ) = D;: 1 ( s )N r( s). 
We now term this controller reduction method the left coprime factori zation 
(weighted) (LCFW) reduction method, and we term the weighting [ -~t ~] a Be-
zout identity induced weighting. 
Observe that the frequency weighting is stable, as are the components in the 
fractional representation of the controller. So there are no problems associated 
with open-loop instability ( or j w-axis poles) of the controller K ( s) . Moreover, 
the method posed here does not require any underlying LQG assumption for its 
justification, heuristic or rigorous. 
When we assume that the compensator has the state feedback law/ estimator 
structure, then the key Lyapunov equation (2.5-3) in the frequency-weighted bal-
ancing technique has 
A [A- LC 
w = 0 
LC- BF] 
A-BF ' Bw = [~] . ( 4.3-6) 
Notice the black triangular structure of Aw. This structure underpins a compu-
tational simplification in the procedure of frequency-weighted balanced realization 
truncation. We have 
Theorem 4.2: Consider a linear, time-invariant plant G(s) = C(s ln - A)- 1 B 
of n th order. Assume that F is the state feedback gain and L is the state 
estimator gain designed by some standard procedure such that A - BF and 
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A - LC a.re both asymptotically stable. Then , to solve the controller reduction 
problem posed in (4. 3-5) with D(s), 1V(s), X(s), and Y (s) as in (4. 3-1 ) and 
( 4. 3-4) using the frequency-weighted balanced truncation approach, one solves 
two n x n Lyapunov equations to find the weighted balanced realization. 
Remark: The point of the theorem is that the computational burden is the same 
as for unweighted balancing. 
Proof· Assume Uw = [ ~ g::] and define T ~ [ ~ ~] , and 
Aw ~ T-1 AwT = [ A -OB F 
Bw ~ T-1 B = [ ~] 
LC- BF] 
A-LC 
U12] 
Un 
Then equation (2 .5-3) is equivalent to 
- - - -T - -T AwUw + UwAw + BwBw = 0 
or 
( 4.3-7) 
(A - BF)U + (LC - BF)U~2 + U(A- BFf + U12(LC - BFf +BET= 0 
(A - BF)U12 + (LC - BF)U22 + U12(A - LC)T = 0 
- - T (A - LC)U22 + U22 (A - LC) = 0. 
Since A - BF and A - LC are both asymptotically stable, we have U22 = 0, 
U12 = 0, and 
(A- BF)U + U(A -BFf +BET= 0. (4.3-8) 
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Hence, to solve the Lyapunov equation ( 4.3-7), we only need to. solve ( 4.3-8), 
and construct the solution of (2.5-3) by 
1.e. , we simply use U = U to find the weighted balanced realization in the 
reduction process. D 
A controller reduction method that is dual to LCFW is available. \Ve think 
of the controller as being defined by r (s) = [ D(~(:/m] , see Figure 3.3 again, 
where N( s) and D( s) yield a right coprime factorization of K( s ), and are defined 
as in (2.3-2). Carrying through reasoning analogous to that justifying the LCFvV 
method and using the Bezout identity (2.3-6) again leads to the conclusion that 
we use [Y(s) X(s)] (i.e. , components of a left coprime factorization of the plant 
G(s) and defined as in (2.3-3)) as the output frequency weighting for controller 
reduction, seeking stable r r( s) = [ Dr~;( ~/m] with a prescribed degree such 
that 
(4.3-9) 
is minimized ( at least approximately). We remark that p < l will guarantee the 
closed-loop stability with the reduced order controller Kr ( s) = Nr( s )D:; 1 ( s) (by 
Lemma 4.2 again). We term this dual method the right coprime factori zation 
(weighted) (RCFW) controller reduction. 
4.3.2 Reduction Algorithm 
We now o-ive a detailed alo-orithm for the LCFvV controller reduction method. 0 0 
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Suppose given a system (A, B , C), controllable and observable, and state feed-
back gain F and estimator gain L obtained by the LQG or pole-positioning design 
method such that A - BF and A - LC are asymptotically stable. 
Step 1: Find the frequency-weighted balanced realization of the system (A -
LC, [B L], F ) with weight (A - BF, B , [ -;J , [ ~] ), i.e. , solve P : Q in the 
following Lyapunov equations 
(A- BF)P + P (A -BF)T + BBT = O 
(A- LC)TQ + Q(A - LC)+ FTF = 0 
(4.3-10) 
(4.3-11) 
Then use P > 0, Q 2': 0 as in the unweighted balancing algorithm to construct the 
similarity transformation T which makes 
( 4.3-12) 
and E = diag{ o-1 , o-2 , . .. , o-n}, O"i 2': O"i+1 2': 0, i = 1, 2, ... , n - l ; see, e.g. , [Glo2]; 
otherwise, see [Ennl, Appendix C] for the detail of constructing T. Define 
A= T- 1 AT 
B = T- 1 B 
C=CT ( 4.3-13) 
F=FT 
then (A - LC, [B L], F) is frequency-weighted balanced. 
Step 2: Partition A, B, C , L , F and E conformally as 
A= [ A11 A12] B = [ !~] 
' 
C= [C1 C2] 
A21 A22 ' (4. 3-14) 
L = [ 1:] F= [F1 F2], E _ [E1 :J - 0 
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Here A11 is an r x r matrix where r < n, and err> crr+l· 
Step 3: Form the reduced order controller ( conventional sense) 
( 4.3-15) 
For the RCFW controller reduction method, the main difference in the al-
gorithm will be the Lyapunov equation (4.3-10) and (4 .3-11), just as when one 
compares the LCFU and RCFU methods, as earlier in Chapter 3. Hence, one can 
easily set up one program to cope with all these reduction methods by allowing 
choice of different Lyapunov equations. 
4.3.3 Properties of the Reduction 
We now discuss several properties of the LCFW reduction method. The 
RCFvV method yields similar results. 
One major concern of the LCFW method is the open-loop stability of the 
low order I:\( s ), because for closed-loop stability Lemma 4.2 requires l\( s ) to be 
open-loop stable (since f(s) is open-loop stable) . Generically the reduced order 
I'r(s) (or rr(s)) is asymptotically stable. We have [Ennl]: 
Lemma 4.6: Assume all notation is as defined in the last section. Use the 
LCFW reduction method to find the approximation of I'(s) , I'r (s). Then 
( 4.3-16) 
is asymptotically stable if (A 11 - L 1C1, F1) is observable. 
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There is a similar result available for the RCFvV reduction met.hod. 
Now J\(s) = [Dr(s) - It. iYr(s)], and we implement the reduced order 
controller as Kr(s) = D;1 (s)Nr(s). Let us consider now the question of when 
- -(Nr(s), Dr(s)) is coprime. vVe have 
Theorem 4.3: Let I'(s ) be defined as in (4.3-1). Define [Dr(s) - I t. Nr(s )] = 
I\( s ), where fr( s) is defined as in ( 4.3-16). Then (iVr( s ), Dr( s )) is a left coprime 
factorization of Kr(s) (defined in (4. 3-15)) if (A11 - L1 C 1 , F 1 ) is observable 
and ( A11, B 1) is controllable. 
Proof: vVe know that if <Tr > 0 (from Step 2 in the algorithm) and (A11 -
L 1 C1 , F 1 ) is observable, then (Nr(s),Dr(s)) is a left stable factorization of 
Kr (s) with Dr(s ) being nonsingular. vVe need to prove that N"r(s) and Dr(s) 
are copnme. ow define 
( 4.3-17) 
Then it is easy to prove (similarly to the proof of Theorem 3.3) that 
Hence, if Yr( s) and X r( s) are stable, then the above Bezout identity implies 
that Dr(s) and Nr(s) are coprime. Now, equation (4.3-10) becomes 
(A-BF)E+E(A-BFf +BBT = 0. (4.3-18) 
The ( 1- 1) block of this equation is 
( 4.3-19) 
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. T - -- -Smee <7 r > 0, z:;1 = z:;1 > 0. So if ( Au - B 1 F 1, B 1) is controllable, then 
A11 - B 1 F 1 will be asymptotically stable. But ( Au - B 1 F 1 , B 1 ) is controllable 
if (Au, B 1) is controllable. 0 
- -The coprimeness of the pair (Nr( s ), Dr( s )) allows us to discuss the closed-loop 
stability using the results on robust stability derived from the graph metric, see 
Section 2.2.3 and Lemma 4.5 and Lemma 4.6. 
In the derivation of the RCFW method we have remarked that if p ( defined 
in ( 4.3-9)) is less than unity then the closed-loop system with the controller based 
on r r ( s) ( assumed to be open-loop stable) will be stable. 0 bviously, p < l is itself 
guaranteed if 
11 
[ 
D (j w) - Dr (j w) ] 11 1 
N(jw) - Nr(jw) I 00 < ll[Y(jw) X(jw)Jll 00 • ( 4.3-20) 
This is just the robust stability test of Lemma 4.6. Note that this derivation only 
requires that r r( s) be stable, and not that it have a particular structure. ow 
let r r( s) = [ ~:~; j] be obtained by the RCFU reduction· method described in 
Chapter 3. In Theorem 3.2, we gave another condition guaranteeing closed-loop 
stability with the approximating controller, viz. , 
II [ D(jw ) - Dr(jw) ] II N(jw) - Nr(jw) oo < ( 1 + ll[I - DY 
1 (4. 3-21) 
We claim that (4. 3-21) is more restrictive than (4.3-20). The proof is as follows : 
ll[Y Xllloo = ll[D-l O] - [D-l - y _: XJlloo 
~ IID-1 lloo + IID-1 [1 - DY - DX] lloo 
~ ( 1 + ll[I - DY - DX]ll oo) IID-1 lloo · 
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Then the conclusion follows. 
4.4 Some Extensions of the LCFW Reduction Method 
We shall consider several supplementary questions in this section. In many 
control system design problems, sometimes a simple LQG designed compensator 
is not enough. For instance, one may need an extra integral control loop to zero 
the steady state error, or a shaping filter at the input or even output to achieve 
some performance objective. How can we cope with this more complex structured 
compensator in the reduction process? Again, so far in this chapter we have only 
concentrated on tackling the stability problem in the reduction process. Can we 
direct some of our attention towards the performance problem in the reduction? 
Or restating the question, how can we balance our attention between the stability 
problem and the performance problem in the controller reduction process. vVe will 
address these problems in this section. 
4.4.1 The LCFW Reduction Method for More Complex Structured 
Compensators 
We have said that in many control system designs, more complex structured 
compensators are needed. In Figure 4.4, we illustrate the structure of the compen-
sator that encompasses simultaneously several possibilities. Controller reduction 
may be required with the constraint that shaping filters (with the exact state feed-
back loops) or an integral feedback loop are maintained. That is: we may be re-
quired to approximate the part of the compensator designed by an LQG procedure 
( or a pole positioning design method) while we retain the other part of the com-
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pensator. We now claim that this can be easily achieved by using the above idea of 
combining the stable fractional representation of the LQG designed compensator 
and the closed-loop stability margin considerations for frequency weighting. 
+ 
LOG Designed 
Controller f ( s) 
Fig.4.4 General Setup Allowing Integral Control and/or Shaping Filter 
Let us consider a special case to ill strate the basic idea. In this case, we 
assume that the compensator consists of a shaping filter at the input with an 
exact state feedback gain and an LQG designed state estimator (with a state 
estimate feedback gain), i.e. , in Fig.4.4, there hold F2 (s) = I and F3 (s) = 0. ow 
assume the plant G( s) = C ( sln - A)- 1 B and the input shaping filter (before 
application of the exact state feedback gain) to be C1 (s I1 - .4.1 )- 1B1 + Di . To 
design an acceptable state feedback gain ( at least in the sense of stabilizing the 
plant) , one has to take into account the presence of the shaping filter in the design 
process. In other words, one should work with the augmented plant ( or "frequency 
shaped plant'') when one designs the state feedback gain. Let F ~ [Fi F] be 
the state feedback gain for the augmented plant from an LQG design ( or a pole 
positioning design). Here, Fi is the part of the feedback gain associated with 
Chap. 4 Controller Reduction With Weighting -Stability Consideration for Weighting 108 
the states of the shaping filter and F is the part of the feedback gain associated 
with the states of the original plant. In the case that not all entries of the sta te 
vector can be measured directly, or perhaps in the presence of input noise and 
measurement noise, it becomes necessary to estimate the state vector. In most 
cases (see [Norl]) , the state vector of the shaping filter is available (if not , we have 
a situation just like that in the last section but with the order of the system and 
hence the order of the cmpensator being n + f); hence one only needs to design 
a state estimator for the original plant. More precisely, if we assume L to be 
the estimator gain for the original plant , then in Fig.4.4 , in addition to having 
F2 ( s) = I and F3 ( s) = 0, we have that the transfer function matrix of the shaping 
filter with the exact state feedback Fi becomes Fi ( s ) ~ C 1( sf 1 - A J ) - 1 BJ +DJ 
with Ci= C1-D1F1 , Ai= A1-B1F1 , Bi= Bi and Di= Di , and the transfer 
function matrix of the state estimator together with the state feedback gain F 
becomes I'( s ) = F ( sln - A+ LC)- 1 [B L]. The closed-loop system now is shown 
in Fig.4.5. 
Hence the closed-loop system of Fig.4.5 is equivalent to that of Figure 4. 3 
with now 
- A [ f t ] IT (s) = G(s) F1 (s) . ( 4.4-1 ) 
As before, we seek a stable lower order fr ( s) which minimizes ( or approximately 
minimizes) 
p = ll[fUw) - rrUw)Jn(jw)I IO() ( 4.4-2) 
where 
n(s) = TI (s)[I + r(s)TI(s)J-1 ( 4.4-3) 
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r--------------------------------
~---------------------------------------, 
I ----------- I 
F 
-r(s) 
- Fig.4.5 Closed-Loop System with a Shaping Filter and an LQG Compensator 
- -
and r ( s) is defined by ( 4.3-1), and II( s) by ( 4.4-1 ). It is easy to see that 
IT (s)= [c~: )] Fi(s)= [c(s in~eA)-iB] [C1(sI1-A1)- 1 B1+D1] 
= [~!] + [~! ~] [sln+f-[BA6f ~]]-l [:~!] · ( 4.4-4) 
Hence , using ( 4.3-1), we have 
n (s) = [ ~1] + 
[
Cf O -D1F] 
+ O C 0 
This is not a minimal realization. By a simple similarity transformation, say, 
( 4.4-5) 
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we can easily find a lower order realization of D(s ), 
]]
-1 [ ] -B1F B1 
A-BD1F BD1 . 
( 4.4-6) 
Hence, once again, we can use the frequency-weighted balanced truncation as a 
tool to approximately solve the reduction problem ( 4.4-2). Notice that now the 
frequency weighting n( s) has order n + f and the key Lyapunov equation (2.5-3) 
now has order 2n + f. V sually the order of the shaping filter will differ from the 
order of the LQG designed compensator, and using the technique in Theorem 4.i 
and Theorem 4.2, we cannot in general reduce the order of the key Lyapunov 
equation (2.5-3) any further in this case. However, if one were to use the non-
factorization procedure of Enns ' frequency-weighted reduction method [Ennl], one 
would face an ( n + J) th order controller, a ( 2n + J) th order frequency weighting, 
and a (3n + 2J) th order key Lyapunov equation. More important , the shaping 
filter structure is lost after the reduction. 
Note here that, generally speaking, if the shaping filter F1 ( s) is not a constant 
matrix , we do not readily obtain a dual formulation of the reduction· problem ( 4.4-
2). 
4.4.2 The LCFW Method With Consideration of the Closed-Loop 
Performance 
It is obvious that the purpose of controller reduction is not only to main-
tain closed-loop stability but also to maintain as much as possible the closed-loop 
performance. Previously, we have concentrated on the stability problem and it 
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is evident that the Bezout identity type of frequency weighting in controller re-
duction handles this issue well. Now we shall pay attention to the performance 
problem as well. 
vVe recall the LQG design procedure described in Section 2.2. For the given 
linear time-invariant system G(s) with a minimal realization C(s ln - A )- 1 Band 
the LQ performance index 
( 4.4-7) 
one can design the feedback gain F which minimizes ( 4.4-7) by a full state feedback 
law u = - Fx . If not all states are measurable or there are process noise and 
measurement noise, one has to design an estimator to obtain the estimate of the 
states x to form the feedback law as u = -Fx. 
Let Q = HT H. The index ( 4.4-7) then suggests that we should be concerned 
about getting a good approximation of the function H x( t ), or the next best thing, 
H x( t) in the closed-loop system, since H x( t ) is evidently a quantity of concern in 
formulating performance. Continuing this heuristic argument , this suggests that 
we add an extra output Ys to the controller, see Fig.4.6 , and reflect this into our 
statement of the approximation problem. 
Thus we might seek to approximate the transfer function matrix 
( 4.4-8) 
rather than just r( s) = F( sln - A+ LC)-1 [B L], as in the right coprime fac-
torization methods. To develop the idea further, note that the performance index 
(4.4-7) focuses our attention on ·u = -Fx, or more accurately R½u = -R½Fx. 
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+ 
-1 (s1-A+LC) [BL]..,____. 
" 
~(tJ4----1 aH ._ X(t) 
Fig.4.6 Introduction of Supplementary Output 
This in turn suggests that it might be worthwhile to replace F by R½ F. Recall 
that without the presence of H and with the Bezout identity induced frequency 
weighting, we are "stability-based" in our thinking, whereas introduction of H 
allows "performance-based" thinking. By introducing a scalar parameter a > 0 
multiplying H , we can adjust our relative weighting of the two. This leads us then 
to focus on 
( 4.4-9) 
as the object to be reduced (more precisely, to be balanced). ·write the reduced 
order object as (i.e. , after the truncation) 
( 4.4-10) 
LCFW can still be used for the reduction with but little change. In principle, one 
could also use the unweighted left coprime factorization scheme LCFU, but of 
course this does not directly capture stability concerns. 
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Note also that the scaling R½ and a play a very important role in determin-
ing the closed-loop performance of the reduced order controller , in that they affect 
what this controller is. Though R½ is fixed, it serves as a scaling adjustment for 
multi-input systems. A properly chosen a can make much difference in perfor-
mance; in many cases , if we choose large a , we may (not unexpectedly) run into 
instability problems. Note also that if H has h rows, we can then in principle use 
a diagonal scaling matrix A = diag{ a 1, a2, .. . , ah} instead of the scalar a in the 
reduction. 
4.5 Examples 
In this section, we use some examples to illustrate the above reduction meth-
ods. Especially because our methods are linked to closed-loop stability consider-
ations, we certainly need to investigate the stability properties of the methods. 
In the first two examples, we compare the effects of different controller reduction 
procedures in the sta.bility sense. The last example is used to illustrate the method 
developed in Section 4.4.2. 
4.5.1 Example 4.1 
This example is the four-disk drive system we examined in Chapter 3. The 
system and LQG controller design set-up are the same as for the Examples m 
Section 3.4. The following table (Table 4.1 ) extends Table 3.2 in Chapter 3. It 
depicts the closed-loop stability of the systems with reduced order controllers of 
different orders obtained by different reduction methods, starting with different 
LQG designs. These different controller designs are obtained by adjusting the 
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Table 4.1 Closed-Loop Stability of Example 4.1 
Controller Reduction 
Order Method, q2 = 10 100 1000 2000 104 10s 106 107 
YS s u u u - - - -
DS s s s s - - - -
GL s u u s - - - -
7 Enns s s s s s s s s 
RCFU s s u u u u u u 
LCF\V s s s s s s s s 
RCFW u s s s s s s s 
YS s u u u - - - -
DS s s s s - - - -
GL s u u u - - - -
6 Enns s s s s s s s u 
RCFU s s s u u u u u 
LCFW s s s s s s s u 
RCFW s s s s s s s s 
YS u u u u - - - -
DS s u u u - - - -
GL s u u u - - - -
5 Enns s s s s s s u u 
RCFU s s s s u u u u 
LCFW s s s s s s u u 
RCFW s s s s s s s s 
YS u u u u - - - -
DS s s u u - - - -
GL s u u u - - - -
4 Enns s s s u s s u u 
RCFU s s s s u u u u 
LCFW s s u s s s u u 
RCFW s s s s s s s s 
YS u u u u - - - -
DS u u u u - - - -
GL s u u u - - - -
3 Enns S · s s s u u u s 
RCFU s s u u u u u u 
LCFW s s s u u u u s 
RCFW s s s s u s s s 
YS u u u u - - - -
DS u u u u - - - -
GL u s u u - - - -
2 Enns s u u u u s s s 
RCFU s s s s u u u u 
LCFW u u u u u s s s 
RCFW s s s s s s s s 
S - closed-loop stable; U - unstable; "-" - Not available. 
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YS: 
DS: 
GL: 
Enns: 
RCFU: 
LCFW: 
RCFW: 
Yousuf£ and Skelton [Youl] method 
Davis and Skelton [Davl] method 
Glover and Limebeer [Glol] method 
Enns [Ennl , Enn2] method 
Right coprime factorization ( unweighted) method 
Left cop rime factorization (weighted) method 
Right coprime factorization ( weighted) method 
design parameter of the input noise intensity q2 • The left coprime factorization 
(weighted) (LCFW) method is associated with the measure defined in ( 4.3-3), and 
the dual method, the right coprime factorization ( weighted) (RCF\.V) method, is 
associated with ( 4.3-9); the right coprime factorization ( unweighted) method is 
the method proposed in Chapter 3. 
From Table 4.1 we can see that in terms of ensuring closed-loop stability with 
the reduced order controller, the right coprime factorization frequency weighted 
reduction method is the best for this example. As it turns out, the RCFW method 
shows only two failures in stabilizing the system with a low order controller. Enns ' 
method however, has 13 failures in the table and there are even more failures for 
other methods in the table. It is also interesting to note that when q2 is large 
(q2 2: 104 ), the stability properties of Enns' method and the LCFW method are 
the same for this example. 
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Table 4.2 Gain Margins ( dB) of Example 4.1 
Controller Reduct-ion 
Order Method, q2 = 10 100 1000 2000 104 105 106 107 
8 Full Order 15.94 17.37 19.08 19.44 20.46 21.84 23.37 24.92 
Enns 15.92 16.54 16.71 16.26 11.36 6.32 7.69 14.83 
7 RCFU 16.05 16.95 - - - - - -
LCFW 16.00 17.12 16.84 16.60 14.55 6.03 6.68 17.13 
RCFW - 7.14 6.74 6.36 5.44 5.18 7.99 6.21 
Enns 15.92 17.22 12.43 11.78 9.13 7.36 8.04 -
6 RCFU 16.01 17.28 19.54 - - - - -
LCFW 15.97 17.39 9.43 8.98 6.44 5.99 5.42 -
RCFW 15.53 13.95 6.76 6.80 6.06 10.24 6.59 7.25 
Enns 15.97 12.04 5.42 5.45 4.57 4.48 - -
5 RCFU 17.13 15.77 5.32 3.23 - - - -
LCFW 16.63 18.84 5.75 5.86 4.99 4.41 - -
RCFW 8.42 4.44 4.16 4.18 4.17 3.89 3.00 2.54 
Enns 15.31 8.55 1.24 - 5.03 5.02 - -
4 RCFU 16.53 11.90 3.88 1.89 - - - -
LCFvV 14.82 8.85 - 0.78 5.69 5.38 - -
RCFW 8.91 5.74 4.77 4.71 5.70 9.98 6.43 3.57 
Enns 10.93 5.97 5.59 5.25 - - - 7.30 
3 RCFU 10.54 0.50 - - - - - -
LCFW 24.57 7.92 6.89 - - - - 7.41 
RCFW 7.39 5.19 4.03 5.85 - 8.02 7.71 7.47 
Enns 0.88 - - - - 7.18 7.42 7.23 
2 RCFU 10.51 4.79 1.39 0.48 - - - -
LCFvV - - - - - 7.77 7.83 7.46 
RCFW 24.89 20.84 7.83 5.85 7.26 7.46 6.81 6.73 
"-:-" - closed-loop system is unstable. 
Table 4.2 depicts the closed-loop gain margins and Table 4.3 the phase margins 
of the system with the reduced order controllers. Again , it is interesting to note 
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Table 4.3 Phase Margins ( degree) of Example 4.1 
Controller Reduction 
Order Method, q2 = 10 100 1000 2000 104 105 106 107 
8 Full Order 52.32 54.31 55.88 56.32 57.21 58.49 59.62 60.55 
Enns 52.92 44.99 33.60 31.89 27.45 42.77 51.81 54.02 
7 RCFU 52.59 52.64 - - - - - -
LCFW 52.87 40.66 32.10 29.09 26.06 41.17 54.38 57.84 
RCFW - 26.19 27.35 30.44 31.85 30.89 33.00 36.08 
Enns 52.30 54.03 55.10 55.84 58.66 62.14 63.42 -
6 RCFU 52.27 54.33 55.97 - - - - -
LCFvV 52.31 53.75 54.66 55.30 58.23 58.67 65.99 -
RCFW 51.84 52.69 36.87 38.98 31.66 34.11 37.48 40.50 
Enns 48.61 14.50 25.95 26.20 23.95 16.02 - -
5 RCFU 56.52 57.28 57.05 57.06 - - - -
LCFvV 31.33 12.79 29.58 31.05 30.68 22.56 - -
RCFW 13.15 12.25 13.31 13.70 14.37 14.90 15.11 16.21 
Enns 52.04 47.66 60.03 - 15.04 15.61 - -
4 RCFU 52.05 54.02 55.72 56.20 - - - -
LCFW 51.70 40.20 - 61.37 13.03 14.59 - -
RCFW 9.54 14.47 16.62 16.99 18.16 22.70 25.84 29.79 
Enns 6.39 8.02 8.59 11.54 - - - 15.91 
3 RCFU 52.20 50.81 - - - - - -
LCFvV 1.81 10.14 6.51 - - - - 14.34 
RCFW 3.29 4.76 2.91 9.13 - 13.39 14.10 14.71 
Enns 51.76 - - - - 14.93 14.78 15.28 
2 RCFU 51.78 54.15 56.06 56.52 - - - -
LCFW - - - - - 13.82 14.06 14.87 
RCFvV 14.67 18.58 19.97 18.22 15.79 15.60 15.85 16.20 
"-" - closed-loop system is unstable. 
that when q2 is large, the gain margins and phase margins of the closed-loop system 
with the reduced order controller obtained by Enns ' method and by the LCFvV 
method are very similar. 
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4.5.2 Example 4.2 
This is a flutter control system for a B-767 airplane [Lyl , Ly2]. The model 
is unstable, non-minimum phase, with two inputs and two outputs, and of 55th 
order. We start with an LQG designed 55th order controller to compare Enns ' 
reduction method and the LCFW and the RCFW reduction method for the closed-
loop stability properties. Now the closed-loop system under consideration has the 
structure shown in Fig.4.7. The system (A, B , C) and the state feedback gain 
F and Kalman gain F as well as the matrices B N and C N are shown in the 
Appendix A. We reduce the 55th order controller down to every order between 1 
and 54 using the three reduction methods and compare the closed-loop stability 
with these controllers. As it turns out , Enns ' method yields a stabilizing controller 
for all orders from 1 to 54. The LCFW met hod yields a stabilizing controller except 
for two failures ( at order 1 and 3). The RCFW method has only one failure ( at 
orders 1). 
White Noise 
u(t) 
-1 
---K(s) = F(sln-A +BF+ LC) L 
Performance 
Measure 
y(t) 
' High Order Controller 
Fig.4.7 Closed-Loop Structure With Full Order Controller (Example 4.2) 
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The most interesting issue in this example is the numerical problem. Since 
the order of the original controller is very large now, i.e., n = 55, if we use Enns ' 
method directly without using the result of Theorem 4.1, we are forced to solve 
a Lyapunov equation of order 165. For many Lyapunov equation solvers , the 
dimension is too large, or a numerically accurate result is not obtainable. Even 
when we employ the result of Theorem 4.1 , we are still faced with solving a 110th 
order Lyapunov equation (or three 55th order linear matrix eqations), which is 
not , in any sense, an easy task. In contrast, the key Lyapunov equation in the 
LCFW or the RCFW method has only 55th order. From the closed-loop stability 
point of view, the LCFW method is not much worse off than Enns ' method in this 
example. 
We have applied certain scalings to both the input and the output of the 
controller ( and also to the input and output of the system when formulating the 
frequency weighting). The scalings are not optimal in any sense. However, they do 
have some relations with the control weighting matrix R_ in the LQ index and the 
measurement noise intensity matrix V in the estimator design. More precisely, we 
use the scaled B il, Gil , Fil , and Lil in the balancing process instead of the unscaled 
B, C , F, and L defined in Appendix A. Here Bil = B (R½ )-1 , Gil = (V½)- 1 C, 
1 1 Fil= R2F, and Lil= LV2, where 
R = [36i.8 
14~59] ' and 
V - [6.85 X 10-6 
- 0 
We will explain the reason for such a choice of the scalings in the next chapter. 
In this example, we implemented Enns ' method by solving a 110th order 
and a 55th order Lyapunov equations, and almost surely the procedure introduces 
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certain numerical errors because of the limitations of the software we used. For the 
LCFW method, solution of two 55th order Lyapunov equations will also introduce 
numerical errors. Whether these errors are affect ing the results on closed-loop 
stability is not yet clear. 
The purpose now is to design a lower order controller which stabilizes the 
plant and satisfies some closed-loop performance requirements comparable with 
those achieved by the high order controller. Acceptability of the design is based 
on various considerations: 
(i) The order of the controller should be lower than 10. The controller itself is 
stable and also stabilizes the plant; 
(ii) The closed-loop damping of the fl.utter mode is acceptable (2: 0.015). The 
flutter mode is identified by its frequency at around 20 rads/sec and its light 
damping. In the full 55th order LQG design a closed-loop damping of 0.074 
was achieved for the flutter mode; 
(iii) Dynamic load responses: The bending and torsion moments (BMO o/JI and 
TORI , corresponding to the first and the second diagonal element of the out-
put intensity matrix (standard deviation) through CN respectively) at the 
wing root station should be near those values achieved by the full order LQG 
design. The intensity ( o- , not the variance) of exciting white noise ( corre-
sponding to the vertical turbulence) injected to the closed-loop system from 
BN is 10 (ft/sec); 
(iv) Phase and gain margins of each control loop: Elevator (the first input to the 
system through matrix B) and Aileron ( the second input to the plant) control 
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Table 4.4 Simulation Result s On Closed-Loop Systems of Example 4.2 
Reduction (dB) ( degree) 
Method Damping BMOMI TORI G.M.1 P.M.1 
Full order 0.0743 234800 44369 15.86 180 
Boeing 10 0.0699 234900 45969 36.40 180 
Enns 4 0.0290 252190 46267 20.60 -60.43 
LCFW4 0.0169 257230 57225 19.47 180 
LCFU 4 0.0158 245320 65695 11.39 180 
RCFW4 0.0070 268160 96521 25.95 180 
Enns 5 0.0329 239200 45282 9.83 87.48 
LCFW 5 0.0501 262380 49689 18.17 -102 
LCFU 5 - - - - -
RCFW 5 0.0070 267740 96155 25.94 180 
Enns 6 0.0334 238490 45147 9.99 180 
LCFW 6 0.0354 253440 63977 0.34 -6.16 
LCFU 6 0.0448 238010 47335 14.96 180 
RCFW6 0.0108 251460 76700 13.47 108.7 
Enns 9 0.0668 240370 45600 8.66 180 
LCFW 9 0.0380 255140 46960 8.37 180 
LCFU 9 0.0430 235230 47104 15.03 180 
RCFW9 0.0122 236040 68364 13.49 180 
Enns 10 0.0570 242410 46403 8.41 180 
LCFW 10 0.0443 241980 46229 9.085 69.53 
LCFU 10 0.0423 236570 44599 5.25 110.4 
RCFW 10 0.0115 235890 66836 7.48 -49.54 
(Frequency range considered is: 0.01 ~ w ~ 100 rads/sec) 
Damping: Closed-loop damping of the flutter mode. 
BMOMI: Bending moment at the win~ root station 
(Vertical turbulence is l0ft/secJ. 
TORI: Torsion moment at the wing root station 
(Vertical turbulence is l0ft/sec) . 
(dB) ( degree) 
G.M.2 P.M.2 
13.99 58.6 
25.12 -138.9 
7.51 66.66 
12.83 72.82 
16.58 85.06 
-7.68 38.39 
8.66 64.07 
14.40 82.30 
-
-
-7.7 38.55 
9.78 64.05 
-0.26 4.94 
12.19 54.16 
14.88 56.13 
10.85 61.85 
6.58 62.91 
13.45 -38.88 
10.47 59.24 
11.78 60.94 
10.36 62.97 
11.39 74.86 
9.17 49.54 
G.M.l and P.M.1: Gain and phase margins of the elevator control loop 
(classical single loop sense). 
G.M .2 and P.M.2: Gain and phase margins of the aileron control loop 
( classical single loop sense). 
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loops should be examined one at a t ime using classical single loop analysis. 
' The minimum gain and phase margins should be ±6dB and ±45°. The values 
obtained in the 55t h order LQG controller would serve as the design goals (See 
Table 4.4). 
Table 4.4 depicts the simulation results of the closed-loop systems with dif-
ferent reduced order controllers. In the table, "Boeing 10" means the controller is 
of 10th order and obtained by a Boeing engineer using a modal reduction method 
[Lyl] which matches the DC gains of the full order controller and this 10t h or-
der controller as well. "Enns 4" means a 4th order controller obtained by Enns ' 
method, and so on. As we mentioned before , since all these reduction methods 
require solution of a high order Lyapunov equation to form a certain transforrna-
tion for balancing, the introduction of numerical errors is unavoidable. Hence the 
simulation results are based on "not so accurate" lower order controllers. 
4.5.3 Example 4.3 
Now we use an example to illustrate how the supplementary output involve-
ment in the reduction can affect the closed-loop performances in the coprime fac-
torization reduction scheme, with or without frequency weighting. The system 
and LQG controller design set-up are the same as for the examples of Section 3.4. 
The LQ index is 
where q1 , H and R are defined as in the examples of Section 3.4, as is the system 
(A, B, C) . For the above chosen LQ weighting matrices Q and R, we obtain the 
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Fig.4.8 Effect of Considering Performance in Reduction (Unweighted Scheme) 
feedback gain F as in Section 3.4. The weightings for filter design are chosen as 
vV = q2 BBT, V = l , where q2 is the design parameter. In the first case, with the 
design parameter q2 = 1.0, we obtain the Kalman filter gain 
L= 
1.720783 
1.232097 
-0.576918 
-0.515586 
0.083093 
0.230858 
0.482474 
0.776999 
We reduce the 8t h order controller to a 7th order one without use of frequency-
weighting, via the left coprime factorization scheme. As illustrated in Fig.4.8 if we 
do not involve the supplementary output in the reduction (i.e .. a = 0), the closed-
loop performance as indicated by the step response is a very poor approximation. 
But if we use a = 9 in balancing [ ~] ( s I 11 -A+ LC)- 1 [B L], then reducing the 
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controller, the closed-loop performance improves dramatically. The gain margins 
for the three cases are 14.38dB (full order), -3.55dB and 14.26dB ( a = 0) and 
14.65dB (a = 9). The phase margins are (in degrees) 48.86 (full order), 22.34 
(a = 0) and 47.9 (a = 9). So there is apparently little damage to robustness in 
using a= 9. 
gam 
In the second case, with the design parameter q2 = 100, we obtain the filter 
L= 
24.217572 
-7.989584 
-10.139205 
0.437036 
4.195640 
2.563475 
1.195025 
L 0.428131 
With a = 0, the unweighted left coprime factorization balancing reduction scheme 
yielded a stabilizing 6th order controller (with lower order controllers not sta-
bilizing). If we use the Bezout identity type frequency weighting for reduction 
(frequency-weighted balancing), still with a = 0, we obtain all stabilizing con-
trollers from 3rd to 7th order ( another indication of the effectiveness of the Bezout 
identity type of frequency weighting in preserving stability). Then we introduce 
the supplementary output to the reduction scheme. A properly chosen scaling 
factor can make a significant difference in the closed-loop performance, as is il-
lustrated in Fig.4.9, where we reduced the controller to 5th order with a = 35 
(via frequency-weighted balancing). The gain margins are 16.95 (full order), 17.76 
(a= 0) and -15.92 and 14.45 (a= 35). The phase margins are 53.21 , 12.53 and 
41.06. Again, there is little damage to robustness. 
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Fig.4.9 Effect of Considering Performance in Reduction (Weighted Scheme) 
4.6 Summary 
By combining consideration of the closed-loop stability margin and the use 
of stable fractional representations of the controller, we proposed two frequency-
weighted controller reduction schemes, namely, the LCFvV and the RCFW ap-
proaches. As shown in Theorem 4.2, these two methods require the same computa-
tional effort as the unweighted balanced realization truncation method. Compared 
with Enns' method, this offers a big numerical advantage with little sacrifice of 
the stability properties, particularly when the original controller order is large ( as 
in Example 4.2). In fact in Example 4.1, the RCFvV method has the best stability 
properties. It is also interesting to note that for some examples the LCFW method 
works better and for some the RCFW method works better. However, we consider 
that the LCFvV method is a more natural method. This is because the left coprime 
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factorization representation of the controller is directly related to the structure of 
the estimator and state feedback form compensator, and it can be easily extended 
to the more general cases i.e., controller with integral feedback loop and shaping 
filter or , introducing an extra output into the balancing to improve the closed-loop 
performance, as shown in Example 4.3. This is not the case for the right coprime 
factorization representation of the controller. 
Certainly it would be desirable for any controller reduction method to have 
an easily calculable frequency error bound. For the frequency-weighted balanced 
realization truncation reduction method, up to now, no satisfactory frequency error 
bound is available. This is also the case for the LCFW and the RCFW method. 
Further, we note that when the controller order n is very large, almost all 
controller reduction procedures will introduce numerical errors. It is not clear how 
sensitive the reduction results will be with respect to these numerical errors . 
Last, we observe that in Example 4.1 when the design parameter q2 is very 
large , the Enns' frequency-weighted controller reduction method and the LCFW 
reduction method have close closed-loop stability properties, gain margins and 
phase margins. This motivates us to look for a relation between Enns method 
and the LCFvV ( or the RCFW) method. vVe will outline such a relation in the 
next chapter. 
CHAPTER FIVE 
Loop Transfer Recovery (LTR) and 
Weighted Controller Reduction Method 
5.1 Introduction 
The purpose of this chapter is to show certain connections between two fre-
quency weighted controller reduction methods, namely Enns ' frequency-weighted 
controller reduction method and the right ( or left ) coprime factorization frequency-
weighted (RCFW, ( or LCFW)) controller reduction method. The fact that a con-
nection might exist is motivated by the examples used in the last chapter, which 
show many similarities in outcome for both methods when a certain design param-
eter ( q2) for the filter part of the controller becomes very large. Using large q2 in 
the filter design corresponds to the conventional loop transfer recovery (LTR) idea 
in LQG design, and so we will first give a brief review of the loop transfer recovery 
method in the LQG design process. Then we will exhibit asymptotic proper-
ties of certain transfer function matrices appearing in the two frequency- weighted 
controller reduction methods. In Section 5.3, we will establish the relations be-
tween these two methods . 'We show that the two above mentioned methods are 
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equivalent under the conditions required for the validity of the LTR approach. 
Section 5.4 studies the following questions. ·what is a further natural choice of the 
coprime factorization ( different from the choice used in the last chapter ) for the 
controller and the plant if the plant or the controller is (open-loop) stable? And for 
this choice, is there any relationship existing between the Bezout identity induced 
frequency-weighted reduction method and the Enns' method (without the LTR 
requirment )? In Section 5.5 , we consider the scaling problem for both reduction 
methods. 
5.2 Loop Transfer Recovery (LTR) 
and Asymptotic Properties 
As we discussed in Section 2.2 , the loop transfer recovery (LTR) method is 
a useful tool to recover some desirable robustness properties of t he LQ optimal 
regulator in an implementation of an LQG designed compensator. vVe assume, in 
this chapter, that the controller K (s) = F(s ln - A+ BF+ LC)- 1 Lis designed 
for an n th order, linear time-invariant (£ inputs and m outputs) system G(s) = 
C(s in -A)- 1 B by an LQG design procedure. The feedback gain is F = R- 1 BT Pc 
where Pc satisfies 
(5.2-1 ) 
where R = RT > 0 and 
(5.2-2) 
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The estimator gain is L = P1crv-1 and P1 satisfies 
(5.2-3) 
where V = vr > 0 and 
W(q) = W0 + q2 BBr, for some vV0 = vVJ' 2: 0. (5.2-4) 
We have the following well known result [Kwal, Doy3, Fral], which is the 
basis of loop transfer recovery: 
Lemma 5.1: Assume that 
(i) the system G( s) bas e inputs and outputs, and G( s) is nonsingular; 
(ii) the system G(s) = C(sin -A)-1 B with minimal realization (A , B , C ) is 
minimum phase, i.e., 
is constant in Re( s) 2: 0. 
Then when q -t oo in the LQG design procedure (5.2-3) and (5.2-4), 
P1/q2 -t O and L -t qBUv-½ , 
where v-½ is any square root of v-1 , i.e. , cv-½f cv-½) = v- 1 , and U is a 
certain f X f constant orthogonal matrix. 
This lemma presents the asymptotic behaviour of the filter gain L when the 
filter design parameter q -t oo. In order to consider the relation between Enns ' 
reduction method and the frequency-weighted reduction method based on the Be-
zout identity, we first need to investigate the asymptotic behaviour of the transfer 
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function matrices related to the Bezout identity ( defined as in (2.2-8), (2.3-2) and 
(2.3-3)) when the LTR idea has been employed in the LQG design , i.e. , when 
q .- oo. vVe have 
Theorem 5.1: ·when q .- oo in the LQG design procedure (5.2-3) and (5.2-4) 
and the assumptions of Lemma 5.1 hold, then pointwise in scC ( except at the 
zeros of the plant G( s )) 
and 
N(s) = F(sin - A+ LC)- 1 L-+ F(sin - A)- 1 BG-1 (s) . 
Proof: Using the result of Lemma 5.1 that L .- qBuv-½ as q .- oo , we have 
D(s ) = Ie + F(sin - A+ LC)-1 B 
.- le+ F(sin - A+ qBUv-½c)- 1 B (as q .- oo) 
=le+ F(s in - A)- 1 B[Ie + qUV-½C(s in - A)- 1 Bi-1 
.- Ie ( as q .- oo), 
for alls except zeros of the plant , which are finite in number and lie in Re( s) < 0. 
Note that we have used the fact that U, V and the plant G( s) = C ( sin -A)- 1 B 
are nonsingular, so that uv-½C(s in -A)-1 Bis also nonsingular for alls except 
for plant zeros. Also, we have 
N(s) = F(sin - A+ LC)- 1 L 
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(asq-.oo) 
(asq-.oo), 
for all s except zeros of the plant , as above. Note in fact that if s0 is a plant 
zero, it is easy to see that N(s 0 ) -. oo, as q -. oo, from the second equation; 
also, F(soln - A)- 1 B[C(so ln - A)-1 B]-1 -. oo unless s0 is also a zero of 
F(sln - A)- 1 B . D 
Theorem 5.1 described the behaviour of a fractional representation of the 
controller. The next theorem does the same thing for the plant. 
Theorem 52: vVhen q -. oo in the LQG design procedure (5.2-3) and (5.2-4) 
and the assumptions of Lemma 5.1 hold, then pointwise in seC (except at the 
zeros of the plant G( s )) 
X(s) = C(sln -A+ LC)-1 B--+ q-1v½u- 1 
and 
where v½ = (V-½)-1 and U and v-½ are defined as in Lemma 5.1. 
Proof: Bearing in mind that L-. qBUV-½ as q-. oo in (5.2-3) and (5. 2-4) 
and the fact that uv-½C(sln - A)- 1 B is nonsingular except at zeros of the 
plant, we have 
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Also 
(asq-oo) 
= C(s ln - A)- 1 B[Ie + qUV-½C(sin - A)- 1 B]-1 
- C(s in - A)- 1 B[qUV-½C(s in - A)- 1 B]-1 
-1v1u-1 = q 2 • 
(as q-oo) 
Y(s) = le - C(s ln - A+ LC)- 1 L 
(as q-oo) 
= le - qC(sin - A)-1 Buv-.., le+ qC(s in - A)- 1 Buv-½ 1 [ ]-1 
= [re+ qC(sin - A)- 1 Buv-½ ]-1 
(as q - oo) . 
0 
The following lemma captures the loop transfer recovery (LTR) properties for 
the LQG design [Doy3]: 
Lemma 5.2: When q - oo in the LQG design procedure (5.2-3) and (5.2-4) 
and the assumptions of Lemma 5.1 hold, then pointwise in sEC (excep t at the 
zeros of the plant G( s)) 
K (s) = F(sin - A+ BF+ LC)- 1 L-+ F(s ln - A)-1 BG-1(s) 
and 
K(s)G(s)-+ F(sln - A)-1 B. 
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To prove this lemma, one can use the fact that K(s) = jj- 1 (s)1V(s) together 
with the results in Theorem 5.1. 
Note that the results in Lemma 5.2 in fact show also the asymptotic behaviour 
of the transfer function matrices which arise in Enns ' frequency-weighted controller 
reduction method. 
In Theorems 5.1 and 5.2, we have indicated the limiting behaviour of some 
of the matrices appearing in the Bezout identity. In fact, we can obtain the 
asymptotic behaviour for all of them, as in the following theorem. 
Theorem 5.3: When q -+ oo in the LQG design procedure (5. 2-3) and (5.2-4) 
and the assumptions of Lemma 5.1 hold, then pointwise in st:C ( except at the 
zeros of the plant G( s)) 
[ 
Y(s ) 
X(s) 
-N(s) ]--+ [Y(s) q[Ie -Y(s)]u~ -½] 
D(s) X(s) qX(s)UV -2 
and 
[ D(s) ij_(s)] --+ [ le 
-X(s) Y(s) -q-1 v½u- 1 
Furthermore 
[
Y (s) q[Ie-Y(s)]U_v
1
-½] [ le 
X (s) qX(s)UV 2 -q- 1v½u-1 
F(s ln -A)- 1BG-1(s) ] 
q-1v½u-1c-1(s) . 
F(s ln - A)- 1 BG- 1(s) ] 
q-1v½u- 1c-1 (s) 
= [It. 0] 
0 le 
where the transfer function matrices X(s), Y (s), N(s) , D(s), X(s) , Y(s) , ~(s) , 
and D(s) are defined as in (2.3-2) and (2.3-3), and v½ = (V-½ )- 1 , and v -½ 
and U are defined as in Lemma 5.1. 
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The proof of this theorem is straightforward: t he first formula in the theorem 
can be easily obtained using the fact that L --. qBuv-½ as q --. oo ; the second 
formula comes from the results of Theorem 5.1 and 5.2; the third formula can be 
derived by direct manipulation. 
Note now that all the above results are related to the filter design parameter 
q in (5 .2-3) and (5.2-4). It is also natural to ask: how will these transfer function 
matrices behave asymptotically if we let the feedback design parameter q in ( 5.2-1) 
and (5.2-2) go to infinity? Since the filter design and the feedback design are duals 
of each other, we expect a set of dual results analogous to the above results. The 
proof techniques are virtually the same as for the above proofs. We now st ate 
these dual results without proof. 
Lemma 5.1 ' : Assume that 
(i) the system G(s) has R. inputs and outputs, and G(s) is nonsingular; 
(ii) the system G(s) = C(In -A)-1 B with the minimal realization (A , B , C ) js 
minimum phase (as denned in Lemma 5.1). 
Then when q--. oo in the LQG design procedure (5.2-1) and (5.2-2), 
h R i • f R-1 . (R-l)(R-l)T R-1 d U . a w ere -2 1s any square root o , i.e. , 2 2 = , an is 
~T~ 
certain R. x R. constant matrix such that U U = le. 
Theorem 5.1' : When q--. oo in the LQG design procedure (5.2-1) and (5.2-2) 
and the assumptions of Lemma 5.1 ' hold, then pointwise in scC ( except at the 
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zeros of the plant G( s )) 
X(s ) = C (sln - A+ BF)- 1 B -t rr 1 fJ- 1 R½ 
and 
where R½ = (R-½ )- 1 and fJ and R-½ are defined as in Lemma 5.1' . 
Theorem 5.2' : When (j -t oo in the LQG design procedure (5.2-1 ) and (5.2-2) 
and the assumptions of Lemma 5.1 ' hold, then pointwise in s€C ( except at the 
zeros of the plant G( s )) 
K(s) = F(sln - A+ BF+ LC)- 1 L -t c- 1(s) C (s ln - A) - 1 L 
and 
G(s )K(s) -t C(s ln - A)-1 L . 
Theorem 5.3' : When (j -too in the LQG design procedure (5.2-1 ) and (5.2-2) 
and the assumptions of Lemma 5.1 ' hold, then pointwise in s€C ( except at the 
zeros of the plant G( s )) 
and 
[ 
D(s) i!,(s) ] - [(jR-½px (s) (jR-½fJJie -Y(s)]] . 
-X(s) Y(s) -X(s) Y(s) 
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Furtbermore 
[ 
q- 1c- 1l_s )fJ- 1 R½ -G-1 (s )C(sln - A)- 1 L] 
q-1u-1 R½ l,. 
[qR-½px(s) qR-½UJle-Y(s)]] = [le o] 
-X(s) Y (s) 0 le 
wbere the transfer function matrices X (s ), Y (s), N' (s), D(s), X (s ), Y (s), N(s), 
and D(s) are defined as in (2.3-2) and (2.3-3), and R½ = (R-½ )- 1 , and R-½ 
~ 
and U are defined as in Lemma 5.1 ' . 
Now we are in the position to show the relation between Enns' method and 
the Bezout identity induced frequency-weighted reduction methods. 
5.3 Relations Between Enns' Reduction Method and 
the Bezout Type Weighted Reduction Methods 
In the last section, we have shown the asymptotic behaviour of those trans-
fer function matrices related to Enns ' method and the Bezout identity induced 
frequency-weighted method. Now we shall show the relations between these two 
methods when one uses the loop transfer recovery (LTR) method in the LQG 
design process. We have 
Theorem 5.4: When loop transfer recovery with q -+- oo in (5.2-3) and (5.2-4) 
is used to design the bigh order controller for the system G( s ), and the assump-
tions of Lemma 5.1 hold, then the left coprime factorization frequency weighted 
(LCFW) controller reduction method (proposed in Chapter 4) is equivalent to 
Enns ' frequency-weigbted (input-weigbted) balanced truncation con troller re-
duction method (also discussed in Chapter 4). 
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Proof: For both reduction methods , we have used the frequency-weighted bal-
anced realization truncation (Section 2.5.1 ) as the tool for the order reduction. 
For the LCFW method, the "controller" is defined as res) = [.D( s) - It 1V( s )] 
and the frequency weighting is D( s) = [ _i~ :~] . By Theorem 5.1 we know that 
I'(s ) - [O F(sln - A)- 1 BG- 1 (s)] as q--+oo , 
and the weighting D( s) is not changed. Hence, as q --+ oo, the LCFW method 
actually aims to reduce the "controller" [O F(sln - A)- 1 BG-1(s)] using the 
frequency weighting D(s ) = [ _i~:~], or to reduce F(s ln - A)- 1 BG- 1(s) using 
the weighting X( s ). On the other hand, for Enns ' method, the controller is 
K(s) = F(sln - A+ BF+ LC)- 1 L and the frequency weighting is 11/(s) = 
G(s)[Ie + K(s)G(s)J- 1 = .B-1(s )X(sj (by the Bezout identity (2.3-6)). Using 
Theorems 5.2 and 5.1 , we have K(s) --+ F(sln - A)- 1 BG-1 (s) and W(s) = 
.B-1(s)X(s)--+ X(s ) as q--+ oo. Hence, as q--+ oo, Enns' method is to reduce 
F(sln - A)- 1 BG- 1(s) using the frequency weighting X(s) . The conclusion 
follows. D 
As a dual result , we have 
Theorem 5.4' : When loop transfer recovery with q --+ oo in (5.2-1) and (5. 2-
2) is used to design the high order controller for the system G( s), and the 
assumptions of Lemma 5.1 ' hold, then the right coprime factorization frequency-
weighted (RCFvV) controller reduction method is equivalent to Enns ' frequency-
weighted balanced truncation controller reduction method ( output weighted). 
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The proof of this theorem is similar to the proof of Theorem 5.4. We omit it. 
In the next section, we shall show a further connection between Enns' method 
and the LCFW or RCFW method, but without the LTR requirements. 
5.4 Further Relations of the Two Methods 
for Open-Loop Stable Controllers 
Let G( s) be the transfer function matrix of a linear, time-invariant system 
with R. inputs and m outputs. Assume K( s) is a high order stabilizing controller 
for G( s) designed by some standard procedure. In addition, we suppose in th.is 
section that the controller K ( s) is itself stable. The standard Enns ' method reduces 
the high order controller K ( s) to a low order one Kr( s) with weighting matrix 
[Im+ G(s) K (s)] - 1 G(s) . Now consider what happens with the LCF'W method, 
but where we use a fractional representation different to that of the last chapter. 
Define N(s) = K (s), and D(s) = If.. Since 1V(s) and D(s) are both stable 
and D( s) is nonsingular, we know that 5-1 ( s )N( s) is a left factorization of the 
controller K ( s ). In order to use the LCFvV controller reduction method, we need to 
find a right coprime factorization of the plant G( s) = X( s )Y- 1 ( s) which satisfies 
the Bezout identity 
D(s)Y(s) + JV(s) X(s) = Ie. (5.4-1 ) 
It is easy to show that if we define X(s) = G(s) [Ie + K (s) G(s )J - 1 and define 
Y(s) = [Ie + I<(s )G(s)J-1 , then G(s) = X(s )Y- 1(s ), and the Bezout identity 
(5.4-1) holds. Furthermore, since the controller K(s) stabilizes the plant G(s), 
the above defined X ( s) and Y ( s) are both stable; the nonsingulari ty of Y ( s) is 
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obvious. Hence, the Bezout identity means that X ( s) and Y ( s) are right coprime 
- -
and at the same time that N ( s) and D ( s) are left coprime. Now, the LCFW 
- -
controller reduction requires us to approximate [D(s) - l e N (s) ] = [O K (s) ] 
. . . [Y(s ) ] [ [Ie+K(s)G(s)J- 1 ] 
with the frequency we1ghtmg X(s) = G(s) [Ie + K (s)G(s )]-l . vVe conclude 
Theorem 5.5: Assume that a high order controller K ( s) designed (by any 
method) for a linear, time-invariant system G( s) is stabilizing and itself open-
loop stable. The input weighted Enns ' controller reduction method is equivalent 
to the LCFW controller reduction method when one uses the following left co-
prime factorization of the controller K(s ) = f>- 1 (s)N(s): 
D(s) = le and N(s) = K (s), 
and the following right coprime factorization of the plant G(s) = X (s)Y- 1 (s): 
X(s) = G(s)[Ie+K(s)G(s)]-1 and Y (s) = [le+K(s)G(s)]- 1 . 
Also, we can state the dual result: 
Theorem 5.5' : The output weighted Enns ' controller reduction method is a 
special case of the RCFW controller reduction method when one uses the fal-
lowing right coprime factorization of the controller K (s) = N(s)D- 1(s): 
D(s)=Im _and N(s)=K(s), 
and the following left coprime factorization of the plant G(s) = y-1(s)X(s): 
X(s) =[Im+ G(s)K(s)]-1 G(s) and Y(s) =[Im+ G(s)K (s)] - 1 . 
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In the next section, we move on to a different issue. vVe shall consider the use 
of scaling as a preliminary step in a controller reduction procedure when the high 
order controller is obtained by an LQG design. 
5.5 Scaling Problem for the Frequency-Weighted 
Controller Reduction Methods 
This section deals with an issue that affects any MIMO controller reduction 
problem. It is located here in the thesis for convenience, though it does not tie 
closely with the scalar material of this chapter. 
Assume in this section that the high order controller to be reduced is designed 
by an LQG procedure. 
Recall that in Section 3.3.2, we suggested a constant scaling lvl ( where A1 = 
v½ , V being the measurement noise intensity matrix for a multi-output system) for 
the RCFU controller reduction method. In the algorithm, this scaling iv! affected 
the balancing process, in equation (3.3-7). In effect, we used the scaled filter gain 
Ls= LV½ in the balancing operation instead of the original filter gain L. 
We also mentioned the scaling problem in Section 4.4.2, where we consid-
ered the extension of the LCFW controller reduction method to accommodate a 
supplementary output of the compensator to improve the retention of closed-loop 
performance in the reduction process. vVe have suggested for a multi-input system 
the use of the scaled feedback gain Fs = R½ F in the balancing process instead of 
the original feedback gain F, where R½ is any square root of the control weighting 
matrix R in the LQ index ( 4.4-7). 
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Obviously, general questions can be asked: ·what kind of scaling should 
one use for multi-input and multi-output systems in all the different frequency-
weighted controller reduction methods? Is there any general principle to choose 
the scaling in the reduction? 
The answer to the first question seems easy given an underlying LQG design. 
Heuristically, it seems reasonable to scale the filter gain as Ls = LV½ and the 
feedback gain as Fs = R½ F for multi-input and multi-output systems. Further, 
since we do not want the scaling of the system input and output to change the 
dynamics of the plant G(s) = C(sin - A)- 1 B and the dynamics of the LQG 
controller K(s) = F (s in -A+BF +Lc)-1 L, that is, we want A-BsFs -LsCs = 
A - BF - LC, so we have to scale the input matrix of the plant as Bs = BR-½ 
and the output matrix as Cs = v-½c. In summary, for Enns ' frequency-weighted 
controller reduction method, one could use the following scaled matrices in the 
reduction process: 
(5.5-1 ) 
where R is the control weighting matrix in the LQ index, Vis the intensity matrix 
of the measurement noise used in the filter design; the scaling process is undone 
in a reverse operation after the reduction to construct the low order controller. 
We may take a different point of view in considering the scaling problem for 
the Bezout identity induced frequency-weighted controller reduction method. vVe 
assume that the high order controller is designed using the LQG procedure (5.2-1 ) 
to (5.2-4). Further, we assume that in (5.2-2) Qo = 0 and in (5.2-4) Wo = 0. Now 
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consider the LCFW reduction method posed as in ( 4.3-5). We know that 
(5.5-2) 
is the stability condition for the closed-loop system with the reduced order con-
troller Kr(s) = i5; 1 (s)NAs). Obviously, (5.5-2) is itself guaranteed if 
- - - . - . ll[Y(jw)]ll-i jj[D(jw) - Dr(jw) N(Jw) - Nr(Jw)Jll 00 < X(jw) 00 · (5.5-3) 
Heuristically, if one can ma..'<:imize the right hand side of inequality (5.5-3) by some 
properly chosen scalings, one would be allowed to have a large reduction error on 
the right hand side of (5.5-3) before losing the closed-loop stability. Hence, we 
might seek the scaling which would minimize 11 [ r g :~ ] 1100 . However ' this is a 
very crude arguement. The same scaling used to minimize II [ rg:~] 11 00 will be 
also used to scale transfer function matrix [D( s) N( s )] in order to maintain the 
related Bezout identity (2.3-6) which is a key to the controller reduction methods 
developed in Chpater 4. Then it is possible that this scaling will make the value 
of the left side of (5.5-3) increase while ma..'<:imizing the value of its right side. 
Hence, we may not gain any advantage in using this scaling. evertheless , the 
scaling developed from this ma..'<:imizing idea has succeeded in many examples in 
improving the controller reduction results. 
vVe shall now explain how to carry out the scaling which will minimize the 
right hand side of (5.5-3). First observe that 
ll[ Y(j_w)]II =sup"?f{[Y(!w)]} 2:<f{[Y(!oo)]} ="?f{[Je]} = 1. X(Jw) 00 wER X(Jw) X(Joo) 0 
We have 
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Lemma 5.3: Let the system G(s) be C(sln -A)-1 B with (A, B ,C) minimal. 
HF is the feedback gain defined in (5.2-1 ) and (5.2-2) (with Q 0 = 0 in (5.2-2)), 
then 
(5.5-4) 
is a normalized right coprime factorization of G( s ), i.e., 
Y.,*(jw )Ys(jw ) + x;(jw )Xs(jw ) = le. (5.5-5) 
This lemma is a slightly more complicated version of the result of [Meyl]. An 
extension of the lemma to the case where G( s) is not necessarily strictly proper 
can be found in [Vid8]. Notice that (5.5-5) means that II [ r:¼:~] IL) = 1, i.e., 
such a scaling minimizes the L00-norm. Also, we have 
[ Y.,(s)] = [R½Y(s) ] R-½ X.,(s) qX(s) 
where X (s) and Y(s ) are defined in (2.3-2). Hence, Lemma 5.3 suggests t hat in 
the LCFW reduction method, one could use the following scaling 
-.l. c Ac F R.1.F L L A- 1 B., = BR 2 ., = q ' ., = 2 ' ., = q . (5.5-6) 
Notice that there is some similarity between this scaling and the scaling in (5.5-1 ). 
For the RCFW reduction method, if we carry through reasoning analogous to 
the above, we will have the following scaling: 
B., = B q , C., = v-½ C , F., = q- 1 F , L., = L V ½ . (5.5-7) 
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Certainly, we can also combine the scaling in (5.5-6 ) with the scaling in (5.5-7), 
using the following scaling: 
B BR-l C -v- 1 c F - - 1R1 F L - LV 1 - -l 8 = 2q, .,=q 2 , .,-q 2 , 8 _ 2q . (5.5-8) 
Note that if q = I and q = I , then the above scaling is the same as the scaling in 
(5.5-1 ). 
As a final remark we note that the scalings for the LCFW and RCFW re-
duction methods are optimal in the sense they minimize the L00-norm of cert ain 
transfer function matrices but they have the restrictions that one has to follow the 
particular LQG design procedure in (5.5-1 ) to (5.5-4). Other scalings ment ioned 
are not optimal. In practice, we have found that the scaling (5.5-8) is quite ef-
fective for the multivariable system in the reduction process , see Example 4.2, in 
which q = 1 and q = 1. 
5.6 Summary 
In this chapter we have shown the asymptotic behaviour of some tra..-isfer func-
tion matrices related to Enns ' frequency-weighted controller reduction method, 
when the loop transfer recovery (LTR) idea has been employed in the LQG de-
sign procedure. We then established some relations between Enns ' method and 
the Bezout identity type weighted method (LCFvV and RCFW methods) . vVhen 
a system model G(s) is of minimum phase, square, and nonsingular, we have 
shown that Enns ' method is equivalent to the LCFW method if the loop transfer 
recovery (LTR) idea has been used in the filter design in designing the LQG com-
pensator, and is equivalent to the RCFW method if LTR has been used to design 
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the feedback gain in the procedure. We have also shown that when the full order 
controller is open-loop stable (not necessarily obtained by an LQG procedure), 
Enns' weighted controller reduction method is equivalent to the LCFW or RCFW 
controller reduction method when one chooses a particular set of coprime factor-
izations of the plant and the controller in the latter method. In the last section, 
we have described different choices of the constant scalings for the multivariable 
system in the reduction process. The examples used in chapter 4 in fact confirm 
the conclusions reached in this chapter ( and show the effectiveness of the scaling 
mentioned here). 
CHAPTER SIX 
Model Reduction With Time Delay 
6.1 Introduction 
So far in this thesis we have concentrated on ontroller reduction problems. 
vVe have posed the controller reduction problem as a frequency-weighted L=-norm 
problem, and also proposed some controller reduction methods to approximately 
solve the optimization problems. vVe have also discussed the choice of frequency 
weighting in the reduction. Then we have shown some relations between two 
important frequency-weighted controller reduction methods when the high order 
LQG controller to be reduced is designed by LTR techniques. In this and the next 
chapters , we change our focus to the model reduction problem; however, we will 
still pay attention to frequency weighting problems in model reduction, though 
the weightings used may appear in a special form or be only implicitly involved in 
the reduction process. 
Many real physical systems contain pure time delays, although the delay val-
ues can be very small. It is, of course, common to model continuous-time linear 
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systems with rational transfer functions. ·when delay is present in the underlying 
physical system, this often leads to a high order for the rational model, and it 
could be that far fewer parameters would appear in a model which permitted a 
time delay, with, at the same time, the model being a more accurate reflection 
of physical reality. Note that, in continuous-time case, the introduct ion of an ir-
rational quantity e-sT into a transfer function may cause substantial analytical 
problems in design, but in discrete-time case this problem simply does not arise. 
This thinking motivates the problem considered in this chapter , of approximating 
a high-order rational transfer function by a product of a low-order rational transfer 
function and e-sT ( continuous-time) or z -k ( discrete-time). 
The idea of introducing time delay in simplifying a complex model is not 
a new one, but appeared in some classical control text books, see e.g., [Doul ]. 
Reference [Grul] proposed a procedure which approximates a high-order system 
by introducing a pure time delay into a low-order system to minimize a quality 
index. As pointed out in [Marl], the computing effort of the method is highly 
dependent on the order of the original system, and the reduced model is dependent 
on both the input signal and the weighting matrix in the quality index. Finally, 
no error bound is available for the method. 
In this chapter, we develop a new procedure based on truncation of balanced 
state-variable realizations to approximate a high-order system by a low-order one 
with a pure time delay. We can also view the introduction of the time delay 
as a special weighting being used in the reduction pocedure. vVe will show that 
the procedure only depends on the original system and the pure time delay we 
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choose (although, as noted in the summary of this chapter, we can, if desired, 
reflect input spectrum properties into the procedure). We state the reduction 
procedure for continuous-time systems in Section 6.2 and for discrete-time systems 
in Section 6.3. Also, frequency error bounds for both the continuous-time case 
and the discrete-time case are derived in Section 6.4. Some examples are used 
to illustrate the application of the procedure to SISO ( single-input, single-output) 
and SIMO (single-input , multiple-output ) systems in Section 6.5. Finally, remarks 
and conclusions are given in Section 6.6. 
6.2 Continuous-Time System Approximation 
We assume we begin with a linear, time-invariant, and stable system with 
proper real rational transfer function matrix G( s ) . We restrict our consideration 
to a strictly proper G( s) with dis tinct poles ( we will discuss other cases in the final 
section). 
Let {/31 , (32 , .. . , f3n } be the poles of G( s ), and first suppose G( s) is scalar. 
Then G( s) can be represented in a partial fraction form: 
n 
G( s) = ~ (s :i/3i) , /3i =/= /3j for i =/= j, (6.2-1 ) 
where O:i (i = 1,2, . . . , n ) are constant, and /3 i = /3"J implies O:i = o:j . 
Suppose we already know from other sources that the system with transfer 
funct ion G(s) is like a system with a certain time delay at the output , say T. 
(Such information could be suggested by an examination of the step response 
of the system.) We try to approximate G( s) by an r th ( r < n) order system 
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comprising a cascade of a system with rational transfer function G( s) together 
with a pure time delay T , i.e. , we seek a Gr(s) ~ e-sTG(s) which makes 
small. Notice that lejwTI = l; we have 
IIG(jw) - Gr(jw)jl= = llejwT[G(jw) - Gr(jw)JII= 
= llejwTG(jw) - G(jw)II=. 
(6.2-2) 
(6 .2-3) 
It is very clear now from (6.2-3) that the approximation problem posed in (6.2-2) is 
connected with a frequency-weighted reduction problem with a special frequency 
weighting esT. Notice that such a weighting will mainly have an effect on the 
phase change and not on the magnitude in the reduction. 
Now we have already described order reduction techniques available for reduc-
ing a high-order stable rational transfer function to a low-order stable one, namely, 
balanced realization truncation, Hankel-norm optimal approximation, and gener-
ation of a q-Markov _COVER (See Chapter 2). T9 exploit these methods , we first 
could find a (high-order) stable rational approximation of esT G( s), and then ap-
proximate with a low-order transfer function G( s) this high-order approximation, 
to obtain what we want. 
From (6.2-1) , we see that 
n a ·esT 
e8 TG(s) = ~-'- . 
~s- a· 
. i=l /Jt 
(6.2-4) 
For every aiesT /( s - (Ji), i = l , 2, .. . , n, we can construct a rational approxima-
tion by expanding esT as a Taylor series around the point s = (Ji and using its 
first term, i.e ., aie/3,T /(s - (Ji)- In this way, we can have a rational and strictly 
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proper approximation ( we will discuss nonstrictly proper approximation in the 
final section) of e3 TG(s) as 
n . {3,T 
G(s ) ="a,e . 
~s-4. 
i=l /Ji 
(6.2-5) 
There is a second sense in which (6.2-5) can be thought of as an approximation 
of (6.2-4) . Suppose one forms the inverse two-sided Laplace transform of (6.2-4), 
takes its causal (t 2: 0) part , and then takes the Laplace transform of this causal 
part. One obtains G(s), which can thus be thought of as a causal approximation 
to G( s) which exactly matches its causal part. 
One could also contemplate using other approximations of e3 T . Higher order 
Taylor series approximation will yield approximations of e3 T G( s) which are not 
strictly proper. Pade approximations of e3 T using an all-pass function will have all 
unstable poles , just as Pade approximations of e-sT have all stable poles [Yenl]. If 
we were to form a rational approximation of esT G( s) using a Pade approximation 
of e3 T, and then take the strictly proper and stable part of the resulting transfer 
function, one would obtain a transfer function as G( s ). 
Now G(s) is stable, of n th order. We can now use a model reduct ion technique 
to reduce G( s) to an r th order stable rational transfer function, say G( s ). 
For the sake of easy implementation of the calculations and because we can 
easily obtain a meaningful frequency error bound, we prefer to use the technique of 
truncating a balanced realization (Section 2.4.1). Certainly, there are many other 
reduction methods that can be used [Lasl , Warl, Thel , Lial , Chel] . But some of 
those m ay not be good for MIMO systems, and some of them have no meaningful 
error bounds. 
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Overall then, the procedure advocated is as follows : 
Step 1: Represent using partial fractions the transfer function G( s) of the given 
system as 
n 
~ a · 
G(s) = 6 s -i/3· ; 
i=l l 
Step 2 : For the rational, stable, and strictly proper approximation of esT G( s ), 
n . {3;T 
G(s)=~a1e , 
6 s -/3· i=l l 
find a balanced state-variable realization and an r th order truncated ap-
proximation of it, with transfer function G( s ). Finally, form the approx-
imation of G(s ) with time delay as Gr(s) ~ e-sTG(s). 
For the MIMO case, we have a similar procedure. Suppose the system G(s) 
has R. inputs and m outputs. Then the partial fraction expression of G( s) becomes 
n Ai 
G(s) =Ls - /3 · ' 
i=l I 
(6.2-6) 
where Ai (i = 1, 2, . . . , n) are m x R. constant matrices. If we assume Tk as the 
time delay of the kth ( k = 1, 2, . .. , m) output of the system with transfer function 
G(s), then (6.2-5) becomes 
(6.2-7) 
and we say 
G ( ) .O. d" { -sT1 -sT2 -sTm}G-( ) r s = 1ag e , e , ... , e s (6.2-8) 
is the approximation of the G( s) with time delays , where G( s) is the r th order 
approximation of G( s) in (6 .2-7), obtained by directly truncating a balanced state-
variable realization of G ( s) . 
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Examples will be given subsequently; we first discuss the discrete-time case. 
6.3 Discrete-Time Approach 
We can easily carry over the same idea to discrete- time systems. vVe assume 
given a linear , time-invariant and stable system (SISO) with rational and causal 
transfer function G( z) = Dd + Cd( zin - Ad )- 1 Bd , and a time delay kfl (with fl 
being the underlying sample period). As before, we need a rational, strictly causal 
and stable (high-order) approximation G( z ) of zk G( z) ( we will discuss nonstrictly 
causal approximation in the final section), and then a low-order approximation 
G( z ) of G( z ), so that G(z ) is approximated by Gr(z) ~ z-kG(z) . 
We have the following algorithm: 
Step 1: Calculate the first k + l Markov parameters of the system with transfer 
function G ( z) 
As we know 
00 
G(z ) = L Nliz-i. 
i=O 
Step 2: Find the strictly causal part of zkG(z ), say G(z). Let d( z) be the char-
acteristic polynomial of G( z), then G(z ) = W(z )/d(z), 'N' (z) is a polyno-
mial, and let 
k 
F( z) = L Nli zk-i . (6.3-1 ) 
i=O 
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Then 
G(z ) = zk G(z) - F(z) 
_ zkN(z) -d(z) F(z) 
d(z) 
153 
It is easy to see that G( z) is strictly causal and stable (The use of a 
causal, but not strictly causal, approximation will be discussed later). 
Step 3: Find the approximation G(z) of G(z) by truncation of a balanced state-
variable realization. Form the approximation of G( z) with time delay as 
For the MIMO case (supposing we have f_ inputs and m outputs), we have 
the prescribed time delays for each output, say ki (i = 1, 2, .. . , m). Then F(z) 
becomes 
(6.3-2) 
where 
k; 
f .. _ ~ (r) k;-r ii - ~ m i j z , i = 1, 2, ... , m ; j = 1, 2, ... , f_ (6.3-3) 
r=O 
and {m~j)}mxl = Mr, r = 0, 1, 2, .. . , the Markov parameter matrices of G(z), i.e., 
Mo= Dd ' 
The strictly causal part of diag{ zk1 , zk2 , • •• , zkm }G(z) becomes 
G( z) = diag{ zk1 , zk2 , ••• , z km }G(z) - F(z) 
diag{ zk1 , zk2 , • • • , zkm} N( z ) - d( z )F( z) 
d( z ) 
(6.3-4) 
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where N( z) is an mx f matrix polynomial, and d( z) is the characteristic polynomial 
of G(z) , and G( z) = N(z )/d( z). It is easy to see that G(z) is stable also. Then 
we obtain as before the approximation of G(z), say G(z) . Finally, we have the 
approximation of G( z) with time delays as 
G ( ) ~ d. { -k1 -k2 -k,.,.}G-( ) r z - 1ag z , z , ... , z z . (6.3-5) 
We have now described the algorithm for approximating a high-order system 
with stable rational transfer function by a low-order system with stable :rational 
transfer function together with a pure time delay ( or pure time delays) for both 
continuous-time and discrete-time cases and both SISO and MIMO system cases. 
However, two very important questions remain. When do these methods guarantee 
good approximations? More specifically, can we find frequency error bounds for the 
approximations using which we could judge the goodness of the approximations? 
Second, how should we choose the time delay T for a continuous-time system, and 
the integer k for a discrete-time system? We study the first question in the next 
section, and obtain a number of results. Rather fewer results are obtained later in 
relation to the second question. 
6.4 Error Bounds 
In this section, we will derive several error bound expressions using the Loo-
norm, which is defined as before for a continuous-time matrix transfer function 
A(s) as 
l 
IIA(jw)ll
00 
= supAJiax{A*(jw)A(jw)}, 
w~R 
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where A*(jw) = AT(-jw), and for a discrete-time matrix transfer function A (z) 
as 
IIA(z)ll 00 = sup -Aiiiax{A*(z)A(z)}, 
8E(0,21r] 
6.4.1 Continuous-Time, SISO System 
It is easy to see that 
IIG(jw) - e-jwT G(jw) II.xi 
:5 II G(jw) - e-jwTG(jw)lloo + lle -jwT llooll G(jw) - G(jw)lloo · 
Error bounds known for the truncation of the balanced realization procedure 
yield ( See Section 2.4.1) 
IIG(jw)- G(jw)ll
00 
:5 2tr {E2 (G(s))} (6.4-1) 
where E 2 ( G( s)) is the ( n - r) x ( n - r) diagonal matrix of the Hankel singular 
values corresponding to the least controllable and the least observable part of the 
system with transfer function G ( s). 
Since lle-jwTll
00 
= 1, we have 
So we only need to find the error bound for the first term of the right hand 
side of (6.4-2). Several characterizations are available. 
Theorem 4.1: Suppose there is given a continuous-time, SISO, linear, time-
invariant and stable system with rational, strictly proper and stable transfer 
Chap. 6 Model Reduction With Time Delay 156 
function G( s) with distinct poles. Assume T is the output time delay of an 
approximating system. Define the rational, strictly proper approximation G(s) 
of esTG(s) as in (6.2-5) and carry out the above reduction procedure. Then the 
first term of the reduction error bound in the right hand side of (6.4-2) becomes 
IIG(jw) - e-jwTG(jw)lloo = sup IR(w , T)I , 
weR 
where R(w, T) is the time response of the original system with transfer function 
G( s) evaluated at time T due to the input signal eiwt applied from t = 0, 
assuming zero initial conditions at t = 0. 
Proof: From the assumption of Theorem 6.1 and (6.2-1 ) and (6.2-5), we have 
n 
IIG(jw) - e-jwTG(jw)ll
00 
=II~ jw ~ /3i [l - e(/1;-jw)TJlloo 
n 
n T 
= II L 1 aie /J;(T-t ) ejw(t-T) dtlloo 
i=l O 
T n 
= 111 L aie/J;(T-t ) ejw(t-T) dtlloo 
O i=l 
= 111T g(T - t )ejwt dt lloo 
(6.4-3) 
where g(t) = I: aie/J;t is just the impulse response associated with the 
i=l 
transfer function G( s ). So for a SISO system with transfer function G( s ), we 
have 
T IIG(jw) - e-jwTG(jw)II = r g(T- t )ejwt dt 
00 Jo 
00 
= sup IR(w, T)I , 
we R 
with R(·, ·) as defined in the theorem statement . 0 
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Note that sup IR( w, T) I is an exact value for the first term of the error bound. 
wE R 
For fL'<ed T , determination of this exact value involves a one dimensional searching 
problem. Cruder approximations which avoid one dimensional searching can also 
be contemplated. 
One direct corollary of Theorem 6.1 is the following: 
Corollary 6.1: Assume the same hypotheses as Theorem 6.1. Suppose also that 
the impulse response g(t) of the original system with transfer function G( s) does 
not change its sign on the interval [O, T]; then the first term of the error bound 
becomes 
where S (T ) is the value of the step response ofG(s) at time T . 
Proof: From (6.4-3) , if g(t ) does not change its sign on the interval [O, Tl, then 
< 1T g(T _ t ) dt = IS(T)I, 
00 00 
since leiwtl = 1, and S(O) = 0. D 
Two more estimates can be provided without the restriction on the sign of 
g(t) on the interval [O, T]: 
Corollary 6.2: Assume · the same hypotheses as Theorem 6.1 . Then the firs t 
term of the error bound satisfies 
l 
IIG(jw) - e-jeTG(jw)!I= S [1T g2 (t)dt ·Tl' ( 6.4-4) 
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or 
IIG(jw) ~ e-jwTG(jw)II ::; max lg(t)I · T . 
00 t€[0 ,T) 
Proof: From (6.4-3), we obtain 
JIG(jw) - e-jwTG(jw)lloo = 1T g(T- t)ejwt dt 
00 
I 
158 
( 6.4-5) 
s; [{ g' (t) dt ·Tr (by the Schwarz inequality) 
::; max lg(t)IT. 
t€[0 ,T) 
D 
6.4.2 Continuous-Time, MIMO System 
In this case, from (6.2-6) and (6.2-7) , the error bound becomes 
IIG(jw) - diag{ e-jwT1' e-jwT2, ... , e-jwTm }G(jw) lloo 
::; II G(jw) - diag{ e-jwT1, e-jwT2, ... , e-jwTm }G(jw) lloo + 
+ lldiag{e-jwT1, e-jwT2' ... 'e-jwTm }llooJJG(jw) - G(jw)Jloo 
::; JIG(jw) - diag{e-jwT1, e-jwT2, ... , e-jwTm }G(jw)l loo + IJG(jw) - G(jw)lloo 
(6.4-6) 
As in the SISO case, we need only to find a bound for the first term in (6.4-6). 
Let Ar= {a~1)}mxl' r = 1,2, ... ,n, and 
~ .o. JJG( · ) d. { -jwT1 -jwT2 -jwTm }G-( · )IJ 
._ = J w - iag e , e , ... , e J w 
00 
• (6.4-7) 
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Then 
~n a (r ) l- e(Pr-iw )T 1 l 
Wr=l ll JW-/3r 
~n (r) 1-e(Pr-iw )Trn 
wr=l ami 1w- f3r oo 
(6.4-8) 
[ 
rT1 · t 
Jo 911 (T, ,- t)e1" dt 
ft"' 9mi(Tm - t )eiwt di 
Jt' 911(T, ,- t )ei•• dt l 
ft"' 9me(Tm - t)eiwt dt 00 
where 9ij (t) ~ I: a~i)e,B"t and the matrix r (t) ~ {9ij (t)} mxl is the impulse re-
r=l 
sponse matrix of the MIMO system with the transfer function matrix G( s ). 
Before considering the general MIMO system, we first deal with two special 
cases, SIMO and MISO systems. Proofs are straightforward modifications of those 
applying in the SISO case. 
Theorem 6.2: Assume tbere is given a continuous-time, SIMO (one input , m 
outputs), linear, time-invariant and stable system witb rational, strictly proper 
and stable transfer fun ction matrix G( s) witb distinct poles. Assume Tk ( k = 
1, 2, . .. , m) is tbe ph output time delay of tbe approximating system. Define tbe 
rational, strictly proper approximation G( .s) of diag{ e"T1 , e"T2, . .. , e"T"'} G( s ) as 
in (6.2-7) (witb /!_ = 1) and carry ou t tbe above reduction procedure. Tben tbe 
first term of tbe reduction error bound defined in ( 6.4-7) satisfies 
l 
~ max [rT(t)r(t)] "2". T ' 
te(O ,T] 
( 6.4-9) 
( 6.4-10) 
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where 
T = max {Tr} , 
r=l , ... ,m 
and 
is the impulse response associated with the transfer function matrix G( s ). 
For MISO systems , we have: 
Theorem 6.3: Assume there is given a continuous-time, MISO (I!. inputs, one 
output), linear, time-invariant and stable system with rational, strictly proper, 
and stable transfer function matrix G( s) with distinct poles. Assume T is the 
output time delay of the approximating system. Define the rational, strictly 
proper approximation G(s) ofe9 TG(s) as in (6.2-7) (with m = l ) and carry 
out the above reduction procedure. Then the first term of the reduction error 
bound ~ defined in (6.4-7) satisfies 
where 
1 
~ S [J,T I'(t)I'T(t) dt ·Tr 
1 
~ max [f(t )fT(t )] 2 · T, 
tE[O ,T] 
( 6.4-11 ) 
( 6.4-12) 
is the impulse response associated with the transfer function matrix G( s ). 
To find an estimate of~ for general MIMO systems, we need the following 
lemma, which is the complex version of the ·wittmeyer Theorem [vVitl, Bodl] . 
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Lemma 6.1: For any complex matrix X = {xij}n x m, we have 
1 
Ai.x{X" X) <'. mj"'{ lx;;I} + ( ~J lx;; l2 ) ' · 
Proof: It is easy to see that 
l 
Ai.x{X"X} <; (t,,1,{X"X})' 
i.e., 
l 
,1,L{X'X}<; (t,t, lx;;l2r 
Let X =A+ B , where A= {aij}nxm , B = {bij}nxm, 
{ 
Xij, t = J 
ai j = 0, i =I= j ' { 
0, i = j 
bij = . . Xij, t=/=J . 
From the triangle inequality we have 
But 
l 
-AJiax{A"' A}= max !Xiii 
i 
and 
Hence, (6.4-14) becomes 
l 
Aiax{X"'X}:::; mrxlXiil + (I:~~I Xij1 2 ) 
2 
Ir] 
This completes the proof. 
161 
(6.4-13) 
(6.4-14) 
D 
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Now, (6.4-8) gives the following theorem; we shall apply Lemma 6.1 to the 
result of the theorem. 
Theorem 6.4: Assume there is given a continuous-time, MilvIO (€ inpu ts, m 
outputs), linear, time-invaviant and stable system with rational, stric tly proper 
and stable transfer function matrix G( s) with distinct poles. Assume Tk ( k = 
1, 2, . .. , m) is the ph output time delay of the approximating system. Define the 
rational, strictly proper approximation G( s) of diag{ esTi , e8 T2 , • •• , esTrn }G( s) as 
in (6.2-7) and carry out the above reduction procedure. Then the firs t term of 
the reduction error bound e defined in (6.4-7) is equal to IIR(T1 , T2, ... , Tm ,w)lloo, 
response of the original system with transfer fun ction matrix G( s) evaluated 
at time Ti due to the input signal eiwt applied to the ph input from t = 0 
(i = 1, 2, ... , m; j = l, 2, . .. ,£), assuming zero initial condition at t = 0. 
By applying Lemma 6.1 to (6.4-8) , we have 
[ 
2] ½ T; T; 
e ::; max f 9ii (Ti - t )ejwt dt + LL f 9ik(Ti - t)e jwt dt 
1 Jo i =# Jo 
By using the Schwarz inequali ty, we obtain: 
Corollary 6.3: Under the same hypotheses as Theorem 6.4, there holds 
::; ID?,,"'< { max [l9ii (t)ITd} + LL max { l9ik(t)ITi} · 
i te(O ,T;) i::j;k te[O ,T;] 
( 6.4-15) 
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6.4.3 Discrete-Time Case 
Now we consider the error bound for the discrete-time, general MIMO (f 
inputs , m outputs) case. 
We know that 
II G(z) - diag{z-k1, z-k2, .. . , z-km }G(z)lloo 
:'S IIG(z) - diag{z-k1, z-k2, . .. , z -km }G(z)lloo + 
(6.4-16) 
+ lldiag{ z-k1 , z-k2, ... , z -km} lloo II G(z) - G(z )lloo 
:'S II G(z) - diag{ z-ki, z -k2, ... , z -km }G(z) 11
00 
+ 2tr { I:2 ( G(z )) } 
where G(z) was defined as in (6.3-4) and I:2 (G(z)) is obtained similarly as in the 
continuous-time case. 
As in the continuous-time case, we only need to find estimates of the first 
term of (6.4-16). 
From (6.3-4), we have 
II G(z) - diag{ z-ki , z -k2 , ... , z -km }G(z) II oo 
= II G(z) - diag{z-k1, z-k2, ... , z -km} [diag{zk 1 , zk2, ... , zk"' }G(z) - F(z )] 11 00 
= IIF(z)lloo = sup AJiax [F*(ei 8 )F(eili)] 
BE[0 ,2 11'] 
(6.4-17) 
where F (z) was defined as in (6.3-2) and (6.3-3). 
Approximations to this exact calculation can be obtained as in the continuous-
time case. By using Lemma 6.1 , we have 
IIF( z) II 
00 
:'S sup { m?,X lfii I + [ I: I: lfik 12 ] ½} 
OE[0 ,211'] 1 i:,lk 
By using the Schwarz inequality again with (6.3-3), we obtain: 
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Theorem 6.5: Assume there is given a discrete-time, MIMO (e inputs, m out-
puts) , linear, time-invariant and stable system with rational, causal transfer 
function matrix G(z). Assume kJ;l (i = 1, 2, .. . , m) is the i th output time delay 
of the approximating system (here 6 is the sampling period, ki are integers). 
Define F(z) as in (6.3-2) and (6. 3-3) and carry out the reduction procedure in 
Section 6. 3. Then the first term of the reduction error bound in ( 6.4-16) becomes 
l l 
jjF(z)jj~ ~ mF [t, (ml;>) 2 ( k; + ii]' + { ~J [t, (ml;>) 2 (k;+ l)]}' 
( 6.4-18) 
~ mr,x { r=r,1i~-~ ,k; [Im~;) I( ki + 1)] } + 2:#f r=r,1i~-~ ,k; [Im~~) I( ki + 1)] . 
( 6.4-19) 
In the next section, we shall examine how effective these bounds are with 
some numerical examples. 
6.5 Examples 
6.5.1 Example 6.1 
This is an academic example from [Fukl]. Consider a SISO continuous-time, 
6th order system whose state space matrices are given by 
-0.5 1 0 0 0 0 0 
0 -2 10 0 0 0 1 
0 0 -20 10 0 0 B= -4 (6.5-1 ) A= 0 0 -18 0 10 0 0 
0 0 -8.4 0 0 10 -1.68 
0 0 -1.68 0 0 0 0 
C= [l 0 0 0 0 O] ' D = 0. 
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Fig.6.1 Example 6.1: Step Responses (Delay T = l.0) 
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As explained in [Fuk l], ( 6.5-1) is actually obtained as a rational approximation 
of the transfer function 
e-s 
Go(s) = ----- , (s + 0.5 )(s + 2) (6.5-2) 
(with a fourth order Pade approximation being used for e- 3 ). We shall use our 
method to recover from (6.5-1) a system comprising a cascade of a time delay of 
1.0 second and a system of order less than 6. In the second order case, it is of 
some interest to compare the resulting approximation with (6.5-2). 
We construct G(s) by using (6.2-5) with T = l, and then approximate G(s) 
with 4th order, 3rd order, 2nd order, and pt order transfer functions. Then we 
introduce time delay T = l into these systems. We compare the step responses 
of these systems to the step responses of the full order (6.5-1) and of the original 
system (6.5-2) as shown in Fig.6.1 , the impulse responses as shown in Fig.6.2, and 
the Bode plots as shown in Fig.6.3 and Fig.6.4. 
For T = l, we have~ [G(s)) = diag{0.569998 , 0.706206 x 10-1 , 0.155776 x 
10-2 , 0.435755 x 10-3 , 0.289636 x 10-4 , 0.935614 x 10-6 }. From Theorem 6.1, 
we obtain the first term of the error bound in (6.4-2) as 0.0113, which is the result 
of one dimensional searching. By Corollary 6.2, (6.4-5), we have an estimate of 
it, 0.0437. Hence, we obtained the whole error bounds (as in (6.4-2)) for different 
reduced orders, as shown in Table 6.1. For comparison, the exact frequency errors 
of the reduction are also shown in Table 6.1. 
For reduction leading to a fourth, third or second order rational part of the 
approximation, the ma.-ximum frequency domain error is about 1 % of the DC gain. 
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Table 6.1 Whole Error Bounds for Example 6.1 
Reduced Exact errors of Whole error bounds Whole error bounds using 
order the reduction using Theorem 6.1 Corollary 6.2, (6.4-5) 
with time delay for the first term for the first term 
4th order 0.0112433 0.0113598 0.0437598 
3rd order 0.0115345 0.0122313 0.0446313 
2nd order 0.0134479 0.0153468 0.0477468 
1st order 0.139999 0.156588 0.188988 
In the second order case, we have the reduced order system with time deiay 
G2 (s) = e-"G2(s) 
_ 0.945886(0.0192753s + l)e-s 
( s + 0.510075)( s + 1.856676) 
Compare this with Go ( s ) . Although one very far left stable zero has been 
introduced (s = -51.8799), the steady state DC output error is less than 0.13%. 
6.5.2 Example 6.2 
This example is a continuous-time SIMO practical system. This 6th order 
model represents the pitch plane dynamics of a flexible bodied rocket vehicle 
[Rogl]. The physical significance of the state variables can be found in [Rogl ]. 
The model is as follows: 
-0.21053 -0.10526 -0.0007378 0.0 0.0706 0.0 
1.0 -0.03537 -0.000118 0.0 0.0004 0.0 
A= 0.0 
0.0 0.0 1.0 0.0 0.0 
0.0 0.0 -605.16 -4.92 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 1.0 
0.0 0.0 0.0 0.0 -3906.25 -12.5 
BT= [-7.211 -0.05232 0.0 794.7 0.0 -448.5] , 
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- .....,._ REDUCED OROER _.....,._ REDUCED ORDE~ 
-15 -15 
0 5 to 15 0 5 10 15 
TIME (SEC) TIME (SEC) 
Fig.6.5 Example 6.2: Step Responses (Output 1, T1 = 0.0) 
C = [1.0 0.0 
0.0 
1.0 
0.0 
0.0 
0.000334 0.0 
0.0 0.0 
-0.007728] 
0.0 ' D= [0.0] 0.0 
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By studying the step response of this system, we choose no time delay (T = 0) 
for the first output, and time delay T = 0.31 for the second output. By using our 
procedure, we reduce this system to 5th order, 4th order, 3rd order, and 2nd order 
systems with time delays [O, 0.31], and compare the step responses, the impulse 
responses, and the Bode plots of these systems, as shown in Fig.6.5 to Fig.6.12. 
By using Theorem 6.4 , we obtain that the first term of the error bound is 
equal to 0.3541. Using Corollary 6.3 , (6.4-15), we obtain an estimate of the first 
term of the error bound to be 0.6829. On the other hand, we have I: [G(s) ] = 
diag{62.6091, 32.4137, 0.138713, 0.136868, 0.026611 , 0.025156}. Hence, we ob-
tain the whole error bounds as shown in Table 6.2. 
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6TH ORDER TO 5TH 6TH ORDER TO 4TH 
0 0 
-- FU.L ORDER 
-- FU.I. OPOER 
-20 
--- REDUCED ORDER 
-20 
CJ) (/] --- REDUCED OROE!l 
I- I-
1[-40 ::, a.-40 
I- I-
::, ::, 
0 0 
- 60 
-60 
-BO -BO 
0 5 10 15 0 5 10 15 
TIME (SEC) TIME (SEC) 
6TH ORDER TO 3RD 6TH ORDER TO 2ND 
0 0 
-- FULL OROE!l 
-- FULL ORDER 
-20 
--- REDUCED OROE!l -20 CJ) (/] 
--- REDUCED ORDER 
I- I-
::, 
a.-40 1[ - 40 
I- I-
::, ::, 
0 0 
-60 -60 
- BO -BO 
0 5 10 15 0 5 10 15 
TIME (SEC) TIME (SEC) 
Fig.6.6 Example 6.2: Step Responses (Output 2, T2 = 0.31) 
6TH ORDER TO 5TH 6TH ORDER TO 4TH 
2 2 
0 0 
CJ) (/] 
I- I-
::, -2 ::,-2 
a. a. 
I- I-
5 -4 5-4 
-- FU:..L ORDER 
-- FULL ORDER 
-6 
--- REDUCED ORDER - 6 - ....,._ REDUCED ORDER 
-B -B 
0 5 10 15 0 5 10 15 
TIME (SEC) TIME (SEC) 
6TH ORDER TO 3RD 6TH ORDER TO 2ND 
2 2 
0 0 
CJ) CJ) 
I- I-
::, - 2 ::, -2 
a. a. 
I- I-
eJ -4 eJ-4 
-- FU.I. OROER 
-- FULL ORDER 
-6 --- REDUCED ORDER -6 - _.._ REDU CED ORO ER 
- B - B 
0 5 10 15 0 5 10 15 
TIME (SEC) TIME (SEC) 
Fig.6.7 Example 6.2: Impulse Responses (Output 1, T1 = 0.0) 
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CD 
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6TH ORDER TO 5TH 6TH ORDER TO 4TH 
5 
0 
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I-
::J 
a.. -5 
I-
::J 
0 
-- FlA..L ORDER -10 
-- FULL ORDER 
- --- REDUCED ORO ER 
---- REDUCED ORDER 
-15 
0 5 10 15 
TIME {SEC) 0 5 10 15 TIME {SEC) 
6TH ORDER TO 3RD 5 6TH ORDER TO 2ND 
0 
(/) 
I-
::J 
a.. -5 
I-
::J 
0 
-- FULL ORDER -10 -- FU.L ORDER 
---- REDUCED ORDER - --- REDUCED OROE!l 
-15 
0 5 10 
TIME {SEC) 15 0 
5 10 
TIME {SEC) 15 
Fig.6.8 Example 6.2: Impulse Responses (Output 2, T2 = 0.31) 
6TH ORDER TO 5TH 
-- FULL ORDER 
- --- REDUCED ORDER 
510- 22 s10-12 s1O02 s1O12 s1O22 s 
FREQUENCY {RADS/SEC) 6TH ORDER TO 3RD 
-- FULL ORDER 
- --- REDUCED ORDER 
510 -22 510-12 s 1O02 s1O12 51022 s 
FREQUENCY (RADS/ SEC) 
CD 
D 
20 
6TH ORDER TO 4TH 
z 0-4---------:...-------~ 
H 
z 
~-20 
(.!) 
-40 
20 
CD 
D 
-- FULL ORDER 
- --- REOUCEO ORD ER 
s10-22 s10-12 s1O02 s1012 s1O 22 s 
FREQUENCY (RADS / SEC) 6TH ORDER TO 2ND 
z o-1---------~----~ 
H 
z 
H - 20 
<( 
(.!) 
-40 
-- FULL OROER 
---- REDUCED ORDER 
s10-22 510-12 51002 s1O12 s1O22 s 
FREQUENCY (RADS/ SEC) 
Fig.6.9 Example 6.2: Bode Plots (Magnitude) (Output 1 T1 = 0.0) 
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6TH ORDER TO 5TH 
CD 
o o+-------4~-----~ 
z 
H 
z 
H 
<( 
l!l-50 
CD 
-- FULL ORDER 
- ...,__ REDUCED OROEA 
510-22 s 1O-12 51002 51012 51022 5 
FREQUENCY (RADS / SEC) 
6TH ORDER TO 3RD 
0 0-1-----------~------l 
z 
H 
z 
H 
<( 
C!l-50 
-- FU..L ORDER 
_...,__ REDUCED OROEJI 
510-22 s1O-12 s1O02 s1O12 s1O22 s 
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6TH ORDER TO 4TH 
CD 
0 0--t---------+.,-------l 
z 
H 
z 
H 
<( 
l!l-50 
CD 
-- FULL ORDER 
_.....,.._ REDUCED ORDER 
510-22 510-12 s1O02 s1O12 s1O22 s 
FREQUENCY (RADS / SEC) 6TH ORDER TO 2ND 
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z 
H 
z 
H 
<( 
C!l-50 -- FULL DROER 
_.....,.._ REDUCED ORDER 
s1O-22 s1O-12 s1O02 s1O12 s1O22 5 
FREQUENCY (RADS / SEC) 
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Fig.6.10 Example 6.2: Bode Plots (Magnitude) (Output 2 T2 = 0.31) ==== 
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200 
UJ 
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H 
UJ 
~-100 
I 
n. 
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n. 
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6TH ORDER TO 4TH 
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-- F\JLL ORDER 
_...,__ REDUCED ORDER 
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FREQUENCY (RA DS / SEC) 6TH ORDER TO 2ND 
-- FULL ORDER 
- .....,.._ REDUCED ORDER 
s 
s10-22 s10-12 s1O02 s1O12 s1O22 s 
FREQUENCY (RADS / SEC) 
Fig.6.11 Example 6.2: Bode Plots (Phase) (Output 1 T1 = 0.0) 
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-,,,,.,.-mi' I ' 'l""l ' 1-, TT 
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FREQUENCY (RADS / SEC) 
Fig.6.12 Example 6.2: Bode Plots (Phase) (Output 2 T2 = 0.31) 
Table 6.2 Whole Error Bounds for Example 6.2 
173 
Reduced Exact errors of Whole error bounds ·whole error bounds using 
order the reduction using Theorem 6 .4 Corollary 6.3 , (6.4-15) 
with time delay for the first term for the first term 
5th order 0.37816 0.404412 0.733212 
4th order 0.356006 0.457634 0.786434 
3rd order 0.578838 0.73137 1.06017 
2nd order 0.354549 1.00879 1.33759 
6.5.3 Example 6.3 
Now we consider the discrete time case. For comparison, we discretize the full 
order system (6.5-1) in Example 6.1 by taking the sampling period as 0.1 second. 
Hence, the time delay is now k = 10, and the first 11 Markov parameters of the 
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discretized full order system are 
1.0 
en 
UJ 
en 
z 
0 
a. 
[Jo . s 
er 
a. 
UJ 
I-
en 
0 
1.0 
en 
UJ 
en 
z 
0 
a. 
[Jo . s 
er 
a. 
UJ 
I-
en 
0 
Mo= 0.0 , 
Jv/3= -8.87702 X 10-4, 
Ms= 2.13556 x 10-3 , 
0 
0 
6TH ORDER TO 4TH 
- FULL ORDER 
_...,_ REDUCED ORDER 
50 100 150 
TIME 
6TH ORDER TO 2ND 
- FULL ORDER 
_...,_ REDUCED ORDER 
so 100 150 
TIME 
M6 = 5.21657 X 10-4 ' 
Jvf1 = -1.66341 X 10-3 , 
i\1s = -2.60109 X 10-3 , 
Mg = -1.33466 x 10-3 , 
i\110 = 2.09335 X 10-3 . 
6TH ORDER TO 
t.O 
en 
UJ 
en 
z 
0 
a. 
[Jo . s 
er 
3RD 
a. -FULL ORDER 
UJ 
_...,_ REDUCED ORDER 
I-
en 
0 
D 50 100 150 
TIME 
6TH ORDER TO 1ST 
1.0 
__ .. --
en 
1/r UJ en 
z / 
0 
" a. I 
[Jo . 5 
er 
a. - FULL ORDER 
UJ 
- ...,_ REOUCED ORDER 
I-
en 
D 
0 50 100 150 
TIME 
Fig.6.13 Example 6.3: Step Responses (Sampling Time 6. = 0.1, k = 10) 
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The first term of the error bound of (6.4-18) of Theorem 6.5 is 0.0172346 , 
while the looser error bound of (6.4-19) is 0.028612, and we have E [G(s )] = 
diag{0.577714, 0.777601 X 10-l , 0.204711 X 10-2 , 0.429298 X 10-3 , 0.290753 X 
10-4 , 0.867521 x 10-6 } . Hence, the error bounds of the discretized full order 
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6TH ORDER TO 4TH 6TH ORDER TO 3RD 
UJO . 03 
-- FULL ORDER 
UJO . 03 
UJ UJ -- FULL ORDER 
C/l 
_....,_ REOUCED ORDER C/J 
--- REOUCEO OROER z z 
~0 . 02 ~0 . 02 
C/J C/J 
UJ UJ 
a: a: 
UJ0 . 01 WO . 01 
C/J C/J 
_J _J 
::::, ::::, 
a. 0 a. 0 
0 50 100 150 0 50 100 150 
TIME TIME 
6TH ORDER TO 2ND 6TH ORDER TO 1ST 
[/J0 . 03 
-- FULL OROER [/J0 . 03 
-- FULL ORDER UJ UJ 
C/J --- REDUCED ORDER C/J 
--- REDUCED OROER 
z z 
~0.02 ~0 . 02 
C/l C/J 
UJ UJ 
a: a: 
UJ0 . 01 UJ0 . 01 
C/J C/l 
_J _J 
::::, ::::, 
a. 0 a. D 
0 50 100 150 0 50 100 150 
TIME TIME 
Fig.6.14 Example 6.3: Pulse Responses (Sampling Time 6. = 0.1, k = 10) 
6TH ORDER TO 4TH 6TH ORDER TO 3RD 
0 0 
-- FULL ORDER -- FIA.L ORDER 
CD 
--- REDUCEO ORDER 
CD 
0 0 --- REDUCED OROER 
2
-20 2 -20 
H H 
z z 
H H 
<-40 <-40 
(!) (!) 
-60 -60 
0 1 2 3 0 1 2 3 NORMALIZED FREQUENCY NORMALIZED FREQUENCY 
6TH ORDER TO 2ND 6TH ORDER TO 1ST 
0 0 
-- FULL ORDER 
-- FULL OAOER 
CD CD --- REOUCED ORDER 
0 _....,_ REDUCED ORDER 0 
2
-20 -20 
::x...-...,._ z 
H H 
z z ~-·-~_,._~-·-~-----
H H 
<-40 < - 40 
(!) (!) 
-60 -60 
0 1 2 3 0 1 2 3 
NORMALIZED FREQUENCY NORMALIZED FREQUENCY 
- Fig.6.15 Example 6.3: Bode Plots (Magnitude) (Sampling Time 6. = 0.1, k = 10) 
-
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system and the reduced order systems are shown in Table 6.3. The comparisons 
of the performances are shown in Fig.6.13 to Fig.6.16. 
Table 6.3 Whole Error Bounds for Example 6.3 
Reduced Exact errors of Error bounds using Error bounds using 
order the reduction Theorem 6.5 , (6.4-18) Theorem 6.5, (6.4-19) 
with time delay for the first term for the first term 
4th order 0.0105734 0.0172945 0.0286719 
3rd order 0.0107476 0.0181531 0.0295305 
2nd order 0.0126851 0.0222473 0.0336247 
1st order 0.137148 0.177768 0.189145 · 
6TH ORDER TO 4TH 6TH ORDER TO 3RD 
0 0 
lJ.J lJ.J 
lJ.J lJ.J 
a: -500 CI: -500 (.!) l!l 
lJ.J lJ.J 
'x.'x. 0 'x.x 0 
z-1000 ......... z-1000 x 
H 
......... 
H x 
lJ.J ........ lJ.J x 
~-1500 
........ 
~-1500 
..... ... 
-- FULL OROER .............. -R.A.L OROER ........ 
..... I I "-
a. - ...,_ REOUCED ORDER ......... a. --- REDUCED ORDER ..... 
"-... ......... 
-2000 -2000 
0 1 2 3 0 1 2 3 
NORMALIZED FREQUENCY NORMALIZED FREQUENCY 
6TH ORDER TO 2ND 6TH ORDER TO 1ST 
0 0 
lJ.J lJ.J 
lJ.J lJ.J 
a: -500 a: -500 (.!) (.!) 
lJ.J lJ.J 
0 'x. 0 
..... 
'-
z-1000 'x. z-1000 '><-.. 
H ....,._x H '><-.. 
"'--lJ.J ......... lJ.J 
"'--
~-1500 ......... ~-1500 -FI.A..L OROER 'x. 
- FIA.L OROER ..... ,._ 
I 
'x.,,.., 
I 
- -- REOUCED ORDER 
....,._ 
a. - --.. REDUCED OROER a. ....,._ 
..... 
-2000 -2000 
0 1 2 3 0 1 2 3 
NORMALIZED FREQUENCY NORMALIZED FREQUENCY 
Fig.6.16 Example 6.3: Bode Plots (Phase) (Sampling Time 6. = 0.1, k = 10) 
Chap. 6 Model Reduction With Time Delay 177 
6.5.4 Example 6.4 
Consider the discrete-time transfer function [Chel] 
G(z) = 0.00484( z4 - 0.492z3 - 0.0261z2 + 0.974z - 0.348) 
l.2184z5 - 3.9926z4 + 5.9024z3 - 5.1692z2 + 2.5876z - 0.5403 
5TH ORDER TO 4TH 5TH ORDER TO 3RD 
1.0 1.0 
C/1 C/1 
UJ UJ 
~O . B C/10 . B z 
0 0 fuo . 6 fuo . 6 
UJ UJ 
a: a: 
0 . 4 0 . 4 
a. a. 
UJ -- FULL ORDER UJ 
:no . 2 - ...,._ REDUCED ORDER :no . 2 
- FULL OROEA 
- ...,._ REOUCED OROER 
0 0 
0 20 40 60 BO 0 20 40 60 BO 
1.0 
C/1 
UJ 
~O . B 
0 
~0 . 6 
UJ 
a: 
0 . 4 
a. 
UJ 
:no . 2 
5TH 
0 20 
TIME 
ORDER TO 2ND 
-- FULL ORDER 
_...,._ REDUCED ORDER 
40 60 
TIME 
BO 
C/1 
~1.0""1 
z 
0 
a. 
C/1 
UJ 
a:0 .5 
a. 
UJ 
f-
TIME 
5TH ORDER TO 1ST 
- FULL CRDER 
_...,._ REDUCED ORDER C/1 
0 __..,-.---,.-,---,-..,...-,--,.-r-, .,.,---r~,---r, ~.--.-, ---,--jl 
0 20 40 60 BO 
TIME 
Fig.6.17 Example 6.4: Step Responses (k = 2) 
vVe introduce a time delay k = 2, and we have the first 3 Markov param-
eters M 0 = 0, NI1 = 0.397242 x 10-2 , !YI2 = 0.110629 x 10-
1 
and ~ [G(z)] = 
diag{0.723728 , 0.304016, 0.52995 X 10-2 , 0.489425 X 10-2 , 0.150281 X 10-2 } . 
The first term of the error bound using (6.4-18) in Theorem 6.5 is 0.0203593 , and 
using (6.4-19) is 0.0331886. By using our procedure, we reduced the system to 
4th order, 3rd order, 2nd order, and pt order (together with the time delay). The 
performance comparisons are shown in Fig.6.17 to Fig.6.20 . The error bounds are 
shown in Table 6.4. 
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0 . 06 
U) 
UJ 
\2 0 . 04 
0 
0. 
U) 
~0 . 02 
lJJ 
U) 
-' 0 :::J 
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a. 
0 
0 
~ - 20 
z 
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-40 
z 
.... 
~ - 60 
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0 
0 
~ - 20 
z 
.... - 40 
z 
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~ - 60 
- BO 
0 
5TH ORDER TO 4TH 5TH ORDER TO 3RD 
0 . 06 
U) 
-- FULL OROER lJJ 
\20 . 04 -- FULL ORDER 
- _...... REOUCEO OAOER 0 _ _..,... REOUCEO OAOEA 
0. 
U) 
~0 . 02 
lJJ 
U) 
-' 0 :::J 
0. 
20 40 60 BO 0 20 40 60 
TIME TIME 
5TH ORDER TO 2ND 
0.06 
5TH ORDER TO 1ST 
U) 
--FIA.L OROER lJJ --FIA.L llR!JER 
--- REOUCEO OAOER \2 0 . 04 --- REOUCEO OAOER 0 
0. 
U) 
~o 02 
lJJ 
U) 
-' 0 :::J 
0. 
20 40 60 BO 0 20 40 
TIME TIME 
Fig.6.18 Example 6.4: Pulse Responses (k = 2) 
5TH ORDER TO 4TH 
-- FULL OROEA 
- -- REOUCEO OAOEA 
---'1't-._,._......,__.,_._,... 
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NORMALIZED FREQUENCY 
5TH ORDER TO 2ND 
~-20 
z 
....-40 
z 
.... 
< -60 
(!) 
- BO 
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-- FULL ORDER 
- -- REOUCEO OAOER 
0 1 2 3 NORMALIZED FREQUENCY 
5TH ORDER TO 1ST 
BO 
o-1.-...----------------l 
-- FULL OROEA 
- _...... REOUCEO ORDER 
1 2 3 
NORMALIZED FREQUENCY 
ig-20 
z 
.... - 40 
z 
.... 
< -60 (!) 
-BO 
\ -- FULL ORDER 
--- REDUCED ORDER 
0 1 2 3 NORMALIZED FREQUENCY 
Fig.6.19 Example 6.4: Bode Plots (Magnitude) (k = 2) 
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5TH ORDER TO 4TH 0--------------- 5TH ORDER TO 3RD 0...,....---- -------~ 
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a: 
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~-200 
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J: 
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1st order 
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Fig.6.20 Example 6.4: Bode Plots (Phase) (k = 2) 
Table 6.4 Whole Error Bounds for Example 6.4 
Exact errors of Error bounds using Error bounds using 
the reduction Theorem 6.5, (6.4-18) Theorem 6.5, (6.4-19) 
with time delay for the first term for the first term 
0.0174061 0.023365 0.0361942 
0.0224762 0.0331535 0.0459827 
0.0228013 0.0437525 0.0565818 
0.585287 0.651785 0.664614 
6.6 Remarks and Summary 
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(i) In Section 6.2, we made the assumption that the continuous-time trans-
fer function to be approximated had only distinct poles and was strictly 
proper. This assumption is not necessary. Suppose G( s) has v different poles , 
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ll 
/31, /32, ... , f3v, and /3i has multiplicity r;. We have I: r; = n , the McMillan 
i=l 
degree of the transfer function G( s ). Hence 
where Ak; is m x e constant matrix. Let 
(6.6-1) 
where 
... ' 
It is easy to see that G( s) is rational, strictly proper, and stable. And it is a ra-
tional, strictly proper and stable approximation of diag{esTi , ... , esTm }G(s ). 
So we can use a truncation of a balanced realization to find the reduced order 
system G(s) with r th order (r < n), and form the approximation of G(s) with 
time delays as in (6 .2-8) . And finally, it can be proved that all previous results 
about the error bound are still valid in this case, because it is not very difficult 
to verify that (6.4-8) still holds when G(s) is chosen as in (6 .6-1 ) . On the other 
hand, if G(s) is proper, but not strictly proper, say G(s) = D+C(s in-A)- 1 B 
with D =/= 0, then we can directly apply our procedure to the strictly proper 
part of G(s) and modify the result as diag{ e-sTi, .. . , e-sTm }G(s) + D . Then 
we can see all error bound results are still valid provided that we replace the 
impulse response of G( s) by the impulse response of the strictly proper part 
of G ( s). It does however seem to us unlikely ( though not impossible) that a 
physical system would be modelled by direct feed through plus a time delay 
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in states with a system with rational transfer function. So the idea here may 
be of little importance. 
(ii) Consider the SISO case and recall that in our procedure, we approximate 
esT G( s) by the rational and strictly proper transfer function G( s ), the main 
point being that we approximate each esT /(s - f3i) by ef3,T /(s - f3i)- If we 
expand esT around the point s = f3i as a Taylor series, we have 
One natural consideration is to use the first two terms of this expansion instead 
of only the first one, i.e., we approximate each esT / ( s - f3i) by 
Hence, we have a nonstrictly proper approximation of esT G( s) as 
n {3 ·T n 
- """' O'ie ' """' {3 ·T - ( ) ( ) Gnew(s) = ~ _ (3 · + T ~ Ct'.ie ' = Gold S + Tg T , 
i=l s t i=l 
where g(T) is the value of the impulse response of G( s) a.t t ime t = T. It is 
possible that Gnew(s ) is a better rational approximation of esTG(s), and we 
can go on to obtain the low-order system Gnew ( s). It is not guarateed however 
that we have a better error bound. We know that the Hankel singular values 
are independent of the direct feedthrough term of a system. So we have 
On the other hand, the first term of the error bound now becomes 
IIG(jw) - e-jwTGnew(jw)jj
00 
= jjG(jw)- e-jwTG01d(jw) -Te-jwTg(T)IL'° 
T 
= f g(T - t)eiwt dt - Tg(T ) . 
lo 00 
(6.6-2) 
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It is easy to see that the value of (6.6-2) depends on the characteristic of the 
impulse response g(t ). The bound can be bigger or smaller than the value of 
II Jt g(T - t )eiwt dtlL,
0
, the error bound we obtained before. 
(iii) For the discrete-time approach, we also can consider a nonstrictly causal ap-
proximation of G(z), say Gnew (z), by simply changing F(z) in (6.3-1 ) to 
k-1 
Fnew (z) = L Mi zk-i , 
i=O 
where Mi a.re as before the Markov parameters of the transfer function G(z) . 
Now the first term of the error bound becomes IIFnew (z) ll
00
, and, as in the 
continuous-time case, the second term of the error bound does not change. 
So we still cannot be definitive about the improvement of the error bound in 
this case. Certainly, all these arguments are valid also for MIMO systems. 
(iv) One disadvantage of the method presented is that we have to know the time 
delay of the system before reduction. It is not straightforward to work out the 
exact optimum value of the delay starting with the original rational model , 
although · there a.re several ways to estimate it . One should note that the 
first term of the error bound we obtained is independent of the reduced order 
transfer funct ion, and only depends on the impulse response of the original 
system and the time delay. That means we can calculate it before doing any 
reduction. So, in some sense, we can use this value to aid us to obtain the 
time delay. Let ~ = IIG(jw) - e-jwT G(jw )11 00 , the first term of the error 
bound. Then from Corollary 6.2, (6.4-4), we have that ~ is overbounded by ( 
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where 
Hence, 
d {T 
dT(2 = g2(T). T + Jo g2(t) dt . (6.6-3) 
This means that the sensitivity of the first term of the error bound is heavily 
dependent on the characteristic of the impulse response of the original system 
with transfer function G( s ). This could give us another way to estimate the 
value of the time delay. However, because ( 2 is monotone in T, while ( 
generally is not, (6.6-3) may be of limited utility. Consequently, one may be 
thrown back into one dimensional searching. 
( v) In our discussion of multi-output problems, we postulated the inclusion of 
delays at each output in the reduced order model. vVe can alternatively con-
ceive of including time delays in the system inputs, ( or even in both inputs 
and outputs). It is easy to see that the error bound analysis should have no 
substantial difference between these new schemes and the previous one. 
( vi) The above examples illustrate that the error in the step and impulse responses 
between the full order system and the reduced order systems with time delay 
are rather small. The larger difference in the frequency responses only occurs 
at high frequency where there is a very small gain. The large difference in 
phase is not surprising in view of the introduction of time delay into the re-
duced order systems. Another interesting observation about these examples 
is that the values of the first term error bound almost always dominates in 
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the whole error bound for continuous-time systems. So, from this point of 
view, there would seem to be little advantage in the continuous-time case in 
using the Hankel-norm optimal approximation method in approximating the 
transfer function G( s) by G( s ), instead of the balanced realization truncation 
method we used. Hankel-norm optimal approximation can only improve the 
second term of the error bound, and certainly it will introduce more com-
plicated calculations. Generally speaking, the scheme is a quite acceptable 
model reduction method, in that it performs adequately on some examples, 
and the error bounds we obtained are also quite accurate. Obviously though, 
one could find examples where approximations would be poor ( and the same 
is probably true of any approximation scheme). 
( vii) \Ve have given virtually no attention to the problem of approximating unstable 
systems. Let G( s) be an unstable rational transfer function. One can write 
it as G(s) = v(s) /8(s ) where v(s) = n(s)/d(s), 8(s) = p(s)/d(s) are both 
stable, proper transfer functions. From some points of view, approximation 
of G( s) can then be regarded as a problem of approximating v( s ), 8( s) by 
stable proper transfer funct ions ii(s) = e- sTn(s)/d(s), 5(s) = p(s)/d(s) with 
d(s) a Hurwitz polynomial of degree less than d(s) . The SIMO analysis (with 
time delay in only one out put ) encompasses this case. Some work using this 
idea to approximate an unstable rational proper transfer function by a _lower-
order transfer function (without time delay) has been done [Parl], also see 
Section 2.5.3. 
( viii) There may be a desire to have a more accurate approximation at certain 
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frequencies, perhaps because input signals are known to be concentrated there, 
or because such frequencies may encompass the unity gain crossover point in 
a loop including the system under consideration. This means one is interested 
.... 
m rmmrmzmg 
II [c(jw) - e-jwTc(jw)] H(jw )L~ = II [ejwTG(jw) - G(jw)] H (jw)lloo 
(6.6-4) 
where H(jw) is some weighting function. Certainly, it is rather difficult to find 
a G(s) which directly minimizes (6.6-4) . One way of solving this problem is 
first to find a rational, proper and stable approximation G( s) of esT G( s) as be-
fore, defined as in (6.2-5), then for the rational, proper and stable weighting 
function H ( s), find a rational, proper and stable low-order truncating ap-
proximation G( s) of the frequency-weighted balanced realization of G( s) (See 
Section 2.5.1). Alternatively, one could find a rational , proper and stable low-
order frequency-weighted Hankel-norm optimal approximation G( s) of G( s) 
for the proper, strictly stable and minimum phase frequency weighting func-
tion H ( s) [Latl, And2]. Finally, form the frequency weighted approximation 
with time delay of G(s) as Gr(s) = e-sTG(s) which makes (6.6-4) small. All 
results about the error bounds obtained before can easily be modified for the 
scheme using frequency-weighted Hankel-norm optimal approximation , since 
the error bound is available for the frequency-weighted Hankel-norm optimal 
approximation method [And2]. But there is no error bound available for the 
frequency-weighted balanced realization truncation method. The suggested 
scheme also fails to reflect the weighting from H(jw) in the first step, where 
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G( s) is determined from G( s ). 
As a final remark, we notice that so far the balanced realization truncation 
( unweighted) approximation method has played a very important role in model 
and controller reduction. This reduction technique has many advantages and also 
some unattractive features. One such unattractive feature is that the reduction 
procedure tends to behave better at very high frequencies than at low frequencies . 
(We will discuss this in great detail in the next chapter.) This is a disadvantage 
in the technique because in most cases in controller and model reduction, the 
low and medium range frequencies are the major concern for the performance of 
the reduction method. Certainly, the introduction of frequency weighting into the 
reduction procedure will overcome this problem; however , we will also lose the nice 
frequency error bound because there is no error bound available for the weighted 
balanced realization truncation reduction procedure. Now the question is: Can 
we modify the unweighted balanced realization truncation in another way which 
will improve the low and medium range frequency behaviour for the reduction 
procedure, and , at the same time, will retain an easily calculable frequency error 
bound? We will address this problem in the next chapter. 
CHAPTER SEVEN 
Singular Perturbation Approximation 
of Balanced Systems 
7 .1 Introduction 
We have witnessed the important role played by the balanced realization t run-
cation ( weighted and unweighted) order reduction techniques in model and con-
troller reduction procedures. For the open-loop model reduction problem, trun-
cation of a balanced realization offers some advantages over some conventional 
model reduction techniques (See [Jaml] for an overview of many of these reduc-
tion schemes). We know ( Section 2.4.1) that direct balanced realization truncation 
retains stability in the reduced order model ( under a very weak condition). This 
reduced order system is also balanced and minimal (in the continuous-time case). 
Further, there is an easily calculable frequency error bound available. There are, 
however, some drawbacks of this reduction techniques. For instance, some con-
straints or changes are needed for the method in order to cope with an unstable 
model (See [Sanl] and [Kenl], and also Section 2.5.3). vVe do not intend to discuss 
this matter further. Another problem for this reduction technique is that it has a 
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mismatch of the DC gains of the high order model and the reduced order model. 
Suppose a stable system ( A, B, C) is balanced with a gramian E diagonalized. The 
truncated approximation of (A, B ,C), viz., (A11 , B 1 , C1 ), is defined as in (2.4-5). 
Then Lemma 2.4 tells us that 
(7. 1-1) 
where E2 is also defined as in (2.4-5). The above error bound means that at every 
frequency w, the difference between the high order model transfer function and 
the reduced order model transfer function 
(7.1-2) 
is upper bounded by the constant 2tr(E2 ). At the frequency w = 0, er(jw) corre-
sponds to the difference of the DC gains between the high order system and the 
reduced order system. We have 
(7. 1-3) 
in general ( though er(O) is still bounded by 2tr(E2)). In fact, if the order reduction 
is 1 (i.e., r = n - 1), then the upper bound (7.1-1) is achieved at DC [Ennl], i.e., 
en-i(O) = 2o-n. In contrast , at very high frequencies , i.e., when w-+ oo , we have 
(7. 1-4) 
This is to say that the reduction error of the directly balanced truncation method 
of Moore tends to zero at very high frequencies but is in general nonzero at very low 
frequencies. The latter property at least is quite contradictory to what one would 
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hope in model and controller reduction. In most situat ions, one would expect a nice 
reduction procedure to retain as much as possible the low and medium frequency 
properties of the high order transfer function , i.e. , one would hope for the reduction 
error to be as small as possible in the low and medium frequency ranges. Certainly, 
the introduction of frequency weighting into the balanced truncation method will 
overcome part of the problem. However, the price for this is the loss of the easily 
calculable frequency error bound. Also, one still faces the problem of mismatch of 
the DC gains in the reduction. This motivated us to look for alternatives . Inspired 
by some interesting works of Fernando and Nicholson [Ferl-Fer5], we will show 
that the singular perturbation approximation of a balanced realization is a good 
candidate for an approximation. 
In the next section, we present a brief review of the singular perturbation 
order reduction technique and some relevant properties. Then in Section 7.3, we 
will show that by applying the singular perturbation approximation technique to 
a balanced realization (instead of truncation of the realization), one can obtain a 
reduced order system which matches the DC gain and still has an easily calculable 
frequency error bound (as for the direct truncation). Section 7.4 will extend the 
results to discrete-time systems. Some examples will be used in Section 7.5 to 
illustrate the above model reduction methods. 
7 .2 Singular Perturbation Approximations (SPA) 
In this section, we focus on the application of the singular perturbation tech-
nique to the order reduction of a linear, time-invariant system model. The inter-
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ested reader is referred to [Kokl] and [Sakl] for overviews of the technique. 
7.2.1 Singular Perturbation Approximation - Continuous-Time Case 
Let us now consider a linear, time-invariant system 
(7.2-1) 
where u(t)cRl is a control vector and y(t)1:Rm is an output vector. It can be 
rescaled as a singular perturbed system 
[ :i;] = [111 112] [X] +[~l]u [x(O)] = [x0] c:i A21 A22 z B2 ' z(O) z0 (7.2-2) 
where A21 = c:A2 1 , A22 = c:A22, B2 = c: B2 and c: > 0 is a small constant. 
If now C is small and A;l exists (so does A;n, and further the second sub-
system is "fast" , i.e. , 
(7.2-3a) 
or, 
(7.2-3b) 
then the system (7.2-1) (equivalently the system (7.2-2)) is a two-time-scale system 
and its slow and fast subsystems are [Sakl]: 
:i;., = Ax., + B u., , x.,(O) = x0 
(7.2-4) 
y., = Cx., + Eu., 
Chap . 7 Singular Penurbation Approximation of Balanced Systems 191 
~ ~ 
€Z J = A22 ZJ + B2uf , z1(0) = z0 - zs(O) 
(7.2-5) 
YJ = C2 z1 
where Zs= -A-1} A21Xs and ZJ = z - Zs , Uf = u - Us , Y! = y - Ys and 
(7.2-6) 
Now, since € > 0 is small and A;-/ exists, and if further A22 is a st able matrix, i.e., 
Re{Ai(A22)} < 0, then a model order reduction of (7.2-1 ) is achieved by neglecting 
the fast subsystem dynamics while retaining the slow subsystem, i.e. , (7.2-1) or 
(7.2-2) is approximated by the so-called slow singular perturbation approximation 
( or "quasi-steady-state") model (7.2-4) and (7.2-6). Formally t his reduction can 
also be obtained by setting c:i = 0 in (7.2-2) . 
Note that the perturbation parameter € does not explicitly appear in the slow 
approximation (7.2-6), and such simplifications can be considered as aggregation 
approximation [Aokl] . More importantly, the approximation relies heavily on 
the fact that the second subsystem (A22, B2, C2) is fast. The justification for this 
condition is that (7.2-3) ensures that z 1( t ) decays rapidly in an initial time interval 
after which the system response is essentially due to xs (t ) and zs(t ). 
It is very interesting to note that singular perturbation approximations can 
be developed in the frequency domain [Fer2] . We consider a linear, time-invariant , 
and stable system ( A, B , C, E ) defined by 
x(t ) = Ax(t) + B u(t ) 
(7.2-7) 
y(t) = Cx(t) + Eu(t) 
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which has the transfer function 
G(s) = C(s in - A)- 1 B + E 
where s = u + jw is the complex frequency. 
The system can be partitioned conformally as 
A= [An 
A21 
then the transfer function can be written in the form 
G(s) =[C1 
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(7.2-8) 
(7.2-9) 
(7.2-10) 
Now using the well known block matrix inversion lemma [Kail], we can decompose 
additively the t ransfer function G( s ) as 
(7.2-11 ) 
where 
G1 (s) = C(s ) [sir - A.(s) ]- 1 B (s) + E 
(7.2-12) 
G2 (s) = C2(sin-r - A22)-l B2 . 
Now we have the following result [Fer2]: 
Lemma 7.1: Consider a continuous-time, linear, time-invariant, and stable sys-
tern ( A, B , C , E) defined as in (7.2- 7) with the transfer function G( s) defined 
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decompose additively the transfer function G(s) = G1 (s) + G2 (s) where G1 (s) 
and G2(s) are defined as in (7.2-12). Now if the subsystem G2(s) is stable and 
"fast " (i.e. , its states have very fast transient dynamics and decay rapidly to cer-
tain "steady values") in the neighbourhood of a given frequency s = a0 , then by 
ignoring the dynamics of this fast subsystem, the system with transfer function 
G( s) can be approximated by the reduced order system with transfer func tion 
G(s) = C(ao ) [slr - A(ao)]-1 B (ao ) + E (ao) (7.2-1 3) 
where 
( 7.2-14) 
and A(s),B(s) and C(s) are defined as in (7. 2-12). 
This model order reduction method is termed the generalized (slo w) singular 
perturbation approximation at frequency s = o-0 [Fer2]. 
The meaning of the modification of the feedthrough term in (7.2-13) is very 
clear. It will ensure that the magnitude of the reduced order system (7.2-13) 
matches the magnitude of t he high order system (7.2-8) at the frequency s = <10, 
i.e., the reduction error becomes zero at s = o-0 • If a0 = 0, then we can match the 
DC gains in the reduction. 
It should be pointed out that , theoretically speaking, the frequency ao can be 
any complex number. However this would cause the transfer function G( s) of the 
reduced order system to become a complex coefficient transfer function. This is 
not attractive at all. Hence, one should concentrate on a real frequency ao in the 
generalized singular perturbation approximation. 
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Now we consider two extreme cases of the generalized singular perturbation 
reduction method: 
(i) o-o = O; then we have the reduced order model as 
G(s) = C(O) [slr - A(0)]-1 B (O) + E(O) 
where 
Hence, we obtain the familiar slow singular perturbation approximation as in 
(7.2-6) . 
(ii) o-o = oo; we obtain 
A(o-o) .- Au , B(o-o) .- B1 , C(o-o) .- C1 , E (o-o ) - E , as o-o .- oo. 
Hence, this case corresponds to the direct truncation reduction method. ( Al-
though to this point in this chapter, we have not assumed that we are working 
with a balanced realization). 
7.2.2 Singular Perturbation Approximation - Discrete-Time Case 
We recall the singular perturbed continuous-time, linear, time-invariant sys-
tern defined in (7.2-2). By considering the approximation x(t) ~ [x( k+l)-x( k )]/T, 
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where Tis the sampling time, [Fer4] proposed the analogous singular perturbation 
discrete-time model in the format 
(7.2-15) 
(7.2-16) 
(7.2-17) 
~ 
where 4>21 = c4>21 , 4>22 = c4>22, r2 = cr2. 
Recall that for continuous-time systems, a subsystem is said to be fast if the 
eigenvalues of the subsystem are large in the complex plane, and a subsystem is 
said to be slow if its eigenvalues are near the origin. vVe carry this definition to the 
di3crete-time system [Fer4] where a subsystem is said to be fa3t if the eigenvalues 
are near the origin (i.e., z ~ 0) and 3/ow if they are near the point 1 + jO (i.e. , 
z ~ l) on the complex plane. This extension is consistent with the well-known 
sampled-data discretization z = e8 T . 
As in the continuous-time case, we assume that the subsystem matrix 4>22 is 
stable and fast , i.e., we have that I..\{ 4>22} I is small ( ~ 0). With c - 0 in (7.2-2), 
we obtain the slow and fast time singular perturbation subsystems: 
(7.2-18) 
(7.2-19) 
(7.2-20) 
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Now, if <P22 is fast (or, by setting c = 0 in the left side of (7.2-16)), we obtain the 
slow reduction order system as 
where 
x(k + l ) = <I?x(k) + I'u(k) 
y(k) = H x(k ) + Edu(k) 
- -1 Ed =Ed+ H2Un-r - <P22 ) r2 · 
As in the continuous-time case, for the discrete-time system defined by 
x(k + 1) = <I?x (k) + r ·u(k) 
y(k ) = Hk(k ) + Edu(k), 
with the system part itioned conformally as 
the transfer function G(z ) can be decomposed additively as 
where 
G1(z ) = H (z ) [zlr - <I? (z)]-1 I'(z) + Ed 
G2(z ) = H2( zln-r - <I?22)-1r2 . 
Now we have [Fer4]: 
(7.2-21 ) 
(7.2-22) 
(7.2-23) 
(7.2-24) 
(7.2-25) 
(7.2-26) 
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Lemma 7.2: Consider a discrete-time, linear, time-invarian t, and stable system 
(<I>, r, H, Ed ) defined as in (7. 2-23) with transfer func tion matrix G(z) = H(z ln-
4> ) - 1 r + Ed , Partition the system conformally as in (7. 2-24) and decompose 
additively G(z) = G1 (z) + G2 (z) where G1 (z) and G2(z) are defined as in (7. 2-
26). Now if the subsystem G2 ( z) is stable and "fas t" near the frequency z = z0 , 
we then obtain by neglecting the dynamics of tbis fast subsystem a low order 
approximation of G(z) with transfer func tion 
G(z) = H (zo) [zir - <l> (zo)] - 1 I'(zo) + Ed(zo) ( 7.2-27) 
where 
( 7.2-28) 
and <l> (z), I'(z) and H(z) are defined as in (7. 2-26) and O < jzoj :S 1. 
Two extreme cases can be considered: 
(i) z0 = l ; we obtain the slow singular perturbation approximation defined as in 
(7.2-22); 
(ii) if zo ---+ 0 and <1>2/ exists, we have 
(7.2-29) 
We have seen that the singular perturbation approximation method for model 
reduction can be developed from the time domain as well as the frequency domain. 
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The generalized slow singular perturbation approximation when we take o-0 = O 
(z0 = 1 for the discrete-time case) will match the DC gains in the reduction. 
Now the question arises: If we apply this reduction technique instead of direct 
truncation to a balanced system, will we secure the advantages of both reduction 
methods? That is: can the reduction method have very good behaviour at low 
frequencies while it still has a very easily calculable frequency error bound? We 
will address these problems in the next two sections. 
7.3 Properties of Singular Perturbation Approximation 
of Balanced Systems - Continuous-Time Case 
Before we state the properties of the singular perturbation approximation of 
internally balanced systems, we first establish some more propert ies of balanced 
systems. 
Let us consider a continuous-time, linear, time-invariant , and stable system 
G(s) = C(s i n -A)- 1 B + E with (A ,B,C, E ) being minimal and internally bal-
I 
anced with gramian ~ = cliag{ o-1 , 0-2 , .. . , an} , O"i 2: O"i+1 > 0, i = 1, 2, . .. , n - l , 
i.e. , we have 
(7.3-1) 
(7.3-2) 
Some well known properties of balanced systems have been given in Section 
2.4.1 . The following are some less well known properties of balanced systems. 
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Lemma 7.3: Let a linear time-invariant system G(s) = C(s in - A)- 1 B + E 
be stable and internally balanced with gramian E (i.e., (7. 3-1 ) and (7. 3-2) bold 
true). Partition the system conformally as 
A= [Au A12] 
A21 An ' [ E1 0 ] E = 0 E2 . (7. 3-3) 
Then we can decompose the transfer function as 
G(s) = C1(slr - Au)- 1 B1 + C(s) [sin -r - A(s)]-I B (s) + E (7.3-4) 
or 
( 7.3-5) 
where 
( 7.3-6) 
and 
(7.3-7) 
Further, the "system" (A(s), B(s) , C(s)) is "internally balanced" with 
gramian E2 , and the "system" (A(s ), B (s ), C(s )) is "internally balanced" with 
gramian E1, i.e. , 
{ 
A(s)E2 + E2AH(s) + B(s)BH(s ) = 0 
AH(s)E2 + E2A(s) + cH(s)C(s) = 0 
(7.3-8) 
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{ 
A~)E1 + E1A~(s) + B~)BH (s) = 0 
A (s )E1+E1A(s ) +C (s) C(s) =O 
where AH (s) = AT(-s ), and so on. 
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(7.3-9) 
A proof of (7.3-8) can be found in [Ennl] and the proof of (7.3-9) can be 
obtained similarly by direct algebraic manipulation. 
Note that the subsystems (Aii, Bi , C; ) (i = 1, 2) are also internally balanced 
(by Lemma 2.3). Hence, Lemma 7.3 virtually says that the transfer function of a 
balanced system can be additively decomposed into two balanced subsystems and 
decomposition is not unique. 
Now define the "reciprocal system" (A, B, C) of (A, B , C) by [Fer3]: 
(7.3-10) 
assuming that A is nonsingular. vVe have [Fer3] : 
Lemma 7.4: Let ( A , B , C) be the minimal and internally balanced realization 
with gramian E of a linear, time-invariant and stable sy stem. Then the re-
ciprocal system (A, B, C) ( defined as in (7.3-10)) is also stable and internally 
balanced with gramian E . 
Partition the system (A, B, C) and the gramian E conformally as 
E= 
(7.3-11 ) 
Then we have (by Lemma 2.3 and Lemma 2.4) : 
Chap . 7 Singular Perturbation Approximation of Balanced Systems 201 
Lemma 7.5: Let the hypothesis of Lemma 7.4 hold and the reciprocal system 
(A, B,C) be partitioned as in (7. 3-11 ). Then the subsystem (Aii, Bi ,Ci ) (i = 
1, 2) is also internally balanced with gramian I:i (i = 1,2). 
Lemma 7.6: Let the hypothesis of Lemma 7.5 bold. Then the subsystem matrix 
Aii ( i = 1, 2) is asymptotically stable if I: 1 and I:2 have no common diagonal 
element. Further, the subsystem (Aii, Bi , Ci ) (i = 1, 2) is controllable and 
observable. 
Also, we have the following frequency error bound by Lemma 2.5: 
Lemma 7.7: Let the hypothesis of Lemma 7.5 hold. Then we have 
(7. 3-12) 
Moore's reduction method uses the subsystem ( A11, B1 , C1 , E ) defined as in 
(7. 3-3) as the approximant to the balanced system (A., B , C, E ). vVe know that the 
reduced order system is also balanced, stable, controllable and observable. Also 
there is an easily calculable frequency error bound (2.4-6) for the reduction. Now 
if we apply the singular perturbation approximation technique to the balanced 
system ( A, B , C, E) instead of the direct truncation method, what kind of prop-
erties can we expect for this reduction? To answer this ques tion, the key is to 
exploit the "reciprocal system" of (A, B , C, E) . 
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Now define (using the partition (7.3-3)) 
(7.3-13) 
Then we know from the last section that the reduced order system ( A , B , C, E ) is 
the slow singular perturbation approximation of the balanced system (A , B , C, E ) 
if A22 is stable and fast. Given the result of Lemma 2:4, the condit ion on A22 
to be stable can be changed to require that E1 and E2 have no common diagonal 
element in the balanced system. 
Now, notice from (7.3-10) and (7.3-11) and the block matrix inversion lemma 
[Kail] that 
- ~-1 A=A11 , 
- --1-B = A11 B1 , (7.3-14) 
i.e. , the system (A,B,C) is the "reciprocal system" of (A11 ,.B1 ,C\ ). Hence, we 
immediately obtain the properties of the singular perturbation approximation re-
duction method. 
Lemma 7.8 [Fer5]: Let (A, B , C , E) be the minimal and internally balanced 
realization with the gramian E of a continuous-time, linear, time-invariant and 
asymptotically stable system. Partition the system conformally as in (7.3-3). 
Then the slow singular perturbation approximation (A , B, C , E ) defined in (7.3-
13) of the system (A, B , C, E) is also internally balanced with gramian E1 (E1 
is defined as in (7.3-3)). 
I 
I 
I 
I 
I 
~ I-
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Theorem 7.1: Let the hypothesis of Lemma 7.8 hold true. Then the singular 
perturbation reduced order system (A , B , C , E ) defined in (7.3-13) of the system 
(A, B, C , E) is also asymptotically stable and controllable and observable if 'B1 
and ~2 (as defined in (7.3-3)) have no common diagonal element. 
The proof of this result is straightforward by noting Lemma 7.6 and the 
relation (7 .3-14). Now we have the main result of this chapter. 
Theorem 7.2: Let the hypothesis of Lemma 7.8 hold true. Then there is a 
frequency error bound available for the singular perturbation approximation 
(A,B,C,E) defined in (7.3-13) of the stable and internally balanced system 
(A,B, C , E ): 
( 7.3-15) 
where ~ 2 is defined as in (7. 3-3) . 
Proof: Define a 1-1 mapping on C: s' = 1/s; then 
C(s ln - A)- 1 B = C( 1, In - A)- 1 B 
s 
(7.3-16) 
where (A, B, C) is defined as in (7.3-10). Now from Lemma 7.4, we know t hat 
(.4, B, C) is balanced with gramian ~- Do a direct truncation approximation 
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of (A, B, C) as (A11, B1, C1) defined in (7.3-11). Following the above derivation 
(7.3-16) and using a mapping s' t--t s , we have 
Using the relation (7.3-14), we obtain 
(7.3-17) 
Further, settings= 0 in (7.3-5) of Lemma 7.3, we have 
-1 ---l- -1 CA B = CA B + C2 A 22 B2 . (7.3-18) 
On the jw-a.""<is, the mappings t--t s' is equivalent to the mapping jw t--t jw' . So, 
we have 
= jjC(jwln - A )- 1 B - C(jwlr - A )- 1 B + C2A2/ B2 IL,o 
= II - cA-1 B - C(jw'In - A)-1 B + C1(jw'Ir -A11 )- 1 .B1 +CA -lB + C2A2/ B2 II= 
(by (7.3-16) and (7.3-17)) 
(by (7.3-18)) 
(by Lemma 7. 7). 
D 
The singnificance of this theorem is very clear. To use the singular pertur-
bation approximation technique (7.3-13) to reduce the order of the internally bal-
anced system (A, B, C, E) , it is not necessary that the time scale separation prop-
erties (7.2-3) should hold true. In fact, as long as the balanced system (A, B , C, E ) 
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has a weakly controllable and weakly observable subsystem, i.e., the sum of the 
sigular values corresponding to this weak subsystem, tr(~ 2 ), is small, then the 
result of Theorem 7.2 guarantees a good reduction from the sigular perturbation 
approximation technique in the sense that the reduction error will be overbounded 
by a small quantity 2tr(~ 2 ) . 
It is interesting to note that if the high order balanced system is strictly 
proper, i.e. , E = 0, then in (7.3-13), E = -C2 A:;21 B2 . Hence if the system to be 
reduced is strictly proper, its singular perturbation approximation will usually be 
a proper but not strictly proper reduced order model. If one insists on a strictly 
proper singular perturbation approximation as in [Ferl , Fer2, Fer5 , Sanl], one 
must expect a larger frequency error bound: 
Corollary 7.1: Assume the same hypoth ses as Theorem 7.2, then we obtain 
( 7.3-19) 
Proof: In Theorem 7.2, (7.3-15), set w .- oo; then 
IIC(jwln - A)-l B + E - C(jwlr - A )-l B - Ellcx, ._ IIC2A2l B2 llcx, ~ 2tr(~2 ) · 
(7.3-20) 
Hence 
IIC(jwin - A)-l B - C(jwir - A )-l Bll cx, 
= IIC(jwln - A)- 1 B + E - C(jwlr - A)- 1 B-
- (E - C2A:;/ B2) - C2A°il B2ll(X) 
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~ IIC(jwln - A)- 1 B + E - C(jwlr - A)-l B - Elloo + !I C2A2/ B2! l
00 
~ 4tr(~2) . 
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D 
Now we have seen that if we use direct truncation on a stable and balanced 
system to obtain a low order approximation, we can have a very good reduction 
error ( near zero) at very high frequencies , but not such a good one at low fre-
quencies. If we use the singular perturbation approximation technique on a stable 
and balanced system to find the low order model, we have the reverse conclusion. 
Hence , one can imagine that a mixed usage of these two reduction techniques (i.e. , 
direct truncation and singular perturbation approximation) of a stable balanced 
system will "average" the behaviour of both methods at high and low frequencies. 
We have 
Theorem 7.3: Assume that the hypothesis of Lemma 7.8 hold true. Then the 
techniques of direct truncation (DT) and singular perturbation approximation 
(SPA) can be used in a mixed way to reduce the order of a linear, time-invariant , 
minimal, stable, and internally balanced system. That is to say the reduction is 
done by several sequential steps, and for each step, either the direct truncation 
or the singular perturbation approximation method can be employed to reduce 
the order. Further, the final reduced order model is also minimal, internally 
balanced and stable. The frequency error bound of the reduction will remain 
the same as if the reduction had been done by either method in one step. 
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Proof: This is just a simple consequence of Lemmas 2.3 to 2.5 in conjunction 
with Theorem 7.1 and Theorem 7.2. For each technique, the resulting low order 
system is still balanced with the gramian E 1 and the frequency error bound of 
the reduction only depends on E 2 • So, for each sequential reduction step, we can 
regard the system obtained from the last reduction step as a freshly balanced 
system with gramian E 1 . Hence the conclusion follows. D 
Now a question anses: Can the above results be extended to generalized 
singular perturbation approximation of a balanced system? For the generalized 
singular perturbation approximation of (7.2-13) and (7.2-14), if the frequency a0 
is nonzero and a finite real number, unfortunately we are not able to extend the 
above results . However, if a0 = j~, ~ is a real number, (and note this will produce 
a complex coefficient transfer function), we obtain: 
Theorem 7.4: Assume that the generalized singular perturbation approxima-
tion reduction technique (7.2-13) and (7. 2-14) has been employed to reduce the 
order of a stable and balanced system G(s) = C(s ln -A)- 1 B + E defined as in 
Lemma 7.3, with the frequency Cio = j~ in (7.2- 13) and (7.2- 14) where~ is an 
arbitrary real number, then we have 
(7.3-21 ) 
where E2 is defined as in (7.3-3). 
The proof of this theorem is quite lengthy, and is relegated to Appendix B. 
There are two particular points to note in this theorem: 
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(i) Perhaps surprisingly, the frequency a 0 = j ( does not appear m the error 
bound; 
(ii) As a particular instance of this point , when we take two special cases, i.e. , 
ao = 0 or ao = j oo, we will have the result of Theorem 7 .2 and the result 
of Lemma 2.5. Note the proof technique is quite different from [Ennl] and 
[Enn2] and [Glo2] and also different from the proof of Theorem 7.2. 
In the next section, we will consider the discrete-time case. 
7.4 Properties of Singular Perturbation Approximation 
of Balanced Systems - Discrete-Time Case 
In the last section, we have shown that the singular pert urbation approxi-
mation of a balanced system is fully compatible with Moore's direct truncation 
method in the continuous-time case. Now we want to examine if this is still true for 
discrete-time systems. To do so, we first establish some properties of the bilinear 
mapping between the complex s-plane and z-plane. 
We start with a continuous-time, linear, time-invariant, minimal, and stable 
system with the transfer function C(sln -A)-1 B + E . Assume that the discrete-
time, linear, time-invariant , minimal, and stable system H (z ln - <I>)-1r +Edis 
obtained from the continuous-time system via the following bilinear mapping 
z- l l+s 
s = -- (inverse; z = --) 
z+l 1-s 
(7.4-1) 
which maps the left half complex s-plane, Re( s) ~ 0 onto the unit circle lzl ~ 1 
I 
I 
I 
I 
I 
I 
i 
I 
I 
---
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in the z-plane; then we have the relations 
or 
or in another form 
B = v'2(41 + In )- 1r 
C = V2H( 41 + In )- 1 
z-1 
s=,+r 
l.±!. 
z= 1-• 
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(7.4-2a) 
(7.4-2b) 
(7.4-3) 
· Balanced realizations in discrete-time are defined in the obvious way, see, e.g., 
[Al-S2]: 
Definition 7.1: A linear, time-invariant discrete- time system ( 41 , r , H ) is said 
to be internally balanced with gramian ~ if 
( 7.4-4) 
where~ = diag{ a 1 , 0-2 , ... , an} and O"i 2: O"i+1 2: 0, i = 1, 2, .. . , n - 1. 
Then we obtain 
-
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Lemma 7.9 [Al-S2, Al-S3]: The bilinear mapping (7.4- 1) preserves the inter-
nally balanced property of the linear, time-invariant system. That is to say, 
if the stable continuous-time system ( A , B , C , E ) is internally balanced with 
gramian I:, then the discrete-time system ( 'P , r , H , Ed ) obtained by the above 
bilinear mapping (7.4- 1) and (7.4-2) is also internally balanced with the same 
gramian I: , and vice versa. 
Further , we have as a new result: 
Theorem 7.5: The bilinear mapping (7.4-1 ) and (7.4-2) preserves the slow sin-
gular perturbation approximation, in the sense that if the linear, time-invariant, 
and stable continuous-time system (A, B , C, E) and the linear, time-invariant , 
and stable discrete-time system ( 'P , r , H , Ed) are linked by the bilinear map-
ping (7.4- 1) and (7.4-2), then their slow singular perturbation approximation 
(A,B,C,E) defined as in (7.2-6) and ('P,T',H ,Ed) defined as 0 (7.2-22) are 
also linked by the same bilinear mapping, i.e., 
or we have the relations 
=-1 
s=T-FT 
1.±!. z = 1-, 
( 7.4-5a) 
( 7.4-5b) 
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or 
4> = (Ir - A)- 1 (Ir + A ) 
I'= V2(Ir - A)- 1 B 
H = V2 C(Ir - A)- 1 
( 7.4-5c) 
Proof: Using the block matrix inversion lemma [Kail], it is easy to see that 
(7.4-6) 
and 
(7.4-7) 
So what we have to do is to show that if (7.4-2) holds, then the right side of 
(7.4-6) equals to the right side of (7.4-7) whens= ;+i . Now 
C [ ( sir O) ]-1 B + E = 
= C [: ~ ~ ( Ir O) - A]-1 B + E 
= J2H( <H I.)-1 [ : ~ ~ (1' 0) - (4'> +l.)-' (4'> - 1.f' 
·(<I>+ In)-1 rv'2 + Ed - H(<I> + In )- 1 I' 
= H { 2(<H I.)-1 [: ~ ~ (1' O) -(I. - 2(<H I.)-1f 1 (<H I.)- 1-
-(4'> + I.)-1 }r + E, 
= H { ( q, +l.)-1 [2(, ~ \) (1' 0) - 1; + (4'> +I.)-1 r (4> +I.)-'-
- (4'> + 1.)-1 }r + E, . 
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Now, using the matrix inversion lemma [Kail]: 
(assuming that Mand Pare invertible), by setting 1\1 =-(<I?+ In ), N = In , 
p = dz+\) ( 10 ~) - ft , and Q = -In , we then obtain 
c[s(Ir 0)-A]-
1
B+E 
= H {-(4> +I.)- [2(;:;_\) (1' 0 )- I; r r r+ E, 
=H{-s>-1.-[G- z!1)(1· o)-;rr r+E, 
=H[-<P-In-(-(z +l)Ir - )]-1r+Ed 2In-r 
= H [ ( zir In-r) - <I? ]-1 r + Ed . 
The rest of the proof is straightforward. We omit it. 
From the above two results , we immediately have 
D 
Theorem 7.6: Assume that the minimal realization of a linear, time-invariant 
discrete-time system, ( <P , r , H , Ed ) is asymptotically stable and internally bal-
anced with the gramian E ; then its slow singular perturbation approximation, 
viz., the reduced order system ( <P , r, H, Ed ) defined as in (7.2-22) is also minimal, 
internally balanced, and asymptotically stable if E1 and E2 have no diagonal 
element in common. 
Proof: Use the bilinear mapping (7.4-1) to transform the discrete-time system 
(<I>, r , H, Ed) and its slow singular perturbation approximation (<I? , f , H , E d) into 
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the continuous-time system (A , B , C, E) and its corresponding slow singular per-
turbation approximation (A, B , C, E ), then apply the existing results (Lemma 
7.8 and Theorem 7.3) to these continuous-time systems. The conclusion follows . 
It is also possible to prove the result by direct algebraic manipulations as shown 
in [Al-S2]. 0 
Certainly, we also have 
Theorem 7.7: Assume the same hypothesis as iii Theorem 7.6; then there is a 
frequency error bound available for the singular perturbation reduction of the 
balanced system 
The proof of this result is trivial. 
Note that the same claim of this theorem has appeared in [Al-S2] and [Al-S3] ; 
however, the proof technique is different. 
As a final remark, it should be pointed out that in the discrete-time case, 
directly truncating a balanced system to reduce the system order is not fully 
compatible with the singular perturbation approximation of the balanced system. 
The problem is that the reduced order system obtained by direct truncation of a 
balanced system is not balanced any more. Hence, we cannot , in contrast to the 
continuous-time case (Theorem 7.3), mix freely the two reduction techniques into 
one reduction procedure. However, we can state: 
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Theorem 7.8: Assume the same hypothesis as in Theorem 7.6. Then the tech-
niques of the direct truncation (DT) and the slow singular perturbation ap-
proximation (SPA) can be used in the following way to reduce the order of a 
discrete-time, linear, time-invariant, minimal, stable, and internally balanced 
system: Assume that the reduction is done by two sequential steps. For the 
first step, the slow singular perturbation approximation method is used . In the 
second step, the direct truncation tecbnique is employed to reduce the order. 
Then the final reduced order model is also minimal, stable (b ut not internally 
balanced). The frequency error bound of the reduction will be the same as if 
the reduction had been done by either techniques in one step. 
The proof of this theorem is also trivial. 
As for continuous-time systems, we hope this mixed reduction procedure will 
display behaviour between those of the two reduction techniques from which it is 
composed. 
Figure 7.1 shows the relations among the reduction methods in this chapter. 
In the next section, some examples are used to illustrate the reduction meth-
ods proposed in this chapter. 
7.5 Examples 
7.5.1 Example 7.1 
To illustrate the two different approaches { and their mixture) in the model 
order reduction problem, consider the continuous-time, linear, t ime-invariant and 
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Continuous-Time 
Small Error at HIGH Frequency 
(A 11 , Bl' Cl' E), rth Order 
Internally Balanced (L1) 
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Error Bound Direct 
2tr(l: 2 ) Truncation 
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Asymptotically Stable 
- 1 + s 
Controllable & Observable z:::--1 • s 
Error Bound Slow Singular 
2tr(l:2 ) Perturbation , Approximation 
z · 1 (A, B, c, E), nth Order s::: --z + 1 
Internally Balanced ( l: 1) Bilinear Mapping 
Asymptotically Stable - 1 + s 
Controllable & Observable 
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1 · s 
Small Error at LOW Frequency 
. 
. 
Discrete-Time 
Small Error at HIGH Frequency 
(<t>l 1 ' r l ' Hl' Ed ), ~h order 
NOT Balanced 
Asymptotically Stable 
Controllable & Observable 
I 
Error Bound Direct 
2tr(l: 2 ) Truncation 
(<t>, r , H, Ed ), n th Order 
Internally Balanced ( l: ) 
Asymptotically Stable 
Controllable & Observable 
Error Bound Slow Singula 
Perturbation 2tr(l: 2 ) 
r 
n , , Approximatio 
- - - - th (<t>, r , H, Ed ), r Order 
Internally Balanced ( l: 1 ) 
Asymptotically Stable 
Controllable & Observable 
Small Error at LOW Frequency 
Fig.7.1 Summary of the Model Reduction Methods for the Balanced System 
stable system describ ed by the transfer function 
s+4 G(s) - ------....,.....-----,-
- (s + l )(s + 3)(s + 5)(s + 10) (7.5-1 ) 
which has appeared in many references such as [Mool], [Fer5] and [Sanl]. T he 
sys tem can be realized in the following internally balanced format [Mool], G( s) = 
C (s14 - A)- 1 B + E , where 
[
- 0.43781 1.1685 
A= - 1.1685 - 3.1353 
0.41426 2.8352 
- 0.05098 -0.32885 
0.41426 
-2.8352 
-12.4753 
3.2492 
0.05098 l 
-0.32885 
-3.2492 ' 
-2.9516 
[
-0.11814 l 
B = -0.1307 
0.05634 
-0.006875 
(7.5-2) 
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C = [ -0.11814 0.1307 0.05634 -0.006875 ] , E = 0, (7.5-3) 
and the balanced gramian matrix :E is given by 
:E = diag{l.5938 X 10-2 , 2.7243 X 10-3 , 1.272 X 10-4 , 8.006 X 10-6 }. (7.5-4) 
Now, we want to use Moore's direct truncation , the singular perturbation 
approximation and a mixture as order reduction techniques to find a second order 
system approximating the above balanced system. vVe have four different cases: 
Case I (DT): Moore's direct truncation reduction method. Partition the system 
conformally and then eliminate the weakly controllable and observable subsystem; 
we obtain the reduced order system as 
[
-0.43781 
An= -1.1685 
1.1685 ] 
-3.1353 ' 
B = [-0.11814] 1 
-0.1307 
C1 = [ -0.11814 0.1307] , E = 0 
Note that this reduced order system remains internally balanced with gramian 
:E1 = diag{ 1.5938 x 10-2 , 2. 7243 x 10-3 }, is controllable and observable, and 
is also asymptotically stable with matrix Au having the eigenvalues >-{Au} = 
{-1.1129, -2.4601}. 
Case II (SPA): The slow singular perturbation approximation method. Using 
(7.3-13), we obtain the reduced order system as 
- [-0.42491 
A= -1.2565 
1.2565 ] 
-3.7354 ' 
B= [-0.11638] 
-0.14266 
C = [ -0.11638 0.14266] , E = 2.384 x 10-4 
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Again, the reduced order system is balanced with gramian ~ 1 , controllable and 
observable, and also asymptotically stable with A having the eigenvalues >. {A} = 
{-1.0026, -3.1578} . 
• 30 F=========::::::::::----------, 
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C0 -70 
"0 
-~ 
~ -80 
-
·5i 
~ -90 
~ 
-100 
-110 
- 120 
......... 
DT 
.01 .1 10 100 
Frequency ro (rads/sec) 
Fig.7.2 Bode Plot (Magnitude) of the Systems 
Case III (DT/SPA): The mixture of Moore's direct truncation and singular 
perturbation approximation method. In this case, we first use the direct truncation 
to obtain a third order approximation, then we use the singular perturbation 
approximation to this third order system to obtain the second order approximation 
as 
A _ [-0.42405 
ml - -1.2626 
1.2626 ] 
-3.7796 ' 
B = [-0.11626] 
ml -0.1435 
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Cml = [ -0.11626 0.1435] , Eml = 2.5441 X 10-4 
This reduced order system is balanced with gramian ~ 1 , controllable and observ-
able, and also asymptotically stable with Ami having the eigenvalues >.{Ami} = 
{ -0.99696 , -3.2067}. 
Or--------==:::=:::--------------, 
-so 
-100 
-250 
- 300 
.01 .1 1 10 100 
Frequency co (rads/sec) 
Fig.7.3 Bode Plot (Phase) of the Systems 
Case IV (SPA/DT): The mixture of the singular perturbation approximation 
and Moore's direct truncation reduction method. In this case , we first employ the 
singular perturbation approximation method to find a third order reduction, then 
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Fig.7.4 Frequency Errors of the Reduction (Continuous-Time) 
use the direct truncation to obtain the second order approximation as 
A _ [-0.43869 
m2 - -1.1628 
Cm2 = [ -0.11825 
1.1628 ] 
-3.0986 ' 
0.12993] , 
[
-0.11825] 
Bm2 = -0.12993 
Em2 = -1.6012 X 10-5 
219 
100 
Again, this reduced order system is internally balanced with gramian I: 1 , control-
lable and observable, and also asymptotically stable with Am 2 having the eigen-
values >-{Am2} = {-1.1231, -2.4142}. 
Now we consider the frequency errors for the above reductions. The Bode plot 
of the high order system G( s) and the reduced order systems of the above four cases 
Chap. 7 Singular Perturbation Approximation of Balanced Systems 220 
10 
1 
Q,I 
"O 
= 10· l 
-
SPA/DT 
·2 
Cl) 
~ \ 
::; 10 · 2 
I,., 
0 
I,., 
I,., 
~ 10·3 
Q,I 
.:: 
-
/ 
~ 10·4 ~ OT/SPA 
c:z:: 
10 ·S 
10 ·6 
.1 1 10 100 
Frequency co (rads/sec) 
Fig. 7.5 Relative Frequency Errors of the Reduction (Continuous-Time) 
are shown in Figure 7.2 and Figure 7.3. Figure 7.4 depicted the frequency error 
o'"{G(jw)-Gr(jw)} where Gr(s) is obtained from the above four cases. It is clear 
that the singular perturbation approximation method has very good reduction 
errors at low frequencies (when w ~ 2 rads/sec). And the frequency error is 
smaller than the frequency error of the direct truncation method until around 
w = 15 rads/sec. Now looking again at the Bode plot of the system Fig.7.2 , we 
see that this system is a typical low-pass filter. ,vhen w = 15, the magnitude 
of the system has decayed about -40dB from its value in the pass band. Hence, 
0 ~ w ~ 15 rads/sec can be regarded as the working frequency range for this 
system, and within this range, the singular perturbation approximation method 
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gives a better reduction than the direct truncation method. Fig. 7.5 shows the 
relative frequency errors of the reductions , a{G(jw) - Gr(jw)}/a{ G(jw)}. 
For this system, we can consider the peak frequency error of the reductions, 
II G(jw)- Gr(jw)jl
00
; this criterion still favours the singular perturbation approxi-
mation method, as shown in Table 7.1. Note that the theoretical error bound for all 
the above reductions is 2tr('E2 ) = 2 x (1.272 x 10-4 +8.006 x 10-6 ) = 2. 7042 x 10-4 . 
It is also interesting to compare the exact errors at DC of the four reduction 
method, as shown in Table 7.1 as well. In fact , for Cases II, III and IV, one can 
write down directly the exact errors at DC, since the singular perturbation ap-
proximation gives no error at DC, and the direct truncation reduction of order 1 
gives the exact error at DC as 2CT4 and 2CT3 respectively. 
Table 7.1 Frequency Errors of the Reduction (Example 7.1) (xl0- 4 ) 
DT SPA DT/SPA SPA/DT Theo. Bound 
ljG(jw) - Gr(jw)jl,v, 2.4802 2.3693 2.5284 2.6402 2.7042 
Exact Error at DC 2.384 0.0 0.16012 2.5441 
7.5.2 Example 7.2 
Now we consider a discrete-time system. For comparison purposes, we simply 
use the bilinear mapping (7.4-1) to discretize the system in Example 7.1, (7.5-1 ). 
We have using the relation (7.4-2) together with (7.5-2) and (7.5-3) to deduce that 
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where 
[
-0.1372 
<I> = 0.30259 
0.02607 
0.01093 
-0.30259 
0.65545 
-0.07482 
-0.02894 
0.02607 
0.07482 
0.89126 
-0.09597 
-0.01093 l 
-0.02894 
0.09597 ' 
0.57533 
I' = -9.6875 X 10-3 
[ 
-0.12405 l 
6.1354 X 10-5 
-3.2595 X 10-6 
H = [ -0.12405 -9.6875 x 10-3 6.1354 x 10-5 -3.2595 x 10-6 ] , 
Ed = 9.4697 X 10-3 . 
Now, from the result of Lemma 7.9, we know that this realization is also ( discrete-
time) internally balanced with the same gramian ~ as shown in (7.5-4). 
As in the continuous-time case, we now use the direct truncation method, 
the singular perturbation approximation method, and their mixture to obtain a 
second order approximation of t he above system. We have 
Case I (DT): The direct truncation of the balanced syst em. We obt ain 
[
-0.1372 -0.30259] 
<I>n = 0.30259 0.65545 ' [ 
-0.12405 ] 
I' 1 = -9.6875 X 10-3 
H1 = [ -0.12405 9.6875 x 10-3 J , Ed = 9.4697 x 10-3 
Notice now that this reduced order system is not balanced any more. However , it 
is still controllable and observable and asymptotically stable with <I> 11 having the 
eigenvalues >.{ <I> 11 } = {3.163 x 10-3 , 0.51509}. 
Case II (SPA): The slow singular perturbation approximation method. Using 
the reduction method defined in (7.2-22), we obtain 
<I>= [-0.13124 -0.31964] 
0.31964 0.60667 ' 
- [ -0.12404 ] 
I'= -9.6494 X 10-3 ' 
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H = [ -0.12404 9.6494 x 10-3] , Ed = 9.4697 x 10-3 , 
Now, this reduced order system is internally balanced with the grarnian :E1 = 
diag{l.5938 x 10-2 , 2.7243 x 10-3 } , controllable and observable, and asymptoti-
cally stable with <P having the eigenvalues .,\{<P} = {5.3446 x 10-2 , 0.42199}. 
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Fig.7.6 Frequency Errors of the Reduction (Discrete-Time) 
Case III (SPA/DT): The mixture of the singular perturbation approximation 
method and the direct truncation approximation (Theorem 7.8). In this case, we 
first reduce the system to a third order one by the singular perturbation approxi-
mation, then truncate directly this third order system to obtain the reduced order 
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system as 
4> = [-0.13748 
m 0.30184 
-0.30184] 
0.65742 ' [ 
-0.12405 ] 
rm = -9.6872 X 10-3 ' 
Hm = [ -0.12405 9.6872 X 10-3 J , Edm = 9.4697 X 10-3 , 
Now, again, this reduced order system is not internally balanced. But it is control-
lable and observable , and asymptotically stable with 4>m having the eigenvalues 
A{4>m} = {1.3957 x 10-3 , 0.51855} . 
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Consider the frequency errors for the above model reductions. The frequency 
errors o'{G(eJ 8 ) - Gr(eJ 8 )} are depicted in Fig.7.6 where the Gr(z) are obtained 
I! 
I 
I 
I ""-
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from the above three cases. This figure shows clearly that the singular perturba-
tion reduction method has much smaller reduction errors at low frequencies. The 
relative frequency errors a{ G( ei8 ) - Gr( ei8 )} /a{ G( ei8 )} for the above reduction 
are shown in Fig.7.7. 
The theoretical upper bound for the L00 -norm frequency error of the above 
reductions is again 2tr(~2 ) = 2.7024 x 10-4 . For comparison, we list the L00 -
norm errors actually reached by the above reductions in Table 7.2. We also can 
compare the reduction errors at DC (i.e. , z = l ) for the three reduction methods. 
However, we cannot write down the exact error at DC for Case III now as in the 
continuous-time case, since, for discrete-time systems, the reduction error bound 
for the direct truncation of a balanced system is not tight any more, even when 
the order reduction is 1, see, e.g., [Al-S2]. 
Table 7.2 Frequency Errors of the Reduction (Example 7.2) ( x 10-4 ) 
DT SPA SPA/DT Theo. Bound 
2.2602 2.4803 2.3553 2.7042 
Exact Error at DC 2.2602 0.0 2.3553 
7.6 Summary 
In this chapter, we have shown that direct truncation reduction and the slow 
singular perturbation approximation of a stable internally balanced continuous-
time system are two fully compatible model order reduction techniques, in the 
sense that both methods yield a minimal, stable, and balanced reduced order 
... 
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system with the same L=-norm frequency error bound on the reduction. We 
have also shown that though the upper bound for both methods is the same, the 
actual frequency errors of these two reduction methods are quite different. The 
direct truncation reduction tends to have smaller errors at high frequencies and 
larger errors at low frequencies while the singular perturbation approximation ,v-ill 
have larger errors at high frequencies and smaller errors at low frequencies , while 
directly matching the DC gain of the reduced order system with the DC gain of 
the original system. 
vVe have also established that a certain bilinear mapping not only preserves 
the balanced structure between the continuous-time system and the discrete-time 
system, but also preserves the singular perturbation approximation structure be-
tween the reduced order continuous-time system and the reduced order discrete-
time system. Hence, the results on the singular perturbation approximation of 
the continuous-time, stable and balanced system can be easily extended to the 
discrete-time case. However, it should be pointed out that in the discrete-time 
case, the direct truncation reduction method is not fully compatible with the sin-
gular perturbation reduction method in the sense that the former method gives a 
stable, minimal, but not balanced reduced order system. 
Finally, we mention that the above two model order reduction techniques can 
be used in a mixed way in the order reduction procedure of a balanced system 
( certain restrictions must be imposed in the discrete-time case). 
---
CHAPTER EIGHT 
Conclusions and Recommendations 
for Future Research 
8.1 Conclusions of the Thesis 
In this thesis, we have argued that the controller reduction problem is often 
best posed as a frequency-weighted L 00-norm approximation problem. The choice 
of the frequency weighting is influenced by the choice of criterion thought most 
important to be preserved in the reduction process , e.g. , preserving closed-loop 
stability, or retaining as far as possible the closed-loop performance, or obtaining 
as small as possible the errors between the closed-loop transfer function matrices 
obtained with high order and reduced order controllers. 
Since the closed form solution to the frequency-weighted Loo-norm optimiza-
tion is not available in general , \Ve have been forced to solve some related problems 
which make the L 00 -norm of the reduction error small although not necessarily 
minimal. We have presented in this thesis some novel controller reduction pro-
cedures (namely, the RCFU, LCFU , LCFW and RCFvV methods) based on the 
representation of a controller ( and also a plant) as a fractional matrix function 
I 
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defined usmg stable proper transfer function matrices and employing different 
choices of frequency weightings in the reduction. Based on a certain right coprime 
factorization of an LQG designed controller and the consideration of the closed-
loop performance in choosing the frequency weighting for the reduction, we have 
obtained the RCFU controller reduction procedure ( the LCFU as its dual) us-
ing the fractional representation of the controller together with a constant matrix 
weighting. Hence, many unweighted order reduction techniques can be applied to 
this controller reduction procedure. The balanced truncation reduction technique 
has been chosen for the procedure for its simplicity in calculation and its easily 
calculable frequency error bound. It has been shown that this reduction proce-
dure is motivated in a natural way and offers some advantages over some existing 
controller reduction methods. The effectiveness of this procedure in preserving 
the closed-loop stability and performance has been shown by some examples in 
Chapter 3 (Also see examples in [Vill]). 
Using the same fractional representation of the controller ( and the plant ) in 
conjunction with a frequency weighting derived from closed-loop stability consid-
erations, we have proposed another frequency-weighted controller reduction pro-
cedure through the use of the Bezout identity ( associated with the factorizations 
of the plant and the controller) and the frequency-weighted balanced realization. 
Since now the choice of the frequency weighting is based on a closed-loop robust 
stability criterion, it is not surprising that this procedure possesses very good 
properties in preserving the closed-loop stability in the reduction. Further, we 
have demonstrated that this procedure can be extended to cope with more general 
--
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structured compensator order reduction problems. Also, by the introduction of a 
supplementary output to the compensator in the reduction process, we have shown 
that this extension can adjust the relative weights between the requirements of the 
closed-loop stability and the closed-loop performance. Some advantages over the 
Enns' frequency weighted controller reduction method have been shown. First , 
the transfer function matrices we are dealing with in our method (LCFW and its 
dual RCFW) are all stable, hence there is no need to exclude the unstable part of 
the controller from the reduction process , as in Enns ' method. Second, the com-
putational effort in this method is appreciably less than that of Enns' method. As 
a practical example, this procedure has been used to reduce the order of an LQG 
designed controller for a 55th order airplane flutter suppression control system. 
A relationship between the above Bezout identity induced frequency-weighted 
controller reduction method and the Enns ' frequency-weighted controller reduction 
method has been established. We have shown that if the LQG high order controller 
is designed using the loop transfer recovery (LTR) technique, then the above two 
frequency-weighted controller reduction methods are equivalent if the system is 
square, nonsingular and of minimum phase. Further , if the high order stabilizing 
controller itself is stable (without any LTR assumption), then the Enns ' method is 
equivalent to the Bezout identity induced frequency-weighted controller reduction 
method, if a particular coprime factorization of the controller is assumed. 
For an open-loop model reduction problem, we have presented a procedure 
for approximation of a high order system with rational transfer function by a low 
order system with rational transfer function together with a pure time delay. The 
I 
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procedure introduces a time delay into the system output and computes the low-
order rational transfer function using truncation of a certain balanced realization. 
As it turns out , it can be regarded as a frequency-weighted model reduction prob-
lem with a special form of the frequency weighting. Frequency error bounds have 
also been obtained for both continuous-time and discrete-time cases and one part 
of the error bound turns out to be independent of the reduced order rational trans-
fer function so that it can be evaluated in advance , thereby aiding the selection of 
suitable delays. Some examples have also been used to illustrate the method. 
We have also related the direct truncation reduction and the slow singular 
perturbation approximation of a stable, minimal, and internally balanced system. 
We have shown that these two reductions constitute two fully compatible model 
order reduction techniques for continuous-time balanced systems, and both meth-
ods will yield a stable, minimal, and balanced low order system with the same 
L=-norm error bound on the reduction. Although the upper bound for both re-
ductions is the same, the direct truncation tends to have smaller errors at high 
frequencies and larger errors at low frequencies while the singular perturbation 
approximation tends to have larger errors at high frequency and smaller errors at 
low frequencies, directly matching the DC gain of the reduced order system with 
the DC gain of the original system. vVe have also established that a certain bilinear 
mapping not only preserves the balanced structure between the continuous-time 
system and the discrete-time system, but also preserves the slow singular pertur-
bation approximation structure. Hence, the results on the singular perturbation 
approximation of a continuous-time balanced system have been easily extended to 
I 
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the discrete-time case. Again, examples have been used to illustrate the compat-
ibility and the difference of the two reduction techniques for a balanced system 
( for both continuous-time and discrete-time cases). 
8.2 Recommendations for Future Research 
It is always the case that at the end of a research period there are more 
questions raised than answered. Some of the open questions in this thesis are 
listed below. 
The first group of questions is more technically oriented: 
(i) The frequency-weighted controller reduction methods proposed in this thesis 
are based on the fractional representations of the controller and the plant in 
conjunction with the different considerations for the frequency weighting. In 
the RCFU method (Chpater 3) , we consider the closed-loop performance for 
choosing the frequency weighting in the reduction. In the LCFW method 
(Chapter 4), we regard the closed-loop stability as the prime consideration 
for choosing the frequency weighting. Now, if we use the same fractional 
representations of the controller and the plant but in contrast we take into 
consideration the goal of maintaining closed-loop transfer function to obtain 
the weighting in the reduction, we would have a new frequency-'<veighted con-
troller reduction method. How this method will perform and what kind of 
properties this method will possess are key questions . A comparison of this 
scheme with the methods in this thesis would be interesting. 
I 
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(ii) All controller reduction methods proposed in this thesis originate from the 
additive L 00 -norm error criterion (frequency-weighted or unweighted). One 
certainly can consider a multiplicative L00-norm error criterion (frequency-
weighted or unweighted), i.e. , the relative error criterion, in formulating the 
controller reduction problem (See [Glo3] for a multiplicative model reduction 
method). Now the questions are: How should one carry out the reduction? 
What kind of frequency weighting should one use in the reduction? Can one 
use the fractional representations of the plant and the controller in the reduc-
tion process? What are the differences and similarities between the methods 
using the additive error criterion and the multiplicative error criterion? 
(iii) For general frequency weighting there is no frequency error bound available 
for the frequency-weighted balanced truncation technique developed by Enns 
[Ennl , Enn2]. However, since the frequency weighting used in Chapter 4 
has quite special forms which are closely related to the Bezout identity, is it 
possible, by assuming this particular weighting , to find the frequency error 
bounds for the frequency weighted controller reduction method we proposed 
in Chapter 4 (LCFW, or RCFvV)? Certainly, it will be even better if one can 
obtain an error bound for Enns' weighted controller reduction method. Fur-
ther, in principle, the Enns' frequency-weighted controller reduction method 
and the LCFW ( or RCFW) frequency-weighted controller reduction method 
can be easily carried through to the discrete-time case. \Nill it be easier in the 
discrete-time case to obtain a useful frequency error bound for the reduction? 
The author of this thesis thinks these two problems are not likely to have 
.... 
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affirmative answers. 
(iv) In Chapter 5, we proposed several pre-scalings to the inputs and outputs of 
an MIMO system and the controller to be used before a controller reduction 
process. However, in what sense an "optimal" scaling would surely lead us to 
an appealing reduction result is not yet clear. [Safl] and [Saf2] proposed some 
methods for optimal scaling which minimize the infinity-norm of a certain 
transfer function by introducing an optimal scaling. To find such optimal 
scalings, one needs to solve a linear programming problem. ( Also see [Kell ] 
for a number of valuable insights on the scaling problem). Could a similar idea 
be used to find the optimal scaling in the controller reduction problem which 
would lead to an improvement on the controller reduction results? Certainly, 
it would be nice if one could avoid any linear programming algorithm ( as 
required in [Safl , Saf2]) in finding the optimal scalings. 
( v) If the order of the controller is very high in the controller reduction process , 
the numerical problem can be quite serious. For example, in the balanced 
truncation technique ( and also in Hankel norm optimal approximation) , one 
needs to solve certain Lyapunov equations. If the dimension of the equation 
becomes very large (when the order of the controller is very large), many 
existing methods of solving Lyapunov equations fail to yield numerically ac-
curate results , especially when the system to be reduced (i.e., the controller 
in the controller reduction problem) is weakly controllable and/or observ-
able. There is no sensitivity analysis available yet for the controller reduction 
methods mentioned in this thesis in terms of the closed-loop stability and the 
-
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closed-loop performance due to the above numerical errors. Any progress in 
this area means a lot to practical engineers working with very large order 
models in the reduction process. 
From a more general point of view, there are still some problems in controller 
and model order reduction area that can be asked: 
( vi) Can the fractional approximation approach be applied to distributed sys-
tems or nonlinear systems approximation problems? For a certain class of 
distributed systems, right coprime factorization representations are possible 
(see e.g., [Vid2, Vid3, Vid6]), and certain approximation methods for infinite-
dimensional systems are also available (see e.g. , [Glo4]) . Hence, the fractional 
approximation approach may be extended to the infinite-dimensional linear 
system approximation problem with a possibility of easily handling an unsta-
ble system approximation problem. 
(vii) In this thesis we have argued that it is sensible to pose a controller reduc-
tion problem as a frequency-weighted L00 -norm optimization problem. An 
efficient and reliable numerical procedure for finding the low order controller 
by directly minimizing the L00-norm of the frequency-weighted error of the 
reduction would be most interesting. 
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Appendix A: Data of Example 4.2 
The system matrices of Example 4.2 are (A, B , C), with F the state feedback gain matrix and 
L the Kalman gain matrix for a certain LQG design ; the matrices BN and CN arise in connection 
with the closed-loop performance measures ( defined as in Fig.4. 7) . For any matrix A, A( i , j) stands 
for the i th row and the ph column element of A. A( :, j) is the ph column vector of A . There holds: 
with the dimension of A1 , A2 and A3 being 45 x 45, 45 x 10, 10 x 10, 
A1 ~ diag{A;} , i = 1, 2, .. . , 23. 
with A; all 2 x 2 except A15 , which is 1 x 1. 
with A12 and A13 of dimension 45 x 6 and 45 x 4. 
with A14 and A1s both of dimension 3 x 4. Also 
A14(3 , 3) = A1s(3 , 4) = -1.6 x 107 
and 
A14 ( i, j) = 0 and A15 ( i , j) = 0 for other i, j . 
Further , 
A _ [ 1.0155 X 10- 1 
l - 1.9771 X 10 
A - [ -3.1651 x lo- 1 
3 
- 1.4325 X 10 
-1.9771 X 10 ] 
1.0155 X 10-l ' [
-2.3202 X 10- 2 
A2 = 19.2543 x 10-2 
-9.2543 X 10- 2] 
-2.3202 X 10-2 
-1.4325 X 10 ] 
-3.1651 X 10-l 1 
~ _ [-3.8919 X 10-l 
- 2.2292 X 10 
-2.2292 X 10 ] 
-3.8919 X 10-l 
Appendix A Data of &:ample 4.2 
A = [-9 .8829 x 10- 1 -3 .6158 x 10 ] A = [-1.3422 -2.5473] 
S 3.6158 X 10 -9.8829 X 10-l ' 6 2.5473 -1.3422 
[ -2.3120 
A7 = 2.1514 x 10 
-2.1514 X 10] 
-2.3120 ' 
[ -2 .7924 
As = 2.6708 x 10 
- 2.6708 X 10] 
-2.7924 
[ -2.7957 
Ag = 6.3792 x 10 
-6.3792 X 10] 
-2 .7957 ' 
[ -3.3321 
A10 = 5.6368 x 10 
-5.6368 X 10] 
-3.3321 
[ -3.4179 
Au = 8.8668 x 10 
-8.8668 X 10] 
-3.4179 ' 
[ -4.4407 
A12 = 6.9454 X 10 
-6.9454 X 10] 
-4.4407 
[ -5 .1083 
A13 = 5.3390 X 10-
-5.3390 X 10] 
-5.1083 ' 
[ -5.1986 
A14 = 5.0642 x 10 
-5.0642 X 10] 
-5.1986 
A1s = [ -5.3010] , A _ [ -5.6705 -9.2964 x 10] 16 
- 9.2964 X 10 -5.6705 
[ 
-6.1975 -4.0000 X 10] A _ f -8.1771 -1.6614 X 10] 
A17 = 4.0000 x 10 -6.1975 ' 18 - l t.6614 x 10 -8.1771 
[ -8.2205 
Aig = 1.3906 X 102 
-1.3906 X 102 ] 
-8.2205 ' 
[ -1.0346 X 10 
A20 = 1.6305 X 102 
-1.6305 X 102 ] 
-1.0346 X lQ 
[-1.1720 X 10 
A21 = 1.0934 X 102 
- 1.0934 X 102 ] 
-1.1720 X 10 ' 
[-1.1794 X 10 
An = 3.0459 x 102 
-3.0459 X 102 ] 
-1.1794 X 10 
[
-3.3270 X lQ 0.0000 ] [ 0.0000 1.0000 0.0000 l 
A23 = 0.0000 -2.2120 x 102 , A 24 = 0.0000 0.0000 1.0000 
-8.00 X 105 -6.08 X 104 -1.06 X 103 
[ 
0.0000 
1.0000 
A25 = 0.0000 
0.0000 
And furthermore , we have 
-2.6685 X 10-l 
-1.0331 
0.0000 
0.0000 
0.0000 
0.0000 
-2.0000 X 10 
0.0000 
0.0000 l 0.0000 
0.0000 
-2.0000 X 10 
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-1.9703 X 103 6 .7959 -1.3345 X 10- 1 
-1.4288 X 103 l.8092 X 10 
-l.5168x 10- 1 
-2 .6654 X 103 7 . 1957 - l.5685 X 10- 1 
-2 . 2217 X 103 
-2.6844 -5 .0393 X 10-> 
5 .8687 X 102 l.7334 X 10- 3 -4 .3119 X 10-• 1.1897 X 102 4 .8611 X 10-• 
- 7.4279x 10-• 
-5 .0115 X 101 4 .1488 X 10- 3 -8.0848 X 10-• 
-1.0587 X 10 1 l.0274 X 10- 3 
-l.181 6 X 10-• 
1 .3447 X 102 -2.6899x10- 1 4 .9694 X 10- 3 
-l.4684 X 10 1 -7.0967 X 10- 1 l. 2317 X 10- 3 
-l.6447x 102 4 .6275 X 10- 1 
-8.4320 X 10- 3 1. 9597 X 102 1 .3449 
-3 .9645 X 10- 3 
6 .0846 X 102 
-l.8346 3 .6978 X 10-> l. 7513 X 102 
-1 .0825 l.1391 X 10-> 
-7.7545 X 10 1.5948 X 10 - 1 
-2 .0525 X 10- 3 9 .6157 6.3698 X 10- 1 
-2 .8823 X 10-3 
-1.1167 X 103 4 .6147 -8.4286 X 10-> 
-3.4141 X 10 6 .4248 -4 .9071 X 10-> 
l. 7902 X 103 -3. 7516 7.1871 X 10-• 
-2 . 2269 X 102 1.8987 -l.5192 X 10-> 
-1.3858 X 10' 5.5496 X 10- 1 - 1.2727 X 10-> 
-2 . 0140 X 103 -5. 0439 X 10-• 1.0263 X 10- 3 
1.5010 X 10' 
-3.1376 6 .5016 X 10-> 2. 6684 X 103 -1.0603 l.1647 X 10-l 
-2 . 1697 X 10' 6 . 1457 X 10 -1.2860 -3 .6519 X 103 5 .0738 -1.2766 X 10- 1 
l.9966 X 10• 
-5 .3558 X 10 1.1209 2 .8813 X 103 -2.6771 X 10 2 .5400 X 10- 1 
- 2 .8609 X 103 1.3140 X 10 -2 .4260 X 10- 1 
-1.0840 X 103 4 .8489 X 10 -3.7124 X 10-l 
6 .5827 X 103 -l.9317x 10 3 .8409 X 1 o- 1 
-3.8832 X 103 -1.2933 X 10 1.0825 X 10-> 
-2 . 2116 X 103 -1.2284 X 10 l.2287x 10- 1 
-1.6467 X 103 -5 . 1298 2 .0187 X 10-> 
6 .3210 X 103 -2.7168x 10 2 . 0485 X 10- 1 
-1.0449 X 103 -1.5589 X 10 6.4588 X 10- 2 
1.3964 X 10• -1.7242 X 10 3.5851 X 10- 2 5 .6204 X 102 -2 .5482 X 10 1.0715 X 10- 1 
2.3816 X 103 -2.0076 X 10 3.6049 X 10- 1 9 .0259 X 10' -1.6230 7 .7575 X 10-> 
-3 .0369 X 102 2.6237 -1.2076 X 10- 1 l.1292 X 103 4 .3990 -2 .7240 X 10-> 
5.4284 X 102 5 .7885 X 10- 1 1.1941 X 10- 1 
-1.2585 X 103 -6.9929 2 .9297 X 10-> 
A12 = -5 .2710 X 10
2 
-3.6012 X 10 3 .0717x 10- 1 
-1.2673x 103 7 .583~ - 6.5626 X 10- 3 
2 .6578 X 103 3.8124 -3. 7101 X 10-l 
-4.9109 X 10 -4.3474 -8.4969 X 10- 3 
2 .5341 X 10' -3.6447 X 10 4 .5139 X 10- 1 4 .3599 X 103 -1.3129 X 102 8 .3944 X 10- 1 
6.5383 X 103 -2 .8557 X 10 3.2445 X 10- l 3. 7905 X 103 9 .0713 X 10 -3 .4954 X 10- 1 
4 . 2048 X 10' -5.9432 X 10 7. 5575 X 10-l 2 .5014 X 103 -l. 7393 X 10 1.1132 X 10- l 
2.1059x 10• -3.9508 X 10 5 .0765 X 10- 1 -4 . 7035 X 102 -1.8 754 X 10 1.3955 X 10- 1 
0 .0000 0 .0000 0 .0000 0.0000 0 .0000 0 . 0000 
9.9417 X 102 1.3574 X 10 -2. 1971 X 10-> 8 . 2837 X 102 1.2898 X 10 -3 .6967 X 10-l 
7:6923 X 102 1.0602 X 10 -9 . 2043 X 10-> 8 . 1002 X 102 l. 9073 X 10 -8 .1012 X 10-> 
4 .2702 X 10' -1.2068 X 102 1 .9403 -3.0773 X 103 3 .5895 X 10 -2.4668 X 10- 1 
-7 .6982 X 10• 1.4062 X 102 -2 .7694 -3 . 4827 X 102 -3.8562 X 10 1.9813 X 10- 1 
-2 .8880 X 102 -9 .4283 X 10- 1 2.3831 X 10-> -1.4991 X 103 9 . 7579 X 10- 1 -4 .1943 X 10-2 
-2 .2374 X 103 8.4553 -1.5646 X 10- 1 -6 .5778 X 103 4. 9499 X 10 -4 .9803 X 10-l 
-1.6942 X 10' 9 .4433 X 10 -1.1443 -6.0893 X 10 2 . 2208 X 10- 1 -1.1955 X 10-> 
- l.2513 X 10' 6.8017 X 10 - 6 .8207 X 10- 1 -2. 9369x 10 4 .6390 X 10- 1 - 9.9611 X 10- 3 
5 .7478 X 103 -3.5777 X 10 2 .0673 X 10- 1 -3.9341 X 10 - 6 .8298 X 10- 1 7 .8189 X 10-3 
-1.4657 X 10' 2 . 1677 X 102 -6.6149 X 10- 1 1.2338 X 102 9.0426 -8.7434 X 10-> 
-4 .0892 X 10° -2.5806 X 102 -1 .0595 3 .3034 X 10 -2 .0396 2.3536 X 10-2 
7 .9403 X 103 3.0902 X 10' 1.1753 6.1044 X 10 2 .3109 -2.8729 X U!-> 
9.5816 X 103 3. 7301 X 10 -3. 1126 X 10- 2 1.4094 X 102 2 .6275 -1.8542 X 10-• 
9.4736 X 103 4. 1398 X 10 -5.0827 X 10- 2 1.5630 X 10' 3.0982 -2.2171 X 10-> 
0.0000 0.0000 0 .0000 0 . 0000 0 .0000 0 . 0000 
0 .0000 0 .0000 0 .0000 0 . 0000 0.0000 0.0000 
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-3.1583 
1.7788 
5.3132 X 10-3 
8.0111 X 10-3 
1.0664 X 10-l 
-4.0783 X 10-l 
1.0009 X 10-l 
-1.5708 X 10-l 
-1.0604 
4.8545 X 10-l 
-2.7331 
2.0674 
3.0012 
3.5442 
-7.1989 
7.2067 
6.1859 X 10-l 
1.0761 
2.8214 
-7.8657 X 10-l 
-1.1110 X 10-l 
1.5094 
A13( :, 2) = -3.6592 X 10- 1 
8.6350 X 10- l 
7.4328 
-1.5356 X 10 
4.5705 
-2.7714 X 10-l 
-1.2510 
-5.0311 X 10-l 
-4.5236 X 10-l 
-1.5918 
1.9560 
-5.9813 
-1.0883 X 10 
-1.1212 
1.5316 X 10-l 
-4.2540 X 10-l 
-7.8857 X 10-l 
-1.0526 X 10-l 
-2.0074 
1.8865 X 10-l 
9.2049 X 10-3 
-1.7068 X 10 
-3.7825 X 10 
B is a 55 x 2 matrix defined as follows : 
and A13(i,j) = 0 for other i , j . 
B(48, 1) = B(52 , 2) = 800000 , and B(i,j) = 0 for other i , j . 
BN is a 55 x 1 matrix defined as follows : 
BN(52, 1) = 0.37127 BN(53 , 1) = 1.2449, and BN(i, j) = 0 for other i , j . 
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The matrix C is defined as follows : 
-4.4247 X 10- 5 
·r-4.3403 X 10-5 
-4.9713 X 10-s 
-4.5556 X 10-5 
4.1311 X lQ-6 
-7.9201 X 10-6 
- 7 .2496 X 10-6 
6.7385 X 10-5 
1.8236 X 10-4 
-2.0657 X 10-5 
-1.3194 X 10-4 
1.5849 X 10-4 
6.7655 X 10-5 
8.7358 X 10-6 
9.8119 X 10-s 
-3.1119 X 10-5 
5.7479 X 10-5 
-3.1600 X 10-4 
5.7750 X 10-4 
7.1000 X 10-4 
9.6843 X 10-5 
-2.9934 X 10-5 
-5.4014 X 10-4 
4.7620 X 10-4 
4.1630 X 10-6 
2.1609 X 10-4 
1.0541 X 10-4 
CT = 3.1883 X 10-5 
1.5062 X 10-4 
2.7714 X 10-4 
2.4361 X 10-4 
-2.7990 X 10-5 
1.6592 X 10-4 
-1.2748 X 10-5 
2.0762 X 10-5 
1.2546 X 10-4 
4.4360 X 10-5 
1.0147 X 10-5 
-1.5343 X 10-4 
-2.1956 X 10-5 
2.9386 X 10-5 
-6.5513 X 10-5 
-6.1813 X 10- 5 
-1.9995 X 10-5 
-8.9674 X 10-6 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
-3.5919 X 10 
1.2459 X 10 
5.3317 X 10-l 
5.6586 X 10-l 
9 .6643 X 10- l 
-1.2746 X 10 
2.1454 X 10 
-6.8223 
-3.3882 X 10 
-1.6997 X 10 
1.3802 X 10- l 
8.8031 X 10-l 
-5.4653 
1.6138 
-5.5182 X 10 
-3.0101 X 10 
4.8783 
-1.4357 X 10 
-6.2542 X 10 
-5.5179 X 10 
1.3879 X 102 
1.0435 X 102 
-6.8306 
1.1775 X 10 
5.5036 X 10 
3.0663 X 10 
-1.4018 
3.0335 X 10 
- 4.8688 
7.4275 X 10 
- 7.4144 X 10 
-1.6300 X 10 
-3.1184 
-8.7279 
7.4525 X 10 
-1.4605 
3.3338 
7.3667 
1.0325 
-2.8667 
-6.5826 
1.3609 
-1.3498 
-1.0707 X 10 
2.5912 X 10 
-4.8520 X 10 
7.9324 
-7.9915 X 10-2 
2.5618 X 104 
1.6739 X 102 
-2.2129 X 10-l 
0.0000 
-1.8803 
0.0000 
0.0000 
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CN is a 2 x 55 matrix defined as follows : 
-1.0116 X 104 
-9.2139 X 103 
1.9756 X 104 
2.1545 X 104 
1.3993 X 104 
1.7694 X 104 
-2.9838 X 103 
-3.8424 X 103 
-1. 7279 X 104 
1.3145 X 103 
3.2923 X 104 
3.3817 X 104 
-1.0817 X 103 
3.0762 X 103 
-3.8871 X 104 
-3.6494 X 104 
- 7 .0376 X 103 
1.1182 X 104 
8.0022 X 103 
1.0350 X 104 
-5.7674 X 104 
-5.8520 X 104 
-9.6781 X 103 
-1.7572 X 104 
-4.1362 X 103 
-4.9296 X 102 
1.5269 X 102 
C'f, = -2.3913 X 103 
-5.4007 X 104 
1.4065 X 104 
-1.8204 X 104 
-4.2189 X 103 
-1.6171 X 103 
4.2055 X 104 
3.3610 X 104 
9.5825 X 10 
-5.3033 X 102 
-4.2395 X 102 
-8.0471 X 10 
5.8053 X 102 
6.6739 X 102 
-2.0593 X 10 
2.8404 X 10 
-3 .2517 X 104 
-1.3449 X 103 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
-3 .5918 X 104 
-1.8298 X 104 
1.4438 X 103 
2.6748 X 103 
1.6733 X 104 
7.9888 X 103 
3.4725 X 104 
1.1489 X 104 
3.5282 X 103 
9. 1701 X 103 
3.8491 X 103 
3.8252 X 103 
-3.3694 X 103 
-1.0423 X 104 
-4.7616 X 103 
-1.0333 X 103 
- 8.8330 X 10-l 
4.6190 X 103 
3.4482 X 103 
1.3034 X 103 
-1.6288 X 104 
9.1742 X 102 
-6.5198 X 103 
-4.4202 X 103 
1.3953 X 104 
1.0935 X 104 
-1.2971 X 104 
2.2653 X 103 
-6.6966 X 103 
-6.6463 X 104 
5.9803 X 104 
-4.7485 X 103 
-3 .5247 X 103 
-6.1477 X 103 
2.4890 X 104 
1.3765 X 102 
-1.5953 X 103 
-2.9115 X 103 
-2.0361 X 102 
2.4331 X 103 
3.1340 X 103 
-1.7063 X 102 
2.0237 X 102 
-1.4519 X 104 
-6.9120 X 102 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
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The state feedback gain is 
-1.5832 X 10-4 
2.3582 X 10-4 
-1.1387 X 10- 4 
-1.8312 X 10-4 
4.1426 X 10-5 
-4.8678 X 10-5 
-2.6735 X 10-4 
-1.7564 X 10- 4 
9.1525 X 10-6 
1.9235 X 10- 5 
-2.1995 X 10-4 
4.5889 X 10-5 
1.7184 X 10-6 
4.3851 X 10- 5 
8.0336 X 10-5 
2.5128 X 10-5 
6.4003 X 10-6 
-9.7488 X 10-6 
2.4859 X 10-5 
-1.1835 X 10- 5 
3.6349 X 10-5 
-7.3601 X 10-6 
1.4385 X 10-5 
8.0966 X 10-6 
2.9199 X 10-5 
-7.3229 X 10-6 
-2.0059 X 10-5 
pT = -1.9455 X 10-6 
5.0617 X 10-5 
1.4932 X 10-5 
-2.9402 X 10- 5 
-6.3263 X 10-6 
--"2 .3606 X 10-6 
7.1657 X 10-5 
-1.0550 X 10- 5 
2.3694 X 10-8 
-6.8456 X 10-8 
-1.2641 X 10-8 
-3.0596 X 10-lO 
-4.0774 X 10-7 
2.9662 X 10-7 
-9.0481 X 10-lO 
5.4855 X 10-lO 
-3.9594 X 10-5 
-1.6945 X 10- 9 
4.1324 X 10-l 
6.8441 X 10-3 
6.4513 X 10-5 
2.1111 X 10- 2 
2.7671 X 10- 4 
2.8063 X 10-7 
-8.0010 X 10-5 
- 1.0842 X 10- 4 
-3.5408 
-1.9284 X 10-l 
-3.0315 X 10-3 
-2.6654 X 10-3 
-4.1081 X 10-4 
- 7 .8271 X 10-4 
-1.4589 X 10-4 
8.5377 X 10-4 
1.2540 X 10-3 
-4.6786 X 10-4 
-1.3814 X 10-5 
6.7161 X 10- 5 
-9.5182 X 10-4 
-3.5894 X 10-4 
-6.2767 X 10-5 
-3.7742 X 10-4 
9.2428 X 10-5 
-6.5354 X 10-4 
-4.6382 X 10-5 
2.8777 X 10-4 
1.6007 X 10-4 
1.7710 X 10-4 
-2.4929 X 10-4 
-8.8603 X 10-5 
-3 .1912 X 10-4 
-2.5139 X 10-4 
1.1683 X 10-4 
9.9825 X 10-4 
-2.7410 X 10-4 
- 7 .8487 X 10-4 
9.1330 X 10- 4 
6.2633 X 10-4 
-5 .0017 X 10-4 
5.6772 X 10-5 
-1.5107 X 10-5 
-1.5403 X 10-3 
-1.0277 X 10-3 
9.3928 X 10-8 
5.9855 X 10-7 
3.5760 X 10-7 
-3.5076 X 10-7 
-5.9781 X 10-6 
-6.4990 X 10-6 
2.7729 X 10-9 
-5.3934 X 10-9 
3.8792 X 10-4 
3.7903 X 10-8 
6.3293 X 10-l 
7.2630 X 10-3 
7.0158 X 10-6 
1.3601 
2.1233 X 10-2 
2.0544 X 10-5 
-2.2294 X 10-4 
-1.4034 X 10-3 
-2.6766 
-8.3273 
The Kalman gainis 
-1.7850 X 103 
-3.3192 X 103 
-7.0878 X 10 
-5 .5433 X 102 
6.8964 X 102 
4.3744 X 10 
3.9378 X 10 
1.0827 X 102 
1.0555 X 102 
-7.7792 X 102 
-1.8692 X 104 
9.1119 X 103 
-2.4830 X 103 
-8.4329 
-3.3319 X 103 
-6.8920 X 103 
-1.8901 X 102 
1.4074 X 10 
6.9803 X 102 
-9.6051 X 102 
- 9.0556 X 10 
6.1330 
-3.0625 X 102 
-4.4035 X 10 
2.7989 X 103 
-6.3422 X 102 
-1.7563 X 103 
L = -3 .5783 x 103 
-3.1221 X 103 
-1.3313 X 10 
3.0984 X 10 
-6.6832 X 103 
8.0685 X 103 
7.8283 X 103 
-8.3137 X 103 
-8.6051 X 10 
2.0950 X 10 
-4.3464 X 10 
-8.2233 X 10 
2.9630 X 102 
-6.0504 X 10 
2.0619 X 10 
-1.8696 X 10 
-7.8301 X 103 
-2.3541 X 103 
-8.8779 X 10-l 
-1.1429 X 10 
-3.8086 X 102 
3.5575 
9.8838 X 10 
-1.7817 X 104 
4.6004 X 103 
1.3620 X 104 
3.9461 X 10-2 
3.8782 X 10-l 
-2 .2716 
-2.6879 X 10- 2 
-2 .3474 X 10-2 
-2.5270 X 10- 2 
2.2660 X 10- l 
-1.8839 X 10-l 
9.2326 X 10-2 
-4.5916 X 10-2 
-2.7936 X 10-l 
-2.0914 X 10- l 
-4.8365 X 10- 2 
1.1950 
3.0818 X 10-l 
2.6924 
-4.7184 
-1.2168 X 10- l 
-1.7760 X 10-l 
3.1361 X 10-l 
6.6731 X 10-l 
7 .3644 X 10- l 
-2.2644 X 10-l 
-9.7789 X 10-2 
-1.5529 X 10-l 
-5 .8742 X 10- 2 
5.2259 
-6.3972 X 10-l 
1.1495 
9.0801 X 10-l 
-3.9626 X 10-l 
2.7231 X 10- 2 
-1.2380 X 10-i 
-1.2586 
6.2340 X 10-l 
-6.8463 X 10-l 
-4.3423 
-1.0998 X 10- 2 
-9.2414 X 10-2 
9.7768 X 10- 2 
-5.1786 X 10-2 
2.1551 X 10-l 
-1.2169 X 10-2 
9.3656 X 10-3 
-4.0892 X 10-4 
-3.8145 
-1 .5864 
4.1170 X 10-6 
1.2973 X 10-3 
-1.2976 
-1.2770 X 10-3 
5.5995 X 10- l 
-4.0628 X 10 
2.5972 
8.3563 
-3.3999 X 10-8 
3.7939 X 10-4 
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Now, we need to prove that for o-0 = j~ with~ real 
(B-1) 
where G(s) = C(sln -A)- 1 B +Eis a stable and internally balanced system with the gramian E , 
where E = diag{o-1, 0-2 , . .. , un} with u; 2: 0-;+1, i = 1, 2, ... , n-1 , and is partitioned conformally 
as 
A = [ ~:: ~:: ] , B = [ !: ] , C = [ C1 
Also A(u), B(u) , C(u) and E(u) are defined as 
- 1 B(u) = B1 + A12(uln-r - A22)- B2 
C(u) = C1 + C2(uln-r - A22)- 1 A21 
- ) 1 E(u) = E + C2(uln-r -A22 - B2 . 
It can be shown easily by the block matrix inversion lemma [Kail] that 
7'i - 1- - [( jwlr v(u0 )[jwlr - A(uo)]- B(uo) - E(uo) = C 0 
Since (A, B , C) is balanced , we have 
AE+EAT +BET =0 
ATE+ EA+ cTc = 0. 
From these Lyapunov equations , we have 
I
O ) - A]- 1 B + E 
<J' n-r 
iU~-J-Ar1 B+E. 
[(
jw
0
Ir O ) _ A]-l,: E [( -jwlr O ) -AT]-! 
iUn-r ,_, + Q -jUn-r 
= [( jwlr . 0 ) -A]-l BET [(- jwlr . 0 ) _ AT]- l 
0 JUn-r O - JUn-r 
(B-2) 
(B-3) 
(B-4) 
(B-5a) 
(B-5b) 
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Observe that 
(jwin - A)-1 - [(-jowir . 0 ) - AT]-1 
-JUn-r 
= (jwin - A)- 1(e -w)j ( ~ In~r) [ (-j~Ir ) ]
- 1 
. 0 -AT . 
-JUn-r 
Assume now that r = n - 1; we have 
712 { C(jwin - A)- 1 B + E - C(uo) [iwir - A(uo)]- 1 B(uo) - E(uo)} 
= 712 { C(jwin - A)-1 B - C [(jwir . O ) - A]-l s} 
0 JUn-r 
=,., { C(jwI. -A)-'(<-w)j (: ~)[(-jt, -jS.J-ATr B} 
= ,\max { [~ n (-jwin -AT)- 1cTC(jwin -A)- 1 [~ ~] (e -w) 2 
[ 0 0] [ ( jw Ir . 0 ) _ A]- l B BT [ (- jw Ir 0 1 0 JUn-r 0 0 -AT 0 ) ]
-1 [ 
-jUn-r 0 
where ~- 1 and i-1 are defined as follows 
[ 0 0 ] [ 0 0] ( . I _ A)_ 1 [ 0 0] Q ~ - l = Q 1 JW n O 1 ' 
and 
[~ A~l] = [~ n [CW~n-1 j~)-Arl [~ n-
By the matrix inversion lemma [Kail], it is easy to see that 
Define 
~ = jw - A22 - A21(jwin-1 - A11)-1 A12 
A= ie- A22 -A21(jwin-l - A11)-1A12 · 
where o- and (3 are the real functions of w; then 
~ = jw + o- + j(J = o- + j(w + (3) 
and 
i = i~ +a-+ if3 =a-+ i(e + f3) . 
So we have 
712 { C(jwln - A)- 1 B + E - C(uo) [iwln-1 - A(uo)]- 1 B(uo) - E(uo)} 
2 2o- 2 2o-
= Un (o-2 + (w + (3)2] (e- w) [o-2 + ({ + (3)2 ] 
a-2({ _ W )2 
- 4u2 ----~...,-,-'---~ 
- n [o-2 + (w + (3)2l[o-2 + (e + (3)2 ] 
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(B-6) 
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Define 
J ~ [a2 + (w + ,B)2][a2 + (E, + ,8)2] - a2(E, - w) 2 . 
We have 
f = (a2 + w2 + 2w,B + ,a2)(a2 + e + 2E,,B + ,82) - a2(e - 2E,w + w2) 
= (a2 + ,82)2 + (a2 + ,B2)(2E,,B + 2w,B) + (E, + w,8) 2 + +w2E,2 + 2w 2E,,B + 2w ,BE,2 + 2E,w (a2 + ,82) 
= (a2 + ,a2 + E,,B + w,B + E,w)2 ~ 0 
for all real a, ,B, E,, w. This means that 
for all real w and E,. 
If r < n - 1, we define 
Pn (s) ~ C(sln - A)- 1 B 
Pr(s,<1) ~ C [ ( str <1!~-r) -A]- 1 B. 
We obtain 
Now, we have 
IIPn(jw)- Pr(jw , <10)11 00 
S IJPn(jw) - Pn-i(iw , <10)11 00 + IJPn-1(iw , <10) - Pn-2(iw , <1o)IJ 00 + 
· · · + IJPr+1(iw, <10) - Pr(jw, <10)11
00 
• 
We have shown in (B-7) that II Pn(jw )-Pr(jw , <10)!1
00 
S 2CTn . To prove IIPk(jw)-Pk-1(jw , <10) /J
00 
S 
2CTk (k = n - 1, n - 2, ... , r + 1) , we can use a similar procedure to the above. We now only show 
that IJPn-1(iw)- Pn-2(jw , <1o)ll 00 S 2<1n-l · We have 
Pn-1(s ,<1o)=C s [ ( 
sln-2 
Pn-2(s , <10) = C <10 [ ( 
sln-' 
Hence, 
Pn-1(s, <10) - Pn-2(s , <10) = C { [(
sln-2 
J- ArB 
J-{'B 
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Then using a technique similar to that used before, we obtain 
u2 {Pn-1Uw, o-o) - Pn- 2(iw, a-o)} 
=Amax{[~ ~](~- 1+(~·)-1)[~ ~]((-w)2o-~-l[~ ~](l-l+(l")-1)[~ ~]} 
where 
becomes 
And we obtain 
Let 
jO() - A22 - A21(iwln-2 - Au) - 1 A12 
j~) - A22 - A21(jwin-2 - Au)- 1 A12 . 
where a and /3 are real functions of w and( , then 
u2 {Pn-1(iw , o-o) - Pn-2(iw , a-o) } 
= Amax {[(jw +a+ j/3)- 1 + (-jw + a -j/3) - 1]((-w)2o-~_i((j( +a+ j/3)-1 + (-j( + a-j/3)- 1]} 
a-2(( _ w)2 
- 40'2 
- n-1 (a-2 + (w + f3)2J(a,2 + (~ + /3)2] 
::; 40'~-l 
for all real a, /3, ~, w. Hence , 
This concludes the proof. 
