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ABSTRACT
We present a new measurement of the mass-concentration relation and the stellar-to-halo mass ratio
over the halo mass range 5× 1012 to 2× 1014M. To achieve this, we use weak lensing measurements
from the CFHT Stripe 82 Survey (CS82), combined with the central galaxies from the redMaPPer
cluster catalogue and the LOWZ/CMASS galaxy sample of the Sloan Digital Sky Survey-III Baryon
Oscillation Spectroscopic Survey Tenth Data Release. The stacked lensing signals around these sam-
ples are modeled as a sum of contributions from the central galaxy, its dark matter halo, and the
neighboring halos, as well as a term for possible centering errors. We measure the mass-concentration
relation: c200c(M) = A(
M200c
M0
)B with A = 5.24 ± 1.24, B = −0.13 ± 0.10 for 0.2 < z < 0.4 and
A = 6.61±0.75, B = −0.15±0.05 for 0.4 < z < 0.6. These amplitudes and slopes are completely con-
sistent with predictions from recent simulations. We also measure the stellar-to-halo mass ratio for our
samples, and find results consistent with previous measurements from lensing and other techniques.
Keywords: large-scale structure of Universe-gravitational lensing: weak-galaxies: clusters cosmology:
theory dark matter
1. INTRODUCTION
Dark Matter (DM) is the dominant mass component
in the universe. The hierarchical cold DM model with a
cosmological constant (ΛCDM) is successful in explain-
ing many observations of large-scale structure, and the
growth and evolution of this structure with redshift. On
smaller scales, simulations of structure formation in the
DM component predict that matter should cluster in
a characteristic way, producing dense, virialized halos
with a universal density profile. The original description
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of this profile, by Navarro, Frenk and White (NFW –
Navarro et al. 1997), is characterized by just two pa-
rameters: these can be taken to be, for instance, the
radius of the virialized region rvir and the ‘scale’ radius
rs at which the density profile has a logarithmic slope
d ln ρ/d ln r = −2. Equivalently, halos can be described
by a virialized mass (the mean density within the virial
radius being fixed at a given redshift) and a concentra-
tion parameter c, the ratio of the virial radius to the scale
radius. Simulations have shown that these two parame-
ters are correlated, with the average concentration of a
halo being a weakly decreasing function of mass for most
halos (e.g. NFW; Jing 2000; Bullock et al. 2001.)
More recent work at higher resolution has shown that
the density profiles of the most massive halos in particu-
lar deviate slightly from the original profile proposed by
NFW, and are better fit by an Einasto profile (Einasto
1965; cf. Merritt et al. 2006; Gao et al. 2008; Dut-
ton & Maccio 2014; Klypin et al. 2014), but for most
systems the difference between the fits is relatively mi-
nor, and the behaviour of the concentration parameter,
taken as the ratio of the virial radius to the radius where
d ln ρ/d ln r = −2, is approximately unchanged (though
see Klypin et al. 2014 for a generalized definition of con-
centration, with a slightly different behaviour at high
mass.)
The concentration parameter appears to trace the
formation history of halos, and the mean mass-
concentration (m-c hereafter) relation is cosmology de-
pendent (e.g. Zhao et al. 2003; 2009). Thus it represents
an interesting cosmological measurement for surveys of
groups and clusters. Individual masses and concentra-
tions, and/or the average m-c relation, have been mea-
sured using several different methods, including gravi-
tational lensing, X-ray surface brightness profile fitting,
and galaxy velocities (see Groener et al. 2016 for ref-
erences and a summary of techniques). Lensing-based
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methods are particularly interesting because they can de-
termine the total mass distribution, without making any
assumptions about the baryonic contents of a halo; on the
other hand they measure projected density, and need to
be interpreted carefully as a result. Specific lensing tech-
niques for estimating concentration or the density profile
include strong gravitational lensing (e.g. Comerford &
Natarajan 2007) weak gravitational lensing (using shear
around stacked samples, e.g. Mandelbaum et al. 2008;
Foe¨x et al. 2014; shear around single massive clusters,
e.g. Okabe et al. 2010; Du & Fan 2014; or shear + mag-
nification, e.g. Umetsu et al. 2014), and combinations of
weak and strong lensing (Oguri et al. 2009, 2012; Sereno
& Covone 2013; Merten et al. 2014).
Although current results from large samples are in rea-
sonable agreement with theoretical predictions of the m-c
relation (e.g. Merten et al. 2014; Umetsu et al. 2014),
several concerns remain. The first is that many clus-
ter samples are selected for x-ray luminosity and mor-
phology, and/or the presence of strong lensing. Either
selection can bias the sample to more concentrated ob-
jects, and/or prolate systems elongated along the line
of sight (e.g. Oguri et al. 2005; Hennawi et al. 2007;
Meneghetti et al. 2014). Clearly stacked measurements
over large, volume-limited samples of optically selected
clusters have an advantage here. A second concern is
that the slope of the m-c relation is expected to be very
shallow (e.g. Klypin et al. 2014), so measurements at low
masses are particularly useful to constrain it. Here too,
large samples are required to obtain a sufficiently strong
stacked lensing signal. For both these reasons, lensing
data from a deep, large-area survey is particularly useful
for constraining halo concentration.
Stellar-mass-selected samples with well calibrated
mean halo masses have several other uses. The lumi-
nosity or stellar mass of the principal galaxy in a system
should correlate strongly with the properties of the halo
surrounding it. The exact relationship between central
stellar mass and DM halo mass, and the scatter in this
relationship, are critical for understanding the formation
and evolution of galaxies. The stellar mass of the cen-
tral galaxy in a system can be inferred from its observed
luminosity in one or more bands. There are then several
methods for estimating the mass of the surrounding halo,
including stellar kinematics (Conroy et al. 2007; More et
al. 2011; Wojtak & Mamon 2013), abundance matching
(Moster et al. 2010; Behroozi et al. 2010; Shankar et
al. 2014), the Tully-Fisher relation (Pizagno et al. 2007;
Miller et al. 2014), weak lensing (Mandelbaum et al.
2006; Velander et al. 2014; Hudson et al. 2015; Han et
al. 2015), and combinations of weak lensing and cluster-
ing (Leauthaud et al. 2012). Comparing the two, one can
derive the mean stellar-to-halo mass relation (SHMR) or
its inverse, the mean halo mass at fixed stellar mass.
Collectively, these studies have found a SHMR that is
close to a broken power law, with stellar mass increasing
rapidly with halo mass for low-mass systems, and more
slowly for high-mass systems. The break in the relation-
ship occurs atM∗ & 4.5×1010M, orMh ∼ 1.5×1012M
(e.g. Leauthaud et al. 2012), around the transition from
isolated galaxies to galaxy groups. Given the importance
of this measurement in relating dark matter structure to
visible galaxies, it should be confirmed and calibrated in-
dependently in multiple surveys, with different potential
selection functions and systematics. Once again, large
halo samples and deep lensing measurements are required
to get accurate results.
The CFHT Stripe 82 survey is a deeper i-band fol-
low up of the SDSS Stripe 82 region with MegaCam
on CFHT. Relative to SDSS imaging, it provides in-
creased depth and excellent seeing, allowing sensitive
lensing measurements over more than 100 deg2. Thus
it represents an ideal data set to explore the scaling of
halo properties with mass. In this paper, we use a sam-
ple of redMaPPer clusters (Rykoff et al. 2014) and the
LOWZ and CMASS galaxy samples of SDSS-III BOSS
DR10 (Ahn et al. 2014), together with the shear cat-
alog from the CFHT Stripe 82 dataset to measure the
tangential shear around central galaxies, and to quantify
the m-c relation and the SHMR. Throughout the paper,
we assume a ΛCDM cosmology with parameter values
from the latest Planck Collaboration analysis (Ade et al.
2014): Ωm = 0.315, ΩΛ = 0.685, σ8 = 0.829, ns = 0.96,
and H0 = 100 h km s
−1 Mpc−1 with h = 0.673. Magni-
tudes are expressed using the AB scale.
2. OBSERVATIONAL DATA
2.1. The Source catalog
The source galaxies used in our measurement are taken
from the CFHT Stripe 82 Survey (CS82: Erben et al.
2015), which is an i-band imaging survey covering a large
fraction of SDSS Stripe 82 region with a median seeing
0.59′′. The survey contains a total of 173 tiles with 165
from CS82 and 8 from CFHT-LS Wide. Each CS82 tile
was obtained from 4 consecutive dithered observations,
each with an exposure time of 410 seconds. The com-
pleteness magnitude is iAB ∼ 24.0.
We use all galaxies with weight w > 0, FITCLASS=0
and MASK≤1, in which w represents an inverse vari-
ance weight assigned to each source galaxy by lensfit,
while FITSCLASS is a star/galaxy classification pro-
vided by lensfit. The parameter MASK describes the
mask information at an object’s position. Objects with
MASK≤1 can safely be used for most weak lensing anal-
yses (Erben et al. 2013). After masking out bright stars
and other image artifacts, the effective sky coverage is
∼130deg2.
The shapes of faint galaxies are measured with the
lensfit method (Miller et al. 2007, 2013). In this work
we use the same pipeline as the CFHTLenS collabora-
tion. The lensfit algorithm, as applied to CFHTLenS
data, was calibrated by Miller et al. (2013) using two
sets of simulated images, the GREAT CFHTLensS Image
Simulation and the SkyMaker CFHTLenS Image Simu-
lation, covering a wide range of different observing con-
ditions and PSFs. The CFHTLenS data itself was also
taken over a wide range of seeing, number of exposures,
noise and depth. Miller et al. (2013) found that the
shape measurement errors, including the multiplicative
bias factor m and the additive bias c, can be well mod-
elled as a function of galaxy signal-to-noise ratio and
size over this entire range of conditions. Thus, although
the mean observing conditions of CS82 are different from
those of CFHTLenS, the lensfit pipeline and calibra-
tion can also be applied to CS82 data.
As CS82 contains only i-band imaging, we derive pho-
tometric redshifts (photo-zs) for the source galaxies from
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the overlapping ugriz co-add data from SDSS (Annis et
al. 2014). Photo-zs are derived using the code BPZ
(Ben´ıtez 2000), following the method described in Bundy
et al. (2015). The resulting catalogue is the same as was
used in Battaglia et al. (2015), and cuts and systemat-
ics tests of the catalogue are described in detail there.
Briefly, the lensing catalogue is limited to objects with
photo-zs, corresponding to objects with reliable detec-
tions in the SDSS co-add. To limit the number of catas-
trophic redshift errors, objects with a BPZ odds param-
eter less than 0.5 are also cut from the catalogue. After
these cuts, the galaxy number density for the source cat-
alog is roughly 4.5 gals/arcmin2.
Li et al. (2016) have compared the lensing signal of
CMASS and LOWZ galaxies with source galaxies from
different redshift bins and shown that the results agree
with each within statistical error bars.
2.2. Lens selection
We consider as foreground lenses central galaxies from
the redMaPPer cluster catalogue, as well as individual
massive galaxies from the LOWZ/CMASS samples. We
separate the lenses into several bins in stellar mass, and
two redshift bins, 0.2 < z < 0.4 and 0.4 < z < 0.6.
2.2.1. The RedMaPPer Cluster Catalog
The redMaPPer cluster catalog by Rykoff et al. (2014)
is constructed from photometric galaxy samples of the
SDSS DR8, using the optimized red-sequence richness
estimator λ. The richness parameter λ corresponds to
the number of red sequence galaxies brighter than 0.2L∗
at the redshift of the cluster, within a scaled aperture.
In order to reduce the potential effects of miscentering,
we choose only clusters with well-defined centers, cor-
responding to centering probabilities Pcen > 0.9 (see
Rykoff et al. 2014). We then divide the clusters into two
redshift bins with redshift 0.2 < z < 0.4 and 0.4 < z <
0.6, and two richness bins (20 < λ < 30, 30 < λ < 200)
at each redshift. The final samples contain (14/118) sys-
tems at high redshift and (134/124) systems at low red-
shift, respectively.
2.2.2. LOWZ & CMASS Galaxy Catalog
We also use the LOWZ and CMASS galaxy sample
from SDSS-III BOSS DR10 as lens galaxies14. The BOSS
survey has measured spectroscopic redshifts for 1.5 mil-
lion galaxies, and is approximately volume limited to
z ∼ 0.52. The two samples are both the main SDSS-III
BOSS BAO tracers (Dawson et al. 2013). The LOWZ
samples consist of red galaxies at z < 0.4 from the SDSS
DR8 (Aihara et al. 2011) imaging data; the CMASS sam-
ples are selected with an approximately constant stellar
mass threshold (Eisenstein et al. 2011). Stellar masses
for the two samples were derived using the Portsmouth
SED-fitting method (Maraston et al. 2013), based on
the BOSS spectroscopic redshift. In calculating the stel-
lar mass, the Kroupa (2001) initial mass function (IMF)
was assumed.
We choose LOWZ and CMASS galaxies in our two red-
shift ranges, 0.2 < z < 0.4 and 0.4 < z < 0.6. We also
divide them into 3 and 4 stellar mass bins, which will be
14 https://www.sdss3.org/dr10/spectro/galaxy.php
used on the SHMR measurement, with (2350, 2492, 2325)
and (5966, 6168, 7481, 7611) systems for the low-z and
high-z range, respectively (see Figure 1).
3. LENSING SIGNAL
We measure the m-c relation using the stacked lens-
ing signal. Stacking many halos reduces the fluctuations
due to noise caused by uncorrelated structures along the
line of sight, shape measurement noise, substructures,
and the shape variations of individual halos. Thus, the
measurement can more accurately determine the aver-
age mass profile. Furthermore, it allows for the lensing
measurement of lower mass halos, where individual de-
tection is impossible due to their smaller shears relative
to clusters. Individual massive cluster observations and
those based on stacked analysis of many halos are thus
complementary, drastically increasing the available sen-
sitivity in mass.
To interpret the average lensing signal around each
sample, we fit a model including four separate compo-
nents:
(1) The contribution from the main dark matter halo.
(2) The contribution from the central galaxy itself; given
them smallest scales to which we are sensitive are ∼ 100
kpc, this can be treated as a point mass, as in, e.g.,
Leauthaud et al. (2012).
(3) A mis-centering term. In general, the position of the
central galaxy is assumed to correspond to the dynamical
centre of the DM halo. This may not be the case for all
systems, however; simulations suggest that some princi-
pal galaxies could be “sloshing” around in the potential
well of their halo (e.g. Gao & White 2006), possibly ex-
plaining features such as cold fronts in the gas in mas-
sive clusters (e.g. Ascasibar & Markevitch 2006). Mis-
centering the halo to the primary sample will spread out
and reduce the amplitude of the lensing signal on small
scales, as discussed in Johnston et al. (2007), Leauthaud
et al. (2010), George et al. (2012), Li et al. (2014) and
More et al. (2015).
Following the model of Johnston et al. (2007) (subse-
quently tested in lensing shear maps of 25 massive clus-
ters by Oguri et al. 2010), the distribution of centering
offsets can be described by a 2D Gaussian distribution:
P (Roff) =
Roff
σ2off
exp
(
−1
2
(Roff/σoff)
2
)
, (1)
where Roff is the distance between the halo center and
central galaxy position, and σoff is the effective scale
length. We convolve this distribution of offsets with
the projected density profile of the halo, to model the
net contribution of mis-centering to the stacked signal.
Given that the mis-centering term is subdominant in all
our mass and redshift bins, we do not expect to be sen-
sitive to this difference.
(4) Contributions from neighboring halos, which domi-
nate the lensing profile on large scales (Johnston et al.
2007; Cacciato et al. 2009, Li et al. 2009, Oguri &
Hamana 2011). The tangential shear profile due to the
neighboring halos is
γ2h(θ;M, z) =
∫
ldl
2pi
J2(lθ)
ρ¯m(z)bh(M)
(1 + z)3ΣcritD2A(z)
Pm(kl; z),
(2)
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Figure 1. Best-fit models for the low (left) and high (right) redshift samples (black solid lines). Black circles show the measured excess
surface mass density ∆Σ of both LOWZ/CMASS galaxies and clusters with different bins (clusters: Bottom-middle and bottom-right panels;
LOWZ/CMASS: others). The model components are the central galaxy (red), the dark matter halo profile (green), the miscentering halo
component (blue) and neighboring halos (magenta).
Table 1
Density Profile Models in Figure 1.
z Mvir cvir M200c c200c M∗ σoff pcen
1014M/h 1014M/h 1012M Mpc
(1011.0, 1011.2)M 0.2 < z < 0.4 0.13± 0.05 4.52± 1.35 0.11± 0.04 3.69± 1.15 0.13± 0.10 0.47± 0.27 0.68± 0.15
(1011.2, 1011.35)M 0.2 < z < 0.4 0.14± 0.05 4.19± 0.81 0.12± 0.04 3.41± 0.68 0.19± 0.17 0.27± 0.18 0.81± 0.13
(1011.35, 1012.0)M 0.2 < z < 0.4 0.32± 0.07 3.74± 0.63 0.27± 0.06 3.03± 0.53 0.30± 0.27 0.24± 0.18 0.85± 0.11
20 < λ < 30 0.2 < z < 0.4 1.18± 0.13 3.34± 1.09 0.98± 0.11 2.70± 0.91 0.32± 0.25 0.61± 0.24 0.93± 0.12
30 < λ < 200 0.2 < z < 0.4 1.44± 0.38 3.47± 1.32 1.20± 0.32 2.81± 1.11 0.37± 0.21 0.65± 0.31 0.92± 0.10
(1010.0, 1011.1)M 0.4 < z < 0.6 0.070± 0.05 5.42± 1.39 0.063± 0.04 4.63± 1.21 0.095± 0.056 0.25± 0.19 0.84± 0.14
(1011.1, 1011.2)M 0.4 < z < 0.6 0.081± 0.05 5.09± 1.12 0.072± 0.04 4.34± 0.97 0.14± 0.11 0.23± 0.16 0.87± 0.13
(1011.2, 1011.35)M 0.4 < z < 0.6 0.11± 0.05 4.82± 0.86 0.097± 0.04 4.10± 0.75 0.19± 0.15 0.23± 0.14 0.89± 0.15
(1011.35, 1012.0)M 0.4 < z < 0.6 0.18± 0.07 3.78± 0.69 0.16± 0.06 3.20± 0.59 0.30± 0.18 0.33± 0.17 0.85± 0.22
20 < λ < 30 0.4 < z < 0.6 1.18± 0.73 3.68± 2.66 1.02± 0.64 3.11± 2.30 0.42± 0.32 0.62± 0.51 0.94± 0.37
30 < λ < 200 0.4 < z < 0.6 1.47± 0.28 3.36± 0.81 1.27± 0.24 2.84± 0.70 0.47± 0.28 0.59± 0.28 0.91± 0.32
Notes: M∗ is the stellar mass, derived using the Portsmouth SED-fitting code (Maraston et al. 2013), based on the SDSS-III BOSS DR10 photometry.
where J2 is the second order Bessel function, ρ¯m(z) is
the mass density at z, DA(z) is the angular diameter dis-
tance, Pm(k) is the linear matter power spectrum, bh(M)
is the halo bias, which we take from Tinker et al. (2010),
and Σcrit is the critical mass density
Σcrit =
c2
4piG
Ds
DlDls
, (3)
where Dls is the angular diameter distance between the
lens and the source, and Dl and Ds are the angular di-
ameter distances from the observer to the lens and to the
source, respectively.
Combining the four contributions, the lensing signal
∆Σ can be written as:
∆Σ(R) =
M∗
piR2
+ pcen∆ΣNFW(R) + (4)
(1− pcen)∆ΣoffNFW(R|Poff) + ∆Σ2h(R),
where sequentially, the terms come from the contribu-
tion of the central galaxy, the main dark matter halo,
the mis-centering effect, and the contribution of neigh-
boring halos. The model is described by 5 parameters:
the halo mass Mvir, the concentration cvir, the stellar
mass M∗, the effective scale length σoff and the prob-
ability pcen that the centers we use correspond to the
actual center the dark matter halos. We will fit 4 out of
the 5 parameters in the model, and fix the stellar mass.
The stellar massesM∗ of LOWZ/CMASS galaxies were
derived from the Portsmouth SED-fitting (Maraston et
al. 2013) based on the SDSS-III BOSS DR10 data. The
stellar masses of the central galaxies in the redMaPPer
clusters were estimated by matching the positions of the
cluster centres with the galaxy catalog of SDSS DR10.
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To obtain ∆Σ we stack lens-source pairs in 8 logarith-
mic radial (R) bins from 0.1 to 10 Mpc h−1. For a sample
of selected lenses, ∆Σ(R) is estimated using
∆Σ(R) =
∑
ls wlsγ
ls
t Σcrit∑
ls wls
, (5)
where γlst is the tangential shear, wls = wnΣ
−2
crit, and
wn is the lensfit weight factor introduced to account
for intrinsic scatter in ellipticity and shape measurement
error (Miller et al 2007, 2013).
The lensing signal is recalibrated as in Velander et al.
(2014) and Hudson et al. (2015):
∆Σcal(R) =
∆Σ(R)
1 +K(zl)
. (6)
where
1 +K(zl) =
∑
ls wls(1 +m)∑
ls wls
, (7)
and the multiplicative error m was determined statisti-
cally by Miller et al. (2013). We apply this correction
to the average shear measurement in both the low-z and
high-z samples. The effect of the correction is to in-
crease the average lensing signals by ∼ 5.5% and 6.2% at
0.2 < z < 0.4 and 0.4 < z < 0.6, respectively.
Finally, to reduce any possible ‘dilution’ of the lensing
signal by foreground galaxies scattered into our redshift
selection region behind each group or galaxy, we remove
any lens-source pairs with zs − zl < 0.1, as well as re-
moving any objects with a BPZ parameter ODDS < 0.5,
as mentioned earlier. This corresponds to the selection
ZCUT3 from Battaglia et al. 2015; they show that it
produces weak lensing signals comparable to their fidu-
cial cut, and with similar errors, whereas more stringent
cuts decrease the SN without any systematic change in
the signal.
Considering the systematic errors in their lensing mea-
surements due to shear calibration uncertainties and to
photo-zs errors, Battaglia et al. find that they are less
than 10% and 6% respectively. They estimate that
their total systematic uncertainties on measurements of
∆Σ/Σc are less than 16% in each of their radial bins,
which cover a similar range of physical or angular scales
as ours, albeit stacking around slightly more massive
clusters. Given that our statistical uncertainties in each
bin are always more than ∼20% and almost always more
than 40%, we will assume systematics are subdominant
in our lensing measurements.
4. RESULTS
We show the observed galaxy-galaxy lensing signals for
the low and high redshift samples in Figure 1. The black
circles represent the measured excess surface mass den-
sity. Errorbars shown are 1σ fluctuations obtained using
1000 bootstrap by resamplings 30 equal sub-areas from
the real observation data sets.
We fit the measured lensing signals to the model de-
scribed in section 3 using a Monte Carlo Markov Chain
(MCMC) method. A flat prior is adopted for the halo
mass Mvir, the concentration cvir and the probability
pcen. A Gaussian prior is adopted for the effective scale
length σoff as Johnston et al. (2007).
As above, we select the clusters and massive galax-
ies carefully. For the cluster, only clusters with well-
defined centers with pcen > 0.9 are selected; for the
LOWZ/CMASS galaxies, they are almost all central
galaxies, ∼ 10% of them may be the most luminous satel-
lite galaxies as indicated by the clustering analysis by
Parejko et al. (2013) and White et al. (2011). Then a
flat prior (0.65, 1.0) on the probability pcen is adopted.
A Gaussian prior is adopted for the effective scale length
σoff as Johnston et al. (2007). Moreover, We test the
effects of the adopted prior with a Gaussian one used
in Melchior et al. (2016) for the pcen, the difference on
the fit results of mass and concentration is < 5%, which
suggests that such an effect is sub-dominant.
The black solid curves shows the sum of all components
for the best-fit models. The different model components
are shown as dashed curves: the central galaxy (red),
the dark matter halo profile (green), the mis-centering
component (blue), and the contribution from neighbor-
ing halos (magenta). At small scales (0.1 − 1Mpc), the
dark matter halo is the dominant component. At large
scales (> 3Mpc for galaxies and > 5Mpc for clusters),
the contribution from neighboring halos dominates. The
best-fit results for the 5 parameter values are given in
Table 1. We convert the measured Mvir and cvir to M200
and c200 with the formula in Johnston et al. (2007).
The values of the fitted probability pcen were all
higher than 0.9, which indicates that: (1) the centers
of redMaPPer clusters are well defined; (2) the centers
of ∼ 10% LOWZ/CMASS galaxies are offset.
As Cibirka et al. (2017), we investigate the impact
of the intrinsic scatter of mass-richness relation for the
clusters with simulations. With the richness of redMaP-
Per clusters, we can estimate the related mass from the
mass-richness relation with σm|λ = 0.25dex (Simet et al.
2017), and draw the related concentraion from m-c rela-
tion with 0.1dex (Dutton & Maccio 2014). We can then
generate the ∆Σ for each cluster with the related mass
and concentration. With 1000 independent analysis for
the four redMaPPer cluster bins using the same analy-
sis procedure, we found that the difference between the
mean input and fitted average mass and concentration
are ∼ 0.025± 0.020 and ∼ 0.23± 0.31, respectively. We
conclude that it can be negligible in comparison with the
measurement uncertainties.
4.1. m-c relation
The recent Multidark simulations of Klypin et al.
(2014) predict a m-c relation of the form:
c200c(z,M) = A
(
M200c
M0
)B
(1 + z)C , (8)
where we will take M0 = 2.0× 1012Mh−1. Here M200c
and c200c denote the mass and concentration with respect
to R200c, the radius within which the halo has 200 times
the critical density of the universe at that redshift.
As we cannot test the predicted redshift dependence of
the m-c relation very accurately with only two redshift
bins, we will assume the redshift dependence predicted
by Klypin et al.. For the redshift range 0.2 < z < 0.6
and the mass range of our samples, this corresponds to
an exponent C ∼ −0.67. The best-fit m-c relations are
shown in Table 2. We note that in practice, given the
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Table 2
Best-fit Mass-Concentration relations.
z A B
0.2 < z < 0.4 5.24± 1.24 −0.13± 0.10
0.4 < z < 0.6 6.61± 0.75 −0.15± 0.05
errors on the slope and normalization for the low-redshift
sample, the m-c relations of both samples are actually
consistent with no redshift evolution.
Giocoli et al. (2012) found that halo triaxiality and
substructures within the host halo virial radius can bias
the observed, 2D m-c relation. They propose a method
for correcting the observed 2D m-c relation for projection
effects:
c2D(M) = c3D(M)× 1.630M−0.018, (9)
The exact magnitude of the correction depends on the
the radial range over which the fit is performed.
Meneghetti et al. (2014) studied the projection effects
on the concentration with MUSIC-2 halos and found that
the trend is qualitative agreement with the results of
Giocoli et al. (2012). The correction by Giocoli et al.
(2012) is obtained with the simulated halos of mass of
5×1013M/h for z < 0.4 and 1.5×1014M/h for z > 0.4,
which is roughly consistent with the cluster mass region
of our data, we can apply the correction as listed above
to correct the 2D results of cluster measurement back to
3D results. However, there are no correction estimation
for the lower mass DM halo. In order to be consistent, we
extrapolate the correction to the lower halo mass region
for the LOWZ/CMASS galaxies in this analysis.
In Figure 2, we show the resulting 3D, corrected m-c
relation, after rescaling to z = 0. The 3D correction is
used on all the observational dataset predictions.
Given the corrections from 2D to 3D by Giocoli et al.
(2012), we can directly compare our measurements with
the 3D simulation results. Comparing with the results
by Duffy et al. (2008) and Klypin et al. (2014), the
amplitudes A and slopes B of both redshift samples are
consistent with the simulation predictions.
We can also compare our results with previous lensing
measurements. As with our own results, we correct all
observational measurements from 2D to 3D using the
formula of Giocoli et al. (2012).
By stacking weak lensing signals of galaxies, groups
and clusters from SDSS dataset, Mandelbaum et al.
(2008) fit the data to the model assuming a spherical
NFW profile excluding small scales to reduce the effects
of baryons and miscentering halos. As shown in Figure 2,
their measurements are comparable to ours, but are more
scattered.
Using photo-z selected clusters (Wen et al. 2009) in
the CFHTLenS data, Covone et al. (2014) found a m-c
relation with a normalization 1σ above that of Duffy et
al (2008), but were not able to measure the slope very
accurately.
The recent weak+strong lensing measurements for
individual clusters in the CLASH sample (Merten et
al. 2014; shown binned here), as well as stacked
shear+magnification measurements for the same sample
(Umetsu et al. 2014), probe the concentration of more
massive clusters with M200 ∼ 1015Mh−1. Generally,
they find mean concentrations 1–2σ above our best-fit
0.2<z<0.4
0.4<z<0.6
Klypin et al. 14
Duffy et al. 08
Mandelbaum et al. 08
Covone et al. 14
Umetsu et al. 14
Merten et al. 14
Figure 2. The 3D corrected m-c relation for galaxies and clusters
in the CS82 survey, after rescaling all the results to z = 0, assuming
the redshift evolution from Klypin et al. (2014). Red and blue
circles denote the stacked lensing signals from low and high redshift
samples, respectively. The red curve is the best-fit m-c relation for
the low redshift sample. The blue curve and cyan-shaded area
is best-fit m-c relation for the high redshift sample and its 1σ
uncertainty. Black curves are the simulation predictions by Duffy
et al. (2008) (dashed) and Klypin et al. (2014) (solid). The black
symbols denote the lensing-based measurements of concentration
and mass by Mandelbaum et al. (2008) with SDSS (median redshift
z¯ ∼ 0.22); Covone et al. (2014) with CFHTLenS (z¯ ∼ 0.36); and
Umetsu et al. (2014) (z¯ ∼ 0.35) and Merten et al. (2014) z¯ ∼ 0.40
with the CLASH cluster sample. For clarity, we have binned the
data points of Merten et al. (2014). Note that in this paper the
overdensity parameter for all mass definitions is relative to critical
density ρcrit.
relations at lower mass. This could indicate a change in
the slope of the m-c relation at high mass, but it may
also reflect the properties of the sample. Using hydro-
dynamical simulations, Meneghetti et al. (2014) have
shown that the CLASH selection function, based on de-
gree of relaxation as estimated from X-ray morphology,
biases the sample to higher concentrations, such that a
higher normalization and a steeper slope to the m-c re-
lation is expected. Strong-lensing selected samples are
also expected to behave similarly.
Another possible interpretation of the higher concen-
trations in massive systems, however, is that they are
real, and reflect a systematic change in the density pro-
file, from NFW-like to a different form that has a more
concentrated mass distribution for a given value of the
scale and virial radii. As noted previously, high resolu-
tion simulations suggest that the most massive clusters,
corresponding to high peaks in the initial density field,
should have density profiles that differ slightly from the
NFW form, and are better represented by the Einasto
form (e.g. Gao 2008; Klypin et al 2014). For typical val-
ues of the Einasto shape parameter α, the density profile
shows more curvature in its logarithmic slope than an
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NFW profile.
The halos in our sample correspond to peaks of height
ν ≡ σ(M)/δc ' 1.0–2.7. Using the scaling relation from
Gao et al. (2008), we expect an Einasto parameter α
in the range 0.165 to 0.225. The corresponding 3D den-
sity profiles are very close to the original NFW form.
Over the range where the main halo term should dom-
inate our lensing measurements, ∼ 0.25rs (for the most
massive, low concentration, low redshift clusters) to 2–3
rvir, Einasto profiles with these values of α differ from
the NFW form by less than 20%, and this difference is
largest at several times rvir. Over the range 0.25 rs – 2
rvir, the 3D profiles differ from an NFW profile by less
than 7%. Klypin et al. predict a slightly larger range of
α for our peak heights, but here too the final 3D profiles
differ from NFW by less than 20%. Projection, halo-to-
halo scatter, and the other contributions to the surface
density profile will further reduce the difference between
the two models, so we do not expect to be sensitive to
this difference. We have tested fitting the lensing signals
of the redMaPPer clusters with the Einasto profile, and
find a similar m-c relation as for the NFW profile. We
conclude that our data can not distinguish between the
two profiles on the mass scales we probe, as expected.
Measurements at higher halo mass should be better able
to confirm the predicted variation in the shape of the pro-
file (although even with the much more massive CLASH
sample, Umetsu et al. (2014) currently find a mean pro-
file consistent with the original NFW form, and no im-
provement in the fit when using the Einasto form).
In this paper, the redMaPPer clusters are stacked by
richness, while the LOWZ/CMASS galaxy are stacked
by stellar mass.
For the cluster, a CLASH X-ray selected sample can
present a bias of ∼ 10% on concentration (Meneghetti et
al. 2014). Because the redMaPPer cluster sample in our
analysis is more general and less constraining, we expect
the effects is at the few percent level. Furthermore, Old
et al. (2015) found that no systematic bias exists for the
cluster mass estimation with the redMaPPer algorithm,
which analyze the mass determination using the abun-
dance matching method. The impact of selection effect
in the m-c relation can be ignored.
For the galaxy, using the EAGLE simulation, Matthee
et al. (2016) studied the the magnitude and origin of the
scatter in the SHMR. They found that a larger stellar
mass corresponds to a more concentrated halo at fixed
halo mass. However, the inclusion of concentration does
not affect the scatter in stellar mass for the halo mass
M200 > 10
12.5 M. Because the lowest DM halo mass of
our measurement is > 5 × 1012 M/h, the bias on the
m-c relation from the stellar mass scatter is insignificant.
4.2. SHMR measurement
Given a mean stellar mass for the central galaxies in
each sample, we can also estimate the SHMR. Follow-
ing Behroozi et al. (2010) and Leauthaud et al. (2012),
the SHMR is modelled as a log-normal probability dis-
tribution function, with a mean log relation denoted as
M∗ = fSHMR(Mh), and a (log-normal) scatter denoted
σlogM∗ .
The relation fSHMR(Mh) is mathematically defined
0.2<z<0.4
0.4<z<0.6
COSMOS: 0.22<z<0.48
COSMOS: 0.48<z<0.74
SDSS early
SDSS late
CFHTLenS red H15
CFHTLenS blue H15
GAMA
COSMOS: X-ray clusters
Figure 3. Halo-to-stellar mass ratio (the inverse of the SHMR)
as a function of stellar mass. Red and blue dots denote the mea-
surements for the low and high redshift samples, respectively. The
red solid curve and cyan-shaded area is the best-fit SHMR relation
and its 1σ uncertainty derived by fitting our low redshift sample
combined with the results of H15. The blue solid curve is the
best-fit SHMR relation of our high redshift sample combined with
H15. The red and blue dashed curves are the relations fitted by
Leauthaud et al. 2012, using COSMOS measurements We also
compare our measurements with other galaxy-galaxy lensing mea-
surements, including SDSS (Mandelbaum et al. 2006), CFHTLenS
(H15), COSMOS X-ray clusters (Leauthaud et al. 2010; 2012), and
GAMA (Han et al. 2015).
via its inverse function:
log10(f
−1
SHMR(Mh)) = log10(M1) + β log10
(
M∗
M∗,0
)
+(10)(
M∗
M∗,0
)δ
1 +
(
M∗
M∗,0
)−γ − 12 ,
where M1 is a characteristic DM halo mass, M∗,0 is
a characteristic stellar mass, β is the low-mass SHMR
slope, and δ and γ jointly determine the high-mass
SHMR slope (Behroozi et al. 2010).
Since our data only probes the high-mass end of this
relation, we combine our results with those of Hudson
et al. 2015 (H15), which cover the same redshift bins as
ours but sample much smaller masses, in order to fit the
full SHMR. We note that the SHMR is defined to have
log-normal scatter in M∗ at fixed Mh, whereas we are
binning data in bins of fixed M∗. As a result, we need to
fit to the mean of the inverse relation, which because of
the non-linearity and scatter is not equal to the inverse
of the mean relation. We correct the mean halo mass at
a given stellar mass for the effect of the scatter σlogM∗
by including a correction factor derived using the same
method as Velander et al. (2014). We adopt a scatter
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Table 3
Best-fit results for the SHMR.
z log10(M1) log10(M∗,0) β δ γ
0.2 < z < 0.4 12.52± 0.050 10.98± 0.036 0.47± 0.022 0.55± 0.13 1.43± 0.28
0.4 < z < 0.6 12.70± 0.057 11.11± 0.038 0.50± 0.025 0.54± 0.16 1.72± 0.30
of σlogM∗ = 0.2dex in our analysis as Leauthaud et al.
(2012). Given this correction, the results of our fits for
the high and low redshift datasets, combined in each case
with H15, are given in Table 3.
As discussed in Leauthaud et al. (2012) and Behroozi
et al. (2010), the general shape of the SHMR (or its in-
verse, shown in Figure 3) indicates a peak in the effi-
ciency of star formation for galaxies with masses around
M∗ ∼4–6×1010M. Below this, stellar feedback limits
the growth of galaxies, while above this mass hot gas
and AGN are probably responsible for the decrease in the
stellar fraction. In Figure 3, we show the binned results
and best fit relations, in addition to results from other
galaxy-galaxy lensing studies, including the measure-
ments in SDSS (Mandelbaum et al. 2006), CFHTLenS
(H15), the Cosmic Evolution Survey (COSMOS: Leau-
thaud et al. 2010, 2012) and the Galaxy And Mass As-
sembly (GAMA: Han et al. 2015). In general there is
good agreement between the different lensing determi-
nations, as well as with other techniques such as abun-
dance matching or clustering (e.g. Behroozi et al. 2013;
Rodriguez-Torres et al. 2015). The only possible dis-
agreement is at large masses, where the scatter in in-
dividual measurements is large. The individual X-ray
clusters studied by Leauthaud et al. (2010; 2012), for
instance, differ from the mean relation by factors of up
to 5 (or 0.7 dex), which seems unlikely to be consistent
with our assumed scatter of σlogM∗ = 0.2 dex, given the
small size of that sample.
This scatter for individual systems suggests that se-
lection effects may still be a concern, in our and other
published determinations of the SHMR. For instance,
Leauthaud et al. (2015) found that the CMASS sam-
ple is significantly affected by mass incompleteness, and
is ∼ 80 % complete at log10(M∗/M) > 11.6 only in
the narrow redshift range z = [0.51, 0.61]. The LOWZ
sample, on the other hand, is ∼ 80 % complete at
log10(M∗/M) > 11.6 for z = [0.15, 0.43]. If complete-
ness is correlated with high or low stellar mass for the
primary galaxy, it could mean that the true scatter is
larger than we have assumed. Follow-up studies of the
individual objects in our samples, as well as data from
larger forthcoming lensing surveys, will be required to
determine the exact effect of these biases on the mean
relation.
A Chabrier (2003) IMF was assumed by the measure-
ments of H15, Leauthaud et al. (2012) and Han et al.
(2015). Ilbert et al. (2010) investigated the possible
sources of uncertainty and bias by comparing stellar mass
estimates between methods. The expected difference be-
tween a Kroupa IMF and a Chabrier IMF is not signifi-
cant.
5. CONCLUSIONS
Combining samples of massive galaxies and clusters,
from the redMaPPer and LOWZ/CMASS catalogues re-
spectively, with the shear catalog of the CS82 survey, we
have measured the projected density profiles around cen-
tral galaxies at two different redshifts. We fit the lensing
shear signal around these galaxies as a sum of contribu-
tions from the main dark matter halo, the central galaxy,
centering errors and physical offsets between the galaxy
and the halo, and neighboring halos. From the result-
ing fits, we determine the mean halo concentration as
a function of mass, and also the mean relation between
(central) stellar mass and halo mass (the SHMR).
Our main results are as follows:
1. We find that halo concentration decreases weakly with
mass, c = A(M/M0)
B , with the amplitude A ∼5–6 and
slope B ∼ −0.14. These parameter values are in good
agreement with the predictions of simulations, e.g. Duffy
et al. 2008 or Klypin et al. 2014, given a correction for
projection (Giocoli et al. 2012). Our low normalization
also suggests that the much higher values c & 10 mea-
sured for more massive cluster samples are indeed a result
of selection and/or projection effects, as inferred previ-
ously, e.g. by Meneghetti et al. (2014) for the CLASH
sample.
2. Comparing our halo masses to the stelar masses of
the central galaxies from the SDSS DR10 catalogues, we
derive the SHMR for massive systems at redshift 0.2–
0.6. Combining these measurements with those of H15
at lower masses, we fit the broken power-law form pro-
posed by Behroozi et al. (2010), and find results con-
sistent with those of previous lensing studies, e.g. Leau-
thaud et al. (2012).
In general, there is reasonable agreement between
many different surveys and techniques on the overall
shape of the SHMR. One unresolved issue is the ex-
tent of the scatter, particularly at the high-mass end.
In groups and clusters, there could be a number of rea-
sons for this scatter, including variations in halo merger
history, hot gas content or thermodynamic state, AGN
activity, or the details of central galaxy mergers. Hav-
ing calibrated the mean relation for the redMaPPer and
LOWZ/CMASS samples in CS82, we can follow-up these
possibilities with the ancillary data available in this field.
Future wide-field lensing surveys will also provide far
more sensitive lensing measurements, sufficient to deter-
mine masses and concentrations for restricted subsets of
groups and clusters, and to test for correlation between
residuals in the halo scaling relations, and the detailed
properties of individual galaxies, groups and clusters.
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