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ABSTRACT
One of the main challenges in ranking is embedding the query and
document pairs into a joint feature space, which can then be fed to
a learning-to-rank algorithm. To achieve this representation, the
conventional state of the art approaches perform extensive feature
engineering that encode the similarity of the query-answer pair.
Recently, deep-learning solutions have shown that it is possible
to achieve comparable performance, in some seings, by learning
the similarity representation directly from data. Unfortunately,
previous models perform poorly on longer texts, or on texts with
signicant portion of irrelevant information, or which are grammat-
ically incorrect. To overcome these limitations, we propose a novel
ranking algorithm for question answering, QARAT , which uses an
aention mechanism to learn on which words and phrases to focus
when building the mutual representation. We demonstrate supe-
rior ranking performance on several real-world question-answer
ranking datasets, and provide visualization of the aention mecha-
nism to oer more insights into how our models of aention could
benet ranking for dicult question answering challenges.
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1 INTRODUCTION
One of the main challenges in ranking is representing a query and
document pair in a joint feature space, which can then be fed to a
ranking algorithm. Over the last decade, supervised learning-to-
rank (LTR) approaches have been shown to perform best for many
dicult ranking tasks, includingestion Answering. However,
state of the art conventional LTR approaches, such as [11], require
extensive feature engineering, which includes dierent similarity
metrics, such as manually curated lexical, syntactic and semantic
similarities between the query and document.
Recently, deep learning models have obtained signicant success
in ranking for question answering. However, so far, these models
were shown to be successful only in modeling relatively short
query and answer pairs, roughly a sentence in length [9]. One of
the reasons these models under-perform for longer texts, is that
longer answers oen contain irrelevant information, which is also
incorporated into the similarity representation. In this work, we
explore the use of the aention mechanism for answer ranking, to
overcome this limitation.
Aention mechanisms in deep learning were originally inspired
by the human visual aention mechanism, which helps us perceive
large amounts of information at once by focusing on parts of the
information. For example, when looking at an image, the mech-
anism allows us to focus on some part of it in high detail while
puing less aention to the rest. Similarly, for ranking, aention
mechanism do not try to encode the entire query and document
pair into a xed-length vector, but rather learn the interdependence
between the two of them while focusing on only the important
words. While in theory, deep-learning architectures, such as LSTM,
are designed to deal with long-range dependencies – in practice,
they show poor results on representing and matching long texts
[7].
In this work, we present QARAT (estion-Answering Ranking
with Aention), a novel deep-learning ranking algorithm for ques-
tion answering, which employs aention mechanisms to identify
the main question and answer terms to use for the joint represen-
tation. We evaluate QARAT on two popular retrieval tasks: TREC
answer selection, and answer ranking for LiveQA, and show su-
perior results on both. We complement the main results with an
analysis of performance with respect to answer length, and em-
pirically show that indeed QARAT provides signicantly superior
results on longer answers, and even short answers that contain
irrelevant information or are grammatically incorrect.
As an added benet, modeling aention explicitly enables us to
visualize what QARAT learns. we report visualizations of the focus
of the algorithm when embedding a pair of query and document.
Figure 1 shows one such visualization, where the most important
words for modeling of the interdependence between the question
and the answer terms are marked in green. In the example on the
le, the phrase “in 1981” and “company” are learned to be similar
to the phrase “chairman” in the query, and therefore receive higher
aention for ranking. Similarly, in the example on the right, the
phrase “born in” and “Florence” are represented most prominently
in the embedding due to their similarity to the query
In summary, the contributions of this work are threefold: First,
we propose QARAT , a novel method that improves answer ranking
for long question-answer pairs via aention mechanisms. Second,
we present visualizations and interpretability of our method to help
gain insights into the method. Finally, we present strong empir-
ical performance of our method on several challenging question
answering datasets for answer ranking.
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Figure 1: Attention layer weights for a sample of questions.
2 RELATEDWORK
estion-answer selection and ranking has been an active area
of research for decades, presenting many solutions. For example,
reference Wang et al. [13], modeled question-answers relations to
a parse tree in a way that questions and their relevant answers
are connected via syntactic transformations. Others, e.g., [5, 9]
focused on parse tree editing for a question-answer pair, searching
for minimal tree edit operations using heuristics, probabilities, and
also automatic creation of features. Deep learning solutions have
also been proposed for this task. Yu et al. [15] created a deep
learning model and learned to match questions and answers by
using their semantic structure. Other works learned the question
and answer representation and matched them by similarity metric.
For example, Severyn and Moschii [10] created a convolutional
neural network (CNN) that receives as input vectors of question and
answer pairs and returns a score for each pair. eymanually added
word indicator features for whether a word appeared both in the
question and answer. Tan et al. [12] created an LSTM-based model
by creating a biLSTM network with three gates (input, forget and
output) separately for the question and the answer. ey then used
cosine similarity for the score analysis. is model was presented
with CNN lters as well.
Aention mechanisms have been applied in several domains,
including image tasks [4, 6] and other natural language processing
tasks, such as machine translation [2], textual entailment [14], etc.
However, to the best of our knowledge, our work is the rst to use
aention mechanisms for the task of ranking question and answers.
Our model is based on a feed forward network with an aention
layer that aims to focus on the relevant parts of the question and
the answer and overcome weaknesses of other models with dealing
with long or confusing answers.
3 QUESTION ANSWERING RANKINGWITH
ATTENTION
In this section, we provide the problem denition of ranking an-
swers for a question and present QARAT , our deep learning model
with the aention mechanism.
Figure 2: Diagram of the QARAT feed forward network.
3.1 Problem Denition
Given a question q and possible answers for this question ai , we
aim to rank candidate answers by their relevance to q. We adopt
a common pointwise method for ranking. e method requires
training a binary classier based on training instances composed
of tuples of the form (ϕ(q,ai ),yi ), where yi is a label indicating
whether the answer ai is relevant for q and ϕ is a function mapping
the query-answer pair to a feature vector. In this work, we mainly
focus on nding the best ϕ to represent the query-answer pairs.
Most previous approaches focused on manually dening ϕ. In
this work, we present a deep learning method that learns ϕ from
data. is method has been explored before for related tasks, and
showed promising results on short texts [10]. Building on these
eorts, we explore a new architecture and aention mechanism to
learn ϕ, which we show performs more robustly than the previous
models.
3.2 Attention Model for Answer Ranking
An aention model allows the network to sequentially focus on a
subset of the input, process it, and then change its focus to another
part of the input. is method makes it easier to process the data
sequentially, even if the data isn’t sequential in nature. In our
case, the model scans the answer sequentially in order to embed it
relatively to the query.
In general terms, our aention model computes a context vector
for each “time stamp” of the sequence. e context vector is a
weighted mean of the sequence states. More specically, each state
receives a weight by applying a SoMax function over the output of
an activation unit on the state. e sum of each weight, multiplied
by its state value, creates the context vector. is context vector
will serve as the embedding of the question and answer.
To build ϕ, we propose a feed forward network (shown in Figure
2) that utilizes an aention layer. e inputs for the model are
sentences, which represent an answer or a question. e network is
comprised of several layers, where the rst layers perform separate
transformations on the question and answer, and then embed them
into a single representation which is then fed to layers which output
the probability of the answer responding to the input question.
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Specically, the rst ve layers work separately on the questions
and answers and subsequently merge into one layer:
(1) An embedding layer: replaces each token of the sentence
with its word2vec representation. e Word2Vec model
was trained before on the same training data which is
the input for our model (i.e. it was not built on the test
data). In addition, as suggested by Severyn and Moschii
[10], the layer concatenates to the representation a set of
boolean features that represent words that appear both in
the question and answer.
(2) An aention layer, based on the model described by Bah-
danau et al. [3] and Rael and Ellis [8]. e layer creates
the context vector as follows:
h = xW + b, (1)
a = Lrelu(h), (2)
b = so f tmax(a) (3)
c =
∑
btht (4)
where x and b are the sentence and the bias,W is the pa-
rameters matrix, and t is a word iterator over the sentence.
Lrelu is an activation function which is based on relu and
is dened as:
Lrelu(x) =max{x , 0.01x}
e layer is further illustrated in Figure 3.
Figure 3: Diagram of the QARAT attention layer
(3) Non linearity layer, with an tanh-based activation function
c ′ = tanh(cW + b)
(4) Non linearity layer, with an activation Lrelu function:
c ′′ = Lrelu(c ′W + b).
(5) Pooling layer used to reduce the representation: max pool
was used, taking the maximum activation value.
MRR
Severyn and Moschii [10] 0.81
Our model 0.82
Table 1: MRR Results on TREC-QA
MRR NDCG
Severyn and Moschii [10] 0.46 0.7974
QARAT 0.48 0.8018
Table 2: MRR and NDCG Results on LiveQA
e next layers includes the outputs from the question and answer
layers, and are based on part of the network suggested by Severyn
and Moschii [10]:
(1) A pairwise layer: takes an answer and a question output
vectors from the previous layers and concatenates them to
a single vector.
(2) A non-linearity layer, with an activation tanh function.
(3) A somax layer, used in order to get a score for the question-
answer pair.
4 EMPIRICAL EVALUATION
4.1 Experimental Setup
In order to test our model, we report results on two datasets:
(1) TREC-QA answer sentence selection dataset [13] contains
53,417 question-answer pairs (1,229 unique questions) from
the entire TREC 8-12 collection and comes with an auto-
matic judgment tool based on manual judgment (and not
regular expressions).
(2) LIVE-QA 2015 dataset [1], which contains 22,227 question-
answer pairs (1187 valid questions). is dataset is char-
acterized by both long and verbose answers, which are
oen not grammatically correct, and therefore might be
challenging for many models.
Based on a separate development set, we perform parameter
tuning and set the batch size to be 50, the emlrelu parameter to
0.01002, and the learning rate to 0.1, with parameter initialization of
W with
√
6/|amax |, where |amax | is the size of the longest answer.
Due to the dierent nature of the datasets, we set the vector size to
300 for TREC-QA and 100 for LiveQA.
4.2 Main Results
Tables 1 and 2 summarize our results on the TREC-QA and LiveQA
datasets respectively. We compare our model to the state-of-the-art
model [10] using the standard MRR and NDCG metrics. As the
TREC-QA provides only binary labels, we calculated only the MRR
measurement for that dataset. e results show that QARAT out-
performs the state of the art on all metrics. Statistically signicant
results are shown in bold.
4.3 Eect of Answer andestion Length
To further understand when our algorithm outperforms the state of
the art, we compared the two models for dierent answers length.
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Figure 4 shows the model results over the TREC-QA. It is evident
that the model outperforms the baseline in a statistically signicant
manner at answer sizes above 25. is aligns with the strength of
aention mechanisms to deal with longer texts. When looking at
LiveQA dataset (gures 5 and 6), the model presents statistically
signicant results mainly for all length of answers, and specically
for those above 110 and below 30. When investigating the answers
of length less than 30, we observe that those, unlike the answers in
TREC-QA, contain many phrases which are grammatically incor-
rect. We conclude that aention mechanism bring value for either
long or even short confusing texts.
Figure 4: TREC-QA MRR results, for varying answer length
Figure 5: LiveQA MRR results, for varying answer length
Figure 6: LiveQA NDCG results, for varying answer length
4.4 Visualization of the Model
In gure 1, we present an example of two questions and their
respective answers. e aention weightsW that QARAT created
for each answer are presented to visualize where the algorithm
“aended” the most when performing the embedding of the query-
answer pair. Interestingly, the most relevant part of the answer
received the highest “aention” weight. In the le example, observe
the phrases “in 1981” and “company” receive the highest aention
weights, probably due to their relevance to the “chairman” phrase
in the query. Our model gave this correct answer a score of 0.93
whereas the baseline gave the answer a score of 0.001. e main
reason for this low score is the abundance of additional irrelevant
information that inuenced the baseline to score this answer low. A
similar phenomenon occurs in the example on the right, where the
phrase “born in Florence” receives the highest aention weights
when performing the embedding of the query and the answer. Our
model gave this correct answer a score of 0.93 whereas the baseline
gave the answer a score of 0.66.
5 CONCLUSIONS AND FUTUREWORK
In this work, we presented QARAT , a deep learning ranking algo-
rithms with aention mechanisms for answer ranking, and showed
its superiority over the state of the art deep learning methods.
Specically, we observed that QARAT performs signicantly beer
on longer, confusing texts with abundance of information. To build
a beer intuition into the model performance, we visualized the
aention mechanism to show on which words and phrases the
model focuses. We believe the use of our proposed model will help
to advance question answering research, and aid in adaption of
deep learning models for ranking.
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