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Résumé 
Les récents avancements en sciences cognitives, psychologie et neurosciences, ont démontré 
que les émotions et les processus cognitifs sont intimement reliés. Ce constat a donné lieu à 
une nouvelle génération de Systèmes Tutoriels Intelligents (STI) dont la logique d’adaptation 
repose sur une considération de la dimension émotionnelle et affective de l’apprenant.  
Ces systèmes, connus sous le nom de Systèmes Tutoriels Émotionnellement Intelligents 
(STEI), cherchent à se doter des facultés des tuteurs humains dans leurs capacités à détecter, 
comprendre et s’adapter intuitivement en fonction de l’état émotionnel des apprenants. 
Toutefois, en dépit du nombre important de travaux portant sur la modélisation émotionnelle, 
les différents résultats empiriques ont démontré que les STEI actuels n’arrivent pas à avoir un 
impact significatif sur les performances et les réactions émotionnelles des apprenants. Ces 
limites sont principalement dues à la complexité du concept émotionnel qui rend sa 
modélisation difficile et son interprétation ambiguë.  
Dans cette thèse, nous proposons d’augmenter les STEI des indicateurs d’états mentaux 
d’engagement et de charge mentale de travail. Ces états mentaux ont l’avantage d’englober à 
la fois une dimension affective et cognitive. Pour cela, nous allons, dans une première partie, 
présenter une approche de modélisation de ces indicateurs à partir des données de l’activité 
cérébrale des apprenants. Dans une seconde partie, nous allons intégrer ces modèles dans un 
STEI capable d’adapter en temps réel le processus d’apprentissage en fonction de ces 
indicateurs.  
Mots-clés : Systèmes Tutoriels Intelligents, engagement mental, charge mentale de travail, 
adaptation en temps réel, émotions, électroencéphalographie (EEG). 
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Abstract 
Recent advances in cognitive science, psychology and neuroscience have shown that emotions 
and cognitive processes are closely intertwined. This fact has given rise to a new generation of 
Intelligent Tutoring Systems (ITS) whose adaptive logic is based on the consideration of the 
learner’s emotional and affective dimension. 
These systems, known as Emotionally Intelligent Tutoring Systems (EITS), seek to 
acquire the human tutors’ ability in detecting, understanding and adapting to the learners’ 
emotional state. However, despite the large body of work on emotional modeling, several 
empirical results showed that current EITS fail to have a significant impact on the learners’ 
performance and emotional reactions. These limitations are mainly due to the complexity of 
the emotional concept which makes its modeling difficult and its interpretation ambiguous.  
In this thesis we propose to increase EITS with mental state indicators of engagement 
and mental workload. These mental states have the advantage to include both affective and 
cognitive dimensions. To this end, we first present an approach to modeling these indicators 
from the learners’ brain activity data. In the second part, we will integrate these models into an 
EITS able to adapt in real time the learning process according to these indicators.  
Keywords : Intelligent Tutoring Systems, mental engagement, mental workload, real-time 
adaptation, emotions, electroencephalography (EEG). 
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1.1 Contexte général 
Les Systèmes Tutoriels Intelligents (STI) ont été développés dans la perspective de fournir un 
enseignement adapté en fonction des caractéristiques et des besoins de l’apprenant. Ces 
systèmes — qui représentent la forme la plus évoluée des environnements d’apprentissage — 
sont dotés de capacités de raisonnement et d’adaptation qui leur permettent de produire un 
comportement intelligent par rapport au déroulement du processus d’apprentissage. Toutes ces 
caractéristiques font que les STI sont de plus en plus utilisés dans les sociétés modernes 
comme supports ou alternatives aux environnements éducatifs traditionnels (tels que 
l’enseignement en classe), afin de répondre aux besoins sans cesse croissants des individus en 
matière de formation (Frasson, 1991; Koedinger et al., 1996; Symonds, 2001; VanLehn, 
2011). 
D’une manière générale, le degré d’intelligence d’un STI dépend principalement de 
l’approche utilisée par les concepteurs du système dans la modélisation des apprenants (Shute, 
1995). En effet, le modèle apprenant contient toutes les connaissances sur l’apprenant qui 
serviront à orienter toute la logique d’adaptation à savoir le séquencement des activités 
d’apprentissage et l’assistance pédagogique (Brusilovsky et al., 1996; Nwana, 1990). 
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Les chercheurs dans le domaine des STI ont pendant longtemps privilégié l’aspect 
purement cognitif dans leurs modélisations de l’apprenant (Picard et al., 2004). Le parcours, 
les performances, les solutions, les erreurs, les actions, etc. sont méticuleusement analysés par 
les STI afin de déterminer le niveau de connaissances et de raisonnement des apprenants et 
d’adapter leurs interactions en conséquence (Stern et al., 1998). Toutefois, cette logique 
d’adaptation entièrement basée sur des critères cognitifs limitait considérablement la qualité 
d’enseignement des STI (Lane, 2006; VanLehn, 2011).  
 En effet, cette façon de concevoir le fonctionnement des premières générations de STI 
réduisait le processus d’apprentissage à un simple processus d’acquisition et de 
traitement de connaissances et négligeait une dimension fondamentale de 
l’apprentissage humain qui est la dimension émotionnelle et affective (Phelps, 2006; 
Picard et al., 2004). Par exemple, une mauvaise réponse de la part d’un apprenant n’est 
pas automatiquement synonyme d’insuffisances en termes de connaissances, mais peut 
être également le résultat d’un manque de réflexion et d’investissement causé par un 
état émotionnel négatif tel que l’ennui (Baker et al., 2010; Rodrigo et al., 2008).  
Ainsi, avec l’émergence d’un nouveau courant de recherche, connu sous le nom de 
l’informatique affective (Picard, 1997), qui s’intéresse à l’intégration d’une forme 
d’intelligence émotionnelle (Mayer et al., 1997) dans l’interaction homme-machine en général; 
de plus en plus de travaux ont commencé à prendre en compte certains aspects émotionnels et 
affectifs dans l’interaction du STI avec l’apprenant. On parle alors d’une nouvelle génération 
de systèmes capables de simuler le comportement d’un tuteur humain dans sa capacité à 
analyser et à prendre en compte intuitivement l’état émotionnel de l’apprenant lors de son 
enseignement. Ces systèmes —  communément appelés Systèmes Tutoriels Émotionnellement 
Intelligents (STEI) (Ochs et al., 2004) ou Systèmes Tutoriels Affectifs (STA) — (Alexander et 
al., 2003; Nkambou, 2006) ont pour objectif d’améliorer non seulement les performances 
d’apprentissage, mais également l’expérience émotionnelle de l’apprenant à travers des 
stratégies d’intervention basées sur des considérations émotionnelles. Par exemple, à la 
manière d’un tuteur humain et contrairement un STI classique, un STEI peut proposer une 
aide à un apprenant confus même dans le cas où ses performances d’apprentissage sont bonnes 
(Forbes-Riley et al., 2009).  
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1.2 Motivations 
Un des principaux objectifs d’un STEI est de modéliser les états émotionnels des 
apprenants (Ochs et al., 2004). De ce fait, les chercheurs ont recours à une panoplie de moyens 
de détection allant des simples questionnaires d’auto-évaluation qui interrogent directement 
les apprenants sur leurs états émotionnels (Baker et al., 2010; de Vicente et al., 2002 ; 
Graesser et al., 2007); à la détection d’émotions à partir d’indices comportementaux tels que 
les expressions faciales (McDaniel et al., 2007; Nkambou et al., 2004; Whitehill et al., 2008); 
en passant par l’utilisation de senseurs physiques capables de renseigner sur les émotions à 
partir de leurs manifestations physiologiques (Conati, 2002; Hussain et al., 2011; Kapoor et 
al., 2007; Mcquiggan et al., 2007b; Jraidi et al., 2013b).  
En dépit des efforts constants visant à améliorer les capacités de détection émotionnelle 
dans les STEI, les techniques actuellement utilisées sont souvent inefficaces. Par exemple, les 
questionnaires d’auto-évaluations sont souvent biaisés par des considérations subjectives de la 
part de l’apprenant (Picard et al., 2005). La détection des émotions à partir des expressions 
faciales peut être inefficace dans la mesure où certaines expressions peuvent être ambiguës, 
voire indéchiffrables. De plus, certains apprenants sont introvertis et ne laissent pas 
transparaitre leurs émotions (Russell et al., 2003). L’approche basée sur les senseurs 
physiologiques malgré la corrélation que peuvent avoir certains senseurs avec certaines 
manifestations émotionnelles, ne dispose pas de modèles génériques qui permettent de 
reconnaitre d’une façon précise tous les types d’émotions (Arroyo-Palacios et al., 2008; Liao 
et al., 2006; Ward et al., 2003). 
Toujours dans le même objectif de modélisation émotionnelle dans les STEI, il n’existe 
pas de consensus clair ni de théorie précise sur quelles émotions faut-il modéliser dans un 
contexte d’apprentissage. Certains travaux, par exemple, privilégient la modélisation d’un seul 
état émotionnel (tel que la confusion, ou la frustration) (Grafsgaard et al., 2011; Kapoor et al., 
2007), d’autres en revanche, modélisent un ensemble d’émotions (D'Mello et al., 2009; 
D'Mello et al., 2008; Forbes-Riley et al., 2008; Jraidi et al., 2013a).  
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De plus, bien qu’il soit établi que les émotions jouent un rôle primordial dans le 
processus d’apprentissage (Phelps, 2006), la relation qui existe entre les émotions et 
l’apprentissage n’est pas toujours linéaire (Graesser et al., 2007). En particulier, l’association 
automatique des émotions négatives avec un état négatif pour l’apprentissage n’est pas 
toujours valide. Certaines émotions qualifiées de négatives à priori (telles que la frustration, le 
stress ou la confusion) ne sont pas toujours synonymes de conditions émotionnelles 
défavorables à l’apprentissage. Par exemple, l’état de frustration qui est souvent considéré 
comme un état négatif pour l’apprentissage peut, dans certains cas, révéler une certaine envie 
de bien faire ainsi qu’une certaine motivation de la part de l’apprenant (Gee, 2004).  
Ainsi les limites de la modélisation des émotions dans les STEI se situent non seulement 
au niveau de la précision des techniques de détection émotionnelles, mais également au niveau 
du choix et de l’interprétation des émotions à modéliser (Picard et al., 2004).  Dans cette thèse, 
nous proposons de remédier à cela grâce à l’utilisation des indicateurs d’états mentaux. En 
particulier, nous proposons d’utiliser une approche qui se base sur l’analyse d’indices d’état 
d’engagement et de charge mentale de travail extrait à partir de l’activité cérébrale de 
l’apprenant et plus précisément l’ÉlectroEncéphaloGraphie (EEG). En effet, les états mentaux 
sont généralement considérés comme des états affectifs complexes ayant une dimension à la 
fois affective et cognitive, ce qui facilite considérablement leurs interprétations (el Kaliouby, 
2005; Scherer, 2005; Sobol-Shikler, 2011). De plus, en dépit du fait que l’état d’engagement et 
la charge mentale de travail aient été très étudiés en interaction homme-machine, leur 
modélisation dans les STEI est plutôt rare. 
Par ailleurs, malgré de nombreux travaux de recherche menés sur la modélisation des 
émotions, très peu de STEI ont été développés pour détecter en temps réel les émotions des 
apprenants. De plus, les différentes études empiriques visant à analyser l’impact des stratégies 
d’adaptation utilisé dans les STEI ne démontrent pas d’effet positif statistiquement significatif, 
ni sur les performances de l’apprenant ni sur ses réponses émotionnelles (Beale et al., 2009; 
Burleson et al., 2007; Kim, 2005; Mori et al., 2003; Woolf et al., 2009).   
 Dans cette thèse nous proposons de développer un système tutoriel capable de détecter 
et d’adapter en temps réel le processus d’apprentissage selon les indicateurs d’engagement et 
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de la charge mentale de travail. Nous cherchons également à démontrer qu’un tel système peut 
améliorer significativement l’expérience d’apprentissage aussi bien au niveau des 
performances cognitives des apprenants qu’en termes de satisfaction par rapport au 
déroulement de leur apprentissage. 
1.3 Objectifs de recherche 
Notre objectif dans cette thèse est d’améliorer le fonctionnement des STEI en intégrant des 
indicateurs cérébraux d’engagement et de charge mentale de travail. Plus précisément, nous 
proposons de réaliser ces deux objectifs suivants : 
1. Modéliser l’engagement mental et la charge mentale de travail des apprenants : notre 
premier objectif consiste à augmenter les STEI avec des indicateurs fiables et capables 
de quantifier le niveau d’engagement et de charge mentale de travail des apprenants à 
partir de leurs activités cérébrales. 
2. Intégrer ces indicateurs d’états mentaux dans un STEI : notre deuxième objectif est de 
montrer qu’il est possible pour un STEI d’intégrer ces indicateurs d’engagement et de 
charge de travail en temps réel, mais aussi d’adapter, en temps réel également, le 
processus d’apprentissage en fonction de ces indicateurs.  
Afin de réaliser notre premier objectif, nous avons réalisé deux études expérimentales. 
Dans la première étude, nous avons testé, dans un contexte d’apprentissage, la validité d’un 
index d’engagement mental développé dans le cadre des travaux de recherche menée dans la 
« National Aeronautics and Space Administration » (NASA) pour mesurer le niveau 
d’attention des pilotes, à partir des données EEG (Pope et al., 1995). Pour cela, nous avons 
d’abord vérifié si cet index d’engagement peut fournir une indication pertinente sur les 
performances et le comportement des apprenants. Ensuite, nous avons analysé la relation qui 
pourrait exister entre les variations de l’index d’engagement mental et les états émotionnels 
des apprenants. 
Dans la deuxième étude expérimentale, nous avons proposé une approche pour 
modéliser la charge mentale de travail des apprenants à partir de leurs données EEG. Nous 
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avons validé et évalué ce modèle dans un environnement d’apprentissage et examiner sa 
relation avec l’index d’engagement mental ainsi qu’avec les états émotionnels.  
Pour réaliser notre deuxième objectif, nous avons développé un système tutoriel que 
nous appellerons le système MENTOR (« MENtal tuTOR ») capable d’évaluer en temps réel 
l’état mental des apprenants en fonction d’indicateurs d’engagement et de charge mentale de 
travail et d’adapter le déroulement de la session d’apprentissage en conséquence.  
Nous avons réalisé une troisième étude expérimentale dédiée à l’évaluation de notre 
système. L’objectif de cette étude a été de vérifier si l’intégration des indicateurs mentaux 
dans la logique d’adaptation d’un STI pouvait avoir un impact positif sur les performances 
d’apprentissage des apprenants. Nous avons également vérifié l’influence de cette intégration 
sur l’expérience de l’apprenant vis-à-vis du déroulement de son apprentissage. Et enfin, nous 
avons également examiné si un tel système était capable d’agir et de corriger les difficultés 
mentales de l’apprenant.  
1.4 Organisation du document 
Le chapitre suivant de cette thèse sera consacré à l’analyse de la littérature. Nous commençons 
par présenter le cadre général de cette thèse, à savoir les STI, en décrivant l’historique de leur 
développement, les principaux modules qui les composent ainsi que leurs limites. Nous 
présentons par la suite l’importance de la dimension émotionnelle dans l’apprentissage et 
l’apparition de la nouvelle génération de STEI. Nous exposons également les principales 
approches utilisées par les STEI pour la modélisation des émotions ainsi que pour l’adaptation. 
Nous conclurons ce chapitre par une présentation des limites des STEI actuels et de l’approche 
que nous allons utiliser pour y remédier.    
 Dans le chapitre 3, nous présentons le concept de l’engagement mental ainsi que les 
différentes approches utilisées pour la modéliser. Nous montrons également la technique que 
nous allons utiliser pour l’intégration de l’index d’engagement à savoir 
l’électroencéphalographie. Nous exposons par la suite la technique de calcul et d’interprétation 
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de cet index. Nous enchainons par la description de nos premières études expérimentales ainsi 
que les principaux résultats trouvés. 
 Dans le chapitre 4, nous présentons le concept de charge mentale et les principales 
approches permettant de la mesurer. Nous décrivons par la suite notre approche de 
modélisation de la charge mentale de travail ainsi que la deuxième étude expérimentale 
réalisée pour la valider. Nous présenterons ensuite les principaux résultats et conclusions 
obtenus. 
Dans le chapitre 5, nous procédons à la description de notre système MENTOR. Nous 
présentons ses principaux modes de fonctionnement ainsi que sa logique d’adaptation en 
fonction des indicateurs d’engagement et de charge mentale de travail. Nous dévoilons ensuite 
notre troisième étude expérimentale réalisée pour tester l’efficacité de notre système et nous 
exposons les principaux résultats trouvés. 
Dans la conclusion de cette thèse, nous résumons les contributions et les limites de nos 
recherches avant de présenter les travaux futurs que nous envisageons de réaliser afin 
d’améliorer notre approche. 
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Chapitre 2 
État de l’art 
2.1 Introduction 
Ce chapitre est consacré à l’analyse de la littérature. Nous commencerons par présenter un 
bref historique de l’évolution des systèmes informatiques d’apprentissage en débutant par les 
toutes premières « machines à enseigner », puis les systèmes d’Enseignement Assisté par 
Ordinateur (EAO), jusqu’à arriver aux Environnements Interactifs pour l'Apprentissage 
Humain (EIAH), où se situent les Systèmes Tutoriels Intelligents (STI). Nous décrirons 
ensuite les différents modules qui assurent le fonctionnement d’un STI, à savoir : le module 
apprenant, le module expert, le module tuteur et le module d’interface.  
À partir de la quatrième section du chapitre, nous aborderons les principaux axes et 
travaux de recherches entrepris pour faire évoluer ces systèmes. Ceci va nous amener vers 
l’intégration du concept de l’intelligence émotionnelle ainsi que de l’informatique affective 
dans les Interactions Homme-Machine, et plus particulièrement les environnements 
d’apprentissage. Nous verrons que la considération de ce facteur émotionnel a conduit à une 
deuxième génération de STI : les Systèmes Tutoriels Émotionnellement Intelligents (STEI). 
Nous nous attarderons ensuite, à partir de la sixième section, sur les approches de 
modélisation et de détection des émotions dans les STEI. Puis, nous enchainerons par une 
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revue des principales stratégies utilisées par ces systèmes pour adapter leur apprentissage 
selon l’état affectif de l’apprenant. 
Nous clôturerons ce chapitre par les problématiques de recherche que nous tenterons de 
pallier dans le cadre de cette thèse. 
2.2 Historique 
Le principe d’adaptation dans les systèmes informatiques a été développé sous divers angles 
en vue d’améliorer l’utilisation des machines par les humains, et ce, dans plusieurs domaines 
d’application (transport, prise de décision, conception, communication, etc.). Toutefois, la 
mise en place de systèmes adaptatifs pour l’apprentissage et la formation par ordinateur a 
constitué un véritable saut qualitatif dans le déroulement de cette activité.  
 
Figure 2.1 – Machine à enseigner de (Crowder, 1959)  
En effet, les premiers systèmes informatiques d’apprentissage étaient conçus sous la 
forme de « machines à enseigner », qui fournissaient un enseignement programmé et linéaire. 
Leurs fonctionnements se résumaient typiquement, à présenter séquentiellement un ensemble 
de connaissances décomposées en sous-éléments, et à poser des questions suivies 
immédiatement de leurs réponses. Un exemple de tels systèmes est illustré dans la figure 2.1. 
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Progressivement, les recherches commencent à donner plus d’initiative à l’apprenant, et 
à envisager les programmes éducatifs plutôt comme des outils qui accompagnent son 
processus d’apprentissage. Les systèmes commencent à intégrer des mécanismes qui orientent 
l’apprenant dans ses choix des activités d’apprentissage, ainsi que des stratégies de 
redressement des erreurs commises. Un aspect plus algorithmique vient substituer le caractère 
linéaire des premiers programmes éducatifs avec l’apparition de ces systèmes d’Enseignement 
Assisté par Ordinateur (EAO). Cette catégorie de systèmes, appelés également didacticiels ou 
tuteurs-guides, vise à consolider les connaissances des apprenants en utilisant une gamme 
d’activités généralement sous forme de situation/problème. La réponse de l’apprenant est 
analysée par le système afin de décider, soit de continuer sur la même activité, soit de se 
brancher sur une autre activité.  
La conception des systèmes d’EAO était principalement centrée sur la diffusion des 
informations à enseigner sur la forme de scénarii à transmettre à l’apprenant (dans un seul 
sens) ; l’impact de ces méthodes sur l’apprenant était ignoré. L’évolution de l’EAO en un 
Enseignement Interactif Assisté par Ordinateur (EIAO) a permis de recentrer les systèmes 
éducatifs plus sur les problèmes liés à l’apprentissage. L’accent est mis sur le processus de 
traitement de l’information, et l’apprentissage est considéré comme la résultante d’échanges 
interactifs entre l’apprenant et son environnement. L’EIAO considère l’apprenant comme un 
membre actif dans le processus d’apprentissage, qui agit et réagit relativement à 
l’environnement. Les systèmes commencent à adopter des stratégies d’accompagnement 
individualisées basées sur des paramètres et modèles cognitifs qui leur permettront de diriger 
leurs interactions avec l’apprenant. Le perfectionnement de ces systèmes avec l’augmentation 
de leurs capacités à raisonner et à adapter leurs comportements en fonction du processus 
d’apprentissage leur a permis d’acquérir un degré d’intelligence. On parle alors de systèmes 
d’Enseignement Intelligemment Assisté par Ordinateur.1 
Aujourd'hui, le concept intégrateur d’Environnement Informatique ou Interactif pour 
l'Apprentissage Humain (EIAH) est utilisé pour désigner un environnement qui vise à susciter 
                                               
1
 Le sigle EIAO est utilisé à la fois pour désigner l’Enseignement Intelligemment Assisté par 
Ordinateur et l’Enseignement Interactif Assisté par Ordinateur. 
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ou favoriser l’apprentissage humain en produisant des actions ou des réactions pertinentes et 
adéquates (Tchounikine, 2002).  
On peut distinguer trois catégories majeures d’EIAH : 
 Les hypermédias : systèmes plurifonctionnels destinés principalement à guider 
l’apprentissage en facilitant l’accès aux ressources pédagogiques. Ils englobent des 
technologies permettant la conception et la mise en page de présentations multimédias 
destinées à Internet ou Intranet. Les hypermédias adaptatifs permettent d’adapter le 
contenu ou la navigation en fonction des objectifs, préférences et connaissances de 
l’apprenant (Brusilovsky et al., 1996). 
 Les micromondes : systèmes qui simulent des situations d’apprentissage en permettant 
à l’apprenant de faire évoluer progressivement ses connaissances en effectuant des 
actions physiques et mentales. L’apprenant est capable d’explorer à travers des 
opérations élémentaires et avec le minimum possible de contraintes un domaine de 
connaissances. L’apprentissage en utilisant les micromondes se fait à travers la 
manipulation et la découverte, mais aussi à travers les possibilités qu’offre le système 
à l’apprenant pour revenir sur ses actions, les comprendre et les corriger.  
 Les Systèmes Tutoriels Intelligents (STI) : systèmes adaptatifs qui utilisent un 
ensemble de techniques permettant de fournir un enseignement qui tient compte des 
diversités des apprenants. Les STI disposent de capacités de raisonnement leur 
permettant d’ajuster et de contrôler l’apprentissage. Les systèmes peuvent 
entreprendre des interventions pour présenter, expliquer ou adapter le contenu 
pédagogique. Ils peuvent aussi détecter les erreurs ou les problèmes d’apprentissage, 
et déclencher les stratégies de correction requises le cas échéant. Les STI regroupent 
l’ensemble de technologies qui permettent d’assister les deux intervenants de 
l’apprentissage (apprenant et enseignant).  
Nous décrivons dans la section suivante les principales composantes de l’architecture 
des STI ainsi que les principaux axes et travaux de recherches entrepris pour faire évoluer ces 
systèmes. 
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2.3 Les Systèmes Tutoriels Intelligents 
Le développement des STI a commencé vers la fin des années 70 — début des années 80, dans 
le but d’améliorer les performances de l’EAO qui peine à rivaliser avec la qualité de 
l’enseignement donné par un tuteur humain. En effet, constitué d’un ensemble de programmes 
rigides, l’EAO se contentait principalement de générer des problèmes, présenter les solutions 
et évaluer les performances des apprenants. L’insuffisance de ces systèmes relativement à la 
complexité du processus d’apprentissage était évidente et le besoin d’évoluer vers des 
systèmes plus intelligents coïncidait avec une vague de progrès dans le domaine de 
l’intelligence artificielle (IA), l’éducation et la psychologie cognitive favorisant ainsi la 
migration vers les STI.  
 
Figure 2.2 – Architecture d’un STI 
Les STI visent à produire un comportement intelligent qu’on qualifierait « d’un 
enseignement de qualité » s’il est effectué par un humain (Psotka et al., 1988a). L’intégration 
des techniques IA permet aux STI de fournir un enseignement individualisé et de connaitre 
quoi enseigner, à qui enseigner et surtout comment l’enseigner (Psotka et al., 1988a). Le terme 
Intelligent Tutoring Systems (ITS) a été cité pour la première fois en 1982. Bien qu’il existe 
plusieurs définitions, on peut voir les STI comme étant « un système informatique capable 
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d’adapter l’enseignement et d’interagir avec l’apprenant sans intervention humaine » (Psotka 
et al., 1988b). 
Il existe plusieurs architectures de STI. La plus répandue (figure 2.2) se compose 
essentiellement de 4 modules interdépendants où chaque module représente une entité 
abstraite qui traite certaines fonctionnalités du STI (Wenger, 1987). Côté implémentation, les 
frontières et les interactions entre ces modules ne sont pas explicitement précisées : les 
fonctionnalités d’un module peuvent être réparties sur plusieurs entités logicielles. Nous 
présentons dans ce qui suit une description de ces modules.  
2.3.1 Le module d’interface 
La conception des STI sépare généralement le noyau fonctionnel du système — partie 
responsable du raisonnement et de l’adaptation — de l’interface partie qui englobe un 
ensemble de moyens d’entrées et de sorties. Le module d’interface représente la composante 
de communication du STI. Il prend en charge la liaison entre la représentation interne du 
système et l’apprenant ainsi que la forme finale de présentation des connaissances (Wenger, 
1987). 
L’importance de créer des interfaces de qualité provient de l’objectif même de 
l’Interaction Homme-Machine qui vise une meilleure « collaboration » entre les deux parties. 
Dans les systèmes actuels, le concept d’interface intelligente est de plus en plus mis en avant. 
Les interfaces sont de plus sensibles aux besoins et au comportement des apprenants. Elles 
anticipent leurs choix et préférences, prédisent leurs actions, filtrent les informations dont ils 
ont besoin (ou les présentent sous différents modes), génèrent des explications, engagent des 
dialogues, etc. 
En plus des moyens d’entrée sortie standards (c.-à-d. clavier et souris), les interfaces 
intelligentes actuelles utilisent davantage de moyens non standard d’interaction plus adaptés à 
la tâche. Selon D. Engelbart, inventeur de la souris, « Si la simplicité est le seul critère valide, 
on serait resté aux tricycles et l'on passerait jamais à la bicyclette ». Les STI intègrent de plus 
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en plus de technologies sophistiquées et complexes (dispositifs, capteurs, environnements 3D, 
etc.) afin d’enrichir leurs interactions avec l’apprenant.  
La figure 2.3 illustre trois exemples de dispositifs d’entrée sortie non standards. À 
gauche, le gant de données Cyberglove, qui capte et envoie des informations en provenance de 
22 articulations ; utilisé par exemple pour le développement de systèmes éducatifs pour les 
sourds et malentendants (Adamo-Villani et al., 2007). Au centre, le système Construct3D pour 
l’enseignement de la géométrie (Kaufmann et al., 2007). L’apprenant utilise un stylo et un 
panel sans fil pour interagir avec le système. La partie gauche de cette même figure présente 
un exemple de ce que voit l’apprenant à travers le visiocasque. À droite, un exemple de 
lunettes contenant des capteurs de détection du mouvement des yeux utilisés pour suivre 
l’intérêt des apprenants par rapport au contenu éducatif présenté sur l’écran (D'Mello et al., 
2012b). 
   
Figure 2.3 – Exemples de dispositifs d’entrée-sortie non standard. 
2.3.2 Le module expert 
Appelé aussi curriculum, ce module définit l’expertise du domaine. Il contient une description 
et une codification des connaissances et des compétences à acquérir.  
Il existe plusieurs manières de représenter les connaissances du domaine pour un STI. 
On peut citer les réseaux sémantiques, les graphes conceptuels, ou les graphes conceptuels 
multicouches nommés « curriculum knowledge transition network » (CKTN). 
Le module expert doit également contenir des modèles permettant de raisonner sur les 
connaissances de l’apprenant. Ces modèles permettent au STI de déterminer les différences 
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qui existent entre les actions (ou les réponses) de l’apprenant avec celles attendues par le 
système, et ainsi de prendre les mesures d’adaptation nécessaires. Plusieurs modèles ont été 
utilisés pour développer cette fonction essentielle pour les STI : 
 Le modèle de boites noires : cette approche utilise les actions de l’apprenant pour 
évaluer sa méthode de raisonnement sur le domaine. Les STI qui utilisent cette 
approche sont appelés tuteurs réactifs. Ils peuvent évaluer les solutions, corriger les 
erreurs, donner des instructions ; mais ils ne fournissent pas aux apprenants des 
explications sur leurs erreurs. 
 Le modèle de boites de verres : cette approche se base sur la mise en place d’un 
système expert qui intègre des règles sur le domaine de connaissance ainsi que des 
règles pédagogiques. Le STI peut alors comparer le raisonnement de l’apprenant par 
rapport à l’expert et générer des explications relatives à ses erreurs et difficultés 
d’apprentissage. 
 Le modèle cognitif : encouragés par les avancées réalisées dans les sciences cognitives, 
plusieurs chercheurs ont proposé d’intégrer cette dimension dans les STI. Ces modèles 
qui se basent sur un ensemble de règles et d’hypothèses sur la cognition humaine ont 
permis le développement de plusieurs STI capables de comprendre et de simuler le 
raisonnement d’un apprenant. On peut citer le tuteur cognitif PAT (Koedinger, K. R., 
& Sueker, E. L. F., 1996) qui se base sur le modèle « active control of thought-
relational » (ACT-R) (Anderson, 1993), le système STEVE (Elliott et al., 1999) qui se 
base sur l’architecture cognitive « state operator and result » (SOAR) ou encore 
Cognitive Constructor (Samsonovich et al., 2008) qui se base sur une architecture 
cognitive inspirée de la biologie « Biologically Inspired Cognitive Architecture » 
(BICA). 
En plus du suivi et de l’analyse du raisonnement et des connaissances de l’apprenant, ce 
module intègre aussi la génération de questions, réponses, explications relatives à la solution 
de l’expert, ainsi que des normes d’évaluation des performances des apprenants. 
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2.3.3 Le module apprenant 
Comme son nom l’évoque, ce module renseigne sur toutes les informations pertinentes 
relatives à l’apprenant. Appelé également module de diagnostic ou modèle de l’apprenant, il 
permet d’apporter une mesure des connaissances de l’apprenant et une évaluation de sa 
progression. 
La modélisation de l’apprenant représente un enjeu majeur dans la conception d’un STI, 
dans la mesure où toute la logique d’adaptation et d’individualisation de l’enseignement 
dépend de la nature et de la qualité des informations contenues dans ce module. La 
modélisation de l’apprenant permet alors au STI de prendre en compte les spécificités de 
chaque apprenant afin de favoriser son apprentissage. Les informations qui sont contenues 
dans ce module peuvent être considérées comme les paramètres des mécanismes d’interaction 
du système. De ce fait, la modélisation de l’apprenant a été un thème récurrent dans les STI et 
a fait l’objet de plusieurs évolutions et innovations visant à intégrer et extraire plusieurs 
facettes qui ont trait aux connaissances, compétences et comportement de l’apprenant (Webber 
et al., 2002). 
Les informations contenues dans le modèle de l’apprenant peuvent être classées en deux 
catégories à savoir : les informations spécifiques au domaine et les informations indépendantes 
du domaine (Brusilovsky et al., 1994). 
Les informations spécifiques au domaine permettent au STI d’évaluer les connaissances 
et les compétences de l’apprenant, en se basant sur des indicateurs de performance (comme les 
résultats ou les notes) ou sur les différentes interactions que l’apprenant opère avec 
l’environnement. Il s’agit de construire son profil cognitif et d’avoir une représentation fiable 
de ses connaissances et son raisonnement. Pour cela, plusieurs méthodes étroitement liées au 
module expert ont été considérées. La méthode de recouvrement (« overlay »), par exemple, 
consiste à considérer les connaissances de l’apprenant comme étant incluses dans celles de 
l’expert, et en fonction du parcours et des résultats d’apprentissage, celles-ci augmentent 
jusqu’à atteindre – idéalement – les connaissances de l’expert. La méthode différentielle, qui 
ressemble à la méthode de recouvrement, sépare, dans sa conception, les connaissances déjà 
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acquises par l’apprenant, des connaissances à acquérir. Les modèles cognitifs (Anderson et al., 
1990) ont eux aussi été utilisés — comme pour le module expert d’ailleurs — pour identifier 
les besoins et les caractéristiques cognitives de l’apprenant.  
Les informations indépendantes du domaine sont en rapport avec l’apprenant lui-même : 
ses objectifs, ses intérêts, ses traits de caractère, son humeur, ses aptitudes ou même son sexe 
et son âge. Ces attributs sont fournis par l’apprenant lui-même ou par des questionnaires 
préétablis appuyés par des théories psychologiques. Ces informations servent à mieux cerner 
les préférences de l’apprenant et donc à permettre au système d’élaborer sa stratégie 
pédagogique en conséquence. 
2.3.4 Le module tuteur 
Ce module définit les interventions du STI visant à aider et accompagner l’apprenant dans le 
processus d’apprentissage. Appelé également modèle d’interaction, il a pour but d’appliquer 
les différentes stratégies pédagogiques, éducatives et psychologiques qu’utilise l’enseignant 
humain dans son interaction avec l’apprenant.  
Ce module se base dans ces décisions sur les informations et les connaissances 
existantes dans le module apprenant et le module expert, afin de concevoir d’une manière 
adaptative un plan d’enseignement des éléments pédagogiques (Wenger, 1987). Ce plan 
détermine les concepts clés à enseigner parmi ceux proposés par le module expert, ainsi que la 
manière de les enseigner. Il contrôle subséquemment la masse et la forme d’informations à 
fournir. Selon Wenger (1987), le module tuteur contient les réponses aux questions suivantes : 
 Pourquoi intervenir ? Ce module établit les objectifs précis de chaque intervention du 
système. Orientés par des considérations pédagogiques et stratégiques, les objectifs des 
interventions peuvent être par exemple d’encourager l’apprenant ou encore de lui 
fournir une connaissance. 
 Quand intervenir ? Il s’agit de définir le moment opportun d’intervention. Décider du 
moment d’intervention est une tâche délicate dans la mesure où ceci présente un risque 
de dérangement pour l’apprenant. Ce modèle peut par exemple déterminer le moment 
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d’intervention en fonction des erreurs de l’apprenant. Sa stratégie peut alors consister à 
prévoir les erreurs et empêcher leurs occurrences. Le système peut aussi intervenir 
après l’erreur immédiatement ou en laissant un moment de réflexion à l’apprenant pour 
rectifier son erreur évitant ainsi le risque de le décourager.   
 Comment intervenir ? Plusieurs stratégies pédagogiques ont été développées dans les 
STI. On peut citer la stratégie du compagnon (Chan, 1995) développée dans le but de 
créer un compagnon virtuel qui assiste l’apprenant dans les différentes tâches 
d’apprentissage. Ce compagnon peut jouer le rôle d’un perturbateur (Aïmeur et al., 
2001), en contredisant l’apprenant et en remettant en question ses réponses le forçant 
ainsi à mieux réfléchir. Le compagnon peut aussi prendre le rôle du tuteur en posant 
des questions à l’apprenant afin de l’aider à mieux organiser ses connaissances lors de 
la réponse. Dans les deux cas, les notions de coopération et de compétition jouent un 
rôle dans le renforcement du processus d’apprentissage. 
Le module tuteur peut aussi utiliser des stratégies d’interventions basées sur le guidage 
ou le coaching qui se déclenchent pour orienter l’apprenant lorsqu’il s’éloigne de la solution. 
Il peut aussi engager un processus d’interaction ciblée pour aider l’utilisateur à apprendre de 
ses erreurs ou de son blocage, en utilisant des stratégies élaborées du type « parlons-en » ou 
« expliquez-moi ». 
2.4 Axes de recherche et limites des STI 
Il est très fréquent pour les chercheurs dans le domaine des STI de procéder en deux étapes 
(Lane, 2006). Dans la première étape, une observation des facteurs et des évènements qui 
influencent le processus d’apprentissage est établie. Le but est d’analyser le comportement de 
l’apprenant, sa manière de penser, de raisonner, de généraliser, d’agir, de se tromper, de 
rectifier ses erreurs, d’encoder les connaissances, etc. Dans la deuxième étape, les chercheurs 
essayent d’intégrer les patrons observés dans les STI et de renforcer leurs capacités à fournir 
une interaction plus ciblée et un contenu plus adapté aux apprenants. 
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Généralement, les STI sont utilisés soit en remplacement des moyens traditionnels 
d’apprentissage (tel que l’enseignement classique en classe, ou à travers les livres), soit pour 
aider l’apprenant à s’exercer. Dans le premier cas, les apprenants découvrent le contenu de la 
matière pour la première fois à travers le système. Dans le deuxième cas, les apprenants 
connaissent déjà la matière et utilisent le système pour améliorer leurs niveaux de 
compréhension et leurs connaissances (Lane, 2006). Les recherches dans les STI penchent 
plus vers cette deuxième façon d’envisager et de concevoir les systèmes. Les STI sont 
davantage considérés comme des outils de support à l’apprentissage, présentant des activités et 
un contenu permettant aux apprenants d’améliorer, de développer et de tester leurs 
connaissances d’une manière intelligente et interactive.   
Bien que les STI soient capables de prodiguer aux apprenants un enseignement de 
qualité et d’avoir un impact significatif sur leurs connaissances, ces systèmes peinent à 
rivaliser avec les tuteurs humains (Anderson, 1993). Selon Lane (2006), les tuteurs humains 
surclassent toutes autres formes d’enseignement. Il rapporte que le tuteur humain arrive à 
avoir une taille d’effet d=2 sur le gain d’apprentissage, relativement à un enseignement en 
classe et sans tutorat.
2
 En revanche, les meilleurs STI atteignent une taille d’effet d=1 toujours 
par rapport à un enseignement en classe sans tutorat. La taille d’effet de l’EAO, quant à lui, ne 
dépasse pas d=0.4. Cette même constatation a été reprise par Vanlehn (2011) dans sa synthèse 
de résultats de différentes études comparatives établies entre l’enseignement humain, les STI 
et l’EAO. La figure 2.4, traduite du rapport de VanLehn (2011), récapitule les différentes 
tailles d’effet des formes d’enseignement sur le gain d’apprentissage.  
La supériorité des tuteurs humains relativement aux STI est également apparente dans 
leurs capacités à dépasser la dimension cognitive dans leurs interactions avec l’apprenant pour 
                                               
2
 La taille d’effet est une mesure du degré de relation entre deux variables. Le résultat d du test de 
Cohen est une mesure commune de la taille d’effet en unité de déviation standard. Dans les recherches 
en éducation, une valeur de d égale à 1 sigma correspond approximativement à une amélioration d’un 
grade littéral. Pour deux échantillons de moyennes respectives M1 et M2, et de déviations standard S1 et 
S2, la taille d’effet d  =  (   (D'Mello et al, 2012).  
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prendre en compte des considérations d’ordre émotionnelles et affectives. En effet, les 
humains disposent d’une faculté naturelle qui leur permet de décoder, juger et exploiter les 
réactions émotionnelles d’un apprenant pour avoir une vision plus objective du processus 
d’apprentissage et adapter intelligemment leurs enseignements (Graham et al., 1996; 
Zimmerman, 2000). Les premières générations de STI ne disposent pas de ce haut niveau 
d’interaction. Leurs fonctionnements reposaient principalement sur des modèles et des 
mécanismes de simulation du raisonnement humain, qui faisait d’eux des moteurs d’analyse 
de la logique des apprenants (Picard et al., 2004). Cette conception des STI limitait 
considérablement l’efficacité de leurs interactions avec les apprenants dans la mesure où 
l’apprentissage humain est un processus complexe qui ne peut pas être réduit à un simple 
traitement cognitif de l’information. Dans son analyse de l’apprentissage humain, Phelps 
(2006) affirme que « l’examen des fonctions cognitives sans considération du contexte social, 
émotionnel et motivationnel résultera en une compréhension limitée ». 
 
Figure 2.4 – Courbe de taille d’effet des différents moyens de tutorat 
Les recherches dans le domaine des STI ont de plus en plus pris conscience de la limite 
des approches exclusivement cognitives et du rôle fondamental que peuvent jouer ces facteurs 
émotionnels dans le processus d’apprentissage (Picard, R. W., 1997).  
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2.5 Intégration de la dimension émotionnelle dans les STI  
2.5.1 Les émotions et l’apprentissage 
Longtemps négligées dans le domaine de l’apprentissage, les émotions ont intégré les STI à la 
suite des récents travaux de recherche en neurosciences, psychologie et sciences cognitives, 
qui ont mis en évidence la relation étroite et complexe qui existe entre la cognition et les 
émotions (Ashby et al., 1999; Cytowic, 1989; Mandler, 1984). En effet, les émotions sont 
omniprésentes dans le comportement d’un individu et exercent une influence fondamentale sur 
ses fonctions cognitives : elles régissent sa perception, dominent son intuition et sa prise de 
décision; stimulent son inspiration et ses capacités créatives, etc. (Damasio, 1994; Isen et al., 
1987; Pekrun, 1992; Picard, 1997).  
Les mécanismes de mémorisation, par exemple, associent le plus souvent l’état 
émotionnel de l’individu à l’information à retenir (Pekrun, 1992). Cette association influence 
la qualité de rétention de l’information dans la mesure où les émotions positives permettent de 
mémoriser les éléments plus longtemps qu’un état neutre. De plus, certaines émotions comme 
l’anxiété ou le stress intense peuvent carrément bloquer le processus de mémorisat ion 
(Goleman, 1996). Ces mêmes émotions peuvent également, gêner ou monopoliser l’attention 
d’un individu. Les apprenants deviennent alors incapables de canaliser leur concentration sur 
les tâches d’apprentissage et vont plutôt se focaliser sur la cause de leurs émotions ce qui peut 
perturber leur concentration (Pekrun, 1992). 
Les stratégies de réflexion et de traitement de l’information sont elles aussi affectées par 
les émotions. Les émotions positives permettent une stratégie moins systématique et plus 
heuristique dans le traitement de l’information. Plusieurs règles de simplification sont alors 
sollicitées ce qui améliore considérablement le raisonnement de l’individu (Isen, 2000). En 
revanche, les émotions négatives engagent un processus beaucoup plus systématique dans 
lequel la personne compte peu sur ses connaissances préexistantes et se focalisent davantage 
sur les détails (Fiedler, 1991, 2001; Pekrun, 1992). Ce constat sur la relation étroite entre les 
émotions et la réflexion est également partagé par Marvin Minsky (2007) qui affirme que 
« Lorsque nous changeons d’état émotionnel, nous changeons notre façon de réfléchir ».  
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Certaines émotions sont plus favorables à certains types de traitements cognitifs que 
d’autres, mais les émotions positives ne sont pas inéluctablement les meilleures. En effet, la 
présence d’émotions négatives comme la confusion (dans le cas où un individu éprouve un 
blocage ou des difficultés à comprendre des concepts) peut augmenter la probabilité de 
l’occurrence d’un apprentissage profond dans lequel l’individu finira par apprendre et 
maitriser parfaitement ces concepts (Burleson et al., 2004; D’Mello et al., 2014). En revanche, 
l’occurrence d’émotions positives lorsqu’un individu est dans une ‘impasse cognitive’ et 
n’arrive pas à comprendre certains concepts peut être le signe d’un manque d’intérêt ou 
d’implication par rapport à la situation actuelle.  
Ainsi, il est très fréquent de parler de conditions émotionnelles favorables à certaines 
situations plus que d’autres. Dans de bonnes conditions émotionnelles, les apprenants 
expriment un plus grand intérêt et une meilleure appréciation des activités d’apprentissage 
ainsi qu’une meilleure persévérance dans la réalisation de leurs objectifs même en cas 
d’échecs. L’influence négative, quant à elle, produit l’effet inverse avec un manque 
d’implication par rapport à la réalisation des tâches, un découragement rapide face aux 
difficultés et une tendance à décrocher rapidement (Pekrun, 1992; Picard, 1997). 
2.5.2 L’intelligence émotionnelle 
Comme nous l’avons précédemment mentionné, le manque de considération de la composante 
émotionnelle fondamentale pour l’apprentissage humain a pour longtemps fait défaut au 
fonctionnement des STI. En effet, les STI ne disposaient pas de cette faculté naturelle que les 
tuteurs humains utilisent afin de percevoir et de s’adapter en fonction des états émotionnels 
des apprenants. Par exemple, un tuteur qui pose une question à un apprenant peut 
spontanément apercevoir de la confusion ou de l’incertitude chez ce dernier même si la 
réponse fournie est correcte. Ces différentes constatations d’ordre émotionnelles peuvent ainsi 
influencer la suite de la stratégie d’enseignement. L’aptitude à déchiffrer les émotions, 
déterminer leurs causes, estimer leurs répercussions et évaluer comment les influencer (ou les 
réguler) constitue une forme d’intelligence, appelée intelligence émotionnelle (Salovey et al., 
1990). Cette faculté — qui varie d’un individu à un autre et qui se développe avec le temps et 
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l’expérience — peut même être un facteur déterminant dans le succès d’un individu sur le plan 
personnel et professionnel (Goleman, 1995). 
Le concept d’intelligence émotionnelle a soulevé un grand intérêt dans la communauté 
des STI vu le potentiel que peut avoir le développement de cette forme d’intelligence dans ces 
systèmes. De plus, l’avènement d’un nouveau courant de recherche connu sous le nom de 
l’informatique affective (Picard, 1997) a permis l’apparition d’une nouvelle génération de 
systèmes tutoriels dont les mécanismes d’adaptations sont davantage enrichis avec des 
heuristiques et des considérations émotionnelles. Cette tendance a complètement changé la 
relation de ces systèmes avec l’apprenant. On parle de Systèmes Tutoriels Émotionnellement 
Intelligents (STEI) (Ochs et al., 2004), de systèmes tutoriels affectifs (Alexander et al., 2003), 
ou encore de STI sensibles à l’affect (D'Mello et al., 2005). 
2.5.3 L’informatique affective et les Systèmes Tutoriels Émotionnellement 
Intelligents 
L’informatique affective est un courant de recherche dérivé de l’Interaction Homme-Machine 
(IHM) qui a permis de mettre en place les fondements requis pour faire valoir  la dimension 
émotionnelle dans les systèmes interactifs actuels. Introduit par Picard en 1997, ce domaine de 
recherche vise à améliorer le fonctionnement des systèmes en les rendant davantage conscients 
et proactifs par rapport à l’état émotionnel de leurs utilisateurs. Trois principaux thèmes de 
recherche peuvent être distingués en informatique affective (Picard, 1997) : 
1. La reconnaissance des émotions : il s’agit d’étudier, de développer et d’améliorer les 
techniques et les dispositifs matériels permettant aux machines d’extraire des indices sur 
l’état émotionnel de l’utilisateur. Cet aspect fondamental en informatique affective vise 
donc à renforcer les capacités des machines à identifier et évaluer les émotions des 
utilisateurs et ainsi de créer un canal de communication émotionnelle de l’utilisateur 
vers la machine.  
2. L’expression des émotions : ce thème s’intéresse à modéliser les processus émotionnels 
dans des systèmes informatiques. Il s’agit de permettre aux machines de déclencher 
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naturellement et d’une manière appropriée des réactions émotionnelles au cours de leurs 
interactions avec les utilisateurs. Ces émotions sont généralement transmises aux 
humains par des robots sociaux ou des avatars graphiques conçus pour avoir un 
comportement émotionnel crédible et cohérent ce qui permet, par conséquent, d’établir 
un canal de communication émotionnelle de la machine vers l’utilisateur.  
3. La prise en compte des émotions : ce thème aborde les questions relatives à l’intégration 
de la dimension émotionnelle dans le fonctionnement des machines. L’objectif est de 
trouver les meilleures stratégies permettant aux systèmes d’interagir intelligemment en 
tenant compte du facteur émotionnel afin d’améliorer la satisfaction, l’engagement et les 
performances des utilisateurs.    
Les avancées réalisées durant ces dernières années dans le domaine de l’informatique 
affective ont marqué un changement significatif dans la relation homme-machine dans 
plusieurs domaines, en particulier celui de l’apprentissage. L’intégration des principes de 
l’informatique affective a en effet permis l’émergence d’une nouvelle génération de systèmes 
d’apprentissage connus sous le nom de Systèmes Tutoriels Émotionnellement Intelligents 
(STEI) (Ochs et al., 2004; Sarrafzadeh et al., 2004). Ces systèmes sont définis comme étant 
des STI capables d’analyser le comportement émotionnel des apprenants et d’adapter leurs 
stratégies d’enseignement en conséquence. Les STEI se distinguent donc par leurs capacités à 
mettre en avant la dimension émotionnelle dans leurs stratégies d’enseignement et à dépasser 
le cadre strict d’analyse de raisonnement qui caractérise le fonctionnement classique d’un STI.   
La logique d’interaction des STEI est principalement basée sur des stratégies de 
régulation émotionnelle dont l’objectif principal est de maintenir ou d’amener l’apprenant vers 
un état émotionnel favorable à l’apprentissage. En effet, cette approche, souvent adoptée 
intuitivement par les tuteurs humains, cherche à augmenter les performances d’apprentissage 
en jouant sur l’influence que peuvent exercer les émotions sur les capacités cognitives d’un 
individu (Ochs et al., 2004).  
Généralement, les STEI utilisent des techniques issues de l’informatique affective pour 
reconnaitre automatiquement les états émotionnels des apprenants au cours de leur 
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apprentissage. Cette étape est fondamentale pour le fonctionnement d’un STEI dans la mesure 
où toute la suite de la stratégie d’adaptation du système est basée sur la précision et la fiabilité 
de cette procédure de reconnaissance émotionnelle. Dans la deuxième étape d’adaptation, le 
système doit disposer d’une stratégie émotionnelle qui lui permet de déterminer quelle est la 
meilleure intervention à initier.  
Nous décrivons dans ce qui suit les principaux moyens de reconnaissance émotionnelle 
ainsi que les principales stratégies d’adaptation employées par les chercheurs en STEI.   
2.6 Représentation des émotions  
Afin de reconnaitre et s’adapter aux émotions il est important de pouvoir les définir et les 
modéliser. Les recherches dans les STEI ont été largement influencées par les théories 
psychologiques dans la conception et la modélisation du phénomène émotionnel. Nous 
présentons dans les deux prochaines sections les principales approches de conceptualisation 
des émotions ainsi que les principaux moyens de reconnaissance. 
2.6.1 Le phénomène émotionnel 
Bien que les émotions soient connues de tous, il est difficile de trouver un consensus sur leurs 
définitions ou leurs origines. Kleinginna et al. (1981) en compte plus d’une centaine de 
définitions. De Descartes à Darwin en passant par Spinoza ou Hume, philosophes, 
psychologues et scientifiques se sont toujours penchés sur ce phénomène complexe et 
mystérieux. En effet, les émotions déclenchent chez l’individu plusieurs processus tels qu’une 
expression corporelle et faciale, des sensations, une évaluation, une prédisposition à l’action, 
une adaptation, ce qui complique leur définition (Frijda, 1986). Dans le domaine de 
l’Interaction Homme-Machine et des STI en particulier, la revue de la littérature scientifique 
montre que les termes émotion, affect sont souvent employés d’une manière interchangeable 
ce qui peut porter à la confusion et rend parfois difficile la comparaison des méthodes et 
résultats de recherches (Zimmermann et al., 2003). Pour clarifier la différence entre ces deux 
concepts, nous faisons la distinction suivante :  
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 Émotion. Une émotion est généralement envisagée comme étant un processus de 
réaction qu’un organisme produit suite à l’interprétation d’un évènement significatif 
(Scherer, 2000). La nature de la signification de cet évènement (par exemple 
l’apparition d’une menace) caractérise alors la nature de l’émotion. Le degré de 
signification de l’évènement tel qu’il est perçu par l’individu détermine l’ampleur ou 
l’intensité de l’émotion.  
 Affect. L’affect est un concept plus global et plus abstrait que les émotions. Il se 
rapporte plutôt à l’expérience inconsciente et non contrôlable des émotions (Shouse, 
2005). L’affect peut avoir une grande influence sur le comportement, l’attitude et les 
choix d’un individu à long terme (Petty et al., 1988). Par exemple, une personne peut 
décider de voter pour un candidat politique, car il a été inconsciemment touché sur le 
plan affectif par la vidéo de sa compagne électorale qui met en avant l’importance de 
la famille. Ainsi, l’individu peut être inconscient de son affect contrairement à ses 
émotions qu’il peut percevoir et parfois contrôler.  
Le phénomène émotionnel est donc une expérience intense d’une courte durée (quelques 
secondes ou minutes) et dont l’individu en est conscient (Zimmermann et al., 2003). 
D’un point de vue neuropsychologique, trois principales régions du cerveau sont 
impliquées dans le traitement des émotions : le thalamus, le système limbique et le cortex. Les 
stimulus émotionnels sont reçus par le thalamus qui les relaie en parallèle vers le système 
limbique (voie émotionnelle courte et directe) ainsi que vers le cortex (voie émotionnelle 
longue) pour qu’ils reçoivent un traitement de plus haut niveau (LeDoux, 1999). La voie 
courte entre le thalamus et le système limbique correspond au déclenchement des émotions 
primaires comme la peur. Celles-ci provoquent chez l’individu une réaction impulsive, innée 
ou acquise et quasi instantanée. Le processus de réaction est activé avant de faire une 
évaluation cognitive du stimulus ou de l’évènement. En revanche, les émotions secondaires, 
telles que la frustration, résultent de l’acheminement des informations vers le système 
limbique, après qu’elles ont été traitées par le cortex. Les émotions secondaires sont plus 
complexes, mais plus rationnelles, car une évaluation cognitive de la situation est établie 
(Damasio, 1994).  
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La majorité des études sur les émotions dans le contexte de l’Interaction Homme-
Machine s’intéressent principalement aux émotions secondaires. L’intégration de la dimension 
émotionnelle dans les systèmes informatiques se base sur des techniques de modélisation 
largement influencées par les approches de classification émotionnelle théoriques existantes en 
psychologie. Nous présentons dans la sous-section suivante les principales approches.  
2.6.2 Approches de modélisation des émotions 
Quelle que soit la théorie utilisée pour définir le concept d’émotion, on distingue généralement 
deux principales approches pour modéliser les émotions dans les machines à savoir l’approche 
catégorielle (ou discrète) et l’approche dimensionnelle (ou continue). 
3.6.2.1 L’approche discrète ou catégorielle 
L’approche discrète est fondée sur le principe que le processus émotionnel peut être réduit à 
un nombre restreint d'émotions appelées émotions de bases. Ces émotions sont considérées 
comme innées et universelles ; elles sont donc partagées et exprimées de la même façon par 
tous les humains (Ekman, 1982, 1999; Ortony, 1990; Panksepp, 1992; Tomkins, 1984). Les 
autres émotions, plus complexes, sont alors vues comme des dérivés ou des combinaisons de 
ces émotions de base (Plutchik, 1980). Toutefois, il n’existe pas de consensus quant à la nature 
ni quant au nombre de ces émotions de base, qui peut varier de deux à vingt-deux émotions 
selon les différentes théories.  
Parmi les modèles de l’approche discrète, on trouve celui de Plutchik (1980) qui propose 
un ensemble de huit émotions de base regroupées par paires opposées : joie-tristesse, 
acceptation-dégout, peur-colère et surprise-anticipation. Par analogie avec les nuances de 
couleurs, les émotions plus complexes seraient donc des dérivées ou des nuances d’une ou de 
plusieurs émotions de base. Par exemple, une émotion de base comme la tristesse, 
accompagnée d’une autre émotion de base comme la surprise, peut dériver une émotion plus 
complexe : la déception. Celle-ci peut dériver à son tour une autre émotion complexe qui est le 
mécontentement et ainsi de suite (Plutchik, 1980).  
   29  
Ekman quant à lui propose une classe contenant six émotions de base qui sont la joie, la 
surprise, la colère, la peur et le dégout en se basant sur les analyses des expressions faciales 
(Ekman, 1982 ; Ekman, 2004; Ekman et al., 1978 ; 2003 ). Selon cette théorie, chacune de ces 
émotions de base déclenche chez les individus un prototype d’expression faciale inné et 
universel. Les travaux entrepris par Paul Ekman ont permis la mise en place d’un descriptif 
complet des mouvements faciaux musculaires, appelé « Facial Action Coding System » 
(FACS), permettant de définir et d’identifier ces émotions de base. Par exemple, le dégout se 
caractérise par un plissement de la peau vers le haut, un abaissement des coins externes des 
lèvres et une ouverture de la lèvre inférieure. 
Le modèle OCC proposé par Ortony Clore, et Collins (1988) définit vingt-deux 
émotions de base avec leurs conditions de déclenchement (Ortony et al., 1988). Ces émotions 
sont regroupées en classes appelées également « clusters ». Chaque classe contient les 
émotions susceptibles d’être déclenchées par le même type d’évènement. Par exemple, la 
classe « détresse », dont la condition de déclenchement est l’occurrence d’un évènement non 
désirable, regroupe des émotions telles que la tristesse et le bouleversement. 
3.6.2.2 L’approche dimensionnelle ou continue 
Par opposition à l’approche discrète, l’approche dimensionnelle ne se limite pas à un nombre 
fini d’émotions de base. Selon cette approche, il existe un nombre infini d’émotions qui 
peuvent être représentées dans un espace affectif constitué par un ensemble de dimensions 
élémentaires et quantifiables (Barrett et al., 1998). Les dimensions les plus couramment 
utilisées pour modéliser les émotions selon l’approche dimensionnelle sont : la valence 
(appelée également plaisir) et l’intensité (appelée également éveil ou activation « arousal »).  
La dimension de valence caractérise la disposition d’un organisme à émettre un 
comportement d’évitement ou d’approche par rapport à l’évènement déclencheur de 
l’émotion. La valence d’une émotion peut varier du positif (agréable) au négatif (désagréable). 
La dimension de l’intensité correspond au degré d’activation corporelle provoquée par le 
déclenchement de l’émotion. Cette dimension permet de définir l’émotion en fonction du 
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niveau de réaction de l’organisme qui peut aller d’une réaction de faible intensité 
(désactivation) à une réaction de forte intensité (activation).  
En plus de ces deux dimensions qualifiées de primaires, certains théoriciens ajoutent 
également la dimension de dominance (Mehrabian, 1996). Cette dimension décrit la capacité 
de l’organisme à avoir un contrôle ou une influence sur la situation émotionnelle. La 
dominance d’une émotion peut varier du non-contrôle jusqu’au contrôle ou la maitrise 
complète (« coping »). D’autres dimensions telles que la fréquence de l’émotion (échelle allant 
de rare à fréquente), ou sa durée (échelle allant de courte à longue) existent, mais elles sont 
très rarement utilisées dans la modélisation émotionnelle.  
 
Figure 2.5 –  Modèle « circumplex » de Russel, tirée de Feldman-Barrett & Russell (1998). 
Parmi les modèles les plus utilisés de l’approche dimensionnelle, on peut citer le 
modèle « circumplex » de Russel (1980) (Barrett et al., 1998; Russell, 1980). Ce modèle 
également repris et validé dans les travaux de Lang (Lang, 1995) propose de représenter les 
émotions dans une structure circulaire bidimensionnelle dans laquelle se croisent les 
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dimensions de valence et d’intensité de manière à former quatre oppositions bipolaires. La 
figure 2.5 illustre ce modèle. Chaque émotion est située en fonction de sa description selon la 
dimension de valence (axe horizontal du modèle) et d’intensité (axe vertical du modèle).  
2.7 Moyens de détection des émotions dans les STEI 
Les moyens de détection des émotions dans les STEI peuvent être classés en trois principales 
catégories : l’auto-évaluation, les mesures comportementales et les mesures physiologiques. 
Dans l’auto-évaluation, l’apprenant est amené à décrire lui-même ses émotions. Les deux 
dernières mesures se font à partir d’un ensemble d’indices corporels. En effet, les émotions 
peuvent être révélées à travers un ensemble d’indices physiques apparents et observables 
(mesures comportementales) tels que les expressions faciales, la tonalité de la voix, les gestes, 
etc.), mais également à travers des indices qui ne sont pas directement observables (mesures 
physiologiques) tels que la fréquence cardiaque, le volume de la pression sanguine, la 
fréquence de la respiration, etc. (Picard, 1997).  
 Nous présentons dans ce qui suit les principaux moyens de mesure dans chacune de ces 
trois catégories.  
2.7.1 L’auto-évaluation 
Appelée également moyen subjectif de mesure émotionnelle, le principe de cette catégorie de 
mesure repose sur l’utilisation de questionnaires d’auto-évaluation (« self-report ») qui vont 
permettre à l’apprenant de faire état lui-même de ses émotions. Dans les STEI, les instruments 
d’auto-évaluation utilisés peuvent varier de la simple question à choix multiples aux 
questionnaires psychologiques complets. Ces derniers contiennent généralement plusieurs 
questions avec un protocole d’évaluation plus précis ce qui permet à l’apprenant de mieux 
juger ses propres émotions.  





Figure 2.6 – Exemples d’instruments d’auto-évaluation selon l’approche dimensionnelle des 
émotions : [a] grille d’affect de Russel (1986), [b] l’échelle « Self-Assessment Manikin 
scale ».  
Certains instruments d’auto-évaluations sont conçus pour modéliser les émotions selon 
l’approche discrète. On trouve alors un ensemble d’émotions cibles qui sont visées par un 
questionnaire et en fonction des réponses apportées par l’apprenant, une émotion finale sera 
déterminée. On peut citer comme exemple l’échelle des émotions différentielles (« Differential 
emotions scale ») (Izard, 1993) qui permet de différencier entre dix émotions ou encore le 
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questionnaire d’émotions académiques (« Academic Emotions Questionnaire ») (Pekrun et al., 
2011) qui permet de discriminer entre huit émotions.  
D’autres instruments d’auto-évaluation opèrent selon l’approche dimensionnelle des 
émotions. L’évaluation se fait alors en fonction des dimensions émotionnelles — 
principalement la valence et l’activation — et ne vise pas une émotion en particulier. Parmi les 
moyens d’auto-évaluation dimensionnelle les plus simples et les plus utilisés, on peut citer la 
technique d’évaluation bipolaire des dimensions émotionnelles, dans laquelle l’apprenant 
décide uniquement si ses émotions sont de nature positive ou négative (pour la valence) et si 
elles ont une forte ou faible intensité (pour l’activation) (Mehrabian et al., 1974). On peut 
également citer la grille d’affect (« affect grid ») de Russel (Russell et al., 1989) qui se base 
sur le même principe d’évaluation dimensionnelle et qui utilise pour cela une grille 9x9 
représentant l’espace affectif bidimensionnel formé par la valence et l’activation (voir figure 
2.6 [a]). L’apprenant est alors amené à mettre une croix dans la zone qui traduit au mieux ses 
émotions et plus cette croix se rapproche du centre de la grille plus les émotions de l’apprenant 
sont neutres. Bradley et Lang (Bradley et al., 1994) proposent eux aussi d’utiliser le même 
principe d’évaluation, mais en remplaçant la grille d’affect par une échelle graphique 
contenant des figurines et en ajoutant, en plus de la dimension d’activation et de valence, la 
dimension de dominance. Cette échelle appelée « Self-Assessment Manikin scale » utilise 
neuf degrés pour chaque dimension, dont cinq figurines principales et quatre états 
intermédiaires (voir figure 2.6 [b]). L’apprenant devra alors choisir pour chaque dimension 
une figurine dont les traits ou le format se rapprochent le mieux à son état émotionnel. La 
combinaison des trois choix représente alors l’état émotionnel final.    
Les instruments d’auto-évaluation sont très fréquemment utilisés dans les STEI (Baker 
et al., 2010 ; Beal et al., 2005 ; D'Mello et al., 2010 ; de Vicente et al., 2002 ; Graesser et al., 
2007). La popularité de ces techniques provient principalement de la simplicité de leur 
principe, la rapidité avec laquelle elles peuvent être administrées et la facilité avec laquelle 
elles peuvent être intégrées dans les systèmes. Cependant, ces techniques présentent également 
divers inconvénients. En effet, la procédure d’auto-évaluation peut perturber la dynamique de 
la session d’apprentissage, car elle nécessite que l’apprenant interrompe ses activités pour 
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répondre au questionnaire (Picard et al., 2005). Si le système procède à une évaluation 
fréquente des émotions, cela peut devenir fastidieux pour l’apprenant et affecter sa 
concentration. En revanche, si cette évaluation est rare, le système risque de ne pas être à jour 
par rapport à l’état émotionnel de l’apprenant. De plus, certaines personnes peuvent être 
gênées à l’idée de révéler directement leurs émotions (Brody, 1999). D’autres éprouvent 
certaines difficultés à comprendre ce qu’ils ressentent exactement, ou encore, se préoccupent 
du fait que le système percevra leurs états, ce qui pourrait biaiser leurs évaluations (Picard et 
al., 2004). 
Dans les études sur les émotions, les instruments d’auto-évaluation sont généralement 
combinés avec d’autres moyens comportementaux ou physiologiques de détection 
émotionnelle. Certains chercheurs ne recommandent pas de baser les STEI uniquement sur le 
principe de l’auto-évaluation (de Vicente et al., 2002). Toutefois, les valeurs issues de l’auto-
évaluation sont souvent considérées comme des valeurs de référence « ground thruth » pour 
les autres moyens de détection. 
2.7.2 Les mesures comportementales 
Contrairement à l’auto-évaluation, cette catégorie de mesures identifie les émotions des 
apprenants d’une manière indirecte, et ce à travers l’analyse d’indices émotionnels contenus 
dans les expressions faciales, la posture, la voix ou encore la façon avec laquelle les 
apprenants interagissent avec le STEI.  
Le recours à la caméra pour identifier les émotions est une pratique très courante dans 
cette catégorie, vu que la majorité des machines en sont équipées (El Kaliouby et al., 2005; 
McDaniel et al., 2007; Nkambou et al., 2004; Whitehill et al., 2008). Ces systèmes se basent 
sur une codification des contractions musculaires du visage sous la forme d’unités d’action 
appelées en anglais « Action Unit » (AU) où chaque unité définit le mouvement spécifique 
d’un ou de plusieurs muscles précis. Parmi les systèmes de codification les plus connus et les 
plus utilisés dans les STEI, on peut citer le codage « Facial Action Coding System » (FACS) 
d’Ekman (1978) qui utilise 46 unités d’action avec leurs descriptifs détaillés (par exemple, AU 
10 correspond à une remontée de la partie supérieure de la lèvre). Le système ajoute également 
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une lettre parmi 6 lettres possibles (de A jusqu’à E) pour décrire l’intensité de l’action 
musculaire (la lettre B par exemple correspond à un mouvement léger de l’unité d’action). Le 
déclenchement de certaines unités d’action est alors révélateur de l’apparition d’une émotion 
spécifique. McDaniel et ses collègues (2007) ont pu établir une corrélation entre l’apparition 
de la joie et la confusion chez les apprenants lors de la session d’apprentissage et certaines 
unités d’action. Par exemple l’abaissement et le rapprochement des sourcils (AU 4), 
l’existence d’une tension au niveau des paupières (AU 7) et une absence d’étirement au niveau 
du coin des lèvres (AU 12) peut révéler la présence d’une certaine confusion chez l’apprenant 
(voir figure 2.7). 
 
Figure 2.7 – Exemple de codage FACS d’une expression faciale qui exprime une légère 
confusion. L’image est tirée de l’expérience de Mcdaniel et ses collègues (2007). 
Le fonctionnement de ces STEI qui utilisent un système de codage repose généralement 
sur l’utilisation d’un ensemble d’algorithmes qui vont dans un premier temps localiser le 
visage de l’apprenant dans l’image. Ensuite, les différents éléments du visage (yeux, bouche, 
sourcils, etc. sont détectés) et un ensemble de points spécifiques dans ces éléments sont 
analysés afin d’identifier les unités d’action. Finalement, les différentes unités d’action 
serviront comme des prédicteurs pour reconnaitre certaines émotions. La figure 2.8 illustre ces 
étapes. 
Bien que la reconnaissance des émotions à partir des expressions faciales soit une 
technique répandue, plusieurs faiblesses sont à signaler. Tout d’abord, seul un ensemble 
restreint d’émotions discrètes peut être détecté avec cette technique. En outre, certaines 
personnes sont peu expressives et parviennent à bien contrôler leurs réactions faciales. Donc 
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pour certaines personnes l’absence d’expression ne veut pas dire une absence d’émotion. De 
plus, certaines expressions faciales peuvent signifier l’inverse de ce qu’une personne ressent. 
Par exemple, un sourire détecté n’est pas automatiquement synonyme d’émotions positives et 
peut exprimer une certaine déception. De plus, malgré l’utilisation d’algorithmes de plus en 
plus sophistiqués, l’utilisation d’une simple caméra peine à détecter des émotions complexes, 
mais très récurrentes dans l’apprentissage comme l’ennui, l’intérêt, le stress ou la frustration 
(McDaniel et al., 2007; Picard et al., 2005). Certains chercheurs proposent d’utiliser des 
caméras infrarouges ou thermiques en vue de cibler des émotions spécifiques telles que le 
stress ou la frustration (Kapoor et al., 2001). Cependant, ces techniques restent limitées à une 
seule émotion et nécessitent d’être combinés avec d’autres moyens de détection émotionnels 
pour avoir de bonnes performances (Gunes et al., 2010).  
 
Figure 2.8 – Étapes de la reconnaissance des émotions à partir des expressions faciales 
Tout comme les expressions faciales, la voix constitue un vecteur important 
d’informations affectives (Picard, 1997). Les émotions du locuteur peuvent être transmises 
d’une manière directe (linguistique) dans le message lui-même ou d’une manière indirecte 
(paralinguistique) dans la manière avec laquelle il est transmis. Il est généralement difficile 
d’extraire automatiquement et d’une manière précise les émotions d’un individu uniquement à 
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partir d’une analyse linguistique de son message (Gunes et al., 2010). En effet, le choix des 
mots ainsi que leurs teneurs affectives peuvent énormément varier d’une personne à une autre, 
mais aussi d’un contexte à un autre. L’extraction des émotions à partir de la voix se fait donc 
le plus souvent à travers une analyse paralinguistique (Ang et al., 2002; Ball et al., 2000; 
Litman et al., 2004, 2006). Des indices prosodiques et acoustiques (tels que la fréquence de 
vibration, l’intensité, le débit de parole, la durée de certains segments vocaux, la proportion 
des silences, etc.) sont analysés afin de renseigner sur les émotions de l’apprenant. Par 
exemple, une augmentation de l’intensité et de la fréquence de vibration de la voix d’un 
apprenant peut exprimer un certain énervement. Parmi les STEI qui se basent exclusivement 
sur l’analyse de la voix pour la détection émotionnelle on peut citer le système ITSPOKE 
réalisé par Litman et ses collègues (2004), qui utilisent 33 caractéristiques prosodiques et 
acoustiques pour distinguer entre trois états émotionnels à savoir : l’état positif, l’état négatif 
et l’état neutre.  
L’analyse des gestes et de la posture constitue également un moyen de détection 
émotionnelle très utilisé dans les STEI. Dans une étude sur la reconnaissance des émotions, 
Coulson (2004) a établi que l’on peut reconnaitre les six émotions discrètes (colère, dégout, 
peur, tristesse et surprise) à partir de la posture d’une manière aussi précise qu’une 
reconnaissance à partir de la voix, et que certaines postures peuvent exprimer des émotions 
tout aussi efficacement que des expressions faciales (Coulson, 2004). La posture et les 
mouvements corporels présentent l’avantage d’être plus spontanés et moins contrôlables que 
les expressions faciales ou la voix (D'Mello et al., 2009). Un apprenant intéressé aura tendance 
à spontanément se rapprocher de l’écran. Se gratter la tête après une question peut exprimer 
une certaine réflexion et de la concentration. S’il commence à faire trembler ses genoux, cela 
peut être le signe d’un stress. Un haussement spontané des épaules peut signifier une 
incertitude. Un mouvement soudain en arrière peut exprimer une surprise. En revanche, s’il 
s’affaisse sur sa chaise et s’éloigne de l’écran, cela peut indiquer un ennui ou un désintérêt.  
La première approche pour analyser de la posture de l’apprenant peut se faire en utilisant 
une caméra avec des algorithmes de suivi du positionnement et des mouvements des parties du 
corps (Asteriadis et al., 2009; Lu et al., 2005; Mitra et al., 2007). Asteriadis et ses collègues 
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ont pu, par exemple, suivre l’attention des apprenants lors de leurs interactions avec un 
environnement d’apprentissage de la lecture en analysant conjointement le positionnement des 
mains, le mouvement de la tête et la direction du regard (Asteriadis et al., 2009). La deuxième 
manière pour analyser la posture et les gestes des apprenants est une approche très populaire 
dans les STEI : elle consiste à utiliser une chaise équipée avec des détecteurs placés dans un 
coussin très mince (Arroyo et al., 2009; D'Mello et al., 2009; D'Mello et al., 2007; Mota et al., 
2003). Ce coussin est placé sur l’assise et le dossier de la chaise (voir figure 2.9), et permet de 
donner une carte contenant les différentes pressions exercées par le corps ainsi que leurs 
directions (penchement du corps à droite, penchement en avant, jambes croisées, etc.). 
  
Figure 2.9 – Exemple de chaise utilisée pour la détection émotionnelle 
L’analyse de la posture dans STEI représente une alternative prometteuse qui peut 
rivaliser avec la caméra et le microphone pour la détection émotionnelle. D’Mello (2009) 
recommande l’utilisation de l’analyse de la posture pour la détection des émotions qu’il est 
difficile de reconnaitre par une simple caméra comme l’état d’ennui par exemple.  
Certains travaux proposent d’utiliser des systèmes de détection et de suivi des 
mouvements des yeux pour détecter les états émotionnels (Conati et al., 2007; D'Mello et al., 
2012b; Wang et al., 2006). D’autres ont recours à une souris équipée avec des détecteurs de 
pression pour évaluer le niveau de frustration de l’apprenant (Qi et al., 2001; Reynolds, 2001). 
Chaffar et Frasson (2004) proposent d’utiliser l’électromyographie (EMG) qui consiste à 
mesurer l’activité électrique des muscles afin de suivre la nature des réactions émotionnelles 
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(valence positive ou valence négative). L’électromyographie a été également proposée par les 
chercheurs comme une alternative à l’utilisation de la caméra pour la reconnaissance des 
émotions à partir des expressions faciales. L’idée est de déterminer directement les actions des 
muscles du visage (par exemple les zygomatiques, les sourcils, etc.) en y plaçant des capteurs 
(appelés électrodes) qui mesurent l’activité musculaire (Conati, 2002; Dimberg et al., 2000).  
Le point commun entre ces techniques précédemment citées c’est qu’elles se basent sur 
des modèles capables d’inférer les émotions à partir des données collectées par des dispositifs 
tels que la caméra, le microphone, la chaise, etc. Une autre approche pour la détection des 
émotions à partir des mesures comportementales consiste à se baser principalement sur 
l’analyse des variables d’interactions enregistrées par le STEI. Ces variables peuvent 
englober des indicateurs tels que : le temps émis pour répondre, le temps passé sur les 
activités, le nombre de fois où l’apprenant sollicite l’aide fournie par le système, la séquence 
de bonnes réponses ou de mauvaises réponses, le nombre de clics et le mouvement de la 
souris, etc. Des modèles d’apprentissage machine se basant sur ces variables sont souvent 
utilisés pour déterminer l’état de l’apprenant. Par exemple, Baker et ses collègues (2004, 
2006) utilisent un ensemble de variables d’interaction (fréquence de clics sur le bouton aide, 
temps passé sur les activités, etc.) pour vérifier si l’apprenant est en train d’utiliser le système 
sérieusement et n’est pas en train de le faire déjouer (« gaming the system »). Le modèle 
proposé permet de détecter si l’apprenant n’est pas intéressé à apprendre et s’il est tout 
simplement en train de passer rapidement au travers le curriculum sans vraiment prêter 
attention et faire l’effort nécessaire. Beck (2005) analyse le temps de réponse pour savoir si 
l’apprenant n’est pas réellement impliqué dans la résolution de l’exercice et s’amuse à essayer 
de deviner les réponses (« guessing »). 
Bien que les variables d’interaction peuvent renseigner sur certains aspects de l’état 
émotionnel de l’apprenant, leur utilisation est surtout dédiée à l’évaluation et au suivi des 
performances des apprenants dans les différentes tâches exécutées.  
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2.7.3 Les mesures physiologiques 
La majeure partie des travaux portant sur la définition et la modélisation des émotions 
s’accorde sur le fait que l’occurrence des émotions s’accompagne avec des changements 
physiologiques (Scherer, 2005). De plus, contrairement aux manifestations comportementales 
(telles que les expressions faciales, la gestuelle ou la voix), les individus n’ont pratiquement 
aucun contrôle sur les changements physiologiques qui se produisent spontanément avec le 
déclenchement d’une émotion (Cacioppo et al., 2000). Pour ces raisons, l’approche 
physiologique pour la détection émotionnelle représente une solution prometteuse en 
informatique affective, et a donné naissance à un nouveau domaine de recherche connu sous le 
nom de l’informatique physiologique (« physiological computing ») (Fairclough, 2009).  
Un des objectifs de l’informatique physiologique est de créer des systèmes capables 
d’extraire des informations sur l’état interne de l’utilisateur en analysant des données 
physiologiques collectées à partir d’un ou plusieurs senseurs physiques (Allanson et al., 2004). 
Ces données incluent la fréquence respiratoire ou cardiaque, l’activité cérébrale, le diamètre de 
la pupille, la pression sanguine, etc. 
Il existe principalement deux façons d’utiliser les données physiologiques pour la 
détection émotionnelle. La première façon consiste à extraire directement, à partir des senseurs 
physiologiques, un ou plusieurs indices physiologiques qui sont soit corrélés avec des 
dimensions émotionnelles (principalement valence et activation) (Lang, 1995), soit associés 
directement à l’apparition de certaines classes discrètes d’émotions (frustration, stress, anxiété, 
etc.) (Chanel et al., 2007; Zhai et al., 2006). La deuxième façon consiste à utiliser ces données 
physiologiques comme des variables d’entrée dans des algorithmes d’apprentissage machine 
pour la classification et la prédiction des états émotionnels (Conati, 2002; Hussain et al., 2011; 
Kapoor et al., 2007; Mcquiggan et al., 2007b; Jraidi, 2014).  
Parmi les indices physiologiques les plus utilisés dans la détection émotionnelle, on peut 
citer la réponse galvanique de la peau (« Galvanic Skin Response », GSR) qui traduit l’activité 
électrodermale. Cet indice est généralement mesuré en positionnant sur deux doigts de la main 
deux capteurs dédiés qui mesurent la différence de potentiel entre les deux zones cutanées. 
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Afin de ne pas mobiliser toute la main de l’individu pour mesurer la réponse galvanique de la 
peau, de nouveaux capteurs existent sous la forme d’un bracelet ou d’un gant, et sont souvent 
utilisés dans les STEI (voir figure 2.10  [a] et  [b]). La réponse galvanique de la peau est 
fortement corrélée avec l’activation émotionnelle (Lang, 1995) : plus l’intensité de l’émotion 
est forte, plus la réponse la conductance est élevée et vice versa. 
 
[a] [b] [c] [d] 
Figure 2.10 – Exemple de senseurs physiologiques. [a] et [b] représentent respectivement un 
bracelet et un gant utilisés pour mesurer la réponse galvanique de la peau, [c] est un capteur de 
pression du volume sanguin et [d] représente le système EEG de NeuroSky. 
Un autre indice physiologique qui est directement relié avec une dimension émotionnelle 
est la fréquence cardiaque (« Heart Rate », HR). En effet, cet indice est corrélé avec la valence 
émotionnelle, et il est établi qu’une émotion positive provoque une phase d’accélération 
cardiaque plus importante qu’une émotion négative (Lang, 1995). La fréquence cardiaque peut 
être mesurée directement à partir d’un électrocardiogramme ou à partir des données d’un 
capteur pression du volume sanguin (« Blood Volume Pressure », BVP) (voir figure 2.10  [c]). 
Ces capteurs de fréquences cardiaques permettent également d’extraire d’autres indices 
physiologiques tels que la pression sanguine, l’intervalle inter-battement ou la variabilité de la 
fréquence cardiaque dont l’augmentation est souvent associée à la présence de stress et de 
frustration (Gunes et al., 2010; Mandryk et al., 2006).  
Une combinaison de senseurs, qui mesurent la réponse galvanique de la peau et la 
fréquence cardiaque, permet de renseigner mutuellement sur la valence et l’activation 
émotionnelle, et donc de situer selon l’approche dimensionnelle l’état de l’individu. Ces deux 
indicateurs ont été également employés dans des modèles d’apprentissage machine pour 
détecter des émotions discrètes telles que la frustration des apprenants (Mcquiggan et al., 
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2007b), le stress (Zhai et al., 2006) ou encore pour déterminer l’état d’immersion dans un 
environnement virtuel (Wiederhold et al., 2001). 
La fréquence de respiration permet également de renseigner sur l’activation 
émotionnelle (Gunes et al., 2010). Cet indicateur est mesuré à partir d’un senseur 
généralement sous la forme d’une ceinture placée sur la cage thoracique permettant de calculer 
le nombre de cycles respiratoires (inspirations et expirations) par une minute. Une respiration 
profonde et lente correspond généralement à un état émotionnel avec faible activation comme 
l’état de relaxation par exemple. En revanche, une accélération de la fréquence cardiaque est 
synonyme d’une émotion de forte activation comme la colère ou la joie. Par exemple, la 
fréquence de respiration a été utilisée par Blanchard et ses collègues (2007) pour évaluer 
l’influence (positive ou négative) de stratégies motivationnelles sur l’état de l’apprenant. 
L’activité cérébrale est également utilisée pour renseigner sur l’état émotionnel. En effet, 
cet indicateur est mesuré à l’aide d’une technique connue sous le nom de 
L’ÉlectroEncéphaloGraphie (EEG) qui consiste à positionner un ensemble de senseurs 
(électrodes) sur la surface du cuir chevelu (voir figure 2.10 [d]). L’utilisation de l’EEG pour la 
détection émotionnelle est souvent reliée à la détection d’émotions discrètes en utilisant des 
algorithmes d’apprentissage machine. Heraz et ses collègues (2009) ont proposé de prédire un 
ensemble d’états émotionnels de l’apprenant en se basant sur des algorithmes d’apprentissage 
machine, qui utilisent comme prédicteurs des bandes de fréquences extraites de l’activité 
cérébrale (Heraz et al., 2009; Chaouachi et al., 2009; Jraidi et al., 2009).  
L’utilisation des principes de l’informatique physiologiques est de plus en plus courante 
dans les IHM en général et les STEI en particulier, surtout avec le progrès technologique 
constant en matière de création de senseurs sophistiqués, précis, non intrusifs et de faible coût. 
Ces senseurs peuvent être intégrés facilement dans les systèmes et permettent d’améliorer 
considérablement leur capacité à détecter les émotions. Plusieurs STEI optent pour une 
approche multimodale qui combine un ensemble de senseurs physiologiques, des mesures 
comportementales et même des techniques d’auto-évaluation (Arroyo et al., 2009; Burleson et 
al., 2007; D'Mello et al., 2007; Jraidi et al., 2013b). Arroyo et ses collègues (2009) ont même 
expérimenté la possibilité d’utiliser cette approche en dehors du contexte de laboratoire, en 
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installant un ensemble de senseurs dans une salle de classe réelle de 25 apprenants. Chaque 
apprenant interagissait avec un STEI appelé Wayang Outpost dédié à l’enseignement de la 
géométrie. Les émotions ont été détectées à partir de la réponse galvanique de la peau (avec 
l’utilisation d’un gant), la posture (avec l’utilisation d’un siège détecteur de posture), les 
expressions faciales (avec l’utilisation d’une caméra) et la pression exercée sur la souris (avec 
l’utilisation d’une souris avec des détecteurs de pression). Les résultats obtenus par cette étude 
prouvent qu’il est possible d’utiliser avec succès cette approche multimodale hors contexte 
laboratoire sans gêner ou perturber les apprenants. Les auteurs ont également montré que la 
combinaison de senseurs permet d’obtenir de meilleures performances pour la détection 
émotionnelle que le recours à un seul mode de détection en utilisant chacun de ces senseurs 
d’une manière unique (Arroyo et al., 2009).  
2.8 Stratégies d’adaptation dans les STEI 
Dans cette section, nous allons survoler les principales stratégies utilisées par les STEI pour 
s’adapter aux émotions des apprenants. En effet, cet axe de recherche constitue un aspect 
fondamental dans le fonctionnement des STEI dans la mesure où les interventions du système 
doivent être déterminées en fonction de l’état émotionnel de l’apprenant et selon une logique 
favorable à son apprentissage. Il s’agit de définir comment un système qui mesure les 
émotions des apprenants peut agir intelligemment en conséquence (Picard et al., 2004). 
L’action du système peut être, par exemple, orientée pour éviter ou corriger une situation 
émotionnelle négative pour l’apprentissage. Elle peut être également initiée en vue de générer 
ou maintenir un état émotionnel favorable à l’apprentissage.  
Les stratégies d’adaptation dans les STEI définissent le moment et la nature des 
interventions établies par le système. On peut distinguer deux types de stratégies qui peuvent 
être adoptées par les STEI à savoir : les stratégies orientées tâches (ou problèmes) et les 
stratégies orientées émotions (Chaffar et al., 2009; Robison et al., 2009b). 
Les stratégies d’intervention orientées tâches consistent à agir sur la tâche 
d’apprentissage que l’apprenant est en train d’exécuter en vue d’améliorer ou de corriger un 
état émotionnel généralement défavorable à l’apprentissage (Robison et al., 2009b). Il s’agit 
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donc d’agir indirectement sur les émotions en intervenant sur les éléments de la tâche ou 
l’activité d’apprentissage. Par exemple, le système peut fournir une assistance sous la forme 
d’une astuce ou d’explications, s’il détecte un état de frustration chez l’apprenant lors de la 
résolution d’un exercice. 
Les stratégies d’intervention orientées émotions visent à agir directement sur les 
émotions de l’apprenant sans modifier ou remédier à la situation d’apprentissage qui est à 
l’origine de ces émotions. Le principe de cette stratégie est de rendre l’apprenant conscient de 
son état émotionnel, dans l’optique de l’engager dans un processus de réflexion sur comment 
ses émotions sont en train d’influencer (ou affecter) son apprentissage (Picard et al., 2004). 
Par exemple lors de la résolution d’un exercice, si un état de frustration est détecté chez 
l’apprenant, une intervention orientée émotion consisterait à lui fournir un message 
d’encouragement. Toujours dans les stratégies orientées émotions, certains chercheurs 
proposent d’utiliser des stratégies orientées émotions implicites en utilisant des techniques 
subliminales ( Jraidi et al., 2012; Jraidi et al., 2010a; Jraidi et al., 2010b, 2011). 
 
Figure 2.11 – Interface du système de Prendinger et Ishizuka (2005) 
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Dans les STEI, ces deux types de stratégies d’intervention peuvent être utilisées d’une 
manière combinée. Toutefois, les chercheurs ont tendance à privilégier davantage les 
stratégies orientées émotions. Dans leur système nommé « The Empathic Compagnon », 
Prendinger et Ishizuka (2005) utilisent une stratégie d’intervention basée principalement sur 
l’empathie pour s’adapter aux émotions des apprenants (voir figure 2.11). Ce système, qui 
enseigne comment réussir un entretien d’embauche à travers un ensemble de questions et de 
mise en situation, mesure les émotions des apprenants en analysant leurs mesures 
physiologiques (fréquence cardiaque et réponse galvanique de la peau). Un caractère animé 
(compagnon virtuel) interagit avec l’apprenant en lui fournissant des répliques empathiques 
adaptées en fonctions de l’état émotionnel détecté (calme, joie ou frustration) et de la situation 
d’apprentissage. Par exemple, si l’apprenant est frustré suite à une question, le compagnon 
intervient afin de montrer à l’apprenant qu’il est conscient de son état et qu’il comprend que la 
question peut être un peu gênante pour lui. L’objectif du compagnon est donc de rassurer 
l’apprenant et l’aider à surmonter sa frustration. En revanche, le compagnon intervient avec 
des messages d’encouragements et de félicitations si l’apprenant est calme ou joyeux 
(Prendinger et al., 2005a). 
 
Figure 2.12 – Exemples de réactions émotionnelles exprimées par l’agent virtuel de Burleson 
(2006)  
Le concept d’empathie ainsi que le recours à un caractère virtuel ont été également 
repris par Burleson (2006). L’idée était de créer un agent émotionnel (compagnon) qui 
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intervient en miroitant les émotions des apprenants (figure 2.12). Dans son système qui 
enseigne comment résoudre le problème des tours de Hanoi, Burleson (2006) utilise une 
approche multimodale pour la détection des apprenants avec : une caméra, un siège pour la 
détection de la posture, une souris à pression, un capteur physiologique pour la conductivité de 
la peau et une caméra pour les expressions faciales. La stratégie d’intervention empathique du 
système consiste à ce que l’agent virtuel exprime les mêmes états émotionnels de l’apprenant, 
en imitant ses expressions faciales et ses gestes. L’agent aura par exemple l’air ennuyé s’il 
détecte que l’apprenant est ennuyé, et il va sourire s’il observe un sourire chez l’apprenant. 
L’objectif principal de cette stratégie empathique est de renforcer la relation entre l’apprenant 
et la machine en renforçant l’aspect plus social et interactif. Pour Burelson (2006), le fait de 
miroiter des émotions négatives telles que la frustration en cas d’échec dans la résolution du 
problème par exemple peut aider l’apprenant à mieux contenir cet état émotionnel et donc à 
poursuivre ses tentatives de découverte de la solution. 
Le système virtuel 3D Crystal Island pour l’enseignement de la biologie englobe 
également des stratégies d’interventions basées sur l’empathie pour répondre aux émotions de 
l’apprenant (Rowe et al., 2009). Ce système, qui utilise un modèle de transition affective 
construit à partir d’une série d’expérimentations, déclenche son intervention en fonction de 
l’émotion détectée, l’émotion que le système vise à produire chez l’apprenant et des variables 
de la situation d’apprentissage (McQuiggan et al., 2006; McQuiggan et al., 2008a). Par 
exemple, si l’apprenant ressent de l’ennui, le système va choisir en fonction de cet état 
émotionnel et de la situation d’apprentissage, l’intervention optimale qui permettra à 
l’apprenant de transiter de cet état d’ennui à un état émotionnel positif cible (tel que la joie ou 
le plaisir). Les stratégies d’interventions prévues par le système peuvent être empathiques à 
travers les personnages virtuels de l’environnement qui vont exprimer les mêmes émotions 
que l’apprenant. Elles peuvent être également sous la forme d’encouragements et de dialogues 
qui incitent l’apprenant à changer d’état émotionnel. Ce type d’interventions est qualifié par 
les auteurs d’empathie réactive. Le système prévoit également des interventions centrées sur la 
tâche en fournissant des indications et des rappels (Robison et al., 2009a; Robison et al., 
2009b). La technique de détection émotionnelle utilisée dans Crystal Island se base sur une 
approche multimodale qui combine l’auto-évaluation, des variables comportementales 
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d’interactions (telles que les actions et les intentions de l’apprenant) et des variables 
physiologiques dans un modèle d’apprentissage machine (McQuiggan et al., 2007a; 
McQuiggan et al., 2008b). 
 
Figure 2.13 – Dispositifs de détection des émotions utilisés dans le système Autotutor 
(D'Mello et al., 2007). 
Le STI Autotutor (voir figure 2.13) initialement développé sans considération 
émotionnelle et uniquement avec des stratégies d’intervention purement cognitives (Graesser 
et al., 1999) a lui aussi subi au fil des années plusieurs innovations afin d’intégrer les principes 
de l’informatique affective. Ce système qui utilise des techniques de traitement de langues 
naturelles pour comprendre, corriger et répondre aux actions des apprenants a commencé 
d’abord à intégrer un ensemble de techniques de mesure comportementales des émotions 
(détection des émotions à partir de l’analyse du dialogue, la posture et les expressions faciales) 
(D'Mello et al., 2007), et par la suite, physiologiques (rythme cardiaque, respiration, 
conductivité de la peau et activité musculaire) (Hussain et al., 2011). Les stratégies 
d’interventions employées par Autotutor se basent sur un ensemble de règles de production 
qui permettent d’inférer la meilleure action que le système va entreprendre (D’Mello et al., 
2009). Ces règles utilisées tiennent compte de l’émotion négative détectée (ennui, frustration 
ou confusion), du niveau de confiance de la classification de cette émotion, de l’état 
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émotionnel précédent, du niveau de compétence de l’apprenant et de la qualité de la réponse 
donnée. L’intervention initiée par le système peut être sous la forme d’une assistance (p. ex. 
explication, rappel, résumé, astuce, indication sur l’erreur, etc.), d’une réponse émotionnelle 
de soutien (empathie ou encouragement) ou bien sous la forme d’une réponse émotionnelle 
qui tente de subtilement secouer (« shakeup Autotutor ») l’apprenant et de l’inciter à modifier 
lui-même son état. Par exemple, dans le cas où un état d’ennui est détecté, le système peut 
secouer l’apprenant en l’incitant vivement à finir l’activité au lieu de l’assister.  
D’autres STEI comme le système Wayang Outpost (Arroyo et al., 2007) ou le système 
GURU (D'Mello et al., 2012b) utilisent des stratégies d’interventions afin de réparer des états 
négatifs spécifiques tels que l’ennui et le désengagement. Le principe de ces interventions 
consiste à réorienter l’apprenant vers l’activité et de l’informer sur les conséquences de son 
état sur son apprentissage. Chaffar et Frasson (2004) dans leur système EMILIE proposent 
d’utiliser des techniques d’induction émotionnelle à fin d’agir sur l’état émotionnel de 
l’apprenant. Ce système propose à l’apprenant d’imaginer des situations plaisantes à fin 
réduire l’impact des émotions négatives (Chaffar et al., 2004).  
2.9 Problématiques de recherche 
L’intégration de la dimension émotionnelle a constitué un véritable changement dans la 
conception des STI. Comme nous l’avons montré dans les sections précédentes, plusieurs 
travaux de recherche ont été entrepris dans le but d’augmenter ces systèmes par des 
mécanismes permettant de détecter les émotions de l’apprenant, et d’adapter l’apprentissage 
selon son état émotionnel. Toutefois, malgré les progrès réalisés dans ce domaine, plusieurs 
insuffisances sont à noter. 
En effet, la reconnaissance des émotions a toujours été une tâche très complexe en raison 
de la complexité même de leurs définitions, origines et manifestations. Les techniques 
communément utilisées pour la détection des émotions, en dépit de plusieurs améliorations, ne 
sont pas toujours très efficaces.  
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Les questionnaires d’auto-évaluations sont généralement sujets à des considérations 
subjectives de la part de l’apprenant. Par exemple, certains apprenants vont se soucier de la 
façon avec laquelle ils vont être perçus par le système plutôt que d’évaluer le plus 
objectivement possible leurs émotions (Picard et al., 2005).  
La caméra, qui est souvent utilisée pour l’analyse des expressions faciales, n’arrive pas à 
déchiffrer correctement les émotions des apprenants dont les visages sont peu expressifs ou 
impassibles (Russell et al., 2003). Par ailleurs, l’analyse de la posture et de la gestuelle n’est 
pas toujours efficace pour reconnaitre tous les types d’émotions (Gunes et al., 2010; Tao et al., 
2005). Enfin, l’analyse de la voix est aussi insuffisante, dans la mesure où elle ne permet pas 
de relater de manière précise l’état émotionnel de l’individu (Jraidi et al., 2013b; Tao et al., 
2005). 
Les mesures physiologiques quant à elles, malgré la corrélation de certains indicateurs 
avec des dimensions émotionnelles (tel que le rythme cardiaque qui est corrélé avec la valence 
des émotions, et les réponses galvaniques de la peau qui sont associées à leur activation), ne 
disposent pas de modèles génériques qui permettent de reconnaitre d’une façon précise tous 
les types d’émotions. En effet, les individus ont tendance à réagir différemment lorsqu’ils 
ressentent une émotion. Certains sont nettement plus réactifs que d’autres, ce qui fait que ces 
indices physiologiques peuvent avoir des niveaux de variation différents d’un individu à un 
autre (Arroyo-Palacios et al., 2008; Liao et al., 2006; Ward et al., 2003). 
Ces limites font que plusieurs systèmes optent pour une approche multimodale 
combinant plusieurs sources d’informations (en recourant à plusieurs senseurs) pour évaluer 
les émotions de l’apprenant. Néanmoins, cette approche qui vise à améliorer la détection des 
émotions nécessite des mécanismes de synchronisation et de fusion des différentes sources de 
données émotionnelles (Gunes et al., 2010; Pantic et al., 2003; Tao et al., 2005). Ces 
mécanismes doivent être suffisamment sophistiqués, non seulement pour traiter, coordonner et 
concilier les données, mais également pour trouver les relations mutuelles qui existent entre 
les différentes sources d’informations (Tao et al., 2005). Pour Tao et Tan (2005), une approche 
multimodale sans mécanismes précis de fusion et de coordination peut dégrader 
considérablement la justesse de la détection. De plus, la complexité, entre autres 
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algorithmique, de ces mécanismes tend généralement à croitre en fonction du nombre de 
moyens de détection utilisés, ce qui rend très difficile leur utilisation dans les environnements 
interactifs.  
Une autre problématique liée à la modélisation émotionnelle même dans les STEI est 
l’absence de consensus clair quant aux émotions qu’il faut en compte lors des sessions 
d’interaction avec les apprenants (Baker et al., 2010; Craig et al., 2004; D'Mello et al., 2007; 
Graesser, 2009). La liste des émotions considérées dans les STEI varie d’un auteur à un autre. 
Certains chercheurs optent pour la modélisation d’un seul état émotionnel, tels que la 
frustration (Kapoor et al., 2007), la confusion (Grafsgaard et al., 2011), l’ennui (D'Mello et al., 
2012b), l’immersion (« flow ») (Rodrigo et al., 2008), etc.  
D’autres chercheurs favorisent l’idée d’identifier un ensemble d’émotions. Par exemple, 
D’Mello et ses collègues (2007) modélisent un ensemble d’états émotionnels, que les auteurs 
considèrent comme les plus fréquemment exprimées lors de l’apprentissage. Ces états 
émotionnels incluent notamment : l’ennui, la confusion, l’immersion, la frustration et la 
curiosité. Cependant, l’ensemble des états considérés ne cesse d’évoluer à travers les 
différentes études réalisées (D'Mello et al., 2009, 2012a; D'Mello et al., 2012b; D'Mello et al., 
2008). Forbes-Riley et ses collègues (2008) s’intéressent à identifier la frustration et 
l’incertitude. Les auteurs ont motivé leur choix de modéliser ces deux états par la nature de 
leur système tutoriel, qui est essentiellement basé sur les dialogues entre l’apprenant et le 
système, et donc qui est capable de générer fréquemment ces émotions chez l’apprenant 
(Forbes-Riley et al., 2008). Arroyo et ses collègues (2009) modélisent les états d’intérêt, 
d’excitation, de frustration et de confiance. Pour les auteurs, le suivi de ces états émotionnels 
peut être bénéfique pour prédire les performances d’apprentissage dans un contexte hors 
laboratoire (une classe réelle). En revanche, plusieurs travaux optent plutôt pour une approche 
dimensionnelle pour la modélisation des émotions (Dragon et al., 2008; Hussain et al., 2011; 
Prendinger et al., 2005a; Zakharov et al., 2008). Cette approche ne restreint pas le nombre des 
émotions à considérer ; elle permet de situer, de façon approximative, l’état émotionnel de 
l’apprenant dans un espace à deux dimensions selon : la valence et l’activation. Par exemple, 
une valence positive et une activation positive indiquent que l’apprenant ressent une certaine 
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émotion parmi la joie, l’intérêt ou le plaisir, sans déterminer explicitement la nature exacte de 
l’émotion.  
Ainsi, les recherches dans la modélisation émotionnelle dans les STEI ne disposent pas 
d’une approche standard pour modéliser les émotions, ni de théorie claire qui précise, selon le 
contexte d’apprentissage, quelle émotion mesurer. L’analyse de la littérature nous montre 
également que les émotions représentées peuvent varier selon plusieurs facteurs tels que le 
type de l’environnement du STEI (web, jeux sérieux, système narratif, etc.), la nature des 
activités (lecture, résolution de problèmes, questions-réponses, etc.) ou les techniques utilisées 
pour mesurer les émotions (auto-évaluation, expressions faciales, posture, senseurs 
physiologiques, etc.).  
De plus, bien qu’il soit établi que les émotions jouent un rôle prépondérant dans le 
processus d’apprentissage, il ne suffit pas de les reconnaitre pour pouvoir évaluer directement 
leur impact sur la qualité de l’apprentissage. En effet, la relation qui existe entre les émotions 
et l’apprentissage n’est pas forcément linéaire (Graesser et al., 2007). L’apparition de certaines 
émotions, qualifiées de négatives à priori, telles que la frustration, le stress ou la confusion, ne 
signale pas forcément des conditions émotionnelles défavorables à l’apprentissage. Par 
exemple, une récente analyse de 21 études sur les manifestations émotionnelles au cours de 
l’apprentissage par ordinateur (au total 1420 apprenants et 1058 heures d’interactions) a révélé 
que la confusion est parmi les états les plus fréquemment ressentis par les apprenants 
(D’Mello et al., 2014). Pour les auteurs, l’apprentissage de notions complexes provoque 
souvent de la confusion qui peut être dans certains cas révélatrice d’un certain effort d’analyse 
et de synthèse ainsi que d’une profonde réflexion de la part des apprenants. D’un autre côté, 
plusieurs études ont pu trouver que ce même état de confusion est symptomatique d’une 
impasse cognitive, qui peut bloquer le processus d’apprentissage (Craig et al., 2004; VanLehn 
et al., 2003). L’état de stress peut également avoir deux facettes : positive et négative. Le 
stress positif appelé également stress fonctionnel (« eustress ») est synonyme de motivation et 
de stimulation cognitive. Le stress négatif appelé détresse (« distress ») monopolise les 
fonctions cognitives de l’apprenant et l’empêche de se concentrer (Muse et al., 2003). Enfin, 
l’état de frustration, qui est souvent considéré comme un état négatif pour l’apprentissage, est 
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non seulement inévitable dans les Interactions Homme-Machine, mais peut aussi dans 
certaines situations évoquer un certain degré d’implication de la part de l’apprenant (Gee, 
2004). Par exemple, un apprenant qui tient à résoudre et à comprendre un exercice peut sentir 
de la frustration en cas d’échec.  
De ce fait, la relation complexe qui existe entre les émotions et l’apprentissage humain 
fait qu’une simple reconnaissance des émotions de l’apprenant n’est pas toujours suffisante 
pour les STEI. Ces systèmes doivent également être capables de déterminer comment ces 
émotions sont en train d’influencer les capacités cognitives de l’apprenant et son processus 
d’apprentissage. Cet aspect n’est pas évident, étant donné que la manière avec laquelle les 
individus ressentent les émotions et la façon avec laquelle les émotions les influencent peuvent 
dépendre de plusieurs facteurs. Ces facteurs peuvent être d’ordres individuels (tels que le 
genre, la personnalité, le tempérament ou le vécu d’un individu), contextuels (tels que les 
circonstances déclencheurs de l’émotion ou l’environnement d’apprentissage), motivationnels 
(tels que les objectifs fixés, les objectifs réalisés ou les moyens à disposition, etc.) ou culturels 
(Bachorowski et al., 1995; Keltner et al., 2001; Markus et al., 1991; Russell, 2003).  
2.9.1 Vers l’intégration des indicateurs cérébraux d’états mentaux 
Afin de pallier ces différentes problématiques, nous proposons dans le cadre de cette thèse 
d’utiliser l’activité cérébrale et plus précisément l’ÉlectroEncéphaloGraphie (EEG) comme 
principal moyen de détection. En particulier, nous allons nous intéresser à l’identification 
d’indicateurs cérébraux d’états mentaux. 
Un état mental peut être vu comme un état affectif complexe qui englobe certes des 
dimensions émotionnelles, mais surtout cognitives (el Kaliouby, 2005). Dans l’interaction 
entre humains, il est très fréquent pour un individu de donner un sens aux actions d’un autre en 
lui attribuant un état mental. Par exemple, en observant qu’un individu regarde fréquemment 
sa montre on peut en déduire qu’il est pressé (Baron-Cohen et al., 1997) ; des émotions 
(négatives ou positives) peuvent être associées à cet état (par exemple de la frustration ou au 
contraire de l’engouement).  
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Ainsi, l’identification d’un état mental, plutôt qu’une émotion, peut aider à mieux 
comprendre le comportement et les actions d’un individu et par conséquent à mieux répondre 
ou s’adapter à son état. 
Dans cette thèse, nous proposons donc de modéliser l’état mental de l’apprenant afin de 
mieux analyser et suivre son comportement lors de son interaction avec le STI. Plus 
précisément, nous allons nous intéresser à la modélisation de l’état d’engagement mental et la 
charge mentale de travail à partir de l’activité cérébrale de l’apprenant. La modélisation de 
l’état d’engagement permettra d’évaluer quantitativement le niveau d’attention et 
d’implication mentale de l’apprenant dans les différentes activités d’apprentissage. La charge 
mentale de travail, appelée également charge cognitive « cognitive load », permettra quant à 
elle de mesurer la quantité d’énergie mentale dépensée par l’apprenant dans la réalisation des 
différentes tâches d’apprentissage. 
Notre objectif est donc d’avoir deux indicateurs fiables pour quantifier respectivement 
le niveau d’investissement de l’apprenant dans la tâche, et l’effort fourni durant 
l’apprentissage.  
Nous allons également nous intéresser dans cette thèse à l’analyse de ces états mentaux 
par rapport aux émotions. Autrement dit, nous allons vérifier si les variations de l’engagement 
et de la charge mentale de travail sont accompagnées par certaines manifestations 
émotionnelles que nous tenterons d’identifier. 
2.9.2 Un système adaptatif selon l’état mental de l’apprenant 
En dépit des nombreux travaux de recherche menés sur la modélisation des émotions, très peu 
de systèmes ont été développés pour détecter en temps réel les émotions des apprenants. En 
effet, la majeure partie des algorithmes de reconnaissance proposés dans la littérature ont été 
développés et testés rétrospectivement (en « offline ») pour identifier et analyser, à postériori, 
les émotions de l’apprenant. De plus, comme nous avons pu le noter dans la section 2.8 de ce 
chapitre, les systèmes tutoriels qui ont intégré des mesures émotionnelles pour adapter 
dynamiquement leur processus de formation en temps réel sont aussi relativement rares.  
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Dans cette thèse, nous allons donc tenter de démontrer la possibilité de détecter les 
indicateurs cérébraux d’engagement et de charge de travail de l’apprenant en temps réel, mais 
aussi d’adapter, en temps réel également, le processus d’apprentissage en fonction de ces 
indicateurs.  
Par ailleurs, les stratégies actuelles d’adaptation orientées émotions, c.-à-d. qui visent à 
agir directement sur les émotions des apprenants à travers des messages d’encouragement, de 
félicitation ou d’empathie, ne sont pas toujours efficaces (Bailey et al., 2008; Monk et al., 
2002). Par exemple, le recours à des agents virtuels, qui vont miroiter les émotions de 
l’apprenant, peut dans certains cas provoquer des réactions négatives chez ce dernier. (Woolf 
et al., 2009). En effet, bien que le caractère social d’un agent animé puisse divertir l’apprenant, 
le fait de mimer ses expressions faciales ou ses gestuelles, lorsque celui-ci n’arrive pas à 
comprendre un concept ou à résoudre un exercice, peut ne pas être pris pour de l’empathie et 
générer au contraire des émotions négatives comme de la frustration ou de la colère. 
En outre, comme le démontrent certaines études (Robison et al., 2009b), les apprenants 
ont tendance à préférer les stratégies d’adaptation orientées tâches qui ne visent pas à répondre 
directement à leurs émotions, mais qui visent plutôt à adapter la tâche (ou l’activité) qu’ils 
sont en train d’exécuter en proposant une indication, un rappel ou une définition.  
Enfin, plusieurs études empiriques, qui ont analysé l’impact de ces stratégies 
d’adaptation orientées sur les émotions, ne démontrent pas d’effet positif statistiquement 
significatif, ni sur les performances de l’apprenant ni sur ses réponses émotionnelles (Beale et 
al., 2009; Burleson et al., 2007; Kim, 2005; Mori et al., 2003; Woolf et al., 2009).   
Dans cette thèse nous essayerons de démontrer qu’un système tutoriel adaptatif, selon 
les indicateurs cérébraux de l’apprenant, ou autrement dit qui tient compte de l’engagement et 
de la charge mentale de travail dans ses stratégies d’adaptation, peut améliorer 
significativement l’expérience d’apprentissage aussi bien au niveau des performances 
cognitives des apprenants, mais aussi au niveau de leur satisfaction par rapport au déroulement 
de leur apprentissage. 
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Chapitre 3 
Modélisation de l’engagement mental des 
apprenants 
3.1 Introduction 
Comme nous l’avons spécifié dans l’introduction de cette thèse, notre objectif global est 
d’améliorer le fonctionnement des STEI en intégrant des indicateurs cérébraux d’engagement 
et de charge mentale de travail. Dans cette optique, nous proposons dans une première étape 
d’intégrer, dans un contexte d’apprentissage, un index d’engagement mental extrait à partir de 
l’activité cérébrale de l’apprenant. Cet index a été développé dans le cadre des travaux de 
recherche menée dans la « National Aeronautics and Space Administration » (NASA) afin de 
mesurer le niveau d’attention des pilotes lors de simulations de vols (Pope et al., 1995).  
Dans ce chapitre, nous proposons, à travers une première étude expérimentale, de 
mesurer cet index d’engagement mental dans un environnement d’apprentissage et d’analyser 
les contributions que pourrait apporter l’utilisation de cet indicateur dans le suivi du processus 
d’apprentissage.  
Nous allons tout d’abord (1) vérifier si cet index d’engagement est valide et pertinent 
pour les STEI. Nous allons nous assurer que cet indicateur cérébral, qui a été utilisé 
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principalement dans le contexte d’aviation, est valable dans le cadre de l’apprentissage. Nous 
vérifierons entre autres si l’index d’engagement peut aider à mieux suivre et analyser les 
performances et le comportement des apprenants. Nous allons ensuite (2) vérifier si — en plus 
de l’information cognitive sur l’attention de l’apprenant — cet index d’engagement peut 
donner des informations sur l’état affectif de l’apprenant. En d’autres termes, nous allons 
analyser la relation qui pourrait exister entre les variations de l’index d’engagement mental et 
les états émotionnels des apprenants.  
Ce chapitre est structuré de la façon suivante. Dans la deuxième section, nous présentons 
la notion d’engagement mental. Dans la troisième section, nous exposons la technique que 
nous allons utiliser pour extraire l’index d’engagement à partir de l’activité cérébrale. Dans la 
quatrième section, nous décrivons l’étude expérimentale réalisée pour analyser cet index dans 
un contexte d’apprentissage. Dans la cinquième section, nous présentons les principaux 
résultats trouvés. Nous clôturerons enfin ce chapitre par une discussion de ces résultats. 
3.2 La notion d’engagement mental 
L’engagement mental (ou l’attention) est généralement défini comme un processus de 
détection et de stockage de stimuli qui sont pertinents par rapport aux objectifs d’un individu. 
En fonction de ces objectifs, certains stimuli seront traités par l’individu d’une manière plus 
prioritaire que d’autres (Reed, 1977). Pour Gagné (1985), l’engagement mental est la phase 
initiale dans un processus d’apprentissage (Gagné, 1985). Dans cette phase, la réception d’un 
stimulus provoque une activation de la fonction de perception sélective qui enregistrera dans 
la mémoire à court terme certaines caractéristiques du stimulus jugées comme pertinentes par 
l’apprenant. Par exemple, suite à la visualisation d’une image qui intéresse l’apprenant, 
certaines caractéristiques visuelles de cette image (telles que la forme, les couleurs, etc.) sont 
directement retenues dans la mémoire à court terme. Et ce n’est qu’à la suite de cette première 
phase d’attention, qu’un processus d’acquisition se déclenche pour encoder ces informations 
dans une forme plus sémantique qui servira pour les autres processus cognitifs (tels que la 
mémorisation à long terme, le raisonnement, etc.).  
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L’engagement mental peut être également défini comme la capacité d’un individu à se 
focaliser sur une tâche en particulier, sans être perturbé par d’autres facteurs externes (à cette 
tâche) (Stamenović et al., 2005). Si, au cours de la réalisation d’une tâche, un individu arrive à 
maintenir un haut niveau d’attention sur une période relativement longue, alors, on dit qu’il est 
concentré. Si son attention est orientée de façon à réagir immédiatement au moindre 
changement qui se produit aléatoirement, alors on dit qu’il est vigilant.  
L’engagement mental est considéré également comme une composante de la motivation 
(Keller, 1987). En effet, cette notion peut également refléter un certain degré d’intérêt ou de 
motivation, si l’état d’engagement mental au cours de la réalisation d’une tâche est 
accompagné d’états affectifs positifs (tel que la satisfaction par exemple). Toutefois, il est 
important de ne pas automatiquement associer la notion de motivation à l’engagement. En 
effet, un apprenant peut être engagé dans une tâche sans être vraiment motivé (par exemple, 
un apprenant peut être contraint à faire une tâche qu’il n’apprécie pas particulièrement).  
En apprentissage, le manque d'engagement (ou désengagement) est souvent attribué à 
la nature de la tâche que l’apprenant est en train d’effectuer. Les tâches trop faciles, non 
stimulantes, monotones, ou à l’inverse difficiles, contenant beaucoup d’informations, ou qui 
dépassent les compétences de l’apprenant, ont tendance à engendrer un abaissement du niveau 
d’engagement mental (Chanel et al., 2008 ; Pekrun, 2006).  
3.2.1 Modélisation de l’engagement dans les STEI 
Dans les STEI, comparées à des émotions comme la frustration, le stress ou la confusion, les 
tentatives de modélisation de l’engagement sont beaucoup moins fréquentes, malgré 
l’importance fondamentale de cette notion dans l’apprentissage. La plupart des approches 
utilisées se basent généralement une approche comportementale qui surveille la présence (ou 
l’absence) d’engagement à partir d’indices contenus dans les expressions faciales, la posture et 
les mouvements du corps ou encore les variables d’interaction (Asteriadis et al., 2009; Banda 
et al., 2011; Beck, 2005; D’Mello et al., 2007; Sanghvi et al., 2011).  
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L’analyse des expressions faciales pour la détection de l’engagement procède de la 
même manière que l’approche utilisée pour reconnaitre les émotions, c’est-à-dire en se basant 
sur l’identification des unités d’action relatives à l’expression d’engagement. Par exemple, un 
apprenant engagé aura tendance par exemple à serrer les yeux et à lever les sourcils (Kapoor et 
al., 2001). 
L’analyse de la posture et des mouvements du corps pour la détection de l’engagement 
se fait généralement à l’aide de caméras ou de sièges équipés avec des détecteurs de postures 
et de mouvements. Par exemple, Asteriadis et ses collègues (2009) ont développé une 
approche qui prédit le niveau d’attention des apprenants lors de l’apprentissage de la lecture en 
analysant la direction du regard, les mouvements de la tête et la position des mains (Asteriadis 
et al., 2009). L’emplacement des mains et la direction du regard ont été également utilisés 
pour savoir si l’apprenant est engagé ou pas dans l’activité (Kapoor et al., 2001); par exemple 
si l’apprenant pose ses mains ailleurs que sur la souris ou le clavier, et regarde ailleurs, alors il 
est considéré comme désengagé de la tâche. Sanghvi et ses collègues (2011) utilisent 
également des algorithmes de vision par ordinateur pour extraire des informations sur la 
posture de l’apprenant (le degré d’inclinaison du dos, l’angle de courbure de dos, la quantité 
de mouvement et le degré de contraction du haut du corps), et entrainer un modèle 
d’apprentissage machine capable de déterminer si l’apprenant est engagé ou non lors de 
l’interaction avec un système d’apprentissage d’un jeu d’échecs (Sanghvi et al., 2011). 
D’Mello et ses collègues (2007) ont également utilisé l’analyse de la posture pour déterminer 
si l’apprenant est engagé dans sa résolution d’exercices de physique, en utilisant un siège de 
détection de posture (mesurant le niveau de pression au niveau du dossier et de l’assise) 
(D’Mello et al., 2007).  
La détection de l’état d’engagement de l’apprenant à partir des variables d’interaction se 
fait en analysant des indicateurs de performances dans la tâche comme : le temps émis pour 
lire l’énoncé ou pour répondre, la fréquence de la demande d’aide, le taux de bonnes réponses, 
le temps émis dans la lecture de la solution en cas d’erreur, le taux de mauvaises réponses, le 
nombre de fois où l’apprenant change son choix avant de répondre, etc. (Beal et al., 2006; 
Beck, 2005). 
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Les différentes techniques utilisées pour modéliser l’engagement des apprenants dans les 
STEI présentent les mêmes limites de la modélisation émotionnelle exposées dans la section 
2.9 du chapitre précédent. En effet, les indices externes et visibles du comportement (tels que 
les expressions faciales ou la posture) ne sont pas toujours efficaces pour évaluer l’état de 
l’individu (Fairclough, 2009). Par exemple, un apprenant qui ne regarde pas l’écran, qui ne 
pose pas ses mains sur le clavier (ou la souris) ou qui ne présente pas d’expressions faciales 
relatives à un état d’engagement n’est pas forcément mentalement désengagé. L’utilisation des 
variables d’interaction pour juger du niveau d’engagement est également imprécise et souvent 
très dépendante de la nature de la tâche que l’apprenant est en train d’effectuer, et donc 
difficilement généralisable (D'Mello et al., 2005; Picard, 1997).  
Dans cette thèse, nous nous basons sur une approche physiologique qui extrait 
l’engagement mental des apprenants à partir de leurs activités cérébrales. Cette approche 
présente l’avantage d’être plus objective et plus précise que l’approche comportementale 
(Fairclough, 2009). En effet, l'index d'engagement mental que nous proposons d’intégrer est 
directement déterminé à partir de changements dans l’activité cérébrale qui — comme toutes 
les réactions physiologiques — sont spontanés et incontrôlables (Allanson et al., 2004; 
Fairclough, 2009 ; Wagner et al., 2005). De plus, contrairement à l’analyse de la posture ou 
des variables d’interactions, l’index que nous proposons permet de donner une indication 
quantitative et continue dans le temps du niveau d’engagement mental de l’apprenant ; ceci 
permettra donc un meilleur suivi du comportement des apprenants tout au long de la session 
d’apprentissage. 
3.3 Calcul de l’index d’engagement mental 
Dans cette partie, nous introduisons la technique d’extraction de l’engagement mental à partir 
de l’activité cérébrale. Nous commençons tout d’abord par présenter le procédé de 
l’électroencéphalographie utilisé pour enregistrer l’activité cérébrale. 
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3.3.1 L’électroencéphalographie 
Le cerveau humain est une structure complexe composée d’environ 1011 cellules nerveuses 
appelées neurones, reliées entre elles par 10
14
 connexions synaptiques faisant intervenir près 
de 10
18
 neurotransmetteurs chaque seconde. L’acheminement et le traitement des informations 
par le cerveau se fait par des charges électriques appelées influx nerveux. 
L’ÉlectroEncéphaloGraphie (EEG) représente une des plus anciennes modalités de 
mesure et de suivi de l’activité cérébrale : ce procédé a été employé pour mesurer l’activité 
cérébrale des humains dès l’année 1920 par le physiologiste allemand Hans Berger. 
L’ÉlectroEncéphaloGraphie repose sur l’utilisation d’un ensemble d’électrodes apposées sur 
le scalp humain qui permettent de mesurer la valeur du potentiel électrique du cerveau. 
La popularité grandissante de l’utilisation de cette technique dans divers domaines 
d’application est justifiée par le fait que c’est un procédé simple, bien maitrisé et qui produit 
des données facilement interprétables avec une grande résolution temporelle. La figure 3.1 
montre un exemple d’un signal EEG mesuré à partir d’une électrode pendant une seconde.  
 
Figure 3.1 – Exemple de signal EEG sur une durée d’une seconde 
L’interprétation des signaux EEG peut se faire selon deux méthodes : les potentiels 
évoqués et les ondes cérébrales. 
1. La méthode des potentiels évoqués est généralement utilisée pour analyser l’impact 
d’un stimulus extérieur (visuel, auditif ou tactile) sur la morphologie (c.-à-d. la forme) 
du signal EEG brut. Cette analyse se fait sur un laps de temps d’environ une demi-
seconde suivant la présentation du stimulus. En fonction de la forme que présente le 
signal EEG, une interprétation peut être faite sur la réponse du cerveau par rapport à ce 
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stimulus. Par exemple, il est établi en neuroscience qu’une augmentation du potentiel 
environ 300 à 500 ms après la présentation d’un stimulus (par exemple l’apparition 
d’une lettre sur un écran d’ordinateur) est un signe de réaction d’attention particulière 
vis-à-vis de ce stimulus. On parle alors de la présence de la composante P300 (la lettre 
P fait référence à l’amplitude positive du signal et le 300 à son délai d’apparition 
appelé également latence). La méthode des potentiels évoqués est surtout utilisée dans 
le développement des Interfaces Cerveau-Machine (ICM) telles que « p300 speller » 
introduites par Donchin (Donchin et al., 2000). Cette interface qui se base sur la 
détection des composantes P300 permet à l’utilisateur d’écrire des lettres à l’écran (une 
lettre à la fois) uniquement en fixant une matrice 6x6 de caractères. Les lignes et les 
colonnes de cette matrice s’illuminent aléatoirement provoquant une composante P300 
chez l’individu à chaque fois que la ligne ou la colonne contenant la lettre qu’il veut 
écrire s’illumine. Des algorithmes de détection de cette composante P300 permettent 
alors à l’interface de reconnaitre cette lettre. 
2. La méthode des ondes cérébrales se base sur une décomposition du signal EEG en un 
ensemble de plages de fréquences (ou ondes cérébrales). L’interprétation du signal 
EEG se fait en fonction de la présence (ou de la prédominance) de certaines fréquences 
par rapport aux autres. Le tableau 3.1 présente des exemples de fréquences du signal 
EEG, avec les tendances mentales qui leur sont associées (Demos, 2005).  Cette liste 
de plages de fréquences n’est pas exhaustive, et est généralement utilisée dans les 
applications de suivi médical ou de biofeedback.  
La méthode des ondes cérébrales inclut également d’autres types de traitement sur les 
plages de fréquences tels que : 
 La synchronisation : comparaison de la différence d’amplitude d’une même plage de 
fréquences entre deux régions. Ceci permet de détecter la présence de certains 
traitements cognitifs (comme le raisonnement logique, le raisonnement intuitif, etc.) 
(Davidson, 1988; Ehrlichman et al., 1980).  
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 Les ratios : analyse des proportions entre deux ou plusieurs plages de fréquences 
différentes (Lubar, 1991). Nous allons nous baser sur cette technique d’analyse pour 
le calcul de l’index d’engagement mental. 
Tableau 3.1 – Exemples de fréquences du signal EEG (Demos, 2005) 
Nom de la plage Plage Exemple d’activité mentale associée 
Delta (Δ) 1-4 Hz Sommeil profond, repos et relaxation 
Theta (θ) 4-8 Hz Intuition, concentration et créativité 
Alpha (α) 8-13 Hz Repos et relaxation  
Beta (β) 13-22 Hz Traitement des informations et attention 
soutenue 
High Beta (High β) 28-32 Hz Anxiété et hyperactivité 
Gamma (γ) 38-42 Hz Traitement de tâches complexes 
3.3.2 Extraction de l’index d’engagement mental à partir des signaux EEG  
La modélisation de l’engagement mental à partir des signaux physiologiques, et plus 
particulièrement de l’activité cérébrale, a été amplement traitée dans le domaine de l’aviation 
(Freeman et al., 2000; Prinzel et al., 1995 ). L’objectif était de créer des systèmes capables 
d’automatiser l’exécution de certaines tâches du pilote sans que ce dernier perde le contrôle de 
la situation. En d’autres termes, bien que certaines tâches soient exécutées automatiquement 
par le système (tel que le suivi de la trajectoire, la surveillance de différents indicateurs de 
bord, etc.), le pilote doit toujours maintenir un bon niveau d’attention et ne pas perdre le 
contrôle par rapport à ces tâches automatisées. On parle alors d’un niveau de conscience de la 
situation « situation awarness » (Prinzel Iii et al., 2002) qui permettrait de réduire le risque 
d’erreurs ou d’accidents (par exemple lors de la reprise du pilotage manuel). L’engagement 
mental du pilote était donc considéré comme un critère fondamental dans les décisions 
d’adaptation du niveau d’automatisation. 
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Dans cette optique, Pope et ses collègues (Pope et al., 1995) à la « National Aeronautics 
and Space Administration » (NASA) ont développé un index d’engagement mental basé sur 
les ondes cérébrales et inspiré d’un ensemble de résultats de recherches neuroscientifiques sur 
l’attention, la vigilance et l’éveil mental (Davidson, 1988; Lubar, 1991; Lubar et al., 1995; 
Offenloch et al., 1990). Le calcul de cet index d’engagement se fait en établissant un ratio 
entre les trois plages de fréquences θ (4-8 Hz), α (8-13 Hz) et β (13-22 Hz) de la manière 
suivante : 
 
Les plages de fréquences θ, α et β utilisées pour l’établissement de ce ratio sont des 
plages combinées, c’est-à-dire qu'elles proviennent de la somme des plages de chaque région 
cérébrale mesurée.  
Afin de réduire les fluctuations de cet index, les auteurs recommandent de le lisser en 
utilisant une moyenne sur une fenêtre mobile d’une période de temps de 20 ou de 40 secondes. 
Ainsi, la valeur d’un index à un instant t correspond à la moyenne totale des ratios précédents 
calculée sur cette période. Par exemple, si un ratio est calculé chaque seconde, l’index 
d’engagement à un instant t, avec une fenêtre de a secondes, sera lissé de la manière suivante : 
 
Avec ,  et  les plages de fréquences combinées des différentes régions à l’instant t. 
L’utilisation de cet index d’engagement comme critère d’adaptation dans les systèmes 
de simulations de vols a permis d’améliorer considérablement les performances des pilotes et 
de réduire leurs taux d’erreurs. Pour cette raison, nous proposons dans cette thèse de l’intégrer 
dans les environnements d’apprentissage afin de suivre l’engagement mental des apprenants.  
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3.3.3 Analyse de l’index d’engagement  
L’index d’engagement ainsi calculé est généralement discrétisé en deux états possibles (positif 
ou négatif) dans le but d’avoir une idée globale sur le comportement de l’engagement mental 
(Freeman et al., 2000) : 
 L’état positif de l’index peut être interprété, selon la tâche et le contexte, comme un 
indicateur d’attention, de vigilance ou de concentration.  
 L’état négatif de l’index indique un désengagement mental. En fonction de la tâche et 
du contexte, on peut parler de relâchement mental, de manque d’implication ou encore 
de distraction.  
Deux méthodes de discrétisation des valeurs de cet index sont fréquemment employées 
(Freeman et al., 2000; Pope et al., 1995 ) : 
1. Comparaison par rapport à la valeur de référence « Baseline » : appelée également 
méthode absolue, cette technique est très utilisée dans les systèmes à base de senseurs 
physiologiques (Levenson, 1988). Son principe consiste à identifier une valeur de 
référence permettant d’évaluer les données physiologiques en provenance d’un 
senseur. Pour l’index d’engagement, une période de 5 minutes est préconisée (Freeman 
et al., 2000). La référence (ou seuil) est établie en moyennant les valeurs de l’index 
calculées sur cette période de 5 minutes. Lors de l’établissement de cette référence, 
l’individu doit être dans l’état le plus neutre possible. De cette manière, si la moyenne 
des index d’engagement d’un individu durant une activité est inférieure à cette 
référence, l’état d’engagement est considéré comme négatif. En revanche, si cette 
valeur est supérieure à la référence, l’état d’engagement est considéré comme positif.  
2. Analyse de la pente des données : Cette technique consiste à déterminer une droite 
qui s’ajuste le plus possible à l’ensemble des valeurs de l’index d’engagement dans le 
temps. Il s’agit donc de faire une régression linéaire avec la méthode des moindres 
carrés qui minimise la fonction  déterminée par : 
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Avec  la valeur de l’index d’engagement calculé à l’instant . La minimisation de cette 
fonction  permet de générer la pente  ainsi que l’ordonnée à l’origine  de cette droite de 
tendance. L’engagement mental durant une activité est considéré comme positif, si la valeur de 
cette pente est positive ; et négatif dans le cas contraire. La figure 3.2  illustre un état 
d’engagement mental positif sur une période d’une minute. 
 
Figure 3.2 –  Engagement mental positif sur une période d’une minute 
Les deux méthodes de discrétisation sont considérées comme équivalentes par les 
développeurs de cet index (Freeman et al., 1999; Pope et al., 1995; Prinzel et al., 1995). 
Toutefois, la première méthode de discrétisation est souvent utilisée pour analyser 
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rétrospectivement (en « offline ») l’évolution de l’index d’engagement lors d’une session de 
mesure, tandis que la deuxième méthode est généralement utilisée lors de l’analyse en temps 
réel (Freeman et al., 1999 ; Freeman et al., 2000 ; Prinzel et al., 2000a ; Prinzel et al., 1995). 
Dans ce chapitre, nous allons nous baser sur la première méthode de discrétisation. 
Après avoir introduit la technique d’extraction de l’index d’engagement mental à partir 
des signaux EEG, nous présentons dans la prochaine section la première expérimentation que 
nous avons réalisée en vue d’analyser la validité de cet index dans un contexte 
d’apprentissage. 
3.4 Expérience 1 : Étude de l’index d’engagement mental dans 
un contexte d’apprentissage  
L’objectif de cette étude est de mesurer l’index d’engagement mental des apprenants, et 
d’analyser la contribution que peut apporter l’utilisation de cet index dans un contexte 
d’apprentissage.  
Dans un premier temps, nous allons vérifier si cet index cérébral, qui a été utilisé 
uniquement dans un contexte de pilotage, dans des environnements hautement contrôlés et où 
les tâches à exécuter consistent à surveiller certains indicateurs de vol principalement, peut 
être valide et pertinent dans un contexte d’apprentissage, faisant intervenir des environnements 
beaucoup moins contrôlés, et où les apprenants sont amenés à exécuter des tâches beaucoup 
plus complexes, telles que le raisonnement, le calcul ou la mémorisation.  
Dans un deuxième temps, nous allons analyser les relations qui peuvent exister entre cet 
index d’engagement et les réactions émotionnelles de l’apprenant. En effet, comme nous 
l’avons évoqué dans le chapitre précédent, les émotions jouent un rôle fondamental dans 
l’apprentissage humain. L’objectif de cette analyse sera donc de mettre en évidence l’apport 
que peut avoir l’intégration de cet index dans les STEI sur le plan émotionnel. 
Nous formulons ainsi les deux hypothèses de recherche suivantes que nous tenterons de 
vérifier à travers cette première étude expérimentale : 
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(1) Les apprenants qui parviennent à maintenir un bon niveau d’engagement mental, selon 
cet index, auront tendance à obtenir de meilleures performances d’apprentissage.  
(2) L’évolution de l’index d’engagement permet de donner des indications sur l’état 
affectif de l’apprenant.  
La vérification de la première hypothèse nous permettra de confirmer la validité de 
l’index d’engagement et de souligner l’apport de l’utilisation de cette mesure cérébrale dans 
un contexte d’apprentissage. La validation de la deuxième hypothèse nous permettra 
d’affirmer que l’intégration de cet index dans les STEI peut contribuer à l’analyse des 
réactions émotionnelles des apprenants. 
Nous décrivons dans ce qui suit notre méthodologie et dispositif expérimental, et 
exposons les principaux résultats trouvés. 
3.4.1 Méthodologie et dispositif expérimental 
Afin de valider nos deux hypothèses de recherche, nous avons réalisé une expérience dans 
laquelle un certain nombre d’apprenants devaient interagir avec un environnement 
d’apprentissage de type jeu-concours. Un protocole expérimental a été mis en place afin de 
nous permettre d’enregistrer et d’analyser rétrospectivement leurs données physiologiques.  
Le dispositif expérimental utilisé dans cette expérience était constitué des éléments 
suivants (voir figure 3.3) :   
 Un bonnet EEG ajustable contenant un ensemble d’électrodes permettant de mesurer 
l’activité cérébrale. Les données en provenance de ces senseurs ont été utilisées pour 
extraire l’index d’engagement mental.   
 Des amplificateurs (un pour région mesurée) dont l’objectif est d’amplifier le potentiel 
mesuré par les électrodes. 
 Deux senseurs physiologiques pour mesurer respectivement la pression du volume 
sanguin/artériel (BVP « Blood Volume Pressure ») et la conductivité de la peau (SC 
« Skin Conductance ») utilisées pour la détection des états émotionnels des apprenants. 
   68  
 Un encodeur qui permet de récupérer les données mesurées par les différents capteurs 
et les fournir à la machine.  
 
Figure 3.3 –  Dispositif expérimental de la première expérience 
Dans cette expérience, nous avons également utilisé deux flux vidéo afin d’enregistrer 
toutes les sessions de mesures. Ceci nous a permis de revoir et analyser à postériori les 
différentes sessions, et donc de conserver uniquement les parties de l’expérience dont nous 
avons besoin pour notre analyse (ceci nous a permis par exemple d’éliminer les parties de nos 
expérimentations où l’on expliquait les principes de l’expérience  aux apprenants ou encore 
les moments d’interruption). Les différentes sources de données physiologiques ont été 
synchronisées minutieusement dans le temps, afin de faire correspondre à chaque valeur de 
l’index d’engagement mental, un état émotionnel extrait à partir des deux autres capteurs 
physiologiques (BVP et SC). De cette manière, l’analyse conjointe de l’évolution de l’index 
d’état mental avec les états émotionnels était possible. 
Par ailleurs, nous avons également enregistré deux paramètres d’interaction qui 
mesurent les performances des apprenants lors de leur interaction avec l’environnement. Ces 
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deux paramètres sont l’exactitude de la réponse fournie et le temps émis pour répondre aux 
questions posées (RT pour « Response Time »).  
Participants 
Trente-cinq apprenants ont pris part à l'expérience. Leur participation a été compensée avec 10 
dollars canadiens. Tous les participants ont signé un formulaire de consentement écrit. Les 
apprenants étaient tous francophones, étudiants de l’Université de Montréal et ne présentaient 
aucune difficulté à comprendre les questions fournies par l’environnement d’apprentissage 
utilisé dans cette expérience. 
Déroulement de l’expérience 
Avant de commencer l’expérience, les apprenants étaient équipés avec les différents senseurs 
physiologiques (EEG, BVP et SC). Puis, durant une période d’environ 5 minutes, les valeurs 
de référence (« Baseline »), pour les différents senseurs, étaient enregistrées pour chaque 
participant. Ces valeurs permettaient de fournir un état neutre pour l’analyse de l’index 
d’engagement mental à partir des signaux EEG, ainsi que les émotions à partir des senseurs 
BVP et SC. Durant cette période, les apprenants devaient se mettre dans l’état le plus neutre 
possible en fixant une croix dans l’écran ; les apprenants ont été incités à ne pas être trop 
engagés, ni trop détendus non plus. 
L’environnement d’apprentissage 
L’environnement d’apprentissage consistait en un jeu-concours ou « Quiz » dans lequel les 
apprenants devaient répondre à trois séries successives de dix questions (vrai/faux). Ce type de 
tâches est très utilisé dans l’analyse des réactions émotionnelles des apprenants surtout en 
présence de capteurs physiologiques (Kim, 2007; Kim et al., 2006; Prendinger et al., 2005b; 
Shen et al., 2009).  
En effet, ce genre d’activité sollicite généralement une bonne implication de la part des 
apprenants dans la mesure où la nature même du jeu-concours est plaisante et suscite le sens 
de la compétition et du défi chez les apprenants. De plus, en fonction du succès ou des échecs 
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dans les réponses de l’apprenant, ce type d’environnement est également propice à l’apparition 
de certaines émotions telle que la joie ou la frustration, la confusion ou l’ennui.  
La plupart des questions utilisées dans notre environnement étaient relativement simples 
et ne nécessitaient aucun prérequis ou compétence particuliers. Cependant, un bon niveau 
d’attention et de vigilance de la part des apprenants était nécessaire pour éviter de faire des 
erreurs faciles. Les questions étaient choisies de façon à ce que si le niveau d’attention baissait 
chez un apprenant, celui-ci pourrait alors commettre très facilement une erreur. Certaines 
questions évidentes, en apparence, étaient spécifiquement conçues pour induire délibérément 
les apprenants en erreur. Les apprenants étaient parfois tellement sûrs de l’exactitude de leur 
réponse que la découverte du contraire générait chez eux de l’étonnement voire même de la 
frustration et de la contrariété. 
Le temps alloué pour répondre à chaque question était limité à 20 secondes. Cette 
contrainte temporelle a été ajoutée dans le but de provoquer un certain degré de stress ou 
d’excitation chez les apprenants durant cette phase de question-réponse.  
Avant le début du test, les apprenants ont été informés qu’une réponse correcte leur 
rapporterait un point, alors qu’une réponse incorrecte ou une absence de réponse valaient zéro 
point. Ils étaient aussi informés que l’objectif était d’obtenir le plus de points possible dans les 
limites de temps imposées. 
La première série de questions se rapportait à des connaissances générales en 
géographie. Un exemple de ces questions était : « Est-ce que Rio De Janeiro est la capitale du 
Brésil ? ». La deuxième série de questions portait sur la vérification orthographique. Les 
participants devaient déterminer si un mot présenté à l’écran était correctement orthographié 
ou pas. Les mots étaient présentés un par un à l'écran, et certains pouvaient contenir des 
erreurs d’orthographes communément commises, que l’apprenant peut ne pas détecter s’il 
n’est pas suffisamment attentif. Un exemple de ces mots mal orthographiés : les mots 
«Dilemne» ou «Suppérieur ». Enfin, la troisième série de questions nécessitait un certain 
niveau de raisonnement, les participants devaient répondre par vrai ou faux à des énoncés de 
logique, par exemple : « si X < Y - 2, alors X < Y ». 
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Après chaque réponse fournie, le système interagissait avec les apprenants pour leur 
indiquer si leurs réponses étaient correctes ou pas. Pour cela, des messages textuels 
comportant des connotations émotionnelles particulières étaient affichés. En cas de réponse 
correcte, le message était encourageant, par exemple : « Excellente réponse ! Tu as l’air d’être 
bien concentré ». Dans le cas contraire, un conseil ou un message d’empathie était affiché, par 
exemple : « Mauvaise réponse ! Tu dois te concentrer davantage » ou « Je suis sûr que tu 
avais la bonne réponse ». L’objectif derrière la mise en place de ces messages était 
d’accentuer les manifestations émotionnelles lors de l’interaction. Cette stratégie à base de 
messages a été employée dans plusieurs études sur les réactions émotionnelles physiologiques 
des apprenants lors de jeu-concours (p.ex. (Ochs et al., 2004; Prendinger et al., 2005b)).  
3.4.2 Enregistrement des signaux EEG 
Durant l’acquisition des données, les apprenants étaient équipés d’un bonnet EEG (de la 
marque « Electro-Cap ») ; les signaux ont été recueillis à partir de six régions actives. Les 
quatre premières régions sont situées sur le scalp aux emplacements P3, C3, Pz et Fz, tels que 
définis par la norme internationale 10-20 (Jasper, 1958), et référencés par rapport à Cz. Les 
deux dernières régions correspondent aux emplacements A1 et A2, soient respectivement le 
lobe de l’oreille gauche et le lobe de l’oreille droite.  
 
Figure 3.4 – Emplacements des canaux EEG 
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Cette configuration particulière — appelé également montage — est désignée 
techniquement par « the referential linked ears montage », illustrée dans la figure 3.4. En 
résumé, cette configuration permet de recentrer le signal par rapport aux deux hémisphères. Ce 
type de montage permet d'obtenir mathématiquement un signal EEG beaucoup plus précis et 
plus net en corrigeant le signal provenant de chaque emplacement du scalp par rapport à celui 
du milieu du cerveau. Par exemple, le signal C3 corrigé sera donné de la façon suivante : 
 
 L’impédance des électrodes a été maintenue en dessous de 5 Kilos Ohms durant toute la 
durée de l’expérimentation, en appliquant un gel non collant sur les emplacements mesurés. 
Ce seuil d’impédance est un indicateur de la qualité de contact entre l’électrode et le crâne. 
Une impédance réduite permet de diminuer le bruit et donc d’avoir une bonne qualité de signal 
(Reilly, 1999). Le taux d'échantillonnage pour l’enregistrement du signal EEG était de 256 Hz. 
De plus, comme le signal électrique du cerveau est très faible (de l’ordre de microvolts : 
10
-6
 volts) et qu’il est très souvent bruité, le signal EEG a été amplifié et filtré. Les sources du 
bruit sont notamment l'électricité statique ou les champs électromagnétiques produits par les 
appareils environnants. Un filtre coupe-bande de 60 Hz a été appliqué pour éliminer ces 
interférences durant la phase d'acquisition des données. Il est important de préciser qu'un filtre 
coupe-bande de 50 Hz doit être utilisé en Europe, où la distribution de l’électricité (110 volts) 
diffère de celle de l'Amérique du Nord (120 volts). 
Outre les bruits externes, le signal EEG peut être fortement contaminé par des artefacts 
qui proviennent des mouvements du corps ou des clignements très fréquents des yeux. Par 
conséquent, un filtre passe-haut de 48 Hz et un filtre passe-bas de 1 Hz ont été appliqués pour 
éliminer ces artefacts. 
Extraction de l’index d’engagement à partir des signaux EEG. L’index d’engagement a 
été dérivé à partir des signaux EEG en appliquant une Transformée de Fourrier Rapide (TFR). 
Les bandes de fréquences θ (4-8 Hz), α (8-13 Hz) et β (13-22 Hz) en provenance de chaque 
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région ont été extraites pour calculer un index d’engagement chaque seconde en utilisant la 
procédure décrite dans la section 3.3.2 de ce chapitre.  
3.4.3 Détection des émotions à partir des senseurs physiologiques 
La méthode utilisée pour la détection des états émotionnels des apprenants se base sur la 
transformation des données en provenance des senseurs physiologiques BVP et SC selon les 
deux indicateurs suivants : 
 La fréquence cardiaque « Heart Rate » (HR) : mesure les variations issues des 
contractions des muscles du cœur. Cette mesure est calculée à partir de l’intervalle de 
temps entre les variations des données en provenance de la pression du volume 
sanguin. Plus précisément, il s’agit de mesurer l’intervalle, calculé en millisecondes, 
qui existe entre chaque deux battements successifs « interbeat interval » (IBI). Comme 
illustré par la figure 3.5, il s’agit de repérer les pics successifs dans les données en 
provenance du senseur BVP. La fréquence cardiaque est donnée par l’équation 
suivante : 
 
Le numérateur désigne une minute exprimée en millisecondes. L’unité de la fréquence 
cardiaque est le battement par minute ou «beat per minute »  (BPM). 
 
Figure 3.5 – Exemple d’un signal BVP  
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 La réponse (résistance) galvanique de la peau « Galvanic Skin Response (Resistance) » 
(GSR) : est une mesure du réflexe psycho-galvanique (ou réponse électrodermale) 
extraite à partir du senseur de conductivité de la peau (SC). Cet indicateur traduit 
l’activité des glandes sudoripares particulièrement présentes sur les mains et les pieds, 
responsables de la sécrétion de la sueur (Gil, 2009).  
Les signaux physiologiques ont été enregistrés avec un taux d'échantillonnage de 
1024 Hz.  
Ces deux mesures sont très largement utilisées dans la détection et le suivi des états 
émotionnels (Healey, 2000; Jraidi et al., 2010c; Kim, 2007; Prendinger et al., 2005b; Shen et 
al., 2009). Le principe de cette approche consiste à utiliser ces indicateurs pour caractériser 
l’état émotionnel en terme de valence et d’activation, et à les projeter dans l’espace 
bidimensionnel du modèle d’émotions.  
En effet, comme nous l’avons spécifié dans le chapitre 2, le rythme cardiaque est utilisé 
comme un indicateur de la valence de l’émotion. Cet indicateur fait apparaître trois phases lors 
d’une manifestation émotionnelle chez un individu, à savoir : (1) une décélération de l’activité 
(2) suivie d’une phase d’accélération (3) et enfin une seconde phase de décélération. Plusieurs 
études ont montré qu’une émotion négative implique une première décélération de l’activité 
cardiaque plus importante qu’une émotion positive, tandis qu’une émotion positive provoque 
une accélération plus importante qu’une émotion négative (Lang, 1995; Picard, 1997). Ainsi, 
plus la valence d’une émotion est positive, plus la valeur du HR augmente par rapport à une 
valeur de référence au repos. Le HR permet alors de situer l’état émotionnel par rapport à 
l’axe horizontal de la valence du modèle bidimensionnel des émotions. 
Le GSR est utilisé pour déterminer l’activation ou l’intensité de l’émotion. Lorsque le 
système nerveux humain est stimulé émotionnellement, il active des glandes de sudation de la 
main et des pieds provoquant la sécrétion d’une substance saline. Ceci réduit la résistance 
électrique de la peau, et par conséquent, augmente la réponse galvanique mesurée. À titre 
d’exemple, plusieurs personnes ont les mains moites lorsqu’elles sont stressées ou tendues. 
Ainsi plus la mesure du GSR est forte par rapport à une valeur de référence, plus l’intensité 
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émotionnelle est grande, et vice versa. L’indice de résistance GSR permet de situer l’état 
émotionnel par rapport à l’axe vertical du modèle bidimensionnel des émotions. La Figure 3.6  
illustre le principe général de fonctionnement de cette approche. 
 
Figure 3.6 – Transposition des signaux physiologiques BVP et SC pour la détection des 
émotions. 
Tout comme la plupart des travaux qui se basent sur l’approche dimensionnelle dans la 
modélisation des émotions, nous avons opté pour une division de cet espace en quatre sous-
espaces émotionnels regroupant des classes d’émotions (Prendinger et al., 2005a; Strain et al., 
2011; Yoo et al., 2005). Plus précisément, l’espace bidimensionnel des émotions est divisé 
selon la valence et l’activation en quatre régions appelées quadrants émotionnels (voir figure 
3.7). Le quadrant émotionnel de l'apprenant est déterminé en normalisant et en comparant les 
variations des signaux HR et GSR par rapport aux valeurs de référence. Ainsi, selon les 
valeurs des indicateurs HR et GSR, les apprenants peuvent passer d’un quadrant à l’autre, 
selon leur état émotionnel. Les quadrants considérés dans nos analyses sont : 
 Le quadrant Q1 : inclut des émotions positives à fortes intensités telles que la joie, la 
surprise et l’excitation. 
 Le quadrant Q2 : inclut des émotions positives de faibles intensités. L’apprenant est 
dans un état calme et détendu. 
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 Le quadrant Q3 : contient des émotions négatives de fortes intensités. Celui-ci inclut 
des émotions comme la confusion, le stress, la frustration ou la colère. 
 Le quadrant Q4 : regroupe des émotions négatives de basses intensités comme l’ennui 
par exemple.  
 
Figure 3.7 – Espace bidimensionnel valence/activation des émotions avec les 4 quadrants 
3.5 Résultats expérimentaux 
Durant nos expérimentations, chaque indice d'engagement mental calculé a été associé à l'un 
des quatre quadrants de l'espace bidimensionnel des émotions décrit précédemment, et ce pour 
tous les apprenants. Une analyse corrélationnelle entre l’indice d’engagement et les 
performances des apprenants a également été réalisée.  Les résultats obtenus sont présentés 
dans les quatre sous-sections suivantes. 
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3.5.1 Analyse du comportement de l’index d’engagement par rapport aux 
performances 
Notre premier objectif a été de vérifier si l’index d’engagement peut donner une indication sur 
les performances des apprenants. Pour cela, nous avons analysé la relation entre le niveau de 
l'engagement mental et les performances dans la tâche mesurée par le score total obtenu. Deux 
groupes d’apprenants ont été considérés :  
 (G1) Les apprenants dont le niveau d'engagement moyen était inférieur par rapport à 
leur valeur de référence (Baseline) sur toute la durée de l'expérience. Ces apprenants 
présentaient donc, selon l’interprétation de cet index, un niveau d’engagement 
globalement faible.  
 (G2) Les apprenants, dont le niveau d'engagement était supérieur à leur valeur de 
référence sur toute la durée de l’expérience. Le niveau d’engagement pour ces 
apprenants était considéré comme globalement élevé. 
Les résultats d'une analyse de variance (ANOVA) à un facteur ont montré que les 
performances dans le groupe G2 étaient significativement plus élevées que dans le groupe G1 : 
F(1, 33) = 19.782, p < 0.001. Le tableau 3.2 montre la moyenne et l’écart type des 
performances réalisées dans les deux groupes. 
Tableau 3.2 – Comparaison des performances entre les groupes G1 et G2 
 M (moyenne) SD (écart type) 
G1 : mentalement moins engagés  16.00 3.120 
G2 : mentalement engagés 19.78 2.025 
Ce premier résultat a montré que l’index d’engagement peut donner une indication 
qualitative sur les performances des apprenants, surtout dans ce genre de tâche où la vigilance 
et l’attention jouent un rôle clé pour l’obtention de bonnes performances. En effet, maintenir 
un bon niveau d’engagement augmente la chance de discerner et d’éviter les différents pièges 
présents dans les questions. Les apprenants qui ont su maintenir un bon niveau d’engagement 
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mental tout au long de la session selon cet index ont pu réaliser un score significativement plus 
élevé.   
3.5.2 Analyse de l’index d’engagement avec les indicateurs physiologiques 
émotionnels, le temps de réponse et les performances 
Étant donné qu’il existe un rapport entre la performance globale et le niveau d’engagement des 
apprenants, nous nous sommes intéressés à examiner la relation qui pourrait exister entre 
l’évolution de l’index EEG d’engagement, le comportement dans la tâche (en termes de temps 
émis pour répondre aux questions et exactitude des réponses) et les indicateurs physiologiques 
émotionnels.  
Une régression linéaire a été réalisée avec comme variable dépendante la valeur 
moyenne de l'index d'engagement sur chaque question. Les quatre facteurs prédictifs introduits 
dans le modèle de régression sont : (1) la moyenne de la fréquence cardiaque (HR), (2) la 
moyenne de la réponse galvanique de la peau (GSR), (3) le temps de réponse (RT) à la 
question courante, et (4) le résultat réalisé par l’apprenant dans la question courante (codé par 
+1 s’il s’agit d’une bonne réponse et -1 dans le cas contraire). 
Le modèle global était statistiquement significatif : F(4,947) = 121.45, p < 0.01 ; 
R
2
 = 0.289. L'analyse conditionnelle de l'effet principal a montré un effet significatif du HR 
(beta = -0.001, p < 0.05), du GSR (beta = .42, p < 0.05) ainsi que du RT (beta = 0.21, 
p < 0.05).  En revanche, il n’y avait pas d’effet significatif de la réponse de l’apprenant 
(beta = 0.03, p = 0.46).  
Ce résultat démontre que même si, sur l’ensemble de la session, les apprenants qui 
étaient les mieux engagés mentalement avaient de meilleurs résultats, cet effet n’était pas 
observé pour chaque question prise à part. En effet, ce résultat — bien qu’il est contre-intuitif 
au premier abord — confirme plusieurs tendances qu’on a remarquées lors de l'analyse de ces 
différentes sessions. 
En effet, le comportement de l’engagement mental des apprenants pouvait varier 
énormément selon le déroulement et l’enchaînement des réponses. Pour certains apprenants, 
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une série de mauvaises réponses consécutives réduisait considérablement leur niveau 
d’engagement mental. Une sorte de relâchement voire de lassitude apparait et les apprenants 
semblaient de plus en plus désengagés par rapport à la tâche. Paradoxalement, ce même effet 
de décroissance de l’engagement mental a été observé, mais dans le cas d’une série 
consécutive de bonnes réponses. Après un enchainement de bonnes réponses, les apprenants 
avaient tendance à se détendre, à être plus surs d’eux-mêmes et donc à faire moins attention 
dans leurs réponses, moins relire les questions, etc.  
Ces constatations confirment la nature complexe de la relation qui existe entre 
l’engagement et les performances. Les systèmes doivent être capables de reconnaître les 
différentes tendances dans l’engagement mental des apprenants, et intervenir intelligemment 
soit pour maintenir un bon niveau d’engagement, ou pour le redresser (l’augmenter). La 
gestion de l’état mental d’engagement à travers cet index EEG semble ainsi une solution 
avantageuse pour les environnements d’apprentissage.  
Par ailleurs, bien que la valeur de son coefficient bêta ne soit pas très grande, la relation 
entre la variable RT et l’index d’engagement était prévisible vu la nature de la tâche exécutée 
par les apprenants. En effet, en répondant aux questions, plus les apprenants prenaient leurs 
temps pour répondre (lecture et analyse de la question, réflexion, etc.), plus leurs index 
d’engagement étaient importants. Ce résultat démontre une certaine fiabilité de cet index dans 
la mesure où son évolution par rapport au temps de réponse était cohérente avec l’esprit de la 
conception de ce test. Un apprenant qui n’est pas attentif et qui se précipite dans sa réponse 
peut ne pas déceler les pièges existants dans les questions. 
Le résultat de cette régression a également montré l’existence d’une relation entre les 
indicateurs physiologiques émotionnels (à travers le HR et le GSR) et l’engagement mental. 
Lors d’une réponse, l’engagement mental d’un apprenant peut alors s’accompagner de 
certaines manifestations émotionnelles exprimées par ces indicateurs émotionnels. 
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3.5.3 Corrélations de l’indice d’engagement avec les signaux GSR et HR  
Afin de mieux comprendre la nature de la relation qui existe entre les indicateurs 
physiologiques émotionnels et l’index mental d’engagement, une corrélation bivariée a été 
calculée entre l'indice d'engagement et la moyenne des signaux HR et GSR pour tous les 
apprenants. 
Les résultats ont montré l’existence d’une relation significative entre l'indice 
d'engagement et le signal GSR (r = 0.68, p = 0.032), et une relation non significative entre 
l'index d'engagement et le signal HR (r = -0.042, p = 0.197).  
L’index d’engagement semble donc avoir une relation avec la dimension d’activation du 
modèle émotionnel. Plus l’engagement mental est élevé, plus l’intensité des émotions 
ressenties par les apprenants augmente. En revanche, il n’y avait pas de relation significative 
entre l’engagement et la dimension de valence du modèle. 
En raisonnant en terme de quadrants émotionnels, on peut faire les constatations 
suivantes : 
 Le passage du quadrant émotionnel Q1 au quadrant Q3 (p.ex. l’apprenant passe d’un 
état joyeux à un état confus) ou de Q2 à Q4 (p.ex. l’apprenant passe d’un état détendu 
à un état d’ennui), causé par un changement dans la valence (calculée à partir des 
signaux HR), a un effet insignifiant sur l'indice d'engagement. 
 Le passage du quadrant émotionnel Q1 au quadrant Q2 (p.ex. l’apprenant passe d’un 
état joyeux à relaxe) ou de Q3 à Q4 (p.ex. l’apprenant passe d’un état confus à un état 
d’ennui), causé par un changement dans l’activation (calculée à partir des signaux 
GSR), est accompagné d’un changement significatif dans la tendance d’évolution de 
l'index d'engagement. 
La figure 3.8 montre un exemple de l’augmentation visible de l’indice d'engagement 
d'un apprenant suite à une bonne réponse. Nous pouvons clairement observer qu’à la suite 
d’une bonne réponse, l’état émotionnel de l’apprenant a tout de suite changé du quadrant Q2  
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vers Q1 (par exemple de stressé à content) résultant en une augmentation de l'engagement 
mental. 
 
Figure 3.8 – Changement de l’indice EEG d’engagement mental à travers les quadrants 
émotionnels Q1 et Q2 
3.5.4 Relation entre l’état émotionnel et l’index d’engagement  
À travers le résultat précédent, nous avons pu observer que l’index d’engagement peut donner 
une indication sur les dimensions émotionnelles. Pour mieux analyser la relation entre ces 
deux variables, une ANOVA à un facteur a été effectuée avec comme variables indépendantes 
les quadrants émotionnels et comme variable dépendante l’index d’engagement. Les résultats 
ont montré qu'il y a un effet principal significatif de l'état émotionnel sur la valeur de l'indice : 
F(3, 6064) = 115.749, p < 0.05  pour tous les participants.  
Plus précisément, l'analyse de ce résultat a révélé que les valeurs moyennes de l'indice 
d’engagement étaient significativement plus élevées lorsque l'état émotionnel de l'apprenant 
était dans Q1 (valence positive et activation élevée : M = 0.769, SD = 0.085) par rapport aux 
autres quadrants (voir figure 3.9). Ainsi, les émotions positives qui surviennent dans le 
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quadrant Q1 (comme la joie ou l'excitation) se sont accompagnées avec le plus haut niveau 
d'engagement comparé aux autres quadrants. 
 
Figure 3.9 – Moyenne de l’indice d’engagement selon les quatre quadrants 
Par ailleurs, la deuxième plus grande moyenne de l’indice d'engagement a été trouvée 
dans Q3 (valence négative et activation élevée : M = 0.743, SD = 0.074), soulignant ainsi que 
les émotions associées à cet état (p. ex. : la confusion ou la frustration) pouvaient également 
être synonymes d’un niveau élevé d'engagement chez les apprenants.  
Pour mieux comprendre ce résultat, nous donnons l’exemple suivant qui était très 
récurrent au cours de cette expérience : l'apprenant répond à une question en étant confiant que 
sa réponse est correcte, mais le système indique qu’au contraire, la réponse était erronée, 
suscitant chez l’apprenant une émotion négative à forte intensité comme la confusion ou la 
frustration (quadrant Q3). Suite à cette erreur, le niveau d'engagement de l’apprenant peut 
spontanément augmenter, tout en restant dans le même état émotionnel, dans le but de ne pas 
se tromper une deuxième fois. 
Enfin, les deux plus faibles moyennes de l’indice d'engagement ont été recensées dans 
les quadrants Q2 (valence positive et activation négative : M = 0.72, SD = 0.086) et Q4 
(valence négative et activation négative : M = 0.712, SD = 0.105). Ce résultat montre que les 
émotions avec un faible niveau d’activation (ennui, relaxe, etc.) se manifestent avec un faible 
index d’engagement mental. 
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3.6 Discussion 
Nous avons choisi de faire notre première évaluation de cet index EEG d’engagement à travers 
une tâche d’apprentissage (jeu-concours) relativement facile et plaisante, mais qui nécessite un 
bon niveau d’attention et de vigilance pour pouvoir réaliser de bonnes performances.   
L’analyse des résultats a montré que conformément à ce qui a été prévu lors de la 
conception du jeu-concours, les apprenants qui avaient maintenu un bon niveau d’engagement 
selon cet index (valeur moyenne supérieure à la valeur de référence) avaient obtenu les 
meilleures performances sur l’ensemble des questions. De même, l’index d’engagement a 
montré une variation linéaire avec le temps de réponse des apprenants. Ce comportement est 
également cohérent avec la conception du jeu-concours dans la mesure où dans ce genre 
d’activités, plus les apprenants prenaient leurs temps pour répondre, plus ils étaient 
susceptibles de faire attention aux éléments de la question, de réfléchir, de vérifier leurs 
réponses, etc. 
Ces résultats viennent donc confirmer cet index à fournir des indications sur la manière 
avec laquelle les apprenants abordent les tâches demandées en matière d’engagement, 
d’attention et de vigilance. Ainsi l’utilisation de cet index dans un STEI permettra 
d’augmenter leurs capacités à suivre le processus d’apprentissage et à s’adapter en 
conséquence. 
D’un autre côté, les analyses de cet index avec les quadrants émotionnels déduits à partir 
des indicateurs physiologiques (HR et GSR) ont montré que l’index d’engagement pouvait 
également renseigner sur l’état émotionnel de l’apprenant. En particulier, les valeurs 
moyennes de cet index, qui étaient associées aux différents quadrants émotionnels, étaient 
compatibles avec plusieurs résultats expérimentaux et théoriques précédents, qui se sont 
intéressés à étudier la relation entre l’engagement et les émotions. En effet, nous avons trouvé 
que les apprenants qui avaient globalement le meilleur niveau d’engagement dans l’activité, 
selon cet index, exprimaient des émotions positives à forte intensité (Q1). Ceci est en accord 
avec plusieurs résultats qui soutiennent la corrélation entre l’apparition des émotions positives 
(comme la joie) et l’augmentation de l’attention (Fredrickson, 2001; Fredrickson et al., 2005). 
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De plus, selon ce même index, les émotions négatives à forte intensité dans Q3 se sont 
également accompagnées d’un niveau d’engagement élevé. Ce résultat est aussi compatible 
avec plusieurs études qui insistent sur le rôle fondamental de telles émotions comme la 
confusion ou le stress (émotions présentes dans Q3) dans le processus d’apprentissage. En 
effet, ces émotions sont considérées, par plusieurs auteurs, comme des facteurs stimulateurs 
essentiels dans la construction des connaissances (Baker et al., 2010; Craig et al., 2004 ; 
D’Mello et al., 2014 ; Muse et al., 2003).  
Le faible niveau d’engagement trouvé dans le quadrant Q2 et surtout Q4, qui enregistre 
le plus faible niveau d’engagement mental moyen chez les apprenants, est compatible avec la 
théorie de l’immersion mentale de Csikszentmihalyi (1990, 1997), selon laquelle il existe un 
état optimal d’interaction (appelé « flow »), de grande concentration, dans lequel l’apprenant 
est complément absorbé par une tâche, pour laquelle il éprouve un très grand intérêt 
(Csikszentmihalyi, 1990; Csikszentmihalyi, 1997). Cet auteur affirme que la présence 
d’émotions comme l’ennui (émotion présente dans Q4) est un signe d’un manque d’immersion 
et d’engagement dans la tâche. Cette conclusion a été également reprise par plusieurs études 
expérimentales qui ont souligné l’effet négatif de l’ennui sur le niveau d’engagement des 
apprenants dans les tâches d’apprentissage (Baker et al., 2010; D'Mello et al., 2011). Selon 
D’Mello et Graesser (2011), l’état d’ennui est plus persistant dans le temps que les autres 
états ; conséquemment, il est plus difficile de réengager l’apprenant dans une tâche s’il ressent 
de l’ennui.  
Ainsi, l’analyse de l’index d’engagement a montré sa capacité à fournir des indications 
pertinentes sur les manifestations émotionnelles qui accompagnent l’interaction des 
apprenants avec le système. Ceci renforce notre idée sur l’importance de l’intégration de cet 
index dans les STEI pour le suivi et la gestion de l’engagement mental des apprenants.  
3.7 Conclusion 
Dans ce chapitre, nous nous sommes intéressés au premier indicateur cérébral que nous 
voulons intégrer dans les STEI à savoir l’index d’engagement mental. Cet index, qui est extrait 
à partir des signaux EEG des apprenants, a été développé dans la NASA pour évaluer le 
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niveau d’attention des pilotes dans le cadre de simulations de vols. Nous avons proposé, à 
travers une étude expérimentale, d’évaluer cet indicateur cérébral dans une situation 
d’apprentissage.  
Les résultats de cette étude ont permis de confirmer la validité de cet index 
d’engagement et sa capacité à fournir des indications sur le comportement des apprenants au 
cours de leurs interactions avec un environnement d’apprentissage (de type jeu-concours). En 
effet, nous avons trouvé que cet index était relié aux performances des apprenants en termes 
de résultats réalisés et de temps de réponse. Notre étude a aussi démontré que l’index 
d’engagement permet de donner également des indications sur les états émotionnels des 
apprenants. En effet, nous avons trouvé que cet indicateur était relié aux réponses 
émotionnelles de l’apprenant mesurées en terme de rythme cardiaque et de réponse galvanique 
de la peau.  
Dans le chapitre suivant, nous allons nous intéresser à un autre indicateur mental extrait 
à partir de l’activité cérébrale, et que nous proposons d’intégrer dans les STEI, à savoir : la 
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Chapitre 4 
Modélisation de la charge mentale de travail 
des apprenants 
4.1 Introduction 
Ce chapitre s’inscrit dans la continuité du premier objectif de cette thèse qui vise à augmenter 
les STEI par des indicateurs cérébraux dans le but d’améliorer leurs capacités à analyser et 
interagir en fonction de l’état de l’apprenant. En effet, dans le chapitre précédent, nous nous 
sommes intéressés à notre premier indicateur cérébral : l’index d’engagement ; nous avons pu 
démontrer que cet index fournit des indications pertinentes quant au déroulement du processus 
d’apprentissage ainsi qu’à l’état émotionnel de l’apprenant. Dans ce chapitre, nous nous 
intéressons au deuxième indicateur cérébral que nous proposons d’intégrer dans les STEI à 
savoir l’indicateur de charge mentale de travail (CMT).  
Bien qu’elle ait un impact direct sur les capacités cognitives (Meshkati et al., 2011), et 
l’apprentissage en  particulier (Paas et al., 2003), la notion de charge mentale de travail 
(appelée également charge cognitive « cognitive load ») n’a pas été suffisamment abordée 
dans les STEI. De plus, contrairement à l’engagement mental pour lequel nous nous sommes 
basés sur un index cérébral utilisé dans les neurosciences, il n’existe pas dans la littérature de 
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modèle préétabli pour la charge mentale de travail, que nous pourrons intégrer directement 
dans les STEI. 
Ainsi, dans ce chapitre nous présentons notre approche pour modéliser la CMT des 
apprenants à partir de l’activité cérébrale. Nous nous intéresserons également à analyser 
conjointement l’indicateur cérébral de CMT avec l’index d’engagement et les émotions, afin 
d’évaluer l’impact de ces deux index dans le suivi de l’expérience d’apprentissage. En effet, 
l’objectif ultime de cette thèse sera de proposer un système adaptatif qui permettra de détecter 
en temps réel l’état mental de l’apprenant et d'ajuster ses stratégies d’interventions en fonction 
de cet état. 
Avant cela, nous présentons dans ce chapitre la deuxième étude expérimentale que nous 
avons réalisée pour modéliser la CMT dans un contexte d’apprentissage et évaluer la relation 
entre cet index, l’index d’engagement et les émotions. Le but de cette étude est tout d’abord 
(1) d’entrainer un modèle de CMT, de le valider et d’évaluer son impact sur le déroulement de 
la session d’apprentissage. Nous allons ensuite (2) analyser, à travers cette étude, 
l’engagement mental de l’apprenant. Ceci nous permettra d’évaluer le comportement de cet 
index dans un contexte d’apprentissage différent de celui que nous avons étudié dans le 
chapitre précédent. En effet, l’environnement d’apprentissage que nous allons utiliser pour 
cette deuxième étude est beaucoup plus complexe que l’environnement que nous avons utilisé 
pour la première expérience : les apprenants vont être amenés à suivre un cours portant sur la 
trigonométrie, suivi d’une session de résolution de problèmes. Ceci nous permettra ainsi de 
valider la pertinence de cet index. Nous allons enfin (3) examiner la relation entre les deux 
index cérébraux (engagement et CMT) et les émotions de l’apprenant, afin de vérifier que ces 
index sont associés aux émotions. 
Ce chapitre est organisé de la façon suivante. Dans la deuxième section, nous présentons 
la notion de charge mentale de travail. Dans la troisième section, nous décrivons notre 
protocole expérimental. La quatrième section sera consacrée à notre approche pour modéliser 
la charge mentale de travail, et la cinquième section présentera les résultats de notre étude.  
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4.2 La charge Mentale de travail 
La charge mentale de travail est définie d’une manière générale comme étant la quantité 
d’effort mental mise en œuvre par un individu pour faire face aux exigences d’une tâche 
(Barrouillet, 1996 ; Tricot et al., 1996). Par effort mental, on sous-entend le degré de 
mobilisation des ressources cognitives telles que le traitement des informations, la prise de 
décision, la mémorisation à court et moyen terme, etc. (Parasuraman et al., 2002; Vidulich et 
al., 2012). 
Dans le contexte d’apprentissage, la charge mentale de travail représente la quantité 
d’effort mental investi par un apprenant lors de l’acquisition de nouvelles connaissances ou 
compétences, ou encore au cours de situations nécessitant l’application de connaissances ou de 
compétences (Paas et al., 2003). La charge mentale de travail est conjointement dépendante 
des deux caractéristiques suivantes : 
 La tâche d’apprentissage : en effet, selon la théorie de la charge cognitive (« cognitive 
load therory ») qui s’est développée avec les travaux de Sweller (1988) portant sur la 
relation entre la charge cognitive et l’apprentissage, la nature et la conception de la 
tâche ainsi que ses exigences en termes de performance ont une grande incidence sur le 
niveau de charge mentale de travail des apprenants (Sweller, 1994, 2003; Sweller et al., 
2011). Par exemple, une activité d’apprentissage mal conçue (contentant des 
informations superflues et mal structurées, des énoncés non clairs, etc.) augmente 
considérablement le niveau de charge mentale de travail des apprenants. 
 Les apprenants : le niveau de charge mentale de travail des apprenants peut dépendre 
de plusieurs facteurs internes qui varient dans le temps et selon les individus. Parmi les 
facteurs propres à l’apprenant, on peut citer : ses ressources cognitives (c’est-à-dire les 
ressources disponibles à un instant donné), les capacités cognitives (c’est-à-dire les 
ressources maximales qu’il peut mobiliser), son niveau de compétence (appelé 
également puissance cognitive), sa motivation, etc. (Cain, 2007; Hancock et al., 1986; 
Lee et al., 2006; Meshkati et al., 2011; Welford, 1978).  
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Malgré sa complexité, la notion de charge mentale de travail a toujours suscité l’intérêt 
des scientifiques en particulier dans le domaine de l’apprentissage (Lee et al., 2006). L’une 
des raisons principales de cet intérêt est que les capacités cognitives et plus particulièrement la 
mémoire de travail (c’est-à-dire la mémoire à court et à moyen terme) disposent d’une 
capacité limitée. Ainsi, l’apprenant est souvent confronté à des situations d’apprentissage dans 
lesquelles la quantité d’informations à traiter dépasse ses capacités cognitives. On parle alors 
d’un état de surcharge cognitive (« mental overload »), appelé également saturation cognitive 
(Kirsh, 2000; Mayer et al., 2003). Cet état affecte énormément le processus d’apprentissage et 
peut carrément le paralyser (Eppler et al., 2004; Hung, 2012). En effet, lorsqu’un apprenant 
commence à être surchargé, ses performances se dégradent rapidement et ses erreurs 
s'accroissent. Il commence également à éprouver des difficultés à comprendre la matière, à 
bien raisonner et à organiser ses connaissances. Il devient également moins créatif, plus 
anxieux et stressé et fait de plus en plus de mauvais choix.  
L’état de sous-charge cognitive (« mental underload ») est également considéré comme 
un état négatif pour le processus d’apprentissage (Paas et al., 2004; Paas et al., 2003). En effet, 
la sous-charge cognitive désigne un faible niveau d’effort mental fourni par l’apprenant 
comparé à ce qui est demandé ou prévu par la tâche. De la même manière que la surcharge 
cognitive, ce manque d’investissement dégrade les performances des apprenants et augmente 
le nombre de leurs erreurs et de fausses conceptions (Paas et al., 2004; Young et al., 2002). Par 
exemple, un apprenant qui ne fait pas l’effort nécessaire pour lire, comprendre et assimiler 
tous les éléments d’un problème risque de mal le résoudre.   
Ainsi, la modélisation de la charge mentale de travail dans les environnements 
d’apprentissage permettra de mieux adapter leurs interactions et d’éviter l’occurrence de la 
surcharge ou de la sous-charge cognitive. Le déroulement du processus d’apprentissage doit 
être adapté intelligemment par les systèmes de façon à mettre l’apprenant dans une zone de 
confort cognitif située entre la surcharge et la sous-charge (Hoc et al., 2003; Paas et al., 2004).  
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4.2.1 Modélisation de la charge mentale de travail 
La modélisation de la charge mentale de travail dans l’Interaction Homme-Machine utilise 
principalement trois catégories de mesures (Cain, 2007) : 
1. Les questionnaires d’auto-évaluation : appelés également mesures subjectives, ces 
questionnaires psychologiques permettent de déterminer la charge mentale de travail 
telle qu’elle est perçue par l’apprenant. Parmi les questionnaires les plus utilisés, on 
peut citer la technique d’évaluation subjective de la charge mentale de travail 
(« Subjective Workload Assessment Technique ») (SWAT) (Reid et al., 1988) ou 
encore l’instrument NASA TLX (Hart et al., 1988a) que nous présenterons plus tard 
dans ce chapitre. 
2. Les mesures de performances : appelées également mesures objectives, elles sont 
extraites à partir de la manière avec laquelle les individus exécutent la tâche. Ces 
mesures incluent notamment la performance (ou l’efficacité), le taux d’erreur, le temps 
d’exécution, le taux de réussite par rapport au taux d’échec, etc. 
3. Les mesures physiologiques : parmi les indicateurs physiologiques utilisés pour 
mesurer la charge mentale de travail, on peut citer le mouvement des yeux, le rythme 
cardiaque, la réponse galvanique de la peau et l’activité cérébrale.  
Nonobstant l’utilisation de ces indicateurs dans la modélisation de la charge mentale de 
travail dans divers contextes, plusieurs limites sont à signaler (Cain, 2007; Castor et al., 2003; 
Just et al., 2003). En effet, les questionnaires d’auto-évaluation présentent l’inconvénient de 
devoir interrompre l’apprenant ce qui peut le gêner et même augmenter sa charge mentale de 
travail (Speier et al., 1999). Les mesures de performances sont souvent dépendantes de la 
nature de la tâche et manquent de précision (Cain, 2007). Certains indicateurs physiologiques, 
malgré leurs capacités à fournir une estimation continue et spontanée, ne sont pas souvent 
utilisables dans tous les types de tâches (Castor et al., 2003; Sirevaag et al., 2000). Par 
exemple, l’analyse des certains paramètres des mouvements des yeux (tels que la dilatation du 
diamètre de la pupille, la durée de fixation, la vitesse des mouvements de l’œil) peuvent 
renseigner sur l’augmentation de la charge mentale de travail. Toutefois, les variations de ces 
paramètres sont généralement très légères et difficilement détectables dans un contexte où 
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l’individu peut avoir un certain degré de liberté comme celui de l’apprentissage. De même, la 
fréquence cardiaque (plus précisément la plage de fréquence cardiaque allant de 0.07 à 0.14 
Hz) et les réponses galvaniques de la peau, souvent utilisées pour modéliser la charge mentale 
de travail, manquent de fiabilité et de précision (Castor et al., 2003; Mulder et al., 2000). En 
effet, les variations de ces indicateurs sont fréquemment biaisées par des manifestations 
émotionnelles qui ne sont pas toujours le résultat d’un certain effort mental produit par 
l’individu (Mulder et al., 2000). 
Contrairement à ces indicateurs, l’utilisation des données de l’activité cérébrale dans la 
modélisation de la charge mentale de travail est le moyen le plus précis et le plus directement 
relié à cette notion (Anderson et al., 2011; Berka et al., 2005; Just et al., 2003; Stipacek et al., 
2003). En effet, l’activité cérébrale a été fréquemment employée par les scientifiques et les 
concepteurs des systèmes physio-cognitifs
1
 pour extraire des indicateurs relatifs au niveau de 
charge mentale de travail, et ce malgré l’absence d’un index standard directement extrait des 
signaux EEG (tel que l’index d’engagement mental que nous avons utilisé dans le chapitre 
précédent) (Berka et al., 2004; Berka et al., 2007; Berka et al., 2005; Hankins et al., 1998; 
Russell et al., 2005; Stevens et al., 2006; Stevens et al., 2007a; Stevens et al., 2007b; Wilson, 
2002). Pour cela, ces travaux ont recours généralement à des algorithmes d'apprentissage 
machine de classification ou de régression (linéaire et non linéaire), qui extraient à partir des 
caractéristiques du signal EEG (principalement les plages de fréquences) un indicateur de 
charge mentale de travail (Berka et al., 2007; Galán et al., 2012; Gevins et al., 2003; Heger et 
al., 2010; Kohlmorgen et al., 2007; Wilson, 2002). Par exemple, Wilson (2002) a utilisé les 
réseaux de neurones afin d’entrainer un modèle capable de classer la charge mentale de travail 
en trois classes (fort, moyen et faible) à partir des valeurs des plages de fréquences θ (4-8 Hz), 
α (8-13 Hz) et β (13-22 Hz). Les réseaux de neurones ont été également employés par Gevin et 
Smith (2003) pour extraire un index permettant de suivre la charge mentale de travail des 
utilisateurs lors de la réalisation de différentes activités (tels que la correction de texte, la 
                                               
1
 Les systèmes qui utilisent les principes de l'informatique physiologique (c’est-à-dire le recours à des 
senseurs physiologiques pour analyser et suivre l’état cognitif des utilisateurs) sont communément 
qualifiés de systèmes physio-cognitifs (Berka et al., 2007). 
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recherche rapide d’informations sur le Web et la mémorisation). D’autres algorithmes tels que 
l’analyse discriminante linéaire ou les machines à vecteur de support ont été également 
employés pour modéliser la charge mentale de travail à partir des données EEG (Berka et al., 
2007; Galán et al., 2012; Heger et al., 2010; Kohlmorgen et al., 2007). 
Dans cette thèse nous allons également utiliser une approche basée sur des techniques 
d’apprentissage machine, et plus particulièrement la régression par processus gaussiens, pour 
modéliser la charge mentale de travail à partir des données EEG. Notre approche sera validée 
dans un contexte d’apprentissage. 
4.3 Expérience 2 : Modélisation de la charge mentale de travail 
dans un contexte d’apprentissage  
L’objectif de cette étude est de modéliser la charge mentale de travail à partir de l’activité 
cérébrale et de la valider dans un environnement éducatif. En effet, comme mentionné 
précédemment, on ne trouve pas dans la littérature un modèle préétabli, que nous pourrons 
directement utiliser pour notre approche ; contrairement à l’indice d’engagement cérébral, qui 
peut être extrait directement à partir des plages de fréquence EEG θ, α et β (voir chapitre 2 
section 3.3.2). 
La CMT requiert l’entrainement d’un modèle à partir de caractéristiques extraites des 
signaux EEG. Cette phase d’entrainement recourt à des tâches cognitives faisant intervenir des 
fonctions mentales spécifiques assez simples (telles que la mémorisation, le calcul mental ou 
la logique). De plus lors de la réalisation de ces tâches, un protocole expérimental strict doit 
être imposé pour limiter les actions d’interactions de l’apprenant à des manœuvres bien 
précises, par exemple : entrer (au clavier) une séquence de chiffres mémorisés, le résultat d’un 
calcul mental ou d’un exercice de logique. Les données EEG rassemblées lors de cette phase 
seront utilisées comme des entrées (inputs) pour construire notre modèle prédictif de CMT. 
Pour ce faire, nous allons combiner différentes techniques d’extraction d’attributs, de 
réduction de dimensionnalité, de normalisation et de régression que nous détaillerons plus loin 
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dans ce chapitre. Le résultat (output) de notre modèle sera sous la forme d’un index EEG de 
charge mentale de travail (EEG_CMT).  
En plus des mesures physiologiques EEG, nous allons également mesurer dans cette 
étude des mesures subjectives (NASA_TLX (Hart et al., 1988a)) et objectives (performance et 
temps réponse) de la charge mentale de travail. Ces mesures seront utilisées pour 
l’entrainement et l’évaluation de notre modèle prédictif. Plus spécifiquement, ce modèle sera 
entrainé pour prédire une estimation de la charge mentale de travail : l’index EEG_CMT, à 
partir des évaluations subjectives attribuées par les apprenants. L’évaluation de ce modèle se 
fera en utilisant à la fois les mesures subjectives et objectives.  
Ainsi notre méthodologie consiste, dans un premier temps, à recueillir un ensemble de 
données EEG : phase d’entrainement cérébral. Durant cette phase, l’apprenant sera amené à 
exécuter des tâches purement cognitives. En particulier, trois différentes tâches ont été 
implémentées pour cette étude : (1) Empan Numérique (EN) (2) Empan Numérique Inversé 
(ENI) et (3) Test de Logique et de Calcul Mental (TLCM). Les deux premières tâches incluent 
des capacités de mémorisation et la troisième des capacités de calcul, de raisonnement et 
d’inférence. Chacune de ces tâches a été conçue avec un niveau de difficulté progressivement 
croissant. L’objectif de cette variation croissante de difficulté est de solliciter graduellement 
un niveau de charge mentale de travail de plus en plus élevé chez les apprenants. L’index 
EEG_CMT dérivé par notre modèle sera d’abord testé durant cette phase d’entrainement 
cérébral.  
Notre méthodologie inclut, dans un deuxième temps, une phase d’apprentissage durant 
laquelle les apprenants seront amenés à utiliser un environnement éducatif portant sur la 
trigonométrie. Cet environnement, spécifiquement implémenté pour cette étude, comporte 
trois étapes successives : (1) un pré-test pour situer le niveau de connaissances des apprenants 
par rapport à la trigonométrie, (2) un cours sous la forme d’une leçon sur certaines notions de 
base en trigonométrie et (3) une phase de résolution de problèmes pour évaluer le niveau de 
connaissances des apprenants après la leçon. Durant cette session d’apprentissage, nous allons 
tout d’abord valider notre modèle de charge mentale de travail en analysant le comportement 
de l’index EEG_CMT dérivé, dans un contexte concret d’apprentissage. Nous vérifierons, 
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entre autres, si cet index permet de refléter l’évolution de leur expérience d’apprentissage. En 
effet, contrairement à la phase d’entrainement cérébrale précédente qui impliquait des tâches 
strictes, contrôlées et purement cognitives, cette deuxième session d’interaction va faire 
intervenir une combinaison de différentes fonctions mentales plus complexes telles que la 
prise de décision, le raisonnement, la déduction, la généralisation, l’inférence et la 
construction de schémas mentaux. De plus, l’apprenant va disposer lors de son interaction, 
d’une certaine liberté d’action. Par exemple durant la phase (3) de résolution des problèmes, 
l’apprenant peut consulter le cours, utiliser une calculatrice, demander une astuce, etc. Les 
questions que l’on se pose alors sont les suivantes : est-ce qu’un modèle entrainé dans des 
conditions « laboratoire » strictes, avec des tâches assez simples et précisément conçues pour 
solliciter différents niveaux de charges mentales, est valide dans un environnement 
d’apprentissage moins contrôlé et plus complexe ? Est-ce que ce modèle reflète l’évolution de 
l’activité d’apprentissage ?  
Nous allons par ailleurs analyser durant cette phase d’apprentissage l’index 
d’engagement mental que nous avons introduit dans le chapitre précédent. Ceci nous permettra 
d’évaluer la pertinence de cet index dans un nouveau contexte d’apprentissage. Nous nous 
intéresserons également à analyser conjointement nos index cérébraux (engagement et CMT) 
par rapport aux émotions, afin de vérifier si la combinaison de ces deux index permet de 
donner des indications pertinentes quant aux émotions de l’apprenant. 
4.3.1 Protocole expérimental 
Le dispositif expérimental est constitué d'un bonnet EEG mesurant huit canaux cérébraux ainsi 
que de deux flux vidéo. Ces derniers ont été utilisés pour enregistrer les sessions 
d’expérimentations avec les apprenants, que nous avons visionnées et analysées pour extraire 
et synchroniser les données EEG avec les différentes phases de l’expérience. 
17 participants en tout ont été recrutés pour cette étude. Tous les participants ont été 
informés du processus ainsi que des objectifs expérimentaux, et ont signé un formulaire de 
consentement. Une compensation de 20 dollars a été attribuée pour chaque participant. 
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À leur arrivée, les participants étaient équipés avec un bonnet EEG et familiarisés avec 
le dispositif et l'environnement de nos expérimentations. Ils étaient ensuite amenés à 
compléter les deux phases de notre étude, à savoir : la phase d’entrainement cérébral et la 
phase d’apprentissage 
4.3.1.1 Phase d’entrainement cérébral 
La phase d’entrainement cérébral se compose de trois tâches successives : (1) Empan 
Numérique (EN) (2) Empan Numérique Inversé (ENI) et (3) Test de Logique et de Calcul 
Mental (TLCM). 
Comme décrit précédemment, l’objectif de cette phase est d’induire différents niveaux 
de charge mentale de travail chez les apprenants. Les trois tâches cognitives que nous avons 
considérées pour cette phase sont très fréquemment utilisées pour étudier et modéliser la 
charge mentale de travail (Berka et al., 2007). En effet, ces tâches permettent de solliciter, 
directement, sans effort physique supplémentaire et sur un court laps de temps, les capacités 
mentales d’un individu. 
Chacune des trois tâches cognitives que nous avons considérées (EN, ENI et TLCM) 
dispose de différents niveaux de difficulté, avec un niveau progressivement croissant. Cet 
accroissement graduel de difficulté a pour effet d’agir sur le niveau d’effort mental requis pour 
l’exécution de chaque tâche, et donc de constamment augmenter le niveau de charge mentale 
de travail. 
Avant de commencer chaque tâche, les participants étaient amenés à effectuer un 
ensemble d’exercices d’échauffement pour se familiariser avec le rythme imposé par la tâche. 
Par ailleurs, tous les participants ont effectué les tâches de cette phase dans le même ordre. 
Empan Numérique (EN). Ce test sollicite les capacités d’attention et de mémorisation. Dans 
cette tâche, une série de chiffres sont successivement présentés à l'écran. Les participants 
doivent mémoriser toute la séquence, puis entrer les chiffres dans le bon ordre (ordre de leur 
apparition à l’écran). Cette tâche comprend 6 niveaux de difficulté graduellement croissante, 
avec chacun un certain nombre de chiffres dans la séquence à retenir. L’augmentation de la 
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difficulté se fait en augmentant la longueur de cette séquence. Le premier niveau comprenait 
une série de 20 séquences de 3 chiffres, le niveau deux : 12 séquences de 4 chiffres, le niveau 
trois : 8 séquences de 5 chiffres, le niveau quatre : 6 séquences de 6 chiffres, le niveau cinq : 4 
séquences de 7 chiffres et le niveau six : 4 séquences de 8 chiffres. 
Empan Numérique Inversé (ENI). Ce test se base sur le même principe que la tâche 
précédente (EN). Les participants doivent mémoriser une séquence de chiffres présentés à 
l'écran, sauf qu’ils doivent pour ce test entrer les chiffres dans l'ordre inverse de leur 
apparition. Cinq niveaux de difficulté ont été considérés en augmentant le nombre de chiffres 
de la séquence présentée. Le premier niveau consiste en une série de 12 séquences de 3 
chiffres, le deuxième niveau : 12 séquences de 4 chiffres, le troisième niveau : 8 séquences de 
5 chiffres, le quatrième niveau : 6 séquences de 6 chiffres et le cinquième niveau : 4 séquences 
de 8 chiffres. Aucune limite de temps n’a été imposée aux participants pour exécuter les tâches 
ENI et EN. 
Test de Logique et de Calcul mental (TLCM). Deux sortes d’exercices ont été utilisés pour 
ce test : (1) additionner ou soustraire mentalement deux nombres différents ayant le même 
nombre de chiffres, et (2) déduire un élément manquant dans une série de nombres affichés à 
l'écran, en inférant la règle logique qui les unissait. Un exemple d'une telle série est : « 38 - 2 - 
19 - 9 - 3 - 3 - 40 - 4 - ? », où « ? » est l'élément manquant à trouver, et qui serait dans ce cas : 
« 10 ». Autrement dit, la règle logique que l'on doit déduire serait que pour chaque groupe de 
trois nombres, le dernier nombre est le résultat de la division du premier par le second. 
Le test (TLCM) comprend trois niveaux de difficulté dont chacun consistait en une série 
de 5 questions. La manipulation du degré de difficulté de chaque niveau se fait en augmentant 
les nombres de chiffres des nombres à calculer pour les questions de calcul mental, et en 
augmentant la complexité de la règle logique à trouver pour les questions de logique. Les 
participants disposaient d’un délai maximal fixe de 30 secondes pour répondre aux questions 
de logique, et de 15 secondes pour les exercices de calcul mental. 
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Après avoir terminé la phase d’entrainement cérébral, les participants prenaient une 
pause de dix minutes environ. Puis, ils étaient amenés à compléter la deuxième phase de nos 
expérimentations, à savoir : la phase d'apprentissage.  
 




4.3.1.2 Phase d’apprentissage 
Cette phase se compose de trois étapes successives : (1) un pré-test, (2) une leçon et (3) une 
session de résolution de problèmes. 
                                               
2 
Cet environnement a également été utilisé dans le cadre des travaux de recherche de Jraidi (2014) 
pour la modélisation des émotions de l’apprenant. 
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Pré-test. Le pré-test est composé de 10 questions élémentaires de type vrai/faux, couvrant 
certains aspects fondamentaux de la trigonométrie. Un exemple de question posée est : « Est-
ce que la tangente d'un angle est égale à la longueur du côté opposé divisée par la longueur 
du côté adjacent ? ». Les participants devaient répondre aux questions du pré-test sans aucune 
interruption, aide ou limite de temps. L’objectif de cette phase préliminaire était de situer le 
niveau de connaissances des participants par rapport à la trigonométrie.  
Leçon de trigonométrie. Durant cette étape, les participants devaient utiliser un 
environnement éducatif pour apprendre (ou réviser) certaines notions en trigonométrie ; des 
propriétés et relations trigonométriques fondamentales sont présentées. L'environnement 
fournit des définitions et des concepts de base ainsi que leurs démonstrations mathématiques 
illustrées par des schémas explicatifs. En outre, pour chaque concept présenté, 




Session de résolution de problèmes. Durant cette étape, les apprenants devaient résoudre une 
série de problèmes trigonométriques relatifs aux concepts exposés dans la leçon suivie 
précédemment. Ces problèmes nécessitent une capacité d’appliquer, de généraliser et de 
raisonner sur ces concepts. Aucun autre prérequis, mis à part les éléments de la leçon, n’était 
nécessaire pour pouvoir résoudre les problèmes. Toutefois, un bon niveau de raisonnement et 
de concentration était requis pour trouver la solution. Six problèmes en tout, avec un niveau de 
difficulté graduellement croissant, ont été sélectionnés et présentés dans le même ordre pour 
tous les participants. Chaque problème était sous forme d’une question à choix multiples, 
illustrée par une figure géométrique. Un délai était imposé pour répondre à chaque problème. 
Ce délai variait d’un problème à l’autre, en fonction de son niveau de difficulté. En particulier, 
à chaque problème est associé un certain nombre d’étapes intermédiaires pour pouvoir 
atteindre la solution finale ; le niveau de difficulté a été augmenté en décuplant le nombre de 
ces étapes intermédiaires. Par exemple, pour calculer le sinus d'un angle, les apprenants 
                                               
3
 À la fin de l'expérience, tous les participants ont indiqué qu'ils étaient satisfaits de la qualité de 
l'environnement ainsi que de l’approche pédagogique utilisée pour présenter le matériel didactique. 
   100  
devaient d'abord calculer le cosinus dans une première étape. Ensuite, ils devaient l’élever au 
carré, et le soustraire de 1 dans une deuxième étape. Enfin, ils devaient dans une troisième 
étape calculer sa racine carrée. Tous les problèmes étaient indépendants en termes de concepts 
trigonométriques auxquels ils se rapportaient, à l'exception des problèmes 4 et 6 qui portaient 
sur la même règle géométrique, soit : « la somme des angles d'un triangle est égale à 180 
degrés ». 
L'environnement de résolution de problèmes fournissait aux apprenants un certain 
nombre d'indices pour chaque problème, ainsi qu’une calculatrice pour effectuer les différents 
calculs nécessaires. La figure 4.1 illustre une interface de notre environnement. 
4.3.2 Enregistrement des signaux physiologiques EEG  
Pour enregistrer les données physiologiques EEG, nous avons utilisé les mêmes configurations 
de notre première étude décrite dans le chapitre précédent à savoir : 
 Enregistrement des signaux EEG bruts à l’aide d’un bonnet électroencéphalographique. 
 Mesure des signaux à partir des emplacements P3, C3, Pz et Fz, avec Cz comme 
référence et Fpz comme masse, en utilisant la norme internationale 10-20 de 
positionnement des électrodes sur le scalp (Jasper, 1958). 
 Utilisation d’un montage référentiel par rapport aux lobes des deux oreilles avec les 
régions A1 et A2 comme régions actives. 
 Maintien de l’impédance en dessous de 5 Kilos Ohms tout au long de l’expérience. 
Pour ce faire, une petite quantité de gel non collant était introduite à l’intérieur des 
électrodes positionnées au-dessus des emplacements mesurés.  
 Application d’un filtre coupe-bande de 60 Hz lors de l'acquisition des données pour 
éliminer le bruit et les interférences causés par les dispositifs électroniques ambiants. 
 Utilisation d’un taux d’échantillonnage de 256 Hz. 
 Traitement du bruit après l’enregistrement des signaux de deux différentes manières : 
(1) en examinant manuellement les signaux et éliminant les parties contaminées par les 
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clignements des yeux et les mouvements musculaires ; (2) à travers l’exécution d’une 
procédure automatique qui élimine les parties du signal qui dépassent de plus de 25 % 
un seuil préalablement fixé. Si un bruit est détecté à la seconde t dans une portion du 
signal à un emplacement particulier, alors cette partie contaminée est également 
éliminée des signaux des autres emplacements.  
4.3.3 Mesures subjectives et objectives de la charge mentale de travail 
Afin de pouvoir entrainer et évaluer notre modèle, nous avons considéré deux types de mesure 
de la charge mentale de travail : (1) une mesure subjective à travers l’utilisation de 
l’instrument « NASA-Task Load Index » (NASA-TLX) (Hart et al., 1988b), que nous allons 
décrire dans la sous-section suivante, et (2) deux mesures objectives : la performance et le 
temps de réponse des apprenants. En effet comme mentionné précédemment, la charge 
mentale de travail a un impact direct sur ces mesures (Cain, 2007), et peut ainsi être évaluée 
de manière objective à travers ces variables. 
La mesure de performance a été calculée en termes de proportions de bonnes réponses 
lors de l’exécution des différentes tâches, à savoir : proportions des séquences correctement 
mémorisées pour les tâches EN et ENI, et proportions des réponses correctes dans le test 
TLCM, le pré-test et la session de résolution de problèmes. Le temps de réponse correspond 
au temps émis par l’apprenant pour l’exécution de chaque tâche. 
Mesure subjective de la CMT : NASA_TLX 
Sous la forme d’un questionnaire d’auto-évaluation (voir Annexe A), cet instrument est utilisé 
pour évaluer le niveau de charge mentale de travail d’un individu lors de l’exécution d’une 
tâche. Il s’agit donc de recueillir une estimation subjective (personnelle) d’un individu par 
rapport aux efforts qu’il a produits lors de l’exécution de cette tâche. Comparé à d’autres 
mesures subjectives telles que le « Subjective Workload Assessment Technique » (SWAT) 
(Reid et al., 1988) ou encore le « Workload Profile » (WP) (Tsang et al., 1996), l’instrument 
NASA_TLX a montré une plus grande validité ainsi qu’une meilleure sensibilité pour 
discriminer entre de fines variations de CMT (Rubio et al., 2004).  
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L’évaluation de la charge mentale de travail avec le NASA_TLX se fait selon six 
principales dimensions : l’exigence mentale, l'exigence physique, l’exigence temporelle, la 
performance, l’effort et le niveau de frustration. Chaque dimension est présentée sous la forme 
d’une échelle, et le participant doit attribuer un score entre zéro et cent à chacune d’entre elles. 
Chaque échelle est divisée en 20 graduations (5 unités par intervalle de graduation).  
Dans notre étude, les participants procédaient à cette évaluation immédiatement après 
avoir terminé un niveau de chaque tâche, autant dans la phase d’entrainement cérébral que 
dans la phase d'apprentissage. 
Par ailleurs, étant donné que chaque tâche peut solliciter certaines dimensions de façon 
plus importante par rapport à d’autres, l’instrument NASA_TLX prévoit une procédure 
supplémentaire de pondération de ces échelles. Il s’agit d’une séquence de comparaison par 
paires (« pair-wised comparison ») des six dimensions du test. À chaque comparaison, 
l’apprenant doit décider laquelle des deux dimensions présentées est la plus importante dans la 
tâche. Ainsi, un total de 15 comparaisons est établi ; chaque dimension dispose d’une 
pondération allant de 0 (si la dimension n’a été choisie dans aucune comparaison) à 5 (si la 
dimension a été choisie dans toutes les comparaisons).   
Cette procédure de pondération est effectuée à la fin de chaque activité de la phase 
d’entrainement cérébral (EM, ENI et TLCM) ainsi que de la phase d’apprentissage (pré-test, 
leçon et résolution de problèmes). Les apprenants étaient amenés à comparer les six 
dimensions de l’instrument afin de pondérer chaque score qu’il a donné. 
L’index NASA_TLX pondéré est calculé en utilisant la formule suivante : 
 
Avec  le poids obtenu par la dimension i à travers la procédure de pondération et  le 
score de cette même dimension i, attribué par l’apprenant lors de la phase d’évaluation. 
Ainsi bien que l’instrument NASA_TLX mesure cinq différentes dimensions de charge 
mentale (exigence mentale, exigence physique, exigence temporelle, performance, effort et 
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niveau de frustration), ces dimensions ne peuvent être interprétées de manière indépendante ; 
seul l’index NASA_TLX pondéré est utilisé comme une estimation subjective de la charge 
mentale de travail (Hart et al., 1988a). Nous avons donc utilisé ce score pour notre étude. 
4.3.4 Autres variables mesurées 
En plus des signaux EEG et des mesures objectives et subjectives de CMT décrits 
précédemment, nous avons mesuré lors de la phase d’apprentissage les émotions des 
participants en recourant au modèle bidimensionnel valence/activation utilisé lors de notre 
première étude. 
 
Figure 4.2 – Modèle bidimensionnel valence/activation utilisé dans la deuxième étude 
Plus précisément, les participants devaient à la fin du pré-test, de la leçon et de chaque 
problème, spécifier le quadrant émotionnel Q1, Q2, Q3 ou Q4 (voir figure 4.2) qui correspond 
le plus à leur état lors de la réalisation de chaque étape. Le quadrant Q1 englobe des émotions 
de valence positive à forte activation (ou intensité) telles que la joie, la surprise, l’excitation. 
Le quadrant Q2 comprend des émotions positives de faibles intensités telles que l’état calme 
ou relaxe. Le quadrant Q3 inclut des émotions négatives avec une forte intensité telles que la 
confusion, le stress, la frustration ou la colère. Enfin, le quadrant Q4 regroupe des émotions 
négatives de faible intensité telles que l’ennui.  
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Par ailleurs, avant d’entamer le pré-test, les apprenants étaient amenés à indiquer leur 
niveau de compétence (faible, modéré ou expert) en trigonométrie. 
4.4 Construction du modèle prédictif de CMT 
Nous présentons dans cette section les différentes étapes de notre approche pour construire, 
pour chaque apprenant, un modèle de prédiction quantitatif de la charge mentale de travail à 
partir des signaux EEG. Le résultat de ce modèle sera sous la forme d’un index EEG de charge 
mentale de travail (EEG_CMT). La figure 4.3 illustre les principales étapes de notre approche. 
 
Figure 4.3 – Approche utilisée pour la construction du modèle de CMT 
Les données EEG collectées durant la réalisation des activités de la phase 
d’entrainement cérébral serviront à l’entrainement de ce modèle. Ces données vont tout 
d’abord être prétraitées, réduites et normalisées. 
4.4.1 Prétraitement des données EEG et extraction des attributs 
Cette première étape consiste à découper les données EEG de chaque région en des segments 
d’une longueur d’une seconde avec un recouvrement d’une demi-seconde entre les segments 
successifs (voir figure 4.4). 
Chaque segment est multiplié par une fenêtre de Hamming pour réduire l’effet de bord 
et une Transformée de Fourrier Rapide (TFR) est appliquée pour extraire un spectre de 
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fréquences. Cette procédure, fréquemment utilisée dans de prétraitement des données EEG, 
nous a permis de transformer chaque seconde du signal physiologique en un vecteur de bandes 
de fréquences d’une largeur égale à 1 Hz. Pour chaque région, seules les bandes de fréquences 
allant de 4 Hz à 47 Hz sont conservées, et les vecteurs résultants sont concaténés pour former 
une seule entrée. À la fin de cette étape, chaque seconde de données est transformée en une 
entrée contenant 176 attributs (4 régions x 44 bandes).  
 
Figure 4.4 – Procédé de recouvrement pour la segmentation des données EEG  
L’idée principale sera de faire correspondre à chaque seconde des signaux EEG 
prétraités, le score NASA_TLX attribué par l’apprenant à travers l’évaluation subjective de 
l’activité. Par exemple pour une activité qui a duré 15 secondes, 15 vecteurs de données EEG 
seront conservés ayant chacun, comme valeur cible, le score NASA_TLX attribué par 
l’apprenant. 
4.4.2 Réduction de la dimensionnalité 
Afin de réduire la dimensionnalité des données EEG (176 attributs par vecteur EEG), nous 
proposons d’utiliser l’algorithme d’Analyse en Composantes Principales (ACP). Cette 
technique est communément employée dans les travaux de recherche qui s’intéressent à 
mesurer les signaux EEG, étant donnée la forte corrélation entre les données EEG en 
provenance des différentes régions du scalp (Heger et al., 2010; Jung et al., 1994; Liang et al., 
2006; Valdés et al., 1992). L’algorithme permet de créer à partir d’un ensemble de données 
multivariées, un nouvel ensemble de données dont le nombre de variables (appelées 
composantes principales) est plus réduit que l’ensemble de départ. À chaque vecteur de 
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données de taille  (  dans l’ensemble de départ, correspond un vecteur de scores 
de taille  (  dont chaque élément  est le résultat d’une transformation 
mathématique des valeurs des variables dans le vecteur initial :  
 
Avec (  l’ensemble de coefficients de transformation dérivée par 
l’algorithme d’ACP pour la composante i (1 ).  
Chacune des composantes résultantes de l’algorithme d’ACP permet d’expliquer un 
certain taux de variance dans l’ensemble de données de départ indépendamment des autres 
composantes. Plus précisément, la première composante explique le plus grand taux de 
variance ; la deuxième explique le second plus grand taux dans la variance laissée inexpliquée 
par la première ; la troisième explique le troisième plus grand taux de variance laissé 
inexpliqué par la première et la deuxième, et ainsi de suite pour le reste des composantes. 
Ainsi, le nombre de composantes sélectionnées détermine la variance totale expliquée par 
cette transformation, c.-à-d. la somme des variances expliquée par chaque composante.  
Ainsi, les données EEG de chaque participant ont été transformées, en utilisant 
l’algorithme d’ACP, en un nouvel ensemble contenant 25 composantes (un pourcentage de 
78.63 % de réduction). Le taux de variance expliquée pour chaque participant était en 
moyenne de l’ordre de M = 90.42 %, SD =3.30 %, allant de 85.98 % (le taux de variance le 
plus faible) à 94.71 % (le taux de variance le plus fort). 
Normalisation des données. Avant de procéder à l’entrainement de chaque modèle, les 
données transformées par l’algorithme d’ACP (appelée scores) sont normalisées en 
soustrayant, pour chaque composante principale, la moyenne des scores des données 
d’entrainement et en divisant par leur déviation standard. 
4.4.3 Régression par processus gaussiens 
Une fois les données prétraitées, nous disposons d’un ensemble de vecteurs d’entrées 
 = , où chaque entrée  représente un vecteur de scores normalisés issu de 
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l’algorithme d’ACP et correspondant à une seconde d’une activité exécutée par l’apprenant. À 
chacune de ces entrées correspond une valeur cible  qui représente le score NASA_TLX 
attribué par l’apprenant.  
Ainsi notre démarche consiste, dans un premier temps, à utiliser un ensemble de données 
d’entrainement  =  résultant des données collectées durant l’exécution des 
activités d’entrainement cérébral pour développer un modèle individuel permettant de donner 
une estimation quantitative de la charge mentale de travail de chaque apprenant (EEG_CMT). 
Le modèle entrainé sera ensuite utilisé pour dériver la charge mentale de travail lors de la 
phase d’apprentissage. 
Comme nous l’avons spécifié précédemment, une grande variété de techniques 
d’apprentissage machine ont été proposées pour modéliser la charge mentale de travail à partir 
des caractéristiques du signal EEG. Pour notre approche, nous proposons de construire notre 
modèle en utilisant les processus gaussiens. En effet, les processus gaussiens sont très 
fréquemment utilisés pour modéliser les données continues qui fluctuent au cours du temps 
(Davis, 2006) comme c’est le cas pour la charge mentale de travail. Les processus gaussiens 
ont également l’avantage par rapport aux autres techniques de fournir une estimation de 
probabilité sur la valeur prédite. 
L’apprentissage machine par processus gaussiens est une technique bayésienne non 
paramétrique supervisée permettant de créer une fonction non-linéaire de régression 
(Rasmussen, 2006). Pour notre étude, nous avons entrainé une fonction à noyau gaussien et un 
bruit gaussien σ égal à 0.1 (voir l’Annexe B pour plus de détails sur les processus gaussiens). 
Cette fonction de régression sera testée pour prédire la valeur de la charge mentale de travail à 
partir des données EEG durant l’exécution des activités d’apprentissage. 
4.5 Résultats et discussion 
Les résultats de nos expérimentations sont présentés dans les sous-sections suivantes. La 
première partie est consacrée à la modélisation de la charge mentale de travail des apprenants. 
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Nous y analyserons d’abord nos données d’entrainement. Puis, nous nous y intéresserons à 
l’évaluation et la validation de notre modèle durant la phase d’apprentissage. Dans la 
deuxième partie, nous étudierons l’index d’engagement, et dans la troisième nous analyserons 
la relation entre les deux index cérébraux (engagement et charge mentale) et les émotions. 
4.5.1 Modélisation de la charge mentale de travail 
Avant de présenter les résultats de notre modèle prédictif de la charge mentale de travail, nous 
nous intéresserons à la validation des mesures subjectives, qui ont été utilisées comme les 
valeurs cibles de notre modèle. 
4.5.1.1 Analyse de la phase d’entrainement cérébral 
Afin de valider les estimations subjectives de la charge mentale de travail mesurées à l’aide de 
l’index NASA_TLX, durant la phase d’entrainement cérébral, des analyses corrélationnelles 
entre cet index, le niveau de difficulté des différentes tâches, et les mesures objectives de 
CMT (performance et temps de réponse) ont été réalisées.  
Une ANOVA à mesures répétées (N = 17) a été réalisée pour étudier la variation des 
mesures subjectives de la charge mentale de travail à travers les différents niveaux de 
difficulté de chacune des trois tâches cognitives : Empan Numérique (EN), Empan Numérique 
Inversé (ENI) et Test de Logique et de Calcul Mental (TLCM). Les degrés de liberté ont été 
corrigés en utilisant les estimations de sphéricité de Greenhouse-Geisser pour EN et ENI 
(epsilon = 0.35 et 0.54, respectivement) car l'hypothèse de sphéricité a été violée (chi-carré = 
60.11 et 54.40, respectivement, p < 0.05), tandis que le test de Mauchly était non significatif 
pour le TLCM.   
Les résultats ont révélé des variations significatives du score NASA_TLX selon le 
niveau de difficulté dans les trois tâches cognitives : F(1.73, 27.65) = 25.65, p < 0.001 pour 
EN, F(2.18, 34.89) = 18.25, p < 0.001 pour ENI, et F(2, 32) = 43.51, p < 0.01 pour TLCM. 
Une augmentation linéaire significative en fonction des exigences requises par chaque niveau 
de difficulté a été trouvée. Les différentes moyennes des scores NASA_TLX sont illustrées 
dans la figure 4.5. 
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Figure 4.5 – Moyennes des estimations subjectives de la CMT (NASA_TLX) à travers les 
différents niveaux de difficulté des tâches d’entrainement cérébral : Empan Numérique (6 
niveaux de difficulté), Empan Numérique Inversé (5 niveaux de difficulté) et Test de Logique 
et de Calcul Mental (3 niveaux de difficulté) 
 
Figure 4.6 – Corrélations bivariées entre le score NASA_TLX et les mesures 
objectives (performances et temps de réponse) 
Des analyses de corrélations entre le score NASA_TLX, les performances d’une part et 
le temps de réponse d’une autre part ont été effectuées. Ces corrélations ont été calculées pour 
chaque sujet à travers les 14 niveaux des trois tâches cognitives EN, ENI et TLCM. La 
corrélation médiane entre le score NASA_TLX et les performances était de -0.58 avec un 
minimum de 0.15  et un maximum de 0.89. La corrélation médiane entre le NASA_TLX et le 
temps de réponse était de 0.42 avec une variation de -0.16 à 0.72. La figure 4.6 illustre les 
résultats de ces corrélations. 
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Afin d’approfondir l’analyse entre ces deux mesures objectives et le score NASA_TLX, 
des corrélations ont été calculées pour chacun des trois types d’activités cognitives à travers 
les 17 participants. Les résultats ont démontré que la performance diminue de façon linéaire 
avec l’augmentation de la charge mentale de travail dans EN (r = -0.59, p <0.001) et TLCM (r 
= -0.50, p <0.001), alors que la relation n'était pas linéairement significative dans ENI (r = -
0.19, p = n.s.). Le temps de réponse augmente linéairement en fonction de la charge mentale 
de travail dans EN (r = 0.30, p <0.05) et TLCM (r = 0.35, p <0.05). Ces variables n'étaient pas 
linéairement corrélées dans ENI (r = 0.014, p = n.s.) 
Pour résumer ces résultats, le score NASA_TLX de la charge mentale de travail a 
montré une relation linéaire avec les mesures objectives dans l’activité Empan Numérique et 
le Test de Logique et de Calcul Mental de la phase d’entrainement cérébral. Par ailleurs, la 
variation (ou l’évolution) de cette mesure semble refléter la conception expérimentale prévue 
pour notre étude, dont le but était d’induire des valeurs croissantes de charge mentale de 
travail en fonction du niveau de difficulté qui était de plus en plus élevé dans chaque tâche. 
Ces éléments démontrent ainsi que les évaluations subjectives de l’instrument NASA_TLX 
constituent un indicateur fiable de la charge mentale de travail pour l’entrainement de nos 
modèles prédictifs EEG. 
4.5.2 Validation du modèle proposé durant la phase d’apprentissage 
Un modèle de prédiction de la charge mentale de travail a été entrainé à partir des données 
EEG issues de la phase d’entrainement cérébral, et ce pour chaque apprenant. Ce modèle a été 
testé durant la phase d’apprentissage pendant laquelle les apprenants étaient amenés à utiliser 
un environnement éducatif de trigonométrie. 
Ainsi, pour chaque apprenant, les données EEG étaient enregistrées durant les 
différentes activités de la phase d’apprentissage (pré-test, leçon et problèmes 1 à 6 de la 
session de résolution de problèmes). Ces données ont ensuite été prétraitées, réduites et 
normalisées ; puis, introduites, comme entrée (inputs), dans son modèle ‘individuel’ de 
prédiction. À chaque seconde de données EEG, le modèle infère une valeur de charge mentale 
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de travail. Un index EEG_CMT (global) pour chaque activité est établi en moyennant les 
valeurs de prédiction faite par le modèle sur toute la durée de l’activité. 
 
Figure 4.7 – Corrélations bivariées entre le score NASA_TLX et l’index EEG_CMT de charge 
mentale de travail dérivé par notre modèle 
La boîte à moustaches de la figure 4.7 illustre les résultats des corrélations bivariées 
entre l’index prédit par le modèle EEG (EEG_CMT) et les mesures subjectives des scores 
NASA_TLX. Les corrélations ont été calculées pour tous les participants durant le pré-test, la 
session d'apprentissage et chacun des six problèmes résolus. Ces corrélations ont montré des 
relations significatives dans les huit activités. La corrélation médiane était de 0.72 avec un 
intervalle de variation allant de 0.52 (p < 0.001) pour le problème 2, à 0.82 (p <0.05) pour le 
problème 1. Ces résultats prouvent que les prédictions de charge mentale de travail données 
par notre modèle correspondent bien aux évaluations subjectives des participants, démontrant 
ainsi la validité de notre modèle. 
Dans la prochaine étape, nous allons nous intéresser à l’analyse de la progression du  
niveau de la charge mentale de travail — telle que prédite par notre modèle — durant la phase 
d'apprentissage. Le but est de vérifier si notre index cérébral reflète bien le déroulement de 
l’expérience de l’apprenant lors de l’exécution des différentes activités de l’environnement de 
trigonométrie. 
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Une ANOVA à mesures répétées a été réalisée pour examiner l’évolution de l’index 
EEG de charge mentale de travail (EEG_CMT) à travers les différentes activités 
d’apprentissage à savoir : le pré-test, la leçon et chacun des six problèmes (prob.1 à prob. 6). 
Cette ANOVA a révélé qu'il y avait des variations significatives dans la valeur de l’index 
EEG_CMT entre les différentes activités F(3.23, 51.61 = 2.76, p < 0.05). Les degrés de liberté 
ont été corrigés à partir des estimations de sphéricité de Greenhouse-Geisser (epsilon = 0.46). 
La figure 4.8 illustre ces variations. 
 
Figure 4.8 – Moyenne des mesures EEG_CMT sur chaque activité de l’environnement 
d’apprentissage  
Les résultats post-hoc ont montré que les mesures de l’index EEG_CMT ont 
considérablement augmenté au cours de la leçon par rapport au pré-test (p < 0.05). Cette 
augmentation reflète bien l'effort produit par les apprenants pour comprendre et mémoriser les 
concepts présentés dans cette leçon par rapport à la séance de pré-test, où les apprenants 
devaient répondre à des questions sans aucune obligation de bonne performances. En effet, 
lors du pré-test, il n’y avait pas de pression particulière sur les apprenants, qui étaient informés 
que le but du pré-test était de simplement situer leur niveau de connaissances en trigonométrie 
avant d’entamer la leçon. 
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Des augmentations significatives ont également été repérées entre le pré-test et les 
problèmes 4, 5 et 6 (p < 0.05), démontrant que l’index EEG de charge mentale augmente de 
manière significative entre le début et la fin de l'interaction d'apprentissage. Une augmentation 
significative a également été constatée au cours du problème 5 par rapport aux problèmes 1, 3 
et 4(p < 0.05). La variation de cet index montre ainsi un comportement cohérent avec la 
conception générale de la phase de résolution de problèmes, qui se base sur une augmentation 
graduelle du niveau de difficulté entre ses différents problèmes. 
Ces résultats permettent donc d’établir les deux conclusions suivantes. Premièrement, 
l’approche proposée pour modéliser la charge mentale de travail à partir des caractéristiques 
du signal EEG a été validée dans un contexte d’apprentissage. En effet, l’index cérébral 
EEG_CMT, que prédit notre modèle, présente de fortes corrélations avec les évaluations 
subjectives des apprenants. Celles-ci ont été mesurées avec l’instrument NASA_TLX, que 
nous avons également validé lors de la phase d’entrainement cérébral, par rapport au niveau de 
difficulté des tâches cognitives. Deuxièmement, l’index cérébral proposé reflète bien le 
déroulement de la session d’apprentissage. Celui-ci présente en effet des variations qui sont 
conformes avec la conception de notre environnement d’apprentissage. La valeur de l’indice 
augmente significativement au fur et à mesure que les apprenants acquièrent des compétences 
en trigonométrie : une tendance notamment observée lorsque l'on compare les valeurs de 
l’index entre le pré-test, la leçon et la session résolution des problèmes. 
Analyse de l’index EEG_CMT par rapport aux mesures objectives 
Afin d’analyser l’indicateur cérébral de CMT par rapport aux mesures objectives 
(performance et temps de réponse) durant la phase d’apprentissage, deux types de corrélations 
bivariées ont été calculées.  
Les premières corrélations ont été réalisées entre l’index EEG_CMT et le temps de 
réponse sur tous les participants dans les six problèmes (N = 17 x 6), montrant une relation 
significative, mais assez faible entre les deux variables (r = 0.21, p <0.05). Par ailleurs, une 
analyse corrélationnelle de chaque problème séparément a été calculée. Celle-ci a révélé une 
corrélation significative uniquement pour le problème 5 (r = 0.56, p <0,05). En effet, 
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contrairement aux tâches purement cognitives de la phase d’entrainement cérébral, qui 
impliquait des conditions d’exécution strictes, contrôlées, et des limites de temps imposées, 
l’environnement de trigonométrie de la phase d’apprentissage était moins contrôlé et moins 
contraignant pour les apprenants. Dans de telles conditions, un temps de réponse plus long 
n'implique pas nécessairement une charge mentale de travail supérieure, contrairement à la 
phase d’entrainement cérébral. 
Les deuxièmes corrélations bivariées ont concerné l’index EEG__CMT et les 
performances des apprenants dans le pré-test et chaque problème. Les résultats ont montré une 
relation linéaire significative entre ces deux variables dans le pré-test (r = -1.88, p <0.05). 
Aucune corrélation significative n’a été trouvée dans les problèmes. Ces résultats confirment 
également la complexité de la relation entre la charge mentale de travail et la performance 
durant les tâches d’apprentissage : une augmentation linéaire de la charge mentale de travail 
n’impliquera pas forcément une diminution de la performance, et vice versa (comme nous 
l’avons remarqué durant les tâches cognitives d’entrainement cérébral Empan Numérique et 
Test de Logique et de Calcul Mental). 
Analyse de l’index EEG_CMT par rapport aux caractéristiques des apprenants 
Après avoir validé notre index cérébral par rapport aux évaluations subjectives de CMT des 
apprenants, examiné son évolution au cours de la session d’apprentissage et étudié son impact 
sur les performances et le temps de réponse, nous analysons dans cette partie le comportement 
de cet indicateur mental par rapport au niveau de compétence des apprenants. Nous rappelons 
que cette variable a été mesurée avant que les apprenants commencent leur session 
d’apprentissage avec le système : on leur a demandé de spécifier, avant le pré-test, leur niveau 
de connaissance en trigonométrie (faible, modéré ou expert). 
Une ANOVA a été réalisée afin d’étudier l’impact de cette variable sur la charge 
mentale de travail. Nous avons trouvé un effet significatif du niveau de compétence sur la 
moyenne de l’index EEG_CMT lors de la résolution des problèmes (F(2, 14) = 11.93, 
p < 0.05). Nous avons trouvé que les participants, ayant un niveau de compétence modéré, ont 
eu les valeurs de charge mentale de travail les plus élevées, durant la résolution des problèmes 
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(M = 68.97; SD = 14.16), par rapport aux participants ayant un faible niveau de compétence 
(M = 57.25; SD = 4.06), ainsi qu’aux participants ayant un niveau expert, qui avaient les 
valeurs de charge de mentale les plus faibles (M = 41.35, SD = 7.52).  
Ainsi, d’un côté, les apprenants ayant des compétences modérées ont eu tendance à 
produire plus d'effort mental (en terme de CMT prédite par notre modèle), par rapport à des 
apprenants ayant plus de compétences. Ceci pourrait être en effet interprété de la façon 
suivante : ces apprenants, plus experts en trigonométrie, sont plus à l'aise avec les notions 
trigonométriques présentées (qu’ils connaissent au préalable). Ils ont alors eu tendance à 
produire beaucoup moins d'effort lors de la résolution des problèmes.  
D’un autre côté, les apprenants ayant le plus faible niveau de compétence ont eu 
tendance à produire moins d’effort mental et à être moins investis dans la réalisation des 
activités par rapport à des apprenants ayant plus de connaissances (niveau modéré) 
La dernière investigation de cette partie porte sur l'impact global de la charge mentale de 
travail, du temps de réponse et du niveau de compétence sur les performances des apprenants 
dans la résolution des problèmes. Une analyse de régression multiple a été menée pour 
mesurer l'influence de chacun de ces paramètres. Le modèle global était significatif (F(3, 98) = 
8.48, p < 0.01, R = 0.41). Les analyses des effets conditionnels principaux ont révélé un effet 
positif de la charge mentale de travail (β = 0.24, p < .05) et du niveau de compétence (β = .42, 
p < 0.001), et un effet négatif du temps de réponse (β = -0.27, p < 0.05). Ceci suggère ainsi 
qu'une combinaison de ces différentes variables peut mieux prédire la performance 
d'apprentissage. En effet, comme nous l’avons constaté précédemment en étudiant la 
corrélation directe entre l’index EEG_CMT et les performances, il n’y a pas d’association 
linéaire entre ces deux variables. Ce résultat confirme alors que d’autres variables telles que le 
temps de réponse ou le niveau d’expertise de la tâche peuvent contribuer à la prédiction de la 
performance des apprenants. 
4.5.2 Analyse de l’engagement mental 
Pour chaque participant, un index EEG d’engagement mental a été calculé pour chaque 
activité de la phase d’apprentissage, à savoir : le pré-test, la leçon et les problèmes 1 à 6. Pour 
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ce faire, les bandes de fréquences θ (4-8 Hz), α (8-13 Hz) et β (13-22 Hz) ont été extraites à 
partir des signaux EEG en provenance des différentes régions du scalp mesurées (P3, C3, Pz 
et Fz), et l’index d’engagement a été dérivé en utilisant la procédure décrite dans le chapitre 
précédent (section 3.3).  
 
Figure 4.9 – Évolution de l’index EEG d’engagement mental à travers les activités 
d’apprentissage 
Afin d’évaluer la pertinence de cet index dans ce nouvel environnement d’apprentissage, 
nous nous sommes intéressés, tout comme pour la charge mentale de travail, à analyser le 
comportement de cet index par rapport au déroulement des différentes activités proposées. À 
cette fin, une ANOVA à mesures répétées a été réalisée pour suivre l’évolution de l’index 
d’engagement au fil des différentes activités. Cette ANOVA a révélé qu'il n’y avait pas de 
changements significatifs dans l’index d’engagement des apprenants entre les activités 
d'apprentissage F(3.66, 58.70 = 0.69, p = n.s). Les degrés de liberté ont été corrigés à partir 
des estimations de sphéricité de Greenhouse-Geisser (epsilon = 0.52).  
En revanche, les résultats post-hoc ont montré qu’il existe une baisse significative dans 
les mesures de l’index d’engagement entre la leçon et le dernier problème de la session 
d’interaction avec le système (p < 0.05). Ainsi, contrairement à la charge mentale de travail 
qui avait tendance à augmenter au fur et à mesure que les apprenants interagissaient avec le 
système, l’index d’engagement a montré une tendance à la baisse (voir figure 4.9).  
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La baisse globale de la valeur de l’index d’engagement peut notamment s’expliquer par 
la conception même de notre étude expérimentale, qui est destinée à solliciter un niveau de 
charge mentale de plus en plus croissant chez les apprenants. Ceci pourrait alors, à la longue, 
perturber leurs niveaux d’attention et de vigilance. En effet, le passage d’un problème à un 
autre par exemple peut ne pas avoir d’effet immédiat sur l’engagement, dans la mesure où la 
nature stimulante des problèmes en soi peut susciter l’intérêt des apprenants. Par contre au 
bout d’un certain nombre de résolutions, et avec l’augmentation de la charge mentale de 
travail, l’engagement mental peut baisser de manière assez importante.   
 
Figure 4.10 – Moyennes des index cérébraux (à gauche l’index d’engagement et à droite la 
charge mentale de travail) à travers les quatre quadrants d’émotions. 
4.5.3 Relation entre les index cérébraux et les émotions 
Afin d’analyser la relation entre les deux indicateurs cérébraux (charge de travail et 
engagement) et les émotions durant la phase d’apprentissage, des tests d’ANOVA ont été 
réalisés. Les émotions des apprenants ont été mesurées en termes de quadrants émotionnels : 
Q1, Q2, Q3 et Q4 du modèle bidimensionnel valence/activation (voir section 4.3.4). 
Ces analyses de variance ont révélé qu’il existe un effet significatif de l’état émotionnel 
de l’apprenant, selon le type de quadrants, sur la valeur de l’index d’engagement : 
F(3, 132) = 3.32, p < 0.05, ainsi que la valeur de l’index de charge mentale de travail : 
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F(3, 132 = 4.52, p < 0.05). Ces effets significatifs (p < 0.05) ont également était observés pour 
chaque activité prise à part (c.-à-d. en effectuant des tests ANOVA sur les données du pré-test, 
de la leçon et de chaque problème séparément). La figure 4.10 illustre les moyennes et écarts 
types des index cérébraux à travers les quatre quadrants d’émotions.  
 
Figure 4.11 – Correspondance entre le modèle bidimensionnel valence/activation des émotions 
et les indicateurs cérébraux d’engagement et de charge mentale de travail. 
Les analyses post-hoc nous ont permis d’arriver aux trois constatations suivantes (voir 
figure 4.11) : 
1. Le quadrant Q1 (valence positive et activation élevée) présente en moyenne les valeurs 
d’engagement mental les plus élevées (M = 0.568, SD = 0.09) et les valeurs de charge 
mentale de travail les plus basses (M = 0.50, SD = 0.03).  
2. Les quadrants Q2 et Q4 des émotions de faible activation présentent les moyennes 
d’engagement les plus faibles soit (M = 0.26, SD = 0.15) pour Q2 (valence positive) et 
(M = 0.27, SD = 0.19) pour Q4 (valence négative). 
3. Le quadrant Q3 (valence négative et activation élevée) est associé aux valeurs de 
charge mentale de travail les plus élevées (M = 0.68, SD = 0.13).  
Ces résultats démontrent ainsi que ces indicateurs d’états mentaux sont bien associés aux 
émotions de l’apprenant. Le suivi de ces indicateurs pourra donc fournir des indications 
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pertinentes quant à l’expérience émotionnelle de l’apprenant durant son interaction avec 
l’environnement d’apprentissage, mais aussi cognitive comme nous avons pu le constater en 
analysant l’évolution de ces index au fil des différentes activités d’apprentissage. Dans le 
chapitre suivant, nous nous pencherons sur le dernier objectif de cette thèse, qui sera de 
proposer un système tutoriel adaptatif selon l’état mental de l’apprenant. 
4.6 Conclusion 
Dans ce chapitre, nous avons présenté notre approche pour modéliser la charge mentale des 
apprenants. Cette approche s’inscrit dans le cadre du premier objectif de cette thèse, qui vise à 
augmenter les Systèmes Tutoriels Intelligents par des indicateurs d’états mentaux. Pour ce 
faire, une deuxième étude expérimentale a été réalisée. Cette étude nous a permis d’atteindre 
les trois buts principaux que nous avons fixés à savoir : 
(1) Vérifier la possibilité de modéliser, à partir des caractéristiques du signal EEG, la 
charge mentale de travail dans un contexte d’apprentissage. Ceci inclut l’entrainement 
d’un modèle, sa validation dans un environnement éducatif, et l’évaluation de son 
impact sur le déroulement de la session d’interaction avec l’environnement.  
(2) Analyser le comportement de l’index d’engagement mental, présenté dans le chapitre 
précédent, dans un nouveau contexte d’apprentissage.  
(3) Examiner la relation entre les deux index cérébraux (charge mentale de travail et 
engagement) et les états émotionnels de l’apprenant. 
Les questions que l’on se pose à la fin de ce chapitre sont les suivantes. Peut-on détecter 
en temps réel ces indicateurs cérébraux dans un Système Tutoriel Intelligent ? Et si oui, 
comment un tel système pourrait-il prendre en compte ces indicateurs pour adapter ces 
interventions de manière à ajuster son enseignement et améliorer l’expérience d’interaction de 
l’apprenant ? 
Nous aborderons ces questions dans le prochain chapitre qui sera consacré à la 
présentation de notre système MENTOR (pour MENtal tuTOR) : un système tutoriel qui 
s’adapte en fonction des indicateurs mentaux de l’apprenant. 
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Chapitre 5 
Le système MENTOR 
5.1 Introduction 
Dans les chapitres 3 et 4 de cette thèse, nous avons présenté deux études expérimentales qui 
ont permis de valider la possibilité de modéliser respectivement l’engagement mental et la 
charge mentale de travail dans un contexte éducatif à partir de l’activité cérébrale des 
apprenants. Dans ces deux chapitres, la détection et l’analyse de ces indicateurs d’états 
mentaux ont été réalisées rétrospectivement (c.-à-d. en « offline »). Ceci nous a permis 
d’examiner le comportement de ces indicateurs cérébraux (à postériori) et de souligner leur 
importance dans le suivi de l’expérience de l’apprenant aussi bien au niveau cognitif qu’au 
niveau émotionnel. L’intégration de ces indicateurs semble ainsi constituer une avenue très 
prometteuse pour les STEI. 
Notre prochaine étape est désormais de montrer la possibilité de détecter ces indicateurs 
d’engagement et de charge de travail en temps réel, mais aussi d’adapter, en temps réel 
également, le processus d’apprentissage en fonction de ces indicateurs. En effet comme nous 
avons pu le constater à travers notre revue de la littérature, bien que plusieurs recherches se 
sont intéressées à l’utilisation des senseurs physiologiques pour étudier les réactions 
   122  
émotionnelles des apprenants, les systèmes qui intègrent ces senseurs pour adapter 
dynamiquement leur processus de formation en temps réel sont relativement rares.  
Ainsi, nous présentons dans ce chapitre notre approche pour intégrer ces indicateurs 
cérébraux dans un système tutoriel : le système MENTOR (« MENtal tuTOR »). Ce système 
permet de mesurer les signaux physiologiques EEG de l’apprenant et d’évaluer, son état 
mental en fonction de ses index d’engagement et de charge mentale de travail, qu’il pourra 
calculer et suivre activement tout au long de la session d’interaction. L’objectif de MENTOR 
est donc de tenir compte de ces indicateurs cérébraux pour adapter le déroulement de la 
session d’apprentissage de la façon qui conviendrait le plus à l’état mental de l’apprenant. 
Ce chapitre est structuré en deux parties. La première partie sera consacrée à la 
présentation du Système MENTOR. Nous y détaillerons les différents fonctionnalités et 
modules de traitement de notre système. La deuxième partie sera quant à elle dédiée à 
l’évaluation de notre système à travers une troisième étude expérimentale que nous avons 
réalisée dans le cadre de cette thèse. Le but de cette étude a été de mettre en évidence l’impact 
que peut avoir l’intégration de ces index cérébraux sur l’apprentissage. En particulier, nous 
nous sommes intéressés à ces trois questions de recherche. (1) Est-ce que l’intégration des 
indicateurs mentaux dans la politique d’adaptation d’un STI peut aider l’apprenant à mieux 
assimiler le contenu tutoriel et à réaliser de meilleures performances d’apprentissage ? (2) Est-
ce qu’un système, qui est ‘conscient’ de l’état mental d’un apprenant, peut améliorer 
l’expérience de ce dernier vis-à-vis du déroulement de son apprentissage (en terme de 
satisfaction en particulier et de réactions émotionnelles en général) ? Et enfin, (3) est-ce qu’un 
tel système arrive à déceler et à corriger les difficultés mentales de l’apprenant ? 
Partie I — Présentation du système MENTOR 
Le système MENTOR «MENtal tuTOR » que nous proposons dans  le cadre de cette thèse est 
un système tutoriel qui intègre des indicateurs cérébraux dans sa logique d’adaptation avec 
l’apprenant. Son objectif est d’ajuster l’enseignement prodigué en adaptant ses interventions 
pédagogiques selon l’état mental de l’apprenant en vue d’enrichir la dynamique d’interaction 
avec l’apprenant et améliorer l’expérience d’apprentissage. 
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Plus précisément, notre système utilise les données physiologiques en provenance de 
senseurs électroencéphalographiques (EEG) pour calculer en temps réel les deux index 
cérébraux d’engagement et de charge mentale de travail. Ces index sont ensuite utilisés pour 
analyser l’état mental de l’apprenant, et adapter l’environnement d’apprentissage.  
MENTOR dispose de trois différents modes de fonctionnement à savoir : le mode 
Entrainement, le mode Affichage et le mode Apprentissage. 
 Le mode Entrainement (« Training ») : ce mode de fonctionnement est exclusivement 
dédié à la création d’un modèle prédictif de la charge mentale de travail pour un 
apprenant. Nous rappelons que contrairement à l’index d’engagement mental qui est 
directement calculé à partir des bandes de fréquences alpha, beta et thêta extraites du 
signal EEG, l’index de charge mentale de travail que nous proposons nécessite une 
phase d’entrainement (c.-à-d. une phase d’apprentissage machine). À l’issue de cette 
phase, un modèle de charge mentale de travail propre à chaque apprenant est créé. Ce 
modèle est utilisé par les deux autres modes de fonctionnement de MENTOR, à savoir 
le mode Affichage et le mode Apprentissage, pour dériver en temps réel l’indice de 
charge mentale de travail à partir des données EEG. 
 Le mode Affichage (« Monitoring ») : ce mode de fonctionnement passif (c.-à-d. non 
adaptatif) présente un tableau de bord de l’état mental de l’apprenant. Le système 
enregistre et affiche sur l’écran les valeurs des index d’engagement et de charge 
mentale de travail calculées en temps réel lors d’une session d’interaction.  
 Le mode Apprentissage (« Learning ») : ce mode offre un environnement 
d’apprentissage adaptatif. Le système surveille activement les index mentaux de 
l’apprenant lors d’une activité d’apprentissage, analyse l’évolution de son état mental, 
et décide d’initier des interventions pour adapter l’environnement d’apprentissage en 
fonction de l’état mental de l’apprenant. 
La figure 5.1 donne un aperçu global du fonctionnement du système MENTOR. En plus 
des trois modes de fonctionnement décrit précédemment, MENTOR inclut deux phases 
préliminaires de traitement des signaux physiologiques à savoir : (1) la capture des signaux 
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EEG et (2) le calcul des index cérébraux. Dans la première phase, les données EEG brutes sont 
lues à partir des senseurs, filtrées et transformées afin qu’elles puissent être exploitées pour le 
calcul des deux index cérébraux. L’indice d’engagement est dérivé directement à partir des 
signaux EEG capturés dans la première phase préliminaire de traitement. L’index de charge 
mentale de travail est dérivé quant à lui à partir des signaux EEG, et du modèle entrainé à 
travers le mode de fonctionnement Entrainement de MENTOR. Les index produits par cette 
deuxième phase peuvent être alors soit intégrés et utilisés par l’environnement d’apprentissage 
adaptatif si MENTOR est utilisé en mode Apprentissage, ou présentés directement à l’écran si 
le système est utilisé en mode Affichage.   
La conception du système MENTOR repose sur une organisation modulaire ; chaque 
module est responsable d’un aspect différent de traitement (capture des signaux EEG, calcul 
des index cérébraux, module d’analyse, module décisionnel, etc.). Nous présentons dans ce 
qui suit les fonctionnalités de ces différents modules.
1
 
                                               
1
 Le système MENTOR a été entièrement développé en utilisant le langage C# (plateforme 
Microsoft.Net version 4.0.30319). Le choix de ce langage a été motivé principalement par rapport au 
fait qu’il est supporté par le langage utilisé par le kit de développement de notre matériel EEG (C ++). 
Le langage C# a par ailleurs l’avantage de faciliter la création des interfaces et des composantes 
graphiques, qui représentent un aspect essentiel dans ce genre d’applications à caractère interactif. 
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5.2 Capture des signaux EEG 
La phase de capture des signaux EEG est la première étape de base sur laquelle repose tout le 
fonctionnement du système MENTOR. Cette phase fait intervenir un processus d’acquisition 
en temps réel des signaux physiologiques à partir du dispositif matériel EEG. Les données 
EEG recueillies sont ensuite filtrées et transformées. 
 
Figure 5.2 – Dispositif EEG Emotiv Epoc utilisé.  De gauche à droite : le casque EEG sans fil, 
le récepteur USB et le kit d’hydratation des senseurs.2 
5.2.1 Dispositif matériel EEG 
Le dispositif d’acquisition est constitué du matériel EEG Emotiv Epoc, à savoir : un casque 
EEG, un récepteur USB sans fil (WiFi) et un pack d’hydratation pour les senseurs EEG (voir 
figure 5.2). Nous avons opté pour ce matériel pour trois raisons principalement. D’abord, le 
casque peut se connecter sans fil à n’importe quelle machine à travers le récepteur (clé) USB. 
Ensuite, contrairement à d’autres dispositifs EEG disponibles sur le marché (et en l’occurrence 
celui que nous avons utilisé dans les deux chapitres précédents), le casque Emotiv est simple à 
manœuvrer et ne demande pas de préparation ou de configurations matérielles particulières 
(telles que l’assemblage des fils pour établir une connexion avec un encodeur, le paramétrage 
du système et des canaux virtuels de réception, etc.). Enfin, le casque Emotiv est facile à 
porter, léger, et la connexion sans fil utilisée permet à l’utilisateur une plus grande liberté de 
mouvement.  
                                               
2
 http://www.emotiv.com/ 
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Le casque Emotiv contient en tout 16 électrodes (voir figure 5.3), situées selon la norme  
internationale 10-20 de positionnement des électrodes sur le scalp (Jasper, 1958). Il permet de 
mesurer jusqu’à 14 régions simultanément (O1, O2, P7, P8, T7, T8, FC5, FC6, F3, F4, F7, 
F8, AF3 et AF4). Les deux autres électrodes sont utilisées comme des références ; elles 
correspondent respectivement à la région P3 (appelée CMS pour « Common Mode Sense ») et 
la région P4 (appelée DRL pour « Driven Right Leg »). Le système MENTOR utilise 
l’intégralité de ces senseurs ; l’enregistrement des données EEG se fait avec un taux 
d’échantillonnage de 128 Hz.  
 
Figure 5.3 – Positionnement des 16 électrodes du casque EEG 
Avant chaque utilisation, l’impédance des électrodes doit être réduite au niveau requis 
par le système Emotiv Epoc en imbibant les senseurs avec une solution saline.
3
 Le suivi du 
niveau d’impédance se fait par l’intermédiaire de l’application « Emotiv TestBench » qui est 
fournie avec le système Emotiv Epoc (voir figure 5.4). Ce programme permet de vérifier la 
qualité des signaux EEG des différentes régions mesurées, ainsi que le niveau restant de la 
batterie du casque dont l’autonomie est de 12 heures d’utilisation approximativement.  
                                               
3
 Cette procédure de diminution de l’impédance est requise dans la plupart des dispositifs EEG. 
Toutefois contrairement à beaucoup d’autres dispositifs qui nécessitent le recours à une pâte ou un gel 
sur le cuir chevelu (tel que le matériel Procomp infinity utilisé dans les chapitres 3 et 4), cette solution 
saline recommandée par Emotiv Epoc est beaucoup moins contraignante pour les utilisateurs. 
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5.2.2 Acquisition des données EEG  
Pour accéder aux données EEG, le système MENTOR utilise l’interface de programmation 
« Application Programming Interface » (API) de l’édition de recherche du kit de 
développement du logiciel d’Emotiv (version 2010). Cette interface contient un ensemble de 
méthodes permettant l’accès à un vecteur de données EEG brutes. Le module d’acquisition de 
données de MENTOR intègre ces méthodes dans un processus léger (« thread ») qui consulte 
périodiquement la mémoire tampon dans laquelle se trouvent les données provenant de 
chacune des 14 régions mesurées. Ces données se présentent sous la forme d’une série 
temporelle de valeurs de voltage mesurées à partir de l’électrode située sur chaque région. La 
boucle de lecture du module d’acquisition constitue alors une structure de 14 blocs de données 
EEG (un bloc par région). Ces blocs EEG sont ensuite transmis au module de filtrage et de 
transformation pour être prétraités. 
La boucle de lecture vérifie à chaque itération l’état de la connexion avec le casque afin 
de permettre au système MENTOR de détecter et de gérer les pertes de connexion. 
5.2.3 Filtrage et transformation des données EEG  
Le flux de données EEG collectées par le module d’acquisition est décomposé en segments 
contenant 128 points de données ; ce qui correspond à une seconde d’échantillonnage. Afin de 
détecter les bruits causés par les mouvements musculaires et les clignements des yeux, une 
procédure a été implémentée conformément à l’heuristique recommandée par (Prinzel et al., 
2000b). Dans cette procédure, l’amplitude des voltages des données EEG du segment relatif à 
la région AF4 est examinée (cette région du cerveau étant très sensible aux mouvements 
musculaires et clignements des yeux). Si cette amplitude dépasse un certain seuil dans plus de 
25 % des points du segment, ce dernier est considéré comme bruité, et tout le bloc contenant 
les 14 segments est automatiquement rejeté. Dans le cas contraire, l’ensemble des segments du 
bloc de données est ajouté aux autres segments déjà collectés. Ainsi, le système MENTOR 
prévoit à chaque seconde, un segment de données pour chaque région, si aucun segment bruité 
n’est détecté (voir figure 5.5 [a]).  
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À l’arrivée de chaque segment, le système procède à son découpage en deux parties 
d’une demi-seconde (64 points de données). Une fenêtre temporelle glissante avec un 
recouvrement égal à une demi-seconde est appliquée afin de reconstruire un nouveau segment 
d’une taille d’une seconde. Ce nouveau segment va regrouper la première moitié du segment 
découpé avec la deuxième moitié du segment précédent (correspondant à la seconde 
précédente). La figure 5.5 [b] illustre cette procédure. 
Les points de données contenus dans les nouveaux segments sont ensuite multipliés par 
une fenêtre de Hamming d’une taille de 128 points, et une Transformée de Fourier Rapide 
(TFR) est appliquée. Cette transformation temps/fréquence résulte en un tableau comportant 
un spectre de fréquences où la largeur de chaque bande de fréquence est égale à 1 Hz (taux 
d’échantillonnage 128 Hz / 128 points de données par segment). Enfin, le module de 
transformation extrait les fréquences allant de 4 Hz à 43 Hz pour chaque région, produisant 
ainsi une matrice de données de taille égale à (44 x 14) qui regroupe les données EEG de 
toutes les régions mesurées.  
Ainsi, cette première étape de capture permet au système d’accéder aux données EEG en 
temps réel, de les prétraiter, et de les transformer pour extraire les caractéristiques du signal 
EEG (sous la forme d’une matrice contenant un ensemble de fréquences par région). Ces 
données EEG seront ensuite utilisées par les autres modules de MENTOR (voir figure 5.1). En 
particulier, le mode Entrainement pourra entrainer un modèle de charge mentale de travail 
propre à chaque apprenant, le module Calcul des index pourra dériver en temps réel 
l’engagement cérébral et la charge mentale de l’apprenant, le mode Affichage pourra présenter 
le tableau de bord de l’état mental de l’apprenant et enfin, le module Apprentissage pourra 
adapter l’environnement d’apprentissage en fonction de l’état mental de l’apprenant. La 
section suivante est consacrée à la description du mode Entrainement. 
5.3 Le mode Entrainement de MENTOR 
Un des objectifs du système MENTOR est de fournir une estimation, en temps réel, de la 
charge mentale de travail de l’utilisateur en se basant sur les données EEG. Cette 
fonctionnalité permet au système, dans un premier temps, de réaliser un suivi et une analyse 
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quantitative du comportement de cet indicateur cérébral relativement aux exigences mentales 
des différentes tâches et activités exécutées, et dans un deuxième temps, d’ajuster son 
interaction pour l’adapter à l’état mental de l’apprenant.  
Le mode Entrainement du système MENTOR est dédié à entrainer et à tester un modèle 
de charge mentale de travail. Ce modèle sera utilisé par le mode Apprentissage (le module 
adaptatif de MENTOR) ou le mode Affichage (le tableau de bord de MENTOR) pour dériver 
l’index de charge mentale de l’apprenant à partir des caractéristiques extraites des données 
EEG.  
Notre système utilise une approche individualisée pour la création de ce modèle : le 
résultat de la phase d’entrainement est un modèle propre à un apprenant particulier. Par 
conséquent, ce modèle ne peut pas servir à estimer la charge mentale de travail d’un autre 
utilisateur ; ce qui rend cette phase d’entrainement obligatoire avant l’utilisation des deux 
autres modes de fonctionnement du système. 
Pour construire le modèle de charge mentale de travail, le mode Entrainement se base 
sur les mêmes principes de l’approche utilisée dans le chapitre 4 à savoir : 
 Le recours à des exercices d’entrainement cérébral faisant intervenir des tâches 
purement cognitives. 
 L’utilisation de l’instrument NASA_TLX pour l’évaluation subjective de la charge 
mentale de travail. 
 L’utilisation de l’Analyse en Composantes Principales (ACP) pour la réduction de la 
dimensionnalité des données EEG, et de l’algorithme de régression par processus 
gaussiens (RPG) pour la création du modèle de charge mentale de travail. 
5.3.1 Exercices d’entrainement cérébral  
Le mode Entrainement de MENTOR intègre trois types de tests cognitifs à savoir : le test 
Empan Numérique (EN), le Test Empan Numérique Inversé (ENI), et des exercices de Calcul 
Mental (CM) : avec principalement des exercices d’addition et de soustraction. 
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 Comme l’objectif de cette phase est de solliciter différents niveaux de charge mentale 
de travail chez l’apprenant, et que ceci est réalisé à travers la manipulation du niveau de 
difficulté de la tâche, le système donne la possibilité de paramétrer ces tests. Ainsi, le niveau 
de difficulté des tests Empan Numérique et Empan Numérique Inversé peut être augmenté (ou 
diminué) en paramétrant le nombre de chiffres de la séquence à retenir. De la même manière, 
la difficulté des exercices de Calcul Mental est manipulée en augmentant le nombre des 
chiffres à additionner ou à soustraire. Le système permet aussi de programmer le nombre de 
répétitions des différentes tâches à exécuter pour chaque activité cognitive. Par exemple, le 
mode Entrainement peut être configuré pour répéter six fois l’empan d’une séquence de 5 
chiffres, puis quatre fois l’empan de 6 chiffres, ensuite deux fois l’empan de 7 chiffres, etc. 
Les chiffres utilisés dans les trois tests (EN, ENI et CM) sont générés par le système de façon 
aléatoire. 
5.3.2 Collecte des données dans le mode Entrainement 
À l’ajout d’un nouvel utilisateur, un fichier d’identification est créé pour conserver ses 
informations personnelles (âge, sexe, niveau d’étude, etc.). Pour gérer les données des 
différents utilisateurs, le système se base sur des identifiants uniques et chaque utilisateur 
dispose d’un répertoire contenant toutes les données qui le concernent. En particulier, les 
données collectées pour l’entrainement du modèle de charge mentale de travail sont 
rassemblées dans différents fichiers ; chaque fichier comprend les données relatives à une 
activité particulière d’un test cognitif (soit un niveau de EN, ENI ou CM).  
La figure 5.6 décrit cette procédure de collecte des données d’entrainement. Dès qu’une 
activité cognitive est lancée, le processus de capture des signaux EEG décrit précédemment 
(section 5.2) est automatiquement enclenché. Les données EEG collectées et prétraitées sont 
directement stockées dans un nouveau fichier propre à cette activité (fichier EEG).  
Le processus de capture est arrêté à la fin de chaque activité, et l’apprenant procède à 
l’évaluation subjective de la charge mentale de travail en utilisant l’instrument de mesure 
NASA_TLX (Hart et al., 1988a) administré par le système MENTOR. Un fichier NASA_TLX 
sera alors créé pour chaque activité. En outre, une fois que toutes les activités cognitives de 
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chaque test d’entrainement cérébral sont terminées (c.-à-d. EN, ENI et CM), l’utilisateur doit 
procéder à la pondération du score NASA_TLX conformément aux recommandations des 
concepteurs du test (Hart et al., 1988a) : soit une série de 15 comparaisons des 6 dimensions 
du NASA_TLX (exigence mentale, exigence physique, exigence temporelle, performance, 
effort et niveau de frustration). Les scores pondérés sont alors enregistrés dans les fichiers 
d’évaluations NASA_TLX  des différentes activités réalisées.  
 
Figure 5.6 – Procédure de collecte des données d’entrainement du modèle de charge mentale 
de travail. 
Cette phase d’exercices d’entrainement cérébral a pour objectif de collecter 
suffisamment de données pour que le système soit en mesure d’entrainer un modèle individuel 
de charge mentale de travail. Il est évident que plus il y a de tests et de niveaux variés de 
difficultés, plus le modèle entrainé est précis. Il est important toutefois de garder un 
compromis entre le volume des données à collecter et le temps requis par le système pour 
l’entrainement des modèles. Nous présentons dans ce qui suit la démarche utilisée pour la 
création de ces modèles. 
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5.3.3 Réduction de la dimensionnalité des données  
Comme mentionnée précédemment, la création des modèles individuels de charge mentale de 
travail dans le mode Entrainement utilise l’algorithme d’Analyse en Composantes Principales 
(ACP) pour réduire la dimensionnalité des données EEG collectées. Ainsi, dès qu’un 
utilisateur achève ses exercices cognitifs, il est possible de sélectionner ses fichiers EEG, de 
les charger dans le système, et d’appliquer l’algorithme d’ACP.  
L’algorithme commence par calculer la variance expliquée par chacune des composantes 
principales extraites à partir des données EEG : une composante correspond à une bande de 
fréquence de 1 Hz (ou « bin »). Ces composantes sont initialement au nombre de 616, soit le 
nombre total de bandes de fréquence de 1 Hz prétraitées par le module de capture (44 Hz en 
tout x 14 régions mesurées). Ces composantes seront affichées à l’écran selon un ordre 
décroissant du pourcentage de la variance expliquée par chacune d’elles,  par rapport à 
l’ensemble de la matrice des données EEG (la composante d’ordre 1 explique le plus grand 
pourcentage de variance, la composante d’ordre 2 explique le second plus grand pourcentage 
et ainsi de suite). Le système calcule également le pourcentage de variance cumulée pour 
chaque composante.  
La variance cumulée pour une composante  d’ordre  correspond à la somme de sa 
variance avec celle des composantes d’ordre inférieur : 
    
L’objectif est alors de réduire le nombre de ces composantes en retenant un certain 
nombre restreint de bandes de fréquences qui expliquent le mieux la variance des données 
EEG. Pour ce faire, il faut préciser le nombre de composantes que l’on désire conserver. Le 
système permet de fixer ce nombre de deux manières différentes : en le spécifiant directement, 
ou indirectement en indiquant un seuil de variance total que l’on désire atteindre. Dans le 
premier cas, si l'on spécifie un nombre égal à n, le système sélectionne les n premières 
composantes calculées par l’algorithme ; la variance totale expliquée est égale à la variance 
   136  
cumulée à la nième composante. Dans le deuxième cas, si l’on spécifie un seuil de variance 
égale à v, le système choisit séquentiellement les composantes en commençant par la 
première, et s’arrête dès que la variance cumulée de la composante dépasse la valeur v.  
Une fois le nombre de composantes fixé, le système transforme les données EEG 
collectées en les projetant selon les composantes sélectionnées, réduisant ainsi leur 
dimensionnalité. La figure 5.7 récapitule les principales étapes de la réduction de la 
dimensionnalité du mode Entrainement de MENTOR. 
5.3.4 Apprentissage du modèle de charge mentale de travail  
L’apprentissage du modèle de charge mentale de travail est réalisé en entrainant une fonction 
de régression sur les données EEG dont la dimensionnalité a été réduite par l’algorithme 
d’ACP. Les données d’entrainement sont formées de l’ensemble , où  est un 
vecteur EEG correspondant à une seconde d’une activité cognitive, et  la valeur cible 
correspondant au score NASA_TLX pondéré attribué par l’utilisateur.  
Dans notre approche, nous utilisons l’algorithme de régression par processus Gaussiens 
(RPG) qui permet d’apprendre une fonction de régression . Cette fonction calcule la 
valeur de la charge mentale de travail  avec = , où  est un bruit gaussien définit 
par une moyenne égale à zéro et une variance .   
Pour un système comme MENTOR qui utilise un modèle de prédiction de charge 
mentale de travail individualisé, le temps requis pour la phase d’apprentissage du modèle 
prédictif va s’ajouter au temps d’exécution des différentes activités cognitives (exercices 
d’entrainement cérébral). Cette phase d’entrainement étant faite pour chaque participant, 
contrairement à l’approche de création de modèles généralisés, il est donc important que le 
temps d’apprentissage de la fonction de régression soit assez rapide. De plus, étant donné que 
MENTOR utilise ce modèle de régression pour prédire en temps réel la charge mentale de 
travail de l’utilisateur, le temps de prédiction du modèle doit également être assez rapide. 
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Figure 5.7 – Réduction de dimensionnalité des données EEG dans le mode Entrainement : la 
première interface (en haut) illustre la matrice des bandes de fréquences de 1 Hz (Bins) 
extraites du signal EEG, la deuxième interface (en bas) illustre les composantes du signal EEG 
retenu par l’algorithme d’ACP 
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En dépit de la grande précision de prédiction des processus gaussiens et de leur capacité 
à gérer les données de grande dimensionnalité, la complexité de l’algorithme de régression 
constitue une contrainte majeure. En effet, l’algorithme RPG a une complexité cubique en 
fonction des exemples d’apprentissage (Rasmussen, 2006). L’utilisation de cette technique 
dans MENTOR est donc problématique, dans la mesure où les exemples d’entrainement sont 
assez volumineux (par exemple, pour une phase d’exercices cognitifs d’une heure, un 
ensemble d’environ 3600 vecteurs de données EEG peuvent être collectés). 
Pour remédier à cette limitation et accélérer la phase d’entrainement, nous avons intégré 
dans notre système une version rapide de l’algorithme RPG, recommandée pour les 
applications qui fonctionnent en temps réel, appelée régression par processus gaussiens locaux 
(RPGL) (Nguyen-Tuong et al., 2008); cette version repose sur le principe des techniques 
d’apprentissage machine dîtes aussi locales, qui ont pour objectif d’accélérer les procédures 
d’entrainement et de prédiction.  
L’algorithme RPGL partitionne les exemples d’entrainement en régions (ou cliques) 
locales et entraine une fonction de régression sur chacune de ces régions : étape de partition et 
d’apprentissage des modèles locaux. Puis, l’algorithme calcule une moyenne pondérée des 
valeurs prédites par les différentes fonctions locales entrainées, pour prédire la valeur cible 
d’un vecteur de données : étape de prédiction.  
Étape de partition et d’apprentissage des modèles locaux 
Dans la phase de partitionnement des données, l’algorithme utilise, pour mesurer la distance, 
la même fonction noyau utilisée pour l’apprentissage des fonctions de régression locales. Nous 
avons basé le fonctionnement de cet algorithme dans MENTOR sur l’utilisation d’un noyau 
gaussien qui mesure la distance  avec la fonction suivante : 
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Avec  le vecteur centre du k
ième
 modèle local et  un hyper-paramètre qui représente 
la largeur du noyau gaussien. L’algorithme de partition commence avec un modèle local 
contenant un seul vecteur de données qui est lui-même le centre du modèle. Puis, pour chaque 
nouveau vecteur de données dans l’ensemble d’entrainement, l’algorithme crée un nouveau 
modèle local avec un nouveau centre si la distance entre ce vecteur et tous les centres des 
régions locales est supérieure à un seuil de génération  initialement fixé. Sinon, le vecteur 
de données est ajouté aux données du modèle local le plus proche, et le centre de cette région 
est mis à jour en calculant la nouvelle moyenne des vecteurs de données de cette région. À la 
fin de cette phase de partition, un ensemble de fonctions de régression sont apprises sur des 
régions contenant un ensemble de données relativement petit ce qui accélère cette phase 
d’apprentissage. 
Étape de prédiction :  
La prédiction de la valeur cible de charge mentale de travail  à partir d’un vecteur de données 
EEG x se fait en calculant la moyenne pondérée de chacune des prédictions  faites par toutes 
les M fonctions locales apprises. La pondération de cette moyenne se base sur la distance de ce 
vecteur de données par rapport à chaque région. 
La fonction de prédiction est donnée par : 
 
 Avec  la distance du vecteur centre Avec  du k
ième
 modèle local. 
Ainsi, ces deux étapes de l’algorithme de régression sont implémentées dans MENTOR. 
La première étape de partitionnement et d’apprentissage du modèle est exclusivement utilisée 
dans le mode Entrainement alors que la deuxième étape de prédiction est utilisée par le mode 
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Affichage et le mode Apprentissage pour la prédiction en temps réel de la charge mentale de 
travail.  
Le mode Entrainement permet de sélectionner un ensemble de données d’apprentissage, 
de réduire leur dimensionnalité avec l’algorithme ACP, d’entrainer le modèle de charge 
mentale de travail avec les processus gaussiens locaux, et de le tester sur un ensemble de test. 
Le système permet aussi, lors de cette phase d’entrainement, de contrôler et de spécifier les 
paramètres et les hyper-paramètres du modèle tels que le seuil de génération , la largeur 
du noyau gaussien , ou encore la variance du bruit gaussien . 
Pour des fins de test et de comparaison, une version standard des processus gaussiens a 
été aussi intégrée dans le mode Entrainement. La figure 5.8 illustre une interface de ce mode 
ce mode de fonctionnement de MENTOR. 
Une fois la phase d’apprentissage du modèle de charge mental terminée, le système 
permet de le sauvegarder afin qu’il soit utilisable par les autres modes du système. Il est à 
noter que la sauvegarde comprend en plus du modèle de régression utilisé pour la prédiction, 
les coefficients utilisés par l’algorithme d’ACP, ainsi que le nombre des composantes choisies 
pour la réduction de la dimensionnalités. 
Avant de présenter les autres modes de fonctionnement du système MENTOR, nous 
décrivons ci-dessous la phase de calcul des index cérébraux. 
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5.4 Calcul des index cérébraux 
Lors du démarrage du système MENTOR, si le mode choisi est le mode Affichage, ou 
Apprentissage, les vecteurs de données EEG acquis et prétraités par le module de capture 
seront dirigés vers le module de calcul des index cérébraux. Ce module se chargera d’extraire 
les index d’engagement et de charge mentale de travail. Cela suppose aussi qu’un modèle de 
charge mentale de travail a été déjà entrainé pour l’utilisateur.  
5.4.1 L’index de charge mentale de travail  
Le système récupère le modèle de charge mentale de travail issu de la phase de traitement, et 
procède au paramétrage de deux fonctions principales : 
1- La fonction de transformation : cette fonction utilise les paramètres enregistrés de 
l’algorithme ACP, afin de transformer le vecteur EEG en un ensemble de composantes. 
En particulier, les coefficients de transformation ainsi que le nombre de composantes 
retenues permettront de créer un nouveau vecteur de données de taille réduite. 
2- La fonction de prédiction : Cette fonction infère la valeur de charge mentale de travail 
selon l’algorithme de régression par processus gaussiens décrit précédemment. 
Ainsi, l’extraction de la valeur de charge mentale de travail se fait en deux étapes : la 
première étape consiste à transformer les données EEG en un vecteur de composantes ; la 
deuxième étape détermine la valeur de l’index de charge mentale de travail en utilisant la 
fonction de prédiction. 
5.4.2 L’index d’engagement  
L’index d’engagement est directement extrait à partir du vecteur de données EEG et ne 
nécessite pas le recours à un modèle de calcul ou de prédiction spécifique. Les bandes de 
fréquences θ (4-8 Hz), α (8-13 Hz) et β (13-22 Hz), en provenance de chaque région, sont 
additionnées afin de produire l’index d’engagement (Pope et al., 1995) : 
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La phase de calcul des index cérébraux reçoit ainsi un vecteur de données EEG, et 
produit les index cérébraux de charge mentale de travail et d’engagement chaque seconde. 
Une moyenne mobile avec une fenêtre glissante de 20 secondes est utilisée, afin de lisser les 
valeurs des index calculés et de réduire l’impact des fluctuations non significatives dans la 
visualisation et l’analyse de ces index.  
Les index seront ensuite traités selon le mode de fonctionnement du système : d’une 
façon passive dans le mode Affichage, ou d’une manière active si le système interagit avec 
l’utilisateur dans le mode Apprentissage. 
5.5 Le mode Affichage de MENTOR 
Le mode Affichage de MENTOR permet de mettre en œuvre de l’un des principes de 
l’informatique physiologique (« physiological computing »), qui est le suivi de l’état interne 
d’un utilisateur à partir des informations extraites des signaux physiologiques. L’objectif de ce 
mode est donc de fournir une sorte de tableau de bord (« dashbord ») pour surveiller les 
valeurs des index mentaux en temps réel. L’état interne (mental) de l’utilisateur est inféré à 
travers l’analyse de ces index dans le temps.  
Cette version non adaptative du système MENTOR a été développée pour visualiser et 
enregistrer l’évolution des index mentaux d’un apprenant lors de la réalisation d’un ensemble 
d’activités (par exemple : suivi d’un tutoriel, résolution d’un problème, lecture d’une solution, 
navigation sur Internet, etc.).  
Le mode Affichage utilise un module d’analyse permettant d’évaluer l’état mental de 
l’apprenant selon ses indicateurs cérébraux. 
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5.5.1 Le module d’analyse de MENTOR 
Pour évaluer l’état mental d’un apprenant lors d’une activité, le système vérifie le 
comportement de ses index d’engagement et de charge mentale de travail. Deux états possibles 
sont considérés pour chacun de ces index, à savoir : positif ou négatif. 
 Index d’engagement positif : le niveau d’engagement de l’apprenant est jugé suffisant 
par le système durant l’exécution de l’activité.  
 Index d’engagement négatif : le système considère que l’apprenant est désengagé 
pendant l’activité ; le niveau d’engagement de l’apprenant est jugé insuffisant par le 
système.  
 Index de charge mentale de travail positif : le niveau global de charge mentale de 
travail est jugé adéquat.  
 Index de charge mentale de travail négatif : le système détecte une surcharge 
« overload » ou une sous-charge « underload » mentale durant l’exécution de l’activité. 
Le système considère alors que l’état mental d’un apprenant est positif si les valeurs des 
deux index mentaux sont positives. À l’inverse, si le système détecte un état de 
désengagement, de surcharge mentale, ou de sous-charge mentale, l’état mental de l’utilisateur 
est considéré comme négatif.  
L’analyse des deux index mentaux lors d’une activité, c.-à-d. déterminer si le 
comportement d’un index est positif ou négatif, peut se faire selon l’une des deux méthodes 
suivantes, qui sont communément utilisées dans l’informatique physiologique, à savoir : la 
méthode de comparaison par rapport à la valeur de référence « Baseline » ou la méthode de la 
pente. 
La méthode de comparaison par rapport à la valeur de référence « Baseline ». Ces 
valeurs de références sont établies en moyennant les valeurs de chaque index sur une période 
de temps durant laquelle l’apprenant doit être dans l’état le plus neutre possible. L’index 
d’engagement est considéré comme positif, si sa valeur moyenne lors de toute l’activité est 
supérieure à la valeur de référence. Autrement, l’index d’engagement est considéré comme 
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négatif. Pour la charge mentale de travail, les deux états à surveiller sont l'état de surcharge 
« overload » et de sous-charge « underload » mentale. La moyenne de l’index de charge 
mentale durant l’activité est comparée à la valeur de référence, plus ou moins un seuil définit 
par la variance de cette référence. Pour que le comportement de l’index de charge mentale de 
travail soit considéré comme positif, sa valeur moyenne lors de l’activité ne doit pas dépasser 
la valeur de référence de cet index plus deux fois sa variance. Sinon un état de surcharge est 
détecté. Si en revanche cette valeur est inférieure à la valeur de référence moins deux fois la 
valeur de sa variance, un état de sous-charge mentale est signalé. 
 
Figure 5.9 – Interface du mode Affichage de MENTOR 
Outre son rôle de tableau de bord décrit précédemment, le mode Affichage a été 
également développé pour des fins d’expérimentation et d’évaluation des index utilisés. Ceci 
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nous permet entre autres d’examiner les comportements des index en temps réel en fonction de 
différents types d’activités.  
La méthode de la pente. Cette approche utilise la méthode des moindres carrés pour 
déterminer une fonction linéaire qui minimise la somme des carrés des écarts 
des valeurs de l’index durant l’activité avec la droite . Pour l’index d’engagement, si 
la valeur de la pente  alors est positive, alors l’état d’engagement est considéré comme 
positif, sinon l’état d’engagement est considéré comme négatif. Pour la charge de travail, la 
valeur de cette pente ne doit pas dépasser un seuil d’accroissement  sinon une surcharge 
mentale est détectée. La valeur de la pente ne doit pas aussi baisser sous un seuil  sinon un 
état de sous-charge mentale est signalé. 
La figure 5.9 présente l’interface du mode Affichage de MENTOR. À chaque 
changement d’activité, le système enregistre les valeurs des index, la durée de cette activité 
ainsi que l’évaluation de l’état mental de l’apprenant fourni par le système selon une des 
méthodes d’analyse précédemment décrites. Cette interface nous permet aussi de configurer 
les paramètres de la méthode d’analyse choisie (durée utilisée pour établir les valeurs de 
référence, valeur de la borne  pour la méthode de la pente, etc.) et d’observer son impact en 
temps réel.  
Nous décrivons dans ce qui suit le troisième et dernier mode de fonctionnement de 
MENTOR, qui représente une application directe de notre approche dans le domaine éducatif.  
5.6 Le mode Apprentissage de MENTOR 
Le mode Apprentissage de MENTOR représente la partie adaptative du système. Il offre un 
environnement d’apprentissage capable d’interagir avec les apprenants en fonction de leurs 
paramètres mentaux. Contrairement au mode Affichage, qui se limite à une simple analyse du 
   147  
comportement des index, ce mode dispose d’une logique d’adaptation lui permettant de gérer 
les étapes de l’apprentissage en fonction de l’analyse de ces deux index.  
Notre objectif, à travers ce mode Apprentissage du système MENTOR est de présenter 
une nouvelle vision des STI augmentés par des capacités d’adaptation à l’état mental d’un 
apprenant. Les principales innovations que nous proposons se situent au niveau du modèle 
apprenant et du modèle tuteur (voir figure 5.10).  
Le modèle apprenant est enrichi avec des informations sur l’engagement et la charge 
mentale de travail de l’apprenant ainsi que du module d’analyse décrit précédemment, qui 
permet d’inférer son état mental. Le modèle tuteur quant à lui dispose d’un module 
décisionnel qui choisit la meilleure action à entreprendre en fonction de l’état mental de 
l’apprenant ainsi que des autres connaissances disponibles dans le modèle apprenant. Les 
décisions du module tuteur sont également basées sur une consultation du curriculum. 
 
Figure 5.10 – Architecture d’un STI augmentée par les indicateurs d’états mentaux 
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5.6.1 Le curriculum de MENTOR 
Le mode Apprentissage du système MENTOR a été créé pour enseigner une leçon sur la 
notation postfixée. Cette leçon est constituée de quatre parties présentant les notions de base 
de cette notation : 
1- La première partie de la leçon présente une série de définitions formelles portant sur les 
expressions algébriques ainsi que les différents éléments qui la constituent. L’objectif 
pédagogique est que l’apprenant soit capable de reconnaitre et de constituer une 
expression algébrique correcte à partir d’un alphabet composé d’un ensemble de 
variables, de constantes, d’opérateur et de fonctions. 
2- La deuxième partie de la leçon expose la notion d’ambiguïté dans l’évaluation des 
expressions algébriques en l’absence de parenthèses. La notion de l’ordre de priorité des 
opérateurs est présentée dans cette partie, dont l’objectif principal est que l’apprenant 
soit capable d’évaluer correctement une expression. L'apprenant doit également être en 
mesure de transformer correctement une expression en enlevant ses parenthèses. 
3- La troisième partie de la leçon porte sur le concept de la notation postfixée. Cette partie 
explique l’utilité de cette notion dans la désambiguïsation des expressions arithmétiques. 
Le principe de construction d’une expression postfixée est présenté sous la forme d’un 
ensemble de règles permettant aux apprenants de comprendre la logique de cette 
notation. L’objectif de cette leçon est que l’apprenant soit capable de reconnaitre une 
expression postfixée correctement construite sans nécessairement être capable de 
l’évaluer. 
4- La quatrième partie de la leçon aborde l’évaluation d’une expression postfixée en 
utilisant la notion de piles. La structure d’une pile ainsi que ses opérations élémentaires 
(empiler et dépiler) sont détaillées. L’algorithme d’évaluation est décrit sous forme 
d’étapes. L’exécution de cet algorithme est présentée sur un exemple détaillé. À la fin de 
cette partie, l’apprenant doit être capable d’évaluer correctement une expression 
postfixée. 
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Le système inclut aussi un ensemble de ressources pédagogiques dont la vocation est de 
permettre à l’apprenant de mieux maîtriser les notions et les concepts vus dans chaque partie. 
Deux types de ressources ont été considérés : 
Les questions : elles représentent un élément fondamental dans l’interaction du système avec 
l’apprenant. Pour chaque question, le système dispose d’une solution ainsi qu’un ensemble 
d’astuces et d’indications qui peuvent aider l’apprenant dans sa réflexion. Le système prévoit 
aussi, pour certaines questions, l’ensemble de toutes les solutions équivalentes, afin d’évaluer 
et de réagir correctement aux réponses de l’apprenant. L’analyse de la réponse à une question 
consiste à vérifier l’exactitude de la réponse de l’apprenant et à afficher la bonne solution à 
l’apprenant si sa réponse est erronée. 
Les exemples résolus : il s’agit d’illustrer les notions et les concepts vus dans les différentes 
parties de la leçon à l’aide de questions déjà résolues. L’objectif de ces exemples est 
d’enseigner la manière de résolution. L’exemple contient alors une question suivie d’une 
démarche détaillée et expliquée du processus de résolution. La tâche de l’apprenant consiste 
tout simplement à lire et à comprendre ces exemples. Le système prévoit un ensemble 
d’exemples qui traitent un aspect différent de chaque partie de la leçon. 
Chacune des parties enseignées par le système est soutenue par quatre ressources 
pédagogiques qui couvrent un sous-ensemble ou la totalité des notions présentes. Chaque 
ressource peut être donc soit une question que le système pose à l’apprenant, soit un exemple 
résolu qu’il fournit. Ainsi chaque partie dispose d’un ensemble de quatre questions et de 
quatre exemples résolus organisés sous la forme d’une paire question-exemple portant sur la 
même notion. Dès qu’un apprenant termine la lecture d’une partie, le système doit décider du 
choix du type de la ressource pédagogique à fournir (question ou exemple résolu). Pour 
chaque partie de la leçon, le système a donc quatre décisions à prendre. Ce choix pédagogique 
est établi par le module décisionnel du modèle tuteur dont nous allons détailler le 
fonctionnement dans la section suivante. 
Bien qu’il ait été créé pour enseigner une leçon spécifique d’informatique, le mode 
Apprentissage de MENTOR peut être paramétré pour enseigner n’importe quelle autre leçon. 
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Le paramétrage se fait à travers un fichier spécifique que le système lit au démarrage de ce 
mode. Ce fichier contient les informations sur les parties de la leçon (emplacement du fichier, 
ordre de la partie dans la leçon), ainsi que les informations sur ses différentes ressources 
pédagogiques (emplacement du fichier, ordre de la ressource relativement à la partie, la ou les 
réponses si la ressource est une question et les astuces si la ressource est une question). Les 
différentes parties des leçons ainsi que les exemples résolus doivent être sous le format PDF 
« Portable document Format ». Les questions peuvent être soit dans un format texte ou RTF 
« Rich Text Format ».  
5.6.2 Le module décisionnel de MENTOR 
Le module décisionnel de MENTOR contient la logique d’adaptation du système. Il ajuste le 
processus d’apprentissage en fonction des informations qu’il reçoit sur l’état mental de 
l’apprenant durant l’exécution d’une activité d’apprentissage. Par une activité, nous sous-
entendons une des trois situations suivantes : la lecture d’une partie de la leçon, la réponse à 
une question ou la lecture d’un exemple résolu. L’objectif de ce module est de décider de la 
forme de la ressource pédagogique à fournir. Serait-il mieux pour le processus d’apprentissage 
de l’apprenant que le système présente un exemple typique détaillé sur la manière de résoudre 
un problème relatif à un concept clé de la leçon ? Ou serait-il plus approprié de poser le 
problème sous la forme d’une question, de laisser l’apprenant réfléchir par lui-même en lui 
donnant quelques indications, et finalement présenter la solution ? 
Dualité exemple-question. Cette dualité entre exemples et questions a été souvent discutée 
dans l’étude du processus d’apprentissage (Kalyuga et al., 2001). Les exemples ont tendance à 
réduire l’effort mental comparé aux questions. L’effort produit par l’apprenant consiste à 
comprendre et à assimiler les étapes de résolution présentée dans l’exemple résolu. En 
revanche, si l'on pose le problème sous forme d’une question, l’apprenant doit fournir un effort 
de résolution en plus d’un autre effort produit pour comprendre et analyser la solution de ce 
problème dans le cas où celle-ci est différente de la sienne. Dans des domaines tels que la 
programmation, la physique ou les mathématiques, les exemples résolus peuvent avoir un 
impact plus important sur l’apprentissage que les problèmes à résoudre, surtout lorsque 
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l’apprenant est aux premières étapes du processus d’acquisition de compétences (Kalyuga et 
al., 2001).  
D’un autre côté, le recours aux exemples résolus peut également avoir des répercussions 
négatives sur le processus d’apprentissage. L’apprenant peut ne pas identifier les éléments 
pertinents de l’exemple et se focaliser plutôt sur des informations inutiles ou secondaires. Un 
autre phénomène qui peut se produire lorsque l’apprentissage est basé sur les exemples est 
l’illusion de compréhension « illusion of understanding », situation dans laquelle l’apprenant 
pense avoir compris alors que ce n’est pas vraiment le cas. Ce phénomène fréquent survient 
lorsque l’apprenant parcourt superficiellement les éléments de l’exemple sans produire l’effort 
mental requis pour construire un schéma de résolution (Scott, 1971).  
La présentation d’un exemple résolu ne garantira pas non plus que l’apprenant sera 
capable de généraliser à partir de l’exemple montré. En effet, certains apprenants n’engagent 
pas spontanément un effort mental d’élaboration de l’exemple résolu en essayant d’analyser, 
reproduire et comparer les étapes de résolution avec celles qu’ils auraient pu faire s’ils avaient 
à résoudre le problème. 
L’avantage de recourir aux questions est donc de réduire ces risques dans le processus 
d’apprentissage dans la mesure où l’apprenant est amené à raisonner sur le problème, à 
produire une solution et à la comparer avec la solution du problème. Les questions demeurent 
toujours un moyen pédagogique efficace pour jauger la progression et le développement des 
compétences de l’apprenant. Toutefois, utiliser uniquement des questions peut aussi être un 
obstacle pour le processus d’apprentissage. L’effort mental étant plus important – comparé 
toujours à la lecture des exemples résolus —, l’apprenant peut facilement être fatigué et 
surchargé mentalement. De plus, dans certains types de problèmes, l’apprenant peut raisonner 
d’une manière inefficiente ou non optimale. Ainsi même si sa réponse à la question est 
correcte, l’effort produit est inadéquat et les compétences développées sont incomplètes et 
insuffisantes. De même, si l’apprenant n’arrive pas à résoudre les problèmes correctement, il 
peut se démotiver et se désengager. Les exemples résolus dans ce cas permettent de maintenir 
l’apprenant un peu plus en confiance.  
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La logique d’adaptation. La stratégie pédagogique de MENTOR est fondée sur une analyse 
continue de l’état d’engagement et de charge mentale de travail de l’apprenant. L’objectif du 
module décisionnel est de maintenir l’apprenant dans un état mental positif. En d’autres 
termes, le système vise à garder l’apprenant dans un bon niveau d’engagement et à éviter de le 
surcharger ou le sous-charger tout au long du processus d’apprentissage. Si le système détecte 
l’occurrence d’état mental négatif dans une activité, il cherchera alors à rectifier cet état en 
changeant le type de ressource pédagogique à fournir. 
Nous avons construit la logique d’adaptation du module décisionnel de MENTOR sur un 
ensemble de sept règles de base : 
(1) Si l’état mental de l’apprenant est positif (engagé avec absence de surcharge ou de 
sous-charge mentale), le système opte pour une question comme prochaine activité à 
fournir, quelle que soit l’activité courante. 
(2) Si à la fin d’une question, le système diagnostique un état mental négatif 
(désengagement, surcharge ou sous-charge mentale), il fournit un exemple résolu 
comme prochaine activité. 
(3) Si à la fin d’un exemple résolu, le système diagnostique un état mental négatif dû à un 
désengagement ou une sous-charge mentale, il fournit une question comme prochaine 
activité.  
(4) Si à la fin d’un exemple résolu, le système diagnostique un état mental négatif dû à une 
surcharge mentale, il fournit encore un exemple résolu comme prochaine activité. 
(5) Si à la fin de la lecture d’une partie de leçon, le système diagnostique un état mental 
négatif dû à un désengagement ou une sous-charge mentale, il fournit une question 
comme prochaine activité. 
(6) Si à la fin de la lecture d’une partie de leçon, le système diagnostique un état mental 
négatif dû à une surcharge mentale, il fournit un exemple résolu comme prochaine 
activité. 
(7) Quel que soit son état mental, si l’apprenant répond incorrectement à une question, le 
système fournit un exemple résolu comme prochaine activité. 
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Le principe général du fonctionnement de MENTOR à travers l’utilisation de ces règles 
est présenté ci-dessous. 
Décision après la lecture d’une partie de la leçon : le système utilise les questions comme 
moyen principal d’interaction avec l’apprenant. La règle (1) fait que le système opte 
automatiquement pour une question comme ressource pédagogique à fournir si l’état de 
l’apprenant est positif. L’hypothèse derrière cette règle est que si l’apprenant lit une leçon en 
maintenant un état positif, c’est que globalement il n’éprouve pas des difficultés de 
compréhension des notions présentées. Ainsi le fait de lui donner un problème sous forme de 
question permet de vérifier son état de maîtrise de ce qui a été montré dans la partie de la 
leçon.  
Si en revanche son état mental est négatif, le système examine la cause de cet état. Si cet 
état négatif est causé par une surcharge mentale, la règle (6) fait que le système choisit un 
exemple résolu comme prochaine ressource pédagogique. L’hypothèse est qu’une surcharge 
est synonyme de difficultés cognitives, d’incertitude ou de manque d’aisance avec ce qui a été 
montré. L’apprenant investit un grand effort mental pour comprendre ce qui a été présenté. 
Enchainer cette activité par un exemple résolu peut l’aider à mieux comprendre avec un 
minimum d’effort comparé à une question. Nous pensons que si dans ce cas l’apprenant 
s’engage dans la résolution d’un problème, son état de surcharge peut s’aggraver et ceci peut 
perturber son processus d’apprentissage. Un exemple résolu lui permet de mettre en pratique 
les notions qu’il vient de voir, de dissiper ses incertitudes et de le mettre plus en confiance.  
À l’opposé, si l’état négatif de l’apprenant est dû à un désengagement ou à une sous-
charge mentale, le système opte pour une question par le biais de la règle (5). Dans ce cas, 
nous supposons que soit l’apprenant maîtrise parfaitement ce qui a été présenté, d’où son 
manque d’implication mentale, ou que cet état négatif est dû à un désintérêt par rapport à ce 
qui vient d’être présenté. Dans les deux cas, une question peut être un moyen plus stimulant 
pour l’apprenant et pourra susciter davantage d’implication mentale. 
Décision après une question : à la fin d’une question, si le système ne détecte pas d’état 
négatif, il opte encore une fois pour une question comme prochaine activité en utilisant la 
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règle (1). Nous supposons dans ce cas que l’apprenant réagit bien mentalement et que la 
stratégie basée sur les questions est bien adaptée.  
Il est à noter que l’utilisation de la règle (1) est limitée par la règle (7). En cas de 
mauvaise réponse, le système change automatiquement le type de ressource même si l’état 
mental de l’apprenant est positif afin de corriger ou anticiper un état négatif dû à une 
succession de mauvaises réponses.  
Ce changement d’activité est également adopté si le système détecte un état mental 
négatif chez l’apprenant, et ce même si sa réponse est correcte avec la règle (2). L’idée est que 
si l’apprenant manifeste un état négatif suite à la résolution d’un problème, le changement 
d’activité peut être bénéfique dans tous les cas. Ainsi, si l’apprenant est surchargé, 
l’enchainement avec un exemple résolu peut corriger cet état ou à la rigueur ne pas l’empirer 
comparé à l’enchainement avec un autre problème. Si en revanche cet état est causé par un 
désengagement ou une sous-charge mentale, le changement de type d’activité en lui-même 
peut constituer une motivation pour l’apprenant et corriger cet état négatif. 
Décision après un exemple résolu : à la suite d’un exemple résolu montré à un apprenant, le 
système opte pour une question comme prochaine étape si l’état mental de l’apprenant est 
positif en utilisant la règle (1). Cette stratégie est adoptée pour obtenir un effet connu sous le 
nom d’effet d’achèvement de problème « problem completion effect » (Paas, 1992). Cet effet 
obtenu en faisant suivre un exemple résolu par une question permet généralement d’augmenter 
les performances d’apprentissage et améliore la motivation de l’apprenant (Sweller, 2003). 
Pour cette raison, nous décidons d’enchainer avec une question, plutôt que de continuer avec 
un exemple résolu. 
La règle (3) du module décisionnel indique que le système choisit une question comme 
prochaine activité, s’il détecte un état négatif chez l’apprenant causé par un désengagement ou 
une sous-charge mentale. Tout comme pour la décision prise à la fin de l’activité de lecture de 
la leçon, ce choix est également justifié par l’impact que peut avoir une question dans 
l’accroissement de l’intérêt et de la motivation de l’apprenant. De plus, ceci peut donner la 
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possibilité d’obtenir l’effet d’achèvement de problème qui peut augmenter également la 
motivation et l’intérêt.  
Enfin, si à la suite d’un exemple résolu, on détecte un état mental négatif chez 
l’apprenant causé par une surcharge mentale, MENTOR, par l’intermédiaire de la règle (4), 
continue de présenter un exemple résolu comme prochaine activité. L’idée derrière cette règle 
est que si un apprenant éprouve des difficultés cognitives pour comprendre l’exemple, manque 
de certitudes ou d’aisance par rapport à ce qui a été présenté ou s’il est tout simplement 
mentalement fatigué, il peut manifester cet état mental de surcharge. Par conséquent, il ne 
serait pas très judicieux de lui fournir un problème à résoudre vu que ça peut aggraver cet état 
et influencer négativement le reste du processus d’apprentissage. Un autre exemple résolu peut 
le mettre plus en confiance, renforcer ses connaissances sans trop de sollicitation mentale. Il 
est vrai que si cette surcharge est symptomatique d’un manque de confiance, une bonne 
réponse à une question peut également mettre l’apprenant plus en confiance et augmenter sa 
motivation (effet d’achèvement de problème). Toutefois, si l’apprenant éprouve des difficultés 
relativement au problème présenté et n’arrive pas à le résoudre correctement, son état négatif 
pourra s’aggraver davantage et ceci pourra alors nuire à la suite de son processus 
d’apprentissage.  
Ainsi le mode apprentissage utilise ces règles pour établir des décisions quant aux choix 
des ressources pédagogiques à fournir à l’apprenant. Vu que le processus d’apprentissage 
programmé dans MENTOR prévoit quatre ressources pédagogiques après chaque partie 
présentée de la leçon, il n’existe pas de décision à la quatrième ressource présentée dans la 
mesure où le système passe à la partie suivante de la leçon, et donc les règles (1, 2, 3 et 4) ne 
s’appliquent pas. Pour le curriculum que nous avons créé, le module décisionnel établira alors 
un total de 16 décisions.  
Nous présentons dans ce qui suit l’interface du mode Apprentissage du système. 
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5.6.3 Fonctionnement du mode Apprentissage 
L’interface du mode Apprentissage représente le moyen par lequel le système fournit le 
matériel et les ressources pédagogiques. Son rôle est de présenter les différentes parties de la 
leçon à apprendre ainsi que les différentes ressources pédagogiques. 
Lorsqu’une session d’apprentissage débute, cette interface se charge de présenter en 
ordre les différentes parties de la leçon à proposer. Dès qu’un apprenant termine la lecture 
d’une partie et demande l’activité suivante, l’interface se charge d’aviser le module 
décisionnel de ce fait. Ce dernier récupère les informations sur l’état mental de l’apprenant à 
partir du module d’analyse du système, décide du type de la prochaine ressource pédagogique 
à fournir (question ou exemple), consulte son emplacement à partir du curriculum et la 
transmet à l’interface qui se chargera de l’afficher à l’écran. Dans le cas où le type de cette 
activité est un exemple résolu, l’interface se contente de l’afficher et d’attendre que 
l’apprenant sollicite la suite des étapes d’apprentissage pour refaire ce même processus de 
fonctionnement. En revanche, si le type d’activité proposé par le module décisionnel est une 
question, l’interface affiche la question, donne des astuces dès que l’apprenant les sollicite, 
récupère la réponse de l’apprenant, informe l’apprenant sur l’exactitude de sa réponse et 
affiche la solution. De même, dès que l’apprenant termine la lecture de la solution et demande 
la suite, le même processus est réactivé. La figure 5.11 présente l’interface du mode 
Apprentissage du système MENTOR. 
Le système utilise deux types de fichier journal pour enregistrer les informations sur les 
différentes activités établies par l’apprenant. Le premier fichier enregistre, chaque seconde, les 
valeurs des différents index mentaux de l’apprenant. Le deuxième fichier, quant à lui, contient 
des informations sur la réalisation de l’activité (telles que le type d’activité, la durée, la 
réponse si c’est une question, etc.).  
Nous avons ainsi couvert les principaux aspects fonctionnels du prototype développé. 
Nous rappelons que la conception de ce système a pour objectif de montrer une nouvelle 
manière d’adaptation des STI qui tient compte de l’état mental de l’apprenant dans la gestion 
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du processus d’apprentissage. La suite de ce chapitre est dédiée à l’évaluation de notre 
système. 
 
Figure 5.11 – Interface du mode Apprentissage du système MENTOR 
Partie II — Expérience 3 : Évaluation du système MENTOR  
Un des objectifs des STI est de fournir un enseignement adapté aux apprenants. Cette 
adaptation peut s’opérer selon plusieurs considérations (cognitives, pédagogiques, affectives, 
sociales, etc.) et peut toucher différents aspects de l’interaction du système avec l’apprenant 
(choix de la prochaine étape d’apprentissage, du type de rétroaction ou « feedback », de l’aide 
à fournir, etc.).  
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Le mode Apprentissage du système que nous venons de décrire base toute sa logique 
d’adaptation, pour la sélection du type de ressources pédagogiques à fournir (question ou 
exemple), sur l’analyse des index d’engagement et de charge mentale de travail. L’objectif du 
raisonnement du système est de choisir le type de ressources qui conviendrait le plus à l’état 
mental de l’apprenant et qui aura le meilleur impact sur le reste du parcours.  
Une troisième étude expérimentale a été réalisée afin de vérifier les hypothèses 
suivantes : 
 Dans un premier temps, nous voulons nous assurer que l’intégration de nos index 
cérébraux dans un STI peut avoir un réel impact sur les performances d’apprentissage. 
Notre hypothèse de base est que si le système gère la dynamique d’apprentissage en 
fonction de ces indicateurs mentaux, l’ensemble de ses décisions peut aider l’apprenant à 
mieux assimiler le contenu à apprendre.    
 Dans un deuxième temps, nous pensons que l’intégration de l’état mental dans ce type 
d’adaptation peut améliorer l’expérience des apprenants vis-à-vis du déroulement de leur 
apprentissage. En d’autres termes, nous estimons que si le système est conscient des 
difficultés mentales des apprenants, ceci peut se refléter au niveau de leur satisfaction 
vis-à-vis du système, mais aussi au niveau de leurs réactions émotionnelles. 
Nous décrivons dans la suite la méthodologie expérimentale utilisée pour vérifier nos 
deux hypothèses. 
5.7 Méthodologie et protocole expérimental 
Pour mettre en évidence l’impact de l’intégration des indicateurs mentaux dans la gestion des 
ressources pédagogiques à fournir, notre étude expérimentale se base sur l’utilisation de deux 
différentes versions du système. La différence entre les deux versions se situe uniquement au 
niveau de la logique d’adaptation du module décisionnel de MENTOR. 
La première version du système laisse intacte la logique d’adaptation en conservant les 
sept règles de bases décrites dans la section 5.6.2. Le choix du type de ressources à fournir se 
fait en fonction de l’évolution de l’état mental de l’apprenant. En particulier, le système tend à 
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privilégier les questions dans le cas où l’état mental est positif. Dans le cas inverse, le choix du 
type de ressources se fait conformément à des heuristiques visant à ce que l’apprenant regagne 
un état mental positif. 
La seconde version du système ne prend pas en compte les index d’engagement et de 
charge mentale de travail dans la sélection du type de ressource à fournir. Seule la règle (7) est 
conservée dans la logique d’adaptation de MENTOR, et les six autres règles sont ignorées. Le 
principe de cette version est simple : à la fin de la lecture des parties de la leçon, le système 
choisit de poser une question à l’apprenant. Tant que la réponse à la question posée est 
correcte, le système continue à adopter cette même stratégie. En revanche, si une mauvaise 
réponse est donnée, le système choisit immédiatement un exemple résolu comme prochaine 
activité afin de corriger le raisonnement de l’apprenant. Dès que l’apprenant termine la lecture 
de la question, le système enchaine automatiquement avec une question pour augmenter sa 
motivation et obtenir un effet d’achèvement de problème. Ainsi le paramètre qui peut 
déclencher une action d’adaptation dans cette version est la réponse incorrecte d’un apprenant. 
Les deux versions utilisées partagent un point commun dans leur fonctionnement : si les 
paramètres d’adaptation sont positifs, les deux versions optent pour les questions pour la 
prochaine étape. La version adaptative du système représente alors une version augmentée de 
la deuxième version dans la mesure où en plus de tenir compte, dans son fonctionnement, de 
l’exactitude de la réponse (à travers la 7e règle), elle applique également d’autres actions 
d’adaptation en fonction des paramètres mentaux.  
En résumé, nous allons comparer deux versions du système dont la première utilise, dans 
sa logique d’adaptation, l’analyse des index mentaux en plus de la réponse de l’apprenant, et 
la deuxième se base uniquement sur la réponse de l’apprenant. Les deux versions utiliseront, 
dans le même ordre, exactement les mêmes ressources pédagogiques ; c’est-à-dire que les 
deux versions auront à choisir entre les mêmes paires de ressources formées d’une question et 
d’un exemple résolu. La différence entre les deux versions se fera donc uniquement au niveau 
du choix de la ressource à sélectionner. Ainsi, les deux versions peuvent opter pour le même 
type de ressources ou pour deux types de ressources différents. 
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5.7.1 Participants 
14 participants en tout ont pris part à notre étude. Les participants sélectionnés sont des 




Tous les participants ont été mis au courant du déroulement et du contexte de 
l’expérience, et ont signé un formulaire de consentement. Chaque participant a été affecté 
d’une manière aléatoire à l’un des deux groupes suivants : 
1. Le groupe expérimental (N = 7) : ce groupe va utiliser la version adaptative du système 
MENTOR. Donc les types d’activités d’apprentissage seront adaptés en temps réel 
selon leurs index cérébraux et leurs réponses. 
2. Le groupe de contrôle (N = 7) : ce groupe utilise la deuxième version du système qui 
ne prend en compte dans son adaptation que la réponse de l’apprenant. 
5.7.2 Déroulement de l’expérience  
Pour chaque apprenant, l’expérience s’est déroulée sur deux jours successifs. Lors du premier 
jour, l’apprenant utilise le mode Entrainement de MENTOR pour la création de son modèle 
individuel de charge mentale de travail. Dans cette phase, qui dure à peu près une heure, 
l’apprenant effectue un ensemble de 40 exercices cognitifs selon notre approche décrite dans 
les sections 5.3.1 et 5.3.2 de ce chapitre. Le tableau 5.1 montre la répartition des différents 
exercices réalisés.  
Une fois les données d’entrainement collectées, nous procédons à la réduction de leur 
dimensionnalité en utilisant l’Analyse en Composantes Principales (décrite dans la section 
5.3.3), puis l’algorithme de régression par processus gaussiens locaux (section 5.3.4) est 
exécuté pour l’apprentissage du modèle de charge mentale de travail.  
                                               
4
 Nous nous sommes assurés lors de la phase de recrutement que les participants ne disposaient pas de 
connaissances sur la notation postfixée. 
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Tableau 5.1 – Exercices cognitifs réalisés durant le premier jour de l’expérience    
Empan Numérique (total de 15 exercices) 
Nombre de chiffres 2 3 4 5 6 7 8 9 10 
Nombre de répétitions 3 2 2 2 2 1 1 1 1 
Empan Numérique Inversé (total de 15 exercices) 
Nombre de chiffres 2 3 4 5 6 7 8 9 10 
Nombre de répétitions 3 2 2 2 2 1 1 1 1 
Calcul Mental (total de 10 exercices) 
Nombre de chiffres 2 3 4 5 6 
Nombre de répétitions 2 2 2 2 2 
Lors du deuxième jour de l’expérience, l’apprenant utilise une des deux versions du 
système MENTOR pour suivre la session d’apprentissage prévue. La durée de cette phase est 
d’approximativement une heure dont 20 à 30 minutes sont consacrées à l’apprentissage de la 
leçon. Comme on peut le voir dans la figure 5.12, le déroulement du processus expérimental 
commence par un premier test (phase de pré-test). L’apprenant utilise ensuite MENTOR pour 
apprendre la leçon. Puis, l’apprenant repasse un deuxième test (phase de post-test). Enfin, une 
phase de débreffage « debriefing » est établie à la fin de cette expérience, où l’apprenant est 
amené à donner un bilan de son expérience d’apprentissage et de son interaction avec le 
système. Deux pauses de 5 minutes séparant le pré-test, l’activité d’apprentissage et le post-
test ont été programmées dans notre processus expérimental afin que l’apprenant se relaxe et 
se vide l’esprit avant d’entamer la prochaine étape.  
Le test. Les phases de pré-test et de post-test consistent à répondre à une même série de 16 
questions portant sur les concepts de la leçon. Chacune des quatre parties de la leçon est 
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concernée par quatre questions dans ce test. À chaque question, l’apprenant peut répondre par 
vrai ou faux ou ne pas répondre. Un exemple type de question est de vérifier si deux 
expressions postfixées sont équivalentes. Le score dans chaque phase de test est calculé en 
fonction des réponses : une bonne réponse vaut 1 point alors qu’une mauvaise réponse (ou une 
non-réponse) vaut 0. Ainsi, le score maximal que l’apprenant peut avoir est 16 points et le 
score minimal est de 0. 
 
Figure 5.12 – Déroulement du processus expérimental de la deuxième journée des 
expérimentations 
L’objectif du recours au pré-test est de connaitre à priori le niveau de connaissances de 
l’apprenant sur la matière couverte par le cours. Le post-test, quant à lui, détermine le niveau 
des connaissances acquises après la séance d’apprentissage. Ceci nous permet d’évaluer la 
progression de l’apprenant (entre le pré-test avant la leçon et le post-test après la leçon). 
L’utilisation de ce procédé nous permet ainsi de vérifier notre première hypothèse quant à 
l’impact de l’utilisation des index mentaux dans l’adaptation du processus d’apprentissage, en 
analysant s’il existe une réelle différence, en termes d’acquisition de connaissances, entre les 
deux versions du système que nous utilisons dans nos expérimentations.  
Le débreffage. Pendant la phase de débreffage, l’apprenant évalue la qualité de 
l’enseignement prodigué par la version du système qu’il a utilisé et donne son bilan de son 
expérience d’interaction avec l’environnement d’apprentissage. Cette évaluation porte sur le 
niveau général de satisfaction de l’apprenant par rapport au cours, ainsi que sur sa perception 
du niveau de pertinence des actions du système.  
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Bien que les apprenants ne connaissent pas la façon avec laquelle le système choisit les 
ressources pédagogiques, ils ont été informés avant le début de la séance d’apprentissage que 
les exemples et les questions utilisés pour supporter les parties de la leçon sont 
automatiquement choisis par le système. En revanche, les apprenants n’étaient pas informés du 
fait qu’ils allaient établir ce type d’évaluation à la fin de l’expérience afin de ne pas les 
influencer.   
Pour évaluer le niveau de satisfaction, l’apprenant indique sur une échelle d’évaluation 
de 7 grades allant de 1 (fortement en désaccord) à 7 (fortement en accord) à quel point il est en 
accord avec l’énoncé suivant : 
« Dans l’ensemble, je suis satisfait de la facilité du déroulement de mon expérience 
d’apprentissage avec le système » 
La deuxième dimension d’évaluation concerne la perception de l’apprenant de l’utilité 
ou de la pertinence des exemples et questions fournis par le système. Il s’agit donc d’évaluer 
la qualité d’adaptation à travers la perception de l’apprenant du degré de pertinence des 
ressources pédagogiques présentées par le système. Cette dimension concerne ainsi la 
pertinence (ou la perspicacité) des décisions du tuteur. Pour évaluer le niveau de pertinence 
des activités présentées, une échelle de 7 grades allant de 1 (fortement en désaccord) à 7 
(fortement en accord) a été également utilisée. L’apprenant indique à quel point il est en 
accord avec l’énoncé suivant : 
« Dans l’ensemble, je suis satisfait des activités d’apprentissages (exemples et 
questions) choisis par le système. Les exemples et les questions sont présentés aux bons 
moments et m’aident à comprendre. Le choix fait entre poser la question ou présenter un 
exemple est adapté à mon niveau de compréhension. » 
Les deux échelles que nous venons de présenter ont été extraites et adaptées à partir du 
questionnaire après-scénario « The After-Scenario Questionnaire » (ASQ) (Lewis, 1991) 
utilisé pour évaluer la satisfaction de l’utilisateur par rapport à l’utilisation d’un système 
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informatique. Ce questionnaire comporte les deux échelles que nous venons de décrire en plus 
d’une troisième qui n’est pas applicable dans notre étude.5 
Le recours à ces deux échelles nous permet ainsi de vérifier notre deuxième hypothèse 
qui se rapporte à l’impact de l’utilisation des index mentaux sur le niveau de satisfaction 
globale des apprenants vis-à-vis du système.  
Nous avons également mesuré, lors des différentes activités, les réactions émotionnelles 
des apprenants afin d’évaluer l’impact de MENTOR sur l’expérience émotionnelle des 
apprenants lors de leur interaction avec le système. 
5.7.3 Enregistrement des émotions  
À la fin de chaque activité de la session d’apprentissage, une fenêtre apparait à l’apprenant 
pour lui permettre d’identifier son état émotionnel. L’apprenant choisit parmi quatre 
ensembles d’émotions, l’ensemble qui correspond le plus à son état actuel. Le choix des 
émotions permet de situer son état émotionnel dans un des quatre quadrants conformément au 
modèle bidimensionnel valence/activation des émotions utilisé dans les chapitres 3 et 4 : 
 (Q1) Valence positive et activation forte 
 (Q2) Valence négative et activation forte 
 (Q3) Valence positive et activation basse 
 (Q4) Valence négative et activation basse 
                                               
5
 Cette troisième échelle se rapporte à la satisfaction par rapport au temps alloué pour la tâche. 
Nous n’utilisons pas cette dimension dans notre expérience puisque nous n’avons pas de 
contrainte temporelle. 
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5.7.4 Paramétrage du module d’analyse  
Pour analyser en temps réel le comportement des index d’engagement et de charge mentale de 
travail, nous avons eu recours à la méthode de la pente (décrite dans la section 5.5.1 de ce 
chapitre). Les seuils (maximal et minimal) utilisés pour signaler une surcharge ou une sous-
charge mentale sont respectivement : 0.03 (une augmentation de 3 % de l’index correspond à 
une surcharge mentale) et -0.03 (une diminution de 3 % de l’index correspond à une sous-
charge mentale).  
5.8 Résultats et discussion 
Dans cette partie, nous exposons les résultats de nos expérimentations. Nous commençons 
d’abord par analyser l’impact de l’utilisation des index mentaux sur l’apprentissage en 
comparant les performances et la progression des deux groupes considérés (groupe 
expérimental vs. groupe de contrôle) entre le pré-test et le post-test. Nous analyserons ensuite 
l’impact de l’utilisation des deux versions du système sur le niveau de satisfaction des 
apprenants. Puis nous présentons une étude comparative des réponses émotionnelles entre les 
deux groupes de participants. Nous analyserons enfin le comportement des index 
d’engagement de charge mentale suite aux interventions initiées par MENTOR.  
5.8.1 Analyse des performances d’apprentissage  
Une analyse de variance (ANOVA) mixte 2 (groupe : expérimental vs. contrôle) × 2 (temps : 
pré-test vs. post-test) a été réalisée afin de comparer les performances des apprenants des deux 
groupes en termes de scores réalisés dans les deux tests. La variable groupe est un facteur 
inter-sujet (pour comparer les scores entre les deux conditions expérimentales), alors que la 
variable temps est un facteur intra-sujet (pour analyser l’évolution ou de la variation des scores 
entre le pré-test et le post-test pour chaque apprenant de façon individuelle).  
Les résultats ont d’abord montré une différence significative des scores réalisés par les 
apprenants entre le pré-test et le post-test pour les deux groupes (effet principal de la variable 
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temps) : F(1, 12) = 2253.353 p < 0.001. Ainsi, indépendamment du groupe, et donc de la 
version du système utilisée, il existe un gain d’apprentissage après l’utilisation du système.  
Un effet significatif de l’interaction des deux facteurs (groupe × temps) sur les 
performances d’apprentissage a également été trouvé : F(1, 12) = 29.824, p < 0.001. L’analyse 
des résultats a révélé qu’au fil du temps, c’est-à-dire entre le pré-test et le post-test, les 
apprenants du groupe expérimental obtiennent significativement de meilleures performances 
d’apprentissage comparé au groupe de contrôle. Les moyennes des scores obtenus dans le pré-
test et le post-test pour les deux groupes sont listées dans le Tableau 5.2. 
Tableau 5.2 – Performances des apprenants dans les deux groupes avant et après le tutoriel. 
Les valeurs qui diffèrent significativement ont des indices différents (p < 0.05) 
 Pré-test Post-test 
Groupe expérimental   
M 4.86a 13.86b 
SD 1.07 0.70 
Groupe de contrôle   
M 3.57a 10.71c 
SD 1.27 0.95 
L’ANOVA établie pour comparer les scores des apprenants dans le groupe expérimental 
et le groupe de contrôle a révélé qu’il n’existe pas de différence statistiquement significative 
entre les deux groupes dans le pré-test : F(1, 12) = 4.190, p  = n.s. La moyenne générale pour 
tous les apprenants dans le pré-test était de M = 4.21 (SD = 1.31). En revanche, l’ANOVA 
établie pour comparer les scores des apprenants dans le post-test, a montré que les scores 
réalisés dans le groupe expérimental étaient significativement plus élevés que le groupe de 
contrôle : F(1, 12) = 50.069, p < 0.001. La moyenne des scores du groupe expérimental était 
de M = 13.86 (SD = 0.67) contre M = 10.71 (SD = 0.95) pour le groupe de contrôle. 
Ce résultat confirme notre première hypothèse à savoir : l’intégration de l’index de 
charge mentale de travail et d’engagement dans la gestion des activités à fournir aux 
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apprenants peut avoir un impact positif sur les performances d’apprentissage. Les apprenants 
dont les ressources pédagogiques étaient choisies selon leurs états mentaux arrivaient à fournir 
en moyenne 86,6 % de bonnes réponses après la séance d’apprentissage. Une augmentation de 
22.7 % en termes de performance d’apprentissage a été réalisée en utilisant cette heuristique 
d’adaptation.  
5.8.2 Analyse des mesures subjectives  
Une ANOVA a été réalisée pour comparer les évaluations du niveau de satisfaction des 
apprenants entre le groupe expérimental et le groupe de contrôle. Cette ANOVA a montré une 
différence presque significative entre les deux groupes : F(1, 12) = 4.545, p = 0.054. Les 
apprenants du groupe expérimental ont exprimé plus de satisfaction (M = 5.71, SD = 1.604) 
par rapport au groupe expérimental (M = 4.29, SD = 0.756). 
Une deuxième ANOVA a été réalisée pour comparer les évaluations du niveau de 
pertinence des activités proposées par le système dans les deux groupes. Ces évaluations 
étaient significativement meilleures dans le groupe expérimental (M = 5, SD = 1.414) par 
rapport au groupe de contrôle (M = 2.43, SD = 0.787), F(1, 12) = 17.673, p < 0.05. 
Ces résultats viennent ainsi valider le fait que l’augmentation de la logique d’adaptation 
avec les index d’engagement et de charge mentale de travail a une influence positive sur la 
satisfaction des apprenants par rapport à leur expérience d’apprentissage de manière générale, 
et leur perception de la pertinence des actions initiées par le système (dans le choix des 
ressources pédagogiques). 
5.8.3 Comparaison des réactions émotionnelles  
Afin de voir également l’impact de notre approche sur les émotions exprimées durant 
l’interaction des apprenants avec les deux versions de MENTOR, nous avons calculé la 
proportion (en pourcentage) de présence de chaque quadrant du modèle bidimensionnel 
valence/activation durant la séance d’apprentissage.   
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Une ANOVA multivariée (MANOVA) a été réalisée afin d’analyser les différences 
entre le groupe expérimental et le groupe de contrôle, avec comme variable indépendante le 
groupe, et comme variable dépendante la combinaison des proportions dans chaque quadrant 
(Q1, Q2, Q3 et Q4). 
Tableau 5.3 – Statistiques descriptives des proportions des émotions pour chaque condition 
expérimentale 
 Groupe de contrôle Groupe expérimental 
 Moyenne Écart-type Moyenne Écart-type 
Q1 0.25 0.19 0.51 0.20 
Q2 0.20 0.15 0.07 0.063 
Q3 0.20 0.05 0.33 0.13 
Q4 0.35 0.19 0.09 0.07 
Les résultats de la MANOVA ont montré qu’il existe une différence significative entre 
les deux groupes en termes de proportions de quadrants : F(3, 10) = 8.665, p < 0.05. L’analyse 
spécifique de chaque variable dépendante à part (c.-à-d. de chaque quadrant), en utilisant 4 
différentes ANOVA, avec une correction de Bonferroni, a démontré que les deux groupes 
étaient statistiquement différents sur le plan émotionnel. Les résultats suivants ont été trouvés 
pour chaque quadrant : 
 Q1 (valence positive et activation forte) : F(1, 12) = 5.945, p < 0.05 ; les proportions de 
Q1 dans le groupe expérimental sont significativement supérieures à ceux du groupe de 
contrôle.  
 Q2 (valence négative et activation forte) : pas de différence significative pour les 
proportions de Q2 : F(1, 12) = 4.101, p = n.s ; toutefois, les proportions de Q2 dans le 
groupe expérimental sont inférieures à ceux du groupe de contrôle.  
 Q3 (valence positive et activation basse) : F(1, 12) = 5.37, p < 0.05 ; les proportions de 
Q3 dans le groupe expérimental sont également significativement supérieures à ceux 
du groupe de contrôle.  
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 Q4 (valence négative et activation basse) : F(1, 12) = 10.8, p < 0.05 ; les proportions de 
Q4 dans le groupe expérimental sont significativement inférieures à ceux du groupe de 
contrôle. 
Les moyennes des proportions des émotions sont données dans le tableau 5.3. 
L’étude des émotions rapportées par les apprenants des deux groupes confirme l’impact 
positif de l’utilisation de la version adaptative de MENTOR augmentée par les indicateurs 
cérébraux sur l’expérience émotionnelle des apprenants. En effet, avec une forte présence du 
quadrant Q1 (incluant des émotions telles que l’intérêt, la curiosité, l’enthousiasme et 
l’inspiration) et du quadrant Q3 (calme, relaxe, satisfaction et sérénité), les apprenants du 
groupe expérimental avaient tendance à rapporter plus d’émotions positives lorsque le système 
prenait en compte leurs états mentaux lors du choix de ses interventions. De même, les 
émotions négatives du quadrant Q4 (ennui et désengagement) étaient significativement plus 
présentes dans le groupe de contrôle.  
L’augmentation de la logique d’adaptation avec les index mentaux semble donc réduire 
considérablement la présence de ces émotions négatives chez les apprenants (Q4) et favoriser 
des conditions émotionnelles positives (Q1 et Q3).   
5.8.4 Analyse du comportement des index cérébraux 
Dans cette partie, nous nous intéressons à l’analyse du comportement des index mentaux 
lorsque le système signale un état mental négatif chez l’apprenant. Plus précisément, nous 
voulons valider l’efficacité de notre stratégie d’analyse du comportement mental dans le 
déclenchement des interventions de MENTOR. Ainsi, nous voulons comparer comment se 
comportent ces index, avant et après le signalement d’un état négatif causé par une chute 
d’engagement ou une augmentation (ou diminution) conséquente de l’index de charge mentale 
de travail. 
Pour ce faire, nous nous intéressons aux apprenants du groupe de contrôle qui interagissent 
avec la deuxième version du système, dont la stratégie d’adaptation dépend uniquement de 
l’exactitude de la réponse. La question que nous nous posons alors est la suivante : comment 
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se comportent les index mentaux d’engagement et de charge mentale de travail chez un 
apprenant, dans les cas où le module d’analyse détecte un état mental négatif et la version 
utilisée du système ne la prend pas en compte ? En d’autres termes, nous voulons voir le 
comportement de ces deux index mentaux, s’il existe une divergence entre les deux stratégies 
d’adaptation sur le type de ressources à fournir comme prochaine activité. 
Nous commençons d’abord, par les cas où le système détecte une chute d’engagement 
causant un état mental négatif et aurait proposé une ressource pédagogique différente de celle 
choisie effectivement par la version du système utilisée dans le groupe de contrôle. Ces cas 
sont survenus 15 fois sur les 112 (7 participants *16 choix) décisions prises par cette version 
du système. Une ANOVA à mesures répétées a été réalisée, avec la variable temps comme 
facteur intra-sujets (avant et après l’activité choisie), le numéro (ID) des participants comme 
facteur inter-sujet, et la moyenne de l’index d’engagement comme variable dépendante (la 
mesure répétée). 
Les résultats ont montré que la moyenne de l’index de l’engagement était 
significativement plus élevée avant les points d’interventions détectés par MENTOR, par 
rapport à la moyenne de l’indice de l’engagement après ces points d’interventions : F(1, 8) = 
21.156 p < 0.05. Ceci révèle que le module d’analyse identifie correctement les chutes 
d’engagement et qu’en l’absence d’adaptation adéquate cet indice continue à chuter. 
Les deuxièmes cas concernent les divergences de décisions pour les apprenants du 
groupe de contrôle lorsque le système détecte une surcharge mentale. Ces cas de figure sont 
survenus 15 fois au cours de notre expérimentation. La même ANOVA à mesures répétées a 
été réalisée, mais cette fois avec la moyenne de l’index de charge mentale de travail comme 
variable dépendante. L’ANOVA a révélé une différence significative dans les moyennes de 
l’index avant et après l’activité proposée par le système : F(1, 5) = 40.866, p < 0.05 ; avec une 
moyenne significativement plus élevée après le choix d’activité fait par le système. Ainsi, si le 
système ne choisit pas une activité qui prend en compte cette surcharge mentale, la valeur de 
cet index risque d’augmenter et l’état négatif de l’apprenant peut empirer. 
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Les troisièmes cas de figure concernent les situations de sous-charge mentale. De la 
même manière, nous voulons voir comment se comporte cet index si le module d’analyse 
détecte une sous-charge et que l’activité proposée par la version du système est différente de 
celle qu’aurait proposée la version adaptative de MENTOR, qui prend en compte l’état mental 
de l’apprenant. Ces cas sont survenus 8 fois durant l’expérimentation. Une troisième ANOVA 
à mesures répétées, avec la moyenne de l’index de charge mentale de travail comme variable 
dépendante, a révélé une différence significative dans les moyennes de l’index avant et après 
l’activité proposée par le système : F(1, 2) = 33.597, p < 0.05 ; avec une valeur moyenne de 
cet index encore plus basse après l’activité proposée par le système.  
Ainsi, cette analyse nous a confirmé dans un premier temps que le module d’analyse de 
MENTOR arrive à détecter correctement les états mentaux critiques de baisse d’engagement, 
de sous-charge ou de surcharge cognitive ; et dans un deuxième temps, qu’il est nécessaire 
d’établir des actions d’adaptation qui permettent de corriger ces états. 
5.9 Synthèse et conclusion 
Dans ce chapitre, nous avons présenté notre système tutoriel adaptatif MENTOR « MENtal 
tuTOR », qui représente notre approche de l’intégration des indicateurs d’états mentaux et plus 
précisément les index d’engagement et de charge mentale de travail dans un STI. L’objectif de 
notre approche est de fournir une nouvelle manière de voir le fonctionnement des Systèmes 
Tutoriels Émotionnellement Intelligents en augmentant leur logique d’adaptation par ces 
indicateurs cérébraux, en vue d’enrichir la dynamique d’interaction avec l’apprenant et 
améliorer l’expérience d’apprentissage.  
Dans la première partie du chapitre, nous avons présenté les fonctionnalités de notre 
système ainsi que ses différents modules de traitement. MENTOR permet d’acquérir en temps 
réel les données EEG de l’utilisateur et de les traiter en vue de les utiliser selon trois différents 
modes de fonctionnement.  
Premièrement, le mode Entrainement utilise différents types d’exercices cognitifs 
paramétrables d’entrainement cérébral pour construire un modèle de charge mentale de travail 
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pour un nouvel utilisateur. Ce modèle, qui utilise une version rapide (locale) de l’algorithme 
de régression par processus gaussiens, permet de dériver en temps réel la charge mentale de 
travail de l’utilisateur à partir de ses signaux EEG.  
Deuxièmement, le mode Affichage fournit un tableau de bord des indicateurs cérébraux 
de l’utilisateur, ainsi qu’une évaluation de son état mental, permettant de détecter, via un 
module d’analyse dédié, les états critiques de baisse d’engagement, de surcharge mentale ou 
de sous-charge mentale.  
Bien qu’ils aient été développés pour le contexte d’apprentissage (et plus 
particulièrement les STI), les modes Entrainement et Affichage de MENTOR ainsi que le 
module d’analyse peuvent très bien convenir pour mesurer et évaluer l’état mental de 
l’utilisateur dans d’autres types d’Interactions Homme-Machine.  
Enfin, le troisième mode de fonctionnement de notre système : le mode Apprentissage 
fournit un environnement éducatif qui s’adapte en temps réel en fonction des indicateurs 
cérébraux de l’apprenant. Le curriculum actuel de notre système porte sur l’enseignement de 
la notation postfixée. Ce curriculum a ceci dit été conçu de façon paramétrable de manière à 
permettre l’enseignement de n’importe quelle autre leçon. Ce paramétrage pourra se faire à 
travers un format de fichier spécifique que le système pourra lire au démarrage. La logique 
d’adaptation de l’environnement est axée sur une analyse des index d’engagement et de charge 
mentale de travail des apprenants. En fonction de cette analyse, un module décisionnel permet 
d’adapter les activités d’apprentissage. En particulier, nous nous sommes attaqués à un 
problème récurrent dans les STI qui est le choix des ressources pédagogiques à fournir à 
l’apprenant. Notre idée est de choisir le type d’activités qui conviendrait le plus à l’état mental 
actuel de l’apprenant.  
Dans la deuxième partie de ce chapitre, nous avons présenté l’étude expérimentale que 
nous avons réalisée pour évaluer notre système. Nous avons pu démontrer les résultats 
suivants : 
(1) Le système MENTOR permet d’améliorer significativement les performances des 
apprenants en terme de gains d’apprentissage avant et après l’utilisation du 
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l’environnement d’apprentissage, par rapport un groupe de contrôle, où une deuxième 
version du système, qui ne tient pas compte des indicateurs mentaux des apprenants, a 
été utilisée. 
(2)  La logique d’adaptation selon les états mentaux de MENTOR a également un impact 
positif sur l’expérience d’interaction des apprenants en terme de satisfaction (par 
rapport au groupe de contrôle), mais aussi en terme de réactions émotionnelles 
positives lors de l’utilisation de l’environnement d’apprentissage. 
(3) Le module d’analyse de MENTOR a pu correctement détecter et corriger les états 
mentaux critiques de baisse d’engagement, de sous-charge et de surcharge mentale. 
Dans le prochain chapitre, nous allons clôturer cette thèse en résumant les principales 
contributions de nos recherches et en présentant nos perspectives pour nos travaux futurs. 
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La première contribution de notre recherche a été de remédier aux limites actuelles des STEI 
dans la modélisation des réactions émotionnelles de l’apprenant à travers l’intégration 
d’indicateurs d’engagement et de charge mentale de travail. Pour cela, nous avons réalisé deux 
études expérimentales. Dans la première, nous avons étudié le comportement d’un index 
d’engagement développé dans la NASA pour évaluer le niveau d’attention des pilotes dans le 
cadre de simulations de vols (Pope et al., 1995). Cet index extrait à partir des signaux EEG, a 
été analysé dans un environnement d’apprentissage de type jeu-concours. Les états 
émotionnels des apprenants déterminés à partir de senseurs physiologiques (la pression du 
volume sanguin/artériel et de la conductivité de la peau) ont été associés avec les différentes 
valeurs de l’index. Les résultats de cette étude nous ont permis de montrer les points suivants :  
 Cet index d’engagement peut aider les STEI à suivre le comportement des apprenants 
dans la mesure où les apprenants qui étaient engagés sur la durée de l’expérience 
avaient tendance à mieux déceler les pièges dans les questions et donc à avoir de 
meilleurs résultats que ceux qui n’étaient pas engagés selon cet index. 
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 L’index d’engagement pouvait également renseigner sur les états émotionnels des 
apprenants. En particulier, les valeurs les plus élevées de cet index ont été enregistrées 
avec les émotions avec forte activation selon l’approche dimensionnelle des émotions. 
Dans la deuxième étude expérimentale, nous avons utilisé une approche de modélisation 
de la charge mentale basée sur des modèles d’apprentissage machine (principalement l’analyse 
en composantes principales pour la réduction de la dimensionnalité des données EEG et les 
processus gaussiens pour la régression) qui utilisent les plages de fréquences du signal EEG 
comme entrée ainsi que le score du NASA_TLX comme cible. Notre approche consistait à 
entrainer dans un premier temps le modèle sur les données issues d’activités purement 
cognitives (mémorisation, calcul mental, etc.) et de le valider, dans un deuxième temps, sur les 
données relatives à la session d’apprentissage. L’index d’engagement ainsi que les états 
émotionnels des apprenants ont été également enregistrés au cours de cette session 
d’apprentissage. L’analyse des résultats nous a permis de tirer les conclusions suivantes : 
 Notre approche pour la modélisation de la charge mentale de travail à partir des 
données EEG peut être pertinente dans un contexte d’apprentissage. Plus précisément, 
l’index que nous avons développé a montré un comportement cohérent avec la 
conception des activités d’apprentissages, les mesures objectives et subjectives de la 
charge mentale de travail et les caractéristiques des apprenants. 
   L’analyse de l’index d’engagement dans un environnement d’apprentissage plus riche 
(avec des leçons et des problèmes à résoudre) comparé à l’environnement du jeu-
concours a également reconfirmé ses capacités à renseigner sur le comportement des 
apprenants. 
  L’analyse de l’index d’engagement et de charge mentale de travail peut également 
renseigner sur l’état émotionnel de l’apprenant en termes de valence et d’activation. 
Par exemple l’état émotionnel caractérisé par une valence positive et une activation 
positive (état pouvant contenir des émotions comme la joie, le plaisir, etc.) se 
caractérise par un fort niveau d’engagement ainsi qu'une faible valeur de l’index de 
charge mentale de travail.  
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Notre deuxième contribution a été de proposer une approche d’intégration de ces deux 
indicateurs en temps réel dans un STEI. Pour cela nous avons développé un système nommé 
MENTOR qui dispose de trois modes de fonctionnements :  
 Le mode Entrainement: permet d’entrainer un modèle de charge mentale 
conformément à l’approche utilisée dans notre étude expérimentale. Plus précisément, 
ce mode permet de lancer des exercices d’entrainement cérébral faisant intervenir des 
tâches purement cognitives. L’évaluation subjective de ces exercices se fait à travers 
l’instrument NASA_TLX. Ce mode contient également une implémentation de 
l’algorithme d’analyse en composantes principales et de l’algorithme de régression par 
processus gaussiens pour l’entrainement du modèle de charge mentale de travail à 
partir des données EEG. 
 Le mode affichage : fournit un tableau de bord permettant de détecter et de suivre les 
valeurs des index mentaux en temps réel. Le mode affichage permet de discrétiser 
l’index d’engagement en deux états (engagé et désengagé) et l’index de charge mentale 
de travail en trois (surchargé, neutre et sous-chargé). En fonction des états des 
indicateurs cérébraux, ce mode peut inférer l’état interne global (positif ou négatif) de 
l’apprenant.  
 Le mode apprentissage : représente système tutoriel capable de détecter de leurs 
paramètres mentaux. Contrairement au mode Affichage, qui se limite à une simple 
analyse passive du comportement des index, ce mode dispose d’une logique 
d’adaptation lui permettant de gérer les étapes de l’apprentissage en fonction de 
l’analyse de ces deux index.  
À travers ces trois modes du système MENTOR nous avons développé un système 
fonctionnel dont l’objectif est de fournir un exemple de conception globale d’un STEI qui 
intègre ces paramètres mentaux. Nous avons également montré comment ces index peuvent 
être contribués dans l’amélioration du fonctionnement des systèmes tutoriels, en s’attaquant à 
un problème récurrent dans les STI qui est le choix des ressources pédagogiques à fournir à 
l’apprenant. Pour cela, nous avons mis en place une logique d’adaptation qui se base sur un 
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ensemble de règles simples qui permettent de choisir la ressource qui conviendrait le mieux en 
fonction de l’état d’engagement et de charge mentale de travail. 
Une troisième étude expérimentale comparant deux versions du système MENTOR (une 
version qui s’adapte en fonction des états mentaux contre une version qui s’adapte uniquement 
aux performances des apprenants) nous a permis de démontrer les points suivants : 
 L’intégration des indicateurs d’engagement et de charge mentale de travail permet 
d’améliorer significativement les performances d’apprentissage. 
 L’adaptation en fonction de ces indicateurs cérébraux permet d’avoir un impact positif 
sur l’expérience d’interaction des apprenants en termes de satisfaction et d'états 
émotionnels ce qui répond à un objectif principal des STEI.  
 Le module d’analyse de MENTOR a pu correctement intervenir sur les états mentaux 
critiques de baisse d’engagement, de sous-charge et de surcharge mentale. 
6.2 Travaux futurs 
Le développement de notre approche à travers la mise en place du système MENTOR nous a 
ouvert un certain nombre de voies pour des travaux futurs. En voici quelques exemples : 
 Pour des raisons de simplicité, nous avons limité le fonctionnement du module 
décisionnel du système MENTOR à un choix entre deux types d’activités qui 
représentent des éléments fondamentaux de l’enseignement à savoir les exemples et 
aux exercices. Nous pensons toutefois qu’il est possible d’augmenter la logique 
d’adaptation du système pour prendre en compte d’autres types d’actions et d’activités.  
 Nous envisageons également d'intégrer dans le système MENTOR des fonctionnalités 
qui lui permettent d’analyser et de gérer en parallèle et en temps réel les indicateurs de 
mentaux d’un groupe d’apprenants lors d’un apprentissage collaboratif en classe ou en 
ligne.  
 Une autre voie qui nous semble intéressante est celle d’expérimenter le système 
MENTOR dans un domaine différent tel que les jeux vidéo ou la robotique. 
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 Nous projetons également d’améliorer le fonctionnement du mode affichage (c’est-à-
dire le mode passif) de MENTOR par l’intégration de mécanismes de suivi et de 
raisonnement qui permettent de retracer les difficultés mentales rencontrées par 
l’apprenant au cours de la tâche de la tâche réaliser. Par exemple, au cours d’une tâche 
de lecture d’un texte, le système doit être capable de déterminer les moments ou même 
les parties du texte dans lesquelles l’apprenant a éprouvé une certaine difficulté. 
 Nous voulons également améliorer la modélisation de la charge mentale de travail en 
comparant plusieurs types d’algorithmes d’apprentissage machine. 
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Régression par processus gaussiens 
Un processus gaussien est un processus stochastique dont la distribution jointe de tout sous 
ensemble de ses variables f =  définit sur un ensemble d’index X = , est par 
hypothèse une distribution normale multivariée à  dimensions. Un processus gaussien est 
défini par une fonction de covariance  et d’une fonction de moyennes  qui permettent 
d’obtenir la distribution : 
 
 étant la distribution normale,  est la matrice  par  de covariance construite selon 
=  et  est le vecteur de moyenne construit tel que  = . 
La régression par les processus gaussiens permet d’estimer une fonction  expliquant au 
mieux un ensemble de données d’observation . Avec  un vecteur d’entré et  est 
la valeur cible. Le principe de base de cette approche bayésienne repose sur l’idée de définir 
une probabilité a priori dans l’espace de fonctions et d’appliquer un processus d’inférence qui 
permettra d’augmenter la probabilité des fonctions qui expliquent le mieux les données 
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d’observation et inversement réduire la probabilité des fonctions qui ne disposent pas de cette 
capacité d’explication. 
Il existe plusieurs types de fonctions de covariances employées dans la régression par les 
processus gaussiens, une des plus fréquemment utilisées est le noyau gaussien (Rasmussen, 
2006) : 
 
représente la variance du signal et  est la largeur du noyau gaussien. 
Pour la fonction de moyennes on a généralement recours une fonction à moyennes 
égales à zéro (Rasmussen, 2006). Ainsi en pratique on a souvent la formulation suivante de la 
probabilité a priori du modèle : 
 
De même, le vecteur f ne pas être observé directement et les données  sont 
généralement considérées comme bruitées. Dans les processus gaussiens, la définition d’un 
modèle de bruit conduit à une distribution de probabilité conditionnelle sur les observations 
 qui sera utilisé pour la mise à jour de la distribution de probabilité sur les fonctions. 
Ainsi pour transformer un vecteur d’entré  en une valeur cible , la formulation du modèle 
de régression standard par processus gaussien est la suivante : 
 
Avec  un bruit blanc gaussien de variance  et de moyenne égale à zéro. Cette 
hypothèse auquel est soumise la fonction de régression  donne lieu à une probabilité 
conditionnelle sous forme gaussienne décrite par la formulation suivante : 
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 est une matrice identité utilisée pour indiquer que le bruit utilisé est stationnaire. 
L’évaluation de cette expression pour une fonction arbitraire nous renseigne sur la probabilité 
que les valeurs cibles sont générées par cette fonction. Il s’agit alors de la vraisemblance de la 
fonction que si l’on pondère par la probabilité a priori pour l’ensemble des fonctions, on 
obtient la vraisemblance marginale des valeurs cibles : 
 
 
La prédiction d’une nouvelle entrée  consiste à déterminer . La distribution 
jointe de cette prédiction  avec les anciennes valeurs cibles observées est donnée par : 
 
La distribution conditionnelle donne alors à la valeur à prédire  avec la variance  
 selon les deux équations suivantes : 
 
 
 Avec  et  
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Annexe B 
L’instrument NASA TLX 
Table de définition des dimensions du NASA_TLX 
Dimension Pôle Description 
Exigence 
mentale 
Faible / Élevé Jusqu’à quel point un effort mental était requis par la 
tâche (réflexion, mémorisation, décision, calcul, etc.) ?  
Exigence 
physique 
Faible / Élevé Jusqu’à quel point un effort physique était requis par la 
tâche (activer, contrôler, manipuler, etc.) ? 
Exigence 
temporelle 
Faible / Élevé Jusqu’à quel point vous avez senti la pression du temps 





Jusqu’à quel point vous êtes satisfait avec votre 
performance dans l’exécution de la tâche ?  
Effort 
 
Faible / Élevé Jusqu’à quel point avez-vous eu à travailler 
(mentalement ou physiquement) pour atteindre votre 
niveau de performance?  
Frustration Faible / Élevé Jusqu’à quel point vous sentiez-vous non confiant, 
découragé, irrité, stressé et ennuyés vs confiant, avec 
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