Abstract-A stable adaptive controller is developed for a class of nonlinear multivariable systems using nonlinearly parametrized function approximators. By utilizing the system triangular property, integral-type Lyapunov functions are introduced for deriving the control structure and adaptive laws without the need of estimating the "decoupling matrix" of the multivariable nonlinear system. It is shown that stability of the adaptive closed-loop system is guaranteed, and transient performance is analytically quantified by mean square and tracking error bound criteria.
x(T ) is nonzero. Based on this remark, it was erroneously claimed 1 that W n has no usual extension. From Proposition 1 one obtains the following result. (1) where k1k2;T denotes the seminorm in L n 2;e defined by k1k2;T = kP T 1k 2 .
Set k1k W;T := kE T 1 k W (and notice the difference with the definition of k1k2;T ). The family (k1kW;T ) T 0 is a nondecreasing family of seminorms; it defines over W n a topology T which is strictly finer than the one defined by the norm k1kW [because if a sequence (xp) p0 of W n is such that kxpkW tends to zero, then kxpkW;T tends to zero for every T 0, but not conversely]. In accordance with [2] , we take the following definition.
Definition 1: The extended resolution space W n e is the completion of (W n ; T ).
In other words, W n e is the set of functions x such that ET x belongs to W n for every T 0; W n e is equipped with the family of seminorms (k1k W;T ) T 0 and is complete for the associated topology (so that W n e is a Fréchet space).
III. RELATIONS BETWEEN VARIOUS EXTENDED RESOLUTION SPACES
The following replaces Proposition 1. 1 Proposition 3: Let x 2 W n e . Then for every T 0 the following inequality holds: kxk 1;T kxk W;T : (2) The proof is similar to that of Proposition, 1 taking into account the new expression (1) . Taking T 
IV. CONCLUDING REMARKS
Compared with Lebesgue spaces (especially L 2 ), the Sobolev space W is somewhat particular in that it contains only differentiable functions (in the sense of distributions). The consequence is that, in place of the usual truncation operator P T , the resolution of the identity which has to be used is another operator E T . Equipped with this operator, W can be "extended" in a classic manner. As shown by Propositions 3 and 4, the extended space W e has nice relations with the extended spaces L 2;e and L 1;e . Part II of the paper should be replaced by the above approach whereas the rest of the paper can be left unchanged.
I. INTRODUCTION
Recent years have seen many significant developments in adaptive control for single-input/single-output (SISO) nonlinear systems. For multi-input/multi-output (MIMO) nonlinear systems, due to the couplings among various inputs and outputs, the control problem is more complex and few results are available in the literature. One of the major difficulties comes from the uncertainty in the input coupling matrix. Based on feedback linearization techniques, a variety of adaptive controllers have been proposed for linearizable systems (e.g., [1] - [6] ). In these methods, for removing the couplings of system inputs, an estimate of the "decoupling matrix" is usually needed and required to be invertible during parameter adaptation. Therefore, additional efforts have to be made to avoid the possible singularity problem when calculating the inverse of the estimated decoupling matrix. For example, the projection algorithm was applied in [1] to keep the estimated parameters inside a feasible set in which the singularity problem does not occur. Although such a projection is a standard technique in linear adaptive control, it usually requires a priori knowledge for the feasible parameter set, and no systematic procedure is available for constructing such a set for a general plant [22] . In fact, even for SISO adaptive nonlinear control, solving the control singularity problem is far from trivial (see [12] and the references therein). For MIMO nonlinear systems, there is no effective scheme available at the present stage. As an alternative approach, a neural control design proposed in [2] , [3] suggested that the initial values of neural network (NN) weights are chosen sufficiently close to the ideal values such that the inverse of the estimated decoupling matrix always exists and, therefore, an off-line training phase for NN's is necessary before the controller is put into the closed-loop system. In [6] , an interesting adaptive controller was developed for multi-input parametric pure-feedback nonlinear systems. Global stability and convergence of the tracking errors were achieved for all initial parameter estimates lying in an open neighborhood of the true parameter space. For a special class of MIMO nonlinear plants, rigid robot systems, adaptive neural network control has been proposed based on energy-type Lyapunov functions in [11] , [15] .
As mentioned earlier, the couplings that exist among the inputs and outputs of MIMO nonlinear systems are the main difficulty in multivariable adaptive control. For systems without any input coupling, decentralized adaptive controllers were presented for a class of nonlinear systems with state interconnections [7] - [9] . Global stability and asymptotic tracking were obtained in [7] , [8] , provided that the system interconnections are bounded by a pth-order polynomial in states. Recently, this decentralized adaptive control idea was further extended to large-scale nonlinear systems transformable to a decentralized strictfeedback form in [9] under the similar interconnection conditions.
In this note, we shall consider a class of MIMO nonlinear systems having a triangular structure in control inputs. Using such a triangular property, novel Lyapunov functions are introduced to construct a Lyapunov-based control structure, which does not try to cancel the decoupling matrix for linearizing the system. The control singularity problem discussed above is eliminated without using projection algorithms or restricting the initial values of parameter estimates. Other features of the proposed scheme include that nonlinearly parametrized approximators, multilayer neural networks (MNN's), are used for function approximation, and the stability of the closed-loop adaptive system is guaranteed. Explicit transient bounds of output tracking errors are given analytically, and several possible schemes are provided for improving the control performance of the resulting adaptive system. 
possesses a special triangular form in control inputs, which covers a large class of plants including the decentralized systems studied in [7] , [8] . In addition, MIMO system (1) is fully interconnected because the interconnection terms fj(1) contain all the system states X; which is different from the hierarchical or triangular systems defined in [24] . The control objective is to design a stable adaptive controller such that the system outputs yj follow the desired trajectories y dj : Assumption 1: g j; j (X j ) are bounded away from zero with known signs, and known smooth functions g j (X j ) exist such that jgj; j (Xj)j g j (Xj); 8Xj 2 R n : Neural networks have been widely used in modeling and control of nonlinear systems because of their good capabilities of nonlinear function approximation, learning, and fault tolerance. The feasibility of applying NN's to unknown dynamic system control has been demonstrated in many studies [2] - [5] , [10] - [15] , [21] . In this paper, three-layer NN's will be used to approximate a continuous function h(Z): R p ! R as described by [11] , [13] LetŴ andV be the estimates of W 3 and V 3 ; respectively, and the weight estimation errors denoted asW =Ŵ 0W 3 andṼ =V 0V 3 :
In the analysis that follows, we will use the following lemma. 
with X1 = x1 and nj01 = j01 i=1 i for j > 1: From system (1) and definitions (2) and (9), the time derivatives of e sj can be written as
where j01 i=1 (1) = 0 for j = 1: It is shown from (2) and (8) 
Thus, V zj are positive definite with respect to e sj : Remark 2.2 shows that the boundedness of system states and convergence of tracking errors are completely determined by those of filtered tracking errors esj:
We shall study the system stability and performance through investigating the properties of e sj : It will be shown later that integral type functions Vzj are applied for constructing a Lyapunov-based control structure that does not contain the inverses of the unknown functions 
2) Therefore, V zj are Lyapunov functions and e sj ! 0 as t ! 1:
In the case that no exact knowledge for the system nonlinearities is available, MNN's provided in (4) can be applied for the approximations h j (Z j ) =W 3 j S j (V 3 j Z j ) + j (Z j ) 8Z j 2 zj ; j = 1; 2; 11 1;n (19) where Z j = [Z T j ; 1] T are the input vectors; zj are compact sets to be 
with positive constants aj; bj; cj; Vsj(0) and sj:
Proof: 1) The proof includes two parts. We first suppose that compact sets zj exist such that Zj 2 zj; 8t 0; and the NN approximation (20) holds. Then, we prove that these compact sets zj exist for bounded initial conditions. Consider the augmented Lyapunov function candidates
[W T j 0 01 wjWj + trfṼ T j 0 01
Taking their time derivatives along (16) and noting (20) and (22) and may make the implementation of the controller difficult. This problem can be dealt with by suitably choosing the design functions g j (X j ): Since the choices of g j (X j ) are only required to be larger than jg j;j (X j )j; the designer has the freedom to find suitable g j (X j )
such that the integrals are analytically solvable. As an alternative scheme, one can also use on-line numerical approximation to calculate the integral, which however requires more computational power in practical applications. Remark 4.3: In Theorem 4.1, only boundedness of the system states and the responses of output tracking errors are given; convergence of the NN weight estimates is not guaranteed because of the lack of persistent excitation (PE) condition and the local minima problems of nonlinear parametric approximators. In adaptive control systems, PE condition is important for parameter convergence and system robustness; however, it is usually difficult to check/guarantee in practical applications [22] . The works [17] - [19] have studied PE conditions of linearly parametrized networks and provided several practically applicable methods. The persistent excitation condition for nonlinearly parametrized networks is a current topic of research in neural network identification and control fields.
V. CONCLUSION
In this note, we have presented a stable adaptive control scheme for a class of multivariable nonlinear systems using multilayer neural networks. The triangular property of the studied systems has been fully utilized in developing the control structure and neural weight learning laws. The proposed design guarantees the stability of the closed-loop adaptive system and the mean square tracking errors converging to small residual sets, which are adjustable by tuning the design parameters.
