ABSTRACT Adaptive filtering for complex data has received more attentions recently. As a similarity measure for the complex random variables, complex correntropy has been shown robustness in the design of adaptive filter. However, existing works using complex correntropy are limited to a Gaussian kernel function, which is not always the optimal choice. In this paper, we propose a class of new adaptive filtering algorithm for complex data using complex correntropy, which employs the complex generalized Gaussian density function as kernel function. Stability analysis provides the bound for learning rate and the steady-state excess mean square error is derived for theoretical analysis. Simulation results show that the proposed algorithm has zero probability of divergence and verify its superiority.
I. INTRODUCTION
Correntropy is an effective tool for the similarity measure [1] between two random variables, especially in the case when the noise is non-Gaussian. It has been widely used in many machine learning and signal processing scenarios [2] - [4] . Compared with the mean square error (MSE) criterion based algorithms, such as least mean square (LMS) [5] and its variants [6] , correntropy has shown its superiority in adaptive filtering. Generally, correntropy employs a Gaussian function as kernel function [1] , [7] since it is smooth and strictly positive definite. However, a Gaussian kernel is not always the optimal choice. Recently, He et al. [8] and Chen et al. [9] extend it to a more general case and propose a generalized maximum correntropy criterion (GMCC) algorithm. The GMCC algorithm shows desirable performance in adaptive filtering and has zero probability of divergence (POD). Although GMCC algorithm is very general and flexible, it is not suitable for complex domain adaptive filtering.
As the signals and system parameters are complex valued in many signal processing scenarios, adaptive filtering in complex domain has attracted more and more attentions in the past decades. Based on the MSE criterion, complex least mean square (CLMS) has been proposed in [10] . Although CLMS is computationally efficient, it is not robust against non-Gaussian noise. To overcome this defect, [11] defines the complex correntropy to measure the similarity between two complex random variables. Using the complex Gaussian density function as kernel, [11] derives the maximum complex correntropy criterion (MCCC) algorithm. The MCCC algorithm exhibits better performance than the classical MSE based algorithms, such as CLMS [10] , complex recursive least squares (CRLS) [12] . However, a Gaussian kernel is not always the optimal choice. It is necessary to employ a more flexible kernel function for complex domain adaptive filtering.
In this paper, we use the complex generalized Gaussian density (CGGD) function [13] as a kernel of the complex correntropy. Based on the generalized maximum complex correntropy criterion (GMCCC), we obtain a new cost function. We analyze the convex property of new cost function and propose a class of novel adaptive algorithm, namely the GMCCC algorithm. We also show that the GMCCC algorithm is very flexible, with CLMS and MCCC algorithms as its special case. Stability analysis shows that GMCCC will always converge when the learning rate satisfies the theoretical bound. Simulation results demonstrate the superiority of the GMCCC algorithm.
The rest of this paper is organized as follows. Section II defines the generalized complex Correntropy and discusses its convex property. Section III derives the GMCCC algorithm and presents the stability analysis. The superiority of the GMCCC algorithm is verified by simulations in section IV, and the conclusion is drawn in section V.
II. GENERALIZED COMPLEX CORRENTROPY
For two complex variables C 1 = X + jY and C 2 = Z + jS, complex Correntropy is defined as [11] 
where X , Y , Z , S are real variables, κ (C 1 − C 2 ) is the kernel function.
For a Gaussian kernel in complex domain [11] , kernel function is expressed as
where σ is the kernel width.
In this paper, we employ a CGGD function [13] as kernel function and name the corresponding correntropy as generalized complex correntropy. Thus,
where α is the shape parameter, β = 2σ 2 (1/α) (2/α) is the kernel width,λ = 1 β α , γ α,β = α πβ (1/α) . In this case, generalized complex correntropy is written as
Since the samples
are finite in practice, we estimate the generalized complex correntropy by sample mean, i.e.,V
where
In data analysis, it usually employs correntropic loss to instead correntropy. Thus, we define generalized complex correntropic loss as
The corresponding estimation of generalized complex correntropic loss in finite sample can be expressed aŝ
Next, we will show some important properties of generalized complex correntropy.
and achieves its maximum when C 1 = C 2 . Properties 1 and 2 can be easily derived from the definition of V C α,β (C 1 , C 2 ) and proofs are omitted here. Based on properties 1 and 2, we can get that J C GC−loss (C 1 , C 2 ) is symmetric and it achieves its minimum when C 1 = C 2 .
Property 3: Given e = e 1 e 2 · · · e N T , the following conclusions aboutĴ C GC−loss is true:
2) when 0 < α < 1/2,Ĵ C GC−loss is non-convex at any e with |e i | = 0.
The detailed proofs are provided in Appendix.
III. GMCCC ALGORITHM
In this section, we derive a class of new algorithm, namely generalized maximum complex correntropy criterion (GMCCC) algorithm. In addition, we present the stability analysis and derive the steady-state mean square.
A. COST FUNCTION
Motivated by the properties of generalized complex correntropy, we define the cost function of GMCCC algorithm as
is the error at time i, d (i) is the desired signal at time i, w = w 1 w 2 · · · w m is the unknown filter weight,
is the conjunction of the error.
B. FIXED POINT ALGORITHM (GMCCC-F)
Calculating the conjunction gradient of J C GC−loss with respect to w, we can derive
Solving
Therefore,
It is noted that (13) is actually a fixed point solution since R and p depend on w.
In practice, R and p are estimated by a finite sample aŝ
Thus, we can updateR,p and w as follows.
The proposed GMCCC-F is summarized in Table 1 . Noted that GMCCC-F degenerates to MCCC when α = 1.
C. GRADIENT DESCENT ALGORITHM (GMCCC-G)
The fixed point algorithm is computationally demanding since it requires computing the inverse ofR at each iteration. Thus, we employ a stochastic gradient descent approach to search the optimal solution, i.e.,
where η = µαλ is the learning rate. When λ → 0 + and α = 1, (20) degenerates to w (i + 1) = w (i) + ηe * (i) x (i), i.e., the classical CLMS algorithm.
The proposed GMCCC-G is summarized in Table 2 . 
1) STABILITY ANALYSIS
The stochastic gradient descent based GMCCC algorithm (GMCCC-G) handles the data directly in a computationally efficient way. However, the convergence depends on the choice of learning rate η. Thus, we derive a theoretical bound for η. For convenience, we rewrite the (20) as
where f (e (i)) = exp −λ |e (i)| 2α |e (i)| 2α−2 e * (i). Considering that the desired signal is
we rewrite the error as
where w 0 is the unknown system parameter, v (i) is the noise at time i,w (i) = w 0 − w (i) and e a (i) =w H (i) x (i).
In this way,
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Thus,
It can be derived from (25) that E w (i + 1) 2 will converge if
2) STEADY-STATE MEAN SQUARE When GMCCC-G reaches its steady-state, it holds that
Taking (25) into consideration, we can obtain
Define the steady-state excess mean square error (EMSE) as
we derive its approximate expression as follows.
To begin the derivation of S, we first present some commonly used assumptions [2] , [9] , [14] : A1) Both the noise v (i) and a priori error e a (i) are zeromean and independent with each other; in addition, v (i) is independent identically distributed (iid).
A2) The input signal x (i) is circular and independent of v (i).
Since the distributions of e a (i), v (i) and e (i) are independent of time index i at the steady-state, we omit the i in the following derivations.
Thus, the left handed side in (28) 
and E e * a (i) 2 = 0. Thus, by taking (30) and (32) into consideration, L can be further approximated as
The right handed side in (28) is rewritten as 
Thus, R can be further approximated as
Therefore, the steady-state EMSE is derived as
When the learning rate is small enough, steady-state EMSE can be further simplified as
It is noted that the steady-state EMSE S is approximately obtained under the assumption that |e a | 2 is small enough. However, if the learning rate η or the variance of noise is large, |e a | 2 will become large too. In this case, (48) cannot be accurately enough to approximate the steady-state EMSE.
IV. SIMULATION
In this section, we demonstrate the superiority of GMCCC algorithm for adaptive filtering in complex domain by some simulations. The MCCC [11] and traditional CLMS [10] algorithms are used for comparison. All the system parameters, signals and noise are complex valued. The unknown filter weight w 0 with 5 taps is randomly generated. Each tap is characterized by a Gaussian distributed complex valued number, with zero mean and variance 0.1 for real and imaginary parts. Input signal x is also Gaussian distributed, with zero mean and unit variance for real and imaginary parts. To confirm the stability of the GMCCC algorithm for outlier, additive complex noise v = σ v (v re + jv im ) is considered in the simulation, where v re and v im are α stable distributed with α = 1.5 and γ = 1.
First, we test the probability of divergence (POD) for three algorithms (GMCCC, MCCC, CLMS) in 1000 trials. w (0) is initialized as a zero vector. For GMCCC-G and CLMS, the learning rates are chosen experimentally to guarantee the desirable performance. For GMCCC-F and MCCC,R is FIGURE 1. PODs for different algorithms. One can see that, GMCCC-F converges much faster than other algorithms. However, GMCCC-F is computationally demanding than GMCCC-G since it has to compute the inverse matrix at each iteration. Additionally, GMCCC-F performs best in term of weigh error power, and then followed with MCCC, GMCCC-G and CLMS.
Next, we check the influence of shape parameter α and learning rate η on the performance of GMCCC. Fig.3a shows the final weigh error power for the GMCCC-F and GMCCC-G under different shape parameters. It can be seen that, GMCCC-F has smaller weigh error power than GMCCC-G in most cases. In addition, GMCCC-F performs best when α = 0.7 and GMCCC-G performs best when α = 0.5. Fig.3b shows the weigh error power for GMCCC-G under different learning rates. We can see that, the weigh error power of GMCCC-G gets bigger with the increase of learning rate η.
Finally, we compare the theoretical and simulated values of steady-state EMSE for GMCCC-G. As the probability density function (PDF) is unavailable for α stable noise, it cannot calculate the theoretical steady-state EMSE. Therefore, we use complex Gaussian noise in this simulation, and other simulation conditions are the same as before. All the simulated values are obtained from the average of 100 trials. For each trial, we run 30000 iterations to make sure the algorithm reaches steady-state, and use the rest 10000 iterations to calculate the EMSE. Fig.4a and Fig.4b show the steadystate EMSE with different learning rates and noise variances, respectively. One can see that, the theoretical and simulated values match well when the learning rate or noise variance is small. Moreover, the simulated values deviate from the theoretical values when the learning rate or noise variance becomes large. This verifies the theoretical analysis in section III.
V. CONCLUSION
A class of generalized maximum complex correntropy criterion (GMCCC) algorithm is proposed in this paper. Instead of using Gaussian function as the kernel of complex correntropy, this paper employs complex generalized Gaussian density (CGGD) as kernel. Some important properties have been derived for CGGD kernel. Based on fixed-point iteration and gradient descent methods, a class of GMCCC algorithm is derived in the paper. Theoretical analysis provides the bound for the learning rate and the steady-state excess mean square error (EMSE). Simulations confirm the superiority of the GMCCC algorithm.
APPENDIX PROOF OF PROPERTY 3
Proof: Based on Wirtinger Calculus [15] , [16] , we can obtain ẽ is indefinite at any e.
