ABSTRACT With the growing of base station antenna number in massive multiple-input-multiple-output (MIMO), the complexity and the cost of the system rise rapidly. Fortunately, the antenna selection is an effective way to solve the problem, which can capture most of the advantages of massive MIMO. In this paper, a novel global-searching-based iterative swapping antenna selection method is proposed under the partial channel knowledge case for massive MIMO based on capacity maximization. The method is investigated with detailed mathematical derivations, as well as convergence discussion. Both global-searching-based ''local'' swapping (GSL-swapping) and global-searching-based ''global'' swapping algorithms are proposed for massive MIMO with imperfect channel state information (CSI). The former exchanges the selected antenna with the unselected one which is ''better'' than the selected one. Different from the GSL-swapping algorithm, the latter only swaps the ''worst'' selected antenna with the ''best'' unselected antenna which is ''better'' than the ''worst'' selected one. In addition, an improved global-searching-based ''global'' swapping algorithm with imperfect CSI is proposed to further decrease the complexity. Due to the ''global searching'' characteristic, the proposed algorithms can obtain a near optimal performance. Numerical simulations are provided to validate the proposed algorithms.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO), also known as large-scale MIMO, is generally considered as one of the key technologies for the Fifth-generation (5G) of wireless communication systems [1] . Massive MIMO systems usually require a large number of antennas at base station (BS) side, e.g., tens to hundreds or even more, to communicate with a relatively limited number of users [2] , [3] . Though massive MIMO with a great number of BS antennas can provide promising spectral efficiency and energy efficiency [3] , the number of radio frequency (RF) transceiver chains increases significantly at the same time. Hence, the complexity and the cost of the system rise dramatically. As in MIMO systems, antenna selection is still an effective solution to reduce the complexity and the cost of the system and maintain the benefits provided by massive MIMO [4] , [5] .
It is well known that exhaustive search is the optimal antenna selection method. However, it is impractical because of its high computational complexity [6] . Thus, lots of suboptimal antenna selection algorithms have been studied for the conventional MIMO systems [7] - [10] . The ''local searching'' characteristic [7] - [9] restricts the performance and leads to capacity performance loss. The algorithm based on maximum-volume submatrices finding method [10] is not suitable for the case where the selected antenna number is greater than the user number, although it is a ''global searching'' algorithm.
Recently, many antenna selection algorithms are studied for massive MIMO [4] , [5] , [11] - [16] . The work in [11] studies massive MIMO antenna selection based on the bidirectional branch and bound searching algorithm which is employed after a large antenna array being split into subarrays [12] . However, as claimed in [11] , the algorithm just serves as a benchmark purpose since it is a global optimal searching method with high complexity. A correlation-based best first (CBF) antenna selection algorithm is proposed for massive MIMO [13] . It is slightly modified from [7] and gets a low capacity performance, though it is of low computational complexity. The energy-efficient-based antenna selection algorithms are proposed for massive MIMO [14] - [17] . These works consider only a part of the influences of the selected or unselected antennas on the antenna to be selected, and select antennas based on the last selected one. In other words, these works fall into the category of ''local searching.'' A real-time antenna-by-antenna iterative swapping enhancement (RAISE) algorithm is developed for massive MIMO antenna selection in [18] . Same as the algorithm in [10] , it is based on the maximum-volume submatrices finding method [19] . Unfortunately, only square submatrices can be selected by this method, since it requires the selected submatrix's determinant. The study in [20] extends the theory of the maximum-volume submatrices with rectangular maximum-volume submatrices and develops a corresponding algorithm. Yet the algorithm requires an original square matrix with maximum-volume which cannot be obtained by itself.
Aiming at capacity maximization, a novel iterative swapping antenna selection method is proposed, which leads to a near optimal performance and at the same time avoids the limitation of the maximum-volume submatrices finding method [21] . Yet only the basic idea of the method is briefly reported in [21] , and plenty of important works are omitted, such as full demonstration and convergence discussion in mathematics, and so on. More importantly, the investigation in [21] is under the assumption that perfect channel state information (CSI) can be acquired at BS side.
In this paper, a more practical case, namely estimation errors generated by the imperfect channel estimation, being considered, the global-searching-based iterative swapping antenna selection method with imperfect CSI is firstly investigated and derived in detail from mathematical aspect, including a brief mathematical discussion on convergence. Then, a detailed global-searching-based ''local'' swapping (GSL-swapping) algorithm is designed under partial channel knowledge, which outperforms the algorithm in [18] a little. Meanwhile it avoids the limitation in maximum-volume submatrices finding method. To reduce the computational complexity, a global-searching-based ''global'' swapping (GSG-swapping) algorithm with channel acquisition error is developed in detail, whose capacity performance is almost without loss. Moreover, an improved global-searching-based ''global'' swapping (IGSG-swapping) algorithm with imperfect CSI is also proposed to further decrease the complexity. When the selected antenna number is much greater than that of terminals, the performance loss of IGSG-swapping is very small. Because of the ''global searching'' characteristic, the developed algorithms in this paper can achieve a near optimal performance in capacity.
The remainder of this paper is organized as follows. The system model and antenna selection problem are described in section II. The global-searching-based iterative swapping antenna selection method is proposed and mathematically demonstrated under partial channel knowledge situation in section III. Besides, three corresponding algorithms with imperfect CSI are developed. Section IV presents the numerical simulation results to show the validity and performance of the proposed algorithms. Finally, conclusions of this paper are given in section V. 
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a massive MIMO system with N t antennas at BS side and K (N t K ) single-antenna terminals which are randomly located in a rich-scattering environment, as depicted in Fig. 1 . In a narrow band system and a forward link situation, the received signals of the users can be expressed as:
where r ∈ C K ×1 is the received signal vector, x ∈ C N t ×1 is the transmitted signal vector, E x is the energy of transmitted signals, n ∈ C K ×1 is a zero-mean and µ 2 −variance complex Gaussian noise vector, H ∈ C K ×N t is the channel matrix. Assuming the energy being equally spread among the transmit antennas, the capacity of the massive MIMO system in (1) can be expressed as
where det (·) and (·) H represent the matrix determinant and the conjugate transpose, respectively, ρ is the average signalto-noise ratio (SNR) at receiver, I K is a K ×K identity matrix. After antenna selection, we obtain the selected submatrix of H, denoted by H ∈ C K ×N s , where N s is the number of selected antennas. Then, the capacity after antenna selection can be written as
By maximizing C s , the selected optimal submatrix can be obtained as
For a moderately high SNR, H opt in (4) can be approximated by [10] , [20] 
where σ i , i = 1, 2, · · · , K are the nonzero singular values of H. Therefore, the equivalent problem can be obtained as
III. ALGORITHM ANALYSIS AND DESIGN
In this section, the global-searching-based iterative swapping antenna selection method is investigated and derived mathematically. Then both GSL-swapping and GSG-swapping algorithms are designed, as well as IGSG-swapping algorithm. Besides, the convergence of the proposed method is also discussed in detail.
A. ANALYSIS AND DERIVATION

Denoting the unselected submatrix of H by
without loss of generality, we suppose that H occupies the first N s columns of H, namely H = [ H, H]. Let h i and h j be the ith column of H and the jth column of H. Denote the selected and the remaining antenna sets by S and R, and there are i ∈ S and j ∈ R. H ij is the matrix obtained by replacing h i with h j , that is,
where e i is the ith row of an N t × N t identity matrix I N t .
For vectors x, y ∈ C m×1 , we have the following determinant property [23] det I m + xy
Then we have
where
The determinant of G 1 can be computed as
According to the Sherman-Morrison formula [22] A + uv
where A is an invertible matrix, u and v are column vectors, the inverse of G 1 in (9) can be computed as
Since interchanging h i with h j cannot lead to an increase in the determinant of H H H , if the selected matrix H is the optimal solution in (6), it follows
which is equivalent to
Finally, we have
where α and β are determined by (11) and (13) respectively. Therefore, we can exchange the ith column of H with the jth column of H until (18) is satisfied. According to (14) , H ij can be updated as
In practice, the channel estimation usually introduces estimation errors, that is, the perfect channel information state cannot be obtained at the BS side. Hence, the estimate of H, denoted by H, can be modeled as [24] - [26] 
where H e ∼ CN (0, I) represents the estimation error, κ ∈ [0, 1] is a coefficient indicating the partial CSI as κ = 0 corresponds to the case of perfect CSI, the values of κ ∈ (0, 1) account for partial CSI knowledge, and κ = 1 characterizes no CSI knowledge, respectively. Accordingly, there is
Therefore, taking the channel acquisition error into consideration, (11), (13) , (15) and (19) can be finally rewritten as
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Apparently, the information of CSI is contained in the obtained equations where κ = 0 reflects the case of perfect CSI, κ = 1 stands for no channel knowledge acquired, and 0 <κ < 1 means that partial channel knowledge is known and characterized by κ.
B. GSL-SWAPPING ALGORITHM WITH IMPERFECT CSI
According to the aforementioned analysis, the globalsearching-based iterative swapping procedure with imperfect CSI can be summarized as follows:
which lead to a disagreement with (18) in all selected columns and exchange them; 5) Update M according to (25) and the antenna sets; 6) Repeat step 4) and step 5) until (18) is always satisfied.
Following this procedure, a selected antenna is ''locally'' swapped with the unselected one which is ''better'' than the selected one at each step. Accordingly, a global-searchingbased ''local'' swapping antenna selection algorithm, namely GSL-swapping algorithm, is proposed, which considers the partial channel knowledge case. The details of the algorithm are described in Table 1 where the description in the right column is the corresponding computational complexity.
The total computational complexity order of
, where T L is iteration number with a very small value. The complexity of calculating M for the first time requires O(K 3 ). The updating processes of M and G are the same and require O(K 2 ).
C. GSG-SWAPPING ALGORITHM WITH IMPERFECT CSI
To reduce the complexity of GSL-swapping algorithm, a global-searching-based ''global'' swapping algorithm, namely GSG-swapping algorithm, is developed under a case of channel acquisition error. Different from GSL-swapping algorithm, GSG-swapping algorithm finds the ''worst'' antenna in all selected antennas and the ''best'' one in all unselected antennas. If the ''best'' unselected antenna is ''better'' than the ''worst'' selected one, then two antennas are exchanged. It can be seen that GSG-swapping algorithm swaps the antennas ''globally.'' Hence, the unnecessary exchanging processes are prevented, as well as the corresponding matrix updating processes.
Based on the idea, the procedure of GSG-swapping can be summarized as below: 2) Initialize the selected channel matrix H = √ 1 − κ 2 H+ κH e , and the corresponding antenna sets.
and the unselected one h j − κh ej which lead to a disagreement with (18) , and then exchange them. 5) Update M according to (25) and the antenna sets; 6) Repeat step 4) and step 5) until (18) is always satisfied. The detailed GSG-swapping algorithm is also described in Table 2 where the right column presents the complexity. The overall computational complexity order of GSG-swapping algorithm is O max (N t − N s , N s 
where T G is the number of iterations with a very small value. GSG-swapping algorithm avoids updating M for all unselected antennas, but the ''best'' unselected one which is ''better'' than the ''worst'' selected one. Therefore, the total computational complexity order is significantly decreased.
D. IGSG-SWAPPING ALGORITHM WITH IMPERFECT CSI
To further reduce the computational complexity, an improved global-searching-based ''global'' swapping algorithm, named IGSG-swapping, is proposed for massive MIMO systems by adopting the idea of choosing antennas in two stages, pre-selection stage and selection stage. The first stage of the improved algorithm mainly focuses on reducing the antenna selection problem scale, and the second stage concentrates on selecting the ''best'' antennas from the antenna subset obtained at the last stage. At the pre-selection stage, the number of original candidate BS antennas is shrunk from N t to N p where N s < N p < N t . The complexity of selection algorithm employed at this stage should be as low as possible. Therefore, the antenna selection method based on maximum norm principle is employed. After the norm-based antenna selection, a subset with N p antennas is attained.
At the selection stage, in order to guarantee the capacity performance of the entire algorithm, the GSG-swapping algorithm is employed. After the selection action, N s antennas are finally selected from the N p candidate antennas obtained in the pre-selection process.
According to the above idea, the detailed IGSG-swapping algorithm can be described in Table 3 where the right column presents the complexities required by each step. The overall complexity order of the proposed IGSG-swapping algorithm is max (O(max (N p − N s , N s 
. It is clear that the overall computational complexity is decreased due to N p < N t .
Obviously, the improved antenna selection algorithm gives out a trade-off between capacity performance and computational complexity for massive MIMO.
E. CONVERGENCE DISCUSSION
After swapping T th (T ≥ 1) times, denoting the selected channel matrix by H T , the value of det( H T H H T ) is at least (1 + T ) times greater than det (
where T ≥ 0. Thus, we have
where = min 1≤t≤T t . Suppose that the optimal solution H opt is obtained after interchanging T opt times. Substituting H opt and T opt into (27), we have
Due to (1 + ) ≥ 1, we have log 10 (1 + ) ≥ 0. As a result, the limitation of the maximum iteration number T opt can be given by
Therefore, the optimal solution (6) can be found by the proposed global-searching-based iterative swapping method with limited iterations. In other words, the proposed swapping antenna selection is a convergent method. VOLUME 6, 2018
IV. SIMULATION RESULTS
In this section, via numerical simulations, the proposed antenna selection algorithms are evaluated. Employing a 256 × 8 massive MIMO system with N s = 8, the ergodic capacities can be computed for different antenna selection algorithms over 5 000 Rayleigh channel realizations. The results are presented in Fig. 2 , where the curve labeled ''GSL'' stands for GSL-swapping algorithm, ''GSG'' for GSG-swapping algorithm, ''IGSG'' for IGSG-swapping algorithm, ''RAISE'' for RAISE algorithm in [18] , ''CBF'' for CBF algorithm in [13] . In this simulation, the results under full channel knowledge situation (κ = 0) and partial channel knowledge situation with κ = 0.2 are provided. The simulation results show that, when the perfect CSI can be obtained at the BS side, GSL-swapping algorithm achieves the best performance, and the performances of GSG-swapping and RAISE algorithms, which outperform IGSG-swapping a little, are almost the same. All of them significantly outperform CBF algorithm. The similar results also achieved under the partial channel knowledge case. The results also indicate that the proposed GSL-swapping and GSG-swapping algorithms acquire a near optimal capacity performance, implying the good performance of the proposed algorithms. Moreover, although the capacity performance is affected by the channel acquisition error on the whole, the proposed algorithms still attain good performances.
In Fig. 3 , ergodic capacities against N t are evaluated for different algorithms under the perfect CSI case and the partial channel knowledge case with κ = 0.2. The simulation is based on a massive MIMO system with N s = K = 8 and N p = 2N s under ρ = 10 dB over 5 000 Rayleigh channel realizations. In this simulation, due to N p = 2N s ≤ N t and sampling spacing, the result of IGSG-swapping actually starts at N t = 41. It can be seen from the results that with the number of transmit antennas growing, the proposed GSL-swapping and GSG-swapping algorithms gradually outperform RAISE algorithm, and the performance gaps are more and more notable for the perfect CSI case. Although the performance of IGSG-swapping is a little lower than them, it still obviously outperforms CBF algorithm. The same trends can be found in the results under partial channel knowledge case. As depicted in Fig. 4 , ergodic capacities versus N t are evaluated for the proposed algorithms under N s = K for the cases of full channel knowledge and partial channel knowledge, i.e. κ = 0 and κ = 0.2. The RAISE algorithm is excluded in this simulation, since it is not suitable for the case of N s = K . Due to the requirement of N p > N s , N p is set to N p = N s + 16. Thus, the result of IGSG-swapping begins at N t = 80. The simulation shows that the performances of three proposed algorithms are almost the same, and apparently outperform CBF algorithm under both perfect CSI and imperfect CSI cases. It implies that the proposed algorithms also keep good capacity performance for the case of N s = K . Besides, the performance differences between the proposed algorithms is shrunk since N s is much greater than K . Moreover, the simulation indicates that the performance of IGSG-swapping algorithm is almost without loss when the number of selected antennas is much greater than that of terminals.
The simulation results in Fig. 2-Fig. 4 indicate that the proposed algorithms in this paper keep good performances not only under perfect CSI situation, but also under the case of only partial channel knowledge acquired at BS side. According to the results in Fig. 5 , letting the iteration number be 5, the computational complexities for different algorithms can be evaluated, as shown in Fig. 6 . It can be seen that the overall computational complexity order in basic operations of GSL-swapping algorithm is the same as that of RAISE algorithm, and the complexity of GSG-swapping is dramatically decreased. Moreover, IGSG-swapping algorithm achieves a constant and the lowest complexity.
The relationship between N p and the complexity of IGSG-swapping algorithm is examined and presented in Fig. 7 where φ = N p /N s , K = 8 and N t = 512. According to the results, with the increasing of φ (equivalent to N p ), the complexity of IGSG-swapping algorithm grows. Besides, the results also indicate that IGSG-swapping algorithm can get a constant and the lowest complexity when 1 < φ ≤ 2. The simulation also implies that the smaller N s is, the smaller constant complexity the algorithm can obtain. In addition, combining the results in Fig. 4 , it can be known that IGSG-swapping algorithm can achieve the lowest complexity almost without capacity performance loss, when 1 < φ ≤ 2.
V. CONCLUSION
In this paper, the proposed global-searching-based iterative swapping antenna selection method is derived in detail mathematically for massive MIMO under the case of imperfect CSI. Without computing the determinant of the selected submatrix, the proposed method averts the limitation of the maximum-volume-based antenna selection method, and therefore it can select any number of antennas instead of being equal to that of terminals. Based on the proposed method, three algorithms are developed for partial channel knowledge situation, namely GSL-swapping, GSG-swapping and IGSG-swapping. GSL-swapping swaps the target antennas ''locally,'' and GSG-swapping and IGSG-swapping exchange the target antennas ''globally.'' The numerical results show that the proposed algorithms achieve a near optimal capacity performance, even under the partial channel knowledge situation. Moreover, GSG-swapping and IGSG-swapping algorithms obtain a very low computational complexity with a little capacity loss. Therefore, our study provides three effective and practical candidate solutions for massive MIMO antenna selection under different performance requirements in capacity and complexity.
