Abstract-Visual servoing consists of positioning a robot endeffector based on the matching of some object features in the image. However, due to the presence of image noise, this matching can never be ensured, hence introducing an error on the final location of the robot. This paper addresses the problem of estimating the worst-case location error introduced by image points matching. In particular, we propose some strategies for computing upper bounds and lower bounds of such an error according to several possible measures for certain image noise intensity and camera-object configuration. These bounds provide an admissible region of the sought worst-case location error, and hence allow one to establish performance limitation of visual servo systems. Some examples are reported to illustrate the proposed strategies and their results.
I. INTRODUCTION
Eye-in-hand visual servoing consists of positioning a robot end-effector in a desired location by exploiting the visual information of some reference objects provided by a camera mounted on the end-effector itself. In particular, in the teaching-by-showing approach the camera (and, hence, the robot) is located in a location of interest, called desired location, from which some reference objects are visible. The view of the camera in this location, called desired view, is hence stored. Then, the camera is moved to another location of the scene from which the same reference objects are visible. The target is hence to steer the camera from its current location to the desired location by exploiting as feedback information the view of the camera in the current location, called current view, and the desired view previously stored.
In order to allow the camera to reach the desired location in the teaching-by-showing approach, several methods have been proposed, such as position-based visual servoing (see e.g. [1] ), image-based visual servoing (see e.g. [2] ), and 2 1/2 D visual servoing [3] . Other methods have proposed partition of the degrees of freedoms (see e.g. [4] , [5] ), global motion plan via navigation functions (see e.g. [6] ), control invariant with respect to intrinsic parameters (see e.g. [7] , [8] ), use of complex image features via image moments (see e.g. [9] ), switching strategies for ensuring the visibility constraint (see e.g. [10] ), generation of circularlike trajectories for minimizing the trajectory length (see e.g. [11] ), and path-planning methods for taking into account constraints (see e.g. [12] - [16] ). See also [17] - [20] . In visual servoing the goal condition is defined as the matching of some object features in the image. However, this matching can never be ensured due to the presence of image noise, and this introduces an error on the final location of the robot. See also [21] which investigates the effect of image noise on the control law of position-based visual servoing and 2 1/2 D visual servoing.
This paper addresses the estimation of the worst-case location error introduced by image points matching. Specifically, we consider the computation of upper bounds and lower bounds of such an error, and propose to this end a strategy based on linear matrix inequality (LMI) for the former, and a strategy based on barrier functions for the latter. In these strategies the location error can be defined according to several possible measures, and it is a function of the image noise intensity and camera-object configuration. The derived upper bounds and lower bounds delimit an admissible region of the sought worst-case location error, and hence allow one to establish performance limitation of visual servo systems. Some examples are reported to illustrate the application of the proposed approach. This paper extends our previous results in [22] by introducing the derivation of lower bounds of the sought worst-case location error, allowing for the use of several different measures used to quantify such an error, and exploiting a complete parametrization for the rotational part which does not present singularities.
The organization of the paper is as follows. Section II defines the problem and notation. Section III describes the computation of the proposed upper and lower bounds for different measures. Section IV presents some illustrative examples. Lastly, Section V reports some concluding comments and possible directions for future research.
II. FRAMEWORK DEFINITION

A. Notation and problem statement
The notation exploited in this paper is as follows: -R: real number set; -SO(3): set of all rotation matrices of size 3 × 3; -0 n : null vector of size n × 1; -0 m×n : null matrix of size m × n; -I n : identity matrix of size n × n; -e i : null vector of size 3 × 1 with the ith component set to 1; -X : euclidean norm of vector/matrix X; -X ∞ : infinity norm of vector/matrix X; -X T : transpose of a vector/matrix X; -s.t.: subject to.
Let us consider an eye-in-hand visual servo system, such as a robotic manipulator or a mobile platform with a camera mounted on an end-effector. The task consists of controlling the robot so that the end-effector reaches a desired location by exploiting in closed-loop the camera view of some object features. In particular, the motion is terminated when the object features in the current camera view satisfactorily match those in the desired camera view, which have been previously recorded.
Let us observe that image noise unavoidably affects the image projections of the object features, and in particular it does each time in a different way being random image noise. Hence, even supposing that the camera has perfectly reached the desired location, the object features in the current camera view can be (and in generally are) different from those ones previously recorded from the same location. Vice versa, even supposing that the object features in the current camera view perfectly match those in the desired camera view, the current location can be (and in generally is) different from the desired one. This means that image noise unavoidably introduces a final location error in visual servoing as the goal condition is defined via visual matching.
In this paper we address the problem of bounding this error, which depends on the level of image noise, on the camera parameters, and on the object features.
B. Mathematical formulation
Let F abs be an absolute frame in the 3D space. We denote with F = (O, c) the frame of the current camera of the visual servo system expressed with respect to the absolute frame F abs , where O ∈ SO(3) is a rotation matrix which defines the orientation, and c ∈ R 3 is a vector which defines the translation. Similarly we denote with F * = (O * , c * ) the frame of the desired camera of the visual servo system. Let q 1 , . . . , q N ∈ R 3 be a set of 3D points expressed with respect to the absolute frame F abs . The ith 3D point q i projects onto the camera frame F at the point
T ∈ R 3 expressed in homogeneous coordinates and given by
where d i is the depth of the point with respect to F , and A ∈ R 3×3 is the upper-triangular matrix containing the camera intrinsic parameters:
being f x , f y ∈ R the focal lengths, u x , u y ∈ R the coordinates of the principal point, and s ∈ R the aspect ratio. Similarly, the ith 3D point q i projects onto the camera frame F * at the point
where d * i is the depth of the point with respect to F * .
The motion (or camera pose) between F and F * can be described by the pair
where R and t are the rotational and translational components respectively given by
while t is given by
(these components are expressed with respect to the desired camera frame F * ). In this paper we consider the situation where the object features used in the teaching-by-showing approach described in Section II-A are points, which is the typical case. Hence, let p, p * ∈ R 2N be the vectors containing the image projections of the 3D points q 1 , . . . , q N according to
The goal condition of the visual servoing in Step 3 can be expressed as
where ε ∈ R is a threshold chosen to limit the distance between p and p * (for example, via the infinity norm). The problem addressed in this paper can be formulated as computing upper and lower bounds of the worst-case location error introduced by image points matching through the goal condition (8) . In particular we consider the worstcase rotational error
and the worst-case translational error
where µ : SO(3) → R and ν : R 3 → R are some norms of interest (we will consider several cases in the next sections).
In the sequel we will consider without loss of generality that the desired camera frame F * coincides with the absolute frame F abs .
III. BOUNDS COMPUTATION
First of all, let us observe how image noise affects the goal condition (8) . Let us denote withp * andp the estimates of p * and p corrupted by image noise, in particular according to
where n, n * ∈ R 2N are vectors containing image noise (for instance due to image quantization, lighting, features extraction, etc...). Suppose that n, n * are bounded by
where ζ ∈ R is a bound of the image noise intensity in both current and desired views. Then, it clearly follows that p −p * ∞ ≤ ε guarantees only p − p * ∞ ≤ ε + 2ζ (13) i.e., one cannot guarantee that the real image error p true − p * true ∞ converges to a value smaller than 2ζ. This clearly motivates the investigation of the location error introduced by image points matching.
Therefore, from now on we will consider the computation of the errors s r (δ) and s t (δ)
where δ ∈ R represents the total image error. Before proceeding, let us parameterize the rotation matrix through the Euler parameter as follows:
where a = (a 1 , . . . , a 4 ) T ∈ R 4 is a unit-norm vector which represents the Euler parameter of R, and Ω(a) is the matrix function
(16) Let us observe that this parametrization is complete, in the sense that:
1) for any unit-norm vector a ∈ R 4 it follows that Ω(a) is a rotation matrix in SO(3); 2) for any rotation matrix R ∈ SO(3) there exists a vector a ∈ R 4 with unit-norm such that R = Ω(a).
A. Upper bounds
Let us consider first the computation of upper bounds of s r (δ) and s t (δ) in (9)-(10). We will show that this step can be solved by exploiting convex optimizations. Indeed, consider the constraint p − p * ∞ < δ in the computation of s r (δ) and s t (δ). From (1), (3), (5) and (6) it follows that for the ith point we can write
where it has been taken into account that q i is expressed with respect to the desired camera frame F * , which coincides with the absolute frame F abs . Hence, we have that
if and only if
where f i,j ∈ R is a constant and g i,j is a polynomial (in a and t) given by
This means that the constraint p − p * ∞ < δ can be compactly expressed by defining the polynomials
Indeed:
where I is the set
In fact, let us observe that the first two constraints in (20) are recovered by the first set on the right hand side of (24), while the third constraint is recovered by the second set on the right hand side of (24) since h i,3,1 = δf i,3 g i, 3 . Therefore, s r (δ) and s t (δ) can be rewritten as
and
The next step consists of solving (25)- (26) via convex optimizations. To this end, let us introduce the polynomials
where u, u i,j,k ∈ R are auxiliary polynomials and γ ∈ R is an auxiliary scalar to be determined. Let v b be a vector containing any base for the polynomials b r , b t , and let v u be a similar vector for the polynomials u i,j,k . Then, the polynomials b r , b t , u i,j,k can be expressed as
where B r , B t , and U i,j,k are any symmetric matrices of suitable dimensions satisfying (28) . Lastly, let L(α) be any linear parametrization of the linear set
where α is a free vector. The representation (28) is known as square matricial representation (SMR) and has been introduced in [23] . In [24] , simple algorithms for the computation of SMR matrices as B r , B t , and U i,j,k as well as the function L(α) are provided. In practice, one builds the vectors v b and v u by freely choosing any possible permutation of the admissible monomials in b r , b t , u i,j,k . Then, one introduces the free matrix variables U i,j,k , hence defining the polynomials u i,j,k , b r , b t . One hence builds possible matrices B r and B t (both depending affine linearly on U i,j,k ) through simple coefficients equalization of the equations in (28) . Lastly, one constructs the matrix L(α) by selecting any possible parametrization of the linear set L. Hence, we finally have that upper bounds of s r (δ) and s t (δ) can be obtained as
and s
In fact, the constraints in (30) and (31) ensure that the polynomials b r , b t , u i,j,k are non-negative, and hence that γ > µ(Ω(a)) in (30) and γ > ν(t) in (31) for all values of a, t such that h i,j,k ≥ 0 and a = 1. Let us observe that (30) and (31) are minimizations with linear costs and linear matrix inequality (LMI) constraints, and hence are convex optimizations [25] . For more details about the SMR the reader is referred to [26] . Other applications of the SMR in computer vision can be found in [27] , [28] .
B. Lower bounds
In Section III-A we have derived upper bounds of the worst-case errors s r (δ) and s t (δ). In this section we consider the computation of lower bounds of these errors. The idea is to generate a sequence of camera poses (R, t) such that: 1) the condition p − p * ∞ ≤ δ holds true for all values of the sequence, i.e. the camera pose (R, t) yields to an admissible image error; 2) the sequence approaches the sought worst-case error (either s r (δ) or s t (δ)). In fact, the first condition ensures that each camera pose of the sequence provides a lower bound of the sought worstcase error, while the second condition forces the sequence to provide, possibly, tight lower bounds.
To this end, let us define the functions
where w and w 1 are given by
Let us observe that w is a barrier-like function since it becomes negative whenever any of the following conditions holds: 1) the parameter a is not admissible as a > 1; 2) the parameters (a, t) are not admissible as p − p * ∞ > δ.
Instead, whenever w is nonnegative, an admissible parameter a is simply given by (a 1 , a 2 , a 3 , √ w 1 ) T ) as in (34), and moreover all admissible parameters a are recovered by letting a 1 , a 2 , a 3 vary in the unit sphere (observe in fact that there is no loss of generality in taking the positive square root of w 1 because a and −a provide the same rotation matrix). Then, lower bounds of of s r (δ) and s t (δ) can be obtained as
which can be solved by using, for instance, the simplex algorithm, which can handle the non-differentiability of the functions ψ r and ψ t . The found solutions may be nonoptimal since these functions are non-convex, nevertheless any found solution it is guaranteed to be a lower bound of the sought worst-case error since it is obtained for an admissible camera pose. Lastly, let us observe that an initialization for (35)-(36) is simply given by (0, 0, 0, 0 3 ) T which is admissible for any δ.
C. Error measures
In this section we describe some norms µ and ν which can be used in the proposed approach to define the errors s r (δ) and s t (δ). Let us consider first the rotation. Then, a possibility is to select
where θ ∈ [0, π] is the angle in the representation of R via exponential coordinates. Let us observe that θ is not a polynomial function of a and hence (37) cannot be directly used in (27) . However, this problem can be simply solved by defining µ as
which indirectly provides (37) because
(see for instance [16] for details about this relationship). Let us consider now the translation, for which one can similarly select
which provides the standard euclidean measure of the translation. Again, this is not a polynomial function of t and hence cannot be directly used in (27) , nevertheless one can simply use t 2 which is polynomial and indirectly provides (40).
Another useful possibility is to select
for some i = 1, 2, 3, which provides a bound of the translation along the ith axis, and which can be obtained similarly to the technique used for (40). Several other norms can be similarly defined.
IV. EXAMPLES
In this section we present some examples of the proposed approach. The the upper bounds s Figure 1b shows the corresponding camera view. The problem is to estimate the worst-case location error introduced by image points matching, i.e. the errors s r (δ) and s t (δ) in (9)-(10) where δ represents the total image error in (14) . To this end, let us select the norms µ(R) = θ and ν = t as in (37) 
B. Example 2
Let us consider the real image shown in Figure 2 where twelve object points, indicated by the "+" marks, are observed. The 3D points have been estimated by acquiring a second image from another location, and then performing a standard object reconstruction via the camera pose estimated through the essential matrix with calibrated camera and with the knowledge of the distance among two points in the 3D space (in order to estimate the norm of the translation). The screen size is 659 × 493 pixels. Let us select the norms µ(R) = θ and ν = t . We find the values shown in Table II .
V. CONCLUSION
We have addressed the estimation of the worst-case location error introduced by image points matching. Specifically, we have proposed some strategies for computing upper bounds and lower bounds of such an error according to several possible measures for certain image noise intensity and camera-object configuration. The computation of the upper bounds is based on LMI, while the computation of 
UPPER AND LOWER BOUNDS OF THE WORST-CASE LOCATION ERRORS FOR THE OBJECT POINTS IN FIGURE 2 ACCORDING
TO THE MEASURES µ(R) = θ AND ν = t FOR SOME VALUES OF δ.
the lower bounds is obtained through barrier functions. These bounds provide an admissible region of the sought worst-case location error. The proposed strategies allows one to investigate an important issue of visual servoing schemes. Indeed, in such schemes a robot end-effector is positioned by matching some object features in the image, which are unavoidably affected by image noise. Therefore, such a positioning is unavoidably affected by errors, and the bounds proposed in this paper allows one to investigate this performance limitation.
Future work will be devoted to derive procedures for establishing tightness of the obtained bounds, and to analyze the propagation of the location error introduced by image points matching in closed-loop control systems.
