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SCINDEMENT D’ASSOCIATIVITE´ ET ALGE`BRES DE HOPF
par
Jean-Louis Loday
En hommage a` Jean Leray
Re´sume´. — On montre que certaines alge`bres associatives dont le produit se scinde
en somme de plusieurs ope´rations et qui sont libres, en un certain sens, pour ces
ope´rations, posse`dent une structure d’alge`bre de Hopf. On montre que l’ope´rade des
alge`bres dendriformes joue un roˆle particulier dans ce contexte, puis on donne de
nombreux exemples.
Abstract (Splitting associativity and Hopf algebras). — We show that some
associative algebras whose product splits up into the sum of several operations and
are free, in a certain sense, with respect to these operations, admit a Hopf algebra
structure. We show that the operad of dendriform algebras play a crucial role in this
context, and we give numerous examples.
Introduction
Dans leur ce´le`bre article sur les alge`bres de Hopf, John Milnor et John Moore
interpre`te le the´ore`me 8 de l’article [Ler45] de Jean Leray de la fac¸on suivante (cf.
the´ore`me 7.5 de [MM65]): si une alge`bre commutative unitaire A posse`de une co-
ope´ration unitaire, i.e. un homomorphisme d’alge`bres associatives
∆ : A→ A⊗A
compatible avec l’unite´, alors A est libre comme alge`bre associative et commutative
(c’est-a`-dire est une alge`bre syme´trique). Ce re´sultat peut s’e´tendre a` d’autres types
d’alge`bres a` condition de remplacer le produit tensoriel par la somme (colimite) dans
cette cate´gorie d’alge`bres (cf. Fresse [Fre98] et Oudom [Oud99]).
Le but de ce papier est, en un certain sens, de renverser la situation et de montrer
que, pour certains types d’alge`bres, on peut construire un coproduit sur l’alge`bre libre.
Dans le cas classique des alge`bres associatives, l’alge`bre libre sur l’espace vectoriel V
Classification mathe´matique par sujets (2000). — 16A24, 16W30, 18D50.
Mots clefs. — Alge`bre de Hopf, ope´rade, dendriforme, se´rie ge´ne´ratrice.
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est l’alge`bre tensorielle T (V ) (alge`bre des polynoˆmes non commutatifs sur une base
de V ). On sait que c’est aussi une alge`bre de Hopf pour le coproduit construit a` partir
des shuffles. Comme conse´quence importante de cette proprie´te´ les alge`bres envelop-
pantes des alge`bres de Lie sont des alge`bres de Hopf. En pratique on peut utiliser
le fait que T (V ) est libre pour de´montrer la coassociativite´ du coproduit shuffle sans
calculs combinatoires fastidieux. Nous montrons dans ce papier que cette technique
peut eˆtre e´tendue a` certains types d’alge`bres pre´sentant un “scindement d’associati-
vite´”. Nous montrons que, lorsque certaines proprie´te´s de cohe´rence existent entre
les relations de´finissant le type d’alge`bre et l’unite´, alors l’alge`bre libre pour ce type
(duˆment augmente´e) est une alge`bre de Hopf. Dans le cas ou` le type d’alge`bres est
de´fini par deux ope´rations dont la somme est une ope´ration associative (scindement
d’associativite´), on constate que les relations doivent eˆtre combinaisons line´aires de
3 relations particulie`res. Celles-ci sont exactement les relations des “alge`bres dendri-
formes”.
Dans le premier paragraphe on explique ce qu’on entend par “scindement d’asso-
ciativite´” et “cohe´rence des relations avec l’unite´”. On montre le roˆle primordial
des alge`bres dendriformes pour ce proble`me. Dans le deuxie`me paragraphe on
de´montre l’existence d’une structure d’alge`bre de Hopf sur les alge`bres libres pour
les types d’alge`bres satisfaisant aux conditions de cohe´rence. Les deux premiers
paragraphes sont restreints aux types d’alge`bres ayant deux ope´rations ge´ne´ratrices
sans syme´trie. On peut e´tendre le re´sultat a` d’autres types d’alge`bres, ce qu’on
fait dans le troisie`me paragraphe, e´crit avec la terminologie des ope´rades qui est le
langage adapte´ dans ce domaine. L’existence du coproduit sur l’alge`bre libre a pour
application la ge´ne´ralisation de la notion de convolution.
Outre les alge`bres dendriformes, il se trouve que la plupart des nouveaux types
d’alge`bres avec scindement d’associativite´ apparus dernie`rement ve´rifient effective-
ment les proprie´te´s de cohe´rence: alge`bres 2-associatives, trige`bres dendriformes,
alge`bres pre´-dendriformes, alge`bres dipte`res, quadrige`bres, alge`bres magmatiques.
Apre`s avoir donne´ la pre´sentation de ces types d’alge`bres, on indique ce qui est connu
sur leur alge`bre libre dans le quatrie`me paragraphe.
Dans le dernier paragraphe nous abordons le proble`me de la de´termination de
l’ope´rade des primitifs.
Je remercie Mar´ıa Ronco et Teimuri Pirashvili pour les nombreuses conversations
et ide´es e´change´es sur le sujet, et Franc¸ois Lamarche pour une remarque pertinente.
Notation. Dans ce papier K est un corps de caracte´ristique quelconque. Par espace
ou espace vectoriel on entend un espace vectoriel sur K. Le produit tensoriel sur K
des espaces V et W est note´ V ⊗W .
1. Scindement d’associativite´ et cohe´rence unitaire
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1.1. De´finition. — Soit A une alge`bre associative (non unitaire) dont on note ∗
le produit. On dira qu’il y a scindement d’associativite´ lorsque cette ope´ration ∗ est
somme de deux ope´rations:
x ∗ y = x ≺ y + x ≻ y,(0)
que l’on qualifie respectivement de gauche et droite, et lorsque l’associativite´ de ∗ est
une conse´quence des relations satisfaites par ≺ et ≻. L’exemple suivant va jouer un
roˆle primordial dans notre proble´matique.
1.2. Exemple: alge`bres dendriformes. — Par de´finition une alge`bre dendri-
forme (cf. [Lod01]), encore appele´e dige`bre dendriforme, est un espace vectoriel A
muni de deux ope´rations gauche et droite satisfaisant aux relations
(x ≺ y) ≺ z = x ≺ (y ∗ z),(R1)
(x ≻ y) ≺ z = x ≻ (y ≺ z),(R2)
(x ∗ y) ≻ z = x ≻ (y ≻ z),(R3)
Par addition des relations on constate que l’ope´ration ∗ est associative, on a donc
bien scindement d’associativite´.
1.3. Compatibilite´ entre relations et action de l’unite´. — Toute alge`bre as-
sociative A peut eˆtre rendue unitaire formellement en posant A+ = K.1⊕A (alge`bre
augmente´e) avec le produit associatif induit par celui de A, 1 e´tant l’unite´ pour ∗.
On se pose la question de savoir si, lorsque le produit associatif est scinde´, on peut
e´tendre les ope´rations ≺ et ≻ a` tout A+. On doit avoir a = 1 ∗ a = 1 ≺ a + 1 ≻ a
d’une part et a = a ∗ 1 = a ≺ 1 + a ≻ 1 d’autre part. Faisons les choix suivants pour
l’action de 1 sur a ∈ A:
(†) 1 ≺ a = 0, 1 ≻ a = a, a ≺ 1 = a, a ≻ 1 = 0 .
On ne peut pas e´tendre ≺ et ≻ a` K donc 1 ≺ 1 et 1 ≻ 1 ne sont pas de´finis. On
voudrait que l’extension des ope´rations≺ et ≻ a` l’alge`bre unitaire A+ par les formules
ci-dessus soit compatible, i.e. que les relations satisfaites par ≺ et ≻ soient valables
sur A+ pour autant que les termes soient de´finis. On dira alors que A+ est une alge`bre
augmente´e.
Dans un premier temps on suppose que les relations satisfaites par ≺ et ≻ sont
quadratiques et re´gulie`res (voir paragraphe 3.1). Ceci signifie que les relations sont
des combinaisons line´aires de monoˆmes du type (x ◦1 y) ◦2 z et du type x ◦1 (y ◦2 z)
ou` ◦1 et ◦2 sont soit ≺ soit ≻ (il y a donc 8 monoˆmes possibles). On remarquera que
les alge`bres dendriformes sont de ce type. Elles ont e´te´ e´tudie´es dans [Lod01].
1.4. Proposition. — L’extension des ope´rations ≺ et ≻ a` l’alge`bre unitaire A+ est
compatible si et seulement si les relations satisfaites par ≺ et ≻ sont des combinaisons
line´aires des relations (R1), (R2) et (R3) de´crites ci-dessus.
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Preuve. — Soit
α(x ≺ y) ≺ z + β(x ≺ y) ≻ z + γ(x ≻ y) ≺ z + δ(x ≻ y) ≻ z =
α′x ≺ (y ≺ z) + β′x ≺ (y ≻ z) + γ′x ≻ (y ≺ z) + δ′x ≻ (y ≻ z)
une relation ou` α, β, etc, sont des scalaires. En remplac¸ant x, resp. y, resp. z par 1,
on obtient
γ = γ′, δ = δ′,
α = β′, β = δ′,
α = α′, γ = γ′,
respectivement. En effet, par exemple pour x = 1, on obtient
γ(b ≺ c) + δ(b ≻ c) = γ′(b ≺ c) + δ′(b ≻ c)
pour tous b, c ∈ A+, d’ou` l’e´galite´ de la premie`re ligne.
On en de´duit que la relation de de´part est de la forme
α
(
(x ≺ y) ≺ z − x ≺ (y ≺ z)− x ≺ (y ≻ z)
)
+ γ
(
(x ≻ y) ≺ z − x ≻ (y ≺ z)
)
+β
(
(x ≺ y) ≻ z + (x ≻ y) ≻ z − x ≻ (y ≻ z)
)
= 0
c’est-a`-dire une combinaison line´aire des trois relations (Ri).
On examine plusieurs types de dige`bres dans le second paragraphe.
2. Structure d’alge`bre de Hopf sur les alge`bres libres
On conside`re un type d’alge`bres P ayant deux ope´rations ge´ne´ratrices ≺ et ≻ et
dont les relations sont des combinaisons line´aires de (R1), (R2) et (R3). On suppose
que l’on est en pre´sence d’un scindement d’associativite´, c’est-a`-dire que l’ope´ration
∗, de´finie par la formule (0), est associative.
Soient A et B deux alge`bres de type P , dont on note A+, B+ la P-alge`bre aug-
mente´e.
2.1. Proposition (Cohe´rence). — Les formules ci-apre`s font de A+ ⊗ B+ une
P-alge`bre augmente´e (l’unite´ e´tant 1⊗ 1):
(a⊗ b) ◦ (a′ ⊗ b′) := (a ∗ a′)⊗ (b ◦ b′) si b ∈ B ou b′ ∈ B,
(a⊗ 1) ◦ (a′ ⊗ 1) := (a ◦ a′)⊗ 1,
ou` ◦ =≺ et ≻ (ou une combinaison line´aire quelconque d’icelles), a, a′ ∈ A+ et
b, b′ ∈ B+.
On dit alors que le choix d’action de l’unite´ est cohe´rent avec les relations (ainsi
dans ce cas la compatibilite´ implique la cohe´rence). Il est pratique pour les calculs
d’utiliser la formule (abusive)
(a ∗ a′)⊗ (1 ◦ 1) = a ◦ a′ ⊗ 1.
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Preuve. — On remarque que les formules impliquent imme´diatement
(a⊗ b) ∗ (a′ ⊗ b′) = (a ∗ a′)⊗ (b ∗ b′)
dans tous les cas. Ainsi la structure d’alge`bre associative induite est bien la structure
habituelle.
Soient a, a′, a′′ ∈ A+ et b, b
′, b′′ ∈ B+. Soit i = 1, 2 ou 3. On montre tout d’abord
que la relation (Ri) est ve´rifie´e pour x = a⊗ b, y = a′ ⊗ b′, z = a′′ ⊗ b′′ dans les deux
cas suivants
– l’un des e´le´ments b, b′, b′′ vaut 1 et les deux autres sont dans B,
– deux des e´le´ments b, b′, b′′ valent 1 et le troisie`me est dans B.
Les parties gauche et droite de la relation (R1) s’e´crivent respectivement
((a⊗ b) ≺ (a′ ⊗ b′)) ≺ (a′′ ⊗ b′′) = (a ∗ a′ ∗ a′′)⊗ ((b ≺ b′) ≺ b′′)
et
(a⊗ b) ≺ ((a′ ⊗ b′) ∗ (a′′ ⊗ b′′)) = (a ∗ a′ ∗ a′′)⊗ (b ≺ (b′ ∗ b′′))
si b ∈ B ou b′ ∈ B. Si l’un des b, b′, b′′ seulement vaut 1, alors les composantes dans
B+ sont e´gales par la Proposition 1.4. Si b = 1 = b
′′ et b′ ∈ B les deux termes sont
nuls, et sont donc e´gaux. Si b′ = 1 = b′′ et b ∈ B les deux termes valent (a∗a′∗a′′)⊗b,
ils sont donc e´gaux. Si b = 1 = b′ et b′′ ∈ B les parties gauche et droite s’e´crivent
respectivement
((a⊗ 1) ≺ (a′ ⊗ 1)) ≺ (a′′ ⊗ 1) = ((a ≺ a′) ∗ a′′)⊗ (1 ≺ b′′) = 0
et
(a⊗ 1) ≺ ((a′ ⊗ 1) ∗ (a′′ ⊗ 1)) = (a ∗ a′ ∗ a′′)⊗ (1 ≺ b′′) = 0
elles sont donc e´gales.
Les parties gauche et droite de la relation (R2) s’e´crivent respectivement
((a⊗ b) ≻ (a′ ⊗ b′)) ≺ (a′′ ⊗ b′′) = (a ∗ a′ ∗ a′′)⊗ ((b ≻ b′) ≺ b′′)
et
(a⊗ b) ≻ ((a′ ⊗ b′) ≺ (a′′ ⊗ b′′)) = (a ∗ a′ ∗ a′′)⊗ (b ≻ (b′ ≺ b′′)).
Si l’un des b, b′, b′′ seulement vaut 1, alors les composantes dans B+ sont e´gales par
la Proposition 1.4. Si b = 1 = b′′ et b′ ∈ B les deux termes valent (a ∗ a′ ∗ a′′) ⊗ b′
et sont donc e´gaux. Si b = 1 = b′ et b′′ ∈ B les parties gauche et droite s’e´crivent
respectivement
((a⊗ 1) ≻ (a′ ⊗ 1)) ≺ (a′′ ⊗ b′′) = ((a ≻ a′) ∗ a′′)⊗ (1 ≺ b′′) = 0
et
(a⊗ 1) ≻ ((a′ ⊗ 1) ≺ (a′′ ⊗ b′′)) = (a⊗ 1) ≻ ((a′ ∗ a′′)⊗ (1 ≺ b′′)) = 0
elles sont donc e´gales. Si b′ = 1 = b′′ et b ∈ B les parties gauche et droite s’e´crivent
respectivement
((a⊗ b) ≻ (a′ ⊗ 1)) ≺ (a′′ ⊗ 1) = ((a ∗ a′)⊗ (b ≻ 1)) ≺ (a′′ ⊗ 1) = 0
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et
(a⊗ b) ≻ ((a′ ⊗ 1) ≺ (a′′ ⊗ 1)) = (a⊗ b) ≻ ((a′ ≺ a′′))⊗ 1)
= (a ∗ (a′ ≺ a′′))⊗ (b ≻ 1) = 0
elles sont donc e´gales.
La ve´rification pour (R3) est en tous points analogue a` celle de (R1).
Supposons maintenant que A et B satisfont a` la relation (R) := α(R1) + β(R2) +
γ(R3) pour des scalaires α, β, γ. Si b, b′, b′′ sont dans B, alors (R) est ve´rifie´e pour
x = a⊗ b, y = a′ ⊗ b′, z = a′′ ⊗ b′′ car la relation (R) est valable dans B. Si au moins
l’un des b, b′, b′′ est dans B, alors (R) est ve´rifie´e car, d’apre`s les calculs pre´ce´dents,
la relation (Ri) est ve´rifie´e pour tout i. Si maintenant b = b′ = b′′ = 1, alors (R)
est ve´rifie´e (toujours pour x = a ⊗ b, y = a′ ⊗ b′, z = a′′ ⊗ b′′) car la relation (R) est
valable dans A.
En conclusion on a de´montre´ que A⊗K ⊕K ⊗B⊕A⊗B est une alge`bre de type
P , et donc A+ ⊗B+ est une P-alge`bre augmente´e.
2.2. Alge`bre de Hopf connexe. — On rappelle qu’une bige`bre H = (H, ∗,∆, u, c)
est la donne´e d’une structure d’alge`bre associative unitaire (H, ∗, u), d’une structure
de coge`bre coassociative co-unitaire (H,∆, c) et on suppose que ∆ et c sont des ho-
momorphismes d’alge`bres unitaires. On dit qu’une bige`bre est une alge`bre de Hopf si
elle posse`de une antipode.
Une bige`bre H est dite connexe si la filtration FrH est comple`te, i.e. si H =⋃
r
FrH, pour F0H := K · 1 et
FrH := {x ∈ H|∆(x)− 1⊗ x− x⊗ 1 ∈ Fr−1H⊗ Fr−1H}.
On montre aise´ment qu’une bige`bre connexe admet une antipode, donc il y a
e´quivalence entre bige`bre connexe et alge`bre de Hopf connexe.
2.3. The´ore`me. — Soit P un type d’alge`bres ayant deux ope´rations ge´ne´ratrices
≺ et ≻ et dont les relations sont des combinaisons line´aires de (R1), (R2) et (R3),
l’une d’elles e´tant (R1)+(R2)+(R3) (scindement d’associativite´). Alors l’alge`bre libre
augmente´e P(V )+ est munie naturellement d’une structure d’alge`bre de Hopf connexe.
Preuve. — Puisqu’il y a scindement d’associativite´, l’alge`bre P(V ) est une alge`bre
associative et P(V )+ est une alge`bre associative unitaire augmente´e. Il nous faut
donc construire la coope´ration ∆ et de´montrer ses proprie´te´s.
D’apre`s la proposition 2.1 l’alge`bre associative P(V )+ ⊗ P(V )+ est munie d’une
structure de P-alge`bre augmente´e.
Conside´rons maintenant l’application line´aire
δ : V → P(V )+ ⊗ P(V )+, v 7→ v ⊗ 1 + 1⊗ v.
Il existe une et une seule extension de δ en un morphisme de P-alge`bres augmente´es
∆ : P(V )+ → P(V )+ ⊗ P(V )+ car P(V ) est la P-alge`bre libre sur V .
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Puisque c’est un morphisme de P-alge`bres augmente´es, c’est, a fortiori, un mor-
phisme d’alge`bres associatives augmente´es.
Il nous reste a` montrer que ∆ est coassociatif. Les morphismes (∆ ⊗ Id) ◦ ∆ et
(Id⊗∆) ◦∆ e´tendent tous les deux l’application line´aire V → P(V )+
⊗3 qui envoie v
sur 1⊗1⊗v+1⊗v⊗1+v⊗1⊗1. Par unicite´ de l’extension on de´duit la coassociativite´
de ∆.
On a ainsi construit la structure de bige`bre. Montrons maintenant que cette
bige`bre est connexe. De par sa de´finition l’alge`bre libre P(V ) est de la forme P(V ) =
⊕n≥1P(V )n ou` P(V )n est l’espace engendre´ line´airement par des produits quelcon-
ques de n e´le´ments de V . Posons ∆(x) = ∆(x) − x ⊗ 1 − 1 ⊗ x =
∑
x1 ⊗ x2. On
a deg x = deg x1 + deg x2. Comme deg x1 ≥ 1 et deg x2 ≥ 1, on a deg x1 < deg x
et deg x2 < deg x. Ainsi, si x ∈ P(V )n, on a ∆
n
(x) = 0. Il s’en suit que P(V )n ⊂
FnP(V ). On a donc P(V )+ =
⋃
r
FrP(V )+ et P(V )+ est une bige`bre connexe. Donc
c’est une alge`bre de Hopf connexe.
2.4. Remarques. — En fait P(V )+ a une structure plus fine que simplement celle
d’une alge`bre de Hopf, c’est une P-alge`bre de Hopf. Ceci signifie que le coproduit ∆
est un morphisme de P-alge`bres augmente´es.
Puisque δ est syme´trique (i.e. δ = τ ◦ δ ou` τ(x ⊗ y) = y ⊗ x ), on pourrait penser
que ∆ est co-commutative. Il n’en est rien car, bien que τ soit un automorphisme
d’alge`bre associative, ce n’est pas un automorphisme d’alge`bre de type P .
2.5. Alge`bres dendriformes. — On en a donne´ la pre´sentation en 1.2. Dans
[Lod01] on a montre´ que l’alge`bre dendriforme libre sur un ge´ne´rateur, note´e
Dend(K), a pour base line´aire les arbres binaires planaires. Donc la dimension de
ses composantes homoge`nes est
(1, 2, 5, 14, 42, 132, . . . , cn, . . .)
ou` cn =
1
n+1
(
2n
n
)
est le nombre de Catalan (nombre d’arbres binaires planaires a` n+1
feuilles).
En 1.3 on a fait un choix pour l’action de 1. Si on identifie 1 a` l’arbre sans sommet
interne, alors on constate que les formules de [Lod01] s’e´tendent sans obstruction.
Dans [LR98] on a construit explicitement un coproduit ∆′ sur l’alge`bre associative
augmente´e Dend(K)+ en de´crivant ∆
′(t) pour tout arbre binaire planaire t par la
formule de re´currence
∆′(t ∨ s) =
∑
t(1) ∗ s(1) ⊗ t(2) ∨ s(2) + t ∨ s⊗ 1.
Ici ∨ de´signe le greffage des arbres et on a adopte´ la notation de Sweedler ∆′(t) =∑
t(1) ⊗ t(2). Montrons que ∆
′ coincide avec la co-ope´ration ∆ construite en 2.3. On
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rappelle que t ∨ s = t ≻ Y ≺ s ou` Y est le ge´ne´rateur de Dend(K). On a
∆(t ∨ s) = ∆(t ≻ Y ≺ s) = ∆(t) ≻ ∆(Y ) ≺ ∆(s)
= (t(1) ⊗ t(2)) ≻ (1⊗ Y + Y ⊗ 1) ≺ (s(1) ⊗ s(2))
= (t(1) ∗ 1 ∗ s(1))⊗ (t(2) ≻ Y ≺ s(2)) + (t(1) ∗ Y ∗ s(1))⊗ (t(2) ≻ 1 ≺ s(2))
= (t(1) ∗ s(1))⊗ (t(2) ∨ s(2)) + t ∨ s⊗ 1.
On a ainsi montre´ que ∆ = ∆′. En application on obtient une de´monstration plus
simple de la co-associativite´ de ∆′.
Le coproduit des alge`bres dendriformes joue un roˆle crucial dans le travail de M.
Ronco sur une ge´ne´ralisation du the´ore`me de Milnor-Moore (cf. [Ron00] et [Ron02]).
Une construction diffe´rente du produit et du coproduit sur les arbres planaires
binaires a e´te´ donne´e par Brouder et Frabetti dans [BF03]. Le fait que ces deux
alge`bres sont isomorphes a e´te´ de´montre´ par Holtkamp [Hol03] et inde´pendamment
par Foissy [Foi02] (voir aussi [AS]). On trouvera dans [Agu00], [Cha02] et [EF02]
des liens entre les alge`bres dendriformes et d’autres types de structure alge´brique.
2.6. Alge`bres dipte`res. — Par de´finition (cf. [LR03]) les alge`bres dipte`res ont
deux ope´rations ge´ne´ratrices ∗ et ≻ ve´rifiant les relations
(x ∗ y) ∗ z = x ∗ (y ∗ z)(as)
(x ∗ y) ≻ z = x ≻ (y ≻ z)(dipt)
Il est clair que l’on peut aussi les de´finir par les ope´rations ≺ et ≻ (via la formule
(0)) et les relations (R1)+(R2) et (R3).
L’avantage de la premie`re pre´sentation est qu’elle a un sens aussi sur les ensembles.
Dans [LR03] on a montre´ que l’alge`bre dipte`re libre sur un ge´ne´rateur note´e Dipt(K)
a pour base line´aire deux copies des arbres planaires, ses composantes homoge`nes ont
donc pour dimension
(1, 2, 6, 22, 90, . . . , 2Cn−1, . . .)
ou` Cn est le super-nombre de Catalan (nombre d’arbres planaires a` n + 1 feuilles).
La me´thode expose´e ci-dessus nous a permis de construire facilement la structure
d’alge`bre de Hopf. Cette structure joue un roˆle-cle´ dans la de´monstration du re´sultat
principal de [LR03] qui est une ge´ne´ralisation du the´ore`me de Milnor-Moore au cas
non-cocommutatif.
2.7. Dige`bres sans nom. — Les ope´rations ge´ne´ratrices sont≺ et≻ et les relations
sont (R1)+(R3) et (R2). On peut aussi, e´videmment remplacer (R1) + (R3) par
l’associativite´ de ∗. On trouve une structure diffe´rente de la pre´ce´dente bien que
l’alge`bre libre sur un ge´ne´rateur ait les meˆmes dimensions.
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2.8. Dige`bres associatives admissibles. — Les ope´rations ge´ne´ratrices sont ≺ et
≻ et la relation est (R1)+(R2)+(R3), c’est-a`-dire l’associativite´ de ∗. L’alge`bre libre
sur un ge´ne´rateur a une base forme´e des “arbres binaires hybrides” (cf. [Pal94]).
En effet, si on admet que 2 est inversible, on peut changer de base d’ope´rations
ge´ne´ratrices, et prendre ∗ et · de´finie par x · y := x ≺ y − x ≻ y. On trouve pour
dimensions de l’objet libre sur un ge´ne´rateur
(1, 2, 7, 31, 154, . . .)
En fait la se´rie ge´ne´ratrice (cf. 3.1) est l’inverse pour la composition de la se´rie
f(x) = −1 + x2 + 11+x .
On observe que l’ope´ration {x, y} := x ≺ y−y ≻ xmunit l’espace sous-jacent d’une
structure d’alge`bre de Lie admissible (cf. [Rem02]) car l’antisyme´trise´ de {−,−} est
{x, y} − {y, x} = x ≺ y − y ≻ x− y ≺ x+ x ≻ y = x ∗ y − y ∗ x = [x, y].
3. Ope´rades et alge`bres de Hopf
Dans la premie`re partie (paragraphes 1 et 2) on s’est restreint volontairement a`
des types particuliers d’alge`bres: deux ope´rations ge´ne´ratrices binaires et des rela-
tions non-syme´triques (voir ci-dessous) avec scindement d’associativite´. Par la meˆme
me´thode on peut e´tendre le the´ore`me 2.3 a` d’autres types d’alge`bres ayant par ex-
emple plusieurs ope´rations ge´ne´ratrices et/ou des relations plus ge´ne´rales. Afin de
traiter le cas plus ge´ne´ral il est pratique (voire ne´cessaire) de se placer dans le cadre
des ope´rades alge´briques. On rappelle tre`s brie`vement les rudiments de cette the´orie
en 3.1.
3.1. Ope´rades alge´briques. — Soit P un type d’alge`bres et P(V ) la P-
alge`bre libre sur l’espace vectoriel V . On suppose que P(V ) est de la forme
P(V ) = ⊕n≥1P(n) ⊗Sn V
⊗n ou` les P(n) sont des Sn-modules a` droite. Le groupe
syme´trique Sn ope`re a` gauche sur V
⊗n par permutation des variables. On conside`re
P comme un endofoncteur de la cate´gorie des espaces vectoriels. La structure de
P-alge`bre libre de P(V ) fournit une transformation de foncteurs γ : P ◦ P → P
ainsi que u : Id → P ve´rifiant les axiomes d’associativite´ et d’unitalite´ usuels. Cette
donne´e (P , γ, u) est appele´e une ope´rade alge´brique. Une P-alge`bre est alors la
donne´e d’un espace vectoriel A et d’une application line´aire γA : P(A)→ A telle que
γA ◦ γ(A) = γA ◦ P(γA) et γA ◦ u(A) = IdA.
L’espace P(n) est l’espace des ope´rations n-aires pour les P-alge`bres. On supposera
ici qu’il n’y a qu’une (a` homothe´tie pre`s) ope´ration unaire, a` savoir l’identite´: P(1) =
K.Id .
On supposera aussi que toutes les ope´rations sont engendre´es (par composition) par
des ope´rations binaires, c’est-a`-dire une famille de ge´ne´rateurs line´aires de P(2). On
dira alors que l’ope´rade est binaire. Si les relations entre ope´rations sont conse´quences
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de relations ne faisant intervenir que des monoˆmes a` 2 ope´rations, on dira que l’ope´rade
est quadratique.
Si les ope´rations binaires n’ont pas de syme´trie et que dans les relations, les vari-
ables x, y et z apparaissent toujours dans le meˆme ordre, on dira alors que l’ope´rade
est re´gulie`re. L’espace P(n) est alors de la forme Pn⊗K[Sn] ou` Pn est un espace vec-
toriel et, en tant que Sn-module, P(n) est une somme de repre´sentations re´gulie`res.
La famille des Pn munie de la composition est parfois appele´e une ope´rade non-
syme´trique. Dans ce cas l’alge`bre libre, et donc l’ope´rade re´gulie`re, sont entie`rement
de´termine´es par l’alge`bre libre sur un ge´ne´rateur P(K) = ⊕n≥1Pn.
On dira qu’il y a scindement d’associativite´ si P(2) contient une ope´ration, note´e
(x, y) 7→ x ∗ y, qui est associative. Dans ce cas on peut toujours trouver une base
de l’espace P(2) telle que la somme des vecteurs de bases soit l’ope´ration ∗. Les
exemples des paragraphes 1 et 2 sont des ope´rades binaires quadratiques re´gulie`res
avec scindement d’associativite´.
La se´rie ge´ne´ratrice de l’ope´rade P est la fonction
fP(x) :=
∑
(−1)n
dim P(n)
n!
xn.
Si l’ope´rade est re´gulie`re on a fP(x) :=
∑
n≥1(−1)
n dim Pnx
n. Dans les exemples de
ce papier c’est la se´rie (dimPn)n≥1 que l’on donne.
Les ope´rades les plus inte´ressantes sont celles qui sont “de Koszul”. Une condi-
tion ne´cessaire pour la Koszulite´ est que l’inverse, pour la composition, de la se´rie
ge´ne´ratrice soit aussi une se´rie a` coefficients entiers alterne´s.
3.2. Actions de l’unite´, compatibilite´ et cohe´rence. — Soit P une ope´rade
binaire quadratique. Par action de l’unite´ on entend le choix de deux applications
line´aires
α : P(2)→ P(1) = K, β : P(2)→ P(1) = K,
qui permettent de donner un sens a` a ◦ 1 et 1 ◦ a respectivement pour toute ope´ration
◦ ∈ P(2) et tout a ∈ A ou` A est une P-alge`bre:
a ◦ 1 = α(◦)(a), 1 ◦ a = β(◦)(a).
Lorsque l’ope´rade P est avec scindement d’associativite´ on suppose que l’on fait le
choix a ∗ 1 = a = 1 ∗ a pour ∗, c’est-a`-dire α(∗) = Id = β(∗).
On dira que le choix d’action de l’unite´ est compatible avec les relations de P si les
relations sont encore valables sur A+ := K.1 ⊕ A pour autant que les termes soient
de´finis.
Conside´rons l’espace A⊗K.1⊕K.1⊗ B ⊕A⊗ B ou` A et B sont des P-alge`bres.
En utilisant le choix d’action de l’unite´ on e´tend les ope´rations binaires ◦ ∈ P(2) a`
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cet espace en posant, comme en 2.1:
(a⊗ b) ◦ (a′ ⊗ b′) := (a ∗ a′)⊗ (b ◦ b′) si b ∈ B ou b′ ∈ B,
(a⊗ 1) ◦ (a′ ⊗ 1) := (a ◦ a′)⊗ 1 sinon.
On dira que le choix d’action de l’unite´ est cohe´rent avec les relations de P si A ⊗
K.1⊕K.1⊗B ⊕A⊗B muni de ces ope´rations est une P-alge`bre.
Observons qu’une condition ne´cessaire pour la cohe´rence est la compatibilite´. Dans
certains cas, compatibilite´ entraˆıne cohe´rence (cf. Proposition 1.4) mais ce n’est pas
toujours vrai.
Si C+ est une autre P-alge`bre augmente´e, on ve´rifie que (A+ ⊗ B+) ⊗ C+ et
A+ ⊗ (B+ ⊗ C+) ont la meˆme structure de P-alge`bre augmente´e.
3.3. The´ore`me. — Soit P une ope´rade binaire quadratique non syme´trique. Toute
action de l’unite´ cohe´rente avec les relations de P permet de munir la P-alge`bre libre
augmente´e P(V )+ d’une co-ope´ration co-associative (i.e. un coproduit)
∆ : P(V )+ → P(V )+ ⊗ P(V )+
qui est un morphisme de P-alge`bres augmente´es.
En particulier s’il y a scindement d’associativite´, P(V )+ est une alge`bre de Hopf
connexe.
Preuve. — L’action de l’unite´ permet, graˆce a` l’hypothe`se de cohe´rence, de munir
P(V )+⊗P(V )+ d’une structure de P-alge`bre augmente´e. Le coproduit ∆ est l’unique
morphisme de P-alge`bres augmente´es qui e´tend l’application line´aire v 7→ 1⊗v+v⊗1.
Le reste de la de´monstration est le meˆme que pour le the´ore`me 2.3.
Remarque. Sous l’hypothe`se “re´gulie`re” la premie`re formule de 2.1 munit A ⊗ B
d’une structure de P-alge`bre. Sans cette hypothe`se, ce n’est plus automatique, mais
il arrive encore parfois que ce soit vrai. Dans ce cas le the´ore`me 3.3 est encore valable
(cf. exemple 4.1).
3.4. Convolution ope´radique. — Soit P une ope´rade binaire quadratique
re´gulie`re munie d’une action cohe´rente de l’unite´. On va montrer que, comme dans
le cas associatif on peut munir l’espace des endomorphismes de la P-alge`bre libre de
produits de convolution.
3.5. Proposition. — Pour tout espace vectoriel V l’espace HomK(P(V )+,P(V )+)
est muni d’une structure de P-alge`bre unitaire.
Preuve. — Soit µ ∈ P(2) une ope´ration ge´ne´ratrice. Pour tout couple d’applications
line´aires f, g : P(V )+ → P(V )+ on de´finit µ¯(f, g) : P(V )+ → P(V )+ par la formule
suivante:
µ¯(f, g) := µ ◦ (f ⊗ g) ◦∆.
12 JEAN-LOUIS LODAY
Il est imme´diat de ve´rifier que les relations satisfaites par les ope´rations ge´ne´ratrices µ
de l’ope´radeP sont aussi satisfaites par les ope´rations µ¯. Donc HomK(P(V )+,P(V )+)
est une P-alge`bre unitaire.
3.6. Remarque. — Dans le cas des alge`bres associatives, i.e. P = As et µ = ∗,
l’ope´ration µ¯ est la convolution classique.
4. Exemples
4.1. Alge`bres de Zinbiel. — Supposons donne´e une seule ope´ration ≻. On choisit
pour action de 1 les formules suivantes:
1 ≻ x = x, x ≻ 1 = 0.
On montre, comme dans la proposition 1.4, que l’unique relation possible pour avoir
cohe´rence est
(x ≻ y + y ≻ x) ≻ z = x ≻ (y ≻ z).
Les alge`bres de´finies par ≻ et cette relation sont les alge`bres de Zinbiel (cf. [Lod95]),
qui sont duales, au sens ope´radique, des alge`bres de Leibniz. On constate que
l’ope´ration ∗ de´finie par x ∗ y = x ≻ y + y ≻ x est associative. On peut mon-
trer (cf. loc.cit.) que l’alge`bre de Zinbiel libre augmente´e est l’alge`bre des shuffles
T sh(V ) (i.e. T (V ) en tant qu’espace vectoriel, mais avec le produit shuffle). La struc-
ture d’alge`bre de Hopf donne´e par notre me´thode n’est rien d’autre que la structure
connue: ∆ est la de´concate´nation. La preuve consiste a` identifier x1x2x3 . . . xn a`
(. . . ((x1 ≻ x2) ≻ x3) . . . xn) et raisonner par re´currence.
4.2. Alge`bres pre´-dendriformes. — Par de´finition une alge`bre pre´-dendriforme
a 3 ope´rations ≺,≻, ∗ qui satisfont a` 4 relations:
(x ∗ y) ∗ z = x ∗ (y ∗ z),(R0)
(x ≺ y) ≺ z = x ≺ (y ∗ z),(R1)
(x ≻ y) ≺ z = x ≻ (y ≺ z),(R2)
(x ∗ y) ≻ z = x ≻ (y ≻ z).(R3)
L’ope´rade associe´e est donc binaire quadratique re´gulie`re avec scindement
d’associativite´. On obtient les alge`bres dendriformes comme quotient en intro-
duisant la relation de syme´trie
x ∗ y = x ≺ y + x ≻ y,
car sous cette condition la relation (R0) devient e´gale a` (R1)+(R2)+(R3).
L’ope´rade des alge`bres pre´dendriformes a pour dimension des parties homoge`nes
(1, 3, 14, 80, 510, . . .),
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dont la se´rie ge´ne´ratrice alterne´e est l’inverse pour la composition de
−x+ 3x2 − 4x3 + 5x4 − . . . = −1− x+
1
(1 + x)2
.
Si on prend les meˆmes conventions que dans le paragraphe 1, a` savoir
1 ≺ a = 0, 1 ≻ a = a, a ≺ 1 = a, a ≻ 1 = 0, 1 ∗ a = a = a ∗ 1,
on constate imme´diatement que les quatre relations (R0) a` (R3) sont compatibles. En
fait ce choix est meˆme cohe´rent avec les relations et donc l’alge`bre pre´-dendriforme
libre augmente´e, preDend(V )+ est munie d’une structure d’alge`bre de Hopf par le
the´ore`me 3.3.
La version coge`bre des relations ci-dessus joue un roˆle primordial dans le travail de
P. Leroux [Ler02, Ler03].
4.3. Remarque (due a` F. Lamarche). — Les formules (R0) a` (R3) se rencontrent
dans le contexte des foncteurs adjoints de la manie`re suivante. Soit (C, ∗, I) une
cate´gorie mono¨ıdale de produit associatif ∗ et d’unite´ I. Supposons que, pour tout
objet C de C, le foncteur C ∗ − : C → C ait un adjoint a` droite, que l’on note − ≺ C,
et que le foncteur − ∗ C : C → C ait aussi un adjoint a` droite que l’on note C ≻ −.
On a donc:
HomC(C ∗A,X) = HomC(A,X ≺ C), HomC(A ∗ C,X) = HomC(A,C ≻ X).
Alors, en e´valuant de plusieurs manie`res l’ensemble HomC(A ∗ B ∗ C,X), on trouve
pre´cise´ment les relations (R1), (R2) et (R3). Par exemple on a d’une part
HomC(A ∗B ∗ C,X) = HomC(A, (B ∗ C) ≻ X)
et d’autre part
HomC(A ∗B ∗ C,X) = HomC(A ∗B,C ≻ X) = HomC(A,B ≻ (C ≻ X)),
ce qui donne la relation (R3).
4.4. Trige`bres dendriformes [LR02]. — On se donne 3 ope´rations ≺,≻ et · et
7 relations: 

(x ≺ y) ≺ z = x ≺ (y ∗ z),
(x ≻ y) ≺ z = x ≻ (y ≺ z),
(x ∗ y) ≻ z = x ≻ (y ≻ z),

(x ≻ y) · z = x ≻ (y · z),
(x ≺ y) · z = x · (y ≻ z),
(x · y) ≺ z = x · (y ≺ z),
(x · y) · z = x · (y · z),
ou` x ∗ y := x ≺ y + x ≻ y + x · y.
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L’ope´rade des trige`bres dendriformes, note´e Tridend, est binaire, quadratique,
re´gulie`re, avec scindement d’associativite´.
On e´tend ces ope´rations a` l’unite´ par les choix suivants
1 ≺ a = 0, 1 ≻ a = a, a ≺ 1 = a, a ≻ 1 = 0, 1 · a = 0 = a · 1.
Il s’ensuit que l’on a bien 1 ∗ a = a = a ∗ 1.
On peut montrer que ces choix sont cohe´rents avec les relations. Ainsi la trige`bre
dendriforme libre unitaire Tridend(V )+ peut eˆtre munie d’une structure d’alge`bre de
Hopf. Rappelons que Tridend(V ) se de´crit explicitement a` l’aide des arbres planaires
(cf. [LR02]). La dimension de ses parties homoge`nes est donc donne´e par le super-
nombre de Catalan Cn:
(1, 3, 11, 45, 197, . . . , Cn−1, . . .).
On peut expliciter ∆ sur les arbres planaires comme en 2.5 en utilisant les formules
x0 ∨ . . . ∨ xk = (x0 ∨ . . . ∨ xk−1) · (Y ≺ xk), si k > 1 ou k = 1 et x0 6= |,
| ∨ x = Y ≺ x.
On constate que les e´le´ments qui s’e´crivent ω · θ avec ω et θ e´le´ments primitifs de
P(V ) sont aussi des e´le´ments primitifs.
4.5. Alge`bres 2-associatives [LR03] [Pir03]. — On se donne 2 ope´rations asso-
ciatives ∗ et · et pas d’autres relations. L’ope´rade des alge`bres 2-associatives, note´e
2as, est binaire, quadratique, re´gulie`re. L’alge`bre libre sur un ge´ne´rateur est, comme
pour les alge`bres dipte`res, de dimension 2Cn−1 en dimension n ≥ 2. Ici on va mod-
ifier quelque peu notre construction de ∆. On fait le choix d’actions de 1 suivant:
1 ∗ a = a = a ∗ 1 et 1 · a = a = a · 1 et on met sur le produit tensoriel de deux alge`bres
les produits diagonaux classiques. Il y a alors une et une seule co-ope´ration unitaire
∆ : 2as(V )+ → 2as(V )+ ⊗ 2as(V )+
qui ve´rifie {
∆(x ∗ y) = ∆(x) ∗∆(y),
∆(x · y) = (x ⊗ 1) ·∆(y) + ∆(x) · (1 ⊗ y)− x⊗ y,
et ∆(v) = 1⊗v+v⊗1 pour v ∈ V . On ve´rifie que cette co-ope´ration est co-associative,
co-unitaire, et est un morphisme pour ∗, donc (2as(V ), ∗,∆) est une alge`bre de Hopf.
Sa partie primitive est e´tudie´e dans [LR03].
La relation satisfaite entre la co-ope´ration ∆ et l’ope´ration · est appele´e relation
de Hopf infinite´simale unitaire. La situation typique est le cas du module tensoriel
T (V ) e´quipe´ de · = concate´nation et de ∆ = de´concate´nation.
Il y a de nombreux exemples inte´ressants de quotient de cette ope´rade, c’est-a`-dire
des ope´rades obtenues en rajoutant des relations. Par exemple si on rajoute la relation
(x ∗ y) · z = x ∗ (y · z),
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on obtient une ope´rade tre`s similaire a` l’ope´rade des alge`bres dendriformes. En fait ces
deux ope´rades sont relie´es par une homotopie. Donc l’alge`bre libre sur un ge´ne´rateur
est aussi indexe´e par les arbres binaires planaires (cf. [Pir03]). Cette ope´rade est bi-
naire, quadratique, re´gulie`re. On obtient une structure d’alge`bre de Hopf sur l’alge`bre
libre.
4.6. Quadrige`bres [AL04]. — On se donne 4 ope´rationsց,ր,տ etւ et on note
x ≻ y := xր y + xց y,
x ≺ y := xտ y + xւ y,
x ∨ y := xց y + xւ y,
x ∧ y := xր y + xտ y.
ainsi que
x ∗ y := xց y + xր y + xտ y + xւ y,= x ≻ y + x ≺ y = x ∨ y + x ∧ y.
Puis on se donne 9 relations:
(xտ y)տ z = xտ (y ∗ z), (xր y)տ z = xր (y ≺ z), (x ∧ y)ր z = xր (y ≻ z),
(xւ y)տ z = xւ (y ∧ z), (xց y)տ z = xց (y տ z), (x ∨ y)ր z = xց (y ր z),
(x ≺ y)ւ z = xւ (y ∨ z), (x ≻ y)ւ z = xց (y ւ z), (x ∗ y)ց z = xց (y ց z).
L’ope´rade des quadrige`bres, note´e Q, est binaire, quadratique et re´gulie`re. On con-
jecture que sa se´rie ge´ne´ratrice est l’inverse de la se´rie
∑
n≥1(−1)
nn2xn = x(−1+x)(1+x)3
pour la composition, ce qui donnerait pour dimensions des composantes homoge`nes
de la quadrige`bre libre sur un ge´ne´rateur:
(1, 4, 23, 156, 1162, . . .)
On e´tend les quatre produits a` l’unite´ avec les choix suivants:
aտ 1 = a, 1ց a = a
et tous les autres produits avec 1 sont nuls. Ainsi on a
a ≺ 1 = a, 1 ≻ a = a, a ∧ 1 = a, 1 ∨ a = a, a ∗ 1 = a = 1 ∗ a,
et les autres produits nuls. On ve´rifie imme´diatement que les 9 relations sont compat-
ibles avec ces choix. On peut montrer qu’elles sont meˆme cohe´rentes et on en de´duit
que l’alge`bre libre augmente´e Q(V )+ est une alge`bre de Hopf.
Lorsque les 4 ope´rations ge´ne´ratrices satisfont aux proprie´te´s de syme´trie
xտ y = y ց x, xւ y = y ր x,
on dit que les quadrige`bres sont commutatives. Nos choix sont compatibles avec ces
relations de syme´trie car a տ 1 = a = 1 ց a et tous les autres termes contenant 1
sont nuls. On a donc une structure d’alge`bre de Hopf sur la quadrige`bre commutative
libre augmente´e.
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4.7. Alge`bres magmatiques [GH03]. — Donnons-nous une ope´ration binaire,
note´e (x, y) 7→ x · y, sans aucune relation. L’alge`bre libre sur un ge´ne´rateur ad-
met e´videmment les arbres binaires planaires pour base line´aire. Elle a donc pour
dimensions (cf. 2.5):
(1, 1, 2, 5, 14, . . . , cn−1, . . .).
Ce cas est un peu diffe´rent des pre´ce´dents puisqu’on n’a plus de scindement d’asso-
ciativite´. Prenons le choix d’action de l’unite´ usuel: 1 · a = a = a · 1. On ve´rifie
imme´diatement que les conditions de cohe´rence sont ve´rifie´es et on peut appliquer le
the´ore`me 3.3. L’inte´reˆt de ce cas re´side dans la nature des e´le´ments primitifs de´finis
par le coproduit (voir paragraphe suivant).
Une variante de l’ope´rade magmatique est l’ope´rade magmatique commutative ou`
l’on suppose de plus que a · b = b ·a pour tous e´le´ments a et b. On a encore cohe´rence
dans ce cas.
Un autre quotient inte´ressant de l’ope´rade magmatique est l’ope´rade des alge`bres
pre-Lie (cf. [CL01]), qui sont caracte´rise´es par la relation:
(x · y) · z − x · (y · z) = (x · z) · y − x · (z · y).
La cohe´rence est valide dans ce cas bien que l’ope´rade ne soit pas re´gulie`re.
4.8. Ope´rades ensemblistes et arithme´tique. — Lorsque l’ope´rade alge´brique
provient d’une ope´rade ensembliste, c’est-a`-dire bien de´finie sur la cate´gorie des en-
sembles, on peut construire une arithme´tique sur l’objet ensembliste libre. Observons
que plusieurs des ope´rades pre´sente´es dans les sections pre´ce´dentes sont ensemblistes
(alge`bres dipte`res, alge`bres pre´-dendriformes, alge`bres 2-associatives, alge`bres mag-
matiques). On se sert de l’ope´ration associative pour construire l’addition, et de la
composition dans l’alge`bre libre pour construire la multiplication. Pour l’ope´rade As
c’est tout simplement l’arithme´tique sur N. Pour l’ope´rade magmatique (cf. 4.7) c’est
l’arithme´tique sur les arbres planaires binaires e´voque´e dans [Blo95]. Meˆme quand
l’ope´rade n’est pas ensembliste on peut parfois construire une arithme´tique graˆce a`
un bon choix de base line´aire de l’alge`bre libre. C’est ce qui est fait dans [Lod02]
pour les dige`bres dendriformes et les trige`bres dendriformes.
5. L’ope´rade des primitifs
Soit P une ope´rade binaire quadratique pour laquelle, apre`s avoir fait un choix
d’action de l’unite´, on a re´ussi a` construire une co-ope´ration co-associative sur
l’alge`bre libre augmente´e:
∆ : P(V )+ → P(V )+ ⊗ P(V )+
On peut alors de´finir l’espace des e´le´ments primitifs par
PrimP(V ) = {x ∈ P(V )|∆(x) = 1⊗ x+ x⊗ 1}.
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Lorsque ∆ est un morphisme de P-alge`bres augmente´es, on peut montrer que la
composition d’e´le´ments primitifs est encore un e´le´ment primitif. Donc PrimP(V ) est
l’alge`bre libre d’un certaine ope´rade PrimP .
Le jeu consiste maintenant a` trouver quelle est cette ope´rade dans les cas qui nous
inte´ressent. L’outil principal est l’idempotent Eule´rien dans le cas cocommutatif et
l’idempotent de Ronco dans le cas non-cocommutatif ( cf. [Ron00] et [Ron02]).
Voici quelques re´ponses:
PrimAs = Lie
PrimCom = V ect
PrimDend = ope´rade des alge`bres braces, cf. [Ron00],
PrimDipt = ope´rade des B∞-alge`bres, cf. [LR03],
Prim2as = ope´rade des B∞-alge`bres, cf. [LR03].
Dans le cas des alge`bres magmatiques (cf. 4.7), les premiers calculs ont e´te´ faits
par Gerritzen et Holtkamp [GH03]. L’ope´rade PrimMag dont l’alge`bre libre est la
partie primitive de l’alge`bre magmatique libre posse`de au moins une ope´ration binaire
antisyme´trique, notons la [−,−], et une ope´ration ternaire, notons-la as(−,−,−) car
si x, y et z sont primitifs, alors il en est de meˆme de [x, y] := x · y − y · x et de
as(x, y, z) := (x · y) · z − x · (y · z). Ces deux ope´rations ge´ne´ratrices sont lie´es par la
relation
as(x, y, z) + as(y, z, x) + as(z, x, y)− as(x, z, y)− as(y, x, z)− as(z, y, x) =
[[x, y], z] + [[y, z], x] + [[z, x], y]
qu’on pourrait appeler la relation de Jacobi non-associative. Mais il est montre´ dans
[GH03] que ce n’est pas suffisant, et qu’il y a d’autres ge´ne´rateurs, par exemple
l’e´le´ment de l’alge`bre magmatique libre
as(x, y, z · t)− z · as(x, y, t)− as(x, y, z) · t
est primitif, mais n’est pas engendre´ par les ope´rations crochet et associateur.
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