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Abstract
Preterm infants are particularly susceptible to cerebral injury, and electroen-
cephalographic (EEG) recordings provide an important diagnostic tool for determin-
ing cerebral health. However, interpreting these EEG recordings is challenging and
requires the skills of a trained electroencephalographer. Because these EEG special-
ists are rare, an automated interpretation of newborn EEG recordings would increase
access to an important diagnostic tool for physicians. To automate this procedure,
we employ a novel Bayesian approach to compute the probability of EEG features
(waveforms) including suppression, delta brushes, and delta waves. The power of this
approach lies not only in its ability to closely mimic the techniques used by EEG
specialists, but also its ability to be generalized to identify other waveforms that may
be of interest for future work. The results of these calculations are used in a pro-
gram designed to output simple statistics related to the presence or absence of such
features. Direct comparison of the software with expert human readers has indicated
satisfactory performance, and the algorithm has shown promise in its ability to dis-
tinguish between infants with normal neurodevelopmental outcome and those with
poor neurodevelopmental outcome.
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Chapter 1
Introduction
The remarkable abilities of the human brain arise from more than one hundred billion
neurons and the synaptic connections between them. The complexity required to
connect such a system leaves the brain particularly susceptible to injury. These risks
are heightened during prematurity; neurogenesis, the process by which neurons are
created, is largely complete in even the most premature infant [1], but the synaptic
connections between them are just forming. This timing leaves both the synaptic
connections and the neurons themselves at risk to injuries capable of causing both
motor and cognitive deficits.
Because of the risks to the infant during prematurity, it is crucial that physicians
be able to identify and provide treatment for brain insults as early as possible. While
MRI has become the gold-standard for identifying and localizing injuries to partic-
ular structures in the premature brain, electroencephalographic (EEG) recordings
continue to play an important role in monitoring cerebral function by providing a
1
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picture of the overall health of the infant’s brain. EEG also has the potential to offer
continuous bedside monitoring; acquiring an MRI requires transporting the infant out
of the NICU, which may be difficult or impossible when the neonate is in an unstable
condition. EEG’s role, however, currently has several limitations. For example, EEG
must be interpreted by a skilled electroencephalographer, which limits its availabil-
ity. Additionally, even when an expert is available, the process of reading an EEG
is often tedious and time-consuming, resulting in delays of a day or more between
recording and diagnosis. Furthermore, there are numerous subtleties involved in the
interpretation that can cause experts to disagree, making EEG analysis somewhat
subjective. The goal of this project is to develop an algorithm capable of providing
objective, real-time information at the bedside that the clinician can use to improve
care and outcome in infants born prematurely.
1.1 Prematurity
1.1.1 Introduction to Prematurity
It is important to have consistent definitions to describe an infant’s age. The term
‘gestational age’ (GA) refers to the length of time between the first day of the mother’s
last menstrual period and the day of delivery. The term ‘postmenstrual age’ (PMA)
refers to the length of time between the first day of the mother’s last menstrual period
and the present day. Thus, an infant’s gestational age evolves until his or her birth,
at which point it becomes fixed; in contrast, his or her postmenstrual age continues to
2
1.1 Prematurity
evolve after birth. Convention dictates that the ages are measured in weeks and that
the number of weeks is rounded down. For example, an infant born at 35 weeks and 3
days since the first day of the mother’s last menstrual cycle would have a gestational
age of 35 weeks. Two weeks after birth, this infant would have a postmenstrual age
of 37 weeks. [2]
Full-term infants are typically born at 39 or 40 weeks gestational age. Infants
born at less than 37 weeks gestational age are referred to as preterm, while those
born at less than 32 weeks gestation are considered very preterm. These infants are
frequently classified by birth weight and are designated as ‘low birth weight’ at less
than 2500 grams or ‘very low birth weight’ at less than 1500 grams. The limit of
viability for premature infants is between 22 and 25 weeks gestation [3].
1.1.2 Normal Development
The immature brain begins as several fluid-filled vesicles which will later become
the ventricular system. The walls of these vesicles contain the ventricular zone, also
known as the proliferative zone, which is the site of cortical neurogenesis. In this
process, neuronal stem cells divide within the proliferative zone, and the orientation
of the division determines the cell’s fate: some will remain in the proliferative zone to
divide again, while others migrate outward along radial glial cells to form the outer
surface of the vesicle wall.
As can be seen in Fig. 1.1, the cortex is divided into specific layers based on
histology. The first neurons to migrate form the subplate, followed by neurons that
3
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form Layer VI. Layer VI neurons are followed by Layer V neurons, which are followed
by Layer IV neurons, and so on until all layers of the cortex are formed. It should be
noted that the neurons in the outtermost layers of the cortex must migrate past all of
the neurons in the inner layers before coming to their final place, so that the cortex
forms in an ‘inside-out’ manner [4]. This process is complete by 18 weeks gestation,
so all cortical neurons have formed prenatally in even the most premature infants [1].
While the cortical neurons form during the first half of gestation, the connections
between them will change throughout life. The process by which neuronal connec-
tions are made is called synaptogenesis. To produce these connections, the immature
neuron produces branches called growth cones that will later comprise the neuron’s
axons and dendrites. The tip of the grown cone is constantly probing its surroundings
sensing chemoattractants that help guide it to its final destination [5].
1.1.3 Developmental Problems
The brains of premature infants must undergo significant maturation outside the
womb (see Fig. 1.2) and are thus highly susceptible to injury. These injuries can
affect both grey matter and white matter, which are the two main components of
the central nervous system. White matter consists mostly of myelinated axons, while
grey matter consists of neuronal cell bodies, as well as dendrites and axons. Because
the third trimester is important in the creation of axonal connections, white matter
is highly susceptible to several types of injury during prematurity. The most common
is known as diffuse white matter injury, which represents a variety of white matter
4
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Figure 1.1: The stages of cortical migration. Figure taken from [4]
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abnormalities [6]. More focal white matter pathologies include periventricular leuko-
malacia, which entails injury to the white matter around the ventricles, as well as
ischaemic lesions and periventricular haemorrhagic infarction, both of which involve
the death of white matter tissue. However, not all preterm injury is specific to white
matter; both intraventricular haemorrhage and cerebellar haemorrhage are common
pathologies in premature infants. These pathologies greatly increase risk for cognitive
deficits such as learning disorders and psychomotor deficits such as cerebral palsy.
1.1.4 Costs
There are tremendous social and economic burdens placed on the parents of premature
infants. The average hospital stay for a premature infant costs $15,100 compared
to $600 for uncomplicated newborns, and it has been estimated that out of pocket
expenses related to premature birth account for between 2% and 4% of families annual
income [7]. On top of this, many mothers who had planned on returning to work must
either delay return, reduce hours, or quit work entirely, resulting in an estimated 32%
reduction in family income. Many of these families require additional social services
for the parents in the period immediately following discharge from the hospital, as
well as requiring additional social services for the children during early childhood.
The additional amounts of physical and emotional energy in caring for the child often
results in isolation and restricted social contact for the parents.[8]
Premature birth presents challenges not only to the families affected, but also
places a burden on society. A report from the Institute of Medicine [9] estimated
6
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Figure 1.2: Axial, T2-weighted MR images of brain development between 25 weeks
PMA (brain A) and term (brain E). Note the marked increase in cortical folding that
takes place during this time. Figure taken from [6]
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the total economic cost to society from premature birth to be $26 billion annually.
These costs come in many forms: the need for additional initial hospitalization, early
intervention and special education, social services to support both parents and child,
as well as the loss of economic productivity from both parents and the adult life of
the premature infant. The substantial increase in the initial hospitalization cost of
premature infants means that while premature births constitute only eight percent
of the total number of births, they account for 47% of all infant costs ($5.8 billion
annually in 2001) [10]. These additional costs continue through childhood; children
with low birth weight were nearly 50% more likely to be enrolled in special education,
resulting in an increased cost of $370.8 million annually in 1989-1990 [11].
1.2 EEG
1.2.1 Introduction To EEG
An EEG monitor is used to measure voltage differences between areas of the scalp.
The voltages are measured by electrodes that are placed on the scalp in a manner
dictated by the International 10-20 System of Electrode Placement as shown in Fig.
1.3. Each electrode is marked with both a letter and a number. The letters - F, P,
O, T - refer to the areas of the brain that they cover: the frontal, parietal, occipital,
and temporal lobes. The letter ‘C’ refers to the central line of the brain, which is
the zone between the frontal and parietal lobes. The numbers are organized in such
a manner that larger numbers are located further from the midline, with the odd
8
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numbers located over the left hemisphere of the brain and the even numbers located
over the right hemisphere. In the case of electrodes placed along the midline, the
letter ‘Z’ is used in place of a number. Because the neonatal head is significantly
smaller than the adult head for which the 10-20 system was designed, only a subset
of these electrodes is used for the premature EEG. In the instance of “limited channel
EEG”, only four are used, corresponding to the electrodes C3, C4, P3, and P4 in Fig.
1.3.
The electrodes are held in place with a conducting paste to ensure good electrical
conductivity. Voltages are recorded from each electrode relative to either another
electrode or to ground, which can be an electrode placed on the ear. The electrodes
are connected to a clinical EEG machine where the signal is amplified and can be
filtered with a high-pass 0.1 Hz filter and a 60 Hz notch filter. The signal is then
displayed on the screen and saved to a hard disk. In this study, a BrainZ BRM2
machine was used to record the data.
1.2.2 Generation of Electrical Signals
Neurons are comprised of a soma, or cell body, and the dendrites that extend from
it, as shown in the upper half of Fig. 1.4. Neurites that carry electrical signals to the
soma are called dendrites, while neurites that transmit signal away from the soma
are called axons. At rest, the neuron has an electrical potential of around −65mV
relative to the space outside the neuron. This negative potential results from the
concentration differences of ions present both inside and outside the neuron, and
9
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Figure 1.3: The configuration of the International 10-20 System of Electrode Place-
ment. Figure taken from [12].
10
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Figure 1.4: The standard neuron configuration and synapse. Figure taken from [13]
11
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the disparity in concentration arises because of differences in permeability across the
neuronal memebrane. The resting potential can be calculated using the Goldman
equation
Vm = 2.303 ∗ RT
F
∗ log10Pk[K
+]o + PNa[Na
+]o
Pk[K+]i + PNa[Na+]i
, (1.1)
where Vm is the membrane potential at rest, R is the gas constant, T is the tempera-
ture in Kelvin, F is Faraday’s constant, Px is the membrane’s permeability to ion x,
and the brackets represent the concentration of the ions inside or outside. At body
temperature this reduces to
Vm = 61.54 ∗ log10Pk[K
+]o + PNa[Na
+]o
Pk[K+]i + PNa[Na+]i
. (1.2)
Assuming the permeability to K+ is 40 times that of Na+, and the concentrations
are known to be [K+]o = 5mM , [Na
+]o = 150mM , [K
+]i = 100mM , and [Na
+]i =
15mM , then the Goldman equation reduces to
Vm = 61.54 ∗ log10 40 ∗ [5] + 1 ∗ [150]
40 ∗ [100] + 1 ∗ [15] = −65mV. (1.3)
The value of −65mV then represents the potential difference across the membrane of
the neuron.
Neurons communicate through the firing of action potentials. In order to under-
stand how an action potential travels through the axon to communicate with another
neuron, one must first understand how the action potential is generated. The action
12
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potential is generated in the axon hillock, which is the border between the neuron
body and axon. The neuron at rest has a potential of −65mV , and an action poten-
tial begins when the neuron body becomes slightly depolarized (less negative) due to
an influx of positive ions received from the dendrites. If this depolarization reaches
a threshold, it causes voltage-gated sodium channels to open, thereby changing the
relative permeabilities of K+ and Na+. This change in permeabilities causes the
membrane potential to transition from −65mV to a positive voltage, which in turn
triggers the voltage-gated sodium channels to close, resulting in the membrane poten-
tial returning to the resting potential of −65mV . The change in membrane potential
during the firing of an action potential is graphed as a function of time in Fig. 1.5.
The same process by which the action potential is generated is the process by
which it propagates down the axon. Just as the neuron body becoming slightly
depolarized causes the voltage-gated sodium channels to open in the axon hillock, the
depolarization of the axon hillock causes the voltage-gated sodium channels to open
further down the axon. When this area further down the axon becomes depolarized,
it in turn causes the area still further down the axon to depolarize. In this manner,
the action potential progagates through the entire axon until it reaches the synaptic
terminal.
An action potential terminates at a synaptic terminal, which is typically the con-
nection between the axon of one neuron, referred to as the presynaptic terminal, and
the dendrite of another neuron, which is the postsynaptic terminal (though axon-
axon and axon-soma terminals exist as well). A diagram of a synaptic connection
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Figure 1.5: A plot of the voltage across the membrane Vm (in mV ) as a function of
time. Image taken from [4]
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can be seen in the lower half of Fig. 1.4. While there are some electrical synaptic
connections, most are chemical in nature. The potential differences measured dur-
ing an EEG recording are created in these chemical synapses following postsynaptic
excitation in the dendrites of neurons located in the cerebral cortex. This process
is shown in Fig. 1.6, where the axons of certain cortical neurons can be seen trav-
elling horizontally across the figure. At the point where these axons synapse with
the dendrites (marked by small triangles in the figure), a process called chemical
synaptic transmission will occur when there is an action potential in the presynaptic
terminal. In this process, an action potential reaches the presynaptic terminal and
depolarizes the terminal. This causes membrane calcium channels to open, resulting
in an influx of Ca2+ into the presynaptic terminal. The influx of calcium ions causes
neurotransmitter-containing synaptic vesicles to fuse with the presynaptic terminal
membranes, which results in the release of neurotransmitters into the synaptic cleft.
The neurotransmitter molecules bind to receptors on the postsynaptic membrane.
Depending on the type of postsynaptic terminal, this binding will cause a change in
permeability to either the sodium or potassium channels (although other channels
could be affected as well), allowing an influx of positive ions to the postsynaptic ter-
minal of the dendrite. Because there is a low density of positive ions in the dendrite,
the positive ions that enter into the postsynaptic terminal will diffuse down the den-
drite and away from the electrodes located on the scalp. The net result is a slight
negative charge at the synapse and a slight positive charge located down the dendrite,
resulting in a dipole. Because the synapse is typically closer to the the electrode than
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the dendrite, the electrode measures a slight negative voltage. [4], [14], [15]
The dipole created by an individual neuron is exceedingly small, and it is only
when this process occurs in many neurons that any appreciable signal is detected by
the electrode. For this reason, the voltage detected at the electrode is very sensitive
to the timing of the synaptic excitations. If many synapses fire synchronously, then a
large voltage will be detected by the electrode. If, however, they fire asynchronously
then the signal may not be large enough to detect. It is worth noting that the
amplitude depends heavily on the distance between the electrodes, as well as the
orientation of the electrodes and whether they are in good contact with the scalp, all
of which can vary significantly between recordings. Because of this, it is important to
remember that the voltages are not absolute - they are relative to certain parameters
that will vary from recording to recording.
1.2.3 Interpretation
Figure 1.7 shows the display of the BrainZ Analyze software, which is designed for
easy viewing of two-channel EEG recordings. While there are many different software
viewing packages available, and each has its own unique display features, Fig. 1.7 is
a screen shot of a typical EEG display, and is representative of what an electroen-
cephalographer typically sees when reviewing EEG recordings. The only substantial
difference between this software and others is that others may display several EEG
channels as opposed to the two-channel display shown in Fig. 1.7.
There are several features of a standard EEG display that are worth noting. First,
16
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Figure 1.6: The process by which voltage differences are created within the cortex
and recorded by an EEG electrode. Figure taken from [4]
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this screen is displaying 10 seconds worth of data, but the lower right corner of the
screen contains options to display one or ten minutes of data. Each of these options
is useful: 10 second intervals clearly display individual waveforms, while the 1 minute
and 10 minute options provide the electroencephalographer with information on the
change in EEG activity over longer periods. Second, waves that occur in an EEG
are typically on the order of tens or hundreds of microvolts. In the lower left corner
of the screen there are magnification icons that allow the user to zoom in or zoom
out. Third, the waves are typically of different frequencies. There are four frequency
ranges identified by electroencephalographers; delta waves are less than 4 Hz, theta
waves are between 4 and 8 Hz, alpha waves are between 8 and 12 Hz, and beta waves
are greater than 12 Hz, though these standards can differ. For examples of these
types of waves, see Fig. 1.8. Finally, note that in the upper right and upper left
corners there are left and right arrow icons for scrolling through the data.
In a standard EEG reading, the electroencephalographer will scroll through the
data at his or her own pace looking for particular aspects of the EEG that may be
indicative of the health of the infant. These aspects are best classified in terms of
continuity, synchrony, and developmental landmarks [12].
Preterm EEG Continuity
Electroencephalographers use the terms ‘continuous’ or ‘discontinuous’ to describe
changes in EEG amplitude within a single recording. A recording is classified as
discontinuous if it contains long periods of low voltage activity between periods of
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higher amplitude activity. If the amplitude of the waves remains relatively consistent,
then it is classified as continuous. The periods of low voltage activity are referred
to as background activity, and they can last on the order of seconds or minutes.
The designations of ‘low’ and ‘high’ voltage are relative - the amplitudes will change
as postmenstrual age increases - the important point is whether these differences in
amplitude exist within the same recording. An extremely discontinous pattern may
be classified as a burst-suppression pattern. Burst-suppression is characterized by
long (10 or more seconds) periods of low voltage (< 15µV ) activity with short (1-10
seconds) periods of very high voltage ( 100 or 200+ µV ) activity present between the
periods of quiet activity. An example of the burst-suppression pattern can be found in
Fig. 1.9. Note that the x-scale has been changed to display 10 minutes worth of data.
One can see from the figure that this recording contains long periods of suppressed
activity between shorter periods of high-amplitude activity. These periods of quiet
activity are referred to as interburst intervals, and they indicate periods in which
brain activity is minimal. An example of an interburst interval can be found in the
upper panel of Fig. 1.10 between −3 seconds and +1 second.
In general, the trend is for the EEG to become more continuous as postmenstural
age increases, with the background activity increasing in amplitude with increasing
postmenstrual age. Specifically, the length of interburst intervals should decrease in
the healthy neonate. According to the Atlas of Neonatal Electroencephalography [12],
the longest acceptable times of interburst intervals are 46 seconds at 28 weeks PMA,
36 seconds at 29 weeks PMA, 27 seconds at 30 weeks PMA, 20 seconds at 33 to 35
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weeks PMA, 10 seconds at 36 to 38 weeks PMA, and 6 seconds at term. If interburst
interval times in a neonate exceed any of these times at these ages, this is a sign of
abnormal neurological development (with the exception of drug-induced suppression
from drugs such as phenobarbital). Thus, maturation can be tracked according to
the degree of continuity in the EEG recording.
Preterm EEG Synchrony
Synchrony in EEG is a measure of the symmetry between the right and left hemi-
spheres of the brain. If the activity on both sides of the midline is nearly symmetric,
then the EEG recording is synchronous, while a sharp temporal contrast in signal
between the two means the recording is asynchronous. Beyond 29 or 30 weeks post-
menstrual age, the premature EEG should become more synchronous with increasing
PMA [12]. The degree of synchrony is a good measure of the maturation of the in-
fant, although this insight can be complicated by changes in state. The degree of
synchrony varies depending upon whether the infant is awake, in rapid eye movement
sleep, or in non-rapid eye movement sleep. Thus, an electroencephalographer must
first determine the state of the infant, and then use that information to determine if
the synchrony is acceptable for the infant’s age.
Preterm EEG Developmental Landmarks
There are several developmental landmarks to assist the electroencephalographer in
determining the health of the infant. These landmarks appear as very distinct wave-
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forms that should appear and disappear at specific postmenstrual ages.
Temporal theta bursts are rhythmic waves with frequencies between 4 and 6 Hz
and amplitudes between 20 and 200 uV [12]. They most often occur in the temporal
lobe, and they are easily identified because they occur with 3 or more theta waves in
succession, from which they get the title of ‘bursts’. An example of temporal theta
bursts can be seen in Fig. 1.11. The theta burst is present in the left hemisphere
and lasts from about -2 seconds to -0.5 seconds. These waves can occur as early as
28 weeks PMA, but they are most prominent in the 32-34 PMA period, after which
they rapidly disappear.
Temporal alpha bursts replace temporal theta bursts at 34-35 weeks PMA, but
disappear beyond 36 weeks PMA. They are nearly identical to temporal alpha bursts,
except that they occur in the alpha frequency, which lies in the 8-12 Hz range. Because
they are present only in a very narrow range of postmenstrual age near 35 weeks PMA,
these waves are very useful for determining the age of the infant. [12]
Delta brushes are waves consisting of a large amplitude slow wave with superim-
posed small-amplitude fast waves that are typically located near the top of the large
wave. An example of a delta brush is shown in Figs. 1.12(a) and 1.12(b) in the
left channel between -2 and -1 seconds. The large amplitude waves are delta waves
between 0.3 and 1.5 Hz and can range from 50 to over 250 uV. The faster waves su-
perimposed on the delta waves can range anywhere between 8 and 22 Hz in frequency
and 10 to 75 uV in amplitude. It is these faster waves that were first said to look like
‘brushes’ present on the delta waves, which yielded the name ‘delta brushes’. These
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waves are also referred to as ‘beta-delta complexes’ or ‘spindle-like fast waves’. They
can begin appearing as early as 28 weeks PMA and disappear around term, but they
are most common in the 32-35 week PMA range.
Frontal sharp waves are bilaterally synchronous waves that occur as early as 36
weeks PMA and continue beyond term. They have a unique shape that can be seen
in Fig. 1.13. Because they are bilaterally synchronous, they appear in both the right
and left channels of the EEG monitor, making them easier to identify.
1.2.4 Predictive Value of EEG
While EEG is very useful in seizure detection and much work has been dedicated
to the study of the prognostic value of EEG seizures (see [16],[17],[18],[19],[20]), our
focus here is on non-seizure measures of EEG to predict outcome in the neonate.
Positive Rolandic sharp waves are waves of ‘sharp’ morphology found in the
Rolandic region of the brain, which corresponds roughly with the C3 and C4 elec-
trodes. An example of positive Rolandic sharp waves can be found in Fig. 1.14.
These waves have been found to appear in conjunction with periventricular leukoma-
lacia, which is injury to the white matter tissue around the ventricles and is associated
with the development of motor deficits [21],[22]. Vermeulen et al. [21] studied a co-
hort of 45 infants, all of whom had been identified as suffering from periventricular
leukomalacia by cranial ultrasound. However, infants who had less than 0.1 positive
Rolandic sharp waves per minute had a reduced chance of poor outcome (from 24%
to 9%), while those with greater than 0.1 positive Rolandic sharp waves were at a
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greater risk of poor outcome (from 24% to 41%). Thus, in infants who have already
been diagnosed with periventricular leukomalacia, the presence of positive Rolandic
sharp waves in the EEG appears to predict poor outcome. This finding is further
suppored by a prospective study performed by Marret et al. [22]. In this study, the
authors found that in a cohort of 301 premature infants, only 2% of infants with no
positive Rolandic sharp waves had impaired motor development, but 68% of infants
with positive Rolandic sharp waves exhibited motor deficits.
Other EEG parameters have been used to predict outcome. Maruyama et al. [23]
use three criteria to score the EEG recordings: continuity, frequency, and amplitude.
To assess continuity, they use the statistics of maximum interburst interval, mean
interburst interval, and the percentages of continuous and discontinuous patterns. To
assess frequency, they count the number of waves in each of the delta, theta, alpha,
and beta frequency ranges. To score amplitude, they examined the amplitude of the
delta waves present in the recording. Based on their assessment of these three factors
in the EEG, the authors create a score from zero to five of ‘acute stage abnormalities’,
and compare these scores to the severity of cerebral palsy, which is classified into
normal, mild, moderate, and severe. The results can be seen in Fig. 1.15. From the
figure, it can be seen that the EEG measures used by the authors are successful in
predicting the later development of cerebral palsy, and perform reasonably well in
predicting the severity of cerebral palsy.
Menache et al. [24] studied ten different EEG statistics in an attempt to corre-
late them with outcome. These ten parameters were “mean burst duration, maximal
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amplitude of the bursts, amount of spikes in the bursts, predominant duration of the
interburst interval, maximal duration of the interburst interval, predominant ampli-
tude of the interburst interval, presence or absence of sharp waves in the interburst
interval, presence of electrographic seizures, presence of constant discontinuity, and
presence of asynchrony between the hemispheres.” [24]. The research indicated that
the statistic of ‘predominant duration of interburst interval’ was most strongly corre-
lated with outcome. This statistic indicated that if over half of the infant’s interburst
intervals were over 30 seconds in duration, then there was a 100% chance of severe
neurologic disability or death.
Based on the research presented in this section as well as research performed
by others (see [25],[26],[27],[28]), EEG has proven to have predictive value for later
development of both cognitive and motor deficits. Much work remains to be done in
determining which EEG measures are best correlated with outcome, but the research
to date indicates that specific morphologies such as positive Rolandic sharp waves,
delta waves, and interburst intervals show promise in having prognostic value.
1.2.5 Automated Examples
As mentioned previously, EEG analysis is useful for the identification of seizures, and
in turn attempts at an automated interpretation of EEG have mainly focused on
seizure detection. This endeavor is difficult though, as “seizures can include patterns
such as low-amplitude desynchronization, polyspike activity, rhythmic waves at a
wide variety of frequencies and amplitudes, and spike and waves” [29]. A multitude
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of methods have been used to detect seizures, including autocorrelation [30], spectral
analysis [31], artificial neural networks [32] [33] [34], a model-based approach [35],
amplitude-integrated EEG [36], and measures of synchrony between channels [37].
For a review of these methods, including their strengths and weaknesses, see [29].
Despite the non-seizure EEG containing a wealth of information, relatively few
attempts have been made to obtain a broader interpretation of neonatal EEG through
an automated analysis. The attempts that have been made typically fall into one
of three categories: spectral analysis, amplitude analysis, and the identification of
specific waves.
Spectral Analysis
Most work to quantify the EEG interpretation has involved spectral analysis. The
most common statistic used in the spectrum analysis is spectral edge frequency, which
is defined to be the frequency below which 90% or 95% (varies between groups) of
the power in the EEG resides. This method has had some success; Inder et al. [38]
found a correlation between decreased spectral edge frequency and increased severity
of white matter injury. Other authors have used a spectral analysis not to predict
outcome, but rather to elucidate brain function in the neonate. Victor et al. [39]
divided the frequency spectrum into different bands of δ (0.5-3.5Hz), θ (4-7.5Hz), α
(8-12.5Hz), β (13-36Hz). They found that in the first 3 days after birth there is a
significant increase in the relative power (power in a specific band / power in entire
spectrum) in the δ band, although the relative power in the δ band remained flat
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in the 4th day after birth. Eiselt et al. [40] compared the spectra between the two
hemispheres of the brain and found that the spectral power was higher in the right
hemisphere than the left, indicating functional differences between the two sides are
present even in the neonate. For more examples of spectral analysis, see [41], [42],
[43], [44], [45], and [46].
Amplitude Analysis
Another measure that may be of use to automate the assessment of premature in-
fants is the amplitude of the waves in the EEG recording. West et al. [45] use a
measure that they refer to as ‘continuity’, which they define to be the percent of
EEG recording above the thresholds of 20, 25, 50, and 100 µV. Their study found
that at each threshold, continuity increased during the first half of the first week of
life, but remained nearly constant thereafter. Consistent with this continuity finding
was the determination that median amplitude increased over the first 4 days of life,
from 5.8 µV on day one to 7.6 µV on day four.
Identification of Specific Waves
Although the study by P.A. Estevez et al. [47] relates to infants 4 months post-term,
there are several components of their study that are of interest for premature infants.
Their goal is to apply a pattern recognition algorithm to classify sleep states in infants,
and to do this they identify both delta waves and sleep spindles. Sleep spindles are
defined as a sequence, or ‘train’, of waves that are at least 10 uV in amplitude and
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between 10 and 16 Hz. While these waves occur in 4-month olds, their morphology
is nearly identical to the ‘brushes’ that occur in premature infants.
To identify delta waves, the authors used a fast fourier transform technique. How-
ever, their identification of sleep spindles uses a different technique; they identify
peaks in the data by looking for turning points. To find turning points, they fit a
straight line to five consecutive points in the data using a least square method, and
then look for changes in the sign of the slope. If they found three changes in sign
within a short time span, they would classify the data in that time span as a sin-
gle spindle. If several of these spindles were found within a half-second, they would
classify that section of data as a sleep spindle.
1.2.6 Conclusion
The preterm infant is at risk for a variety of ailments that can result in severe motor
and cognitive disability. EEG has the potential to offer a non-invasive, continuous
method to monitor the premature brain to identify these problems. Additionally, its
full potential has likely not been realized. Niemarkt et. al. [48] argue that
our knowledge of EEG maturation is based on visually determined pat-
terns. Since there are no exact reference values, conclusions on EEG
maturation are difficult to establish and may vary between investigators.
Also, most knowledge concerning EEG maturation is derived from rel-
atively old studies in the ‘pre-digital era’. New digital EEG recorders
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provide the opportunity towards a quantitative approach of EEG matura-
tion. This approach may lead to a more objective and uniform description
of EEG maturation.
The limited number of automated approaches to date have been based on a wide
variety of techniques: spectral analysis, amplitude thresholds, and the identification
of turning points in the data. Our goal is to produce a single algorithm that can be
generalized to incorporate aspects of all of these techniques. To achieve this goal, we
turn to Bayesian probability theory.
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Figure 1.7: An example of a typical EEG recording
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Figure 1.8: EEG waves are divided into 4 frequency ranges, each of which is repre-
sented by a Greek letter. Figure taken from [13]
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Figure 1.9: An example of a burst-suppression recording. Note that 10 minutes of
data are displayed.
Figure 1.10: An example of an interburst interval, which can be found in the upper
panel from -3 seconds to +1 second.
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Figure 1.11: A standard Temporal Theta Burst
(a) Delta brushes seen with 100 µV y-axis
(b) Delta brushes seen with 200 µV y-axis
Figure 1.12: Delta brushes as seen on two different scales
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Figure 1.13: A standard Frontal Sharp Wave Transient can be seen between -1 second
and -0.5 seconds in both channels
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Figure 1.14: Positive Rolandic Sharp Waves can be seen in the C3 − CZ and the
CZ − C4 electrodes. Figure taken from [49]
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Figure 1.15: Relation of ‘acute stage abnormalities’ to later development of cerebral
palsy. Figure taken from [23]
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Chapter 2
Bayesian Probability
2.1 Introduction
The process of reasoning with certainty, deductive logic, has been explored since the
time of Aristotle. Deductive logic allows one to take a known statement A and use it to
determine the truth or falsehood of a second statement B. However, its applicability
is limited because its rules apply only to statements of certainty. Suppose instead
that one is given a statement A that simply makes B more or less likely, but not
necessarily true or false. This scenario is one that we encounter on an everyday basis,
and our ability to use the information A to update our knowledge of B forms the
basis of almost every inference we make. It is fair, then, to ask how we are able
to reason from uncertain information, and whether this process can be expressed
in purely mathematical terms, where personal bias and incorrect reasoning can be
avoided.
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Jaynes [50], building on the work of many previous authors such as Cox [51] and
Jeffreys [52], explains how the process of inference can be reduced to a mathematical
theory of inference. He puts forth three basic desiderata, which will form the basis
for the this theory.
1. Degrees of plausibility are represented by real numbers.
2. Qualitative correspondence with common sense.
3. Consistency
Desiderata 3 imposes several requirements that should be expressed in more detail:
3a. If a conclusion can be reasoned out in more than one way, then every
possible way must lead to the same result.
3b. All relevant information must be taken into account.
3c. Equivalent states of knowledge must be represented by equivalent
plausibility assignments.
Amazingly, these three desiderata are all that is needed to develop the theory of
logical inference. The requirements which they impose on the mathematics give rise
to the rules for manipulating probabilities.
Before proceeding, a few points should be stressed. These points can only be sum-
marized here, but for a more detailed explanation, consult Jaynes’s book [50]. First,
the definition of probability given here, that probabilities represent a degree of belief
in a proposition, is known as the Bayesian view of probability. This view differs from
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the traditional definition of probability, which is known as the frequentist view. In
frequentist terms, probabilities represent the relative frequency of an outcome given
an infinite number of trials. It should be stressed that these contrasting definitions
of probability are more than philosophical; in many instances there are mathematical
differences. In fact, it can be shown that given specific circumstances, the Bayesian
mathematics reduces to the frequentist mathematics, but it should be stressed that
the interpretation of these probabilities remains very different even under these spe-
cific circumstances. Second, probabilities range from zero to one, with zero indicating
falsehood and one indicating certainty, as in deductive logic. In this sense, deductive
logic is simply the limiting case of probability theory when the propositions are true
or false. Finally, it is important to note that the probabilities refer to logical connec-
tions rather than causal connections. It can be easy to forget this because common
language frequently makes use of words such as ‘first’ and ‘then’ when describing the
manipulation of probabilities. However, it should be stressed that these words do not
imply causal connections.
It is now time to revisit the scenario presented in the first paragraph, in which
some information A updates our knowledge of B. We use the symbol p(.) to refer
to the probabilities of propositions, so our original state of knowledge concerning B
is represented by p(B|I), which is read “The probability of a proposition B given
some information I”. The symbol I represents any information we may have had
about the proposition B before taking into account A. Thus, the vertical bar |
represents a conditioning symbol - anything inside the parentheses and to the right
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of the conditioning symbols is taken as a given. Our state of knowledge after taking
into account the information A is represented symbolically as p(B|AI). If the process
of inference is to be reduced to mathematical terms, there must exist some rules that
govern how to update our knowledge from p(B|I) to p(B|AI), and these rules are the
subject of the next section.
2.2 Sum and Product Rules
The desiderata can be used to derive two rules for manipulating probabilities: the
sum rule and the product rule. For a complete derivation of these two rules, see Cox
[51] or Jaynes [50].
The first of these rules is the product rule, and has the form
p(AB|C) = p(A|BC)p(B|C), (2.1)
which specifies how to calculate the probability that both proposition A and propo-
sition B are true given some information C. A little inspection reveals that this rule
satisfies the desiderata for qualitative correspondence with common sense: the prod-
uct rule says that in order to determine the probability of both A and B, we must
first determine the probability of B alone, and then determine the probability of A
given that B is true.
The second rule derived from the desiderata is known as the sum rule. Its simplest
form is
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p(A|C) + p(A|C) = 1, (2.2)
though its most common form is
p(A+B|C) = p(A|C) + p(B|C)− p(AB|C). (2.3)
Again, this rule obeys our requirement for qualitative correspondence with common
sense; in order to compute the probability that either A or B is true, one must
calculate the the probability for A as well as the probability for B, and then subtract
any overlap between the two.
2.3 Bayes’ Theorem
Two important corollaries arise from the sum and product rules. To identify the first,
we begin with the product rule
p(AB|I) = p(A|BI)p(B|I). (2.4)
Interchanging A and B, the product rule states
p(BA|I) = p(B|AI)p(A|I). (2.5)
But p(AB|I) and p(BA|I) represent equivalent states of knowledge, so the consistency
desiderata requires that p(AB|I) = p(BA|I). Equating Eqs. 2.4 and 2.5, we find
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p(A|BI)p(B|I) = p(B|AI)p(A|I), (2.6)
and rearranging yields
p(A|BI) = p(B|AI)p(A|I)
p(B|I) . (2.7)
This equation is known as Bayes’ theorem. While the reverand Thomas Bayes never
wrote the theorem which bears his name in the same form as Eq. 2.7, he did write a
special case of Bayes’ theorem in an article published posthumously.
The deceptively simple form of Eq. 2.7 hides its true power. To begin to get a
feel for its applications, we rewrite the equation using the more familiar variables
p(hypothesis|dataI) = p(data|hypothesisI)p(hypothesis|I)
p(data|I) . (2.8)
In this form, the true power of the theorem becomes more clear. In the process of
scientific inquiry, a researcher first proposes a hypothesis and subsequently gathers
data to test that hypothesis. The information gathered during the experiment makes
it possible to compute the term p(data|hypothesisI). However, this is not the proba-
bility that the researcher ultimately wants; instead, the researcher is interested in the
probability that the hypothesis is true given the data: p(hypothesis|dataI). Bayes’
theorem takes a probability that we can compute, p(data|hypothesisI), and gives a
prescription for finding the probability that we want to know, p(hypothesis|dataI).
Each term in Bayes’ theorem has a specific name. The term p(hypothesis|dataI)
is known as the posterior probability. It tells us the probability that a hypothesis
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is true after taking the data and all relevant background information into account.
The term p(data|hypothesisI) is the direct probability for the data, and in some
cases is proportional to a likelihood function. It specifies the probability of obtaining
the data given that the hypothesis is true. The term p(hypothesis|I) is known as
the prior probabality for the hypothesis. It allows the researcher to incorporate any
information known before data collection. The term in the denominator, p(data|I), is
called the evidence or the global likelihood. Often this term serves as a normalization
constant, so typically it does not need to be explicitly computed as long as the
posterior probability is normalized at the end of the calculation.
2.4 Marginalization
The second corollary that arises from the sum and product rules is known as marginal-
ization. Suppose that Y1, Y2, and Y3 form a mutually exclusive and exhaustive set
for some proposition Y . Then the following equations can be written by use of the
product rule
p(Y1X|I) = p(Y1|XI)p(X|I) (2.9)
p(Y2X|I) = p(Y2|XI)p(X|I) (2.10)
p(Y3X|I) = p(Y3|XI)p(X|I), (2.11)
where X is any proposition. Summing the left sides of Eqs. 2.9 through 2.11 and
equating it to the sum of the right sides of Eqs. 2.9 through 2.11 gives
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3∑
i=1
p(YiX|I) = [p(Y1|XI) + p(Y2|XI) + p(Y3|XI)]p(X|I). (2.12)
Recalling that the Y ’s form an exhaustive set, we see that the term inside the square
brackets must be equal to one. This means Eq. 2.12 reduces to
p(X|I) =
3∑
i=1
p(YiX|I). (2.13)
But this derivation holds regardless of the number of Y’s in the set, as long as they
form a mutually exclusive and exhausive set, so in general
p(X|I) =
N∑
i=1
p(YiX|I), (2.14)
or when dealing with continuous parameters,
p(X|I) =
∫ ∞
−∞
p(Y X|I)dY. (2.15)
This result is quite powerful because it allows for the removal of uninteresting pa-
rameters and the introduction of necessary parameters. Taking the discrete case, Eq.
2.14 specifies that when we have a parameter that does not interest us (in this case
Y in the right side of Eq. 2.14), we can marginalize it, or sum over all its possible
values, and eliminate it from the equation to get the left side of Eq. 2.14. Equation
2.14 also works in the opposite direction: when we are interested in a parameter Y
but it is not present, as in the left side of 2.14, the parameter can be introduced by
summing over its possible values to obtain the right side of Eq. 2.14.
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2.4.1 A Quick Example
Having now learned the sum rule, product rule, Bayes’ theorem, and marginaliza-
tion, we are now in a position to revisit the problem specified in the introduction.
Specifically, we now know how to update our state of knowledge of proposition B
represented by p(B|I) to the state of knowledge represented by p(B|AI).
We examine a simple problem to see how this is done. Suppose that a person is
getting a routine checkup and is tested for a multitude of diseases. When the results
come back, it is discovered that she has tested positive for a very rare disease that
occurs in only one in a million persons. It is known that 1% of people without the
disease will test positive, and that if a person is infected, the test will return a positive
result 100% of the time. What is the probability that this person is in fact infected
with the disease?
For simplicity, we replace the symbols B, A, and I with more informative sym-
bols. In this problem, we begin with the knowledge p(infection|I), which represents
the probability that “the person is infected given that the disease occurs in one
in a million persons”. We wish to update our knowledge from p(infection|I) to
p(infection|TposI), where Tpos represents the knowledge that “the person tested pos-
itive using a test that is correct 100% of the time the person is infected, and correct
99% of the time the person is not infected”.
To solve this problem, we write Bayes’ theorem
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p(infection|TposI) = p(Tpos|infectionI)p(infection|I)
p(Tpos|I) . (2.16)
The next step is to apply the marginalization rule to the denominator in which we
sum over the possible states of the person’s health
p(infection|TposI) = p(Tpos|infectionI)p(infection|I)∑
X p(TposX|I)
, (2.17)
where the variable X can take the values of infection or infection. Explicitly writing
the summation yields
p(infection|TposI) =
p(Tpos|infectionI)p(infection|I)
p(Tpos|infectionI)p(infection|I) + p(Tpos|infectionI)p(infection|I)
. (2.18)
The posterior probability, which is the probability that the person is infected given
that the test is positive and the background information, has now been written in
terms of known quantities. The first term to be analyzed is p(Tpos|infectionI), which
is the probability that the test results are positive if the person is infected. Because we
are told that the test gives a postive result in 100% of those infected, we know that
p(Tpos|infectionI) = 1. The next term, p(infection|I), represents the probability
that a person is infected knowing only the prevalence rate in the general population.
For this disease, we are told that it is one in a million, so p(infection|I) = 10−6.
The next term is p(Tpos|infectionI), which is the probability that the test is positive
despite the person being free of infection. Again, 1% of the population without the
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disease will test positive, so this probability is p(Tpos|infectionI) = 0.01. Finally, the
last term is p(infection|I). From the background information, we know that 999,999
out of every 1,000,000 people are not infected, so this probability is p(infection|I) =
0.999999. Substituting these quantities into Eq. 2.18 gives
p(infection|TposI) = 1× (10
−6)
1× (10−6) + (0.01)× (0.999999) . (2.19)
To make the calculation simpler, assume that the quantity 0.999999 ≈ 1 to get
p(infection|TposI) ≈ 10
−6
10−6 + 10−2
, (2.20)
which simplifies to
p(infection|TposI) ≈ 1
10, 000
. (2.21)
So in this case, the probability for infection is still relatively small, one in ten
thousand, despite the patient receiving a positive test result. This might come as a
surprise; ones initial reaction to this problem might be to assume that the probability
of infection is very high because only 1% of people not infected will test positive.
However, that logic neglects the prior information, which indicates that the probabil-
ity is in fact much lower. This example illustrates the power of the prior probability,
and why it is necessary to include all relevant prior information.
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2.5 Assigning Probabilities
While the sum and product rules tell us how to manipulate probabilities, they do
not indicate how these probabilities should be assigned. For this, we have to turn to
other methods.
2.5.1 Principle of Indifference
The principle of indifference can be used to justify the use of a uniform prior proba-
bility. The argument here follows those given by Sivia [54] and Jaynes [50]. Suppose
that we are given a six-sided die and asked to assign a prior probability p(xi|I), where
we have chosen to denote the outcome of a roll by xi with xi ≡ “there are i dots facing
up” and I = “the die has six sides”. Now suppose that we choose to make a change
to the notation such that x
′
1 ≡ “there are two dots facing up”, x′2 ≡ “there is one dot
facing up”, and x
′
i ≡ “there are i dots facing up” for i > 2. In this instance, our goal
is to assign a probability to p(x
′
i|I) for all i. However, our background information
I does not change simply because of a notational change, so desiderata 3c, which
requires equivalent states of knowledge be represented by equivalent plausibility as-
signments, requires that p(xi|I) = p(x′i|I) for all i. This can be written explicitly for
i = 1: p(“there is one dot facing up”|I) = p(“there are two dots facing up”|I). This
change of notation could have involved any of the subscripts, which means all prob-
abilities must be equal, and after taking into account the normalization requirement
that
∑
i p(xi|I) = 1, we get our final answer of p(xi|i) = 16 for all i.
47
2.5 Assigning Probabilities
2.5.2 Maximum Entropy
A uniform prior probability is appropriate when the information available gives no
reason to favor one proposition over another. However, there are cases when the
information available does favor certain propositions. Jaynes argues that in this case,
our goal should be to “assign a probability distribution which is as uniform as it
can be while agreeing with the available information” [50]. In a 1957 paper entitled
“Information Theory and Statistical Mechanics” [53], Jaynes explored the use of a
maximum entropy method for assigning probabilities. To see how this process can
be utilized to assign probabilities, we look at the case of the Gaussian distribution.
Suppose we are interested in a variable x, and we have some information related to
the expectation value of x, which is µ, as well as the variance of x, which is σ2. Our
goal then is an assignment for the probability p(x|µσ). We begin by writing what is
given, including the definition of the entropy S
S = −
∫
p(x|µσ) ln p(x|µσ)dx, (2.22)
the normalization constraint
∫
p(x|µσ)dx = 1, (2.23)
and the variance constraint
∫
p(x|µσ)(x− µ)2dx = σ2. (2.24)
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To maximize the entropy subject to the constraints given, we define a function g, in
which we have added zero to the entropy in the form
g ≡ −
∑
i
pi ln(pi) + λ0
[∑
i
pi − 1
]
+ λ1
[∑
i
pi(xi − µ)2 − σ2
]
, (2.25)
where λ0 and λ1 are both Lagrange multipliers, and for simplicity we have written
the integrals as discrete sums. Our goal is to maximize the function g, so we take the
first-derivative of g and set it equal to zero:
∂g
∂pj
= − [ln(pj) + 1] + λ0 + λ1(xj − µ)2 = 0. (2.26)
Equation 2.26 can be rearranged to obtain an equation for pj
pj = e
λ0−1eλ1(xj−µ)
2
. (2.27)
This equation for pj has two unknowns, λ0 and λ1, but we also have two constraint
equations that can be used to solve for these unknowns. We begin with the normal-
ization constraint
∑
j pj = 1, which, using the equation for pj given in Eq. 2.27, takes
the form
∑
j
eλ0−1eλ1(xj−µ)
2
= 1. (2.28)
This equation can be rearranged to get
eλ0−1 =
[∑
j
eλ1(xj−µ)
2
]−1
. (2.29)
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In the continuum limit, and with a substitution in which λ
′
1 = λ1, Eq. 2.29 becomes
eλ0−1 =
[∫ ∞
−∞
e−λ
′
1(x−µ)2
]−1
dx. (2.30)
Evaluating the integral in Eq. 2.30 gives
eλ0−1 =
√
λ
′
1
pi
. (2.31)
The equation for eλ0−1 as given by Eq. 2.31 can be substituted into Eq. 2.27 to yield
pj =
√
λ
′
1
pi
e−λ
′
1(xj−µ)2 . (2.32)
Our second constraint equation,
∑
j pj(xj − µ)2 = σ2, can be rewritten with the
substitution of Eq. 2.32 for pj to get
∑
j
√
λ
′
1
pi
(xj − µ)2e−λ
′
1(xj−µ)2 = σ2. (2.33)
As was done with the first constraint, we rewrite this equation in the continuum limit,
√
λ
′
1
pi
∫ ∞
−∞
(x− µ)2e−λ′1(x−µ)2dx = σ2, (2.34)
and evaluate the integral to get
√
λ
′
1
pi
√
pi
2(λ
′
1)
3/2
= σ2. (2.35)
Solving for λ
′
1 gives
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λ
′
1 =
1
2σ2
. (2.36)
Finally, the equation for λ
′
1 as given by Eq. 2.36 can be substituted into the equation
for pj, Eq. 2.32, to obtain
pj =
1√
2piσ2
e−
1
2σ2
(xj−µ)2 . (2.37)
Or, in the continuum limit
p(x|µσ) = 1√
2piσ2
e−
1
2σ2
(x−µ)2 . (2.38)
Thus, we see that with constraints on the expectation value and variance of a variable,
the principle of maximum entropy indicates that the probability distribution for the
variable is a Gaussian. For more derivations of probability distributions, including
the binomial and Poisson distributions, see [54].
2.6 A Break
It is worth stopping at this point to review what has been accomplished thus far.
Starting from a definition of probability as a state of knowledge, and requiring that
the three desiderata are satisfied, the sum and product rules can be derived. Bayes’
theorem and marginalization arise directly from the sum and product rules, and these
four equations give us the rules for properly manipulating probabilities. However,
methods for assigning probabilities are still required, and the principle of indifference
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and the principle of maximimum entropy provide these methods. The rules derived
thus far are sufficient to solve a wide variety of problems of inference, and the remain-
der of this introduction deals with these applications. Typically, Bayesian inference
problems are divided into two categories: parameter estimation and model selection.
However, this division is entirely for convenience; there is no fundamental difference
between the two as each simply involves the application of Bayes’ theorem to solve
for the probabilities of propositions.
2.7 Parameter Estimation
2.7.1 A Simple Example
Suppose we are given the sequence of data points {d1, d2, ....dm} = D shown in Fig.
2.1, and are told that the data consists of a decaying exponential plus noise such that
at every time ti,
di = Ae
−αti + ni. (2.39)
We are also told that the decaying exponential has an amplitude A of 100 and the
noise has a standard deviation σ of 5. We are then asked to to estimate the decay
constant α. In Bayesian probability theory, this estimation is acquired by solving for
the probability that α has a value between α0 and α0 + ∆α, or p(α|DMAσI).
Applying Bayes’ theorem, we get
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Figure 2.1: Exponential Decay Data
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p(α|DAσI) = p(D|αAσI)p(α|AσI)
p(D|AσI) . (2.40)
As mentioned earlier, the denominator, also called the evidence, is usually a normal-
ization constant. While this is not immediately obvious, it can be seen by introducing
α into the denominator by marginalizing over it:
p(α|DAσI) = p(D|αAσI)p(α|AσI)∫
α
p(Dα|AσI)dα . (2.41)
Applying the product rule to the denominator yields
p(α|DAσI) = p(D|αAσI)p(α|AσI)∫
α
p(D|αAσI)p(α|AσI)dα. (2.42)
In this form it becomes clear that the denominator serves as a normalization constant.
It can then be omitted so long as the calculation is normalized at its end, and Eq.
2.40 takes the form
p(α|DAσI) ∝ p(D|αAσI)p(α|AσI). (2.43)
The next task is to assign a prior probability for α. In this case, the least informative
prior for α is a bounded uniform prior in the range αmin to αmax with α having zero
probability outside of this range:
p(α|AσI) =

1
αmax−αmin if αmin ≤ α ≤ αmin
0 otherwise
 . (2.44)
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As long as the range αmin to αmax is sufficiently large such that it covers all reasonable
values of α, then the prior will not truncate the posterior distribution function and
it can be included in the proportionality constant, leaving
p(α|DAσI) ∝ p(D|αAσI). (2.45)
Using logical independence, the probability for the data can be factored into the
product of probabilities for each data point
p(α|DAσI) ∝
N∏
i=1
p(di|αAσI). (2.46)
To proceed with the calculation, the likelihood p(di|αAσI) must be assigned. Because
we are told that the noise is Gaussian, the likelihood is
p(di|αAσI) = (2piσ2)−1/2exp
{−1
2σ2
(di − Ae−αti)2
}
. (2.47)
Substituting the likelihood into Eq. 2.46 gives the posterior probability
p(α|DAσI) ∝ (2piσ2)−N/2exp
{
−1
2σ2
N∑
i=1
(di − Ae−αti)2
}
. (2.48)
This equation represents the solution to the problem; it is the posterior probability
for α given all relevant information. The resulting posterior distribution function is
shown in Fig. 2.2, which represents our state of knowledge concerning α given all
relevant information.
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Figure 2.2: Posterior Probability as a Function of α
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2.7.2 A Slightly More Complicated Example
The last example was illustrative of some of the basic aspects of using Bayesian
probability for parameter estimation, but it was quite simplistic. In most situations
the standard deviation of the noise will not be known and the calculation must proceed
without this information, but the concept of marginalization provides us with the
appropriate tool for handling this situation. To illustrate this, we assume the same
setup as the previous example, except the standard deviation σ is not known. So, we
will be solving for the posterior probability p(α|DAI).
Again, we begin by writing Bayes’ theorem
p(α|DAI) = p(D|αAI)p(α|AI)
p(D|AI) . (2.49)
In the same manner as the previous example, both the denominator and the prior
probability for α can be neglected if the proportionality constant is introduced
p(α|DAI) ∝ p(D|αAI). (2.50)
To proceed with the calculation, σ is introduced by marginalizing over it, which yields
p(α|DAI) ∝
∫
σ
p(Dσ|αAI)dσ. (2.51)
Application of the product rule gives
p(α|DAI) ∝
∫
σ
p(D|σαAI)p(σ|I)dσ, (2.52)
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where the prior probability p(σ|αAI) has been simplified to p(σ|I) because the prior
probability for σ has no dependence on α or A. Because σ is a scale parameter, it is
assigned a Jeffrey’s prior
p(σ|I) =

1
σ
if σ < 0
0 otherwise
 . (2.53)
Stricly speaking, the Jeffrey’s prior is not a true prior because there is no specification
of σmax and therefore it is not properly normalizable, but this issue is not relevant
so long as the likelihood function goes to zero at high values of σ. Substituting the
prior for σ and the likelihood as given by Eq. 2.47 into Eq. 2.52, we get
p(α|DAI) ∝
∫ ∞
σ=0
1
σ
(2piσ2)−N/2exp
{
−1
2σ2
N∑
i=1
(di − Ae−αti)2
}
dσ. (2.54)
This integral is evaluated to obtain a gamma function. To see how this is done, we
include the factors of 2pi in the proportionality constant and define
Q ≡
N∑
i=1
(di − Ae−αti)2 (2.55)
to get
p(α|DAI) ∝
∫ ∞
σ=0
σ−(N+1)exp
{−Q
2σ2
}
dσ. (2.56)
If we make a substitution for the argument of the exponential u = (Q/2)σ−2 so that
σ = (Q/2)1/2u−1/2 and dσ = −1
2
(Q/2)1/2u−3/2du, then Eq. 2.56 becomes
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p(α|DAI) ∝ 1
2
Q
2
−N/2 ∫ ∞
u=0
uN/2−1e−udu. (2.57)
The integral is equal to Γ(N/2), which is a constant and can be included in the
proportionality constant, along with other factors that do not depend on α. The
posterior probability then simplifies to
p(α|DAI) ∝
[
N∑
i=1
(di − Ae−αti)2
]−N/2
. (2.58)
2.7.3 The Assignment of the Likelihood
Assigning a Gaussian to the direct probability for the data is one example of the
maximum entropy method that is often neglected because it is taken as axiomatic,
but it is worth understanding the underlying reasons for the assignment, so we follow
the derivation by Bretthorst et al. [55]. The likelihood assignment was made in Eq.
2.47, which can be rewritten for the sequence of data as
p(D|αAσI) = (2piσ2)−N/2exp
{
−1
2σ2
N∑
i=1
(di − Ae−αti)2
}
. (2.59)
Written in this way, σ appears to represent the standard deviation of the noise,
but this is not actually the case. To see this, we want to assign a probability for
p(D|αAI). We begin by introducing both σ and the errors ni using the notation that
n ≡ {n1, n2, ...nN} by marginalizing over them
p(D|αAI) =
∫
σ
∫
n
dndσp(Dnσ|αAI). (2.60)
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Applying the product rule gives
p(D|αAI) =
∫
σ
∫
n
dndσp(D|nσαAI)p(σ|I)p(n|σI), (2.61)
where we have made explicit that σ has no dependence on α or A in writing its prior
probability.
Now it is time to make assignments for these three probabilities. The first as-
signment to be made is p(n|σI). If all that is known is that the errors n have some
standard deviation, then the principle of maximum entropy will assign to this prob-
ability a Gaussian with mean zero and standard deviation σ. It is important to be
explicit about what σ represents. It is not the standard deviation of the noise, as it
appeared to be, but rather the standard deviation of the prior assigned to represent
the errors. This is an important distinction; the standard deviation of the noise is
rarely known, but the standard deviation of the prior assigned to the errors arises
directly from the maximum entropy calculation.
The next probability to be assigned is p(σ|I). As mentioned earlier, this prior is
frequently assigned
p(σ|I) =

1
σ
if σ < 0
0 otherwise
 , (2.62)
as in [52]. The final task is to assign the likelihood p(D|nσαAI). But we have been
given the model equation
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di = Ae
−αti + ni, (2.63)
and in the likelihood the parameters n, α, and A are given. A little reflection reveals
that the probability should be a Dirac-Delta function. The data are either equal to
the signal plus noise, or they are not. Thus,
p(D|nσαAI) =
N∏
i=1
δ[di − (Ae−αti + ni)]. (2.64)
The only non-zero contribution to the integral over noise occurs when ni = di−Ae−αti ,
so the integral collapses the noise to this form. Plugging this and the other priors
back into 2.61 gives
p(D|αAσI) =
∫
σ
σ−1(2piσ2)−N/2exp
{
−1
2σ2
N∑
i=1
(di − Ae−αti)2
}
dσ, (2.65)
and this is the same gamma integral evaluated earlier. Thus, the assignment of a
Gaussian to the direct probability can be made, but it is important to remember that
σ is standard deviation of the prior assigned to represent the errors.
2.8 Model Selection
To this point, we have been using an exponential decay model (di = Ae
−αti + ni)
to analyze the data shown in Figure 2.1. But suppose we wished to know if this
exponential decay model had a constant offset such that di = Ae
−αti + k + ni. This
is an example of a model selection problem. Again, to simplify the problem, we will
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take A and α as known. It can be helpful to introduce the posterior odds ratio O12
to compare two models. If we let M1 designate the model without a constant offset
and M2 designate the model with a constant offset k, then the posterior odds ratio
O12 is given by
O12 =
p(M1|DI)
p(M2|DI) , (2.66)
.
where we have included A and α in the background information. If we apply Bayes’
theorem to the numerator and denominator, and cancel the factors of p(D|I), we find
O12 =
p(D|M1I)p(M1|I)
p(D|M2I)p(M2|I) . (2.67)
Assuming the background information I gives us no reason to favor either model over
the other, then p(M1|I) = p(M2|I) and
O12 =
p(D|M1I)
p(D|M2I) . (2.68)
The second model has an additional parameter, and it can be introduced by marginal-
izing over it to get
O12 =
p(D|M1I)∫
k
p(D|kM2I)p(k|M2I)dk , (2.69)
where the product rule has been used to factor the denominator. We will apply a
uniform prior probability to the parameter k. In order to do this we must choose the
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range of values that k can take. To be general we will leave this as kmax and kmin.
The choice of these values will be revisited later, but for now we find
O12 =
p(D|M1I)
1
kmax−kmin
∫ kmax
kmin
p(D|kM2I)dk
. (2.70)
Assigning the likelihoods yields
O12 =
(2piσ2)−N/2exp
{
−1
2σ2
∑N
i=1(di − Ae−αti)2
}
1
kmax−kmin (2piσ
2)−N/2
∫ kmax
kmin
exp
{
−1
2σ2
∑N
i=1(di − Ae−αti − k)2
}
dk
, (2.71)
and to make the notation simpler, we introduce xi ≡ di − Ae−αti to get
O12 =
[kmax − kmin]exp
{
−1
2σ2
∑N
i=1 x
2
i
}
∫ kmax
kmin
exp
{
−1
2σ2
∑N
i=1(xi − k)2
}
dk
. (2.72)
Focusing on the denominator, we can manipulate the exponential to eliminate the
summation
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N∑
i=1
(xi − k)2 =
N∑
i=1
(xi)
2 − 2k
N∑
i=1
xi +
N∑
i=1
k2
= Nx2 − 2kNx+Nk2
= N [x2 − 2kx+ k2]
= N [x2 − 2kx+ k2 + x2 − x2]
= N [x2 − 2kx+ k2 + x2 − x2]
= N [(x− k)2 + (x2 − x2)]
= N(x− k)2 +N(x2 − x2)
= N(x− k)2 +Ns2, (2.73)
where s2 = (x2 − x2). Substituting this result into Eq. 2.72, and making the substi-
tution of
∑N
i=1 x
2
i = Nx
2 in the numerator, we obtain
O12 =
[kmax − kmin]e
−N
2σ2
x2
e
−N
2σ2
s2
∫ kmax
kmin
e
−N
2σ2
(x−k)2dk
. (2.74)
If we make the assumption that the limits kmax and kmin are broad enough so that
the integral is not truncated, then the integral can be evaluated to find
O12 =
[kmax − kmin]e
−N
2σ2
x2√
2piσ2
N
e
−N
2σ2
(x2−x2)
. (2.75)
Finally, simplifying yields
O12 =
[kmax − kmin]
σ/
√
N
1√
2pi
e
−N
2σ2
x2 . (2.76)
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It is worth examining this solution to see which terms favor model 1 and which
favor model 2. The exponential term exp−N
2σ2
x2 is always less than one and thus always
favors model 2. The extent to which it favors model 2 depends on the average value
x, which again is defined as xi ≡ di−Ae−αti . If model 1 is adequate and no constant
k is necesary, then the difference between the data and the exponential model will be
small, and the exponential term in the solution will be very nearly one. If, however,
there is a systematic difference between the data and the exponential model, then this
implies a constant is necessary to model the data and the exponential term in the
solution will be much less than one and thus favor model 2. The second important
term is [kmax − kmin], which will favor model 1. The less certain we are about the
range of k, the greater the difference between kmax and kmin and thus the more that
model 1 (the single exponential model) is favored. This can complicate the calculation
because we are responsible for setting the values of kmax and kmin, which has a direct
effect on the solution. However, in most practical problems this is does not affect
which model is favored because the solution is much more heavily determined by the
exponential, and thus it is the data that determines the outcome.
2.9 Additional Example: The Monty Hall Prob-
lem
The “Monty Hall Problem” first appeared in a letter by Steve Selvin to the editor of
The American Statistician in 1975 [56]. It is based on the game show “Let’s Make a
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Deal”, which Monty Hall hosted, and the statement of the problem is as follows:
Monty Hall: One of the three boxes labeled A, B, and C contains the
keys to that new 1975 Lincoln Continental. The other two are empty. If
you choose the box containing the keys, you win the car.
Contestant: Gasp!
Monty Hall: Select one of these boxes.
Contestant: I’ll take box B.
Monty Hall: Now box A and box C are on the table and here is box B
(contestant grips box tightly). It is possible the car keys are in that box!
I’ll give you $100 for the box.
Contestant: No, thank you.
Monty Hall: How about $200?
Contestant: No!
Audience: No!!
Monty Hall: Remember that the probability of your box containing the
keys to the car is 1/3 and the probability of your box being empty is 2/3.
I’ll give you $500.
Audience: No!!
Contestant: No, I think I’ll keep this box.
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Monty Hall: I’ll do you a favor and open one of the remaining boxes on
the table (he opens box A). It’s empty! (Audience: applause). Now either
box C or your box B contains the car keys. Since there are two boxes left,
the probability of your box containing the keys is now 1/2. I’ll give you
$1000 cash for the box.
Contestant: I’ll trade you my box B for the box C on the table.
The question is then: is Monty right when he says the probability that the contestant’s
box contains the keys is 1/2, or is the contestant better or worse off for switching to
box C?
To answer this question, we must solve for p(KC |MAPBI), which represents the
probability that the keys are in box C (KC) given that Monty Hall eliminated box
A (MA), the contestant originally chose box B (PB), and all relevant background
information I. At this point it is worth making explicit one of the assumptions in
I, and that is that Monty Hall knows which box contains the money and he cannot
open the box that contains the money. This point is crucial to knowing the correct
probablities.
To begin, we apply Bayes’ theorem to get
p(KC |MAPBI) = p(MA|KCPBI)p(KC |PBI)
p(MA|PBI) . (2.77)
To proceed with the calculation, we apply the sum rule to the denominator by sum-
ming over the possible boxes that the keys could be in
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p(KC |MAPBI) = p(MA|KCPBI)p(KC |PBI)∑
X p(MAKX |PBI)
, (2.78)
where X ≡ {A,B,C}. Applying the product rule to the denominator yields
p(KC |MAPBI) = p(MA|KCPBI)p(KC |PBI)∑
X p(MA|KXPBI)p(KX |PBI)
, (2.79)
which can be written as
p(KC |MAPBI) =
p(MA|KCPBI)p(KC |PBI)
p(MA|KAPBI)p(KA|PBI) + p(MA|KBPBI)p(KB|PBI) + p(MA|KCPBI)p(KC |PBI) .
(2.80)
The issue now is to assign values to these probabilities. The numerator, as well
as the last term in the denominator, involves the probabilities p(MA|KCPBI) and
p(KC |PBI). Because the contestant’s choice of box B has no connection to which
box contains the keys, the probability p(KC |PBI) is equivalent to p(KC |I) and re-
duces to 1/3. The other probability to be determined is p(MA|KCPBI), which is the
probability that Monty opens box A given that the contestant has chosen box B and
the keys are in box C. Because the contestant has chosen box B and the keys are in
box C, the only box that Monty can open is box A, meaning
p(MA|KCPBI) = 1. (2.81)
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The first term in the denominator involves the probabilities p(MA|KAPBI) and p(KA|PBI).
Again, the probability that the keys are in a particular box does not depend on the
contestant’s choice, so p(KA|PBI) is simply 1/3. The other probability, p(MA|KAPBI),
is the probability that Monty will open box A given that the keys are in box A and
the contestant has chosen box B. Because Monty cannot open the box that contains
the keys,
p(MA|KAPBI) = 0. (2.82)
The final probabilities are p(MA|KBPBI) and p(KB|PBI). Just like p(KA|PBI) and
p(KB|PBI), p(KC |PBI) is equal to 1/3. The probability p(MA|KBPBI) is slightly
more complicated. Because the contestant has chosen correctly, Monty is free to
open either box A or box C. Thus, the probability that he will choose box A to open
is 1/2, so
p(MA|KBPBI) = 1
2
. (2.83)
Substituting back into 2.80 we get
p(KC |PBMAI) = 1× 1/3
0× 1/3 + 1/2× 1/3 + 1× 1/3 , (2.84)
which reduces to
p(KC |PBMAI) = 2
3
. (2.85)
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So we find that the contestant’s chance of winning is 1/3 if he chooses to stick with
his choice of box B, meaning that he has doubled his odds of winning to 2/3 by
switching to box C.
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Chapter 3
Identification of Delta Waves and
Interburst Intervals
3.1 Introduction
The role of EEG is to provide clinicians with a picture of the overall health of an
infant’s brain. Its main advantage is that the data can be obtained at the bedside
without having to move the infant. Interpreting the data, however, is done by EEG
specialists away from the bedside. By identifying the presence or absence of specific
waveforems in the data, an electroencephalographer can determine if the infant is
maturing normally or abnormally. While this procedure provides clinicians with im-
portant information, it has its disadvantages. The first is that it requires a specialist
to interpret the recording, and these specialists are not readily available in all hos-
pitals. Secondly, there is typically a delay of hours or even days between the time
71
3.2 Method
of the EEG recording and the time that the clinician receives the diagnosis, which is
time lost if it is decided that the infant should be treated. Finally, there is a degree
of subjectivity in the diagnoses of the specialists so that two specialists interpreting
the same EEG recording may reach different conclusions.
Our goal is to address these disadvantages through the implementation of an
algorithm designed to mimic the EEG specialists by consistently identifying the same
waveforms identified by them. The algorithm will be designed to provide objective,
real-time information to clinicians at the bedside without requiring a specialist to
interpret.
3.2 Method
In order to mimic the EEG specialists, the algorithm must identify specific waveforms
in the data. Two of the most useful waves to identify are interburst intervals and
delta waves. Interburst intervals are periods of flat recording (< 10µV ) where brain
activity is minimal, examples of which can be seen in Fig. 3.1(a). Delta waves are
waves in the frequency range between 0.5 and 1.5 Hz with amplitudes greater than
100µV . Several examples of delta waves can be found in Fig. 3.1(b). Delta waves may
have higher frequency, smaller amplitude waves called brushes that are superimposed
on the delta wave. If these higher frequency waves are present, the wave is referred
to as a delta brush; if not, it is called a smooth delta wave. This distinction is
an important one and is the subject of the next chapter. For now we will concern
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ourselves only with the identification of interburst intervals and delta waves without
making the distinction between smooth delta waves and delta brushes.
(a) An example of interburst intervals
(b) An example of delta waves
Figure 3.1: Figure (a) contains several examples of interburst intervals. In the upper
panel, there is an interburst interval between -3s and +1s, as well as between +1.5s
and +3.75s. In the lower panel of (a), there is an interburst interval between -2.75s
and 0s. In the upper panel of (b), there are delta waves at -2.33s, -1.5s, -.75s, 0s, and
+1s.
In order to identify interburst intervals and delta waves, the algorithm, when
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given a sequence of data points {d1, d2, ....dm} = D, must classify that data into one
of three classes: interburst interval, delta wave, and general activity. In this project,
general activity is the class for any data not containing an interburst interval or delta
wave. The classes are represented symbolically by M , where M = 1 designates the
interburst interval class, M = 2 designates the delta wave class, and M = 3 designates
the general activity class. Our goal then is to calculate the posterior probability for
each class, p(M |DI), and have the algorithm categorize the data based on which class
has the highest posterior probability.
To proceed, we must relate the acquired data to the classes to be identified. To
do this, we note that the waves in each class have a specific form, or multiple similar
forms, so we create patterns that resemble these forms. Each pattern is represented
symbolically by a function which we designate as PjM , where PjM is the jth pattern
in class M . So, the equation that relates the data to the classes to be identified is of
the form
dt = PjM(t) + nt, (3.1)
where nt is an additive noise. There is no simple functional form for PjM(t). In-
stead, each pattern consists of (1) a vector of amplitudes A such that at each time
t, the amplitude At models the data dt, and (2) the prior information related to the
amplitudes. So we adopt the shorthand notation
dt = AtjM + nt, (3.2)
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with the understanding that the prior for the amplitude AtjM is given by PjM(t).
Note that each class M can contain multiple patterns PjM , with 1 ≤ j ≤ NM , where
NM is the number of patterns in class M . The prior information provided by the
patterns will differ for each of the three classes. For the interburst interval class, the
prior informatoin will require that the amplitudes be small for all t. For the delta
wave class, the amplitudes will vary in time to reflect the shape of the delta wave.
For general activity, the amplitudes will be able to take on any value.
The purpose of the pattern is to restrict the amplitudes to values acceptable for the
class in which it resides. In particular, the patterns dictate the most probable value
of AtjM as well as high and low bounds that restrict the value of AtjM to a certain
range. In the case of the interburst interval class, only one pattern is required, and
this pattern restricts the amplitudes to low values. More specifically, the pattern
dictates that the most probable value of an interburst interval amplitude is zero for
all t, and that the bounds on the amplitudes are −10 and 10 for all t. The interburst
interval pattern is shown in Fig. 3.2(a), with the solid line representing the most
probable values of the amplitudes and the dotted lines representing the bounds on
the amplitudes. In the case of the delta wave class, multiple patterns are required to
describe the various morphologies of delta waves. An example of a delta wave pattern
is shown in Fig. 3.2(b). One can see that the solid line, which is the most probable
value of the amplitudes, varies to reflect the shape of the delta wave. Additionally,
the high and low bounds are ±50µV from the most probable value to allow some
fluctuation in the data. To give a feel for how the many delta wave patterns differ
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from each other, several are plotted in Fig. 3.3, where only the most probable values
of the amplitudes are plotted. Finally, the general activity class contains only one
pattern, which is shown in Fig. 3.2(c). As can be seen from the picture, the most
probable value of the amplitudes is zero for all t. However, this reflects only a lack
of a preference for negative or positive amplitudes, and is not a requirement that the
amplitudes be near zero as it was in the interburst interval pattern. Also shown in
Fig. 3.2(c) are the bounds on the amplitudes for all t, which are made very large
because all values of amplitudes are acceptable in the general activity class. More
details concerning the patterns and the role that they play in the calculation can be
found in section 3.3.2.
3.3 The Calculation
3.3.1 Bayesian Calculations
Our goal, when given the sequence of data values {d1, d2, ....dm} = D, is to determine
whether the data contains a delta wave, interburst interval, or general activity. To do
this, we must solve for the posterior probability p(M |DI) for each model M , which
is given by Bayes’ theorem
p(M |DI) = p(D|MI)p(M |I)
p(D|I) , (3.3)
where p(D|MI) is the marginal direct probability for the data given the class, p(D|I)
represents the probability for the data given the background information, and p(M |I)
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(a) (b)
(c)
Figure 3.2: Figures (a) and (c) show the interburst interval pattern and general
activity pattern, respectively. Figure (b) is one example of a delta wave pattern. The
solid line is the most probable value of the amplitudes, and the dotted lines are the
bounds on the amplitudes.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 3.3: Example of Delta Wave Patterns
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is the prior probability for the class. The denominator in this equation represents a
normalization constant. To see this, the sum rule is used to introduce all classes into
the equation
p(M |DI) = p(D|MI)p(M |I)∑n
M=1 p(DM |I)
, (3.4)
where there are n classes to be summed over. Applying the product rule to the
denominator yields
p(M |DI) = p(D|MI)p(M |I)∑n
M=1 p(D|MI)p(M |I)
. (3.5)
In this form it is easily seen that the denominator is simply a normalization constant,
and so it is omitted with the understanding that the posterior probability must be
normalized at the end of calculation. The equation for the posterior probability then
becomes
p(M |DI) ∝ p(D|MI)p(M |I). (3.6)
Because there is no reason to favor one class over another given only background
information, the prior probability for the class will be assigned a uniform prior prob-
ability, and this constant can be included in the proportionality to obtain
p(M |DI) ∝ p(D|MI). (3.7)
The class M will contain at least one pattern, and these patterns are introduced
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through the sum rule
p(M |DI) ∝
NM∑
j=1
p(DPjM |MI), (3.8)
where there are NM patterns in class M and PjM is the jth pattern contained in class
M . Applying the product rule to factor p(DPjM |MI) yields
p(M |DI) ∝
NM∑
j=1
p(D|PjMMI)p(PjM |MI). (3.9)
In this calculation it is assumed that there is no reason to favor one particular pattern
within a class and consequently a uniform prior probability is assigned to the patterns,
so the equation for the posterior probability of class M simplifies to
p(M |DI) ∝ 1
NM
NM∑
j=1
p(D|PjMMI), (3.10)
where a uniform prior probability has been assigned to p(PjM |MI). Note that unlike
the denominator p(D|I) and the prior probablity for the models p(M |I), the 1
NM
term
that results from p(PjM |MI) can not be included in the proportionality constant
because the number of patterns is class-dependant.
Also note that the probability for a particular class M is equal to a summation of
the direct probabilities for the data given the patterns contained in that class. But
the calculation for the direct probability for the data is identical for any given pattern,
so for now we proceed to do the calculation using a single generic pattern with the
understanding that when we are done the notaton must be revised to include things
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like the pattern number and the class. In the calculation that follows this generic
pattern will be represented by P and the amplitudes associated with this pattern are
designated as {A1, A2, ...Am} = A. To proceed then with the calculation of the direct
probability for the data given a generic pattern, p(D|PI), the amplitudes A of the
pattern P are introduced by application of the sum rule
p(D|PI) =
∫
...
∫
p(DA1...Am|PI)dA1...dAm, (3.11)
where, because we are working with a generic pattern, the amplitudes AtjM have been
rewritten in the form At. This is an m-dimensional integral, where m represents the
total length of time of the pattern. Using the product rule to factor p(DA1...Am|PI),
Eq. 3.11 becomes
p(D|PI) =
∫
...
∫
p(D|A1...AmPI)p(A1...Am|PI)dA1...dAm. (3.12)
The product rule can be used to factor the prior probabilities for the amplitudes. If we
apply the product rule toA1, we see that p(A1...Am|PI) = p(A2...Am|A1PI)p(A1|PI).
But the amplitudes are independent, so p(A2...Am|A1PI)p(A1|PI) = p(A2...Am|PI)p(A1|PI),
and repeated application of the product rule to the amplitudes yields
p(D|PI) =
∫
...
∫
p(D|A1...AmPI)
m∏
t=1
[p(At|PI)] dA1...dAm. (3.13)
At this point the likelihood and the prior probabilities for the amplitudes must
be assigned. The likelihood is a Gaussian, which takes the form
81
3.3 The Calculation
p(D|A1...AmPI) =
m∏
t=1
(2piσ2)−1/2exp
{
−(dt − At)
2
2σ2
}
, (3.14)
where σ is the standard deviation of the noise prior probability. The patterns are used
to construct priors for the amplitudes, which are represented by bounded Gaussians
p(At|PI) ∝

(2piβ2t )
−1/2exp
{
− (At−ut)2
2βt
}
if Lt ≤ At ≤ Ht
0 otherwise,
 (3.15)
where ut is the most probable value of At, βt is the standard deviation of the Gaussian
prior probability, and Lt and Ht represent the low and high bounds at time t.
Substituting the likelihood from Eq. 3.14 and priors from Eq. 3.15 into Eq. 3.12,
the direct probability for the data becomes
p(D|PI) =
m∏
t=1
∫ Ht
Lt
(2piβtσ)
−1 exp
{
−(At − dt)
2
2σ2
}
exp
{
−(At − ut)
2
2β2t
}
dAt. (3.16)
Rearranging to combine the exponential terms, Eq. 3.16 can be written
p(D|PI) =
m∏
t=1
(2piβtσ)
−1
∫ Ht
Lt
exp
{−[β2t (At − dt)2 + σ2(At − ut)2]
2β2t σ
2
}
dAt. (3.17)
In order to evaluate this integral, the square in the exponential must be completed.
To start, the term within brackets in the exponential is expanded and factored into
terms involving At and A
2
t
82
3.3 The Calculation
p(D|PI) =
m∏
t=1
(2piβtσ)
−1 exp
{−[β2t d2t + σ2u2t ]
2β2t σ
2
}
×
∫ Ht
Lt
exp
{
−[A2t (β2t+σ2)−2At(β2t dt+σ2ut)]
2β2t σ
2
}
dAt,
(3.18)
and the term multiplying A2t is then factored to get
p(D|PI) =
m∏
t=1
(2piβtσ)
−1 exp
{−[β2t d2t + σ2u2t ]
2β2t σ
2
}
×
∫ Ht
Lt
exp
{
−(β2t+σ2)
2β2t σ
2 [A
2
t − 2At (β
2
t dt+σ
2ut)
(β2t+σ
2)
]
}
dAt.
(3.19)
It is helpful both notationally and conceptually to introduce the term Aˆt, which is
the expected value of the amplitude at time t and defined as
Aˆt ≡ β
2
t dt + σ
2ut
β2t + σ
2
. (3.20)
The equation for the direct probability for the data then becomes
p(D|PI) =
m∏
t=1
(2piβtσ)
−1 exp
{−[β2t d2t + σ2u2t ]
2β2t σ
2
}
×
∫ Ht
Lt
exp
{
−(β2t+σ2)
2β2t σ
2 [A
2
t − 2AtAˆt]
}
dAt.
(3.21)
To evaluate this equation, we complete the square, which entails adding zero by
adding and subtracting Aˆ2t within the square brackets to get
p(D|PI) =
m∏
t=1
(2piβtσ)
−1 exp
{−[β2t d2t + σ2u2t ]
2β2t σ
2
}
×
∫ Ht
Lt
exp
{
−(β2t+σ2)
2β2t σ
2 [A
2
t − 2AtAˆt + Aˆ2t − Aˆ2t ]
}
dAt.
(3.22)
Simplifying yields
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p(D|PI) =
m∏
t=1
(2piβtσ)
−1 exp
{−[β2t d2t + σ2u2t ]
2β2t σ
2
}
×
exp
{
+(β2t+σ
2)
2β2t σ
2 Aˆ
2
t
}∫ Ht
Lt
exp
{
−(β2t+σ2)
2β2t σ
2 [At − Aˆt]2
}
dAt.
(3.23)
To proceed with evaluating the integral, a change of variables is made, in which
Bt = At − Aˆt, which results in
p(D|PI) =
m∏
t=1
(2piβtσ)
−1 exp
{−[β2t d2t + σ2u2t ]
2β2t σ
2
}
×
exp
{
+(β2t+σ
2)
2β2t σ
2 Aˆ
2
t
}∫ Ht−Aˆt
Lt−Aˆt exp
{
−(β2t+σ2)
2β2t σ
2 B
2
t
}
dBt.
(3.24)
One final change of variables is needed to evaluate the integral, so the variable λ is
introduced
λ2t =
β2t + σ
2
2β2t σ
2
B2t (3.25)
so that
dBt =
√
2β2t σ
2
β2t + σ
2
dλt. (3.26)
Substituting Equations 3.25 and 3.26 into Eq. 3.24 gives
p(D|PI) =
m∏
t=1
(2piβtσ)
−1 exp
{−[β2t d2t + σ2u2t ]
2β2t σ
2
}
×
exp
{
+(β2t+σ
2)
2β2t σ
2 Aˆ
2
t
}√
2β2t σ
2
β2t+σ
2
∫ H′t
L
′
t
exp {−λ2t} dλt,
(3.27)
where L
′
t and H
′
t are defined as
L
′
t ≡
√
β2t + σ
2
√
2βtσ
[Lt − Aˆt] (3.28)
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H
′
t ≡
√
β2t + σ
2
√
2βtσ
[Ht − Aˆt]. (3.29)
Focusing on the integral,
∫ H′t
L
′
t
e−λ
2
tdλt, (3.30)
the integral is split and multiplied by a factor of
√
pi
2
2√
pi
so that
∫ H′t
L
′
t
e−λ
2
tdλt =
√
pi
2
{
2√
pi
∫ H′t
0
e−λ
2
tdλt − 2√
pi
∫ L′t
0
e−λ
2
tdλt
}
(3.31)
which can be rewritten in the form
∫ H′t
L
′
t
e−λ
2
tdλt =
√
pi
2
{
erf(H
′
t)− erf(L
′
t)
}
. (3.32)
Because it is easier to compute the complementary error function rather than error
functions, a substitution is made in which erf(a) = (1− erfc(a)) to get
∫ H′t
L
′
t
e−λ
2
tdλt =
√
pi
2
{
[1− erfc(H ′t)]− [1− erfc(L
′
t)]
}
. (3.33)
Simplifying gives
∫ H′t
L
′
t
e−λ
2
tdλt =
√
pi
2
{
erfc(L
′
t)− erfc(H
′
t)
}
, (3.34)
and substitution of Eq. 3.34 into 3.27 gives
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p(D|PI) =
m∏
t=1
(2piβtσ)
−1 exp
{−[β2t d2t + σ2u2t ]
2β2t σ
2
}
×
exp
{
+(β2t+σ
2)
2β2t σ
2 Aˆ
2
t
}√
2β2t σ
2
β2t+σ
2
√
pi
2
{
erfc(L
′
t)− erfc(H ′t)
}
.
(3.35)
Combining terms leaves the simpler form of
p(D|PI) =
m∏
t=1
1√
23pi(β2t + σ
2)
{
erfc(L
′
t)− erfc(H
′
t)
}
×
exp
{
−1
2β2t σ
2 [(β
2
t d
2
t + σ
2u2t )− (β2t + σ2)Aˆ2t ]
}
.
(3.36)
Finally, substituting the definition of Aˆt from Eq. 3.20 into the exponential and
simplifying yields
p(D|PI) =
m∏
t=1
1√
2pi(β2t + σ
2)
exp
{−(dt − ut)2
2(β2t + σ
2)
}{
erfc(L
′
t)− erfc(H ′t)
2
}
. (3.37)
This is the final result for the direct probability of the data given a generic pattern.
To get the posterior probability of a class, we must substitute this result into Eq.
3.10 and change the notation to represent a specific pattern rather than our generic
pattern, which gives
p(M |DI) ∝ 1
NM
NM∑
j=1
m∏
t=1
[erfc(L
′
tjM)− erfc(H ′tjM)]
2
√
2pi(β2tjM + σ
2)
exp
{
−(dt − utjM)2
2(β2tjM + σ
2)
}
, (3.38)
where the subscripts tjM signify that a parameter is the parameter at time t from
the jth pattern in the Mth class, and where
L
′
tjM ≡
√
σ2 + β2tjM√
2σβtjM
[LtjM − AˆtjM ], (3.39)
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H
′
tjM ≡
√
σ2 + β2tjM√
2σβtjM
[HtjM − AˆtjM ] (3.40)
and
AˆtjM ≡
β2tjMdt + σ
2utjM
σ2 + β2tjM
. (3.41)
3.3.2 The Role of the Patterns
It is informative to take a closer look at the patterns so that their role in the calcula-
tion can be better understood. The patterns enter the calculation through the prior
probability assignment for the amplitudes. We rewrite the equation for the prior of
an amplitude, Eq. 3.15, with subscripts appropriate for a specific pattern, which is
p(At|PjMMI) ∝

1√
2piβ2tjM
exp
{
− (At−utjM )2
2β2tjM
}
if LtjM ≤ At ≤ HtjM
0 otherwise
 , (3.42)
where there are 4 hyperparameters (parameters of the prior distribution) utjM , βtjM ,
LtjM , and HtjM , and the values of these hyperparameters are contained in the pat-
terns. So from Eq. 3.42, we see that the prior probability for a single amplitude
is a bounded Gaussian, and it is the hyperparameters (and hence the pattern) that
determines the properties of this Gaussian.
Figure 3.4 shows the hyperparameter values of the interburst interval and general
activity patterns, as well as one example of the many delta wave patterns. The
calculation is performed on two seconds of data sampled at 64 Hz, so the length of
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Figure 3.4: The pattern values for the interburst interval pattern, general activity
pattern, and an example of a delta wave pattern
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each of these patterns is 128 points. One can see that the interburst interval pattern
has the same hyperparameter values over the entire 2 seconds. The mean ut1I (Here
the subscripts indicate the value of u at time t as given by the 1st pattern in the
interburst interval class) is zero for all t, reflecting a preference for the data to be
near zero. This preference is further shown in the low and high bounds Lt1I and Ht1I ,
which are −10 and 10 respectively for all t. Finally, the low value of βt1I = 2.6 for
all t also reflects the requirement that the data not deviate from zero by more than
a few microvolts.
Figure 3.4 also contains the pattern for general activity. Similar to the interburst
interval pattern, the hyperparameters in the general activity pattern have the same
value at all times in the two second duration. The pattern for general activity is
intended to model every possible morphology that is not included in the interburst
interval or delta wave regimes. To accomplish this, the pattern is intentionally non-
specific. The mean ut1G (the value of u at time t as given by the 1st pattern in the
general activity class) is zero at all times t, and the low and high bounds Lt1G and
Ht1G are −3000 and 3000, respectively. The magnitudes of these hyperparameters
are made very large so that no data values can fall outside of the cutoff range. In
addition, the large value of βtjG = 12 is meant to accommodate the large fluctuations
in the data that will be encountered.
Figure 3.4 also shows an example of a delta wave pattern. One can see that the
first portion of the pattern is the same as the general activity pattern. Because delta
waves can vary in length from 43 points for a 1.5 Hz wave to 128 points for a 0.5
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Hz wave, it is necessary to fill in the extra points with the general activity pattern.
The portion of the pattern meant to model the delta wave is slightly more complex.
The values of utjδ, Ltjδ, and Htjδ are not constant, but instead reflect the shape of
a delta wave. One can see the amplitude of the delta wave pattern is 150, and that
at every point t, Ltjδ = utjδ − 50 and Htjδ = utjδ + 50. The bounds are made to be
somewhat wide so that the patterns can still identify delta brushes, which will have
superimposed high frequency waves. This desire to be flexible in the identification of
delta waves is further reflected in the large value of βtjδ = 10 for all t in the delta
wave portion of the pattern. Finally, the maximum value of the lower bound is 100,
which imposes the requirement that a delta waves must be at least 100 microvolts to
be identified.
3.3.3 The Interpretation
The goal of the program is to classify the data into three distinct categories: delta
waves, interburst intervals, and general activity. In order to understand how this
is achieved, we must understand how the values of the hyperparameters affect the
posterior probability. Equation 3.38 is the final result for the posterior probability
for a class given the data, but for simplicity, we focus on the equation for the direct
probability of the data at some time t given a pattern P ,
p(dt|PI) = 1√
2pi(β2t + σ
2)
exp
{−(dt − ut)2
2(β2t + σ
2)
}
[erfc(L
′
t)− erfc(H ′t)]
2
, (3.43)
90
3.3 The Calculation
which is just Eq. 3.37 rewritten at a single timepoint.
The Gaussian Contribution
Equation 3.43, which is equation for the direct probability of the data at some time
t given a pattern P , contains a Gaussian centered at ut with a variance of β2t + σ2
1√
2pi(β2t + σ
2)
exp
{−(dt − ut)2
2(β2t + σ
2)
}
. (3.44)
This term depends heavily on the difference between the data dt and the prior mean
ut, resulting in higher posterior probabilities when the data and prior mean are in
good agreement, and lower probabilities when they are not. The hyperparameter βt
also plays an important role; because the variance of the Gaussian is equal to β2t +σ
2,
higher values of βt result in higher variances, meaning that the model is more forgiving
of differences between the data and prior mean.
Knowing this, the value of β is largest for the general activity class because large
differences are expected between the data and the prior mean. In contrast, the value
of β is smallest for the interburst interval class because any large deviation in the
data from the prior mean of zero should severely decrease the posterior probability.
Finally, the value of β for the delta wave class lies in between the other two classes
because it must be tolerant enough to accept small deviations in the delta wave while
being strict enough to insist that the data contain the overall delta wave form.
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The Complementary Error Function Contribution
The equation for the direct probability of the data at time t, p(dt|PI), also contains a
term involving complementary error functions, as can be seen in Eq. 3.43. To explore
the effect of the complementary error function, we define the quantity
Q ≡ erfc(L
′
t)− erfc(H ′t)
2
. (3.45)
The effect of Q is to place bounds on the expected amplitudes Aˆt and to severely
lower the direct probability for the data when Aˆt lies outside of these bounds. To see
this, we begin by examining a graph of the complementary error function, which can
be found in Fig. 3.5. From the graph, we see that when L
′
t < −2 and H ′t > 2, then
erfc(L
′
t) ≈ 2 and erfc(H ′t) ≈ 0 so that Q ≈ 1, which results in Q having little effect
on the direct probability for the data. This situation occurs when Aˆt falls within the
bounds set by Lt and Ht; recalling the definitions of L
′
t and H
′
t from Equations 3.39
and 3.40, we see that Q can be rewritten in the form
Q =
erfc
{√
σ2+β2t√
2σβt
[Lt − Aˆt]
}
− erfc
{√
σ2+β2t√
2σβt
[Ht − Aˆt]
}
2
. (3.46)
Thus, so long as Aˆt >> Lt and Aˆt << Ht, then
Q =
erfc
{√
σ2+β2t√
2σβt
[Lt − Aˆt]
}
− erfc
{√
σ2+β2t√
2σβt
[Ht − Aˆt]
}
2
≈ 2− 0
2
≈ 1. (3.47)
So when Aˆt is within the bounds imposed by Lt and Ht, then Q will evaluate to
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Figure 3.5: Plot of the Complementary Error Function
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nearly one and have little effect on p(dt|PI).
Q will, however, have a significant effect on p(dt|PI) when Aˆt is outside the bounds
set by Lt and Ht. If Aˆt < Lt, then
Q =
erfc
{√
σ2+β2t√
2σβt
[Lt − Aˆt]
}
− erfc
{√
σ2+β2t√
2σβt
[Ht − Aˆt]
}
2
≈ 0− 0
2
≈ 0, (3.48)
or if Aˆt > Ht, then
Q =
erfc
{√
σ2+β2t√
2σβt
[Lt − Aˆt]
}
− erfc
{√
σ2+β2t√
2σβt
[Ht − Aˆt]
}
2
≈ 2− 2
2
≈ 0. (3.49)
Both of these cases result in Q harshly punishing the direct probability for the data
at time t, so that p(dt|PI) ≈ 0. To see how this affects the posterior probability for
a class, we note that
p(M |DI) ∝ 1
NM
NM∑
j=1
m∏
t=1
p(dt|PjMI). (3.50)
So if p(dt|PjMI) ≈ 0, then
∏m
t=1 p(dt|AtPjMI) ≈ 0, which means that for the posterior
probability of a class to be non-zero, the value of Aˆt must be lie within the bounds
imposed by Lt and Ht at all t for at least one pattern within that class.
Because the value Aˆt determines the effect of the complementary error function
term, it is important to understand how the hyperparameters affect whether Aˆt falls
in bounds or not. The most obvious effect is that provided by Lt and Ht. The wider
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these bounds, the more likely it is that Aˆt is in bounds. However, the hyperparameter
βt also plays an important role. Recalling the equation for Aˆt,
Aˆt ≡ β
2
t dt + σ
2ut
σ2 + β2t
, (3.51)
one sees that the ratio of β2t to σ
2 determines whether Aˆt more closely tracks the
data or the prior. If σ2 >> β2t (ie. the width of the likelihood function is much
greater than that of the prior), then Aˆt ≈ ut so that Aˆt very closely tracks the prior.
In this case, Aˆt should always be within the bounds. In the opposite case in which
β2t >> σ
2, then Aˆt ≈ dt so that Aˆt closely tracks the data. In this case, the data
must lie within the prior bounds at every point or else the posterior probability will
be severely punished.
3.4 Delta Wave Results
The success of the algorithm can be measured in two ways: its ability to classify delta
waves in a manner consistent with expert readers, and whether it has any prognostic
value. The extent to which the algorithm succeeded in these two goals was determined
by comparing it to two experienced electroencephalographers and by looking at the
algorithm’s usefulness in distinguishing between a group of abnormal infants and a
group of normal infants.
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3.4.1 Comparison with Electroencephalographers
Two experienced electroencephalographers were given 12 recordings and asked to
identify delta waves in the same 10-minute epochs for each recording, giving a total
of 2 hours of recording for comparison. The number of delta waves identified by each
reader and the algorithm, as well as the total number of waves identified by all three,
can be seen in Table 3.1. One can see from the Table that the algorithm is slightly
more conservative than both Reader 1 and Reader 2, identifying fewer waves than
each of them. This outcome is by design; it was considered better for the algorithm
to be conservative in its identification of delta waves in order to minimize the number
of false positives.
Table 3.1: Comparison of the Number of Delta Waves Identified by Each Observer,
and the Total Number of Delta Waves Identified by All Three
1 Reader 1 709
2 Reader 2 754
3 Algorithm 686
4 Total 936
A more direct comparison of the algorithm to both readers is found in Table 3.2.
To perform the comparison, only delta waves that were identified by both Reader
1 and Reader 2 were considered; waves identified by only one of the readers were
ignored. As can be seen from the Table, a total of 579 delta waves were identified
by both readers, of which 498 (86%) were correctly identified by the algorithm (true
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positives). In its analysis, the algorithm also identified 53 waves that were not marked
by either of the expert readers. These 53 waves were taken as false positives, and the
ratio of false positives to true positives was found to be 0.11.
To provide perspective on the performance of the algorithm, Table 3.3 and Table
3.4 are included for reference. In Table 3.3, Reader 2’s performance is compared to
that of Reader 1 and the algorithm. In this instance, 557 delta waves were identified
by both Reader 1 and the algorithm (again, waves identified by only one were ignored).
With 498 (89%) being identified by Reader 2, Reader 2’s true positive rate is slightly
better than the algorithm’s. However, this must be weighted against the false positive
rate, as Reader 2 had 99 false positives, yielding a ratio of false positives to true
positives of 0.20, which is nearly double that of the algorithm. In Table 3.4, Reader
1’s performance is compared to Reader 2 and the algorithm. Reader 1 identified 498
(87%) of the 574 delta waves identified by both Reader 2 and the algorithm, and had
71 false positives to give a ratio of 0.14.
Tables 3.2, 3.3, and 3.4 demonstrate that the algorithm performed reasonably well
compared to the expert readers. While its true positive rate of 86% was slightly less
than the readers’ 87% and 89%, its false positive rate of 0.11 was lower than Reader
1’s rate of 0.14 and much lower than Reader 2’s rate of 0.20.
The overall results for delta wave detection were good, but it is also informative
to look at some individual cases to understand when the algorithm succeeded and
when it failed. In some instances, the delta waves present in the data were obvious in
that they met minimum amplitude requirements, were within the accepted frequency
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Table 3.2: Table Comparing Algorithm to Expert Readers
1 Total Number of Delta Waves Identified by both Reader 1 and Reader 2 579
2 True Positives(Number of Waves in Row 1 Identified by Algorithm) 498
3 True Positives / Total Number 0.86
4 False Positives (Identified by Algorithm but Rejected by Reader 1 and Reader 2) 53
5 False Positives / True Positives 0.11
Table 3.3: Table Comparing Reader 2 to Reader 1 and Algorithm
1 Total Number of Delta Waves Identified by both Reader 1 and Algorithm 557
2 True Positives(Number of Waves in Row 1 Identified by Reader 2) 498
3 True Positives / Total Number 0.89
4 False Positives(Identified by Reader 2 but Rejected by Reader 1 and Algorithm) 99
5 False Positives / True Positives 0.20
Table 3.4: Table Comparing Reader 1 to Reader 2 and Algorithm
1 Total Number of Delta Waves Identified by both Reader 2 and Algorithm 574
2 True Positives(Number of Waves in Row 1 Identified by Reader 1) 498
3 True Positives / Total Number 0.87
4 False Positives(Identified by Reader 1 but Rejected by Reader 2 and Algorithm) 71
5 False Positives / True Positives 0.14
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range, and their shape closely matched the patterns used in the calculation. Some of
these waves are plotted in Fig. 3.6, along with the means u, the low bounds L, and
the high bounds H of the pattern that most closely matched it. When these more
obvious delta waves were present in the data, the algorithm was nearly perfect in
identifying them. It is only when the waves are more borderline that the algorithm
and readers disagree and the results become more interesting.
Individual Cases: True Positives
Figure 3.7 shows delta waves that were true positives - they were marked by the
algorithm and both readers - but differ from the waves in Fig. 3.6 in that they
are borderline waves. Each of these waves just barely met the height threshold, or
they did so only because of the presence of faster frequencies superimposed on the
delta wave. While the waves shown in Fig. 3.7 were all detected, the algorithm’s
performance when attempting to categorize waves of this kind was somewhat poor.
This poor categorization was partly due to human error in that it is difficult for the
human eye to correctly judge the amplitude when faster activity is present, and partly
due to the algorithm’s failure. An example of a near failure can be seen at t = 0.5s
in Fig. 3.7(d), where the presence of a faster frequency wave nearly caused the data
to be out of the bounds imposed by Lt and Ht; had this faster frequency wave been
slightly greater in amplitude, the delta wave would not have been detected and a false
negative would have resulted.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.6: Waves that are obviously delta waves
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(a) (b)
(c) (d)
Figure 3.7: Delta waves that are borderline true positives
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Individual Cases: False Negatives
Some examples of the algorithm failing in borderline waves are shown in Fig. 3.8,
which contains four waves that were identified by the readers, but missed by the
algorithm. Similar to the true positives in Fig. 3.7, each of these waves is of borderline
height on at least one side of the wave, but unlike the waves in Fig. 3.7, none of the
waves in Fig. 3.8 was identified by the algorithm. The reasons for being misclassified
are varied; in Figures 3.8(a), 3.8(b), and 3.8(c), a few data points lie outside of the
bounds imposed by Lt and Ht, so the posterior probability of the delta wave class was
lowered by the complementary error function term. However, in Fig. 3.8(d), none of
the data points are outside of the bounds, but very few of the data points are near
the prior mean u, so the posterior probability of the delta wave class was made too
low by the Gaussian contribution.
Individual Cases: False Positives
Figure 3.9 contains four false positives - waves that the algorithm detected, but were
not marked by either electroencejphalographer. Figures 3.9(b) and 3.9(d) are cases in
which the algorithm incorrectly classified the data as a delta wave, and they give some
insight into into how the algorithm can fail; neither of these waves meet the height
criteria imposed by the pattern, but the wide bounds designed to allow brushes mean
that it is possible to miss the amplitude criteria if the pattern is in good agreement
with the data throughout most of the pattern, as is the case in the trailing edges of
these patterns. In the case of Figures 3.9(a) and 3.9(c), both waves meet the criteria
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(a) (b)
(c) (d)
Figure 3.8: False negative delta waves
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for a delta wave in terms of amplitude and width. However, they were not marked by
the electroencephalographers, most likely because of their abnormal shape. Because
these waves meet the criteria for a delta wave, they are good examples of how an
automated approach is more consistent than human readers. However, it is unclear
if this consistency has any diagnostic value or not.
(a) (b)
(c) (d)
Figure 3.9: Delta waves that are false positives
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3.4.2 Comparison with Clinical Outcome
As a first step in determining whether the algorithm has some diagnostic value, the
algorithm was used to compare a group of normal infants to a group of very abnormal
infants. There were 14 healthy infants, all of whom had normal neuroimaging studies
during their neonatal intensive care unit course and normal neurodevelopmental out-
come at two years of age. There were 8 abnormal infants. The abnormal infants had a
mean gestational age of 26 weeks, mean CRIB (Critical Risk Index for Babies) scores
of 5.25, and 3 of whom had intracranial hemorrhages. It should be noted that the
abnormal data was collected on infants in St. Louis, Missouri, while the normal data
was collected on infants in Melbourne, Australia. So despite the use of the same EEG
machine, the same type of voltage leads, and the same filter settings, the difference
in location may introduce some systematic error.
Figure 3.10 contains a plot of the number of delta waves per hour, as determined
by the algorithm, versus the infant’s posmenstrual age. The normal infants are shown
in red and the abnormal infants are in blue, with appropriately colored lines connect-
ing different timepoints for the same infant. From the plot, it is easily seen that
the abnormal infants tend to have more delta waves present in their EEG recordings.
This finding is expected; slower frequencies such as delta waves typically indicate dys-
maturity, so it is not surprising that the abnormal infants would have more of them.
These preliminary results are encouraging because they demonstrate the algorithm’s
ability to distinguish between infants with normal development and infants with very
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abnormal development.
Figure 3.10: A plot of the number of delta waves from normal and abnormal infants.
The lines connect different timepoints from the same infant, with red lines for normal
and blue lines for abnormal
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3.5 Interburst Interval Results
Compared to the delta waves, interburst intervals are rather simple to identify. From
the outset of testing the algorithm on interburst intervals, it was obvious that only
one pattern was needed to identify them. Once it was determined that the algorithm
classified interburst intervals reasonably well, it was compared to both experienced
electroencephalographers and clinical outcome to test its efficacy in those regimes.
3.5.1 Comparison with Electroencephalographers
The same sections of EEG examined by the electroencephalographers for delta waves
were also marked for interburst intervals. For consistency, it was determined that the
interburst intervals needed to exceed 5 seconds to be counted. The results can be seen
in Table 3.5, from which one can see that a total of 88 periods of interburst interval
were identified by all three scorers. The number of interburst intervals identified was
relatively consistent among the three scorers, although the algorithm, which identified
56 periods, was slightly more conservative than Readers 1 and 2, who identified 65
and 62, respectively.
The comparison of the algorithm to both readers is found in Table 3.6. The method
is similar to the comparison of delta waves, in which only interburst intervals identified
by both expert readers were considered. From the table, a total of 48 interburst
intervals were agreed upon by Reader 1 and Reader 2, of which 42 (85%) were correctly
identified by the algorithm. 7 false positives were also identified, yielding a false
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positive to true positive ratio of 0.17. Again, the same comparison is done for both
expert readers (see Tables 3.7 and 3.8). For Reader 2, 42 (89%) of 47 interburst
intervals were identified, with 9 false positives (0.21), and for Reader 1, 42 (89%)
of 47 interburst intervals were identified, with 12 false positives (0.29). From these
numbers, one can see that the algorithm is slightly more conservative than the expert
readers in its classification of interburst intervals, which minimizes the number of
false positives while still being sensitive enough to correctly identify most intervals.
Table 3.5: Comparison of the Number of Interburst Intervals Identified
1 Reader 1 65
2 Reader 2 62
3 Algorithm 59
4 Total 86
Table 3.6: Comparison of Algorithm to Expert Readers in Identifying Interburst
Intervals
1 Total Number of Interburst Intervals Identified by both Reader 1 and Reader 2 48
2 True Positives(Number of Interburst Intervals in Row 1 Identified by Algorithm) 42
3 True Positives / Total Number 0.85
4 False Positives (Identified by Algorithm but Rejected by Reader 1 and Reader 2) 7
5 False Positives / True Positives 0.17
Again we take a look at some individual features to gain more insight into the
performance of the algorithm. Some of the obvious interburst intervals are shown
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Table 3.7: Comparison of Reader 2 to Reader 1 and Algorithm in Identifying Inter-
burst Intervals
1 Total Number of Interburst Intervals Identified by both Reader 1 and Algorithm 47
2 True Positives(Number of Interburst Intervals in Row 1 Identified by Reader 2) 42
3 True Positives / Total Number 0.89
4 False Positives(Identified by Reader 2 but Rejected by Reader 1 and Algorithm) 9
5 False Positives / True Positives 0.21
Table 3.8: Table Comparing Reader 1 to Reader 2 and Algorithm in Identifying
Interburst Intervals
1 Total Number of Interburst Intervals Identified by both Reader 2 and Algorithm 47
2 True Positives(Number of Interburst Intervals in Row 1 Identified by Reader 1) 42
3 True Positives / Total Number 0.89
4 False Positives(Identified by Reader 1 but Rejected by Reader 2 and Algorithm) 12
5 False Positives / True Positives 0.29
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in Fig. 3.11, along with part of the burst on both ends for perspective. All three
examples here contain at least five seconds of data that have a magnitude less than 10.
Additionally, much of the data has a magnitude less than 5, making these interburst
intervals easy to identify for both the readers and the algorithm. However, just as in
the case of delta wave identification, there are segments of data that are on the border
between interburst intervals and general activity, and it is worthwhile to explore these
further.
Individual Cases
Three borderline true positives are shown in Fig. 3.12. In all three cases, the data
are near zero for a period of at least 5 seconds, but they also have some parts of that
5 seconds that approach the bounds set by the L and H vectors. For example, in
3.12(a), these questionable areas are located at about 1.75 seconds and between 4.5
and 6 seconds. In the three segments of data shown in Fig. 3.12, the periods of slightly
higher amplitude were not enough to deter the experts from marking them interburst
intervals, nor were they significant enough to lower the posterior probability of the
interburst interval interval below the general activity class. However, data in which
the readers and the algorithm disagreed can be found in Figures 3.13 and 3.14, which
contain images of false positives and false negatives, respectively. It is interesting
to compare these images because, even after careful study, it is difficult to make a
distinction between what should be considered interburst interval and what should
not be because the data are very similar. From a practical standpoint, we are not
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(a)
(b)
(c)
Figure 3.11: Examples of data containing obvious interburst intervals
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too concerned about disagreements between the algorithm and the readers when the
differences in the data are this fine; the important point is that they are in generally
good agreement, with the algorithm not making any aggregious errors.
3.5.2 Comparison with Clinical Outcome
To test whether the algorithm has some diagnostic value with respect to interburst
interval detection, the interburst interval results have been plotted in Figs. 3.15 and
3.16 for the same cohort of normal and abnormal infants as described in section 3.4.2.
Figure 3.15 displays the maximum length of interburst intervals for each infant at
different timepoints. The results are surprising because they show the normal infants
tending to have longer periods of suppression. Figure 3.16, which plots the percentage
of time spent in suppression, further confirms this suprising result by showing the
abnormal infanst spending less time in suppression. The reason for this unexpected
finding is unclear at the moment.
3.6 Conclusion
The algorithm described here has shown promise in its ability to provide an auto-
mated approach to EEG interpretation. The algorithm was in good agreeement with
electroencephalographers; while it did not correctly identify as many delta waves or
interburst intervals as the readers, its false positive rate was significantly lower in
each case. The algorithm appears to have clinical relevance as well. When given data
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(a)
(b)
(c)
Figure 3.12: Examples of true positive interburst intervals
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(a)
(b)
(c)
Figure 3.13: Examples of false positive interburst intervals
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(a)
(b)
(c)
Figure 3.14: Examples of false negative interburst intervals
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Figure 3.15: A plot of the of the maximum length of interburst interval found in
normal and abnormal infants.
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Figure 3.16: A plot of the percentage of time spent in interburst interval for normal
and abnormal infants.
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obtained from a cohort of normal infants and a cohort of very abnormal infants, it
was able to distinguish between the two based on the presence of delta waves. How-
ever, more work will be required to understand why the algorithm identified more
interburst intervals in the normal cohort than the abnormal cohort. Future work will
entail the identification of more waves thought to be clinically relevant, as well as
more testing to determine the extent to which the algorithm can provide clinically
relevant information.
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Distinguishing between Smooth
Delta Waves and Delta Brushes
4.1 Introduction
This project is an extension of the classification algorithm described in Chapter 3.
While that classification algorithm can be used to identify delta waves, it cannot
distinguish between smooth delta waves and delta brushes. Delta brushes have lower
amplitude, high frequency waves superimposed on the delta wave, and they represent
an important developmental landmark. Examples of delta brushes can be seen in
Fig. 4.1, where two “classic” delta brushes are present in the upper panels of (a)
and (b) from -2.75 to -2 seconds and -1.75 to -1.25 seconds. They typically appear
around 28 weeks postmenstrual age and continue through 39 weeks, with maximal
expression around 33-34 weeks postmenstrual age [12]. Their absence during this
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period is indicative of abnormal development, so our goal is to accurately identify
delta brushes when they are present. To identify delta brushes, we must be able to
distinguish between smooth delta waves and delta brushes, and a separate calculation
is needed to accomplish this.
(a) Delta brushes seen with 100 µV y-axis
(b) Delta brushes seen with 200 µV y-axis
Figure 4.1: Delta brushes as seen on two different scales
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4.2 Method
The method for classifying smooth delta waves and delta brushes is similar to the
method taken in the previous chapter. When given a sequence of data {d1, d2, ....dm} =
D, we evaluate the posterior probability p(M |DI) for both classes M , where M = 1
designates the smooth delta wave class and M = 2 designates the delta brush class.
Each class contains multiple patterns, which are represented symbolically by PjM ,
where PjM is the jth pattern in class M . The equation relating the data to each class
is given by
dt = PjM(t) + nt, (4.1)
where nt is an additive noise. We again use the shorthand notation
dt = AtjM + nt, (4.2)
with the understanding that the prior for the amplitude AtjM is given by PjM(t).
The shape of both the smooth delta wave patterns and the delta brush patterns
are identical to the delta wave patterns used in the previous chapter (see Fig. 3.3).
However, the prior information about the amplitudes differ. In order to distinguish
between smooth delta waves and delta brushes, we introduce a first-derivative, or
“smoothness”, constraint on the amplitudes. For smooth delta wave patterns, this
smoothness constraint will require that consecutive amplitudes be close in magnitude.
For delta brush patterns, there will be no such requirement; consecutive amplitudes
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will be allowed to differ in magnitude in order to model brushes when they are present.
4.3 Bayesian Calculations
The posterior probability for a class, p(M |DI), is given by Bayes’ theorem
p(M |DI) = p(D|MI)p(M |I)
p(D|I) . (4.3)
As in the previous calculation, the denominator represents a normalization constant,
and so we assign a uniform prior probability
p(M |DI) ∝ p(D|MI)p(M |I). (4.4)
Because there is no reason to favor either model over the other given only the infor-
mation I, a uniform prior probability will be assigned to the classes and this constant
can be included in the proportionality to obtain
p(M |DI) ∝ p(D|MI). (4.5)
Both classes contain several patterns that are introduced through the sum rule
p(M |DI) ∝
N∑
j=1
p(DPjM |MI). (4.6)
Note that unlike the calculation in the previous chapter, there is no subscript on N
because the number of patterns in both classes is the same. Applying the product
rule to factor p(DPjM |MI) yields
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p(M |DI) ∝
N∑
j=1
p(D|PjMMI)p(PMi |MI), (4.7)
and because there is no reason to favor one particular pattern within a class, a uniform
prior probability is assigned so that p(PjM |MI) = 1/N . Because the number of
patterns in both classes is equal, the term 1/N can be included in the proportionality
constant, and
p(M |DI) ∝
N∑
j=1
p(D|PjMMI) (4.8)
is the resulting equation for the posterior probability.
As in the calculation in the last chapter, we note that the probability for a partic-
ular class M is equal to a summation of the direct probabilities for the data given the
patterns contained in that class. To keep the notation from becoming cumbersome,
we again represent the generic pattern by P and the amplitudes associated with this
pattern are designated as {A1, A2, ...Am} = A. To proceed then with the calculation
of the direct probability for the data given a generic pattern, p(D|PI), the amplitudes
A of the pattern P are introduced by application of the sum rule
p(D|PI) =
∫
p(DA|PI)dA. (4.9)
This is an m-dimensional integral, where m represents the total time of the pattern.
Because there is a first-derivative constraint on the amplitudes, the amplitudes are
not logically independent of one another and care must be taken to factor the priors
correctly. Thus, the equation is written in the form
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p(D|PI) =
∫
p(DA1...Am|PI)dA. (4.10)
The product rule is used to factor A1, A2, and A3
p(D|PI) =
∫
p(DA2...Am|A1PI)p(A1|PI)dA.
=
∫
p(DA3...Am|A1A2PI)p(A1|PI)p(A2|A1PI)dA.
=
∫
p(DA4...Am|A1A2A3PI)p(A1|PI)p(A2|A1PI)p(A3|A1A2PI)dA. (4.11)
At this point the pattern can be seen, and factoring all amplitudes yields
p(D|PI) =
∫
p(D|A1...AmPI)p(A1|PI)
m∏
t=2
p(At|At−1...A1PI)dA, (4.12)
where the prior probability for A1 has been written separately because it does not
have a dependance on any other amplitudes. The probabilities are then assigned
p(D|A1...AmPI) =
m∏
t=1
(2piσ2)−1/2 exp
{−(At − dt)2
2σ2
}
(4.13)
p(A1|PI) = exp
{−(A1 − u1)2
2β21
}
(4.14)
p(At|At−1...A1PI) = c1 exp
{−(At − ut)2
2β2t
}
exp
{−(At − At−1)2
2γ2t
}
. (4.15)
Equation 4.15 contains the first-derivative constraint that applies to amplitudes A2
through Am, and the value of the hyperparameter γt determines how tight this con-
straint is. For delta brush patterns, the value of γt is infinite for all times t, which
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imposes no smoothness constraint and leaves the delta brush patterns free to model
brushes when they are present. For delta wave patterns, the value of γt is finite
for some times t, which requires that consecutive amplitudes be close in magnitude
(smooth) at those times.
Note that a factor of c1 has been included because the prior probability has yet
to be normalized. This normalization is complicated and is dealt with in a separate
section. For now, the calculation will continue with the factor of c1 acting as the
normalization constant. Substituting Eqs. 4.13-4.15 into Eq. 4.12 gives
p(D|PI) =
∫ m∏
t=1
[
(2piσ2)−1/2 exp
{−(At − dt)2
2σ2
}]
c1 exp
{−(A1 − u1)2
2β21
}
×
m∏
t=2
[
exp
{−(At − ut)2
2β2t
}
exp
{−(At − At−1)2
2γ2t
}]
dA, (4.16)
and separating out t = 1 from the product and rearranging yields
p(D|PI) = c1 [(2piσ2)−m/2] ∫ exp{−(A1 − u1)2
2β21
+
−(A1 − d1)2
2σ2
}
×
exp
{
m∑
t=2
[−(At − dt)2
2σ2
+
−(At − ut)2
2β2t
+
−(At − At−1)2
2γ2t
]}
dA. (4.17)
The integrals will have to be evaluated, and to do this, we need a change in notation.
Note that when each of the exponential terms is expanded, there will be terms that
involve A2t and At, terms that have no At dependance, as well as some mixing terms
in which At multiplies At−1. If we gather like terms, then we can rewrite Eq. 4.17 in
the form
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p(D|PI) = c1 [(2piσ2)−m/2] exp{−1
2
m∑
t=1
[
d2t
σ2
+
u2t
β2t
]}
×
∫
exp
{
−1
2
[
m∑
j=1
m∑
k=1
AjRjkAk − 2
∑
j
AjSj
]}
dA. (4.18)
where Rjk is defined by
R ≡

σ−2 + β−21 + γ
−2
1 −γ−22 0
−γ−22 σ−2 + β−22 + 2γ−22 −γ−23
0 −γ−23 . . .
σ−2 + β−2m−1 + 2γ
−2
m−1 −γ−2m
−γ−2m σ−2 + β−2m + γ−2m

(4.19)
and Sj is defined by
S ≡

d1σ
−2
1 + u1β
−2
1
d2σ
−2
2 + u2β
−2
2
d3σ
−2
3 + u3β
−2
3
...
dm−1σ−2m−1 + um−1β
−2
m−1
dmσ
−2
m + umβ
−2
m

. (4.20)
Note that in the R matrix, the first and last entries along the diagonal contain terms
with γ−22 , while all entries in between contain terms 2γ
−2
2 . This discrepancy occurs
because the term γ−2AtAt−1 results in double entries along the diagonal except for
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the first and last positions.
To proceed with the evaluation of the integrals, we define the function
f(A1, A2, ..., Am) ≡ 1
2
{∑
j
∑
k
AjRjkAk − 2
∑
j
AjSj
}
, (4.21)
which is just the negative of the argument of the exponential. This equation can also
be written in matrix-vector notation as
f(A) =
1
2
ATRA−AS. (4.22)
To evaluate the integral, we first Taylor expand f(A) about the peak amplitudes Aˆ:
f(A) ≈ f(Aˆ) + ∂
∂Aˆ
f(A)(A− Aˆ) + 1
2
(A− Aˆ)T ∂
2
∂A2
f(A)(A− Aˆ) (4.23)
The first term in the Taylor expansion is
f(Aˆ) =
1
2
AˆTRAˆ− AˆS. (4.24)
The second term in the Taylor expansion involves the first derivative of the function:
∂
∂A
f(A) = RA− S. (4.25)
But the expansion is about the peak values, which means that the first derivative is
zero when evaluated at the peak
∂
∂A
f(Aˆ) = 0, (4.26)
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so the second term in the Taylor Expansion is equal to zero. The third term in the
Taylor expansion involves the second derivative of the function, which is
∂2
∂A2
f(A) = R. (4.27)
Substituting Eqs. 4.24, 4.26 and 4.27 into 4.23 gives
f(A) =
1
2
AˆTRAˆ− AˆS + 1
2
(A− Aˆ)TR(A− Aˆ) (4.28)
Note that the approximation is now an equality because any terms higher than second
order disappear. While Eq. 4.28 gives us an equation for the exponential, it does not
give the values of the peak amplitudes. To obtain the values for Aˆ, we combine Eqs.
4.25 and 4.26 to get
Aˆ = R−1S, (4.29)
which gives us an equation to obtain the values for the peak amplitudes.
Substituting Eqs. 4.21 and 4.28 into Eq. 4.18, we get
p(D|PI) = c1 [(2piσ2)−m/2] exp{−1
2
m∑
t=1
[
d2t
σ2
+
u2t
β2t
]}
×
exp
{−1
2
AˆTRAˆ + AˆS
}∫
exp
{−1
2
(A− Aˆ)TR(A− Aˆ)
}
dA. (4.30)
It is interesting to stop for a moment and see what has been accomplished by the
Taylor Expansion. The Taylor Expansion has played a role analogous to the “com-
pleting the square” technique that was performed in the last chapter (see Eqs. 3.18
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to 3.23) by factoring terms involving A2t , AtAt−1, and At into the form of (At − Aˆt)2.
However, the analogy is not perfect because the R matrix is not diagonal, and so
(A− Aˆ)TR(A− Aˆ) is not equal to R(A− Aˆ)2. However, this can be accomplished
through a manipulation of the exponential. Let
g(A) ≡ (A− Aˆ)TR(A− Aˆ). (4.31)
There exists a matrix O that is formed by column vectors that are the normalized
eigenvectors of R such that OTRO = R
′
, where R
′
is a diagonal matrix whose
elements are the eigenvalues of R. So, let A = OB such that
g(A) = (OB−OBˆ)TR(OB−OBˆ). (4.32)
This equation is then simplified
g(A) = [O(B− Bˆ)]TR(OB−OBˆ)
= (B− Bˆ)TOTRO(B− Bˆ)
= (B− Bˆ)TR′(B− Bˆ)
= R
′
(B− Bˆ)2, (4.33)
where the last step can be done because R
′
is a diagonal matrix. This result can be
substituted into the integral portion of Eq. 4.30 such that
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∫
exp
{−1
2
(A− Aˆ)TR(A− Aˆ)
}
dA =
∫
exp
{−1
2
R
′
(B− Bˆ)2
}
dB. (4.34)
Because the O vector consists of normalized vectors, there are no volume elements to
worry about. And because R
′
is diagonalized, we can convert the multidimensional
integral to a product over a single integral
∫
exp
{−1
2
(A− Aˆ)TR(A− Aˆ)
}
dA =
m∏
t=1
∫
Bt
exp
{−1
2
R
′
tt(Bt − Bˆt)2
}
dBt, (4.35)
where the symbol R
′
tt represents the t
th diagonal element of the R
′
matrix. The
integral can now be evaluated to yield
∫
exp
{−1
2
(A− Aˆ)TR(A− Aˆ)
}
dA =
m∏
t=1
√
2pi
R
′
tt
, (4.36)
but the diagonal elements of R
′
are just the eigenvalues of the R matrix, so
∫
exp
{−1
2
(A− Aˆ)TR(A− Aˆ)
}
dA =
(2pi)m/2√
det(R)
. (4.37)
Note that at this point there is no reference to the R
′
matrix - everything is in reference
to the original R matrix. This is important from a computational standpoint because
it means the R
′
matrix does not actually have to be created (which would involve
finding the eigenfunctions of R), but instead the only information needed is the
eigenvalues of R.
Substituting Eq. 4.37 into Eq. 4.30 and cancelling factors of 2pi leaves
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p(D|PI) = c1
σm/2
√
det(R)
exp
{
−1
2
m∑
t=1
[
d2t
σ2
+
u2t
β2t
]}
×
exp
{−1
2
AˆTRAˆ + AˆS
}
, (4.38)
which can be rewritten as
p(D|PI) = c1
σm/2
√
det(R)
exp
{
−1
2
m∑
t=1
[
d2t
σ2
+
u2t
β2t
]}
×
exp
{
−1
2
[
m∑
j=1
m∑
k=1
AˆjRjkAˆk − 2
m∑
j=1
AˆjSj
]}
. (4.39)
Equation 4.39 has the same form as Eq. 4.18, with the expected amplitudes taking
the place of the integrals over the amplitudes. But Eq. 4.18 came directly from the
form shown in Eq. 4.17, meaning that Eq. 4.39 can be rewritten in the same form
as Eq. 4.17, where again the expected amplitudes take the place of the integral over
the amplitudes. This change of notation gives
p(D|PI) = c1
σm/2
√
det(R)
exp
{
−(Aˆ1 − u1)2
2β21
+
−(Aˆ1 − d1)2
2σ2
}
×
exp
{
m∑
t=2
[
−(Aˆt − dt)2
2σ2
+
−(Aˆt − ut)2
2β2t
+
−(Aˆt − Aˆt−1)2
2γ2t
]}
, (4.40)
which is the solution we desire for the direct probability of the data given a pattern.
However, the normalization constant still needs to be evaluated, and this is the subject
of the next section.
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4.3.1 The Normalization Constant
Recall that the prior probability for the amplitudes involved two terms: p(A1|PI) and
p(At|At−1...A1PI). In order for the prior to be properly normalized, the equation
1 =
∫
p(A1|PI)p(At|At−1...A1PI)dA (4.41)
must be satisfied. Substituting in the equations used for these probabilities, Eqs. 4.14
and 4.15, and writing the product of exponentials as the exponential of a sum gives
c1−1 =
∫
exp
{−(A1 − u1)2
2β21
}
×
exp
{
m∑
t=2
[−(At − ut)2
2β2t
+
−(At − At−1)2
2γ2t
]}
dA. (4.42)
One can see that this integral is of the same form as 4.17, meaning that the same
approach can be taken as the approach for the calculation for the direct probability
of the data given a general pattern. The same steps are followed, but in less detail.
Equation 4.42 can be rewritten in matrix form
c1−1 = exp
{
−1
2
m∑
t=1
[
u2t
β2t
]}
×
∫
exp
{
−1
2
[
m∑
j=1
m∑
k=1
AjZjkAk − 2
∑
j
AjYj
]}
dA. (4.43)
where Zjk is defined by
132
4.3 Bayesian Calculations
Z ≡

β−21 + γ
−2
1 −γ−22 0
−γ−22 β−22 + 2γ−22 −γ−23
0 −γ−23 . . .
β−2m−1 + 2γ
−2
m−1 −γ−2m
−γ−2m β−2m + γ−2m

(4.44)
and Yj is defined by
Y ≡

u1β
−2
1
u2β
−2
2
u3β
−2
3
...
um−1β−2m−1
umβ
−2
m

. (4.45)
In this calculation, the Z matrix is analagous to the R matrix, and the Y vector is
analagous to the S vector. Similar to the previous calculation, we can Taylor expand
about the peak amplitudes, form a matrix O from the normalized eigenvectors of Z,
and diazonalize the Z matrix to get an equation analagous to Eq. 4.40
c1−1 =
(2pi)m/2√
det(Z)
exp
{
−(Aˆ′1 − u1)2
2β21
}
×
exp
{
m∑
t=2
[
−(Aˆ′t − ut)2
2β2t
+
−(Aˆ′t − Aˆ′t−1)2
2γ2t
]}
, (4.46)
where Aˆ
′
is the vector of peak amplitudes given by the equation Aˆ
′
= Z−1Y.
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Finally, the equation is solved for c1 to yield a normalization constant of
c1 =
√
det(Z)
(2pi)m/2
exp
{
(Aˆ
′
1 − u1)2
2β21
}
exp
{
m∑
t=2
[
(Aˆ
′
t − ut)2
2β2t
+
(Aˆ
′
t − Aˆ′t−1)2
2γ2t
]}
. (4.47)
4.3.2 The Solution
Combining Eqs. 4.40 and 4.47, we get the final solution for the direct probability of
the data given a general pattern
p(D|PI) = 1
(2piσ2)m/2
√
det(Z)√
det(R)
×
exp
{
−(Aˆ1 − u1)2
2β21
+
−(Aˆ1 − d1)2
2σ2
+
(Aˆ
′
1 − u1)2
2β21
}
×
exp
{
m∑
t=2
[
−(Aˆt − dt)2
2σ2
+
−(Aˆt − ut)2
2β2t
+
−(Aˆt − Aˆt−1)2
2γ2t
]}
×
exp
{
m∑
t=2
[
(Aˆ
′
t − ut)2
2β2t
+
(Aˆ
′
t − Aˆ′t−1)2
2γ2t
]}
. (4.48)
To get the probability for a class given the data and background information, Eq.
4.48 is substituted into Eq. 4.8, and appropriate subscripts are applied to get
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p(M |DI) ∝
N∑
j=1
1
(2piσ2)m/2
√
det(Z)√
det(R)
×
exp
{
−(Aˆ1jM − u1jM)2
2β21jM
+
−(Aˆ1jM − d1)2
2σ2
+
(Aˆ
′
1jM − u1jM)2
2β21jM
}
×
exp
{
m∑
t=2
[
−(AˆtjM − dt)2
2σ2
+
−(AˆtjM − utjM)2
2β2tjM
+
−(AˆtjM − Aˆt−1jM)2
2γ2tjM
]}
×
exp
{
m∑
t=2
[
(Aˆ
′
tjM − utjM)2
2β2tjM
+
(Aˆ
′
tjM − Aˆ′t−1jM)2
2γ2tjM
]}
. (4.49)
4.3.3 Check
Given that this calculation is more difficult than the calculation without a first-
derivative constraint, it’s useful to check the result from this chapter against the
result from the previous chapter. To do this, we take the limit as Lt and Ht go to
negative infinity and positive infinity in the result from chapter 3, and we take the
limit as γt goes to infinity in the result from this chapter. When both of these limits
are taken, the result of the previous calculation for the direct probability of the data
given a generic pattern, Eq. 3.37, should be equal Eq. 4.48, which is the result of the
current calculation.
First, we see how the result of last chapter’s calculation changes when the bounds
of Lt and Ht are taken to negative and positive infinity. Equation 3.37, the probability
for the data given a pattern with no first-derivative constraint and finite bounds Lt
and Ht, is rewritten here
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p(D|PI) =
m∏
t=1
1√
2pi(β2t + σ
2)
exp
{−(dt − ut)2
2(β2t + σ
2)
}{
erfc(L
′
t)− erfc(H ′t)
2
}
. (4.50)
When Lt → −∞ and Ht → ∞, the complementary error functions evaluate to
erfc(−∞) = 2 and erfc(∞) = 0, meaning that
{
erfc(L
′
t)− erfc(H ′t)
2
}
= 1, (4.51)
so that the direct probability for the data given in the first calculation becomes
p(D|PI) =
m∏
t=1
1√
2pi(β2t + σ
2)
exp
{−(dt − ut)2
2(β2t + σ
2)
}
. (4.52)
Now we focus on taking the limit as γt goes to infinity with respect to Eq. 4.48.
Immediately, we see that the exponential terms with γt in the denominator go to zero,
meaning that the t = 1 term no longer needs to be separate, and this leaves
p(D|PI) = 1
(2piσ2)m/2
√
det(Z)√
det(R)
×
exp
{
m∑
t=1
[
−(Aˆt − dt)2
2σ2
+
−(Aˆt − ut)2
2β2t
+
(Aˆ
′
t − ut)2
2β2t
]}
. (4.53)
Next we inspect the Z and R matrices. Using Eqs. 4.19 and 4.44, we see that when
γt =∞, these matrices become
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R ≡

σ−2 + β−21 + 0 0
0 σ−2 + β−22 0
0 0
. . .
σ−2 + β−2m−1 0
0 σ−2 + β−2m

(4.54)
and
Z ≡

β−21 0 0
0 β−22 0
0 0
. . .
β−2m−1 0
0 β−2m

, (4.55)
such that
√
det(R) =
m∏
t=1
(σ−2t + β
−2
t )
1/2 (4.56)
and
√
det(Z) =
m∏
t=1
(β−2t )
1/2. (4.57)
So,
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1
(2piσ2)m/2
√
det(Z)√
det(R)
=
∏m
t=1(β
−2
t )
1/2
(2piσ2)m/2
∏m
t=1(σ
−2 + β−2t )1/2
=
m∏
t=1
1√
2pi(σ2 + β2t )
. (4.58)
Substituting this result into Eq. 4.53 yields
p(D|PI) =
{
m∏
t=1
1√
2pi(σ2 + β2t )
}
×
exp
{
m∑
t=1
[
−(Aˆt − dt)2
2σ2
+
−(Aˆt − ut)2
2β2t
+
(Aˆ
′
t − ut)2
2β2t
]}
. (4.59)
In order to continue, it’s necessary to find the values of Aˆ
′
t and Aˆt. We will start
by solving for the values of Aˆ
′
t, which are given by Aˆ
′
= Z−1Y, and find
Aˆ
′
=

β21 0 0
0 β22 0
0 0
. . .
β2m−1 0
0 β2m


u1β
−2
1
u2β
−2
2
u3β
−2
3
...
um−1β−2m−1
umβ
−2
m

=

u1
u2
u3
...
um−1
um

. (4.60)
Because Aˆ
′
t = ut, Eq. 4.59 simplifies to
p(D|PI) =
{
m∏
t=1
1√
2pi(σ2 + β2t )
}
exp
{
m∑
t=1
[
−(Aˆt − dt)2
2σ2
+
−(Aˆt − ut)2
2β2t
]}
. (4.61)
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Next, we find the values of Aˆ. Equations 4.54 and 4.20 can be rewritten and substi-
tuted into the equation Aˆ = R−1S to get
Aˆ =

σ2β21
σ2+β21
0 0 0
0
σ2β22
σ2+β22
0 0
0 0
σ2β23
σ2+β23
0
0 0 0
. . .


d1β21+u1σ
2
σ2β21
d2β22+u2σ
2
σ2β22
d3β23+u3σ
2
σ2β23
...

=

d1β21+u1σ
2
σ2+β21
d2β22+u2σ
2
σ2+β22
d3β23+u3σ
2
σ2+β23
...

, (4.62)
or
Aˆt =
dtβ
2
t + utσ
2
σ2 + β2t
. (4.63)
When this equation for Aˆt is substituted into the exponential from Eq. 4.61 and
simplified, we find
exp
{
m∑
t=1
[
−(Aˆt − dt)2
2σ2
+
−(Aˆt − ut)2
2β2t
]}
=
m∏
t=1
exp
{−(ut − dt)2
2(σ2 + β2t )
2
}
. (4.64)
Finally, substitution of Eq. 4.64 into 4.61 results in
p(D|PI) =
m∏
t=1
1√
2pi(β2t + σ
2)
exp
{−(dt − ut)2
2(β2t + σ
2)
}
, (4.65)
which is the same as Eq. 4.52, which confirms that our equation for the direct
probability for the data given a pattern with a first-derivative constraint is correct.
139
4.4 Results
4.3.4 More on the Patterns
An example of both a delta brush pattern and a smooth delta wave pattern can be
seen in Fig. 4.2. For the delta brush pattern, γt is infinite for all t, which imposes
no smoothness constraint on the amplitudes in the delta brush pattern. For the
smooth delta wave pattern, the only non-infinite values of γt are found when the
mean, ut, is greater than two-thirds the total amplitude of the wave, which imposes
the smoothness constraint at the top of the wave and requires that brushes not be
present. There will, however, be some differences in magnitude between consecutive
amplitudes even in smooth delta waves, and these differences in magnitude will vary
depending on the width of the pattern. For wider delta waves, these differences will
be smaller, and for skinnier delta waves, these differences will be larger. Thus, the
value of γt varies between patterns: from γt = 12 in the skinniest pattern to γt = 6 in
the widest smooth delta wave pattern. These values were determined by optimizing
the algorithm’s performance when classifying waves in a ten minute segment of data
marked by the electroencephalographers.
4.4 Results
4.4.1 Comparison with Electroencephalographers
While marking the 120 minutes of recording described in the previous chapter, the
electroencephalographers also marked whether they considered each delta wave to be
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(a) (b)
Figure 4.2: An example delta brush pattern and an example smooth delta wave
pattern
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either a delta brush or a smooth delta wave. The results are shown in Table 4.1, where
only delta waves marked by both readers and the algorithm were considered for study.
One can see that Reader 2 and the algorithm were in good agreement on the number
of smooth delta waves and delta brushes, with Reader 1 marking significantly fewer
delta brushes than either Reader 2 or the algorithm. However, when the numbers are
examined more closely, it becomes apparent that the expert readers were in closer
agreement with each other than the algorithm was with either of them.
Table 4.1: Comparison of the Number of Total Delta Waves, Smooth Delta Waves,
and Delta Brushes Identified by Reader 1, Reader 2, and the Algorithm
Reader Total Delta Waves Smooth Delta Waves Delta Brushes
1 Reader 1 498 432 66
2 Reader 2 498 408 90
3 Algorithm 498 406 92
Table 4.2 offers a more detailed look at the performance of the algorithm. Only
waves that were agreed upon by both Reader 1 and Reader 2 were considered; waves
that did not have this agreement were ignored. Several interesting results are shown
in the table. First, there were significantly more smooth delta waves present than
delta brushes, with the difference being nearly an order of magnitude. Second, the
algorithm has a much better smooth delta wave detection rate (89%) than delta
brush detection rate (61%). The reason for this discrepancy lies in the difference
between the total numbers of smooth delta waves and delta brushes; with significantly
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fewer delta brushes, it is rare to get all three scorers to agree that a wave is a delta
brush, which decreases their detection rate. This phenomenon also helps explain
the final major point: the number of false positive delta brushes identified by the
algorithm was higher than the number of true positive delta brushes it identified.
At first sight, this result is alarming; if the algorithm is identifying more incorrect
delta brushes than correct delta brushes, it appears to be failing. However, the
algorithm’s performance must be judged against the other readers, so Tables 4.3
and 4.4 are presented to offer some perspective. One can see that Readers 1 and 2
each had better true positive rates for both smooth delta waves and delta brushes
than the algorithm. However, Reader 2 had the same problem as the algorithm in
having more false positive delta brushes than true positives. This result underscores
the difficulty in identifying delta brushes. Indeed, there is a continuum of waves
between perfectly smooth delta waves and “classic” delta brushes, so forcing them
to be classified into one of two categories will inevitably lead to disagreements, even
between two experienced electroencephalographers. Ultimately, the results of these
markings indicate that while the algorithm does not perform as well as the expert
readers, it performs at an acceptable level when distinguishing between delta brushes
and smooth delta waves.
Individual Cases
It is again helpful to look at the algorithm’s performance by looking at the classifica-
tion results of some individual waves. Figures 4.3 and 4.4 contain examples of obvious
143
4.4 Results
Table 4.2: Table Comparing Algorithm to Reader 1 and Reader 2
1 Smooth Delta Waves Identified by both Reader 1 and Reader 2 386
2 Delta Brushes Identified by both Reader 1 and Reader 2 44
3 Smooth Delta Wave True Positives 344 (89%)
4 Smooth Delta Wave False Positives 17
5 Delta Brush True Positives 27 (61%)
6 Delta Brush False Positives 42
Table 4.3: Table Comparing Reader 2 to Reader 1 and Algorithm
1 Smooth Delta Waves Identified by both Reader 1 and Algorithm 375
2 Delta Brushes Identified by both Reader 1 and Algorithm 35
3 Smooth Delta Wave True Positives 344 (92%)
4 Smooth Delta Wave False Positives 8
5 Delta Brush True Positives 27 (77%)
6 Delta Brush False Positives 31
Table 4.4: Table Comparing Reader 1 to Reader 2 and Algorithm
1 Smooth Delta Waves Identified by both Reader 2 and Algorithm 358
2 Delta Brushes Identified by both Reader 2 and Algorithm 42
3 Smooth Delta Wave True Positives 344 (96%)
4 Smooth Delta Wave False Positives 15
5 Delta Brush True Positives 27 (64%)
6 Delta Brush False Positives 14
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smooth delta waves and obvious delta brushes, respectively, that were correctly clas-
sified by the algorithm. In these more obvious instances, the algorithms performance
was nearly perfect. However, the majority of the waves are not this ideal - many
waves exist on the border between smooth delta waves and delta brushes, and this is
where the algorithm’s performance must be examined more closely.
Figures 4.5 and 4.6 both contain waves that the algorithm marked as smooth delta
waves, but in Fig. 4.5 they are true positives, and in Fig. 4.6 they are false positives.
One can see from these two figures why it is difficult for the algorithm to effectively
distinguish between the two types of waves because they are very similar to each other.
Additionally, Figs. 4.7 and 4.8 both contain waves that the algorithm classified as
delta brushes, but those in Fig. 4.7 are true positives and those in Fig. 4.8 are false
positives. Again, in most instances, these waves are very similar to each other, and
forcing them into one of two categories has led to these misclassifications. One obvious
exception is Fig. 4.8(b), which is a delta wave that was classified incorrectly because
its large amplitude and “sharp” configuration mean that consecutive amplitudes differ
enough to be classified as brushes.
4.4.2 Comparison with Clinical Outcome
Figure 4.9 contains a plot of the fraction of total delta waves that were delta brushes
for the cohort of infants described in subsection 3.4.2. The plot shows a nice distinc-
tion between the normal infants, who are shown in red, and the abnormal infants,
who are shown in blue. The normal infants have a higher percentage of delta waves
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(a) (b)
(c) (d)
(e) (f)
Figure 4.3: Obvious smooth delta waves correctly classified by the algorithm
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(a) (b)
(c) (d)
(e) (f)
Figure 4.4: Obvious delta brushes correctly classified by the algorithm
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(a) (b)
(c) (d)
(e) (f)
Figure 4.5: True positive smooth delta waves that are borderline
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(a) (b)
(c) (d)
(e) (f)
Figure 4.6: False positive smooth delta waves. These waves were determined to
be delta brushes by the expert readers but marked as smooth delta waves by the
algorithm.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.7: True positive delta brushes. These waves were determined to be delta
brushes by both the algorithm and the expert readers.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.8: False positive delta brushes. These waves were determined to be smooth
delta waves by the expert readers but marked as delta brushes by the algorithm.
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that are delta brushes, which is to be excpected since the presence of delta brushes
is consdered to be a marker of normal development. The algorithm’s performance
in distinguishing between normal and abnormal infants demonstrates its promise in
providing some prognostic insight.
Figure 4.9: A plot of the percentage of delta waves that were delta brushes in normal
and abnormal infants. The lines connect different timepoints from the same infant,
with red lines for normal infants and blue lines for abnormal infants
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4.5 Conclusion
The problem of distinguishing between delta brushes and smooth delta waves is dif-
ficult because of the continuum that exists between these two categories, but the ap-
plication of a first-derivative constraint to the pattern recognition algorithm provided
reasonably good agreement with electroencephalographers. Moreover, application of
the algorithm to a cohort of normal and a cohort of abnormal infants demonstrated
the algorithm’s ability to distinguish between these two groups. However, further
testing will be required to determine the algorithm’s efficacy when applied to infants
that lie between these normal and very abnormal categories.
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Chapter 5
Conclusion and Future Work
5.1 Conclusion
The Bayesian approach taken in this project is possible because of the work of Bayes,
Laplace, Cox, Jeffreys, Jaynes, and others. Starting from a definition of probability
as a state of knowledge, and requiring that three simple desiderata are satisfied, the
sum and product rules can be derived. These rules for manipulating probabilities, as
well as the rules for assigning probabilities, can be applied to a wide range of problems
in inference.
In this project, we have applied Bayesian inference to the EEG monitoring of
premature infants, who are particularly susceptible to a variety of ailments that can
result in severe motor and cognitive disability. EEG has the potential to offer a
non-invasive and continuous method for monitoring the premature brain to identify
these problems, but its full potential has yet to be realized because of a lack of stan-
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dardized measures and the delay that occurs between recording and diagnosis. An
automated approach that could provide real-time, objective information to clinicians
could greatly enhance the effectiveness of EEG monitoring. To achieve its full poten-
tial, this automated approach should be able to report on the three aspects of EEG
recordings already identified by electroencephalographers: developmental landmarks,
continuity, and synchrony. The Bayesian approach taken here focused primarily on
developmental landmarks, but it is possible to extend the algorithm to provide mea-
sures of continuity and synchrony, which will be the subject of future work.
The identification of developmental landmarks has proven to give reasonable agree-
ment with electroencephalographers. The algorithm was able to correctly identify
nearly as many delta waves and interburst intervals as the readers, while keeping
its false positive rate low. The problem of distinguishing between delta brushes and
smooth delta waves is difficult because of the continuum that exists between these two
categories, but the application of a first-derivative constraint to the pattern recogni-
tion algorithm provided reasonably good agreement with electroencephalographers.
The algorithm appears to have clinical relevance as well. When given data ob-
tained from a cohort of normal infants and a cohort of very abnormal infants, the
algorithm showed promise in its ability to distinguish between the two based on the
presence of delta waves. In addition, a clear distinction between the two cohorts
existed in the identification of smooth delta waves and delta brushes. Further testing
will be required to understand why the algorithm detected more interburst intervals
in the normal cohort than the abnormal cohort. Additionally, further testing will be
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required to determine the algorithm’s efficacy when applied to infants that lie between
the normal and very abnormal categories.
5.2 Future Work
Future work on this project will focus on the identification of more waves thought
to be clinically relevant, additional testing of the algorithm’s clinical relevance, and
exploring the possibility that the algorithm can be extended to detect seizures. With
respect to the identification of more types of waves, the first step will most likely
be the idenfication of temporal theta bursts, which were described in section 1.2.3
and can be seen in Fig. 1.11. Work has already begun in the detection of temporal
theta bursts with the creation of several theta wave patterns, and some preliminary
testing has been done to determine their effectiveness at identifying theta bursts, but
the algorithm has not been tested against electroencephalographers so the results
have not been reported. In addition to temporal theta bursts, frontal sharp wave
transients and temporal alpha bursts will be explored to determine their diagnostic
value to the algorithm. Finally, with the identification of more classes of waves, and
the incorporation of multiple EEG channels into the analysis, it is hoped that some
preliminary synchrony measures can be explored.
More testing will be needed with respect to the algorithm’s clinical applications.
It will be especially important to test the algorithm’s performance when given data
on infants who aren’t separated into normal and abnormal categories, but instead lie
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somewhere between these extremes. The data for such a project is readily available.
EEG recordings have been taken on 120 infants at St. Louis Children’s Hospital
for a separate study, and measures on these infants’ outcomes are also available.
Comparison of the algorithm’s results to the infants’ outcomes should yield more
insight into the algorithm’s prognostic value.
Finally, it would be interesting to see if the algorithm can be applied to the
problem of seizure detection. Some preliminary work has been done on the problem of
seizure detection, but with little success, so more work is needed to see if the pattern
recognition approach is viable. Because seizure waves vary substantially between
infants, and even within the same infant, a pattern recognition approach may not be
possible. Nevertheless, it is worth exploring.
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