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Abstract—We consider the estimation distortion of a dis-
tributed sensing system with finite number of sensor nodes, in
which the nodes observe a common phenomenon and transmit
their observations to a fusion center over orthogonal channels.
In particular, we investigate whether the coded scheme (separate
source-channel coding) outperforms the uncoded scheme (joint
source-channel coding) or not. To this end, we explicitly derive
the estimation distortion of a coded heterogeneous sensing system
with diverse node and channel configurations. Based on this
result, we show that in a homogeneous sensing system with
identical node and channel configurations, the coded scheme
outperforms the uncoded scheme if the number of nodes is
K = 1 or K = 2. For homogenous sensing systems with
K ≥ 3 nodes and general heterogeneous sensing systems, we also
present explicit conditions for the coded scheme to perform better
than the uncoded scheme. Furthermore, we propose to minimize
the estimation distortion of heterogeneous sensing systems with
hybrid coding, i.e., some nodes use the coded scheme and other
nodes use the uncoded scheme. To determine the optimal hybrid
coding policy, we develop three greedy algorithms, in which the
pure greedy algorithm minimizes distortion greedily, the group
greedy algorithm improves performance by using a group of
potential sub-polices, and the sorted greedy algorithm reduces
computational complexity by using a pre-solved iteration order.
Our numerical and Monte Carlo results show that the proposed
algorithms closely approach the optimal policy in terms average
estimation distortion.
Index Terms—Distributed sensing, source-channel separation
theorem, estimation distortion, greedy algorithms.
I. INTRODUCTION
Sensing the phenomenon of interest with spatially dis-
tributed sensors and estimating the phenomenon with a cen-
tralized fusion center is a fundamental application of wireless
sensor networks (WSNs). This scenario is referred to as
distributed sensing and has wide applications in environment
monitoring [1], industrial automation [2], target surveillance
and tracking [3], and so on. In such sensing systems, one well
known problem is whether the separate source-channel coding
outperforms the joint source-channel coding or not.
For point-to-point channels, Shannon has proved that the
separate source-channel coding is an optimal strategy [4]. That
is, we can consider the problem of source coding separately
from the problem of channel coding and transmit a stationary
ergodic source over a channel if and only if the entropy rate
Y. Dong is with the School of Electronic and Information Engineering,
Nanjing University of Information Science and Technology, Nanjing 210044,
China. Y. Dong is also with the National Mobile Communications Research
Laboratory, Southeast University, Nanjing 210096, China (e-mail: yunquan-
dong@nuist.edu.cn).
This work was supported by the National Natural Science Foundation of
China (NSFC) under Grant 61701247, the Startup Foundation for Introducing
Talent of NUIST under Grant 2243141701008, the open research fund of
National Mobile Communications Research Laboratory, Southeast University,
under grant No. 2020D09.
(or the rate-distortion function) of the source is less than the
capacity of the channel. In the network context, however, the
separate source-channel coding is not optimal in general [5]–
[7]. As shown in [5], the joint source-channel coding strictly
outperforms the separate channel-source coding in distributed
sensing systems with coherent Gaussian multiple access. In
particular, the joint source-channel coding can be implemented
through uncoded forwarding, i.e., the observations are am-
plified and forwarded to the fusion center without coding
[6]. Later, a multi-letter rate-distortion region was developed
for distributed sensing systems with separate source-channel
coding and orthogonal multiple access [8]. For a two-node
system, it was further shown that the joint source-channel
coding is strictly inferior to the separate source-channel coding
in terms of rate-distortion and power-distortion regions.
In this paper, we consider the estimation distortion of a
distributed sensing system with orthogonal multiple access
and finite number of nodes. To be specific, the observa-
tions made by the nodes are corrupted by Gaussian noises
and are transmitted to the fusion center through orthogonal
Gaussian channels. With the received observations, the fusion
center estimates the source signal using a best-linear-unbiased-
estimator (BLUE) [9]. Under the mean-squared error (MSE)
measure, we evaluate the estimation distortion of the system
with the following easy-implementing coding schemes:
• the coded scheme: each node encodes its distorted ob-
servations with lossy source coding and then transmits
the obtained index to the fusion center using ideal chan-
nel coding, i.e., employing the separate source-channel
coding;
• the uncoded scheme: each node amplifies its observations
and then transmits them to the fusion center directly, i.e.,
using the joint source-channel coding;
• the hybrid coding: some nodes use the coded scheme and
the other nodes use the uncoded scheme.
Moreover, we consider the following two types of sensing
systems:
• the heterogeneous sensing system in which the nodes have
different transmit powers and different observation noise
powers while the channels have its own channel gains;
• the homogeneous sensing system in which the nodes have
the same observation noise power and transmit power
while all the channels share the same channel gain and
channel noise power.
Furthermore, we propose three greedy algorithms to deter-
mine the optimal coding policy for heterogeneous sensing sys-
tems with hybrid coding. Namely, the pure greedy algorithm
which adds a local optimal node to the active node set in
each iteration, the group greedy algorithm which iteratively
updates the coding policy based on a group of potential
policies obtained in the previous iteration, and the sorted
greedy algorithm which determines the coding policy of each
node according a pre-solved order.
A. Main Contributions
The main contributions of the paper are as follows.
1) Fundamental limits: We explicitly present the estimation
distortion of heterogeneous sensing systems and homo-
geneous sensing systems with finite number of nodes,
with the coded scheme or/and the uncoded scheme,
respectively.
2) Necessary and sufficient conditions: We explicitly
present the condition for the coded scheme to be optimal
in homogeneous sensing systems. We show that when
the number of nodes is small (e.g., K = 1, 2), the coded
scheme outperforms the uncoded scheme regardless of
the observation signal-to-noise ratio (SNR) and the
channel SNR of the system; for K ≥ 3, we show that
the coded scheme is optimal in the low observation SNR
regime and derive the corresponding boundary explicitly.
For heterogeneous sensing systems, we also present a
general condition for the coded scheme to be optimal.
3) Efficient algorithms: We propose three greedy algo-
rithms to search the near optimal coding policy for het-
erogeneous sensing systems with hybrid coding. While
the group greedy algorithm performs the best in terms
of estimation distortion and policy error rate, the sorted
greedy algorithm find its solution with the minimum
computational complexity, and the pure greedy algo-
rithm achieves a good trade-off between distortion per-
formance and computational complexity.
B. Related Works
There have been many works investigating how the multiple
access scheme affects the estimation distortion of distributed
sensing systems. In [5]–[7], the nodes communicate with
the fusion center through a coherent multiple access channel
(MAC), i.e., all the nodes are synchronized at subcarrier-
level and their transmitted signals are mixed naturally at the
fusion center. In this case, it is concluded that the uncoded
scheme outperforms the separate source-channel coding, and
has the optimal asymptotic scaling behavior when the source
signal is Gaussian distributed [5]–[7], or satisfy a certain
mean condition [10]. It is also noted that the coherent MAC
shares a similar concept with the non-orthogonal multiple-
access (NOMA), which has been extensively investigated
in recent years [11], [12]. In particular, NOMA is a very
promising technology in terms of throughput and latency, since
many signaling overheads (e.g., require-to-send and clear-to-
send) can be eliminated or reduced. Facilitated with the low-
complexity multi-user detection technology, therefore, NOMA
will be a key enabler of the fifth generation (5G) cellular
communication system, in which the limited time, frequency,
and power resources need to be shared among a large num-
ber devices. In coherent MAC and NOMA based systems,
however, the requirement on the subcarrier-level synchroniza-
tion among sensor nodes presents serious challenge to their
implementations. When the full coordination among sensor
nodes is unavailable, therefore, it is more convenient to com-
municate with the fusion center through orthogonal multiple
access, such as time/frequency/code-division-multiple-access
(TDMA/FDMA/CDMA) [8], [13]. Later, a hybrid multiple-
access scheme was proposed in [14], which allows the nodes
of a same group to share the same channel and the groups to
use orthogonal channels.
The power allocation of distributed sensing systems also
attracts many attentions [13]–[16]. In [13], the optimal power
scheduling and the optimal quantization scheme were con-
sidered for a sensing system with orthogonal MAC and
decentralized quantization. The authors further showed that
the optimal power scheduling can be solved through convex
optimizations and admits a distributed implementation if the
MAC is coherent [15]. The estimation outage probability, the
estimation diversity, and the optimal power allocation were
investigated for an uncoded sensing system with orthogonal
MAC in [16]. From a node collaboration perspective, energy
efficient message sharing (among neighboring nodes) schemes
and node selection schemes were proposed in [17] and [18],
respectively. It was also shown in [19] and [20] that by using
the low density parity-check (LDPC) codes in distributed
source coding and joint source-channel coding, the achiev-
able rate region and energy efficiency can closely approach
the Slepian-Wolf limit. The power scheduling of distributed
sensing systems has also been exhaustedly studied in scenarios
of energy harvesting and wireless power transfer, in which the
sensor nodes harvest energy from the ambient environment or
from a radio energy source. Since the energy arrival processes
are random, the instantaneous distortions of these systems
are also random, and thus we can minimization the average
MSE distortion of the system by using the Markov decision
process (MDP) based stochastic control [21], the Lyapunov
optimization technique [22], or the semidefinite relaxation
framework [23].
C. Organizations
This paper is organized as follows. Section II presents
our system model, coding model, and estimation model. We
investigate the estimation distortions of heterogeneous sensing
systems and homogeneous sensing systems in Section III and
Section IV, respectively. In Section IV, we also present the
conditions for the coded scheme to be optimal. In Section V,
we explicitly present the condition for the coded scheme to
be optimal in heterogeneous sensing systems. Moreover, we
present the estimation distortion of heterogeneous sensing sys-
tems with hybrid coding and propose three efficient algorithms
to solve the near optimal coding policy. The obtained results
are presented via numerical results and verified via Monte
Carlo simulations in Section VI. Finally, we shall conclude
our work in Section VII.
Notations: Boldface letters indicate vectors and matrices.
vT denotes the transpose of the vector. 1K represents a K
dimensional vector of ones and IK represents a K × K
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Fig. 1. Distributed sensing model. ENCS denotes the source encoder,
ENCC denotes the channel encoder, DECS denotes the source de-
coder, DECC denotes the channel decoder, and FC is the fusion center.
dimensional unit matrix. diag(c1, c2, · · · , cK) is a K × K
dimensional diagonal matrix. K = {1, 2, · · · , |K|} is a set
of integers and |K| denotes the cardinality of the set. For any
subset A ∈ K, we denote v−A = {vi : i ∈ K −A}. x ⊥ y|z
means that random variables x and y are independent from
each other when z is given. ⊕ is the bitwise modulo-two sum
operator and
(
n
k
)
is the Binomial coefficient.
II. SYSTEM MODEL
Consider a heterogeneous sensor network of K nodes, each
node observing a common phenomenon (source signal) θ
characterized by a Gaussian process. The observations will
be separately encoded and transmitted to a remote fusion
center over orthogonal Gaussian channels, as shown in Fig. 1.
Afterwards, the fusion center will decode the received signals
and make an estimation of θ.
A. Source Model and Channel Model
We assume that the source signal {θn, n = 1, 2, · · · } is
a Gaussian process with zero-mean and variance σ2θ . We
denote the node set as K = {1, 2, · · · ,K} and the frequency
bandwidth of the transmitted signals as W . We further denote
the transmit power of node k as Pk, the power gain of the k-
th channel as gk, and the corresponding channel noise power
as σ2chk. Thus, the channel SNR of the k-th channel can be
expressed as γchk =
gkPk
σ2
chk
.
On the source model and the channel model, we consider
the following assumptions.
A1 {θn} is stationary, as is assumed in [5]–[8], [16]–[18].
According to Rhhlin’s ergodic decomposition theorem,
we know that any stationary source having an alphabet
with a separable σ-algebra can be considered as a unique
mixture of a (possibly uncountable) number of station-
ary ergodic sub-sources. This means that there exists
a universal and optimal code/estimation as if we had
known in advance which sub-source was chosen [24]. For
most practical scenarios, therefore, {θn} can be treated as
an ergodic source without the assumption of ergodicity.
Moreover, the obtained results can be generalized to sys-
tems with non-stationary sources [25] or quasi-stationary
sources [26], as long as the period before the next change
in distribution is sufficiently long for the required source
coding and channel coding (e.g., we have 105 channel
uses per second with block length TB = 10 µs).
A2 The channel gain of each link is available at the fusion
center. With the strong computational capability of the
fusion center, this can be realized by efficient channel
estimation techniques, e.g., [31], [32].
A3 Pairwise synchronization between the nodes and the
fusion center.
A4 gk = 1 for all k ∈ K. It should be noted that by varying
the channel noise power, we can evaluate the influence
of channel attenuation equivalently. For a fixed noise
power σ2nk, for example, we can set σ
2
chk = σ
2
nkd
α
k and
change σ2chk instead of varying distance dk, in which α
is the pathloss exponent. By considering some additional
multiplicative gains, this model can also be extended to
systems with block fading (cf. Subsection VI-B).
A5 Each node observes the phenomena at a rate 2W . In each
second, therefore, the number of observations is equal to
the number of channel uses for each node.
In particular, we do not need the phase shifts of channel
gains and the subcarrier-level synchronization at the fusion
center, as in [16].
Based on assumption A4, the channel SNR of the k-th
channel can be rewritten as γchk =
Pk
σ2
chk
.
B. Coding Model
In a certain epoch, we denote the source sample as θ and the
observation of sensor node k as θ˜k. Due to accuracy issues,
the observation suffers from independently and identically
distributed (i.i.d.) Gaussian observation noise nobk with zero-
mean and variance σ2obk. We then have θ˜k = θ + nobk and
denote the observation SNR as γok =
σ2θ
σ2
obk
.
We assume that the distorted observations are encoded with
separate source-channel coding at each node distributedly. To
be specific, each node encode a sequence of its observations
into a message index using ideal lossy source coding [28,
Chap. 10.2, Definition 10.7]. The index is then encoded
into an ideal channel codeword, which would be transmitted
to the fusion center through a separate Gaussian channel
(e.g., in a separate frequency band). When the fusion center
receives a distorted channel codeword, it decodes the index
accurately and then obtains a recovery xk of θ˜k with a
certain quantization distortion σ2quk, i.e., E[(θ˜− xk)2] = σ2quk.
When the codewords of source coding and channel coding
are sufficiently long, the rate-distortion limit of each node
and the capacity of each channel can be approached, which
are, respectively, given by [28, Chap. 9.1, Theorem 9.1.1 and
Chap. 10.2, Theorem 10.3.2]
rchk = W log (1 + γchk) , (1)
rsck = W log
σ2θ + σ
2
obk
σ2quk
. (2)
Thus, the quantization distortion σ2quk can be expressed as
σ2quk =
σ2θ + σ
2
obk
1 + γchk
. (3)
As shown in [28, Chap. 10.3, Fig. 10.5], the rate-distortion
limit approaching source coding from observation θ˜k to recov-
ery xk can be characterized by the following test channel
θ˜k = xk + nquk, (4)
in which nquk is the i.i.d. Gaussian quantization noise with
zero mean and variance σ2quk, and xk is a Gaussian random
variable generated according to a certain optimal distribution
p(xk|θ˜k). Moreover, nquk and xk are independent from each
other. For k 6= j, k, j,∈ K, however, it should be noted that
nquk and nquj are correlated with each other, since both nquk
and nquj are correlated with θ. For any given θ, therefore, the
joint probability density function of nquj and nquk should be
expressed as
p(nquk, nquj |θ) = p(nquk|θ)p(nquj |θ, nquk). (5)
However, nquk can actually be removed from the condition
in (5), since nquk provides no more information about nquj
than θ. That is, nquk → θ → nquj forms a Markov chain and
nquj does not depend on nquk when θ is given. Thus, (5) can
be rewritten as
p(nquk, nquj |θ) = p(nquk|θ)p(nquj |θ), (6)
which means that nquk and nquj are conditionally independent
from each other when θ is given.
Since θ˜k = θ + nobk is a noisy version of θk, the recovery
vector x (cf. (4)) of θ can further be expressed as
x = θ1K + nob − nqu, (7)
in which
x = [x1, x2, · · · , xK ], (8)
nob = [nob1, nob2, · · · , nobK ], (9)
nqu = [nqu1, nqu2, · · · , nquK ]. (10)
C. Estimation Model
To estimate the source signal θ with recovery vector x, a
best-linear-unbiased-estimator is used at the fusion center [9,
Lesson 9]. To be specific, the fusion center estimates θ in each
slot through
θˆ = fTx, (11)
in which f = [f1, f2, · · · , fK ] is a positive weighting vector
satisfying fT1K = 1. By optimizing the MSE of the estimator
over all possible weighting vectors and using Assumption
A4, the minimum achievable MSE is given by [9, Lesson 9,
Theorem 9.3]
D = min
f
E[(θˆ − θ)2] = (1TKΣ−1n 1K)−1, (12)
in which Σn is the covariance matrix of the following vector
of total noise
n = nqu − nob. (13)
III. DISTORTION OF CODED HETEROGENEOUS SENSING
SYSTEMS
In this section, we shall investigate the correlation structure
among quantization noises and present the estimation distor-
tion of coded heterogeneous systems explicitly.
A. Correlation Among Quantization Noises
We denote the following (K + 1) dimensional augmented
noise vector with zero-mean and covariance Σn˜ as,
n˜ = [n, θ]. (14)
We rewrite Σn˜ as
Σn˜ =
[
Σ11 Σ12
Σ21 Σ22
]
, (15)
in which Σ11 is a K × K dimensional matrix composed by
the elements in the first K rows and the first K columns of
Σn˜. Thus, Σ11 exactly equals the covariance matrix of n, i.e.,
Σ11 = Σn. (16)
We denote the precision matrices of n˜ and n, respectively,
as Qn˜ and Qn. That is, Qn˜ = Σ
−1
n˜
and Qn = Σ
−1
n .
Before solving the covariance matrix Σn, we present a
useful lemma first [27, Chap. 2.2, Theorem 2].
Lemma 1: Let n be a Gaussian distributed vector with
precision matrix Q > 0. For any i 6= j, we have
ni ⊥ nj |n−ij ⇔ Qkj = 0, (17)
in which ⊥ stands for the statistical independence between
random variables and −ij = K − {i, j}.
Since nquk and nquj are independent from each other when
θ is given (cf. (6)), it is clear that (Qn˜)kj = 0 for all k 6= j
and k, j ∈ K.
Based on Lemma 1, the covariance matrix Σn can be
obtained readily, as shown in the following proposition.
Proposition 1: The covariance matrix Σn of total noise n
is determined by
(Σn)kk = σ
2
obk + σ
2
quk −
2σ2obkσ
2
quk
σ2θ + σ
2
obk
, (18)
(Σn)kj =
σ2θσ
2
qukσ
2
quj
(σ2θ + σ
2
obk)(σ
2
θ + σ
2
obj)
, (19)
for all k 6= j, k, j ∈ K.
Proof: First, we note that (Σn)kk = E[(nquk − nobk)2]
is the total noise power of node k, (Σn˜)K+1,K+1 = σ
2
θ
is the source signal power, and (Σn˜)k,K+1 = (Σn˜)K+1,k
is the correlation between θ and the total noise of node k.
Since Σ11 = Σn (cf. (16)) and correlation (Σn˜)k,K+1 can
be calculated readily, the remaining unknown elements in Σn˜
are (Σn˜)kj for all k 6= j, k, j ∈ K. Second, according to
Lemma 1, we have (Qn˜)kj = 0 for all k 6= j, k, j ∈ K.
Thus, the remaining unknown elements ofQn˜ include (Qn˜)kk ,
(Qn˜)k,K+1, and (Qn˜)K+1,k for all k ∈ K. Fortunately,
all these unknown variables can be solved through equation
Σ
T
n˜Qn˜ = IK+1. More details are shown in Appendix A.
B. Minimum Distortion
Based on Proposition 1 and equation (12), the minimum
achievable distortion of the coded heterogeneous sensing sys-
tem can be obtained, as shown in the following theorem.
Theorem 1: The minimum achievable distortion of the
coded heterogeneous sensing system is given by
D = σ2θ
 K∑
k=1
1
λk
− 1
1 +
∑K
k=1
u2
k
λk
(
K∑
k=1
uk
λk
)2−1 , (20)
in which
uk =
1
1 + γchk
, (21)
λk =
(1 + γchk + γobk)γchk
(1 + γchk)2γobk
. (22)
Proof: To prove Theorem 1, we need the inverse matrix
of covariance matrix Σn, which can be obtained using equa-
tion (A + buvT)−1 = A−1 − b
1+bvTA−1u
A−1uvTA−1 [29,
Chap. 1.7, (1.7.12)]. For more details, refer to Appendix B.
It is interesting to investigate a system in which there
exists an exceptional node, i.e., the channel SNR or/and the
observation SNR of the node is very small or very large.
Without loss of generality, we assume that node K is the
exceptional node. We denote K−K = K − {K} and the
corresponding distortion as D(K−K) = σ2θ
(
a − c2
b
)−1
, in
which a =
∑K−1
k=1
1
λk
, b = 1+
∑K−1
k=1
u2k
λk
, and c =
∑K−1
k=1
uk
λk
.
For such a system, we have the following observations.
1) If γchK goes either to zero or infinity, or γobK goes to
infinity, D(K) would be slightly smaller than D(K−K).
In particular, we have
D(K) = σ2θ
(
a− c
2
b
+
(b − c)2
b2
)−1
if γchK → 0; (23)
D(K) = σ2θ
(
a− c
2
b
+ γobK
)−1
if γchK →∞. (24)
2) If γobK goes to zero, it can readily be shown that
D(K) = D(K−K), regardless of channel SNR γchK .
3) If both γobK and γchK are sufficiently large (e.g., larger
than some thresholds γob,th and γch,th), we say that node
K is a capable node and have D(K)→ 0.
It is seen that the contribution of a node is highly determined
by its observation SNR.
IV. TO CODE OR NOT TO CODE
In this section, we consider a homogeneous distributed
sensing system in which the nodes and the channels are the
same all over the network. For this system, we investigate
whether the coded scheme performs better than the uncoded
scheme or not.
In particular, we assume that all the nodes have the same
observation noise power and the same transmit power, and
all the links have the same channel gain and the same noise
power. Furthermore, we assume that the observation noises
of the nodes are i.i.d. random variables, so are the channel
noises of the links. In this section, therefore, we shall omit the
node-indexes of related variables and denote them as σ2ob, P ,
and σ2ch, respectively. Likewise, the corresponding observation
SNR and channel SNR are denoted as γob and γch, respectively.
A. Distortion of Coded Homogeneous Sensing Systems
First, we present the minimum achievable distortion in
coded homogenous sensing systems by the following theorem.
Theorem 2: For a coded homogeneous sensing system with
K nodes, the minimum achievable estimation distortion is
DCoded =
σ2θ
K
(
γch
(1 + γch)γob
+
K + γch
(1 + γch)2
)
. (25)
Proof: See Appendix C.
From Theorem 2, the scaling law of DCoded with respect to
the number of nodes can be readily obtained, as shown in the
following corollary.
Corollary 1: DCoded is linearly decreasing with K and
converges to the following constant as K goes to infinity,
DCoded(∞) = σ
2
θ
(1 + γch)2
. (26)
Proof: Since both the observation SNR and channel SNR
are finite, Corollary 1 follows Theorem 2 immediately.
From Corollary 1, it is seen that the estimation distortion is
dominated by the channel SNR and the effect of observation
noises vanishes gradually with the increase in K . That is, we
can combat observation noises by using more nodes. It is also
seen that DCoded does not decrease to zero with the increase in
K , which is due to the correlation among quantization noises.
When the SNR(s) γob or/and γch go to zero or/and infinity,
we also have the following corollary.
Corollary 2: In a coded homogeneous sensing system with
K nodes, as the observation SNRs and channel SNRs go
to infinity or zero, the achievable estimation distortion is
summarized in the following table.
Table I: Distortion DCoded in limiting cases.
γob
γch
∞ finite 0
∞ 0
K+γch
K(1+γch)
2
σ2
θ
σ2
θ
finite 1
Kγob
σ2
θ
(25) σ2
θ
0 ∞ ∞ σ2
θ
Proof: By considering the limitations of (25), the corol-
lary can be proved readily.
B. Distortion of Uncoded Homogeneous Sensing Systems
In this subsection, we consider an uncoded homogeneous
sensing system in which the noisy observations are directly
amplified and forwarded to the fusion center. To be specific,
the noisy observation θ˜k is amplified with power gain
α =
P
σ2θ + σ
2
ob
. (27)
The amplified signals are then transmitted to the fusion cen-
ter through orthogonal Gaussian channels with unit power gain
and noise power σ2ch. Thus, the observation SNR γob = σ
2
θ/σ
2
ob
and the channel SNR γch = P/σ
2
ch are the same with those
used in Subsection IV-A. Based on the results in [16], the
minimum achievable distortion in the uncoded homogeneous
sensing system can be given by the following proposition.
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Fig. 2. Coded-scheme-optimal region (the shaded areas).
Proposition 2: For an uncoded homogeneous sensing sys-
tem, the minimum achievable distortion is given by
DUncoded =
σ2θ
K
(
1
γob
+
1
γch
+
1
γobγch
)
. (28)
Proof: As shown in [16], the distortion of an uncoded
sensing system is given by
DUncoded = σ
2
θ
(
K∑
k=1
α′ksk
γ−1obkα
′
ksk + 1
)−1
, (29)
in which α′k = Pk/(1 + γ
−1
obk) and sk = 1/σ
2
chk. With some
mathematical manipulations, Proposition 2 can be proved.
As the number K of nodes goes to infinity, it is clear that
the distortion of uncoded homogeneous sensing systems would
be zero. That is,
DUncoded(∞) = 0. (30)
As the observation SNRs or/and the channel SNRs of
the nodes go to infinity or zero, the achievable estimation
distortion of the uncoded homogeneous system is summarized
in the following table.
Table II: Distortion DUncoded in limiting cases.
γob
γch
∞ finite 0
∞ 0
1
Kγch
σ2
θ
σ2
θ
finite 1
Kγob
σ2
θ
(28) σ2
θ
0 ∞ ∞ ∞
C. Coded Systems Versus Uncoded Systems
Based on Theorem 2 and Proposition 2, we then investigate
the superiority of the coded scheme with respect to the
uncoded scheme.
Theorem 3: In a homogeneous sensing system with K
nodes and individual power constraints, the coded scheme
outperforms the uncoded scheme, i.e., DCoded < DUncoded, if
• K = 1 or K = 2;
• K ≥ 3 and the observation SNR is small, i.e.,
γob <
(γch + 1)(2γch + 1)
max((K − 2)γch − 1, 0+) . (31)
Proof: See Appendix D
Remark 1: For K ≥ 3, condition (31) is equivalent to{
γch > 0, if γob < γ
∗
ob,
γch > γch2 or γch1 > γch > 0, if γob > γ
∗
ob,
(32)
in which
γ∗ob =
3K − 2 + 2
√
2(K2 −K)
(K − 2)2 , (33)
γch1 =
(K − 2)γob − 3−
√
(K − 2)2γ2ob − (6K − 4)γob + 1
4
,
(34)
γch2 =
(K − 2)γob − 3 +
√
(K − 2)2γ2ob − (6K − 4)γob + 1
4
,
(35)
as shown in Fig. 2(a).
Remark 2: For a given SNR pair (γob, γch), the coded
scheme outperforms the uncoded scheme if the K satisfies
K ≤ 2 + 1
γch
+
(γch + 1)(2γch + 1)
γobγch
, (36)
as shown in Fig. 2(b).
From Theorem 3 and Fig. 2, it is clear that the coded scheme
is more capable of combating noises. In particular, we have
the following observations.
1) When K is small (e.g., K = 1, 2), the coded scheme
overwhelmingly outperforms the uncoded scheme. AsK
gets larger, however, the coded scheme loses superiority
gradually. First, while channel noises contribute to esti-
mation distortion almost directly (cf. (28)) in uncoded
systems, channel noises contribute not too much (cf. (3),
(25)) in coded systems, which is beneficial for systems
with a few nodes. When K = 1, for example, we have
DCoded = σ
2
ob +
σ2θ − σ2ob
1 + γch
, (37)
which converges to σ2θ as γch goes to zero. For uncoded
systems, however, DUnoded (cf. (28)) goes to infinity as
γch goes to zero. Second, the margining gain of using
one more node in coded systems becomes smaller and
smaller asK gets larger. The reason is that the correlated
quantization noises would strengthen each other at the
fusion center. In uncoded systems, however, sensing with
one more node only brings some additional independent
noise. The distortion of uncoded systems, therefore, is
monotonically decreasing with K and would be smaller
than that of coded systems when K is large.
2) In the low observation SNR regime (cf. (31)), the
coded scheme performs better than the uncoded scheme.
We note that the minimum value of the right hand
side of (31) is γ∗ob (cf. (33)) and is achieved with
γch = (
√
(K2 −K)/2 + 1)/(K − 2). If γob < γ∗ob is
satisfied, therefore, the coded scheme would outperform
the uncoded scheme regardless of node number K and
channel SNR γch. For example, in an uncoded system
with K = 1 node ((31) also applies), the received signal
at the fusion center is y =
√
αθ +
√
αnob + nch and
the estimation is θˆ = y/
√
α = θ + nob + nch/
√
α, in
which α is the amplifying gain given in (27). Since
σ2ob is very large in the low observation SNR regime,
it is clear that α would be very small. The distortion
DUncoded = E[(nob + nch/
√
α)2], therefore, would be
very large. On the other hand, the estimation noise of
a single-node coded system is n = nqu − nob and the
distortion DCoded (cf. (37)) can even be smaller than σ
2
ob,
as well as than the distortion of an uncoded system.
3) In the low channel SNR regime (γch < 1/(K − 2),
cf. (31)), the coded scheme outperforms the uncoded
scheme regardless of the observation SNR. Note that
in coded systems, the channel noise contributes to es-
timation distortion through quantization noise σ2qu =
(σ2θ + σ
2
ob)/(1 + γch), which is upper bounded by
σ2θ + σ
2
ob and would be smaller than σ
2
ch in the low
channel SNR regime. In an uncoded system, however,
the channel noises contribute to the estimation distortion
more directly, which goes to infinity as the channel SNR
goes to zero.
4) When the channel SNR is increased, the performance
difference between coded systems and uncoded systems
becomes smaller and smaller, and goes to zero gradually
(cf. (A.86)). 
Therefore, the coded scheme is suggested if the observation
SNR is low and/or the channel SNR is low; in the high channel
SNR regime, the uncoded scheme is suggested, since it has
almost the same performance as the coded scheme but is much
easier to implement.
D. Sensing with Total Power Constraints
Next, we consider a scenario in which the total transmit
power of the K nodes is constrained, i.e., KP = Ptotal is
fixed. In particular, we denote the total channel SNR as
γtotal =
Ptotal
σ2ch
. (38)
Proposition 3: For a coded homogeneous sensing system
with K nodes and the total power constraint, the minimum
achievable distortion is given by
DtotalCoded = σ
2
θ
(
γtotal
K(K + γtotal)γob
+
K2 + γtotal
(K + γtotal)2
)
. (39)
Proof: Proposition 3 immediately follows Theorem 2 and
equation (38).
It can be verified that DtotalCoded is non-convex in node number
K and converges to
DtotalCoded(∞) = σ2θ (40)
as K goes to infinity. In particular, the minimum distortion is
achieved when K is neither too small nor too large.
For uncoded homogeneous sensing systems with the total
transmit power constraint, the corresponding distortion is
DtotalUncoded = σ
2
θ
(
1
Kγob
+
1
γtotal
+
1
γobγtotal
)
, (41)
which converges to
DtotalUncoded(∞) = σ2θ
(
1
γtotal
+
1
γobγtotal
)
(42)
as K goes to infinity.
Similar to Theorem 3, we have the following proposition on
the distortion of homogeneous systems with the total power
constraint and coded/uncoded schemes.
Proposition 4: In a homogeneous sensing system with K
nodes and the total power constraint, the coded scheme out-
performs the uncoded scheme, i.e., DtotalCoded < D
total
Uncoded, if
• K = 1 or K = 2;
• K ≥ 3 and the observation SNR satisfies
γob <
(γtotal +K)(2γtotal +K)
max((K2 − 2K)γtotal −K2, 0+) . (43)
Proof: The proposition can be readily proved either by
using (38) and Theorem 3 or by combining (39) and (41).
Thus, the comparison between total power constrained
coded systems and uncoded systems follows similar rules with
that under the individual power constraint.
V. HETEROGENEOUS SENSING AND HYBRID CODING
In this section, we investigate the condition for the coded
scheme to be optimal in heterogeneous sensing systems with
individual power constraints. For a more general case in which
the hybrid coding is used, i.e., both the coded scheme and
the uncoded scheme are used in the same system, we shall
present the corresponding distortion limit and some efficient
algorithms for near-optimal policy searching.
A. Coded Optimal Heterogeneous Sensing
For a heterogeneous sensing system defined by the number
K of nodes, the channel SNRs {γchk, k ∈ K} and the obser-
vation SNRs {γobk, k ∈ K}, the coded scheme outperforms
the uncoded scheme if the following condition is satisfied.
Theorem 4: In a heterogeneous sensing system with K
nodes and the individual power constraint, the coded scheme
outperforms the uncoded scheme if
K∑
k=1
(1 + 2γchk)γobk
(1 + γchk + γobk)γchk
>
(
K∑
k=1
γobk
1 + γchk + γobk
)2
.
(44)
Proof: For heterogeneous sensing systems, the estimation
distortion of the coded scheme is given by Theorem 1 while the
estimation distortion of the uncoded scheme can be obtained
using (29). By comparing the two distortions, the condition
shown in (44) can be obtained readily. For more details, refer
to Appendix E.
It can be verified that the condition given by (44) is
equivalent to
K∑
k=1
γobk
(1 + γchk + γobk)γchk
+1 >
(
K∑
k=1
γobk
1 + γchk + γobk
− 1
)2
.
(45)
Remark 3: From (45), we observe that the uncoded scheme
would perform better if:
1) K is large. Note that the left-hand-side increases linearly
with K while the right-hand-side increases quadratically
with K (approximately);
2) channel SNRs are large. If γchk is increased, it is clear
that the left-hand-side would be decreased dramatically.
B. Hybrid Coding
As shown in Theorem 3 and Theorem 4, either the coded
scheme or the uncoded scheme can be optimal under a certain
conditions. This motivates us to consider a hybrid coding for
heterogeneous sensing systems, in which K1 nodes use the
coded scheme, K0 node uses the uncoded scheme, and K1 +
K0 = K . In particular, we present the correspondingminimum
achievable distortion in the following theorem.
Theorem 5: The minimum achievable distortion of a hetero-
geneous sensing system withK1 coded nodes andK0 uncoded
nodes is given by
DHybrid =σ
2
θ
(
K1∑
k=1
1
λk
− 1
1 +
∑K1
k=1
u2
k
λk
(
K1∑
k=1
uk
λk
)2
+
K0∑
k=1
1
1
γobk
+ 1
γchk
+ 1
γobkγchk
)−1
, (46)
in which uk and λk are given by (21) and (22), respectively.
Proof: See Appendix F.
With Theorem 5 we can further minimize the distortion of
the system by optimally selecting the coding scheme for each
node, which is an assignment problem with binary choices.
From (46), however, it is seen that by using one more coded
node, the marginal gain of σ2θD
−1
Hybrid is closely related to the
number and the SNRs of the other coded nodes, and thus is not
a constant. Without a deterministic matrix of marginal gains,
this assignment problem is much more difficult to solve than
conventional assignment problems. In this paper, therefore, we
shall solve the problem by the following greedy algorithms.
C. Optimal and Greedy Algorithms
In this subsection, we consider the following four searching
algorithms for the optimal coding schemes of nodes: the global
searching algorithm, the pure greedy algorithm, the group
greedy algorithm, and the sorted greedy algorithm. To perform
these algorithms at the fusion center, we assume that the fusion
center can access the channel gains of each link (e.g., by
channel estimation techniques in [31], [32]). When the coding
policy has been determined, the fusion center will notify each
node of its coding scheme through an one-bit feedback, which
indicates whether the coded scheme or the uncoded scheme
should be used.
We denote a coding policy as ̺ = {ρ1, ρ2, · · · , ρK}, in
which ρk = 0 if the uncoded scheme is used and ρk = 1 if
the coded scheme is used. We denote the set of all feasible
policies as searching space P . Since each ρk has two choices,
it is clear that |P| = 2K , which increases exponentially with
the number of nodes.
1) Global Searching: To perform this algorithm, the dis-
tortion of each feasible policy ̺ ∈ P will be evaluated using
(46). Thus, the optimal policy can be found surely. However,
the computational complexity of global searching is high,
especially when K is large.
2) Pure Greedy: The pure greedy algorithm finds its so-
lution by iteratively updating an active set Ap and the cor-
responding policy ̺p. To be specific, the algorithm expands
Ap with one more node in each iteration and stops when all
the nodes have been included, i.e., Ap = K. In particular, the
new node k∗ added to Ap is chosen as the one reducing the
distortion most. That is,
(k∗, ρk∗) = arg min
k∈K−Ap,ρk∈{0,1}
DHybrid(̺p ∪ ρk), (47)
in which DHybrid(̺p ∪ ρk) is the distortion (cf. (46)) of the
sub-system with node set Ap ∪ k and policy ̺p ∪ ρk.
The pure greedy algorithm is shown in Algorithm 1, in
which the output Ap specifies the node-order of policy ̺p.
Since (46) can be calculated with O(K) operations, the
computational complexity of Algorithm 1 would be O(K3).
When the locally optimal node k∗ and its coding scheme ρk∗
have been determined to update the estimation distortion, we
note that the denominator of (46) does not increase additively.
Thus, policy ̺p∪ρk∗ is most probably not globally optimal for
node set Ap ∪ k∗. To be specific, the globally optimal coding
policy is not a simple combination of ̺p (even if it is optimal
for Ap) and ρk∗ , but a brand new policy reconsidered for each
node of subset Ap ∪ k∗. Nevertheless, the output DHybrid(̺p)
of Algorithm 1 approaches the distortion of global searching
quite well, as shown in Figs. 7(a) and 7(c), Section VI.
Algorithm 1 Pure greedy algorithm
Initialization:
1: Set Ap = ∅ and ̺p = ∅;
Iteration:
2: for j = 1 to K do
3: Find the optimal node k∗ and policy ρk∗ using (47);
4: Ap = Ap ∪ k
∗;
5: ̺p = ̺p ∪ ρk∗ ;
6: end for
7: Output: Ap, ̺p, DHybrid(̺p).
Algorithm 2 Group greedy algorithm
Initialization:
1: Set Lgl = ∅ and ̺gl = ∅, ∀l ∈ {1, · · · , L};
Iteration:
2: for j = 1 to K do
3: Find the best L potential policies using (48).
4: Lgl = Lgml ∪ kl, ∀l ∈ {1, · · · , L};
5: ̺gl = ̺gml ∪ ρkl , ∀l ∈ {1, · · · , L};
6: end for
7: Output: A∗g = Lg1, ̺
∗
g = ̺g1, DHybrid(̺g1).
3) Group Greedy: Motivated by [30], we shall achieve a
good balance between computational complexity and distor-
tion performance by the following group greedy algorithm.
In each iteration of the algorithm, to be specific, L potential
sub-policies {̺gl, l = 1, ··, L} and the corresponding node sets
{Lgl, l = 1, ··, L} are searched to preserve the potential policy
towards the optimal solution. Based on each potential sub-
policy ̺gm obtained in the previous iteration, we then calculate
the distortion DHybrid(̺gm∪ρk) for subset Lgm∪k using (46)
for all k ∈ K − Lgm and ρk ∈ {0, 1}. Afterwards, the best L
node-scheme pairs are selected by
{(kl, ρkl), l ∈{1, ··, L}}
= arg Lminimum
m ∈ {1, · · · , L}
k ∈ K − Lgm, ρk ∈ {0, 1}
DHybrid(̺gm ∪ ρk), (48)
in which Lminimum is a function sorting a sequence in
ascending order and returns its smallest L elements. Finally,
the L new potential policies and corresponding node sets are
updated by ̺gl = ̺gml ∪ ρkl and Lgl = Lgml ∪ kl for each
l ∈ {1, · · · , L}, in which ml is the index of the previous
potential policy based on which (kl, ρkl) is obtained. When
all the nodes have been included in each of the potential node
sets, the policy with smallest distortion is considered as the
final output, as shown in Algorithm 2.
If L = O(K), the computational complexity of the group
greedy algorithm would be O(K3), which is reasonably small.
In particular, the group policy degrades to the pure greedy
policy when L = 1. On the other hand, since there are no
more than
(
K
k
)
2k potential sub-policies when k nodes has
been included in each potential node set, the optimal policy
would certainly be found if we set L = maxk
(
K
k
)
. In this
case, however, the computational complexity is very high.
In fact, the complexity is even higher than that of global
searching, since the optimal policy for many subsets of K are
also considered during the iterations. Nevertheless, our results
show that the group greedy algorithm achieves satisfying
performance when L is reasonably small, as is shown in Figs.
7(c) and 7(d), Section VI.
Algorithm 3 Sorted greedy algorithm
Initialization:
1: Calculate distortion Dk using (28) for all k ∈ K;
2: Sort {Dk, k ∈ K} in descending order and return order pi;
3: Set As = π1 and ̺s = 1;
Iteration:
4: for k = 2 to K do
5: As = As ∪ πk;
6: ρ∗pik = minρpik∈{0,1}
DHybrid(̺s ∪ ρpik );
7: ̺s = ̺s ∪ ρ∗pik ;
8: end for
9: Output: As, ̺s, DHybrid(̺s).
4) Sorted Greedy: Unlike the group greedy algorithm
which improves performance at a cost of larger searching
space and higher complexity, we propose a sorted greedy
algorithm in this subsection to achieve satisfying performance
with much lower computational complexity.
The main idea is that many computations could be avoided
if we can specify the order of adding nodes to the active set As
in advance. To this end, we shall take the distortion achieved
by each single node as a sorting criterion in the initialization
phase. Since Theorem 3 has shown that the coded scheme
outperforms the uncoded scheme forK = 1, we shall calculate
the distortion Dk of each individual node with equation (20)
and ρk = 1 (i.e., the coded scheme). After that, the distortion
sequence {Dk, k ∈ K} would be sorted in descending order
pi = {π1, ··, πK}. Since the coded scheme performs better
in the low SNR regime, we shall take the node π1 (with the
largest distortion) as the first active node of As and set ρπ1 =
1. In the following operations, we shall add the node with
the k-th largest distortion (i.e., πk) to As in the k-th iteration
and determine its coding scheme via distortion comparison (cf.
step 6). The outline of the sorted greedy algorithm is shown
in Algorithm 3. It is seen that the computational complexity
of the sorted greedy algorithm is O(K2), which is lower than
that of pure greedy algorithm.
Our simulation results show that the performance of the
sorted greedy algorithm closely approaches that of global
searching (cf. Figs. 7(a) and 7(b)), especially when K is large.
VI. NUMERICAL RESULTS
In this section, we present the obtained results through
numerical and Monte Carlo simulations. We set the source
signal power to σ2θ = 1 and express SNRs in the non-decibel
format.
A. Distortion of Homogeneous Sensing Systems
In Fig. 3, we present the scaling law of the estimation
distortion of homogeneous sensing systems (cf. Section IV),
in which the coded scheme or the uncoded scheme is used,
with the individual or the total power constraint. We set the
observation SNR to γob = 7 and the channel SNR to γch = 5.
For systems with the individual power constraint, we observe
that the estimation distortion is decreasing with K both when
the coded scheme is used (the solid curve with ◦, cf. (25)) and
when the uncoded scheme is used (the solid curve with ▽, cf.
(28)). This is because when K is increased, the system would
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Fig. 3. Estimation distortion versus number of nodes in homogeneous
systems.
have more energy and diversity to perform the estimation. In
particular, it is seen that as K goes to infinity, the distortion
goes to zero (cf. (30)) in uncoded systems and converges to
some none-zero constant (cf. (26)) in coded systems. The
reason is that in coded systems, the marginal gain of using
more nodes is significantly constrained by the correlation
among quantization noises. We also observe that the coded
scheme outperforms the uncoded scheme when K is small and
underperforms the uncoded scheme whenK is large, as shown
in Remark 2. More specifically, the uncoded scheme performs
better if K > 4.0857 (cf. (36)) for the setup considered here.
When the nodes are constrained by their total power, we
set γtotal = 5 and γob = 7. As shown by the dashed
curves, the corresponding estimation distortions are larger than
those under the individual power constraint. Particularly, the
distortion of a coded system is the smallest when K is small
(e.g., K = 2) and converges to σ2θ as K goes to infinity (cf.
(39), (40)). On the other hand, the distortion of an uncoded
system monotonically decreases to some constant (cf. (42)) as
K goes to infinity. In a nutshell, the coded scheme would
most probably perform better if K is small; the uncoded
scheme is suggested if plenty of nodes are available (see also
in Proposition 4 and Remark 2). For the setup considered here,
the uncoded scheme performs better ifK > 3.65483 (cf. (43)).
Fig. 4 depicts how the channel SNR and the observation
SNR affect the estimation distortion of homogeneous sensing
systems with the individual power constraint. It is seen that the
distortion becomes smaller when either the channel SNR or the
observation SNR is increased. Moreover, the uncoded scheme
outperforms (has smaller distortion) the coded scheme only if
the observation SNR is sufficiently large and the channel SNR
is neither too small nor too large, as shown in Theorem 3. It is
also observed that the uncoded scheme outperforms the coded
scheme in more cases when K is large (e.g., K = 30). As K
gets larger, however, the difference between their performances
becomes smaller and smaller.
(a) K = 3
(b) K = 30
Fig. 4. Estimation distortion versus channel SNR and observation
SNR in homogeneous systems.
B. Distortion of Fading Sensing Systems
In this subsection, we investigate the estimation distortion
of distributed sensing systems with individual power con-
straints and block Rayleigh fading. To be specific, the fading
power gain h keeps unchanged during the transmission of
each channel codeword and varies randomly among different
transmissions. Also, the fading power gain of each node is
independent from those of other nodes. For the given average
fading power gain ν > 0, the probability density function of
h is given by fh(x) =
1
ν
exp(−x
ν
).
Note that the instantaneous channel SNR can be expressed
as γfadingchk = hkγchk, in which γchk =
Pk
σ2
chk
is constant over
time and is different among nodes. In each round of the
Monte Carlo simulation, we generate a sequence of channel
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Fig. 5. Estimation distortion of coded sensing systems with and
without fading.
SNR {γchk, k ∈ K} randomly from a folded normal dis-
tribution with standard deviation σ1. Likewise, we generate
the observation SNRs {γobk, k ∈ K} according to a folded
normal distribution with standard deviation σ2. In particular,
the location parameters µ of the two distributions are chosen
such that the arithmetic means of γchk and γobk are equal to
γch and γob respectively, i.e., the SNR parameters for the non-
fading homogeneous sensing system.
In the homogenous case, the instantaneous channel SNR of
the system is given by γ
fading
ch = hγch, in which h will change
randomly for each period of transmission. Thus, the estimation
distortion should be the statistical average of the instantaneous
distortions given by (25) and (28). In particular, the estimation
distortion of a coded fading homogeneous system is given by
D
fading
Coded =
σ2θ
K
(
1
γob
+
(γob − 1)e
1
νγch
νγobγch
E1
( 1
νγch
)
+
(K − 1)e 1νγch
νγch
E2
( 1
νγch
))
, (49)
in which En(x) =
∫∞
1
1
tn
e−xtdt is the exponential integral
of order n. When the uncoded scheme is used, however,
the corresponding distortion would be DfadingUncoded = ∞. This
is because the probability that h is close to zero is strictly
positive and the corresponding estimation distortion (cf. (28))
approaches infinity.
We set ν = 0.9, γch = 5, γob = 7, and σ1 = σ2 = 1.5. First,
the estimation distortion of the fading homogeneous sensing
system is shown theocratically (TH) by the ⋄-labeled curve
(cf. (49)), which coincides with the corresponding Monte
Carlo (MC) result (the dash-dotted curve) exactly. For the
fading heterogeneous sensing system, the Monte Carlo result is
presented by the dotted curve and no explicit theoretical result
is available. It is observed that in the fading heterogeneous
sensing system, the distortion is much smaller than that of
the fading homogeneous sensing system. The main reason
is that for the fading heterogeneous sensing system, it is
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Fig. 6. Normalized distortion of the coded scheme, the uncoded
scheme, and the proposed hybrid schemes.
more likely to have some capable (i.e., with a large channel
SNR and a large observation SNR) nodes, which can reduce
the estimation distortion significantly. Second, it is noted
from Fig. 4 and Proposition 3 that although DCoded is not
a convex function of γch, it does not deviate from a convex
function very much. The estimation distortion of the fading
homogenous sensing system, therefore, would be reduced
if the instantaneous channel SNRs are almost the same in
each period of transmission, i.e., if the randomness in the
fading gain is reduced. Thus, the estimation distortion of the
non-fading homogeneous sensing system (with channel SNR
γch and observation SNR γob), would be much smaller, as
shown by the ◦-labeled curve (cf. (20)). Third, the estimation
distortion of the non-fading heterogeneous sensing system (in
which {γchk} and {γobk} are used) is shown by the curve
labeled with ▽ (cf. (25)). As is shown, the estimation distortion
is slightly smaller than that of the non-fading homogeneous
sensing system, which is due to the randomness in the SNRs
of the links in the heterogeneous system. It also noted that
the non-fading heterogeneous sensing system outperforms the
fading heterogeneous sensing system only when K is small.
This is because when K is large, the probability of having a
capable node is also larger. ❶
C. Performance of Greedy Algorithms
In this part, we evaluate the performance of the proposed
greedy algorithms (cf. Subsection V-C). First, we propose
the following two metrics to evaluate the performance of the
algorithms under test.
Definition 1: Normalized distortion D˜ is the ratio between
the average distortionD of a greedy algorithm and the average
❶The probability for the fading heterogeneous system to have a capable
node can be expressed as psys = Kpc, in which pc is the probability for the
observation SNR and the channel SNR of a node to be larger than some given
thresholds, i.e., to be capable. It is clear that psys is increasing with K .
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Fig. 7. Normalized distortion and policy error rate of greedy algorithms.
distortion Dopt of global searching. That is,
D˜ =
D
Dopt
. (50)
Definition 2: Policy error rate ǫ is defined as the probability
that an element of the policy ̺ obtained by a greedy algorithm
is different from that of the optimal policy ̺opt obtained by
global searching. Thus, ǫ can be empirically calculated by
ǫ =
Nerror
Ntotal
, (51)
in which Ntotal = NsimK and Nerror is the total number of er-
rors in policy ̺n compared with policy ̺optn in Nsim rounds of
simulations. Specifically, we have Nerror =
∑Nsim
n=1
∑K
k=1 ρnk⊕
ρoptnk, in which ⊕ is the bitwise modulo-two sum operator.
Figs. 6, 7(a), and 7(b) present how the normalized distortion
and the policy error rate change with the number of nodes. We
run each algorithm for Nsim = 10000 rounds and calculate D˜
and ǫ, respectively, according to (51) and (50).
In Fig. 6, it is seen that the distortion of a heterogeneous
sensing system is much larger when a single coding scheme is
used (i.e., the coded scheme or the uncoded scheme) than that
when the hybrid coding is used. It is also observed that for
each given numberK of nodes, the distortions achieved by the
proposed schemes (e.g., the sorted greedy, the pure greedy, and
the group greedy algorithms) closely approach that of global
searching, i.e., we have D˜ = 1 for each of them.
Compared with the pure greedy algorithm (the curve with
×), we observe in Figs. 7(a) and 7(b) that the sorted greedy
algorithm (the curve with ◦) performs better in terms of
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Fig. 8. Normalized distortion of the group greedy algorithm and
policies with random errors, in which K = 10 and ǫ(L) is the error
rate of the group greedy algorithm with group size L.
normalized distortion when K is small and performs slightly
worse when K gets larger; the policy error rate of the sorted
greedy algorithm is always smaller than that of the pure greedy
algorithm. Since the computational complexity of the sorted
greedy algorithm is much lower, however, the sorted greedy
algorithm should be a simple yet powerful algorithm. For the
group greedy algorithm (labeled by ▽, , or ⋄), we see that its
normalized distortion and policy error rate coincide with that
of the pure greedy algorithm if L = 1. When group size L
is large (e.g., L = 10 and L = 32), the normalized distortion
decreases to unity and the policy error rate is also reduced, as
shown by curves labeled by  and ⋄.
The effectiveness of increasing group size L is illustrated
in Figs. 7(c) and 7(d), in which the numbers of simulation
rounds and the number of nodes are set to Nsim = 5000 and
K = 10, respectively. It is seen that when L is increased, both
the normalized distortion and the policy error rate decrease
quickly. Moreover, we would like to mention that the estima-
tion distortions of all of the three proposed greedy algorithms
approach that of global searching very well (with errors less
than 0.17% for all cases), as shown in Figs. 7(a) and 7(c).
It is also noted in Fig. 7(d) that the policy error rate is
quite large, i.e., the coding policies obtained by the proposed
algorithms are different from the policy obtained by global
searching. Meanwhile, Fig. 7(c) shows that the distortions
of the proposed algorithms closely approach that of global
searching. However, this does not mean that optimizing the
coding policy for the system is not necessary. To show this,
we investigate the normalized distortions of the group greedy
algorithm and three random policies in Fig. 8. Specifically,
for each L ≥ 1, we denote the policy error rate of the group
greedy algorithm as ǫ(L) and randomly generate three coding
policies, in which the coding scheme of each node is different
from that of global searching with probability ǫ(L), ǫ(L)/2,
and ǫ(L)/3, respectively. With the same or even smaller policy
error rate, it is observed that policies with random errors
yield much larger estimation distortions, which validates the
effectiveness of the proposed greedy algorithms. The reason
is that in the proposed algorithms, the coding policies are
obtained according to a certain optimizing rule and errors only
occur to the nodes whose coding scheme do not affect the
system distortion much. More specifically, Theorem 5 shows
that in the distortion of the system, the contribution from either
the coded node set or the uncoded node set is dominated by
their respective capable nodes, i.e., the nodes with the strongest
channel-observation SNR pairs. On the contrary, for those
nodes whose channel and/or observation SNR(s) is/are small
(e.g., approaches zero), their contributions to the sums in (46)
are negligible. For these nodes, therefore, whether the obtained
coding schemes are consistent with the optimal policy does not
change the estimation distortion much. If a coding policy is
randomly chosen, however, the corresponding distortion would
be large, especially when the coding schemes of those capable
nodes are improperly set.
VII. CONCLUSION
In this paper, we investigated the estimation distortion
of distributed sensing systems with separated source-channel
coding or/and joint source-channel coding, which are imple-
mented by separate lossy-source/channel coding and uncoded-
forwarding, respectively. We show that the estimation distor-
tions of the two coding schemes are closely related to the num-
ber K of nodes, the observation SNRs, and the channel SNRs
of the system. Specifically, when K is small or the observation
SNRs are small, the coded scheme ensures smaller estimation
distortion; when K is large and the observation SNRs are also
large, the uncoded scheme yields better estimations. On one
hand, the coded scheme can regulate the observation noise and
the channel noise naturally, and thus reduces the estimation
distortion effectively. On the other hand, the unavoidable
correlation among quantization noises prohibits the coded
scheme to perform very well when K is large. Therefore, it is
reasonable to use the coded scheme and the uncoded scheme
flexibly in distributed sensing systems, i.e., using the hybrid
coding scheme. In this regard, the proposed three algorithms
have provided promising solutions for the optimal design of
distributed sensing systems. Furthermore, we note that in many
large scale sensing systems, it is more practical to transmit the
observations with random access, which inevitably decreases
the timeliness of sensing. In our future work, therefore, we
shall study the estimation distortion of distributed sensing sys-
tems with random access and practical timeliness constraints.
APPENDIX
A. Proof of Proposition 1
Before proving Proposition 1, we shall provide a useful
lemma first.
Lemma 2: For the quantization noise nquk (cf. (10)), its
covariances with the source signal and the observation noise
are, respectively, given by,
E[nquknobk] =
σ2obkσ
2
quk
σ2obk + σ
2
θ
, (A.52)
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
噯
q
nobk
k
q
nquk
xk
Fig. 9. Elements of noisy observation θ˜k.
E[nqukθ] =
σ2θσ
2
quk
σ2obk + σ
2
θ
. (A.53)
Proof: Note that the noisy version source signal of node k
is given by θ˜k = θ+nobk. Note also that the signal recovered
by the fusion center can be determined by the test channel
θ˜k = xk + nquk (cf. (4)), as shown in Fig. 9. For any given
θ˜k, therefore, θ and nobk would be conditionally independent
of xk and nquk.
Consider a random vector given by ξ = [nobk, nquk, θ˜k]
T,
for which the covariance matrix and the precision matrix are,
respectively, given by
Σξ =
 σ2obk c σ2obkc σ2quk σ2quk
σ2obk σ
2
quk σ
2
obk + σ
2
θ
 , (A.54)
Qξ =
 q11 0 q10 q22 q2
q1 q2 q33
 , (A.55)
in which c = E[nquknobk] and qij = (Qξ)ij . By Lemma 1 and
the fact that nobk and nquk are conditionally independent for
any given θ˜k, we have q12 = q21 = 0.
Since the precision matrix is the inverse of the covariance
matrix, we know that Mξ = ΣξQξ would be a unit matrix.
By using (Mξ)11 = 1, (Mξ)31 = 0, and (Mξ)21 = 0, we have
the following equations,
σ2obkq11 + σ
2
obkq1 = 1, (A.56)
σ2obkq11 + (σ
2
obk + σ
2
θ)q1 = 0, (A.57)
cq11 + σ
2
qukq1 = 0, (A.58)
from which we have E[nquknobk] = c = σ
2
obkσ
2
quk/(σ
2
obk+σ
2
θ).
Likewise, by considering the covariance matrix and the
precision matrix of random vector η = [θ, nquk, θ˜k]
T, we have
E[nqukθ] = σ
2
θσ
2
quk/(σ
2
obk + σ
2
θ). This completes the proof of
Lemma 2.
With Lemma 2, Proposition 1 can be proved as follows.
Proof: For notational simplicity, we rewrite the elements
ofΣn˜ as (Σn˜)kj = ckj for all k, j ∈ K, denote (Σn˜)k,K+1 =
(Σn˜)K+1,k as ck for 1 ≤ k ≤ K+1. Also, we denote (Qn˜)kj
as qkj for all k ∈ K and denote (Qn˜)K+1,k = (Qn˜)k,K+1 as
qk for 1 ≤ k ≤ K + 1.
It is clear that cK+1 = E[θ
2] = σ2θ is the source signal
power and ckk = E[n
2
k] is the noise power at node k. For
each k ∈ K, we then have
ckk = E[(nquk − nobk)2] (A.59)
= σ2obk + σ
2
quk −
2σ2obkσ
2
quk
σ2θ + σ
2
obk
, (A.60)
in which (A.60) follows Lemma 2.
Likewise, the correlation between nk and θ is given by
ck = E[(nquk − nobk)θ] = E[nqukθ] =
σ2θσ
2
quk
σ2θ + σ
2
obk
. (A.61)
For any non-zero vector v, we have vTΣn˜v =
vTE[n˜n˜T]v = E[(vTn˜)(vTn˜)T] = E[|vTn˜|2] ≥ 0, which
means that Σn˜ is non-negative definitive. Moreover, the in-
dependence among observation noises nobk and source signal
θ implies that neither element of vector n˜ can be expressed
as a linear combination of other elements. Thus, Σn˜ would
be strictly positive definitive. According to Lemma 1 and the
fact that nquk and nquj are conditionally independent when θ
is given (cf. (6)), we then have qkj = 0.
Next, we shall solve the remaining unknown elements in
Σn˜ and Qn˜ from Σ
T
n˜Qn˜ = IK+1 and Q
T
n˜ = Qn˜, which are
equivalent to
ckkqkk + ckqk = 1, (A.62)∑K
j=1
ckqk + σ
2
θqK+1 = 1, (A.63)
ckjqjj + ckqj = 0, (A.64)
cjqjj + σ
2
θqj = 0, (A.65)
for all k 6= j and k, j ∈ K.
With some mathematical manipulations, we have
ckj =
σ2θσ
2
qukσ
2
quj
(σ2θ + σ
2
obk)(σ
2
θ + σ
2
obj)
. (A.66)
Thus, Proposition 1 is proved.
B. Proof of Theorem 1
Proof: Based on Proposition 1, we rewrite the covariance
matrix Σn as
Σn = Λ+ buv
T, (A.67)
in which
Λ = diag(λ′1, · · · , λ′K), (A.68)
u = v = (u1, · · · , uK)T, (A.69)
λ′k = σ
2
obk +
σ2quk
(σ2θ + σ
2
obk)
2
(σ4θ − σ4obk − σ2θσ2quk) (A.70)
=
σ2θγchk(1 + γchk + γobk)
(1 + γchk)2γobk
, (A.71)
b = σ2θ . (A.72)
By using the following equation [29, Chap. 1.7, (1.7.12)]
(A+ buvT)−1 = A−1− b
1 + bvTA−1u
A−1uvTA−1, (A.73)
we then have
Σ
−1
n =Λ
−1 − b
1 + bvTΛ−1u
Λ
−1uvTΛ−1 (A.74)
=diag
(
1
λ′1
, · · · , 1
λ′K
)
− σ
2
θ
1 + σ2θ
∑K
k=1
u2
k
λ′
k
·

u2
1
λ′
1
2
u1
λ′
1
u2
λ′
2
· · · u1
λ′
1
uK
λ′K
u2
λ′
2
u1
λ′
1
u2
2
λ′
2
2 · · · u2λ′
2
uK
λ′
K
...
. . . · · · ...
uK
λ′K
u1
λ′
1
uK
λ′K
u2
λ′
2
· · · u2K
λ′
K
2
 . (A.75)
Together with (12), the minimum achievable distortion can
be obtained as
D =(1TKΣ
−1
n 1K)
−1 (A.76)
=
K∑
k=1
1
λ′k
− σ
2
θ
1 + σ2θ
∑K
k=1
u2
k
λ′
k
K∑
k=1
K∑
j=1
(
uk
λ′k
uj
λ′j
)
(A.77)
=σ2θ
 K∑
k=1
1
λk
− 1
1 +
∑K
k=1
u2
k
λk
(
K∑
k=1
uk
λk
)2−1 , (A.78)
where λ = λ′/σ2θ . This completes the proof of Theorem 1.
C. Proof of Theorem 2
Proof: In a homogenous sensing system, uk and λk (cf.
(21), (22)) are equal for each node. That is,
u =
1
1 + γch
and λ =
γch(1 + γch + γob)
(1 + γch)2γob
. (A.79)
Based on Theorem 1, we then have
σ2θD
−1
Coded =
K∑
k=1
1
λk
− 1
1 +
∑K
k=1
u2
k
λk
(
K∑
k=1
uk
λk
)2
(A.80)
=
K
λ
− 1
1 +K u
2
λ
· K
2u2
λ2
(A.81)
=
K
λ+Ku2
. (A.82)
Thus, the minimum achievable distortion is given by
DCoded =σ
2
θ
(
λ
K
+ u2
)
(A.83)
=
σ2θ
K
(
γch
(1 + γch)γob
+
K + γch
(1 + γch)2
)
. (A.84)
This completes the proof of Theorem 2.
D. Proof of Theorem 3
Proof: The difference between DCoded (cf. Theorem 2)
and DUncoded (cf. Proposition 2) can be expressed as
∆D =DCoded −DUncoded (A.85)
=
σ2θ
Kγch(1 + γch)2
(
(K − 2)γch − 1
− 1
γob
(γch + 1)(2γch + 1)
)
. (A.86)
For K = 1 and K = 2, it is clear that ∆D < 0, and thus
the coded scheme outperforms the uncoded scheme.
For K ≥ 3, we note that ∆D < 0 is equivalent to
(K − 2)γch − 1− 1
γob
(γch + 1)(2γch + 1) < 0. (A.87)
Since γch is positive, we then have
(K − 2)γch − 1
(γch + 1)(2γch + 1)
<
1
γob
. (A.88)
First, it is noted that if
γch < 1/(K − 2), (A.89)
is satisfied, (A.88) would be true for all γob > 0.
Second, if γch ≥ 1/(K − 2), (A.88) can be expressed as
γob <
(γch + 1)(2γch + 1)
(K − 2)γch − 1 . (A.90)
By combining (A.89) and (A.90), the proof of Theorem 3
would be completed.
E. Proof of Theorem 4
Proof: Using the result given by (29) and [16], the
distortion of an uncoded heterogeneous sensing system can
be obtained as
DheteroUncoded = σ
2
θ
(
K∑
k=1
1
1
γobk
+ 1
γchk
+ 1
γobkγchk
)−1
. (A.91)
Next, we are interested in the sign of the following differ-
ence between the inverse distortions
∆hetero = σ
2
θD
−1
Coded − σ2θD−1Uncoded, (A.92)
where DCoded is given by (20) and DUncoded is given by (A.91).
With some mathematical manipulations, we see that ∆hetero
is equal to
1
1 +
∑K
k=1
γobk
(1+γchk+γobk)γchk
(
K∑
k=1
(1 + 2γchk)γobk
(1 + γchk + γobk)γchk
+
K∑
k=1
(1 + 2γchk)γobk
(1 + γchk + γobk)γchk
K∑
k=1
γobk
(1 + γchk + γobk)γchk
−
(
K∑
k=1
(1 + γchk)γobk
(1 + γchk + γobk)γchk
)2 . (A.93)
Note that ∆hetero has the same sign with the equation
within the bracket in equation (A.93). With some mathematical
manipulations, we finally see that ∆hetero > 0 if
K∑
k=1
(1 + 2γchk)γobk
(1 + γchk + γobk)γchk
−
(
K∑
k=1
γobk
1 + γchk + γobk
)2
> 0,
(A.94)
which completes the proof of Theorem 4.
F. Proof of Theorem 5
Proof: Without loss of generality, we assume that the
first K1 nodes use the coded scheme and the rest ones use
the uncoded scheme. We denote the signal used to estimate
θ at the fusion center as x = 1Kθ + nh, in which nh is
composed of the noise nc from nodes using the coded scheme
and the noise nu from nodes using the uncoded scheme, i.e.,
nh = [n
T
c ,n
T
u ]
T. Since nc and nu are noises of nodes from
disjoint sets, they must be independent from each other. By
using a BLUE estimator, the estimation of θ is obtained from
θˆ = fTx and the corresponding distortion is given by (cf.
(12))
DHybrid = (1
T
KΣ
−1
h 1K)
−1, (A.95)
in which Σh is the covariance of noise vector nh. We further
express Σh as
Σh =
[
Σcc Σcu
Σuc Σuu
]
, (A.96)
in which Σcc is the covariance matrix of nc, Σuu is the
covariance matrix of nu, Σcu and Σuc are cross correlation
matrices between nc and nu.
First, Σcc can readily be obtained from Proposition 1 and
its inverse matrix Σ−1cc can be obtained in a similar way as
Appendix B (cf. (A.74), (A.75)).
Second, since nc is independent from nu, we have
Σcu = 0K1×K0 and Σuc = 0K0×K1 , (A.97)
which means that the inverse matrix of Σh would be
Σ
−1
h =
[
Σ
−1
cc 0
0 Σ
−1
uu
]
. (A.98)
According to [16] and (29), we further have Σuu =
diag{d1, d2, · · · , dK0}, in which
dk =
1
γobk
+
1
γchk
+
1
γobkγchk
. (A.99)
By combining (A.95), (A.74), (A.75), (A.98), and (A.99),
the proof of Theorem 5 would be completed.
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