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In this paper, a generalization of convexity, called d-invexity, is introduced. Sub- 
stituting d-invex for convex, we get some optimality conditions for nondifferentiable 
multiobjective programming. The application is demonstrated by an example. 
0 1991 Academic Press, Inc. 
1. INTRODUCTION 
DEFINITION 1.1 [I]. $ X+ R, Xc R” is an open convex set, XEX. fis 
said to be convex at % if Vx E X, L E [0, 11, 
f(Ax + (1 - n)x) < @-f(x) + (1 - L)f(Z). 
It is well known that there is an equivalent definition of Definition 1.1 for 
differential functions: t(x E X, 
In the study of mathematical programming (P): minf(x), s.t. g(x) < 0, 
the equivalent definition above is used to establish two conclusions: 
(1) Any feasible Kuhn-Tucker point is a global optimal solution. 
(2) The weak duality between problem (P) and its Wolfe duality 
problem is true. 
In 1981, after analyzing the equivalent definition of convex above, 
Hanson found out that the pattern of factor (x - X) does not play any role 
in building the two conclusions. So, in his works [2], he introduces a 
generalized convexity, recently called “invexity”. 
DEFINITION 1.2 [3]. f: X-r R is differentiable, XC R” is an open set, 
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X E X. f is said to be invex on X at X, if there is a vector function 
~(x, X) E R” such that 
f(x) -fW B v(x, 3=vf(-f). 
After that, much research on invexity appeared, such as [3,4 1. 
As we know, despite substituting invex for convex, many theoretical 
problems for differentiable programming can also be solved. But the 
corresponding conclusions cannot be obtained for nondifferentiable 
programming with the help of invex because the derivate is required in the 
definition of invex. In this paper, we give a generalized convexity, in which 
not any derivative is needed, and discuss some theoretical problems for 
nondifferentiable programming. 
2. d-INVEX 
DEFINITION 2.1. f: X -+ R is directional differentiable, XC R” is an open 
set, X E X. f(x) is called d-invex on X at X, if Vx E X, there exists a vector 
function ~(x, X) E R”, such that 
PROPOSITION 2.1. For G-dzffeerentiabfe function f (x), zff is d&vex on X 
at X, then f is invex on X at 2. 
Proof. It is clear by Definition 2.1. 
PROPOSITION 2.2. If f is convex on X at X, then f is d-invex on X at X. 
Proof: f is convex on X at X; this means that f is directional differen- 
tiable at X, and Vx E X, 
f(x)-f(Z)Zf'(.T:x-2). 
Letting ~(x, 27) = x - X, Proposition 2.2 is at hand. 
For any vector function f: X+ RP, denote f’(x;y)=(f;(x;y), . . . . 
f Z(x; y)). The definition of invex (d-invex) for real a valued function can be 
generalized easily to a vector function. 
DEFINITION 2.2. Let f: X+ RP. XC R” is an open set, X E X. f is called 
invex (d-invex) on X at 2 if VXE X, there exists a vector function 
~(x, X) E R”, such that 
f(x)-f(3aVf(3=q(&4 (f(x)-f(32f'Rv)). 
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3. WEAK PARETO OPTIMALITY 
Consider the multiobjective programming problem 
min S(x) 
(P) ct. g(x) GO 
XEX, 
where, f: X --) RP, g: X + R”, XC R” is an open set. 
Denote S = {x ) x E X, g(x) < O>, Z(x) = {i (g,(x) = 0}, J(x) = 
{ l9 2, .-9 m}\z(xh gICx) = (gi(x))7 iE1tx), g.J(X) = (gj(x)), jE J(x)* 
DEFINITION 3.1. A point X is said to be a weak Pareto solution if X E S 
and 
for all x E S. 
DEFINITION 3.2. A point X is said to be a local weak Pareto solution if 
X E S and there is a neighborhood N(X) around 2, such that 
f(x) 4 f(3 
for all x E N(X) n S. 
Suppose B is a unit ball in R”. 
THEOREM 3.1. Suppose X is a local weak Pareto solution of (P), I = Z(X), 
J= J(X), f'(3; y), g;(X; y) are convex with respect to y on B, gJ(x) is 
continuous at X; then there is a vector (A, u,) E RP +I\ (0) such that 
n’f ‘(2; y) + u;g;(x; y) 2 0 
for all y E R”. 
Proof The proof of Theorem 3.1 is similar to the proof of Theorem 3.1 
in [6]. 
Generalized Slater qualification: g,(x) is d-invex on X at X, and there 
exists a xo E X such that g,(xo) < 0. 
THEOREM 3.2. Suppose 2 is a local weak Pareto solution of(P), I = Z(X), 
J= J(X), f’(Z; y), g;(X; y) are convex with respect to y on B, g,(x) is 
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continuous at X, and the generalized Slater qualification is satisfied. Then 
there exist 1 E R:\(O), u, E R:, such that 
I”‘f ‘(2; y) + uTg;(x; y) 3 0 
for all y E R”. 
Proof By Theorem 3.1, there exists (A, U,)E RP,“\{O} such that 
A’f ‘(2; y) + u:g;(x; y) > 0 (3.1) 
for all y E R”. 
If A = 0, then, by (3.1), we have 
u~g;(%yPO, u,+\(O), Vy E R”. (3.2) 
By the generalized Slater qualification and d-invexity for X, xo, there exists 
~(xo, X) E R” such that 
m; vl) d&(X,) - &!I(4 = g,h) < 0. 
ur E RI+\ {0} and (3.3) result in 
u;g;(x; ‘I) < 0. 
(3.3) 
This contradicts (3.2). The contradiction means A E RP, \ { 0). 
THEOREM 3.3. Suppose X is a feasible solution of (P), I= I(X). There 
exist A E RT\ {0}, u, E R: , such that Vy E B, 
ATf’(X; y) + u;g;(x; y) 3 0. 
lUTf + uTg is d-invex on S at X; then X is a weak Pareto solution of(P). 
Proof Since there exist 1~ R:\(O), u, E R:, such that Vy E B, 
n=f ‘(2; y) + &5(x; y) 2 0, 
then for any z E R”, cs > 0 exists and satisfies crz E B. This means 
A’f ‘(2; az) + u:g;(x; az) > 0 
a[nTf’(x; z) + u;g;(x; z)] > 0 
A’f ‘(2; z) + uTg;(x; z) >, 0. (3.4) 
For any feasible solution XE S, by the supposition of A’f + u:g, being 
d-invex on S at X, there exists ~(x, X) E R”, such that 
A’f (x) + u&(x) - A’f (X) - u;g,(x) 3 ATf’(X; r/) + uTg;(x; ?/). 
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BY (3.4), 
n’u-w -f(3) + uT(g,(x) -g,(X)) 2 n’j-‘(2; q) + u;g;(x; q) 2 0. 
Since g,(X) = 0, g,(x) G 0, 
n=(fb) -f(3) 2 - u;rg,(x) > 0. (3.5) 
If f(x) <f(Z), we have 
~=u-(x) -f(3) < 0 (~ERP,\W)? 
which contradicts (3.5). This means 
“t-(x) kf(3 (Vx E S) 
and x is a weak Pareto solution of (P). 
We start with an example demonstrating Theorem 3.3. Here, only an 
unconstrained single objective programming problem (SP): minf(x) is 
considered. Theorem 3.3 is stated for (SP) as follows: suppose X E X, f(x) 
is d-invex on X at X, for any y E R”, f’(x; y) > 0; then, jE is a global optimal 
solution of (SP). 
EXAMPLE 3.1. 
(SP): minf(x) = I-4 XE(-1, l] 
4-(~-2)~ XE(L2.5) 
X= (- 1,2.5), f(x) is not convex on X since f(x) is not continuous on X. 
Let X=0, XEX. Clearly, f(x) is not differentiable but directional 
differentiable at X. Vy E R, 
m; Y) = I’!?+ Cf(O + AYZY) -.twll~ = IA 2 0. (3.6) 
For any x E X, 
(i) if XE(-1, 11, let q(x,X)=x-X, 
f’(Z; X-X) = ;trn+ [j-(x + A(x - 2)) -f(x)]/n = IX-XI = 1x1 
“f(x) -fcf) = 1x1 
D-INVEXITY AND OPTIMALITY CONDITIONS 247 
so that. 
f(x) -f(3) 2f’(.f; x - X) =f’(.f; q). 
(ii) If x E (1, 2.5), let q(x, X) = (x - X)/2, 
f’(Z; (x - X)/2) = ,‘ily* [f(i + l((x -X)/2)) -.f(?)]/i = x/2 
f(x) -f(i) -f’(x; (x-X)/2) = 4 - (x - 2)2 - x/2 
=4-x2+4x-4-x/2 
= 7x/2 -x2 = x(7/2 - x) > 0; 
that is, 
f(x) -f(Z) >f’(Z; (x - X)/2) =f’(i; q). 
(i) and (ii) mean that f(x) is d-invex on X at X. By Theorem 3.3, X = 0 
is a global optimal solution of (SP). 
4. SADDLE CRITERIA 
UT u) =f(x) + <(UT&)>> = (fl(X) + uTs(x), . ...f&) + UT&)). 
For L(x, u), some kinds of saddle points have been introduced, such as 
[S]. Here, we give a new definition of saddle point for L(x, u). 
DEFINITION 4.1. A point (X, 6) E Xx R “, is said to be a saddle point for 
L(x, u) if 
(i) L(X, U) < L(Z?, ii) VUE R”,. 
(ii) L(x, iz) +L(1, ii) VXEX. 
THEOREM 4.1. Zf (R, ii) is a saddle point for L(x, u), then X is a weak 
Pareto solution of (P). 
ProoJ: By (i), 
f (3 + Cu’g(3 >> Gf (3 + ((UTg(X) >> VUE R”,. 
uTg(X) < UTg(X) VUG R”,. (4.1) 
By (4.1), we have g(X) < 0, X is a feasible solution of (P). 
In (4.1), let u=O; 
UTg( X) 2 0. (4.2) 
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Since g(X) < 0, U E R”, , 
Pg(Z) < 0. (4.3) 
BY (4.2), (4.3), 
U’g( R) = 0. (4.4) 
If R is not a weak Pareto solution of (P), then there exists a feasible 
point xo such that 
f(xo) <fW 
BY (4.4), 
f(xo) <f(Z) + ((U’g(X))) = L(.% U). 
Since g(xO) < 0, U E R”,, 
w,, U) =f(%J + ((~=g(%))) <f(-%) <L(X, 9. 
This contradicts (ii), provided X is a weak Pareto solution of (P). 
THEOREM 4.2. Suppose X is a local weak Pareto solution of (P), I= I(X), 
J= J(X). f’(X; y), g’(X; y) is convex on B with respect to y, the generalized 
Slater qualzjication is true, (f; g) is d-invex on X at 2, and g,(x) is con- 
tinuous at X. Then there exists ii E R”, , such that (3, ii) is a saddle point for 
ux, u). 
ProoJ: Since X is a local weak Pareto solution, by Theorem 3.2 there 
exists 1 E RT\{ 0} (not losing generality, we suppose CF= i li = l), U E R”, 
such that VYE R”, 
nTf’(x; y) + 24 - Tg’(X; y) 2 0 (4.5) 
tiTg(X) = 0. (4.6) 
Since (f, g) is d-invex on X at X, Vx E X, q(x, X) E R” exists and satisfies 
BY (4.9, 
nTu-(x) -.0-f)) + tiT(g(x) -g(X)) 2 0. 
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Noting Cp=, Ai = 1, 
~‘Cfb)+ ((~=g(X)))l~~=C.f(~)+ w=‘#m1 
ATL(X, U) 2 A=L(z-, ii) VXEX. 
AERT\{O}, so that 
L(x, ii) 4L(X, U). (4.7) 
On the other hand, VUE R”,, 
u’g(X) d 0. 
BY (4.6), 
u’g(X) d Pg(X) Vu E R;. 
f(“f) + <GTg(W) al-f) + WTdW> 
L(X, 24) d L(X, U) VUE R”,. (4.8 1 
Inequalities (4.7) and (4.8) mean that (2, U) is a saddle point for L(x, u). 
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