Abstract: Normalised quadratic control, a modification of the conventional quadratic control method has recently been proposed to exponentially stabilise a homogeneous bilinear system wliose open-loop eigcnvalucs all fall on the imaginary axis. The normalised quadratic control method is now extended to a broader class of bilinear systems whose open-loop eigenvalues may fall to the left or right of the imaginary axis. It is shown that for bilinear systems that are already open-loop stable. the normalised quadratic control can add to the system an extra exponcntial decay rate. For open-loop unstable bilinear systems. the normalised quadratic control can stabilise the system if the extra exponcntial decay rate provided by the control is larger than the open-loop system's growth rate.
Introduction
Consider a homogeneous bilinear system:
X ( t ) = Ax(f) + ~r(t)Nx(t). ~( 0 )
= xo
(1) where x(t) E R" is the system state vector, ~( t ) is a scalar control input, and A E R""" and N E R "~" are constant square matrices. It is assumed that the open-loop system matrix A has only pure imaginary eigenvalues. In this case [I] , therc exists a positive definite matrix P such that:
Under this neutrally stable assumption, the pair (A, N ) satisfies the following controllability rank condition [2, which ensures global exponential stability, and hencc better performance of the closed-loop system [7] .
The objective of this paper is to study whether or not normalised quadratic feedback control can bc extended to a broader class of systeins which have left-half-plane or right-half-plane open-loop eigcnvalues, and to examine under what conditions, the normalised control can provide an exponential stabilising effect for thcsc systems.
Continuous Normalised Quadratic Control
When the open-loop system matrix A in ( I ) has eigenvalues that are not pure imaginary, the norinalised quadratic fccdback control is still of the form however, the matrix P is now obtained from the following modified Lyapunov equation instead of (2):
where the plus sign is for a stable A, the minus sign is for neutrally stable and unstable A, P and Q are two positive definite matrices, and p > 0 is defined by: It is speculated that the rank condition (7) may he deduced from the rank condition (3) for any stable or unstable A .+ matrix. Further research will be required to verify this speculation.
Lemniu I : Consider the closed-loop system ( I ) and (4) . If the rank condition (7) is satisfied, and the system statex(r) satisfies:
for some T > 0, then w ( k T ) = 0.
Proof Ifxr(r)PNx(t) is identically zero over the time span in which 1/' is the control gain in (4), and CL, thc maximum singular value of P in ( 5 ) . The following lemma shows that the rank condition (7) guarantees that fl (e,(kT)), which is a measure o f the exponential stabilising effect of the noimalised control (4) over a time span T (see remark 3 after theorem 2 ) , is always nonzero for all c,(kT) on the unit sphere S. The second stability theorem is for open-loop unstable systems, whose proof parallels that of theorem I, and hence is omitted. /l* + EQ/(2CP) > P Furthermore, the closed-loop decay rate is given by:
Reniurk 2: As stated in remark I , for small c in (6), one can neglect the term c Q / 2 b P in the exponent of (13), which then becomes:
Recall again that p in (4) characterises the exponential growth rate of the open-loop unstable bilinear system. Hence, (14) states that an open-loop unstable bilinear system can he stabilised if the exponential decay rate /it provided by the normalised control is larger than the growth rate p of the open-loop system.
Remark 3:
Based on the observations in remarks 1 and 2, one concludes that fl* is actually a measure of the strength of thc normalised control (4) . Metaphorically speaking, the normalised control has an equivalent effect of, as in linear system control, shifting the open-loop eigenvalues to the left by a distance o f p*. Note that /j* is a function of the control gain y . In practical use of the normalised control, one necds to simulate control with various control gains in order to find out the optimal gain y to maxiniise /P.
Discontinuous Normalised Quadratic Control
In the preceding Section, it was shown that the normalised control has a stabilising effect if the bilinear system satisfies the rank condition (7). However, this rank condition depends on the matrix P i n ( 5 ) and hence the matrix Q, where the latter is chosen by the control designer. This suggests that the designer's choice of controller parameters may affect whether or not the specific control design has a stabilising effect. To avoid such complexity, a different normalised control design will be developed in this Section, and the new normalised control is guaranteed to have an exponential stabilising effcct under the original rank condition ( 3 ) in [7] , which is independent of controller parameters.
For the second normalised control design, apply the following coordinate transformation to the bilinear system (I):
where zk(f) is the transformed state, and the transformation matrix is the fundamental matrix [9] of the open-loop system (1). Note that the transformed state zk(f) is defined only on a finite time interval [kT, ( k f I)T); nevertheless, this will not affect the asymptotic stability analysis presented below.
With the transformation (IS), the governing equation of the transformed state becomes:
e -A ( ' -k T )~& ( , -k T )

& ( I ) = Il(t)G,(t)Zk(t)
The above transformed system becomes open-loop neutrally stable, similar to the case treated in [7] except that now the neutrally stable system (16) contains timevarying parameters. However, one can still follow the control design principle in [7] to construct the following normalised quadratic feedback control:
u(r) = -ve:(t)G,(t)ez(t) e,(t) =-
where y is a positive control gain. Note that this second normalised control is discontinuous at the time instants t = kT because of the reset of the transformed state at those instants.
The stability analysis of the second normalised control (17) parallels that of thc first normalised control (4); therefore, proofs of the following lemmas are omitted for brevity.
Lenimu 3: lfthe system ( I ) satisfies the rank condition (3), and there exists a constant vector zo such that z~C k ( t ) z o = 0 for all f E [kT, kT+ T ) , then zo must be the null vector.
To quantify the stabilising effect of the new normalised control ( I 7), define a function a ( ) : S+ R+U (0}, where S is the unit sphere in R", for the transformed closed-loop system (1 6) and ( 1 7 IlZk(kT + 5 e-"rllzk@T)ll
Next, to find out how the original system state llx(kT)ll varies, recall from (15) that: signal, which seems to asymptotically approach a constant u*= -1.39. However, one can verify that a constant control design u(f)=u* will not stabilise the bilinear system.
Conclusions
This paper studies two normalised quadratic controls (NQC) for a homogeneous bilinear system which satisfies the controllability rank condition. 
