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Abstract
Mobile data demand is increasing tremendously in wireless social networks, and thus an efficient
pricing scheme for social-enabled services is urgently needed. Though static pricing is dominant in the
actual data market, price intuitively ought to be dynamically changed to yield greater revenue. The
critical question is how to design the optimal dynamic pricing scheme, with prospects for maximizing
the expected long-term revenue. In this paper, we study the sequential dynamic pricing scheme of a
monopoly mobile network operator in the social data market. In the market, the operator, i.e., the seller,
individually offers each mobile user, i.e., the buyer, a certain price in multiple time periods dynamically
and repeatedly. The proposed scheme exploits the network effects in the mobile users’ behaviors that
boost the social data demand. Furthermore, due to limited radio resource, the impact of wireless network
congestion is taken into account in the pricing scheme. Thereafter, we propose a modified sequential
pricing policy in order to ensure social fairness among mobile users in terms of their individual utilities.
We analytically demonstrate that the proposed sequential dynamic pricing scheme can help the operator
gain greater revenue and mobile users achieve higher total utilities than those of the baseline static pricing
scheme. To gain more insights, we further study a simultaneous dynamic pricing scheme in which the
operator determines the pricing strategy at the beginning of each time period. Mobile users decide on
their individual data demand in each time period simultaneously, considering the network effects in the
social domain and the congestion effects in the network domain. We construct the social graph using
Erdo˝s-Re´nyi (ER) model and the real dataset based social network for performance evaluation. The
numerical results corroborate that the dynamics of pricing schemes over static ones can significantly
improve the revenue of the operator.
Z. Xiong, D. Niyato and P. Wang are with School of Computer Science and Engineering, Nanyang Technological University,
Singapore. Z. Han is with Electrical and Computer Engineering, University of Houston, Houston, USA. Y. Zhang is with School
of Computer Science and Technology, Wuhan University of Technology, China.
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I. INTRODUCTION
The explosion of social application services on mobile platforms such as Facebook, Twitter,
and WhatsApp leads to increasing demand of mobile social data. The mobile social services
allow users to interact with each other online, and in turn the users are spending increasing
amount of time on social service websites [1]. In 2018, the number of online social media
users from mobile platforms has reached 2.958 billion, accounting for 57% of mobile users [2].
Reciprocally, when more users access more social services, they become more socially connected
and their social ties are stronger, leading to even more social data consumption and interpersonal
communication [3]. This is verified in [2] that over half of the cellular data consumption comes
from the social media activities in mobile platforms and this percentage keeps growing in recent
years. In a network, when a user increases its activity in a social service, its social friends are
likely to increase their activities accordingly. This phenomenon that social data demand of one
user is positively affected by the demand of other users is called network effect in economics [4].
Therefore, as the mobile users pay the data fees to access the social services, the mobile network
operator has an incentive to encourage more mobile users, i.e., its potential customers, to access
the services by consuming more social data. Generally, the stronger the network effects are, the
more revenue the mobile network operator gains [5], [6].
The “network effect” is often highlighted in social and economic fields [7]. For example, a few
existing works [8], [9] propose the pricing under equilibrium conditions and guide the operation
of a social network concerning the network effects. Nevertheless, as one of the major issues
in network economics [10], the network effects have also been investigated in communication
networks such as Internet, mobile ad-hoc network (MONET) and peer-to-peer (P2P) networks [3].
However, this potential benefit suffers from the limited capacity in physical communication
networks, e.g., bandwidth. The reason is that when users increase their data demand, they may
bear higher congestion, e.g., service delay, which restrains them to access and consume more.
Consequently, the increasing congestion creates a significant barrier for the network operator,
and thus leads to a lower revenue [5]. Therefore, mobile users’ data demand is not only subject to
3the network effects in the social domain, but also the congestion effects in the network domain.
However, this issue has been largely neglected by the studies in the literature.
In the revenue maximization, pricing plays a crucial role in the mobile data market because
it directly affects the network operator’s revenue and the user’s utilities [11]. Traditionally, the
operator only adopted static pricing which is simple flat-rate data plans to engage their users.
However, recently, with the popularity of mobile devices and rapid rise of online apps or videos,
dynamic pricing emerges as an attractive alternative to yield better adaptation to unpredictable
user data demand. The motivation is simple and intuitive: pricing should be leveraged strategically
to affect demand to better handle unexploited capacity, and thus yield more revenue [12]. Take
some companies in the real world for example, MTN in Uganda and Uninor in India have offered
time-dependent pricing for mobile message, where the message price is dynamically changed
after one day or even one hour to achieve balance between the supply and demand [11], [13].
Moreover, China Telecom charges its users a discount data fees during less congested times,
e.g., at night, and normal data fees otherwise. Dynamic pricing has become an active field of the
revenue management literature, with successful real-world applications in industries, e.g., cloud
computing [12], smart grid [14] and spectrum trading [15]. With the flexibility to change the
price, the optimal dynamic pricing policy for a mobile network operator towards maximizing
the expected long-term revenue becomes appealing.
Nevertheless, the presence of network effects and congestion effects in the mobile social data
market poses a remarkable challenge to the operation of dynamic pricing therein. To the best of
our knowledge, this paper is the first to study the optimal dynamic pricing schemes of a mobile
network operator, i.e., a seller, selling social data to a set of mobile users in social data market,
where users’ behavior is subject to both network effects and congestion effects. We assume that
the mobile network operator, i.e., the seller has complete information about the social network
and can perfectly charge each user differently, i.e., discriminatory pricing1 [16]. Particularly, the
main contributions of this paper are summarized as follows:
• Taking time-varying interactions between the mobile network operator and mobile users into
account, we propose the sequential dynamic pricing scheme, where the operator individually
offers each user a certain price in multiple time periods dynamically.
1The uniform pricing which is more popular is just a special case of the discriminatory pricing, and hence the techniques
developed in the paper can be applied similarly and directly for uniform pricing.
4• We model the network effects in the social domain by utilizing the structural properties
of the social network, which further increases the social data demand of mobile users.
Furthermore, the model incorporates the congestion in the network domain to realistically
capture the scarcity of radio resource in wireless network environment. Moreover, we
analytically demonstrate that our proposed sequential dynamic pricing can help the mobile
network operator to gain greater revenue and mobile users to achieve higher total utilities
than those of existing optimal static pricing scheme.
• In addition, we propose a modified sequential pricing policy in order to ensure social fairness
among mobile users with respect to their individual utilities. To gain more insights, the
simultaneous dynamic pricing is developed in which the operator determines the pricing
strategy at the beginning of each time period and users decide on their individual data
demand in each time period simultaneously. We find the insights that the operator tends
to offer the discount price to the users with more social influence which may bring more
potential users subsequently.
• To characterize the network effects from social networks, we consider two social graphs. The
first graph is constructed using the Erdo˝s-Re´nyi (ER) model [17], and the second graph
is built from a real dataset, i.e., the Brightkite dataset [18]. The performance evaluation
corroborates the fact that the dynamics of pricing schemes over static ones can greatly
improve the revenue of the operator.
The rest of the paper is organized as follows. In Section II, we present a brief review
on the related works. In Section III, we formulate the revenue maximization problem in the
dynamic model. In Section IV, we develop and analyze the sequential dynamic pricing to
solve the optimization problem formulated in Section III. Then, we propose and investigate the
simultaneous pricing in Section V. In Section VI, we compare the performance of the proposed
dynamic pricing against existing optimal static pricing in terms of the revenue of the mobile
network operator and total utilities of the mobile users. Additionally, we evaluate the role of
different parameters on the proposed schemes. At last, we conclude the paper in Section VII.
II. RELATED WORKS
The pricing schemes are designed to offer profitable business to the network operators, as
well as to create favorable services for the users, which is a useful tool for addressing resource
allocation issues [19]. Since users typically share limited communication resources in physical
5networks, e.g., bandwidth, congestion effects from physical domain on users’ behavior is common
and has been extensively studied for pricing strategies by a number of works [20]–[23]. For
example, if an Internet network operator becomes oversubscribed, its subscribers suffer from
the congestion externality due to limited bandwidth and radio resources. In [24], the authors
proposed an optimal design of time and location aware mobile data pricing, which motivates
users to smooth traffic and reduce network congestion. Moreover, the network operators have
been experiencing several emerging and innovative pricing schemes, e.g., rollover data plans,
secondary market scheme [25] and sponsored data plan [26]. However, very few works take
homophily phenomenon into consideration, i.e., network effects, for designing the pricing. The
social aspect of mobile networking is an emerging paradigm for network design and optimiza-
tion [5]. In [27], the authors found that the information obtained from social tie connections will
influence in decision making. Inspired by [27], the social group utility maximization framework
was proposed in [28], [29], which captures the impact of users’ diverse social ties that are
subject to diverse social relationships. The authors in [30] showed the evidence of network
effects in communication service using the real data analytic, and quantified such an effect using
a simple metric. The finding of [30] provides the motivation for planning pricing mechanisms
with network effects in the real markets.
Recently, the network effects have been considered jointly with service pricing from the
economic perspective [9]. For example, in the pioneering work [8], the authors investigated both
the uniform pricing and the discriminatory pricing of the network operator in the presence of
network effects. In [31], [32], the authors discussed the dynamic pricing strategy of divisible
social goods with network effects. However, the authors investigated the user behaviors only in
social networks without considering the congestion in wireless networks. Therefore, the model
introduced therein has a major limitation as it cannot be applied into the wireless network
environments, in which the radio resource is scarce and congestion can frequently happen.
Subsequently, the authors in [5] formulated the interaction between a network operator and
mobile users as a two-stage Stackelberg game, by extending the model presented in [8]. The
uniform pricing scheme was adopted, where the impacts of network effects and congestion
were jointly analyzed. In [33], [34], the authors studied the similar problem to that in [5],
where the discriminatory pricing strategy was applied by the operator. Nevertheless, they merely
formulated the one-shot game to model the interaction between the network operator and mobile
users with static pricing. In other words, the operator cannot utilize its ability to modify its
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Figure 1. System Model.
strategy in response to the observed history. In view of this gap, we study the sequential dynamic
pricing scheme in [35], where the users’ behaviors are subject to both the network effects
and congestion effects. In this paper, more analytical results have been added. Specifically, the
sequential dynamic pricing scheme is implemented to address the social fairness issue. Moreover,
we investigate the simultaneous dynamic pricing to gain more insights.
III. SYSTEM MODEL
A. Basic static model
In a social data market under our consideration, there is a set of mobile users N ∆= {1, . . . , N},
as shown in Fig. 1. Each mobile user i ∈ N , i.e., the buyer, determines a non-negative quantity of
the data demand from a Mobile Network Operator (MNO) for accessing social services, denoted
by xi where xi ∈ [0,∞). Let x ∆= (x1, . . . , xN) denote the demand profile of all the users and
x−i denote the demand profile without that of user i. Given the offered price per unit of data
pi, the myopic user chooses the action that maximizes its utility. Then, the basic utility of the
user is formulated as follows:
vi(xi,x−i, pi) = fi(xi) +
∑
j∈N
gijxixj − pi(xi). (1)
fi(x) represents the private utility which is an internal effect or gain that user i obtains from
the social data demand. It is a linear-quadratic function fi(xi) = aixi − bixi2, where ai and bi
are the coefficients that capture the intrinsic value of the data demand to different users with
heterogeneity. gij indicates the external benefits due to the network effects. In social networks,
7one user can enjoy an additional benefit from the actions of other users [3]. In particular, gij
refers to the influence of user j on user i, which we assume to be unidirectional. In other
words, gij = gji represents the social tie between users i and j, i.e., the social tie is reciprocal.
Nevertheless, the same model can be applied to bidirectional social relations straightforwardly.
Moreover, gii = 0 which means one user cannot influence oneself. The fee that the MNO
charges to user i is equal to pixi, i.e., usage-based pricing. In this paper, we consider the case
that the MNO can charge the different users with different prices, i.e., the discriminatory pricing
scheme [36], [37].
Moreover, the users may experience congestion with the increase of social data demand at the
same time, e.g., service delay, due to the limited radio resources in mobile networks. Therefore,
we investigate the users’ behaviors by jointly incorporating the network effects and congestion
effects. In particular, we use another term c
2
(∑
j∈N xj
)2
to denote the congestion effects, where
c
2
is the coefficient of congestion. The quadratic sum form c
2
(∑
j∈Nxj
)2
indicates that all users
experience and are affected by the congestion, and the marginal cost of the congestion increases
as the total demand increases [5], [34]. Then, the net utility of user i extended from (1) is
expressed as follows:
ui(xi,x−i, pi) = aixi − bixi2 +
∑
j∈N
gijxixj − c
2
(∑
j∈N
xj
)2
− pixi. (2)
The objective of the MNO is to maximize its revenue which is expressed as follows:
max
pi
∑
i∈N
pixi. (3)
Naturally, the two-stage Stackelberg game can be adopted to model the interaction between
the MNO and users [33], [34]. In the upper Stage I, the MNO, i.e., the leader, determines price
pi to maximize its revenue. In the lower Stage II, the users, i.e., the followers, decides on their
individual data demand xi in order to maximize their utilities being aware of price pi set by the
MNO. Using the backward induction methods, the existence and uniqueness of a set of strategies
where no user deviates based on the given price, i.e., the Nash equilibrium, is investigated first.
Based on this Nash equilibrium, the optimal pricing of the MNO can be further addressed.
B. Dynamic model extension
Here we propose a discrete-time sequential dynamic pricing scheme for the revenue maxi-
mization of the MNO over multiple time periods, e.g., days or weeks. We first define p(k) =
8[
p
(k)
1 , . . . , p
(k)
i , . . . , p
(k)
N
]>
as the instantaneous pricing strategies, where p(k)i is the price charged
to the user i in time period k. Let x(k)i be the social data demand from user i given the price p
(k)
i .
The price vector can be varied over time periods t. In each time period, the MNO approaches
the users in a certain order for charging which is denoted by R ∆= {r1, . . . , rN}, where ri ∈ N
and ri 6= rj , ∀i 6= j.
We assume that the users have complete information about the past history of the demand
of all users in the network. This information can be obtained through a long-term learning or
side channel, e.g., statistics from the operator itself or from third party marketing firm [38]. The
information known by user i in the time period k can be represented by tuples, i.e., I(k)i =(
x
(1:k−1)
i , p
(1:k−1)
i ,x
(1:k−1)
−i , [x
(k)
j ]j∈N
)
, where x(1:k−1)i is the set of historical demand of user i
from time period 1 to period k− 1, i.e., x(1:k−1)i = {xk′i }k′=1,...,k−1. Similarly, p(1:k−1)i is a set of
historical price offered to user i, i.e., p(1:k−1)i = {pk′i }k′=1,...,k−1, and x(1:k−1)−i is a set of historical
demands of all other users except user i, i.e., x(1:k−1)−i = {xk′−i}k′=1,...,k−1. Let y(k)i =
k∑
k′=1
x
(k′)
i be
the cumulative demand (i.e., quantity of social data) purchased by user i from time period 1 to
period k. In the time period k, user i aims to maximize its expected utility, which is formulated
as
ui
(
x
(k)
i , I(k)i , p(k)i
)
= ai
(
y
(k−1)
i + x
(k)
i
)
− bi
(
y
(k−1)
i + x
(k)
i
)2
+
∑
j∈N
gij
(
y
(k−1)
j + x
(k)
j
)
×
(
y
(k−1)
i + x
(k)
i
)
− c
2
∑
j∈N
(
y
(k−1)
j + x
(k)
j
)2
−
k∑
t=1
p
(t)
i x
(t)
i . (4)
The objective of the MNO is to maximize its cumulative revenue. In each time period k, the
MNO chooses p(k)i to maximize its revenue in the current time period. This revenue is given by∑
i∈N
p
(k)
i x
(k)
i . Note that this revenue maximization is the dynamic optimization. This is due to the
fact that the revenue of the MNO depends on the demand of all users. The demand of each user
depends on the historical demand profile of the other users, i.e., I(k)i , as expressed in (4). For
example, if one user knows that its social neighbors have accessed a certain video, that user is
likely to access the same video content.
The sequential dynamic pricing scheme [39] can be obtained from solving the cumulative
revenue maximization problem for the MNO, which is given by
max ΠR = max
∞∑
k=1
∑
i∈N
p(k)ri x
(k)
ri
, (5)
9and the pricing is run for a long period of time which is equivalent to time infinity. Recall
that in each time period k, the revenue maximization is expressed by max
∑
i∈N
p
(k)
ri x
(k)
ri , which
can be divided into sub-problems of maximizing the revenue gained from each user i. The first
sub-problem is to determine an optimal price charging to each user given a fixed order. Then,
the second sub-problem is to determine an optimal order of users to be visited by the MNO.
Sub-problem 1.
Π
(k)
R = max
p
(k)
ri
∑
i∈N
p(k)ri x˜
(k)
ri
, (6)
subject to x˜(k)ri = arg maxx´(k)ri uri(x´
(k)
ri , I(k)ri , p(k)ri ),∀i,
where the order of users R = {r1, . . . , ri, . . . , rN} is fixed.
Sub-problem 2.
max
R
Π
(k)
R , (7)
subject to R ∈ Q(N ),
where Q(N ) is the set of all possible orders of the users in N . In other words, Q(N ) is the set
of all possible orders of users.
The Sub-problem 2 can be regarded as a dynamic optimization problem. In particular, the
MNO has to select the order of users to be visited and the prices charged to each user to
maximize its revenue. After fixing the order R, we denote x˜i(k) and p˜i(k) as the optimal demand
of user i and optimal price charged by MNO to user i in time period k. However, the number of
possible orders makes the problem complicated and intractable. Specifically, in each time period,
we need to check n! orders to determine an optimal one. Nevertheless, we observe some special
structure characterized by the theorems given in the next section.
IV. SEQUENTIAL DYNAMIC PRICING SCHEME
A. Problem formulation
In what follows, we denote Λ = diag
(
[2b1, 2b2, . . . , 2bN ]
>
)
, Λc = diag
([
c
2
, c
2
, . . . , c
2
]>)
+
Λ = diag
([
2b1 +
c
2
, 2b2 +
c
2
, . . . , 2bN +
c
2
]>). We further denote a = [a1, a2, . . . , aN ]> > 0,
and 1 = [1, 1, . . . , 1]>. In addition, C is an N ×N matrix with c being every element inside. I
is an N ×N identity matrix, and G = {gij}i,j∈N .
Assumption 1. For all i ∈ N , 2bi >
∑
j∈N (gij − c).
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Similar to that in [5], [26], [34], we make the above assumption to ensure the boundedness
of the social data demand from each user, and we have the following theorem.
Theorem 1. The optimal revenue of the MNO in the time period k, Π(k)R , and the optimal solution
x˜
(k)
R are unique and irrelevant to the order R, provided that Assumption 1 is satisfied.
Proof. Firstly, we fix the order R = {1, 2, . . . , N}. Then, in the first time period the revenue is
given by
ΠR =
∑
i∈N
pixi =
∑
i∈N
xi
(
ai − 2bixi +
∑
j∈N
gijxj − c
∑
j∈N
xj
)
. (8)
Let x˜i denote the optimal social data demand from user i. Here for ease the presentation, we
omit (1) for the derivation of the first period. We take ∂ΠR
∂x˜i
= 0 according to the first-order
condition. Due to gij = gji, we obtain
ai − 4bix˜i +
∑
j∈N
gijx˜j − c
∑
j∈N
x˜j − cx˜i = 0, (9)
which is irrelevant to the order R. Then we obtain the expression
x˜ = (2Λc −G + C)−1a. (10)
Similarly, the optimal revenue of the MNO for the first time period is irrelevant to the order R,
which is given by
∑
i∈N
xi
(
ai − 2bixi +
∑
j<igijxj − c
∑
j<i
xj
)
. Then, we suppose the obtained
optimal revenue holds in subsequent time periods k′ = 2, . . . , k − 1, and we denote x(k′)i as the
optimal demand of user i in the time period k′, and y(k)i be
k∑
k′=1
x
(k′)
i . Thus, the revenue of the
MNO in the time period k is given as follows:
Π(k) =
∑
i∈N
p
(k)
i x
(k)
i =
∑
i∈N
x
(k)
i
(
ai − 2biy(k)i +
∑
j∈N
gijy
(k)
j − c
∑
j∈N
y
(k)
j
)
=
∑
i∈N
x
(k)
i
(
ai − 2biy(k−1)i − 2bix(k)i +
∑
j∈N
gijy
(k−1)
j +
∑
j∈N
gijx
(k)
j
−c
∑
j∈N
y
(k−1)
j − c
∑
j∈N
x
(k)
j
)
. (11)
Then, we let a(k)i be ai − 2biy(k−1)i +
∑
j∈N gijy
(k−1)
j − c
∑
j∈N
y
(k−1)
j . With Proposition 1, we
obtain that a(k) is expressed by
a(k) =
[
I− (Λ−G + C)(2Λc −G + C)−1
]k−1
a, (12)
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which is a vector of a(k)i . According to the first-order condition, the optimal social data demand
x˜i
(k) in time period k must satisfy that the derivative ∂Π(k)/∂x˜i
(k) = 0. Thus, we have
x˜(k) = (2Λc −G + C)−1a(k), (13)
which is also irrelevant to the order R. Moreover, as the number of time periods goes to infinity,
it is observed that the total optimal demand of all users is shown as follows:
lim
k→∞
y˜(k) = lim
k→∞
k∑
k′=1
x˜i
(k′)
=
∞∑
k=1
(2Λc −G + C)−1a(k)
= (2Λc −G + C)−1
(
I− [I− (Λ−G + C)(2Λc −G + C)−1] )−1a
= (Λ−G + C)−1a. (14)
Note that the expression above is based on Proposition 2. The proof is now completed.
Proposition 1. The matrix (2Λc −G + C) has non-negative entries and is invertible, provided
that Assumption 1 is satisfied.
Proof. Please refer to the Appendix-A for details.
Proposition 2. The spectrum radius of
[
(2Λc−Λ)(2Λc−G+C)−1
]2 is smaller than 1, provided
that Assumption 1 is satisfied.
Proof. Please refer to the Appendix-B for details.
Based on Theorem 1, the complexity of solving Sub-problem 2 can be reduced in a large
extent. Meanwhile, Sub-problem 1 can be solved with the optimal price which is irrelevant to
the order obtained from Sub-problem 2. Additionally, following Theorem 1, we can immediately
obtain Theorem 2 as below.
Theorem 2. Provided that Assumption 1 is satisfied, the optimal solution to the optimization
issue given in (5) is unique which can be expressed as:
x˜(k) =
[
2Λc −G + C
]−1[
I− (Λ−G + C)(2Λc −G + C)−1
]k−1
a. (15)
As the time period k goes to ∞, the total social data demand y˜(k) = lim
k→∞
k∑
t=1
x˜(t) converges to
(Λ−G + C)−1a.
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Following the above theoretical analysis, we propose the sequential pricing scheme, as shown
in Algorithm 1. Similar to (7), the revenue under the proposed algorithm is expressed as follows:
Πd =
∞∑
k=1
∑
i∈N
p˜
(k)
i x˜
(k)
i . (16)
Additionally, we define the total utilities of the users gained from social data demand as Ud.
The expression for Ud under the proposed algorithm is given as follows:
Ud =
∑
i∈N
(
aiy˜i − biy˜i2 + y˜i
∑
j∈N
gij y˜j − c
2
∑
j∈N
y˜j
2
)
− Πd. (17)
To demonstrate the outperformance of our proposed pricing scheme, we also provide and
compare the unique equilibrium solution under the static pricing strategy which is similar to that
in [33]. Πs =
∑
i∈N
p̂ix̂i in (3) and Us =
∑
i∈N
ui(x̂i, x̂−i, p̂i) in (2) denote the MNO’s revenue and
the users’ total utilities, respectively. After the comparison, we have the following theorem.
Theorem 3. The results obtained from the sequential dynamic pricing dominates the optimal
static policy in terms of the revenue of the MNO and the total utilities of users provided that
Assumption 1 is satisfied, i.e., Πd ≥ Πs and Ud ≥ Us.
Proof. Please refer to the Appendix-C for details.
From Theorem 3, we have demonstrated that our alternative pricing scheme outperforms the
static pricing proposed in [33] in terms of the revenue of the MNO and the total utilities of the
users. We further demonstrate the outperformance of the proposed dynamic pricing scheme in
the simulation parts.
B. Reordering for social fairness
Recall from Theorem 1, we have verified that the proposed Algorithm 1 is optimal towards
the revenue maximization of the MNO and irrelevant to the order of users to be visited by the
MNO. However, it is worth noting that each user’s individual utility may differ considerably.
Therefore, the social fairness among mobile users in the market under our consideration needs
to be ensured. The social fairness is an important measure from user’s perspective in a market
pricing problem [16]. Generally, the fairness indicates that the utility of all users is distributed
in a fair manner over time. In turn, the MNO improves its popularity and reputation degree
among consumers by ensuring the social fairness. Since the optimal revenue of the MNO keeps
13
Algorithm 1 : Sequential dynamic pricing scheme for mobile social data market
Require: x˜(k) = [x˜(k)1 , x˜
(k)
2 , . . . x˜
(k)
N ]
>.
1: for each time period k do
2: 1): Obtain social data demand in the time period k
x˜(k) = [2Λc −G+ C]−1Tk−1a,
where T = I− (Λ−G+ C)(2Λc −G+ C)−1.
3: 2): Obtain total social data demand until time period k:
y˜
(k)
i =
k−1∑
k′=1
x˜
(k′)
i .
4: 3): Set the order of users as R = 1, 2, . . . , N .
5: 4): Obtain the prices charged to users for time period k:
p˜
(k)
i = ai − 2bi
(
y˜
(k−1)
i + x˜
(k)
i
)
+
∑
j∈N
gij y˜
(k−1)
j +
∑
j<i
gjix˜
(k)
j − cy˜(k−1)i − c
∑
j<i
x˜
(k)
j .
6: Output: [p˜(k)1 , p˜
(k)
2 , . . . , p˜
(k)
N ]
>
7: end for
unchanged irrespective of the order of users to be visited. In the following, we leverage the
property of this “invariance of ordering” to ensure the fairness amongst mobile users. Specifically,
we utilize the max-min fairness allocation concept to refine the sequential dynamic pricing
scheme. The goal is to find the optimal order of users to be visited by the MNO in order to
ensure the max-min fairness among users with respect to the individual utilities of users.
We first consider the specific price charging to different users in our proposed sequential
dynamic pricing scheme, i.e., Algorithm 1. We assume the MNO visits its users in the same
fixed order, which is denoted by {1, 2, . . . , N = |N |}. Recall that the optimal social data demand
of users in time period k is given as
x˜(k) = (2Λc −G + C)−1
[
I− (Λ−G + C)(2Λc −G + C)−1
]k−1
a
=
(
2Λc − Λ
2Λc −G + C
)k−1
(2Λc −G + C)−1a. (18)
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The optimal pricing of the MNO in the time period k is given as
p˜(k) = [I− (Λ−G + C)(2Λc −G + C)−1]k−1a− (Λ−G + C)x(k)
=
[
I− (Λ−G + C)(2Λc −G + C)−1
] [
I− (Λ−G + C)(2Λc −G + C)−1
]k−1
a
=
(
2Λc − Λ
2Λc −G + C
)(
2Λc − Λ
2Λc −G + C
)k−1
a. (19)
Note that in the case of a completely symmetric graph, where ai = a, bi = b, gij = g, ∀i ∈ N .
The optimal data demand of the user in time period k in Algorithm 1, is given as:
x˜
(k)
i =
(
2b+ c
4b− (N − 1)g +Nc
)k−1
a
4b− (N − 1)g +Nc, (20)
where
2b+ c
4b− (N − 1)g +Nc < 1. (21)
Thus, the price charging user i in time period k, which is the mth user visited by the MNO,
is given by
p˜
(k)
i =
(
2b+ c
4b− (N − 1)g +Nc
)k−1
a [2b+ c− (N −m)g]
4b+Nc− (N − 1)g . (22)
It is clear from (22) that the price charging to users increases with the increase of visiting
orders. This leads to inter-individual disparity among users since prices vary widely. Therefore,
the fair network utility allocation in the pricing shown in Algorithm 1 is not ensured. To alleviate
this issue, we make a simple change in Algorithm 1 for selecting the visiting orders in each time
period. Specifically, the MNO chooses any random order in the first time period, and selects the
order based on the predefined max-min fairness criteria in subsequent time periods [40]. In the
case of completely symmetric graph, for the time period k > 1, the order R ∆= {r1, . . . , rN} is
selected such that the following condition
ri = arg min
i∈N\{r1,r2,...,ri−1}
ui
([
x˜
(k′)
i
]k−1
k′=1
,
[
I˜(k′)i
]k−1
k′=1
,
[
p˜
(k′)
i
]k−1
k′=1
)
(23)
holds, where ui
(
x
(k)
i , I(k)i , p(k)i
)
is given in (4). In particular, the individual utility of the user
in any time period k which is the mth visited user, is given by
um =
a2 [2b+ c− (N −m)g]
[4b+Nc− (N − 1)g]2 +
a2 (2b+ c−mg)
[4b− (N − 1)g +Nc]2
(
2b+c
4b−(N−1)g+Nc
)2
1−
(
2b+c
4b+Nc−(N−1)g
)2 . (24)
This equation indicates that the user visited in the beginning has a higher individual utility
compared with its counterparts which are visited in the end. This simple but effective scheme
leads to the max-min fairness over time, with respect to allocating network utility of users.
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V. SIMULTANEOUS DYNAMIC PRICING SCHEME
In Section IV, we propose the sequential dynamic pricing scheme where the social data demand
decision of users responds in different time scales. To obtain more insights from general dynamics
where the users choose their strategies in the same time scale, we further explore a simultaneous
pricing scheme.
In the simultaneous dynamic pricing scheme, the MNO determines the price at the beginning
of each time period. Then, the mobile users decide on their individual social data demand
simultaneously, taking the network effects in the social domain and the congestion effects in the
network domain into account.
A. Problem formulation
We consider a finite selling time periods, T . Let p(k) =
[
p
(k)
1 , . . . , p
(k)
i , . . . , p
(k)
N
]>
still be
the pricing strategies determined by the MNO, where pki denotes the price charged to user i in
time period k. Given the price, the users interact with each other due to the network effects
and congestion effects, as discussed in Section III. In particular, we consider that the users do
not interact with each other in the same time period because of the slow influence spread [41].
However, on one hand, the users are still influenced by the total social data demand of their
social neighbours in previous time periods due to the network effects. On the other hand, the
users are influenced by the past total social data demand of all the users due to the congestion
effects.
Recall that x(k)i denotes the social data demand of user i in response to price p
(k)
i and y
k
i
denotes the total social data demand of user i until time period k. We still adopt the linear
quadratic function to formulate the utility of the users. Each user i ∈ N in the time period k
decides on its social data demand to maximize its expected utility in this time period. Specifically,
this is formulated as follows:
ui
(
x
(k)
i , I(k)i , p(k)i
)
= ai
(
y
(k−1)
i + x
(k)
i
)
− bi
(
y
(k−1)
i + x
(k)
i
)2
+
∑
j∈N
gijy
(k−1)
j
(
y
(k−1)
i + x
(k)
i
)
− c
2
∑
j∈N
(
y
(k−1)
j
)2
−
k∑
t=1
p
(t)
i x
(t)
i . (25)
It is worth noting that the user’s utility in time period k depends only on other users’ social data
demand in previous k−1 time periods. Thus, (25) is different from (4) in the term that captures
the influence within the current time period.
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Therefore, the revenue maximization problem faced by the MNO can be written as follows:
max
{p(k)}
∑
k∈T
∑
i∈N
p
(k)
i x
(k)
i , (26)
where T denotes the selling time periods under consideration. We then analyze the optimal
pricing and the corresponding social data demand in the following.
B. Optimal pricing for slow influence spread
According to the first-order condition, by setting the derivative
∂ui
(
x
(k)
i ,I(k)i ,p(k)i
)
∂x
(k)
i
= 0, we obtain
the optimal social data demand of user i in time period k for maximizing its individual utility
in (25), which is given as x(k)i = max
{
0,
ai+
∑
j∈N
gijy
(k−1)
j −c
∑
j 6=i
y
(k−1)
j −p(k)i
2bi+c
− y(k)i
}
.
Here we first impose the positivity constraint on the social data demand, and then validate that
the optimal social data demand is indeed positive. Under this assumption, we have (2bi+c)y
(k)
i =
ai +
∑
j∈N
gijy
(k−1)
j − c
∑
i 6=j
y
(k−1)
j − p(k)i . Thereafter, the optimal price charged to user i in time
period k is given as p(k)i = ai +
∑
j∈N
gijy
(k−1)
j − c
∑
j∈N
y
(k−1)
j − 2biy(k)i .
Therefore, the total revenue of the MNO can be written as
Π =
T∑
k′=1
∑
i∈N
p
(k′)
i x
(k′)
i =
T∑
k′=1
∑
i∈N
(
ai +
∑
j∈N
gijy
(k′−1)
j − c
∑
j∈N
y
(k′−1)
j − 2biy(k
′)
i x
(k′)
i
)
x
(k′)
i .
(27)
In what follows, we continue to use the first-order optimality condition, i.e., ∂Π
∂x
(k)
i
= 0 for t =
1, . . . , T and ∀i ∈ N . Then, we have
∂
(
T∑
k′=1
∑
i∈N
(
ai+
∑
j∈N
gij
k′−1∑
s=1
x
(s)
j −c
∑
j∈N
k′−1∑
s=1
x
(s)
j −2bi
k′∑
s=1
x
(s)
i
)
x
(k′)
i
)
∂x
(k)
i
=
0. With simple transformations, we have the following equation for k = 1, . . . , T and ∀i ∈ N ,
ai − 4bi − 2bi
k−1∑
s=1
x
(s)
i − c
∑
j∈N
k−1∑
s=1
x
(s)
j +
∑
j∈N
gij
k−1∑
s=1
x
(s)
j − 2bi
T∑
s=k+1
x
(s)
i
− c
∑
j∈N
T∑
s=k+1
x
(s)
j +
∑
j∈N
gij
k−1∑
s=k+1
x
(s)
j = 0. (28)
For brevity, we write the matrix form of the above equation shown as follows:
a− 2Λx(k) −
k−1∑
s=1
(Λ−G + C)x(s) −
T∑
s=k+1
(Λ−G + C)x(s) = 0. (29)
Due to the symmetry of this set of equations, we know that x(k) is the same for ∀k =
1, . . . , T . Thus, we have a − 2Λx(k) − (T − 1)(Λ −G + C)x(k) = 0. Accordingly, we obtain
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the final expression for the optimal social data demand of users in time period k: x∗(k) =(
(T + 1) Λ− (T − 1) (G− C))−1a. This derived data demand is always positive because of
Proposition 1, which thus justifies our positivity assumption of the social data demand. Recall
that we have
p
∗(k)
i = ai +
∑
j∈N
gijy
(k−1)
j − c
∑
j∈N
y
(k−1)
j − 2biy(k)i . (30)
Accordingly we rewrite (30) in a matrix form, which is shown as follows:
p∗(k) = a + (k − 1)Gx(k) − kCx(k) − kΛx(k) (31)
= a + ((k − 1)G− k(C + Λ)) ((T + 1)Λ− (T − 1) (G− C))−1a
= ((T − k + 1)Λ + (T − k − 1)C − (T − k)G) ((T + 1)Λ− (T − 1) (G− C))−1a.
From the previous discussions in this section, we conclude with the following theorem.
Theorem 4. Provided that Assumption 1 is satisfied, the optimal prices in the time period k
under simultaneous dynamic pricing scheme is unique, which is given by
p∗(k) = ((T − k + 1)Λ + (T − k − 1)C − (T − k)G) ((T + 1)Λ− (T − 1) (G− C))−1a. (32)
Likewise, the optimal social data demand of users in response to the given optimal price is also
unique, which is written as follows:
x∗(k) =
(
(T + 1)Λ− (T − 1) (G− C)
)−1
a. (33)
Note that we can reformulate the optimal prices as a function of time to analytically inves-
tigate the time-varying property of the price. For ease of presentation, we first define Ξ(T ) =(
I − T−1
T+1
(G− C) Λ−1)−1a. Thus, we have x(k) = Ξ(T )
(T+1)Λ
, and x(k)i =
1
(T+1)
Ξi(T )
2bi
. To be specific,
we reformulate the optimal price as
p
(k)
i = ai +
∑
j∈N
gijy
(k−1)
j − c
∑
j∈N
y
(k−1)
j − 2biy(k)i
= ai +
∑
j∈N
gij
k − 1
T + 1
Ξj(T )
2bj
− c
∑
j∈N
k − 1
T + 1
Ξj(T )
2bj
− 2bi k
T + 1
Ξi(T )
2bi
= ai − 1
T + 1
∑
j∈N
gij
Ξj(T )
2bj
+
1
T + 1
c
∑
j∈N
Ξj(T )
2bj
+
k
T + 1
(∑
j∈N
gij
Ξj(T )
2bj
− c
∑
j∈N
Ξj(T )
2bj
− Ξi(T )
)
. (34)
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It is observed from (34) that the optimal prices under simultaneous dynamic pricing scheme
change linearly with the slope given by
Φi(T ) =
∑
j∈N
gij
Ξj(T )
2bj
− c
∑
j∈N
Ξj(T )
2bj
− Ξi(T ). (35)
The slope Φi(T ) can be positive or negative, which indicates that the offered price may increase
or decrease over T time periods for different users. Furthermore, in the social data market where
the users have homogeneous utility, the optimal prices decrease with time, which is characterized
in the following proposition.
Proposition 3. If ai = a, bi = b for all the users i ∈ N , Φi(T ) is negative, and thus the optimal
prices under simultaneous dynamic pricing scheme decrease with time, i.e.,
Φ(T ) < 0.
Proof. Please refer to the Appendix-D for details.
VI. PERFORMANCE EVALUATION
In this section, we conduct the simulations to illustrate the impacts of different parameters
on the proposed dynamic pricing schemes. In particular, we simulate the social graph G using
the Erdo˝s-Re´nyi (ER) graph to capture the social properties. In the ER graph, the social tie
between any two users exists with the same probability Pe. Furthermore, we simulate the real
social network based on the real data trace from Brightkite [18]. Brightkite is an online social
networking service with explicit undirected social relationship based on mobile phone users.
We randomly choose N users from the real dataset and construct the social network, where
N = 10, 15, . . . , 50. For each given number of users, N , we obtain the average results with 500
runs. Figure 2 shows the total number of social ties and probability of social tie versus the number
of users in the real dataset. The social tie between a pair of users follows the normal distribution
N (µg, 1), if it exists. Otherwise, the social tie is set as 0. We set the internal parameters of
social users, ai and bi, as the following normal distribution N (µa, 1) and N (µb, 1), respectively.
The default parameter values are set as follows: N = 50, Pe = 0.8, µa = 1, µb = 20, µg = 8
and c = 10. We implement the dynamic pricing with 50 time periods.
A. Sequential dynamic pricing
From Figs. 3-4 we observe that the convergence of sequential dynamic pricing (SeqDP) in
terms of the revenue of the MNO and the total utilities of users can be guaranteed within the
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Figure 2. Real social data trace from Brightkite [18]: total number of social ties versus the number of users (left), and probability
of social tie versus the number of users (right).
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Figure 5. The illustration of individual
utility of users with and without social
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first 40 time periods. In addition, the convergence result of the proposed pricing outperforms
the optimal value of the optimal static pricing (OSP) scheme. Moreover, we compare the
individual utility of two randomly selected users, under SeqDP with and without social fairness
consideration, as illustrated in Fig. 5. This demonstrates that the modified SeqDP is able to
achieve the social fairness in terms of individual network utility.
To evaluate the total utilities of mobile users gained from social data demand and the revenue
of the MNO, we now compare the revenue and total utilities of the proposed SeqDP and those
of OSP in Figs. 6-7. As a benchmark, we also evaluate the performance when the social data
demand of users is not interdependent. This is a special case of our proposed socially aware
user utility where all the social ties equal 0. We also compare the performance under the ER
based social graph model (social graph-ER) with the real dataset, i.e., Brightkite based social
graph model (social graph-Brightkite).
From Fig. 6, the total utilities increase with the probability of social edge, and the total utilities
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Figure 7. Normalized total utilities of users and normalized revenue of the MNO versus the congestion coefficient.
achieved in the proposed SeqDP are much larger than those of OSP when the probability of
social edge is higher. As the probability of social edge increases, the number of social neighbours
of one user increases, and the additional benefits due to neighbours’ social data demand become
greater, and thus the total utilities increase. Therefore, the revenue of the MNO obtained by the
SeqDP increases with the increase of probability of social edge. The intuition is that the higher
probability of social edge leads to higher social data demand due to underlying network effects,
which in turn promotes the revenue of the MNO. This can be verified by the performance under
the ER based social graph model with zero social tie. In this special case, there is no network
effect, and thus the probability of social edge does not affect the performance in terms of the total
utilities of users and the revenue of the MNO. Moreover, we evaluate the impact of congestion
effects on the MNO and users, as shown in Fig. 7. Under all the cases, we observe that the total
utilities of users and the revenue of the MNO decrease as the congestion coefficient increases.
Intuitively, with larger congestion, the negative impact coming from others’ social data demand
increases, and thus the utility of each user becomes lower. Consequently, the decreasing social
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Figure 8. The illustration of optimal prices of different users versus time periods under simultaneous dynamic pricing.
data demand leads to the decrease of the revenue of the MNO. Furthermore, given the number
of users, 50, the probability of social edge in the real dataset Brightkite can be obtained from
Fig. 2, which is lower than 0.3. Thus, the performance of SeqDP under ER based social graph
is better than that under the Brightkite based social graph, as illustrated in Figs. 6-7.
B. Simultaneous dynamic pricing
Figure 8 illustrates the optimal price of selected 5 users in 50 time periods under SimuDP. We
observe that the optimal price decreases with the increasing time periods, which is consistent
with Proposition 3. Furthermore, the decreasing slope is different for different users. Specifically,
the selected 5 users in Fig. 8 have different social relation factors. Therein, user 1 is the most
influential user and user 3 is the least influential user, i.e., the most susceptible or influenced
user. In other words, user 1 can influence more users due to network effects and user 3 is in
the opposite. We observe that the price offered to the more influential user is lower and the
decreasing rate is lower. The reason is that the MNO wants to offer the discount price to the
influential users which can bring more potential users in subsequent time periods. However,
the new coming users may lead to the decrease of user utility due to the congestion effects.
Therefore, the decreasing rate of the price offered to the influential user is not higher than that
of influenced or susceptible users.
We now fix the selling time periods as 50, and investigate the impact of different parameters
on the performance of our proposed simultaneous dynamic pricing (SimuDP) scheme, In addition
to the OSP and the real dataset Brightkite, we further consider the following two cases. In the
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Figure 9. Normalized total utilities of users and normalized revenue of the MNO in 50 time periods versus the number of
mobile users.
first case, the MNO can only foresee 1 time period, i.e., the MNO maximizes its current revenue
in each time period myopically, i.e., a greedy scheme. In the second case, the MNO can foresee
50 time periods, i.e., the MNO is fully rational and can maximize its revenue in the entire 50
time periods. Figure 9 illustrates the total utilities of users and the revenue of the MNO when
the number of users increases. Under all the cases, we find that both the total utilities of users
and the revenue of the MNO increase with the increase of the number of users. The reason is
that adding more users would enhance each user’s interactions with others, and thus potentially
stimulate more social data demand of new coming users. Consequently, the increasing content
demand results in a higher revenue of the MNO. Under the greedy SimuDP where T = 1,
we observe that the revenue of the MNO is lower than that under the rational SimuDP where
T = 50. The reason is that the fully rational MNO is able to foresee the social data demand in
entire 50 time periods and thus extract more surplus with a higher revenue. Therefore, the total
utilities of users from greedy SimuDP are lower than that from the rational SimuDP.
As expected, in the Brightkite based social graph, both the total utilities of users and the
revenue of the MNO is lower than those from the ER based social graph. The intuitive reason
is that the probability of social edge in the real dataset between any pair of users is smaller.
Thus, when more users join, the social edge between the new users and existing users is weak,
and accordingly the congestion effects dominate the network effects. Moreover, in Fig. 10, we
observe that the performance of SimuDP in terms of the total utilities of users and the revenue
of the MNO increase when the average value of social tie increases. The reason is that as the
network effects become stronger, the social data demand of each user is promoted due to stronger
positive interdependency of each other. Consequently, the increase of social data demand results
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social tie.
in a higher level of the revenue of the MNO. Both Figs. 9 and 10 demonstrate the superior
performance of the SimuDP in terms of the revenue of the MNO over OSP.
VII. CONCLUSION
In this paper, we have presented a revenue maximization framework with the dynamic pricing
schemes in mobile social data market. We have proposed a sequential dynamic pricing scheme
where the mobile network operator individually offers a certain price to each mobile user for
social data access in multiple time periods sequentially and repeatedly. The proposed pricing
scheme has explored the network effects in the social domain and the congestion effects in the
network domain. Furthermore, the alternative pricing policy has been implemented to ensure the
social fairness among users with respect to individual utilities. Moreover, we have proposed a
simultaneous dynamic pricing scheme to obtain more insights. Through the Erdo˝s-Re´nyi graph
and the real dataset based social graph, we have conducted extensive performance evaluations
to validate the outperformance of the dynamics of pricing schemes against static ones in terms
of the revenue of the operator.
APPENDIX
A. Proof of Proposition 1
Proof. We firstly denote v as the eigenvector of (2Λc)−1 (G− C) and λ is the corresponding
eigenvalue. Moreover, we denote vi as the largest entry of v in absolute value, ∀j ∈ N . Therefore,
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|λ| is not unbounded, and the proof steps are shown as follows:
|λvi| =
∣∣[(2Λc)−1 (G− C)]iv∣∣
≤
∑
j∈N
[
(2Λc)
−1 (G− C)]
ij
|vj| ≤ |vi|
4bi + c
∑
j∈N
(gij − c) < |vi|
2
, (36)
where
[
(2Λc)
−1 (G− C)]
i
represents the ith row of (2Λc)
−1 (G− C). In particular, the former
two inequalities are based on the fact that[
(2Λc)
−1 (G− C)]
ij
=
gij − c
4bi + c
> 0, (37)
and the last inequality is satisfied under Assumption 1. Therefore, we can make sure that every
eigenvalue of (2Λc)−1(G− C) is smaller than 1.
We observe that each eigenvalue of I− (2Λc)−1 (G− C) is 1− λ, where λ is an eigenvalue
of (2Λc)−1 (G− C). Since every eigenvalue of (2Λc)−1 (G− C) is smaller than 1, we conclude
that none of the eigenvalues of I− (2Λc)−1 (G− C) is zero, and thus this matrix is invertible.
This also indicates that the matrix (2Λc −G + C) is invertible. Moreover, we have
(2Λc −G + C)−1 =
[
I− (2Λc)−1 (G− C)
]−1
(2Λc)
−1
=
∞∑
j=1
[
(2Λc)
−1 (G− C)]j(2Λc)−1. (38)
This is based on the fact that the spectral radius of (2Λc)−1 (G− C) is smaller than 1. Since
we know that the entries of Λc and G− C are both non-negative, accordingly we can conclude
that all the entries of (2Λc −G + C)−1 are non-negative. The proof is now completed.
B. Proof of Proposition 2
Proof. To prove that the spectrum radius of [(2Λc − Λ)(2Λc −G + C)−1]2 is smaller than 1,
we only need to prove that the spectrum radius of (2Λc −Λ)(2Λc −G + C)−1 is smaller than
1. We have
(2Λc −Λ)(2Λc −G + C)−1 = (2Λc −Λ)(2Λc)−1
(
I− (2Λc)−1 (G + C)
)−1
. (39)
The spectrum radius of
(
I− (2Λc)−1 (G + C)
)−1
is smaller than 1, which has been shown in
the proof of Proposition 1. Then, the result of the first two terms is
(2Λc −Λ)(2Λc)−1 = diag
([
4bi + c− 2bi
4bi + c
]>)
= diag
([
2bi + c
4bi + c
]>)
< I. (40)
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This indicates that the spectrum radius of the result for the first two terms is also smaller than
1. The proof is now completed.
C. Proof of Theorem 3
Proof. Following (11) from Theorem 1, the revenue of the MNO Π(k) is expressed by
Π(k) =
[
a(k) − (Λ−G + C)x(k)]> x(k)
=
[
a(k) − (Λ−G + C)(2Λc −G + C)−1a(k)
]>
(2Λc −G + C)−1a(k)
=
(
a(k)
)>
(2Λc −Λ)(2Λc −G + C)−2a(k). (41)
Then, according to (5), the revenue under our proposed pricing, Πd, is given by
Πd =
∞∑
k=1
Π(k) =
∞∑
k=1
(
a(k)
)>
(2Λc −Λ)(2Λc −G + C)−2a(k)
=
∞∑
k=1
(
a(k)
)> [
I− (Λ−G + C)(2Λc −G + C)−1
]k−1
(2Λc −Λ)
× (2Λc −G + C)−2[I− (Λ−G + C)(2Λc −G + C)−1]k−1a
=
∞∑
k=1
(
a(k)
)> [
(2Λc −Λ)(2Λc −G + C)−1
]k−1
(2Λc −Λ)
× (2Λc −G + C)−2
[
(2Λc −G + C)−1
]k−1
a
=
∞∑
k=1
(
a(k)
)>
(2Λc −Λ)−1
[
(2Λc −Λ)(2Λc −G + C)−1
]2k
a
= a>(2Λc −Λ)−1
[
(2Λc −Λ)(2Λc −G + C)−1
]2{
I− [(Λ−G + C)(2Λc −G + C)−1]2}−1a
= a>(2Λc −Λ)−1
[
(2Λc −Λ)(2Λc −G + C)−1
]2
× (Λ−G + C)(2Λc −G + C)−1
[
2I− (Λ−G + C)(2Λc −G + C)−1
]−1
a
= a>(2Λc −Λ)(2Λc −G + C)−1(Λ−G + C)−1
[
2I− (Λ−G + C)(2Λc −G + C)−1
]−1
a.
(42)
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According to [33], the revenue under optimal static pricing Πs is expressed by
Πs =
∑
i∈N
p̂ix̂i
= [a− (Λ−G + C)x] (2Λc −G + C)−1a
=
[
a− (Λ−G + C)(2Λc −G + C)−1
]
a(2Λc −G + C)−1a
= p̂>x̂ = a>(2Λc −Λ)
[
(2Λc −G + C)−1
]2
a. (43)
Then, we prove that Πd − Πs is non-negative according to (44) with Proposition 2.
Πd − Πs = a>(2Λc −Λ)(2Λc −G + C)−1(Λ−G + C)−1
×
[
2I− (Λ−G + C)(2Λc −G + C)−1
]−1
a− a(2Λc −Λ)
[
(2Λc −G + C)−1
]2
a
= a>(2Λc −Λ)(2Λc −G + C)−1
{
2I− (Λ−G + C)−1
×
[
2I− (Λ−G + C)(2Λc −G + C)−1
]−1
− (2Λc −G + C)−1
}
a
= a>(2Λc −Λ)(2Λc −G + C)−1(Λ−G + C)−1
×
{[
2I− (Λ−G + C)(2Λc −G + C)−1
]−1
− (Λ−G + C)(2Λc −G + C)−1
}
a
= a>(2Λc −Λ)(2Λc −G + C)−1(Λ−G + C)−1︸ ︷︷ ︸
≥0
×
[
2I− (Λ−G + C)(2Λc −G + C)−1
]−1
︸ ︷︷ ︸
≥0
[
(Λ−G + C)(2Λc −G + C)−1 − I
]2
︸ ︷︷ ︸
>0
≥ 0.
(44)
In addition, we compare the total utilities under our proposed sequential dynamic pricing with
that under optimal static pricing [33]. Let y and x be the optimal social data demand in proposed
dynamic pricing and the optimal static pricing, respectively, and Ud in (17) is expressed by
Ud = a
>y − y>Λ
2
y + y>Gy − y>C
2
y − Πd
= a>y − y>
(
Λ
2
+ G− C
2
)
y − Πd
= a>(Λ−G + C)−1a− a>(Λ−G + C)−1
(
Λ
2
+ G− C
2
)
(Λ−G + C)−1a− Πd
= a>(Λ−G + C)−1 Λ + C
2
(Λ−G + C)−1a− Πd. (45)
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From [33], we obtain Us, which is shown as:
Us = a
>x− x>(Λ
2
+ G− C
2
)x− Πs
= a>(2Λc −G + C)−1
[
I−
(
Λ
2
+ G− C
2
)
(2Λc −G + C)−1
]
a− Πs
= a>(2Λc −G + C)−1
(
2Λc − Λ
2
+
C
2
)
(2Λc −G + C)−1a− Πs. (46)
Then, we let z be a>(Λ−G + C)−1(2Λc −G + C)−1. Therefore, we prove that Us − Us is
non-negative based on (47), as shown as follows:
Ud −Us = zΛ + C
2
(2Λc + Λ− 2G + 2C)(2Λc −Λ)z> − z(2Λc −Λ)
× [2I− (Λ−G + C)(2Λc −G + C)−1]−1(2Λc −G + C)(Λ−G + C)z>
= z(2Λc −Λ)
{
Λ + C
2
(2Λc + Λ− 2G + 2C)
− [2I− (Λ−G + C)(2Λc −G + C)−1]−1(2Λc −G + C)(Λ−G + C)}z>
= z(2Λc −Λ)
[
2I− (Λ−G + C)(2Λc −G + C)−1
]−1
(2Λc −G + C)−1
×
{[
2(2Λc −G + C)− (Λ−G + C)
]Λ + C
2
(2Λc + Λ− 2G + 2C)
− (2Λc −G + C)2(Λ−G + C)
}
z>
= z(2Λc −Λ)
[
2I− (Λ−G + C)(2Λc −G + C)−1
]−1
(2Λc −G + C)−1
×
{[
2(2Λc −G + C)− (Λ−G + C)
]Λ + C
2
[(2Λc −G + C) + (Λ−G + C)]
− (2Λc −G + C)2(Λ−G + C)
}
z>
= z(2Λc −Λ)
[
2I− (Λ−G + C)(2Λc −G + C)−1
]−1
(2Λc −G + C)−1
×
{
(2Λc −G + C)2G + 1
2
(Λ−G + C)2 [(2Λc −G + C)− (Λ−G + C)]
+
1
2
(Λ−G + C)G [(2Λc −G + C) + (Λ−G + C)]
}
z>
= z(2Λc −Λ)
[
2I− (Λ−G + C)(2Λc −G + C)−1
]−1︸ ︷︷ ︸
≥0
(2Λc −G + C)−1
×
{
(2Λc −G + C)2G︸ ︷︷ ︸
>0
+
1
2
(Λ−G + C)︸ ︷︷ ︸
>0
(Λ + C)︸ ︷︷ ︸
>0
[
(2Λc −G + C)− (Λ−G + C)
]︸ ︷︷ ︸
>0
}
z>
≥ 0. (47)
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The proof is then completed.
D. Proof of Proposition 3
Proof. Since we have
Φi(T ) = −
(
Ξi(T ) + c
∑
j∈N
Ξj(T )
2bj
−
∑
j∈N
gij
Ξj(T )
2bj
)
, (48)
we can conclude that
Φ(T ) = − (Ξ(T ) + CΛ−1Ξ(T )−GΛ−1Ξ(T ))
= −Ξ(T ) (I− (G− C)Λ−1) . (49)
Thus, we have
Φ(T ) = − (I− (G− C)Λ−1)(I− T − 1
T + 1
(G− C) Λ−1
)−1
a
= − (I− (G− C)Λ−1)(I + ∞∑
s=1
(
((T − 1) (G− C))s
(
Λ−1
T + 1
)s))
a
= −
(
I +
∞∑
s=1
((
G− C
Λ
)s(
T − 1
T + 1
)s)
− (G− C)Λ−1
−
(
T + 1
T − 1
) ∞∑
s=1
((
G− C
Λ
)s+1(
T − 1
T + 1
)s+1))
a
= −
(
I +
∞∑
s=1
((
G− C
Λ
)s(
T − 1
T + 1
)s)
− (G− C)Λ−1
−
(
T + 1
T − 1
) ∞∑
s=2
((
G− C
Λ
)s(
T − 1
T + 1
)s))
a
= −
(
I +
∞∑
s=1
((
G− C
Λ
)s(
T − 1
T + 1
)s)
− (G− C)Λ−1
−
(
T + 1
T − 1
) ∞∑
s=1
((
G− C
Λ
)s(
T − 1
T + 1
)s)
+
G− C
Λ
)
a
= −
(
I− 2
T − 1
∞∑
s=1
((
G− C
Λ
)s(
T − 1
T + 1
)s))
a. (50)
Under Assumption 1, we have
G− C
Λ
1 < 1, (51)
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and thus we have
Φ(T ) < −
(
I− 2
T − 1
∞∑
s=1
(
(1)s
(
T − 1
T + 1
)s))
a1
= −
(
I− I 2
T − 1
T−1
T+1
1− T−1
T+1
)
a1
= 0. (52)
The proof is now completed.
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