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1 Johdanto
Useiden luonnonilmiöiden käyttäytymistä voidaan mallintaa osittaisdier-
entiaaliyhtälöiden avulla. Kun ilmiöitä tutkitaan jossain tietyssä alueessa,
on luontevaa pohtia myös, mitä tapahtuu kyseisen alueen reunalla. Toisi-
naan siellä saattaa vallita jokin vakiotila ja toisinaan tila muuttuu reunalla
jonkin luonnonlain mukaan. Esimerkiksi kahden eri lämpöisen kappaleen ol-
lessa kosketuksissa lämpötila pyrkii termodynamiikan pääsääntöjen mukaan
tasoittumaan ja kappaleiden välinen lämpövuon suunta on kuumemmasta
kappaleesta viileämpään. Tätä ja muita vastaavia ilmiöitä voidaan kuvata
erilaisilla reunaehdoilla.
Tällaisia tilanteita, joissa systeemin käyttäytymiseen vaikuttavat tekijät tiede-
tään sekä alueen sisällä että reunalla, kutsutaan matematiikassa reuna-arvo-
ongelmiksi. Eritoten osittaisdierentiaaliongelmiksi kutsutaan tilanteita, jois-
sa alueen sisällä systeemin käyttäytymisen määrittelee jokin osittaisdierenti-
aaliyhtälö. Työn viimeisessä kappaleessa tutkitaan erilaisia reunaehtoja sekä
toisen asteen elliptisen osittaisdierentiaaliyhtälön parametrejä. Havaintoja
verrataan tunnettuihin luonnonlakeihin ja selvitetään minkälaisia fysikaal-
isia ongelmia voidaan mallintaa elliptisen yhtälön avulla. Lopuksi ratkaistaan
eräs ongelma, joka voidaan ajatella myös elliptisenä.
Koska osittaisdierentiaaliongelmille on lähes aina mahdotonta löytää ana-
lyyttinen ratkaisu, niiden ratkaisemiseksi on kehitetty numeerisia menetelmiä.
Tässä tutkielmassa esiteltävässä elementtimenetelmässä ratkaisua arvioidaan
ratkaisuilla, jotka ovat paloittain polynomimuotoisia. Koska tällaiset funktiot
eivät ole dierentioituvia perinteisessä mielessä, tarvitaan laajempia avaruuk-
sia kuin Ck. Ensimmäisessä kappaleessa esitellään ratkaisulle riittäväHilbert-
avaruus H1.
Tutkimuksessa oletetaan, että lukijalla on tuntemusta Lebesque-mitallisista
funktioista ja osittaisdierentiaaliyhtälöistä. Suositeltavaa olisi, että edellis-
ten lisäksi lukija olisi suorittanut Cum Laude -opinnot matematiikasta.
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2 Elementtimenetelmän funktioavaruuksista
Elementtimenetelmällä saatavien ratkaisujen luonteesta johtuen on oleellista
tutustua Hilbert-avaruuksiin. Tässä tutkielmassa ratkaisut tulevat kuulumaan
avaruuteen H1(Ω), joka sisältää kaikki jatkuvat funktiot, joiden ei tarvitse ol-
la välttämättä sileitä. Lisäksi työssä käsitellään vain normi- ja sisätuloavaruuk-
sia, joten yleisempiin metrisiin avaruuksiin ei ole syytä syventyä.
Tutkielmassa Ω ⊂ Rn kuvaa avointa joukkoa, jonka reuna ∂Ω = Γ on
paloittain sileä. Merkinnällä Ω¯ = Ω ∪ Γ tarkoitetaan alueen Ω sulkeumaa.
2.1 Hilbert-avaruudet L2(Ω) ja H1(Ω)
Aluksi esitellään Lebesque-mitallisten avaruudet Lp(Ω) ja L∞(Ω). Kyseis-
ten avaruuksien teoriaan voi tutustua tarkemmin esimerkiksi lähteestä [11℄.
Käytetään merkintää ‖‖Lp kuvaamaan Lebesque avaruuden Lp(Ω) normia,
ks. määritelmä 2.1.8.
Määritelmä 2.1.1. (i) Olkoon Ω avoin joukko ja 1 ≤ p <∞. Tällöin
Lp(Ω) := {u : Ω→ R| u on mitallinen, ‖u‖Lp ≤ 0},
missä
‖u‖Lp :=
(∫
Ω
|u|pdµ
)1/p
.
(ii) Kun p =∞ , niin
L∞(Ω) := {u : Ω→ R| u on mitallinen, ‖u‖L∞ ≤ 0},
missä
‖u‖L∞ := ess sup |u|.
Huomautus 2.1.2. Avaruuden L2(Ω) sisältämiä funktioita kutsutaan neliöin-
tegroituviksi ja avaruuden L∞(Ω) funktioita melkein kaikkialla jatkuviksi.
Koska tavoitteena on muodostaa avaruus, jonka sisältämien funktioiden ei
tarvitse olla sileitä, on määriteltävä ensin käsite heikko derivaatta:
Määritelmä 2.1.3. Olkoon k positiivinen kokonaisluku ja u ∈ Ck(Ω).
Kutsutaan kerrointa α = (α1, . . . , αn) multi-indeksiksi, jonka aste on |α| =
α1 + · · ·+ αn = k. [6, s.296℄
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Määritelmä 2.1.4. Oletetaan, että u, v ∈ L1loc(Ω) ja α on multi-indeksi.
Tällöin v on funktion u α. heikko derivaatta kun kaikille testifunktioille
φ ∈ C∞c pätee ∫
Ω
uDαφdx = (−1)|α|
∫
Ω
vφdx.
Merkitään heikkoa derivaattaa
v = Dαu =
∂|α|u
∂xα1 . . . ∂xαn
.
[6, s. 242℄
Jatkossa merkinnällä ∇u = (∂1u, ∂2u, . . . , ∂nu) tarkoitetaan funktion u
gradienttia, jossa ∂iu =
∂u
∂xi
ovat osittaisderivaattoja heikossa mielessä.
Lemma 2.1.5. (Heikon derivaatan yksikäsitteisyys). Funktio u on yksikäsit-
teinen melkein kaikkialla (m.k.), mikäli sen α. heikko derivaatta on olemassa
[6, s. 243℄.
Todistus. Oletetaan, että v, v˜ ∈ L1loc(Ω) toteuttavat yhtälön∫
Ω
uDαφdx = (−1)|α|
∫
Ω
vφdx = (−1)|α|
∫
Ω
v˜φdx
kaikilla φ ∈ C∞c . Tällöin ∫
Ω
(v − v˜)φdx = 0
kaikilla φ ∈ C∞c kun v − v˜ = 0 m.k. 
Määritellään seuraavaksi heikkojen derivaattojen avaruudet, jotka tunnetaan
myös Sobolev-avaruuksina.
Määritelmä 2.1.6. Sobolev-avaruus sisältää kaikki lokaalisti summautuvat
funktiot u : Ω → R siten, että funktion u kaikki heikot osittaisderivaatat
Dαu ovat olemassa jokaiselle multi-indeksille α, varustettuna |α| ≤ k, ja
kuuluvat avaruuteen Lp(Ω). Sobolev-avaruuksia merkitään
W k,p(Ω),
missä 1 ≤ p ≤ ∞ on kiinnitetty ja k > 0 on kokonaisluku. [6, s. 244℄
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Esimerkki 2.1.7. Sobolev-avaruus, joka sisältää kaikki neliöintegroituvat
( p = 2) funktiot, joiden ensimmäiset heikot derivaatat ( k = 1) ovat myös
neliöintegroituvia on:
W 1,2(Ω) := {u ∈ L2(Ω) : Du ∈ L2(Ω), j = 1, . . . , n}
Itseasiassa kyseinen Sobolev-avaruus on tavoittelemamme Hilbert avaruus
H1(Ω). Lisäksi, jos tarkasteltavassa ongelmassa on annettu reunaehto
u = 0 kun x ∈ Γ,
ratkaisut kuuluvat avaruuteen
H10 (Ω) := {u ∈ H1(Ω) : u = 0 kun x ∈ Γ}.
Kuvassa (1) on esitetty eräs paloittain lineaarinen funktio u ∈ H1(I), mis-
sä I =]0, 5[. Myös elementtimenetelmällä saatavat ratkaisut muodostuvat
paloittain polynomimuotoisista funktioista, kuten esimerkiksi lineaarisista.
Lisäksi H1 avaruuden funktiot sopivat elementtimenetelmän ratkaisuiksi
myös useamman muuttujan tapauksessa.
Kuva 1: Funktio u kuuluu selvästi avaruuteen H1(I), sillä myös sen ensim-
mäinen heikko derivaatta Du on neliöintegroituva.
Käydään seuraavaksi läpi Hilbert avaruuden määritelmään vaadittavia tu-
loksia kirjasta [6, s. 635-637℄. Olkoon jatkossa S reaalikertoiminen vektori-
avaruus.
Määritelmä 2.1.8. Kuvausta ‖‖ : X → R+ kutsutaan normiksi, jos
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(i) ‖u+ v‖ ≤ ‖u‖+ ‖v‖ kaikilla u, v ∈ X .
(ii) ‖λu‖ = |λ|‖u‖ kaikilla u ∈ X, λ ∈ R.
(iii) ‖u‖ = 0 jos ja vain jos u = 0.
Määritelmä 2.1.9. Jono {uk}k∈N ⊂ S on Cauhyn jono, jos jokaista ε > 0
vastaa N ∈ N siten, että
‖xk − xl‖ < ε kaikilla k, l ≥ N.
Määritelmä 2.1.10. Jono {uk}k∈N ⊂ S suppenee kohti alkiota u ∈ S, jos
jokaista ε > 0 vastaa N ∈ N siten, että
‖xk − x‖ < ε kaikilla k ≥ N.
Määritelmä 2.1.11. Vektoriavaruutta S sanotaan täydelliseksi, jos sen
jokainen Cauhyn jono suppenee.
Määritelmä 2.1.12. Jos avaruus S on täydellinen ja normitettu, sitä sa-
notaan Banah-avaruudeksi.
Määritelmä 2.1.13. Kuvausta (, ) : S × S → R kutsutaan sisätuloksi
avaruudessa S, jos
(i) (u, v) = (v, u) kaikilla u, v ∈ H .
(ii) u 7→ (u, v) on lineaarinen kaikilla v ∈ H .
(iii) (u, u) ≥ 0 kaikilla u ∈ H .
(iv) (u, u) = 0⇔ u = 0.
Huomautus 2.1.14. Kun S = Rn, niin sisätuloa vastaa vektoreiden x, y ∈ Rn
pistetulo, josta käytetään merkintää (x, y) = x · y.
Seuraus 2.1.15. Sisätulo indusoi normin
‖u‖ := (u, u)1/2
Todistus. Osoitetaan, että ‖‖ = (, )1/2 toteuttaa määritelmän 2.1.15 kohdat
(i) - (iii). Kolmioepäyhtälö (i), sekä ehto (iii) toteutuvat selvästi kun u, v ∈ R,
joten sivuutetaan niiden todistaminen triviaalina. Toisaalta oletuksen nojalla
u on lineaarinen, joten ehto (ii) toteutuu selvästi
‖λu‖ = (λu, λu)1/2 = λ2(u, u)1/2 = |λ|‖u‖,
kun u ∈ S ja λ ∈ R. 
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Määritelmä 2.1.16. Banah-avaruutta S varustettuna sisätulolla, joka
generoi normin, kutsutaan Hilbert-avaruudeksi.
Jatkossa merkinnällä H tarkoitetaan Hilbert-avaruuksia yleisesti ja merkin-
nöillä (, )Hr sekä ‖‖Hr avaruuden Hr sisätuloa ja normia alueessa Ω.
Esimerkki 2.1.17. Voidaan osoittaa, että (i) avaruus L2(Ω) varustettuna
sisätulolla
(u, v)L2 =
∫
Ω
uvdx (2.1)
ja (ii) H1(Ω) varustettuna sisätulolla
(u, v)H1 =
∫
Ω
(uv +∇u · ∇v)dx (2.2)
ovat Hilbert-avaruuksia. Vastaavasti niiden normit ovat
(i) ‖u‖L2 =
(∫
Ω
|u|2dx
)1/2
,
(ii) ‖u‖H1 =
(∫
Ω
(|u|2 + |∇u|2)dx
)1/2
.
2.2 Epäyhtälöitä
Todistetaan seuraavaksi Cauhy-Swarzin ja Poinarén epäyhtälöt.
Lause 2.2.1. (Cauhy-Shwartzin epäyhtälö). Olkoon S sisätuloavaruus.
Jos u, v ∈ S, niin
|(u, v)| ≤ ‖u‖‖v‖. (2.3)
Todistus. Koska
0 ≤ (‖v‖u− ‖u‖v, ‖v‖u− ‖u‖v) = 2‖u‖2‖v‖2 − ‖u‖‖v‖((u, v) + (v, u)),
niin 2‖u‖ · ‖v‖ ≥ ((u, v) + (v, u)). Väite seuraa, sillä määritelmän 2.1.16
kohdan (i) nojalla (u, v) = (v, u). [12, s.33℄ 
Lause 2.2.2. (Poinarén epäyhtälö.) Oletetaan, että alueen Ω ⊂ Rn reuna
on paloittain sileä. Tällöin on olemassa K ≥ 0 siten, että epäyhtälö
‖v‖L2 ≤ K‖∇v‖H1
0
kaikilla v ∈ H10 (Ω). (2.4)
on voimassa.
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Todistus. Epäyhtälön todistus noudattelee Chenin [2, ss.24-25℄ ja Braessin
lähestymistapaa [1, ss.30-31℄. Todistuksessa käytettävä joukko C∞0 (Ω) sisältää
kaikki sileät funktiot, joiden arvo alueen Ω reunalla on nolla.
Todistetaan ensin epäyhtälö, kun alue Ω on n-dimensionaalinen hyperkuutio
ja yleistetään tulos tämän jälkeen. Määritetään x = (x1, x
′), missä x′ =
(x2, . . . , xn), nyt
Ω := {x = (x1, x′) : 0 < xi < l, i = 1, 2, . . . , n},
missä l > 0 kuvaa kuution sivun mittaa. Koska C∞0 (Ω) on tiheä avaruudessa
H10 (Ω) [1, s. 29℄, niin epäyhtälön (2.4) todistamisessa voidaan käyttää funk-
tioita v ∈ C∞0 (Ω). Mikä tahansa funktio v : x→ v(x) voidaan kirjoittaa
v(x1, x
′) = v(0, x′) +
∫ x1
0
∂x1v(y, x
′)dy.
Nyt avaruuden C∞0 (Ω) ominaisuuksien vuoksi reunatermi häviää. Tarkastel-
laan funktion v itseisarvoa
|v(x1, x′)| =
∣∣∣∣
∫ x1
0
∂1v(y, x
′)dy
∣∣∣∣ ≤
∣∣∣∣
∫ l
0
∂1v(y, x
′)dy
∣∣∣∣. (2.5)
Edelleen Cauhy-Shwartz epäyhtälöstä (2.3) seuraa
∣∣∣∣
∫ l
0
1 · ∂1v(y, x′)dy
∣∣∣∣ ≤
(∫ l
0
1dy
)1/2(∫ l
0
|∂1v(y, x′)|2dy
)1/2
= l1/2
(∫ l
0
|∂1v(y, x′)|2dy
)1/2
. (2.6)
Yhdistämällä tulokset (2.5) ja (2.6), saadaan
|v(x1, x′)|2 ≤ l
∫ l
0
|∂1v(y, x′)|2dy. (2.7)
Integroimalla yhtälöä (2.7) puolittain muuttujan x1 suhteen, epäyhtälö on
muotoa ∫ l
0
|v(x1, x′)|2dx1 ≤ l2
∫ l
0
|∂1v(y, x′)|2dy.
Integroimalla edelleen muuttujien xi ∈ x′ suhteen, saadaan∫
Ω
|v(x)|2dx ≤ l2
∫
Ω
|∂1v(x)|2dx.
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Oikeanpuoleista termiä voidaan arvioida edelleen epäyhtälöllä |∂1v| ≤ |∇v|.
Otetaan yhtälöstä vielä neliöjuuri puolittain, jolloin
(∫
Ω
|v(x)|2dx
)1/2
≤ l
(∫
Ω
|∇v(x)|2dx
)1/2
Vasemmanpuoleinen termi on esimerkin 2.1.17 mukaan funktion v ja oikean-
puoleinen termi funktion ∇v normi avaruudessa L2(Ω).
‖v‖L2 ≤ l‖∇v‖L2 kaikilla v ∈ H10 (Ω). (2.8)
Lisäämällä yhtälön (2.8) oikeanpuoleisen termin integraaliin |v|2 epäyhtälö
säilyy ja kyseessä on itseasiassa Hilbert-avaruuden H1(Ω) normin moninker-
ta.
Olemme siis osoittaneet, että on olemassa M ≥ 0, siten että
‖v‖L2 ≤ M‖∇v‖H1
0
kaikilla v ∈ H10 (Ω). (2.9)
Tuloksen yleistäminen mille tahansa paloittain sileäreunaiselle alueelle Ω ⊂
R
n
vaatii nollareunaehdot jollekin reunan Γ osalle ΓD, jonka (n − 1)-
dimensionaalinen mitta on positiivinen. Tällöin on olemassa K ≥ 0, jolla
voidaan korvata M yhtälöstä (2.9) siten, että epäyhtälö toteutuu. 
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3 Toisen asteen elliptiset yhtälöt
Kappaleessa esitellään elliptinen ongelma, sekä variaatiomuotoilun avulla
saatavan heikon ratkaisun olemassaolo ja yksikäsitteisyys .
3.1 Heikko ratkaisu
Lineaariset toisen asteen osittaisdierentiaaliyhtälöiden yleinen muoto on:
Lu = −
n∑
i,k=1
cik(x)uxixk +
n∑
i=1
wi(x)uxi + b(x)u = f(x) (3.1)
Korkeimman asteen termiä vastaa matriisi
C = (cik(x)).
Koska kaikille kahdesti derivoituville funktioille pätee uxixk = uxkxi, niin
symmetrian perusteella voidaan olettaa, että cik(x) = cki(x). Toisin sanoen,
matriisi C on symmetrinen. Ensimmäisen asteen termiä vastaa puolestaan
vektori
w = (wi(x)),
jolloin yleinen muoto (3.1) voidaan kirjoittaa:
Lu = −∇ · (C∇u) +w · ∇u+ bu = f (3.2)
Oletetaan jatkossa, että operaattorin L parametrit
cij , wi, b ∈ L∞ ja f ∈ L2(Ω)
kaikilla i, j = 1, . . . , n.
Määritelmä 3.1.1. Yhtälö (3.2) on elliptinen, kun matriisi C on positiivi-
sesti deniitti [1, ss.8-10℄.
Määritelmä 3.1.2. Reuna-arvo-ongelmaa (E):
Lu = f kun x ∈ Ω, (3.3)
u = g kun x ∈ Γ, (3.4)
kutsutaan elliptiseksi, kun L on muotoa (3.2) ja matriisi C on määritelmän
3.1.1 mukainen.
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Oletetaan, että u ∈ H1(Ω) (eli ratkaisu voi olla reunalla nollasta poikkeava.)
Yhtälö (3.3) määrittelee ratkaisun käyttäytymisen alueen Ω sisällä ja yhtälö
(3.4) alueen reunalla ∂Ω = Γ. Jälkimmäistä kutsutaankin reunaehdoksi.
Koska oletuksen mukaan u ∈ H1(Ω), niin sitä ei ole määritelty reunalla
Γ. Tämän vuoksi sanontaa "funktio u on rajoitettu reunalla Γ"ei voida
käyttää kuten tapauksessa u ∈ C(Ω¯) ilman asian tarkempaa tutkimista.
Osoitetaan seuraavaksi, että reunaehdolle (3.4) on kuitenkin olemassa avaru-
udessa H1(Ω) vastine, jälkioperaattori (trae operator), jolloin edellämainit-
tua sanontaa voidaan käyttää.
Muistetaan edelleen, että alue Ω on rajoitettu ja sen reuna Γ on paloittain
jatkuva. Lisäksi 1 ≤ p <∞.
Lause 3.1.3. (Laajennuslause). Valitaan rajoitettu avoin joukko Λ siten,
että Ω on sen kompakti osajoukko. Tällöin on olemassa rajoitettu lineaarinen
operaattori
λ : H1(Ω)→ H1(Rn)
siten, että kaikille H1(Ω) pätee:
(i) λu = u m.k. Ω:ssa,
(ii) λu:lla on (topologinen) kantaja avaruudessa Λ,
(iii) ‖λu‖H1(Rn) ≤ E‖λu‖H1(Ω), missä vakio E riippuu vain
alueista Ω ja Λ.
Todistus. Todistus ei ole tutkielman kannalta oleellinen, joten se sivuutetaan.
Lukija voi tutustua todistukseen esimerkiksi kirjasta [6, ss.254-257℄. 
Lause 3.1.4. (Jälkilause). On olemassa rajoitettu lineaarinen operaattori
γ : H1(Ω)→ L2(Γ)
siten, että
γu = u|Γ ∀u ∈ C(Ω¯)
ja
‖γu‖Lp(Γ) ≤ C‖u‖H1(Ω).
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Todistus. Todistukseen voi tutustua esimerkiksi Braessin [1, ss.48-49℄ tai
Evansin kirjasta [6, ss.258-259℄.

Jälkilauseen nojalla jokaisella jatkuvalla funktiolla u ∈ H1(Ω) on olemas-
sa alueen Ω reunalla jatkuva jälki γu. Siten erilaiset reunaehdot voidaan
huomioida avaruuden H1(Ω) funktioille kuin myös avaruuden C(Ω¯) funk-
tioille.
KUVA! Määritellään seuraavaksi milloin funktion jälki on nolla.
Lause 3.1.5. Olkoon u ∈ H1(Ω), tällöin
γu = 0 jos ja vain jos u ∈ H10 (Ω).
Todistus. Todistus löytyy kirjasta [6, ss.259-261℄. 
Seuraavaksi esitellään Greenin yhtälöt. Ne tulevat olemaan tutkielman kannal-
ta tärkeitä työkaluja, sillä ne antavat keinon huomioida annetuja reunaehto-
ja.
Lause 3.1.6. (Greenin yhtälöt). Olkoon u, v ∈ C2(Ω¯). Tällöin
(i)
∫
Ω
∆vdx =
∫
Γ
∂v
∂ν
dσ,
(ii)
∫
Ω
∇u · ∇vdx = − ∫
Ω
v∆udx+
∫
Γ
∂u
∂ν
vdσ
(iii)
∫
Ω
v∆u− u∆vdx = ∫
Γ
v ∂u
∂ν
− u ∂v
∂ν
dσ.
Todistus. Kohtien (i) - (iii) todistukset seuraavat osittaisintegrointiyhtälöstä
[6, s.627℄
∫
Ω
u∂ivdx = −
∫
Ω
v∂iudx+
∫
Γ
vuνidσ,
missä i = 1, . . . , n.
Todistetaan malliksi kohta (i). Valitaan ∂iv = v ja u ≡ 1, jolloin∫
Ω
∂2i vdx =
∫
Γ
∂ivν
idσ,
missä ∂2i v = ∂
2v/∂x2i . Yhtälö (i) saadaan summaamaalla integraalit i =
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1, . . . , n:
n∑
i=1
(∫
Ω
∂2i vdx
)
=
n∑
i=1
(∫
Γ
∂ivν
idσ
)
∫
Ω
( n∑
i=1
∂2i v
)
dx =
∫
Γ
( n∑
i=1
∂ivν
i
)
dσ
∫
Ω
∆vdx =
∫
Γ
∂v
∂ν
dσ.
Kohtien (ii) ja (iii) todistuksiin voi tutustua esimerkiksi kirjasta [6, s.628℄. 
Huomautus 3.1.7. Yhtälöiden (i) - (iii) reunatermeissä
∂v
∂ν
= ∇v · ν.
Esimerkki 3.1.8. Kerrotaan yhtälöä (3.2) puolittain testifunktiolla v ∈
C∞(Ω) ja integroidaan yli alueen Ω, jolloin saadaan
∫
Ω
(−∇ · (C∇u)v + (w · ∇u)v + ruv)dx =
∫
Ω
fvdx, (3.5)
Tarkastellaan myös Greenin divergenssiyhtälöä (ii), jossa ∇u = C∇u. Käyt-
tämällä merkintöjä (3.5) ja ∆u = ∇ · (∇u), saadaan
∫
Ω
C∇u · ∇vdx = −
∫
Ω
∇ · (C∇u)vdx+
∫
Γ
(C∇u · ν)vdσ (3.6)
Yhdistetään tulokset (3.5) ja (3.6) ja valitsemalla v = 0 reunalla Γ, jolloin
yhtälö (3.2) voidaan kirjoittaa variaatiomuodossa
∫
Ω
(∇v ·C∇u+ (w · ∇u)v + ru)dx =
∫
Ω
fvdx. (3.7)
Valinnan v = 0 reunalla seurauksena yhtälö (3.7) ei sisällä yhtään reunater-
miä. Arvioimalla kyseistä yhtälöä havaittaisiin, että yhtäsuuruus säilyisi kor-
vaamalla funktio v millä tahansa funktiolla v ∈ H10 (Ω). Yhtäsuuruuden säi-
lyminen vaatii, että myös funktio u ∈ H10 (Ω) [6, s.296℄.
Jotta ratkaisujen funktioavaruus voidaan laajentaa avaruuteen H1(Ω), tarvi-
taan enemmän tietoa. Esimerkissä 3.2.8 tullaan osoittamaan, että yhtälö
(3.7) huomioi myös nollasta poikkeavat muotoa (3.4) olevat reunaehdot.
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Määritelmä 3.1.9. (i) Merkinnällä a(u, v) tarkoitetaan yhtälössä (3.2)
määritellyn operaattorin L bilineaarista muotoa ja se on
a(u, v) :=
∫
Ω
(∇v ·C∇u+ (w · ∇u)v + ru)dx.
(ii) Funktio u ∈ H1(Ω) on ongelman (E) heikko ratkaisu, jos
a(u, v) = (f, v)L2 kaikilla v ∈ H1(Ω).
[6, s.296℄
3.2 Heikon ratkaisun yksikäsitteisyys
Osoitetaan seuraavaksi, että ongelman (E) heikko ratkaisu on yksikäsitteinen.
Tätä varten tarvitsemme joitain funktionaalianalyysin tuloksia.
Olkoon S ja T reaalisia Banah-avaruuksia.
Määritelmä 3.2.1. Kuvaus F : S → T varustettuna laskutoimituksella
F (λu+ µv) = λF (u) + µF (v) kaikilla u, v ∈ X, λµ ∈ R
on lineaarinen operaattori [6, s.637℄.
Määritelmä 3.2.2. Operaattori F on symmetrinen, jos
F (v) = v(F ) kaikilla v ∈ S, F ∈ T.
[8, s.50℄
Määritelmä 3.2.3. Lineaarinen operaattori F : S → T on rajoitettu, jos
on olemassa η > 0 siten, että
|F (v)| ≤ η‖v‖S (3.8)
[2, s.25℄
Määritelmä 3.2.4. (i) Rajoitettua lineaarista operaattoria F : S → R
kutsutaan rajoitetuksi lineaariseksi funktionaaliksi.
(ii) Avaruuden S duaaliavaruus S∗ sisältää kaikki avaruuden S rajoitetut
lineaariset funktionaalit. [6, s.638℄
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Määritelmä 3.2.5. Käytetään avaruuksien S∗ ja S paritukseen merkintää
〈, 〉. Nyt jos v ∈ S ja F ∈ S∗, niin
〈F, v〉
tarkoittaa reaalilukua F (v).
Olkoon H reaalinen Hilbert-avaruus, jonka sisätulolle käytetään merkintää
(, ) ja normia ‖‖.
Lause 3.2.6. (Rieszin esityslause). Jokaista alkiota F ∈ H∗ kohti on ole-
massa yksikäsitteinen alkio u ∈ H siten, että
〈F, v〉 = (u, v) kaikilla v ∈ H. (3.9)
Kuvaus F → u on lineaarinen isomorsmi avaruudesta H∗ avaruuteen H.
[1, s.39℄.
Todistus. Todistus sivuutetaan tarpeettomana. Lukija voi tutustua halutes-
saan esimerkiksi helposti ymmärrettävään Epsteinin todistukseen [5, ss.102-
104℄. 
Rieszin esityslauseen nojalla jokaista funktionaalia vastaavalle avaruuden H
sisätulolle on olemassa tasan yksi alkio u, joka toteuttaa yhtälön (3.9).
Esimerkki 3.2.7. Jatkossa käytettävä funktionaali on yleensä L2(Ω) avaru-
uden sisätulo
〈F, v〉 = (f, v)L2 = (v, f)L2 = 〈v, F 〉,
joten käytetään funktionaaleista jatkossa merkintää 〈F, u〉, joka kuvaa parem-
min sen symmetristä luonnetta.
Esimerkki 3.2.8. Olkoon Ω alue, jonka reuna Γ on paloittain sileä.
Osoitetaan, että u ∈ H1(Ω) on heikko ratkaisu ongelmalle
(D)
{
Lu = f kun x ∈ Ω,
u = g kun x ∈ Γ,
missä L kuvaa elliptisen operaattorin yleistä muotoa (3.2). Jälkilauseen 3.1.4
nojalla funktio g on reunalla Γ jonkin funktion ug ∈ H1(Ω) jälki. Tällöin
funktio u˜ = u − ug kuuluu avaruuteen H10 (Ω) ja on Rieszin esityslauseen
3.2.6 nojalla ratkaisu ongelmaan
(D˜)
{
Lu˜ = f˜ kun x ∈ Ω,
u˜ = 0 kun x ∈ Γ,
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missä f˜ = f−Lug, joka kuuluu avaruuden H10 (Ω) duaaliavaruuteen H1∗0 (Ω).
Ongelman (D˜) variaatiomuotoilu on: Etsi u ∈ H1(Ω) siten, että
a(u, h) = (f − Lug, v)L2 kaikilla v ∈ H1(Ω).
[1, s.42℄
Seuraavissa a : H ×H → R on bilineaarimuoto, josta käytetään merkintää
a(u, v) kuten edellä.
Määritelmä 3.2.9. (i) Bilineaarimuotoa a sanotaan sisätuloksi avaruudessa
H , jos
a(v, v) > 0 kaikilla v ∈ H.
(ii) Bilineaarimuoto a on jatkuva, jos on olemassa α > 0 siten, että
|a(u, v)| ≤ α‖u‖H‖v‖H kaikilla u, v ∈ H. (3.10)
(iii) Bilineaarimuotoa a sanotaan koersiiviseksi (oerive), jos on olemassa
β > 0 siten, että
β‖v‖2H ≤ a(v, v) kaikilla v ∈ H. (3.11)
[8, ss.34,50℄
Lause 3.2.10. (Lax-Millgramin Lause). Oletetaan, että a on symmetrinen,
jatkuva ja koersiivinen. Lisäksi kun F : H×H → R on rajoitettu lineaarinen
funktionaali, on olemassa yksikäsitteinen u ∈ H siten, että
a(u, v) = 〈F, v〉 kaikilla v ∈ H. (3.12)
Lisäksi ratkaisun stabiilisuudelle pätee
‖u‖H ≤ η
β
,
missä luvut η ja β ovat kuten funktionaalin jatkuvuuden (3.8) ja koersiivi-
suuden (3.11) määritelmissä.
Todistus. Koska bilineaarimuoto a on jatkuva ja koersiivinen, se indusoi
sisätulon avaruudessa H :
[u, v] = a(u, v), kaikilla v ∈ H.
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Lisäksi yhtälöiden (3.10) ja (3.11) nojalla
β‖u‖2H ≤ [v, v] ≤ α‖v‖2H kaikilla v ∈ H,
joten sisätulon [, ] indusoima normi on yhtenevä avaruuden H normin ‖‖H
kanssa. Lineaarinen funktionaali F on jatkuva myös uudelle normille. Lisäk-
si Rieszin esityslauseen (3.2.6) nojalla on olemassa yksikäsitteinen alkio w
siten, että
[w, v] = 〈F, v〉 kaikilla v ∈ H.
Toisin sanoen, jos funktionaali F on esimerkin (3.2.7) mukainen, niin
a(w, v) = (f, v)L2 kaikilla v ∈ H.
Stabiilisuuden osoittamiseksi valitaan u = v yhtälössä (3.12), jolloin yhtälöi-
den koersiivisuuden ja funktionaalin jatkuvuuden nojalla on olemassa luvut,
joille
β‖v‖2H ≤ a(v, v) = 〈F, v〉 ≤ η‖v‖H kaikilla v ∈ H
Ja väite seuraa. [2, ss.27-28℄ ja [6, ss.298-297℄ 
Esimerkki 3.2.11. Olkoon Ω ⊂ R2 avoin alue, jolla on paloittain sileä
reuna Γ. Tarkastellaan elliptistä ongelmaa
(M)
{−∇ · (C∇u) +w · ∇u+ ru = f kun x ∈ Ω,
u = 0 kun x ∈ Γ,
missä C,w, r ∈ L∞(Ω) ja f ∈ L2(Ω) ovat annettuja funktioita. Muistetaan
myös, että r ≥ 0 ja C on symmetrinen ja positiivisesti deniitti 2 × 2-
matriisi. Siten on olemassa luvut cM , cm, joille
cM ≤ (cik) ≥ c0 > 0 kaikilla i, k = 1, 2 (m.k.) (3.13)
Muodostetaan ongelmalle (M) variaatiomuotoinen esitys (V ): Etsi u ∈
H10 (Ω) siten, että
a(u, v) = 〈F, v〉
missä esimerkin 3.1.8 nojalla
a(u, v) =
∫
Ω
(∇v ·C∇u+ (w · ∇u)v + ruv)dx,
〈F, v〉 = (f, v)L2 =
∫
Ω
fvdx.
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Todistetaan seuraavaksi ratkaisun yksikäsitteisyys ongelmalle (V). Huomataan
heti, että termin w seurauksena bilineaarinen muoto a(u, v) ei ole symmetri-
nen. Voidaan kuitenkin osoittaa, että ongelmalle (V ) on tästä huolimatta
olemassa yksikäsitteinen ratkaisu [3, s.8℄.
Aloitetaan osoittamalla, että bilineaarinen muoto a(u, v) on jatkuva. Tätä
varten on muotoiltava bilineaarisen muodon viimeiset termit uudelleen. Kos-
ka ∇(v2) = 1
2
v∇v, niin
(w · ∇v)v + rv2 = (w · 1
2
∇+ r)v2
Koska funktiot C,w ja r ovat rajoitettuja m.k., on olemassa luku M > 0
siten, että
a(v, v) =
∫
Ω
(∇v ·C∇v + (w · 1
2
∇ + r)v2dx
≤ M
∫
Ω
(|∇v|2 + |v|2)dx =M‖v‖2H1
0
,
missä M = max (cM ,w · 12∇+ r). Nyt Cauhy-Shwarzin epäyhtälön (2.3)
nojalla
|a(u, v)| ≤ a(u, u)1/2a(v, v)1/2 ≤M‖u‖H1
0
‖v‖H1
0
Bilineaarisen muodon jatkuvuusehto toteutuu, kun α = M . Lineaarisen
funktionaalin F jatkuvuus seuraa puolestaan Cauhy-Shwarzin (2.3) ja
Poinaren (2.4) epäyhtälöistä
|〈F, v〉| ≤ ‖f‖L2‖v‖L2 ≤ ‖f‖L2‖v‖H1
Jatkuvuusehto 3.2.3 on siis todistettu arvolla η = ‖f‖L2. Todistetaan vielä
koersiivisuus. Muotoillaan bilineaarinen muodon viimeiset termit kuten edel-
lä ja muistetaan huomio (3.13), jolloin
a(v, v) =
∫
Ω
(∇v ·C∇v + (w · 1
2
∇+ r)|v|2)dx
≥
∫
Ω
(c0|∇v|2 + (w · 1
2
∇+ r)|v|2)dx
≥ β
∫
Ω
(|∇v|2 + |v|2)dx = β‖v‖2H1
0
,
missä β = min (c0,w · 12∇+ r). Lax-Milgramin lauseen (3.2.10) nojalla on
todistettu , että ongelman (V) heikko ratkaisu on yksikäsitteinen. [10, ss.32-
34℄, [8, ss. 56-57℄ ja [2, ss.31-33℄.
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Tähän mennessä työssä on osoitettu, että elliptisille ongelmille on olemas-
sa yksikäsitteinen heikko ratkaisu Dirihletin reunaehdoilla (muotoa u|Γ =
g). Työssä tullaan tutkimaan myös muunlaisia reunaehtoja, mutta niille ei
työmäärän vuoksi todisteta yksikäsitteisyyttä. Lukija voi halutessaan tutus-
tua erilaisten reunaehtojen analyyttiseen tarkasteluun esimerkiksi Larssonin
ja Thoméen kirjasta [10℄. Seuraavassa kappaleessa siirrytään elementtimene-
telmän tarkasteluun.
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4 Elementtimenetelmä
Tässä kappaleessa esitellään elementtimenetelmä, FEM (Finite Element Met-
hod) elliptisten ongelmien numeeriseksi ratkaisemistavaksi. Se perustuu tar-
kasteltavien ongelmien variaatiomuotoihin, jolloin saadut ratkaisut ovat heik-
koja ratkaisuja. Menetelmässä ongelmiin liittyvät alueet ositetaan äärellisiin
määriin elementtejä ja ratkaisuja arvioidaan polynomimuotoisilla funktioil-
la jokaisen elementin sisällä. Tällöin ongelmien heikot ratkaisut muodostu-
vat paloittain sileistä, polynomimuotoisista funktioista ja lisäksi ratkaisujen
halutaan olevan jatkuvia, joten ratkaisujen funktioavaruudeksi sopii Hilbert-
avaruus H1.
Elementtimenetelmän esitteleminen perustuu Johnsonin [8℄ lähestymistapaan.
Aluksi esitellään menetelmän perusidea yksiulotteisessa tapauksessa, minkä
jälkeen siirrytään menetelmän tarkempaan analysointiin kaksiulotteisessa ta-
pauksessa. Kappaleessa opastetaan myös, kuinka reuna-arvo-ongelmia rat-
kaistaan numeerisesti Freefem++ -ohjelmistolla.
4.1 Elementtimenetelmä yksiulotteisessa tapauksessa
Aloitetaan elementtimenetelmän esitteleminen tutkimalla yksidimensionaa-
lista Poissonin ongelmaa
(P )
{−u′′(x) = f(x) kun 0 < x < 1
u(0) = u(1) = 0.
Kuten edellä on todettu, valinta V (I) = H10 (I) on riittävä funktioavaruus el-
liptisten ongelmien heikoille ratkaisuille. Ongelman (P ) variaatiomuotoinen
esitys on: Etsi u ∈ H10 (I) siten, että
a(u, v) = (f, v)L2 kaikilla v ∈ H10 (I).
missä
a(u, v) =
∫
I
u′v′dx = (u′, v′)L2.
Muodostetaan ensin ositus Lh jakamalla väli [0, 1] osaväleihin
0 = x0 < x1 < · · · < xM < xM+1 = 1.
Välien Ij = (xj−1, xj) pituudet ovat hj = xj − xj−1 ja lukua h = max hj
voidaan pitää osituksen hienojakoisuuden mittana.
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Jos halutaan, että ongelman (P ) heikko ratkaisu u muodostuu nimenomaan
lineaarisista funktioista, on määriteltävä avaruus
Vh(I) := {v ∈ H10 (I) : v on lineaarinen kaikilla osaväleillä Ij}
Määritellään lisäksi kantafunktiot ϕj ∈ Vh(I), j = 1, . . . ,M . Ne voidaan
muodostaa osituksen Lh avulla
ϕj(xi) =
{
1 jos i = j
0 jos i 6= j
Funktio v ∈ Vh(I) voidaan nyt muodostaa kantafunktioiden lineaarikombi-
naationa
v(x) =
M∑
i=1
ηiϕi(x), 0 ≤ x ≤ 1,
missä ηi = v(xi) on funktion v ∈ Vh(I) arvo pisteessä xj , j = 0, . . . ,M+1.
Kun ongelmalle (P ) halutaan paloittain lineaarisista funktioista koostuva
ratkaisu uh, niin sitä vastaava variaatio-ongelma on: Etsi uh ∈ Vh(I) siten,
että
(u′h, v
′)L2 = (f, v)L2 kaikilla v ∈ Vh(I). (4.1)
Yhtälön (4.1) muotoilua kutsutaan Galerkinin menetelmäksi. Ongelma (4.1)
voidaan ratkaista myös muilla variaatiolaskentaan perustuvilla menetelmil-
lä, kuten Rayleigh-Ritzin tai Petrov-Galerkinin menetelmillä [1, s.54℄, jotka
sivuutetaan tässä tutkielmassa.
Jos uh ∈ Vh toteuttaa yhtälön (4.1) niin
(u′h, ϕ
′
j)L2 = (f, ϕj)L2 kaikilla v ∈ Vh. (4.2)
Määrittämällä ξi = uh(xi) voidaan myös heikolle ratkaisulle uh muodostaa
lineaarikombinaatioesitys
uh(x) =
M∑
i=1
ξiϕi(x), (4.3)
jolloin yhtälöstä (4.2) seuraa
M∑
i=1
ξi(ϕi(x)
′, ϕi(x)
′)L2 = (f, ϕi(x))L2 , j = 1, . . . ,M. (4.4)
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Koska (4.4) on M :n yhtälön ja M :n tuntemattoman lineaarinen systeemi,
se voidaan kirjoittaa matriisimuodossa
Aξ = b. (4.5)
Yhtälössä (4.5) A = (aij) on M × M-matriisi, joka tunnetaan histori-
allisista syistä myös jäykkyysmatriisina (eng. stiness matrix). Sen alkiot
aij = (ϕ
′
i, ϕ
′
j)L2 riippuvat variaatiomuotoisen ongelman bilinieaarisesta muo-
dosta a(u, v). Termit ξ = (ξ1, . . . , ξM) ja b = (b1, . . . , bM) ovat M-
vektoreita, joista jälkimmäistä kutsutaan kuormavektoriksi (eng. load ve-
tor) ja sille pätee bi = (f, ϕi)L2. Ratkaistaan seuraavaksi matriisin A alkiot.
Koska jokaiselle x ∈ [0, 1] joko ϕi tai ϕj on nolla, niin (ϕ′i, ϕ′j) = 0 kun
|i− j| > 1. A on siis tri-diagonaalinen eli sen alkioista vain diagonaalialkiot
ja sen lähimmät diagonaalit voivat erota nollasta. Kun j = 1, . . . ,M , niin
yhtälön (2.1) nojalla
(ϕ′j, ϕ
′
j)L2 =
∫ xj
xj−1
1
h2j
dx+
∫ xj+1
xj
1
h2j+1
dx =
1
hj
+
1
hj+1
Kun j = 2, . . . ,M ,
(ϕ′j, ϕ
′
j−1)L2 = (ϕ
′
j−1, ϕ
′
j)L2 = −
∫ xj
xj−1
1
h2j
dx = − 1
hj
Valitsemalla tasavälinen ositus hj = h =
1
M+1
yhtälö (4.5) voidaan kirjoittaa:
1
h


2 −1 0 . . . . . . 0
−1 2 −1 ...
0 −1 2 . . . ...
.
.
.
.
.
.
.
.
.
.
.
. 0
.
.
.
.
.
.
.
.
. −1
0 . . . . . . 0 −1 2




ξ1
.
.
.
.
.
.
ξM


=


b1
.
.
.
.
.
.
bM


Havaitaan, että jäykkyysmatriisi A on symmetrinen bilineaarisen muodon a
luonteesta johtuen. Ongelman heikko ratkaisu saadaan yhtälön (4.3) nojalla
matriisin ratkaisun ξ alkioista ξi ja kantafunktioiden välisistä pistetuloista.
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4.2 Elementtimenetelmä kaksiulotteisessa tapauksessa
Koska tämän tutkielman tarkoituksena on esittää numeerisia ratkaisuja ni-
menomaan kaksiulotteisille tapauksille, tarkastellaan ongelmaa (P ) tasossa,
eli
−∆u = f Ω:ssa, (4.6)
u = 0 reunalla Γ, (4.7)
jossa Ω on R2:n rajoitettu osajoukko, jonka reuna ∂Ω = Γ.
Yhtälön (4.6) variaatiomuoto on ratkaistu kappaleessa 3: Etsi u ∈ H10 siten,
että
a(u, v) = (f, v)L2, (4.8)
missä
a(u, v) =
∫
Ω
∇u · ∇vdx = (∇u,∇v)L2
Tässä tutkielmassa rajoitutaan tutkimaan tilanteita, jossa ongelman (4.6)
reuna Γ on monikulmio.
Määritelmä 4.2.1. Joukon Ω ositus Th = K1, . . . , Km on luvallinen kun
seuraavat ehdot (i) - (iii) ovat voimassa:
(i) Ω =
⋃
K∈Th
K = K1 ∪K2 · · · ∪Km.
(ii) Jos Ki ∩Kj sisältää täsmälleen yhden pisteen, niin silloin se on
elementtien Ki ja Kj yhteinen kärkipiste.
(iii) Jos Ki ∩Kj sisältää useamman kuin yhden pisteen, niin silloin se
on elementtien Ki ja Kj yhteinen reuna.
Koska mikä tahansa monikulmio voidaan jakaa kolmioihin Ki siten, että
määritelmän 4.2.1 ehdot toteutuvat, niin kolmiointi on luvallinen ositus. Ku-
van (2) ositukset a) ja b) ovat luvallisia, sillä ne toteuttavat määritelmän
(4.2.1) ehdot. Kolmas ositus ei ole luvallinen, sillä se ei täytä ehtoa (iii).
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a) b) )
Kuva 2: a) ja b) kuvissa 1× 1 -neliölle muodostettuja osituksia. ) kohdassa
esimerkki ei-luvallisesta osituksesta.
Osituksen hienojakoisuuden kuvaamiseksi määritellään parametri h kaksi-
ulotteisessa tapauksessa:
h = max
K∈Th
diam(K),
missä diam(K) on osituksen Th pisin kolmion K sivun mitta. Kun alueelle
Ω on muodostettu ositus Th, valitaan minkälaisilla funktioilla ratkaisua ha-
lutaan approksimoidaan elementeittäin. Muodostetaan joukko
Pr(K) = {v : funktion v polynomin aste ≤ r K:ssa},
missä r = 1, 2, . . . . Avaruus Pr kuvaa nyt enintään r-asteisten poly-
nomimuotoisten ratkaisujen joukkoa. Tässä tutkielmassa keskitytään lineaa-
risiin P1- ja neliöllisiin P2-avaruuksiin.
Muodostetaan lineaarinen funktioavaruus, joka sisältää kaikki paloittain li-
neaariset heikosti derivoituvat funktiot, jotka katoavat reunalla Γ:
Vh = {v ∈ H10 (Ω) : v|K ∈ P1(K), ∀K ∈ Th} (4.9)
Selvästi Vh ⊂ H10 , joten ongelman (4.6) variaatiomuoto (4.8) pätee kaikissa
elementeissä K ja elementtimuotoinen ongelma on: Etsi uh ∈ Vh siten, että
a(uh, v) = (f, v)L2 kaikilla v ∈ Vh. (4.10)
Yhtälö (4.10) johtaa jälleen lineaariseen yhtälösysteemiin, kuten yksiulot-
teisessa tapauksessa.
Määritelmä 4.2.2. Lineaariavaruuden V kantafunktioiden ϕj lukumäärää
M kutsutaan lineaariavaruuden V dimensioksi. Käytetään sen kuvaamiseksi
merkintää dim V =M .
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Kantafunktiot ϕj muodostetaan kuten yksiulotteisessa tapauksessa:
ϕj(Ni) =
{
1 kun i = j
0 kun i 6= j i, j = 1, . . . ,M
Määritelmä 4.2.3. Solmupisteellä tarkoitetaan sitä pistettä Ni, jossa ϕj =
1.
Huomautus 4.2.4. Solmupiste ei tarkoita kärkipistettä.
Kuvassa (3) on solmupisteen Ni vaikutusalueella on kuusi muuta solmupis-
tettä. Näiden pisteiden rajaamaa, suljettua, aluetta kutsutaan ϕj:n kanta-
jaksi (support). Nimitys tulee siitä, että sen ulkopuolisille pisteille kanta-
funktioiden väliset pistetulot ovat nolla, jolloin kantafunktio näyttää "teltta-
maiselta"ja kyseinen alue "kantaa"tätä telttaa.
Kuva 3: Vasemmalla pisteen Ni ympäristössä oleva kantaja ja oikealla lin-
eaarinen kantafunktio ϕi.
Funktio v ∈ Vh voidaan jälleen esittää kantafunktioiden lineaarikombinaa-
tiona
v(x) =
M∑
j=1
ηjϕj kaikilla x ∈ Ω¯, (4.11)
missä ηj = v(Nj) on funktion v arvo pisteessä Nj .
Lineaaristen funktioiden tapauksessa yhden kolmion sisällä on vuorovaiku-
tuksessa kolme keskenään lineaarisesti riippumatonta kantafunktiota. Merkin-
nällä ψ = ϕ|K tarkoitetaan kantafunktion rajoittumaa elementtiin K.
Mikä tahansa lineaarinen funktio voidaan kuvata kolmion sisällä vaikuttavien
kantafunktioiden rajoittumien lineaarikombinaationa
v(x) =
3∑
j=1
ηjψj kaikilla x ∈ K.
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Selvästi funktio v ∈ P1(K) on yksikäsitteinen kolmion sisällä ja lisäk-
si voidaan osoittaa, että ratkaisu säilyy jatkuvana kyseisellä kuvauksella.
Tämän huomion nojalla jäykkyysmatriisin A laskeminen helpottuu, kuten
kappaleessa 4.3 tullaan huomaamaan.
Kuva 4: Lineaarisen kantafunktion rajoittuma elementtiin K.
Jos ratkaisua halutaan arvioida neliöllisillä funktioilla, tällöin vaaditaan enem-
män solmupisteitä kuin lineaaristen approksimaatioiden tapauksessa kuten
kuvasta (5) nähdään. Tutkielmassa ei keskitytä siihen, miltä kantafunktiot
näyttävät, vaan lukijalle riittää havaita solmupisteiden määrän kasvaminen
kun approksimoinnissa siirrytään korkemman asteisten polynomien käyttöön.
a) b)
Kuva 5: Solmupisteen Ni kantafunktiot P2 elementeille.
Propositio 4.2.5. Elementeissä vaadittavien solmupisteiden Ni lukumäärää
i = 1, . . . , m vastaa lineaariavaruuden P r dimensio
m = dimP r =
(r + 1)(r + 2)
2
.
Luvusta m käytetään joskus käsitettä vapausasteiden lukumäärä. [1, s.65℄
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Määritelmä 4.2.6. Joukko Σ = {ψi} on elementtien kantafunktioiden ra-
joittumien ψ : Pr → R joukko.
Määritelmä 4.2.7. Äärellisellä elementillä (nite element) tarkoitetaan kolmikkoa
(K,Pr,Σ) [1, s.70℄.
Esimerkki 4.2.8. Avaruuden P1(K) sisältämät funktiot ovat muotoa
v(x, y) = c0 + c1x+ c2y,
joten joukko Σ = {1, x, y} muodostaa sen kannan. Selvästi dimP1 = 3.
Vastaavasti avaruus P2(K) sisältää muotoa
v(x, y) = d0 + d1x+ d2y + d3xy + d4x
2 + d5y
2
olevat funktiot, joten sen kannan muodostaa joukko Σ = {1, x, y, xy, x2, y2}
ja dimP2 = 6.
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4.3 Ratkaisun arvioinnista
Ongelma (4.6) ratkaistaan muodostamalla lineaarinen yhtälösysteemi, kuten
kappaleessa 4.1
Aξ = b. (4.12)
Tarkastellaan ensin yhtälön (4.12) ratkaisun yksikäsitteisyyttä.
Lause 4.3.1. Jäykkyysmatriisi A on symmetrinen ja positiivisesti deniitti,
jos elliptisen operaattorin bilineaarinen muoto a(u, v) on symmetrinen.
Todistus. Olkoon Vh(Ω) avaruuden H1(Ω) äärellisulotteinen osa-avaruus,
jonka kannan muodostaa joukko {ϕ1, ϕ2 . . . , ϕM}. Tällöin mikä tahansa
funktio v ∈ Vh voidaan esittää edellisen kappaleen tavoin kantafunktioiden
lineaarikombinaationa (4.11). Nyt, koersiivisuuden nojalla
a(v, v) = a(
M∑
i=1
ηjϕj ,
M∑
j=1
ηjϕj) =
M∑
i,j=1
ηia(ϕi, ϕj)ηj = η · Aη ≤ ‖v‖H1,
jos v 6= 0. Lisäksi, bilineaarinen muoto
a(u, v) =
∫
Ω
(∇v ·C∇u+ (w · ∇u)v + ruv)dx
on symmetrinen, jos w = 0, siis a(ϕi, ϕj) = a(ϕj, ϕi). [8, ss.53℄ 
Huomautus 4.3.2. Jos w 6= 0, niin matriisi A ei ole symmetrinen. Tämä
saattaa tuottaa ongelmia jos suhde |w|‖mathbfC| on pieni [8℄. Oletetaan
jatkossa, että näin ei ole.
Seuraavassa lauseessa V on lineaarinen avaruus ja Vh kuten edellä (4.9)
ja Th on alueen Ω luvallinen ositus. Tarkastellaan elliptistä ongelmaa: Etsi
u ∈ V (Ω) siten, että
a(u, v) = (f, v)L2 kaikilla v ∈ V. (4.13)
Lemma 4.3.3. (Céan lemma). Oletetaan, että u ∈ V ja uh ∈ Vh ovat
molemmat ratkaisuja ongelmaan (4.13), tällöin
‖u− uh‖H1 ≤ α
β
‖u− vh‖H1,
missä vh ∈ Th.
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Todistus. Oletuksen nojalla
a(u, v) = (f, v)L2 kaikilla v ∈ V,
a(uh, v) = (f, v)L2 kaikilla v ∈ Th.
Koska Th ⊂ V , niin selvästi
a(u− uh, v) = 0 kaikilla v ∈ Th. (4.14)
Olkoon vh ∈ Th jokin testifunktio. Tällöin v = vh − uh ∈ Th, joten yhtälön
(4.14) nojalla
a(u− uh, vh − uh) = 0 kaikilla v ∈ Th. (4.15)
Väite saadaan todistettua käyttämällä bilineaarisen muodon koersiivisuuden
(3.11) ja jatkuvuuden (3.10) määritelmiä sekä yhtälöä (4.15), sillä
β‖u− uh‖H1 ≤ a(u− uh, u− uh)
= a(u− uh, u− vh) + a(u− uh, vh − uh)
≤ α‖u− uh‖H1‖u− vh‖H1.
[1, ss.55℄ 
Céan lemman nojalla testifunktion v luonne ja siten avaruuden Pr aste
vaikuttaa ratkaisun virheen suuruuteen. Voidaan kuitenkin osoittaa, että
ratkaisuja ei kannata arvioida liian korkea-asteisilla polynomeilla. Tärkeäm-
pää on muodostaa ratkaisun käyttäytymisen kannalta hyvin suunniteltu osi-
tus.
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4.4 Yhtälön Aξ = b ratkaiseminen
Jäykkyysmatriisin A kokoamiseksi on kehitetty solmulähtöinen (eng. node-
oriented approah) ja elementtilähtöinen tapa (eng. element-oriented appro-
ah). Elementtilähtöisen tavan käyttäminen on laskennallisen nopeutensa
vuoksi suositeltavampaa kuin solmulähtöisen tavan käyttäminen. Tässä työssä
esitellään kuitenkin lähestyttävämpi solmulähtöinen tapa.
Menetelmässä muodostetaan ensin jokaiselle osituksen Th kolmioinnille K
elementtien jäykkyysmatriisit AK (eng. element stiness matrix for K),
joista kootaan lopuksi jäykkyysmatriisi A. Jäykkyysmatriisien alkioista su-
urin osa on 0, sillä aK(ϕi, ϕj) 6= 0 vain jos Ni ja Nj ovat saman elementin
solmupisteitä.
Solmulähtöisen tavan etuna on se, että säännöllisten ositusten tapauksessa ei
tarvitse laskea alkioita aij = a(ϕi, ϕj) erikseen vaan riittää ratkaista yhden
kantaja-alueen alkiot aK(ψi, ψj).
Lineaaristen approksimaatioiden tapauksessa olisi esimerkiksi kuvan (2) o-
situsten AK-matriisit olisivat 3× 3-matriiseja, sillä P1-elementit sisältävät
3 solmupistettä, kuten kuvan (4) tapauksessa. Tällöin elementin sisällä oleva
ratkaisu rakentuu niiden pisteiden kantafunktioista. Jäykkyysmatriisin alkiot
aij saadaan summaamalla ratkaistut elementtien jäykkyysmatriisien alkiot
a(ϕi, ϕj) =
∑
K∈Th
aK(ϕi, ϕj). (4.16)
Minkä tahansa solmupisteistä Ni, Nj ja Nk muodostuvan lineaarisen
kolmioelementin jäykkyysmatriisi on

 aK(ϕi, ϕi) aK(ϕi, ϕj) aK(ϕi, ϕk)aK(ϕj, ϕi) aK(ϕj, ϕj) aK(ϕj , ϕk)
aK(ϕk, ϕi) aK(ϕk, ϕj) aK(ϕk, ϕk)

 .
Matriisiyhtälön (4.12) vektori b kootaan paloittain, kuten matriisi A ja sen
alkiot ovat
bi = (f, ϕi)L2 kun j = 1, . . .M.
Tässä tutkielmassa ei kerrota, kuinka jäykkyysmatriisit kootaan. Lukija voi
tutustua aiheeseen esimerkiksi Kikuhin [9℄ tai Gambihrin [7℄ kirjoista.
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Kun matriisi A ja vektori b ovat ratkaistu, tietokoneen tehtäväksi jää vek-
torin ξ ratkaiseminen yhtälösysteemistä (4.5). Kirjassa [8℄ on esitelty Gaussin
eliminointiin perustuvia suoria metodeja, sekä erilaisia minimointimuotoi-
luun perustuvia iterointikeinoja. Kuvassa (6) on esitetty yhtälön (4.6) ratkai-
sut funktion f eri arvoilla.
a) f = 1 b) f = xy
maxu = 0, 074 maxu = 0, 021
min u = 0 min u = 0
Kuva 6: Funktion f vaikutus ratkaisun uh käyttäytymiseen.
Havaitaan, että ratkaisun käyttäytyminen yksikköneliön sisällä riippuu funk-
tiosta f . Elliptisten yhtälöiden tapauksessa funktio f kuvaakin lähteisyyttä.
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4.5 P1- ja P2-elementtien vertailua
Olemme havainneet aiemmin, että elementtien jäykkyysmatriisien koot ovat
P1-elementeille 3×3 ja P2-elementeille 6×6. Tällöin yksittäisen elementin
vaatima työmäärä on P2-elementeillä nelinkertainen P1-elementteihin näh-
den. Elementtien jäykkyysmatriisit vastaavat yhtälön (4.16) nojalla jäykkyys-
matriisien alkioita, joiden määrä riippuu kantafunktioiden lukumäärästä. Suo-
ritetaan seuraavaksi demonstraatio, jolla arvioidaan kantafunktioiden lukum-
äärän kasvua osituksen tiheyden suuretessa.
Demonstraatiossa luku n kuvaa sivujen jako-osien lukumäärää. Lisäksi erotel-
laan P2 elementin sisäsolmupisteet alueen reunalla oleviin reunapisteisiin ja
alueen sisällä oleviin sisäpisteisiin.
Kuva 7: Demonstraation lähtöasetelma.
Valitaan alkutilanteeksi kuvan (7) mukainen asetelma. Kun jakoa tihennetään
kaksinkertaiseksi (8) havaitaan, että kolmioiden ja reunapisteiden lukumäärät
r(n) nelinkertaistuvat.
Kuva 8: Uudet kolmiot muodostuvat P2-elementtien sisäsolmupisteiden avul-
la.
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Kuvien (7) ja (8) avulla nähdään, että kärkipisteiden määrä vastaa P1-
kantafunktioiden määrää q1(n) ja kaikkien pisteiden yhteismäärä vastaa P2-
kantafunktioiden lukumäärää q2(n). Lisäksi havaitaan, että
q1(n) = q2(n− 1) kun n ≥ 2. (4.17)
Kuva 9: Tähän jotain.
Jakoa tihennettäessä edelleen kaksinkertaiseksi huomataan, että sisäpisteiden
lukumäärä s(n) toteuttaa yhtälön
s(n) = 6
n−1∑
i=1
k + n.
Näiden tulosten avulla voidaan muodostaa taulukko (1), missä q21(n) =
q2(n)/q1(n) kuvaa P1 ja P2 kantafunktioiden lukumäärien suhdetta.
n s(n) r(n) q1(n) q2(n) q21(n)
1 1 4 4 9 2.25
2 8 8 9 25 2.778
4 40 16 25 81 3.24
8 176 32 81 289 3.56
16 736 64 289 1089 3.768
Taulukko 1: Osituksen tihentämisen vaikutus kantafunktioiden lukumäärään.
Taulukosta (1) havaitaan, että kantafunktioiden lukumäärien suhden q21
lähestyy lukua neljä. Koska jäykkyysmatriisi koostuu kantafunktioiden väli-
sistä operoinneista, niin esimerkiksi M × M-matriisille M2 = q2i . Siten
luku q221(n) kuvaa matriisien kokojen eroa P1- ja P2-elementeille, joilla on
samanlaiset ositukset.
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Koska jäykkyysmatriisi A on kuitenkin harva, se voidaan korvata nauha-
matriisilla. Tämä säästää tietokoneen muistia, sillä sen ei tarvitse muistaa
kaikkia nolla-arvoisia alkioita ja siten lukua q221(n) ei voida suoraan käyttää
vaadittavan työmäärän arvioimiseksi. Toimintatapaan voi tutustua enemmän
tutustumalla esimerkiksi kirjaan [8, ss. 43-47℄.
Céan lemman (4.3.3) nojalla ratkaisun hyvyyteen vaikuttaa valittu funk-
tioavaruus. Seuraavassa demonstraatiossa osoitetaan, että P1-elementeillä
vaaditaan hyvin paljon tiheämpi ositus Poissonin yhtälön ratkaisuun kuin
P2-elementeille, sillä approksimoivat ratkaisuja paremmin.
a) P1 b) P2
maxu = 0.06667 maxu = 0.07363
Kuva 10: Poissonin yhtälön ratkaisut, kun f(x, y) = 1, kun n = 5.
Kuten kuvasta (10) voidaan havaita, ratkaisujen tarkkuuksissa on suuri ero.
P1 elementeillä saavutetaan kuvan P2 elementtejä vastaava tarkkuus, kun
n = 40. Käyttämällä P2 elementtejä ratkaisu lähestyy siis huomattavasti
nopeammin todellista arvoa. Laskennallinen työmäärä saattaakin olla siis
pienempi P2-elementeille. Taulukossa (2) on esitetty Poissonin yhtälön ratkai-
sut erilaisilla luvun n arvoilla.
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n maxP1 uh maxP2 uh
2 0.0625 0.075
5 0.06667 0.07363
10 0.07309 0.07367
20 0.07353 0.07367
40 0.07364 0.07367
60 0.07366 0.07367
100 0.07366 0.07367
Taulukko 2: Osituksen tihentämisen vaikutus ratkaisuun.
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5 Numeerista tarkastelua
Kappaleessa tutustutaan esimerkkien avulla erilaisiin reunaehtoihin ja an-
netaan käsiteltävän elliptisen operaattorin parametreille fysikaaliset merkityk-
set. Lopuksi muodostetaan ja ratkaistaan kaksi fysikaalista ongelmaa, jotka
ovat elliptisiä.
5.1 Reunaehdot
Tässä alakappaleessa tutkitaan Poissonin yhtälöä
−∆u = 1 Ω:ssa (5.1)
u+
∂u
∂ν
= h kun u ∈ Γ
yksikköneliössä erilaisten reunaehtojen kanssa. Nimetään neliön reunat siten,
että Γ1 tarkoittaa sen alareunaa ja Γ2 muita reunoja. Tutkittavan alueen Ω
reuna ∂Ω on siis Γ = Γ1∩Γ2. Poissonin yhtälön heikko muoto on esimerkin
3.1.8 erikoistapaus: Etsi uh ∈ H1(Ω) s.e.
a(uh, v) = 〈F, v〉 kaikilla v ∈ H1(Ω)., (5.2)
missä
a(uh, v) =
∫
Ω
∇v · ∇udx,
〈F, v〉 =
∫
Ω
fvdx+
∫
Γ2
(h− u)dσ.
Määritelmä 5.1.1. Dirihlet reunaehdoiksi kutsutaan ehtoja, jossa ratkaisun
suuruus on määrätty alueen Ω reunalla.
Esimerkki 5.1.2. Ehdot
u = h(x, y) kun u ∈ Γ1,
u = 0 kun u ∈ Γ2,
määrittelevät ratkaisun koko reunalla. Kuvassa (11) on esitetty yhtälön (5.1)
ratkaisut erilaisilla Dirihlet reunaehdoilla.
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a) h(x, y) = 1 b) h(x, y) = sin(3pix)
maxu = 1 maxu = 1
Kuva 11: Poissonin yhtälön käyttäyminen funktion h(x, y) eri arvoilla.
Määritetään seuraavaksi reunalle Γ1 varsinkin termodynamiikan kannalta
oleellinen reunaehto.
Määritelmä 5.1.3. Reunaehtoja, jotka ovat muotoa:
∂u
∂ν
= g kun u ∈ Γ1,
u = h kun u ∈ Γ2
kutsutaan yhdistetyiksi reunaehdoiksi (mixed boundary onditions), sillä reu-
nan Γ eri osille on annettu toisistaan poikkeavat ehdot. Reunan Γ1 ehto
tunnetaan paremmin Neumannin reunaehtona.
Esimerkki 5.1.4. Neumannin reunaehdoilla voidaan määrittää, miten rat-
kaisu muuttuu esimerkiksi reunalla Γ1. Koska ν on pisteittäin kohtisuorassa
reunalla Γ, niin ∂u
∂ν
= ν ·∇u. Valitsemalla reunalle Γ2 Dirihletin reunaehdon
u = 0 kun u ∈ Γ2
saadaan Poissonin yhtälön variaatiomuotoilun (5.2) reunatermiksi
∫
Γ1
∂u
∂ν
vdσ =
∫
Γ1
gvdσ.
Ohjelmoidessa reunaehto kirjoitetaan yhtälön (5.3) oikenpuoleisella tavalla.
Reunaehdolla voidaan kuvata ratkaisun muutosta alueen reunavektorin ν
suunnassa. Kuva (12) havainnollistaa funktion g merkin vaikutusta yhtälön
(5.1) tapauksessa.
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a) g = 1 b) g = −1
maxu = 0.484 max u = 0.036
min u = 0 min u = −0.256
Kuva 12: g:n merkki kuvaa, onko vuo a) positiivinen vai b) negatiivinen.
Funktion g merkki kuvaa selvästi ratkaisun muutoksen suuntaa. Kuten ku-
vasta b) nähdään, funktion saadessa negatiivisia arvoja, ongelman ratkaisu
pienenee reunalla Γ1. Vastaavasti ratkaisu kasvaa g:n saadessa positiivisia
arvoja. Muutosnopeuden suuruus riippuu g:n itseisarvon suuruudesta. Mitä
suurempi se on, sitä nopeampaa muutos on.
Mikäli tutkittava yhtälö on muotoa
−∇ · (C∇u) = f,
niin Neumannin reunaehto reunalla Γ1 on
ν ·C∇u = g.
Huomautus 5.1.5. Koska elliptiset yhtälöt vastaavat fysikaalisesti stationääris-
ten tilanteiden tarkastelua, niin lähteettömässä tapauksessa Neumannin reu-
naehdolle on järkevää asettaa ehto:
∫
Γ
∂u
∂ν
dσ = 0,
kun käytetään pelkästään Neumannin ehtoja. Tämän nojalla tarkasteltavas-
sa tilassa Ω esimerkiksi lämpövuo ei voi olla suurempi sisään kuin se on
ulos. Käytännössä kyseessä on siis energiansäilymislaista seuraava reunaehto.
Huomioidaan vielä, että puhtaita Neumannin ehtoja käyttämällä ratkaisu ei
ole yksikäsitteinen, koska reunaehdot eivät kiinnitä sitä.
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Määritelmä 5.1.6. Kolmannen tyypin reunaehtoa
αu+
∂u
∂ν
= g kun u ∈ Γ1 (5.3)
kutsutaan Robinin reunaehdoksi.
Esimerkki 5.1.7. Mikäli toinen yhtälön (5.3) vasemmanpuoleisista termeistä
on nolla päädytään joko Dirihletin tai Neumannin reunaehtoon. Kyseessä
on siis niiden yhdistelmä. Variaatiomuotoilun reunatermiksi saadaan
∫
Γ1
∂u
∂ν
dx =
∫
Γ1
(g − αu)dx.
Robinin reunaehdolle on sovellutuksia niin sähkömagneettisten ongelmien
kuin termodynaamisten tapausten kanssa. Sitä käytetään kuvaamaan esi-
merkiksi eri aineiden rajapintojen välillä tapahtuvaa energian siirtymistä.
Funktio α(x, y) vaikuttaa reunaehtojen keskinäisiin painoarvoihin. Ehto vas-
taa Newtonin jäähtymislakia:
∂u
∂ν
= α(u0 − u) kun u ∈ Γ1, (5.4)
missä g = u0/α kuvaa kappaleen ympäristön lämpötilaa ja α on lämmön-
johtumiskerroin, joka riippuu rajapinnan molemmin puolin olevista aineista.
Tällaista tilannetta tarkastellaan esimerkissä 5.3.1.
Kuvassa (13) on esitetty Poissonin yhtälö yhdistetyillä reunaehdoilla, jossa
Robinin ehdon (5.3) lisäksi reunalle Γ2 valitaan u = 0. Tuloksista havaitaan,
että mitä suurempi on kerroin α sitä nopeampaa on johtuminen. Ratkaisu
on nyt selvästi yksikäsitteinen, sillä Dirihletin reunahto sitoo ratkaisun käyt-
täytymisen muilla reunoilla.
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a)
∂u
∂ν
= 10− u b) ∂u
∂ν
= 0.1(10− u)
maxu = 2.847 max u = 0.468
Kuva 13: Robinin reunaehtojen kertoimen α vaikutus Poissonin yhtälön
ratkaisuun.
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5.2 Elliptinen yhtälö
Seuraavissa esimerkeissä 5.2.1 - 5.2.3 tutkitaan yhtälön
−∇ · (C∇u) +w · ∇u+ bu = f (5.5)
parametrien vaikutusta ratkaisun käyttäytymiseen. Havaintojen avulla seli-
tetään parametrien fysikaalisia merkityksiä.
Esimerkki 5.2.1. Olkoon C ∈ L∞(Ω) symmetrinen ja positiivisesti deniit-
ti 2x2-matriisi. Tällöin Poissonin yhtälö on erikoistapaus ongelmasta
−∇ · (C∇u) = f kun x ∈ . (5.6)
Tutkitaan ongelmaa (5.6) Dirihlet'n reunaehdolla
u = 0 kun x ∈ Γ,
missä Γ = ∂Ω on alueen Ω reuna kuten aiemmin. Yhtälön (5.6) variaa-
tiomuotoinen ongelma: Etsi u ∈ H10 (Ω) s.e.
a(u, v) = (f, v)L2 kaikilla v ∈ H10 (Ω), (5.7)
missä
a(u, v) =
∫
Ω
∇v ·C∇udx,
(f, v)L2 =
∫
Ω
fvdx.
Käytetään ongelman (5.7) tutkimiseen P2 elementtejä, joten funktioavaruus
on:
Vh = {v ∈ H10(Ω) : v|K ∈ P2(K), ∀K ∈ Th} (5.8)
Ongelmaa (5.6) vastaava elementtimuotoinen esitys on nyt: Etsi (uh, v) siten,
että
a(uh, v) = (f, v) (5.9)
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Tutkitaan ongelmaa 5.2.1 numeerisesti yksikköneliössä antamalla C:lle eri
arvoja ja valitsemalla f = 1.
a) C =
(
5 0
0 1
)
b) C =
(
2 1
1 2
)
) C =
(
5 1
1 2
)
max u = 0.023 maxu = 0.039 maxu = 0, 021
Kuva 14: Matriisin c vaikutus ongelman (5.6) ratkaisuun.
Kappaleen 4 kuvassa (6) ratkaisun maksimiarvoa 0.074 vastaava matriisi
C = I, joten vertaamalla sitä kuvaan (14) a) havaitaan diagonaaliarvojen
suurenemisen aiheuttavan ratkaisun maksimiarvon heikkenemisen. Matriisi
C eroaa kyseisessä kuvassa Poissonin yhtälöstä vain termin c11 osalta. Tämä
muutos huomataan myös ratkaisun "litistymisenä" x-akselin suhteen, mikä
voidaan ajatella myös nopeampa diundoitumisena x-akselin suunnassa.
Kuvan (14) esimerkit ovat muotoa (5.9) olevien elliptisten ongelmien ratkaisu-
ja, sillä matriisi C on positiivisesti deniitti kaikissa tapauksissa a) - ).
Tämä voidaan todistaa esimerkiksi osoittamalla, että ominaisarvot ovat posi-
tiivisia: a) (λ1, λ2) = (1, 5), b) (λ1, λ2) = (1, 3) ja ) (λ1, λ2) = (
√
39,
√
52).
Ominaisarvojen avulla voidaan osoittaa, että ominaisvektorit ovat:
a) (1, 0)T ja (0, 1)T ,
b) (1, 1)T ja (1,−1)T ,
) (−3 +√39, 6−√39)T ja (3−√52, 6−√52)T .
Havaitaan, että ominaisvektorit määrittävät x- ja y-akselien suuntaisen kan-
nan kun diagonaalialkiot ovat nollasta poikkeavia. Muulloin kanta on kier-
tynyt. Kun ongelma sisältää matriisimuotoisen parametrin C puhutaan an-
isotrooppisesta diuusiosta. Sille on olemassa käyttökohteita esimerkiksi ku-
vankäsittelyssä, jossa sen avulla voidaan vähentää kohinaa.
Mikäli C ∈ R, sen suuruus kuvaa aineen kykyä johtaa esimerkiksi lämpöä
tai partikkelien leviämisnopeutta. Poissonin yhtälö on erikoistapaus lämpö-
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yhtälöstä:
∂u
∂t
− α∆u = 0,
missä kerrointa α kutsutaan termiseksi diuusiokertoimeksi tai lämpötilan-
johtavuudeksi ja lämpötilan muutosta kuvaava termi ut on vakio.
Esimerkki 5.2.2. Tutkitaan seuraavaksi yhtälön (5.5) parametria b ∈
L∞(Ω). Muodostetaan uusi ongelma:
−∇ · (c∇u) + ru = f kun x ∈ Ω:ssa,
u = 0 Γ:lla
ja säilytetään tarkastelussa sama Dirihlet'n reunaehto kuin aiemmin. Olkoon
lisäksi C = I, jolloin yhtälö voidaan kirjoittaa muodossa:
−∆u+ ru = f Ω:ssa (5.10)
Variaatiomuotoilun termi a(u, v) on nyt muotoa:
a(u, v) =
∫
Ω
(∇v · ∇u+ ruv)dx. (5.11)
Valitaan funktioavaruudeksi (5.8), jolloin ongelma (5.10) voidaan esittää
muodossa: Etsi uh ∈ H10 (Ω) siten, että
a(uh, v) = (f, v)L2. (5.12)
a) r = 1 b) r = 50 b) r = −10
maxu = 0, 070 maxu = 0, 018 maxu = 0, 157
Kuva 15: Parametrin r merkityksen havainnollistaminen.
Kuvassa (15) on tarkasteltu ongelman (5.10) käyttäytymistä parametrin r eri
arvoilla. Havaitaan, että sen suureneminen pienentää (vaimentaa) ratkaisun
maksimiarvoa ja ratkaisu jakaantuu tasaisemmin koko tarkasteltavalle alueelle.
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Mikäli r < 0, ratkaisun maksimiarvo kasvaa (kiihtyy). Koska funktio f ku-
vaa lähteisyyttä, herää kysymys: Mitä parametri r kuvaa tällöin?
Jos ratkaisu u kuvaa lämpötilaa tai energiaa, on negatiiviselle b:n arvolle
vaikea löytää selitystä. Eräs selitys voisi olla esimerkiksi kitka. Jos ratkaisu
puolestaan kuvaa jonkin konsentraatiota, niin b:n negatiivisia arvoja voidaan
selittää reaktiolähteinä ja positiivisia nieluina. Kutsutaan parametria b tästä
johtuen reaktiotermiksi ja tutkittua yhtälöä diuusio-reaktioyhtälöksi.
Esimerkki 5.2.3. Tutkitaan seuraavaksi ongelmaa
−∆u+w · ∇u = f kun x ∈ Ω,
u = 0 kun x ∈ Γ,
missä w ∈ L∞(Ω). Ongelman variaatiomuotoinen esitys on: Etsi u ∈ H1(Ω)
siten, että
a(u, v) = (f, v)L2 , (5.13)
missä oikeanpuoleinen termi on kuten esimerkissä 5.2.1
a(u, v) =
∫
Ω
(∇v · ∇u+ (w · ∇uh)v)dx. (5.14)
Säilytetään sama avaruus Vh kuin esimerkeissä 5.2.1 ja 5.2.2 sekä muotoillaan
ongelma elementtimenetelmällä: Etsi uh ∈ H10 (Ω) siten, että
a(uh, v) = (f, v)L2. (5.15)
Tutkitaan kyseisen ongelman herkkyyttä vektorin w suhteen. Kuvasta (16)
nähdään selvästi, että vektori vaikuttaa ratkaisun paikkaan, eikä niinkään
sen suuruuteen. Tämän vuoksi termiä w · ∇u kutsutaan virtaus- eli advek-
tiotermiksi.
a) w = [1, 0] b) w = [2,−2]
maxu = 0, 073 maxu = 0, 071
Kuva 16: Virtaustermin w havainnollistaminen.
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5.3 Sovelletut tapaukset
Tässä alakappaleessa on pyritty muodostamaan lämmönjohtumiselle malli,
joka on tulkittavissa myös elliptiseksi ongelmaksi. Valittu ongelma on muo-
dostettu tarkoituksenmukaisesti niin, että sen parametrit ovat paloittain jatku-
via, eli C,w, b ∈ L∞(Ω). Lisäksi kappaleessa opastetaan kuinka Freefemillä
ratkaistaan tällaisia ongelmia.
Käsiteltävässä esimerkissä 5.3.1 alue Ω jaetaan osa-alueisiin Ωi paramet-
rien käyttäytymisen mukaan. Jokaiselle osa-alueelle valitaan niissä voimassa
olevat parametrit Ci,wi ja bi, jolloin parametrit C,w ja b voidaan muo-
dostaa karakterisen funktion avulla. Esimerkiksi kahden osa-alueen tapauk-
sessa muodostetaan funktio
χ =
{
1, jos x ∈ Ω1
0, jos x ∈ R2/Ω1.
Valitaan, että parametrit C1, w1 ja b1 kuuluvat alueeseen Ω1 ja vastaavasti
C2, w2 ja b2 alueeseen Ω2. Nyt esimerkiksi parametrin C epäjatkuvuus
voidaan lausua seuraavalla tavalla:
C = C1χ+C2(1− χ)
Osa-alueiden lukumäärän kasvaessa χ funktiosta tulee monimutkaisempi.
Tämä ei suinkaan haittaa, sillä vastaavia ongelmia ratkottaessa esimerkiksi
freefemissä karakteristinen funktio voidaan korvata käyttämällä komentoa
region. Seuraavia kohtia (1. - 7.) noudattamalla epäjatkuvien parametrien
ohjelmoinnista tulee helppoa. Katso myös Liite A.
Vaihe Toiminta
1. Muodosta osa-alueiden reunat.
2. Nimeä reunat label-komennolla siten, että
kaikkien sisäreunojen nimi on sama.
3. Muodosta ositukset osa-alueille.
4. Liimaa osa-alueiden osituksista lopullinen ositus.
5. Nimeä osa-alueet region-komennolla.
6. Muodosta parametrit osa-alueittain.
7. Muodosta parametrit koko alueelle region-komennon avulla.
Esimerkki 5.3.1. Muodostetaan kuvan (17) mukainen tilanne, jossa messin-
kinen αm = 116
W
m ◦C
tanko on yhdistetty samanmittaiseen kupariseen αk =
393 W
m ◦C
siten, että molemmat kappaleet ovat polyuretaanikerroksen αk =
0.035 W
m ◦C
sisällä.
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Kuva 17: Asetelmakuva.
Tarkastellaan tilannetta kun messinkisen kappaleen vapaa pää on jatkuvasti
kosketuksissa u0m = 100
◦C:een ja muu alue u0r = 20
◦C:een ympäristöön.
Ongelmaa voidan tutkia yhtälöllä:
−α∆u = 0 Ω:ssa, (5.16)
missä
α =


αm, jos x ∈ Ωm
αk, jos x ∈ Ωk
αp, jos x ∈ Ωp1 ∪ Ωp2
ja merkitsemällä edelleen ympäristön lämpötiloja
u0 =
{
u0m, jos x ∈ Γm
u0r, jos x ∈ Γk ∪ Γp1 ∪ Γp2
saadaan Newtonin jäähtymislaista (5.4) muodostettua Robinin reunaehdot:
∂u
∂ν
= αm(u0m − u) = 11600− 116u kun u ∈ Γm,
∂u
∂ν
= αk(u0k − u) = 7860− 393u kun u ∈ Γk,
∂u
∂ν
= αp(u0p − u) = 0.7− 0.035u kun u ∈ Γp1 ∪ Γp2,
Reunatermi voidaan kirjoittaa lyhyesti
∂u
∂ν
= α(u0 − u),
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kun parametrit α, u0 ∈ L∞ ovat karakteristisen χ-funktion avulla muo-
dostettuja. Ongelman (5.16) Galerkinin muoto on: Etsi uh ∈ H1(Ω) siten,
että
a(uh, v) = 〈F, v〉 kaikilla v ∈ H10 (Ω), (5.17)
missä
a(uh, v) = α
∫
Ω
(∇v · ∇uh)dx,
〈F, v〉 =
∫
Γ
α(u0 − uh)vdx.
Kuva 18: Tasapainotilanteessa uretaanin lämpötila on noin 40 ◦C:tta.
Yhtälön ratkaisu on esitetty kuvassa (18). Ratkaisun maksimi on 42.568 ja
minimi 36.6578. Muodostettu malli on stationäärinen, joten ratkaisu kuvaa
tilannetta, jossa annetut reunaehdot ovat olleet voimassa riittävän kauan ja
systeemi on asettunut tasapainotilaan. Todellisuudessa metalliesineet lämpiä-
vät nopeammin kuin uretaani, joten lämpötilajakauma muuttuu lämmityk-
sen aikana lähestyen kuvan ratkaisua.
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A Epäjatkuvien parametrien ohjelmoiminen
Tutkielmassa käytettiin Freefem++ohjelmistoa. Seuraavassa esitetään eräs
tapa ratkaista elliptisiä ongelmia, jotka sisältävät epäjatkuvia parametrejä.
Vaiheet 1 ja 2: Reunojen määrittely ja alueisiin viittaaminen.
Rakennetaan ensin reunat tarkasteltavalle alueelle. Ne muodostetaan käyt-
tämällä parametria t, jolloin reunoilla on siis suunta. Ohjelmoidessa on huoleh-
dittava, että reuna kiertää vastapäivään ja että se on yhtenäinen.
border A(t=0,3){x=t;y=0;label=1;};
border B(t=0,1){x=3;y=t;label=2;};
border C(t=0,3){x=3-t;y=1;label=0;};
border D(t=0,1){x=0;y=1-t;label=4;};
border E(t=2,0){x=3-t;y=1;label=0;};
border F(t=0,1){x=3;y=1+t;label=2;};
border G(t=0,2){x=3-t;y=2;label=3;};
border H(t=0,1){x=1;y=2-t;label=0;};
border I(t=0,1){x=t;y=1;label=0;};
border J(t=1,0){x=1;y=2-t;label=0;};
border K(t=0,1){x=1-t;y=2;label=3;};
border L(t=0,1){x=0;y=2-t;label=4;};
Vaihe 3: Osituksen muodostaminen halutuille osa-alueille.
Molemmat kuvan (2) ositukset ovat tasajakoisia. Kuvassa a) kaikki reunat
ovat jaettuina viiteen osaan, eli n = 5. Koska yhden osavälin pituus l =
1/5, sitä voidaan käyttää kuvaamaan hienojakoisuutta termin h sijasta.
Käytetään komentoa buildmesh osituksen Th muodostamiseksi.
int n=10;
mesh Th1 = buildmesh (A(3*n) + B(n) + C(3*n) +D(n) );
mesh Th2 = buildmesh (E(2*n) + F(n) + G(2*n) +H(n) );
mesh Th3 = buildmesh (I(n) + J(n) + K(n) +L(n) );
Vaihe4: Osa-alueiden yhteenliittäminen.
Osa-alueet saadaan liitettyä yhteen esimerkiksi summaammalla.
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mesh Th=Th1+Th2+Th3;
Vaihe5: Nimetään osa-alueet ja määritetään elementit.
Osa-alueet nimetään komennolla regionja funktioavaruus komennolla fespae.
Esimerkissä on valittu P1-elementit ositukselle Th.
int ala=Th(0.5,0.1).region, oy=Th(2,1.3).region,
vy=Th(0.5,1.3).region;
fespae Vh(Th,P1);
Vh reg=region;
Vaihe6: Funktioiden määrittely osa-alueittain.
Käytettävät funktiot muodostetaan komennolla fun.
fun f1=0;
fun f2=1;
fun f3=1;
fun b1=1;
fun b2=1;
fun b3=1;
fun w11=1;
fun w12=1;
fun w13=1;
fun w21=2;
fun w22=2;
fun w23=2;
fun 111=1;
fun 112=0;
fun 121=0;
fun 122=1;
fun 211=1;
fun 212=0;
fun 221=0;
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fun 222=1;
fun 311=1;
fun 312=0;
fun 321=0;
fun 322=1;
Vaihe7: Funktioiden yhdistäminen.
Koska parametrien halutaan olevan määriteltyjä koko alueelle, valitaan millä
osa-alueella edellisen vaiheen funktiot ovat voimassa. Tämä tehdään viittaa-
malla nimettyihin osa-alueisiin region komennolla. Komennolla marovoidaan
lyhentää koodia.
Vh f = f1*(region==ala) + f2*(region==oy)
+f3*(region==vy);
Vh 11 = 111*(region==ala) + 211*(region==oy)
+311*(region==vy);
Vh 12 = 112*(region==ala) + 212*(region==oy)
+312*(region==vy);
Vh 21 = 121*(region==ala) + 221*(region==oy)
+321*(region==vy);
Vh 22 = 122*(region==ala) + 222*(region==oy)
+322*(region==vy);
Vh b=b1*(region==ala) + b2*(region==oy)+b3*(region==vy);
Vh w1=w11*(region==ala) + w12*(region==oy)+w13*(region==vy);
Vh w2=w21*(region==ala) + w22*(region==oy)+w23*(region==vy);
fun g=1;
maro Grad(u) [dx(u),dy(u)℄ // // definition of a maro
maro w [w1,w2℄//
maro  [[11,12℄,[21,22℄℄ //
Vaihe8: Ongelman ratkaiseminen.
Ongelmasta käytetään sen variaatiomuotoista esitystä. Ensin on viitattava,
mihin avaruuteen funktiot kuuluvat. Ratkaisun voi suorittaa joko komennolla
solvetai problem.Ratkaisu voidaan piirtää plotkomennolla.
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Vh u,v;
solve P(u,v)=int2d(Th)( (*Grad(u))'*Grad(v) )
+int2d(Th) (b*u*v)
+ int2d(Th)(w'*Grad(u)*v)
-int2d(Th)(f*v)
-int1d(Th,1)(g*v)
+on(2,3,4,u=0);
plot(u,dim=3,fill=true,value=true,boundary=false,wait=1);
plot(u);
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