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1. Introduction and main ideas
Cheeger constant, encoding global connectivity properties of the underlying space, 
was invented by Cheeger [7] and related to the ﬁrst non-zero eigenvalue of the Laplace–
Beltrami operator on a compact Riemannian manifold, which is now well-known as 
Cheeger inequality. Afterwards, it was extended to discrete settings by several authors 
in spectral graph theory or Markov chain theory, see e.g. [17,2,1,24,31,37,16,8]. Intrigu-
ingly, this stimulated research in many unexpected theoretical or practical areas, such as 
the explicit construction of expander graphs, see e.g. [1,28,38,34], graph coloring, image
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references.
Recently, Miclo [29] (see also [14]) introduced a set of multi-way Cheeger constants 
(alternatively called higher-order isoperimetric constants), h(k), k = 1, 2, . . . , in dis-
crete setting and conjectured related higher-order Cheeger inequalities universal for any 
weighted graph. This conjecture was solved by Lee, Oveis Gharan and Trevisan [26] by 
bringing in the powerful tool of random metric partitions developed originally in theoret-
ical computer science. Moreover, their approach justiﬁes the empirical spectral clustering 
algorithms in [33] which are very popular and powerful tools in many practical ﬁelds (see 
e.g. [40,35]). Amazingly, this new progress of spectral graph theory provides feedback to 
the setting of Riemannian manifold. Funano [18] and Miclo [30] (with diﬀerent strate-
gies) extended the higher-order Cheeger inequalities to weighted Riemannian manifolds 
and found very important applications there.
In contrast to a Riemannian manifold, on a graph, the spectrum of the normalized 
Laplace operator is bounded from above by 2. Explicitly, one can list them as
0 = λ1 ≤ λ2 ≤ · · · ≤ λN ≤ 2, (1)
where N is the size of the graph G. Therefore, a graph has its own particular spectral 
gaps 2 −λk which have no counterparts in the Riemannian setting. In order to investigate 
the spectral gap 2 − λN , Bauer and Jost [4] introduced a dual Cheeger constant, h(1)
in our notation below, encoding the bipartiteness property of the underlying graph. 
(Independently, the constant 1 −h(1) under the name bipartiteness ratio was studied by 
Trevisan [39].) Explicitly, it holds that
connected G is bipartite ⇔ h(1) = 1. (2)
(A graph is bipartite if its vertex set can be divided into two classes and edges are only 
permitted between two vertices from opposite classes.) They then proved a dual Cheeger 
inequality, providing a strong quantitative version of the fact that 2 −λN vanishes if and 
only if the underlying graph is bipartite. This has already found important applications 
for the convergence of random walks on graphs, synchronization for coupled map lattices 
[4] and characterizing behaviors of the essential spectrum of inﬁnite graphs [3].
In this paper, we introduce a set of multi-way dual Cheeger constants, h(k), k =
1, 2, . . . , N , encoding more detailed information about how far/close a graph is from 
being a bipartite one. The dual relations between h(k) and h(k) are manifested by the 
fact that
G is bipartite ⇔ h(k) + h(k) = 1, 1 ≤ k ≤ N. (3)
In fact, if a graph can satisfy h(k) +h(k) = 1 for a small number k, then, roughly speaking, 
it actually has a large size bipartite subgraph in a reasonable sense (Proposition 3.1(iii)). 
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h(k) + h(k) = 1, 2 ≤ k ≤ N.
Recall that an odd cycle is not bipartite but very close to be bipartite. Moreover, this 
framework provides a new viewpoint about the previously deﬁned constants. We see that 
the dual Cheeger constant of Bauer and Jost, h(1), is actually dual to h(1) = 0 and the 
Cheeger constant h(2) is dual to h(2).
We prove higher-order dual Cheeger inequalities, i.e., we derive estimates for the 
spectral gaps 2 −λN−k+1 in terms of h(k), which hold universally for any weighted ﬁnite 
graph (see Theorem 1.2). This completes the picture about graph spectra and (dual) 
isoperimetric constants. Interestingly, our proof proposes a new type of spectral clustering 
via the top k eigenfunctions employing metrics on real projective spaces. As in [26], the 
proof is in principle algorithmic and hence we anticipate the practical applications of 
this new spectral clustering.
The deep relations between higher eigenvalues and geometry of graphs have been 
explored in the works of Chung, Grigor’yan and Yau [12,10,11]. For discussions about 
the spectral gap 2 − λN and curvature of graphs, we refer the readers to [5]. In Markov 
chain theory, there is the fundamental work of Diaconis and Stroock [16] about various 
geometric bounds of eigenvalues, in particular, of 2 − λN . Note that the language of 
Markov chains and that of normalized graph Laplacian we use here can be translated 
into each other. For example, a chain is aperiodic if and only if its associated graph is 
not bipartite.
In this spirit, it turns out that our results can be applied to a very general setting. We 
extend the multi-way dual Cheeger constants and higher-order dual Cheeger inequalities 
to a reversible Markov operator P on a probability space (X, F , μ), following recent 
works of Miclo [30] and F.-Y. Wang [41]. Let us denote the inﬁmum (supremum, resp.) 
of the essential spectrum of P by λess(P ) (λess(P ), resp.). We obtain a characterization 
for λess in terms of extended multi-way dual Cheeger constants hP (k),
λess(P ) > −1 ⇔ inf
k≥1
hP (k) < 1.
It can be considered as the counterpart of F.-Y. Wang’s new criterion for λess in terms 
of multi-way Cheeger constants hP (k),
λess(P ) < 1 ⇔ sup
k≥1
hP (k) > 0.
Both arguments employ an approximation procedure developed by Miclo, by which he 
solves the conjecture of Simon and Høegh-Krohn [36] in a semi-group context. A further 
discussion about the relations between hP (k) and hP (k) enables us to arrive at
sup
k≥1
hP (k) > 0 ⇔ −1 < λess(P ) ≤ λess(P ) < 1.
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In order to put our results into perspective, we start with recalling the (higher-order) 
Cheeger inequalities. Let G = (V, E, w) be an undirected, weighted ﬁnite graph without 
self-loops. V and E stand for the set of vertices and edges, respectively. We denote by wuv
the positive symmetric weight associated to u, v ∈ V , where e = {u, v} ∈ E (sometimes 
we also write u ∼ v). For convenience, we may put wuv = 0 if u, v are not connected by 
an edge. The degree du of a vertex u is then deﬁned as du :=
∑
v,v∼u wuv.
The expansion (or conductance) of any non-empty subset S ⊆ V is deﬁned as
φ(S) = |E(S, S)|vol(S) ,
where S represents the complement of S in V , and |E(S, S)| := ∑u∈S,v∈S wuv, vol(S) :=∑
u∈S du = |E(S, S)| + |E(S, S)|.
Then, for every k ∈ N, the k-way Cheeger constant is deﬁned as
h(k) = min
S1,S2,...,Sk
max
1≤i≤k
φ(Si), (4)
where the minimum is taken over all collections of k non-empty, mutually disjoint subsets 
S1, S2, . . . , Sk ⊆ V . We call such kind of k subsets a k-subpartition of V , following [14]. 
Note by deﬁnition, we have the monotonicity h(k) ≤ h(k + 1). The classical Cheeger 
inequality asserts that
h(2)2
2 ≤ λ2 ≤ 2h(2). (5)
Resolving a conjecture of Miclo [29] (see also [14]), Lee, Oveis Gharan and Trevisan
[26] prove the following higher-order Cheeger inequality.
Theorem 1.1 (Lee–Oveis Gharan–Trevisan). For every graph G, and each natural number 
1 ≤ k ≤ N , we have
λk
2 ≤ h(k) ≤ Ck
2
√
λk, (6)
or in another form
1
C2k4
h(k)2 ≤ λk ≤ 2h(k), (7)
where C is a universal constant.
Observe that when k > N2 , at least one of k disjoint non-empty subsets must contain 
a single vertex, hence h(k) = 1. Therefore (7) is more useful for the ﬁrst half part of the 
spectrum.
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Deﬁne the following quantity for a pair of disjoint subsets V1, V2 ⊆ V , for which V1 ∪
V2 = ∅,
φ(V1, V2) =
2|E(V1, V2)|
vol(V1 ∪ V2) .
Then, for every k ∈ N, we can deﬁne a k-way dual Cheeger constant as follows.
h(k) = max
(V1,V2),...,(V2k−1,V2k)
min
1≤i≤k
φ(V2i−1, V2i), (8)
where the maximum is taken over all collections of k pairs of subsets
(V1, V2), (V3, V4), . . . , (V2k−1, V2k)
which satisfy
Vp ∩ Vq = ∅, ∀1 ≤ p = q ≤ 2k, V2i−1 ∪ V2i = ∅, ∀1 ≤ i ≤ k.
For notational simplicity, we will denote the space of all k pairs of subsets described as 
above by Pair(k) and call every element of Pair(k) a k-sub-bipartition of V . Here we 
have the monotonicity h(k) ≥ h(k + 1).
Bauer and Jost [4] and independently Trevisan [39] with diﬀerent methods proved 
a dual Cheeger inequality
(1 − h(1))2
2 ≤ 2 − λN ≤ 2
(
1 − h(1)). (9)
Our main result in this paper is the following higher-order dual Cheeger inequality.
Theorem 1.2. For every graph G, and each natural number 1 ≤ k ≤ N , we have
2 − λN−k+1
2 ≤ 1 − h(k) ≤ Ck
3√2 − λN−k+1, (10)
or in another form,
1
C2k6
(
1 − h(k))2 ≤ 2 − λN−k+1 ≤ 2(1 − h(k)), (11)
where C is a universal constant.
This can be considered as a strong quantitative version of the fact that λN−k+1 = 2
if and only if G has at least k bipartite connected components (see Proposition 3.1(i)).
Dually, when k > N2 , at least one of the subset pairs {(V2i−1, V2i)}ki=1 ∈ Pair(k) has 
to contain an empty subset, hence h(k) = 0. Therefore (11) is more useful for the second 
half part of the spectrum.
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The lower bound estimate of 2 − λN−k+1 in (11) is the essential part of Theorem 1.2. 
For the proof, we will follow the route in Lee, Oveis Gharan and Trevisan [26] which 
justiﬁes the spectral clustering algorithms using the bottom k eigenfunctions of [33]. 
(Note that by this route, one can also only get an order k3 in (6), Lee, Oveis Gharan 
and Trevisan used other strong techniques to derive k2 for the price of a much larger C.) 
The novel point of our proof is to explore a new type of spectral clustering.
For an orthogonal system of eigenfunctions f1, f2, . . . , fk of the normalized Laplace 
operator Δ, one can construct the mapping
F : V → Rk, v → (f1(v), f2(v), . . . , fk(v)). (12)
For illustration, we ignore those vertices on which F vanishes and consider the induced 
mapping to a unit sphere,
F˜ : V → Sk−1, v → F (v)‖F (v)‖ ,
where ‖ · ‖ is the Euclidean norm in Rk. We will also use 〈·,·〉 for the inner product of 
vectors in Rk.
The spectral clustering algorithms using the bottom k eigenfunctions aim at obtaining 
k subsets of V with smaller expansions, i.e. clustering those groups of vertices which are 
closely connected inside the group and loosely connected with outside vertices. Roughly 
speaking, [26] used the sphere distance to cluster vertices in V via their image on the 
unit sphere under F˜ .
We explore the clustering phenomenon using the top k eigenfunctions fN−k+1, . . . , fN . 
Now use these functions in the deﬁnition of F given in (12). We ﬁrst observe that for 
any u ∈ V
1
du
∑
v,v∼u
〈
F (u), F (v)
〉
wuv =
N∑
j=N−k+1
(1 − λj)fj(u)2 ≤ (1 − λN−k+1)
∥∥F (u)∥∥2.
Therefore if λN−K+1 > 1 is large, there exists at least one neighbor v0 of u such that 
〈F (u), F (v0)〉 < 0. That is, every vertex has always at least one neighbor far away from 
it under the sphere distance. This indicates that the aim of a proper clustering in this 
case should be diﬀerent. In fact, instead of pursuing small expansion subsets, we aim at 
ﬁnding k subsets, each of which has a bipartition such that the quantity 1 − φ is small. 
Roughly speaking, we hope to ﬁnd k subsets whose induced subgraphs are all close to 
bipartite ones.
Let us explain how real projective spaces come into the situation by the following 
extremal but inspiring example. Consider a disconnected graph G which has two bipartite
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connected components. Then the embedding of its vertices into the sphere S1 via its top 
two eigenfunctions are shown in Fig. 1. If we use the sphere distance, we will obtain two 
clusters, e.g. V1 ∪ V3 and V2 ∪ V4. But we actually hope to ﬁnd the clusters V1 ∪ V2 and 
V3 ∪ V4. A solution for this problem is to identify the antipodal points of the sphere and 
to obtain two clusters V1 = V2 and V3 = V4. Afterwards, we “unfold” each cluster to get 
two pairs of subsets which we desire. Therefore, we should use the metric on the real 
projective space instead of the sphere.
To understand the above clustering via top k eigenfunctions more intuitively, 
we can think of the edges in E as “hostile” relations. Vertices are clustered be-
cause they share common enemies. In contrast, the traditional clustering via the 
bottom k eigenfunctions treat edges as “friendly” relations. We anticipate appli-
cations of this kind of hostile spectral clustering methods in practical ﬁelds, e.g. 
the research of social relationship networks. This hostile clustering is technically 
quite crucial for our purpose of proving Theorem 1.2, as discussed in Lemmas 5.2
and 5.3.
1.3. Organization of the paper
In Section 2 we collect necessary results from spectral graph theory and random 
partition theory of doubling metric spaces. Section 3 is devoted to various interest-
ing relations between h(k) and h(k). We discuss the lower bound estimates of λN−k+1
in Section 4. In Sections 5 and 6 we present the proof of the lower bound estimate 
of 2 − λN−k+1 of (11). In Section 7, we prove for cycles a slightly “shifted” ver-
sion of higher-order dual Cheeger inequalities with an absolute constant which is even 
independent of k, based on the results of [14]. We also analyze the example of un-
weighted cycles in detail. In Section 8, we explore an application of higher-order dual 
Cheeger inequalities to the essential spectrum of a general reversible Markov opera-
tor.
We comment that the results about weighted graphs in this paper (except for 
Proposition 3.5) can be extended to graphs permitting self-loops, or in the language 
of Markov chains, lazy random walks. One just needs to be careful about the fact 
μ(u) ≥ ∑v,v∼u,v =u wuv (see below for μ) in that case.
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2.1. Spectral theory for normalized graph Laplacian
We assign a natural measure μ to V that μ(u) = du, for every u ∈ V . The inner 
product of two functions f, g : V → R is given by
(f, g)μ =
∑
u∈V
μ(u)f(u)g(u).
We denote by l2(V, μ) the Hilbert space of functions on V with the above inner product.
The normalized graph Laplacian Δ is deﬁned as follows. For any f ∈ l2(V, μ), and 
u ∈ V
Δf(u) := 1
du
∑
v,v∼u
wuv
(
f(u) − f(v)). (13)
In matrix form, Δ = I −P , where I is the identity matrix, and P := D−1A, D−1f(u) :=
d−1u f(u) and Af(u) :=
∑
v,v∼u wuvf(v).
For a map F : V → Rk, we denote the Rayleigh quotient of F by
R(F ) :=
∑
e={u,v}∈E ‖F (u) − F (v)‖2wuv∑
u∈V ‖F (u)‖2μ(u)
, (14)
and a dual version of the Rayleigh quotient of F
R(F ) :=
∑
e={u,v}∈E ‖F (u) + F (v)‖2wuv∑
u∈V ‖F (u)‖2μ(u)
. (15)
The support of a map F is deﬁned as
supp(F ) :=
{
v ∈ V : F (v) = 0}.
We call λ an eigenvalue of Δ if there exists some f ≡ 0 with Δf = λf . Let 0 =
λ1 ≤ λ2 ≤ · · · ≤ λN be all the eigenvalues of Δ. The Courant–Fischer–Weyl min-max 
principle tells us
λk = min
f1,f2,...,fk ≡0
(fi,fj)μ=0, ∀i=j
max
f ≡0
f∈span{f1,f2,...,fk}
R(f), (16)
and, dually,
λN−k+1 = max
f1,f2,...,fk ≡0
min
f ≡0
R(f). (17)
(fi,fj)μ=0, ∀i=j f∈span{f1,f2,...,fk}
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variants, see e.g. [9,26].
Lemma 2.1. For any nonnegative function g with supp(g) = ∅, there exists a subset 
∅ = S ⊆ supp(g) such that
R(g) ≥ 1 −
√
1 − φ(S)2. (18)
The next lemma is basically contained in the proof of Theorem 3.2 in Bauer and 
Jost [4].
Lemma 2.2. For any function f with supp(f) = ∅, there exist two subsets V1, V2 ⊆
supp(f) such that V1 ∩ V2 = ∅, V1 ∪ V2 = ∅ and
R(f) ≥ 1 −
√
1 − (1 − φ(V1, V2))2. (19)
We remark that here we do not require each of V1, V2 to be non-empty, but only their 
union. This lemma is derived from the combination of Lemma 2.1 and a construction in 
Bauer and Jost [4] (following previous ideas in Desai and Rao [15]). For convenience, we 
recall the proof here brieﬂy.
Proof. Denote P (f) := {v ∈ V : f(v) > 0}, N(f) := {v ∈ V : f(v) < 0}. By the 
assumption, P (f) ∪ N(f) = ∅. Now construct a new graph G′ = (V ′, E′, w′) from the 
original graph G in the following way. Duplicate all the vertices in P (f) and N(f). 
Denote by u′ the new vertices duplicated from u. For any edge {u, v} such that u, v ∈
P (f) or u, v ∈ N(f), replace it by two new edges {u, v′}, {v, u′} with the same weight 
w′uv′ = w′vu′ = wuv. All the other vertices, edges and weights are unchanged.
Consider the function g : V ′ → R,
g(u) =
{ |f(u)|, if u ∈ P (f) ∪ N(f);
0, otherwise.
Then the above construction converts the inside edges of P (f), N(f) into the boundary 
edges of supp(g). Furthermore, one can check that
R(f) ≥ R′(g).
Now by Lemma 2.1, we know there exists a subset ∅ = S ⊆ supp(g) = P (f) ∪ N(f), 
such that R′(g) ≥ 1 −√1 − φ′(S)2. Denote SP = S ∩ P (f), SN = S ∩ N(f). Then we 
have SP ∩ SN = ∅, SP ∪ SN = ∅ and
φ′(S) = |E
′(S, S)|
vol′(S)
= |E(SP , SP )| + |E(SN , SN )| + |E(SP ∪ SN , SP ∪ SN )|vol(SP ∪ SN )
= 1 − φ(SP , SN ),
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vol(SP ∪ SN ) = 2
∣∣E(SP , SN )∣∣+ ∣∣E(SP , SP )∣∣+ ∣∣E(SN , SN )∣∣
+
∣∣E(SP ∪ SN , SP ∪ SN )∣∣. (20)
This completes the proof of the lemma. 
2.2. Padded random partitions of doubling metric space
Random partition theory of metric spaces was ﬁrstly developed in theoretical com-
puter science. It has found many important applications in pure mathematics, see e.g. 
[25,22,26]. We discuss a result of that in this section which is needed in our arguments 
later.
We ﬁrst introduce the concept of doubling metric spaces. There are two kinds of 
doubling properties: metric doubling and measure doubling.
The metric doubling constant ρX of a metric space (X, d) is deﬁned as
ρX := inf
{
c ∈ N : ∀x ∈ X, r > 0, ∃x1, . . . , xc ∈ X,
such that B(x, r) ⊆
c⋃
i=1
B
(
xi,
r
2
)}
,
where B(x, r) is the closed ball in X with center x and radius r. (X, d) is called a metric 
doubling space if ρX < +∞. The metric doubling dimension of (X, d) is then deﬁned as 
dimd(X) := log2 ρX .
A Borel measure μ on (X, d) is called a doubling measure if there exists a number Cμ
such that for any x ∈ X, r > 0,
0 < μ
(
B(x, r)
) ≤ Cμμ(B(x, r2
))
< +∞.
Similarly we call dimμ(X) := log2 Cμ the measure doubling dimension. Note that the 
measure doubling dimension of Rk with the standard Euclidean volume measure is ex-
actly k.
The two doubling dimensions are related by the following result (see e.g. the remark 
on p. 67 of [13]).
Lemma 2.3. If a metric space (X, d) has a doubling measure μ, then
dimd(X) ≤ 4 dimμ(X). (21)
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ber m, where Si ∩ Sj = ∅, for any i = j and X =
⋃m
i=1 Si. A partition can also be 
considered as a map P : X → 2X , such that P (x) is the unique set in {Si}mi=1 that con-
tains x. A random partition P of X is a distribution ν over the space of partitions of X. 
The following padded random partition theorem is a slight modiﬁcation of Theorem 3.2 
in Gupta, Krauthgamer and Lee [20] (see also Lemma 3.11 in [25]).
Theorem 2.4. Let (X, d) be a ﬁnite metric subspace of (Y, d). Then for every r > 0, δ ∈
(0, 1) there exists a random partition P, i.e. a distribution ν over all possible partitions 
of X, such that
• diam(S) ≤ r, for any S in every partition P in the support of ν;
• Pν [Bd(x, rα ) ⊆ P(x)] ≥ 1 − δ for all x, where α = 32 dimd(Y )δ .
The random partition obtained in the above theorem is called an (r, α, 1 − δ)-padded 
random partition in [26].
Proof. We refer the readers to [20] for the proof of this theorem. But we comment here 
that one can replace the dimd(X) in Theorem 3.2 of [20] by dimd(Y ) as we do here in 
the conclusion. The reason is that the only point where the metric doubling dimension 
plays a role in the proof is the following fact (this is more clear in [25]). Let Z ⊆ X be a 
subset in which each pair of distinct points has a distance at least . Then the cardinality 
of Bd(x, t) ∩Z is less or equal to 2dimd(X)
log2 2t , for any x ∈ X and radius t ≥ . Surely 
one can estimate the same cardinality in the bigger space Y . 
3. Relations between h(k) and its dual h(k)
In this section, we explore some interesting relations between the multi-way Cheeger 
and dual Cheeger constants. The following two propositions can be considered as strong 
extensions of Theorem 3.1 and Proposition 3.1 in Bauer and Jost [4].
Proposition 3.1. Let G be any graph, then for each 1 ≤ k ≤ N we have
h(k) ≤ 1 − h(k). (22)
Moreover, we have
(i) h(k) = 1 if and only if G has at least k connected components, each of which is 
bipartite.
(ii) If G is bipartite, then h(k) + h(k) = 1, for each 1 ≤ k ≤ N .
(iii) If h(k) + h(k) = 1, then for the k-sub-bipartition {(V2i−1, V2i)}ki=1 which assumes 
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max1≤i≤k φ(V2i−1 ∪ V2i), is bipartite in the sense of∣∣E(V2i0−1, V2i0−1)∣∣ = ∣∣E(V2i0 , V2i0)∣∣ = 0.
Proof. By deﬁnition of h(k), h(k) and the formula (20), we have
1 − h(k)
= min
{(V2i−1,V2i)}ki=1∈Pair(k)
max
1≤i≤k
vol(V2i−1 ∪ V2i) − 2|E(V2i−1, V2i)|
vol(V2i−1 ∪ V2i)
= min
{Si}ki=1
Si =∅, ∀i
Si∩Sj=∅, ∀i=j
min
{(V2i−1,V2i)}ki=1
V2i−1∪V2i=Si
V2i−1∩V2i=∅, ∀i
max
1≤i≤k
|E(Si, Si)| + |E(V2i, V2i)| + |E(V2i−1, V2i−1)|
vol(Si)
≥ min
{Si}ki=1
Si =∅, ∀i
Si∩Sj=∅, ∀i=j
max
1≤i≤k
|E(Si, Si)|
vol(Si)
= h(k). (23)
Observe further in the above calculation, that the equality in (23) can be achieved 
when the graph G is bipartite. Since then for each Si, we can always ﬁnd a bipartition 
Si = V2i−1 ∪V2i such that |E(V2i−1, V2i−1)| = |E(V2i, V2i)| = 0. This actually proves (ii).
For (i), if h(k) = 1, then there exists {(V2i−1, V2i)}ki=1 ∈ Pair(k) such that
min
1≤i≤k
φ(V2i−1, V2i) = 1.
Hence for each i,
1 = 2|E(V2i−1, V2i)|vol(V2i−1 ∪ V2i) .
Then recalling (20), we obtain
0 =
∣∣E(V2i, V2i)∣∣ = ∣∣E(V2i−1, V2i−1)∣∣ = ∣∣E(V2i−1 ∪ V2i−1, V2i−1 ∪ V2i−1)∣∣,
which implies {V2i−1 ∪ V2i}ki=1 are k connected components, each of which is bipartite. 
Conversely, if we know that G has k connected components, each of which is bipartite, 
we can choose the k-sub-bipartition to be the bipartitions of those k components. Then 
by deﬁnition, we have
h(k) ≥ min
1≤i≤k
φ(V2i−1, V2i) = 1.
Together with (22), we know h(k) = 1.
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1 = h(k) + h(k) ≤ min
1≤i≤k
φ(V2i−1, V2i) +
kmax
i=1
φ(V2i−1 ∪ V2i).
Let V2i0−1 ∪ V2i0 attain the maximum in the above inequality. Then we have
1 = h(k) + h(k) ≤ φ(V2i0−1, V2i0) + φ(V2i0−1 ∪ V2i0)
= 2|E(V2i0−1, V2i0)| + |E(V2i−1 ∪ V2i−1, V2i−1 ∪ V2i−1)|vol(V2i0−1 ∪ V2i0)
≤ 1.
This implies 0 = |E(V2i0−1, V2i0−1)| = |E(V2i0 , V2i0)|. 
Remark 3.2. The property (ii) above shows the duality between h(k) and h(k). Recalling 
the fact that bipartiteness is equivalent to whenever λ is an eigenvalue, so is 2 − λ (see 
e.g. Lemma 1.8 in [9]), and employing property (i) above, we conclude
G is bipartite ⇔ λk + λN−k+1 = 2, ∀k ⇔ h(k) + h(k) = 1, ∀k. (24)
We note that the equality h(k) + h(k) = 1 only for certain k does not imply that G
is bipartite. For example, we have trivially for any graph with N vertices, when k > N2 ,
h(k) = 1, h(k) = 0,
i.e. h(k) + h(k) = 1. We also have the following example.
Example 3.3. Consider the unweighted (i.e. every edge has a weight 1) complete graph 
K2n with 2n vertices. By choosing n disjoint edges, it is not hard to check that
h(n) = 2n − 22n − 1 , h(n) =
1
2n − 1 .
Therefore we have h(n) + h(n) = 1.
In fact even when h(k) +h(k) = 1 for 2 ≤ k ≤ N , the graph still can be non-bipartite. 
An example is an odd cycle (see Proposition 7.2). However, this graph is already very 
close to a bipartite graph.
By (24), it is immediately to see that for bipartite graphs the classical Cheeger in-
equality (5) and Theorem 1.1 are equivalent to the following dual estimates.
Corollary 3.4. Let G be any bipartite graph. Then
(i) 2 − λN−1 ≥ (1−h(2))
2
2 .
(ii) 2 − λN−k+1 ≥ 1C2k4 (1 − h(k))2 for each natural number 1 ≤ k ≤ N , where C is a 
universal number.
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is not the inequality (5) but the identity λ1 = 0 for bipartite graphs.
Proposition 3.5. For any graph G, we have for each 1 ≤ k ≤ N
h(k) ≥ 12
(
1 − h(k)). (25)
To prove this proposition, we need the following lemma of Bauer and Jost [4] (see also 
Theorem 4.2 in [3]).
Lemma 3.6. For any subset S ⊆ V , there exists a partition S = V1 ∪ V2 such that∣∣E(V1, V2)∣∣ ≥ max{∣∣E(V1, V1)∣∣, ∣∣E(V2, V2)∣∣}. (26)
Proof of Proposition 3.5. For any k-subpartition S1, S2, . . . , Sk of V , by Lemma 3.6, for 
each 1 ≤ i ≤ k we have a partition Si = V2i−1 ∪ V2i, such that∣∣E(V2i−1, V2i)∣∣ ≥ max{∣∣E(V2i−1, V2i−1)∣∣, ∣∣E(V2i, V2i)∣∣}. (27)
By deﬁnition, we know that
h(k) ≥ min
1≤i≤k
φ(V2i−1, V2i)
= min
1≤i≤k
(2|E(V2i−1, V2i)| + 12 |E(V2i−1 ∪ V2i, V2i−1 ∪ V2i)|
vol(V2i−1 ∪ V2i) −
1
2φ(V2i−1 ∪ V2i)
)
.
Combining (20) and (27), we arrive at
vol(V2i−1 ∪ V2i) ≤ 4
∣∣E(V2i−1, V2i)∣∣+ ∣∣E(V2i−1 ∪ V2i, V2i−1 ∪ V2i)∣∣.
Therefore, we obtain
h(k) ≥ min
1≤i≤k
(
1
2 −
1
2φ(Si)
)
= 12
(
1 − max
1≤i≤k
φ(Si)
)
.
Since S1, S2, . . . , Sk are chosen arbitrarily, we obtain
h(k) ≥ 12
(
1 − h(k)). 
4. Lower bound estimate of λN−k+1
In this section, we prove the lower bound estimate of λN−k+1. For any k-sub-
bipartition {(V2i−1, V2i)}ki=1, let us denote V ∗ := V \
⋃k
i=1(V2i−1 ∪ V2i). Then for every 
k ∈ N, we deﬁne a new constant which is greater or equal to h(k), namely
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{(V2i−1,V2i)}ki=1∈Pair(k)
min
1≤i≤k
2|E(V2i−1, V2i)| + 12 |E(V2i−1 ∪ V2i, V ∗)|
vol(V2i−1 ∪ V2i) .
We prove the following result.
Theorem 4.1. For any graph G and each 1 ≤ k ≤ N , we have
λN−k+1 ≥ 2h∗(k). (28)
Observe that the right hand side of (11) is an immediate corollary of this result.
Proof. Given any {(V2i−1, V2i)}ki=1 ∈ Pair(k), we choose l2(V, μ)-orthogonal functions as 
follows.
fi(v) =
⎧⎨⎩
1, if v ∈ V2i−1;
−1, if v ∈ V2i;
0, otherwise,
i = 1, 2, . . . , k.
By construction, we know that every fi is not identically 0. Then (17) tells us that
λN−k+1 ≥ min
a1,a2,...,ak
{∑
e=(u,v)∈E(f(u) − f(v))2wuv∑
u∈V f(u)2μ(u)
∣∣∣f = k∑
i=1
aifi
}
, (29)
where the maximum is taken over all collections of k constants, at least one of which is 
non-zero. It is straightforward to see
∑
u∈V
f(u)2μ(u) =
∑
u∈V
k∑
i=1
a2i fi(u)2μ(u) =
k∑
i=1
a2i vol(V2i−1 ∪ V2i). (30)
For the numerator of the quotient in (29), we have
∑
e=(u,v)∈E
wuv
(
f(u) − f(v))2
= 12
∑
u∈V
∑
v∈V
wuv
(
f(u) − f(v))2
= 12
k∑
i=1
( ∑
u∈V2i−1
∑
v∈V2i
+
∑
u∈V2i
∑
v∈V2i−1
)
wuv4a2i
+ 12
k∑
i=1
( ∑
u∈V2i−1∪V2i
∑
v∈V ∗
+
∑
u∈V ∗
∑
v∈V2i−1∪V2i
)
wuva
2
i
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k∑
i=1
∑
u∈V2i−1∪V2i
k∑
l=1,l =i
∑
v∈V2l−1∪V2l
wuv
(
f(u) − f(v))2
≥
k∑
i=1
a2i
(
4
∣∣E(V2i−1, V2i)∣∣+ ∣∣E(V2i ∪ V2i−1, V ∗)∣∣).
Then we obtain
λN−k+1 ≥ min
a1,a2,...,ak
∑k
i=1 a
2
i (4|E(V2i−1, V2i)| + |E(V2i−1 ∪ V2i, V ∗)|)∑k
i=1 a
2
i vol(V2i−1 ∪ V2i)
≥ 2 min
1≤i≤k
2|E(V2i−1, V2i)| + 12 |E(V2i−1 ∪ V2i, V ∗)|
vol(V2i−1 ∪ V2i) .
Since {(V2i−1, V2i)}ki=1 ∈ Pair(k) are chosen arbitrarily, we obtain
λN−k+1 ≥ 2h∗(k). 
5. The metric for clustering via top k eigenfunctions
In this section, we start to prove the lower bound estimate of 2 − λN−k+1 in (11). 
Recall that the max-min problem in (17) is solved by the corresponding eigenfunctions. 
Hence for the top k eigenfunctions fN+k−1, . . . , fN , we have
λN−k+1 = R(fN−k+1) = min
N−k+1≤j≤N
R(fj).
Therefore
λN−k+1 ≤
∑N
j=N−k+1
∑
e={u,v}∈E(fj(u) − fj(v))2wuv∑N
j=N−k+1
∑
u∈V fj(u)2μ(u)
.
Then it is straightforward to calculate
2 − λN−k+1 ≥
∑N
j=N−k+1
∑
e={u,v}∈E(fj(u) + fj(v))2wuv∑N
j=N−k+1
∑
u∈V fj(u)2μ(u)
=
∑
e={u,v}∈E ‖F (u) + F (v)‖2wuv∑
u∈V ‖F (u)‖2μ(u)
= R(F ), (31)
where F is the map from V to Rk deﬁned by F (v) = (fN−k+1(v), . . . , fN (v)), i.e. in the 
way of (12). One can also obtain the fact (31) by applying the min-max principle directly 
to the operator I + P .
Following the route in [26] for dealing with Rayleigh quotient of the bottom k eigen-
functions, we will localize F to be k disjointly supported maps {Ψi}ki=1 for which R(Ψi)
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each R(Ψi) further. More explicitly, our requirements for the localization are for each i
•
∑
u∈V ‖Ψi(u)‖2μ(u) can be bounded from below by a certain fraction of∑
u∈V ‖F (u)‖2μ(u);
• ‖Ψi(u) + Ψi(v)‖ can be controlled from above by ‖F (u) + F (v)‖.
The ﬁrst requirement will be realized by the theory of random partitions on doubling 
metric spaces combined with the crucial Lemma 5.2 below. The second requirement is 
solved by Lemma 5.3 below. Before all those arguments, we ﬁrst need to introduce our 
new metric.
5.1. Real projective space with a rough metric
We can use the standard Riemannian metric on real projective spaces inherited from 
the spheres via the canonical antipodal projection
Pr : Sk−1 → P k−1R, {x,−x} → [x].
But for ease of calculations, we adopt a rough metric. That is, for any [x], [y] ∈ P k−1R, 
we deﬁne
d
(
[x], [y]
)
:= min
{‖x + y‖, ‖x − y‖}, (32)
where ‖ · ‖ is the Euclidean norm of vectors in Sk−1 ⊂ Rk. It is easy to check that d is a 
metric on P k−1R.
Proposition 5.1. For the metric space (P k−1R, d), we have
(i) diam(P k−1R, d) =
√
2;
(ii) dimd(P k−1R) ≤ 4(log2 π − 12 )(k − 1).
Proof. Let us denote the distance function deduced from the standard Riemannian met-
ric on P k−1R by dRie, and the Riemannian volume measure by μRie. (i) is easy. (Compare 
the fact that diam(P k−1R, dRie) = π2 .) One can further observe that
2
√
2
π
dRie ≤ d ≤ dRie. (33)
Since (P k−1R, dRie) has constant sectional curvature 1 (ﬁnd more geometric properties 
of projective spaces in [19]), by the Bishop–Gromov comparison theorem,
μRie(Bd(x, r))
r ≤
μRie(BdRie(x, π2√2r))
r ≤
(
π√
)k−1
.
μRie(Bd(x, 2 )) μRie(BdRie(x, 2 )) 2
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dimd
(
P k−1R
) ≤ 4 log2( π√2
)k−1
= 4
(
log2 π −
1
2
)
(k − 1). 
Consider the vertex set V of a graph G, and a nontrivial map F : V → Rk. We write 
V˜F := suppF for convenience. Then we deﬁne a map to the real projective space,
Pr ◦ F˜ : V˜F → P k−1R, v → Pr
(
F (v)
‖F (v)‖
)
. (34)
Via the metric d deﬁned above, we obtain a non-negative symmetric function on 
V˜F × V˜F
dF (u, v) := d
(
Pr ◦ F˜ (u),Pr ◦ F˜ (v))
= min
{∥∥∥∥ F (u)‖F (u)‖ − F (v)‖F (v)‖
∥∥∥∥, ∥∥∥∥ F (u)‖F (u)‖ + F (v)‖F (v)‖
∥∥∥∥},
which satisﬁes the triangle inequality on V˜F . That is, we obtain a pseudo metric space 
(V˜F , dF ).
5.2. Spreading lemma
We prove the following spreading lemma for the new metric extending Lemma 3.2 in 
Lee, Oveis Gharan and Trevisan [26]. For any map F : S ⊆ V → Rk, let us call the 
quantity ∑
u∈S
μ(u)
∥∥F (u)∥∥2
the l2 mass of F on S, denoted by ES for short. By spreading, we mean that the l2 mass 
of F distributes evenly on V˜F .
Lemma 5.2. Let F be the map constructed from l2(V, μ)-orthonormal functions f1, f2, . . . ,
fk in (12). If S ⊆ V satisﬁes diam(S ∩ V˜F , dF ) ≤ r, for some 0 < r < 1, then we have
ES ≤ 1
k(1 − r2)EV .
In the above, we used the fact that ES = ES∩V˜F , EV = EV˜F . The map F is said to be 
(r, 1k(1−r2) )-spreading if it satisﬁes the conclusion of the lemma. This property tells us 
that when the subset is of small size, the l2 mass of F of it cannot be too large. The l2
mass of F cannot concentrate in a particular small region.
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vector x ∈ Rk, i.e., ‖x‖2 = 〈x, x〉 = ∑ki=1 x2i = 1, we have
∑
v∈V
μ(v)
〈
x, F (v)
〉2 = ∑
v∈V
μ(v)
(
k∑
i=1
xifi(v)
)2
=
∑
v∈V
k∑
i,j=1
xixjfi(v)fj(v)μ(v)
=
k∑
i,j=1
xixj
∑
v∈V
fi(v)fj(v)μ(v) =
k∑
i=1
x2i = 1.
We also have
EV =
∑
v∈V
k∑
i=1
μ(v)f2i (v) =
k∑
i=1
∑
v∈V
μ(v)f2i (v) = k.
Now, for any u ∈ S, we obtain
EV
k
= 1 =
∑
v∈V
μ(v)
〈
F (v), F (u)‖F (u)‖
〉2
=
∑
v∈V
μ(v)
∥∥F (v)∥∥2〈 F (v)‖F (v)‖ , F (u)‖F (u)‖
〉2
. (35)
Note that
〈
F (v)
‖F (v)‖ ,
F (u)
‖F (u)‖
〉2
=
〈
F (v)
‖F (v)‖ ,
−F (u)
‖F (u)‖
〉2
=
[
1
2
(
2 −
∥∥∥∥ F (v)‖F (v)‖ − F (u)‖F (u)‖
∥∥∥∥2)]2
=
[
1
2
(
2 −
∥∥∥∥ F (v)‖F (v)‖ + F (u)‖F (u)‖
∥∥∥∥2)]2.
Therefore we have
〈
F (v)
‖F (v)‖ ,
F (u)
‖F (u)‖
〉2
=
[
1 − 12dF (u, v)
2
]2
.
Inserting this back into (35), we arrive at
EV
k
≥
∑
v∈S
μ(v)
∥∥F (v)∥∥2[1 − 12dF (u, v)2
]2
≥
(
1 − r2 + r
4
4
)
ES ≥
(
1 − r2)ES .
This proves the lemma. 
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Let F be a map from V to Rk. Given  > 0, we deﬁne the -neighborhood of a subset 
S˜ ⊆ V˜F with respect to the metric dF as
N(S˜, dF ) :=
{
v ∈ V˜F : dF (v, S˜) < 
}
. (36)
Now for any given subset S ⊆ V , we deﬁne a cut-oﬀ function,
θ(v) :=
{
0, if F (v) = 0;
max
{
0, 1 − dF (v,S∩V˜F )
}
, otherwise.
(37)
Then we can localize F to be
Ψ := θ · F : V → Rk.
It is obvious that Ψ |S = F |S and supp(Ψ) ⊆ N(S ∩ V˜F , dF ). We extend Lemma 3.3 
in [26] to our new metric in the following localization lemma.
Lemma 5.3. Given  < 2, let Ψ be the localization of F via θ as above. Then for any 
e = {u, v} ∈ E, we have
∥∥Ψ(u) + Ψ(v)∥∥ ≤ (1 + 2

)∥∥F (u) + F (v)∥∥. (38)
Proof. First observe that if F (u) = F (v) = 0, (38) is trivial. If only one of F (u), F (v)
vanishes, (38) is implied by the fact that |θ| ≤ 1. Therefore we only need to consider the 
case that both u, v ∈ V˜F .
It is direct to calculate for {u, v} ∈ E∥∥Ψ(u) + Ψ(v)∥∥ = ∥∥θ(u)F (u) + θ(v)F (v)∥∥
≤ ∣∣θ(u)∣∣∥∥F (u) + F (v)∥∥+ ∣∣θ(u) − θ(v)∣∣∥∥F (v)∥∥. (39)
If {u, v} satisﬁes dF (u, v) = ‖ F (u)‖F (u)‖ − F (v)‖F (v)‖‖, then by Proposition 5.1(i) we know∥∥∥∥ F (u)‖F (u)‖ − F (v)‖F (v)‖
∥∥∥∥ ≤ √2,
which implies 〈F (u), F (v)〉 ≥ 0. Therefore∣∣θ(u) − θ(v)∣∣∥∥F (v)∥∥ ≤ ∥∥F (v)∥∥ ≤ ∥∥F (u) + F (v)∥∥.
If {u, v} satisﬁes dF (u, v) = ‖ F (u) + F (v) ‖, then 〈F (u), F (v)〉 ≤ 0, and we have‖F (u)‖ ‖F (v)‖
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
dF (u, v)
∥∥F (v)∥∥ = 1

∥∥∥∥‖F (v)‖‖F (u)‖F (u) + F (v)
∥∥∥∥
≤ 1

(∥∥F (v) + F (u)∥∥+ ∥∥∥∥‖F (v)‖‖F (u)‖F (u) − F (u)
∥∥∥∥)
≤ 2

∥∥F (u) + F (v)∥∥.
In conclusion, we have
∣∣θ(u) − θ(v)∣∣∥∥F (v)∥∥ ≤ 2

∥∥F (u) + F (v)∥∥. (40)
Recalling (39) and the fact |θ| ≤ 1, we obtain inequality (38), ﬁnishing the proof of the 
lemma. 
6. Finding k-sub-bipartition with small 1 − φ
In this section, we will prove
Theorem 6.1. For a map F : V → Rk constructed from l2(V, μ)-orthonormal functions 
f1, f2, . . . , fk as in (12), there exists a k-sub-bipartition {(V2i−1, V2i)}ki=1, such that for 
each i
(1 − φ(V2i−1, V2i))2
2 ≤ 1 −
√
1 − (1 − φ(V2i−1, V2i))2 ≤ Ck6R(F ), (41)
where C is a universal constant.
It was shown in (31) that once we take the k functions above to be the top k or-
thonormal eigenfunctions, we will have 2 − λN−k+1 ≥ R(F ). Then by the deﬁnition of 
h(k), (11) follows immediately from this theorem.
We need the following lemma (modiﬁed from Lemma 3.5 of [26]) to get k-disjoint 
subsets of (V˜F , dF ).
Lemma 6.2. Suppose F is (r, 1k (1 +
1
8k ))-spreading, and (V˜F , dF ) has an (r, α, 1 −
1
4k )-padded random partition; then there exists k non-empty, mutually disjoint subsets 
T1, T2, . . . , Tk ⊆ V˜F such that
• for any 1 ≤ i = j ≤ k, dF (Ti, Tj) ≥ 2 rα ;
• for any 1 ≤ i ≤ k, ETi ≥ 12kEV .
Proof. Let P be the (r, α, 1 − 14k )-padded random partition in the assumption. Denote 
by IB (v, r )⊆P(v) the indicator function for the event that Bd (v, r ) ⊆ P(v) happens. dF α F α
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EP
[∑
v∈V
μ(v)
∥∥F (v)∥∥2IBdF (v, rα )⊆P(v)
]
≥
∑
v∈V
μ(v)
∥∥F (v)∥∥2(1 − 14k
)
.
If we denote Ŝ := {v ∈ S : BdF (v, rα ) ⊆ S}, this is equivalent to
∑
P∈P
(∑
S∈P
∑
v∈Ŝ
μ(v)
∥∥F (v)∥∥2)P(P ) ≥ (1 − 14k
)
EV .
Therefore there exists at least one partition P = {Si}mi=1 of V˜F for some natural number 
m such that
m∑
i=1
EŜi ≥
(
1 − 14k
)
EV . (42)
By the spreading property in the assumption, we know for every 1 ≤ i ≤ m
EŜi ≤ ESi ≤
1
k
(
1 + 18k
)
EV . (43)
We can construct the desired k disjoint subsets from Ŝ1, Ŝ2, . . . , Ŝm by the following 
procedure. If we can ﬁnd two of these sets, say Ŝi, Ŝj , such that
EŜi <
1
2kEV , EŜj <
1
2kEV , (44)
then we replace them by the set Ŝi ∪ Ŝj . Note that in this process we did not violate the 
fact (43) since
EŜi∪Ŝj <
1
k
EV < 1
k
(
1 + 18k
)
EV . (45)
We repeat the above operation until we cannot ﬁnd two sets anymore such that (44)
holds. Therefore, when we stop, we get a series of subsets T1, T2, . . . , Tr for some number r
such that
ETi ≤
1
k
(
1 + 18k
)
EV , for i = 1, 2, . . . , r, (46)
and
ETi ≥
1 EV , for i = 1, 2, . . . , r − 1. (47)2k
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w.l.o.g. that it is ETr .
Observe that
(k − 1) · 1
k
(
1 + 18k
)
≤ 1 − 14k −
1
2k . (48)
Recalling (42) and (46), we know r ≥ k, and if we take
Tk :=
r⋃
j=k
Tj ,
we will have
ETk ≥
1
2kEV .
This proves the lemma. 
Proof of Theorem 6.1. Choosing r = 13√k , by Lemma 5.2 we have that F is (r, 
1
k (1 +
1
8k ))-spreading. If we further take δ =
1
4k , by Theorem 2.4, V has an (r, α, 1 − 14k )-padded 
random partition with
α = 128k dimd
(
P k−1R
)
.
Recalling Proposition 5.1(ii), we know that there exists an absolute constant C =
4(log2 π − 12 ) such that α ≤ 128Ck(k − 1). Then we can apply Lemma 6.2 to ﬁnd k
disjoint subsets T1, T2, . . . , Tk, such that
• for any 1 ≤ i = j ≤ k, dF (Ti, Tj) ≥ 2 rα ≥ 23√k 1128Ck(k−1) ;
• for any 1 ≤ i ≤ k, ETi ≥ 12kEV .
Now let {θi}ki=1, k ≥ 2 be the k cut-oﬀ functions deﬁned in (37) (replacing S there 
by Ti) with  = 13√k
1
128Ck(k−1) . Then we get k localizations Ψi = θiF of F with disjoint 
supports. Note that Ψi|Ti = F |Ti . Applying Lemma 5.3, we arrive at
R(Ψi) ≤ 2k
(
1 + 768C
√
kk(k − 1))2R(F ) ≤ 2 × (768C)2k6R(F ). (49)
Let us write Ψi(u) = (Ψ1i (u), Ψ2i (u), . . . , Ψki (u)). Then we can conclude that there exists 
a j0 ∈ {1, 2, . . . , k} such that Ψ j0i is not identically zero and
R(Ψ j0i ) ≤ R(Ψi). (50)
Then by Lemma 2.2, for each Ti, we can ﬁnd two subsets V2i−1, V2i ⊆ Ti which satisfy 
V2i−1 ∩ V2i = ∅, V2i−1 ∪ V2i = ∅ such that
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√
1 − (1 − φ(V2i−1, V2i))2 ≤ R(Ψ j0i ). (51)
Combining (49), (50) and (51), we prove the theorem. 
Applying (49) and (50) to the top k orthonormal eigenfunctions, we arrive at the 
following lemma.
Lemma 6.3. For every graph G, and each natural number 1 ≤ k ≤ N , there exist k
disjointly supported functions ψ1, . . . , ψk : V → R such that for each 1 ≤ i ≤ k,
R(ψi) ≤ Ck6(2 − λN−k+1), (52)
where C is a universal constant.
Note in the above lemma that the case k = 1 is trivial. Combining this lemma with 
Theorem 4.10 in [23], we prove the following improved version of higher order dual 
Cheeger inequalities.
Theorem 6.4. For every graph G and 1 ≤ k ≤ l ≤ N , we have
1 − h(k) ≤ Clk6 2 − λN−k+1√
2 − λN−l+1
, (53)
where C is a universal constant.
(53) can be seen as a dual result to Corollary 1.3(i) in [23].
7. Trees and cycles
In this section, we explore the relations between spectra and k-way Cheeger and dual 
Cheeger constants on trees (i.e. graphs without cycles) and cycles. In particular, we 
discuss the following kind of inequalities,
λk ≥ C1(k)h(k)2 and 2 − λN−k+1 ≥ C2(k)
(
1 − h(k))2. (54)
It is proved by Miclo [29] and Daneshgar, Javadi and Miclo [14] that for trees, C1(k) can 
be 12 , and for cycles it can be
C1(k) =
{
1
2 , if k = 1 or k is even;
1
48 , if k ≥ 3 is odd.
(55)
That is, for those special classes of graphs, C1(k) is even independent of k. (Of course 
the case k = 1 is trivial and we list it here just for completeness.) Recalling (24) in 
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since they are all bipartite.
If we replace h(k) in (54) by h(k − 1), we can prove the following result for cycles.
Theorem 7.1. For any cycle CN , we have for every 1 ≤ k ≤ N
2 − λN−k+1 ≥ C3
(
1 − h(k − 1))2, (56)
with the notation h(0) := h(1) and
C3 =
{
1
2 , if N − k + 1 is odd or N − k + 1 = N − 1, N ;
1
48 , if N − k + 1 ≤ N − 2 is even.
As commented above, we only need to prove the theorem for odd cycles, for which we 
need the following observation.
Proposition 7.2. For odd cycles, we have
h(k) + h(k) = 1, for 2 ≤ k ≤ N. (57)
Proof. Observe the fact that any proper subset S of V possesses a bipartition V1∪V2 = S
such that |E(V1, V1)| = |E(V2, V2)| = 0. Therefore, the inequality (23) in the proof of 
Proposition 3.1(ii) is in fact an equality, proving h(k) +h(k) = 1 for any 2 ≤ k ≤ N . 
Proof of Theorem 7.1. Let CN−1 be a cycle obtained from CN by contracting one edge 
{u0, v0}, i.e., by removing {u0, v0} from the edge set of CN and identifying vertices u0, v0
to be one vertex renamed as η in CN−1. Let us use a prime to indicate quantities of the 
new graph CN−1. Then we have d′η = du0 + dv0 − 2wu0v0 and for u1 ∼ u0 ∼ v0 ∼ v1
in CN , w′ηu1 = wu0u1 , wηv1 = wv0v1 .
Now by an interlacing idea in Butler [6], we claim
λ′k ≥ λk, for 1 ≤ k ≤ N − 1. (58)
(Note that the interlacing results for the so-called weak coverings in [6] do not apply to 
our case since diﬀerent weights and vertex degrees of the new graph CN−1 are chosen 
there. See also the general result Theorem 4.1 for contracting operations in Horak and 
Jost [21] which works for unweighted graphs.) Indeed, by (17) we have
λ′k = maxFN−k⊆RN−1
min
f ′∈FN−k,f ′ ≡0
R′(f ′),
where the maximum is taken over all possible N − k dimensional subspaces FN−k of 
R
N−1. Given f ′, we deﬁne a new function f on CN as
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{
f ′(η), if u = u0 or v0;
f ′(u), otherwise.
This satisﬁes
R′(f ′) = ∑u∼v wuv(f(u) − f(v))2∑
u duf
2(u) − 2wu0v0(f ′(η))2
≥ R(f).
Hence we have
λ′k = maxFN−k+1⊆RN
min
f∈FN−k+1, f ≡0
f(u0)=f(v0)
∑
u∼v wuv(f(u) − f(v))2∑
u duf
2(u) − 2wu0v0(f(u0))2
≥ max
FN−k+1⊆RN
min
f∈FN−k+1, f ≡0
R(f) = λk.
Using this and the bipartiteness of CN−1 for odd N , we obtain for k ≥ 2,
2 − λN−k+1 ≥ 2 − λ′N−k+1 = 2 − λ′(N−1)−(k−1)+1 = λ′k−1 ≥ λk−1. (59)
By the result (55) of [14] and Proposition 7.2, we prove the theorem for odd N and k ≥ 3. 
For k = 1, 2, by the dual Cheeger inequality (9), 2 −λN−1 ≥ 2 −λN ≥ 12 (1 − h(1))2. 
In the following, we consider the special class of unweighted cycles as an example. We 
will see that the constants in (55) can be better for unweighted cycles and C2(k) can 
also be independent of k for unweighted odd cycles.
Proposition 7.3. For an unweighted cycle, we have h(1) = 0 and
h(1) =
{ N−1
N , if N is odd;
1, if N is even,
h(k) = 1 − h(k) = 1Nk 
, for 2 ≤ k ≤ N.
Proof. For 2 ≤ k ≤ N , we only need to calculate h(k) since we always have h(k) =
1 − h(k).
Let {Si}ki=1 be the k-subpartition of a cycle achieving h(k). Then we can always 
suppose that V ∗ = V \ ⋃ki=1 Si = ∅ and every Si is connected, since otherwise we 
can construct k connected partitions from them without increasing their expansions as 
follows. For every i, if Si has connected components {Sji }tj=1 for some natural number 
t ≥ 2, we replace Si by Sj1i ∈ {Sji }tj=1 which has the minimal expansion. Note that
φ
(
Sj1i
)
= min
1≤j≤t
φ
(
Sji
) ≤ ∑tj=1 |E(Sji , Sji )|∑t
j=1 vol(S
j
i )
= φ(Si).
For the new k-subpartition {Si}ki=1, if V ∗ = ∅, we can combine each connected compo-
nent of V ∗ with one of its adjacent subsets in {Si}ki=1. Since the boundary measure is 
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process.
In an unweighted cycle for any connected non-empty proper subsets Si ⊆ V , we have 
φ(Si) = 22Si , where Si represents the number of vertices in Si. Then it is straightforward 
to obtain
h(k) = min
S1,...,Sk
max
1≤i≤k
1
Si
= 1Nk 
.
By similar arguments for odd N , we can prove h(1) = N−1N . 
It is known that the eigenvalues of an unweighted cycle (see e.g. Example 1.5 in [9]), 
listed in an increasing order, are
λk = 1 − cos
(
2π
N
⌊
k
2
⌋)
, k = 1, 2, . . . , N.
It is then straightforward to check that
2 − λN−k+1 =
{
1 − cos (k−1)πN , if N − k + 1 is even;
1 − cos kπN , if N − k + 1 is odd.
Proposition 7.4. For an unweighted cycle, we have for every 1 ≤ k ≤ N ,
C1h(k)2 ≤ λk ≤ π
2
2 h(k)
2, (60)
C2
(
1 − h(k))2 ≤ 2 − λN−k+1 ≤ π22 (1 − h(k))2, (61)
where
C1 =
{ 1, if k is even;
π
9 , if k is odd,
and C2 =
{ π
9 , if N − k + 1 is even;
1, if N − k + 1 is odd.
Proof. Recall the following basic inequalities
1 − cosx ≤ x
2
2 , ∀x ≥ 0, 1 − cosx ≥
x2
π
, ∀0 ≤ x ≤ π2 .
We only need to consider k ≥ 2. When N − k + 1 is odd, we have
2 − λN−k+1 = 1 − cos kπ
N
≤ π
2k2
2N2 ≤
π2
2
(
1
Nk 
)2
= π
2
2
(
1 − h(k))2.
If k > N2 , we have h(k) = 0, and therefore 2 − λN−k+1 > 1 = (1 − h(k))2. In the case 
k ≤ N , we have N ≤ N  + 1 ≤ 3 k , and2 k k 2 N
S. Liu / Advances in Mathematics 268 (2015) 306–338 3332 − λN−k+1 ≥ πk
2
N2
≥ 4π9
(
1
Nk 
)2
= 4π9
(
1 − h(k))2.
This veriﬁes (61) for odd N − k + 1 and in fact also (60) for even k.
When N − k + 1 is even, we have similarly
2 − λN−k+1 = 1 − cos (k − 1)π
N
≤ π
2
2
(
1 − h(k))2.
If k > N2 + 1, we have 2 − λN−k+1 > 1 = (1 − h(k))2. If k ≤ N2 , then we have 
N
k−1 ≤ 2Nk ≤ 3Nk  and
2 − λN−k+1 ≥ π
(
k − 1
N
)2
≥ π9
(
1
Nk 
)2
= π9
(
1 − h(k))2.
In the case N2 < k ≤ N2 + 1, we have h(k) = 0. Observing that 2 − λN−k+1 is equal to 1
if N is even, and 1 − cos (N−1)π2N ≥ 1 − cos π3 > π9 if N is odd, we have veriﬁed (61) for 
even N − k + 1. This also shows (60) for odd k. 
Remark 7.5. (i) This example shows that unweighted cycles are a class of graphs for which 
λk and h(k)2, as well as 2 − λN−k+1 and (1 − h(k))2, are equivalent, respectively up to 
an absolute constant. In fact, one can easily extend this conclusion to weighted cycles 
with uniformly bounded weights, paying the price that the constant will then depend on 
the uniform weight bounds. In general, such kind of results for λk and h(k)2 are called 
Buser type inequalities. Higher order Buser inequalities for nonnegatively curved graphs 
are proved in [27].
(ii) We emphasize that this example also shows that it is possible to expect for certain 
classes of graphs that C1, C2 can be improved to be 1 for even k and odd N − k + 1, 
respectively. For related discussions about the Cheeger inequality, see Chapter 5 of [32].
(iii) In [16] (see Examples 3.1–3.4 there), Diaconis and Stroock obtained explicit for-
mulas for h(2) of several interesting non-trivial example graphs, including odd cycles.
8. Essential spectrum of reversible Markov operators
In this last section, we discuss an application of the higher-order dual Cheeger inequal-
ity (11) to characterize the essential spectrum of a general reversible Markov operator, 
in the spirit of Miclo [30] and F.-Y. Wang [41].
Let us start from extending our notations to that abstract setting. Assume that 
(X, F , μ) is a probability space. We deﬁne
L2(X,μ) :=
{
f : X → R measurable,
∫
f2dμ < +∞
}
.X
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P1 = 1 and, for any f ∈ L2(X,μ), f ≥ 0 implies Pf ≥ 0, (62)
where 1 stands for the constant function taking the value one. We will also use 1S for a 
measurable subset S ⊆ X to represent the characteristic function of S. The operator P
is then called a Markov operator. We will consider a reversible (alternatively called 
symmetric) Markov operator P with an invariant measure μ. Explicitly, we require for 
any f, g ∈ L2(X, μ), ∫
X
g(x)Pf(x)dμ(x) =
∫
X
f(x)Pg(x)dμ(x). (63)
Actually, there exists a symmetric measure J on X × X (see e.g. [41]), such that
dμ(x) =
∫
y∈X
J(dx, dy). (64)
Then we have for any two measurable subsets A, B of X,
J(A,B) = (1A, P1B)μ, (65)
where the inner product notion is extended from the previous ﬁnite graph setting.
Remark 8.1. The previous weighted ﬁnite graph setting can be ﬁtted into this general 
framework, see [30] for a dictionary. However, in this section we only discuss the case 
that L2(X, μ) is inﬁnite dimensional.
It is known that the spectrum σ(P ) of the operator P lies in [−1, 1]. In the following 
we will denote the top and bottom of the essential spectrum σess(P ) of P by
λess(P ) := supσess(P ) and λess(P ) := inf σess(P ).
Miclo [30] extended the notion of multi-way Cheeger constants and the higher-order 
Cheeger inequalities to reversible Markov operators among many other diﬀerent settings. 
He deﬁnes the k-way Cheeger constant by
hP (k) := inf
S1,S2,...,Sk
max
1≤i≤k
(1Si , P1Si)μ
μ(Si)
,
where the inﬁmum is taken over all possible k-subpartitions, precisely, all collections of 
k disjoint subsets S1, S2, . . . , Sk such that for each 1 ≤ i ≤ k, μ(Si) > 0. One then has 
the monotonicity hP (k) ≤ hP (k + 1).
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characterization of λess(P ).
Theorem 8.2. (See F.-Y. Wang [41].) Let P be a reversible Markov operator on L2(X, μ). 
Then
λess(P ) < 1 ⇔ sup
k≥1
hP (k) > 0. (66)
In their spirit, we extend the k-way dual Cheeger constant to the present setting as 
follows.
hP (k) := sup
(A1,A2),...,(A2k−1,A2k)
min
1≤i≤k
2(1A2i−1 , P1A2i)μ
μ(A2i−1 ∪ A2i) ,
where the supremum is taken over all possible k-sub-bipartitions of X, precisely, all 
collections of k pairs of subsets, (A1, A2), . . . , (A2k−1, A2k), where for any 1 ≤ p = q ≤ 2k, 
Ap and Aq are disjoint and for each 1 ≤ i ≤ k, μ(A2i−1 ∪A2i) > 0. Accordingly, we have 
hP (k) ≥ hP (k + 1).
Then we have the following relations between hP (k) and hP (k), extending the previous 
Proposition 3.1.
Proposition 8.3. For any k ≥ 1,
hP (k) + hP (k) ≤ 1.
Proof. This proposition can be proved in the same way as (23) proves (22), bearing in 
mind the following fact for a partition A1 ∪ A2 of S ⊆ X:
μ(S) = J(S, S) + 2J(A1, A2) + J(A1, A1) + J(A2, A2),
and recalling (65). 
We prove the following characterization of λess(P ) in terms of the multi-way dual 
Cheeger constants.
Theorem 8.4. Let P be a reversible Markov operator on L2(X, μ). Then
λess(P ) > −1 ⇔ inf
k≥1
hP (k) < 1. (67)
An immediate corollary is the following.
Corollary 8.5. Let P be a reversible Markov operator on L2(X, μ). Then
sup
k≥1
hP (k) > 0 ⇔ −1 < λess(P ) ≤ λess(P ) < 1.
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than supk≥1 hP (k) > 0.
To prove Theorem 8.4, we need to extend the higher-order dual Cheeger inequalities 
to the present setting. Recalling the comments after (31), the proper operator we should 
use here is L = I + P , which is bounded and self-adjoint. Then we can follow [41] to 
study
λk := sup
f1,...,fk−1∈L2(μ)
inf
(f,fi)μ=0
∀1≤i≤k−1
(f, Lf)μ
(f, f)μ
.
Deﬁne λess(L) := inf σess(L). Then λk is the k-th eigenvalue of L if λk < λess(L) and 
λk = λess(L) otherwise (see e.g. [41]).
We can now state the following inequalities.
Theorem 8.6. Let C be the same constant as in (11). Then, for k ≥ 1,
1
C2k6
(
1 − hP (k)
)2 ≤ λk ≤ 2(1 − hP (k)). (68)
Proof. The upper bound can be proved by the same technique used in the proof of 
Theorem 4.1. One only needs to keep in mind that
(
f, (I + P )f
)
μ
= 2(f, f)μ − 12
∫
X×X
(
f(x) − f(y))2J(dx, dy), (69)
for any f ∈ L2(X, μ).
For the lower bound, we refer to the proof of Lemma 2.2 in [41], because we only need 
to replace the operator L = I − P there by L and use the higher-order dual Cheeger 
inequalities for the ﬁnite discrete structure there. Basically, the approximation procedure 
only involves the operator P . We also recall here the fact that, on a graph with N vertices, 
λk of the operator I+P equals 2 −λN−k+1, where λN−k+1 is the (N−k+1)-th eigenvalue 
of Δ = I − P . 
Proof of Theorem 8.4. The proof can be done in the same way as [41]. For the reader’s 
convenience, we recall it here. First observe
λess(P ) > −1 ⇔ λess(L) > 0.
If λess(L) > 0, then σ(L) ∩ [0, λess(L)) is discrete and every eigenvalue in it has ﬁnite 
multiplicity. Therefore, λk > 0 for large enough k. Hence by (68), 1 − hP (k) > 0 for 
large k.
Otherwise, if λess(L) = 0, then 0 ∈ σess(L), and therefore λk = 0 for all k. Now using 
(68) again, we arrive at hP (k) = 1 for all k. 
S. Liu / Advances in Mathematics 268 (2015) 306–338 337Remark 8.7. Observe that for this application, the order of k in (68) is not important. 
But we do need the constant in (11) to be universal for any weighted ﬁnite graph to 
derive (68) via the approximation procedure in [29,41].
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