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Some Non-Trivial Kazhdan-Lusztig
Coefficients of an Affine Weyl Group
of Type A˜n
Leonard Scott∗ and Nanhua Xi†
Abstract. In this paper we show that the leading coefficient
µ(y, w) of some Kazhdan-Lusztig polynomials Py,w with y, w in
an affine Weyl group of type A˜n is n+2. This fact has some conse-
quences on the dimension of first extension groups of finite groups
of Lie type with irreducible coefficients.
Given two elements y ≤ w in a Coxeter group (W,S) (S the set of
simple reflections), we have a Kazhdan-Lusztig polynomial Py,w in an
indeterminate q. If y < w, the degree of Py,w is less than or equal to
1
2
(l(w)− l(y)− 1). Particularly interesting is the coefficient µ(y, w) of
the term q
1
2
(l(w)−l(y)−1) in Py,w, since it plays a key role in understand-
ing Kazhdan-Lusztig polynomials and in a recursive formula for them.
Moreover, this “leading” coefficient (it can be zero) is important in
representation theory and in understanding cohomology and first ex-
tension groups for irreducible modules of algebraic groups and of finite
groups of Lie type.
However, it is in general hard to compute the leading coefficient. In
[L6] Lusztig computes the leading coefficient for some Kazhdan-Lusztig
polynomials of an affine Weyl group of type B˜2, more are computed
in [W]. In [S] for an affine Weyl group of type A˜5, some non-trivial
leading coefficients are worked out. McLarnan and Warrington have
shown that µ(y, w) can be greater than 1 for symmetric groups, see
∗ L. Scott was supported by NSF.
† N. Xi was partially supported by Natural Sciences Foundation of China (No.
10671193).
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[MW]. In [X3], Xi shows that if a(y) < a(w), then µ(y, w) ≤ 1 when
W is a symmetric group or an affine Weyl group of type A˜n.
In this paper we show that the leading coefficient µ(y, w) of some
Kazhdan-Lusztig polynomials Py,w with y, w in an affine Weyl group
of type A˜n is n + 2 (see Theorem 3.3). There is a well-known identifi-
cation [A1] of this coefficient with dimensions of first extension groups
for irreducible modules of the underlying algebraic group, which here
is SLn+1(F¯p), in the presence of the Lusztig conjecture (known to hold
for p very large [AJS]). Thus, our results show the dimensions of
these first extension groups can be arbitrarily large as n becomes large.
Taken together with [CPS2], this implies that the corresponding first
extension groups for the finite groups SLn+1(Fq), q a sufficiently large
power of (a sufficiently large) prime p, must also have unbounded di-
mensions. In particular, a well-known conjecture of Robert Guralnick
[G], that there exists a universal constant bound on dimensions of the
first cohomology groups of finite groups (with faithful absolutely irre-
ducible modules as coefficients), cannot be extended to first extension
groups.
In Section 5 we give a representation-theoretic approach to (a vari-
ation on) Theorem 3.3. It does not yield the same precise calculation1,
but applies to more weights; see Remark 5.3(c). More importantly, it
yields an independent confirmation of the fact demonstrated by The-
orem 3.3, that the coefficients µ(y, w), and the dimensions of first ex-
tension groups which correspond to them, can go to infinity with n.
1. Springer’s formula
In this section we recall some basic facts and a formula of Springer
for the leading coefficient µ(y, w).
1.1. Let G be a connected, simply connected reductive algebraic
group over the field C of complex numbers and T a maximal torus of
G. Let NG(T ) be the normalizer of T in G. Then W0 = NG(T )/T is
1H. Andersen has recently provided a way to obtain precise formulas, as in
Theorem 3.3, from the representation-theoretic approach of Section 5 (but still
using the Coxeter group lemma, Lemma 3.4), by using some homological results of
[AJ]. We sketch Andersen’s argument in Remark 5.3 (d).
NON-TRIVIAL KAZHDAN-LUSZTIG COEFFICIENTS 3
a Weyl group, which acts on the character group X = Hom(T,C∗) of
T . The semi-direct product W0 ⋉X is called an extended affine Weyl
group, denoted by W . It contains the affine Weyl group Wa, the semi-
direct product ofW0 and the root lattice. We shall denote by S the set
of simple reflections of W . We shall denote the length function of W
by l and use ≤ for the Bruhat order on W . We refer to subsection 2.1
for a formula of the length function, see also subsections 1.1 and 1.2 in
[L5] or section 1.1 in [X2] for the length function and Bruhat order.
See also [L2], where Lusztig explains how to carry over notions from
[KL], including Kazhdan-Lusztig polynomials, to (W,S) and a Hecke
algebra for it.
Let H be the Hecke algebra of (W,S) over A = Z[q
1
2 , q−
1
2 ] (q an
indeterminate) with parameter q. Let {Tw}w∈W be its standard ba-
sis. Let Cw = q
−
l(w)
2
∑
y≤w Py,wTy, w ∈ W be the Kazhdan-Lusztig
basis of H , where Py,w are the Kazhdan-Lusztig polynomials. The
degree of Py,w is less than or equal to
1
2
(l(w) − l(y) − 1) if y < w.
We write Py,w = µ(y, w)q
1
2
(l(w)−l(y)−1)+lower degree terms. The co-
efficient µ(y, w) is very interesting, this can be seen even from the
recursive formula (see [KL]) for Kazhdan-Lusztig polynomials. We
shall call µ(y, w) the Kazhdan-Lusztig coefficient of Py,w. The extended
and usual (non-extended) affine Weyl groups have essentially the same
Kazhdan-Lusztig polynomials. For more details about Hecke algebras
of extended affine Weyl groups, we refer to Section 4 in [L2], or Sub-
section 1.2 in [L5], or Sections 1.1 and 1.6 in [X2].
1.2. Write
CxCy =
∑
z∈W
hx,y,zCz, hx,y,z ∈ A = Z[q
1
2 , q−
1
2 ].
Following Lusztig ([L3]), we define
a(z) = min{i ∈ N | q−
i
2hx,y,z ∈ Z[q
− 1
2 ] for all x, y ∈ W}.
If for any i, q−
i
2hx,y,z 6∈ Z[q
− 1
2 ] for some x, y ∈ W , we set a(z) = ∞.
Then a(w) ≤ l(w0) for any w ∈ W , where w0 is the longest element of
W0 (see [L3]]).
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Following Lusztig and Springer, we define δx,y,z and γx,y,z by the
following formula,
hx,y,z = γx,y,zq
a(z)
2 + δx,y,zq
a(z)−1
2 + lower degree terms.
Springer showed that l(z) ≥ a(z) (see [L4]). Let δ(z) be the degree
of Pe,z, where e is the neutral element of W . Then actually one has
l(z)− a(z)− 2δ(z) ≥ 0 (see [L4]). Set
Di = {z ∈ W | l(z)− a(z)− 2δ(z) = i}.
The number π(z) is defined by Pe,z = π(z)q
δ(z) + lower degree terms.
The elements of D0 are involutions, called distinguished involutions
of (W,S) (see [L4]).
1.3. Assume that (W,S) is an extended affine Weyl group or a
Weyl group. The following formula is due to Springer [Sp](see [X2] for
a sketchy proof),
µ(y, x) =
∑
d∈D0
δy−1,x,d +
∑
f∈D1
γy−1,x,fπ(f)
=
∑
d∈D0
δy,x−1,d +
∑
f∈D1
γy,x−1,fπ(f).
1.4. We refer to [KL] for the definition of the preorders ≤
L
, ≤
R
, ≤
LR
and of the equivalence relations ∼
L
, ∼
R
, ∼
LR
on W . The corresponding
equivalence classes are called left cells, right cells, two-sided cells of
W , respectively. The preorder ≤
L
(resp. ≤
R
; ≤
LR
) induces a partial order
on the set of left (resp. right; two-sided) cells of W , denoted again by
≤
L
(resp. ≤
R
; ≤
LR
). For a Weyl group or an extended affine Weyl group,
Springer showed [Sp] the following results (a) and (b) (see [X3])
(a) Assume that µ(y, w) or µ(w, y) is nonzero, then y ≤
L
w and y ≤
R
w
if a(y) < a(w), and y ∼
L
w or y ∼
R
w if a(y) = a(w).
(b) If δx,y,z 6= 0, then z ∼
L
y or z ∼
R
x. (Note that hx,y,z 6= 0 implies
that a(z) ≥ a(x) and a(z) ≥ a(y), see [L3].)
For w ∈ W , set L(w) = {s ∈ S | sw ≤ w}, R(w) = {s ∈ S | ws ≤
w}. Then we have (see [KL])
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(c) R(w) ⊆ R(y) if y ≤
L
w. In particular, R(w) = R(y) if y ∼
L
w;
(d) L(w) ⊆ L(y) if y ≤
R
w. In particular, L(w) = L(y) if y ∼
R
w.
2. The lowest two-sided cell
In this section we collect some facts about the lowest two-sided cell
of W .
2.1. Let w0 be the longest element of W0. Let
Γ0 = {ww0 |w ∈ W, l(ww0) = l(w) + l(w0)}.
Then Γ0 is a left cell (see [L3]). The Kazhdan-Lusztig polynomials
Py,w for y, w in Γ0 play a key role in Lusztig’s conjectures on irreducible
characters of algebraic groups, of quantum groups at roots of unity and
of affine Lie algebras. In this paper we are interested in the Kazhdan-
Lusztig coefficient of Py,w for y, w in Γ0.
It is known (see [Sh1]) that c0 = {w ∈ W |a(w) = l(w0)} is a two-
sided cell and contains Γ0. In fact, c0 is the lowest two-sided cell with
respect to the partial order ≤
LR
on the set of two-sided cells of W and
c0 has |W0| left cells (see [Sh2]).
Let R+ (resp. R−, ∆) be the set of positive (resp. negative, simple)
roots of the root system R ofW0. Then the length of xw (w ∈ W0, x ∈
X) is given by the formula (see [IM])
l(xw) =
∑
α∈R+
w(α)∈R−
|〈x, α∨〉+ 1|+
∑
α∈R+
w(α)∈R+
|〈x, α∨〉|.
LetX+ = {x ∈ X|l(xw0) = l(x)+l(w0)} be the set of dominant weights
of X . For each simple root α we denote by sα the corresponding simple
reflection in W0 and xα the corresponding fundamental weight. Then
we have sα(y) = y−〈y, α
∨〉α for any y ∈ X and 〈xα, β
∨〉 = δαβ for any
simple roots α, β. For each w ∈ W0, we set
dw = w
∏
α∈∆
w(α)∈R−
xα.
Then
c0 = {dwxw0d
−1
u |w, u ∈ W0, x ∈ X
+}.
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Moreover, the set c′0,w = {dwxw0d
−1
u |u ∈ W0, x ∈ X
+} is a right cell
of W and c0,u = {dwxw0d
−1
u |w ∈ W0, x ∈ X
+} is a left cell of W .
The distinguished involutions of c0 are dww0d
−1
w , w ∈ W0. The set
{dw |w ∈ W0} can also be described as {z ∈ W | zw0 ∈ c0 but zw0s 6∈
c0 for any s ∈ W0 − {e}}. See [Sh2].
2.2. For x ∈ X+ let V (x) be a rational irreducible G-module of
highest weight x and let Sx be the corresponding element defined in
[L2]. Then Sx, x ∈ X
+, form an A-basis of the center of H . For
w ∈ W0 we define
Edw = q
−
l(dw)
2
∑
y≤dw
l(yw0)=l(y)+l(w0)
Pyw0,dww0Ty
and
Fdw = q
−
l(dw)
2
∑
y≤dw
l(yw0)=l(y)+l(w0)
Pyw0,dww0Ty−1 .
Then we have (see [X1, Corollary 2.11] and [L2, Proposition 8.6])
(a) EdwSxCw0Fdu = Cdwxw0d−1u for any w, u ∈ W and x ∈ X
+.
(b) SxSy =
∑
z∈X+ mx,y,zSz for any x, y ∈ X
+. Here mx,y,z is
defined to be the multiplicity of V (z) in the tensor product V (x) ⊗
V (y).
Using (a), (b) and 1.3 we get
(c) Let w,w′, u ∈ W0, y, z ∈ X
+ and let dwyw0d
−1
u , dw′zw0d
−1
u
be elements of the left cell c0,u. Then µ(dwyw0d
−1
u , dw′zw0d
−1
u ) =
µ(dwyw0, dw′zw0) = µ(dwz
∗w0, dw′y
∗w0), here y
∗ = w0y
−1w0, z
∗ =
w0z
−1w0. (We set µ(x, v) = µ(v, x) if v ≤ x.)
We give some explanation for (c). By (a) we have
Cduw0y−1d−1w Cdw′zw0d−1u = EduCw0y−1d−1w Cdw′zw0Fdu .
Note that
Cw0y−1d−1w Cdw′zw0 =
∑
x∈X+
hw0y−1d−1w ,dw′zw0,xw0Cxw0.
Using (a) we then get
Cduw0y−1d−1w Cdw′zw0d−1u =
∑
x∈X+
hw0y−1d−1w ,dw′zw0,xw0Cduxw0d−1u .
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So we have
hduw0y−1d−1w ,dw′zw0d−1u ,duxw0d−1u = hw0y−1d−1w ,dw′zw0,xw0.
This implies
γduw0y−1d−1w ,dw′zw0d−1u ,duxw0d−1u = γw0y−1d−1w ,dw′zw0,xw0,
δduw0y−1d−1w ,dw′zw0d−1u ,duxw0d−1u = δw0y−1d−1w ,dw′zw0,xw0.
If w 6= w′, then dwyw0d
−1
u , dw′zw0d
−1
u are in different right cells and
dwyw0, dw′zw0 are in different right cells. So for any x ∈ X
+ we have
γduw0y−1d−1w ,dw′zw0d−1u ,duxw0d−1u = γw0y−1d−1w ,dw′zw0,xw0 = 0.
By the formula of Springer in 1.3 and the above formula for δ, we get
µ(dwyw0d
−1
u , dw′zw0d
−1
u ) = δduw0y−1d−1w ,dw′zw0d−1u ,duw0d−1u
= δw0y−1d−1w ,dw′zw0,w0 = µ(dwyw0, dw
′zw0).
If w = w′ and dwyw0d
−1
u ≤ dw′zw0d
−1
u , then y ≤ z. So y
−1z is in the
root lattice. Thus l(z) − l(y) is even since l(y−1z) is even. Therefore
the values of µ in (c) are all equal to 0 in this case. We have explained
the first equality for µ in (c)
By (a) we get
Cw0y−1d−1w Cdw′zw0 = Sy∗SzCw0d−1w Cdw′w0 ,
Cw0(z∗)−1d−1w Cdw′y∗w0 = S(z∗)∗Sy∗Cw0d−1w Cdw′w0.
Since (z∗)∗ = z, using the formula of Springer in 1.3 we see that
the second equality in (c) is true.
3. Main results
Now we can state our main results.
Theorem 3.1. There is a positive integer B such that µ(y, w) ≤ B for
all y, w ∈ c0. In other words, the Kazhdan-Lusztig coefficients µ(y, w)
are bounded on c0 × c0. (Recall µ(w, y) = µ(y, w) if y ≤ w. Also, we
set µ(y, w) = µ(w, y) = 0 if y  w and w  y.)
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Proof. Let y, w ∈ c0 and assume that µ(y, w) 6= 0. Then by
1.4(a) we have y ∼
L
w or y ∼
R
w. It is no harm to assume that y ∼
L
w.
Thus we can find v ∈ W0 and y
′, w′ ∈ W such that y = y′w0d
−1
v and
w = w′w0d
−1
v and l(y) = l(y
′) + l(w0) + l(d
−1
v ) and l(w) = l(w
′) +
l(w0) + l(d
−1
v ). Using 2.2(c) we can see that µ(y, w) = µ(y
′w0, w
′w0).
Thus, to prove the theorem we only need to show that µ is bounded
on Γ0 × Γ0. When W has type A˜1, it is easy to see that µ(y, w) ≤ 1
for all y, w in W . In general let y = duxw0, w = du′x
′w0 ∈ Γ0, where
u, u′ ∈ W0 and x, x
′ ∈ X+, be such that µ(y, w) 6= 0. If y ∼
R
w, then
u = u′ and x ≤ x′. This implies that x′x−1 is in the root lattice and
l(y) − l(w) ≡ 0(mod 2) since y ∼
L
w. This is impossible, so u 6= u′
and y and w are not in the same right cell. Thus γy−1,w,z = 0 for
any z in W . By Springer formula in 1.3, we have µ(y, w) = δy−1,w,w0.
Set x∗ = w0x
−1w0 ∈ X
+. By 2.2 (a), Cy−1Cw = Sx∗Sx′Cw0d−1u Cdu′w0 .
There are only finitely many z in W such that hw0d−1u ,du′w0,z 6= 0
and if hw0d−1u ,du′w0,z 6= 0 then z = z1w0 for some z1 ∈ X
+. Thus
we have µ(y, w) =
∑
z1∈X+
mx∗,x′,w0z−11 w0δw0d
−1
u ,du′w0,z1w0
. Let z∗1 =
w0z
−1
1 w0. Then mx∗,x′,w0z−11 w0 = dimHomG(V (x
∗) ⊗ V (x′), V (z∗1)) =
dimHomG(V (z1)⊗ V (x
′), V (x)) ≤ dimV (z1). Let
B = max{
∑
z1∈X+
dimV (z1)δw0d−1u ,du′w0,z1w0 | u, u
′ ∈ W0}.
Then we have µ(y, w) ≤ B. The theorem is proved. 
Remark: When both y and w are in the left cell Γ0, the theorem
is proved in [CPS2, §7] by using representation theory. Keeping the
same assumption y, w ∈ Γ0, a referee pointed out that another proof of
Theorem 3.1 can be obtained by observing that the coefficients µ(y, w)
are also the “leading” coefficients of the “inverse” Kazhdan-Lusztig
polynomials. Generically there are only finitely many of these (accord-
ing to [L1, Corollary 11.9]) and the non-generic ones are obtained by
taking alternating sums (see e.g. [K, Theorem 2.2]).
3.2. For the rest of this section we assume that G = SLn+1(C) and
W is the corresponding extended affine Weyl group.
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We number the simple roots α1, α2, ..., αn and the simple reflec-
tions s0, s1, ..., sn of W as usual. Denote by x1, ..., xn the fundamental
weights. Let ω ∈ W be such that ωsiω
−1 = si+1 (we set sn+1 = s0).
Then x1 = ω
ns2 · · · sns0 and xn = ωsn−1sn−2 · · · s1s0 and x1xn =
s1s2 · · · sn−1snsn−1 · · · s1s0. We also have
x2 = ω
n−1s4s5 · · · sns0s1s3s4 · · · sns0
and
xn−1 = ω
2sn−3sn−2sn−4sn−3 · · · s0s1sns0.
Theorem 3.3. Let G = SLn+1(C) and let W be the corresponding
extended affine Weyl group. Let
v = s1sns0s2s3 · · · sn−2sn−1sn−2 · · · s2s1sns0
and let x =
∏n
i=1 x
ai
i ∈ X
+ be a dominant weight such that all ai ≥ 2.
Then µ(xw0, vxw0) = n + 2 when n ≥ 4.
Proof. From 3.2 we see that y = x1xnw0 ≤ vw0 and l(vw0) =
l(y) + 1. So we have µ(y, vw0) = 1. Let
w = sn−1sn−2 · · · s2s1snsn−1 · · · s2s4s5 · · · sns3s4 · · · sn−1s1sn.
Then R(w) = {s1, s2, sn−1, sn} and wx1x2xn−1xn = s0v = dw. Thus
we have v = s0dw ≤ dw. So vw0v
−1 is a distinguished involution (see
2.1). Noting that a(c0) = l(w0) and l(v) = l(x1xn) + 1, we see that
if δw0,vw0,xw0 6= 0 for an x ∈ X
+, then l(x) + l(w0) + a(w0) − 1 ≤
l(w0) + l(vw0). So l(x) ≤ l(v) + 1 = 2n + 2. Noting that x is in the
root lattice, we must have x = x1xn or x = e (the neutral element).
By 1.3, 2.2 (a) and 2.2 (b), we know that δw0,vw0,x1xnw0 = 1. A direct
computation shows that δw0,vw0,w0 = 2 (see Lemma 3.4 below). Now let
x ∈ X+, then we have µ(xw0, vxw0) =
∑
z1∈X+
mx∗,x,w0z−11 w0δw0,vw0,z1w0
= mx∗,x,x1xn + 2 = mx1xn,x,x + 2. When x =
∏n
i=1 x
ai
i with all ai ≥
2, we have mx1xn,x,x′ = 0 if x
′x−1 is not a weight of V (x1xn), and
mx1xn,x,xλ = dimV (x1xn)λ, the dimension of the λ-weight space of
V (x1xn). In particular, when λ = e, the neutral element, we get
mx1xn,x,x = dim V (x1xn)e = n, the dimension of the maximal torus
of the Lie algebra sln+1(C). The theorem is proved. 
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Lemma 3.4. Let v be as in Theorem 3.3. If n ≥ 4 then
µ(w0, vw0) = δw0,vw0,w0 = 2.
Proof. Note that c0 is the lowest two-sided cell and Γ0 is a left
cell in c0. This implies that for y, w ∈ Γ0 with y ≤ w, we have
Py,w = q
aPsy,sw + q
1−aPy,sw −
∑
z∈Γ0
y≤z<sw
sz<z
µ(z, sw)q
1
2
(l(w)−l(z))Py,z,
where s ∈ S such that sw ≤ w, a = 0 if sy ≤ y and a = 1 if sy ≥ y.
We apply this formula to compute µ(w0, vw0).
Let v1 = s1v. Note that Psy,w = Py,w if sw ≤ w for s ∈ S. We have
Pw0,vw0 = (1 + q)Pw0,v1w0 −
∑
z∈Γ0
w0≤z<v1w0
s1z<z
µ(z, v1w0)q
1
2
(l(vw0)−l(z))Pw0,z.
We claim that
(1) If z ∈ Γ0, w0 ≤ z < v1w0 and s1z < z, then the degree of the poly-
nomial µ(z, v1w0)q
1
2
(l(vw0)−l(z))Pw0,z is less than
1
2
(l(vw0)− l(w0)− 1) =
n.
Note that v1 = sns0sn−1sn−2 · · · s2s1s3s4 · · · sns0. Thus if z ∈ Γ0,
w0 ≤ z < v1w0, then z is one of the following elements:
wij = sns0sisi−1 · · · s2s1sjsj+1 · · · sns0w0, 1 ≤ i ≤ n− 1, 3 ≤ j ≤ n;
uij = s0sisi−1 · · · s2s1sjsj+1 · · · sns0w0, 1 ≤ i ≤ n− 1, 3 ≤ j ≤ n;
vij = sisi−1 · · · s2s1sjsj+1 · · · sns0w0, 1 ≤ i ≤ n− 1, 3 ≤ j ≤ n;
wi = sisi−1 · · · s2s1s0w0, 1 ≤ i ≤ n− 1;
uj = sjsj+1 · · · sns0w0, 2 ≤ j ≤ n;
s0w0, w0.
Note that siv1w0 ≤ v1w0 for i = 2, 3, ..., n − 2. If i ≥ 2, then
s1wij ≥ wij. If n = 1, then s2wij ≤ wij, thus µ(wij, v1w0) = 0. (We
also have: when n−2 ≥ i and j = n, then wij is not in Γ0; if i ≤ n−3,
then si+1wij ≥ wij, so µ(wij, v1w0) = 0.)
Now we consider vij. When i ≤ n − 3, we have si+1vij ≥ vij, so
µ(vij, v1w0) = 0. If i = n− 2 and 4 ≤ j ≤ n− 1, then sj−2vij ≥ vij , so
µ(vij, v1w0) = 0. If i = n−2 and j = 3, then s1vij ≥ vij . If i = n−2 and
j = n, then the degree of Pw0,vij is 1, less than
1
2
(l(vij−l(w0)−1) =
n−1
2
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since n ≥ 4. If i = n − 1 and 4 ≤ j ≤ n, then sj−2vij ≥ vij, so
µ(vij, v1w0) = 0. If i = n− 1 and j = 3, then s1vij ≥ vij.
We have µ(w0, uij) = 0 since s0uij ≤ uij and s0w0 ≥ w0 and l(uij)−
l(w0) > 1. We have µ(wi, v1w0) = 0 since snv1w0 ≤ v1w0 and snwi ≥ wi
and l(v1w0)− l(wi) > 1. Note that s1uj ≥ uj and s1s0w0 ≥ s0w0. Also
we have µ(w0, v1w0) = 0 since l(v1) is even.
Thus we have shown that statement (1) is true.
Let v2 = snv1. Note that Pw0,v2w0 = Ps0w0,v2w0 . We have
Pw0,v1w0 = (1 + q)Ps0w0,v2w0 −
∑
z∈Γ0
w0≤z<v2w0
snz<z
µ(z, v2w0)q
1
2
(l(v1w0)−l(z))Pw0,z.
Using a similar argument for (1) we see that
(2) If z ∈ Γ0, w0 ≤ z < v2w0 and snz < z, then the degree of the
polynomial µ(z, v2w0)q
1
2
(l(v1w0)−l(z))Pw0,z is less than
1
2
(l(v1w0)−l(w0)−
2) = n− 1.
Let zi = s0sisi−1 · · · s1s3s4 · · · sns0w0. By a direct computation, we
get
(3) Ps0w0,z1 = Ps1s0w0,z1 = 1 + q and Ps0w0,z2 = 1 + 2q + q
2.
Let u2 = s2s3 · · · sns0w0, by a direct computation we get
(4) Pu2,zi = 1 + q if i ≥ 3 and Pu2,z2 = 1.
Using this it is not difficult to get the following formula.
(5) Ps0w0,zi = (1 + q)Ps0w0,zi−1 − qPs0w0,zi−2 − µ(s0w0, zi−1)q
1
2
(n+i−1) −
µ(u2, zi−1)q
1
2
i.
Thus we have
Ps0w0,zi =
{
qi + 2qi−1 + lower degree terms if n > i+ 1
2qi−1 + lower degree terms if n = i+ 1.
Note that v2w0 = zn−1. Thus, we have Ps0w0,v2 = 2q
n−2+lower
degree terms. Now using (1) and (2) we see that the lemma is true. 
4. Some consequences
In this section we shall assume that G is simply connected and
simple. We shall write the operation of X additively. For x ∈ X ,
denote by tx the translation y → y + x of X . Let α0 be the highest
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short root of R. Set s0 = sα0tpα0 (recall that we use sα for the reflection
on E = X ⊗R corresponding to α ∈ R). Let W ′ be the subgroup of
GL(E) generated by all sα (α ∈ R) and s0. Then W
′ is an affine Weyl
group and is isomorphic to the group W0⋉pQ, where Q stands for the
root lattice. Here p could be any positive (or negative) integer, but it
is convenient here to suppose p is a fixed prime.
We shall further identify W ′ with the affine Weyl group W defined
in [L1, section 1.1] and let W ′ act on X through the affine Weyl group
defined in loc.cit. We denote this action by ∗. Then in terms of this
new action, for w ∈ W ′, we have w ∗ (−ρ) = w−1(−ρ), and w is in
Γ0 if and only if w ∗ (−ρ) − ρ is dominant, where ρ is the sum of all
fundamental weights. Note that w ∗ (−ρ) = w−1(−ρ) is just a fact; it
does not imply that w ∗ (u ∗ (−ρ)) = w−1(u ∗ (−ρ)) for w, u in W ′.
Now let G = SLn+1(C) and we number the simple reflections of
W0 as usual. Let v be as in Theorem 3.3 and β = α2 + · · · + αn−1.
Then we have v = sβtp̟2+p̟n−1 (we use ̟i for the fundamental weight
corresponding to the simple root αi). Let λ = t2pρw0 ∗ (−ρ)− ρ = 2pρ
and µ = vt2pρw0 ∗ (−ρ)− ρ. We have µ = w0t−2pρt−p̟2−p̟n−1sβ(−ρ)−
ρ=2pρ+(n−2)(̟1+̟n)+(p−n+2)(̟2+̟n−1). We have 〈λ+ρ, α
∨
0 〉 =
2pn+n and 〈µ+ρ, α∨0 〉 = 2pn+2p+n. The Jantzen region is defined to
be the set of all vectors ν with 0 ≤ 〈ν+ρ, α∨0 〉 ≤ p(p−h+2), where h is
the Coxeter number. For G = SLn+1(C), we know h = n + 1. Thus if
p ≥ 3n+2, then p(p−h+2) = p(p−n+1) ≥ 2pn+3p > 2pn+2p+n.
Thus both λ and µ are in the Jantzen region.
Now replace C with an algebraically closed field k of characteristic
p and let H be a simply connected and simple algebraic group over
k. It is known for each root system that when p is sufficiently large,
Lusztig’s conjecture for modular representations of algebraic groups
(Lusztig’s modular conjecture in short, see [L0] for the formulation) is
true for irreducible modules of H with highest weight in the Jantzen
region.
For H = SLn+1(k), by Theorem 3.3 we know that the Kazhdan-
Lusztig coefficient µ(t2pρw0, vt2pρw0) of Pt2pρw0,vt2pρw0 is n + 2 if n ≥ 4.
It is known that the coefficient is related to the dimension of the first
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extension groups for extensions between certain irreducible modules for
H . See for example [CPS2] and references therein.2 So we conclude
that the dimension goes to infinity when n increases.
Remark: We do not know if the quantities µ(w0, w) that correspond to
1-cohomology dimensions can go to infinity. We do have some plausible
candidates, though. Let ω ∈ W0 ⋉ pX be such that ω(si) = si+1 for
any 0 ≤ i ≤ n (set sn+1 = s0) for any 0 ≤ i ≤ n. Assume that
n = 2k − 1 is odd. Then w = skω
kt−pρ is in W
′ ∩ Γ0, and the weight
w ∗ (−ρ) − ρ is p-restricted. The explicit form of w ∗ (−ρ) − ρ is
(p − 2)ρ − α0 − (p − n − 1)̟k. For n = 5 and p large, this is the
same weight which gave 1-cohomology dimensions of 3 with irreducible
coefficients in [S] (found there by computer calculations of Kazhdan-
Lusztig polynomials). For general odd n > 1, the weight is in the
second top alcove of the fundamental p-box {v ∈ X ⊗ R | 0 < 〈v +
ρ, α∨i 〉 < p, 1 ≤ i ≤ n}. If n > 1 is odd, then l(t−pρ)− l(w0) is even, so
µ(w0, t−pρ) = 0. Thus w ∗ (−ρ) − ρ is the largest possible p-restricted
weight in the orbitW ∗(−ρ)−ρ whose corresponding irreducible module
could have nonzero 1-cohomology. For n = 4k ≥ 4, set w = s0t−pρ.
Then w ∗ (−ρ) − ρ = (p − 2)ρ − (p − n)α0 is also the largest possible
p-restricted weight whose corresponding irreducible module could have
nonzero 1-cohomology. In fact, when n = 4, w = s0t−pρ is just the
vw0 in Lemma 3.4. The question is whether µ(w0, w) goes to infinity
when k increases? (When n = 4k + 2, we have not found a similar
candidate.)
5. Representation-theoretic argument
The aim of this section is to prove a version of Theorem 3.3 by a
representation-theoretic argument. The result is weaker, in that we
do not exactly compute the relevant Kazhdan-Lusztig coefficents, but
only get a good lower bound. However, the hypotheses required are also
somewhat weaker. As in §4, we will assume p is sufficiently large so
that the Lusztig modular conjecture holds for the group G = SLn+1(k),
2It is useful to note, in comparing notation, that Py,w = Py−1,w−1 , and so
µ(y, w) = µ(y−1, w−1), for all y < w in W. See [KL].
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with k an algebraically closed field of characteristic p. We also require
p ≥ 3n+ 2, as in §4, at least to begin our discussion. This assumption
was used in §4 to ensure the weights λ and µ there were in the Jantzen
region. Eventually, in this section, we will be able to obtain a good
lower bound for more weights, and we will only need that p ≥ 3n to
enable some of them to be in the Jantzen region. This latter inequality,
fortunately, also ensures that a formula of Andersen may be applied.
5.1. Andersen’s Formula. For dominant weights λ = λ0 + pλ1
and µ = µ0 + pµ1 with λ0 6= µ0 both restricted and λ1, µ1 both domi-
nant, the formula asserts (for any connected semisimple group) that
Theorem 5.1. Assume p ≥ 3h− 3 (which is 3n for type An). Then
dim Ext1G(L(λ), L(µ))
=
∑
ν
dim Ext1G(L(λ0 + pν), L(µ0))dim HomG(L(λ1), L(ν)⊗ L(µ1)).
Here ν ranges over all dominant weights satisfying λ0+ pν ≤ 2(p−
1)ρ + w0(µ0). For a more complete statement, see [CPS2, 7.8] or
[A2].
5.2. A lower bound for some Ext1 dimensions. Recall that
̟1, . . . , ̟n are the fundamental weights (indexed corresponding to
α1, . . . , αn). Set a = n−2 and put µ0 = a(̟1+̟n)+(p−a)(̟2+̟n−1)
(note that this is the dominant weight vw0 ∗ (−ρ) − ρ corresponding
to vw0, see Section 4). Let µ1 be any weight of the form
∑n
i=1 ai̟i
with each ai ≥ 2, and put µ = µ0 + pµ1. (Thus, if µ1 is 2ρ, this is the
same µ as in §4.) We will apply Andersen’s formula in 5.1 to µ and to
λ = pµ1. The following result is a weak version of Theorem 3.3, but
still strong enough to show dim Ext1G(L(λ), L(µ))→∞ as n→∞.
Theorem 5.2. Let λ, µ be as above, and assume n +
∑n
i=1 ai ≤ p
(which certainly holds if µ1 = 2ρ). Then
dim Ext1G(L(λ), L(µ)) ≥ n.
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Proof. First, we show Ext1G(L(λ0 + pα0), L(µ0)) 6= 0. Here λ0 is
the zero weight, and α0 = ̟1 +̟n. In particular,
L(λ0 + pα0) ∼= L(pα0),
and
Ext1G(L(λ0 + pα0), L(µ0))
∼= Ext1G(L(pα0), L(µ0)).
Observe that the weight µ0 is obtained from pα0 by reflection in the
hyperplane
{x ∈ Rn| 〈x+ ρ, (α2 + . . .+ αn−1)
∨〉 = p} .
We can also directly calculate the number d(µ0) of hyperplanes of the
form {x ∈ Rn| 〈x+ ρ, α∨〉 = mp}, with α > 0 and m ∈ Z, which sepa-
rate µ0 from 0, and compare d(µ0) with d(pα0). We find that µ0 and
pα0 are on opposite sides of only the hyperplanes defined by α = α1,
m = 1; α = αn, m = 1; α = α0 − α1, m = 2; α = α0 − αn, m = 2;
α = α0 − α1 − αn, m = 1. For the first two of these five hyper-
planes, the weight µ0 is on the same side as 0. For the last three,
pα0 is on the same side as 0. Thus, d(µ0) = d(pα0) + 1. It now
follows from [J, II, 6.24] that L(pα0) is a composition factor of the
costandard module ∇(µ0) = H
0(µ0). Also, the strong linkage principle
implies that pα0 is maximal among the highest weights of composi-
tion factors of ∇(µ0)/L(µ0). Thus, there is a nonzero homomorphism
∆(pα0) → ∇(µ0)/L(µ0), and this shows Ext
1
G(∆(pα0), L(µ0)) 6= 0.
However, since p is large enough that the Lusztig conjecture holds,
and both pα0 and µ0 lie in the Jantzen region (we calculate this using
p > n), we have
Ext1G(L(pα0), L(µ0))
∼= Ext1G(∆(pα0), L(µ0))
by a well-known result of Andersen [A1, Proposition 2.8]. (We take
the λ, y, w, s there to be −2ρ, tpα0w0, s2vw0, s2 respectively. Note that
s2vw0, s2 can be replaced by sn−1vw0, sn−1 respectively.) This proves
the claim.
To prove the theorem, it is now sufficient by Andersen’s formula in
5.1, to show
dim HomG(L(α0), L(µ1)⊗ L(µ1)) ≥ n.
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Note that α0 and µ1 lie in the closure of the lowest p-alcove. (This uses
our inequality
∑n
i=1 ai + n ≤ p.) Thus
L(α0) ∼= ∆(α0) ∼= ∇(α0), L(µ1) ∼= ∆(µ1) ∼= ∇(µ1),
and
HomG(L(α0), L(µ1)⊗ L(µ1)) ∼= HomG(∆(µ1),∆(α0)⊗∇(µ1))
∼= HomG(∆(µ1), Ind
G
B(∆(α0)⊗ k(µ1)),
where B is the Borel subgroup associated to the negative roots, and
k(µ1) is the one-dimensional B module with weight µ1. The module
∆(α0) is just the Lie algebra g of G, with the usual adjoint action.
The Borel subalgebra b with negative root spaces is a B-submodule,
and b ⊗ k(µ1) is a B-submodule of g ⊗ k(µ1) = ∆(α0) ⊗ k(µ1). This
B-submodule has a B-quotient which is a direct sum of n copies of
k(µ1) and all the other composition factors have the form k(µ1 − β),
where β is a positive root. Because of our assumption that all ai are
at least 2, the weights µ1 − β are all dominant. (It is possible to carry
through a version of the argument which follows with a requirement
weaker than ”dominant”, so it is actually enough that each ai be at
least 1. See 5.3(c) below.) Applying Kempf’s vanishing theorem, we
find that IndGB(b⊗ k(µ1)) has a quotient isomorphic to a direct sum of
n copies of ∇(µ1). The kernel of the map to this quotient is filtered by
modules ∇(µ1 − β). Since ∇(µ1) ∼= ∆(µ1), and there are no nontrivial
extensions of a standard module by a costandard module, the quotient
map is split. Since IndGB(b× k(µ1)) ⊆ Ind
G
B(∆(α0)⊗ k(µ1)), we have
dim HomG(∆(µ1), Ind
G
B(∆(α0)⊗ k(µ1))
≥ dim HomG(∆(µ1), Ind
G
B(b⊗ k(µ1))) ≥ n.
Taken with the isomorphisms and discussions above, this completes the
proof of the theorem. 
5.3. Remarks. (a) The assumption n +
∑n
i=1 ai ≤ p is used only
to guarantee L(µ1) ∼= ∆(µ1) ∼= ∇(µ1). In [CPS2, §7] it is suggested
that Andersen’s formula should be true, appropriately formulated (and
with a similar proof) for quantum enveloping algebras at a root of
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unity. In such a formulation, the terms involving HomG would instead
involve a Hom over the ordinary characteristic 0 enveloping algebra of
g. Thus, the required isomorphisms on L(µ1) would hold without the
assumed inequality. That is, Theorem 5.2 should hold at a pth root of
unity without the assumed inequality (if p > n). Essentially, use of
the quantum group frees the representation theory from dependence
on the Jantzen region and allows a 1–1 correspondence between affine
Weyl group results and representation theory results in our context.
(b) If Lemma 3.4 is interpreted as an Ext1 result and fed into An-
dersen’s formula, it enables n in the inequality in Theorem 5.2 to be
replaced with n + 2. This result is almost as good as Theorem 3.3,
though the latter gives the resulting inequality as an equality.
(c) The hypotheses ai ≥ 2 (i = 1, . . . , n) in 5.2 (and in the auxiliary
remarks 5.3(a), 5.3(b) above) can be weakened to just assuming ai ≥ 1
(i = 1, . . . , n). To see this, note that ai ≥ 2 condition was used only to
guarantee that the weights µ1−β were all dominant, with β any positive
root. The dominance guaranteed, through Kempf’s theorem, that the
higher derived functors R1IndGB(k(µ1 − β)) were zero. However, this is
true also when 〈µ1 − β, α
∨
i 〉 = −1 for some i. (All R
jIndGB(k(µ1 − β))
vanish in this case; see [J, II,5.4(a)].) We find, with the assumption
ai ≥ 1, for 1 ≤ i ≤ n, that the kernel of the map from Ind
G
B(b⊗ k(µ1))
onto a direct sum of n copies of k(µ1), is again filtered by costandard
modules. (Any potential section IndGBk(µ1− β), in which µ1− β is not
dominant, is just zero.)
Thus, assuming that Andersen’s formula extends to the quantum
case, as discussed in 5.3(a), we have, in the notation of Theorem 3.3,
µ(xw0, vxw0) ≥ n+ 2,
assuming, as in Theorem 3.3, that n ≥ 4, but weakening the require-
ment ai ≥ 2 to ai ≥ 1, for all i = 1, 2, . . . , n. The assumption p ≥ 3n+2
can be replaced, then, with p ≥ 3n. (Still p must be large enough for
the Lusztig conjecture to hold.)
(d) Andersen observed that the inequality in Theorem 5.2 can be
improved to an equality. More precisely, for all dominant weights µ1,
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if p > n+1 and p is large enough that the Lusztig modular conjecture
holds for G, one has
dim Ext1G(∆(µ1)
(1), L(µ0)⊗∇(µ1)
(1)) = n+ 2− f(µ1),
where f(µ1) is the number of simple roots orthogonal to µ1. To see
this one first notes that H1(G1, H
0(µ0)) = 0 ([AJ]), where G1 is the
first Frobenius kernel of G. Here the cohomology group H0(µ0) is the
G-module ∇(µ0). Then
H1(G1, L(µ0)) = H
0(G1, H
0(µ0)/L(µ0)) = L(α0)⊕ k ⊕ k.
Here the first summand comes as in 5.2, and the appearance of two
copies of k is a consequence of Lemma 3.4 (which gives H1(G,L(µ0)) =
k⊕k). SinceM = L(α0)⊗∇(µ1) has a good filtrationM =M0 ⊃M1 ⊃
M2 ⊃ · · · ⊃ Mr−1 ⊃Mr = 0 (this uses L(α0) = ∇(α0), which holds for
p prime to n + 1), the dimension of HomG(∆(µ1),M) is equal to the
number of occurrences of ∇(µ1) in subquotients M0/M1, M1/M2, ...,
Mr−1/Mr of any good filtration of M , i.e. n− f(µ1).
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