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La teoria dels nombres difusos e´s relativament recent i esta` basada en la te-
oria de conjunts difusos (Fuzzy sets) publicada en 1965 per L. A. Zadeh. El
creixement de la teoria de conjunts difusos ha sigut molta, i la seua aplicacio´
a la cie`ncia i a la te`cnica molt diversa fins al moment. Cal destacar, pero`,
que L. A. Zadeh, en principi, va tindre el rebuig de part de la comunitat
cient´ıfica pel fet que volguera donar cabuda a la imprecisio´ en els treballs
cient´ıfics.
D’aquest rebuig es va fer resso` el Professor L. A. Zadeh al discurs de
recepcio´ del premi Honda rebut al Japo´ el 1989.
On primer va ser concient d’aquest rebuig va ser a la Confere`ncia de
Computacio´ realitzada a Burdeus, Franc¸a, l’any 1972 on el professor L. A.
Zadeh va presentar el concepte de variable lingu¨´ıstica. El Professor R. E.
Kalman va dir:
“voldria comentar la presentacio´ del Professor L. A. Zadeh. La seua pro-
posta cal que siga severament, feroc¸ment, fins i tot brutalment criticada des
d’un punt de vista te`cnic. Ac´ı esta` fora de lloc. Em queda una pregunta per
fer-me: e´s que esta` el Professor L. A. Zadeh presentant idees importants o
esta` sent indulgent amb la forma de pensar?”
D’altra banda un altre col.lega i company de L. A. Zadeh a la Universitat
de Berkeley, el professor W. Kahan, al 1975 diu:
“ la teoria difusa e´s erro`nia, erro`nia i perniciosa”.
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Fora d’aquestes mostres d’hostilitat, els treballs desenvolupats a la Re-
pu´blica China, Ru´ssia i sobre tot pels enginyers del Japo´, que per exemple,
utilitzant lo´gica difusa per al sistema de control del tren suburba` de Sendai,
en 1987, el feren un 10% me´s eficient energe`ticament que els conductors
humans, encoratgaren el professor L.A. Zadeh a continuar la investigacio´ en
aquest camp.
Figura 1.0.1: Imatge del suburba` de Sendai
Com explica el professor Paulo F. Ribero, del Calvin College a [4], aques-
ta nova forma de programar els sistemes de control amb lo`gica difusa tambe´
va ser menyspreada pel professor Myron Tribus, al maig de 1988:
“Difusivitat e´s probabilitat disfressada. Puc dissenyar un sistema de con-
trol amb probabilitat i fara` el mateix que amb lo`gica difusa.”
Figura 1.0.2: Esquema d’un sistema de control
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La principal a`rea d’aplicacio´ de la lo`gica difusa a l’enginyeria e´s al camp
dels sistemes de control.
Un sistema de control (com el que veem esquematitzat a la Figura 1.0.2)
rep una informacio´ d’entrada (input), a trave´s d’uns sensors, i actua sobre un
controlador (interruptor) que modifica el proce´s. Finalment una realimenta-
cio´ fa que arribem a l’estat desitjat.
Un exemple de sistema de control e´s un sistema de calefaccio´ central d’u-
na vivenda regulat per un programador (com el de la Figura 1.0.3).
Figura 1.0.3: Programador d’un sistema de calefaccio´
La forma de programar aquest sistema de control e´s el modus ponens, tal
com fem les persones a la vida real quan prenem una decisio´:
IF P THEN Q.
P .
Per tant Q.
Aquesta forma de raonar e´s molt estricta: es do´na Q nome´s si P . Pero`
podria ser me´s permisiva. Q sera` majorita`riament si P e´s majoritariament:
IF P THEN Q.
Majorita`riament P .
Per tant majorita`riament Q.
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En aquest cas, P i Q so´n ara nombres difusos. El raonament ante-
rior requereix de la definicio´ d’unes regles. Aquestes regles so´n les regles
lingu¨´ıstiques on emprem conjunts difusos. La forma general d’aquestes e´s:
“ IF x ∈ A, THEN y ∈ B”,
on x i y so´n nombres difusos i A i B so´n conjunts difusos.
El rebuig cap a L. A. Zadeh per la teoria de la lo`gica difusa, opina el pro-
fessor Ribero [4], era degut al poc desenvolupament de la teoria matema`tica
que la sustentava, aix´ı que podriem concluir que cal desenvolupar me´s el
camp de la difussivitat per tal que els enginyers ho puguen aprofitar.
D’altra banda Klir i Yuan, en [22], parlen de les caracter´ıstiques d’un
canvi de paradigma, que com comenten, apareixen perio`dicament al llarg
de la histo`ria de la cie`ncia. Aquest concepte va ser introdu¨ıt per Thomas
Kuhn al seu llibre The Structure of Scientific Revolutions (Univ. of Chicago
Press, 1962); e´s definit com un conjunt de teories, esta`ndards, principis i
me`todes que so´n considerats correctes per la comunitat cient´ıfica dins d’un
camp concret. Utilitzant aquest concepte, Kuhn caracteritza el desenvolupa-
ment cient´ıfic com un proce´s al qual hi ha per´ıodes de cie`ncia normal, basats
en paradigmes particulars, entrellac¸ats amb per´ıodes de canvi de paradigma,
que so´n nomenats per Kuhn com revolucions cient´ıfiques.
Alguns dels me´s visibles canvis de paradigma estan associats als noms de
Copernico (astronomia), Newton (meca`nica), Lavoisier (qu´ımica), Darwin
(biologia), Maxwell (electromagnetisme), Einstein (meca`nica) i Go¨del (ma-
tema`tiques).
Tot i que els canvis de paradigma varien d’un a l’altre en abast, ritme i
caracter´ıstiques, comparteixen tots ells unes caracter´ıstiques: cada canvi de
paradigma ha estat iniciat per problemes emergents que eren dif´ıcil o im-
possible de tractar amb els paradigmes vigents (paradoxes, anomal´ıes, etc).
Cada paradigma, quan ha sigut proposat, ha sigut inicialment rebutjat de
diverses formes (ha sigut ignorat, ridiculitzat, atacat, etc.) per la majoria
dels cient´ıfics del camp afectat. Aquells que normalment donen suport al
nou paradigma so´n o molt joves o molt nous en el camp, i consequ¨entment,
no molt influents. Com que el paradigma no esta` inicialment ben desenvo-
lupat, la posicio´ dels seus proponents e´s de`bil. El paradigma, eventualment,
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guanya terreny demostrant que e´s me´s profito´s que el paradigma existent
en el tractament de problemes que so´n reconeguts com dif´ıcils i acaba sent,
generalment, acceptat.
El canvi de paradigma iniciat amb el concepte de conjunt difu´s i la idea
matema`tica basada en conjunts difusos, que encara esta` desenvolupant-se,
ha tingut caracter´ıstiques similars a altres canvis de paradigma de la histo`ria
de la cie`ncia.
Podem resumir que quan el nou paradigma va ser proposat per L. A. Za-
deh [34], el proce´s usual de canvi de paradigma va comenc¸ar. El concepte de
conjunt difu´s, que implicava un nou paradigma, va ser inicialment ignorat,
ridiculitzat o atacat per molts, mentre que nome´s uns pocs, la majoria joves
o poc influents, el van recolzar. Inicialment va trobar falta d’intere´s, escepti-
cisme o fins i tot hostilitat durant els anys 60, va madurar significativament
durant els 70 i durant els 80 va comenc¸ar a demostrar una major utilitat.
La present memo`ria esta` dedicada a estudiar algunes de les propietats
dels nombres difusos i fer-ne una utilitzacio´ des d’el punt de vista topolo`gic.
La seua estructura e´s la segu¨ent. Al Cap´ıtol 2 veem l’evolucio´ de la lo`gica
des del segle IV abans de Crist fins a l’actualitat, introdu¨ım la lo`gica difusa i
fem un breu comentari sobre el naixement i evolucio´ dels nombres difusos. El
tercer cap´ıtol esta` dedicat als conceptes ba`sics de conjunts difusos, introdu¨ıts
per L. A. Zadeh al 1965, i desenvolupats per altres autors, on la idea me´s
important e´s la convexitat. Al Cap´ıtol 4 ens centrem en els nombres difusos i
demostrem el teorema de representacio´ de Goetschel i Voxman, molt impor-
tant pels cap´ıtols posteriors i resultat que marca una nova direccio´ de recerca.
Al Cap´ıtol 5 caracteritzem els conjunts compactes del conjunt del nombres
difusos amb la me`trica suprem. Al Cap´ıtol 6 parlem de la converge`ncia de ni-
vell i, amb exemples, la distingim de la converge`ncia amb la me`trica suprem.





2.1 La lo`gica matema`tica
El primer sistema de lo`gica de predicats, encara que aquest nom siga molt
posterior, es degut a Aristo`til al segle IV abans de Crist. Aristo`til tractava
d’identificar les formes de raonament huma` per tractar de crear criteris per
discernir a les discussions filoso`fiques.
La segu¨ent etapa comenc¸a al segle XVII quan Leibniz expressa` el seu desig
d’extendre l’aplicacio´ de la lo`gica a les matema`tiques, tractant de formalitzar
la lo`gica com un ca`lcul per manipular idees. Durant els 150 anys posteriors
ni filo`sofs ni matema`tics van prestar atencio´ a aquesta inquietud.
Va ser a meitat del segle XIX quan la lo`gica matema`tica es va constituir
com a cie`ncia amb els treballs de Boole i Frege.
L’angle´s George Boole va publicar al 1854 el seu llibre The Laws of
Thought (Les lleis del Pensament). En ell va desenvolupar un model al-
gebraic de la lo`gica de proposicions.
L’alemany Gottlob Frege va publicar en 1879 el seu llibre Grundgesetze
der Arithmetik: Begriffsschiriftlich abgeleitet (Fonaments d’Aritme`tica: Con-
ceptualment derivada) on va formalitzar la lo`gica de predicats, i va introduir
el concepte de quantificador.
Tambe´ a aquesta e`poca cal incloure a Augustus De Morgan, que amb
les lleis de dualitat de la conjuncio´ i de la disjuncio´, va aportar una eina
fonamental del ca`lcul lo`gic.
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A les sente`ncies de la lo`gica proposicional s’assigna un valor vertader (1) o
fals (0), i les operacions de complement, interseccio´ i unio´ formen un a`lgebra
de Boole, amb les propietats resumides a la Taula 2.1.1, on A, B i C so´n
subconjunts d’un conjunt X o elements del conjunt parts de X, P(X) :
Involucio´ A = A
Commutativa A ∪B = B ∪ A
A ∩B = B ∩ A
Associativa (A ∪B) ∪ C = A ∪ (B ∪ C)
(A ∩B) ∩ C = A ∩ (B ∩ C)
Distributiva A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩ C)
A ∪ (B ∩ C) = (A ∪B) ∩ (A ∪ C)
Idempotent A ∪ A = A
A ∩ A = A
Absorcio´ A ∪ (A ∩B) = A
A ∩ (A ∪B) = A
Absorcio´ per X i Ø A ∪X = X
A ∩Ø = Ø
Identitat A ∪Ø = A
A ∩X = A
Llei de contradiccio´ A ∩ A = Ø
Llei del terc¸ esclo`s A ∪ A = X
Lleis de De Morgan A ∩B = A ∪B
A ∪B = A ∩B
Taula 2.1.1: Operacions fonamentals de conjunts
Els elements de les parts del conjunt X, P(X), poden ser ordenades per
la inclusio´ de conjunts ⊆. Aquest ordre, que e´s nome´s parcial, forma un
reticle on el suprem i l’´ınfim de cada parell de subconjunts A,B ∈ P(X)
ve donat per A ∪ B i A ∩ B, respectivament. Aquest reticle e´s distributiu
i complementat (ja que qualsevol conjunt a P(X) te´ complement a P(X));
s’anomena normalment reticle de Boole o a`lgebra de Boole. La connexio´ entre
les dues formulacions de reticle, 〈P(X),⊆〉 i 〈P(X),∪,∩〉, ve facilitada per
la segu¨ent definicio´ d’ordre parcial:
A ⊆ B si, i nome´s si, A ∪B = B per a qualssevol A,B ∈ P(X).
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Per tant una a`lgebra de Boole pot definir-se com un reticle (es a dir, un
conjunt ordenat al qual cada parell d’elementes te´ extrem superior i extrem
inferior) amb ma`xim 1 i mı´nim 0 i dotat de la complementacio´ A.
2.2 Les lo`giques multivaluades de Lukasiewicz
Encara que hi ha molts intents durant el segle XIX de lo`giques multivaluades
(fins i tot Aristo`til va admetre al seu temps que al futur hi hauria me´s que
vertader o fals), on s’aprecia un canvi per explicar situacions que no siguen
nome´s vertaderes o falses e´s amb les idees de Jan Lukasiewicz.
Lukasiewicz investiga` la lo`gica polivalent al voltant dels anys 20 del segle
XX. Al 1918 fa refere`ncia als seus treballs en la llic¸o´ de comiat pronunciada
a la Universitat de Varsovia. Lukasievicz va concebre la idea de reco´rrer a
un sistema de lo`gica trivalent per resoldre el problema aristote`lic dels futurs
contingents. L’afirmacio´ ”Estare´ a Varsovia al migdia del 21 de desembre
del proper any”, no pot ser ara ni vertadera ni falsa. Cal, per tant, un tercer




Tenim per tant un conjunt de tres elementes {1, 1
2
, 0}. La funcio´ mona`dica
me´s important estudiada per Lukasiewicz e´s la negacio´ que queda definida
com:
¬x = 1− x












La lo`gica trivaluada va ser ampliada per Lukasiewicz a qualsevol quantitat
de valors de veritat distribu¨ıts de manera uniforme a l’interval [0, 1]. Si, per





n−1 , 1}. Si volem
infinits valors, agafem Q ∩ [0, 1]. La negacio´ es defineix com a la lo`gica
trivaluada:
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¬x = 1− x,
i per la resta de connectius lo`gics introdu¨ım l’operacio´ ⊕ com
x⊕ y = min{1, x+ y}.
A partir d’aquestes operacions definim la constant 1, i les operacions ,
→ (implicacio´), ∨ (disjuncio´) i ∧ (conjuncio´) com:
1 = ¬0
x y = ¬(¬x⊕ ¬y) = max{0, x+ y − 1}
x→ y = ¬x⊕ y = min{1, 1− x+ y}
x ∨ y = ¬(¬x⊕ y)⊕ y) = max{x, y}
x ∧ y = ¬(¬x y) y) = min{x, y}
Taula 2.2.1: Operacions a la lo`gica de Lukasiewicz
Com a generalitzacio´ de l’a`lgebra de Boole, en temps me´s recents (segons
[28], en 1958 per Chang) es va introduir la nocio´ de MV-a`lgebra. Una MV-
a`lgebra e´s una estructura, que denotarem com A=〈A;⊕,¬, 0〉, on A e´s un
conjunt no bu¨ıt, ⊕ e´s una operacio´ bina`ria en A, ¬ e´s una operacio´ d’un u´nic
argument i 0 una constant, que cal que satisfacen les segu¨ents relacions:
1. x⊕ (y ⊕ z) = (x⊕ y)⊕ z,
2. x⊕ y = y ⊕ x,
3. x⊕ 0 = x,
4. ¬¬x = x,
5. x⊕ ¬0 = ¬0,
6. ¬(¬x⊕ y)⊕ y = ¬(¬y ⊕ x)⊕ x.
Tot subconjunt S de l’interval [0, 1] on les funcions
x 7→ 1− x,
x, y 7→ min{1, x+ y}
de S en S tinguen sentit i que continga el 0 e´s una MV-a`lgebra amb les
operacions
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x⊕ y = min{1, x+ y},
¬x = 1− x
i amb la constant 0. Tota a`lgebra booleana e´s una MV-a`lgebra definint
x⊕ y = x ∨ y,
¬x = x.
Com caracter´ıstica curiosa es pot dir que a les MV-a`lgebres s´ı val el
principi de la doble negacio´ ¬¬x→ x pero` no el del terc¸ esclo´s. Per exemple












2.3 Naixement de la lo`gica difusa
L’any 1965, el professor L. A. Zadeh introdueix amb l’article “Fuzzy Sets”
les bases de la lo`gica difusa. En aquest treball defineix els conjunts difusos
com una classe d’objectes amb un continu de graus de pertinenc¸a.
Com ell diu, al mon real hi ha classes d’objectes que no tenen ben defi-
nit el criteri de pertinenc¸a. Per exemple, el conjunt dels animals clarament
inclou a gossos, cavalls, gats, etc. Estan definits clarament els seus membres
i s’exclouen objectes com pedres, fluids o plantes. Encara que objectes com
estrella de mar o bacte`ria tenen un estatus ambigu respecte a la classificacio´
animal.
Aix´ı tambe´ la classe “ho`mens alts” no constitueix un conjunt amb el
sentit matema`tic usual. Aquestes “classes” imprecisament definides, com ell
diu, tenen un paper important en el pensament huma`, particularment en els
dominis de reconeixement de formes, comunicacio´ o informacio´.
Amb la finalitat d’ampliar el concepte de conjunt ordinari o conjunt on
els seus elements nome´s poden ser membres (valor 1) o no pertanyer (valor 0),
els conjuts difusos so´n definits com una col.leccio´ d’objectes amb pertinenc¸a
amb valors entre 0 (completa exclusio´) fins a 1 (completa pertinenc¸a). La
funcio´ de pertinenc¸a expresa el grau amb que cada objecte e´s compatible amb
la propietat de la col.leccio´. La definicio´ formal emprada per L. A. Zadeh e´s:
17
Definicio´ 2.3.1. Siga X un espai de punts (objectes), amb un element
gene`ric de X denotat per x.
Un conjunt difu´s A ⊆ X esta´ caracteritzat per una funcio´ caracter´ıstica
fA(x) que associa a cada punt x ∈ X un nombre real a l’interval [0, 1], amb
el valor de fA(x) representant el grau de pertinenc¸a de x al conjunt A.




1, x ∈ A,
0, x /∈ A.
Clarament, el conjunt buit, ∅, te´ una funcio´ caracter´ıstica ∅(x) ≡ 0 per a
tots els elements x ∈ X.
Com exemple, considerem el concepte de temperatura alta en un context
de temperatures distribu¨ıdes a l’interval [0, 50] en ◦C. Clarament 0◦C no
l’entenem com una temperatura alta i li podem assignar un valor nul amb
l’afirmacio´ “temperatura alta”. En canvi temperatures de 30◦C o superiors
ja poden considerar-se altes. Aix´ı podem assignar 1 com a grau de pertinenc¸a
a les temperatures al rang [30, 50]. Un grau parcial de pertinenc¸a per a la
resta de valors el podem veure a la figura 2.3.1:
Figura 2.3.1: Funcio´ de pertinenc¸a
Al seu article original, L. A. Zadeh incideix que la funcio´ caracter´ıstica te´
cert paregut amb les funcions de probabilitat quan X e´s un conjunt numera-
ble (o amb les funcions de densitat de probabilitat quan X e´s continu), pero`
ja adverteix que so´n de natura diferent, tal com explicarem a la seccio´ 2.5.
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2.4 T-normes
L’any 1942 K. Menger al seu treball “Statistical metrics” defineix les t-
normes. A [10], els professors D. Dubois, W. Ostasiewicz i H. Prade diuen
que tal vegada ha tingut un reconeixement major al merescut dins del desen-
volupament de la teoria difusa. Comenten que K. Menger, al 1951, nome´s
va suggerir la necessitat de desenvolupar una teoria en la que la relacio´ de
pertinenc¸a d’un element a un conjunt fo´ra reemplac¸ada per la probabilitat
d’un element de pertanyer a un conjunt. Per tal rao´ va definir la nocio´ de
”ensemble flou”(l’article original e´s en france´s), concepte que ell mateix va
traduir a l’angle´s per hazy set o conjunt emboirat.
La contribucio´ feta amb les t-normes i t-conormes per generalitzar la
cla`ssica desigualtat triangular, basant-se en la unio´ (∪) i la interseccio´ (∩) de
conjunts, permet emprar les t-normes per realitzar l’arime`tica dels nombres
difusos, com veurem me´s endavant.
A continuacio´ ens fixem en les propietats de la unio´ i la interseccio´ i de-
finim les t-normes i les t-conormes.
Quan tenim dos subconjunts difusos A,B de X, la seua interseccio´ i unio´
es poden definir punt a punt, utilitzant les funcions T : [0, 1]× [0, 1]→ [0, 1]
i S : [0, 1]× [0, 1]→ [0, 1] segu¨ents:
(A ∩T B)(a) := T (fA(a), fB(a)), per a tot a ∈ X.
(A ∪S B)(a) := S(fA(a), fB(a)), per a tot a ∈ X.
Les propietats de les operacions ∩T i ∪S expresades separadament en
termes de les funcions T i S, on inclu¨ım pero` no escribim per a tot x, y, z ∈
[0, 1], so´n les segu¨ents:
Identitat:
T1. T (x, 1) = x (A ∩X = A),
S1. S(x, 0) = x (A ∪ ∅ = A).
Commutativa:
T2. T (x, y) = T (y, x) (A ∩B = B ∩ A),
S2. S(x, y) = S(y, x) (A ∪B = B ∪ A).
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Associativa:
T3. T (x, T (y, z)) = T (T (x, y), z) (A ∩ (B ∩ C) = (A ∩B) ∩ C),
S3. S(x, S(y, z)) = S(S(x, y), z) (A ∪ (B ∪ C) = (A ∪B) ∪ C).
Monotonia: per a tot x, y, u, v ∈ [0, 1], x ≤ u, y ≤ v,
T4. T (x, y) ≤ T (u, v),
S4. S(x, y) ≤ S(u, v).
Cal resaltar que l’u´nica difere`ncia entre les propietats de T i S ve donada
per la propietat primera (identitat). A partir de les propietats anteriors
podem introduir els segu¨ents conceptes.
Definicio´ 2.4.1. Una funcio´ T : [0, 1] × [0, 1] → [0, 1] s’anomena norma
triangular (una t-norma per abreujar) si, i nome´s si, satisfa` les condicions
T1-T4.
Una funcio´ S : [0, 1] × [0, 1] → [0, 1] s’anomena conorma triangular (una
t-conorma per abreujar) si, i nome´s si, satisfa` les condicions S1-S4.
Com consequ¨e`ncia de les propietats anteriors tenim que:
T (0, x) = 0, S(1, x) = 1 per a tot x ∈ [0, 1].
Tambe´ tenim que per a qualsevol t-norma T o per a qualsevol t-conorma
S (x, y ∈ [0, 1]):
T (x, y) ≤ min(x, y), S(x, y) ≥ max(x, y).
Definicio´ 2.4.2. Una funcio´ no creixent n : [0, 1] → [0, 1] que satisfa` les
condicions
n(0) = 1, n(1) = 0
s’anomena negacio´.
Definicio´ 2.4.3. Una negacio´, n, s’anomena estricta si la funcio´ que la
defineix e´s estrictament decreixent i cont´ınua. S’anomena forta si a me´s e´s
una involucio´, e´s a dir, n(n(x)) = x per a tot x ∈ [0, 1].
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Com podem comprovar, per a cada t-norma T i una negacio´ forta N ,
l’operacio´ S definida per
S(x, y) := N(T (N(x), N(y))), x, y ∈ [0, 1] (2.4.1)
e´s una t-conorma. Addicionalment podem veure que
T (x, y) := N(S(N(x), N(y))) (x, y ∈ [0, 1]).
Aleshores S s’anomena la t-conorma N-dual de T , i T la t-norma N-dual
de S. En el cas que la negacio´ siga N(x) := 1 − x per a x ∈ [0, 1] (negacio´
esta`ndard) es parla simplement de t-conorma dual, respectivament t-norma
dual. La igualtat 2.4.1 expresa les lleis de De Morgan en el cas difu´s.
Veem exemples de t-normes i t-conormes:
Figura 2.4.1: Interseccio´ i unio´ difuses
• El mı´nim i el ma`xim. En l’article cla`ssic de L. A. Zadeh [34] so´n les
proposades com els models a utilitzar per definir la interseccio´ i la unio´
dels conjunts difusos (x, y ∈ [0, 1]).
La unio´ de dos conjunts difusos A i B de X, amb respectives funcions
de pertinenc¸a x(a), a ∈ A i y(b), b ∈ B, e´s el conjunt difu´s C, escrit
com C = A ∪B, la funcio´ de pertinenc¸a del qual e´s:
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z(c) = max{x(c), y(c)}, per a tot c ∈ X.
La interseccio´ de dos conjunts difusos A i B de X, amb respectives
funcions de pertinenc¸a x(a), a ∈ A i y(b), b ∈ B, e´s el conjunt difu´s C,
escrit com C = A ∩B, la funcio´ de pertinenc¸a del qual e´s:
z(c) = min{x(c), y(c)}, per a tot c ∈ X.
Podem veure la representacio´ gra`fica a la Figura 2.4.1.
Tal com ja hem comentat, ’min’ e´s la major t-norma i ’max’ e´s la menor
t-conorma.
• El producte i la suma probabil´ıstica. Un altre exemple ve donat
per la t-norma producte
∏
i la seua dual t-conorma,
∏′, anomenada
suma probabil´ıstica:∏
(x, y) := xy,
∏′(x, y) := x+ y − xy, (x, y ∈ [0, 1]).
• La t-norma i t-conorma de Lukasiewicz. La t-norma W (intro-
du¨ıda per Lukasiewicz en 1931) i la t-conorma dual W ′ esta´n definides
com:
W (x, y) := max{x+ y − 1, 0}, W ′(x, y) := min{x+ y, 1},
(x, y ∈ [0, 1]), normalment anomenades interseccio´ audac¸ i suma fitada,
respectivament.
• El mı´nim i ma`xim nilpotents. Una nova t-norma i t-conorma van
ser definides per Perny (Perny, 1992), que van ser independentment
redescobertes per Fodor (Fodor, 1995), anomenades mı´nim nilpotent




min(x, y) si x+ y > 1
0 en un altre cas,




max(x, y) si x+ y < 1
1 en un altre cas,
x, y ∈ [0, 1].
• El producte i suma dra`stics. La t-norma Z, anomenada producte
dra`stic, i la t-conorma Z ′, anomenada suma dra`stica, es defineixen com:
Z(x, y) :=
{
min(x, y) si max(x, y) = 1
0 en un altre cas,
i
Z ′(x, y) :=
{
max(x, y) si min(x, y) = 0
1 en un altre cas,
x, y ∈ [0, 1].
So´n anomenades la t-norma “me´s de`bil” i la t-conorma “me´s forta”
perque` satisfan les segu¨ents desigualtats per a qualsevol t-norma T i
per a qualsevol t-conorma S:
Z ≤ T ≤ min, max ≤ S ≤ Z ′
2.5 Probabilitat i conjunts difusos
Tal com diuen Dubois, Nguyen i Prade a [9], un dels assumptes me´s con-
trovertits de la modelitzacio´ de la incertesa i a les cie`ncies de la informacio´
e´s la relacio´ entre la teoria de la probabilitat i els conjunts difusos. Una
de les raons de la controve`rsia e´s que els conjunts difusos s’apliquen en el
camp de la modelitzacio´ de la incertesa, creant aix´ı una dicotomia entre les
aproximacions difusa i probabil´ıstica. De vegades el debat ha estat aspre a
causa de la reclamacio´ dels defensors dels conjunts difusos que “la probabi-
litat tracta amb incertesa objectiva, mentre que els conjunts difusos tracten
amb incertesa subjectiva” o encara me´s “la probabilitat e´s un cas especial de
conjunts difusos”. La primera afirmacio´ nome´s mostra que la teoria difusa
ignora l’escola Bayesiana de probabilitat subjectiva. La segona afirmacio´ e´s
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falsa. Al darrere de cada teoria hi ha un naixement diferent per explicar la
incertesa en diferents camps: els conjunts difusos estan darrere de les tasques
de raonament i la probabilitat bayesiana de la presa de decisions. Pot ser
les controve`rsies entre les dues acabarien si els cient´ıfics protagonistes s’es-
forc¸aren en construir un llenguatge comu´ per compartir el fons cient´ıfic.
Hi ha certs malentesos entre conjunts difusos i probabilitat. La cr´ıtica
rebuda pels conjunts difusos no e´s altra cosa que un malente´s, una falsifica-
cio´ o una concepcio´ erro`nia de la teoria de la probabilitat. Aquesta cr´ıtica
perdura, tot i que amb menor mesura. Exemples d’aquestos textos cr´ıtics,
provinents de la teoria de la probabilitat, so´n Stallings (1977), Laviolette i
Seaman (1994) o Laviolette et al. (1995). La teoria de conjunts difusos ha
patit el dest´ı de les noves teories quan no tenen encara so`lids fonaments. Les
cr´ıtiques venen de camps ben fonamentats que no recorden els patiments dels
seus primers temps.
Vegem la difere`ncia entre funcio´ de pertinenc¸a i la probabilitat: el proble-
ma de quantificar la pertinenc¸a parcial e´s diferent del de modelitzar la impre-
cisio´ o predicats que ve´nen amb graus. La pertinenc¸a parcial e´s ba`sicament
deguda a informacio´ incompleta o conflictiva. Si no tenim una informacio´
completa o precisa de l’estat del mo´n, no podem respondre amb certesa a
totes les preguntes sobre aquest mo´n. Aquest problema n’e´s nome´s un dels
de la pertinenc¸a parcial, amb la terminologia difusa.
La modelitzacio´ de la imprecisio´ e´s un problema de representacio´ que,
de vegades, s’anomena imprecisio´ le`xica dels termes lingu¨´ıstics. Tracta de
capturar el fet que baix certs predicats hi ha una gradacio´, o certa nocio´
d’intensitat en la seua pertinenc¸a per quantificar una situacio´ donada. En
aquest context, les funcions de pertinenc¸a so´n nome´s perfils de prefere`ncia
indu¨ıts per ha`bits lingu¨´ıstics.
A nivell formal, la situacio´ relativa dels conjunts difusos i la probabilitat
e´s clara. Despre´s de L. A. Zadeh (1965) un conjunt difu´s F a un univers
U ve identificat per una funcio´ de pertinenc¸a F(·): U → [0, 1] on F(u) e´s el
grau de pertinenc¸a de l’element u de F. Per simplificar ens fixarem nome´s
a universos finits. En canvi, una mesura de probabilitat P e´s una funcio´
2U → [0, 1] que assigna un nombre P(A) a cada subconjunt de U, i satisfa` els
axiomes de Kolmogorov (al cas finit):
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• P(U) = 1.
• P(Ø) = 0.
• Si A ∩B = Ø, P(A ∪ B) = P(A) + P(B).
Figura 2.5.1: Representacio´ de la incertesa
La probabilitat atany a l’aparicio´ d’esdeveniments ben definits (sent con-
siderats com conjunts). Per exemple, la probabilitat de traure aleato`riament





sumint que cada bola te´ probabilitat 1
12
de ser triada. Les probabilitats cal
que siguen avaluades o estimades, basades en una repeticio´ o en cert tipus
d’experiment portat a terme en un medi estacionari. Aleshores, per fer les
probabilitats significatives, cal proposar una forma de determinar-les. Els
enginyers empren el me`tode de determinar la probabilitat com un l´ımit de
frequ¨e`ncies i determinen el valor amb un nombre finit d’experiments. Aix´ı la





on nA e´s el nombre d’experiments on l’esdeveniment A ha ocorregut front un
total de n experiments realitzats en la se`rie.
D’altra banda, els conjuts difusos tracten amb la gradualitat de conceptes
i describeixen les seues fites.
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Per fer la difere`ncia encara me´s clara, considerem un experiment amb
resultat possible A. Nome´s abans de realitzar-lo podem parlar de probabi-
litat de A, P(A). Una vegada realitzat l’experiment, la part probabil´ıstica
desapareix. El resultat e´s, sense ambigu¨itat, conegut: A ha ocorregut o no.
En canvi, si A e´s un conjunt difu´s; despre´s de l’experiment la idea continua
sent va´lida.
En canvi Dubois, Nguyen i Prade a [9] s´ı que donen la rao´ a Laviolette i
Seaman (1994) quan qu¨estionen la idea, que de vegades apareix als articles de
conjunts difusos, que aquestos u´ltims generalitzen la probabilitat. Especial-
ment el fet que una funcio´ de densitat de probabilitat pot ser obtesa per una
adequada normalitzacio´ de la funcio´ de pertinenc¸a. La funcio´ de probabilitat
opera sobre conjunts, i te´ per domini una a`lgebra de Boole, mentre que el
domini de la funcio´ de pertinenc¸a no pot mai ser una a`lgebra de Boole.
2.6 Naixement i evolucio´ dels nombres difu-
sos
Els nombres difusos modelitzen quantitats imprecises que tendeixen a apa-
reixer quan es treballa amb sistemes complexos. Podem trobar exemples per
modelitzar quantitats aproximades (nombres) a expressions com: aproxima-
dament cinc, per baix de 100, baixa temperatura, etc.
El ca`lcul de quantitats difuses es basa a l’a`rea d’ana`lisi d’intervals (Mo-
ore, 1966) que defineix les regles per la propagacio´ d’errors (descrites per
intervals) en els processos de ca`lcul. Ba`sicament usat pels f´ısics, el to`pic
d’interval matema`tic ha esdevingut encara me´s important amb l’utilitzacio´
dels ordinadors.
La idea que les quantitats difuses podien ser aritme`ticament combinades
d’acord amb les lleis de la teoria de conjunts difusos es deguda a L. A. Zadeh
(1975a). Despre´s d’ell, diversos investigadors van treballar de forma inde-
pendent per desenvolupar-la (aix´ı Dubois i Prade (1979, 1980) o Kaufmann
i Gupta (1988)).
L’aritme`tica dels nombres difusos ha estat desenvolupada seguint dues
vies: els α-talls o el principi d’extensio´, com veurem a l’Apartat 4.2. La
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primera aprofita la relacio´ dels nombres difusos i els intervals, aix´ı com l’a-
ritme`tica dels intervals ja desenvolupada en la teoria d’errors. La segona




Conceptes ba`sics de conjunts
difusos
Tal com ja hem dit al cap´ıtol anterior, L. A. Zadeh (1965), al seu famo´s
article [34] defineix un conjunt difu´s com un continu de graus de pertinenc¸a.
La condicio´ de continu¨ıtat es canviara` a posteriori per la de semicontinu¨ıtat
superior per definir els nombres difusos de forma que generalitzen els nombres
reals.
3.1 Definicions i primeres propietats
A aquesta seccio´, a partir de la definicio´ de conjunt difu´s donada per L. A.
Zadeh en 1965, introdu¨ım conceptes ba`sics i terminologia sobre conjunts di-
fusos.
Definicio´ 3.1.1. Un conjunt difu´s e´s caracteritzat per una funcio´ de perti-
nenc¸a d’elements d’un conjunt X a l’interval unitat [0, 1], aixo` e´s:
A : X −→ [0, 1].
Aix´ı, un conjunt difu´s esta` representat per un conjunt ordenat de parelles
formades per un element gene`ric x ∈ X i el seu grau de pertinenc¸a:
A = {(x/A(x)) |x ∈ X}.
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Clarament, un conjunt difu´s e´s la generalitzacio´ del concepte de conjunt,
els elements del qual nome´s poden pendre els dos valors {0, 1}, tal com hem
vist a la Seccio´ 2.3.
Els conjunts difusos poden estar definits per a universos finits o infinits,
emprant diferents notacions. Si l’univers X e´s finit amb cardinalitat n, ales-
hores el conjunt difu´s ve donat en forma de vector n-dimensional, on aparei-
xen nome´s els elements de X amb funcio´ de pertinenc¸a no zero. Per exemple,
si X = {x1, x2, ..., xn}, aleshores el conjunt difu´s A = {(xi/ai) |xi ∈ X}, on
ai = A(xi), i = 1, ..., n, ve denotat per (Zadeh 1965; Kandel 1986)




A aquesta notacio´, la suma no s’ha de confondre amb la suma algebraica
esta`ndard; el propo`sit del signe de sumatori e´s indicar el conjunt de parelles
ordenades.






on a = A(x) i el s´ımbol integral cal que siga interpretat com el s´ımbol de
sumatori d’abans.
Definicio´ 3.1.2. Anomenarem F (X) la familia de tots els conjunts difusos
sobre X.
Definicio´ 3.1.3. Els talls de nivell o α-talls, Aα, d’un conjunt difu´s A so´n
els conjunts
Aα = {x ∈ X |A(x) ≥ α}, on 1 ≥ α > 0.
Una propietat important dels conjunts difusos definits sobre R e´s la seua
convexitat. Per fer la generalitzacio´ de convexitat, consistent amb la definicio´
cla`ssica de convexitat, cal que tots els α-talls, α ∈ (0, 1], siguen conjunts
convexos en el sentit cla`ssic (el 0-tall esta` exclo`s perque` equival a tot R).
30
Definicio´ 3.1.4. Un conjunt difu´s u ∈ F (R) e´s convex si, i nome´s si, tots el
conjunts
[u]α := {x ∈ R |u(x) ≥ α},
denominats talls de nivell o α-talls, so´n convexos per qualsevol α a l’interval
(0, 1].




[u]α = clR{x ∈ R |u(x) > 0}.
que tambe´ sera` convex si ho so´n tots els α-talls, perque` la clausura ho con-
serva.
Figura 3.1.1: Conjunt difu´s no convex a R
Resaltar que els conjunts convexos en R so´n els intervals.
Per evitar confusio´, cal adonar-se’n que la definicio´ de convexitat difusa
no significa que la funcio´ de pertinenc¸a del conjunt difu´s siga una funcio´ con-
vexa. A la Figura 3.1.1 hi ha un exemple de conjunt difu´s no convex.
Una caracteritzacio´ alternativa i me´s eficient de convexitat la veem al
teorema segu¨ent.
Teorema 3.1.5. Un conjunt difu´s u a R e´s convex si, i nome´s si,
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u(µx1 + (1− µ)x2) ≥ min[u(x1), u(x2)]
per a qualsevol x1, x2 ∈ R i per a qualsevol µ ∈ [0, 1], on min denota l’opera-
dor mı´nim.
Demostracio´. (i) Assumim que u e´s convex i agafem λ = u(x1) ≤ u(x2).
Aleshores, x1, x2 ∈ [u]λ i a me´s, µx1 + (1 − µ)x2 ∈ [u]λ per a qualsevol
µ ∈ [0, 1] per la convexitat de u. Consequ¨entment,
u(µx1 + (1− µ)x2) ≥ λ = u(x1) = min[u(x1), u(x2)].
(ii) Assumim que u satisfa` u(µx1 + (1 − µ)x2) ≥ min[u(x1), u(x2)]. Cal que
provem que per a qualsevol λ ∈ (0, 1], [u]λ e´s convex.
Tenim que per a qualsevol x1, x2 ∈ [u]λ (e´s a dir u(x1) ≥ λ, u(x2) ≥ λ), i per
a qualsevol µ ∈ [0, 1]
u(µx1 + (1− µ)x2) ≥ min[u(x1), u(x2)] ≥ min(λ, λ) = λ;
e´s a dir, µx1 + (1 − µ)x2 ∈ [u]λ. Aix´ı doncs, [u]λ e´s convex per qualsevol
λ ∈ (0, 1]. Conclu¨ım que u e´s convex.
Figura 3.1.2: Caracteritzacio´ de conjunt difu´s no convex a R
A la Figura 3.1.2 veem gra`ficament l’explicacio´ d’aquesta caracteritzacio´
de convexitat. A la zona central, resaltada en trac¸ gros, no e´s compleix el
teorema, per tant no e´s un conjunt difu´s convex.
El concepte de α-tall te´ un importa`ncia capital en la relacio´ entre conjunts
i conjunts difusos. En primer lloc vegem algunes propietats dels α-talls.
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3.2 Propietats ba`siques dels α-talls
Anem a veure uns resultats que ens serviran me´s endavant.
Teorema 3.2.1. Siguen u, v ∈ F (R), dos conjunts difusos en R. Aleshores
es complixen les segu¨ents propietats per a qualsevol λ, µ ∈ [0, 1]:
(i) λ ≤ µ implica que [u]λ ⊇ [u]µ;
(ii) [u ∩ v]λ = [u]λ ∩ [v]λ;
(iii) [u ∪ v]λ = [u]λ ∪ [v]λ.
Demostracio´. (i) Si x ∈ [u]µ, aleshores u(x) ≥ µ. Com que µ ≥ λ, tenim que
u(x) ≥ µ ≥ λ. Per tant, x ∈ [u]λ i podem concloure que [u]λ ⊇ [u]µ.
(ii) Per a qualsevol x ∈ [u ∩ v]λ, tenim que (u ∩ v)(x) ≥ λ i, per tant,
min[u(x), v(x)] ≥ λ. Aixo` significa que u(x) ≥ λ i v(x) ≥ λ. Ac¸o` implica que
x ∈ [u]λ ∩ [v]λ i, consequ¨entment, [u ∩ v]λ ⊆ [u]λ ∩ [v]λ. D’altra banda, per
a qualsevol x ∈ [u]λ ∩ [v]λ, tenim que x ∈ [u]λ i x ∈ [v]λ; e´s a dir u(x) ≥ λ i
v(x) ≥ λ; per tant, min[u(x), v(x)] ≥ λ, el que significa que (u ∩ v)(x) ≥ λ.
Ac¸o` implica que x ∈ [(u ∩ v)]λ i, consequ¨entment, [u]λ ∩ [v]λ ⊆ [u ∩ v]λ.
Concloem que [u ∩ v]λ = [u]λ ∩ [v]λ.
(iii) Per a qualsevol x ∈ [u ∪ v]λ, tenim que max[u(x), v(x)] ≥ λ i, per
tant, u(x) ≥ λ o v(x) ≥ λ. Aixo` implica que x ∈ [u]λ ∪ [v]λ.
En sentit contrari, per a qualsevol x ∈ [u]λ ∪ [v]λ, tenim que x ∈ [u]λ o x ∈
[v]λ. Ac¸o` vol dir que u(x) ≥ λ o v(x) ≥ λ. Per tant, max[u(x), v(x)] ≥ λ, que
significa que (u∪v)(x) ≥ λ. Ac¸o` implica que x ∈ [u∪v]λ, i consequ¨entement,
[u]λ ∪ [v]λ ⊆ [u ∪ v]λ. Hem provat doncs que [u ∪ v]λ = [u]λ ∪ [v]λ.
Examinem ara les consequ¨encies del teorema anterior. La propietat (i)
significa que la successio´ de conjunts {[u]λ |λ ∈ [0, 1]} dels α-talls e´s sempre
mono´tona decreixent respecte a λ; consequ¨entment, e´s una famı´lia d’intervals
encaixats.
Tambe´ de l’apartat (i) del Teorema 3.2.1 podem concloure la propietat
segu¨ent:
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Proposicio´ 3.2.2. Els talls de nivell (α-talls) d’un conjunt difu´s A so´n con-







Aquesta propietat ens permet passar de la representacio´ amb talls de
nivell a la funcio´ de pertinenc¸a. La funcio´ de pertinenc¸a pot ser generada a
partir dels talls de nivell com:
A(x) = sup{α |x ∈ Aα}.
A l’inversa, si tenim una familia d’intervals encaixats {Aα | 1 ≥ α > 0},
amb A0 = X i que satisfa` l’apartat (i) del Teorema 3.2.1 i l’equacio´ (3.2.1)
de la proposicio´ anterior, aleshores hi ha un u´nic conjunt difu´s F els talls
de nivells del qual so´n Fα = Aα per a cada α ∈ [0, 1]. Aquesta propietat es
coneix con el teorema de representacio´ de Negoita i Ralescu [25, 26].
3.3 Representacio´ de conjunts difusos
Com hem vist al final de la seccio´ anterior, una propietat fonamental dels α-
talls e´s la seua capacitat de representar els conjunts difusos. Anem a incidir
en aquest aspecte en aquesta seccio´. Aquestes representacions ens permeten
extendre diverses propietats i operacions dels conjunts ordinaris a la seua
contrapartida difusa.
Per explicar la representacio´ de conjunts difusos mitjanc¸ant conjunts or-
dinaris, comencem amb la il.lustracio´ d’un exemple. Considerem el conjunt
difu´s
u = x1/0.2 + x2/0.4 + x3/0.6 + x4/0.8 + x5/1
Anem a mostrar com es pot representar pels seus α-talls.
El conjunt difu´s u esta` associat a nome´s cinc α-talls distints, que estan defi-
nits per les segu¨ents funcions caracter´ıstiques:
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[u]0.2 = x1/1 + x2/1 + x3/1 + x4/1 + x5/1,
[u]0.4 = x1/0 + x2/1 + x3/1 + x4/1 + x5/1,
[u]0.6 = x1/0 + x2/0 + x3/1 + x4/1 + x5/1,
[u]0.8 = x1/0 + x2/0 + x3/0 + x4/1 + x5/1,
[u]1 = x1/0 + x2/0 + x3/0 + x4/0 + x5/1.
Ara convertim cadascun dels α-talls al nou conjunt difu´s, uλ, definit per
a cada x ∈ X = {x1, x2, x3, x4, x5} com:
uλ(x) = λ · [u]λ(x). (3.3.1)
Obtenim
u0.2 = x1/0.2 + x2/0.2 + x3/0.2 + x4/0.2 + x5/0.2,
u0.4 = x1/0 + x2/0.4 + x3/0.4 + x4/0.4 + x5/0.4,
u0.6 = x1/0 + x2/0 + x3/0.6 + x4/0.6 + x5/0.6,
u0.8 = x1/0 + x2/0 + x3/0 + x4/0.8 + x5/0.8,
u1 = x1/0 + x2/0 + x3/0 + x4/0 + x5/1.
Ara ja e´s fa`cil veure que, amb la unio´ difusa esta`ndard d’aquestos cinc con-
junts difusos, obtenim el conjut difu´s original. Aixo` e´s,
u = u0.2 ∪ u0.4 ∪ u0.6 ∪ u0.8 ∪ u1.
Anem a concretar les idees anteriors en el segu¨ent resultat.
Teorema 3.3.1. (Teorema de descomposicio´). Per a cada conjunt difu´s





on uλ esta` definit com a (3.3.1) i
⋃
denota la unio´ difusa.











Per a cada λ ∈]µ, 1], tenim que u(x) = µ < λ i, per tant, uλ(x) = 0. Per
altra banda, per a cada λ ∈ [0, µ], tenim u(x) = µ ≥ λ, que ens porta a





λ = µ = u(x).
Com que el mateix argument e´s va`lid per qualsevol x ∈ X, arribem a la
validesa de (3.3.2).
Per il.lustrar l’aplicacio´ d’aquest teorema, considerem el conjunt difu´s u
amb la segu¨ent funcio´ de pertinenc¸a amb forma triangular:
u(x) =

x− 1, x ∈ [1, 2]
3− x, x ∈ [2, 3]
0, x /∈ [1, 3].
Per a cada λ ∈ [0, 1], el λ-tall de u e´s un interval tancat
uλ = [λ+ 1, 3− λ],




λ, x ∈ [λ+ 1, 3− λ]
0, en altre cas.
Exemples de conjunts uλ i uλ per a tres valor diferents de λ es veuen a la
Figura 3.3.1. D’acord amb el primer teorema de descomposicio´, u s’obte´
agafant la unio´ difusa dels conjunts uλ per tots els λ ∈ [0, 1].
3.3.1 Principi d’extensio´ per a conjunts difusos
Diem que una funcio´ en el sentit cla`ssic
f : X −→ Y
e´s extesa al camp difu´s quan els conjunts X i Y so´n conjunts difusos. Aixo`
vol dir que la funcio´, la qual conserva el simbol f , te´ la forma
f : F (X) −→ F (Y ).
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Figura 3.3.1: Il.lustracio´ del teorema de descomposicio´
Un me`tode per difusivitzar les funcions ordina`ries s’anomena principi
d’extensio´. Abans d’introduir el principi, anem a veure un cas especial, en
el qual les funcions so´n exteses al conjunt de les parts d’un conjunt, P(X) i
P(Y ). Aquest cas esta` establert en la teoria de conjunts.
Donada una funcio´ ordina`ria de X a Y , la seua versio´ extesa a una funcio´
de P(X) a P(Y ), per qualsevol A ∈ P(X), ve definida com
f(A) = {y | y = f(x), x ∈ A}.
La versio´ extesa de la inversa de f , denotada com f−1, e´s una funcio´ de
P(Y ) a P(X). Per a qualsevol B ∈ P(Y ), esta` definida com
f−1(B) = {x | f(x) ∈ B}.
Expressant els conjunts f(A) i f−1(B) amb les seues funcions carater´ıstiques
(vistes com un cas especial de les funcions de pertinenc¸a), obtenim
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[f(A)](y) = sup{A(x) | y = f(x)}, (3.3.3)
[f−1(B)](x) = B(f(x)). (3.3.4)
Com exemple simple d’il.lustracio´ del significat d’aquestes equacions, siga






Aleshores aplicant (3.3.3) i (3.3.4) a aquesta funcio´, obtenim la extensio´
de f com es veu a la Figura (3.3.2.a) i la extensio´ de f−1 com es veu a la
Figura (3.3.2.b), respectivament.
Figura 3.3.2: Exemple d’extensio´ d’una funcio´ a les parts d’un conjunt P(X)
Si permetem ara que els conjunts A i B a (3.3.3) i (3.3.4) siguen conjunts
difusos i reemplacem les funcions caracter´ıstiques a aquestes equacions per
funcions de pertinenc¸a, arribem al segu¨ent principi d’extensio´ mitjanc¸ant el
qual les funcions ordina`ries poden ser difusivitzades.
38
Definicio´ 3.3.2. (Principi d’extensio´): Tota funcio´ f : X −→ Y induix
dues funcions,
f : F (X) −→ F (Y ),
f−1 : F (Y ) −→ F (X),
que estan definides com
[f(A)](y) = sup{A(x) | y = f(x), x ∈ X}, (3.3.5)
per a tots els A ∈ F (X) i
[f−1(B)](x) = B(f(x)). (3.3.6)
per a tots els B ∈ F (Y ).






Definirem a continuacio´ un cas particular de conjunt difu´s, anomenat nombre
difu´s. Recordem que R denota el conjunt dels nombres reals i N el conjunt
dels nombres naturals. Com que volem que els nombres difusos siguen una
generalitzacio´ dels nombres reals, a la funcio´ de pertinenc¸a nome´s li exigirem
la semicontinu¨ıtat superior.
4.1 Definicions ba`siques
Un conjunt difu´s l’hem definit en termes d’una funcio´ de pertinenc¸a que
assigna a cada punt d’un univers el grau de pertinenc¸a al conjunt difu´s.
Aquesta funcio´ de pertinenc¸a e´s
u : R −→ [0, 1].
Denotem per F (R) la familia de tots els conjunts difusos de R.
Recordem la definicio´ dels conjunts α-tall com
[u]α := {x ∈ R |u(x) ≥ α}.




[u]α = clR{x ∈ R |u(x) > 0}.
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Cal tindre en compte que no agafem [u]0 com {x ∈ R|u(x) ≥ 0} perque`
aquest u´ltim conjunt equival a tot R, e´s a dir, {x ∈ R |u(x) ≥ 0} = R.
El nombres difusos so´n una restriccio´ dels conjunts difusos amb propo`sits
pra`ctics i teo`rics.
Definim el conjunt dels nombres difusos, E1, com el conjunt d’elements
de F (R) que satisfan les segu¨ents propietats:
(1) u e´s normal, e´s a dir, existeix almenys un x0 ∈ R on u(x0) = 1;
(2) u e´s convexa (en el sentit difu´s), e´s a dir, u(λx+(1−λ)y) ≥ min{u(x), u(y)},
per a qualsevol x, y ∈ R, λ ∈ [0, 1];
(3) u e´s semicont´ınua superiorment, e´s a dir, [u]α e´s un conjunt tancat per
a tot α;
(4) [u]0 e´s un subconjunt compacte de R.
Figura 4.1.1: Exemple de nombre difu´s
Cada membre u ∈ E1 s’anomena nombre difu´s i E1 s’anomena l’espai dels
nombres difusos.
Amb la condicio´ que la funcio´ de pertinenc¸a siga semicont´ınua superi-
orment, podem considerar els nombres reals R com un cas particular dels
nombres difusos definint r˜ com
r˜(t) =
{
1 t = r
0 t 6= r
per a tot r ∈ R.
42
Figura 4.1.2: Exemple de nombre real, expressat de forma difusa
4.2 Aritme`tica difusa i propietats
E´s important per a les aplicacions dels nombres difusos tindre la possibilitat
de realitzar ca`lculs aritme`tics. A continuacio´ expliquem les dues formes me´s
importants de fer-ho.
Proposicio´ 4.2.1. [u]α e´s un subconjunt compacte de R.
Demostracio´. Com a consequ¨e`ncia de la condicio´ (3) de la definicio´, [u]α so´n
conjunts tancats per a tot α.
D’altra banda, pel Teorema 3.2.1(i), [u]α ⊆ [u]0. Com [u]0 e´s compacte,
e´s fitat, i per tant tambe´ e´s fitat [u]α. Com [u]α e´s tancat i fitat a R, e´s
compacte.
Com a consequ¨e`ncia de la propietat anterior i que so´n connexes, tal com
hem vist a la Seccio´ 3.1 per ser convexos en el sentit difu´s, els α-talls [u]α, so´n
intervals tancats i fitats per qualsevol α ∈ [0, 1]. En consequ¨e`ncia escrivim
[u]α = [u−(α), u+(α)].
Utilitzant el resultat anterior veem ara les dues formes me´s usuals de fer
aritme`tica amb nombres difusos:
(i) Emprant el principi d’extensio´: siguen u i v dos nombres difusos.
• Per a la suma p = u+ v, la funcio´ de pertinenc¸a ve donada com:
p(z) = sup{min(u(x), v(y)) |x+ y = z}.
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• Per a la resta q = u− v, la funcio´ de pertinenc¸a es defineix com:
q(z) = sup{min(u(x), v(y)) |x− y = z}.
• Per al producte r = u · v, la funcio´ de pertinenc¸a e´s:
r(z) = sup{min(u(x), v(y)) |x · y = z}.
• Finalment per a la divisio´ s = u/v, assumint que el zero no pertany
a l’interval [v]0 (o suport), tenim:
s(z) = sup{min(u(x), v(y)) |x/y = z}.
Cal tindre en compte que a les definicions anteriors hem utilitzat com
t-norma T = Tm = min. Altres t-normes poden ser utilitzades. Si
denotem per ? qualsevol de les quatre operacions (+, –, ·, /), aleshores
p = u ? v es pot definir com:
p(z) = sup{T (u(x), v(y)) |x ? y = z},
per a una t-norma T .
(ii) Una altra forma de fer aritme`tica difusa e´s utilitzant la aritme`tica d’in-
tervals.
Si tenim I = [a, b] i J = [c, d] dos intervals tancats i fitats de nombres
reals, aleshores:
• [a, b] + [c, d] = [a+ c, b+ d]
• [a, b]− [c, d] = [a− c, b− d]
• [a, b] · [c, d] = [min(ac, ad, bc, bd),max(ac, ad, bc, bd)]
• [a, b]/[c, d] = [a, b] · [1/d, 1/c]
Si u i v so´n dos nombres difusos, per a 0 ≤ α ≤ 1, tenim que els α-talls
so´n [u]α = [u−(α), u+(α)] i [v]α = [v−(α), v+(α)]. Aleshores podem
definir l’aritme`tica dels nombres difusos en termes dels seus α-talls:
• Si p = u+ v, aleshores [p]α = [u]α + [v]α, amb
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[p]α = [u−(α) + v−(α), u+(α) + v+(α)],
per a 0 ≤ α ≤ 1.
• Si q = u− v, aleshores:
[q]α = [u−(α)− v−(α), u+(α)− v+(α)],
per a 0 ≤ α ≤ 1.
• Si r = u · v, utilitzant l’aritme`tica d’intervals, aleshores:
[r]α = [u−(α), u+(α)] · [v−(α), v+(α)],
per a 0 ≤ α ≤ 1.
• Si s = u/v, utilitzant l’aritme`tica d’intervals, aleshores:
[s]α = [u−(α), u+(α)] · [1/v+(α), 1/v−(α)],
per a 0 ≤ α ≤ 1, assumint que el zero no pertany a [v]0.
Les propietats de l’aritme`tica d’intervals ens permeten concloure els segu¨ents
resultats.
Proposicio´ 4.2.2. Donats u, v i w nombres difusos, es complixen per a la
suma les segu¨ents propietats :
• Commutativa: u+ v = v + u.
• Associativa: u+ (v + w) = (u+ v) + w
• Element neutre: u+ 0˜ = u
Per tant (E1,+) forma una estructura de monoide commutatiu.
Proposicio´ 4.2.3. Donats u, v i w nombres difusos, es complixen per al
producte les segu¨ents propietats :
• Commutativa: u · v = v · u.
• Associativa: u · (v · w) = (u · v) · w
• Element neutre: u · 1˜ = u
Per tant (E1, ·) forma una estructura de monoide commutatiu.
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4.3 Teorema de representacio´ de Goetschel i
Voxman
A continuacio´ donem el teorema de representacio´ de Goetschel i Voxman,
una eina molt important dins de la teoria de nombres difusos, doncs permet
fer demostracions en aquest camp utilitzant nome´s propietats intr´ınseques,
sense necessitat d’emprar estructures externes com, per exemple, espais de
Banach, hiperespais, etc.
Teorema 4.3.1. (Teorema de representacio´). (Goetschel i Voxman
[19]). Si u ∈ E1 i [u]λ := [u−(λ), u+(λ)], λ ∈ [0, 1], aleshores el parell de
funcions u−(λ) i u+(λ) tenen les segu¨entes propietats:
(1) u−(λ) e´s una funcio´ fitada, no decreixent i cont´ınua per l’esquerra a
l’interval ]0, 1];
(2) u+(λ) e´s una funcio´ fitada, no creixent i cont´ınua per l’esquerra definida
a l’interval ]0, 1];
(3) u−(λ) i u+(λ) so´n funcions cont´ınues per la dreta a λ = 0;
(4) u−(1) ≤ u+(1).
Reciprocament, si un parell de funcions α(λ) i β(λ) satisfa`n les condi-
cions anteriors (1) − (4), aleshores existeix un u´nic u ∈ E1 tal que` [u]λ =
[α(λ), β(λ)] per a cada λ ∈ [0, 1].
Demostracio´. En primer lloc recordar que a la Proposicio´ 4.2.1 ja hem de-
mostrat que cada λ-tall e´s un interval fitat i tancat i, per tant, podem ficar-lo
com un interval de R, [u]λ = [u−(λ), u+(λ)].
Podem definir per qualsevol λ ∈ [0, 1],
u−(λ) := min{x ∈ R |u(x) ≥ λ}, u+(λ) := max{x ∈ R |u(x) ≥ λ}.
Aix´ı que u−(λ) e´s una funcio´ fitada per que` u−(λ) ∈ [u]0, que e´s un conjunt
compacte.
Igualment u+(λ) e´s una funcio´ fitada per que` u+(λ) ∈ [u]0, que e´s un conjunt
compacte.
Per veure que e´s no decreixent, considerem els segu¨ents casos:
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• Si λ1 > λ2, {x ∈ R |u(x) ≥ λ2} ⊇ {x ∈ R |u(x) ≥ λ1}, aleshores
min{x ∈ R|u(x) ≥ λ2} ≤ min{x ∈ R |u(x) ≥ λ1},
u−(λ2) ≤ u−(λ1).
Aixo` vol dir que u−(λ) e´s no decreixent.
• Igualment, si λ1 > λ2,
max{x ∈ R |u(x) ≥ λ2} ≥ max{x ∈ R |u(x) ≥ λ1},
u+(λ2) ≥ u+(λ1),
que vol dir que u+(λ) e´s no creixent.




u−(λ) 6= u−(λ0), λ0 ∈]0, 1].
Aleshores,
u−(λ) = min{x ∈ R |u(x) ≥ λ} < min{x ∈ R |u(x) ≥ λ0} = u−(λ0).
Aixo` vol dir que hi ha un punt, x1, tal que,
xλ = u
−(λ) < x1 < u−(λ0) = xλ0 .
Com que u(x) e´s convexa en el sentit difu´s
u(x1) ≥ min{u(xλ), u(xλ0)} ≥ min{λ, λ0}.
Si u(x1) ≥ λ0, aleshores x1 ≥ xλ0 per ser aquest u´ltim el mı´nim del conjunt
{x ∈ R |u(x) ≥ λ0}, que e´s contradictori amb x1 < xλ0 .
Per altra banda, u(x1) ≥ λ, per a tot λ ∈ [0, λ0[, d’on u(x1) ≥ λ0 que e´s una
contradiccio´. Consequ¨entment u−(λ) e´s continua per l’esquerra.
Vegem que u+(λ) e´s cont´ınua per l’esquerra. Igual que abans, ho fem per
reduccio´ a l’absurd. Suposem que
lim
λ→λ−0
u+(λ) 6= u+(λ0), λ0 ∈]0, 1].
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Aleshores,
u+(λ) = max{x ∈ R |u(x) ≥ λ} > max{x ∈ R |u(x) ≥ λ0} = u+(λ0).
Aixo` vol dir que hi ha un punt, x1, tal que,
xλ = u
+(λ) > x1 > u
+(λ0) = xλ0 .
Com que u(x) e´s convexa en el sentit difu´s
u(x1) ≥ min{u(xλ), u(xλ0)} = min{λ, λ0}.
Si u(x1) ≥ λ0, aleshores x1 ≤ xλ0 per ser aquest u´ltim el ma`xim del conjunt
{x ∈ R |u(x) ≥ λ0}. Contradictori amb x1 > xλ0 .
Per altra banda u(x1) ≥ λ, per a tot λ ∈ [0, λ0[, d’on u(x1) ≥ λ0 que e´s com
abans una contradiccio´. Consequ¨entment u+(λ) e´s continua per l’esquerra.
Per veure que u−(λ) e´s cont´ınua per la dreta a λ = 0, ho fem per reduccio´






−(0) = min {x ∈ R |u(x) > 0} < inf
λ∈]0,1]
min{x ∈ R |u(x) ≥ λ}.
Per tant, per a tot λ ∈ (0, 1], hi ha un punt, diem x1, entre x0 i xλ = min{x ∈
R |u(x) ≥ λ},
x0 < x1 < xλ.
Si e´s aix´ı, anem a demostrar que x0 6∈ {x ∈ R |u(x) > 0}.




B(x0, r) ∩ {x ∈ R |u(x) > 0} = ∅,
perque` si hi haguera un x2 en aquesta interseccio´, tindriem que u(x2) > 0.
Consequ¨entment hi ha λ > 0, tal que u(x2) ≥ λ > 0; per tant x2 ∈ {x ∈
R |u(x) ≥ λ}. Aleshores x2 ≥ xλ > x1, el que e´s una contradiccio´. Concloem
que u−(λ) e´s continua per la dreta a λ = 0.
Per veure que u+(λ) e´s cont´ınua per la dreta a λ = 0, igual que abans ho







+(0) = max {x ∈ R |u(x) > 0} > sup
λ∈]0,1]
max{x ∈ R |u(x) ≥ λ}.
Per tant, per a tot λ ∈ (0, 1], hi ha un punt, diem x1, entre x0 i xλ = max{x ∈
R |u(x) ≥ λ},
x0 > x1 > xλ.
Si e´s aix´ı, anem a demostrar que x0 6∈ {x ∈ R |u(x) > 0}.




B(x0, r) ∩ {x ∈ R |u(x) > 0} = ∅
perque` si hi haguera un x2 en aquesta interseccio´, tindriem que u(x2) > 0.
Consequ¨entment hi ha λ > 0 tal que u(x2) ≥ λ > 0; per tant x2 ∈ {x ∈
R |u(x) ≥ λ}. Aleshores x2 ≤ xλ < x1, el que e´s una contradiccio´. Concloem
que u+(λ) e´s cont´ınua per la dreta a λ = 0.
Per finalitzar la primera part de la demostracio´ del teorema cal que com-
provem que u−(1) ≤ u+(1), pero` ac¸o` e´s cert per definicio´ de u− i u+.
Per demostrar el rec´ıproc, definim
u(x) :=
{
0 si x 6∈ [α(0), β(0)],
sup{λ ∈ [0, 1] : x ∈ [α(λ), β(λ)]} si x ∈ [α(0), β(0)].
De la definicio´ de u(x) tenim que [u]λ = [α(λ), β(λ)].
En primer lloc provem que e´s normal, e´s a dir, hi ha x0 ∈ R tal que
u(x0) = 1.
Com que, α(1) ≤ β(1), el conjunt [α(1), β(1)] e´s no buit. Hi ha pert tant
un punt x0 ∈ [α(1), β(1)]. Tenim que u(x0) = 1 per la definicio´ de u(x).
En segon lloc anem a veure que u e´s convexa en el sentit difu´s.
Si suposem que hi ha un x2 de forma que x1 < x2 < x3 pero` u(x2) <
min{u(x1), u(x3)}, aleshores existeix λ tal que x1, x3 ∈ [α(λ), β(λ)] pero`
x2 6∈ [α(λ), β(λ)], el que e´s una contradiccio´, doncs u e´s convexa en el sentit
difu´s.
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Anem a demostrar ara que [u]0 e´s compacte. Definim




β(λ)] = [α(0), β(0)].
Sabem que aquest interval existeix i e´s compacte per ser tancat i fitat a R.
Cal que comprovem que A = {x ∈ R : u(x) > 0}.





β(λ)], podem dir que {x ∈ R : u(x) > 0} ⊆ [α(0), β(0)].
D’altra banda [α(0), β(0)] ∩ {x ∈ R : u(x) ≥ λ} 6= ∅, per a tot λ ∈ (0, 1]
per la definicio´ de u(x), aix´ı que [α(0), β(0)] ⊆ {x ∈ R : u(x) > 0}. Podem
concloure que A = [u]0 = {x ∈ R : u(x) > 0}.
Anem a veure ara que u e´s semicont´ınua superiorment.
La funcio´ u : R→ [0, 1] e´s semicont´ınua superiorment si, i nome´s si, [u]λ
e´s tancat, per a tot λ ∈ [0, 1]. Pero` per definicio´ de u(x), [u]λ = [α(λ), β(λ)]
per a tot λ ∈ [0, 1], d’on el resultat.
Finalment anem a veure que u e´s l’u´nic nombre difu´s que verifica que els
seus λ-talls so´n [α(λ), β(λ)], per a tot λ ∈ [0, 1].
Si v ∈ E1 i u 6≡ v, aleshores existeix x0 ∈ R tal que u(x0) 6= v(x0).
Suposem, sense pe`rdua de generalitat, que u(x0) > v(x0). Agafem ara λ0
tal que u(x0) > λ0 > v(x0). Aleshores [u]
λ0 6= [v]λ0 perque` x0 ∈ [u]λ0 pero`
x0 6∈ [v]λ0 , e´s a dir, [v]λ 6= [α(λ), β(λ)]. Ac¸o` completa la prova.
4.4 Me`triques a E1
Els nombres difusos so´n els conjunts difusos me´s emprats en les aplicacions.
A partir d’ara necessitarem calcular la dista`ncia entre dos elements u i v ∈ E1.
Sabem com calcular la dista`ncia entre dos nombres reals x, y. La dista`ncia
e´s d(x, y) = |x− y|, on, com e´s usual, |z| denota el valor absolut de z ∈ R.
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Definicio´ 4.4.1. Un espai me`tric e´s una parella (X, d) on X e´s un conjunt
no buit i d una funcio´ de X × X en R (a la que anomenarem me`trica de
l’espai) que satisfa` les quatre propietats segu¨ents:
(1) d(x, y) ≥ 0;
(2) d(x, y) = d(y, x);
(3) d(x, y) = 0 si, i nome´s si, x = y;
(4) d(x, y) ≤ d(x, z) + d(z, y).
Les tres primeres propietats d’una me`trica les podem explicar com: (1) la
dista`ncia e´s no negativa; (2) la dista`ncia e´s sime`trica; i (3) la dista`ncia e´s zero
nome´s quan x = y. La quarta propietat, anomenada desigualtat triangular,
diu que e´s me´s curt anar directament a un punt y des d’un altre x, en lloc
de anar primer a un punt intermedi z.
Recordem que, donat una espai me`tric (X, d), si A,B so´n dos subconjunts
de X no buits, tancats i fitats, definim h(A,B) := sup{d(x,B) |x ∈ A}, on
d(x,B) := min{d(x, y) |x ∈ B}. La funcio´
dH(A,B) = max[h(A,B), h(B,A)]
s’anomena dista`ncia o me`trica de Hausdorff. En el cas particular que
els subconjunts siguen dos λ-talls, A = [u−(λ), u+(λ)] i B = [v−(λ), v+(λ)],
la dista`ncia de Hausdorff equival a:
dH(A,B) := max{|u−(λ)− v−(λ)|, |u+(λ)− v+(λ)|}, (4.4.1)
La me`trica de Hausdorff s’utilitza per a definir la segu¨ent dista`ncia en E1.
Definicio´ 4.4.2. Donats u, v ∈ E1, definim la me`trica suprem com:
d∞(u, v) = sup
λ∈[0,1]
max{|u−(λ)− v−(λ)|, |u+(λ)− v+(λ)|}, (4.4.2)
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Figura 4.4.1: Me`trica de Hausdorff
Cal tindre en compte que max{|u−(λ) − v−(λ)|, |u+(λ) − v+(λ)|} e´s la
dista`ncia de Hausdorff entre els λ-nivells [u]λ i [v]λ en l’hiperespai de tots els
subconjunts compactes no buits dels reals.
A continuacio´ presentem un exemple de com calcular la dista`ncia d∞ en-
tre dos nombres difusos u i v amb funcio´ de pertinenc¸a cont´ınua.
Donats u, v ∈ E1, amb funcio´ de pertinenc¸a cont´ınua, considerem els
conjunts [u]α = [u−(α), u+(α)], [v]α = [v−(α), v+(α)], quan 0 ≤ α ≤ 1. Si
definim L(α) = |u−(α) − v−(α)| i R(α) = |u+(α) − v+(α)|, com que L(α)
i R(α) so´n cont´ınues podem emprar max en lloc de sup. Aleshores d∞ pot
expressar-se com
d∞(u, v) = max
0≤α≤1
{max{L(α), R(α)}}. (4.4.3)
Per exemple, si considerem els nombres difusos u i v represenats a la
Figura 4.4.2, obtenim u−(α) = 1 + α, u+(α) = 4 − 2α, v−(α) = 1 + 2α,
v+(α) = 4−α. Aleshores L(α) = α, R(α) = α i max{L(α), R(α)} = α, d’on
d∞(u, v) = max
0≤α≤1
{α} = 1.
Encara que no seran tractats en aquest treball, e´s interessant resaltar
que podem considerar en E1 altres tipus de me`triques. Com un exemple
considerem, donats u, v de E1, amb funcio´ de pertinenc¸a cont´ınua, la me`trica






on [a, b] e´s un interval que conte´ el suport de u i v.
Figura 4.4.2: Dos nombres difusos amb funcio´ de pertinenc¸a cont´ınua
Apliquem ara la me`trica definida a (4.4.4) als nombres u i v anteriors.







si 1 ≤ x ≤ 2,
−x+ 5
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≤ x ≤ 3,
−1
2
x+ 2 si 3 ≤ x ≤ 4.




|u(x)− v(x)|dx = 3
4
.
Definicio´ 4.4.3. Siga (X, d) un espai me`tric. Una successio´ {xn} es diu
successio´ de Cauchy si per a tot  > 0, existeix un N() tal que, si n,m ≥
N(ε), aleshores d(xn, xm) < .
53
Cal tindre en compte que la nocio´ de successio´ de Cauchy depe`n de la
me`trica utilitzada. Recordem que un espai me`tric (X, d) s’anomena complet
si tota successio´ de Cauchy convergeix, es a dir, existeix un element de l’espai
que e´s el l´ımit de la succesio´.
La importa`ncia dels espais complets radica en que`, a ells, e´s molt me´s fa`cil
demostrar que una succesio´ te´ l´ımit: nome´s cal demostrar que la succesio´ e´s
de Cauchy.
Per provar el teorema de completitud (Teorema 4.4.10), cal que recordem
la definicio´ i dos teoremes de converge`ncia uniforme.
Definicio´ 4.4.4. Siga X un espai topolo`gic i {fn}n∈N una successio´ de fun-
cions reals definides en X. Direm que la successio´ {fn}n∈N convergeix
uniformement en X a la funcio´ real f si, i nome´s si, per a cada ε > 0,
existeix un n0 ∈ N tal que si n ≥ n0 aleshores |fn(x)− f(x)| < ε per a cada
x ∈ X. Escriurem ac¸o` en s´ımbols com f = lim fn o be´ fn → f .
La converge`ncia uniforme e´s interessant perque` la funcio´ l´ımit conserva
propietats importants que satisfan les funcions de la successio´, com ara la
continu¨ıtat. Tambe´ e´s important resaltar que, amb la me`trica d∞, un → u
e´s equivalent a que u−n → u− i u+n → u+ uniformement.
Teorema 4.4.5. Siga {fn}n∈N una successio´ de funcions reals definides a
l’espai topolo`gic X. Existeix una funcio´ real f tal que fn → f uniformement
en X si, i nome´s si, {fn}n∈N e´s de Cauchy.
Demostracio´. Suposem que fn → f uniformement en X. Aleshores, donat
ε > 0, podem trobar un N tal que n > N i m > N implica |fn(x)− f(x)| <
ε/2 i |fm(x) − f(x)| < ε/2 per a tot x ∈ X. Per tant, |fm(x) − fn(x)| < ε
per qualsevol x ∈ X.
Rec´ıprocament, suposem que es satisfa` la condicio´ de Cauchy. Aleshores,
per a cada x ∈ X, la successio´ {fn(x)} e´s convergent perque` R amb la topo-
logia indu¨ıda per la me`trica usual e´s complet. Definim f(x) := limn→∞ fn(x)
si x ∈ X, l´ımit que existeix per ser R complet. Tenim que provar que fn → f
uniformement en X. Donat ε > 0, podem triar N tal que n > N implica
|fn(x)−fn+k(x)| < ε/2 per a cada k = 1, 2, ... i per a cada x ∈ X. Aleshores,
limk→∞ |fn(x)− fn+k(x)| = |fn(x)− f(x)| ≤ ε/2. Aix´ı, si n > N , tenim que
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|fn(x)− f(x)| < ε per a cada x ∈ X. Aixo` prova que fn → f uniformement
en X.
Teorema 4.4.6. Si una successio´ {fn}n∈N de funcions reals cont´ınues per
l’esquerra, definides a l’espai topolo`gic ]0, 1], convergeix uniformement a una
funcio´ real, f , aleshores la funcio´ l´ımit, f , tambe´ e´s cont´ınua per l’esquerra
en ]0, 1].
Demostracio´. Cal que provem que per qualsevol x0 ∈]0, 1] i qualsevol ε > 0,
existeix un δ > 0 tal que |f(x0) − f(x′)| < ε per qualsevol x′ ∈]x0 − δ, x0].
Per la hipo´tesi de converge`ncia uniforme, agafem un k tal que
|fn(x)− f(x)| < ε3 per a cada x ∈]0, 1] i n ≥ k.
Com que fk e´s cont´ınua per l’esquerra, existeix un δ > 0 tal que x
′ ∈]x0−δ, x0]
implica
|fk(x′)− fk(x0)| < ε3 .
Anem a veure que aquest interval satisfa` la condicio´ buscada. Si agafem
x′ ∈]x0 − δ, x0] tenim
|f(x0)− f(x′)| ≤ |f(x0)− fk(x0)|+ |fk(x0)− fk(x′)|+ |fk(x′)− f(x′)| <
ε/3 + ε/3 + ε/3 = ε.
Emprant un argument similar podem demostrar el teorema segu¨ent:
Teorema 4.4.7. Si una successio´ {fn}n∈N de funcions reals cont´ınues per
la dreta, definides a l’espai topolo`gic [0, 1[, convergeix uniformement a una
funcio´ real, f , aleshores la funcio´ l´ımit, f , tambe´ e´s cont´ınua per la dreta en
[0, 1[.
Unint els dos teoremes anteriors podem concloure:
Corol.lari 4.4.8. Si una successio´ {fn}n∈N de funcions reals cont´ınues de-
finides a l’espai topolo`gic [0, 1], convergeix uniformement a una funcio´ real,
f , aleshores la funcio´ l´ımit, f , tambe´ e´s cont´ınua en [0, 1].
Proposicio´ 4.4.9. Si {fn}n∈N e´s una successio´ de funcions reals fitades (no
necessa`riament cont´ınues) sobre [a, b] que convergeix uniformement a f sobre
[a, b], aleshores f e´s fitada sobre [a, b].
55
Demostracio´. Com que fn(x) → f(x) convergeix uniformement sobre [a, b],
donat ε > 0, existeix un N tal que |fn0(x)− f(x)| < ε si n0 > N .
A me´s, com les funcions fn estan fitades, |fn0(x)| ≤M0 si x ∈ [a, b].
Aplicant la desigualtat triangular, |f(x)| ≤ |f(x)−fn0(x)|+|fn0(x)| < ε+M0
si x ∈ [a, b]. Podem concloure que f(x) e´s fitada sobre [a, b].
Teorema 4.4.10. (Goetschel i Voxman [19], Diamond i Kloeden [6]). L’es-
pai me`tric (E1, d∞) e´s un espai me`tric complet.
Demostracio´. Siga {un}n∈N, un ∈ E1, una successio´ de Cauchy, e´s a dir,
donat ε > 0, existeix n0 tal que si n,m ≥ n0, aleshores
d∞(un, um) = sup
λ∈[0,1]
max{|u−n (λ)− u−m(λ)|, |u+n (λ)− u+m(λ)|} < ε.
Com donat un ε > 0, la afirmacio´ val per qualsevol λ, les funcions {u−n (λ)}n∈N
i {u+n (λ)}n∈N so´n de Cauchy per a tot λ, i com R e´s complet, convergeixen
uniformement.
Siguen u−(λ) i u+(λ), respectivament, els l´ımits uniformes de les succes-
sions anteriors. Cal provar ara que les funcions u−(λ) i u+(λ) defineixen
un nombre difu´s, e´s a dir, compleixen les quatre propietats del teorema de
representacio´ de Goetschel i Voxman.
Com que u+n → u+ i u−n → u− convergeixen uniformement sobre [0, 1],
aplicant els resultats anteriors, u+ i u− conserven la continu¨ıtat (per l’esquer-
ra i per la dreta) i la fitacio´.
Falta demostrar que la converge`ncia uniforme conserva el no decreixe-
ment. Ho fem demostrant un resultat me´s general que ens diu que la con-
verge`ncia puntual ho conserva, e´s a dir, si x > y, com que u−n (x) ≥ u−n (y)
on x, y ∈ [0, 1], hem de provar que u−(x) ≥ u−(y). Suposem que no e´s
aix´ı, e´s a dir, existeixen x > y tal que u−(x) < u−(y). Aleshores siga
ε := u−(y) − u−(x). Donat aquest ε > 0, existeix N tal que si n > N , per
tant
|u−n (x)− u−(x)| < ε/3,
|u−n (y)− u−(y)| < ε/3,
u−n (x)− u−n (y) ≥ 0, per ser no decreixent.
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Per tant, com u−n (x)−u−n (y) = u−n (x)−u−n (y)+u−(y)−u−(y)+u−(x)−u−(x) =
(u−n (x) − u−(x)) + (−u−n (y) + u−(y)) + (−u−(y) + u−(x)) < ±ε3 + ±ε3 −  <−ε/3 < 0, obtenim una contradiccio´. Concloem que el l´ımit puntual, i per
tant l’uniforme, conserva el no decreixement.
De forma ana`loga podem concloure que la continu¨ıtat uniforme conserva
el no creixement.
Finalment veem que com u−n (1) ≤ u+n (1), aleshores u−(1) ≤ u+(1).
Aquesta afirmacio´ s’obte´ de forma directa al tindre per hipo`tesi que u−n (1) ≤
u+n (1), i els l´ımits mantenen la desigualtat.
Amb totes aquestes comprovacions, hem demostrat que les funcions u−, u+







En el marc d’una teoria topolo`gica, un coneixement apropiat i una caracterit-
zacio´ u´til dels conjunts compactes e´s necessa`ria, no nome´s per desenvolupar
la teoria, sino´ tambe´ des del punt de vista de les aplicacions. Compacte e´s
equivalent en qualsevol espai me`tric a compacte per successions, e´s a dir, en
el nostre cas, M ⊂ (E1, d∞) e´s compacte si qualsevol successio´ {uk}k∈N en
M te´ una subsuccessio´ convergent a un punt de M amb la me`trica d∞. En
el cas de (E1, d∞), aquest problema ha estat estudiat per diversos autors i
mitjanc¸ant diverses te`cniques, Diamond i Kloeden ([5]) han obte´s una ca-
racteritzacio´ emprant els espais de Banach i la nocio´ de equicontinu¨ıtat per
l’esquerra (encara que aquest resultat de Diamond-Kloeden no e´s correcte).
Despre´s, Fang i Xue varen presentar a [14] una nova caracteritzacio´ dels
subconjunts compactes de l’espai (E1, d∞). Desafortunadament, la caracte-
ritzacio´ de Fang-Xue tampoc e´s correcta com comentarem me´s endavant.
5.1 Primers resultats sobre compacitat
Fang i Xue ([14]) presenten una versio´ me´s de`bil del teorema de Diamond-
Kloeden ([6, Proposicio´ 8.2.1]) caracteritzant els subconjunts compactes de
l’espai (E1, d∞) com veem a continuacio´:
Teorema 5.1.1. Un subconjunt M de (E1, d∞) e´s compacte si, i nome´s si,
es satisfan les tres condicions segu¨ents:
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(i) El suport de M e´s uniformement fitat, e´s a dir, hi ha una constant
L > 0 tal que |u+(0)| ≤ L and |u−(0)| ≤ L per a tot u ∈M ;
(ii) M e´s un subconjunt tancat de (E1, d∞);
(iii) {u+ : u ∈ M} i {u− : u ∈ M} so´n equicont´ınues per l’esquerra, e´s
a dir, per a cada  > 0, existeix δ > 0 tal que |u+(λ′) − u+(λ)| < 
(respectivament |u−(λ′) − u−(λ)| < ) per a qualsevol u ∈ M quan λ,
λ′ ∈]0, 1] amb λ′ ∈]λ− δ, λ].
Una lectura amb cura de la nocio´ de equicontinu¨ıtat per l’esquerra utilit-
zada per Fang i Xue ens mostra que les funcions {u+ : u ∈M} i {u− : u ∈M}
cal que siguen cont´ınues. Aix´ı, si triem un nombre difu´s (u+, u−) on, per
exemple, la funcio´ u+ e´s no cont´ınua, aleshores el conjunt format per un
u´nic element, {(u+, u−)}, e´s un conjunt compacte que no satisfa` el Teorema
5.1.1 (iii) (utilitzant la definicio´ de equicontinu¨ıtat per l’esquerra donada a
[5, p.72], el mateix argument ba`sic val pel teorema de Diamond-Kloeden).
Tal com mostra el segu¨ent exemple, cal notar que no e´s suficient considerar
la equicontinu¨ıtat per l’esquerra en el sentit cla`ssic per a obtindre una versio´
correcta del teorema de Fang-Xue. Recordem que una familia {fi}i∈I de
funcions reals definides en ]0, 1] s’anomena equicont´ınua per la esquerra en
el punt λ0 ∈]0, 1] si, per a tot  > 0 i per a tot i ∈ I, existeix δ > 0 tal
que |fi(λ) − fi(λ0)| <  quan λ ∈]λ0 − δ, λ0]. La familia {fi}i∈I s’anomena
equicont´ınua per l’esquerra quan e´s equicont´ınua per l’esquerra en cada punt
de ]0, 1].





















i u−n (λ) ≡ 0 per a tots els n > 0. Es fa`cil veure que {u+n }n∈N e´s equicont´ınua
per l’esquerra. A me´s, cada subsuccesio´ de {u+n }n∈N convergeix puntualment
a la funcio´ u(λ) = 1 si 0 ≤ λ ≤ 1
2
i u(λ) = 0 si 1
2
≤ λ ≤ 1. Com aquesta con-
verge`ncia no e´s uniforme, perque` la funcio´ l´ımit no e´s cont´ınua, la successio´
M e´s un subconjunt tancat no compacte de (E1, d∞).
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5.2 Caracteritzacio´ de subconjunts compac-
tes
L’exemple previ ens mostra que e´s necessari considerar una condicio´ addi-
cional si volem obtindre una versio´ correcta del Teorema 5.1.1. Cal notar
que les funcions u+ i u− poden no ser cont´ınues per la dreta, i, per tant, no
podem considerar la equicontinu¨ıtat per la dreta com la propietat desitjada.
Aquesta e´s la rao´ per introduir el segu¨ent concepte.
Donada una funcio´ f : [0, 1]→ R, denotem per f(λ0+) el l´ımit de f quan
λ s’apropa a λ0 per la dreta (l´ımit lateral per la dreta).
Definicio´ 5.2.1. Siga {fi}i∈I una famı´lia de funcions reals definides a l’inter-
val [0, 1]. Donat λ0 ∈ [0, 1[ tal que fi(λ0+) existeix per a tot i ∈ I, la famı´lia
{fi}i∈I s’anomena quasi-equicont´ınua per la dreta a λ0 si, per cada ε > 0, hi
ha un δ > 0 tal que |fi(λ)− fi(λ0+)| < ε per tot i ∈ I quan λ ∈]λ0, λ0 + δ[.
Cal notar que, quan treballem amb funcions cont´ınues per la dreta, les
nocions de quasi-equicont´ınua per la dreta i equicont´ınua per la dreta coin-
cideixen. Si la famı´lia {fi}i∈I e´s quasi-equicont´ınua per la dreta a λ per a
tot λ ∈ [0, 1), aleshores diem que {fi}i∈I e´s quasi-equicont´ınua per la dreta a
[0, 1).
Proposicio´ 5.2.2. Siga λ0 ∈ [0, 1[ i siga {fn}n∈N una successio´ de funcions
reals definides en [0, 1] que so´n quasi-equicont´ınues per la dreta a λ0. Si
{fn}n∈N convergeixen puntualment a la funcio´ f i f(λ0+) existeix, aleshores
{fn(λ0+)}n∈N convergeix a f(λ0+).
Demostracio´. Siga ε > 0. Per hipo´tesi, f(λ0+) existeix i com {fn}n∈N e´s
quasi-equicont´ınua per la dreta a λ0, sabem que fn(λ0+) tambe´ existeix.
Podem doncs triar λ ∈ [0, 1[ tal que
|fn(λ)− fn(λ0+)| < ε per a tot n ∈ N
i
|f(λ)− f(λ0+)| < ε.
A me´s, com que {fn}n∈N convergeix puntualment a f en [0, 1[, hi ha un
n0(λ) ∈ N tal que, per a tot n ≥ n0(λ), tenim
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|fn(λ)− f(λ)| < ε.
Aleshores, si n ≥ n0(λ), obtenim
|fn(λ0+)−f(λ0+)| ≤ |fn(λ0+)−fn(λ)|+|fn(λ)−f(λ)|+|f(λ)−f(λ0+)| < 3ε
que completa la prova.
Nota 5.2.3. La nocio´ de quasi-equicont´ınu¨ıtat per la dreta (i els resultats
previs) tenen la seua contrapartida per l’esquerra. No anem a insistir en
aquest punt perque` les nostres funcions u+ i u− so´n sempre cont´ınues per
l’esquerra sobre ]0, 1] (veure Teorema 4.3.1).
El segu¨ent resultat ens sera` u´til per provar una caracteritzacio´ dels sub-
conjunts compactes de (E1, d∞).
Teorema 5.2.4. ([18]) Qualsevol successio´ fitada de funcions de variable
real mono´tones en [0, 1] conte´ una subsuccessio´ puntualment convergent.
Cal notar que la condicio´ (i) del segu¨ent teorema, Teorema 5.2.5, e´s equi-
valent a ser fitat en l’espai me`tric (E1, d∞), e´s a dir, e´s equivalent al fet que
hi ha una L > 0 tal que d∞(0, u) ≤ L per a tot u ∈M . Amb aquesta precisio´
i el resultat del teorema anterior ja podem provar el segu¨ent resultat:
Teorema 5.2.5. ([16, Teorema 3.3]) Un subconjunt tancat M de (E1, d∞)
e´s compacte si, i nome´s si, satisfa` les segu¨ents propietats:
(i) El suport de M e´s uniformement fitat, e´s a dir, hi ha una constant
L > 0 tal que |u+(0)| ≤ L i |u−(0)| ≤ L per a tot els u ∈M .
(ii) {u+ : u ∈M} i {u− : u ∈M} so´n equicont´ınues per l’esquerra en ]0, 1]
i quasi-equicont´ınues per la dreta en [0, 1[.
Demostracio´. Suficie`ncia. Assumim que M satisfa` les condicions (i)-(ii).
Com que compacitat i compacitat per successions so´n equivalents en un espai
me`tric, nome´s cal que provem que qualsevol successio´ en M te´ un subsucces-
sio´ convergent.
Per fer-ho, donada una successio´ {un}n∈N ⊂ M , cal veure que {u+n }n∈N i
{u−n }n∈N tenen una subsuccessio´ que convergeix uniformement a u+ i u−, i
que u+ i u− defineixen un nombre difu´s. Primer treballem amb {u+n }n∈N.
En aquest cas, la condicio´ (i) implica que {u+n }n∈N esta` fitada. Per tant, pel
Teorema 5.2.4, podem assumir que {u+n }n∈N convergeix a una funcio´ real,
diguem u+, sobre [0, 1]. Per la Proposicio´ 4.4.9 u+ e´s fitada.
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Anem ara a comprovar que u+ e´s cont´ınua per l’esquerra sobre ]0, 1]. Com
que M e´s equicontinu per l’esquerra, donat ε > 0 i λ′ ∈]0, 1], hi ha δ > 0
tal que |u+n (λ) − u+n (λ′−)| < ε per a tot n ∈ N i per a tot λ ∈]λ′ − δ, λ′].
La equicontinu¨ıtat per l’esquerra de u+ es segueix del fet que les funcions
u+n , n ∈ N, so´n cont´ınues per l’esquerra a λ′ i per aixo` u+n (λ)→ u+(λ) per a
tot λ ∈]0, 1].
Seguidament anem a provar que u+n → u+ uniformement en [0, 1]. Si assu-
mim, contra`riament al que volem provar, que la converge`ncia e´s no uniforme,
aleshores podem triar un ε > 0, una successio´ infinita de nombres naturals
n1 < n2 < n3 < ... i una successio´ {λnk}k∈N ⊂ [0, 1] tal que
|u+nk(λnk)− u+(λnk)| ≥ 3ε.
Anem a suposar, sense pe`rdua de generalitat, que la successio´ {λnk}k∈N
convergeix al nombre λ0 ∈ [0, 1]. Considerem dos casos.
Cas 1. Hi ha una subsuccessio´ de {λnk}k∈N els elements de la qual so´n
menors que λ0. Per simplificar-ho, continuem denotant aquesta subsuccessio´
per {λnk}k∈N. Ara, com u+ e´s cont´ınua per l’esquerra a λ0 i {u+nk}k∈N e´s una
successio´ equicont´ınua per l’esquerra a λ0 que convergeix puntualment a u
+,
podem triar k0 ∈ N tal que
|u+nk(λnk)− u+nk(λ0)| < ε, |u+nk(λ0)− u+(λ0)| < ε, |u+(λnk)− u+(λ0)| < ε,
per a tot k ≥ k0. Aix´ı,
|u+nk(λnk)− u+(λnk)| < 3ε,
quan k ≥ k0, que contradiu la nostra assumpcio´.
Cas 2. Hi ha una subsuccessio´ de {λnk}k∈N els elements de la qual so´n ma-
jors que λ0. Com abans, per simplificar la notacio´, denotem de nou aquesta
subsuccessio´ per {λnk}k∈N. En primer lloc notem que u+ e´s no creixent; en
efecte, e´s el l´ımit puntual d’un subsuccessio´ de funcions no creixents (veu-
re la prova del Teorema 4.4.10). Per tant, u+(λ+) existeix per a tot λ ∈ [0, 1].
Ara, la definicio´ de u+(λ0+) i el fet que λ0 i {u+nk}k∈N e´s una successio´
quasi-equicont´ınua per la dreta a λ0 ens diu que podem triar k0 ∈ N tal que
|u+nk(λnk)− u+nk(λ0+)| < ε, |u+(λnk)− u+(λ0+)| < ε,
per a tot k ≥ k0. Me´s encara, per la Proposicio´ 5.2.2, podem triar k0 satisfent
la condicio´ addicional
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|u+nk(λ0)− u+(λ0)| < ε,
per a tot k ≥ k0. Per tant
|u+nk(λnk)− u+(λnk)| < 3ε
quan k ≥ k0, que e´s una contradiccio´.
Hem demostrat que u+n → u+ uniformement en [0, 1] i, consequ¨entment,
podem dir que u+ e´s cont´ınua per la dreta a λ = 0 degut a que e´s el l´ımit
uniforme d’una successio´ de funcions que so´n cont´ınues per la dreta a λ = 0.
De la mateixa manera, podem provar que la successio´ {u−n }n∈N te´ una
subsuccessio´ que convergeix uniformement en [0, 1] a una funcio´ no decrei-
xent, diguem u−, que e´s fitada, cont´ınua per la dreta a λ = 0 i cont´ınua per
l’esquerra sobre ]0, 1]. Cal notar que, per construccio´, u−(1) ≤ u+(1) i, con-
sequ¨entment, la parella (u−, u+) defineix un nobre difu´s. Aix´ı, la successio´
{un}n∈N te´ una subsuccessio´ convergent, el que prova que M e´s compacte per
successions.
Necessitat. Cada subconjunt compacte d’un espai me`tric e´s fitat, per tant
M verifica la condicio´ (i).
Suposem ara que M no e´s quasi-equicontinu per la dreta al punt λ0 ∈ [0, 1[.
Aleshores, podem assumir, sense pe`rdua de generalitat, que hi ha un ε > 0,
una successio´ decreixent {λn}n∈N convergent per la dreta a λ0 i una successio´
{un}n∈N ⊂M tal que∣∣u+n (λn)− u+n (λ0+)∣∣ ≥ 3ε per a tot n ∈ N. (5.2.1)
Com M e´s compacte, hi ha una subsuccessio´ {unr}r∈N convergent uni-
formement a una funcio´ u. Aleshores, tenint en compte la Proposicio´ 5.2.2,
existeix un r0 ∈ N tal que, per a tot r ≥ r0,
|u+nr(λnr)− u+nr(λ0+)| ≤
|u+nr(λnr)− u+(λnr)|+ |u+(λnr)− u+(λ0+)|+ |u+(λ0+)− u+nr(λ0+)|
< ε+ ε+ ε = 3ε,
una contradiccio´ amb 5.2.1. Aix´ı {u+ : u ∈ M} e´s quasi-equicont´ınua per
la dreta. De forma similar podem provar que {u− : u ∈ M} e´s quasi-
equicont´ınua per la dreta sobre [0, 1[.
64
Per altra banda, com {un(λ+)}n∈N convergeix a u(λ+) quan un → u uni-
formement, un argument semblant a l’anterior ens mostra que {u+ : u ∈M}
i {u− : u ∈ M} so´n equicont´ınues per l’esquerra sobre ]0, 1]. Ac¸o` completa
la prova.
E´s interessant mencionar que ni la equicontinu¨ıtat per l’esquerra ni la
quasi-equicontinu¨ıtat per la dreta so´n suficients per caracteritzar els subcon-
junts compactes de (E1, d∞). En efecte, e´s fa`cil veure que l’Exemple 5.1.2
ens proporciona un conjunt tancat no compacte M amb {u+ : u ∈ M}
equicont´ınua per l’esquerra pero` no quasi-equicont´ınua per la dreta. El
segu¨ent exemple canvia els papers de equicontinu¨ıtat per l’esquerra i quasi-
equicontinu¨ıtat per la dreta.
















i u−n (λ) ≡ 0 per a tot n ≥ 3.
Demostrem en primer lloc que {u+n } e´s quasi-equicont´ınua per la dreta.
Considerem diverses posibilitats:
• Si λ0 ∈ [0, 16 [, donat ε > 0, agafant δ = 1/6−λ02 , tenim que |u+n (λ) −
u+n (λ0)| = 0 < ε, per a tot n ∈ N, si λ ∈ [λ0, λ0 + δ[.
• Si λ0 ∈ [12 , 1], donat ε > 0, agafant δ = 1−λ02 , tenim que |u+n (λ) −
u+n (λ0)| = 0 < ε, per a tot n ∈ N, si λ ∈ [λ0, λ0 + δ[.
• Si λ0 ∈ [16 , 12 [ hi ha dues possibilitats:








, tenim que |u+n (λ) − u+n (λ0)| = 0 < ε, per a tot
n ∈ N, si λ ∈ [λ0, λ0 + δ[.
– Si hi ha un k ∈ N tal que λ0 = 12 − 1k , cal emprar la definicio´








|u+n (λ)− u+n (λ0+)| = 0 < ε, per a tot n ∈ N, si λ ∈ [λ0, λ0 + δ[.
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A me´s, cada subsuccessio´ {u+n } convergeix puntualment a la funcio´ u(λ) = 1
si 0 ≤ λ ≤ 1
2




< λ ≤ 1. Com que aquesta converge`ncia e´s no
uniforme, perque` la funcio´ l´ımit no e´s cont´ınua, la successio´ M e´s un conjunt
tancat no compacte de (E1, d∞). Anem a veure que M no e´s equicont´ınua per
l’esquerra. Considerem el punt λ0 =
1
2
i agafem ε < 1
2
. Donat δ > 0, triem


















, tenim∣∣u+m(λ)− u+m(12)∣∣ = 12 > ε per a tot m > n0. Aix´ı, M no e´s equicont´ınua per




Com que l’operador clausura conserva la condicio´ (ii) en el teorema an-
terior, tenim
Corol.lari 5.2.7. Un subconjunt M de (E1, d∞) e´s relativament compacte si,
i nome´s si, satisfa` les segu¨ents propietats:
(i) El suport de M e´s uniformement fitat, e´s a dir, hi ha una constant
L > 0 tal que |u+(0)| ≤ L i |u−(0)| ≤ L per a tot u ∈M .
(ii) {u+ : u ∈ M} and {u− : u ∈ M} so´n equicont´ınues sobre ]0, 1] i
quasi-equicont´ınues per la dreta sobre [0, 1[.
Com conclusio´ d’aquest cap´ıtol dir que una direccio´ important d’estudi
dels nombres difusos e´s la de les seues propietats me`triques i topolo`giques.
D’entre aquestes propietats, la compacitat e´s de les me´s importants. Hem
utilitzat el teorema de representacio´ de Goetschel-Voxman per donar una
caracteritzacio´ dels subconjunts compactes de l’espai de nombres difusos do-
tats de la me`trica suprem que corregeix la donada en [14]. En el context
dels nombres difusos, aquest resultat donat a [16] forma part d’una direccio´
interesant de recerca en ana`lisi difu´s degut a la indubtable importa`ncia del
teorema de representacio´ de Goetschel i Voxman.
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Cap´ıtol 6
La topologia de la converge`ncia
de nivell a E1
A aquest cap´ıtol es fa un estudi d’algunes propietats indu¨ıdes per un tipus
de converge`ncia en l’espai del nombres difusos, l’anomenada converge`ncia de
nivell. Denotem per τ` la topologia associada a aquest tipus de converge`ncia.
En la primera seccio´ provem en primer lloc que el conjunt dels elements
u ∈ E1 amb u− i u+ cont´ınues e´s dens en (E1, τ`) i tambe´ estudiem els
conjunts compactes de (E1, τ`). En la segona seccio´, donem una descripcio´
de la complecio´ (Ê1, Û) de E1 amb la uniformitat puntual U i mostrem que
la topologia subjacent e´s separable.
6.1 Definicions i primers resultats
Definicio´ 6.1.1. Direm que una xarxa {uk}k∈D ⊂ E1 convergeix en nivell a
u ∈ E1 si limk d([uk]λ, [u]λ) = 0 per a cada λ ∈ [0, 1], on d e´s la me`trica de
Hausdorff a l’hiperespai dels subconjunts compactes no buits dels reals.
Una consequ¨e`ncia immediata de la definicio´ e´s la segu¨ent caracteritzacio´
de la converge`ncia de nivell.
Proposicio´ 6.1.2. La xarxa {uk}k∈D ⊂ E1 convergeix en nivell a u ∈ E1 si,
i nome´s si, limk u
+
k (λ) = u
+(λ) i limk u
−
k (λ) = u
−(λ) per tot λ ∈ [0, 1].
Resaltar que la xarxa {uk}k∈D ⊂ E1 d∞-convergeix a u ∈ E1 si, i nome´s si,
{u+k }k∈D convergeix uniformement a u+ i {u−k }k∈D convergeix uniformement
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a u−. Aix´ı, la d∞-converge`ncia implica la τ`-converge`ncia. La inversa no e´s
certa (veure Exemple 6.1.3). En [13], Fang i Huang han descrit la topologia
τ` associada amb la converge`ncia de nivell en E1, demostrant que (E1, τ`) e´s








< λ ≤ 1
0 si 0 ≤ λ ≤ 1
2
,





< λ ≤ 1
0 si 0 ≤ λ ≤ 1
2
,
i u+0 (λ) = 1 per a tot λ ∈ [0, 1].
Es comprova fa`cilment per a tot n ∈ N que u+n (λ), u−n (λ) i u+0 (λ), u−0 (λ)
satisfan les condicions (1)-(4) del teorema de representacio´ de Goetschel-
Voxman; per tant existeixen nombres difusos un ∈ E1 i un nombre difu´s
u0 ∈ E1 tal que [un]λ = [u−n (λ), u+n (λ)] i [u0]λ = [u−0 (λ), u+0 (λ)] per a tot
λ ∈ [0, 1]. E´s clar que {u+n (λ)}n∈N, {u−n (λ)}n∈N convergeixen a u+0 (λ) i u−0 (λ)
respectivament, per qualsevol λ ∈ [0, 1] quan n→∞ , e´s a dir, convergeixen
per a la topologia τl. No obstant aixo`,
d∞(un, u0) = supλ∈] 1
2
,1]{1− (λ− 12)1/n} = 1
per a qualsevol nombre natural fixat n, la qual cosa implica que no hi ha
converge`ncia en la topologia indu¨ıda per la me`trica d∞.
Mitjanc¸ant el teorema de representacio´ de Goetschel-Voxman, podem
considerar (E1, τ`) com un subespai de l’espai producte R[0,1] × R[0,1] (que
pot ser identificat amb (R×R)[0,1] de forma cano`nica). De fet, la correspon-
de`ncia u ∈ E1   i // (u−, u+) defineix un homeomorfisme de (E1, τ`) en un
subespai de (R[0,1] × R[0,1], τp), on τp denota la topologia puntual. Aix´ı, els
conjunts oberts ba`sics en τ` venen donats per
U(u, {λ1, ..., λn}, ) :=
{v ∈ E1 : max
1≤i≤n
{|v+(λi)− u+(λi)|, |v−(λi)− u−(λi)|} < },
per a {λ1, ..., λn} ⊂ [0, 1], u ∈ E1 i  > 0.
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Anem a descriure un subconjunt dens de (E1, τ`) que sera` utilitzat poste-
riorment. Considerem el subconjunt C1 de E1 definit com
C1 := {u ∈ E | u− i u+ so´n funcions cont´ınues}.
Teorema 6.1.4. C1 e´s dens en (E1, τ`).
Demostracio´. Donat un conjunt obert ba`sic U(u, {λ1, ..., λn}, ) en (E1, τ`)




u−(0) si λ = 0,
u−(λi) si λ = λi, i = 1, 2, . . . , n,
u−(1) si λ = 1
i linealment entre els valors intermedis, i u2 esta` definida com
u2(λ) :=

u+(0) si λ = 0,
u+(λi) si λ = λi, i = 1, 2, . . . , n,
u+(1) si λ = 1
i linealment entre els valors intermedis. De la definicio´ de u1 i u2 es dedueix
que (u1, u2) ∈ C1 i que (u1, u2) ∈ U(u, {λ1, ..., λn}, ). Aix´ı, C1 e´s dens en
(E1, τ`).
Per [27, Teorema 6.1], sabem que la topologia de la converge`ncia puntu-
al i la topologia de converge`ncia uniforme coincideixen al conjunt de totes
les funcions cont´ınues, monotones, defines sobre l’interval unitat. Tenint
en compte aquest fet i les propietats (i) i (ii) del Teorema 4.3.1, e´s clar que
τd∞ |C1 = τ`|C1 on, tal com e´s usual, τd∞ e´s la topologia indu¨ıda per la me`trica
d∞.
Hi ha diverses caracteritzacions de subconjunts compactes d’un espai de
funcions F depenent de la topologia que emprem. Per exemple, si tractem
amb la topologia de la converge`ncia uniforme, τu, en certs espais de funcions
cont´ınues, el Teorema de Ascoli-Arzela afirma que K ⊂ (F , τu) e´s compac-
te si, i nome´s si, K e´s fitat puntualment, tancat i equicontinu. Tractant
amb la topologia de la converge`ncia puntual, τp, en espais de funcions no ne-
cessa`riament cont´ınues, e´s conegut que K ⊂ (F , τp) e´s compacte si, i nome´s
si, K e´s tancat i fitat puntualment. Per tant, esta` clar que els subconjunts
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tancats i puntualment fitats A ⊂ F satisfent τp = τu so´n tambe´ equicontinus.
Recordem que diem que el suport de A ⊂ E1 e´s uniformement fitat si hi
ha una constant C > 0 tal que max{|u−(0)|, |u+(0)|} ≤ C per a tot u ∈ A.
Com e´s habitual en aquest context, diem que un subconjunt A de E1 e´s
puntualment tancat si A e´s un subconjunt tancat de l’espai producte R[0,1]×
R[0,1] (o equivalentment, de l’espai producte (R× R)[0,1]).
Teorema 6.1.5. Un subconjunt K de (E1, τ`) e´s compacte si, i nome´s si, K
e´s puntualment tancat i el suport de K e´s uniformement fitat.
Demostracio´. Suposem que K e´s un subconjunt compacte de (E1, τ`). Ales-
hores K e´s compacte en R[0,1] × R[0,1], e´s a dir, K e´s puntualment tancat
i puntualment fitat la qual cosa implica que K e´s puntualment tancat i el
suport de K e´s uniformement fitat. De forma inversa, si K ⊂ E1 i el suport
de K e´s uniformement fitat, K e´s puntualment fitat. Per tant, si K e´s
tambe´ puntualment tancat, K e´s un subconjunt compacte de R[0,1] × R[0,1].
Com la compacitat e´s una propietat topolo`gica absoluta, K e´s un subconjunt
compacte de (E1, τ`).
Anem a considerar un exemple, degut a Kaleva i Seikkala [20], de successio´
de Cauchy per a la uniformitat de la converge`ncia puntual que no convergeix
en (E1, τ`).
Exemple 6.1.6. Siga, per a n = 1, 2, ...
un(t) =

0 si t < 0 o t > 2,
n
√
t si 0 ≤ t ≤ 1,
2− t si 1 < t ≤ 2.





λ) = |λm − λn| = 0




u−n (λ) = u
−(λ) =
{
0 si 0 ≤ λ < 1,




u+n (λ) = u
+(λ) =
{
2− λ si 0 ≤ λ < 1,
1 si λ = 1
u− i u+ no corresponen a un nombre difu´s perque` u− no e´s cont´ınua per
l’esquerra a λ = 1.
Exemple 6.1.7. Hi ha exemples de subconjunts τ`−tancats i amb suport fi-
tat uniformement de E1 que no so´n τ`−compactes. Considerem una successio´
de Cauchy amb suport uniformement fitat {un}∞n=1 en (E1, τ`) que no conver-
geix (veure Exemple 6.1.6). Com (E1, τ`) e´s primer numerable, K = {un}∞n=1
e´s un conjunt uniformement fitat i τ`-tancat en (E1, τ`) pero` no e´s compacte.
Cal notar tambe´ que hi ha subconjunts compactes (E1, τ`) que no ho so´n
a (E1, d∞).
Exemple 6.1.8. Siga {(u−n , v+n )}n∈N la successio´ en E1 definida com
u−n (λ) =
{









i linealment entre els valors intermedis, i u+n ≡ 0 per a tot n ∈ N. Esta`
clar que la successio´ {(u−n , v+n )}n∈N τ`-convergeix a (u−, 0) amb u−(λ) = 1
si λ ≤ 1
2
i u−(λ) = 1
2
if λ > 1
2
. Aleshores K = {(u−n , v+n )}n∈N ∪ {(u−, 0)}
e´s un subconjut compacte de (E1, τ`). Com que la converge`ncia a u− no e´s
uniforme perque` la funcio´ l´ımit no e´s cont´ınua, K no e´s d∞ compacte.
6.2 Propietats topolo`giques i uniformes a E1
Recordem que un espai topolo`gic e´s un espai separable si te´ un subconjunt
dens numerable. Aquesta idea generalitza la relacio´ que hi ha entre els nom-
bres racionals, Q, i els nombres reals, R, on el conjunt dels racionals e´s dens
en els reals i a me´s te´ un cardinal igual al dels nombres naturals.
Veem a continuacio´ algunes propietats de E1 en aquest context.
Teorema 6.2.1. (E1, τ`) e´s separable.
Demostracio´. Denotarem per CMI (respectivament, CMD) al conjunt de
totes les funcions cont´ınues mono`tones, no decreixents (respectivament, el
conjunt de totes les funcions cont´ınues mono`tones, no creixents) definides en
[0, 1]. E´s conegut que l’espai C([0, 1]) de totes les funcions reals cont´ınues
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sobre [0, 1] dotat amb la topologia de la converge`ncia uniforme e´s separable
pel cla`ssic teorema de Stone-Weierstrass. La separabilitat e´s una propietat
heredita`ria en el espais me`trics, per tant els espais CMI i CMD equipats amb
la τu-topologia so´n espais separables. Com la topologia de la converge`ncia
uniforme i la converge`ncia puntual coincideixen sobre CMI ×CMD, l’espai
producte (CMI×CMD, τp) e´s un espai me`tric separable i, consequ¨entment,
l’espai C1 e´s separable. El resultat es segueix ara del Teorema 6.1.4.
La corresponde`ncia u ∈ E1   i // (u−, u+) e´s un isomorfisme uniforme
quan considerem la estructura natural uniforme U sobre (E1, τ`) i la estruc-
tura puntualment uniforme V sobre (R[0,1] × R[0,1], τp) que te´ com a base els
conjunts U(λ1, λ2, . . . , λn, ε) (n ≥ 1, ε > 0) de la forma{
((f, g), (h, t)) ∈ (R[0,1] × R[0,1])× (R[0,1] × R[0,1]) : |f(λi)− h(λi)| < ε,
|g(λi)− t(λi)| < ε, i = 1, 2, . . . , n
}
amb (λ1, λ2, . . . , λn) ∈ [0, 1]n, per a tot n ≥ 1. A partir d’ara, lliurement
identificarem, sense mencio´ expl´ıcita, la uniformitat U amb la restriccio´ de
la uniformitat V a i(E1). Ja hem vist a l’Exemple 6.1.6 que aquest espai
uniforme, (E1,U), no e´s complet.
El pro`xim resultat presentat a ([17]), descriu la complecio´ (Ê1, Û) de
(E1,U). Notar que una consequ¨e`ncia del teorema previ e´s el segu¨ent
Corol.lari 6.2.2. L’espai topolo`gic subjacent a (Ê1, Û) e´s separable.
Teorema 6.2.3. La complecio´ (Ê1, Û) de l’espai uniforme (E1,U) e´s el sub-
espai de (R[0,1] × R[0,1],V) els elements del qual (u, v) verifiquen les segu¨ents
propietats:
(i) u e´s una funcio´ no creixent sobre [0, 1].
(ii) v e´s una funcio´ no decreixent sobre [0, 1].
(iii) u(1) ≤ v(1).
Demostracio´. L’espai uniforme (R[0,1]×R[0,1],V) e´s un producte d’espais uni-
formes complets, i e´s, doncs, complet. Per tant clR[0,1]×R[0,1] E1 e´s un espai uni-
forme complet contenint E1 com a subconjunt dens. Per [12, Teorema 8.3.12],
podem identificar clR[0,1]×R[0,1] E1 amb la complecio´ de (E1,U).
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Passem a la descripcio´ de clR[0,1]×R[0,1] E1. En primer lloc notar que si
(u, v) ∈ clR[0,1]×R[0,1] E1, aleshores u e´s no creixent i v e´s no decreixent ja que
el l´ımit puntual d’una xarxa de funcions no creixents (respectivament, no
decreixents) e´s una funcio´ no creixent (respectivament, no decreixent). Me´s
encara, com que cada (u−, u+) ∈ E1 verifica u−(1) ≤ u+(1), la condicio´ (iii)
e´s una consequ¨e`ncia de la definicio´ de l´ımit d’una xarxa. Aix´ı, cada element
en clR[0,1]×R[0,1] E1 verifica les condicions (i)–(iii). La implicacio´ inversa es
segueix emprant un argument similar a l’utilitzat en el Teorema 6.1.4.
Corol.lari 6.2.4. La uniformitat indu¨ıda per la me`trica d∞ i la uniformitat U
induixen la mateixa topologia sobre el conjunt C1, pero` la primera uniformitat
e´s me´s fina que la segona.
Tal com hem vist ade´s, la topologia τd∞ indu¨ıda per la me`trica d∞ i
la topologia de nivell τ` coincideixen en C1. La qu¨estio´ de caracteritzar els
subconjunts de E1 on les topologies τ∞ i τ` coincidixen sembla que no ha rebut
molta atencio´ en la literatura. Agafem prestat de [16] les te`cniques necessa`ries
per obtindre una caracteritzacio´ dels subconjunts A ⊂ E1 que verifiquen la
igualtat τd∞|A = τp|A. Cal recordar que una funcio´ f entre dos espais primer
numerables X i Y e´s cont´ınua si, i nome´s si, f(limn xn) = limn f(xn) per a
cada successio´ {xn} a l’espai X. Recordem que per a cada u ∈ E1 i λ ∈ [0, 1[,
denotarem per u(λ+) el l´ımit de u(t) quan t→ λ+. En primer lloc necessitem
el segu¨ent resultat:
Lema 6.2.5. Si {un}∞n=1 e´s una successio´ τ`−convergent, aleshores per a tot
ε > 0 i λ0 ∈ ]0, 1], existeix δ > 0 tal que u−n (λ0) − u−n (λ) < ε i u+n (λ) −
u+n (λ0) < ε per a tot n ∈ N i λ ∈ [λ0 − δ, λ0].
Demostracio´. La prova per a {u+}∞n=1 segueix la mateixa l´ınia que el cas de
{u−}∞n=1; per tant, nome´s demostrarem el lema per a la successio´ {u−}∞n=1.
Siga u = (u−, u+) el l´ımit puntual de {un}∞n=1. Com que u− e´s cont´ınua per
l’esquerra sobre (0, 1] i tenint en compte que u− e´s no decreixent, existeix
δ > 0 tal que 0 ≤ u−(λ)− u−(λ0) < ε per a tot λ ∈ [λ0 − δ, λ0].
Ara triem n0 tal que, per a cada n ≥ n0, siga |u−n (λ0 − δ)− u−(λ0 − δ)| < ε
i |u−n (λ0) − u−(λ0)| < ε. Aleshores, per a tot n ≥ n0 i tot λ ∈ [λ0 − δ, λ0],
obtenim
0 ≤ u−n (λ0)− u−n (λ) ≤ u−n (λ0)− u−n (λ0 − δ) ≤
|u−n (λ0)− u−(λ0)|+ |u−(λ0)− u−(λ0 − δ)|+ |u−(λ0 − δ)− u−n (λ0 − δ)| ≤ 3ε.
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La prova e´s completa invocant el fet que u−n e´s cont´ınua per l’esquerra a λ0
per a cada n < n0.
Teorema 6.2.6. Per a un subconjunt A de E1, les segu¨ents condicions so´n
equivalents:
(i) τd∞|A = τ`|A.
(ii) Per a cada successio´ {un}∞n=1 = {(u−n , u+n )}n≥1 ⊂ A que convergeix en




n (λ+) = u
+(λ+) per a tot λ ∈ [0, 1[.
(iii) Cada successsio´ τ`−convergent {un}∞n=1 ⊂ A e´s equicont´ınua per la
dreta.
Demostracio´. (i)⇒(ii) ve donat per la definicio´ de converge`ncia uniforme.
L’implicacio´ (ii)⇒(iii) es segueix amb un argument similiar a l’utilitzat en
Lema 6.2.5. Per veure (iii)⇒(i) necessitem provar que la funcio´ identi-
tat de (E1, τ`) en (E1, τu) e´s cont´ınua, aixo` e´s, si {(u−n , u+n )}n≥1 convergeix
a (u−, u+) en (E1, τ`), aleshores {(u−n , u+n )}n≥1 d∞-convergeix a (u−, u+).
Si assumim que {(u−n , u+n )}n≥1 no d∞-convergeix a (u−, u+), aleshores po-
dem pensar que {u−n }n≥1 no convergeix uniformement a u−. Baix aques-
ta circumsta`ncia, podem trobar ε > 0, una successio´ infinita de nombres
naturals n1 < n2 < n3 < . . . i una successio´ {λnk}k∈N ⊂ [0, 1] tal que
|u+nk(λnk) − u+(λnk)| ≥ 3ε. Podem dir, sense pe`rdua de generalitat, que la
successio´ {λnk}k∈N convergeix a λ0 ∈ ]0, 1]. Notem que {λnk}k∈N te´ infinits
elements differents perque` {u−n }∞n=1 convergeix puntualment a u−. Suposem
ara que hi ha una subsuccessio´ infinita de {λnk}k∈N els elements de la qual so´n
me´s grans que λ0. Per simplicitat, denotarem aquesta subsuccessio´ de nou
com {λnk}k∈N. La nostra hipo`tesi i el fet que u− i els elements de {u−n }∞n=1
so´n continus per la dreta a λ0 ens permet trobar una successio´ {nk}k∈N tal
que
|u+nk(λnk)− u+(λnk)| ≤ |u+nk(λnk)− u+nk(λ0+)|
+|u+nk(λ0+)− u+(λ0+)|+ |u+(λ0+)− u+(λnk)| ≤ 3ε
que ens porta a una contradiccio´. Si, contra`riament a com hem suposat, hi
ha una subsuccessio´ infinita de {λnk}k∈N els elements de la qual so´n menors
que λ0, mitjanc¸ant el Lema 6.2.5 i un argument similar a l’anterior, obtenim




L’ana`lisi difu´s es basa en el concepte de nombre difu´s de la mateixa manera
que l’ana`lisi real es basa en el nombre real. L’ana`lisi difu´s ha rebut molta
atencio´ en els darrers anys, aix´ı com les seues aplicacions, entre les quals po-
dem citar les equacions diferencials, teoria de l’optimitzacio´, processament
d’imatges, me`todes computacionals, etc. (veure [6]). Es tracta, doncs, d’un
ampli camp de recerca tant en la seua vessant teo`rica com pra`ctica.
La nostra futura recerca s’enmarcara` en l’estudi de propietats topolo`giques
i d’ana`lisi funcional quan treballem substituint els nombres reals pels nom-
bres difusos. Concretant, estem interessats en el segu¨ents problemes:
• Estudiar les propietats de l’espai de les funciones cont´ınues que prenen
valors en l’espai E1 dotat de diferents topologies.
• Obtindre teoremes de tipus Arzela-Ascoli en els anteriors espais de fun-
cions. Cal resaltar que l’u´nic resultat conegut en aquest camp e´s una
versio´ del teorema de Arzela-Ascoli aplicat a l’espai de les funcions
cont´ınues definides sobre un compacte i que prenen valors en E1 dotat
de la me`trica suprem indu¨ıda per d∞. Aquest resultat e´s incorrecte per-
que` fa servir una caracteritzacio´ incorrecta dels subconjunts compactes
de (E1, d∞) (veure [14]).
• Teoremes de tipus Banach-Stone sobre l’anterior espai de funcions. En
aquest context necessitarem introduir noves te`cniques degut a l’estruc-
tura de l’espai E1, que esta` molt allunyada de l’estructura cla`ssica d’es-
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