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ABSTRACT
A theoretical study of the structural, electronic and optical properties of a series of
group I−III−V I2, II−IV −V2, I−III2−V I4, II−III2−V I4, I2−III−V I4 and
few substituted chalcopyrite type semiconductors are presented in this thesis. Systems
studied are AgAlM2 (M = S, Se, Te), CuInSe2, ZnSnX2 (X = P, As, Sb), AAl2Se4 (A
= Ag, Cu, Cd, Zn), CuIn2X4 (X = S, Se), CdGa2X4 (S, Se, Te), CdIn2Te4, Cu2InSe4,
ZnXIn2Te4 (X = O, Mn), CdMGa2S4 (X = Ag, Al), CuNaIn2S4, CuLiIn2Se4 and
Cu2InXSe4 (X = Al, Ga) substituted chalcopyrite semiconductors. Our study is density
functional theory (DFT) based first principle calculation within the frame work of tight
binding linear muffin-tin orbital (TB-LMTO) basis.
The structural parameters such as lattice constants, anion displacement, tetragonal dis-
tortion and bond lengths are calculated by proper energy minimization. Bulk modulus
of all the systems except ZnXIn2Te4 (X = O, Mn), are calculated by extended Cohen
formula. Our study shows an inverse proportionality relation between lattice constant and
bulk modulus for these systems. Band structure and total density of states (TDOS) of all
the systems under study show that they are direct band gap semiconductors. AAl2Se4 (A
= Ag, Cu), CuIn2X4 (X = S, Se) and Cu2InSe4 are p-type direct band gap semiconduc-
tors whereas CdMGa2S4 (X = Ag, Al) and ZnXIn2Te4 (X = O, Mn) are n-type direct
band gap semiconductors. Our calculated results agree well with the available experimen-
tal results. Our study of partial density of states (PDOS) reveals that the contribution to
upper valence band comes from the cation d and anion p hybrid orbitals in case of group
I− III −V I2, I − III2−V I4 , I2− III−V I4 and their substituted chalcopyrites. This
leads to a strong p-d hybridization. But this is not the case for the group II − IV − V2,
vii
II − III2 − V I4 and their substituted chalcopyrites. This is because cation d states be-
haves like core states and do not participate in p-d hybridization.
A quantitative estimate of effects of p-d hybridization and structural distortion on band
gap and hence on electronic properties are carried out for AgAlM2 (M = S, Se, Te),
CuInSe2 and ZnSnX2 (X = P, As, Sb), AAl2Se4 (A = Ag, Cu, Cd, Zn), CuIn2X4 (X =
S, Se), CuNaIn2S4 and CuLiIn2Se4 compounds. A significant reduction in band gaps
are found for all the above systems due to the former effect. There is an increment of
band gap due to the latter effect in the case of AgAlM2 (M = S, Se, Te) and AAl2Se4
(A = Ag, Cu, Cd, Zn). Where as this effect on band gap is reversed in case of CuInSe2
and ZnSnX2 (X = P, As, Sb), CuIn2X4 (X = S, Se), CuNaIn2S4 and CuLiIn2Se4.
Quantitative effect of cation-electronegativity on band gap of ZnSnX2 (X = P, As, Sb)
compounds is also carried out. Our study shows that there is an increment of band gap in
these three systems with respect to their binary analogs due to this effect.
We calculate real and imaginary parts of the dielectric function, refractive index and ab-
sorption co-efficient in our optical properties study for the systemsAAl2Se4 (A = Ag, Cu),
CuIn2S4, CdGa2X4 (S, Se, Te), CdIn2Te4, ZnXIn2Te4 (X = O, Mn) and CuNaIn2S4
compounds. Static dielectric constants and static refractive index are also calculated for
all the systems. We find a propertionality relation between static dielectric constant and
refractive index. Our result agrees well with the available experimental and other theoret-
ical results for systems studied by others.
We have explicitely caslculated optical matrix elements (OME) and joint density of states
(JDOS) to show their respective contribution in the optical properties. Our result shows
OME has greater contribition in the Infrared and visible region of the spectrum where
as JDOS has greater contribution in UV region of the spectrum. Significant effects of
viii
structural distortion and p-d hybridization on optical properties, JDOS and OME are also
observed in case of the studied systems AgAl2Se4, CuIn2S4 and CuNaIn2S4. Effect of
Na substitution in CuIn2S4 and Mn, oxygen substitutions in ZnIn2Te4 on optical prop-
erties are also reported. Their substitution significantly alters the optical properties of the
host. Our study shows that chalcopyrites are anisotropic in nature and different optical
properties get enhanced when photon is polarized ⊥ c-axis.
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Chapter 1
Introduction
Chalcopyrite is a copper iron sulfide mineral having chemical formula CuFeS2. It crys-
tallizes in tetragonal structure having space group I 4¯2d (No.122) and cell dimension,
a=5.289 A˚ and c=10.423 A˚. The crystal structure of the chalcopyrite was first described
by Burdick and Ellis in 1917 [1]. The chalcopyrite structure is deduced from the di-
amond structure according to the Grimm-Sommerfeld rule [2] which states that if the
average number of valence electrons per atom is equal to four then a tetragonal structure
is formed. Figure 1.1 shows the deduction of the chalcopyrite structure from the diamond
structure according to the Grimm-Sommerfeld Rule.
A group of materials that exhibits chalcopyrite structure with a composition of I−III−
V I2 were synthesized by Hahn et. al. in 1953 [3]. Here I is Cu/Ag, III is Al/Ga/In/Tl and
VI is S/Se/Te and I, III, VI indicates the group number in the periodic table. He carried
out the growth and structural characterization of these compounds by X-ray diffraction.
These group of materials have been named after the mineral chalcopyrite (CuFeS2) due
to similar tetragonal structure. In 1954, Goodman and Douglass [4] discussed the pos-
sibility of semiconductivity in these materials. Thereafter these materials are known as
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2 CHAPTER 1. INTRODUCTION
Figure 1.1: Origin of a chalcopyrite structure
chalcopyrite type semiconductors. More than fifty of such compounds are now known
which belong to the group I − III − V I2 and II − IV − V2. Many defect systems of
these type of chalcopyrite semiconductors have also been synthesized and studied. A se-
ries of single crystal defect chalcopyrites such as HgAl2Se4 were first grown by Hahn et.
al. in 1955 [5]. These chalcopyrite semiconductors have been widely investigated since
1953 because of their wide range of applications. Most of the earlier works were based on
the single crystal specimen. But the recent experimental investigations have been focused
on thin film solar cell of these materials. The properties and promising applications of
these materials are reviewed by Shay and Wernick [2].
The chalcopyrite compounds and their defect and doped/ substituted alloys are the in-
teresting candidates from both experimental and theoretical points of view due to their
potential applications in electro-optics, opto-electronic, non-linear optical devices, solar
cell etc [2, 6–35]. They form a large group of semiconducting materials with diverse opti-
cal, electrical, and structural properties [2, 6–12]. These compounds are originally studied
because of their low thermal conductivities. But they are now the promising candidates
as non-linear optical materials and solar cells [13], photovoltaic detectors, modulators,
3filters such as optical light eliminator filters [14], light-emitting diodes [15], nonlinear
optics [16], and optical frequency conversion applications in all solid state based tunable
laser systems [17]. Among the chalcopyritesAgGaS2 and CuGaS2 have band gaps in the
visible part of the optical spectrum. Hence, it is easy to study with visible lasers such as
Ar and HeCd lasers [2]. The narrow band gap of AgGaSe2 makes it suitable as infrared
detector including applications in photovoltaic solar cells and also in light emitting diodes
[18, 19]. AgGaS2 and AgGaSe2 crystals have received more interest for the middle and
deep infrared applications due to their large non-linear optical (NLO) coefficients and
high transmission in the IR region [20–24]. So these are suitable candidates for nonlinear
optical materials [25]. AgGaS2 is used as a near infrared pumped optic parametric oscil-
lators (OPO) [17]. AgGaSe2 is used as a frequency doubler and tripler of CO2 laser lines
[17] because of the range of transparency in the infrared. Few defect chalcopyrite com-
pounds like CdGa2Se4 and CdAl2S4 have found practical applications as tunable filters
and ultra-violet photodetector [26, 27]. Few of the II − III2 − V I4 defect chalcopyrites
are well known for acusto-optical or thermoelectric [28, 29] devices. Al containing defect
chalcopyrite compounds, such as CdAl2Se4, CdAl2S4, ZnAl2Se4 etc. are the suitable
materials for the applications in opto-electronics due to their wide range of transparency,
high photo-sensitivity, high optical strength and strong luminescence properties [30, 31].
Various type of impurities including magnetic impurities may be doped/ substituted into
the defect and pure chalcopyrite compounds to design a new class of materials, like dilute
magnetic semiconductors (DMS) for spintronics application [32], optoelectronic devices
[33] and solar cells [13]. CdGa2S4 doped with Cr is used as laser active material [34].
Cu(In,Ga)Se2 thin-film solar cells have attracted the attention of the technologiest to be-
come a leading member of the future solar-cell market [35]. So there are a series of wide
4 CHAPTER 1. INTRODUCTION
range of applications of the chalcopyrites and their related defect and doped/substituted
chalcopyrite semiconductors.
1.1 Complexcity in Crystal Structure of Chalcopyrite
Chalcopyrite compounds of both the types “AIBIIICV I2 ” and “AIIBIVCV2 ” are ternary
analogous of the zinc blende type binary compounds AIIBV I and AIIIBV respectively
[2, 36, 37]. The ternary chalcopyrites have some interesting structural anomalies [38,
39] relative to their binary analogous (figure 1.2). The tetragonal unit cell of a typical
Figure 1.2: Structure of (a) zincblende (ZnS) (double cells) (b) chalcopyrite (CuInS2)
structure (single cell).
chalcopyrite semiconductor consists of two Zinc blende unit cells. There are four group
I/II atoms, four group III/IV atoms and eight group VI/V atoms per unit cell. First, it
can be seen from figure 1.2 that the chalcopyrite structure can be derived from the zinc
blende structure if one half of the cations (Zn) are replaced by copper and the other half
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by indium atoms but the sulfur atoms remain unchanged in the same position. So there
is a single cation in a zinc blende structure where as the ternary chalcopyrite havs two
cations with different chemical properties. If A and B are two different cations then
in the vertical direction, through intervals of c
2
, the sequence ABABAB . . . is found.
Whereas translating horizontally with an interval of a, the sequence AAA . . . can be
found [36]. Second, due to the two different kinds of atoms occupying the cation sites,
the lattice is slightly distorted. Therfore the interatomic distances between the anion C
and the respective cations A and B are in general not equal in the chalcopyrite structure.
This is called tetragonal distortion (η) where the ratio between the lattice parameters
(η ≡ c/2a) differs from 1 [36]. Third, the anions are displaced from their zinc-blende
sites. In binary (AC) zinc-blende compounds, each cation A has four anions C as nearest
neighbors (and vice versa), where as in ternary chalcopyrite ABC2 each cation A and B
has four anions C as nearest neighbors, and each anion has two A and two B cations as
nearest neighbors. As a result, the anion C usually adopts an equilibrium position close
to one pair of cations than to the other. This is called anion displacement (u). This results
unequal bond lengths, known as bond alternation. So the anion displacement measures
the extent of bond alternation in the compounds [36].
1.2 Review of previous work
1.2.1 Experimental Work
A detailed study on I − III − V I2 and II − IV − V2 chalcopyrite semiconductor’s
growth, luminescent studies, non-linear optical properties, electrical-transport properties
have been carried out by Shay et a1. [2]. Lerner [40] had grown single crystals of twelve
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members of the group I−III−V I2 and reported their semiconducting properties. Growth
and properties such as energy gap and refractive index of five members of the group of sin-
gle crystals of group I − III − V I2 (CuGaS2, CuAlTe2, AgGaS2, AgAlS2, AgAlSe2)
were studied by Honeyman et. al. [41]. Tell et. al. [42] studied the band structure and
electro-reflectance spectrum forAgMTe2 (M= Al, Ga, Te) at 77 K. The room temperature
electrical properties of ten compounds of I−III−V I2 family were also discussed by Tell
et. al. [43]. Tang et. al. [44] investigated the electronic and optical properties of AgGaS2
and AgGaSe2 by both theoretical and experimental tecnique. The phase transition in
AgGaS2 and AgGaSe2 [45], the optical absorption, single crystal x-ray diffraction and
electronic structure calculation of AgGaSe2 [46], high-pressure X-ray diffraction mea-
surement of AgGaTe2 [47] and structural, electrical and optical properties of CuInSe2
thin films were reported by many researchers [48–51]. Study of electrical and lumines-
cent properties of bulk CuInSe2 and dependence of hall parameters on temperature for
CuInSe2 single crystals had been carried out by Migliorato et. al. [52] and Horig et. al
[53] respectively. Electrical properties of few I − III − V I2 chalcopyrite compounds
grown by solid state growth method were reported by Ashida et a1 [54]. Optical prop-
erties of a series of chalcopyrite semiconductors such as AgGaS2, ZnGeAs2, ZnGeP2,
CuGaS2, CuAlS2, CuInSe2 and AgInSe2 have also been studied by Boyd et.al. [55]
and Rife et.al.[56]. X-ray photo emission measurements of the valence band density of
states and core levels of CuAlS2 was discussed by Luciano [57]. Several studies have
been carried out on the elctronic, electrical and optical properties of CuAlX2 (S,Se,Te)
at ambient pressure [58, 59]. Optical functions and electronic structure of CuInSe2,
CuInS2,CuGaS2 and CuGaSe2 at room temperature were studied by Alonso and his
group [60]. EPR and optical properties were studied for Cu − III − V I2 [61], CuAlS2
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[62], CuAlS2 [63], CuAlS2 [64] to investigate the point defects in these semiconductors.
The crystal field and spin orbit interactions at the fundamental gap of AgGaS2 was car-
ried out by Artus et. al. using a linear hybridization model [65]. They had estimated the
d-level hybridization percentage. A study on p-d hybridization of the valence bands of
I − III − V I2 compounds is reported by Shay et. al.[66]. They have shown that the
valence bands of I − III − V I2 compounds result from hybridization of the noble metal
d levels with p levels of the anion atoms. They have estimated that the uppermost valence
bands are 40% d-like in the Cu compounds and∼ 20% d-like in Ag compounds. Hsu [67]
has studied p-d hybridization in CuInS2 by photoreflectance. In his work he has used a
simple model to measure the separation energy between the p and d levels, the interaction
strength between these levels and the d-electron contribution to different energy levels.
He has also shown that the d-contribution decreases when temperature increases. Nega-
tive crystal-field splitting of the valence band in CdSnP2 [68] and the optical properties
and the electronic band structure were studied by Shay and his group [69]. Electronic
properties and pinnig of the Fermi level in irradiated in II − IV − V2 semiconductors
were studied by Brudnyi [70].
Extensive experimental work has been carried out on group II − III2− V I4 defect chal-
copyrites semiconductors [71–84]. The structural refinement of ZnIn2S4 single crystal
[71], the structure and phase transitions of the defect-stannite ZnGa2Se4 and defect-
chalcopyrite CdGa2S4 [72], crystal structure and structural parameter of HgAl2Se4 [73]
and the growth of CdIn2S4, ZnIn2S4 and CdGa2S4 single crystals [74] are well inves-
tigated. S. Ozaki et. al. have carried out both experimental and theoretical studies to
calculate the optical properties and electronic band structure of ZnIn2Te4, CdGa2Te4
and CdIn2Te4 [75–77]. Different studies on CdIn2Te4 such as optical and transport
8 CHAPTER 1. INTRODUCTION
properties [78], band gap and valance band splitting [79], the dielectric constant measure-
ment [80], low and high electric field transport [81], infrared and Raman spectra [82] were
carried out by different workers. Raman and infrared spectra of CdIn2S4 and ZnIn2S4
and point defects in p-type CdIn2Te4 were studied by Unger et. al. [83] and You et. al.
[84] respectively.
During last decade or so the work on doped/ substituted chalcopyrite semiconductors
have accelerated due to their wide range of device applications. Albbornoz et.al. have
found significant changes in electronic and optical properties of CuInSe2 when oxy-
gen is included by annealing [85]. Ishida et. al. successfully synthesized Mn doped
ZnGeP2 system [86] and they have studied the various Mn states and p-d exchange in-
teraction. The optical properties of CuIn1−xGaxSe2 epitaxy single crystal layer was
determined by spectroscopic ellipsometry (SE) method [87], Diifferent properties of Na
incorporated CuInS2 was carried out by several workers [88–90]. Magnetic properties
of Mn doped CuInS2 [91] and ZnSiAs2 [92] are studied. Souilah et.al. [93] have
reinvestigated the crystal structure of bulk CIGS compound for both stoichiometric and
Cu-poor composition. Structural, electrical and optical properties of Zn-doped CuInS2
thin films [94, 95], annealed Sb [96, 97] and Na doped [98] CuInS2 thin films have been
studied by different researchers. Optical constants of Na-doped CuInS2 thin films were
calculated by Zribi et.al. [99]. Several other works such as Seebeck co-efficient and op-
tical properties study of Cd-doped CuInS2 single crystal [100], preparation of Sn, N, P
doped CuIns2 thin films by co-evaporation technique [101] absorption and photolumi-
nescence studies of Cr doped CdGa2S4 [102], optical and charge transport properties of
CuIn1−xGaxSe2 solar cell [103], structural study of Ge doped CuGaSe2 [104], growth,
structure and optical properties of LixCu1−xInSe2 thin films [105], structural, electronic
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and optical calculations of Cu(In,Ga)Se2 chalcopyrite [106], structural characterization
of the dilute magnetic semiconductor CuGa(1 − x)MnxSe2 [107], magnetic properties
of Zn(1−x)MnxIn2Te4 semiconductor for concentration 0.3 < x < 1.0 [108], effect of
sodium and oxygen doping on the conductivity of CuInS2 thin films [109] were carried
out by different researchers .
1.2.2 Theoretical Works
In 1972 J.L. Shay et.al. [110] had pointed out that the anomalous reduction in the band
gaps of chalcopyrites relative to their binary analogous is due to the existence of d bond-
ing in the former compounds. They had suggested that CuAlS2, CuGaS2, CuGaSe2
and CuInSe2 have nearly constant percentage of d character where as CuInS2 has the
largest % of d character in this group. They had suggested that the decrement in band gaps
of the ternary chalcopyrite relative to their binary analogous results extensively from the
existence of d-character in the chalcopyrite compounds. Their correlation showed 75%
d character for CuAlS2 in contrast with the experimental value 35%. This disagreement
with experimental results indicates that the d-character could not be the only factor which
controls the band gap anomaly. So there may be some other factors which influence the
band gap of the chalcopyrite compounds. In 1984 Jaffe et.al. [36, 38] filled up this gap.
They used self consistent band structure methods to analyze the remarkable anomalies
(> 50%) in the energy band gaps of IA − IIIB − V IC2 compounds (e.g. CuGaS2)
relative to their zinc blende analogous IIA − V IB (e.g. ZnS). They suggested that this
happens due to p-d hybridization, cation- electronegativity and structural distortion ef-
fects. They basically gave a qualitative idea about the effect of the above three factors on
the density of states and band structure of these semiconductors. They also showed how
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the non-ideal anion displacement and the lattice constants of all the ternary chalcopy-
rites can be obtained from elemental co-ordinates without using experimental data. In
another work Jaffe et. al. [39] calculated self consistently the electronic structure of six
Cu-based ternary chalcopyrite semiconductors within the density functional formalism.
They used the potential-variation mixed basis (PVMB) approach to analyze the chemical
trends in the band structure, electronic charge density, density of states, chemical bond-
ing and percentage of d-character for all these chalopyrites. In contrast to Shay et.al.
[110] results, their result showed that the band gap anomaly is partly induced from the
d-orbital character. They showed that CuAlS2 has the highest d-character in the series
and CuInS2 and CuInSe2 have the lowest d-character. This is in contrast with the sug-
gestion of Shay et.al. [110]. Poplavnoi et.al. [111] used non-self consistent empirical
pseudopotential method, neglecting the noble atom d-orbitals and anion displacement to
calculate the band structure which led to produce larger gaps and narrower bands than
the calculated band structure of of Jaffe. et.al. [39]. In another work, Poplavnoi [112]
included the structural effect and calculated the band structure for CuAlS2, CuAlSe2 and
CuInS2, CuInSe2. Yoodee et.al [113] studied the effect of p-d hybridization of the va-
lence band of I − III −V I2 chalcopyrites using a model developed, by adding the effect
of p-d hybridization and the crystal field to the Hamiltonian of the Kane model [114].
Oguchi et.al. [115] had applied the self consistent numerical LCAO approach to study the
band structure of CuAlS2 and CuGaS2. Several first principle studies of different prop-
erties of chalcopyrite semiconductors, within density functional formalism, such as band
offsets and optical bowings of chalcopyrite [116], defect formation energy in CuInSe2,
CuGaSe2 and CuAlSe2 [117], defect properties of CuInSe2 and CuGaSe2 [118], band
structure anomalies of CuGaX2 versus AgGaX2 (X=S, Se, Te) and their alloys [119],
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structural phase transition, elastic properties and electronic properties of CuAlX2 (X=S,
Se, Te) [120], electronic and structural properties of CuAlX2 (X=S,Se,Te) [121, 122],
volume-dependent elastic and lattice dynamical properties of CuGaSe2 [123], calcula-
tion of vibrational spectra of AgInSe2 [124], structural, electronic and optical properties
of CuGaS2 and AgGaS2 [125] were carried out by different researchers. Bulk modulus
[126, 127], microhardness [126], dielectric properties [128] of a series of I − III − V I2
and II − IV − V2 chalcopyrite semiconductors were also carried out. Electronic struc-
ture calculation of ZnSiP2, ZnGeP2, ZnSnP2, ZnSiAs2 and MgSiP2 and structural
and chemical changes in MgSiP2 chalcopyrite with respect to its binary analogous were
performed by Jaffe et.al. [129] and Martins et.al. [130] respectively using first principle
density functional theory. Several literature are reported for the structural, electronic and
optical properties of group II−IV−V2 chalcopyrite semiconductors [131–136]. Some in-
teresting properties such as anomalous grain boundary in polycrystalline CuInSe2 [137]
and intrinsic DX centers in CuInSe2 [138] were studied by Zunger and his group.
Electronic band structure study of a series of ordered vacancy compounds with formula
II − III2 − V I4 was carried out by Jiang et.al. [139]. They clarified the relationship
with the band structure of the the few of the group II − III2 − V I4 compounds with
I − III − V I2 chalcopyrites and II − V I binary compounds. They introduced an em-
pirical correction for the band gaps beyond LDA. But they have used the experimental
structural parameters to calculate the band gaps of the defect II − III2 − V I4 chal-
copyrites. Electronic band structure study of CdGa2Se4 [140], Bulk moduli and band
structure of ZnGa2X4 [141], electronic properties of CdIn2Se4 [142], ab initio calcu-
lations of electronic structure of CdGa2S4 [143], ab-initio study of the structural, linear
and nonlinear optical properties of CdAl2Se4 [144], structural, electronic and optical
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properties of HgAl2Se4 [145], birefringence, linear and nonlinear second order suscep-
tibilities of HgGa2S4 [146] are reported in literature for the better understanding of the
physical and chemical properties of the of defect chalcopyrite semiconductors. Ganguli
et.al. [147] had studied the band structure and optical properties of ZnIn2Te4 defect
chalcopyrite semiconductors using density functional based TB-LMTO and NMTO first
principle technique. They had used the experimental lattice parameters [75] and excluded
the structural distortion in their calculation. Structural, electronic, linear and non-linear
optical properties of the same defect chalcopyrite compound using FP-LAPW method
was studied by Ayeb et.al.[148].
Mahadevan et.al. [149] and Zhao et.al. [150] investigated the magnetic properties of
Mn doped II − IV − V2 chalcopyrite semiconductors. The optical properties of high-
efficiency photovoltaic material CuGaS2, substituted by Ti atoms in place of Ga atoms,
were studied by Aguilera et.al. [151]. Their study showed that Ti substituted material is
able to absorb photons of energy lower than the band gap of CuGaS2. Electronic band
structure of transition metal substituted chalcopyrites (Cu4MGa3S8 with M = Ti, V, Cr,
Mn) [152] and the structural, electronic and magnetic properties of Mn doped BeSiAs2
and BeGeAs2 compounds [153] were investigated by means of ab initio calculation. Ya-
mamoto et.al. studied the electronic structures of Na incorporated In rich bulk CuInS2
[154] and CuInS2 thin film [155] based on ab-initio band structure calculation and XPS
study. They carried out both theoretical calculation and experiments and concluded that
for p-type In rich CuInS2 thin films, Na incorporation in Cu site is stable but in other
site it is unstable. Yi et.al. [156] had presented ab-initio pseudopotential density func-
tional calculations for the electronic and magnetic structure of Cr containing CdGeP2
chalcopyrite semiconductor. These materials offer a potential for the spintronics appli-
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cations at room temperature. Several remarkable works had been reported for different
doped chalcopyrite materials [157–160]. The n-type doping of halogen in CuInS2 [161]
and the n-type doping of CuInSe2 and CuGaSe2 are also reported.
1.3 Motivation
Our literature survey shows that these systems are very important for both application
point of view and from physics and chemistry point of view. Literature survey shows that
it is obvious that due to presence of group IB transition metal, the d-electrons participate
in chemical bonding in group I−III−V I2. Therefore it is important to know how much
contribution of d-electrons are there and how they influence the electronic properties and
hence optical and magnetic properties. The effects of structural distortion, p-d hybridiza-
tion and cation-electronegativity are found in group I − III − V I2 and II − IV − V2
systems. These effects make these systems interesting from both physics and chemistry
point of view. A qualitative study of the effect of the above three factors on band gap and
electronic properties are reported in literature. But we do not find detailed quantitative
calculation of these effects. Detail band structure and bulk modulus are not also reported
in literature for many pure chalcopyrite compounds.
Defect chalcopyrites of the type AB2C4 and A2BC4 are more porous and so they have
rich chemistry. These structure have vacancies at certain sites. But these defects do not
break the translational symmetry. Since they have vacancies, impurity elements includ-
ing magnetic impurities can be doped/substituted by suitable elements to synthesize new
materials. We do not find any sufficient band structure calculations for the substituted
chalcopyrites where the substitution is 50% in cation place. Like pure chalcopyrites,
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no quantitative effects of the structural, p-d hybridization and cation-electronegativity on
electronic properties and hence on optical properties are reported in literature for defect
and doped chalcopyrites. For many of these systems bulk modulus are also not available.
Though some optical properties studies are found for defect systems, we do not find any
study which show the structural and p-d hybridization effects on optical properties. We
do not find any optical study of defect and substituted chalcopyrites where the effect of
optical matrix elements on optical response functions is discussed in detail. In our work
we have tried to fill up these gaps.
Currently there is an extensive search for new materials for the next generation of semi-
conductor devices which would exploit electronic, optical and magnetic properties as
well. Our work would be of great importance in these directions. Much of physics can
still be explored of these systems, doped with different types of impurities. The main
thrust of our work is to understand the physics of defect/substituted systems.
1.4 Objective
Our main objectives are to understand the physics of p-d hybridization, structural distor-
tion and nature of bonding for electronic properties of chalcopyrite type semiconductors.
Detailed analysis of linear optical properties is another objective to understand the factors
which control these properties. To address the above mentioned objectives, we carried
out the following detailed studies.
• To calculate the structural paramters and bondlengths of AgAlM2 (M = S, Se, Te),
CuInSe2 and ZnSnX2 (X = P, As, Sb), AAl2Se4 (A = Ag, Cu, Cd, Zn), CuIn2X4
(X = S, Se), CdGa2X4 (S, Se, Te), CdIn2Te4, and Cu2InSe4, (belong to group
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I − III2 − V I4, II − III2 − V I4 and I2 − III − V I4) and ZnXIn2Te4 (X = O,
Mn), CdMGa2S4 (X = Ag, Al), CuNaIn2S4, CuLiIn2Se4 and Cu2InXSe4 (X
= Al, Ga) substituted chalcopyrite semiconductors.
• To calculate the bulk modulus of the above systems except ZnXIn2Te4 (X = O,
Mn) substituted chalcopyrites using extened Cohen formula.
• To study the electronic properties such as band structure, total density of states
(TDOS) and partial density of states (PDOS) of the above mentioned systems.
• To show the quantitative effects of p-d hybridization and structural distortion on
band gap and in general the total electronic properties.
• To show the quantitative effect of cation-electronegativity on band gaps inZnSnX2
(X = P, As, Sb) with respect to their binary analogs.
• To study the detail optical response functions like imaginary and real part of dielec-
tric functions, refractive index and absorption co-efficient inAAl2Se4 (A = Ag, Cd),
CuIn2S4, CdIn2Te4, CdGa2X4 (X = S, Se, Te) compounds and CuNaIn2S4,
ZnXIn2Te4 (X = O,Mn) substituted chalcopyrites.
• To study the effects of joint density of states (JDOS) and optical matrix elements
(OME) on imaginary part of dielectric function and hence on over all optical prop-
erties.
• To study the effect of structural distortion and p-d hybridization on JDOS and OME,
hence on other optical response function inAgAl2Se4, CuIn2S4 andCuNaIn2Se4
compounds.
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• To study the effects of Na, Mn and oxygen subtitutions on optical properties of
CuIn2S4 and ZnIn2Te4 defect chalcopyrite systems respectively.
Chapter 2
Theory of Electronic Properties
The stationary states of a quantum mechanical system is given by the Schro¨dinger equa-
tion
[−∇2 + V (r)]ψn(r) = εnψn(r) (2.1)
This equation can be exactly solved for simple systems like H atom as the potential energy
V (r) of the electron in the electrostatic field of the proton is known to be −2r (in CGS
system), where r is the electron nucleus-distance. However as we move towards higher
Z elements and their compounds or solids, the electrostatic repulsion among the multi-
ple electrons in presence of the attractive centers (i.e. nuclei) make the solution of the
problem very difficult. Such problems become more intractable due to quantum mechan-
ical electron-electron exchange and correlation effects. One way to solve this problem
is to replace the many-electrons problem to an effective one-electron problem. But this
can be done by introducing certain approximations. Several approximations such as Born
and Oppenheimer approximation (adiabatic approximation) [164], self consistent field
approximation by Slater [165] are considered to solve such problem.
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The most successful theory to tackle such a problem is density functional theory (DFT)
of Hohenberg-Kohn-Sham [166, 167]. DFT reduces the quantum mechanical ground
state many-electrons problem to self consistent one-electron form through the Kohn-Sham
equation [168]. This is an extremely successful approach for the description of ground
state properties of metal, semiconductors and insulations. The success of DFT not only
encompasses standard bulk materials but also complex materials such as proteins and car-
bon nanotubes.
DFT is based on two Hohenberg-Kohn [166] theorems. The first theorem asserts that the
electronic charge density of any system determines all ground state properties of the sys-
tem that isE = E[ρ0], where the energy E is a functional of ρ0, the ground state electronic
charge density of the system. The second H-K theorem shows that there exists a varia-
tional principle for the above energy density functional E = E[ρ′]. Namely, if ρ′ is not
the ground state electronic charge density of the above system, then E = E[ρ′] > E[ρ0].
Kohn and Sham [167] gave a prescription for a mapping of the interacting many body-
electron system onto a system of non-interacting electrons moving in an effective potential
due to all other electrons and ions. The one electron energy Kohn-Sham equation is given
by
[−∇2 + Veff(r)]ψi(r) = εiψi(r) (2.2)
where the effective potential,
Veff(r) = 2
∫
dr′
ρ(r′)
|r− r′| + 2
∑
R
ZR
|r −R| +
δEXC [ρ]
δρ(r)
(2.3)
The effective potential consists of the Hartree potential (1st term in R.H.S), the external
or ionic potential Vext (2nd term) and the exchange-correlation potential (3rd term). In KS
equation, the total electronic energy is a functional of electron density which is calculated
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using variational principle. This requires self consistent calculation. The KS equation
(eq.2.2) is of same form as the Schro¨dinger equation (eq. 2.1) but the only difference is
that the single particle potential is replaced by the effective potential. The XC potential
describes the effects of the Pauli exclusion principle and the Coulomb potential beyond a
pure electrostatic interaction of electrons. The exact form of the exchange correlation is
unfortunately not known. The exact knowledge of this implies that the exact solution of
the entire many body problem is known. So one needs to introduce some approximation
and the most successful and well tested is the so called local density approximation (LDA)
[168]. In LDA, the exchange-correlation energy functionalEXC [ρ] is taken to be the same
as for the homogeneous electron gas with the replacement of the constant density ρ0 by the
local density ρ(r) around each volume element dr of the actual inhomogeneous systems.
If the density of the system is slowly varying, say on the scale of the Fermi wavelength λF ,
then each small element of the electronic system can be thought of as uniform, suggesting
the following approximation to EXC [ρ].
EXC =
∫
ρ(r)ǫXC [ρ(r)]dr (2.4)
Here ǫXC [ρ] is the exchange correlation energy per particle for a uniform system of den-
sity ρ(r). These XC potentials have been approximated by different authors such as von
Barth-Hedin [169], Barth-Hedin modified by Janak [170], Slater Xα [171] etc. We have
used von Barth-Hedin exchange correlation potential [169] for our calculation. DFT with
LDA and other exchange correlation is a major tool in computational condensed matter
physics. It is applicable to all atoms in periodic table (alkali, transition, actinide). It can
be used for metallic, covalent, ionic or even Van der Waals solids. LDA does have lim-
itations to explain strongly correlated phenomena. These limitations may be ressolved
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by a new developments such as LDA+U. Basically in DFT one has to find a self consis-
tent solution of Kohn-Sham equation (equation 2.2) which leads to the true ground state
density. In practice, for calculating the band structure of a solid, the Kohn Sham (KS)
orbitals ψi(r) are usually expanded in terms of some chosen basis functions with some
coefficients which are to be determined variationally. The choice of basis set may lead to
the nearly correct solution of the one-electron band structure problem.
There are different approaches for the choice of the basis set and hence to find the solution
of the one electron band structure.
(a) Fixed basis method such as LCAO method
(b) Partial wave method such as KKR method.
The approach (a) is straight forward and versatile but less accurate. The approach (b) is
sophisticated and time taking but highly accurate. There is another approach called linear
muffin tin orbital method (LMTO). The LMTO method not only establishes the connec-
tion with both LCAO and KKR-ASA method but also combines the desire features of
both. Here basically one derives an energy independent basis set from the energy depen-
dent partial waves in the form of muffin tin orbitals. Then this gives a fast efficient and
reasonably accurate prescription for computing one electron energies and wavefunctions
for all the elements in the periodic table.
LMTO is the linearized version of KKR multiple scattering method which is the most
accurate partial wave band structure method. It leads to the smallest Hamiltonian and
overlap matrices and hence faster from the computational point of view. In this method
it is also possible to define a localized basis such that the Hamiltonian can be recast in a
tight binding form (TB-LMTO). This can be solved in reciprocal as well as in real space.
This TB-LMTO method gives very good result for the compounds having localized d and
2.1. TB-LMTO-ASA 21
f orbitals. For the first principle calculations of the electronic structure of solids, LDA
based TB-LMTO-ASA is the most handy tool and it is also known as “minimal basis set”
method. This is the only method which can be implemented at different levels of so-
phistication and can be run even on PC. Density of states (DOS), band structure, electron
density and total energy can be calculated easily for non-magnetic, ferromagnetic, anti-
ferromagnetic solids in bulk, surface or interface/multilayer. There are three fundamental
concepts that laid the foundation of TB-LMTO [174]. Brief description of this method is
discussed in the following sections.
2.1 Tight Binding Linear Muffin Tin Orbital-Atomic Sphere
Approximation
The starting point is the Kohn-Sham equation with the muffin tin effective crystal poten-
tial. The basis chosen for representation of the wavefunction are the muffin tin orbitals.
The muffin tin approximation to the potential is nothing but a spherically symmetric po-
tential VR(r) centered at the position of each atom and within a sphere of radius rMT . A
constant potential V0 is assumed between the spheres.
V (rR) =
∑
R
VR(|r−R|) + V0 (2.5)
where R is the position of ions cores and r is the position of the electron. A radius SR
around R is defined within which it is assumed that the potential is spherically symmetric.
These spheres are called muffin tin spheres. In the interstitial region, the potential is
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assumed to vary very slowly. But in muffin tin approximation, the slowly varying potential
in interstitial region is replaced by a constant average potential. The resulting potential is
called muffin tin potential. A schematic diagram showing the approximation is given in
Figure 2.1: Construction of Muffin-Tin potential.
figure 2.1 and a more realistic illustration of muffin tin approximation is given in figure
2.2.
Figure 2.2: Muffin-Tin orbital potential.
The Schro¨dinger equation for the single electron wave function is given by
[
− ~
2
2m
∇2 + V (rR)
]
φRL(ε, rR) = εφRL(ε, rR) (2.6)
Within the MT approximation the one electron Schro¨dinger equation can be solved in two
regions i.e. inside the MT sphere and in the interstitial regions. So the potentials in these
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regions are given by
V (r) =


VR(r), rR 6 SR
V0, rR > SR, rR = |r−R|
(2.7)
Equation 2.7 can be solved for the region rR 6 SR (inside sphere) in which potential
is symmetric and
φRL(ε, rR) = φRl(ε, rR)YL(rˆ) (2.8)
where φRl(ε, rR) are the solutions for a single MT well inside the muffin tin sphere. This
is obtained from the numerical solutions of the radial Schro¨dinger equations.
d2
dr2R
rRφRl(ε, rR) =
[
VR(rR) +
l(l + 1)
r2R
− ε
]
rRφRl(ε, rR) (2.9)
The radial equation to find the solution for the constant potential out side the sphere is
[
d2
dr2R
+
l(l + 1)
r2R
− κ2
]
rRφRl(ε, rR) = 0 (2.10)
where
κ2 = ε− V0 (2.11)
The solution outside the spheres are represented as linear combination of the spherical
Bessel function jl(κ, rR) and the spherical Neumann function nl(κ, rR). So the total
solution around a single MT well can be written as
χRL(ε, κ, rR) = Y (rˆR)


φRl(ε, rR), rR 6 SR
nl(κ, rR)− cot ηRl(ε, κ)jl(κ, rR), rR > SR
(2.12)
Here L is used as a combined index for {lm} and rR refers to |r−R|. κ2 can be repre-
sented as the kinetic energy in the “interstitial region” which can be positive or negative
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depending on ε lying above or below the V0 value. ηRl(ε, κ) is known as the “phase
shift” of the lth partial wave which , along with the normalization of φRl(ε, rR) can be
determined by matching the partial waves and its derivatives at the MT spheres boundary
[174].
Mathematically the matching is done via the Wronskian relation
cot ηl(ε, κ) =
W [φl(ε, rR), ηl(κ, rR)]
W [φl(ε, rR), jl(κ, rR)]
cot ηl(ε, κ) is directly related to the potential function PRl(ε, κ) which are monotonically
increasing function of ε. The outside solution i.e. the “tail” of the partial wave depends on
energy ε via the phase shift ηRl(ε, κ) and when κ2 < 0 (ε < V0), it diverges exponentially.
Therefore it is useful to add the function cot ηRl(ε, κ)jl(κ, rR) to the partial wave and the
equation 2.11 and 2.12 can be written as
χRL(ε, κ, rR) = YL(rˆR)


φRl(ε, rR) + cot ηRl(ε, κ)jl(κ, rR), rR 6 SR
nl(κ, rR), rR > SR
(2.13)
Equation 2.13 ensure that the head (inside sphere) and the tail (outside sphere) of the
above function match continuously and differentiably at the muffin tin boundary at SR.
These functions are called muffin tin orbitals (MTO) and qualify as suitable basis for
representation of the wavefunctions in solids. It is because these basis are such that its
head contains all the informations about the potentials while its tail contains informations
only about the constant potential outside the muffin-tin sphere. In this basis, the tail part
is the Neumann function nl(κ, rR) and the head part is φRl(ε, rR) + cot ηRl(ε, κ)jl(κ, rR)
which joins smoothly and differentiably with the tail.
This is illustrated in figure 2.3 . This is the partial waves and muffin tin orbitals asso-
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Figure 2.3: Construction of Muffin-Tin orbital.
ciated with a single muffin-tin potential. But it is necessary to introduce the wavefunction
solution of the whole solid muffin tin potential of type shown in figure 2.1. So the wave-
function must be expanded as a linear combination of the muffin tin orbitals associated
with individual muffin tin potentials centered at different sites {R}. The condition for
this is that the multi-center expansion of the MTOs should be expressible in terms of the
one-center partial wave expansion. i.e.
ψ(ε, rR) =
∑
RL
χRL(ε, κ, rR)CRL (2.14)
The expression for the tail of the Neumann function nl(κ, rR) outside its sphere can be
written as
nl(κ, rR) =
∑
L′
jL′(κ, rR)BR′L′,RL(K) (2.15)
where BR′L′,RL(K) are the Hermitian KKR structure matrix. If we consider one MT
sphere (eq. 2.13) then the 1st term inside the atomic sphere i.e. YL(rˆR)φRl(ε, rR) is al-
ready a solution of the Schro¨dinger equation. But the total head part i.e. YL(rˆR)φRl(ε, rR)+
cot ηRl(ε, κ)jl(κ, rR) is not a solution of Schro¨dinger equation. So the head part will be
a solution of Schro¨dinger equation if and only if the tails from the other spheres cancel
the 2nd term of the head part. i.e.YL(rˆR) cot ηRl(ε, κ)jl(κ, rR). Now the head part is the
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solution of the Schro¨dinger equation. This is called the tail cancellation [175]. The clear
Figure 2.4: The tail cancelation illustration.
illustration is given in figure 2.4. This so called tail cancellation condition directly leads
to KKR set of homogeneous linear equations
∑
RL
[BR′L′,RL(κ) +K cot ηR′l′(ε, κ)δR′RδL′L]CRL(ε) = 0 (2.16)
for each R’,l’. CRL(ε) are the eigenvectors and the corresponding energy eigenvalues can
be calculated from its nontrivial solutions of equation 12. These can be found from the
roots of the secular determinant
det|B(κ) + cot ηRl(ε, κ)| = 0 (2.17)
So in this method, there is an elegant separation of potential and structure dependent parts
in the secular equation. But here the structure constant B(κ) are strongly energy depen-
dent and are long range in real space. This increases the computational time immensely.
Again finding roots of secular determinant for each energy is computationally very expen-
sive. The MT sphere approximation faces problems when the atoms are displaced from
their high symmetric positions.
To remove these short comings of KKR method, a first step in these direction is to intro-
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duce the Atomic Sphere Approximation (ASA) and to get the KKR-ASA secular equa-
tions which leads to TB-LMTO-ASA method. Introducing ASA with KKR secular equa-
tion means, introducing three important points to the KKR secular equation.
(i) Neglecting the non-spherical parts of the potential V (r).
(ii) Neglecting interstitial region (flat potentials).
(iii) Neglect higher partial waves (only s, p, d, f are considered).
In ASA approximation [172, 175, 177], each Wigner-seitz sphere is approximated
by atomic spheres which are inflated MT spheres. These atomic spheres should fill the
space and hence slightly overlap each other. This overlap is 10% to 14% for Wigner-seitz
spheres in the fcc and bcc structure respectively. For non-monoatomic solids, unequal
size atomic spheres are required. So for satisfying ASA condition, the sphere should fill
the electron containing parts of the space and at the same time these spheres should not
overlap more than 30% with any sphere. It works surprisingly well for closed packed
structure. But for open structure, introduction of empty spheres which are hypothetical
atomic spheres with zero nuclear charge are needed [177].
Figure 2.5: Crystal structure with muffin-tin spheres.
Figure 2.5 shows atomic cells, touching muffin tin spheres and one atomic sphere.
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Invoking ASA means, instead of integrating out the atomic potential as far as the MT
spheres, one can integrate out a more up to the WS sphere. In this process the region of
Figure 2.6: Construction of Muffin-tin sphere.
the flat potential V0 across the annular volume VWS − VMT (i.e. the volume bounded by
the WS polyhedron and the inscribed MT spheres are included (figure 2.6).
2.2 KKR-ASA
In KKR secular equation, the structure constant B(K) is energy dependent. By invoking
ASA i.e. κ2 = 0, to KKR which is nothing but the “zero energy” version of the multiple
scattering theory, B(K) becomes energy independent. So here one can define the MTOs
in terms of the overlapping WS spheres rather than the touching MT spheres. The wave
equation then changes to Laplace’s equation whose regular and irregular solutions respec-
tively replace the radial Bessel and Hankel functions. So in KKR-ASA, the equation 2.13
takes the form
χRL(ε, κ, rR) = YL(rˆR)


φRl(ε, rR) + P
0
Rl(ε)(r/SR), rR 6 SR
rR/SR)
−l−1, rR > SR
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where
P 0Rl(ε) = 2(2l + l)
DRl(ε) + l + 1
DRl − l
is the potential function defined in terms of the logarithmic derivativeDRl ≡ D{φRl(ε, SR)}
of the partial wave φRl(ε, rR) at rR = SR and DRl(ε) is a monotonically decreasing
function. After introducing ASA to KKR method, the B(κ) which is energy dependent
becomes S0R′L′,RL. It is called bare canonical structure matrix which are now energy in-
dependent. So by applying the tail cancellation argument, one arrives at the KKR-ASA
(κ2 = 0) secular equation [177].
∑
RL
[
S0R′L′,RL − P 0R′l′(ε)δR′RδL′L
]
[N0Rl(ε)]
−1CRL(ε) (2.18)
for each R’L’. [NRl0(ε)] is the normalization function.
The corresponding secular equation is
det|S0R′L′,RL − P 0R′l′(ε)δR′RδL′L| = 0 (2.19)
Equation 2.19, exhibits two kinds of terms, potential function P 0R′l′(ε) and the structure
constant S0R′L′,RL. Here P 0R′l′(ε) is a function of energy which depends only on the po-
tential inside the atomic sphere. The structure matrix is a function of Bloch vector k
which depends only on crystal structure but not on lattice constant. The KKR-ASA equa-
tions therefore establish the link between the potential and the structure dependent parts
of the energy band problem which are otherwise completely decouple within ASA. This
KKR-ASA equation provides the connection between E and k which is the energy band
diagram. Figure 2.7 shows a clear illustration [177]. The main diagonal terms in the
canonical structure matrix are equal to 0 whereas the off diagonal terms (hopping inte-
gral) depends only on the atomic separation d = |R−R′|. This canonical structure matrix
30 CHAPTER 2. THEORY OF ELECTRONIC PROPERTIES
Figure 2.7: Atomis Wigner-sitze sphere.
obeys a long ranged power law decay. From computational point of view, this long range
power scaling behavior of MTOs is too slow and at least for s- and p- orbitals (especially
for structurally disorder system) and to a less extent for d-orbitals. This makes the real
space summation of the MTO tails very difficult. To overcome this difficulty, Andersen
[172] proposed the localized or screened MTO basis set.
2.3 The Screening Formalism
The zero energy (κ2 = 0) multiple scattering theory or the bare KKR-ASA formalism
does not take into account the ‘screening’ by multipoles at neighboring sites. However,
in most systems, be it solids, surfaces or clusters, the process of screening effect is quite
natural. Andersen and Jepsen [179] made some transformation in conventional KKR-
ASA (κ2 = 0) equation which leads to a localized or short ranged MTO. This screening
formalism leads to the so called TB-LMTO method [178].
The conventional set of MTO envelop extended in all spaces (designated by the suffix∞).
This can be written as in matrix notation [181].
∣∣K0RL〉∞ = ∣∣K0RL〉− ∣∣J0RL〉S0RL + ∣∣K0RL〉i
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|K0RL〉 is the head part which is vanishing outside the WS sphere under consideration
centered at R. Similarly |J0RL〉 which appears in the tail expansion vanishes outside the
“foregion sphere” (i.e. neighboring WS sphere centered at R′). |K0RL〉 i is the interstitial
contribution which vanishes inside the spheres. ASA is used, where interstitial region is
eliminated by inflating the MT spheres. This term is dropped in the present case but it
is included for a general MTO basis set. The above envelop function is going to spread
not only inside the sphere at R but also inside all other neighboring spheres R′. The
multipole fields at R may be screened by surrounding it by multipoles at R′, so that a very
localized field is obtained. Here one can introduce a general MTO representation, which
is characterized by the “screening parameters α” {≡ αRl}. It is chosen to be a diagonal
matrix for simplicity. Now the new screened quantities are KαRL, JαRL and SαR′L′,RL. These
are related to the unscreened quantities. First of all the tail function |J0RL〉 is modified by
mixing an amount of α of the irregular Hankel function K0, so that the new tail function
can be written as
JRL(rR) = J
0
RL(rR)− αRLK0RL(rR)
The screen envelop function KαRL has a head proportional to K0RL. The screen quantity
|KαRL〉∞ will be a superposition of the corresponding unscreened quantity. For this, the
screened structure matrix Sα should satisfy the Dyson equation.
Sα = S0(1 + Sα
⇒ Sα = S0 + S0αSα
⇒ Sα = S0(1− αS0)−1
⇒ (Sα)−1 = (S0)−1 − α
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Thus the localized envelop function can be constructed for any set of α’s for which
(1 − αS0) exists. The tight binding structure constants can be generated directly in real
space for each site R, by inverting the positive definite matrix α−1Rl δR′RδL′L−S0RL,R′L′ for
say a cluster of 20 to 40 nearest neighbor R′.
The great advantage of this real space technique is that it can now be applied even for
disorder solids or finite size cluster. It has been found by trial and error [180] that the
screened structure matrix is exponentially decaying function and for best possible local-
ization, the screening parameters αL are unique (independent of R), i.e., 0.3485, 0.0530,
0.0107 for l = 0, 1, 2 respectively and 0 for l > 2. In contrast to the unscreened structure
matrix S0, the localized structure constant Sα is much more rapid with d = |R − R′|
and extends at most up to two WS spheres. So the Dyson equation can be calculated for
each atom R on a cluster of only first and 2nd neighbor atoms R′. Similarly the screened
potential function P αRl(ε) which are related to the conventional potential functions P 0RL(ε)
via a similar transformation relation as that of S0. Finally the screened KKR-ASA secular
equation is
det|SαR′L′,RL − P αR′l′(ε)δR′RδL′L| = 0 (2.20)
This is the basic equation that leads to the so called TB-LMTO method.
2.4 Energy Linearization
In the above equation, the secular matrix has a nonlinear energy dependence. So it is
very difficult to find out the roots. By invoking ASA, the energy dependence of the
structure matrix has been removed (it is the off diagonal part of KKR-ASA matrix). The
remaining energy dependence now occurs only along the diagonal of KKR-ASA matrix
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and that is through the potential function PRl(ε) evaluated at atomic sphere. It is always
desirable to somehow bypass the energy dependence in KKR method so that the entire
band structure problem can be simplified. To achieve this goal, Andersen [172, 176]
expressed the energy dependent solution φRl(ε, r) of the Schro¨dinger equation 2.9 within
a sphere in terms of a well converged Taylor series about some arbitrary chosen energy
ε = Eν at the center of interest. The energy Eν is chosen suitably as center of the energy
window of own interest.
φRl(ε, rR) = ϕRl(rR) + (ε− Eν)ϕ˙Rl +Θ(ε−Eν)2 (2.21)
where ϕRl(rR) ≡ φ(Eν , rR) and ϕ˙Rl ≡ ∂φ(ε, rR)∂ε |ε=Eν are the solution of Shro¨dinger
equation and its derivatives. Truncating the Taylor series (eq. 2.21) after the term linear
in energy (2nd term), one gets the linear basis set which describes fairly well the change
of the radial wavefunction through out the atomic sphere (rR ≤ s). The general LMTO
basis can therefore be written in an energy independent form in matrix notation.
|χα〉 = |ϕα〉+ |ϕ˙α〉hα + |χα〉i (2.22)
where the expression for the Harmitial matrix , hα, can be derived starting from KKR-
ASA secular equation 2.18 as,
hα = (Cα −Eν) +
√
∆αSα
√
∆α (2.23)
(Cα − Eν) is diagonal and ensures the boundary condition at sphere under consideration
while the 2nd term
√
∆αSα
√
∆α is the off diagonal term which ensures the boundary
condition at ”foregion sphere“. Cα and ∆α are some standard potential parameters [181]
which denotes the band-center parameter and band width parameters respectively. These
two parameters can be defined in terms of the slope and amplitude of the potential function
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as
Cα = Eν − P α/P˙ α
∆α = 1/P˙ α
Finally energy linearization gives the eigenvalue type LMTO secular equation
det|H(2)RL,R′L′ − EδRR′δLL′ | = 0 (2.24)
where the second order effective one-electron LMTO-ASA Hermitian H(2) is given by
H(2) ≃ Eν + h = Eν + hα + hαOαhα + . . .
H(2) ≃ H(1) − hαOαhα + hαOαhαOαhα + . . . (2.25)
Further simplification may be introduced. An effective two center TB Hamiltonian H(1)
may be defined by truncating the series representation (eq. 2.25) of h to first order in hα
which gives rise equation 2.23. So the first order Hamiltonian within the ASA can be
written as
H(1) ≃ Eν + hα = Cα +
√
∆αSα
√
∆α (2.26)
This is the two centered TB-LMTO Hamiltonian. Here the potential parameters are in
Rydberg. Since Sα is short ranged, H1 is itself is short ranged (essentially vanished be-
yond the second nearest neighbor). So for this first order Hamiltonian H1 we will get
similar type of equation such as equation 2.24 and we can find the corresponding energy
eigenvalues. In localized basis such as TB-LMTO basis, the computational effort in cal-
culating Hamiltonian and overlap matrices or the full charge density scales linearly with
number of atoms and is independent of number of k points [182]. Thus for sufficiently
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large number of atoms in the unit cell, the computer time required for TB-LMTO calcu-
lation is dominated by matrix diagonalization.
Figures 2.8 and 2.9 show flow charts how the TB-LMTO package runs. Scheme of
typical electronic structure calculations in the form of flow chart is shown in figure 2.10.
Figure 2.8: TB-LMTO package : Working principle
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Figure 2.9: Flow chart of TB-LMTO package.
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Figure 2.10: Scheme of typical electronic structure calculations.
Chapter 3
Structural and Electronic Properties
3.1 Structural properties
3.1.1 Pure Chalcopyrite Semiconductor
The structure of AI −BIII −CV I2 and AII −BIV −CV2 groups of chalcopyrite semicon-
ductors is tetragonal. The positions of the various atoms in the tetragonal unit cell are (in
Wyckoff notation) : group I/II atom at 4a : 0 0 0; group III/IV atom at 4c : 0.0 0.0 0.5 and
group VI/V atom at 8d: u 0.25 0.125, where ‘u’ is anion displacement parameter. u refers
only the x-coordinate of anions for such pure systems, whereas, y- and z-component re-
main the same as for ideal case. In an ideal zinc-blende structure of binary compound
like GaAs each anion has four similar cations as nearest neighbor. So all the four bond
lengths are equal and the charge distribution is identical around each bond. Therefore in
binary compound, having zinc blende structure, u is 0.25 and η
(
c
2a
)
= 1. We refer this
as ideal case. But in both types of ABC2 chalcopyrite systems each anion has two group
I/II and two group III/IV cations as nearest neighbors as shown in figure 3.1. Figure 3.1
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shows one unit cell of a group II-IV-V2 chalcopyrite lattice. Due to dissimilar atoms as
neighbors the anion acquires an equilibrium position closer to one pair of cation than to
other. This new position of anion is called anion displacement which is the main cause
for bond alternation (RAB 6= RBC). We refer this case as non-ideal case (u 6= 0.25 and
η 6= 1). The quantity u − 1
4
= (R2AC − R2BC)/a2 measures the extent to which the bond
alters in a system. Thus the two near-neighbor distances A-C and B-C can be calculated
by equation 3.1 and equation 3.2.
RAC = a
[
u2 +
(1 + η2)
16
] 1
2
(3.1)
RBC = a
[(
u− 1
2
)2
+
(1 + η2)
16
] 1
2
(3.2)
The bond alternation gives rise to structure anomalies relative to the ideal zinc blend
structure and it has significant effect on band gap.
Chalcopyrite semiconductors, including defect and substituted chalcopyrites, are loosely
packed crystals (low packing fraction). Therefore, conventional LMTO-ASA method
is not suitable for such systems. To overcome such unfavorable physical situation, it
is necessary to introduce empty spheres at appropriate chosen interstitial sites for self
consistent calculation. This is indeed possible in the advanced TBLMTO-ASA method.
We ensure proper overlap of muffin tin spheres for self consistency and the percentage of
overlap is found.
Table 3.1 shows the structural parameters including bond lengths of the systems under
study. Obtained lattice parameters are in good agreement with experimental results [3] as
well as other computational work [36]. Jaffe and Zunger [36] have calculated ‘u’ and
bond lengths using experimental values of the lattice parameters obtained by Hahn [3]
and conservation of tetrahedral bonds (CTB). In CTB, the difference of bond lengths
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Figure 3.1: One unit cell of the chalcopyrite lattice
(RAC − RBC) is minimized to find the new values of lattice parameters and u.
We obtain the ground state equilibrium values of lattice parameters, u, η and bond
lengths by minimizing the total energy using first principle procedure. Our result shows
that u increases from the ideal value for all the three systems, AgAlM2 (M = S, Se, Te).
But u decreases from the ideal value in the case of ZnSnX2 (X = P,As, Sb) and
CuInSe2. Jaffe et.al. [36, 38] have shown that the anion shift is the consequence of
the atomic sizes i.e. the tetrahedral covalent radii. On the basis of this argument, Zn−X
and Cu − Se bonds are shorter compared to Sn − X and In − Se bonds respectively.
This is because atomic radii of Zn/Cu are smaller than the group IV/III atoms Sn/In.
Our calculated bond lengths for ZnSnX2 (X = P,As, Sb), CuInSe2 and AgAlM2
(M = S, Se, Te) support this consequence.
We calculate the bulk modulus, ‘B’ by the slightly modified form of Cohen formula
1 Solid State Communications 151 (2011) 523-528.
2Journal of Alloys and Compounds 512 (2012) 17-22
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Table 3.1: Structural parameters of pure chalcopyrite semiconductors. aexp, cexp, uexp are
experimental parameters and uother: other calculated parameters.
Systems a c aexp cexp η u uexp uother RAC RBC
(A˚) (A˚) (A˚) (A˚) (A˚) (A˚)
AgAlS2 5.481 10.90 5.72a 10.13a 0.994 0.265 0.290a 0.288b 2.42 2.32
AgAlSe2 5.78 1 11.52 5.95a 10.75a 0.996 0.263 0.270a 0.287b 2.54 2.45
AgAlTe2 6.22 1 12.28 6.29a 11.83a 0.987 0.261 0.260a 0.285b 2.72 2.64
CuInSe2 5.752 11.61 5.78c 11.61c 1.010 0.236 0.235c 0.237b 2.45 2.54
ZnSnP2 5.65 11.30 5.65d 11.30d 1.000 0.230 0.239d 0.236b 2.38 2.51
ZnSnAs2 5.85 11.70 5.85e 11.70e 1.000 0.236 0.231e 0.236b 2.48 2.58
ZnSnSb2 6.28 12.56 6.27e 12.54e 1.000 0.235 0.228e 0.237b 2.66 2.77
a Ref.[3],b Ref.[36],c Ref.[183],d Ref.[184],e Ref.[185]
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given in equation (3.4). The original Cohen’s empirical formula [186]
B = (1971− 220λ)/d3.5 (3.3)
is appropriate for zinc blende solids. Due to different ionicity and covalency, λ is chosen
to be 0, 1 and 2 for group IV, III-V and II-VI semiconductors respectively. This is because
there is increase of ionicity and loss of covalency from the group IV to III-V and II-
VI semiconductors. Here ‘d’ is bond length (A˚). In modified Cohen formula we have
considered the average of Bulk modulus corresponding to different tetrahedral bonds.
Therefore, it can be written as :
B =
1971− 220λ
4
∑
i=1,2,3,4
1
d3.5i
(3.4)
where B is in GPa and the nearest-neighbor distances di in A˚. The coefficient λ is chosen
equal to 1 and 2 for group II-IV-V2 and I-III-VI2 respectively. This is because the group
III-V and II-VI semiconductors are the binary analogues of group II-IV-V2 and I-III-VI2
chalcopyrite semiconductors respectively.
The calculated result shows an inverse proportionality relation between bulk modulus and
lattice constant ‘a’. This result agrees with the similar study carried out for II-VI type
semiconductors [187]. Table 3.2 shows the calculated bulk modulus of the pure chal-
copyrite semiconductors. Corresponding experimental and other theoretically calculated
bulk moduli are also given in table 3.2 for those systems which are available for compar-
ison. Our result of bulk moduli show good agreement with the other results.
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Table 3.2: Bulk modulus B for the pure chalcopyrite systems.
Systems B (GPa) B (GPa) B (GPa)
(Our result). (Expt.) (Other theoretical)
AgAlS2 74.96 - 73.19b, 75.2c
AgAlSe2 62.56 - 62.15b, 62.8 c
AgAlTe2 48.67 - 56.02b, 40.4 c
CuInSe2 62.56 62.0a 61.42b, 64.0 c
ZnSnP2 77.04 - 75.44b, 84.2 d
ZnSnAs2 68.18 - 67.43b, 67.0 d
ZnSnSb2 53.27 - -
a Ref.[188],b Ref.[126],c Ref.[189],d Ref.[190]
3.1.2 Defect/ Substitutional Chalcopyrite Semiconductor
In a defect chalcopyrite there is a 50% vacancy in one type of cation compared to pure
chalcopyrite. Thus such defect compounds fall under vacancy defect systems. Similar
definition has also been used by other authors [191, 192]. When substitution (50%) is
introduced in place of one of the cation, there are three types of cations in a unit cell
unlike pure and defect chalcopyrites. One unit cell of a defect AB2C4 and Li substi-
tuted CuInSe2 chalcopyrite are shown in figure 3.2. In pure ABC2 chalcopyrite, 50%
of the A atoms are substituted by different constituent atoms. In both defect and substi-
tuted chalcopyrites, the vacancies/ substituted atoms are occupied in such a manner that
the crystal maintains periodicity. Therefore, these systems are ordered-defect compounds
[191]. There are two A, two vacancy/ substituted, four B and eight C atoms per unit cell.
In such systems the positions of the various atoms in the tetragonal unit cell are (in Wyck-
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Figure 3.2: One unit cell of (a) defect chalcopyrite semiconductor (b) Li-substituted
CuInSe2 chalcopyrite semiconductor.
off notation): A on 2a site (0 0 0), B1 on 2b site (0 0 0.5), B2 on 2d site (0 0.5 0.75),
vacancy/ substituted on 2c site (0 0.5 0.25) and C on 8g site (ux uy uz). Here ‘ux’, ‘uy’
and ‘uz’ are anion displacement parameters along three axes. In the case when vacancies
are created at the place of B cations, the various positions of atoms in A2BC4 are (in
Wyckoff notation): A1 on 2a site, A2 on 2d site, B on 2b site, vacancy/ substituted on
2c site and C on 8g site. The space group of the defect and substituted chalcopyrites are
I 4¯(S24). Unit cell with η = 1, ux, uy and uz equal to 0.25, 0.25 and 0.125 respectively,
is referred as ideal case. Anion shifts along all the three directions in both defect and
substituted chalcopyrite, unlike only along x-direction as found in the case of pure chal-
copyrites [36]. This is due to the reduction in symmetry in these systems. Therefore, all
cations-anion bond lengths are inequivalent in these systems.
Table 3.3 shows the calculated lattice parameters ‘a’ & ‘c’, tetragonal distortion, anion
1 Journal of Solid State Chemistry, 184, Issue 7 (2011) 1614-1621
2Journal of Alloys and Compounds 512 (2012) 17-22
3Article in book “Crystal Growth and Computational Materials Science : MACMILLAN Advanced
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Table 3.3: Calculated structural parameters of defect chalcopyrite semiconductors.
Compounds a c η aexp cexp ux uy uz B
(A˚) (A˚) (GPa)
AgAl2Se4 5.721 11.31 0.989 - - 0.262 0.248 0.130 46.87
CuAl2Se4 5.651 11.28 0.999 - - 0.271 0.251 0.130 47.98
CdAl2Se4 5.761 11.49 0.998 5.73a 10.60a 0.264 0.249 0.132 44.89
ZnAl2Se4 5.531 10.94 0.990 5.49a 10.87a 0.266 0.247 0.131 52.06
CuIn2Se4 5.742 11.64 1.014 - - 0.251 0.235 0.126 45.44
CdGa2S4 5.51 10.94 0.992 5.53b 10.16b 0.270 0.248 0.133 52.48
CdGa2Se4 5.72 11.41 0.997 5.73c 10.70c 0.264 0.249 0.133 46.15
CdGa2Te4 6.18 12.22 0.988 6.11d 11.81d 0.264 0.251 0.128 36.20
CdIn2Te4 6.36 12.75 1.002 6.22e 12.46 e 0.262 0.247 0.131 31.95
CuIn2S4 5.50 11.14 1.013 - - 0.252 0.228 0.125 52.84
Cu2InSe4 5.703 11.34 0.995 - - 0.251 0.232 0.128 83.84
a Ref.[193],b Ref.[72],c Ref.[5],d Ref.[194],e Ref.[82]
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Table 3.4: Calculated bond lengths in A˚
Systems RA−C RB1−C RB2−C RV acancy−C
(A˚) (A˚) (A˚) (A˚)
CuIn2S4 2.33 2.45 2.46 2.32
CuIn2Se4 2.45 2.55 2.54 2.43
CdGa2S4 2.48 2.37 2.40 2.26
CdGa2Se4 2.57 2.48 2.47 2.37
CdGa2Te4 2.74 2.63 2.69 2.59
CdIn2Te4 2.83 2.76 2.76 2.65
RCu1−Se RCu2−Se RIn−Se RV acancy−Se
Cu2InSe4 2.08 2.06 2.21 2.20
displacement and bulk modulus (B) for a series of group I−III2−V I4, II−III2−V I4
and I2− III−V I4 defect chalcopyrite semiconductors. Calculated structural parameters
agree well with the available experimental lattice parameters. The experimental lattice
parameters of AgAl2Se4, CuAl2Se4, CuIn2Se4, CuIn2S4 and Cu2InSe4 are not avail-
able for comparison. These parameters are also found by energy minimization procedure.
We have calculated the bulk modulus ‘B’ for these systems also using extended Cohen
formula [141]. In this formula only three bond lengths are taken into account for cal-
culation because of one vacancy. Here also our result shows an inverse proportionality
relation between bulk modulus and lattice constant ‘a’ as expected. Bond lengths for the
above series of defect systems are given in table 3.4 and 3.5.
In all the defect chalcopyrite systems we have found that anion acquires an equilibrium
Research Series”, Macmillan Publishers India Ltd., (2012) 250-253
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position closer to the vacancy than to the other three cations as expected. We get a differ-
ent result in case of Cu2InSe4. Firstly unlike in other defect systems in this case anion
(Se atom) moves towards the Cu atom than the vacancy. Secondly the bulk modulus of
this system does not show the inverse proportionality relation with the lattice parameter.
Table 3.5 shows the calculated bond lengths and corresponding covalent and ionic radii
of AAl2Se4 (A = Ag,Cu, Cd, Zn).
Table 3.6 shows the calculated lattice parameters ‘a’ & ‘c’, tetragonal distortion, anion
displacement and bulk modulus (B) for a series of substituted chalcopyrite semiconduc-
tors. Our result of lattice parameters agree well with the available experimental values
in the case of CuLiIn2Se4. Experimental values are not available for other system for
comparison. The calculated result shows an inverse proportionality relation between bulk
modulus and lattice constant ‘a’ like pure and defect chalcopyrites.
Bond lengths for the substituted chalcopyrite semiconductors are given in table 3.7.
3.2 Electronic Properties
3.2.1 Band structure & Density of states (DOS)
Band structure, total density of states and partial density of states are plotted to study the
detail electronic properties for a series of pure, defect and doped chalcopyrite semicon-
ductors. The Fermi level is set at zero energy in band structure and total DOS plot and
marked by dashed horizontal line. In band structure diagram, e, E, E1 and E2 represent
1Our work : Journal of Alloys and Compounds 512 (2012) 17-22
2 SPIE : International Society for Optics and Photonics (accepted 2012-May)
3 Article in book “Crystal Growth and Computational Materials Science : MACMILLAN Advanced
Research Series”, Macmillan Publishers India Ltd., (2012) 250-253
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Table 3.5: Calculated bond lengths in A˚ for AAl2Se4 (A = Ag, Cu, Cd, Zn)
Systems RA−Se RAl1−Se RAl2−Se RV acancy−Se
(A˚) (A˚) (A˚) (A˚)
AgAl2Se4 2.533 2.468 2.483 2.406
(2.65)∗
[2.92]∗∗
CuAl2Se4 2.551 2.409 2.481 2.349
(2.52)∗
[2.71]∗∗
CdAl2Se4 2.583 2.498 2.498 2.396
(2.64)∗
[2.93]∗∗
ZnAl2Se4 2.467 2.385 2.412 2.288
(2.42)∗
[2.72]∗∗
∗ Sum of the covalent radii. ∗∗ Sum of the ionic radii.
Sum of the covalent radii of Al-Se is 2.41(A˚).
Sum of the ionic radii of Al-Se is 2.37(A˚).
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Table 3.6: Structural parameters of a series of substituted chalcopyrite semiconductors.
Compounds a c aexp cexp η ux uy uz B
(A˚) (A˚) (A˚) (A˚) (GPa)
CdAgGa2S4 5.64 11.23 - - 0.995 0.254 0.236 0.125 68.14
CdAlGa2S4 5.82 11.70 - - 1.005 0.251 0.248 0.126 60.28
CuLiIn2Se4 5.84 1 11.64 5.85a 11.62 a 0.996 0.253 0.233 0.127 60.14
CuNaIn2S4 5.69 11.39 - - 1.0008 0.244 0.236 0.121 65.83
ZnOIn2Te4 6.382 12.74 - - 0.998 0.267 0.215 0.124 -
ZnMnIn2Te4
2 6.33 2 12.65 - - 0.999 0.259 0.245 0.127 -
Cu2InAlSe4 5.67 3 11.36 - - 1.005 0.247 0.234 0.128 66.33
Cu2InGaSe4
3 5.653 11.39 - - 1.007 0.236 0.244 0.125 67.20
a Ref.[195]
Table 3.7: Bond lengths of the substituted chalcopyrite semiconductors
Systems Bond Lengths in A˚
CdAgGa2S4 Cd-S : 2.40 Ag-S : 2.38 Ga1-S : 2.47 Ga2-S : 2.49
CdAlGa2S4 Cd-S : 2.51 Al-S : 2.50 Ga1-S : 2.53 Ga2-S : 2.54
CuLiIn2Se4 Cu-Se :2.49 Li-Se : 2.44 In1-Se : 2.58 In2-Se :2.57
CuNaIn2S4 Cu-S : 2.41 Na-S : 2.37 In1-S : 2.57 In2-S : 2.45
ZnOIn2Te4 Zn-Te : 2.69 O-Te : 2.58 In1-Te : 2.83 In2-Te : 2.96
ZnMnIn2Te4 Zn-Te : 2.77 Mn-Te : 2.67 In1-Te : 2.74 In2-Te : 2.77
Cu2InAlSe4 Cu1-Se : 2.41 Cu2-Se : 2.39 In-Se : 2.54 Al-Se : 2.48
Cu2InGaSe4 Cu1-Se : 2.38 Cu2-Se : 2.47 In-Se : 2.51 Ga-Se : 2.42
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empty spheres of different radii which are introduced at appropriately chosen interstitial
sites. The detail electronic properties are studied for the following systems.
I. AgAlM2 (M = S, Se, Te)
(i) AgAlS2 : The band structure and total density of states (TDOS) (figure 3.3) show
four major subbands of different band widths below fermi level EF within the energy
range 0 to -13.84 eV. The first three subbands having band widths 2.29 eV, 0.91 eV, 3.17
eV respectively below the valence band maxima are separated by very narrow band gaps
of 0.22 eV and 0.11 eV respectively. The lowest subband having band width 1.24 eV is
Figure 3.3: Band structure and TDOS for AgAlS2.
formed mainly due to the contribution of Sulfur 3s states. There is a large band gap of ≃
5.90 eV between the lowest and third subband. Partial density of states (PDOS) for Ag d
and S p are plotted in figure 3.4 to study the orbital character and nature of hybridization.
These figures show that Ag-d and S-p hybridization contribute to upper valence band
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Figure 3.4: PDOS of AgAlS2.
near fermi level. There is a very weak contribution of Ag d states in conduction band.
Calculated PDOS for s,p,d states of Ag, Al, S (figure 3.4) show that the contribution to
conduction band is due to Ag p, Al p, S d and S p states.
(ii) AgAlSe2 : The lowest subband is formed due to Se 4s states within the energy range
Figure 3.5: Band structure and TDOS for AgAlSe2.
-12.71 to -13.73 eV. There is a large band gap of nearly 6.24 eV between the lowest and
just above subband. The second lowest band is mainly formed due to the contribution
of Al s and Se p states. Figure 3.5 for band structure and TDOS show four subbands
of different band widths below fermi level EF within the energy range 0 to -13.73 eV.
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Figure 3.6: PDOS of AgAlSe2.
A very narrow band gap of about 0.36 eV separates the second lowest subband from the
third one. The main contribution to the third lowest subband is due to Al p, Se p and Ag d
states. The upper most valence band is separated by the previous subband by a band gap
of about 0.24 eV. Figure 3.6 for PDOS of Ag d and Se p depicts that all the Ag character
is concentrated at the upper valence band leaving a very negligible amount in conduction
band. The upper valence band is dominated by Ag d and Se p hybrid character. Figure 3.6
shows that the conduction band has main contribution from Ag p, Al p and Se p and a
very less contribution from Ag s and Al s states.
(iii) AgAlTe2 : Figure 3.7 shows band structure and TDOS. Unlike the previous two
systems this semiconductor has only three major subbands of different band widths be-
low fermi level EF within the energy range 0 to -12.03 eV.
The upper most valence band is in the region of 0 to -4.63 eV. It mainly consists of Ag d
with some contribution from Te p states. There is a very narrow band gap of about 0.48
eV between the upper most valence band and the previous subband.
This second subband is in the region -5.11 to -6.24 eV. It is mainly formed due to the
contribution of Al s and less contribution from Te p states. Whereas the lowest or third
subband is formed in the region of -11.0 to -12.03 eV due to the contribution of Te 5s
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Figure 3.7: Band structure and TDOS for AgAlTe2.
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Figure 3.8: PDOS of AgAlTe2.
states. Figure 3.8 shows Ag d character is concentrated in the upper most valence band
and a very negligible amount of Ag d character in conduction band. Like in the case of
AgAlSe2 the main contribution to upper most valence band is due to Ag d and Te p hybrid
orbitals. Figure 3.8 shows that the main contribution to conduction band is from Te p, Ag
s/p and Al s/p states.
II. CuInSe2 : Figure 3.9 (a) (TDOS) shows four major sub valence bands of differ-
ent band widths. The first two subbands below the valence band maximum have band
widths 1.9 eV and 2.7 eV respectively. They are separated by very narrow band gap of
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Figure 3.9: CuInSe2 : (a) TDOS (b) PDOS.
0.95 eV . The third and fourth subbands have band width 0.8 eV and 1.3 eV respectively.
They are separated by a large band gap of 6.4 eV. The second and third subbands are
separated by a very narrow band gap of 0.3 eV. The major contribution for the formation
of the first subband comes from Cu d orbitals and weak contribution from Se p orbitals.
Whereas, it is other way round for the formation of the second subband. Contribution for
the formation of the third subband comes from the admixture of In s and Se p orbitals.
The lowest subband is Se 4s band. It is clear from the figure 3.9(b) (PDOS) that Cu d
and Se p hybridization contribute to upper valence band near Fermi level and there is no
contribution of Cu d states to conduction band. The main contribution to the conduction
band comes from Cu p, In p and Se p states and very weak contribution from Cu s and In
s orbitals. The conduction band width is 16.0 eV. Our band structure result agrees with
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Figure 3.10: Band structure and TDOS for ZnSnP2.
the work of Jaffe and Zunger [36].
III. ZnSnX2 (X = P,As, Sb): Figure 3.10 (Band structure and TDOS) shows that
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Figure 3.11: TDOS (left panel) of ZnSnAs2 and ZnSnSb2. PDOS (right panel) for
ZnSnP2
ZnSnP2 has four main subvalence bands between valence band maxima (EV BM ) and
-12.2 eV. Figure 3.11 (left panel - TDOS) shows that ZnSnX2 (X = As and Sb) have
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four main subvalence bands in the region EV BM and -13.0 eV and EV BM and -11.57
eV respectively. The band width of the upper most valence band for the three systems
ZnSnX2 (P,As, Sb) are respectively 5.5, 5.35 and 5.35 eV. Figure 3.11 (right panel -
PDOS) for ZnSnP2 and Figure 3.12 (PDOS) for other two systems show that the upper
most subband is formed mainly due to the contribution of the admixture of group V anion
p states (P p, As p and Sb p respectively), Zn s, Zn p and Sn p states in all the three
systems. It is separated by a heteropolar gap from the subband that lies below it. This
heteropolar band gap for all these three systems are 0.17, 0.52 and 0.70 eV respectively.
The second sub-valence band consists of mainly anion p and Sn s states. This gives
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Figure 3.12: PDOS for (left panel) ZnSnAs2 and (right panel) ZnSnSb2.
rise to a strong overlap of the Sn s orbitals with the P p or Sb p orbitals in the case of
ZnSnP2 and ZnSnSb2 respectively. As a result the BIV − CV band (bonding state) is
formed. But in the case of ZnSnAs2 As s state also admixed with As p and Sn s states
to form the same band. The third subband is the narrow Zn 3d states which touches the
bottom of BIV − CV band. These bands have total band width 2.53 and 2.10 eV respec-
tively in case of ZnSnP2 and ZnSnSb2. But in case of ZnSnAs2, Zn 3d states overlap
slightly with BIV − CV band having band width 2.1 eV. The lowest subband is formed
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Figure 3.13: Band structure and TDOS for AgAl2Se4.
by anion s states (P s, As s, Sb s respectively). It is separated from the above subband by
heteropolar gap also of 2.1, 2.8 and 1.4 eV for ZnSnX2 (X = P,As, Sb) respectively.
The band width are 2.27, 1.76 and 1.92 eV respectively.
Figure 3.11 (right panel - PDOS) and 3.12 (PDOS) show that the main contribution to the
lower conduction band comes from the admixture of anion (P, As, Sb) s, p states and little
Sn s states. Our band structure result for ZnSnP2 agrees well with Jaffe et.al. . But in our
case as we have discussed earlier that Zn 3d band touches with BIV −CV band, whereas,
Jaffe et.al. found a gap between these two bands. There are no other result available for
the other two system for comparison.
IV. AAl2Se4 (A = Ag,Cu,Cd,Zn) defect Chalcopyrite Semiconductors
(i) AgAl2Se4 : Figure 3.13 (Band structure and TDOS) shows that this compound is a
slightly p-type semiconductor. There are three major sub valence bands of different band
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Figure 3.14: Band structure and TDOS for CuAl2Se4.
widths. The first two subbands of band widths 4.5 and 1.1 eV respectively below the va-
lence band maxima are separated by very narrow band gap of 0.1 eV. The lowest subband
having band width 1.0 eV is formed mainly due to the contribution of Se-4s states. There
is a large band gap of ≃ 6.2eV between the lowest and second subbands. The second
subband is formed due to the admixture of Al s and Se p orbitals.
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Figure 3.15: PDOS for (left panel)AgAl2Se4 and (right panel) CuAl2Se4.
It is clear from the figure 3.15 (left panel) that Ag d and Se p hybridization contributes
to upper valence band near fermi level and there is a very weak contribution of Ag d states
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Figure 3.16: Band structure and TDOS for CdAl2Se4.
to conduction band. The main contribution to conduction band comes from Al p and Se
p states and very weak contribution from Al s orbitals. The conduction band width is ≃
14.4 eV.
(ii) CuAl2Se4 : Like AgAl2Se4, this compound is also slightly p-type semiconductor.
Figure 3.14 (band structure and TDOS) shows three sub valence bands of different band
widths. The first two subbands having band widths 4.4 and 1.3 eV respectively are sepa-
rated by very narrow band gap of 0.1 eV. The lowest subband having band width 1.2 eV
is formed due to Se-4s states. There is a large band gap of nearly 6.1 eV between the low-
est and just above subband. The second subband is mainly formed due to the admixture
of Al s and Se p states. The upper valence band is dominated by Cu d and Se p hybrid
orbitals. The conduction band width is approximately 14.0 eV. Figure 3.15 (right panel)
shows that Al p and Se p have main contribution to conduction band and Al s state has
weak contribution.
(iii) CdAl2Se4 : Unlike AgAl2Se4 and CuAl2Se4, this compound does not behave as a
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Figure 3.17: Band structure and total DOS for ZnAl2Se4.
p-type semiconductor. Figure 3.16 (band structure and TDOS) shows three major subva-
lence bands of different band widths. The two upper most subvalence bands have band
widths of 5.1 and 0.2 eV respectively. They are separated by 2.6 eV. The second band
is mainly formed due to the contribution of Cd d and very weak contribution from Se p
states. The lowest band of band width 0.9 eV is formed due to the contribution of Se 4s
states. Figure 3.18 (left panel) shows that the middle valence subband is formed due to
the Cd d orbitals. There is no contribution of Cd d orbital to conduction band. Unlike in
 0
 10
 20
-15 -10 -5  0  5  10  15  20
D
O
S
 (s
ta
te
s/
eV
 c
el
l)
ENERGY (eV)
Cd-d
Se-p
 
 10
 20
D
O
S
 (s
ta
te
s/
eV
 c
el
l)
E F
CdAl 2Se 4
Al-p
Al-s
 0
 10
 20
-15 -10 -5  0  5  10  15  20
D
O
S
 (s
ta
te
s/
eV
 c
el
l)
ENERGY (eV)
Zn-d
Se-p
 
 10
 20
D
O
S
 (s
ta
te
s/
eV
 c
el
l)
E F
ZnAl 2Se 4
Al-p
Al-s
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AgAl2Se4 and CuAl2Se4, the main contribution to upper most valence band comes from
the admixture of Se p, Al s and very weak contribution from Al p states in this compound.
The main contribution to conduction band comes from Se p, Al p states. The conduction
band width is found to be 14.0 eV.
(iv) ZnAl2Se4 : Figure 3.17 (band structure and TDOS) show three major sub valence
bands. The first two subbands having band widths 5.5 eV and 0.2 eV respectively are sep-
arated by band gap of 1.0 eV . The lowest subband having band width 1.3 eV is formed
mainly due to the contribution of Se 4s states. There is a large band gap of ≃ 5.1eV
between the lowest and the second subband. The second subband is formed due to the
contribution of Zn d and there is very weak contribution of Se p orbital. From figure 3.18
(right panel) it is clear that Zn d orbital do not contribute to upper valence band near Fermi
level. The contribution to conduction band comes from Al p, Al s and Se p states. The
conduction band width is ≃ 14.4 eV.
Among the fourAAl2Se4 defect chalcopyrite semiconductors, bothAgAl2Se4 andCuAl2Se4
show p-type character because valency is not maintained by the Se bonds with Ag/Cu and
Al. In the pure compounds AgAlSe2 and CuAlSe2, Se makes four bonds, two with
Ag/Cu and two with Al. This way valency in these pure chalcopyrites is maintained.
Therefore such compounds do not show p-type character [196]. But by creating regular
vacancies in place of Ag/Cu in these compounds, one Se−Ag/Cu bond is broken which
creates accepter (hole) state.Therefore these compounds show p-type character. In case
of CdAl2Se4 and ZnAl2Se4, Se makes two bonds with Al and one bond with Cd/Zn.
Three bonds are sufficient to maintain valency in these compounds because Cd and Zn
are group II elements, whereas in the previous cases Ag and Cu are group I elements
[196]. Therefore, these two compounds (Ag and Cu based) do not show p-type character
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though there is regular defects in the crystal.
Calculated bond lengths and corresponding covalent and ionic radii are listed in table 3.5.
Two different Al-Se bond lengths are corresponding to the two inequivalent sites for Al.
We observe that calculated Ag − Se, Al1 − Se and Al2 − Se bond lengths are closer to
the sum of the covalent radii rather than the sum of the ionic radii. Similarly in the case of
CuAl2Se4 and CdAl2Se4 all the three calculated bond lengths are closer to the sum of the
covalent radii of the atoms than the sum of the ionic radii. But in the case of ZnAl2Se4
the bond length of Al1 − Se is closer to the sum of the ionic radii of Al and Se than the
sum of the covalent radii. This shows that all bonds except Al1 − Se for ZnAl2Se4 are
covalent in nature. This little ionicity of Al1− Se bond in ZnAl2Se4 increases the band
gap in comparison to other three compounds. Similar type of discussion may be carried
out for other defect chalcopyrite semiconductors.
V. CuIn2X4 (X = S, Se)
(i) CuIn2S4 :
Figure 3.19 (band structure and TDOS) of CuIn2S4 shows three subvalence bands of
different band widths. Calculated PDOS (figure 3.20 (left panel)) shows that the upper
valence band is dominated by Cu d and S p hybrid orbitals. This semiconductor shows
p-type conductivity because S p and Cu d hybrid orbitals cross Fermi level. The upper
subvalence band is separated from the band, just below it, by a very narrow heteropolar
gap. Contribution to the second subband comes from the admixture of In s and S p states.
The lowest subvalence band is formed due to the S s states. This subband is separated
from its above subvalence band by a wide heteropolar band gap. The main contribution
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Figure 3.19: Band structure and total DOS for CuIn2S4.
to lower conduction band comes from In s and S p states. The middle conduction band is
formed due to admixture of In p, S p and S d states. The main contribution to the upper
conduction band comes from Cu p states.
(ii) CuIn2Se4 :
Unlike CuInSe2, this compound is slightly p-type semiconductor. Figure 3.20 (right
panel) shows three sub valence bands of different band widths. The first two subbands
have band widths 4.6 eV and 1.0 eV respectively. These bands are separated by a very
narrow band gap of 0.4 eV. The lowest subband with band width 1.3 eV is formed due to
Se 4s states. There is a large band gap of nearly 6.1 eV between the lowest and second
subband. Contribution to the second subband comes from the admixture of In s and Se p
states. Figure 3.20 (right panel)-PDOS shows that the upper valence band is dominated
by Cu d and Se p hybrid orbitals. This semiconductor shows p-type conductivity because
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Figure 3.20: (Left panel) PDOS for CuIn2S4 and (right panel) TDOS & PDOS for
CuIn2Se4.
Se p and Cu d hybrid orbitals cross Fermi level. The conduction band width is approxi-
mately 14.9 eV. The main contribution to the conduction band comes from Cu p, In p and
Se p states. There is a very weak contribution from Cu s and In s states to conduction band.
VI. Cu2InSe4 :
Figure 3.21 (band structure and TDOS ) shows that any defect created at 2c site (In
atom) affects the density of states near Fermi level. It is clear from figure 3.21 (TDOS)
that the Fermi level shifts towards valence band and makes it p-type. This is expected
from valency consideration. There is also a significant increase in band gap in this case
comparison to CuInSe2. This is expected because In concentration reduces with respect
to Cu. Our study shows that Cu d and Se p hybrid orbitals contribute to upper valence
band near Fermi level. The contribution to conduction band comes from In p, In s and
Se p states. This indicates that defect created in place of group III atom (here ’In’) in
I − III − V I2 chalcopyrite, affects the conduction band significantly. The conduction
3.2. ELECTRONIC PROPERTIES 65
Figure 3.21: Band structure and TDOS for Cu2InSe4.
band width is ≃ 8.0 eV.
VII. CdGa2X4 (X = S, Se, Te):
Figure 3.22 shows that there are four main subvalence bands between valence band max-
ima (EV BM ) and -12.45 eV in case of CdGa2S4. Figure 3.23 shows that CdGa2Se4 and
CdGa2Te4 have also four main subvalence bands in the region EV BM and -12.89 eV &
EV BM and -11.75 eV respectively. The band widths of the upper most valence bands
for the three systems are respectively 4.9, 4.56 and 4.65 eV. Figure 3.23 (PDOS) shows
that the upper most subband is formed mainly due to the contribution of the admixture
of group VI anion p states (S p, Se p and Te p respectively), Cd s, Cd p and Ga p states
in all the three systems. It is separated by a heteropolar gap from the subband that lies
below it. This heteropolar band gap for all these three systems are 0.52, 0.35 and 0.52 eV
respectively. The second sub-valence band consists of mainly anion p and Ga s states.
There is a heteropolar band gap between the second and third sub-valence band. These
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Figure 3.22: Band structure and TDOS of CdGa2S4.
band gaps are 1.92, 1.75 and 2.1 eV respectively for CdGa2X4 (X = S, Se, Te). The third
subband is the narrow Cd 4d states having band width 0.35, 0.26 and 0.26 eV respectively.
The lowest sub-valence band is formed by anion s states (S s, Se s, Te s respectively). It
is separated from the above subband by heteropolar band gap of 3.32, 3.58 and 1.57 eV
respectively. The lowest sub-valence band width is 1.22 eV for all the three systems. Fig-
ure 3.23 (PDOS) shows that the main contribution to the lower conduction band comes
from the admixture of anion (S, Se, Te) p states. The middle conduction band is formed
due to the admixture of anion p, d & Ga p states. The upper conduction band is formed
due to Cd p states. The conduction band widths are 15.57, 14.3 and 12.07 eV respectively.
VIII. CdIn2Te4 :
Figure 3.24 (band structure and TDOS) shows that there are five main sub-valence bands
between valence band maxima and -11.4 eV. The band width of the upper valence band
is 3.06 eV. Figure 3.25 shows that the upper most subband is formed mainly due to the
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Figure 3.23: (Left panel) PDOS for CdGa2S4. (Right panel) TDOS and PDOS for
CdGa2Se4. (Bottom panel) TDOS and PDOS for CdGa2Te4.
contribution of admixture of Te p, Cd p and In p states. It is separated by a narrow het-
eropolar gap of 0.26 eV from the subband that lies below it. The second sub-valence band
consists of mainly Te p and Cd s states. There is a very narrow heteropolar band gap of
0.17 eV between the second and third sub-valence band. The third subband is composed
of Te p and In s states. There is a wide band gap of 2.64 eV between third and fourth
subbands. The fourth band is composed of very narrow Cd 4d states, having band width
0.26 eV. The lowest subband is formed by Te s states. This subband is separated from the
above subband by another heteropolar band gap of 1.59 eV. The lowest sub-valence band
width is 1.13 eV. Figure 3.25 shows that the main contribution to the lower conduction
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Figure 3.24: Band structure and TDOS for CdIn2Te4.
band comes from the admixture Te p, In s and Cd s states. The middle conduction band
is formed mainly due to Te p states.
The upper conduction band is formed due to the contribution of Cd p states. The con-
 0
 10
 20
-15 -10 -5  0  5  10  15  20
ENERGY (eV)
In-s
In-p
 0
 10
 20
        
P
a
rt
ia
l d
e
n
si
ty
 o
f s
ta
te
s
EF CdIn2Te 4
Cd-d
Te-p
Figure 3.25: PDOS for CdIn2Te4.
duction band width is 11.72 eV.
IX. CdXGa2S4 (X = Ag, Al) substituted chalcopyrite semiconductor
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(i) CdAgGa2S4 :
Figure 3.26: Band structure and TDOS of CdAgGa2S4.
Figure 3.26 (band structure and TDOS) shows four major sub-valence bands. The first
two subbands having band widths 4.78 and 1.04 eV respectively are separated by band
gap of 0.20 eV. The third subband having band widths 0.20 eV is separated by band gap
of 1.45 eV from the second subvalence band. The lowest subband having band width 1.04
eV is formed mainly due to the contribution of S 3s states. There is a large band gap of
3.74 eV between the lowest and the third subband. Figure 3.27 shows that the upper most
subvalence band is formed due to the Ag d and S p hybrid states. The second subvalence
band consists of the admixture of S p and Ga s states. The third subband is formed due
to the contribution of Cd d states and S p orbital. Figure 3.27 (left panel) shows that Cd
d orbitals do not contribute to upper valence band. But Ag d orbitals are present in upper
valence band. The main contribution to conduction band comes from Ga p, Ga s and S p
states. Very weak contribution to the conduction band is found from Cd s and Cd p states.
The conduction band width is ≃ 16.43 eV for this system.
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Figure 3.27: (Left panel) PDOS for CdAgGa2S4. (Right panel) TDOS for CdAlGa2S4.
(Bottom panel) PDOS for CdAlGa2S4.
(ii)CdAlGa2S4 :
Unlike CdAgGa2S4, figure 3.27 (right panel - TDOS) shows three major sub-valence
bands in this system. The first two subbands having band widths 4.70 and 0.2 eV respec-
tively are separated by band gap of 2.3 eV. The lowest subband having band width 1.0
eV is formed mainly due to the contribution of S 3s states. There is a large band gap of
3.80 eV between the lowest and the second subband. Figure 3.27 (bottom panel) shows
that the upper most subband is formed mainly due to S p states. There is also a very weak
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Figure 3.28: Band structure and total TDOS for Cu0.5Li0.5InSe2.
contribution from Cd p, Cd s, Al p and Al s states to the upper valence band. The second
subband is formed due to Cd d with little contribution from S p orbitals. Figure 3.27
(bottom panel)) shows that Cd d orbitals do not contribute to upper valence band. The
main contribution to conduction band comes from Ga p, Ga s and S p states. Very weak
contribution to the conduction band comes from Cd s, Al s, Cd p and Al p states. The
conduction band width is ≃ 14.40 eV.
The admixture of S p and Ga s orbitals of lower conduction band crosses the Fermi level
and it makes CdAgGa2S4 n-type semiconductor. Whereas, the admixture of S p, Ga s, Al
s and Al p orbitals of the lower conduction band makes CdAlGa2S4 the n-type semicon-
ductors.
X. Cu0.5Li0.5InSe2
Figure 3.28 (band structure and TDOS) show four major sub-valence bands of differ-
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ent band widths. The two upper most sub-valence bands have band widths of 1.2 and
3.1 eV respectively. They are separated by 0.4 eV. Figure 3.29 (left panel) shows that
the main contribution to the upper most subband comes from Cu d orbital and very weak
contribution comes from Se p orbitals. The second subband is formed mainly due to
the contribution of Se p and very weak contribution from Cu d states like in the case of
CuInSe2 as discussed earlier. The lowest band of band width 1.2 eV is formed due to
the contribution of Se 4s states. The third subband is formed due to the admixture of In s
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Figure 3.29: (Top-left panel) PDOS for Cu0.5Li0.5InSe2. (top-right panel) TDOS for
CuNaIn2S4. (Bottom-left panel) PDOS for CuNaIn2S4. (Bottom-righ panel) PDOS of
Na s and Na p orbitals for CuNaIn2S4.
and Se p orbitals. The main contribution to conduction band comes from Cu p, Se p, In p
3.2. ELECTRONIC PROPERTIES 73
and very weak contribution comes from In s and Li s orbitals. From figure 3.29 (top-left
panel), we find that there is no significant participation of Li-orbitals neither in valence
band nor in conduction band. The conduction band width is found to be 15.2 eV for this
system.
XI. CuNaIn2S4 :
Figure 3.29 (top-right panel) shows four sub-valence bands of different band widths. Fig-
ure 3.29 (bottom-left panel) shows that the main contribution to the upper most subvalence
band comes from Cu d orbital and very weak contribution comes from S p orbitals. The
second sub-valence band is formed mainly due to the contribution of S p and very weak
contribution from Cu d states. The third subband is formed due to the admixture of In s
and S p orbitals.The lowest band is formed due to the contribution of S 3s states. The main
contribution to conduction band comes from Cu p, S p, In p and very weak contribution
comes from In s and Na s orbitals. Figure 3.29 (bottom-right panel), we find that there is
no significant participation of Na-orbitals neither in valence band nor in conduction band.
XII. ZnXIn2Te4 (X = O, Mn)
Figure 3.30 (top-left and bottom panels) show that bothZnOIn2Te4 andZnMnIn2Te4
are n-type semiconductors. Figure 3.30 (top-left panel) shows three subvalence bands for
ZnOIn2Te4. They are separated from each other by heteropolar band gaps. The band
width of the upper most sub-valence band, second subband and third subbands are 4.58,
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Figure 3.30: (Top-left panel) TDOS of ZnOIn2Te4. (Right-top) PDOS of Zn d & Te p
and In s & O p for ZnOIn2Te4. (Bottom) TDOS for spin up and spin down states of
ZnMnIn2Te4.
0.16 and 0.91 eV respectively. The upper subband is formed due to the contribution of Te
p, O p, In s and In p states with very weak contribution from Zn p and Zn s orbitals. The
very narrow second subband is formed by Zn d orbitals. The lowest subband is the Te 5s
orbitals. The band gap between the upper most sub-valence and the second sub-valence
band is 2.16 eV whereas, between lowest and second subbands is 2.58 eV. Figure 3.30
(top-right panel) shows the admixture of oxygen p, Te p and In s states. There is very
weak contribution comes from In p states to the lower conduction band. This copntribu-
tion makes this semiconductors n-type. The middle conduction band is formed due to the
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admixture of In p, Te p and Zn s states. Contribution to the upper conduction band comes
from the Zn p orbitals. The conduction band width is 12.16 eV.
Figure 3.30 (bottom panel) shows that the spin up and spin down DOS are not identical
in the case of ZnMnIn2Te4 . These calculations are carried out taking magnetic mo-
ment 4.36µB [108]. We calculate the total density of states for the ferromagnetic phase
of ZnMnIn2Te4. This figure shows that there are four and three subvalence bands re-
spectively for spin up and spin down states. The spin down states makes ZnMnIn2Te4
n-type.
XIII. Cu2InXSe4 (X = Al, Ga) chalcopyrite semiconductor :
(i) Cu2InAlSe4 : Figure 3.31 (left panel) shows four sub valence bands.The first two
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Figure 3.31: Cu2InAlSe4: (Left panel) TDOS and (Right panel) PDOS.
subbands have band widths 2.00 and 2.80 eV respectively. They are separated by band
gap of 0.90 eV. The third subband has band widths 0.80 eV. It is separated by a narrow
band gap of 0.20 eV from the second subvalence band. The lowest subband has band
width 1.20 eV. It is formed mainly due to the contribution of Se 4s states. There is a wide
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band gap of 6.60 eV between the lowest and the third subbands. Figure 3.31 (right panel)
shows that the major contribution to the upper most subvalence band comes from Cu d
and Se p states. There is very weak contribution of Se d and Cu p states to this subband.
The major contribution to the second subvalence band comes from Se p and Cu-d states.
There is very weak contribution of Al p and In p to this subband. The third subband is
formed due to the admixture of Se p and Al s states. The main contribution to conduction
band is due to Al p, Al s, Cu p, In p and Se p states. Very weak contribution to the con-
duction band is due to Cu s, Se d and In s states. The conduction band width is ≃ 16.00
eV.
(ii) Cu2InGaSe4 : Figure 3.32 (left panel) shows five sub valence bands.The first two sub-
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Figure 3.32: Cu2InGaSe4: (Left panel) TDOS and (Right panel) PDOS.
bands have band widths 2.07 and 2.83 eV respectively. They are separated by a band gap
of 0.75 eV. The third subband havs band width 0.75 eV. It is separated by band gap of
0.28 eV from the second subvalence band. The fourth subband of band width 0.37 eV
is separated by band gap 0.18 eV from the third subband. The lowest subband has band
width 1.32 eV. It is formed mainly due to the contribution of Se 4s states. There is a very
wide band gap of 5.84 eV between the lowest and the fourth subband. Figure 3.32 (right
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panel) shows that the major contribution to the upper most subvalence band comes form
Cu d and Se p states. There is very weak contribution of Se d and Cu p states to this
subband. The major contribution to the second subvalence band comes from Se p and Cu
d staes. There is very weak contribution of Ga p and In p to this subband. The third sub-
band is formed due to the admixture of Se p and In s states. The fourth subband is formed
due to the admixture of Se p and Ga s states. The main contribution to conduction band
comes from Ga p, Ga s, Cu p, In p and Se p states. Very weak contribution to the con-
duction band is due to Cu s, Se d and In s states. The conduction band width is≃ 16.03 eV.
In all the chalcopyrite semiconductors the valence band maximum (VBM) and conduc-
tion band minimum (CBM) are located at the center of Brillouin zone denoted as ‘G’ (Γ
point). This indicates that they are all direct band gap compounds. Our calculated band
gaps with the available experimental and other results are listed in table 3.8 for compari-
son. We mention here others result only for those systems which are available in literature.
It is known that LDA underestimates band gap by 30-50% [204]. If we correct
this error, our results are in good agreement with the available experimental band gaps.
Jaffe [36] and Pasemann [198] calculated the band gaps of CuInSe2 and ZnSnP2 &
ZnSnAs2 respectively. But in case of CuInSe2 [36], their calculated band gap under-
estimates the experimental result whereas the band gap of ZnSnP2 & ZnSnAs2 [198]
overestimates the experimental band gap value. Jiang et.al. [141] have made a correction
to LDA using scisser effect for a series of defect chalcopyrites by raising the energy at
symmetric points in the band structure. But the correction overestimates the experimental
band gaps for ZnAl2Se4, CdAl2Se4, CdGa2Se4,CdGa2Te4 and CuIn2S4.
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Table 3.8: Energy band gap Eg (eV) of chalcopyrite semiconductors. Eexpg : experimental
result, Eotherg : other calculation method.
Systems Eg Eexpg Eotherg Systems Eg Eexpg Eotherg
(eV) (eV) (eV) (eV) (eV) (eV
AgAlS2 1.98 3.13a - CdGa2Se4 1.75 2.57j 2.76i
AgAlSe2 1.59 2.55a - CdGa2Te4 1.25 1.50j 1.90i
AgAlTe2 1.36 2.27b - CdIn2Te4 1.03 1.25j 1.80i
CuInSe2 0.79 1.04c -0.2d CuIn2S4 1.96∗ 1.53-1.62j 1.77
ZnSnP2 1.23 1.47e 1.70f Cu2InSe4 1.77∗ - -
ZnSnAs2 0.68 0.70g 0.90f CdAgGa2S4 0.77∗∗ - -
ZnSnSb2 0.19 0.40h - CdAlGa2S4 2.00∗∗ - -
AgAl2Se4 2.40∗ - 2.16i CuLiIn2Se4 1.08 1.50n -
CuAl2Se4 2.50∗ 2.65-3.02j 2.49i CuNaIn2S4 1.13 - -
CdAl2Se4 2.46 3.07k 3.54i ZnOIn2Te4 0.68∗∗ - -
ZnAl2Se4 2.82 3.52l 3.65i ZnMnIn2Te4 1.3∗∗ - -
CuIn2Se4 1.50∗ 1.04-1.27j 0.50m Cu2InAlSe4 1.11 1.16o -
CdGa2S4 2.19 3.25-3.44j 3.30i Cu2InGaSe4 0.79 1.12p -
∗ p-type direct band gap semiconductors
∗∗ n-type direct band gap semiconductor
a Ref.[41],b Ref.[42],c Ref.[2],d Ref.[36],e Ref.[197], f Ref.[198], g Ref.[199],
h Ref.[200], i Ref.[141], j Ref.[193], k Ref.[201], l Ref.[33], m Ref.[192], n Ref.[195],
o Ref.[202], p Ref.[203]
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3.2.2 Effect of p-d hybridization
In AIBIIICV I2 ternary chalcopyrite semiconductor, ‘A’ atoms belong to the group I tran-
sition metals like Cu, Ag. Therefore the d orbital of these transition metal also participate
in forming valence bands. Partial density of states for all the Cu and Ag based chalcopy-
rite semiconductors show that the main contribution to upper valence band near Fermi
level comes from Cu/Ag d and anion p orbitals. Therefore we expect significant effect of
Cu/Ag d & anion p hybridization on the band formation. This effect is small in binary
II-VI and III-V compounds where the cation d orbitals (Zn,Cd,Ga, In) are considerably
deeper than the anion p orbitals and hence there is strong s-p hybridization in these cases.
The detail theory of p-d hybridization is discussed by Jaffe and Zunger [36]. This can
be interpreted on the basis of simple molecular orbital considerations. The outer valence
p orbitals of anion possess three fold degenerate state, Γ15(p) in a cubic field. The five
fold degenerate d orbitals of the cation in a cubic field splits into a three fold degenerate
state, Γ15(d) and a two fold degenerate state Γ12(d). The five fold degenerate d orbitals
of the cation is separated by an energy ∆ǫpd from the anion p states. The states having
same symmetry Γ15(p) and Γ15(d) hybridize. This hybridization forms a lower bonding
state and an upper antibonding state. The antibonding state that constitutes the top of the
valence band is predominantly formed by higher energy anion p-states and bonding state
is constituted by the lower energy cation d-states. Perturbation theory [11] suggests that
the two states Γ15(p) and Γ15(d) will repel each other by an amount inversely proportional
to the energy difference between p and d states (∆ǫpd) and directly proportional to the p-d
coupling matrix elements | 〈p|V |d〉 |2.
In the case of binary semiconductors, since the cation has only deep, core like d states,
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therefore, the separation energy ∆ǫpd is large and the p-d coupling matrix element is very
small. Therefore, p-d hybridization is negligible.
However, in semiconductor having transition metal as cation, ∆ǫpd is small and there is a
reduction in ∆Edg ≈ | 〈p|V |d〉 |2/∆ǫpd. This is because cation d orbitals are more spread.
It has been shown that this also true for non cubic crystal field like chalcopyrite semicon-
ductors under study [36] .
Several studies have been carried to show the p-d hybridization effect on band gap. Jaffe
and Zunger [36] have carried out a qualitative study of p-d hybridization effect on band
gap. Shay and Kasper [110] have shown that for Cu-based chalcopyrite, the reduction in
the band gaps relative to their binary analogous is co-related with the existence of anion
p and Cu d hybridization.
In our study we have made an attempt to see the quantitative effect of p-d hybridization in
chalcopyrite systems. To carry out such quantitative study we freeze d orbitals and treat
these orbitals as core orbitals like in binary semiconductors. Then we compare the band
gap of these d frozen systems with the actual d orbital participated chalcopyrite systems
as studied in previous subsection. Since there is also an effect of structural distortion,
therefore, to see the effect of p-d hybridization alone we consider ideal structure for both
the cases, i.e., with and without frozen d orbitals. Partial density of states are plotted to
study the orbital character and the nature of hybridization. We summarize the band gaps
with and without contribution of d-electrons of group I/II cations in table 3.9.
Table 3.9 shows that there is a significant reduction of band gaps due to p-d hybridiza-
tion in all the systems.
p-d hybridization not only has a strong effect on band gap reduction; it also strongly
affects the electronic structure in general. This is clear from the comparison of fig-
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Table 3.9: % of Reduction in band gap(eV) due to hybridization for ideal case.
Systems With Without Band gap
hybridization hybridization reduction(%)
AgAlS2 1.70 3.46 51.00
AgAlSe2 1.42 2.67 47.00
AgAlTe2 1.24 2.15 42.00
CuInSe2 0.95 2.35 59.57
ZnSnP2 1.32 1.50 12.00
ZnSnAs2 0.81 0.96 15.62
ZnSnSb2 0.33 0.55 40.00
AgAl2Se4 2.15 2.67 19.49
CuAl2Se4 2.44 3.10 21.29
CdAl2Se4 2.39 2.39 0.00
ZnAl2Se4 2.58 2.60 0.70
CuIn2S4 2.0 2.66 39.75
CuIn2Se4 1.65 2.16 23.61
CuLiIn2Se4 1.09 2.13 48.82
CuNaIn2S4 0.83 2.21 62.44
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Figure 3.33: Band structure and TDOS of AgAlS2 for ideal and without hybridization
case.
ures 3.33- 3.35 (band structure and TDOS) with that of Figures 3.38 (TDOS) for the
case of AgAlM2 (M = S, Se, Te).
According to Jaffe et.al. [36] p-d hybridization does not play significant role on band gap
anomaly in case of II − IV − V2 chalcopyrite. Here band gap anomaly means difference
between the ternary band gap and its analogous binary band gap [36]. They have shown
that cation-electronegativity is the dominant factor for band gap anomaly. But our explicit
calculation, as shown in table 3.9, shows that there is indeed p-d hybridization effect on
band gap reduction in case ofZnSnX2 (X = P,As, Sb) which are II−IV−V2 chalcopy-
rites. This is because these are massive compounds synthesized among all II − IV − V2
semiconductors [70]. They are massive because they are composed of heavy and large
atoms. Among them ZnSnSb2 is the most massive compound [70]. Due to large size
of atoms the ionicity of the two cations - anion bonds tends to equalize [129]. Therefore
these bonds are more covalent. Covalency increases from ZnSnP2 to ZnSnSb2 in this
series of compound [206]. Therefore, the band gap reduction is more in ZnSnSb2 due to
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Figure 3.34: Band structure and TDOS of AgAlSe2 for ideal and without hybridization
case.
covalent nature of bonding in comparison to other two Zn based chalcopyrite.
Table 3.9 shows reduction in band gap due to p-d hybridization is significant in case of
AgAl2Se4 and CuAl2Se4 among the series AAl2Se4 (A = Ag,Cu, Cd, Zn). Figure 3.36
shows TDOS in cases of AAl2Se4 for without hybridization case. In the other two cases
p-d hybridization is less because Cd/Zn d orbitals do not participate significantly in p-d
hybridization. Participation of p-d hybridization is also clear from the figure 3.15 and
3.18 of PDOS.
Table 3.9 shows that band gap reduction in defect system like AgAl2Se4 or CuAl2Se4 is
less compared to respective pure systems, AgAlSe2 / CuAlSe2. This can be understood
from the fact that concentration of Ag/Cu decrease by 50% in defect systems compared to
their pure systems. Therefore as discussed earlier, the repulsion between Γ15 (p) and Γ15
(d) decreases and the antibonding state is depressed downwards leading to an increase in
band gap in defect systems.
Table 3.9 also shows that the band gap reduction is more in case of Cu based chalcopyrite
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Figure 3.35: Band structure and TDOS of AgAlTe2 for ideal and without hybridization
case.
than Ag based.This is because when cation atomic size increases, the band gap always
decreases. This is in agreement with other work of Chen [119].
When 50% Cu is substituted by Li the band gap reduction in CuLiIn2Se4 is less com-
pared to the pure CuInSe2. This is again due to reduction in Cu content and also the
reduction in the symmetry of the crystal. Therefore, all the Cu deficient defect chalcopy-
rites have band gaps greater than that the corresponding pure chalcopyrites. Our result
justifies this explanation as it is clear from table 3.8 also.
Though both CuLiIn2Se4 and CuIn2Se4 have equal concentration of Cu but reduc-
tion in band gap is more in the case of Li substituted system. But our previous discussion
shows that reduction should be same in these two cases. This difference can be understood
from the comparison of figure 3.20 (top-right panel TDOS) and figure 3.29 (TDOS). We
find from this comparison that conduction band minimum in the case of Li-substituted
compound shifts significantly towards the Fermi level compared to the defect system.
This shift is due to the shift of Se p orbitals towards the Fermi level as shown on fig-
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Figure 3.36: TDOS ofAAl2Se4 (A = Ag, Cu, Cd, Zn) for ideal case without hybridization.
ure 3.20 (top-left). The valence band maximum which lies slightly above the Fermi level
in CuIn2Se4, shifts at the Fermi level in Li-substituted compound. There is very negli-
gible contribution of Li-orbitals to valence and conduction bands. Therefore, we can say
Li acts as a catalyst. In CuInSe2 the covalent bonding character of the Cu-Se bonding
is dominant. When covalent character dominates, Se p-Cu d hybridization plays a ma-
jor role. This causes a greater narrowing down of the band gap in the case of CuInSe2
compared to the other two compounds. This is because there are 50% less Cu-Se bonds
in defect and Li-substituted CuInSe2. The Li-Se bonding possesses an ionic character
because of the large electronegativity difference between Li and Se atoms. This ionic
character of bonding increases the band gap in CuLiIn2Se4 compared to the CuInSe2
chalcopyrite.
In case of defect CuIn2S4 and Na substituted CuInS2 (CuNaIn2S4), we observe simi-
lar type of results like in case of CuIn2Se4 and CuLiIn2Se4. We find significant effect
of reduction in band gap in both CuIn2S4 and CuNaIn2S4 due to p-d hybridization ef-
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Figure 3.37: TDOS of CuInSe2, CuIn2Se4 and Li substituted CuInSe2 for ideal case
without hybridization.
fect. In CuNaIn2S4, Na acts as a catalyst for large reduction in band gap compare to
CuIn2S4.
Though we have not calculated the band gap reduction due to p-d hybridization in the
case of CdXGa2S4 (X = Ag,Al ) but from figure 3.27 we can see there is p-d hybridiza-
tion in CdAgGa2S4. Therefore we can say that there is reduction in band gap in case of
CdAgGa2S4 than other one. Therefore, we find a large difference of band gap of 1.23 eV
between CdAgGa2S4 and CdAlGa2S4 (table 3.8).
3.2.3 Effect of structural distortion :
Structural distortion also affects the band gap of both group I−III−V I2 and II−IV−V2
compounds significantly [36, 110]. In our study we observe that the structural distortion
like bond alternation and tetragonal distortion are important factors which controls the
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band gap. The structural contribution to the band gap is mainly controlled by bond alter-
nation and has only a small contribution from tetragonal distortion [36].
We have made our calculation for ideal and non-ideal cases. In both the cases either we
have considered p-d hybridization or not. This is because we want to see the band gap
reduction only due to structural distortion. Table 3.10 shows the quantitative estimation
of effect of structural distortion on band gaps. Table 3.10 shows that there is increment
of band gap in the case of AgAlM2 (M = S, Se, Te). The increment is maximum in the
case of AgAlS2 because anion displacement is maximum (u = 0.265) in this system. As
u increases, the hybridization between Ag d & S p decreases. Therefore the occupied
valence bands are stabilized by moving down in energy and the antibonding conduction
bands are destabilized by moving up in energy. This leads to band gap increment. Our
study shows that structural distortion not only affects the band gap but also the overall
electronic properties significantly. This is clear from figure 38 (TDOS-ideal) and figures
3,5,7 (TDOS-non-ideal) of AgAlM2. A close comparison of TDOS for ideal (figure 3.38)
and non-ideal (figures 3.3, 3.5 and 3.7) show distinct differences in the structure in DOS.
For example a very sharp peak is found at energy -3.79 eV for non-ideal AgAlS2 (fig-
ure 3.3) compared to the corresponding ideal case (figure 3.38). This is due to individual
character of Ag d and S p states. Figure 3.3 also shows that second and third bands get
separated due to distortion in case of AgAlS2 and hence increment of band gap by 0.11
eV. Similar result is observed in case of AgAlSe2 and AgAlTe2 as shown in figure 3.38.
For example a sharp peak at 4.64 eV which appears in ideal AgAlTe2 case disappears
due to distortion. This is due to weaker p-d hybridization in non-ideal case. The width
of the upper most valence band in case of AgAlTe2 also decreases by 0.24 eV. There are
effects on conduction band also. Like in the case of AgAlS2 there is a sharp peak at 5.85
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Table 3.10: Effect of structural distortion on band gap (eV).
Systems Ideal Non-ideal increament in
(eV) (eV) band gap (%)
AgAlS2 3.46 3.80 9.8
AgAlSe2 2.67 2.89 8.2
AgAlTe2 2.15 2.26 5.1
AgAl2Se4 2.15 2.40 11.62
CuAl2Se4 2.44 2.50 2.45
CdAl2Se4 2.39 2.46 2.92
ZnAl2Se4 2.58 2.82 9.30
Systems Ideal Non-ideal decreament in
band gap (%)
ZnSnP2 1.68 1.44 14.48
ZnSnAs2 1.08 0.96 7.40
ZnSnSb2 0.60 0.50 16.66
CuInSe2 0.95 0.79 16.85
CuIn2Se4 1.65 1.5 9.10
CuLiIn2Se4 1.09 1.08 0.92
CuIn2S4 2.66 2.25 15.41
CuNaIn2S4 2.21 1.99 9.95
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Figure 3.38: TDOS of AgAlS2, AgAlSe2 and AgAlTe2 for ideal case with hybridization.
eV which disappears due to distortion. The conduction band width also decreases, 0.6 eV
for AgAlS2 and 0.36 eV for AgAlTe2 .
Our study on defect systems AAl2Se4 also gives similar result. A close comparison of
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Figure 3.39: TDOS ofAgAl2Se4 and CdAl2Se4 for ideal case with hybridization.
TDOS for ideal (figure 3.39 (left)) and non-ideal (figure 3.13) cases of AgAl2Se4 shows
distinct differences in the structure in DOS. For example a sharp peak is found nearly at
energy -4.0 eV for ideal AgAl2Se4 compared to the corresponding non-ideal case. The
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sharp peak comes due to the contribution of Ag d orbitals. This shows that structural
distortion not only increases the band gap but it has significant effect on overall electronic
properties as well. Similar results are also found forCuAl2Se4,CdAl2Se4 and ZnAl2Se4
systems. TDOS for ideal CdAl2Se4 is plotted (figure 3.39 (right)). In these systems also
the sharp peaks come due to Cu d, Cd d and Zn d orbitals respectively. There are effects
on conduction band also in all four defect chalcopyrites.
Table 3.10 shows there is a reverse effect of structural distortion on band gap in case of
ZnSnX2 (X = P, As, Sb). That is, the band gap reduces for non-ideal structure. This
is because there is no tetragonal distortion (η = 1) but there is only anion displacement
in these three compounds. We find that the decrement in band gap due to structural dis-
tortion is maximum in the case of ZnSnP2 because the anion displacement is maximum
(u = 0.230). As u decreases, (u < 1/4), excess charge is placed on the bond which is
shorter i.e. on Zn-X bond and charge is depleted from the bond which is elongated i.e.
on Sn-X bond. Due to this the upper valence band, which contains a majority of Zn-
X mixed states, stabilizes by moving up in energy. The lower conduction band which
mainly contains Sn-X mixed states is destabilized by moving down in energy. Thus there
is a decrement in band gap due to structural distortion in these three cases. Like ZnSnX2
chalcopyrite compounds, we also find reduction in band gap due to the structural dis-
tortion in CuInSe2, CuIn2Se4 and CuLiIn2Se4. We also observe significant effect of
structural distortion on TDOS and so on electronic properties in these three systems. A
close comparison of TDOS for ideal (figure 3.40) and non-ideal case (figures3.9, 3.20
and 3.28) of all three compounds show distinct differences in the structure in DOS. For
example a sharp peak is found at an energy -2.0 eV for nonideal CuLiIn2Se4 (figure 28)
compared to the corresponding ideal case (figure 40). The sharp peak comes due to the
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Figure 3.40: TDOS of CuInSe2, CuIn2Se4 and Cu0.5Li0.5InSe2 for ideal case with
hybridization.
contribution of Se p orbitals. But in case of ideal CuLiIn2Se4, DOS is high for Cu d
orbitals. There are effects on conduction band also. We also find the similar effect in the
case of CuIn2S4 and CuNaIn2S4.
From the study of the effects of structural and p-d hybridization on electronic properties
and band gap, we expect they would also have significant effects on optical properties.
3.2.4 Effect of Cation-Electronegativity
It is known that electro-negativity decreases the covalent nature of bonding. There-
fore this should also have effect on band gap. Jaffe et.al. have shown that the cation-
electronegativity contribution to the band gap anomaly is nearly equal to 0.1-0.2 eV in
ternary chalcopyrites. This is very small effect. We have shown that the effect of p-d hy-
bridization on band gap reduction is prominent in I − III − V I2 where as it is in general
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Table 3.11: Effect of cation-electronegativity (CE) contribution on band gap (eV).
Systems Eg Difference increament in
(eV) (eV) band gap (%)
ZnSnP2 1.68
GaInP2 1.52 0.16 10.52
ZnSnAs2 1.12
InGaAs2 1.08 0.04 3.70
ZnSnSb2 0.57
GaInSb2 0.44 0.13 29.54
negligible in II−IV −V2 chalcopyrite, except in ZnSnX2 (X = P, As, Sb. Therefore this
small effect of cation-electronegativity is significant in case of II − IV − V2 compounds
in comparison to the effect of p-d hybridization. Therefore it is important to study the
quantitative effect of cation-electronegativity in case of II − IV − V2 compounds.
We study the cation-electronegativity effect of ZnSnX2 compounds in comparison to
their binary analogs (III − III − V2 compounds). ZnSnX2 (X = P, As, Sb) are the
crossed analogs of GaInP2, InGaAs2 and GaInSb2 respectively [70]. A clear defini-
tion of a crossed analogs is given by Jaffe et.al. [36] and Brudnyi [70]. So the cation-
electronegativity (CE) contribution to the band gap anomaly of ZnSnP2 is the difference
in band gaps of GaInP2 (with chalcopyrite space group) and ZnSnP2. Similar study has
been carried out by Martins et.al. [130] for MgSiP2 with its binary analogs AlP.
To estimate the quantitative effect of CE in ZnSnX2, we freeze the d orbitals of Ga
in GaInP2 and GaInSb2 and d orbitals of In in InGaAs2. To exclude the structural
effect on band gap, we use the lattice parameters of GaInP2, InGaAs2 and GaInSb2 for
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ZnSnX2 (X = P, As, Sb) respectively. The whole calculation is carried out considering
the ideal structure of ZnSnX2. From table 3.11 we observe that CE effect is responsible
for increasing the band gap of ZnSnX2 relative to their binary analogs.
Chapter 4
Theory of Optical Properties
The various ways in which light interacts with matter are absorption, transmission, reflec-
tion, scattering or emission. These properties are energy dependent. The study of optical
properties of solids is a powerful tool to understand the electronic properties of materi-
als because the energy dependence of the above optical properties is related to the band
structure. Therefore informations on energy eigen values and energy eigen function are
needed to calculate the frequency/energy dependent optical properties.
When light of sufficient energy shines on a material, it induces transitions of electrons
from occupied states (below EF ) to the unoccupied states (above EF ). The quantitative
study of these transitions provides some understanding of the position of the initial and
final energy bands and symmetry of their associated wavefunctions.
The dielectric function ε(ω, q) , with its strong dependence on frequency and wavevec-
tor, has significant consequences for physical properties of solids. The dielectric function
depends sensitively on the electronic band structure of a crystal. Studies of dielectric func-
tion by optical spectroscopy are very useful in determination of the overall band structure
of the crystal.
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In the infrared, visible and ultraviolet spectra regions, the wavevector of the radiation is
very small as compared to the shortest reciprocal lattice vector and therefore it is taken
to be zero. We are concerned with the real (ε1(ω)) and imaginary (ε2(ω)) parts of the
dielectric function.
ε(ω) = ε1(ω) + iε2(ω) (4.1)
The ε(ω) has contribution from interband and intra band transitions.
4.1 Intraband and Interband Transitions
Figure 4.1: Intraband transition in metal.
When an electron in a partly filled band is excited to an empty state within the same
band, then such excitations are called intraband transitions. This process is shown in
figure 4.1. If only the electron-photon interaction is considered, the real intraband transi-
tions are not possible. It is because the necessary momentum change in going to different
state in the same band can not be provided by the photon. It becomes possible only by
simultaneous scattering of mobile carrier by phonons or impurities. The theory for such
an absorption process was first given by Drude and the model is known as the Drude
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model [207]. In this model, Drude used a classical approach. The basic assumption was
that the optical conductivity and the dielectric function could be determined by consider-
ing the motion of quasi free electrons under the influence of the oscillating electric field
vector of the electromagnetic wave. But the optical spectrum of a real crystal of a metal,
a semiconductor or a disorderd systems usually has more structures in the visible region
to the far UV region (10 eV) than those arising from Drude absorption and the occurance
of plasma oscillations of free electron accelerated by the electric field of the light wave.
These structures are seen in the form of peaks, edges etc in the absorption versus fre-
quency curve. These structures arise due to the interaction of the electrons only with the
electromagnetic radiation i.e. with photons. Then the electron is directly excited from
one electronic band to another band. This process is called interband transitions. This
Figure 4.2: Interband transition in semiconductor
process is shown in figure 4.2. In materials like insulators, semiconductors or alloys of
these, this is the only kind of absorption that takes place because in such materials the
conduction band is completely unfilled. So the excitation of electrons take place from
the completely filled valence band to the completely unfilled conduction band. So Drude
absorption is not possible for these cases. To understand these process, one need to go
beyond the classical approach and develope a quantum transport theory. In such a theory
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the electon-photon interaction is considered to be the exciting part of the Hamiltonian.
A time dependent perturbation formalism is applied to obtain expression for the optical
responce functions of the system. Such a linear responce theory was first suggested by
Kubo [208].
4.2 Optical Response Functions
In this section, we shall study the linear response of electrons in a solid to extenal elec-
tromagnetic radiation from the IR to the UV region (0.1-10 eV).
In particular we shall describe the dielectric function ε(ω), optical conductivity σ(ω) and
permeability µ(ω) as the main properties usually studied experimentally. Here ω is the
angular frequency of the external electromagnetic radiations. In the optical region (IR-
UV) we shall choose non-magnetic systems where µ(ω) ≃ 1. The dielectric function
ε(ω), conductivity function σ(ω) and permeability function µ(ω) are defined through the
following relations.
D(ω) = ε(ω)E(ω) (4.2)
J(ω) = σ(ω)E(ω) (4.3)
H(ω) =
1
µ(ω)
B(ω) (4.4)
respectively. Here D, E, J, H and E are the displacement field, the electric field, the
current density, the magnetic field and the magnetic induction vectors respectively. A
related response is the refractive index function n(ω) which is related to ε(ω) through
n(ω) =
√
ε(ω) (4.5)
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Another response function related to the refractive index is reflectance R. It is given by
R =
∣∣∣∣1− n1 + n
∣∣∣∣
2
(4.6)
The absorption function α(ω) is defined as the fraction of energy absorbed in passing
through the unit length of the material.
Electromagnetic waves are the solution of Maxwell’s equations. For the linear and homo-
geneous medium, these equations are given below
∇×H = 1
c
∂D
∂t
+
4π
c
J (4.7)
∇.D = 0 (4.8)
∇× E = −1
c
∂H
∂t
(4.9)
∇.H = 0 (4.10)
The wave equation in which only the electric field is involved is
∇2E = ε
c2
∂2E
∂t2
+
4πσ
c2
∂E
∂t
(4.11)
The second part in the above equation is due to damping and the whole equation repre-
Figure 4.3: Damping of electromagnetic waves in solids.
sents the electromagnetic wave propagating in the solid with damping (figure 4.3). The
wavelike solution of the previous equation is
E = E0 exp (i(q.r− ωt)) (4.12)
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Solving the equation finally we will get
−q2 = −εω
2
c2
− 4πσiω
c2
⇒ q = ω
c
[
ε+ i
4πσ
ω
]
(4.13)
In general, q is a complex propagation vector. In free space,
q =
ω
c
(4.14)
for ordinary light. In any medium, the wave is travelling with the modified velocity v and
v = c/n where n is the refractive index of the medium. So
q =
ω
v
⇒ q = ω
c
n˜ (4.15)
Comparing the relations between 4.13 and 4.15 we have
n˜ =
[
ε+ i
4πσ
ω
]1/2
(4.16)
So the complex dielectric function ε(ω) is defined as
ε˜(ω) = ε(ω) + i
4πσ(ω)
ω
(4.17)
The real part of the complex dielectric function is the measured dielectric response of
the medium and the imaginary part is related to optical conductivity or optical absorption
co-effecient α. The complex refractive index can be written as
n˜(ω) = n(ω) + inz(ω) (4.18)
n(ω) is the measured refractive index.
qeˆγ =
ω
c
[n(ω) + inz(ω)] eˆγ (4.19)
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where eˆγ is the direction of polarization of electromagnetic wave. So the equation 4.12
becomes
E = E0exp
[
iω
(
neˆγ .r
c
− t
)]
exp
[−nzωeˆγ.r
c
]
(4.20)
Inside the medium, the velocity of the propagation is c/n and the wave is damped as it
progresses. The damping of wave associated with absorption of electromagnetic energy.
The absorption co-efficient α(ω) is given by
α(ω) =
4πσ(ω)
n(ω)
(4.21)
Experimentally it is measured as follows. When a beam of light of intensity I0 goes
normally through a slab of a medium of thickness x, the beam of light attenuates in ac-
cordance with the exponential law I = I0exp(−αx). α can be then simply obtained by
measuring I0/I of the intensities impinging and emerging from sample.
It is seen that the whole optical properties can be described by the complex dielectric func-
tion. The real and imaginary parts are dependent. The analytical properties of complex
dielectric function leads to the Kramers-Kronig ralation
ε(ω) = 1 +
2
π
∫
∞
0
(ω′ − ω)εz(ω′)
ω′2 − ω2 dω
′ (4.22)
and the optical sum rules
∫
∞
0
ωεz(ω)dω =
1
2
πω2p (4.23)
−
∫
∞
0
ωImε˜−1(ω)dω =
1
2
πω2p (4.24)
where ε˜ = ε+ iεz and ωp is the plasma frequency.
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4.2.1 Interband : Direct and Indirect Transitions
As we discussed before, the intraband transition is possible only in metals where as inter-
band transition is possible for all materials. Interband transition takes place in the range
of frequency ω0 ≤ ω < ωp, where ω0 is the threshold value for interband transition lies in
the visible region and ωp is the plasma frequency lies in the far UV region.
The quantum trasport theory for interband transition can be developed for two different
cases. First at the temperature 00 K and onther, at some finite temperature. The nature of
interband electronic transition, in these two cases, is very different from each other. At
00 K there is negligible number of phonons present. So the electrons absorb only photon
energy. The momentum conservation requires
~kf = ~ki + ~Q (4.25)
where kf and ki are the final and initial wave vectors of the electron and Q is the wave
vector of the photon. Basically we are considering here only the region of IR to UV
light for which wavelength is much large compared to the lattice constant. Therefore Q
is much smaller than the k’s. Thus the momentum of the photon may be neglected and
finally we get
~kf = ~ki ⇒ kf = ki (4.26)
This shows that transition takes place vertically upward in the reduced Brillouin zone
scheme. It is shown in figure 4.4. This kind of interband transition is called direct
transition. The other kind of interband transition is the indirect transition. This kind of
transition process is observed in the higher temperature region. At finite temperatures
there are sufficient phonon present. Therefore electron absorbs phonon energy as well as
102 CHAPTER 4. THEORY OF OPTICAL PROPERTIES
Figure 4.4: Interband : Direct transition
photon energy. So in this case, the conservation of momentum gives
~kf = ~ki + ~Q + ~q (4.27)
where q is the phonon wave vector. Since ~Q ≃ 0, therefore kf = ki + q. Hence
Figure 4.5: Interband : Indirect transition
kf 6= ki. So in this case the transition is not vertical in the reduced zone scheme. This
process is shown in figure 4.5.
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4.2.2 Basic Formula for Optical Conductivity
The fundamental expression for optical conductivity can be derived from 1st order time
dependent perturbation theory. The crystal Hamiltonian is treated as the unperturbed
Hamiltonian and the eigenfunctions of this Hamiltonian as the unperturbed eigenfunc-
tions. The one electron Schrodinger equation for such unperturbed system is given by
H0ψ
0
k
=
[−~2
2m∗
∇2 + V (r)
]
ψ0
k
= Ekψ
0
k
(4.28)
where H0 : crystal Hamiltonian, V (r): crystal potential, ψ0k(r) : eigenfunctions of H0,
m∗ : the effective mass of the electron in the solid.
When electromagnetic radiation falls on the material, the photons interact with the elec-
trons in solids. This electromagnetic wave usually carries a weak electromagnetic field.
The electromagnetic radiation adds on extra potential to the crystal Hamiltonian during
interaction. This weak, time dependent potential is treated as the perturbation. Then the
total Hamiltonian is given by
H = H0 + H1 (4.29)
In general the Hamiltonian associates with an electron in an electromagnetic field is
H′ =
1
2m∗
(
p− e
c
A
)2
+ eφ (4.30)
where p = ~
i
∇ is the momentum operator, A(r, t) : vector potential associated with the
electromagnetic field, φ(r, t) : scalar potential associated with the electromagnetic field.
When free charges are absent we can choose
φ(r, t) = 0 (4.31)
So H ′ reduces to
H ′ =
1
2m∗
(
p− e
c
A
)2
(4.32)
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⇒ H ′ = 1
2m∗
(
p.p +
e2
c2
A.A− e
c
p.A− e
c
A.p
)
(4.33)
Since electromagnetic radiation interacting with the matter, is weak, A(r, t) is a weak
potential. So we can neglect the higher terms. So equation 4.33 reduces to
H ′ =
1
2m∗
(
p.p− e
c
(p.A + A.p)
)
=
p2
2m∗
− e
2m∗c
(p.A + A.p) (4.34)
So we can write
H1 = − e
2m∗c
(p.A + A.p) (4.35)
In the absence of free charges
∇.A = 0 (4.36)
Again, [A,p] = i~∇.A ⇒ [A,p] = 0 i.e. it commutes. Therefore p.A = A.p. So
putting this in equation 4.35
H1 = − e
m∗c
(A.p) (4.37)
The vector potential A that varries with time can be writen as
A = A0exp[i(ωt)] (4.38)
This extra term is introduced to the zeroth order Hamiltonian. This term (H1) is respon-
sible for excitations of electrons. Electrons in an unperturbed staes ψ0i (r) at a time t = 0
will have a wavefunction ψf (r, t) at time t. This wavefunction is be composed of com-
plete set of eigen states, {ψ0i (r)} of H0. Here ψ0i (r) is the initial state i.e. the state before
the transition and ψf (r) is the final state i.e. state after transition.
We are interested to calculate the transition rate between an occupied state ψi and unoc-
cupied state ψf . This can be calculated by solving the equation for ψ(r, t) by the standard
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first order time dependent perturbation theory.
The rate of transition accompanied by the absorption of a photon of frequency ω from the
radiation field is
Qkfki =
2π
~
|〈ψf |H1|ψi〉|2δ(Ef −Ei − ~ω) (4.39)
The delta function appears due to conservation of energy.
Due to this transition, the energy absorbed per unit volume per unit time is ~ω
Ω
Qkfki. Ω
is the volume of the sample. We can find the total rate of energy loss by summing this
over initial and final states of the electrons in the systems. A factor fi(1 − ff ) should be
introduced in the equation 4.39 for this purpose. Here fi is the probability of occupation
of the states ψi(r) and fi is the probability of occupation of the states ψf (r, t). Then the
total rate of energy loss is
1
Ω
∑
i
∑
f
fi(1− ff )~ωQkfki
=
1
Ω
∑
i
∑
f
fi(1− ff)~ω
(
2π
~
| 〈ψf | H1 | ψi〉 |2 δ(Ef −Ei − ~ω)
)
=
~ω
Ω
2π
~
∑
i
∑
f
fi(1− ff)
∣∣∣〈ψf ∣∣∣(− e
m∗c
A.p
)∣∣∣ψi〉∣∣∣2 δ(Ef − Ei − ~ω)
= − 2πωe
2
m∗2c2Ω
∑
i
∑
f
fi(1− ff ) |〈ψf |A.p) |ψi〉|2 δ(Ef −Ei − ~ω) (4.40)
This total rate of energy loss is equal to the joule heat loss due to the mobile electrons i.e.
J.E. For linear and isotropic medium J = σE ⇒ J.E = σE.E. Here the electric field
E = iω
c
A
J.E = σE.E = σ
(
iω
c
)2
A.A
J.E = −σ
(ω
c
)2
A.A (4.41)
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Equating equation 4.40 and 4.41, we get
−σ
(ω
c
)2
A.A = − 2πωe
2
m∗2c2Ω
∑
i
∑
f
fi(1− ff) |〈ψf |(A.p) |ψi〉|2 δ(Ef − Ei − ~ω)
Again A = Aeˆγ where eˆγ is the polarization direction of the electric field vector E. The
above equation becomes
σ(ω) = − 2πe
2
m∗2c2ω
∑
i
∑
f
fi(1− ff ) |〈ψf |(eˆγ.p) |ψi〉|2 δ(Ef −Ei − ~ω) (4.42)
This is the basic formula for the opical conductivity of a solid due to interband transi-
tion. This formula can be applied to any kind of materials like metals, semiconductors or
insulators etc for direct interband transitions.
4.2.3 Analysis of the Conductivity Formula
The Kubo formula for optical conductivity (eq. 42) has two important factors
(i) Conservation of energy i.e. δ(Ef −Ei − ~ω)
(ii) Square of the optical matrix elements i.e. |〈ψf |(eˆγ.p) |ψi〉|2
1. Conservation of energy i.e. δ(Ef − Ei − ~ω) : We know that the electon density
of states i.e. number of allowed energy levels per unit energy range and per unit
volume is given by
n(E) =
2
Ω
∑
n
δ(E −En) (4.43)
Here Ω is the volume of the sample. In the above equation the summation is taken
over the two spin orientation. So 2 is multiplied. According to the properties of
Dirac δ function.
∫
δ(E − Ei)δ(Ef − E)dE = δ(Ef − Ei) (4.44)
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We have
δ(Ef − Ei − ~ω) =
∫ Emax
f
0
δ(E − Ef)δ(E − Ei − ~ω)dE (4.45)
where Emaxf is the upper limit of conduction band. We can write 45
∑
f
∑
i
δ(Ef − Ei − ~ω) =
∫ Emax
f
0
δ(E − Ef)δ(E − Ei − ~ω)dE
⇒
∑
f
∑
i
δ(Ef−Ei−~ω) =
∫ Emax
f
0
∑
f
δ(E−Ef )
∑
i
δ(E−Ei−~ω)dE (4.46)
Using the definition 43, the right hand side of equation 4.46 can be written in terms
of conduction band density of states nf (E) and valence band density of states ni(E)
∑
f
∑
i
δ(Ef −Ei − ~ω) = Ω
2
4
∫ max
0
nf (E)ni(E − ~ω)dE (4.47)
We can write nf(E)ni(E − ~ω) = Jfi(E, ω). Jfi(E, ω) is the joint density of
states. So eq. 47 can be written as
∑
f
∑
i
δ(Ef − Ei − ~ω) = Ω
2
4
∫ max
0
Jfi(E, ω)dE (4.48)
We know that for an ordered or periodic system, the crystal potential is periodic and
the wave-function is described by Bloch’s function. If the optical matrix element is
a very slowly varying function of energy, it can be replaced by its K average. This
was the usual assumption in the early works [209]. Let the optical matrix elements
are denoted by gifγ . Then |gifγ|2 may be replaced by its k average,| gifγ |2. So
| gifγ |2 can be taken out of the integral. With this approximation, eq. 42 becomes
σ(ω) = − 2πe
2
m∗2c
1
ω
| gifγ |2
∑
i
∑
f
fi(1− ff )δ(Ef − Ei − ~ω) (4.49)
For semiconductor, at T = 00K, fi = 1 and ff = 0. So using this, equation 4.49
reduces to
σ(ω) = − 2πe
2
m∗2c
1
ω
| gifγ |2
∑
i
∑
f
δ(Ef −Ei − ~ω) (4.50)
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Using equation 4.48 in 4.50, we have
σ(ω) = − 2πe
2
m∗2c
1
ω
| gifγ |2Ω
2
4
∫ Emax
0
Jfi(E, ω)dE (4.51)
So we can say that for a fixed value of ω, we have
ωσ(ω) ∝
∫
Jfi(E, ω)dE (4.52)
Therefore, the optical properties of any ordered system is directly propertional to
the integrated joint density of states. But in general the square of optical matrix
elements may depend strongly on energy and so on crystal potential. In that case
the assumption taken above is not valid. Therefore one has to carry out the full
integration.
The optical conductivity is related to the imaginary part of the dielectric function
ε2(ω) by the relation σ(ω) = ωε2(ω)4pi . If we know ε2(ω) then the real part of di-
electric function ε1(ω) can be determined by Kramer-Kronig relation as discussed
before and hence the total optical properties can be known. This is the general the-
ory to study the optical properties of different materials.
During 1980s, a number of methods have been proposed to calculate the optical
properties of both metals [210, 211] and semiconductors [212, 213] within the
frame work of LMTO theory [210–213]. It is seen that at high symmetry points
and for allowed transitions, the optical properties can be described in terms of a
contribution from the strength of matrix elements calculated at the high symmetry
points and a contribution from the joint density of states.
Many calculations are performed to determine the momentum matrix elements by
using gradient operator [210–213]. But Hobbs et.al. [214] has constructed momen-
tum matrix elements using a gauge independent formalism. This formalism avoids
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the determination of the gradient operator and allows for the inclusion of non-local
potential in the Hamiltonian. Hobbs et.al. have employed green’s second identity
and the commutation relation between the position and the Hamiltonian operators.
They have also shown how the momentum matrices can be written in terms of a
sum over Gaunt co-efficients [215] and potential parameters [173, 216]. These po-
tential parameters are defined within the TB-LMTO method. We here discuss the
details of the evaluation of optical matrix elements within the TB-LMTO basis as
discussed by Hobbs et.al. [214].
2. The Momentum Matrix : In the first step, the momentum operator can be defined
by the commutation relation within the gauge-independent formalism.
p = mev, where v =
1
i~
[r,H] (4.53)
In the next step, we need to determine the one-electron wavefunction and this has
been defined within LMTO theory [172, 177].
The L-decomposed wavefunction can be written as a linear combination of the en-
ergy independent basis function
ψjkL (r) = A
jk
L φνL(r) +B
jk
L φ˙νL(r) (4.54)
The co-efficients A and B can be defined in terms of the potential parameters and
the canonical structure constants [177].
The optical matrix elements then can be given by
〈ψj′k | p | ψjk〉 = me
∑
L′L
〈ψj′kL′ | v | ψjkL 〉 (4.55)
The optical matrix elements can be expanded in terms of the L-decomposed wave-
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function.
〈ψj′k | p | ψjk〉 = me
∑
L′L
〈Aj′kL′ φνL′(r) +Bj
′k
L′ φ˙νL′(r) | v | AjkL φνL(r) +BjkL φ˙νL(r)
(4.56)
〈ψj′k | p | ψjk〉 = me
∑
L′L
Aj
′k∗
L′ A
jk
L 〈φνL′(r) | v | φνL(r)〉
+me
∑
L′L
Aj
′k∗
L′ B
jk
L 〈φνL′(r) | v | φ˙νL(r)〉+me
∑
L′L
Bj
′k∗
L′ A
jk
L 〈φ˙νL′(r) | v | φνL(r)〉
+me
∑
L′L
Bj
′k∗
L′ B
jk
L 〈φ˙νL′(r) | v | φ˙νL(r)〉 (4.57)
Using eq. 53, the 1st term of eq.57 becomes
〈φνL′(r) | v | φνL(r)〉 = 〈φνL′(r) | 1
i~
[r, H ] | φνL(r)〉 = 1
i~
〈φνL′(r) | rH−Hr | φνL(r)〉
=
1
i~
∫
φ∗νL′(r)rHφνL(r)d
3r − 1
i~
∫
∗
νL′
(r)HrφνLφνL(r)d
3r (4.58)
Using
HφνL(r) = ενtlφνL(r) (4.59)
and
Hφ˙νL(r) =
∂(ενtLφνL(r))
∂E
⇒ Hφ˙νL(r) = ενtL∂φνL(r)
∂E
+ φνL(r)
∂ενtL
∂E
⇒ Hφ˙νL(r) = ενtLφ˙νL(r) + φνL(r) (4.60)
Using the definition of the partial wave and its energy derivatives, the first integral
term in equation 4.58 can be expanded as
1
i~
∫
φ∗νL′(r)rHφνL(r)d
3r =
1
i~
ενtli
−l′il
√
4π
3
G
∫ St
0
φ∗νtl(x)xφνtl(x)x
2dx
(4.61)
Here G is the product of three spherical harmonics
G =
[√
1
2
∫
Y m
′∗
l′ Y
−1
l Y
m
l dω −
√
1
2
∫
Y m
′∗
l′ Y
1
l Y
m
l dω
]
x
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+i
[√
1
2
∫
Y m
′∗
l′ Y
1
l Y
m
l dω − i
√
1
2
∫
Y m
′∗
l′ Y
−1
l Y
m
l dω
]
y
+
[∫
Y m
′∗
l′ Y
0
l Y
m
l dω
]
z (4.62)
here x, y, z are the unit vectors of the cartesian co-ordinate system. Here r can be
defined as
r =
√
4π
3
[√
1
2
(−Y 1l + Y −ll )x+
√
1
2
i(Y 1l + Y
−1
1 )y + Y
0
1 z
]
r (4.63)
The second integral term of eq. 58 can be evaluated by using Green’s second iden-
tity [218].
∫
volume
[
Fα(r)∇2φ∗νL′(r)− φ∗νL′(r)∇2Fα(r)
]
d3r
=
∫∫
surface
[Fα(r)r.∇φ∗νL′(r)− φ∗νL′(r)r.∇Fα(r)]S2t dω (4.64)
Here Fα(r) is equal to the alpha component of rφνL(r). The second part of equation
4.58 can be written by arranging Green’s second identity and expanding in terms
of the partial wave and its energy derivative. Then the second term reduces to a
contribution from the integration over the spheres and a surface integral contribution
i.e.
1
i~
∫
φ∗νL′(r)HrφνL(r)d
3r
=
1
i~
[−~2
2me
∫
φ∗νL′(r)∇2F (r)d3r +
∫
φ∗νL′(r)v(r)F (r)d
3r
]
(4.65)
Then substitution in Green’s second identity gives
1
i~
φ∗νL′(r)HrφνL(r)d
3r
=
1
i~
[−~2
2me
∫
F (r)∇2φ∗νL′(r)d3r +
∫
φ∗νL′(r)v(r)F (r)d
3r
]
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+
i−1~
2me
∫∫
surface
[F (r)r.∇φ∗νL′(r)− φ∗νL′(r)r.∇F (r)]S2t dω (4.66)
Finally by expanding in terms of the partial wave and its energy derivative and
considering φ and φ˙ are real. The final result is
1
i~
∫
φ∗νL′(r)HrφνL(r)d
3r
=
il−l
′
−1
~
ενtl′
√
4π
3
G
∫ St
0
φνtl(x)xφνtl′(x)x
2dx+
~il−l
′
−1
2me
√
4π
3
S2t
[Stφνtl(St)φ
′
νtl′(St)− Stφνtl′(St)φνtl(St)− φνtl′(St)φνtl(St)]G (4.67)
The result is expressed in terms of an integral over the sphere and the potential
parameters. The other three terms in equation 4.57 can be derived similarlly. So the
4th terms of matrix elements of the velocity operator are as follows.
〈φνL′(r) | v | φνL(r)〉 = i
l−l′−1
~
√
4π
3
[
(ενtl − ενtl′)
∫ St
0
φνtl′(x)xφνtl(x)x
2dx
]
G
− ~
2
2me
S2t [Stφνtl(St)φ
′
νtl′(St)− Stφνtl′(St)φ′νtl(St)− φνtl′(St)φνtl(St)]G (4.68)
〈φνL′(r) | v | φ˙νL(r)〉 = i
l−l′−1
~
√
4π
3
×
[∫ St
0
φνtl′(x)xφνtl(x)x
2dx+ (ενtl − ενtl′)
∫ St
0
φνtl′(x)xφ˙νtl(x)x
2dx
]
G
− ~
2
2me
S2t
[
Stφ˙νtl(St)φ
′
νtl′(St)− Stφνtl′(St)φ˙′νtl(St)− φνtl′(St)φ˙νtl(St)
]
G (4.69)
〈φ˙νL′(r) | v | φνL(r)〉 = i
l−l′−1
~
√
4π
3
×
[
(ενtl − ενtl′)
∫ St
0
φ˙νtl′(x)xφνtl(x)x
2dx−
∫ St
0
φνtl′(x)xφνtl(x)x
2dx
]
G
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− ~
2
2me
S2t
[
Stφνtl(St)φ˙
′
νtl′(St)− Stφ˙νtl′(St)φ′νtl(St)− φ˙νtl′(St)φνtl(St)
]
G (4.70)
〈φ˙νL′(r) | v | φ˙νL(r)〉 = i
l−l′−1
~
√
4π
3
×
[∫ St
0
φ˙νtl′(x)xφνtl(x)−
∫ St
0
φνtl′(x)xφ˙νtl(x) + (ενtl − ενtl′)
∫ St
0
φ˙νtl′(x)xφ˙νtl(x)
]
x2dxG
− ~
2
2me
S2t
[
Stφ˙νtl(St)φ˙
′
νtl′(St)− Stφ˙νtl′(St)φ˙′νtl(St)− φ˙νtl′(St)φ˙νtl(St)
]
G (4.71)
So by solving the above equations, the optical matrix elements can be found.
Chapter 5
Optical Properties
5.1 Introduction
There are two important factors in the Kubo formula for imaginary part of dielectric func-
tion ǫ2(ω). One is joint density of states,
N(E, ω) = Nv(E)Nc(~ω + E) (5.1)
This is related to ∫
dk¯δ(Ec − Ev − ~ω) =
∫
dS
|▽¯(Ec −Ev)| (5.2)
The various peaks in ǫ2(ω) comes from the joint density of states for values of Ec & Ev
at which slopes of valence band and conduction band are equal (Von Hove singularities).
This occurs at high symmetry points in the Brillounin zone. For other values where slope
▽Ec 6= ▽Ev, transitions may occur at any general points in Brillouin zones.
The other factor is the “square of the optical matrix elements” (transition probabilities or
electron photon interaction matrix elements). This is a difficult factor to be interpreted
accurately. This quantity depends on the many body wavefunction and so, many body po-
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tentials. For alkali metals, this accounts for about one-half of the strength of the interband
absorption [219]. The other one half of the absorption accounts for many-electron effects
[220]. In almost all the works/literature, there is no explicit calculation of this quantity
to see its effect on optical absorption of chalcopyrite semiconductors. The observed or
calculated absorption co-efficient/imaginary part of the dielectric function are generally
interpreted as transition from various critical points. Therefore majority of the work cor-
relate ǫ2 with joint density of states.
Hobbs et.al. [214] have explicitely given a theory for the calculation of ǫ2 within the frame
work of TB-LMTO. They have defined the expression for optical matrix elements (OME)
in terms of TB-LMTO orbitals. We have applied this formulation to calculate the opti-
cal matrix elements explicitly for the systems under study. The optical matrix elements
depend also on the polarization of incoming photon. Since chalcopyrite system shows
anisotropic nature because of its tetragonal structure, we expect optical properties to be
different along the c-axis and ⊥ to c-axis. This variation purely comes from the optical
matrix elements. Thus to show the anisotropic nature, it is necessary to calculate OME
parallel and perpendicular to c-axis. We have carried out such analysis for few systems.
We have shown and discussed in detail in chapter III that the chalcopyrite semiconduc-
tor’s electronic properties strongly depend on p-d hybridization and structural distortion
in comparison to their binary analogs. We have seen that not only there is change in band
gap, but the overall density of states also change due to these effects. Therefore we expect
the effect of p-d hybridization and structural distortion on optical properties via JDOS as
well. We also expect these effects come from the OME. OME also depends on the crystal
potential. Therefore we have also calculated OME with and without p-d hybridization
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Figure 5.1: CuIn2S4 : (Top panel) (a) imaginary part of the dielectric function (b) Ab-
sorption co-efficient. (Bottom panel) (a) joint density of states (JDOS) (b) Square of
optical matrix elements .
For suitable applications, it is always tried to tailor the physical properties of semicon-
ductors by suitable doping/substitutions. This kind of work and results we have presented
in chapter III to show the effects on electronic properties due to substitution. Here also
we have considered few defect and substituted systems to show the change in optical
properties due to substitution by some particular dopants.
5.2. EFFECT OF JDOS AND OME ON OPTICAL PROPERTIES 117
5.2 Effect of JDOS and OME on optical properties
The imaginary part of dielectric function, optical matrix elements and the joint density
of states can be calculated by performing an integration over the Brillouin zone (k-space
integration). For all these calculation, the tetrahedron method is used within TB-LMTO
formalism. In this method, the dielectric function is expressed as an integral over the
constant-energy surface , Ec(k)−Ev(k). The eigen values and eigen vectors are then cal-
culated on a mesh in the irreducible Brillouin zone. This zone is devided in to tetrahedra
of equal volume and the mesh of k-points (maximum 512 points) defines the corners of
each tetrahedron. The interpolated function is continious at the boundaries of the tetra-
hedra. The irreducible Brillouin zone is completely divided into tetrahedra. To calculate
different necessary formulae for optical properties, the output data from the TB-LMTO
band structure calculations is used.
Let us take the case of CuIn2S4. We have considered only the average values of JDOS,
OME, ǫ2 etc for this system. Figure 5.1(a) (bottom panel) shows that the structures in
JDOS are reflected in ǫ2 (figure 5.1(a) (top panel)). For example, the first peak in JDOS at
around 3.5 eV has corresponding peak in ǫ2 at the same position. But it is also clear from
these figures that ǫ2 has more structures including a valley at 4.5 eV. This valley does not
appear in JDOS. The valley is due to the contribution from OME (figure 5.1(b) (bottom
panel)). JDOS near the band gap is very low and increases linearly with photon energy
. But ǫ2 has a high peak at 3.5 eV then a valley at 4.5 eV. Again it has a peak at around
6.2 eV and finally another small valley and a peak at energy around 7.8 eV and 8.5 eV
respectively. These structures are due to OME. Figure 5.1(b) (bottom panel) shows OME
is maximum near the band edge. It drops down significantly at 4.5 eV and then oscillate
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Figure 5.2: CdAl2Se4 : (Top panel) (a) imaginary part of dielectric function (b) absorp-
tion co-efficient. (Bottom panel) (a) joint density of states (JDOS) (b) square of optical
matrix elements
around 2.6. Thus probability of optical transition is maximum from upper valence band
to the lower conduction band, though JDOS is low for such transition. Therefore first
absorption peak mainly comes from OME contribution.
Figure 5.2(a) (top panel) and figure 5.3(a) (top panel) show that the higher peaks in ǫ2
are at 4.5 eV and 3.0 eV respectively in case of CdX2Se4 (X = Al, Ga). There is a sharp
valley in ǫ2 at energy 4.0 eV in case of CdGa2Se4. At the same energy a sharp valley is
also found in OME (figure 5.3(b) (bottom panel) in this system. But we have not found
such type of structure neither in OME nor in ǫ2 in case of CdAl2Se4. This shows the
strong dependence of ǫ2 on OME. The first peak in ǫ2 in CdGa2Se4 (figure 5.3(a) (top
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Figure 5.3: CdGa2Se4 : (Top panel) (a) imaginary part of dielectric function (b) absorp-
tion co-efficient. (Bottom panel) (a) joint density of states (JDOS) (b) square of optical
matrix elements
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Figure 5.4: CdGa2Te4 : (Top panel) (a) imaginary part of dielectric function (b) absorp-
tion co-efficient. (Bottom panel) (a) joint density of states (JDOS) (b) square of optical
matrix elements.
panel)) is highest because in this case peaks in JDOS and OME are at the same energy.
Figure 5.4(a) (top panel) shows that the highest peak in ǫ2 comes at energy 2.5 eV
in the case of CdGa2Te4. A close comparison between figure 5.4(a) (top panel) and
figure 5.4(b) (bottom panel) show that structures in ǫ2 between 2.5-3.5 eV are due to
similar structure in OME in the same energy range. JDOS is increasing linearly with
photon energy as shown in figure 5.4(a) (bottom panel). There is a highest peak at energy
3.5 eV in ǫ2 as shown in figure 5.5(a) (top panel) in case of CdIn2Te4. This is due
to the contribution of JDOS as shown in figure 5.5(a) (bottom panel). A sudden fall
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Figure 5.5: CdIn2Te4 : (Top panel) (a) imaginary part of dielectric function (b) absorp-
tion co-efficient. (Bottom panel) (a) joint density of states (JDOS) (b) square of optical
matrix elements.
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Figure 5.6: CdGa2S4 : (Top panel) (a) imaginary part of dielectric function (b) absorption
co-efficient. (Bottom panel) (a) joint density of states (JDOS) (b) square of optical matrix
elements.
in OME is seen at 3.0 eV (figure 5.5(b) (bottom panel)). This figure shows that OME
oscillates at around the value 2.4. ǫ2 is highly dependent on JDOS in this system.
Figure 5.6(a) (top panel) and figure 5.6(a)(bottom panel) show that the first two peaks in
ǫ2 and corresponding in JDOS have the same positions in the case of CdGa2S4. There is
a sharp drop in ǫ2 at energy 4.5 eV. This is because of the contribution from OME. The
drop in OME, as shown in figure 5.6(b)(bottom panel) at the same energy is 3/4 times
than ǫ2. Similar picture we observe also in case of AgAl2Se4. Figure 5.7(a)(top panel)
shows that the first two peaks in ǫ2 reflect the peaks in JDOS (figure 5.7(a)(bottom panel).
The figure 5.7(a)(bottom panel) shows JDOS increases almost linearly between energy
5.2. EFFECT OF JDOS AND OME ON OPTICAL PROPERTIES 123
 0
 2
 4
 6
 8
 10
 12
 0  2  4  6  8  10
Im
 D
ie
le
ct
ric
 F
un
ct
io
n
Photon Energy (eV)
(a)
avg.
C ⊥
C ||
 0
 10
 20
 30
 40
 50
 60
 70
 80
 90
 0  2  4  6  8  10
Ab
so
rp
tio
n 
C
o-
ef
fic
ie
nt
Photon Energy (eV)
(b)
avg.
C ⊥
C ||
 0
 20
 40
 60
 80
 100
 120
 140
 0  2  4  6  8  10
JD
O
S
Photon Energy (eV)
(a)
 3.5
 4
 4.5
 5
 5.5
 6
 6.5
 0  2  4  6  8  10
Sq
ua
re
 o
f o
pt
ic
al
 m
at
rix
 e
le
m
en
ts
Photon Energy (eV)
(b)
avg.
C ⊥
C ||
Figure 5.7: AgAl2Se4 : (Top panel) (a) imaginary part of dielectric function (b) absorp-
tion co-efficient. (Bottom panel) (a) joint density of states (JDOS) (b) square of optical
matrix elements.
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Figure 5.8: CuNaIn2S4 (Top panel) (a) imaginary part of dielectric function (b) absorp-
tion co-efficient. (Bottom panel) (a) joint density of states (JDOS) (b) square of optical
matrix elements.
4.2-6.7 eV. But there are structures in ǫ2. These structures are due to the oscillation in
OME around the value 4.5 as shown in figure 5.7(b)(bottom panel). But there is a peak
in ǫ2 at energy 7.5 eV. This peak comes from the contribution of JDOS. Similar study we
have also carried out for few substituted systems.
In case of CuNaIn2S4, figure 5.8(a) (bottom panel) shows a small peak at energy
2.5 eV and a relatively bigger peak at 3.0 eV in JDOS. Whereas the corresponding peaks
in ǫ2, as shown in figure 5.8(a) (top panel) are reversed. This is again due to the effect
of OME. Figure 5.8(b) (bottom panel) shows that OME drastically goes down between
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Figure 5.9: ZnMnIn2Te4 : (Top panel) (a) imaginary part of dielectric function (b)
absorption co-efficient. (Bottom panel) (a) joint density of states (JDOS) (b) square of
optical matrix elements.
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Figure 5.10: ZnOIn2Te4 : (Top panel) (a) imaginary part of dielectric function (b) ab-
sorption co-efficient. (Bottom panel) (a) joint density of states (JDOS) (b) square of
optical matrix elements
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2.0 to 4.0 eV. It is lowest at energy 3.5 eV. A deep valley is observed in ǫ2 at the same
energy. Two small peaks are seen in ǫ2 at 4.2 and 5.0 eV. The first small peak comes
from the contribution of both JDOS and OME. The second one comes from JDOS only.
Figure 5.8(b) (bottom panel) shows OME oscillates about the value 2 after energy 5.0 eV
.
Figure 5.9(a) (top panel)) shows the first peak in ǫ2 comes from the contribution of OME
(figure 5.9(b) (bottom panel)). The second peak is due to JDOS as shown in figure 5.9(a)
(bottom panel) in the case of ZnMnIn2Te4. There is a sudden fall in ǫ2 at energy 3.1 eV.
This is because of the sharp drop in JDOS and OME at the same energy. The structures
between energy range 7.5-8.5 eV come from the contribution of JDOS. Figure 5.9(a)
(bottom panel) shows OME is lowest at energy 3.1 eV. Like in the case of CuNaIn2S4,
OME oscillates around 1.5 after energy 5.0 eV in this system also.
Figure 5.10(a) (top panel)) shows that the first two peaks in ǫ2 come from the contribution
from JDOS (figure 5.10(a) (bottom panel)) in the case of ZnOIn2Te4. There is a deep
valley at energy 2.2 eV in ǫ2. This is because similar structure of magnetude 0.5 is found
in OME at the same energy as shown in figure 5.10(b) (bottom panel). The structures
present in ǫ2 between the energy range 7.5-9.0 eV are due to the contribution from JDOS.
Figure 5.10(b) (bottom panel), OME oscillates around the value 1.0 after energy 3.5 eV.
As the photon energy increases, 1/ω2 dominates in ǫ2 with some oscillation in all the
systems. This oscillation is due to oscillations in OME around some constant value.
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5.2.1 Anisotropic Nature
We have explicitely calculated the optical properties and OME for photon polarization
along c and ⊥ to c-axis as well as the avrage value
(
ǫ2x + ǫ2y + ǫ2z
3
)
for the systems
CuIn2S4, CdX2Se4 (X = Al. Ga), CdY2Te4 (Y = Ga, In), CdGa2S4, AgAl2Se4,
CuNaIn2S4 and ZnXIn2Te4 (X = Mn, O). All the figures for various optical response
functions show significant anisotropic nature in these properties. The properties get en-
hanced when photon is polarized perpendicular to c-axis. The figures of OME (figure 5.2
- 5.10(b) (bottom panel) for all the systems, show that the probability of transition is
more perpendicular to c-axis.
5.2.2 Effect of Structural distortion:
To show the effect of structural distortion on optical propertoes, we have calculated the
average value of ǫ2 and OME with p-d hybridization for ideal and non-ideal structures. We
have only considered three systems, namely AgAl2Se4, CuIn2S4 and CuNaIn2S4. Let
us take the case of CuIn2S4. Figure 5.1(b) (bottom panel) (non-ideal) and figure 5.11(b)
(top panel) show that OME increases by more than two factor in the case of non-ideal
compared to ideal structure. These figures show significant differences in the structures
in OME for non-ideal and ideal cases. Secondly, the depth of the valley in non-ideal case
is quite large compared to the ideal one. One more difference is observed between this
two cases that strudtures in OME shifts towards higher energy in ideal case compared to
non-ideal case. Because of this change in OME, ǫ2 shows two broad peaks at 4.0 eV and
6.5 eV in non-ideal structure. Whereas there are no broad peaks in ideal case but little
oscillation around 1.2-1.4 value. At the same time, the magnitude of ǫ2 is enhanced by
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Figure 5.11: For ideal case with hybridization (a) ǫ2 (b) OME : (top panel) CuIn2S4,
(middle panel) AgAl2Se4 and (bottom panel) CuNaIn2S4.
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almost 4 times due to structural distortion. As we discussed in chapter III, there is indeed
change in TDOS due to structural distortion. So we expect changes in JDOS also. But
main effect in ǫ2 comes from OME.
Similar pictures arise in the case of AgAl2Se4 also. Comparing figure 5.7(a) (top panel)
and figure 5.11(a) (middle panel), it is clear that the first major peak in ǫ2 reduced from
15.5 unit to 9.5 unit due to structural distortion. This is mainly due to the reduction in
OME from 10 to 6 unit which is found by comparing figure 5.7(b) (bottom panel) and
figure 5.11(b) (middle panel).
All the above results shown are the effect in defect systems. If we see the effect of
structural distortion in CuNaIn2S4, we find this effect is not prominent. Figures 5.8(b)
(bottom panel) and 5.11(b) (bottom panel) show there is indeed changes in the structure
in OME due to structural distortion. But the figure 5.8(a) (top panel) and figure 5.11
(bottom panel)) show the net effect in ǫ2 is not prominent for lower energy (below 4eV).
There is some change in ǫ2 above 4.0 eV. This means that the changes in JDOS is such
that it neutrilizes the minor effect due to OME.
5.2.3 Effect of p-d Hybridization:
In the study of electronic properties, we observed that p-d hybridization has very signifi-
cant effect in reducing the band gap and in general has significant effect in TDOS. To see
the quantitative effect in optical properties also we choose the same systems as we studied
for structural distortion. We have considered the ideal case of the systems to eliminate
any effect due to structural distortion. We have calculated optical response functions and
OME with and without p-d hybridization.
Our study of DOS in chapter III shows there is appreciable change in DOS due to hy-
5.2. EFFECT OF JDOS AND OME ON OPTICAL PROPERTIES 131
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0  2  4  6  8  10
Im
 D
ie
le
ct
ric
 F
un
ct
io
n
Photon Energy (eV)
(a)
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 5
 5.5
 0  2  4  6  8  10
Sq
ua
re
 o
f o
pt
ic
al
 m
at
rix
 e
le
m
en
ts
Photon Energy (eV)
(b)
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 0  2  4  6  8  10
Im
 D
ie
le
ct
ric
 F
un
ct
io
n
Photon Energy (eV)
(a)
 0
 5
 10
 15
 20
 25
 30
 0  2  4  6  8  10
Sq
ua
re
 o
f o
pt
ic
al
 m
at
rix
 e
le
m
en
ts
Photon Energy (eV)
(b)
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0  2  4  6  8  10
Im
 D
ie
le
ct
ric
 F
un
ct
io
n
Photon Energy (eV)
(a)
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 1.1
 1.2
 1.3
 0  2  4  6  8  10
Sq
ua
re
 o
f o
pt
ic
al
 m
at
rix
 e
le
m
en
ts
Photon Energy (eV)
(b)
Figure 5.12: For ideal case without hybridization (a) Im dielectric function (b) square of
optical matrix elements of (top panel) CuIn2S4, (middle panel) AgAl2Se4 and (bottom
panel) CuNaIn2S4.
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Figure 5.13: For ideal case JDOS : (left panel) CuIn2S4, (right panel) AgAl2Se4 and
(bottom panel) CuNaIn2S4.
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bridization. This means there is also changes in JDOS due to p-d hybridization. Our
study shows even OME changes drastically. This is clear from the comparison of fig-
ures 5.12(b) (ideal without hybridization) and figure 5.11(b) (ideal with hybridization).
For example figure 5.12(b)(top panel) shows there is only a delta function peak at 3 eV
with a magnitude 5. But hybridization broadens this peak and many more peaks appear
with reduced value (figure 5.1(b) (bottom panel)) in case of CuIn2S4. Figure 5.13 shows
that the magnitude of JDOS is large due to hybridization in the case of CuIn2S4.
Comparison of the figures 5.12(b)(middle panel) and 5.11(b) (middle panel) show that
the magnitude of OME is reduced by factor 3 due to hybridization in case of AgAl2Se4.
Whereas there is decrement in ǫ2 as shown in figure 5.12(a)(middle panel). This is due to
the less contribution from the JDOS (figure 5.13 (right-panel)). There is a delta function
peak at 2.5 eV with a magnitude 29 in this case also. But figure 5.13 shows that JDOS
increases due to hybridization in case of CuNaIn2S4. Same thing is true for OME also
in this case. This leads to ǫ2 with small magnitude in the case of ‘without hybridization’.
5.2.4 Other optical response functions
To calculate different optical response functions such as absorption co-efficient, refractive
index etc, both imaginary and real part of dielectric functions are required. The real part of
the dielectric function can be obtained from Kramers-Kronig relation [207]. Figures 5.14
and 5.16 show the real parts of dielectric function and refractive indices of AAg2Se4
(A = Al, Cd), CdIn2Te4 and CdGa2X4 (X = S, Se, Te) respectively. The average static
dielectric constants are calculated from the figures 5.14 and 5.16. The static dielectric
constant ǫ1(0) is given by the lower energy limit of ǫ1(ω). The structures coming in
refractive index are due to the similar structures present at the same energy in ǫ1. The
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Table 5.1: Static dielectric constant ǫ1(0) and refractive index n(0).
Systems ǫ1(0) n(0) Systems ǫ1(0) n(0)
AgAl2Se4 9.06 3.01 CdIn2Te4 11.93 3.45
CdAl2Se4 5.82 2.41 CuIn2S4 7.30 2.70
CdGa2S4 6.85 2.61 CuNaIn2S4 8.19 2.86
CdGa2Se4 7.02 2.65 ZnMnIn2Te4 11.33 3.36
CdGa2Te4 9.87 3.14 ZnOIn2Te4 16.82 4.10
average static dielectric constants and refractive indices of the systems under study are
given in table 5.1.
Figure 5.7(b)(top panel) shows that the absorption co-efficient is maximun in the en-
ergy 6.5-8.2 eV for AgAl2Se4. Figure 5.2 shows that the mangitude of absorption co-
efficient is less in case of CdAl2Se4 compared to AgAl2Se4. Our calculated ǫ1 and ǫ2 for
CdIn2Te4 agree well with the result of Ozaki et.al. [77]. We have shown their result in
figure 5.15.
ǫ1, absorption co-efficients and refractive indicies of the systems CdGa2X4 (X = S, Se,
Te) are also calculated and shown in the figures 5.6(b) (top panel), 5.3(b) (top panel),
5.4(b) (top panel) and 5.16 (top panel), 5.16 (middle panel) and 5.16 (bottom panel).
We observe that the magnitude of absorption coefficient in the case of CdGa2Te4
from figure 5.4(b) (top panel) is high compared to the other two systems, CdGa2X4 (X
= S, Se). Sharp vallies are found in absorption co-efficients in the case of CdGa2X4 (X
= S, Se) at energy 4.6 eV and 4.0 eV respectively. But such type of structure is absent in
CdGa2Te4. Ozaki et.al. [76] have carried out both theoretical and experimental study to
calculate ǫ1 and ǫ2 for the system CdGa2Te4. Their result is shown in figure 5.17. Our
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Figure 5.14: (a) real part of dielectric function (b) refractive index : (Top panel)
AgAl2Se4, (middle panel) CdAl2Se4 and (bottom panel) CdIn2Te4.
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Figure 5.15: Solid circles show the experimental result (spectroscopic ellipsometry (SE))
[77] and the solid and dashed lines represent the calculated result of CdIn2Te4 [77] : (a)
imaginary part of dielectric function (b) real part of dielectric function.
calculated result for this system also agrees quite well with their result.
5.2.5 Effect of substitution on optical response functions
We have already discussed in the introduction that AB2C4 are defect systems. They
can be doped with impurities to tailor various properties. Let us consider the case of
CuNaIn2S4. This is the system where Na is substituted at vacancy position in CuIn2S4.
Therefore it is a good candidate whose properties can be compared with the defect sys-
tem. If we compare ǫ2 of both the systems (figure 5.1 (a) (top panel) and figure 5.8 (a) (top
panel)), we observe that the first broad peak in CuIn2S4 is splitted into two sharp peaks.
In CuIn2S4, all the peaks and vallies in ǫ2 are broad and prominent whereas in case of
CuNaIn2S4, it is just the reverse. This is because large number of structures are found in
JDOS in the case of CuNaIn2S4 (figure 5.8(a) (bottom panel). Figure 5.1(a) (top panel)
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Figure 5.16: (Top panel) CdGa2S4 : (a) real part of dielectric function (b) refractive
index. (Middle panel) CdGa2Se4 : (a) real part of dielectric function (b) refractive index.
(Bottom panel) CdGa2Te4 : (a) real part of dielectric function (b) refractive index.
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Figure 5.17: Solid circles show the experimental result (spectroscopic ellipsometry (SE))
[76] and the solid and dashed lines represent the calculated result of CdGa2Te4 [76] : (a)
imaginary part of dielectric function (b) real part of dielectric function.
shows that the sharp valley found in ǫ2 at energy 4.5 eV in the case of CuIn2S4 shifts
towards the lower energy at 3.5 eV in case of CuNaIn2S4 (figure 5.8(a) (top panel)).
Table 5.1 shows that there is significant differences in static dielectric constants and re-
fractive indices between these two systems. The refractive index reaches a maximum
value of about 2.85 and 2.70 at energy 2.5 and 3.5 eV in the cases of CuNaIn2S4 and
CuIn2S4 respectively (figure 5.18(a)(bottom panel) and figure 5.18(a)(top panel).
Ganguli et.al. [147] have calculated the optical properties of ZnIn2Te4 defect chal-
copyrite using TB-LMTO method. They have compared the imaginary part and real part
of dielectric functions with the experimental result of Ozaki and his group [75] as shown
in figure 5.19). Ganguli et.al. [147] have found a good agreement of their results with
Ozaki et. al.[75] results. We have also used the same TB-LMTO method for our cal-
culation of optical properties of Mn and oxygen substituted ZnIn2Te4. Therefore we
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Figure 5.18: (a) real part of dielectric function (b) refractive index : (Top panel) CuIn2S4
and (Bottom panel) CuNaIn2S4.
140 CHAPTER 5. OPTICAL PROPERTIES
Figure 5.19: Imaginary and real part of dielectric function of ZnIn2Te4 (left panel)
Experimental result (by spectroscopic ellipsometry (SE)) [75], 1st principle TB-LMTO
method by Ganguli et. al. [147]
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Figure 5.20: (a) real part of dielectric function (b) refractive index.(Top panel) :
ZnMnIn2Te4 and (Bottom panel) ZnOIn2Te4.
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compare our calculated ǫ2 for the cases ZnMnIn2Te4 and ZnOIn2Te4 with the result
of Ganguli et.al. for the case of ZnIn2Te4 to study the effect of substitution in the de-
fect chalcopyrite. Comparing figure 5.19(right-bottom panel), figure 5.9(a) (top panel)
and figure 5.10(a) (top panel), we find there is an incremnt in ǫ2 in both Mn and oxy-
gen substituted cases compared to ZnIn2Te4. Similar picture we may expect in case
of absorption co-efficients also. The static dielectric constant in case of ZnMnIn2Te4
and ZnOIn2Te4 (figure 5.20 (a) top and bottom panel) are comparatively larger than
ZnIn2Te4 as seen from figure 5.19(right-top panel). So we expect similar enhancement
in refractive indices of both the systems.
Chapter 6
Conclusion
In general our study of structural, electronic and optical properties of many pure, de-
fect and substituted chalcopyrite semiconductors by DFT based first principle TB-LMTO
method give satisfactory result. Our result agrees well with the available experimental
and other calculated results for the systems studied by others. Our calculated band gaps
are found to be lower than the expected. This is purely due to the underestimation by
LDA, which is a well known fact. Considering this limitation of LDA, our results are
quite accurate. We have, in general, provided quantitative calculations of the effects of
p-d hybridization and structural distortion on band gaps and other electronic properties
and optical properties. We have also been able to provide detailed study of linear optical
properties of few defects and substituted systems. We have shown the effects of various
factors like DOS, OME etc in optical properties. Therefore we have provided deeper
understanding of physics of these effects. Specifically we have following important out-
comes.
1. Structural parameters, such as lattice parameters, anion displacements, tetragonal
distortion and bond-lengths show good agreement with the available experimental
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results for systems studied by others.
2. Bulk modulus are calculated for all these systems exceptZnXIn2Te4 (X = O,Mn).
Results show inversed proportionality relation between lattice parameters “a” and
bulk modulus for all the systems as expected, except in the case of Cu2InSe4.
3. Band structure and total density of states(TDOS) of all the systems show they are
direct band gap semiconductors.
4. AAl2Se4 (A = Ag,Cu), CuIn2Se4, CuIn2S4 and Cu2InSe4 are found to be p-
type semiconductors. But CdXGa2S4 (X = Ag,Al) and ZnXIn2Te4 (O,Mn)
are n-type semiconductors.
5. Band gap increases in defect chalcopyrites in comparison to their corresponding
pure and substituted chalcopyrites.
6. Study of partial density of states(PDOS) reveals that the contribution to upper
valance band comes from the cation d and anion p hybrid orbitals in case of group
I − III −V I2, I2− III −V I4, I − III2−V I4 and their substituted chalcopyrites
semiconductors. This leads to strong p-d hybridizations in these cases. But in case
of group II−IV −V2, II−III2−V I4 and their substituted chalcopyrites, the main
contribution to upper valance band comes from the anion p states. Cation d states
behave like core states in these types of compound and contribute to inner valance
band. Therefore they do not participate in p-d hybridization. Major contributions
come from the anion p states to the conduction band.
7. We have found significant effect of p-d hybridization on band gap reduction in
ZnSnX2 (X = P,As, Sb). but the same is not found in other systems in the same
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group (II − IV − V2).
8. The quantitative estimate of the effects of p-d hybridization on band gap shows that
the % of band gap reduction is more in case of the pure chalcopyrites compared to
their corresponding defect chalcopyrites.
9. Though Li & Na do not have d orbitals contribution to upper valence band, they
act like catalyst in reducing the band gap in cases ofCuLiIn2Se4 & CuNaIn2S4
respectively compared to their corresponding defect chalcopyrites.
10. Significant increment in band gaps are found in the case ofAgAlM2 (S, Se, Te) and
AAl2Se4 (Ag,Cu, Cd, Zn) chalcopyrites due to structural distortion. But the effect
is reversed in case of ZnSnX2 (X = P,As, Sb), CuInSe2, CuIn2S4, CuIn2Se4,
CuNaIn2S4 and CuLiIn2Se4 compounds. That is, this effect leads to decrement
in band gap for the above systems.
11. Quantitative estimate of the effect of cation-electronegativity on band gap in cases
of ZnSnX2 (X = P,As, Sb) chalcopyrites show that there is an increment of
band gap with respect to their binary analogs GaInP2, InGaAs2 and GaInSb2
respectively due to this effect.
12. Our study of linear optical properties for defect and substituted semiconductors
show that optical properties strongly depend on optical matrix elements (OME) in
the infrared and visible region of optical spectrum.
13. Optical properties in the UV region is mainly controlled by the joint density of
states (JDOS).
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14. Major structures and peaks in imaginary part of the dielectric function (ǫ2) in in-
frared and visible region come from the contribution of OME in most of the cases.
In few cases like CuIn2S4, AgAl2Se4 and CuNaIn2S4 JDOS always plays im-
portant role in this region of spectrum.
15. Significant effects of structural distortion and p-d hybridization are also found on
ǫ2, OME and JDOS of CuIn2S4 , AgAl2Se4 and CuNaIn2S4 chalcopyrites.
16. Substitution by Na in CuIn2S4 and Mn & Oxygen in ZnIn2Te4 changes optical
properties of the host significantly.
17. We have explicitly calculated the optical properties & OME for photon, polarized
along c and ⊥ to c-axis as well as the average value for all the above systems. The
average value is calculated for CuIn2S4. Our study shows that chalcopyrites are
anisotropic in nature and the properties get enhanced when photon is polarized ⊥
to c-axis.
18. Calculation of static dielectric constants ǫ1(0) agrees well with the available exper-
imental result in case of CdIn2Te4 and CdGa2Te4.
19. Our calculation of ǫ1 and ǫ2 in the cases of CdIn2Te4 and CdGa2Te4 agrees well
with the result of Ozaki et. al.
6.1 Future Works
Our detail study of structural, electronic and optical properties of group I − III − V I2,
II− IV −V2, I − III2−V I4, II− III2−V I4 and I2− III−V I4 chalcopyrites reveal
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that there are still many issues left to be addressed in future work. We list few of them.
1. Our unsatisfactory results in the case of CuGaS2, CuGaSe2, CuGaTe2, CuAlS2,
AgInS2, AgInSe2, AgInTe2 and ZnGeP2 are to be explored further.
2. Magnetic properties of transition metal doped systems to be studied in detail be-
cause very little research work is carried out in this direction. It is also important
because these doped systems are expected to be future devices for spintronics ap-
plications.
3. For the study of magnetic system, spin projected electronic properties are to be
studied.
4. To study the magneto-optical properties of the transition metal doped chalcopyrite
compounds.
5. The quantitative effect of cation electronegativity on band gap in group II−IV −V2
compounds except ZnSnX2 (X = P, As, Sb) are to be studied.
6. Optical properties of I2 − III − V I4 compounds are to be studied.
7. Chalcopyrite semiconductors are highly non-linear and therefore their non-linear
optical properties are important. They are also found to have applications for non-
linear devices. But very little studies of non-linear properties have been carried out.
Hence we propose to carry out such studies within the frame work of TB-LMTO
method.
8. Extensive research, including ours, have been carried out for 50% defect substituted
in place of one of the cation. This is because such systems maintain translational
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symmetry. Therefore existing computational techniques can be adopted. But de-
fects or doping < 50% are also common and studied experimentally. Low concen-
tration of vacancy defect or doping may also tailor various properties. Therefore
study of low concentration vacancy defects/ doped is very necessary. But such de-
fects/ doping make systems disordered. Different techniques are required to study
disordered systems. There are two approaches to tackle such problems.
(a) To carry out supercell calculation within the same frame work as adopted in the
case of 50% defects/doped. But number of atoms per unit cell increases by many
fold. Therefore computational time is very large.
(b) Using some meanfield theories like ‘Coherent Potential Approximation’ [224]
or ‘Augmented Space Formalism’ [223]. Ganguli et. al. [221, 222] have developed
a formulation for optical properties of random semiconducting binary alloys using
Augmented Space Formalism. The same may be extended to ternary systems also.
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