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 Abstract - The objective of this paper is to analyze a web 
structure by means of using evidential reasoning to logical 
hierarchy structure. During the searching on the web, the 
search engine will return a set of web documents. But some 
web documents do not fit what we are looking for. The 
targeted documents are called relevant document, and the 
rests are irrelevant documents. Our focus is placed on the 
web document structure and link analysis. The web 
documents are grouped in an appropriate label and 
organized in logical hierarchy structure. The theorems 
proposed by Watada will employed to analyze the value of 
concepts or events in logical hierarchy structure according 
to belief and plausibility functions. From these values 
“influence events” can be determining when an irrelevant 
document is included in the web document about Tourism 
Management. 
 
Keywords - Evidential reasoning, web document, application, 
fault tree analysis, link analysis? 
 
 
I. INTRODUCTION 
Recently, the internet and web are a prominent 
knowledge repository. By means of a server, anyone can 
use the internet as a medium for various purposes such as 
communication, e-business, and e-learning. The 
information on the web called web document is hyper 
linked to other documents. The links between web 
documents are unstructured. However, the rapid growths 
of information on the web the effect to web search 
optimization and related the arrangement of information 
in web. Currently, the information on web are 
unstructured. The Tim Berners Lee [1] suggests 
organizing the web information in structure.  
Data mining [2] is a multi-disciplinary field, which is 
employed in various applications such as to discover 
patterns from the web as known as web mining. There are 
three types of mining: web structure mining (WSM), web 
content mining (WCM) and web usage mining (WUM).  
WSM is used to organize the web content for better 
navigation. WSM pertains to mine the structure of 
hyperlinks within the web [3]. The ranking of web 
documents is shown by popularity, authority and prestige 
measurement based on the hyperlink structure. Two 
important web document ranking algorithms are 
PageRank and HITS.  
Link analysis is a vehicle used in web search engines. 
The web link structure identifies the applicable web 
documents associated with the results for a given query. 
To determine the results relevant to a user query, an 
information retrieval approach considers evidence 
available within the results. According to Cooper [4], if a 
user of an information retrieval system has some 
information need, then it seems reasonable to say that 
some of the information stored in the system is “relevant” 
to his need, and the rest is “irrelevant”. However, it is not 
possible for all the web documents to connect with all the 
possible sources. Furthermore, the relevant result is hard 
to identify. 
From the literature, web document analysis is 
essential for web search engines when no previous 
knowledge of the link structure exists [5]. This approach 
also enables us to identify a number of interesting facts. 
For example, in nurse case study [6], the research results 
demonstrate that automated web issues analysis is capable 
of quickly delivering new insights into a problem. The 
type of link-based analysis has an impact on the 
effectiveness of information retrieval [7].  
Topic-based search engine is an alternative way to 
support the efficiency of information retrieval in order to 
induce the irrelevant results. In this paper, our focus is 
placed on web content analysis and web link analysis. 
Therefore, our main objective is to analyze the web 
document structure through evidential reasoning method 
(hereafter, abbreviate evidential reasoning as ER) [8]. The 
contents are presented in logical hierarchy structure 
(LHS). Then, the theorem proposed by Watada [12] is 
used in logic calculation of belief and plausibility 
functions. Therefore, we called logical hierarchy structure 
based on ER or LHS-based ER. 
PageRank and HITS algorithms are used to determine 
the popularity of individual web document according to 
the hyperlink. These methods based on link between web 
document while LHS based on link and content of web 
document. In this study, we apply the proposed method to 
tourism management [7] as an illustrative example.  
Evidential reasoning (ER) ultimately modifies 
decision-making methods to update and combine beliefs 
in problems when they are provided with insufficient 
knowledge or information. Especially, Mohamed and 
Watada [10, 11] provide the method in a hierarchical 
structure. Moreover, Dempster-Shafer algorithms based 
on ER are complex and combinatorial computation, which 
limits their practical applications [12, 13]. This approach 
will be used to generate belief and plausibility functions 
for related events in LHS. Therefore, from the 
experimental results we obtain the relation between 
information pieces in the topic. Furthermore, we will 
decide which information has strong or low relation.  
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  The rest of this paper is organized to provide a brief 
explanation of ER in Section II, and the logic method in 
Section III. Section IV illustrates a tourism management 
problem as an example. The details of the experiments, 
including the results and discussion, are presented in 
Section V, followed by our final conclusions in Section 
VI.  
 
II. EVIDENTIAL REASONING 
 
In ER, the Dempster rule of combination is a vehicle 
that combines the evidences. Evidence theory requires 
hypotheses with the following properties: (1) the 
hypotheses in a hypothesis set must be (pairwise) 
mutually exclusive, and (2) there exists only one 
hypothesis in the hypothesis set that holds. 
First, let us denote n  hypothesis by naaa ,,, 21  and its 
hypothesis set by  naaa ,,, 21  . An event is expressed by 
iA , which is defined by a subset of the hypothesis set. 
Therefore, the number of subsets obtained from the 
hypothesis set is 12 n , not including the empty set. The 
subsets are written as  
 1221 ,,  nAAA       (1) 
where  is also called the domain of event iA . 
Each of the subset iA is evaluated with basic 
probabilities  iAm . The probability function m is also 
called mass function and satisfies the following equations: 
  0	m         (2) 
     1


iA
iAm          
where 	 denotes the empty set. 
The basic probability distribution assigned on   can 
be interpreted as a lack of knowledge and information. 
This assumption is made because the basic probability 
 m cannot be assigned to a more concrete set of 
hypotheses. Dempster rule of combination, evaluate the 
upper and lower probabilities of each subset iA using the 
basic probabilities. These upper and lower probabilities 
are called the plausibility and belief functions and are 
denoted by  iAPl and  iABel , respectively. 
    




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The Dempster rule of combination allows us to 
aggregate various pieces of evidence from different 
sources without any knowledge of their distributions. The 
Dempster rule evaluates the basic probability  kAm  when 
two independent pieces of evidence 1 and 2 are obtained 
at the same time with basic probabilities  iAm 11 and 
 jAm 22 , respectively. The combination rule is written as 
follows: 
 
   
   
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In other words, the new partition of the hypothesis set 
is given by the combination between the information 1 
and 2. Each intersection ji AA 21  will be a new subset, but 
different subsets will be given the same name when they 
refer to the same set, and an empty set will be evaluated 
automatically as   0	m where 	ji AA 21  , even if 
 iAm 11  and  jAm 22 are positive. 
 
III. LOGIC METHOD 
A. State patterns for fault diagnosis 
 
Dempster-Shafer theory was applied to diagnose 
faults events in fault tree with logical structure of AND 
and OR gates was proposed by Watada [12]. Due to space 
limitation, the detail about the state pattern and another 
theorem are discussed in [12]. In this paper, Watada was 
proposed four theorems which play a pivotal role in the 
logic calculation of belief and plausibility functions.? 
 
[Theorem 1] 
Let two events xT and yT be written in conjunction 
normal form that is written using xlk and ymk , by only 
logic operation AND of basic events in the following: 
vxxxx KKKT  ...21 ,   (7) 
where vsrKK
sr xx
,...,2,1,,0  ,and 
uyyyy KKKT  ...21 ,   (8) 
where usrKK
sr yy
,...,2,1,,0  . 
The inclusion yx TT   holds if 
 
lmlm xyxy
KKKK  |, .   (9) 
 
[Theorem 2] 
Let two events xT and yT  be written in the conjunction 
normal form that is written using xlk and ymk  by only 
logic operation AND of basic events in the following: 
vxxxx KKKT  ...21 ,   (10) 
where vmlKK
ml xx ,...,2,1,,0  , and 
uyyyy KKKT  ...21 ,   (11) 
where umlKK
ml yy ,...,2,1,,0  . 
The intersection yx TT   is empty if 
yx TT  or xy TT  .   (12) 
 
IV. ILLUSTRATIVE EXAMPLE: TOURISM 
MANAGEMENT DOCUMENT ANALYSIS 
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 In this section, our method is explained with 
illustrative example. Topic-based search engine is an 
alternative way to support the efficiency of information 
retrieval. Let us assume we work on the Tourism topic 
which all the web documents are relating to tourism and 
have been organized in logical hierarchy structure. 
Currently, the web structure can be illustrated as shown in 
Fig. 1. The web document has inlinks and outlinks to 
another web document. In our method, we organize 
documents in logical hierarchy structure. We classify web 
documents into a group depending on the keywords or 
meta tags of documents. Then, we assign the label for the 
each group. Logic “AND” and “OR” are used to represent 
the relation between the labels. The methodology are 
simplified as follows: 
Step 1: Collection of documents. We collect web 
documents relating to tourism from various search 
engines. These articles include personal blog, business 
web page and others as test documents.  
Step 2: Group assignment. We classify the web 
documents into group according to keywords or meta tags 
for each of web documents. The groups are called the 
concepts. Then, we construct the logical hierarchy 
structure. There are 3 types of level and events in this 
structure. Each event is represented by using a term which 
expresses some concept. The bottom level consists of 
inputs. The input is a group of related documents. In this 
structure, the inputs are basic events in FTA. The middle 
level consists of middle events. The middle events may be 
upper level of basic events or upper level of other events. 
The top is the top events which represent the topic of the 
structure.  
Step 3: Determine the relation. The relation between 
events is represented by logic “AND” or “OR”. In this 
study, let us assume logic “AND” is used to describe the 
basic events. The logic “OR” is also used to present the 
relation between events.  
Step 4: Link analysis. Logic method [8] is employed 
to analyze the structure. In this step we obtain the relation 
between concepts in the structure. If irrelevant documents 
exist in the basic event, we will decide which concept has 
strong or low degree of belief. 
 
A. Tourism web pages in fault tree analysis 
 
The “meta tag” provides metadata about the HTML 
document. Metadata is information about data which in 
the information about the web document. Metadata will 
not be displayed on the page, but will be machine 
parsable. In order to manage this information, let us 
assume we label web document wd  based on the 
metadata. Therefore, each web document can have more 
than one label. According to the document labels, we 
generate six concepts; tourism, domestic, international, 
hotel, transport, business, villa, budget, air and road.  
 
B. The fault tree and state pattern for detecting 
irrelevant documents 
 
 
Fig. 1. Web structure 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Web structure in logical hierarchy structure 
 
Let us assume “TOURISM” as top event  1E , 
“DESTINATION,” “ACCOMODATION,” “HOTEL,” 
“TRANSPORT” as event  5432 ,,, EEEE  and 
“DOMESTIC,” “INTERNATIONAL,” “BUSINESS,” 
“VILLA,” “BUDGET,” “AIR” and “ROAD” as inputs 
 7654321 ,,,,,, IIIIIII , respectively. In Fig. 2, let us 
assume the events are constructed from basic events or a 
combination between events and basic events. If the set of 
these basic events does not include the same event, each 
basic event should be independent. Nevertheless, these 
events cannot be mutually exclusive when the top event 
occurs. 
In particular search engines, a web crawler is used to 
provide the latest information available on the web. A 
web crawler primarily analyzes the visited web pages and 
lists the terms found on these web sites. Then, an index is 
built based on its particular system. This index is stored to 
provide fast searching, and the search engine will retrieve 
web pages according to terms that are matched between 
user search terms and the stored index. However, the 
retrieved results cannot provide completely accurate 
results to satisfy the user`s needs. Therefore, we must 
address the issue of insufficient knowledge or information 
to discuss problems in the real world. In other words, we 
must analyze the influences of irrelevant documents using 
the partial information that is obtained from the situation 
and/or the symptoms of the faults. Refer to Fig. 2., let us 
denote B as s set of all basic events in a fault tree. 
 
 nIIB ,,1        (13) 
3I  6I  7I  
1I  2I  4, EHOTEL  5, ETRANSPORT  
4I  5I  
1,ETOURISM  
2,ENDESTINATIO  3,EONACCOMODATI  
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 Each basic event iI  represents Fault and Normal 
states, denoted by iI  and iI , respectively. These states 
are referred to as state patterns in the fault tree. The set of 
all the state patterns is denoted by Q . In this example, 
when B  consists of seven basic events,  7n  , then 
Q has 128 state patterns. The set of all the state patterns is 
illustrated as follows: 
 nqqQ ,,1       (14) 
where 
71128
711
,,
:
,,
IIq
IIq




      (15) 
  
 
 
 
 
 
 
 
 
 
 
 
 
C. Example 
 
We analyzed the knowledge representation for the 
domain of Tourism Management shown in Fig. 2., to 
determine an irrelevant document in this knowledge. 
Suppose we believe that the input 1I  has retrieved an 
irrelevant document, which is represented as 1I , the 
independent information is then given as follows: 
Information 1: 8.02 E  
Information 2: 4.01 I  
where the remaining probability about “Information 1,” 
0.2, and the remaining probability about “Information 2,” 
0.6, are assigned to the total space. According to the 
Dempster rule of combination [7], let us assume that  
012  IE and the mass functions are as follows: 
  42.012  IEm       (16) 
  18.02 Em       (17) 
  28.01 Im            (18) 
  12.0m            (19) 
In the next step, we compute the belief and 
plausibility function for all events   54321 ,,,, EEEEE . For 
example, the calculation for event 2E  is illustrated in the 
following equations. 
212 IIE        (20) 
212 IIE        (21) 
 
Based on equations (20) and (21), these events are written 
using only logic "AND". According to Theorem 1, let us 
assume equations (20) and (21) as events xT  and yT , 
respectively. Thus, we obtain xT  and yT as follows: 
2ITx        (22) 
21 IITy        (23) 
From equation (23), we only found 2I in (22), therefore, 
yx TT   . The same steps are applied to the others mass 
functions. 
To obtain the plausibility function we refer to 
Theorem 2 about xT  and yT as follows: 
2ITx        (24) 
21 IITy        (25) 
The intersection 	yx TT  if yx TT  or xy TT  . Thus, let 
us assume we have; 
2ITx        (26) 
21 IITy        (27) 
From xy TT  we obtain,   
221 III       (28) 
	 yx TT        (29) 
The same steps are applied to the other mass functions. 
 Using the same step to obtain the belief and 
plausibility functions, we employ another cases where 4I  
has a retrieved irrelevant document, which is represented 
as 4I . Let us assume 3E with probability 0.7 as 
“Information 3” and 4I with probability 0.6 as 
“Information 4”. As a result, we obtain the results as 
shown in Table 1. 
 
V. RESULTS AND DISCUSSION 
The Tourism Management web document was 
organized in two types of structure 1) conventional 
structure and 2) logical hierarchy structure. Then, four 
types of queries were tested on these structures by using 
two types of analysis method; 1) LHS-based ER and 
2)PageRank. Cyclomatic complexity is used to indicate 
the complexity of a program or function within a program. 
Fig. 3 shows the complexity of searching in two types of 
structure which is conventional and logical hierarchy 
structure. The web document organizes in logical 
hierarchy structure has the potential to optimize the web 
searching.  
The analysis has been done to simulate the situation 
in the Tourism Management when the irrelevant 
information exists. The domain of tourism topics has five 
sub-topics represented as events in FTA. Seven sub-topics 
represent as basic events or inputs. With an assumption 
that two inputs are irrelevant documents, we obtain the 
influencing events in the knowledge representation 
structure. 
In the fault tree, basic events 1I and 2I are combined 
into 2E based on “AND” gate. On the other hand, as 
TABLE I 
ANALISIS RESULTS 
Informations 
Events 
1 and 2 3 and 4 1,2,3 and 4 
),(
11
EE PlBelm  (0.48,1.00) (0.70,1.00) (0.51,1.00) 
),(
22
EE PlBelm  (0.48,0.92) (0.00,1.00) (0.18,0.97) 
),(
33
EE PlBelm  (0.00,1.00) (0.70,1.00) (0.19,1.00) 
),(
44
EE PlBelm  (0.00,1.00) (0.00,0.80) (0.00,0.92) 
),(
55
EE PlBelm  (0.00,1.00) (0.00,1.00) (0.00,1.00) 
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 information 2 denies the information in 1I , the 
plausibility function of 2E  results to decrease and the 
belief function of 1E and 2E increase. It means, when the  
 
 
Fig. 3. Depth first search 
 
irrelevant document exists in sub-topic or input 1I , it will 
give the influence to events 1E and 2E . 
In another condition, the basic events 43, II and 
5I are combined into 4E based on “AND” gate. Then, 
4E and 5E  are combined into 3E  based on “OR” gate. In 
opposition, as information 4 denies the information in 4I , 
the plausibility function of 4E  results to decrease and the 
plausibility function of 2E increases. The belief functions 
of the 1E and 3E increase. This analysis constitutes the 
irrelevant document included in sub-topic 4I . It will give 
influencing to 31, EE and 4E . 
“Information 1, 2, 3 and 4” are combined. From 
results in Table 1, as information 2 and 4 denies the 
information in 1I and 4I , the plausibility function of 2E  
decreases and the plausibility function of 4E increases. 
Also, the belief functions of 1E and 3E decreases and the 
belief function the 2E increases. This analysis shows that 
when the irrelevant document exists in sub-topics 
1I and 4I , it will give the influence to 321 ,, EEE and 4E . 
 
VI. CONCLUSIONS 
In this study, we have applied ER method to analyze 
the link analysis between web documents for Tourism 
Management. Hierarchical structure with logic AND and 
OR are used to represent the web documents of Tourism 
Management. This structure is called logical hierarchy 
structure. Once, the web document has been structured, 
we can analyze the irrelevant document included in this 
knowledge representation. Nevertheless, it is hard to 
identify irrelevant documents. It is impossible for a web 
administrator to know and understand all the information 
placed on the web to detect the irrelevant documents.  
However, FTA is a tool to improve a web system 
using its logic structure to identify fault events. This tool 
provides a powerful vehicle to recognize all possible risks, 
which influence directly or indirectly the system. For that 
reason, we employed logical hierarchy structure to web 
document analysis. We generated the belief and 
plausibility to related events according to irrelevant 
documents. From the analyzed results of web document 
analysis, we are able to identify which sub-topic or event 
is influenced due to irrelevant documents in Tourism 
Management.  
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