A technique is described for the design of fuel-conservative guidance systems and is applied to a system that was flight tested on board NASA's augmentor wing jet STOL research aircraft. An important operational feature of the system is its ability to rapidly synthesize fuel-efficient trajectories for a large set of initial aircraft positions, altitudes, and headings. This feature allows the aircraft to be flown efficiently under conditions of changing winds and air traffic control vectors. Rapid synthesis of fuel-efficient trajectories is accomplished in the airborne computer by fast-time trajectory integration using a simplified dynamic performance model of the aircraft. This technique also ensures optimum flap deployment and, for powered-lift STOL aircraft, optimum transition to low-speed flight. Also included In the design is accurate prediction of touchdown time for use in four-dimensional guidance applications. Flight test results have demonstrated that the automatically synthesized trajectories produce significant fuel savings relative to manually flown conventional approaches. d c dh E eo Enmax ,_'nmin F,G
Therefore, a further decrease in energy rate is achieved by first increasing flap angle until it reaches its limit or placard value and only then by increasing nozzle angle.
The result of applying these procedures to the AWJSRA is shown in Fig. 1 The remaining 40070 of the thrust, which is the cold thrust produced by the fans, energizes the augmentor wing to increase lift at STOL speeds.
The relationship
between the controls and the energy rate is revealed more clearly in Fig. 2 maximum value of 100 deg as the energy rate decreases toward its negative limit of -0.3.
In the flight implementation of the algorithm, four diagrams, as shown in Fig. ! , are utilized: two for sea-level altitude at weights of 38,000 and 48,000 lb, and two others for 5000-ft altitude at similar weights. Experience indicates that these provide sufficient data to adequately interpolate the controls.
Each diagram requires 124 words of memory in the airborne computer. The small circles in Fig. 1 indicate the locations of points that are stored. The energy rate data are also corrected for deviations from the standard temperature profile.
Correction is done by computing a thrust setting corrected for temperature deviations.
Synthesis of Complete Profiles
In the preceding section the criteria of fuel conservation and noise reduction were used to determine the four reference given in the references. The derivation can be found in the Appendix. Figure 3 illustrates two of the four types of horizontal trajectories that can occur; the two not shown differ only in the orientation of the turns. The algorithm 
3'. = (I-e)E,
where V,, is the along-track component of windspeed. Note that Eqs. (7-9) are consistent with Eqs. (4) and (5) 
is nonnegative, i.e., de >0. Ifd_ is negative, the synthesis has failed because the aircraft is too close to the capture point P/. Figure  5 illustrates the various segments of an approach trajectory synthesized by the algorithm. As before, we assume for simplicity that E_ = -0.13, a constant. Other parameters defining the problem are indicated in the figure. Note that the initial descent at 7°= -7.5 flattens to 3', = -3.75 to allow the aircraft to decelerate. The reference controls for this trajectory can be interpolated from Fig. 1 Fig. 3 and a speed/altitude profile similar to the one in Fig. 5 Quadratic optimal synthesis s would therefore yield time-varying gain matrices that are also functions of the reference trajectory.
But it is neither practical nor necessary to implement a complex, reference-trajectory-dependent gain matrix in order to achieve adequate control system performance in this case.
The design procedure employed here began by first computing optimum gain matrices at various operating points in the control region diagram (Fig. 1) using fixed values of Fand G. The analysis of these gain matrices showed the strongest dependence on airspeed, reference nozzle angle, and reference flaps. Sensitivity of the closed-loop eigenvalues to changes in several of the gains was low, allowing those to be set to zero or held constant throughout the operating region. It was possible to fit the variable gains with relatively simple functions of reference airspeed, nozzle angle, and flap angle. This method resulted in the following gain matrix:
where Va, is in units of feet per second. Extensive computer calculations have verified that the closed-loop eigenvalues of this system have damping factors of 0.707 or greater and real parts less than -0.05/s at all operating points. These characteristics provide adequate tracking performance. When operating in region I of Fig. 6 , the last row of K is set to zero since nozzle angle is not used for control.
In regions II and III, throttle perturbations are limited to positive values, while in region II, nozzle perturbations are limited to positive values.
In region IV, each control moves freely but negative throttle perturbations are limited to -2070 rpm, as previously explained.
Control limiting can reduce the effectiveness of integral feedback of speed and altitude. Some design considerations for these integral feedback loops are given in Ref. 9.
The throttle and nozzle angle perturbations generated by the control law will generally be of opposite sign, because the elements of the first row of K all have opposite sign of the third-row elements. Thus, even in region If, where throttle and nozzle perturbations are each limited to move only in the positive direction, they are not generally limited simultaneously.
This implies that two controls, either throttle and pitch or nozzle and pitch, are free to move. Transient response studies using a nonlinear simulation of the aircraft and guidance system have shown that the control power is adequate to provide rapid and well-damped airspeed and altitude error responses in region II.
Guidance Algorithm Overview
A flow chart illustrating the integration of major functions within the guidance system is shown in Fig. 7 into the guidance computer the coordinates, altitude, and landing airspeed to be achieved at the desired final position on the approach path (see Fig. 3 ) or, alternatively, he selects a capture waypoint with prestored coordinates. Trajectory synthesis can begin after the navigation system has computed the current position and velocity components of the aircraft.
The first step in the synthesis process involves computing the horizontal trajectory parameters using the technique described in the Appendix. This step is always successful. In the second step, the altitude and speed profile are synthesized using the energy rate diagram of Fig. 1 
Appendix
This appendix derives the expressions for synthesizing horizontal capture trajectories for flying an aircraft from a given initial position and heading to a specified final position and heading. Figure  3 is used to explain the problem and define the variables.
The turns are arcs of the circles shown in the figure and the straight portion of the trajectory must be a line tangent to both circles.
Since the initial and final turns may be either clockwise or counterclockwise, there are four possible combinations of turning directions--two with the initial and final turns in the same direction, and two in opposite directions. Figure  3 illustrates one solution of each type. If a given pair of circles is entirely separate, i.e., no part of one circle lies within the other, it is possible to draw four tangent lines between the pair. However, vector b along the tangent line from the initial to the final circle coincides with the direction of rotation at both tangent points for only one of the four tangent lines as shown in the figure.
In the figure, the final position and the origin of the coordinate system are located on the runway centerline. However, the derivation is for arbitrary locations.
Furthermore, all variables are defined so that the derivation applies to all possible combinations of turning directions. Figure  3a is for the case where both turns are in the same direction and the tangent vector/) does not cross Q, while in Fig. 3b the turns are in opposite directions and/) crosses Q. Initially, the aircraft is at (X i, Y_) in some inertial Cartesian coordinate system with heading H i defined as positive clockwise from the X axis, and 0j is a unit vector in the direction of the velocity. The vector distance from (X i, Yi) to the center of the turn is given by fitRj, where R t is the radius of turn and ti I a unit vector normal to t_t and positive to the right of t31. Therefore, the vector from (X i, Yi) to the center (XCI, YCt)
is Rtti t for a right turn and -Rtti t for a left turn. The directions of turn are accounted for by writing the radius vector as RtSt_ t, where S t = + 1.0 for right turns and S t = -1.0 for left turns. Similarly, the direction of the final turn is denoted by S 2. The aircraft moves along the circle from (X i, Yi) to the tangent point (X 2, Y2) which has a radius vector RtS t ft 2. The tangent vector from (X 2, Y2) at the end of the initial turn to (X 3, Yj) at the beginning of the final turn is D. On the other hand, for rotations in the same directions, S t =$2 and a real solution exists unless Q< IR 2 -R t I, i.e., unless one circle lies entirely within the other. From geometric construction it can be shown that there always exist at least two real solutions. From the definition of the radius vectors, one can write for the real solutions: 
