Condições necessárias de otimalidade para problemas extremais e suas aplicações : abordagem via o formalismo analítico-funcional de Dubovitskii e Milyutin by Rezende, Eliane Auxiliadora
Universidade Estadual de Campinas 
UNICAMP 
Instituto de Matemática, Estatística e Computação Científica 
IMECC 
CONDIÇÕES NECESSÁRIAS DE 
OTIMALIDADE PARA PROBLEMAS 
EXTREMAIS E SUAS APLICAÇÕES: 
ABORDAGEM VIA O FORMALISMO ANALÍTICO-
FUNCIONAL DE DUBOVITSKII E MILYUTIN 
Autora: Eliane Auxiliadora Rezende 
Orientador: Prot Dr. Marko AntonioJRojas Medar 
Mestrado em Matemática Aplicada 
10 de outubro de 1997 
Campinas/SP 
CONDIÇÕES NECESSÁRIAS DE OTIMALIDADE PARA 
PROBLEMAS EXTREMAIS E SUAS APLICAÇÕES: 
ABORDAGEM VIA O FORMALISMO DE 
DUBOVITSKD E MILYUTIN 
Este exemplar corresponde à redação final 
da dissertação devidamente corrigida pela 
Srta. Eliane Auxiliadora Rezende e aprovada 
pela Comissão Julgadora. 
Campinas, 1 O de outubro de 1997 
. Marko Antonio Rojas edar 
Orienta r 
Dissertação apresentada ao Instituto de 
Matemática, Estatística e Computação 
Científica, UNICAMP, como requisito 
parcial para a obtenção do Título de 
MESTRA em Matemática Aplicada. 
HCHACATALOGRÁnCAELABORADAPELA 
BffiLIOTECA DO IMECC DA UNICAMP 
Rezende, Eliane Auxiliadora 
R339c Condições necessárias de otimalidade para problemas extremais 
e suas aplicações: abordagem via o formalismo analítico-funcional de 
Dubovitskii e Milyutin I Eliane Auxiliadora Rezende -- Campinas, 
[S.P. :s.n.], 1997. 
Orientador : Marko Antonio Rojas Medar 
Dissertação (mestrado) - Universidade Estadual de Campinas, 
Instituto de Matemática, Estatística e Computação Científica. 
1. Otimização matemática.; 2. Teoria do controle: 3. 
programação não-linear:\ I. Medar, Marko Antonio Rojas. li. 
Universidade Estadual de Campinas. Instituto de Matemática, 
Estatística e Computação Científica. III. Título. 
CONDIÇÕES NECESSÁRIAS DE OTIMALIDADE PARA 
PROBLEMAS EXTREMAIS E SUAS APLICAÇÕES: 
ABORDAGEM VIA O FORMALISMO DE 
DUBOVITSKII E MIL YUTIN 1 
Eliane Auxiliadora Rezende 2 
Instituto de Matemática Estatística e Computação Científica 
UNICAMP 
Banca Examinadora: 
• Marko Antonio Rojas Medar (Orientador) 3 
• Geraldo Nunes Silva 4 
• Maria do Socorro Nogueira Rangel 4 
• José Luiz Boldrini (Suplente) 3 
1 Dissertação apresentada ao Instituto de Matemática, Estatística e Computação Científica da UNICAMP, 
como requisito parcial para a obtenção do Título de Mestre em Matemática Aplicada. 
2 A autora é Licenciada em Matemática pelo departamento de matemática da Universidade Federal de 
Uberlândia. 
3 Professor Dr. do Instituto de Matemática, Estatística e Computação Cientifica - UNICAMP. 
4 Professor(a) Dr(a). do Instituto de Matemática- UNESP. 
Dissertação de Mestrado defendida e aprovada em 10 de outubro de 1997 
pela Banca Examinadora composta pelos Profs. Drs. 
Prof (a). Dr (a). 
I 
Prof (a). Dr (a). JOSÉ LUIZ BOLDRINI 
Prof (a). Dr (a). MARIA DO SOCORRO NOGUEIRA RANGEL 
Dedico àqueles sem os quais 
nada seria possível, meus pais, 
João e Elcione. 
Às minhas queridas irmãs, 
Adriana e Rosyane, que são 
minhas melhores amigas e 
companheiras. 
Aos meus avós: 
Joviniano f e Maria; 
Mario e Benita. 
E finalmente, ao 
meu tioViltamar. 
Agradecimentos 
Como não poderia deixar de ser, começo com uma oração de louvor porque acredito que 
nossas vidas, em particular nosso trabalho, deve ser uma contínua oração. 
Obrigada meu Deus pela coragem que me destes para realizar o desejo 
de ser mestra em matemática aplicada pela UNICAMP. 
Obrigada Pai porque me dissestes SIM, através dos meus pais, nos 
momentos de incerteza para seguir este objetivo. 
Obrigada Espírito Santo por me instruir em cada exame realizado para 
que eu conseguisse (e continuasse com) o apoio financeiro da CAPES 
(Fundação Coordenação de Aperfeiçoamento de Pessoal de Nível Superior). 
Obrigada Jesus por cada pessoa que passou a fazer parte da minha vida 
durante todos esses anos aqui em Campinas. Elas foram o sinal eficaz da Tua 
presença, porque revelavam quem és Tu por meio de: sorrisos, 
companheirismo, orações, encorajamento, palavras de consolo e de 
esperança, pedagogia na transmissão de conteúdos, hospedagem, apoio 
financeiro, enfim, amizade. Jesus, quão grande é a minha satisfação por 
causa dos professores Doutores Maria do Socorro Nogueira Rangel, José 
Luiz Boldrini e Geraldo Nunes Silva que me ajudaram com suas criticas 
construtivas e sugestões de mudanças neste trabalho, e também foram 
escolhidas por Ti para comporem a Banca Examinadora. 
Obrigada Virgem Maria, mãe Auxiliadora, por cada momento em que 
me colocavas em teu colo de Mãe não me deixando desistir nas 
circunstâncias de medo, ansiedade ou saudade. 
Obrigada papai, mamãe, irmãs, avôs e avós, e tios porque sempre 
intercederam mediante orações pela concretização desta dissertação. 
Agradeço também pelo exemplo de confiança no Deus de Misericórdia e 
Libertação. 
Obrigada professor Dr. Marko Antonio Rojas Medar pela sua 
orientação, visto que desde o momento da apresentação deste projeto de tese, 
confiou em minhas potencialidades e também me ensinou a ter mais paciência 
comigo mesma por meio do seu próprio exemplo. Realmente, a paciência 
tudo alcança. Foi através de sua prestatividade que tomei conhecimento de 
boa parte da teoria aqui encerrada, pois em minha formação acadêmica não 
tive o prazer de vislumbrar esta face da matemática, cuja aplicação é vasta, 
mas ainda não totalmente desvendada. 
Obrigada àqueles que foram meus companheiros de república e aos 
amigos do grupo de oração, Charolais e Nossa Senhora Auxiliadora, os quais 
me ensinaram um pouco da arte de viver, de conviver e de aprender. 
Obrigada brasileiros que pagam impostos e, sem saber, contribuem de 
forma significativa para o progresso tecnológico científico e cultural do país. 
Obrigada Deus Pai pela felicidade de ter recebido de Vós a graça de 
sorrir e de ser humilde nas várias vezes em que recomecei este trabalho por 
motivos computacionais ou mudanças em sua estrutura. 
Senhor Vos louvo pelas inumeráveis obras que fizestes em mim e em 
minha vida durante o tempo de mestranda. Aqui não posso anunciá-las e 
divulgá-las, entretanto reconheço a realização destas suas promessas: 
• " 'Vou te ensinar, dizeis, 
vou te mostrar o caminho 
que deves seguir; 
vou te instruir, 
fitando em ti 
os meus olhos'." 
(Salmo 31,8, Bíblia Sagrada. 1994, p. 679). 
• "( ... )agora o Todo-poderoso 
lhes consederia a vitória." 
(II Macabeus 15,8, Bíblia Sagrada. 1994, p. 611 ). 
"A nossa posição 
perante o mundo 




de desejo rumo 
à totalidade, 
atravessando 





em que a 
existência 
se desenvolve, 
é a de avaliar 
todas as coisas 
na presença 
de Cristo." 
(GIUSSANL1996. p. 94). 
"Devemos ao menos ser tão sinceros 
a ponto de colocarmo-nos sempre diante 
desta alternativa: a Presença e a 
companhia de Deus ou é uma 
fábula ou é a verdade da vida, 
a verdade do homem." 
(GiUSSAJ>'l.!996. p. 94). 
Resumo 
Neste trabalho apresentamos uma teoria geral devida a Dubovitskii e Mi-
lyutin para obtermos condições necessárias de otimalidade em vários proble-
mas de Otimização. As ferramentas essenciais usadas são: Análise funcional 
e Análise convexa. Aplicamos os resultados gerais para obtermos as condições 
clássicas de Fritz-John e Karush-Kuhn-Thcker da programação matemática 
e as condições necessárias de otimalidade do Princípio do Máximo de Pon-
tryagin da teoria de controle. Em seguida fazemos uma aplicação ao clássico 
problema do Pouso Brando. 
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Em diversos campos, tais como da Física, Biologia, Economia, Adminis-
tração, Engenharia, etc, surge a necessidade de resolver problemas os quais 
exigem otimização. Com este fim, as pessoas dedicadas à solucionarem os 
problemas precisam reformular os mesmos via modelos matemáticos. Nes-
ses modelos deseja-se maximizar (ou minimizar) uma função (às vezes não 
linear), denominada função objetivo, de várias variáveis escolhidas dentro de 
alguma região admissível- região definida por restrições impostas às variáveis 
do problema. 
Tais problemas matemáticos que exigem calcular o máximo ou mfuimo 
(a palavra ótimo inclui ambos) de alguma função objetivo, usualmente uma 
função de variáveis vetoriais, sujeita ou não a restrições, são chamados pro-
blemas de programação matemática. 
Outros tipos de problemas são aqueles cuja função a ser otimizada en-
volve variáveis em função do tempo (variável de estado - descreve o estado 
do sistema em função do tempo, e variável de controle - descreve alguma 
"entrada" para o sistema) sujeitas a algumas restrições. Tais problemas são 
chamados problemas de controle ótimo .. 
Um dos resultados mais importantes da Teoria de Controle Ótimo é o 
Princípio do Máximo de Pontryagin, que é um conjunto de condições 
necessárias de otimalidade para problemas de controle ótimo, e se demonstra 
usando principalmente instrumentos de análise funcional e análise convexa. 
Os problemas matemáticos podem estar em dimensão finita ou infinita. 
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1.1 Proposta 
Nesta dissertação iremos apresentar a teoria desenvolvida por Dubovit-
skii e Milyutin, em 1965, a qual é geral para problemas extremais sujeitos 
ou não a certas condições. Dela derivam-se as condicj>ffi necessárias de oti-
malidade de Fritz-John e Karush-Kuhn-Thcker da programação matemática. 
Também esta teoria engloba o Princípio do Máximo de Pontryagin dentro do 
contexto da regra dos multiplicadores de Lagrange. Este Princípio torna-se 
fundamental no Cálculo de Variações, visto que as condições necessárias de 
otimalidade: 
a) Equação de Euler; 
h) Condição de Legendre; 
c) Condição de Weierstrass; 
d) Condição de Weierstrass-Erdmann, 
são conseqüências deste Princípio do Máximo de Pontryagin. 
Para exemplificar, faremos uma aplicação ao clássico problema do Pom;o 
Brando do campo da Física. 
Os instrumentos matemáticos que iremos utilizar na apresentação do for-
malismo de Dubovitskii e :Milyutin serão a Análise funcional e Análise con-
vexa. 
1.2 Organização desta dissertação 
No capítulo 2, foram coletados alguns resultados, os quais serão instru-
mentos essenciais no decorrer do trabalho, de modo a facilitar a exposição 
das idéias de Dubovitskii e Milyutin, formalizadas com maiores detalhes na 
seqüência. No capítulo 4, particularizamos as condicj>ffi necessária.'> de oti-
malidade obtidas no capítulo 3, ao apresentarmos as condicj>ffi de Fritz-John 
para problemas de programação não-linear em ./F{!' e quando também apli-
camos esse mesmo formalismo a um problema específico de controle ótimo, 
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de onde se chega à condição necessária referida como Princípio do Máximo 
Local de Pontryagin. No capítulo 5, expomos um problema da Física- Pro-
blema de Pouso Brando - cuja análise do ótimo é feita via as condições de 
extremo de Pontryagin. Encerramos, no capítulo 6, comentando a respeito 
de trabalhos referentes a problemas de otimização, diferentes daqueles apre-
sentados aqui; bem como citamos questões ainda não resolvidas. 
Fazemos uma breve menção de que as figuras, inerentes neste trabalho, 
são apenas esboços das argumentações explícitas no momento em questão. 
Algumas notas de rodapé são apenas para definir notações para aquele leitor 
não envolvido diretamente na área de análi'3C funcional, ou são algumas infor-
mações a respeito de alguns matemáticos. Deixamos referências bibliográficas 
para aquelas demonstrações que poderiam fugir do nosso objetivo porque são 
extensas ou porque envolvem grande parte de resultados no contexto em que 
se encontram. Lembramos que foi utilizado o termo operador no sentido de 
transformação e ainda mais, para intervalo aberto fizemos uso da simbologia 
]a, b[ ou (a, b) quando não possibilitasse qualquer tipo de confusão. Algumas 
vezes aparecerá a abreviação i.e. significando isto é. Fizemos uso da nomen-
clatura forma linear equivalendo a funcional linear. Na bibliografia constam-
se referências as quais ajudariam tanto ao leitor não matemático, como àquele 
que deseja aperfeiçoar seus conhecimentos no âmbito da matemática exigida 





Neste capítulo, para aquele leitor não familiarizado com assnntos de 
análise funcional e convexa, apresentamos algmnas definiÇÕffi e teoremas os 
quais usaremos durante o desenvolvimento da dissertação. Para aqueles inte-
ressados em aprofundar no assnnto sugerimos consultar Girsanov [22], Zei-
dler [40], Deimling [17], Edwards [19], Brezis [13], Kolmogorov [28], Rudin 
[35) e Yosida [39, 1978]. 
2.1 Cones e cones duais 
Nesta dissertação, Y designará um espaço de Banach 1 e yo um ponto de 
Y. Quando isto não ocorrer deixaremos explícito no texto. 
Definição 2.1.1 Um subconjunto K C Y é chamado um cone com vértice 
na origem O se, e somente se, 
h E K, implica ah E K, Va >O, i.e., aK = K, Va >O. 
Definição 2.1.2 Um cone K é chamado convexo, se dados y1 , y2 E K então 
Y1 + Y2 E K. 
1 Stefan Banach (1892-1945), matemático polonês, é considerado um dos maiores heróis 
da história do desenvolvimento da matemática. 
Definimos um espaço de Banach como um espaço normado o qual é completo na métrica 
provida da sua norma; isto significa que cada seqüência de Cauchy é convergente. 
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Exemplo 2.1 Um exemplo de cone convexo em F é o octante não-negativo, 
IR~ = {y = (YI. ... , Yn) : Yi ~ O, i = 1, ... , n}. 
Abaixo, introduzimos o importante conceito de cone dual: 
Definição 2.1.3 O cone dual K" do cone K é definido por 
K* ={f E Y*: f(y) ~O, Vy E K} 2• 
Observação 2.1.4 De acordo com a definição acima, K* consiste de todos 
os funcionais lineares contínuos não-negativos em K. §e K = 0, então 
K* = Y*, pois senão, deveria existir algum funcional f e algum fj E K 
tais que ](y) < O, o que é absurdo. Já o caso em que K = Y, temos que 
K* = {O} =I Y*, como veremos pelo teorema 2.1. 5. 
A notação K* para o cone dual não parece conveniente, de acordo com 
a observação acima, contudo é usual na literatura. Por isso iremos adotá-la 
sem que haja confusão. 
Facilmente verificamos que o cone dual K* é um cone convexo com O E 
K*. Além disso, se K1 Ç K2 sempre teremos Ki Ç Kj. 
Exemplo 2.2 Sejam Y = IRn e K = IR~ , ou SeJa, 
Então K é um cone convexo fechado em Y e K" = K. 
Exemplo 2.3 Considere o espaço de Banach Y = IR2 e o cone K dado por 
K = {h = ( h1. h2) : a · h ~ O e b · h ~ O, com a, b E IR2 fi;I;os} C IR2 . 
Então K* = {f E IR2 : f = À1 a + Ã2b, À 1 , À2 ~ O} . Veja a figura seguinte. 
2Y* é o espaço dual topológico do espaço de Banach Y, consistindo de todos os fun-
cionais lineares contínuos sobre Y. 
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Figura2.1: Cone K e seu dual K* em JR2 . 
Vejamos alguns resultados que nos permitem calcular cones duais de cer-
tos conjuntos e que serão fundamentais para nossos futuros argumentos. 
Teorema 2.1.5 Suponha que o cone K é um subespaço. Então 
K* = {f E Y* : f(y) =O, Vy E K} 
(este conjunto é algumas vezes conhecido como o anulador de K). 
Prova: Provaremos a inclusão K* C {f E Y* : f(y) =O, Vy E K}, pois 
a outra é trivial: 
Dado f E K*, suponhamos que exista y E K, tal que f(y) > O. Como 
K é um subespaço, -y E K. Então f( -y) = - f(y) < O, o que nos leva a 
uma contradição, pelo fato de que f E K*. Logo f(y) =O, Vy E K. Portanto, 
K* = {f E Y* : f(y) =O, Vy E K}. • 
Antes de enunciarmos o teorema 2.1.9iremos recordar algumas definições. 
Definição 2.1.6 Seja E C Y. Se E é fechado na topologia da norma (se é 
dada uma seqüência (xn) Ç E tal que llxn- xlly ----t O, então x E E), então 
n--->oo 
diz-se que E é fortemente fechado. 
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Definição 2.1.7 Diz-se que E C Y é fracamente fechado, se ele for 
fechado na topologia fraca, i.e., se dada uma seqüência (xn) ç: E, tal que 
l(xn) ----+ l(x), V l E Y*, então x E E. 
n-+oo 
Definição 2.1.8 Dada uma seqüência (xn) ç: E C Y. Se l(xn) ----+ l(x), para 
n-+OO 
todo l E J(x) ç: Y**, onde J(x) é isomorfo a Y, então x E E. Diz-se que E 
é fechado na topologia fraca*, de outra forma dito, E é fracamente*-fechado 
(usa-se geralmente a notação w*-fechado). 
Teorema 2.1.9 Se os cones Ka são fracamente fechados e convexos, en-
quanto L K~ é fraco*- fechado, então 
aEA 
onde L K~ é o conjunto de todas as somas finitas fa 1 + ... + fan, tal que 
aEA 
fa. E K~. , ai E A sendo A um conjunto arbitrário de indices. 
Prova: Para demonstrar este teorema fazemos uso dos resultados abaixo 
enumerados, os quais envolvem conceito de fecho fraco da envoltória convexa 
3do cone K, coK : 
• K* = coK · 
' 
• co ( u K~) = L K~; 
aEA aEA 
• (u KQ)* 
nEA 
n K*· al 
nEA 
3 t Dado um espaço vetorial X e E C X, chama-se envolt6ria convexa de E, denotada 
por coE, à, interseção de todos os subconjuntos convexos de X, os quais contêm E. Equi-
valentemente, coE é o conjunto de todas as combinações convexas finitas de elementos 
de E, isto é, o conjunto de todas as somas t 1x 1 + t2x2 + ... + tnXn onde X; E E, t; ~ 
O, 2.::~= 1 t; = 1, com n arbitário. 
:j: Se X é um espaço vetorial topológico e E C X, a envolt6ria convexa fechnda de 
E, escrita como coE, é a interseção de todos os conjuntos convexos fechados contendo o 
conjunto E. Igualmente é definida como o fecho de coE, coE. 
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• K** = coK 
' 
considerando iniciahnente B = co ( E K~), onde a barra m~te caso quer 
aEA 
dizer o fecho fraco* da envoltória convexa da soma dos cones duais. Os de-
talhes podem ser encontrados em Girsanov 
[22, p. 35) .• 
Teorema 2.1.10 Sejam KI,···,Kn cones convexos abertos em Y, tais que 
então 
Prova: Usaremos argumentos geométricos tais como conceitos de pro-
duto direto de espaços de Banach e do respectivo espaço dual. 
n 
Definamos o espaço E = TI Y, onde Y é Banach, isto é, o espaço 
i=l 
E= {y = (Yh ... , Yn) : Yi E Y, i = 1, ... , n}. 
Assim 
E*= {F= (/I, ... ,fn): fi E Y*,i = 1, ... ,n}. 
Deste modo, podemos dizer que cada F E E* tem a representação 
n 
F(Y) =L fi(Yi), para todo Y = (Yl, ... , Yn), 
i=l 
onde fi E Y*, para todo i= 1, ... , n. 
Consideremos ainda, o conjrmto 
K = { f) = (YI, ... , Yn) : Yi E Ki, i = 1, ... , n} C E. 
(2.1) 
Aqui, K é um cone convexo aberto, porque é o produto direto de cones 
n 
convexos abertos (K =TI Ki)· 
i=l 
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Definamos L = { y = (y, ... ,y): y E Y} C E, onde L é um subespaço 
linear de Y. Por hipótese, existe yo E Ki, i= 1, .. , n, logo L n K =/= 0. 
Seja f E (n~=l Ki)"'. 1bmemos o funcional linear f definido sobre L, 
como segue: 
](Y) = f(y), (2.2) 
onde y = (y, ... ,y) E L. 
S -o ( o o) L n K - o nn K E . f( o) > O e y = y , ... , y E , entao y E 1 li=I i· assrm, y _ . 
Portanto, 
]{Y0 ) ~O, Vyo E LnK. 
Usando o fato de int K = K, 4 pois K é aberto, temos que L n int K =/= 
0. Deste modo,~ podemos aplicar o Teorema de Krein enunciado como a 
seguir: Sejam K um cone convexo com vértice na origem O , o qual contém 
pontos interiores, e L um subespaço tal que int k n L =/= 0. Seja g(x) uma 
forma linear sobre L tal que g(x) ~O sobre k n L. Então existe uma forma 
linear contínua g(x) sobre o espaço de Banach X, de tal maneira que 
{ 
g(x) = g(x), para todo x E~ L; 
g(x) ~O, para todo x E K. 
Conseguimos dessa forma a existência de F= (/I, ... , fn) E E*, tal que 
F(y) > O, V f) E K; 
F(Y) j(y), V f) E L. 
(2.3) 
(2.4) 
Assim, para todo y0 E L, temos por (2.1) que F(y0 ) = L~=l fi(Y 0 ); por (2.4) 
F{Y0 ) = ](ff) e por (2.2) J(Yo) = J(y0 ). Logo, 
J(yo) = L~=l Ji(Yo), V Yo E L. 
n ( n )* f = "". fi, onde f E n. Ki . ~t=l t=l 
4Simbolizamos int A quando nos referimos ao interior do conjunto A. 
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Devido a (2.3) segue que F(il) ~ O, onde F(iT) = L~=l fi(Y0 ), para todo 
Yi E Ki, i= 1, .. ,n e fJ = (y~, ... ,yn)· Conseqüentemente, fi(Yi) ~O, Vyi E 
Ki, ou seja, fi E K;, i = 1, ... , n. 
Agora de acordo com a análise feita para f} onde y0 E (!=1 Ki, podemos 
usar o resultado obtido acima e concluirmos que f(y 0 ) = L~=l fi(Y0 ), com 
fi E Ki, V i= 1, ... , n. Portanto, dado f E ((!=1 Ki)"', existem fi E Ki, i= 
1, ... , n, tais que f= L:1 fi· Em outras palavras, (n~=I Ki)"' C L~=I K;. A 
recíoproca é imediata: 
Seja f E L:1 Ki, isto é, f = L7=1 fi, com /i E K;, para todo i = 1, ... , n. 
Se Y0 E n7=1 Ki, vem que fi(Y0 ) ~ O, V i = 1, ... , n. Logo, f(yo) ~ O, V y0 E 
n~=l Ki. Assim, f E (n~=l Kí)"'. Por isso, L~=] K; c (n~=l Ki)"' .• 
Na demonstração do teorema 2.1.13, enunciado posteriormente, utilizare-
mos uma ferramenta importante em análise funcional, o chamado Teorema 
de Hahn-Banach - Jorrna geométrica, ou Teorema da separação: 
Teorema 2.1.11 (Hahn-Banach) Sejam Y um espaço de Banach e A, B Ç 
Y conjuntos convexos, não-vazios e disjuntos. Suponha que A é aberto. En-
tão existe um hiperplano fechado H, 
H= {y E Y : f(y) =a, O=/= f E Y* e a E R, fixo}, 
que separa A e B no sentido amplo, isto é, 
{ f (y) S a, V f} E A, e f(y) ~a, V f} E B. 
Faremos uso também do próximo resultado, cujo significado geométrico 
é dado logo em seguida. 
Proposição 2.1.12 Se K é um cone com vértice em yo e f é um funcional 
linear, tal que f(y) ~ a, V y E K e a E R. Então, f(y) ~ f(y 0 ), V y E K. 
Geometricamente, se o cone K pertence a um dos lados de um hiperplano 
definido por f (y) = a, então ele deve pertencer a um dos lados de um 
hiperplano paralelo que passa pelo seu vértice yo (observe a figura que se 
segue). 
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Figura2.2: Interpretação geométrica da proposição 2.1.12. 
Teorema 2.1.13 Sejam K0 , K 1 , ... , Kn, Kn+l cones convexos com vértice em 
O, onde Ko, K1, ... , Kn são abertos. Então 
se, e somente se, existem funcionais fi E K;, i =O, ... ,n + 1, nem todos 
nulos, tais que 
fo + /1 + ··· + fn+l =O. 
Prova: Começaremos por verificar a condição necessária: 
Seja K = n~==() Ki i= 0. Daí, K n Kn+l = 0. Como K é aberto, podemos 
aplicar o teorema 2.1.11 de Hahn-Banach e a proposição 2.1.12 acima. Por-
tanto, existe f E Y*, f i= O, tal que 
{ 
f(h) ;:::: O, V h E K; 
f(h) :S: O, V h E Kn+l· 
Aplicando o teorema 2.1.10 temos que: 
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Logo, para f E K*, 
n 
f= L fi, com fi E Kt, i= O, ... ,n. 
i =O 
Coloquemos fn+l = -f=/:- O. Então, para h E Kn+b obtemos fn-+1 (h) = 
- f(h) ~O. Por definição de cone dual, fn+l E k~+I· Por conseguinte, 
/o+ /I+···+ fn+1 =O. 
Agora nos atemos a provar a condição suficiente: 




Suponha que exista ho de tal maneira que ho E n~~1 Ki. De (2.5) é 
impossível ter /o= ... = fn =O, senão fn+I deveria ser nulo, contradizendo 
a hipótese. Portanto, suponha /o =/:- O e para algum v E K0 , / 0 ( v) > O. 
Como o cone K 0 é aberto, qualquer que seja E numa vizinhança de zero, 
ho + EV E Ko e por isso /o(ho + Ev) ~ O, i.e., /o(ho) +E !o( v) ~ O. Assim, 
fo(ho) >O. Entretanto, por (2.5), porque fi E Kt, chegamos na contradição: 
O= fo(ho) + ··· + fn+I (ho) ~ fo(ho) >O. 
Conseqüentemente,~~~ Ki = 0. • 
2 .1.1 Cones de direções (descida, factíveis e tangentes) 
Apresentaremos definiçõe; de vetores diretores, que são importantes nas 
argumentações do capítulo que se segue. 
Seja Y um espaço de Banach e consideremos h e y0 pertencentes a Y. 
Definição 2.1.14 Diz-se que um vetor h é uma direção de descida do 
funcional F no ponto yo , se existem uma vizinhança V do vetor h e o 
15 
número a =a (F, yo, h) < O de tal maneira que dado Eo > O, VE E ]0, Eo[ e 
Vh E V, tem-se 
(2.6) 
Lema 2.1.15 As direções de descida geram um cone aberto K com vértice 
na origem O. 
Prova: Seja h uma direção de descida do funcional F no ponto y0 • Então 
existem uma vizinhança V do vetor h, a < O e dado Eo > O, tais que para 
todo E E ]0, Eo[ e h E V temos 
Verificaremos se Àh, é uma direção de descida, para)..> O: 
Tomemos como uma vizinhança U = À V, €0 = Eo / À e õ: = Àa. Então, 
para todo E E]O, €o[ e qualquer h EU temos que 
De onde obtemos )..h como uma direção de descida. Assim, K é um cone cujo 
vértice é O. Verifiquemos agora se K é aberto: 
De fato, ainda considerando que h E K e tomando h E V, basta tomarmos 
o mesmo a e Eo para obtermos 
Portanto, h E K . Conseqüentemente K é aberto. • 
Definição 2.1.16 Um funcional F(y) se diz regular àe àesciàa, se o 
conjunto de suas direções de descida no ponto yo é convexo. 
Definição 2.1.17 Dado um conjunto Q com int Q =/:- 0, geralmente definido 
por restrições de desigualdades, diz-se que o vetor h é uma direção factível 
a Q no ponto yo, se existe uma vizinhança V do vetor h e dado Eo >O, tais 
que, V E E ]0, Eo[ e h E V, os vetores (yo + Eh) E Q (veja figura). 
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Q 
Figura2.3: Direção factível h. 
Lema 2.1.18 O conjunto de direções factíveis gera um cone aberto K com 
vértice em O. 
Prova: Seja K o conjunto de direções factíveis para Q no ponto yo. 
Suponhamos que h E K, conforme a definição acima, e tomemos U = À V e 
Eo = éo/ À. Então 
Logo, .\h E K. Portanto K é um cone com vértice em O. 
Além disso, para qualquer h E V, podemos tomar é E ]0, éo[ e a mesma 
vizinhança V tal que (y 0 + éh) E Q. Desta forma, h E K. O que nos mostra 
que K é aberto. • 
Definição 2.1.19 Diz-se que uma restrição de desigualdade em Q é 
regular no ponto yo, se o cone de direções factíveis a Q em yo for convexo. 
Notemos que, se o conjunto Q fosse dado por restrições de igualdade, isto 
é, variedade sem pontos interiores, o cone K de direções factíveis no ponto 
y0 seria vazio. Realmente, se existisse h E K, então para h E V, y 0 +éh E Q. 
O que é absurdo, porque Q não tem pontos interiores. 
Por esta razão, introduziremos outros dois conceitos de direção no ponto 
Yo E Q. 
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Definição 2.1.20 Seja M Ç Y, M -=f- 0, dado por restrições de igualdades. 
O vetor h é uma direção tangente a M no ponto y 0 , se existem Eo >O e 
uma aplicação r : ] - E o, E o [ -----t Y, tais que: 
• yê = Y0 +Eh+r(ê) EM; 
1 
• -r(ê) E V, qualquer vizinhança de zero, para todo ê >O suficientemente 
ê 
pequeno, ou equivalentemente, llr(E)II = o(E), Vê----tO, onde 
() l . ~ o ê = ê~ llr{ê)ll" 
Definição 2.1.21 O vetor h E Y é dito direção tangente uni lateral a 
M no ponto yo EM, se existem Eo >O e uma aplicação r: ]O,Eo[-----t Y tais 
que: 
• Y0 + êh+ r(ê) E M; 
• JJr(ê)JI = o(ê), Vê ----7 o+. 
Abaixo esboçamos uma direção h unilateral em um ponto arbitrário y 0 E 
M: 
Figura2.4: h é direção tangente unilateral aMem y 0 • 
Observação 2.1.22 • Denotamos o conjunto de todas as direções tan-
gentes a M no ponto yo por Tyo M, e o conjunto das direções unilaterais 
por T;j,M. 
• É claro que TyoM Ç T;j,M e TyoM = T;j,M n T;;,M, onde Ty-;,M =-
TY-+;, M é definido como em 2.1. 21, mas com E o < O e E ----t o-. 
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• Se o conjunto Tyo M é um subespaço vetorial de Y, então ele se chamará 
espaço tangente a M no ponto y 0 • Em geometria, usualmente se 
chama reta tangente, plano tangente, etc, não a TyoM mas a variedade 
afim Y0 + TyoM. 
• As direções tangentes geram um cone K com vértice em O (de acordo 
com a definição, supondo h E T yo M basta tomar €0 = Àéo e então para 
À> O, Àh E TyoM ). Na maioria dos casos, K é um semi-espaço. 
• Toda direção factível é também uma direção tangente, porém a recíproca 
é falsa. Desse modo, considerando que existe êo > O tal que yo + êh E 
M, com h numa vizinhança V de h e ê E ]0, Eo[, também será verdade 
que yo +E h E A1, onde ê E ]- êo, êo [. Isto implica que h é uma direção 
tangente a M no ponto yo admitindo r = O. 
Como contra exemplo, considere Y = JRn e M um conjunto formado 
por apenas um ponto arbitrário y0 E lRn. Desta forma, TyoM = lRn. 
Entretanto, não existem Eo >O e uma vizinhança V de qualquer 
(h1, ... , hn) E lRn tal que Y0 +é (h1, ... , hn) E M, para todo (Ji1, ... , hn) E 
V e ê E ]0, Eo[, isto é, o conjunto de direções factíveis a M em yo é vazio. 
Definição 2.1.23 Diz-se que uma restrição de igualdade em M é regu-
lar no ponto yo, se o cone de direções tangentes a M em yo for convexo. 
Neste momento, citaremos alguns exemplos de cones tangentes. 
Exemplo 2.4 Seja Y = JR2, A1 = {(y1, y2) : Y1 2:: O}. Então T(t,o)M 
M; T(o,o)M = {(0, b): b E IR}; T{l,o)M = 1(i,o)M = JR2 (veja adiante o 
esboço dos cones tangentes T(6,o)M, T(o,o)M, T{l,o)A1 e rt;,o)M ). 
De fato, tomando yo = (0, 0), h= (hh h2), r( E) = (r1 (é), r2(ê)) achare-
mos quais os vetores h que satisfazem as condições da definição de vetor 
tangente: 
Y0 +Eh+r(E) EM====;. (O,O)+ê(h1,h2)+(rl(ê),r2(c)) = (êhi+ri(c),êh2+ 
r2(ê)) E M. Logo êh] + ri(ê) 2:: o. Quando ê-+ o+, hl 2:: _rl!E). Assim, 
h 1 2:: O. Por isso T(t,o)M = {(yh y2) : y1 2:: O}. Por outro lado, quando ê -+ 
o-, h1 :S - r 1!t:). Então, h1 :S O e - T(t,o)M = {(yl, Y2) : Y1 :S O} . Portanto, 
T(o,o)M = T(t,o)M nT(~.o)M = {(O,b): b E JR}. 
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Considerando yo = ( 1, O), teremos: 
(l,O)+é(h11h2)+(r1(é:),r2(é)) EM=? éh1+r1(é)+l2:: O=? éh1+r1(é) 2::-1. 
Por conseguinte, 
{ 
h1 2:: - 1-;1(e), quando é> O. De onde segue que h1 2:: -oo, se é-to+ 
h1 ~ - 1-;1 (e), quando é< O. De onde segue que h1 ~ +oo, se é-to-. 
Conseqüentemente, T(I,o)M = T(i,o)M = JR2• 
17o.o) M= M 
Figura2.5: Cones, em JR2, de direções tangentes a M = {(y1, Y2) : Y1 2:: O}. 
Exemplo 2.5 Seja Z = Y x IR, onde Y é um espaço normado e 
M = {(y, t) : t = IIYII} é um cone. Então, Tco,o)M ={O} e T(~,o)M = M. 
Realmente, y 0 = (0, O) deve satisfazer as condições: 
{ 
(0,0) +é(h1,h2) + (r1(é),r2(é:)) EM; 
ll(r1(é:),r2(é))llz = o(é); é-to+. 
Assim, (éh1, éh2)+(r1(é), r2 (é:)) = (éh1 +r1(é), éh2+r2(é)) EM se, e somente 
se, éh2 + r2(é) = lléh1 + r1(é)lly. Quando é-to+' temos que o(é) -to, ou 
seja, ll(r1(é),r2(é:))llz -tO. Então tomamos a norma do máximo e obtemos 
lr2~é) 1-t O, se é-to+ e llr1~é) IIY -tO, se é-to+. 
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Deste modo, porque 
scg11em-se que: 
a) E > o implica h2 = \Ih}+ T]~é) lly - r2~E). Então, para E --t o~' h2 = 
llh1IIY. Logo, T<~.ovl\1 = A1: 
b) E < O implica h2 = -11h1 + r 1!é) IIY - r2~E). Assim, h2 
quando E--to-. 
Portanto, por a) e b), T(o,o)M = {(h1, h2) E Z: h1 = h2 =O}. 
2.2 Resultados diversos em análise 
Teorema 2.2.1 Seja Z um espaço vetorial linear real. Sejam fi e h E Z*, 
Q1 = {zEZ:f(z)=O}, Q2 = {zEZ:g(z)=O} cQ1 C Q2. Entâog = 
O ou f= >..g, >..-/=-O, equivalentemente, Q2 = Z ou Q1 = Q2 . 
prova: Suponhamos que f = O. Então E = K er f. Por hipótese, 
J(cr f C Kcr g, logo g =O. 
Se f -/=- O, então existe c E Z tal que f(c) = 1. Agora, Vx E Z, J: = 
.f(J:)c +(.r- f(:r:)c). Verificamos que f(:r- f(:r)c) = O, de onde definindo 
;:; = (;r - f (:r) c) scg11c que ;:; E K cr f. Tomando >.. 1 = f (:r:) escrevemos 
;1: = )qc + z, >.. E IR c ;; E Kcr f C Ker g. Conseqüentemente, g(x) = 
À1g(c) +O= f(:r)g(t). Portanto, g = g(e)f, ou seja, f= >..g com>..-/=- O. • 
Teorema 2.2.2 S(ja K urn conjunto convCJ:o Oll Y. Então K {fartum ntf 
jf;chado se, c somEnte se, ele é fracamente fechado. 
Prov-d: Consulte Brezis [13, p. :{8]. • 
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Teorema 2.2.3 {Existfficia das Funções Implícitas) Sejam X um es-
paço topológico, Y e Z espaços de Banach, v\l uma vizinhança do ponto 
(xo, y0 ) em X x Y. Considfn uma aplicação \li : ~'\-' ~ Z t \li(xo, y0 ) = zo. 
Se as seguintes condições sào vcTdadcims : 
1) A aplicação x t----t w(x, y0 ) é contínua em x0 ; 
2) E:L"istc uma aplicação A E .C(Y, Z) 5 tal que V E > O, :3 b > O c uma 
vizinhança "E do ponto x0 , possuindo a pmpTiedadc a seguir: 
• A rondiçâo :r E "E c as desigualdades 
IIY1 - Yoll < b c IIY2- Yoll < b 
implicam a desigualdade 
3; AY = Z: 
então u:istc um nún1em K > O, uma vizinhança U do ponto (x0 , z0 ) em X x Z 
f uma aplicação '-? : U ~ Y tais que 
a) w(x,ip(x,z)) = z: 
h) li '-?(;r, z) - Yo li ::; " li W (;r, Yo) - z li · 
Definição 2.2.4 Denomina-se equação de Volterra de segunda espé-
cie à cquaçào intcgml 
'lj·(t) = 11 K(t,s)'ll{s) ds + f(t), (2.7) 
owlr v·,f E L2(0,T) c 1\"(t,s) { umafzmçào mt.nsur'âNllimitada 1': 
IK(t,s)l::; ME IH. 
5 
.C (Y. Z) é o conjunto das transformaf;ões lineares contínuas de Y em Z. onde Y e Z 
são c;;paços de Banad1. 
6 Lz(O. T) é o espaço de Banach das funções .r(t) definidas de (0, T) em IR. quadrados 
T 
integráYeis segundo Lebesgue. cuja norma é dada por: 11.1'11 = f o l.r(t)l 2 dt. 
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Proposição 2.2.5 Qualquer que seja a função f E L2 (0, T), a equaçao de 
Volterra (2. 7) admite uma única solução. 
ProV'd: A prova deste resultado pode ser encontrada em Kohnogorov [28, 
p. 462]. 
Outros tipos de condições estabelecidas sobre as equações integ,Tais de 
Voltcrra são apresentados em Nem:;tadt [33] c Yosida [38, 1960]. • 
Teorema 2.2.6 (Teorema sobre o Anulador) Sejam E 1 c E 2 espaços de 
Banach, e seja A : E 1 ---+ E2 um operador linear contínuo tal que lm A = E 2 . 
Então (KerA)j_ = lmA* (isto{, o anulador do kemtl df A {igual à imagem 
do operador adjunto-; de A, dowtado por A*). 
Prova: Veja Alexeév [2, 1H82, p. 125], loffe [26, p. 16] ou Kohnogorov 
[28, p. 223] .• 





Neste capítulo, apresentaremos o resultado obtido por Dubovitskii e J\Ii-
lyutin1 para problemas de minimização ou maximizaç:ão de funcionais em um 
espaço de Banach - sujeitos ou não a certas restrições. Este> problema.'> são 
mencionados como problema'> extremais. 
Algtms dos resultados que iremos expor, servem também para outros tipos 
de espaços, como por exemplo, e>paços lineares localmente convexos. Entre-
tanto, utilizaremos como hipótese espaços de Banach, pois e>te> resultados 
servirão como ferramenta para obtermos o teorema de Fritz-John para pr<r 
gramaçiio matemática, e o Princípio do Máximo local de Pontryagin para mn 
problema de controle ótimo 2 • 
Exibiremos, a segt1ir, a forma na qual os problemas extremais podem 
ser colocados, de modo que a condição necessária de extremo, deduzida por 
Duhovitskii-I\lilyutin, seja aplicada a todos ele>. 
Formulação do problema (PE): 
Sejam dada_.., um t,>spaço de Banach Y; mn funcional F (às n;ze-; não-
linear) definido numa vizinhança V de yo; conjlmtos Q, C Y, para todo 
i = 1, ... , n + 1, onde o conjunto Q i tem interior não vazio, quando i = 1, ... , n, 
1 Dubovitskii e l\lilyutin são matemáticos russos. 
2 Ca'io o leitor queira saber mais detalhes a respeito dos resultados obtidos em outros 
tipos de espa(;os. consulte Girsanov [22], Zeidler [40], Deimliug [I i]. Ioffe [2G] e AlexeéY 
[:~, 1987]. 
2·1 
e o conjtmto Qn-t I não tem pontos interion~. Queremo.•; encontrar um ponto 
rHI 
yo E Q, onde Q = n Qi, tal que 
i= I 
F(y0 ) = min F(y). 
yEQnF 
(3.1) 
Geralmente nos problemas práticos os conjuntos Qi, i= 1, ... , n, são da-
dos por restrições de desigualdade, e Qn+I por um sistema de restrições de 
igualdade, de modo que Qn+ I é uma variedade linear 3 de dimensão menor 
do que a do espaço Y . 
Abaixo, esboç~emos como expressar alguns problemas na forma geral de 
tml problema extremai. 
!:>Problemas de progrrunação nã~linear (nstrições de igualdad(c 
e/ou desigualdade): 
Seja V uma vizinhança aberta de IRm. Consideremos as aplicaç:ões 
F: V ---7 IR, Gi: V ---7 IR, i= 1, ... ,r, Hi: V ---7 IR, j = 1, ... ,q. 
Queremos estudar o seguinte problema: 
s.a 4 
Neste caso, 
{ Gi(Y) Hi(Y) 
{y E y 
{y E y 
Deste modo, queremos obter 
min F(y) 
yEI' 
:::; O; i= 1, ... ,r; 
=O; j = 1, ... ,q. 
Gi(Y) <::::O}, 'íli = 1, ... ,r; 
HJ (y) =O, 'ílj = 1, ... ,q} e 
F(y0 ) = min F(y). 
yEQnl· 
3 t:m subconjunto n de um espar:o normado é chamado varicdadt linwr se, para quais-
quer dois elementos Yl' Y2 E n, o elemento ..<)IYI + ..._)2Y2 E n, para todo .-)I) W2 E IR.. 
4 A abreviação s.a significa sujeito a. 
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[>Problema de controle ótimo: 
Dado o espaço produto E= (C[O, T])n x (L00 [0, T]t. Sejam 'f?( X, v, t) uma 
função C-OID vàlores vetoriais; JL (X, U, f) é uma funçâo escalar e ]\f C JRr. 
Queremos determinar em E as funçi'>ffi x( ·) (trajetória de fase ou de es-
tado) c u( ·) (controle) que minimizem o funcional integral 
F(:r, v) = 1T IL(x:(t), u(t),t) dt 
satisfazendo a equação diferencial: 
d 
dt:r(t) = 'P(x(t), v(t), t), 
com as condiçõe-; de contorno 
x(O) 
x(T) 




v(t) EM q.t.p. O :S t :S T 5 . 
Aqui X : [0, T] ----t mn e u : [0, T] ----t lEr. 
Agora, se colocarmos 
Q1 { (J:, 11) E E sati<>fazcm (3.6)} c 
Q2 { (x, u) E E satisfazem (3.~l), (:3.4) e (3.5)}, 
nosso problema será, portanto, minimizar a integral 





Geralmente, usaremos q.t.p. para dizer que uma certa propriedade não vale para um 
conjunto de medida nula (medida de Lebesgue) em um intervalo qualquer (a, b). 
Definiçôcs a respeito de funçôcs mensuráveis c integráveis segundo Lebesgue estão nas 
referências: Bartlc [7], Fernandcz [20], Kohnogorov [28], Rudin [:3;)] e Yosida [38, 1978]. 
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F(x, u) = 1T IL(x(t), u(t), t) dt 
sobre o conjtmto Q = Q1 n Q2 Ç E, ou seja, 
min F (x,u). 
(:r,u)EQ 
Quando 11 =r= 1, <p(x, u,, t) = u, c l\1 =IR, este problema se reduz ao 
problema clássico do Cálculo de Variações: 








Voltemos a anali">ar o problema extremai na forma geral (3.1): 
Para formularmos mna condiç:âo necessária para tml ótimo iremos con-
. -
siderar o conjunto 
Qo = {y E Y : F(y) < F(yo)}. 
Desta forma, uma condição nece:;sária para que yo seja um mínimo local do 
funcional F {· que 
n+l 
n Qi = 0. (:3. 7) 
i=O 
Esta condição é suficiente também. 
A \'eriguar (:3. 7), para que consigamos os possíveis candidatos a ótimo, 
não é muito prático. Visto que, para espaços mais estruturados como os de 
Banach, deixaríamos de utilizar, nos problema..'-> práticos, resultados através 
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dos quai.;; nos auxiliariam a encontrar uma forma analítica para esta condição 
necessária. Por conseguinte, com o fim de obtermos outras con.;;iderações a 
respeito do extremante, sem que percamos a essência geométrica apresentada 
em (3.7) (ou seja, a interseção entre os conjlmtos é vazia), imporemos certas 
condi<_ües às classes dos conjrmtos e funcionais a serem considerados, de mo-
do que (3. 7) seja expressa analiticamente. Neste contexto, consideraremos 
cones convexos associados aos conjrmtos Qi, i = 1, ... , n + 1, e ao frmcional F, 
conforme as idéias de Dubovitskii c 1\filyutin, as quais rccnrrem aos recursos 
das análises funcional c convexa. 
3.1 Condições necessárias de extremo 
Equação de Euler-Lagrange 
Trataremos o problema (PE) na página 24, de forma analítica, com base 
nas definições e resultados expostos até o momento. 
De início, apresentamos a condição necessária de extremo, que tanto alme-
jamos neste trabalho. Em seguida, apresentamos o lema que utilizaremos na 
demonstração da mesma. 
Teorema 3.1.1 (Dubovtskii-Milyutin) Seja F : V Ç Y ---T IR um 
Juncio11al numa vizinhança V de ya, no espaço normado real Y. Suponha 
F(y0 ) = min F(y), 
yEQnV 
Tl-t) 
owü Q = n Qi. Suponha ainda que: 
i- l 
(a) F(y) é ngular de descida em ya com dir·fçÔcs de descida no cont-
/{o: 
(b) as rcstriçõfs de desigualdades em Qi, i = 1, ... , n, são regular-es em 
yo, com din-ÇÕcs factíve-is no conf Ki: 
(c) a ru;triçâo de igualdade em Qn+l, {, também rcgular em yo com 
direções tangentes no cone Kn-+ 1 . 
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Então existem funcionais linear·es contínuos fi, i 
nulos, tais quf 
fi E K;; i= O, ... , n + 1, 
os quais satisfazem a equação de Euler-Lagrange 6 
f o + h + · · · + fn + fn-1 1 = O 
O, ... , n + 1, nem todos 
(3.8) 
Lema 3.1.2 Usando as hipótests do twrrma 3.1.1 aczma, temos conseqüen-
tcmcntt que 
n+l n /(i= 0 
i=O 
(ou seja. nenhuma dirrçào dt descida do funcional F podf ser admissh•t.l 




S -L nn + ] } . _j_ 0 . , . I 1'" . o 1 uporu1amos que i =O 1 i r , 1sto c, que cXJste 1. E 1 i, 1 = , ... , n + . 
Usando a definição de direção de de;cida (2.1.14) e direção factível (2.1.17) 
resulta que existe uma vizinhança V do vetor h tal que, dado .::0 >O e a< O, 
para E E]O, Eo[ o vetor 
(:l.9) 
satisfaz 
6 tLeonardo Euler (Iiüi-1783). filho de Paul Euler e Marguerite Brucker. na.•'>ccu na 
Basi){~ia. f: um dos maiores anali.sta.s de todos os tempü:'> e o homem o qual seus ccm-
temporáneos chamavam ''análiSe encarnada'". Publicou numerosas obra.s, tendo estudado 
imímera.s ciéucias. No fim da vida ocupou-se do moYimeuto ascendonal dos aerolatos e do 
plaueta de Herschel. 
:j:Luiz José Lagrange ( 1736-1813) nasceu em Turim, com dezoito anos foi uomeRdo profes-
sor ua Escola de A.rtil11aria de Turim. Lag~·auge publicou. eutre outras. as obra..,;: .\leeiluie<-~ 
Analítica, Teoria das Fum;ões, Tratado da Resolução das Equações numéricas de Todos 
os Graus. Dei.xou ainda numerosos trabalhos na 1\Iiscelanea Taurinensia e na.s .\1emôria.s 
das Academias de Ciências de Thrim, de Berlim c Paris. Nos seus trabalhos publicados 
na l\1iscclanea Taurineusia, encontra-se o gérmen do Cálculo das Variaç(>e"". 
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Agora consideremos o vetor Yt: 1 = Y0 + E1h + r(E1) E Qn+l, como na 
dcfmição de direção tangente (2.1.20), contanto que seja dado E1 tal que, 
r(E) 
para todo O< E< E1, -- E (V- h), de outra fonna dito, 
E 
- 1 
h(E) = (h+ -r·C=:)) E V 
E 
Então, quando O < E< min{Eo,EJ}, os vetores y(E) yo + Eli(E) per-
tencem a Q, por um lado, de"ido a (3.9). Por outro lado, 
Em outras palavras, estes Yetores satisfazem todas a.'3 restrições de igualdade 
e desigualdades. Mas eles também sati'3fazem: 
a qual contradiz o fato de yo ser wn ponto de mínimo local. Assim, 
n~~~ Ki = 0. • 
Apresentaremos neste momento wna demonstração concisa do teorema 
de Dubovitskii-Milyutin. 
Prova do teorema de Dubovitskii-Milyutin: Considerando a.'> hipóte-
ses deste teorema, poderemos aplicar o lema 3.1.2 obtendo: 
n+l n /{i= 0. 
i=O 
De acordo com o lema 2.1.15, a definição 2.1.16, o lema 2.1.18, a definição 
2.1.19, o quarto ítem da observação 2.1.22 da J><:1.gina 19 c a definição 2.1.2:3 
mencionados anteriormente, referentes aos cones de dirC(;ào de descida K0 , 
de direção factível Kn i= 1, ... , n, e de dirL'Çâo tangente Kn-tl, dois a dois 
respectiYament.e, podemos dizer que K 0 , 1\"1 , ... , Kn são cones convexos aber-
tos e Kn+ 1 um cone convexo. Portanto nos é permitido utilizar o teorema 
2.1.1:3, de onde conchúrnos a existência de funcionais li-
neares contínuos fi, i = O, ... , n + 1, não simultaneamente nulos, tais que 
fo + /1 + ··· + fr1 + fn-t 1 = O .• 
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Observação 3.1.3 Quando se aplica essa condição de EXtr'Enw a proble-
mas com cxtnmos condicionados a rrstriçõcs de igualdade, obtem-se a re-
gra de multiplicadores de Lagrange, conhecida na análise clássica; já 
àqueles problemas com restrições de desigualdade, obtem-se a condição 
de Karush-Kuhn-Thcker. E quando o problema é de controle, obtem-
se o Princípio do Máximo Local de Pontryagin, o qual é exatamente 
a equação de Eulcr-Lagrangc deduzida para o problema clássico do Cálculo 
Váriaci on al: 
min 1T <I>(;r(t), u(t), t) dt, 
S. !I 
i:( t) u(t); 
x(O) c· ,,
:r(T) d. 
Isto justifica o nome Equação de Euler-Lagrange dado à condição de 
extremo generalizada por Dubovitskii-Milyutin. 
Deixamos. para o leitor interessado na dcduçâo dessa.<J condições, as se-
guintes referências: Blum {1 O, p. 78 a 82}, Deimling {17, p. 339 e 34 O}; 
Alexcév {2, 1982, p. 37:3 a 375}; Girsanov {22, p. 79 a 92}; lojj"e {26, p. 142 
a 145}; Alcr:dv {'1, 1987, p. 190 a 196} c Zeidler {40. p. 4:3:3 a 4:35}. 
Observação 3.1.4 A característica essencial da c..ondiçào de extr·emo dada 
pc la ffJUaçào (8. 8; na página 2.9 { qut cada funcional ou nstriçâo podem srx 
analisados isoladamente. Assim. pncisamos fazer- a análise de cada funcional 
ou conjunto somcntf~ uma vez, dcfinítivarnt:ntc. E os resultados OlCOJdr-ados 
podrm srT utilizados para qualquer- pr-oblema t:Ltnmal no qual clrs S( (l•íchn-
nanr. 
De acordo com a observação acima, precisamos saber corno calcular os 
cones e seus respectivos duais para os problemas de pTot,rramaçâo não-linear 
c de controle, os quais mencionaremos mais adiante. 
:n 
3.2 Cálculo de cones e seus duais 
Nesta seç.âo, faremos uma breve seleção de resultados, os quais nos pos-
sibilitam exibir os cones de direç-ões de descida, direções factíveis e direções 
tangentes e seus respectivos duais, associados aos problemas que apresentare-
mos no p'rximo capítulo. 
3.2.1 Direções de descida 
De início iremos recordar a defmiç-ão de derivada seg1.mdo Fréchct, pois 
a usaremos jlmtamcntc com sua.'l propriedade.'>, não mencionadas aqui, mas 
obtidas em Cartan [14], Flett [21], Alexeév [2, 1982] e Neustadt [33]. 
Definição 3.2.1 Suponhamos que numa vizinhança do ponto yo a aplicação 
F pode se r· rcpnscntada sob a forma 
F(y0 +h) = F(y0 ) + Ah +a( h) Jjhjj, (3.10) 
onde A E .C (Y, E) c 
lim Jln(h) 11 = IJa(O) 11 =O. 
llhll--+0 
Entào a aplicação F ( ·) { dita diferwciâvd segundo Frúhet no ponto Y0 , 
ou Fr'échct difcnnciâvcl em y". O opemdor A é chamado derivada de 
Fréchet (ou simplesmente, derivada. ou ainda, diferencial de Fréchet 
c sc !:' = IH, gradiente) da aplicação F no ponto y 0 • Este opcmdor é 
denotado p01 F'(y 0 ), dF(y 0 ) ou DF(y0 ). 
As relaçôcs (3.10) e (3.11) podem ser escritas da seguinte forma: 
(3.12) 
ou na relaç~ào limite: 
. F(y0 +h)- F(y0 ) + F'(y0 )h 
hm =O. 
I!--+O llhll 
A função y ~----+ F' (y), cujo domínio é o conj1rnto de pontos interiores y de 
A Ç Y, para os quais F'(y) existe, é chamada a diferencial de Fréchet 
de F, ou a derivada de F. Denotaremo-la por F'. Assim F' é uma função 
de um subconj1rnto A Ç Y em L (Y, E). 
Usando a linguagem em é e ó, podemos reformular (3.10) e (3.11) do 
seguinte modo: 
Para c.a.da é > O, existe ó > O tal que, para h E Y verificando !Ih!! < ó, 
tem-se a desigualdade 
(3.13) 
De acordo com as afirmações anteriormente a."iSinaladas, a derivada F' (y 0 ) 
é por definição unm aplicação linear de Y em E, e os valores desta aplicação 
sobre os vetores h E Y são usualmente denotados por F'(y0 )[h], ou F'(y0 )h. 
Durante o nosso trabalho faremos uso da notação F'(y0 )h. 
Novamente, designemos por K 0 o cone de direções de descida do ftrncional 
F no ponto yo. 
Teorema 3.2.2 Seja Y um espaço de Banach. Se F é Préchet-diferenciável 




Prova: Pela defini<.:ão de direção de de,;eida (2.1.14), se h E K 0 , então 
~ (F(y0 + dl)- F(y0 )) 
:::; 0: < O. Porque a aplicação F é Fréchet-diferenciáYel, ela possui derivada 
direcional em h. Logo, tomando é ----+ O, temos F' (y0 )h < O. 
Reciprocamente, se F(y) é Fréchet-diferenciável em yo e F'(y0 )h < O, 
então quando Tf ----+ O, 
Para r7 = éJt, onde h pertence a uma vizinhança de h, segue imediatamente 
que h é 1m1a direção de descida, i.e., h E K 0 . Como {h E Y : F'(y0 )h <O} 
é convexo (pois é um semi- espaço ou o conjunto vazio) teremos que F é 
regularmente de descida. 
Agora, para calcularmos o cone dual de K 0 , consideremos f E Y* e os 
cones 
K {h E Y f(h) > O}, 
KI {h E Y f(h) =O} e 
]{2 {h E Y f(h) 2: O}. 
Se O =J g E K;, então g(h) =O em 1<1 , pelo teorema 2.1.5. Consideremos 
S = {h E Y g(h) =O}. Deste modo, K1 C S. Por conseguinte, de acordo 
com 2.2.1, 
{ 
g =o ou 
g = Àj; À =I o. 
A primeira condição não pode ocorrer porque tomamos g =J O. Desde que 
K 1 C K 2 , segue-se que K2 C K;. Mas se g = Àj E K:;, então g(h) = 
Àj(h) 2: O, Vh E 1<2 com À =J O. Como f(h) 2: O, Vh E 1<2 , segue-se que 
g(h) = Àj(h) ~ O, Vh E K2 eÀ 2: O. Finalmente, se f = O então K = 0 e 
- - -portanto K* = Y*; senão K* = K:;, porque o fecho de K, K, coincide com 
K2 c K* = (i<)* 
Com base no que acabamos de mostrar, verificamos que 
11a'l se F' (y 0 ) - O, então K 0 = 0. E por conseguinte, K~ = Y*. • 
3.2.2 Direções factíveis 
Denotaremos por Ka o cone de direções factíveis no ponto yo para o 
conjmlto Q em um espaço de Banach Y. 
C_,omo mencionamos anteriormente, Q pode ser dado por restrições de 
desigualdades nos problemas extremais. 
Primeiramente, o único caso de sumo interesse é aquele onde yn é um 
ponto da fronteira de Q, visto que se yo E intQ, seg1.1c-se diretamente da 
definição 2.1.17 que Ka _ Y, ou seja, qualquer direção é factível. 
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Caso o conjrmto Q não tenha pontos interioreo;, obteremos uma reo;posta 
trivial: Ka - 0. 
Agora consideremos o caso em que o conjrmto Q é definido por algum 
funcional: 
Q = {y E Y : F(y) ::; F(y0 )} 
e definamos Kn o cone de direções de descida para Q em y0 • Teremos sob 
certas condições o cone Ka, como mostra o que se segue: 
Teorema 3.2.3 Considerando os conjuntos acima definidos e supondo ainda 
que a aplicação F { diferenciável ern y0 , tal que F'(yo) =J- O, conclui-se que 
Ka=Kn={hEY :F'(y0 )h<O}. 
Prova: Primeiramente iremos verificar que /{ D C K a e em seguida que 
Ka C {h E Y : F'(y0 )h <O}. Depoi<> usando o teorema 3.2.2 obteremos o 
resultado desejado. 
De fato, se h E Kn, temos que dado a < O, F(yo + Eh.) ::; F(y0 ) + Ea < 
F(y0 ), para todo h pertencente a uma vizinhança U do vetor h e para todo 
E E]O, Eo[. Além disso, Y0 +E h E Q, vh E u e ê E ]0, Eo{. Mas isto é a definição 
de direção factível. Logo Kn C Ka. 
Agora suponhamos que h E Ka, ou seja, que y0 + Eh E Q, Vê E]0,E0 [. 
Então F(y0 + Eh) ::; F(y0 ). 
Como F é Fréchet-diferenciável, F é diferenciável em qualquer direção c 
por isto 
F' (yo)h = lim F(yo +E h) - F(yo) ::; O 7. 
dO E 
Por outro lado, sabemos que o cone Ka é aberto, portanto existe uma 
vizinhança U do vetor h tal que U C K a. 
Tomemos ~1 > O e /1 E Y, tai':l que F'(y0 )h. < O e h~, = h- ~,(h- h.) E lT. 
Devido ao fato ·de h~, E K a, segue, de acordo com as idéias acmm, que 
F' (y 0 )h1 ::; O. Porque F' (y0 ) é linear obtemos: 
< 
F'(yo)[]~lhl + ]_J)Í.]::; ]~IF'(yo)hl + if:;F'(yo)h 
_2_J,~'(yo)J~ <O. ] 11 
7 E 1 O significa que E tende a zero pela direita, ou seja, E tende a zero por valores 
positÍYOS. 
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Logo Ka C {h E Y : F' (y0 ) h < O} . Pelo teorema 3.2.2 e inclusões que prova-
mos, segue o resultado desejado. • 
Finalmente mencionaremos o caso especial de um conjunto Q não definido 
por um funcional, embora seu cone de direções factíveis tenha uma descrição 
simples (confira atravé3 da figura 3.1, a qual esboça o cone Ka no ponto 
Y0 = (yf, y~) de qualquer círculo Q em IR_2). 
Figura3.1: Cone de direção factível Ka 
Teorema 3.2.4 Seja Q um conjunto convexo no espaço de Banach Y. Então 
o cone factível, Ka, no ponto yo é dado por 
Ka ={h E Y : h=).. (y- y 0 ), y E intQ, ).. >O}. 
Prova: Seja A = {h E Y : h = ).. (y - y0 ) , y E intQ e ).. > O} . Provare-
mos que Ka = A, para o caso em que Y0 = O. 
Inicialmente suponhamos que h= >.y, y E intQ, e)..> O. Verificaremos 
se h E Ka: 
E' o 
Dado Eo >O, tomemos O< E'= JJ>.yll < E'o. Sabendo que Q é convexo, 
E' o ( Ày) ( E' o À ) 
Eh = JJ>.yJJ = JJ>.yJJ y E Q. 
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Logo, h E Ka· Por outro lado, se h E Ka, então dado Eo >O, exi'>te E E ]0, Eo[, 
tal que Eh E Q. :Fazendo y = Eh, temos que h=~- De onde segue que h E A, 
E 
com À= E-1 >O. Desta forma, Ka _A. • 
3.2.3 Direções tangentes 
Recordemos a definição de diferenciabilidade estrita tomando os espaços 
de Banach Y e Z (veja novamente Cartan [14], Flett [21] e Alexeév [2, 1982]). 
Definição 3.2.5 A aplicação F { chamada estri tarnente diferenciável 
no ponto y 0 , se existe um operador A E L (Y, Z) tal que pam todo E > O, 
existe ó > O, de modo que pam quaisquer Y1 c Y2 satisfazendo IIY1 - Y0 11 < ó 
c IIY2- Y0 11 < ó, tem-se a seguinte desigualdade: 
(3.14) 
C'>Olocando Y2 = Y0 e Y1 = Y0 + h em (3.14), obtemos (3.13), de modo 
que uma função estritamente diferenciável é tan1bém diferenciável segundo 
Fréchet, e A = F' (y 0 ). 
Uma ferramenta essencial para determinarmos o cone de direções tan-
genk.><> é o Teorema de LylL'>ternik, enunciado como segue: 
Teorema 3.2.6 ( Lyusternik ) Sejam Y, Z espaços de Banach; \l uma 
vizinhança do ponto yo E Y c ama aplicação P : 1/ ----t Z tal quf, P(y0 ) = O. 
Se P ( estritamente diferenciável em yo c P'(y0 )Y _ Z ( i.c., P'(y0 ) ( um 
cpimorfismo!, então o conjunto 1\1 = {y E Y: P(y) =O} possui, no ponto 
yo, um espaço tangente 
Prova: Primeiramente suponhamos h E T_11~1\1. Assim, se r : [0, E] ----t Y 
tal que yo + o.h + r(o.) E 1\f, com jj1·(o.)JI = o(0:), para o. --t 0 1 , então, em 




1.J .. I::: • .. .. '· 
; ~#tt_IOrf.:c.-. ~t--~"•N. f 
( 
~- ---------"--
Logo, P'(y0 )h =O. De onde concluímos que h E kerP'(y0 ). 
Agora, para provarmos a outra inclusão, aplic..aremos o Teorema das F\m-
çõcs Implícitas 2.2.3 à função w(y, h) = P(y +h), com h0 =o e Z 0 =o. 
Decorre da diferenciabilidade estrita de P que a aplicação y ---t ll!(y,O) 
é cnntínua no ponto yo e que 
IIP(y +h.)- P(y +h.)- P'(y0 }(h.- h)'' < E Jlh- hll ~ 
ll'l!(y, h)- W(y, h.)- P'(y0 }(h.- h) li < E llh- hll, 
quando y E B(y0 , <5) e h., h E B(O, <5) 8 . A condição (3), do teorema das 
funções Implícita.'> 2.2.3, também é satisfeita, já que P'(y0 )Y = Z. Portanto 
teremos a existência de un1a aplica<,.:âo (j; : V -+ Y, onde V é uma vizinhanç-a 
do ponto yo em Y e (j;(y) = cp(y, z), V z EU, vizinhança de (y0 , Z 0 ) = (y 0 , 0). 
Considerando em particular para z = O, segue que 
w(y, 'P(Y, z)) lll(y, (j;(y)) =O~ P(y + CjJ(y)) = 0: (3.15) 
//'P(Y, O)- hol! I!'P(y)j/ ~ f\, l/lll(y, h,a}- zl! 
- K l!'ll(y, 0)1! = K I!P(y) li. (3.16) 
Definamos r: [-€, €) ---t Y tal que r( a)= (jJ(y0 + ah). Daí, 
P (y 0 + ah +r( a)) = P (Y 0 + ah + (jJ(y0 + ah)) =O, 
por (3.15); de onde segue a afirmação yo + ah + ·r(o:) E Af. Temos também 
que 
1/r(o:)l! 
I!.;J(yo +o: h) 1/ < 
f\ I!P'(y 0 )oh + o(jjoh/1)11 
I!:P(Y0 +o: h) 11 , por (3.16), 
f\, I!P(yo +oh) I!= K I!P(y 0 + o:h)- P(y0 )11 = 
K l!o:P'(y0 )h +o( o)!!, para k >O. 
Se h E Ker P'(y0 ), então /lr(o:)/1 = o(o:). A'iSiin, pela definição (2.1.20) 
de cone tangente, resulta que h E 1'.11o.M Ç TY-I;,M. Portanto, kerP'(y0 ) Ç 
1~oAf Ç TY-I;,M. Desta maneira mostramos as igualdades: 
s B(c,/i) = {y E Y: llv- cii}· <li}· 
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Ne>te momento consideremos a mesma notação para cone factível, Ka, e 
definamos Kr como sendo o cone de direções tangentes 1milaterais ao sub-
conjnnto E Ç Y no ponto y0 E E. 
Veremos quando é qu~ os cones duais dos cones tangente e factível coin-
cidem com o conjunto E dos fnncionais lineares suportes para E em yo, 
queremos dizer, com o conjnnto E= {f E Y" : f(y) ~ f(y 0 ), V y E E}. 
Teorenm 3.2. 7 Sejam um conjunto E convexo fechado em Y e um ponto 
Y0 E E. Então, 
Se, além disso, int E=/: 0, então 
Prova: Sejam dados um fnncional f E E e uma direção tangente unila-
teral h E Kr. Dado O <E < Eo, existe yé E E, yé = Y0 + Eh + r(E), tal que 
r;) E V, para toda vizinhan<,:a V de zero e E suficienteme11te pequeno. Já 
que yE E E e f E E, temos que f(yE) ~ f(y 0 ). Portanto 
I\las f ( ~) --+O, quando c --+ o+ (poi.<>, desde que f é contínua, para cada 
/J >O, existe mna vizinhança V de O, tal que para qualquer y E V, if(y)j :S: Ó. 
A<>sim, I f ( r~é)) I < ó, para E < O suficientemente pequeno). Por conseguinte, 
f(h) ~ O, isto é, f E Kj .. 
ReciprO(:amente, sejam f E K;,, y E E. Então h= y- yo é mna direção 
tangente (para O < E < 1, tome y0 + Eh E Y, donde obtem que yo + c:h = 
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(1- E) Y0 + EY E E, já que E é convexo). Visto que f E K.;,, segue-se que 
f(h) ?: O, ou seja, f(y) ?: f(y 0 ). Isto significa que f E E*. 
Deste modo, temos provado que Ê = K.;,. 
Se int E =/0, então pelo teorema anterior, 
Ka ={h E Y: h= À (y- y0 ), y E int E e À?: O}. 
Conseqüentemente, se f E K~, então, para todo y E int E e todo À?: O, 
f(À(y- Y0 ))?: O, equivalentemente, Àj(y)?: Àf(y0 ). 
Em particular, para À = 1. EntTetanto, int E = E, quando int E =I 0. 
Portanto, pela continuidade do funcional .f, o fato de que .f(y) ?: .f(y0 ), para 
todo y E intE?... implica que f(y) ?: f(y0 ), para todo y E E. Podemos então 
dizer que f E E e K~ Ç K.;, = E. Por outro lado, f"( a C KT, por conseguinte, 
através da definição de cone dual (2.1.3), K~ :J K.;, = Ê. Logo, ]{~ = Ê. • 
Por causa do resultado acima, verifica-se que em muitos casos a determi-
nação dos cones duais é equivalente a determinação dos funcionais suporte 
para um conjunto convexo fechado em Y. 
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Capítulo 4 
Aplicação a problemas de 
otimização 
Mostraremos, como conseqüência das idéias desenvolvidas anteriormente, 
condições necessárias de otimalidade para um problema de programação não-
linear no mm e para um problema de controle ótimo a ser especificado na 
seçAo 4.2.2. 
4.1 Problema de programação não-linear 
4.1.1 ~ Considerações sobre o problema 
Seja V uma vizinhanç_a aberta de yo E JRm. C'JOnsideremos as hmções 
F : V ----t IR, G i : li --+ IR; i = 1, ... , 1· e JJ J : V ----t IR, j = 1, ... , q. 




i= 1, ... ,r; 
j = 1, ... ,q. 
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Ao definirmos I = { 1, ... , r} e J = { 1, ... , q} observemos que: 
• se I= 0, o problema (PNL) apresenta somente restrições de igualdade; 
• se J = 0, o problema (PNL) apresenta somente restrições de desigual-
dade; 
• se I= 0 e J = 0, o problema (PNL) é sem restrições. 
4.1.2 Condições necessárias de Fritz-John 
No que se segue, obteremos condições para um extremo loc.al em dimensão 
finita dadas por Fritz-Jolm. 
Teorema 4.1.1 (Fritz-John) Considere os funcionais: F diferenciável em 
y0 , Gi { diferenciável em yo, para todo i = 1, ... ,r c Hj estritamente dife-
renciável em y 0 , para todo j = 1, ... ,q. Se y 0 é ótimo local de (PNL), então 
existem escalares À0 , .X 1 , ... , Àr, 11 1 , ... , Jlq-I e Jlq nem todos nulos simultane-
amente, tais que : 
r q 
i) Ào \1 F(y0 ) + L Ài \1Gi(Y0 ) + L Jlj \1 Hj(Y0 ) =O 1 ; 
i=l j=l 
ii) .Xi ~ O, i =O, ... , 1·; 
Antes de provarmos o teorema faremos algtm1as com~ideraç(:>a> relativas à 
definição que se segtie: 
Definição 4.1.2 Diz-se que uma restrição Gi, para algum i, do pr-oblema 
(PNL) é ativa no ponto Y0 st Gi(Y0 ) =O. Caso contrário, isto é, se Gi(Y0 ) < 
O, diZ-Sf'- que a restrição é inativa. 
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Note que as restrições inativas não têm influência na caracterização dos 
mínimos locais, já que definindo ](y0 ) = {i: Gi(Y0 ) =O}, se G 8 (y0 ) < O, 
para algum s E J, ou seja, se s fj_ i(y0 ), então À 8 =O. Portanto, teremos a 
condição necessária: 
q 
i) Àr,\1F(y0 ) + L Ài\1Gi(Y0 ) +L J.L;'\1Hi(Y0 ) =O; 
iEi(y<>) j=l 
Por isso, basta analisarmos os casos em que as restrições são ativas em yo. 
L<>to é o que faremos na demonstração abaixo. 
Prova do Teorema de Fritz-John: Faremos uma análise dos casos 
triviais, segu.ida dos casos em que o formalismo mencionado até agora, faci-
litará a verificação do resultado desejado. 
F passo (Casos especiais triviais) 
Se \1 F(y0 ) = O, então são satisfeitas (i), (ii) e (iii), com Ào = 1, Ài = O, 
para i = O, ... , r e J.L i = O, para j = 1, ... , q. 
Se \1G8 (y 0 ) = O e s E ](y0 ), então (i), (ii) e (iii) são satisfeitas com 
À8 = 1, Ài =O, para i=/: se J.lj =O, para todo j = 1, ... ,q. 
Se os vetores \1 Hi(Y0 ), com j = 1, ... , q, são linearmente dependentes: 
existem escalares fj, j = 1, ... , q nem todos nulos tais que 
q 
L lj \1 Hi(Y0 ) =O, 
j=l 
então tomemos Ài =O, i= O, ... , r e J.lJ = r1, j = 1, ... , q, de onde verific~os (i), (ii) c (iii). 
2° pa">so (Casos não triviais) 
C'tOIL5ideremos de acordo c:om o capítulo anterior, 
Qi {y E JRm Gi (y)::; O}, Vi= 1, ... ,r e 
Qr+l {y E JRm Hi (y) =O, Vj = 1, ... , q}. 
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Então (PNL) pode ser colocado, sob a forma geral de problemas extremais, 




nr+l y E Q = . Qi· t=l 
Investiguemos o cone de direções de descida associado a F. Como F é 
diferenciável em yo, pelo teorema 3.2.2, com \l F(y0 ) =f O, 
K* D (4.1) 
Agora, definamos Ki o cone de direc;.i>es factíveis para Qi, i = 1, ... , T. Se 




{dE JRm: \lGi(Y0 ) • d <O} e 
{ -Ài\lGi(Y0 ) : Ài 2: O} (4.2) 
Queremos ustúruir do teorema 3.2.6 de Lyusternik , para isto definamos 
a aplicação H : V -----+ JRq, tal que H (y) = (H 1 (y), ... , H q (y)). Devido aos 
fatos: y 0 é ótimo local, Hj é estritamente diferenciável em y 0 e para todo 
j = 1, .. , q, os vetores \l Hi(Y 0 ) são linearmente independentes; teremos as 
seg'luntes afirmações respectiva.">: 
a) H(y0 ) = (HI(Y0 ), ••• ,!-lq(y0 )) = (0, ... ,0); 
..__..,~ 
q vezes 
b) H é estritamente diferenciável; 
c) A matriz Jacobiana J (H'(y 0 )) tem posto q. De outra forma dito, a apli-
caçiio H' (y 0 ) : mm -----+ ./Rq é sobrejetora, isto é, existe d E JRm, tal que 
H'(y0 )d =v, V v E lRq. 
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A partir disso, podemos exibir 7~"Qr-tl, o cone tangente a Qr 11 em yr', como 
a scgmr: 
KerH'(yn) ={dE JRm: H'(yn)d =O}= 
{dE JRm: VHJ(Yof ·d =O, V_j = l, .. ,q} 
Para simplificar, estabeleç'ffillos A= H'(y 0 ). Dessa maneira, o cone dual 
de 7>Qr 1 1 será constituído de todos os flmcionais lineares contínuos f E 
(JRm)* = IRm, tais que f(d) =O, para todo dE TyoQr+l = KerA, poi<> KerA 
é subespaço. Logo, f E (KcrA).l. Usando a hipótese (c), segue do teorema 
2.2.6 que 
lm A" = (K e1·A).l, 
onde A* é o operador adjlmto de A c no caso em questão, A" é a transpoota 
da matriz jacobiana J(A). Portanto, f E ImA*, ou seja, f= A*(-z*), para 
z* E (IRq)* fixo. Conqüentemente, Vd E JRm e z* E (IHqr fixo, temos que 
f E ( JR"l )* pode ser representado como 
.f(d) = [A*(-z*)f · d = -(z*f · Ad = -(z*f · H'(y0 )d. 
Desta forma, 
Através de ( 4.1), ( 4.2) e ( 4.3) conseguiremos a existência dos multipli-
cadores Ài ;::: O, para i =O, ... , r, e J1 J E IR, para j = 1, ... , q, nem todos nulos, 
tais que (ii) e (iii) são verdadeiras, e por caw'>a da aplicação do teorema 3.1.1 
página 28, é válida a igualdade (i). • 
4.1.3 Interpretações geométricas 
Faremos mna interpretação geométrica da condição ncx:es&'Íria de tritz-
John para mínimos locais, supondo que >..0 > O; que o domínio de restrições 
Q de ( PNL) está definido em JR2 somente por restriçõc,; de desig-ualdades, e 
definido em JR3 por restriçôes de ig;ualdadcs. 
Suporemos tamhérn que oo vetores gradientes: 
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'\1Ht(Y0 ), ••• , '\1Hq(Y0 ) e '\1Gi(Y0 ), para todo i E i(y0 ); são linearmente inde-
pendentes, o que quer dizer que y0 E Q é um ponto regular das restrições. 
Q 
o ·~ 
Figura4.1: y0 é ponto interior ao conjunto das restrições Gt, G2 e G3 . 
Figura4.2: yo pertence a fronteira da restrição G 1 . 
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Figura4.3: yo pertence a interseção da fronteira da restrição G 1 com G4 . 
Nas figuras (4.1), (4.2) e (4.3), esboçamos as equipotenciais (cl.ITV"d.S de 
nível) Eo(Gi) = {y E JR2 : Gi(Y) = O} i = 1, 2, 3 ejou4 associadas a cada 
uma das restrições Gí. O conjunto de índices das restrições ativas em yo é 
dado respectivamente por I(y0 ) = 0, I(y0 ) = {1}, I(y0 ) = {1,4}. 
Os gradientes '\7Gí(Y0 ) são naturalmente ortogonais a seus respectivos 
equipotenciais Eo(Gí) no ponto y0 , e apontam na direção para onde Gi(Y) 
é positiva (direção de máximo crescimento de Gi(Y) a partir de y 0 , onde 
Gi(Y0 ) = 0). 
Se y 0 é mínimo local do problema, na primeira situação teremos 
Pois como yo é ponto interior de Q, o cone tangente e factível é o próprio JR2 
e conseqüentemente o cone dual tangente e factível é o funcional nulo (0, 0). 
Pelo teorema 3.1.1, existem funcionais nem todos nulos, tais que ).0 '\7 F(y0 ) = 
O. Tomando Ào = 1, segue a igualdade acima. 
Na segunda situação, existe À1 ;:::: O tal que 
Finalmente na terceira, o teorema 4.1.1 (denominado Teorema de Karush-
Kuhn-Tuck:er 2 ) garante a existência de ).1 e ).4 ;:::: O, tais que 
2 A generalização do Teorema de Karush-Kuhn-Tucker pode ser encontrada em Zeidler 
[40, p. 417-422]. Sugerimos consultar Contesse [8, p. 39], para o caso em que o espaço é 
olRm. 
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ou seja, -VF(y0 ) pode ser expressado como combinação linear, com coe-
ficientes não negativos, dos gradientes das restrições ativas em yo. E esta 
condição é equivalente a projetar V F(y0 ) sobre o cone tangente a Q em yo 
e obter o vértice deste cone, ou melhor, o vetor nulo de IR? (poderíamos 
substituir JR2 por IR:"' e a projeção seria euclidiana). Portanto, a condição 
de Karush-Kuhn-Tucker pode ser considerada como uma condição de equi-
hbrio segundo a qual -V F(y0 ) (força aplicada a uma partícula situada no 
ponto yo E Q) não admite componentes tangenciais, sobre o domínio Q, que 
tirem a partícula de sua posição yo levando em consideração as restrições de 
deslocamento para esta partícula (ou melhor, as restrições ativas em y 0 ). 
Neste momento, passemos a interpretar o caso em que as restrições do 
problema (PNL) são de igualdades - as condições necessárias de otimalidade 
são conhecidas como regra dos multiplicadores de Lagrange. 
O domínio de restrição (de factibilidade) Q de (PNL) é uma certa hiper-
superfície em IRm (no caso ilustrado a seguir, é uma superfície em IR3 ). 
Figura4.4: y0 pertence a restrição de igualdade 
Se o ponto y 0 , pertencente a esta hiper-superfície, é um mínimo local de 
(PNL), a condição de Lagrange 3 garante que o gradiente da função objetivo 
avaliado em y0 , V F(y0 ), pode ser expressado como combinação linear dos 
gradientes das restrições de igualdades avaliados em yo : 
3 Consulte em Contesse [8, p. 56]. 
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Os escalares 111 , ... , Jlq são wmalmente dmmados multiplicadores de La-
grange. 
Esta regra é <X.J.uivalente a que o gradiente da função objetivo avaliado 
em y0 pertenn\ ao subespaço ortogonal ao subespa~-o tangente à superfície 
Q em yo (na figura (4.4), o subespaço tangente é o semi-espaço que contém 
Q e é dct.emlinado pelo plano tangente a Q em yn ) . Esta condição é ainda 
equivalente a que o vetor nulo de JRm seja a projeç.âo euclidiana do V F(y0 ) 
sobre o subespaço tangente a Q em y0 • 
4.2 Problema de controle ótimo 
4.2.1 Considerações sobre o problema 
No espaço KCI (f::l., IRn) X L00 (f::l., lRr) X .IR2 4 , chamamos problema de 
controle ótimo o seguinte problema (PC): 
min B o ( x ( ·) , u. ( · ) , to, tI ) ; ( 4.4) 
<;(t, x ( ·), u ( ·), to, t J), (4.5) 
u(t) E U, Vt E (t0 , ti], (4.6) 
4 t /{ C 1 ( .6../R") denota o espaço das funções de .6. em IR" <"uja deri\·ada é mntínua por 
part cs uo interYalo .6., ou seja, a deri\·ada apresenta um mímero finito de descontinuidades 
de prinwira ~p(:cie (pontos de dCS<"ont inuidadc possuem os dois limites - à esquerda e à 
direita!. 
:j: Lx ( .6.. !R r) é o espa(;o das fum;ões u = (u 1 , U2, .... u, ) : .6. ~ !Rr mensurán~is 
segundo Lebt~gue. essencialmente limitadas, definidas sobre o interYalo compacto .6. Ç D?. 
<'Oill a norma 11·11 x definida por 
ond<' rs8 sup denota o menor número À tal que juj (t) I :S À para quase todo l E .6.. 
As vezes. durante o decorrer da dis..~rtaç.ão, usaremos a notação L':.:_(-6.) ou (L:x;(-6.))". 
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Bi(;r(· ), u(· ), to, t 1 ) < O, i = 1, ... , m', ('1.7) 
Bi(:r(·), u(· ),to,tJ) O, i= m.' + 1, ... , m, onde (4.8) 
i= O, ... ,m. 
Aqui é dado um intervalo~ finito; t0 , t 1 E ~; JL, : IR .. x Jlln x Dr ~ lll 
são funções de 11 + r + 1 variávei<>; '1/' i : IR X IRn X IR X IRn ~ IR sito funções 
de 2n + 2 variáveis; ;: : IR x JJr x 11r --+ IRn é uma f1mçâo vetorial de 
li + 1' + 1 varich·eis: U é UIIl conjunto arbitrário tomado em IR r. 
Um caso particular do problema (PC) é apresentado quando t0 e/ou t 1 
são fixos. 
A função B 0 (:r( ·), u ( ·) ,t0 , t 1) é chamada função objetivo. Já a f1m<,:ào 
vetorial x( ·) é denominada variável de estado (trajetória dt- fase) e a fun<,:âo 
v ( ·) é denominada controle. A equação ( 4.5), a qual chamamos equação 
de movimento ( cquação contmlada: relação diferencial ou n:strição em 
fomuz de solução ) deve ser satisfeita em todos os pontos de continuidade 
do controle u(·) sobre o intervalo [to, t 1] (designaremos por T o intervalo 
[to, t 1], apena..;; para simplificar). A condição (4.6) é chamada restrição de 
controle (restrição do tipo inclusão;. U se chama domínio de controle. 
A quádrupla (:r(·), u(· ), t0 , t 1 ) no problema de controle ótimo é denominarla 
proccs..~ controlável, se x(·) E KC1 (t::.., mn, 11(·) E Loo(t::.., Dr) e se são 
satisfeitas a equação de movimento (4.5) e a restrição de controle (4.G). Um 
processo controlável é considerado adnlissívcl se também são verificáveis 
a,<; relações ( 4. 7) e ( '1.8). Dizemos que um pro<:L'S.<>O controlável achnis.<>fvel 
~o= (:r')(·),u 0 (·).t3,tnéótimoseexisteb >O, talqueadcsigualdadeB0 (Ç) ~ 
B0 (C) (~ satisfeita para qualquer processo admissível ~ = (.r(·), u(· ), t0 , t 1 ), 
para o qnal verifica-se 
ll(x(·), to,t1)- (x0 (·),tZ, t7))llc"(.6)xJR2 < {; (para tE i' n [t~, t~J) r, 
Em decorrência disso, dizemos que X 0 (-) é o estaclo ótimo c u 0 ( ·) é o 
controle ótimo do problema (PC). 
5 l:sarcmos tambén1 a notação C"(a..b) ou (C'(a,b))" para o espa<.;o C((a,b).U?"). das 
fuw;ôes contínuas de (a, b) em Jff1'. 
;)() 
Quando definimos o conjunto A como o conjunto formado pcloH processos 
admissíveis~ = (x(· ), u(· ), t.0 , t 1 ), o problema (PC) representará um progra-
ma matemático (P1v1T): 
min{Bo(Ç): ~E A}. 
Observação 4.2.1 O tempo inicial t 0 (respectivamente final t 1 ) bem como 
o estado inicial x 0 do processo de controle são var·iávás. 
Observação 4.2.2 O conjunto U pode SfT de divcr·sas natunzas, isto i, de 
pode ser um conjunto discreto. Por esta razr!o não [ natural considerar so-
mente C(mtrolcs contínuos ou diferozciávcis nos problemas de controle 
Observação 4.2.3 Uma hipótese comum nos problemas de contTOlc ótimo 
( a continuidade pcw JHLr'tcs em todas as 1•arúi1•ris c suavidade (no sentido 
de r:ristiT difcnnciabilidadc prlo mrnos de primeira ordem) com respeito as 
1•ari á1'fis f c :r. 
O problema (PC), que descrevemos anteriormente, chama-se Problmna 
de Bolza (PB). Com freqüência, a funf;âo objetivo B 0 (x(·),v(·),t0 ,t 1) tem 
a seguinte forma: 
1t1 B0 (x(·),u(·),t0 ,t1 ) = JL(t,x(t),v(t)) di. to 
Neste caso chamaremos (PC) de problema de Lagrange (PLG). Se a 
fnn<Jl.<) objetivo B0 (:r(·), v(-), t0 , t 1 ) é dada por 
Bo(x(·), u(·), t.o, ti)= v)0 (to, :r(to), !1, x(t.I)) 
t.eremoH um Problema de Mayer (Pl\1Y). 
Cada mn (k>st< ... >s problemas pode ser transformado nos outr<)H dois, faz;eudo 
algumas modific.aç(>e-> na forma com que o problema é apresentado. Por isto 
os resultados obtidos para problemas na forma de Bolza, por exemplo, são 
válidos para os respectivos problemas de Lagrange e de Maycr. 
I\1ootrarernos, a título de exemplificação, que (PB) =>(PI\1Y) e (PB) 
=>(PLG): 
Fixemos { = (t0 , ;r: (1.0 ), t 1 , :r(l I)), para simplificar nossa exposiç-ão. 
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• (PB) =?(PI\IY) 
Considerando um problema de Bolza como na página 77, o problema de 
Maycr equiYalente será dado por: 
min Bo(x(· ), 71{· ), to, t1) = min[xn+l (t1) + '1/'o(f)] 
s.a 
:i:(t) = 'P(t,.T(·),u(·), to, t1), 
±n+l (t) = lL(t, x(t), u(t) ), 
u(t) EU ,Vt E f', 
Bi(.T(·), u(·),t0,t1) s; O, i= 1, ... , m', 
Bi(:r(· ), u(·L t 0 , t 1 ) =O, i= m.' + 1. ... , m. 
Xn t1 (to) = 0: 
• (PB) =?(PLG) 
Con.':>ideranclo que, para o problema de Bolza, queremos 
111 min JL(t, x(t), u(t)) di+ '!j.10 (f). to 
Para transformá-lo em wn problema ele Lagrange acrescentamos uma igual-
dade específica. Isto é o que mostra a forma de Lagrange abaixo apresentada: 
min B0 (x(·), u(·),t0 ,t1) = min ft:1 JL(t, x(t), u(t)) dt 
s.a 
:i: (t) = 'P (t, x ( ·). u ( ·), to, t 1 ) , 
u(t.) EU, Vt E i', 
Bi(.r(·),u(-),t 0 ,tl) s; 0,- i= l, ... ,m', 
B,(:r(·),u(·),io,h) =O, i= m' + l, ... ,m, 
Bm-iJ(:r(·),u(·),lo,tJ) = 'l/•0 (f) =O; 
I\Iaiores detalhes silo comentados em Bhm1 [lO, p. 62 c 6:3]. 
4.2.2 Princípio do Máximo Local de Pontryagin 
Trabalharemos, de maneira particular, com o segl.lÍnte problema de con-
trole, salvo algtmms ex:ig€~ncia.':l impostas imediatamente: 
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Encontrar :r : [0, 1') -----l- llr, u [0, T] -----l- Jir tais que satisfaçam a 
seguinte equação diferencial: 
d 
d(r(t) = <? (.r(t), u(t), t), 
com a.-; condiçôes de contorno 
:r(O) r· 
:r:(T) d, 
onde <.p : llr x lEr x [0, T] -----l- 1R.71 , de modo que minimizem o funcional 
integral 
[T lL (:1:(t), ·u(t), t) dt, 
./o 
cujo controle satisfaz rcstri~-õcs do tipo 
u(t) E M, q.t.p. O::::; t::::; T, 
com lL : mn X Ilr X [0, T] -----l- IR. 
Como conjunto de controles a<hnisíveis tomamos a classe de toda.<> a.-; 
funções meiL<>mávcis limitadas (isto é, u E (Loo(O, T)r ). Em vez da equação 
( 4.10) consideramos a equação integral equivalente, ou seja, a solução será 
um par (x, u) E (C[O, T]t x (L00 (0, T)r satisfazendo a equação integral 
:r(t) =c+ 1t <.p(:r(T),u(T),T) dT. 





min / JL (.r (t). u (f) . t) dI. (-1. 9) 





<.p (x(t), u(t), t): 
c; 
d: 





Tt-'<>rcma 4.2.4 (Princípio do Máximo Local de Pontryagin) Sejam 
<? : JRrl X mr X (0, T1 -- ur (; lL : n-?n X /Rr X (0, T] -- IR tais que 
.ç (x(t), u.(t), t) c lL (x(t), u(t), t) são funções contínuas em x eu, rnensur'ávcis 
(711 t, contimumzcntc difcnnciâucis com respeito a :r f ·u. Al(m disso, Sfjam 
'Px (x(t), u(t), t). 'Pu (.r,( f), u(t), i) 6 , lL. (x(t), u(t), t), Lu (x(t), v(t), t) funções 
limitadas pam todas x c u limitadas. Stja AJ Ç JJr convexo c Ju:hado, tal que 
int M =f 0. Suponha que (x0 (t), u0 (t)) é uma soluçào do problema (P). Entào 
existem um número ..\o ;::: O e uma função p(·) : [O, T] -- /Rn, satisfazendo 
a equaçào 
(1.14) 
tais qur >.0 c p( ·) não são simultamamentc iguais a zcm, al(:m disso 
( -<P~(x0 (t), U 0 (t), t)p(t) + .\o1Lu(.r0 (t), 'U 0 (t), n/'. (u(t)- Z1°(t));::: o 7, 
(-1.15) 
pam quase todo tE [0, T] c pam todo v E A1. 
Prova: Con.'>iderarcmos o espaço E = (C[O, T]t x (L=(O, T)r, o qual 
abreviaremos por E= C x L=. Denotemos por 
Q2 {(x,u) E E: satisfazem (4.10), (4.11) e (4.12)} e 
Q1 {(.r, u) E E: satisfazem (4.13)}. 
Nos.c.;o problema é, as.sim, minimizar a integral 
F(.r, u) = t' lL (;r:(i), 11(t), t) dt 
./o 
sobre o conjúuto Q = Q1 n Ch. 
6 
..P:r (:r, 11, f) e ..Pu (:r, u, f) denotam as matrizes cujos dement os são as deriYada..-; parei a..-; 
8-,:;, ( ) 
o:rj .l'. u. t ' l, ... ,n; j = l, ... ,n 





l. .... n: j=l. ... ,r. 
:- -,::'J.' e ..p~· denotam as transpostas das matrizes 'P:r e ..Pu respectivamente. 
AnaliMremo:-> o problema de acordo com no&'io e:->quema geral. 
Primeiramente iremo."i determinar o cone as."iüciado ao funcional F, aos 
conjunl<*> Q 1 c Q2, e por fim calcularemos os respectivos cones duais. 
a) Análise do funcional F. 
Visto que F(x, v) = J:· JL( :r:( t ), v( t), t) dt, onde JL( :r:( t ), v (t), t) é contínua 
em :r, v, t e diferenciável com respeito a :r, v; JL.r(:r(t), v( t), t) c Lu (:r (i), v(t), t) 
são contínua.<> em x, v, t, obteremos 
Pelo tcorcnm :3.2.2, o cone de direç."Õe3 de descida é dado por 
Se ](0 =f: 0, então para qualquer .f o E J(~, 
.fo(x, u) = -.Ào 1T [1Lx(:r0 (t), 11°(1), t) J: + Lu(:r0 (t), H 0 (t), t) Ti] dt; Ào 2: O, 
(4.16) 
ou seja, K* = {-.\o F' (x 0 , 71°) : .\o 2: O} . 
h) Análise da restrição em Q1 . 
0 mnjtmto U = { 11 E L~ (0, T) : u(t) E 111 C 11fT, q.t.p. t. E (0, T]} é 
convexo fechado no c>spaço L00 • Também, int U =f: 0, devido ao fato de u"(t.) E 
M e int I\1 =f: í/J. Além disso, o conjunto Q 1 = C x Ué- fechado e convexo em 
int Q 1 =C X int lT =/:: 0. 
Seja K 1 o cone de direções factíveis para (/J no ponto (.r(), U 0 ). Então, se 
.f1 E h:;, scp,llC-se que .f1 = (0, ]J), onde / 1 E L~ é um suporte para ll no 
ponto U 0 (confonne os teorema.':> 2.1.5 e?"!). 
c) Análise das restrições em Ch. 
Querem<>H determinar o suhespaço K 2 tangente a 
Q, ~ { (cr, 11) E !:' ; x(t) =r'+ J: y(:r(t), v(t), T) dT, V O s t S T, c } 
x(T) =dE JRn 
no ponto (x 0 , u 0 ). Para isto, definamos o operador P E ------+ E 1 , onde 
L'] = cn [0. r] X lH11 e 
P(.r,u) = (r(t)- c-11 -r·{r(t),v(t),T) dT, x(T)- d). 
Então, Q2 = {(:r:, u) E E : P(;z:, u) = (O, O)} . 
De acordo com as hipóteses relativas às derivada.'> .Px(x, 'U, T) e .Pu(:r, u, T) 
tercmo.<.; que 
P(xo + x, u 0 +v) - P(x0 , tt 0 ) = 
(x(t)- J:[-?:r(x0 , U0 , T)i:(T) + 9u(X 0 , U0 ,T)ü(T)]dT ,X(T)) + 6, 
onde para o resto ti podemos encontrar a estimativa: 
ti= o ( J\\J~\\z7 + \\v\\ix ). Também notamos que 
( x(t)- ./~l9x(X0 , 'll0 , T)x(T) + 'flu(J:0 , 'll 0 , T)ü(T)) dT, x(T)) é Ulll operador li-
near de ]·,· em f~'1 . Logo, ]J é .Fréchet-diferenciável (veja a definição :3.2.1), 
eJn ( :r 0 , 11°) c teJnos que 
P'(.T0 , 11°)(.Y, fi) = 
(:r:(l)- ./~ -?:r(X0 , V0 , T):I·(T) + .p"(:r0 , 11°, T)fi(T) dr, .7·('r)). 
A.inda Inais, P' ( J:n, 'U 0 ) é contínua muna vizinhança de ( .1'0 , l('). Portanto, 
P'(.1:0 , 11°) é estritamente diferenciáYel (m;amos resultados de análi"ie diferen-
cial, os quais garantem que se mn operador é contínuamente diferenciável, 
de é estritamente diferenciável). 
] )esejamos determinar quando esse operador linear é sobrejetivo, pois 
a.<.;sim cmt.'>eg;uli·emos exi h ir o cone K 2 . 
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Afirmamos que, se a condição d<' não degeneração A, O.dinida na página 
63 depois de> ta prova, é sati<;fei ta para o sistema 
{ 
:1x(t~ = A(I)X(t) + B(l)a(t); 
.r(O) -O, 
(4.17) 
com A(t) = 'f?:r(x0 (t),v 0 (t),t), B(t) = -Pu(x0 (t),v 0 (t),t), então P'(x0 ,u0 ) é 
sobrejetor, ou seja, P'(x 0 , u 0 )E = E 1• 
Por conseguinte, todas as asserçoc'S do teorema 3.2.6 de Lyustcrnik, na 
página 37, são satisfeitas para o operad.or P e assim, o subespaço tangente K2 
consiste O.c todos os pares (:r, il) E E os quais satisfazem a equação intcgTal 
ou equivalentemente, a equação diferencial linear 
x(T) o (4.19) 
Denotemos por L 1 C E, o conjunto de todos os pares (x, u) sati'>fazendo 
a equação ( 4.18), e L2 C E, o conjunto dos pares satisfw.-endo ( 4.19). Então 
L1 e L2 são subespaços e K 2 = L 1 n L2. 
Definamos L2(7'_) = L2 = { (:r(T), ü(T)) E Jlr' X lEr : x(T) =O}. En-
tão, se f E L?_, f(.7:, il) = O, para todo (x, il.) E L2 . Equivalentemente, 
./(:'i'(T), u(T)) = O, para todo (x, D) E L2 . Assim, j E L; se, e somente se, 
::Já= (a,b) E JEc+r tal que ](:r(T),n(T)) =á· (i:(T),ü(T)) =a· x(T) + 
b · ü(T). t: claro que b = O, por is.so ./(:r(T), u(T)) = a · :T:(T). Logo, se 
.f E L;. ter<'mo.'-> que ./(x, u) = a · i·(T), com a E Ilr. De:o;de que L 2 é 
definido por n funcionais lineares i:i, L; é n-dimensional. Portanto L; + L; 
é fechado, e por con:->egllÍnt.e, Li+ L; é w*- fechado. l~>to decorre do seguinte 
teorenm: 
Se L1 e L 2 são subespa(;os fechados de mn espaço de Banach e L 2 é finito-
dimen.<>ional, então L 1 + L2 é fechado. 
E dc>corrc também do teorema (2.2.2). Pela proposição (2.1.9), segue-se que 
K:; = Lj +L;. 
Desde que L 1 é mn suhe>paço, segue-se do teorema (2.1.0) que, para 
qualquer h E Lr, nós temos h (:r, u) = O, para todo (x, ii) satic;fazendo 
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(·1.18). Finahncntc, cmno mencionado anteriormente, se h E Lj +Li, então 
!2 (.r, 11) = J (x, ü) +h (x, ü) =a· .r(T); a E lR11 • 
d) Equação de Euler: 
Agora podemos aplicar o teorema de Dubovitskii-Milyutin (3.1.1). Por-
tanto obteremos que existem funcionais f0 , h e h E E*, nem_ todos nulos, 
tais que 
fo (:r, n) + !1 (x, v)+ h (x, v) =O, para todo (x, ü) E E, ( 4.20) 
onde .fo (:r, ü) é dado por (4.16), .!J (.7:, ü) = .f1 (ü) é suporte para U em v'"', 
h (x, ii) = f (x, ü) _+h (x, ii), com h (x, ii) nulo, para (x, fi) satisfazendo a 
equação ( 4.18), e f (i', fi) = a· :r('T); a E lRr'. 
c) Análise da equação de Euler: 
A equação ( 4.20) deve ser satisfeita para (x, fi) arbitrários. Considere ü 
qualquer, e determine X= x(ü} da O::iU~'.âo (4.18). Com fflta es<.'.Olha de i: e 
ii, nós temos h (i:, fi) =O, assim a condição (4.20) torna-se 
/ 1 (fi) = >.0 r· [IL:r(x0 (t), u 0 (t), t) x+lLu(x0 (t), v 0 (t),t) fi] dt- a ·i:(T). (4.21) Jo 
Agora transformaremos a e~pressào do lado direi to de ( 4. 21) de tal maneira 
que substituamos i; por li. Suponhamos que pé soluçi-1,(:> do sistema (4.14) 
com a eoudiç..ào de fronteira: p(T) =a. Então, 
T 
).0 f IL:r(:r:,.,, v 0 , t) x dt- a· :r(T) 
./o 
r· (p(t) + -P;_·(;r0 , v 0 ,f)p(t)f ·I: di- a· :r(T) 
./o 
[)8 
lntcg.Tando por parte-; Yem que: 
Usando o fato de que (x, ü) satisfaz a equação (-1.18), temos que 
De onde obtemos 
A'3sirn, 
Portanto a condição ( 4.20) torna-se 
] 1 (fl) = {T ( -<.p~(X0 , U0 ,i)p(t) + J...oiLu(X0 , 1/,t)f. · i1 dt, 
.f o 
onde fi é ;.ubitnirio c f 1 é umsuporte para Uno ponto 11°. Conseqüentemente, 
para quase todo O ::; t ::; Te para todo v(t) E AI. l':ito decorre do seguinte 
fato: 
Se o funcional linear f definido por 
f( u) = (' g(t) · u(t) di, 
.f o 
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é um suporte pam U no ponto ll 0 , com g(t) E L~ (0, T) 8 • então 
g(t) · (11- 1t 0 )(t) ~O, para todo u(t) E M e qua.<;;e todo t E [0, T] (i.c., para 
qua.~ todo t E [0, T], o vetor g(t) E lffT é mn suporte para AI no ponto 
t{'( I)). 
Dt> fato, suponhamos que a afinnaçâo é fal'>a, isto é, existt> um snhconjnnt.o 
R 1 C [0, T], J.L(RI) -=f- O (onde J.L(RI) denota a medida de Lebesgue(' de 11 1), 
tal que para todo t E R1 , existe u(t) E l\f de modo que g(t) · (ü- ll 0 )(t) <O. 
De acordo c-Om Lusin, dado um intervalo J, se uma func::âo T : J ------+ lEr é 
mensurável, então, dado E > O, existe um conjunto fechado Jé C J tal que 
J \]E tem medida :::; E e T é mntínua em JE: 10 . Logo existem subconjuntos 
R2 C [0, T], f..l(R2 ) < ~, R3 C [0, T], p(R3 ) < ~, tais que g é contínua sobre 
[0, T]- R2 , U 0 é contínua em [0, T]- R3 • Dc~le que f..l(R2 ) + f..l(R3) < f..l(R 1 ), 
existe um ponto t 0 E R 1 , t0 (j:. R2 U R3 . Agora, já que g e U 0 são contínuas 
em t0 c g(t0 ) • (u(t0 )- u0 (t0 )) = 1 <O, existe H4 C [0, T], J.L(R4 ) >O, tal que 
y(l) · (u(t0 )- uo(t)) :::; ~'para todo tE R4. 
Consideremos a função 
{ 
u(to). 
'U] (t) = 
uo(t), se t E [0, T] - R4. 
Deste modo, 'UJ EU e ao mc'Smo tempo, 
J(ut) (' g(l) · U0 (1) di+ { g(t) · (ü(to)- U 0 (i)) dt:::; lo ln4 
< f(v 0 ) + ~11(R4), ou seja, f(vi) < f(v 0 ). 
O que contradiz o fato de f ser um funcional suporte para U no ponto 11°. 
Soh esta.<-; suposiçõe.;, o ca.<;o Ào = O, p(t) = O não pode ocor~er, desde 
que dc\-críamos ter .f0 (.r, fi) = O= Ào, a = p(T) = O. l\Ias assim .f1 (fi) = O, 
~L';_(O.T) éoespac;odas fuiH;õe;g(t) = (gJ(t) ..... gr(t)) defiuidasde (O.T) em Df". tai" 
T quP J~, jy(t)j dt < +oo. 
9 Lebesgue matemático francês. 
No que diz respeito a teoria da medida. em especial medida de Lebesgue consulte Bartlc 
[i]. :Feruandez [20]. Halmos [25] e Yosida [39, 19i8]. 
10 Para melhores esclarecimentos sobre o TeorCina de Lusin. consultP Dcimling [li. 
p. 1m]. Edwards [19. p. l!ll-153] e Kolmogorov [28. p. 281]. 
()() 
por eatL"k\ de (4.21), de onde / 0 =O, / 1 =O, j =O. A equação (4.20) deveria 
implicar também que .f2 = O, o qual contradiz a hipótese de que existem 
funcionais fi, i= O, 1, 2, nem todos nulos. 
f) Análise dos casos excepcionais - casos triviais: 
Iremos analisar o caso em que o cone K 0 de direções de de;;cida do flm-
cional F no ponto (.rn, tt 0 ) é vazio. Em seguida, vamos as.'nmrir que o ::;istcma 
(4.18) é degenerado. Portanto, mostraremos que aquelas afirmações con-
trárias feita'> no de·correr da prova são supérfluas. 
De fato, se K o = 0, então 
{T ILx(.r: 0 (t), tt 0 (t), t) x + ILu(x 0 (t), tt 0 (t), i) 1i dt =O lo ( 4.22) 
para todo (:1:, ü). Tomemos p :,;oluçâo do sistema (4.14), com p(T) = O c 
>..o= 1. 
Visto que 
Novan1entc, pelo fato de (;r, v) satisfazer a equação (4.18), temos que 
I >ortan to, 
- /T [J7(t} i; -pT(t) · (-?x(:r: 0 , 11°, t}r) ]dt 
.f o 





para todo fi, por (4.22). Logo, -t.p~(x0 , U 0 , t)p(t) + lLu(x0 (t), V 0 (t), t) = O 
para qua.o..;e todo f E [0, T]. Verifieamos desta forma a desigualdade ('1.15). 
Agora, digamos que o sistema ( 4.18) é degenerado, então existe uma 
solução não nula p(·), da equação (4.14), com .\0 =O, tal que 
O que nos mostra a veracidade da inequação (4.15) onde Ào =O. • 
Observação 4.2.5 Definamos a função de Pontryagin H: 
H(x, u,p, t) = t.pT (x, u,t) · p(t) - .\0lL(x(t), u(t), t). 
8f (:r'\ U 0 ) é solução do pmblona (P) c a.s afirmaçÕEs do twnma do 
l\1áxinw local de Pontryagin (4-2.4) são satisfeitas, então H(x0 , u,p, t), romo 
função deu sobrt:- M, satisfaz as condiçõc.s necessárias para um máximo, para 
quw.;( todo O :S t :S T, no ponto u = V 0 (t) (esta ( outm nwwim de cxpnssar· 
a cquaçào (4. 15)). E:J]Jliqucmos mrlhor: 
Crmsidcnmdo qtu 
unw condição 11ccu;sária para que H(x'O, IL,p, t) tozha um m(u.?mo em i\1, 
r·omo fançào de 11, {;que -H11 (J: 0 ,H 0 ,p,t) scju um suporte de M no pmzfn 
t{'( t). 
Se cp {; diffrcnciávd com r-espeito a v c no twzpo t, u(t) E int M, fntão a 
condição H(;r0 (t.), u.0 (t),p(t), t) 2': H(x0 (t), v(t),p(t), t), pam todo v(t) E M, 
implica qur 
Observação 4.2.6 Encontra-se u8ualmcntc. na literatura o termo funçào 
Ilamiltoniana ao invés de função de Pontryagin, devido ao fato de o 
max H (x(t), u(t),p(t) ,t) = H (x 0 (t), u0 (t), p(t),t) ser chamado Harniltoniano 
H. Contudo, neste trabalho, pnfrri.nws usar· o tcnno funçiio de Pontr-yagin, 
porq11c justifica mrlhor o título do tcort:ma 4.2.4 na página 54. 
Agora discutiremos a respeito da condição de não degeneração do sistema 
( 4.17), a qual usamos para oh termos a sobrcjctividade do operador P' (:r 0 , u 0 ). 
Definição 4.2.7 (Condição de não degeneroção A) O sistema (4.17; 
se diz não degenerado. se qHalqurT soluçào nào rwla p( ·) da cquaçào 
satisfaz a condiçào 
d 
-p(t) = -AT(t)p(t), 
dt 
HT(t)p(t) i- O, em um cmzjwzto de medida positiva. U.24) 
Aqui, A(t) c B(t) são matrizes n x n e n x r· nspcctivamcnte c p(t) E !R71 • 
Observação 4.2.8 Ternos outra condição de não degenEração, a condição 
dE nào dEgeneração lB. Ela é uma condição necessária para a condição dE 
não df:gencraçào descrita arima. Por- isto concluímos o que a.firrnamos an-
te. r·i onnu dr. 
Para mdhor esclarecimento disto que acabamos de mencionar, iremos dar 
maiores ddalhes a nspcito: 
Definição 4.2.9 ( Condição de não degeneroção Ia ) Seja D C IH" 








ondr A(t) c B(t) sào matrizes n x n c n x r rc_spcdivarmntc, c ii { uma 
função ar·bitrâria em L~[O, T]. 
Sr ]) = IH11 , oztão se diz qur a cquw;ào (4.25; {não degeneroda. 
Continuando a8 rwsBas observações, à8 vezes crprcs8a-sc cstl.L condição 
dizendo que o sú;tema t comp~etamente contro~áve~, em virtude do fato 
dr que ao se considerar o sistema 
.i:(t) = <I>(x(t), u(t), t), paro t ~ t0 , (4.26) 
com e8tado inicial x(t0 ) = x 0 , se existe um tempo finito ti ~ t0 e um controle 
u(t), paro t E [to, t.1), o q·ual transfere o estado inicial x0 paro outro estado no 
tempo ti, dizemos qut o estado x 0 é controlá1•d tm t0 . Aiuda mais, sr todos 
os valores de x 0 sào contmlávcis pam todo t0 , o sistema (4-26) é complcta-
mentr controlável. c qualitativamente isto significa que clf é cnntrolá1.•cl se 
cada variável de estado de (4.26; podt: ser· influenciada pdo c~mtrolc u (""sinal 
de entrada'' 1.1). R. E. Kalman mostrou que um sistnrw linear invariante no 
tempo (isto é, as matrizes A(t) c B(t) são constantes/ t controlável se, f: 
somente. se, a matriz n x r n 
8 = [B AB A2 B ... An-I B] tem posto n 11 . 
Se r· = 1, uma condição ncccsBária c suficiente para controlabilidadc {. que a 
matriz 8 11 Xfl Sfja não Singular. 
Lema 4.2.10 Se a condição de não degcneraçàoA é vadadcira, entào vale 
a condiçào de nào degencraçàoJE. 
Prova: Suponha que a condiçào de nào dcgencrnçàoiE é irwálida. i.(., 
D =f- _mn. Como uma eonscqütncia dir·eta da. linearidade da cquaçào difcn:n-
cial, D { um s ubcspaço c disto srgtu -se que e:Liste ·um vetor- nào nulo w E _mn 
ortogonal a D. Equivalentnnentf., w · x(T) = O, pam qualqu(r x(T) E D, 
oude x(t) é solução da equação (4.17). 






ll Para melhores informaf;ões a respeito de controlabilidade de um sistema. veja Barne11 
[6, p. 97 -10:2]. Chen [1.'>, p. 1 79-192] e Shinners [36, p. 463-466]. 
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Entào p(t) f- O, desde que w f- O. Consrqiicntcmcntc, para qualqurr· soluçào 
x(t) de (4.17). 
isto (. 
o = .foT (:P(t) + AT(t)p(t))T. x(t) dt = 
pT(T) · x(T)- pT(O) · x(O)- 1T pT(t} :f (t) dt + 
+ 1T pT(t) · (A(t)I:(t)) dt 
w. :r(T) -1T r?.(t). (B(t)n(t)) dt = 
o 
-1T (BT(t)p(t))T · u(t) di, 
o 
{T (BT(t)p(t)f · ü(t) dt =O, Vü E L:0(0, T) . 
.f o 
Mekc; isto é possfvd somente se BT(t)p(t) =O, em quase toda part( de (0, T), 
de onde chc,gamos numa contmdiçào com a condiçào (4 .24, da dcfiniçào de 
nào degencruçàoA. Temos, portanto, o resultado desejado. • 
Agora, suponhamos que a condiçào de nào dcgcncraçào Iffi é satisfcita 
para o sistema (4.17;, novamente com A(t) = 'Px(x· 0 (t),v"(t),t) ( B(t) = 
Y:u(:1' 0 (t), u 0 (t), t). Considcnnws (a(t), h) E E1 e tonl(nws z E C71 [0, T] tal 
que 
z(t) = ã(t.) + r .Px(.r0 (T), V0 (T), T)Z(T) dT, v f E [0, T], 
./o 
risto que (4.27.• / urna tquaç:rl.o li11wr integral de, Foltcrra 12 de sfgunda 
csp(ci( (Jl( la dc.fl,n·içiio 2.2.{/. devido à pT'Oposiç:ào 2.2.5. ela po8stúni uma 
única soluç:âo;: E C' 11 (0, T). qualquer que seja a E C'7'(0, T). 
"Votemos que a cquaçiio 
1 :.>Vi tu Volt erra. matemático italiano. com trabalhos em análise funcional e L'CJUal;Ões 
intq;rais. 
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trm em par· ti c ular a soluçào ií ( t) = O c i:( t) = z ( t), pam q ualq urr· ã E 
cri (0, T). 
Por· outro lado, já que o sistema (4 .17) é nào degenerado, podemos cn-
contmrf.l E L~(O,T) c y E C 11 (0,T) de modo que 
Finalmente, coloquEmos x(t) = y(t) + ::(t) e para simplificar. 
8 = (:r0 (t), 11°(t). T). Logo, 
Assim, pdas equaçõrs CL]JTessas por· (4-28), tcrnnos que 
(4.28) 
E por (4.27) obtwws P'(x0 , 11°)(x, il) = (a(t), b), ou srja, P'(x0 , u 0 )E = E 1. 
Pode nws dizo· então, que u sobnjcliuidadr do operador P' (J:'\ u") podt scr-
1'1 r'ifimda otnw{s da condiçào df ndo dcgcncmçào A. de onde basta rncontmr· 
a ma.tr·iz fu.wla.rmntal A (matriz transiçào de estado) da rquaçào 
d T 
-p(t) =-A (t)p(t). 
dt 







ondr 1 { a matriz identidade c A(t) { uma matriz n x n) r postcr"iormrntr 
cncrmtmr a matriz BT(t)A(t). 
()() 
Hcalmcnf,c. como qualquer' soluçào não nula p do sistema (4.23) tem a for-
ma A(l}\, com À = (,\1 , ... , À 11 f =/= O, Sf a8 colunas ((t) da matriz BT (t)A(t) 
são linwrmcntc independtntés, então 
fl 
RT (t)p(t) = BT (t)A(t),\ =L À;~; (f) =I= O. 
i=l 
E como conseqüência, o sistema (4-17) será não degenerado. 
Observaç-ão 4.2.11 Se de antcrnc'io sabemos que o sistema linearizado (4.18 
( 11ào dcgolfrado, então podcnrnos assumir· Ào = 1. 
A scg;nir, discutimos alg-umas modificaçôes da.<; condições de extremo pam 
alg;uma.s ver&)CS do problema de controle ótimo: 
A condição final (4.12) é dada por uma restrição mais geral 
G;(J:(T)) =O, i= 1, ... , q, 
onde Gi são funcionais diferenciáveis em 1Ft'. Então para calcularmos o sub-
espaço tangente K 2 , a.<;sumiremos que a condiçito de não degeneração é sa-
tisfeita e que o operador P é dado por 
De maneira análoga, K 2 consiste de todos os pares (x, u) E E tais que 
c:(;r 0 (T)) . x(T) = o, i = 1. ... , q. 
Agora assmniremos que p(·) satisfaz a equaçÃo diferencial (4.14) com a 
condição de fronteira 
q 
p(T) = Lfl/i~(;r"(T)), 
1 l 
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onde fli, i = 1, ... , q, são cscalRn~ arhitrárioo. 
Assim, podemos usar os mesmos argmnentos para provar ('1.15) levando 
q 
em conta o fato de que .f2 (.'f:, ii) =L JliG~(;r0 (T)) · ;f:(T): Jl; E Di. Portanto a 
i-1 
formulação da condi<.:âo neces.'Xiria de extremo pode ser considerada na forma 
(:1.15), com a única diferença que a ftmç;-\o p nela figurada deve satisfazer a 
condição de fronteira (4.29). 
Em geral, se a função de estado x é sujeita a condições de fronteira na 
forma geral, x(O) E .S1 , x(T) E S2 , onde 8 1 e .52 Hão variedades suaves, 
então adicionamos hipóteses referentes a p(O) e p(T), a saber, p(O) deve ser 
transufrsa! (i.e., ortogonal ao subespaço tangente) a 8 1 no ponto .r0 (0), e 
p(T) trm1sversal a .'h no ponto X 0 (T). 
Particularmente, se é dada a posição de estado inicial, x(O) = c, onde 
(' é fixo, enquanto que para o tempo final T, x(T) é li\·re, então serão 
necessárias condições de contorno apena.c; sobre p(T) (em virtude do fato de 
que não teríamos, durante a prova, o conjunto~ e por isto na equação (4.20) 
não apareceria o termo h(x, ü). Ac;sim, ao continuar o mesmo raciocínio 
na demonstração, deveríamos impor p(T) = O, por catL<;a do termo px]~· ). 
Portanto, podemos dizer que a condição de nâo degeneração é desprezível. 
Conseqüentemente nos é permitido coiL'>idcrar Ào = 1. 
São feitas modificações semelhantes para o caso em que S1 e S2 são con-
juntos convexos. Basta lembrarmos das justificativas concernentes ao cone 
dual da<> direções factíveis a Q1 e então impormos que p(O) é suporte de S1 
no ponto X 0 (0) e p(T) é suporte de 8 2 em ;r0 (T). 
Finalmente, se o funcional a ser minimizado não é o funcional integral 
(4.9), mas o funcionall.0 (x(T)), onde l.0 (::r:(·)) é uma ftmçâo diferenciável 
em mn, on seja, o problema é de 1\Iayer, então este problema se reduzirá ao 
problema (P), página 5:{, desde que 
·T d 
lL0 (;r(T)) = l.0 (:r(O)) + { -l.0 (x(t)) · cp(.r(t), 11(t). t) dt . 
./0 dt 
Entretanto, problemas deste tipo podem também ser eon-;iderados dire-
tamente, uma vez que o cone de direçôcs de descida para este funcional poosa 
ser determinado tLc;ando o teorema 3.2.2 na página 33. Disto segue-se que 
as condiç(>es de extremo t.em a mesma forma; uma vez que é preciso apenas 
d 
tomar IL(.L u, t) =O e p(:r(T)) =- dil.o(.r 0 (t)). 
G8 
Outra classe de problemas de controle é aquela em que aparecem rcstriçõeH 
nas coordenadas de fase do tipo G(x(t), t) ::=; O, V t E [0, T) e então p(T) = a, 
c no ca.<>o em que também T é livre, tomamoo p(T) = O. No que se refere a 
e:; ta,; problema..,;, p( ·) é wna função em geral de;contínua e satllifaz a equação 
diferencial 
onde a medida não-negativa, d11(t), tem por suporte o conjw1to 
R= {tE [0, T]: G(;r0 (t), t) =O}. 
Para estas dua"> situaçõe3 a"> quais acabamos de mencionar, as condições 
de extremo ~o deduzida-, em Girsanov [22, capítulo 14) e em Ioffe [2(), capí-
tulo 15]. 
No contexto de problemas de controle ótimo com tempo livre c confliçõcs 
de estado final dadas, sugerimos wna leitura mais detalhada em Girsanov 
[22, capítulo 1:l]; também para tempo livre e conflições imposta"> aos estados 




Aplicação do Princípio do 
Máximo 
N<:.,'l>te capítulo apn~cntaremos Ulll problema prático, o problema do pom>o 
brando, sobre o qual aplicaremos o Princípio do Máximo. Entretanto, primei-
ramente, faremos algumas considerações a respeito da forma com que o pro-
blema de c-Ontrole pode ser considerado, seguidas do Princípio do Máximo de 
Pontryag,in eorre>ponclentc a e-;sa forma. 
5.1 Princípio do Máximo de Pontryagin 
5.1.1 Formulação do Problema 
Consideremos no ('l>paço /{ Cl (!:::., ]})'~) x K C ( !:::., HfY') x HP. o problema 
de controle: 
min B o ( x ( ·) , v ( · ) , lo, t 1 ) : 
.1: (f ) -? ( t , x ( · ) , 7L ( • ) , t0 , f 1 ) , 
11 (t) E U , \f t E [f o, f J], 
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onde 
B i ( x ( ·), v ( ·), f o, t 1 ) 
Bi(x(· ), u(·), t0 , tJ) 
< O, i= 1, ... , m', 
O . I+ 1 , 1 = n1 , ... , rn, 
i=0,1, ... ,m. 
Aqui, KC(ll, IR") é o espaço da.<> flmçõcs contínua.<> por partes em l:l, 
ou seja, da..,; flmçõcs que apresentam um número finito de d0->continuidadcs 
de primeira espécie (nos pontos de descontinuidade, terá os limites finitos é\ 
direita e à esquerda), onde l:l é lilll intervalo finito dado; t0 , t 1 E ll: 
]Li : IR X lfr X mr --+ IR são funçoc>s de n + r + 1 variáveis; 7)·i : IR X lfr X 
IR X IR11 --+ IR são funções de 2n + 2 variáveis; ~ : IR X 1Ft' X IRr --+ lf1" 
é uma função vetorial de n +r+ 1 variáveis: U é um conjunto arbitrário 
tomado em lfr. 
Utilizaremos, neste contexto, a função de Lagrangc 
5.1.2 Condições de otirnalidade para problemas 
de controle 
Teorema 5.1.1 {Princípio do Máximo Local de Pontryagin) Supo-
nhanws qm ~ = (i(·), ú(· ), i 0 , i 1 ) seja o procc<;so ótimo do pr·oblona de 
controlr ótimo, dado acima, para o quallLi, i = O, 1, ... , m, sào funções C(m-
thwa.s com suas do'i1'(Uias pan~iais com respeito a :r: rzo cmzjunto V x U, 
owü V é urna certa vizinhança do cor~junto M = { (t, i(t)) : f E [i0 , i I]}: f 
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1/·;, i = O, 1, ... , m, são funções continuamente derivá1•eú; na vizinhança do 
ponto (i0 , i( t0 ) ,i1 , x( i I)) (condição de difcrcnciabi.lidade). Portanto, cxi.stcm 
multiplicadores de Lagmngc À= (.\o,À1 , ... ,Àm) cp(·) E A'C'1 ([i0 ,i1],1Rn*), 
qw w"io sào sinwltmlcamcHtc iguais a zero, c tais que, pam a funçào df 
Lagmnge L, sejam satisfeitas as condiçõrs: 
a) de estacionar-idade com respeito à x (Equação de EuLer): 
puru o loagnwguwo 
se. f somente Sf. 
p(t) = IL;r(t)- p(t)if?:r(t), Vt E [t0 , t 1], 
onde drfinirnnos 
m. 
IL(t,x,u) = LÀilLi(t,:r:,u): 
i-O 
b) df tmnsl'frsalidadc com nspcdo a ;r : 
rn 
pum { = f(t 0, .r0 , t 1 , .r1) = L À(l:";(to, :r0 , t1, :r:1) ., ou Sf.JrL. 
i -o 
p(io) f.r 0 , 
p(iJ) {TJ: 
1 lTsarcmos as notações ix(t) = Lx(t..T(t). ft:í·(t), il(t)): ;p(t) = ;p(t.:L·(t). il(t)): 
(,,. = c,. (to .. 'r(to ). t I• x( li))' etc. Lt,. será aYaliada no ponto ótimo. Por problema.•o; 
de estética. não usaremos circuuflcxo em lL. Entretanto está fácil de detectar uo texto 
quando isso acont <'CC. 
~.r{to) =.to e .1'(1 1) = .TJ. 
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c) d( otimalidadc com r·csptito a u, consistindo no Princípio do Mínimo 
sob a forma de Lagrange: 
min L(t, x(t), ftx(t), u) = L(t, x(t), -9!x(t), iJ(t)) se, c somente se. 
uEll 
~DJL(t,x,u)- p(t)~.P(t,x,u) = JL(t,x,il)- p(t)'P(t,x,il),V tE [to,td: 
ou no Princípio do Máximo sob a forma do Hami l toniano 'H (forma 
de Pontryagin): 
max H(t, x(t), u, p(t)) = 'H( t, x(t), iJ(t) ,p( t)), 
uEU 
onde II(t, x, u,p) = P'P(t, ;r:, u) -JL(t, ;r:, u) é a função de Pontrya-
gin: 
d) de cstacionaridadr com respeito a tk, pam k = O, 1 : 
Lt1. = O se, c somente se, 
rn rn 
(-1)k-+l L ÀilLi(iA-) +L À;(V~it~c + 0~i:r 1.ftx(iA-)) =O se. c somcntc se, 
ic=O ic=Ü 
cqzúvalcntcmrntt:, 
-lL(io) + ft 0 + i:r0 YJ(io) O, 
-lL(ii) +fi]+ Ê:rlt?(ii) 0: 
c) de nào rigidez complementar: 
À;B;(n =O, i= 1, ... , rn': 
À; 2:- O, i= O, 1, ... , rn'. 
Prova: A demonstração deste teorema pode ser encontrada em Alexcév 
[:3, 1987, p. 169 a 178], para problema.<> com estado final livre e tempo 
fixo. 'I'amhém podem ser encontrada..;; diferente; prova..;;, Ill&"> com a mesma 
lógi(:<l na exihiçào, utilizando outros espaço.., na forrnu.laç.ào do problema, 
salvo algumas considerações ahaixo citadas: 
• estados inicial e final fixos e tempo final livre, em Girsanov [22, capítulo 
13); 
• eoncliç.õe5 de fronteira: Bi(x(·),·u(·),t0 ,ti) = '!f';(x(t 1 ),t 1) =O, parai= 
1, ... , m, e tempo final livre, em Zeidler (40, p. 426 a 433]; 
• eondi<,-.()e;; de fronteira: 
Bi(x(-), u(·), to, t1) 
B i (:r ( · ) , ·u ( · ) , to, t 1 ) 
'li•;(x(to), t0 ) =O, i= 1, ... , m': 
'~1\(x(h), t 1 ) =O, i= m' + 1, ... , m, 
e tempo fmallivre, em loffe {26, p. 147 a 1G9]. • 
ObserV"dção 5.1.2 Apn,scntarnos o Princípio do Má:rirno Local de Pontr·ya-
gi1l. pam pmblcrnas com tcrnpo final li1'7'f, com uma aparência difcnntc 
daquela apnscntada na página 54, porque aparece com mais freqüência na 
li-
tcratum. Contudo, em cada condiçào do tconrna 5.1.1, página 71, fizemos a 
rclaçâ.o com a. função de Pontryagin e/ou a função p( ·) E KC1 ((tü,t1], D1m*), 
a qual apancc no Princípio dado na página 54-
5.2 Problema de aterrissagem moderada de 
um veículo espacial - problema de pouso 
brando 
Um veículo espacial deve realizar um pou.•;;o brando ( aterri'>.'>agem mode-
rru:la), isto é, chegar à superfície plana de corvos ~destes privados de at-
mosfera, por exemplo, a Lua, com velocidade vertical nula, mininlizando o 
consumo de combustível. 
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Observação 5.2.1 Em toda essa seção consideraremos a superfície da Lua, 
por isso usaremos também o termo alunagem. 
Estamos supondo que o veículo espacial realize uma trajetória retilínea 
perpendicular a superfície da Lua. Designemos por: 
• h( t) a altura do veículo acima da superfície da Lua no tempo t; 
• v(t) sua velocidade vertical no tempo t; 
• m(t) a massa do veículo no instante t. 
Então x(t) = (h(t), v(t), m(t)) descreve o estado do veículo como função 
do tempo. 
Suponhamos que durante a manobra de freagem, o veículo espacial esteja 
sob a ação da força de gravidade Fg(t) = -gm(t), onde o fator g é uma 
constante positiva (aceleração da gravidade) e sob a ação da força de impulso 
(força propulsora) F1(t) = k u(t), onde k é uma constante positiva (aceleração 
de impulso) e u(t) é a força oposta a velocidade de consumo do combustível: 
u(t) = -m(t). Assumamos finalmente que a função u satisfaz a restrição 
O:::; u:::; U, Vt ;::: O (observe a figura 5.1). 
Trajetória de +! 
descida do veículo i r----+---, 
Veículo+ 
Força de 
I I N K. i propu sao =- m 
i 
i Su erfície da lua 
Figura5.1: Forças atuando sobre o veículo 
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A partir disso, o mecanismo de vôo será de;crito, de acordo c-<>m a 2-ª Lei 
de Newton, pelas equações 
mi; = ku - gm, } 
m = -u, o :S u :S u. (5.1) 
Asstm1amos que o pom;o se inicia no tempo t0 = O e o estado inicial é 
dado por 
x(O) = (h{), Vo, m1l), 
onde h{) = h(O) > O; v0 = v(O); m0 = m(O) é a ma.-;sa de combustível 
disponível, 1\fd, mais a ma.c,;sa do veículo sem combustível, "Uv, no in-;tantc 
inicial. 
Podemos portanto, juntamente com (5.1), descrever o comportamento 
dinâmico do veículo atrav('S das seguintes equações de mmimento: 
~:: ~~- g; l 
:(o)=(~{), vo, mo). 
(5.2) 
Se t1 = T é o momento final da manobra de freagem, então para que a 
ahmagem se efetue com suavidade (brandura) deve-se ctrmprir 
h(T) = v(T) =O (5.3) 
Porque T > O, dizemos que a função u : [0, T] ------+ U = [0, U] é um 
controle admissível, seu E KC([O,T),Di) e se a solução x(u,t) de (f>.2), 
a.•.;sociada a u, é defmida em [0, T] e satisfaz (5.3), ou melhor dizendo, 
h(u, T) = v(u, T) = O. 
Supondo que A é o conjtmto de controk':-l admissíveis e considerando que 
a ma.-;sa 1\f do combustível consumido é igual à diferenç.a entre a massa 
inicial e a ma..-,;sa final, então o problema pode ser expre&"lado como o seguinte 
programa matemático (PM): 
min {l\1 (u, T): u E A}. (5.4) 
Observemos que: 
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• O tempo n<X~O'>sário para o pom;;o brando não é fixo; 
• A., condições finais h(T) = ·u(T) = O deveriam ser completadas pelas 
restrições 
h(t) ~ O, Vt E [O, T]; } 
m(t) ~ Aft., Vt E [0, T], ( 5.f)) 
onde Aft. é a massa do veículo sem combm>tível. Entretanto, veremos 
que é possível resolver o problema sem levar em conta, de maneira 
explícita, as restrições (5.5). 
A seg1IÍr, colocamos o problema (PM) como um problema de controle 
ótimo (PC). 
( 1) Formalização do problema: 
PC : min m0 - m (T) 
mo?_m?_l!T 
s.a 
h= v: } 
i·= k!!:._- g: 
m , 
rh = -u; 
(5.6) 
:r(O) (h0 , Vo, mo): 
h(T) 1•(T) = 0: 
v(t) E U = [OJT], V t E [0, T]. 
Aplicaremos âgora o Princípio do Máximo (página 71): 
Seja 11 E KC([O, T], IR) um controle ótimo para o problema (PC) e ;r:(t) 
n. trajetória ótima associadn. a v(t). De acordo com n.qucle Princípio, devem 
existir uma função p : [O, T] ----+ /R3 e um vetor À = ( Ào, JL 1 , 112 ) com Ào ~ O, 
tais que a.-; condi<,x)cs (a), (b), (c), (d), (e) e (f) esp<X:ilicada.'"> abaixo, no item 
(2), sejam satisfeita.'">. 
Observação 5.2.2 Não estamos considerando a condição de contorno em 
t = O, pois não contribuirá para a nsolução. As funçõGs sào consideradas 
smncntc para par·âmctr-os variáveis c por isso À E JR3 . E pam cscr·c1•cnnos a 
.funçào de Lagmngc L., iremos Jazo· uma analogia com o pr·oblcrna gcml de 
contmh descrito rza seção anterior: 
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B0(x(· ), u(· ), T) = 'lj10 (x(T)) = 1n0 - rn(T); 
i:= (i1, 1\ 1hf; 
'P = (1',k;-;- g,-uf; 
]Li = o' i = o' 1' 2. 
'th 1 (;r:(T)) = h(T); 
'li'2(x(T)) = 11(1'). 
A func:.:âo de Lagrange será escrita como 
.C(x(·),v(·), T:p(·), .X)= J: p(t)(;r- tp)dt + 2::~= 1 .X(li·i(T,:r(T)) 
= Ào (mo- m(T)) + J:[pl(h- i')+ P2(i'- :~ + g) + p3(in + u)]dt 
+p 1 h(T) + p 21l(T), 
onde o Lagrangeano é dado por 
L(x, 'll, t,p) = p(t)(i:- <p) = P1 (h.- 11) + P2(i'- ~L+ g) + p3(m + u). 
(2) Condições necessárias: 
a) cquaçào de Euler: 
Logo, 
P·T = -pT,., 't':r· 
. O · O · ku O 
-pl = , -p2 - P1 = e - P3 + P2 171 2 = : 
b) tmn.'>1'Crsalidadc com nspcito à :r : 
p(T) -ÀoV'o:r(T)(T)- fliV'I:r(T)(T)- J12V'2x(T)(T) 





c) otimalidadc com respeito a u : 
-JI'2, 
-Ào; 
mincEII L(x, c, t,p) = max,Eu H(x, c, t,p) = 
(.5.7) 
maxcEU z7 (t ).p(t, x, c) = maxcEII (p1 (t )1' + P2(t) ~(,~) - pz(t )g- P3 (t )c] = 
maxcEII [p.l(t)~-(t)- p3(t)c] = P2(t);:~)- p3(i)u. 
A'-isiln, 
max H(x, c, t,p) = p2 (t) k<~·> - p3 (t)u, Vt E [0, T]. (5.8) 
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d) estacionar-idadE com rEspEito a T : 
Para f= f(x(T)) = ÀoV'o(x(T))- J.L 1 1/• 1 (x(T))- J.L2 1/>2 (x(T) ), temos f r = O 
e portanto, -[y- f x(T)-tJ(T) =O se, e somente se, 
O ->.0 (0,0,-1)(Íl(T)J•(T),ú?(T)f-
-p 1 (1, O, O)(Í1(T), 1"•(T), ú1(T)f-
-p2(0, 1, O)(h(T), i•(T), TÍI.(T)f. 
(!l.9) 
se, e so1nente se, 
\ (J') (r'') ( ku(t) ) Ü /\Qll . - P2 1 m(t) - g = · 
c) não rigidez complementar: 
Como não temos restrições de desigualdades, essa condição não existe. 
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f) n à o n cgaíividadc: 
Ào ~O. 
(3) Controles admissíveis: 
Resulta do ítem a) que 
P1 (t) = z = de } 
P2(t.) = -;:;t + q; q = cte. (5.10) 
Fazendo 
w(t) = -p3 (t.)- k~gj, (5.11) 
obtemos w(t) = -:h(t)- r)(t) [-p2 (t) rn(t)- p 2 (t)T11(t)]. Agora de (a), (.5.10) 
e (5.2) teremos 
w(t)=- k(z)" 
rn t (.5.12) 
Na condição (5.9), de estacionaridade com respeito a T, use (5.7) e (5.11). 
Então 
Logo, 
P3(T)u(T) - kP2 ;::~;~T) + 9P2(T) =O <=? 
[P3(T)- k~,~g~] v(T) + gp2(T) =O<=? 
-w(T)11(T) + gp2 (T) =O. 
w(T)u(T) = gp2(T). 
Agora, ohtemoR pela otimalidade (5.8) com respeito a u, considerando 
w(t)u linear em [0, U], a seguinte solução para o controle: 
{ 
O. se w(t) < 0: 
v = ri. 
. se w(t) > O. 
Se z =O, de (5.12) vem que 
k·O 




Neste caso, se Wo = O, então em (5.10) p2 (t.) = q e de (5.13), p-2(T) = 
w(T)u(T) 
--- = q. Mas w(T) = wo = O::::} P2(T) = O = q. Logo, p-2 (t) =O, V t. g 
De onde P2(T) = -112 =O. Também p1 (t) =;;=O= p1 (T) = -p1 =O. Visto kv 
que -p3+p2-2 =O, então -p3 =O. Por conseguinte, p3 (t) =de. Da equação m 
(5.7), Pa(t) = P3(T) = Ào. Entretanto O = w0 = w(t) = -p3(t) = -Ào, ou 
seja, Ào = O. Deste modo provamos que todos os multiplicadores de Lagrange 
são nulos. Portanto, se;; =O, então w0 -=/:- O. Por esta razão, em (5.14), 
{ 
u(t) = O 
ou 
u(t) = U. 
No entanto, se;; -=/:- O, concluímos que a frmçâo w é estritamente monótona. 
Porque pode existir algum tE [0, T] tal que w(t) = O, teremos uma única 
mudan<,:a do valor de u. Podemos expressar isso da seguinte forma: 
u.(t) = { U, em [O,f]; (5.15) O, em [ [, T], 
ou 
u(t) = { O, em [ O,f]: U, em [ [, T ] . 
Agora por (5.6) e (5.15), para t E [f, T] o veículo estaria em queda livre. 
Assim, quando o veículo atinge a superfície da Lua, sua velocidade é dife-
rente de zero, portanto um pom;o brando é impos..sível. A.<>.c.;im, o vcíeulo se 
desloca utilizando u(t) = U durante todo o pouso, ou muda de u(t) =O para 
v (i) = U mun certo instante t E [0, T]. 
( 4) Solução: 
Definamos por T o instante de mudança do V"d.lor de u; as-;mnamos que 
u(t) = 0, Vt E [0, T[ e u(t) = U, Vt E [T, T]. 
Agora busqucmoo o lugar geométrico dos pontos (h, r)= (h(T), 1'(T)) para 
o.<> quais se verifica: 
h(T) = ·t•(T) = O. 
Com>Ídercma-> o intervalo [0, T[, onde u(t) = O. Então o deslocamento 






·o + 1•ot - 9?> 
vo- gt; 
(Re;olvemos o sistema (5.6) com v = 0). 
Isolemos t em (5.17) e substituamo..'> em (5.16): 




h= ho + Vo v-vo - !l v-t•o :=:;,.h= ho- 1'oi! +~-L+ 2;'ro - ~. Por - ( ) ( ) 2 - -2 2 -2 
-y 2 -y y g 2y 2y 2y 
conseguinte, 
- 1 -2 1 -2 ( ) h= --·u + -·u +h{). 5.18 2g 2g o 
Des.c.;a forma, a trajetória (fr(t), i•(t.)), t E (0, T] é em conseqüência uma 
parábola, chamada parábola de queda livre. 
Por outro lado, quando u(t) = U, Vt E (T, T], o de;locamento do veículo 
é definido pelas cqnaçõe> (5.6), com h(T) =h., v(T) =v, m(T) = 11J.o. 
Determinemos a solução f1mção de estado do veículo: 
Úl.(t) = -u :=:;,.I: m(r) dr =-I: u dr :=:;,. m(t)- m(T) = -U(t- T) :=:;,. 
rn(t) = n1.0 - U(t- T). (5.19) 
ú(t) = kml(t) -g :=:;.. J:ú(r)dr = J:kml(r)d7·-gJ:dr :=:;.. 1•(t) -1'(T) = 
-k ln[:,ti~~] - g(t- T). Logo, 
1' (t) = v - g (f - T) - k ln [ 1 - ~o (t - T)]. (5.20) 
i1(t) = l'(t) = T·- g(t- T)- k ln [ 1- 1~~. (I- T)] de ond(· seglie que, 
h(t) =h+ v(t- T)- ~2q(l- T) 2 - k f' ln [1 + llT - Ur] dr. Sabendo que 
T rno rno 
f 1 I- ()y lnh- ()y] dy = -fj(l- (3y) lnh- ()y] + (3 +etc, 
teremos: 
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JTt In 1 + UT - l!r m.o m.o dr = - !I!cp- [mw+ UT - !!.!_] In [mo+ r·r - !!.!_] + [; m.o m.o mo rno 
+ !!:.U lJ mo m-o V mo mo m-o m-o mo-tllT _ !!.!_ + !I!cp- [mo+lh _ Ur] ln [mo+l!r _ Ur] _ 
rnc;,!
0
1: T - ~: = [- rz.o + ( [. - T) J In [ 1 - ,;:
0 
(t - T)] - ( t - T) . _ rno u 
Assim, 
h(t) - g 2 h+v(t- T)- -(t.- T) +k(t- T) + 
2 
+- 1- -(f- T) ln 1- -(f- T) . kmo [ [1 l [ U l 
U mo mo 
(5.21) 
Suponhamos que o tempo durante o qual se U"la o impulso máximo seja 
s, ou seja, 8 = T- T. Portanto em (5.19), (5.20) e (5.21) jlmtamente com 
(5.3) obtemos: m(T) = m{)- U s; 1•(T) =v- gs- k ln [ 1 - ~:>] . De onde 
f = gs + k ln [1 - !!_s] : 
1n0 
(5.22) 
na se<1üência h(T) = h+vs-ils2+ks+ kn;o [1- Jj__s] ln [1- Jj__s] . Portanto 
' 2 V rno mo ' 
- _ g 2 kmo [ u ] [ u ] h = -·us + 28 - ks - v 1 - rno s ln 1 - m{) s . (5.23) 
As equaçõe> (5.2:3) e (5.22) nos indicam a altura e a velocidade iniciais, para 
a."l quais é possível realizar um pou"ll brando, U"lando a fon,:a máxima de freio 
durante o tempo s. 
I> 1 I · li l · l' Tno I ' ara que o pro:> ema seJa rea .st.a, ( eVL'-Se curnpnr: ; > -g. st.o e, a 
k 
força má.xirna de freio (força de propul<>ào) deve superar a força da gravidade 
inicial. Devido a (5.5), ·~n(T) .::=:: M, .. e se .suplL<>ermos que todo comhu.stívcl 
(~consumido no tempo T, tercmo.c;; JHt. = AJ,. + "Hd- Us. Portanto, o maior 
tempo durante o qual se pode frear com força máxima e pom;ar brandmncnte 
, .- Md 
c dado por T = [!· 
Seja r = { (h(s), t•(8)): Os 8 s T = "//}. Verificamos para os pontos 
(h(s), 1•(8)) E r o seguinte: 
Se o estado do veículo é (h(s), 1•( s), m 0), então lL'illndo a força máxima de 
freio, o veículo pousa brandamete depois do tempo s. Denominaremos r por 
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ctrrv-d conintadora. Esta terminologia nos lembra o fato de fazermos mna 
mudança no vdlor do controle c acarretarmos mna mudança na curva plana 
que dfficrcve o estado do veículo. 
Podemos eliminar o parâmetros das equações (5.22) e (5.23), e obtermos 
uma cunra e (li' fi) c r. Desta forma, dado ( ~' Vo) e considerando que a 
trajetória (h.(t),ií(t)) intercepta r no ponto (h.(r),D(r)) = (h(s),v(s)) = 
(h., fi), obtemos o tempo T definido como a primeira raiz positiva da equação 
8 ( ho + 1 'o T - g 72
2 
, uo - gr) = O. (5.2·1) 
Podemos dar portanto, a scgl.Ünte ra30luçÂo: 
Durante o tempo T deixamos o veículo se deslocar em queda-livre, em 
seguida propomos uma força de freio máxima. Se para (ho, l'o) fixo, a equação 




Pretendemos, neste momento, fazer alguns comentários a respeito de su-
posições feita.'3 sobre &'3 hipóteses do teorema de Lyu.<;ternik. Deixamo-las 
para o final, porque foram motivos para novos nunos tomados n<.,>sta árP.n 
de otimização, mediante o formalismo até aqui di'3Cutido. Ainda mais, essas 
considerações, que faremos em algmnas hipóteses do teorema de LylL'3ter-
nik, são no momento nova<; perspectivd.s para o surgimento de condições de 
extremais. 
Observemos que o teorema de Dubovitskii-!\filyutin pode ser satisfeito 
para problemas de otimizaç:ào com restrições arbitrárias de igualdade em 
Qn 1 1· Se Qn-t 1 é dado por {y E Y : IF(y) =O}, onde lF é um operador do 
espaço de Banach Y no <.,>spaço de Banach Z, então o cone tangente a'isoci-
ado a Q,i-f 1 pode ser determinado usando o teorema de L~'1L'3ternik (página 
:n). Contudo, este teorema requer a regularidade do operador lF em pontos 
candidatos a serem ponto de ótiino, pois, caso contrário, ne..;;tes pontos fi o 
multiplicador Ào a•;sociaclo à fmiç:ào objetivo, pode ser nulo e a"lsim iinpossi-
hilitar a ligação da função a ser otimi?.nda com a.<; restrições do problema. E 
neste caso dizemos que a equação de Euler-Lagrange é degenerada. 
Devido a isto, Avakov [4, 1985), tendo essa visão analítico-funcional para 
problemas com restrições de igualdade, generaliza o teorema de Lyu...,ternik 
sobre a hipótese de duos ver..0es Fréchet diferenciabilidade do operador não 
regular IF. No que se refere aos problemas de otimização não regulares citamos 
o trabalho de Silva [37] que ilustra de maneira didática essa questão. 
Todavia noH n~tam pergunta..., referentes às hipóteses de Lyusternik, cu-
jas n>:->postas ainda não sabemos. Quem sahe o leitor, que após ler no&'><> 
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trabalho, interes.'iOu-se no assunto corrente, poderá contribuir com soluçôes 
para as questões abaixo explicitadas: 
• Se ImlF'(:í/) = Z e lF não é e;tritamente diferencié\vel em y, será que 
ainda se pode caracterizar o cone tangente? 
• Se Im lF' (Y) :/:- Z e lF não é estritamente diferenciável em fj, como se 
pode tipificar o cone tangente? 
Além disso, se IF' (f;) não é nn1 cpimorfi-,mo, também não se sabe sobre a 
veracidade da caracterização do cone tangente: T.yQn+l = KerlF'(y). Entre-
tanto, nada imp~liu (ou impooe) o uso de outros métodos para c.alcular o 
cone tangente, por causa da definição outrora especificada, a qual indepcnde 
do operador lF. 
A seguir citaremos alg1ms dos diversos trabalhos desenvolvidos no campo 
da otimização, que eventualmente servirão para o leitor tanto a título de 
curiosidade quanto de pesquisa, visto que uns se utilizam dos argnnientos 
matemáticos os quais u.;;amos e outros abordam os problemas extremais dife-
rentemente a forma aqui exibida. De repente, com as idéias formalizadas 
neste trabalho, poder-se-á fazer outra análi.;;e dos remltados inerentes em 
cada wn deles. 
('_,omecemos por mencionar o artigo de Ledzewicz [30], que trata da ex-
tensão do Princípio do :Máximo Local para problema.'> de controle ótimo com 
tempo fDco, cow'>iderados no caso anormal, ou seja, problemas cujo clássico 
Princípio do Máximo de Pontryagin tem a forma degenerada, a qual inde-
pende do funcional a ser minimizado. Ledzewicz utilizou uma extensão do 
método de Dubovitskii-Milyutin para o caso nno regular, decorrente da ge-
neralizaç:ào por A vakov do teorema de Lyusternik. É interessante também o 
artigo de Avakov [5, 1988] dentro deste cont.e:x.i.o. 
Sobre problema.'> de controle nos referimo..;;, além de [30] e [5, 1988], aos 
livros de Barnett [G], Shinners [:3G] c o clássico de Pontryagin (:.H]. 
No que se refere aos problemas de otimi7_,aç_âo que não são de con-
trole, cabe-nos apr<~entar algtms dos r<.,-sultados recentemente publicados por 
Brandão {11, 1996] e (12, 1997]. O primeiro trabalho trata de condições 
necessárias c suficientes de otimalidade para problema.'> de programação não-
linear com tempo contínuo, usando suhdiferenciahilidadc de análise eon-
·vexa; o segundo é constituído por eondições n~:essária.c.; e suficientes do tipo 
8() 
Karush-Tucker para programação não-suave nm.lti-ohjctiva, onde é a.'i.'>lllni-
do que as funções são somente Lipschitz e invexas. Já na dissertação de 
mestrado de Primo [24] encontram-se condições necessárias e suficientes de 
otimalidade para problema."> de prog,Tarnaçâo matemática em dimem;ào finita 
e infmita, utilizando teoremas de alternativa do tipo Gordan, tanto para o 
<:as<> finito quanto para o <:aso infinito dimensional, obtendo-se teorema.'l de 
Fritz-John e Kantc.;h-Kuhn-Tucker para ambos os casos. Temos como outra 
referência a abordagem feita por Mateus [32] para problemas de programação 
não-linear. 
No contexto de algoritmos para problemas de programação line.-ar ou não-
linear e problemas de controle, indicarnos, respectivamente, :t\1artínez [:H] 
c Craven [16]. Juntamente lembrarnos a pesquisa de Adami [1], na qual 
encontram-se ferramenta.'> numérica.c.; para a detenninaçâo do controle ótimo 
utilizando o algoritmo BOX de programação não-linear. 
A 1úvel de exemplificação, sugerimos ao leitor o livro de Cravcn [16], 
no qual COIL''ltam-se aplicaçi>eH do Princípio do 1\láximo a outros problema.-; 
concretos, como por exemplo, controle de uma epidem.ia. 
No âmbito da história da matemática fizemos nos rodapés apenas mna 
breve citação biográfica de alguns matemáticos, no entanto na bibliografia 
constam-se os livros [9], [27] e [29] que são de agradável leitura para quem 
se interffi.sar. Agora, indicamos Dieudonne (18] por se tratar da história da 
análise funcional. 
Sem mais a acrescentar, acredito que o leitor dar-me-á a honra de saher 
que, pelo menos via uma rápida leitura desta dissertação, também se encan-
tara com a elegância da prova do Princípio do 1\láximo Local de Pontryagin, 
em virtude da estrutura matemática intrínseca a Dubovitskii e :t\Iilyutin, ou 
ainda, com os ramoo da matemática através dos quai<> nos referimos como 
instrumento de trabalho e os quais deram-lhe o desejo de enveredar neles. 
Termino compartilhando a alegria que há em meu coração por 1'Cnrer rnai8 
esta etapa em minha vida, por rausa da Sabedoria c Misericórdia recebidas 
d( /)( us ... 
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