Traditionally, a large number of dedicated media servers have been deployed to serve a large population of viewers for a single streaming event. However, maintaining media servers is not only costly but also usually requires over-provisioning due to the difficulty of predicting the peak size of an audience. Peer-to-Peer (P2P) streaming is a new approach to overcome these difficulties inherent in server-based streaming. We have developed the Stanford Peer-to-Peer Multicast (SPPM) protocol for live multicast streaming. SPPM constructs multiple multicast trees to push media streams to the population of peers, thereby achieving low end-to-end transmission delay. The degradation of video quality due to peer churn and packet loss in the network is reduced by video-aware packet scheduling and retransmission.
INTRODUCTION
Recently, live multicast of social events on the Internet has gained much popularity. Unlike regular TV programs, social events including live concerts, presidential debates, and technical conferences, tend to take place intermittently, and yet attract a large population of users in single gatherings. Traditionally, a large number of dedicated media servers have been deployed to serve such big flash crowds. However, maintaining media servers for one-time events is not only expensive but also often requires over-provisioning to lower the number of rejected user requests. Peer-to-Peer (P2P) streaming has received much attention as a promising and cost-effective solution for live multicast [1] [2] [3] . P2P systems improve their own streaming capacity by harnessing the uplink bandwidths of participating peers. This can reduce or eliminate the needs for media servers.
We developed the Stanford Peer-to-Peer Multicast (SPPM) [4] [5] [6] [7] [8] protocol as a robust and low-latency P2P streaming system. SPPM constructs multiple multicast trees to push media streams to the population of peers, thereby achieving low endto-end transmission delay. The degradation of video quality due to peer churn and packet loss in the network is reduced by video-aware packet scheduling and retransmission. In this paper, we present our experiences with deploying a commercial variant of SPPM for the ESWC, a large-scale streaming event 1 . To offer users a quality video, SPPM was enhanced by Dyyno Inc. [10] with a hybrid P2P concept of deploying super nodes. During this event, about 33,580 viewers from 93 countries watched the live multicast. We collected the empirical data including user behavior, user characteristics, and the session logs for evaluating system performance. The remainder of the paper is organized as follows. Section 2 describes the original SPPM protocol. Section 3.1 provides an overview of the system used in the experiments. In Section 3.2, we describe the experiments and methods for data collection. In Section 4, the analysis of the experimental results is presented.
STANFORD PEER-TO-PEER MULTICAST
The SPPM protocol organizes peers in an overlay of multicast trees. Every multicast tree is rooted at the video source. The source packetizes the video stream and distributes video packets to each multicast tree in a round robin manner. Peers subscribe to all multicast trees in order to receive the video stream contiguously. 
Overlay construction
The overlay is incrementally constructed as new peers join the system asynchronously. A newly joining peer first contacts the video source. The video source replies with session information, such as the number of multicast trees and the video bitrate. It also sends a list of parent candidates that are randomly chosen among peers already connected to the system. When the new peer probes the parent candidates, they report their current status including available bandwidth and depth in the multicast trees. The new peer then selects the best parent candidate for each tree in such a way that the height of each multicast tree is minimized. Once the selected parents accept the connection request from the new peer, data connections are established between the parents and the peer.
Overlay management
After data transmission starts, each child peer periodically sends Hello messages to their parents. When a peer leaves the system ungracefully, its parents detect it from the lack of consecutive Hello messages and stop forwarding video to the child. The children of the departing peer (their parent) detect it from the lack of video packets as well as the lack of response to their Hello messages. Each disconnected child then initiates a recovery procedure to connect to a different peer in the tree. For missing packets due to network congestion or parent failure, retransmission requests are made according to the packets' predicted impact on video playback [7] . When a peer generates a retransmission request, it sends the request to one of its parents which it randomly chooses.
EXPERIMENTS
3.1. System configuration Fig. 1 illustrates an overview of the live streaming system deployed on the Internet. For video delivery, the system employs a variant of SPPM, which is enhanced for commercial grade streaming service. The system consists of a real-time video encoder, a session manager, a retransmission server, and a population of peers. Peers comprise super nodes and a group of users. Super nodes are special servers that can provide additional relaying capacity to the system. From the SPPM protocol's point of view, they act as normal peers with high uplink bandwidth, which are willing to relay video to other peers. The session manager constantly monitors the status of a session, including the aggregate of the uplink bandwidths. When the aggregate bandwidth is not sufficient to support an entire peer population, the super nodes provide their uplink bandwidths to the system. The bandwidth provided by super nodes can be written as NR − αU , where NR is the required bandwidth (N : total number of peers, R: video bitrate), and U is the aggregate of the uplink bandwidths of the session manager and the users. α ∈ (0, 1) is a system parameter for compensating for the inaccuracy of the uplink bandwidth measurement and the limited peer-topeer connectivity due to NAT and firewall. Addition or termination of super nodes during a session does not affect the system operation because the protocol is designed to tolerate unpredictable peer behavior. Adding servers to a P2P system is a popular solution to quality video streaming, also found in other P2P systems [11] [12] [13] [14] . During a live session, a video signal is encoded in real To serve missing or late packets, a retransmission server is placed in each session. Each peer closely checks the timestamps of received video packets and generates retransmission requests if it detects missing packets that are shortly due for playout. In the original design of SPPM, retransmissions were handled only locally among adjacent peers in the overlay. Retransmission servers complement the local retransmission by providing reliable retransmissions of video packets that are close to their playout deadline. Video-aware packet prioritization and retransmission algorithm are performed as in the original SPPM.
In our system, users join the system using their personal computers. An SPPM client is installed as a web browser plug-in when a user visits a well-known web portal (a socalled rendezvous point). All users watch the same video scene simultaneously 2 . To provide high interactivity to the users, the maximum end-to-end transmission latency is on the order of few seconds (less than 5 seconds).
System robustness can be assured by adding redundancy to the system. In our system, this redundancy is achieved by setting up a number of identical sessions. Each session is assigned a session manager and a retransmission server, and serves the identical content.
Data collection
We collected data from the ESWC 2008, held in San Jose, California, USA, from the 25th to the 27th of August [9] . The event was a world-wide PC game tournament hosted annually by ESWC. It was broadcast live using the system described in Section 3.1. A variety of online PC game matches were broadcast for 5 to 12 hours every day. Each match lasted around 30 minutes to 1 hour. The video was encoded using H.264/AVC at 10 frames per second with an intraframe period of 20 frames. To avoid additional encoding latency, B frames were not employed. The spatial resolution was 640 by 480 pixels. No protection, such as FEC, was added to the bitstream. Instead, robustness to packet loss and/or peer churn was provided by retransmission. A mono channel of the audio was sampled at 44.1 kHz, 16 bits/sample and compressed using AAC. The total bitrate was approximately 600 kbps (the video accounted for 560 kbps and the audio for 40 kbps). The VLC player [15] was used for video playback at each peer. In the VLC player, when packets were late or missing, the last correctly decoded frame was displayed until the next I frame arrived. Most of the video scenes were computer-generated, fast-moving 3D graphics. In general, the visual quality was acceptable when the packet loss ratio (PLR) 3 was less than 2%.
Peers reported basic statistics, such as PLR and connection duration to the session manager at regular intervals. Retransmitted packets were considered to be received on time as long as they arrived before their deadline. We collected peer reports and the general session information generated by the session managers, including the size of the peer population, session length, and the average PLR.
ANALYSIS
We analyze the data obtained from ESWC 2008 below. Individual statistics for each day are presented since averaging across sessions might not highlight peculiarities of each session. Fig. 2 shows the number of concurrent users who watched the event each day. The peaks in the graphs were usually followed by a sudden drop due to the simultaneous departure of users who, most likely, had finished watching the matches they were interested in. On Day 2, there was a brief system outage around Hour 9. Around this time, the number of connected users dropped to nearly 0. After the system became available shortly, about half of the disconnected users rejoined the system immediately in the next few minutes.
The user join rates are displayed in Fig. 3 . The join rate at each moment was obtained by averaging over a 5-minutelong sliding window. There were intermittent high join rates during the event, particularly near the beginning point of new matches. The join rate oscillated around the day average join rate as opposed to exhibiting a monotonous increase or decrease over time (see Fig.3 ). Except at some moments of the event at which people showed up as a flash crowd, the join rate remained relatively stable throughout the event. Table 1 shows the average join rate on each day of the event.
Date
User Table 1 . Average number of users arriving at the system per minute.
The distribution of peer uplink bandwidth is shown in Fig. 4 . More than half of the users contributed less than 600 kbps of uplink bandwidth, where 600 kbps was the total streaming bitrate. Since each multicast tree delivered a fraction of the stream, peers with uplink bandwidth lower than the total bitrate were still able to contribute to the aggregate system capacity. The average uplink bandwidth was 1647 kbps, much higher than the video bitrate contributed by high-profile peers. As other researchers have pointed out [12] , an effective treatment of high-profile peers is critical in improving the relaying capacity of the system. Next, we study the accessibility of peers, which affects peer-to-peer connectivity in a practical P2P system. When an SPPM client joined the system, it discovered the existence of a NAT (or a firewall), and the type of NAT by running a variant of the STUN algorithm [16] . We classified peers according to four different NAT-type categories -full cone, restricted IP, restricted port, and symmetric NAT -and according to two non-NAT type categories, static IP and static IP firewall. Fig. 5 depicts the distribution of the NAT type of peers. We observed no distinct difference across the days, indicating that there is a weak stationarity in the distribution of peer NAT types. The majority of peers turned out to be restricted-port NAT type, accounting for half of the peer population. In Fig. 6 , the peer contributions of uplink bandwidth are depicted according to their NAT type. It shows that the contribution ratio from peers without NAT is higher than the ratio of the number of corresponding peers to the population. A plausible explanation is that a large number of peers without NAT are part of a high-bandwidth network, such as a university campus or research institution.
NATs usually block connection attempts from outside the network. Peers with static IP addresses, yet behind a firewall, are not visible to the outside unless they first initiate communication with other peers. Peers with full-cone NAT are accessible from outside once their public address assigned at the NAT device is known. Peers with static IP and peers with full-cone NAT are most easily accessible in a P2P system. Peers with restricted-IP NAT accept traffic only from the network addresses (regardless of transport layer port number) with which they have initiated communication. Thus, both peers with restricted-IP NAT and peers with static IP, yet behind firewalls become accessible to external peers only if they first initiate communication with them. Peers with restrictedport NAT only accept external traffic with a network address and a transport layer port number with which they have initiated communication. Peers with symmetric NAT are assigned a different pair of address and port for each connection they establish with external computers. Peers in this NAT category have the most limited accessibility. These limitations in peer-to-peer connectivity due to NATs and firewalls can pose a serious difficulty in overlay construction [17] . With external assistance, such as UDP hole punching [18] , peer-topeer connectivity can be substantially improved, thus increasing the aggregate uplink capacity of a P2P system. Table 2 lists peer-to-peer connectivity between different NAT types of peers with the help of the UDP hole punching technique.
To see the impact of external assistance on peer-to-peer connectivity, we consider the following three contribution scenarios:
• Conservative contribution: average uplink bandwidth contributed by a peer when no external assistance is provided. Only static IP and full-cone NAT peers can contribute their bandwidth without external assistance.
• Assisted contribution: average uplink bandwidth contributed by a peer if external assistance is employed. Besides static IP and full-cone NAT peers, peers behind the other types of NATs or firewalls can contribute their bandwidth by employing UDP hole punching [18] . However, the hole punching technique fails to provide connectivity between some pairs of NAT types, as marked in Table 2 .
• Full contribution: average uplink bandwidth con- tributed by a peer in case of no restriction in peerto-peer connectivity. It provides the upper bound of peer contribution.
These peer contributions are expressed in (1) and the notations are listed in Table 3 . Table 3 . Symbols used in (1) Fig. 7 illustrates the average uplink bandwidth over time according to the different contribution scenarios. Overall, the assisted contribution was nearly 85% of the full contribution. This observation clearly emphasizes the benefit of external assistance in improving peer-to-peer connectivity. On Day 1 and 2, the fluctuation of the average uplink bandwidth was significant during the event. The high fluctuation and the uncertainty in peer contribution often results in a P2P system being forced to serve users with a less than ideal video quality. If the system is required to serve a consistently high quality of video, additional relaying capacity must be provided by dedicated relay servers, such as super nodes. Fig. 8 graphs the probability mass function of the user connection durations. About half of the users left the system within five minutes after they joined. In Fig. 9 , the data and the two model distributions are plotted together. The exponential distribution is popular in simulations and the mathematical analysis of P2P system performance due to its simplicity and special properties, such as memorylessness. In addition, we chose the Zipf distribution, known for its long tail 4 . The two model distributions were fitted to minimize the squared errors between the model and the empirical data. In  Fig. 8 , the fitted exponential distribution model had a mean of 8.0 minutes, which was much smaller than the actual average of 27.1 minutes. The fitted Zipf distribution had a parameter of s = 1.59, which is expressed as
where X takes on the medium value of each 5-minute-long interval. As pointed out in prior work [11, 12] , the user connection duration follows the Zipf distribution closely. Another implication of the Zipf distribution model is the correlation between user connection duration and lifetime. We considered the conditional probability that a peer may leave the system during the next 30 minutes 5 given that the peer has been present in the system for t minutes. Fig. 10 illustrates the conditional probability in (3) for the data and two models.
where T denotes a peer's connection duration and both T and t are in minutes. The memoryless property of the exponential distribution implies that a peer's departure probability during the next 30 minutes is 97%, regardless of its connection duration. However, the data show the actual departure probability was much lower than 97% and invalidate the memoryless property with a monotonous decrease over time. The Zipf distribution model shows a similar trend as the data. However, the Zipf model proved to predict a lower peer departure rate than the data. The lesson we learned from the correlation between connection time and lifetime can be reflected in the construction of overlays; since peers who have recently joined the system have a high departure probability, young peers should not be promoted toward the tree root too early. When peers look for parents, they may prefer as parents peers who have been in the system longer.
In Fig. 11 , we presented the geographical distribution of users 6 . All connections were counted separately based on their IP address and port combination; if the same user connected to the system several times on a day, then these connections were counted separately. Users from 93 countries participated in the event online. The distribution of user's geographic location reflects the Pareto principle (the 80/20 rule) that 84.7% of the users come from 20% of the countries (18 countries). The fact that the majority of users are located closely to each other show that P2P system designers should take user proximity into consideration in designing a P2P system [20] . 6 "the Country WhoIS DB" (July 10, 2008 release) available from TamoSoft [19] was used to map an IP address to its geographical location. 12 shows the packet loss ratio (PLR) distribution according to the user's geographic locations. From the 93 countries, we selected 35 countries in which more than 100 users watched the event. We grouped the 35 countries according to their continents. The individual continent PDFs showed similar patterns, with a peak occurring near 0.5% PLR. This result implies that peers' physical locations are not highly correlated with streaming quality. Fig. 13 displays the PLR against user uplink bandwidth. This indicates that no strong correlation exists between user uplink bandwidth and PLR. Since the system treats peers equally regardless of their net contribution to the system, peers experience the same quality of video as long as their downlink bandwidth is higher than the video bitrate.
Fig. 14 depicts the PLR evolution over time. The threeday average PLR was 1.34%. Some peaks occurred intermittently, possibly due to the transient rearrangement of the overlay structure. This indicates that retransmission servers can fail to serve retransmission requests in a timely manner. On Day 2, around Hour 9, there was a short system outage. On Day 3, the average PLR was below 0.5% most of the time (the daily average PLR was 0.52%). When the number of concurrent users changed rapidly, a temporarily high PLR was observed. This result suggests that the system is less susceptible to the total number of users than to the fluctuation in the user population, such as peer arrival and departure. 
CONCLUSIONS
One of the difficulties in building a peer-to-peer system is limited knowledge about peer characteristics. In this paper, we presented a rich set of peer characteristics and the performance of the SPPM protocol based on a large-scale video session. Our analysis shows that the system can achieve low-latency end-to-end transmission delay (less than a few seconds) as well as good video quality; the all-day average packet loss ratio (PLR) was 1.34% and the Day 3 average PLR was 0.52% for a session of 1200 users. We also showed that peers bring sufficient uplink bandwidth into the system if peer-to-peer connectivity is improved with external assistance. The analysis also revealed that the aggregate of peers' uplink bandwidths fluctuated widely during the session. In the experiments, super nodes offered additional relaying capacity to the system when the aggregate uplink capacity was insufficient.
