The magnetic field suppresses the viscosity by foreshortening the mean free path in the direction of transport. Apart from differences in the magnitude of r, the term 4a&. sr' in (8.7) replaces cv, sr' in the analogous result for the conduction problem. This is owing to charge transport being reversed by turning through 180' while transverse momentum transport is reversed by turning through 90', or in one-half the time. The assumption of a time of relaxation limits the validity of (8.7) to T)&0. This paper presents a simple model for such processes as spin diffusion or conduction in the "impurity band. " These processes involve transport in a lattice which is in some sense random, and in them diffusion is expected to take place via quantum jumps between localized sites. In this simple model the essential randomness is introduced by requiring the energy to vary randomly from site to site. It is shown that at low enough densities no diffusion at all can take place, and the criteria for transport to occur are given.
The coefBcient of viscosity is therefore the zero-6eld value t)(0), with Stg') replacing the former SQ'): t)(H) = t) (0)Ll+4(o, 'r') '. (8.7) The magnetic field suppresses the viscosity by foreshortening the mean free path in the direction of transport. Apart from differences in the magnitude of r, the term 4a&. sr' in (8.7) replaces cv, sr' in the analogous result for the conduction problem. This is owing to charge transport being reversed by turning through 180' while transverse momentum transport is reversed by turning through 90', or in one-half the time. The assumption of a time of relaxation limits the validity of (8.7) to T)&0. Received October 10, 1957) This paper presents a simple model for such processes as spin diffusion or conduction in the "impurity band. " These processes involve transport in a lattice which is in some sense random, and in them diffusion is expected to take place via quantum jumps between localized sites. In this simple model the essential randomness is introduced by requiring the energy to vary randomly from site to site. It is shown that at low enough densities no diffusion at all can take place, and the criteria for transport to occur are given.
I. INTRODUCTION A NUMBER of physical phenomena seem to involve quantum-mechanical motion, without any particular thermal activation, among sites at which the mobile entities (spins or electrons, for example) may be localized. The clearest case is that of spin diffusion";
another might be the so-called impurity band conduction at low concentrations of impurities. In such situations we suspect that transport occurs not by motion of free carriers (or spin waves), scattered as they move through a medium, but in some sense by quantum-mechanical jumps of the mobile entities from site to site. A second common feature of these phenomena is randomness: random spacings of impurities, random interactions with the "atmosphere" of other impurities, random arrangements of electronic or nuclear spins, etc. Our eventual purpose in this work will be to lay the foundation for a quantum-mechanical theory of transport problems of this type. Therefore, we must start with simple theoretical models rather than with the complicated experimental situations on spin diffusion or impurity conduction. In this paper, in fact, we attempt only to construct, for such a system, the simplest model we can think of which still has some expectation of representing a real physical situation ' N. Bloembergen, Physica 15, 386 (1949) .
' A. M. Portis, Phys. Rev. 104, 584 {1956).
reasonably well, and to prove a theorem about the model. The theorem is that at suKciently low densities, transport does not take place; the exact wave functions are localized in a small region of space. We also obtain a fairly good estimate of the critical density at which the theorem fails. An additional criterion is that the forces be of suKciently short range -actually, falling off as r -+~f aster than 1/r' -and we derive a rough estimate of the rate of transport in the Vcr 1/r' case.
Such a theorem is of interest for a number of reasons: first, because it may apply directly to spin diffusion among donor electrons in Si, a situation in which I'"cher' has shown experimentally that spin diffusion is negligible; second, and probably more important, as an example of a real physical system with an infinite number of degrees of freedom, having no obvious oversimplification, in which the approach to equilibrium is simply impossible; and third, as the irreducible minimum from which a theory of this kind of transport, if it exists, must start. In particular, it re-emphasizes the caution with which we must treat ideas such as "the thermodynamic system of spin interactions" when there is no obvious contact with a real external heat bath.
The In the usual case, there are an infinite number of states j connected to any state 0 by in6nitesimal matrix elements Vp;, so that within any small range of energies there will be many possible energy-conserving transitions, no one of which takes place with particularly large probability. In such a case the first term of (9) is a meaningful limit of a certain integral. Here, only a few Vp, "s are large, and the energies they lead to are stochastically distributed, so that whether or not energy can be conserved is a probability question.
We find that the quantity V, (s) must be studied as a probability variable: that is, we pick a starting atom 0 and an arbitrary energy E Limaginary part of s;
Re(s) -+Oj and study the probability distribution of V,. Our study then resolves itself into three parts: First, we study the first term (g); second, we discuss the convergence of the series of higher order perturbations.
Both of these questions we can resolve in the sense that there is a region in which, with probability unity, Im(V, ) -+ 0 as Re(s)~0 and the series is convergent.
These two parts we shall discuss here brieQy, and expand upon in Secs. III and IV. Finally, we must decide whether this kind of convergence in a probability sense is meaningful, and in particular whether the choice of an arbitrary energy is correct. Since In reference 2 the transition probability is caIculated by taking the mean of (11) over all possible starting atoms. The resulting 6nite transition probability is therefore meaningless, as discussed above.
The case of V(r)=A/r', or normal dipolar spin diffusion, is a special one. In this case X(0)~e o for all atoms, but the divergence is so extremely weak that V, (0) On the other hand, for V 1/r'+' (or exponential, as it often is), the first term of perturbation theory leads to a vanishing rate of transport independent of V or W.
Thus, if transport is to appear at all it must come in higher terms, and in fact it is easy to convince oneself that it can come only by a divergence of the whole series for V". Therefore it is of great importance to our theory to learn how to handle the sums of products
Vs, (13) which represent the possibility of successive virtual transitions until, at possibly some very great distance from site 0, a real, phase-destroying process can occur.
Our method for this problem, set forth in Sec. IV, involves both the idea of calculating a probability distribution rather than a mean for these terms, and also a modidcation of the multiple-scattering methods of Watson' in order to eliminate certain troublesome repeated terms. . We must do this elimination erst.
Certain terms in (13) 
All of this, ';-'of course, involves a self-consistent type of reasoning, since it is only if these series converge that we can find V, (j) in this way, and therefore that we can define the modified series. We say in defense that clearly we can always make the sum converge for large enough s, and also that the V, 's in the higher terms, since they may have many forbidden indices, are more convergent than those we derive from them.
The prohibition of repeated indices has two useful consequences. The most obvious is to prevent extensive correlations between successive factors V/e of a given product. However, they also introduce a useful and 'For this purpose, one could equally well use the method of E. Feenberg, Phys. Rev. 74, 206 (1948 
and we neglect the inAuence of V, on the frequency denominators except for the limitation (17).
In the first case we assume that V;I, is finite only between "nearest neighbors, " of which there are some 6nite number Z; between these neighbors, it has a constant value V. Then the problem simpli6es to finding the probability distribution of the product of denominators P(IIzi)dIID 111 however, should apply even more strongly to groups of factors. We merely note that we will probably underestimate the limiting density, even using (17).
Our problem now is to study series of the form (16) in which the E's, to a lesser extent the V. ' The integration here depends on the more stringent condition V~1/r'+' for large r. The probability distribution, which will be valid for large X at least, is familiar from line-broadening theory": 
4or (" r" I~-r'dr~dE 1 -exp ixV'(r) The average is to be taken over the probability distribution of E, P(E), and m is the density of sites.
Let us write out the important integral in the exponent of (30):
t'ixV'(r) )- 
Q=FQ"
The general philosophy of the multiple-scattering theory is to try to separate and identify, in these matrices 0 or S', eGects which are "coherent" in the sense that they involve perturbations in which, finally, the system returns coherently to the initial We now have the problem of calculating probability distributions for products such as the terms of (47). Because the only question is that of convergence we are interested only in the terms of very high order, that is, those of order I. with I))}. We call such a term T:
Our approximation is simply to take this as a lower limit on e and modify (19) to P(;) =, s~& I;I &sW; 5'-6 (51) P(e,)=0, le;I &-, '4 or le;I)-', W.
We shall find that the use of (51) changes our convergence limits by less than a factor of 2, in spite of its apparent importance in eliminating singular factors; this is our justification for the crude approximation.
We now take up the question of the probability distribution of T. Let us define the variable 5 as
The range of 5 starts from zero, so that we can apply a Laplace transformation to its probability distribution: 
To hand the convergence limits, we go to s=O immediately. Then clearly T has random sign, which must be taken into account later in summing the T's.
As we discussed before, V, is important only in that it causes a certain restriction (17) on the magnitude of the separate factors of the product; otherwise we shall '4 I am indebted to P. A. Wold for many helpful discussions on the above, and in particular for pointing out that (43}is true only in the sense of the perturbation series.
Since all the e s are independent variables, the average in (53) (»-1) (54) which shows that it is of the form (23). (62) The results (56), (60), and (62) may be summarized in the following way:
First notice that as p becomes large and positive, the and the probability of such values of S is exponent will approach +Do unless S(0. If S(0, we can find a path via p~+ ao and P(S) =0, as it should be. Similarly, as p~-~, the S term dominates if S)L ln(w/6), so that, correctly, P(S)L ln(w/6)) =0.
Within these limits, there is a saddle point for finite p which may be found by diGerentiating the exponent.
At the point 1+p=0, the exponent changes character, from not depending on 6/W above this point to depending primarily on it below. lt is instructive to expand the exponent about this point:
As we see, this point is actually not a singularity. Taking derivatives, we find that the condition that the saddle be here is: (68) 
The standard inversion formula now gives us 1 t'" dp' exp(p'X) as rs'(X) = 2vrs";"P(1 -1/N)' -P"j~.Nres (77) ( 78) and the quantities (68) Now we get the number distribution of the terms T,
using (71):
Again we find a distribution of the form (23) 
