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      In this thesis, a stability theory of composite 
systems is developed. The theory gives a powerful means 
to investigate the behavior of complex nonlinear control 
systems. 
       The word "stability" originates in mechanics where 
it characterizes the equilibrium of a rigid body. The 
equilibrium is called "stable" if the body returns to its 
original position after having been "disturbed", i.e. 
moved slightly from its position of rest. If the body 
tends toward a new position after a slight displacement, 
the equilibrium is called "unstable"- The above concept 
of stability was generalized by Lyapunov for a motion of 
a general dynamical system. A motion of a dynamical sys— 
tem is a curve or "trajectory" C in some space. If any 
trajectory D starting near C remains near C, the trajec— 
tory C is.stable. In addition, if D tends to C, the 
trajectory C is asymptotically stable. On the contrary, 
if D departs from C, the trajectory C is unstable. The 
stability treated in this thesis is the asymptotic stabil— 
ity in the sense of Lyapunov described above. 
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       To investigate the stability of systems, or to be 
accurate, of the motion of systems has always been one of 
the most important themes in the theory of control  systems.- 
The importance of the stability problem in the control 
engineering results from the fact that we cannot strike 
out disturbances from real control systems. At the first 
stage of development, the theory of control systems was 
Constituted by the classical linear theory, i.e. the 
theory of linear, time—invariant systems with a single input 
and a single output. The stability criterions named after 
Leonhard, Routh & Hurwitz, and Nyquist were-, and have been, 
used to investigate such linear systems. The classical 
linear theory achieved great success and, still now, it 
constitutes the main part of the oontrol theory in prac— 
tical sense. 
      A demand for the nonlinear theory -in the control 
engineering was first oaused by undesirable nonlinear 
phenomenons, such as sustained oscillations, observed in 
various practical control systems. Later, the develop— 
ment of the optimal and adaptive control theory and of 
digital machines provoked a rapid increase of the inten— 
tional usage of nonlinear elements in control systems . 
Thereby, the demand for the nonlinear control theory 
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became ever stronger. The first successful trial in the 
nonlinear control theory may be the describing function 
 method which was mainly proposed' and used in U.S.A. and 
Western Europe. On the other hand, the second method of 
Lyapunov was first used by Russian scientists and engi-
neers for the investigation of nonlinear control systems. 
Especially, this method was applied successfully to the 
absolute stability problem, which is a typical nonlinear 
problem in the control engineering. 
      In the last ten years, a great number of researches 
on the stability problem of control systems were made on 
the basis of the linear and nonlinear theory described 
above. It would be impossible to survey all of them 
because the number is too great and the contents involved 
are too much widespread. However, we may classify them 
into three big streams. First, there is the endeavor to 
obtain ever sharper and more convenient stability oriter-
ions for nonlinear control systems of the classical type, 
i.e. nonlinear feedback systems with a single input and a 
3ingle output. The famous theorem of Popov provoked a 
new development in this field. At present, various power-
ful stability oriterions are available for such systems 
with a single nonlinear element. Second, there are studies 
on new types of stability different from or generalized 
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  from  the stability in the sense of Lyapunov. The studies 
  on the bounded-input-bounded-output stability, the 4 - 
  stability, the energy stability, the finite-time stability, 
  the stability in the mean, the almost sure stability, the 
  entropy stability and etc. are classified into this stream. 
  Third, there is the endeavor to develop the theory so that 
  more general class of systems can be treated. This kind 
  of researches are often accompanied with the content which 
  belongs to the second stream because, for the investigaw 
  tion of a new class of systems, a new concept is often 
  required. The researches on multi-input-multi-output, 
  linear, time-invariant systems, on distributed parameter 
  systems and on stochastic control systems are classified 
  into this stream, The research reported in this thesis 
  also belongs to the third stream. 
        The recent development of science and industry is 
  demanding and supplying more and more complex systems. 
  From the standpoint of the theory of control systems, the 
  complexity of systems can be understood to mean two things; 
  first "largeness", i.e. the largeness of the dimension of 
  the state vector, the number of inputs and outputs and 
  the number of nonlinear and time-varying elements, and 
second "uncertainty", i.e. the uncertainty in observation , 
  and transmissiont and the uncertainty of the system itself. 
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 We may say that the urgent task imposed on the present 
control engineers is to overcome the difficulties caused 
by these two factors. This consideration is the main 
motivation of the researches on the stability problems 
which are classified into the third stream. For example, 
researches on multi-input-multi-output linear, time-
invariant systems and on distributed parameter systems 
can be interpreted as trials to overcome the factor of 
"largeness" , while the researches on stochastic systems 
are interpreted as trials to overcome the factor of 
"uncertainty" -
      The content of this thesis is also motivated by 
the above consideration. Here, we aim at establishing. 
a stability theory which can give explicit results mean-
ingful in practical sense for complex high-dimensional 
systems containing many nonlinear elements. For this 
purpose, we utilize the fact that many of complex engi-
neering systems are made up of an interconnection of 
simple subsystems, in short, that they have the 
"composite structure" . The theory developed here 
assumes that the system in question has the composite 
struoture,and gives a systematic way to know the behavior 
of the system from the knowledge on the individual 
subsystems and the interconnection among them. By this 
v
composite systems theory, 
interesting results on the 
complex nonlinear systems, 
analysed before.
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Chapter 1 Introduction 
      In this chapter, a review will be made upon the 
stability  criterions available at present for multidimen-
sional systems with many nonlinearities, and then the out-
line of the content will be described. In our review, only 
the main aspects of important criterions, which assure the 
asymptotic stability in the large (a.s.i.l.)* of systems 
containing many nonlinearities, will be pointed out. As 
for a more general list of recent researches in the field 
of deterministic stability problems and their detailed 
review, the readers are refered to the literatures by 
Brockett (1) and by Pyatnitskii (2). 
Sec. 1.1. Stability Criterions for Continuous-Time 
           Systems with Many Ionlinearities
      The second method of Lyapunov using the "quadratic 
form plus integral of nonlinearity" type Lyapunov func-
tions and the frequenoy domain method proposed by Popov
* Henceforce , we abbreviate both "asymptotic stability 
in the large" and "asymptotically stable in the large" 
to "a.s.i.l." As for the definition of a.s.i.l., refer 
to (44) (for continuous-time systems) and t29) (for 
sampled-data systems). 
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 ha  :*3 been two main tools of the stability investigation 
of control systems with a single nonlinearity. [3-61 Those 
two methods are generalized and used also for the investi— 
gation of control systems with many nonlinearities. 
The application of the second method of Lyapunov 
to systems with many nonlinearities was reported by 
Letov (6], Sultanov [7], Tokumaru & Saito [8], and other 
authors (of. [2)). The stability criterion obtained by 
this method reads as "the system is a.s.i.l. if there exist 
a set of constants as many as nonlinearities and a positive 
definite matrix of order equal to the dimension of the 
state vector such that a certain system of quadratic 
-equations (generalized Lurie resolving equations) has real 
solutions." This kind of criterion is theoretically inter— 
esting as a generalization of single nonlinearity case. 
However, from the practical viewpoint, it is not so useful 
because of the following reasons. 
1) To know whether the system of quadratic equations 
  has real solutions is a formidable work. 
2) The criterion contains many arbitrary parameters, 
  and we don't have any practical means for establishing 
   their existence. 
3) The increase of the dimension of the system oauses a 
  rapid increase of the required computation. 
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Besides the above way, the second method of Lyapunov can 
be applied for the investigation of systems with  many non-
linearities in various ways (Krosovskii's theorem f9) or 
the variable gradient method (65-67)). However, its direct 
application suffers more or less from the same kind of 
difficulties described above. 
       The generalisation of the frequency domain criter-
ion for systems with many nonlinearities is reported by 
Popov (cf. (2)), Tokumaru & Saito W8], Jury & Lee (10], 
Anderson (ii), Yakubovich (12) and Partovi & Nahi [13). 
The obtained stability criterion reads, in its most general 
form, as "the system is a.s.i.l. if there exist a set of 
constants as many as the nonlinearities and another set of 
constants as many as the constraints on the nonlinearities 
such that a certain quadratic form depending upon the com-
plex variable 4 is negative definite Air all ,4,- Z c 
(--oo < W < oo)". The relation between this criterion and 
the criterion obtained by the second method of Lyapunov 
was discussed by Sultanov (7), Tokumaru & Saito (8] and 
others (cf. (2]). This criterion seems suited for a detail-
ed study of a comparatively low-dimensional systems with 
a few nonlinearities. In reality, a method of establishing 
'th
e negative definitenese of the quadratic form for .4...=1.4) 
was proposed by Lindgren & Pinkos [14) and. Hirai & Kurematsu 
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 C15,163 for the case of two nonlinearities. However, the 
 application of this criterion to high-dimensional systems 
 containing several nonlinearities meets with great compu-
 tational difficulties; i.e. 
1) We don't have any practical means for establishing 
   the negative definiteness of the quadratic form when 
   the number of nonlinearities is greater than two. 
2) The criterion contains many arbitrary parameters 
   and we don't have any practical means for establish-
   ing their existence. 
       The main reason of the difficulties involved in the 
two methods described above is that we take too much detaile 
knowledge on the whole system into consideration and do not 
have any systematic way to utilize the available information 
Reflecting upon this fact, Bailey (17) and some other author 
(18,19) proposed a new method f investigating high-dimen-
sional systems with many nonlinearities. Their method is 
an attempt to utilize the fact that many of complex engineer 
ing systems are made up of an interconnection of simple 
subsystems. It can be named the "decomposition" method 
of stability investigation. 
      Bailey (17) reduced the problem of a high-dimensional 
system with many nonlinearities td a problem of a linear 
system by decomposing the original'syetem into several 
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lower-dimensional subsystems  with fewer nonlinearities and 
assuming the knowledge of the Lyapunov functions associated 
with individual subsystems. His main tool was the vector 
Lyapunov function method (20,21). His oriterion reads as 
"the system is a.s.i.l. if a certain auxiliary linear system 
of order equal to the number of subsystems is a.s.i.l." 
Thus, his method presupposes the previous researches which 
prepare various methods to construct a Lyapunov function for 
a;comparatively low-dimensional system with a few nonlinear-
ities, and contains the step of investigating the stability 
of linear, time-invariant system described by a matrix-
vector type equation, which is generally a formidable work 
(of. p. 244 of (22),(23)). Bailey's method was applied to 
several practical examples by Piontkovskii & Rutkovskaya [18) 
On the other hand, Michel reported a generalization of the 
second method of Lyapunov for the investigation of the 
stability, transient behavior and trajectory bounds of com-
posite systems (19). Michel's theorems are important from 
the theoretical point of view, but rather remote from prac-
tical application. 
      We can say that the researches reported hitherto 
using the "decomposition" method have not attained the level 
.such that they can present practically powerful criterions, 
but are indicating a promising direotion for the investiga-
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tion of high-dimensional systems with many nonlinearities 
because of the following reasons: 
 1) By decomposing the whole system into subsystems, the 
   method enables us to deal with comparatively high-
   dimensional systems compared with the two classical 
   methods described at the beginning of this section. 
2) The detailed study on a subsystem can be utilized in 
   the investigation of the whole system. Even if some 
   part of the system is changed, the previous results on 
   the other parts of the system can be used almost un-
   changed for the investigation of the new system. 
Sec. 1.2. Stability Criterions for Sampled-Data 
Systems with Many Nonlinearities 
       The stability theory for sampled--data control systems 
has been developed almost in parallel with the one of 
continuous-time systems, but still it contains a little 
different feature. 
      As for the frequency domain criterion, researches 
parallel with the continuous-time case were reported by 
Jury & Lee (10) and Yakubovioh (24,253. The obtained 
criterion contains same drawbaoks as the one of the 
continuous-time case. 
      The application of the second method of Lyapunov to 
the sampled-data control systems with many nonlinearities 
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was proposed and studied by Kalman & Bertram (Part II of  (9)) 
Bubnicki (26,27) and Rozenvasser (28). Their researches 
have a little different features from those of the contin— 
uous—time case. Kalman & Bertram and Bubnioki used the 
contraction concept and gave their criterions on the basis 
of totally linearized (cf. (290) form of the difference 
equations. Rozenvasser also gave his criterion on the basis 
of the same linearized form of equations but made use of the 
concept of a majorant matrix. Rozenvasser also showed that 
his criterion and the criterion obtained by the contraction 
method are equivalent if the investigation can be made with 
respect to arbitrary large repetition periods. The above 
two methods are interesting and may be useful for a close 
examination of low—dimensional systems. But they generally 
have the following drawbacks. 
1) If we want to obtain a less conservative condition, 
   we must calculate the transition of the state over a 
   larger period. 
2) The increase of the dimension of the system causes 
   a rapid increase of the required computation. 
Between the above two methods, the Rozenvasser's majorant 
matrix method seems more useful for practical application 
because the contraction method has the drawback; 
3) The criterion contains arbitrary parameters which 
                    7
   determines the norm and we don't have any practical 
   means to establish the existence of the parameters 
  satisfying the contraction condition. 
      The application of the "decomposition" method to 
sampled-data systems was mentioned byMichel and Wu  (29) 
for a special type of sampled-data system, but any general 
investigation, which can give a concrete criterion, has 
not been reported except hose by the author. (30-34] 
Seo. 1.3. Outline of the Content 
      A new sort of stability theory suited for the inves- 
tigation of multidimensional systems with many nonlinearitiee 
is developed in the following. The theory presented here 
was first established for sampled-data systems C30-34] and 
then it was extended and refined for continuous-time systems 
(35-37). It is a same kind of theory as proposed by Bailey 
and others (17-19), but has attained a much advanced stage 
by the application of the theory of M-matrixes. 
      In Chapter 2, the concept of a composite system, on 
which the following theory is constructed, is introduced, 
and some remarks on the construction of the composite system 
model for engineering systems are made. In Chapter 3, a 
theorem, which gives a stability criterion for continuous-
time composite systems, is given. The theorem is stated 
in Sec. 3.1., and proved in Sec. 3.2. The relation of our 
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theorem to Bailey's result is discussed in Sec. 3.3. 
 Generalization of the theorem, an estimate of the transient 
behavior and some examples are given in the following 
sections. In Chapter 4, a theorem, which gives a stability 
criterion for sampled-data composite systems, is given. 
The theorem is stated in Sec. 4.1. and proved in Sec. 4.2. 
Generalization of the theorem, an estimate of the transient 
behavior and some examples are given in the following sec-
tions. In Chapter 5, a system composed of subsystems, 
each of which contains single nonlinearity, is investi-
gated. Especially, a continuous-time system composed of 
first and second order subsystems are studied in detail 
and a table, which gives constants necessary for the 
investigation of the stability of such systems, is 
calculated out. In Chapter 6, several concluding remarks 
are made. In Appendix, some theorems and definitions 
concerning M-matrixes are listed.
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Chapter 2 Composite Control Systems 
      In this chapter, we give the equations of composite 
systems, upon whioh our theory is constructed. 
Sec. 2.1. Continuous—Time Composite Systems 
      Let us consider the system  CCS given by a set of 
it vector differential equations* 
            xP 
Here Xi is a nt —veotor, t is a scalor belonging to 
(-031w), and "4()Li3.t) is a vector function 
satisfying 
fzto, = 0(2-2) 
We also assume the necessary smoothness requirements on 
fii (Xi3 )) such that the existence, uniqueness and 
continuity of the solutions of CCS are assured. 
       We can interpret that CCS is composed of in, sub— 
systems, each of which is described by the 2 —th equation 
of (2-1)-. In this sense, we say the system CCS is a
* Throughout this 
and j, take values
thesis, 
~. ) --
 we assume that the subscripts i 
 M~unless otherwise specified. 
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continuous—time composite system. Here,  iii  (xi,,i) is 
interpreted as the dynamical property inherent to the 
i—th subsystem and lAi is interpreted as the input to the 
i—th subsystem where 
  b.=E*i (x,t) 
We can visualize the concept of a composite system as 
shown in Fig. 2.1. 
       For the convenience of the following discussions, 
let us consider the isolated ith subsystem of COS, 
which is given by 
   d 7~ { 
 d:t w (x '±)(2-3—i) 
By (2-2), X=1 is the equilibrium of the isolated i —th
 5
Fig. 2.1.  A Composite 
  System ( Si is the 
   i—th subsystem)
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subsystem. Put  7L  Q---~ where 9 means the direct 
sum of vectors. Then, x is a state vector of CCS and 
x = 1p is an equilibrium by (2-2). Let us say the system 
CCS is a.s.i.l. if its trivial solution x=0 is a.s.i.l• 
In the following, as a continuous-time composite system, 
we mainly treat the system CCS given by (2-1). 
      Now let us see how the equation (2-1) is obtained 
as a model of an engineering system. First, it is possibl( 
to argue as follows: "Construct a differential equation of 
the form 
for an engineering system. Then, find out a partitioning 
of the components of x such that (2-4) can be expressed 
in the form of (2-1)." A composite system model obtained 
in this way may be called a mathematical composite system 
model. In this case, each subsystem usually does not 
have any physical meaning. 
       Second, we can derive (2-1) in a more natural way. 
In many engineering problems, a complex system is made up 
of an interconnection of many transfer systems. Here, 
a transfer system Si means an input-output device whose 
terminal variables are characterized by 
                      12
 d.  De •_  .() (i.t,)(2-5) 
4, = ki3 ~~Gi  ) (2-6) 
where DICi, 11i and i. are the state vector, the input 
vector and the output vector of the transfer system ;.t.- 
Now, suppose that the system in question is composed of 
qt transfer systems $.r, (i=i ---)ii) connected by the 
relation 
     .--111 {4  (4i , „, v( -3, t)(2-7) 
where lLr(k) is an outer-input vector. Here, VC ) is 
understood as a reference vector of the whole system and 
may be fixed. Then, by substituting (2-7) into (2-5), 
we obtain 
                             1. 
(2-8) 
Here, if we can assume that 'his is expressed as a sum 
of terms, each of which depends only upon the output of 
one transfer system and the time it , we obtain the equa-
tions of the form (2-1). Then, each transfer system 
can be understood as the subsystem of CCS in the sense 
defined at p.10. The last assumption will be refered to 
as the superposition assumption of inputs to each sub' 
system. A composite system model obtained in this way 
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may be  called a ph sical comosite _ system model. 
      Usually, it is more profitable to use a physical 
composite system model than a mathematical composite sys-
tem model. For, in the case of a physical composite sys-
tem model, each subsystem stands for a component or phy-
sically meaningful part of the whole system, and the 
investigation of individual subsystems has an independent 
meaning. However, we cannot deny the possibility that 
a complex system is successfully analyzed by use of a 
mathematical composite system model while a physical com-
posite system model can not give a satisfactory result. 
      As an example of application of the composite sys-
tem model to an engineering system, we can refer to the 
analysis of the voltage and reactive power control of 
electric power systems (33]. We can find another example 
in the pitch and roll control problem of an air or 
undersea craft C14). 
Sec. 2.2. Sampled-Data Composite Systems 
      Let us consider the systemSCS given by a set of 
yt vector difference equations 
+1)=E i•((?)?)i=11---111. (2-9) 
Here ='ti is a mi-vector, 2 is an integer which means the 
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sampling instant  and 044(,c1 t) is a vector function 
o satisfying 
4114(03-6=0(2-10) 
       Like the continuous-time case, the system SCS can 
be interpreted as a sampled-data composite system. 
Here, the isolated 1 -th subsystem of SCS is given by 
    ti ( ) = ~'2i(ati,~~(2-11-i) 
By (2-10), xi M cD is the equilibrium of the isolated i-th 
subsystem. The vector = .7 2ek)---excn is a state vector 
of SCS and x= is an equilibrium of SCS. Here, we also 
say the system SCS is a.s.i.l. if its trivial solution 
DC=--.0 is a.s.i.l. In the following, as a sampled-data 
composite system, we mainly treat the system SCS. 
       For this sampled-data composite systemmodel, we 
must note the following two points. First, when we derive 
a physical sampled-data composite system model, we must 
start, in most cases, from the continuous-time transfer 
system model as given by (2-5) , (2-6) and (2-7) . This 
would be rather evident if we note that the sampling 
devices are used only for the controling scheme. Second, 
the equation (2-9) presupposes that all the sampling 
devices of subsystems operate synchronously. This as-
sumption may be satisfied when the subsystems are located 
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geographically in a small region. But,  in  the case 
composite system such as the electric power system, 
which the subsystems are located over a large area, 





Chapter 3 Asymptotic Stability in the Large of 
 Continuous-Time Composite Systems 
Sec. 3.1. Main Theorem 
       Concerning a.s.i.1. of the continuous-time 
composite system CCS given by (2-1), we have the next 
theorem. 
Theorem 3.1. 
       Consider the system CCS given by (2-1). Assume 
(3-i) that, for each isolated subsystem (2-3-i), there 
   exists a positive definite function -1i (= i;it) with 
   continuous partial derivatives such that*
* IIX.41j is the Euclidean norm of xi and 
gradient of with respect to xi. Let 
component of ~G and let 4m stand for ^nti 
k=i 2x 
~cC / ) ( -3 a ± p means the derivative 
.trajectory of (2-3-i). 







   c(~(11x\\)  (x ,,t)-z(II—})  (3-') 
  V1:(3-2) 
                                    (3-3) 
  where 0(2(x) and pi (x) are continuous non-decreasing 
  function of a positive argument x satisfying 
       (O;~.. r(o)=0 
(x)>0, ,j(x) >0 for>0 
04 ( X )forx -- a C>Cs 
and ?f and Si are positive constants, 
(3-ii) and that there are non-negative constants 
E .4 ( i j) such that 
    1f -ti (x , .t )11 -1 E.. 11:~.=11 i(3-4) 
The system CCS is a.s.i.l. if 
(3-iii) the matrix A (ai, ) is an M-matrix, 
   i.e. the leading principal minor determinants of .A 
   are all positive (cf. Definition A.1. in Appendix). 
   Here, aii's are given by 
aiz s
i , Qij `" 674(3-5) 
       The theorem is proved in the next section. The 
assumption (3-i) means that each isolated subsystem is 
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 a.s.i.l. uniformly on the initial time, and. the requiting 
a.s.i.l. of CCS is also uniform on the initial time [9]. 
The function v-ii ,,et) can be obtained by the results 
of previous researches on stability problems, especially 
by those on the absolute stability problem f.3-5, 38-41j. 
The constant ati of the assumption (3-ii) is the upper 
bound of the d.c. gain of the connection between subsystems. 
If the connection is linear and time-invariant, i.e. if 
ffl.(X' it)=4(:-. D (,11) we obtain:iyip1-4-                                                                      Hrs  rl"21 t 
      In the stability condition (374i),, O 
of index of stabiltIx of each subsystem (cf. Sec. 3.5. or 
Chapter 5) and la .-1 (iii) gives the strength of the con-                           -a 
nection. The assertion that A is an M-matrix means that 
diagonal e ements are dominant i  A [42,43g. So we can 
interpret Theorem 3.1. as asserting. that,ifthe '!etabili-
ty" of subsystems is superior to the intereenneption ,among 
subsystems, the composite system is,etab1e. Thip inter-
pretation well agrees with our intuitien.„._ e 
How, let us see that the stability condition of 
Theorem 3.1. is a necessary and sufficient condition for 
a.s.i.l. of a certain linear system. Consider the Iilest 
linear comRosite system with positive connections given by
* C 11 Is the normof a rntrix defined by Ma% ij 
                       II.zE;=-•-•I
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Here,  xi; is a scaior and .ei f's are constants satisfying 
2i < 0 , .0 - ) (3-7) 
This system is a special case of CCS, in which the state 
vector of each subsystem is one-dimensional. The isolated 
z -th subsystem is described by 
 d .ix2(3-8-i) 
Here, by putting Ii W xj2, the assumptions (3-i) and 
(3-ii) are satisfied and the.constants are given by 
Y2 _-  ,  -~,E7, 4 -~ id,(3-9) 
Therefore, we obtain 
i. = -1 .ii(3-10 ) 
Then, it is evident, by the condition (A vii) of Theorem 
A.I. in Appendix, that the condition (3-iii) of Theorem 
3.1. is a necessary and sufficient condition for a.s.i.l. 
of the linear system (3-6) . 
Sec. 3.2. Proof of the Main Theorem and 
            a Supplementary Theorem 
      First, we state and prove some important pro
perties 
of matrixes with non-positive off-diagonal eleme
nts. 
Then, we prove Theorem 3.1. 
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3.2.1. M-Matrixes and  Positive Definite Matrixes 
       An n-th order matrix A =(0 ) .with non-positive 
off-diagonal elements is called an M-matrix if and only 
if its leading principal minor determinants are all posi-
tive (Definition A.1. in Appendix). On the other hand, 
a necessary and sufficient set of conditions that an n-th 
order symmetric matrix B= (-?L.) be positive definite is 
also that its leading principal minor determinants are 
all positive. Therefore, if an M-matrix A is symmetric, 
A is positive definite and if the off-diagonal elements 
of a positive definite matrix B are all non-positive, B 
is an M-matrix. In addition, we have the next relation. 
Lemma 3.1. 
       Let Al = (at.) an n-th order matrix with non-positive 
off-diagonal elements, i.e. 
di~ 0 i j.(3-11) 
Let B---(47,-)0  a symmetric matrix given by 
8= z (Ai-At )(3-12) 
If B is positive definite, A is an M-matrix. 
Proof : The lemma is evident forii-i. So, let us assume 
that the theorem is valid for ^n<'YYt, and show that an m-th 
order matrix A ;(ail) is an M-matrix if (3-11) is satisfied 
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and B given by (3-12) is positive definite. Then, we  can 
conclude the lemma by the mathematical induction. 
       By the positive definiteness of 8 , the (m-l)-th 
order matrix at the left upper corner of a is also posi-
tive definite. Hence, the corresponding (m-l)-th order 
matrix at the left upper corner of an M-matrix by 
the assumption. Hence, the first n^I of the leading 
principal minor determinants of A are all positive. 
Hence, if we can show JA1> 0 , we can conclude A is an 
M--matrix and the proof is complete. 







       positive
°i/ a12. --- 1111. 
0 a 
               a IA 
0 
1 is an (m-1)-th order matrix given 
       aia. 
  atiy^a
ll2 23 
ive definiteness of B , we have 
1 >0 
(3-11), 
0 i , = 1) -. _) -,rn, -1 ; i # j, 




Here, let  B°---::(4°.  ) a symmetric matrix given by 
         (A°+- A° ~' ) 
Then, by (3-14), 
                         a,~za-IzQi{ -~a z~a ~1  2z~2 a
ll 
Here put 
Then, by (3-12) 
By substituting (3-16) and (3-17) into (3-15), we 




Since B is positive definite, the (m-1) 
E3'.(-84,) is positive definite. (Notethataprim 
minor determinant of k-th order of B' corresponds .
cipal minor determinant of (k+1)-th order 
(m-1)-th order matrix ~ ;, is also 






 because Q is  expressed. as 
    Q ~~' I~ t
 where i =(i2--f,z,t. Hence, the matrix B o is posi-
 tive definite by (3-18). Hence, the (m-1)-th order matrixAo 
 is an M-matrix by the assumption. Hence, (Aq > 0-
Hence, IAI>O by (3-13).(Q.E.D.) 
        The direct inverse of Lemma 3.1. is not valid. 
 That is even if A is an M-matrix, B (A+At)/2. is not 
 always positive definite, as is exemplified by        -0.Z1 2.1 ) 
—4 1 / 
 But, we have the next lemma, which is a weakened inverse 
of Lemma 3.1. 
Lemma 3.2. 
       Let A=1(o.4) an n-th order M-matrix. There exists 
a set of positive numbers -lei ,iv such that the 
matrix B given by 
        {a(14,-1,~~•A +  dial (ZVI)-- - in )
(3-19) 
is positive definite. Here diag (' i , ---- , '4;11) means a
diagonal matrix with the diagonal elements 1
i,---,1v-,t 
Proof : By the condition (A--ii) and (A-iv) of Theorem A.1. 
2A
in Appendix, there  are two sets of positive numbers 
and -t,---, w such that CI, - --, Lna.? (_> 
and >Q --- ( >O where the vectors- = x ac t 
d('--i'j)iC:(Cl,---,C)tand d(= (ei,---"2 4) 




Aq             {GEtQ{?a~-14741)ADEt1tR1RCL(t,J--Z,j   1CT1I 
            Q-(Cl}.(3--21) 
Hence, the components ofBX are all positive. Hence, 
by the condition (A--ii) of Theorem A.1., the matrix 13 is 
an M-matrix. Since B is symmetric, 8 is positive 
definite.(Q.E.D.) 
3.2.2. Proof of Theorem 3.1. and a Supplementary Theorem 
       As the first step, let us prove the next lemma. 
Lemma 3.3. 
      Consider the system CCS given by (2-1). Assume 
(3--i) and (3-ii). The system CCS is a.s.i.l. if 
(3-iv) there exists a set of let, positive numbers 
25
t
 ---,  wn such that the matrix 3(.B) is positive 
   definite. Fiere, 4,4 's are given by 
 2 j1(3-22) 
Proof : Put 
V(x_)i) =Z w: ZZ(X. t)(3-23) 
By (3-1), there exist continuous non—decreasing fu ctions 
0((x) and /3 (x) satisfying 
o(.a) /3(o)-o 
a(=c)>0, (3(x)>o for x >0 
   o<(x)> C) for .X --3 00 
such that 
  o((lix~!) V ~ ~ (U x)1)(3 -24) 
Therefore, if we can show that (d /(0) (2-1) is negative 
definite, we can conclude the system CCS is a .s.i.1. 
uniformly on the initial time by Lyapunov's theorem on 
stability. (cf. Theorem 1. of t9)) 
      From (3-23) and (2-1) , we obtain 
(d.V __ 
(2'1) Zt (2-3-i) Ai 1 le 
                                    (3-25)
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By  (3T-3) and (3--4) 
1(v. v..)t ff  (t)j<a~EIIzIIIIx1( (3-26) 
                                                            i By applying the inequalities (3-2) and (3-26) to (3-25), 
we obtain 
(actVt < -Z. 4- 11 , (3-27) (2-1) z, 4. a. 
, which tells that (dl1/4.1')(2.4) is negative definite. 
(Q.E.D.) 
       As the second step, let us prove the next lemma. 
Lemma 3.4. 
       The condition (3--iii) is equivalent to the condition 
(3-iv). 
Proof : First let us show that (3-iv) follows (3-iii). 
If (3--iii) is satisfied, by Lemma 3.2., there exists a 
set of positive numbers ','1~,---,.'ry,, such that the matrix 
(3 = (414) is positive definite where 
Vt 21 •S~. 
    z
1(3-28) 
Then, by putting 
•--(3-29) 
 c. 
, we can see that (3-iv) is satisfied. 
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      Next, let us show that  (3-iii) follows (3--iv). 
If the matrix 1 = ( ii) given by (3-22) is positive 
definite, the matrix Al-7--(0.14)is an 14-matrix by Lemma 3.1. 
where 
  0.'2s2'dK Q—Wi2) (3-30)    L'L2Z~2a .L2 
Then, the matrix A given by (3-5) is an 14-matrix by 
Theorem A.3. in Appendix because A is obtained from Ai 
if we multiply each row of Al by 1`74/i Si . (Q.E.D.) 
       By Lemma 3.3. and 3.4., Theorem 3.1. is evident. 
       Here, let us re-examine the proof of Lemma 3.1. 
If we examine the reduction of (3-27) from the three 
relations (3-2), (3-3) and ( 3-4) , we can see that the same 
reduction is possible even if Ilx1 is replaced with a 
positive, definite function M i of of .Xi . In addition, 
if the k-th components of ii (3Ca, f) . (j = ~~---)it. ; 1 ) 
are all identically 0 , we can obtain (3-27) even if we 
ommit the k-th component of Vi Ili from the relation (3-3). 
Therefore, we obtain the next theorem. 
Theorem 3.2. 
      For the functions 414 ( = ___
~ y~ ; i ), 
assume*
* 114 ( xa , ) is the k-th component of i~(X ',t) . 
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 +A(x — i) AO-) • 
pig 
In Theorem 3.1., we can replace (3--2), (3-3) and (3-4) by 
(x)(3-2-g) 
(2-3~i) 
modified ( Vi )3 s 8i Mz(xi) (3-3-g) 
II ~ (3c a,, A ) M. (x j.) (3-4-g) 
Here, fr1 (Xi ) is a positive definite continuous func-
tion of i j and modified( 1U'Z ) is a vector made from 
Vi 71i by replacing k-th components (-4= Ci3 44,4) 
with 0 
Sec. 3.3. Comparison with the Vector Lyapunov 
           Function Method 
      Here, let us compare the stability condition of 
Theorem 3.1. with the one obtained by Bailey C17,) using 
the vector Lyapunov function method. Bailey gave his 
theorem only for the composite systems with linear, time-
invariant connections, i.e. for such systems in which 
ff. .(X,~t) _C?~~(4i). However, his theorem can 
be easily extended for the systems with general connect-
ions under the assumption (3-ii). ,183 The extended 
Bailey's theorem reads as follows. 
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 Theorem 3.3.2. (Bailey)* 
      Consider the system CCS given by (2-1) . A;;srme 
(3-i) and that the functions o((•) and C.) are 
given as 
o!~ (11xi,11) _ 11;tllz l 
(3-31) 
Ai /g i 11 xi.jr- - 
where o(v and Ai on the righthand side are positive 
constants. Assume also (3-ii). The system CCS is 
a.s.i.l. if 
(3-v) the auxiliarl linear s,Ysgiven by 
                                       (3-32) 
2. ,y,,) (3-33) 
_ -i
* This theorem is  an  extension of Theorem 
                                             i literature [17]. The quantitiesand 
theorem correspond respectively to Ltz an 
In the literature [17], the factor "2" in 
of the equation defining Ctii for 2# is 
the equation just above q. (6.10) of [17] 
that ai; must be given by the equation like 
                   30
E'•=0 
.3. of the 
 •-of the above 
a. IIll of [171 
the denominator 
missing. From 
 it is evident 
ke (3-33).
    is  Z.s.i.l. 
I3ere, a necessary and. sufficient condition for (3-v) 
is, by the condition (A-vii) of Theorem A.1. in Appendix, 
that the matrix t,-.424) is an 14-matrix. By Theorem A.3., 
this is equivalent to 
(3-vi) the matrix Q ) is an 14-matrix where 
     ,)
  cC—d<22 ~,Pi fi 
            ti 
                                     (3-34)
cL. 71,
0




       Therefore, we can convert the above theorem to 
the next form. 
Theorem  3.3.b. 
       Under the assumptions of Theorem 3.2.a., the system 
COS is a.s.i.l. if (3-vi). 
       Here, let us compare our Theorem 3.1. with 
Theorem 3.3. Theorem 3.3. uses more information than 
Theorem 3.1; i.e. Theorem 3.3. uses the information about 
the functions cq(x) and /3i(X) while Theorem 3.1. 
requires only the existence of such functions. This 
indicates the possibility that Theorem 3.3. gives less
31
conservative stability condition than Theorem 3.1. when 
such information as given by (3-31) is available con-
cerning the functions  o(j(X) and p i (X) . However, 
the contrary is the case in reality, i.e. Theorem 3.3. 
is generally more conservative than Theorem 3.1., as 
shown in the following. 
       The assertion that Theorem 3.3. is more conserv-
ative than Theorem 3.1. means that (3-iii) follows (3-vi) 
but (3-=vi) does not always follow (3-iii). First, let 
us show that (3-iii) follows (3-vi). Let us suppose that 
E) given by (3-34) is an M-matrix for o(i = o(. ,.) 
)*i ' Sti p i and €q = £  , and show that A given 
by 
0,z'x'CZ 
  s;( 3-35) 
is also an 11-matrix. Let DI= (d.ij,) a matrix given by 
    tt 
0C.=d1.1       ti( 3-36)  i
Then,byTheorem A.2. in ADl                 is YAppendix,i               ~s an M-matrix since 
we suppose D is an. M-matrix. Now, consider the simplest 
linear composite system (3-6) and let 
-- - 
s*.•i _ i (  i, ) (3-37) 
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Put 
  V.  _5ti xi 
Then we obtain 
 xV -= Simxi 
         C3-s-z) 
Therefore, all the assumptions of Theorem 3.3. are satisfied 
for this linear system where the constants are given by 
Since the matrix D given by (3-36) is an M-matrix, this 
linear system is a.s.i.l. by Theorem 3.3. Then, by the 
condition (A-vii) of Theorem A.l., the matrix (-_Q ) is 
an M-matrix. Here, by comparing (3-35) and (3-37), we 
obtain A _(- Q ) , hence A given by (3-35) is an M-
matrix. 
sow,. let us show that (3-vi) does not always 
follow (3-iii). This is easily exemplified by the cases, 
in which the ratios ~c~3~ are very small. But, even 
when o(i -iii for all it we have cases in which (3-vi) 
does not follow (3-iii), as follows. First, note that, 
if oq=pi, for all i , the matrix A and 0 are associ-
ated by the relation 
   of zti   ~ - aii 
                     33
 OL a " rt 
     0 t(i) (LE" 
                                          Here, we can give the next example.     /1 -1 -1 ) 
A _ -0.81 
Q 0 1 -2 2 ) 
00 i
#0
Sec. 3.4. Generalization of the Main Theorem 
       Two generalized forms of Theorem 3.1. are given 
in this section. First, the theorem is generalized for 
composite systems, in which the superposition assumption 
of inputs to subsystems is not satisfied. Second, the 
theorem is generalized to establish a.s.i.l. of an 
invariant set. 
3.4.1. Cases in which the Superposition Assumption of 
       Inputs to Subsystems Is Not Satisfied 
       In Sec. 2.1., we assumed the superposition assump-
tion of inputs to each transfer system in order to obtain 
(2-1) as the equation of a physical composite system 
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model (cf.  p.13). In engineering problems, we frequently 
experience that this assumption is not saitsfied. Fig. 3.1. 
shows a typical example of such case. The pitch and roll 
control system of an air or undersea craft cited in 
Sec. 2.1. cl4J is a special case of this example. In 
this example, the inputs and the outputs are all scalers. 
The functions A2x and Ail . of (2-5) and (2-7) are given 
here by 
    .~Zii)ii UZ!





   (A 




  Controlled  S,  stem 
T2(14i)
----3
i—th Transfer System of a Composite System 
case in which the superposition assumption 
 inputs is not satisfied.) 
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 If (pi (i4) is a nonlinear function, the equation of 
the system is not expressed in the form of (2-1). 
However, if we can assume the inequality 
      (II~?'04             ~
`ii $ 2(j') (3-38) 2t-i 
, we obtain 
q), tiLi ) - (Atii /7: )1 6 E Ai I(3-39) 
We can generalize Theorem 3.1. for such case, in 
which an inequalily of the form (3-39) holds, as follows. 
Theorem 3.4. 
      Consider the system given by (2-8) and (2-6), 
viz. the system given by 
   d ~ 
= 111-z (;,L + 111.Cfh~~(a1,)~---,1h.~3(>1),t 
(3-40) 
Assume that there are functions #z(X- it ) such 
that 
{ ±)+ zs (Ihz3(x1,,t),-- Ih.„3 (att,,t),  -- za( i~ 
            7, a uff f. • (x~*) } (3-41)
where a'gq(t) means a vector, each component of which 
is the absolute value of the corresponding component of 
the vector x , and the inequality between vectors means
36
that the inequality holds for each pair of corresponding 
components. Assume (2-2) for functions ` fa~1g 
Assume  (3--i) and (3-ii) . Then, the system given by 
(3-40) is a.s.i.l. if (3-iii). 
Proof : The theorem is proved just in the same way as 
Theorem 3.1. except that the equation (3-25) in the 
proof of Lemma 3.3. must be replaced by the inequality 
(3-45) derived in the following. 
      Put 
(y i•s1-)-~(3-42) 
Then 
 ct! dzr-~ t 
       1(3-4o)1                   (23i ) 
(2-3-0 
(3-43) 
Here, by (3-41) , 
Therefore, 
                                     (3-44) 
                   37
Therefore, we obtain 
                                   (3-45) 
 (Q.E.D.) 
3.4.2. Asymptotic Stability in the Large of an Invariant Set 
       We sometimes encounter a case, in which the equilib-
rium of the system is not a.s.1.l. but a certain invariant 
set is stable (cf. p. 170 of [44]). We can prove the next 
theorem just in the same way as Theorem 3.1. 
Theorem 3.5. 
       Consider the system CCS given by (2-1). Assume 
(3-i') that, for each isolated subsystem (2-3-i), there 
   exist an invariant set fj and a positive 
   function 14(X 1,:t .t ) with continuous partial deriv-
   atives such that* 
04,z(11%-i-fa) < 74(xi,.') < Ai(fki-ri11) (3-1') 
   and (3-2) and (3-3) hold for i tti . 
                       ti 
 Assume (3-ii) for D1.4 P'. Then, the set t' is an in-
 variant set of the system CCS and it is a.s.i.1. if (3-iii).
* bti-I'211 means the distance of a point xi from a 
set ri defined by 1I~i  ti~f 11 ad.i —71j1... 1I • 
                       ri 
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Here,  1-7 is the closure of the set F'-r<---x f ',l (the 
direct product of r1,---, F' ) . 
Sec. 3.5. Estimate of Transient Behavior 
       In this section, we make an estimate of the form 
I1:xLCt)11 K II (tp)11 nxp{—??(t--,to)}j ;
for the transient behavior of the continuous-time composite 
system CCS. 
Theorem 3.6. 
       Consider the system CCS given by (2-1). Assume 
(3-vii) that (3--i) holds where q. (3-1) is replaced by 
o(1 I1 s   u (Xi ~i 11X-i112   (3-1-a) 
   Here, 0<i  and i are positive constants, 
Assume (3-ii) and (3-iii) . Let (2,;(c...)  a matrix Tit 
given by 
   C,._•—7-- C •W'-zE, . `'' -i= f ) ( 3-46) 
.2 2 d :Z Q Z 4 
The matrix C is an M-matrix by (3--iii). (cf. Theorem A.3. 
in Appendix). Let Ac the minimum characteristic root of 
C (cf. Definition A.3. in Appendix). 
Then,. the solution '()) of the system CCS. it 
estimated by 
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 11  C,t)!1 K I1 C;ta)ll ex, {—CAc.—F) (it-ita)- 
       t :±0(3-47 ) 
where F. is an arbitrary positive constant, and K is 
a positive constant depending upon o(j,134;) Si , I~~ EZ and e d 
      In the above theorem, the assumption (3-vii) 
implies the assumption (3-i). Therefore, Theorem 3.1. 
can assure a.s.i.1. of the system CCS under the assump-
tions (3--vii), (3-ii) and (3-iii). The above theorem 
presents more detailed information; i.e. it establishes 
that the system CCS is exponentially stable* and that 
an estimate of the damping coefficient is given as 
the minimum characteristic root of the M-matrix C 
      The assumption (3-vii) is just what is assumed 
in Bailey's theorem (Theorem 3.2.), and it is a necessary 
and sufficient condition that the isolated subsystem be
* A continuous-time dynamical system is said exponen-
tially stable if and only if there are positive numbers 
and K such that 
I )t (t)11 s K II)Il exp - SCA-A0) } ? ,to 
holds for the solution of the system . 
                    40
exponentially stable.  (cf. p. 61 of Krasovskii [45]) 
In reality, if (3-vii), we can obtain an estimate 
itxi(U)11 K )1x •()!4e'xp{-C,k,4o)} 
                            ti 
                                     (3-48) 
for the solution . ) of the isolated i-th subsystem. 
Here, t and K1., positive constants given by 
  ;i....Cf•if                                1(-3 (3-49) 
The relation (3-4.8) is easily verified by the relation 
      d.                                    (3-50) 
which is obtained from (3-1-a) and (3-2). We can call 
    the index of stability of the i-th subsystem. 
     Now, suppose that each function is 
given as a quadratic form ofz ; i.e. 
2J:z ~~ z ) x .Zt(3-5      11:1) 
where P. is a positive definite vAi-th order matrix. 
The constants t3i and a i are given as the maximum and 
the minimum characteristic roots of Pi , respectively. 
Since 
we obtain 
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Then, the  matrix C is given by 
i 
Here, we obtain that, for v (i i,; ) given by (3-51), 
the matrix C is equal to the matrix A of Theorem 3.1. 
This helps intuitive comprehension of Theorem 3.1. (cf. 
p. 19) and Theorem 3.6. The next example clarifies the 
analogy between Theorem 3.6. and the usual results on 
linear, time-invariant systems. 
       Consider again the simplest linear composite 
system with positive connections given by (3-6), which 
was treated in Sec. 3.1. By putting v = Xi;2 , we 
obtain (3-9) and 
    oC .f 
                  , Then, the matrix C is given by 
C -- C-- . „J. ) 
Then, the assertion of Theorem 3.6. turns out "the solu-
tion X(X) of the linear system is estimated by (3-47) 
where - h is the maximum real part of the characteristic 
roots of the coefficients matrix (.Qq )." This is the 
well known result on the linear, time-invariant system 
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(for instance,  cf. Chapter 11 of Bellman 22). 
       Before proceeding to the proof of Theorem 3.6., 
let us prove the next lemma. 
Lemma 3.5. 
      Let A==(Aia) an n-th order M-matrix, and let ?+, 
the minimum characteristic root of A Let C C 
a matrix given by 
C = A - ,u. I(3-53) 
where /L- is a scalor. The matrix C is an M-matrix 
if and only if 
fA <(3-54) 
Proof : Choose a sufficiently large scalor 0 such 
that the matrix 3 =(-) given by 
B ?I -A(3-55) 
is a non-negative matrix. The dominant characteristic 
root )t. $ of B (cf. Definition A.2. in Appendix) 
is associated with AA by 
aB=P A (3--56) 
and the matrix C is expressed as 
   C = (p-,u)i-- B 
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Therefore, by Theorem A.4., C  is an M--matrix if and 
only if 
P > 8 
Therefore, C, is an M-matrix if and only if (3-54)• 
(Q.E.D.) 
       Now, let us prove Theorem 3.6. 
Proof of Theorem 3.6. : Put 
By Lemma 3.5. the matrix C.- 5 I is an M-matrix. 
Then, by Theorem A.3. in Appendix, the matrix 
given by 
    C~= (C-- ) dZn(2j)--,2,) 
                                 fr 
is an M-matrix. Here, the elements eZ4 are expressed as 
i 
     1Z=yL _ 2`~L 
                C (3-57)    C41p E . 24,4 } 
By Lemma 3.2., there is a set of positive numbers VI ,- 
-- ,-.7A1,11 such that the matrix 3 = ( za) given by 
          (1Q-1)---)  ?v }t) C' .1' C./ d-17 Q  74711 
                                    (5-58) 
is positive definite. The elements are expressed as 
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 . /3-1, 
?v- s f . (3-59) 
Using the above set of 1,ct , ., - . , 1crn , put (cf. Lemma 3.3. 
and its proof) 
                 ~~     ~i0~2 
I{(3-22) 14' 
 U(~ 
V (:ct Z 1Vz71%(:,~}(3-23) 
Z1, 
Then, we obtain 
                                     .2,r.,.      ii2 
(3-60) 
- V  z  
Since (3-2), (3-3) and (3-4) are also assumed here, 
the relation (3-27) is obtained just in the same way 
as the proof of Lemma 3.3. By substituting (3-60) 
into (3-27), we obtain 
    )(2-1) -z, !I--; re, 2' s 
(3-61) 
Since 8/ is positive definite, we obtain 
f)27Z~~~~:~' II2.(3-62)                         •
By (3-1-a) , we obtain
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  —2 's V(3-63) 
\d (2~j) 
Therefore, we obtain 
;1: ,;(• 0 (3-64) 
for the solution of the system CCS. By (3-1-a), 
there are positive constants of and /3 such that 
0(i! 112<y'( 7,J)<t6II II(3-65) 
By (3-64) and (3-65), we obtain the estimate of the 
solution of the system CCS as 
117:(k )I1 K )Ix(to)1i exso'(1t- .to) ,t ~ o 
Here, J< is given by 
_` 
The oongtant s %< and 13 depend upon o(j , f3. and We 
The constants 1/1depend upon, by (3-57), Y, , $i 
E• , pc and taZ_ . Therefore, K depends upon 
r(~ , t~,~i5•,z••and 6 .(Q.E.D.) 
Sec. 3.6.Examples 
       Two examples are „iven here. The first example is 
a system with a single feedback loop. The second is the 
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system treated by  Piontkovsk_ii and Rut?covskaya 118j. 
L,xamvle • 3.1. 
      Consider a system given by 
    a Xi 
d 71 i>(3-66)      ..a
..'~_ii{7f.Z,') +riX~,-2)--a'rt) 
where C-4  and Ci are 'mix et)i and lii. a emi 1 matrixes; 
respectively. The block diagram of this system is given 
in J?i,;. 3.2. Here, assume (3—vii) . Since the connections 
are given by C .1 , (3-1i) is satisfied where E,ji, are 
  illt. 
E ti -~. 0 for the other pairs of-I:and j; ?i 
Therefore, the matrix A of (3—iii) is given by 
l'i 
Si0 0 __ - - 0 IICill 
      IICIIIb20__ 0 0
      0 1c311 74 --- 0 0 
                  4 0 0 0 --- -- it 011E 
Therefore, by Theorem 3.1., the system is a.s.i.l. if 
NCx IAx .__.. x . n i1._,2C11. < i 
 rlY.,,,(3-67) 
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and by Theorem 3.6., the estimate of the  damping 
coefficient is given as the minus of the greatest 
      22iz      ('2/ Z









 Fig. 3.3. The Linear System Which Gives 
       the Estimate of the Transient
        Behavior of Example 3.1.
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 4,+.,44;
If we regard  Sift,: as a gain of the subsystem, (3-67) 
moans the condition that the loop gain is loss than i . 
1q. (3--68) is the characteristic equation of the linear 
system given in Fig. 3.3. 
L;xample 3.2. 
       Consider a system given by 
cwt . ~~aC,~_c2 ~,2~34 
d d_ 4(3-69) 
2=.1. 
f.•?PS ?- P 
The block diagram of this system is given in Fig. 3.4. 
This system was treated by Piontkovskii and Rutkovskaya 
[18]. They gave 
k  1 ~~~..,~2t.tVi‘3.2+r7r<~ (3`7°)                    1- 
as a sufficient condition for a.s.i.l. of this system. 
       This system contains only one nonlinearity. So, 
we can use the Popov's criterion (cf. Chapter 3 of 01). 
The frequency response of the linear part is given by 
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Fig. 3.4. 
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The modified frequency response defined by 
 CI* ( ) Re { l Z. /,,J F (0 -'- `Y' ~. ` (1: 14.)) 
is as drawn in Fig. 3.5. Here, the constant is 
given by 
 K _Q~...I~(3--71) 
            P-} 
Therefore, iopov'a theorem gives 
as a sufficient condition for a.s.i.l. of this system. 
       Here, let us apply Theorem 3.1. and Theorem 3.6. 
to this system. Let us regard this system as composed 
of five subsystems, each of which is described by one 
of the differential equations (3-69). By putting 
               ( 1,2,3,9),ii;._6"z 
the assumption (3—vii) is satisfied and the constants 
are given by 
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 Eli- °i,j - 1,-2,3,4- 
E .__isr._, 1r ~-Z-L,2,3,4- 
Therefore, the matrix A and C are given by 
PI0 0 0 -1 
0Pz 0 0 - Z 
 A-Cr0 Qr,a—(3-73) 
      0 0 0P4 —1. 
i`. 1 1 p--IP I ...i 1 ...1443+ 1  IA -P2-
Therefore, we obtain 
 I nI,foili~1.I.{..4.Pa )--(3-7 4)   1Pi PAP3Pi -3 
as a sufficient condition for a.s.i.1. of the system. 
       Now, let us compare the three stability conditions. 
It is easy to show 
Ki > K3 K .2 for tat A.0 (3-75) 
Therefore, our condition (3-74) is between Popov's 
condition and Piontkovskii-Rutkovskaya's condition. 
The difference of !K3 and K2 shows an essential character 
of Theorem 3.1., viz. the fact that we only consider the 
absolute value of the gain of the connection between 
subsystems and neglect its phase-shifting effect (cf. 
the assumption (3-ii) ). 
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      The characteristic equation of the matrix 
given as 
 
I  Pa.I (')(A-- P2)(A- pd)(A" p4. )
-^ 1(:31; ()\.._-pi)()- f3)(A-Y ) 
+1(331 ( ?i)( Y-..p2)(i' )+) 
-1,841(A._ ?if.) (;\ Fa)(A Pi) 0 
This equation gives the estimate of the damping 





Chapter 4 Asymptotic Stability in the Large of 
 Sampled  Data Composite Systems 
Sec. 4.1. Main Theorem 
       Concerning a.s.i.l. of the sampled-data composite 
system SCS given by (2-9), we have the next theorem. 
Theorem 4.1. 
      Consider the system SCS given by (2-9). Assume 
(4-i) that, for each isolated subsystem (2-11-2), there 
  exists a norm Nlti( &i) of the state vector X . such 
  that 
                                      (4-1)
where Y% is a positive constant and M..( i) is a 
non-negative valued function of :44
,  satisfying 
l~'l ) = G(4-2) 
   and' 
1fNi(xi)%0z° 
 xe(4-3) 
   for any bounded, closed subset 2 of the vector 
   space* X which does not contain the origin, 
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 (4--ii) and that there are non-negative constants 
   £t(.i) such that 
   N. ((x;,))?;N~<x.f ,7F.~ (4-4 ) 
The system SOS is a.s.i.l. if 
(4-iii) the matrix A = (~. is an M-matrix, i.e. the 
   leading principal minor determinants of A are all 
   positive (cf. Definition 1.1. in Appendix). Here, 
   A z;
s's aregiven by 
            i°.(ztj.)(4-5) 
       The theorem is proved in the next section. The 
assumption (4--i) means that the function 4 . ( X • '? 
is a contraction with regard to the norm !s(., - If each 
subsystem is low-dimensional and contains only a few 
nonlinearities, such a norm is obtained by the results of 
previous researches 9, 26-28, 461. If a Lyapunov func-
tion of a quadratic form of the state vector is con, 
structed for the isolated subsystem, the norm defined 
as the root of the quadratic form satisfies (4-i). 
* X. is the rnz -dimensional vector space to which 
-2I belongs.
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 So, the previous researches on the construction of a 
Lyarunov function for sampled-data systems C47-493 
also contribute to establishment of the assumption (4-i). 
The constant  in the assumption (4-ii) is the upper 
bound of the d.c. gain of the connection with regard to 
the norm A/10T) and. the function Mi(Xi) . 
      In the stability condition (4--iii), aii, is a 
kind of index of stabiliti of each subsystem and 112,41( 
is the strength of the connection. Therefore, we obtain 
the same interpretation of the theorem as -the continuous- 
time case; viz. the composite system is stable if the 
stability of subsystems is superior to the interconnection 
among subsystems. 
      Now, let us see that the stability condition of 
Theorem 4.1. is a necessary and sufficient condition 
for a.s.i.l. of a certain linear system. Consider a 
linear difference equation with. positive coefficients 
given by 
X.. (7+1) -- 1 1-DC'() i=1,-- ,,ti (4-6) 
where .Qti are constants satisfying 
  0 < zi < I , Li/0 ()(4-7)
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The above  equation can be interpreted as describing a 
composite system of it subsystems. In parallel with the 
continuous-time case, we call this system the s3i molestt 
sampled-data linear c;om osite a2A2m with poszti re con-
nections. Not,, let us apply Theorem 4.1. to the system 
given by (4--6). The isolated Z -th subsystem is given 
by 
 (--e+ 1) m- j. x • (2)(4-8- i ) 
Here, by putting N()=) xi I, the assumptions (4-i) 
and (4-ii) are satisfied, where 
    () = Ix•j 
   AA(4-9) 
Therefore, we obtain 
I - L(4-10) 
where L is the coefficient matrix (iij ). Therefore, 
the condition (4-iii) of Theorem 4.1. is, by the condi-
tion (A-x) of Theorem A.4. in Appendix, equivalent that 
the dominant characteristic root of the positive matrix 
t. (cf. Definition A.2.) is less than.1. By the condi-
tion (A-viii) of Theorem A.4., this is necessary and 
sufficient for a.s.i.l. of the '.inoar sysem (4-6). Thus, 
we obtain rat (4-iii) is necessary and sufficient for 
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 a.s.i.l. of the linear system (4-6). 
Sec. 4.2. Proof of the Main Theorem and 
            a Supplementary Theorem 
       Here, Theorem 4.1. is proved and a remark on the 
condition (4-i) is made. 
       First, let us prove the next lemma. 
Lemma 4.1. 
      Consider the system SCS given by (2-9). Assume 
(4-i) and (4-ii). The system SCS is a.s.i.l. if 
(4-iv) there exists a set of /L positive numbers m, --- 
    -- "k r
1such that




 &;.t are the constants given by (4-5). 
 From (2-9), we obtain* 
Niid ii(: t(2), T)} a Ni (xi(?)) 






(xi(T r s)) and





By (4-1) and  (4-4), we obtain 
{Ni(xj-N-1.))-Ni,(yriCT))1.a 
tiN.;(x,i,(-r.)) +2 a E.? fr1. (x.(?) 
                                      (4-13) 
Here, using the set of ?.v`A , .--.-3 /,;;1 given in (4-iv) , 
put 
N(ar) li N(A)(4-14)             N.i 
Then, I\1(x) is a norm of the vector . By (4-13), 
we obtain 
 tN ( (- 2.)) - N(x(?)).7) 
i, 
-- - , r'f :ct C t)(4-15) 
By the property of M() given in (4-i), we obtain 
  AiG~t')> 0(4-16)   ace 
for any bounded, closed subset ZS of X which does.not 
contain the origin. Therefore, the system SCS is a.s.i.1. 
(cf. Theorem 1 at p. 396 of 9)(Q.E.D.) 
      By the condition (A-iv) of Theorem A.1. in Appendix, 
the condition (4-iv) is equivalent to the condition (4-iii). 
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 Therefore, we obtain Theorem 4.1- 
      Now, let us consider the requirement that t14 :ICi) 
be a norm of ~.. A norm of a vector %.L is defined 
as a real-valued function 1\4 ()Ti) i) of Ci satisfying 
  Nti(x.) >0 xi 4. a) (4-17) 
                                      (4-18)
Nti(Ax•) IA) N•Cx.) (4-19) 
N t ( Z -l- t .1) N (x i) f I\J ( /) (4-20) 
where 4 is an arbitrary real number.In the proof of 
Lemma 4.1., the property given by (4-20) is used to 
derive (4-12) from (2-9), and the property given by 
(4-17) and (4--18) is used to establish the same property 
for W( ) , which is necessary to conclude a.s.i.1. of 
the system SCS from the relation (4-15) and (4-16). 
However, the linearity property given by (4-19) is not 
used anywhere in the proof. Therefore, we have the 
next theorem*.
* The main theorem is stated here requiring Ni be a norm 
1) because we can have a simpler expression by this, and 
2) because we find many literatures which give a norm 
satisfying the condition of (4-i). Even if we remove 
the requirement (4-19), we hardly have more possibility 
of establishing (4-i). 
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 Theorem 4.2. 
       In Theorem 4.1., Lemma 4.1., and Theorem 4.3.-4 .6., 
we can replace the requirement hat P4-(X.) be a norm 
by the requirement hat N~(,c,) be a real-valued 
function of ›Zi satisfying (4-17), (4-18) and (4-20). 
      As an example of a re:1l-valued function W.~ 3 of 
/ vectorJsatisfying (4-17), (4-18) 
lnd (4-20), we can give 
  Ni(:A 1 T~_..1 .rn I. 
3ec. 4.3. Generalization of the Main Theorem 
First, an intuitive interpretation of Lemma 4.1. 
.s given in 4.3.1. With relation to this interpretation, 
Yheorem 4.1. and Lemma 4.1. are generalized. In 4.3.2. 
and 4.3.3., we give two generalized forms of Theorem 4.1., 
rhich correspond respectively to Theorem 3.4. and to 
'heorem 3.5. in continuous-time case. 
.3.1. An Interpretation of Lemma 4.1. and Generalization 
       of Theorem 4.1. and Lemma 4.1. 
      Generally, the assertion that a system is a.s.i.1. 
eans that the state of the system is restored to the 
quilibrium wherever it starts. In Lemma 4.1., the 
ui
assumption  (4-i) means that the restoration of the isolated 
subsystem during one sampling period amounts to, at least, 
~,,(,~Z(?)) in some measure . Since the subsystems 
are interconnected with each other, the restoring move-
ment of one subsystem causes disturbances in the other 
subsystems. The assumption (4-ii) means this disturbance 
acting on another subsystem during one sampling period 
is less than e;tl ' (X.. (? )). The condition (4-iii) of 
Lemma 4.1. means that, if we weight subsystems appropri-
ately, the amount of the all disturbances caused by one 
subsystem is less than its own restoration. 
       The above interpretation gives an important result. 
Consider a case in which the movement of the system during 
one sampling period depends only upon the outputs 1t i- - 
-- , n of controllers, i.e. the values of functions 
(xj, , z ) are determined only by Z - _• -- , , . 
(of. Fig.4.1.) This is the case if the sampling period 
is sufficiently long compared with the time oonstants of 
the controlled system. Here, assume 
a, f i (:z; , 7) ,.. .t  ( i , -r ) (t) ( 2 . ) 
for 
This condition is satisfied if the controlled system 
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 I?ig. 4.1. A Sampled—Data Composite 











Fig. 4.2. Operation of Controllers
   OFF 




ON OFF  ON OFF ON
 tl ~.._..,.J...,...a......A~..« A..-....d,_.,.ta..._L..._.r..._..a  _ -1 J - J. '
63
 contains integrators appropriately. Under those assump— 
  tions, consider the case in which the i—th controller does 
  not work at some sampling instants but works at least once 
 in pi sampling periods. This situation is explained in 
 Fig. 4.2. Even in such a case, the assertion of Theorem 4, 
 remains valid. Let us state this result as a theorem in a
 little extended form. 
 Theorem 4.3. 
       Consider the system SCS given by (2-9). Assume 
 that, for each subsystem, there is a set of integers 
Zi _ i d L) ; t ~~ t I, l` 2, - J 
 such that at least one crk is contained in any interval 
C, ,;(2, where pi is a con— 
stant positive integer. Assume that (4—i) holds for 1 
and 
Tii (=('i , 7 ) _-1 
( 
                             for Z.M.` i (4-21) 
Assume (4—ii). 
      Then, the system SCS is a .s.i.l. if 
      The above theorem can be easily proved b
y slightly 
changing the proof of Theorem 4
.1. In the theorem , each 
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subsystem can be regarded as  corresponding to one 
controller. The set E Z gives the sampling instants 
at which the controller works. This theorem is useful 
when we study a case in which the sampling periods of 
subsystems are not same but their ratios are rational 
numbers. 
       In relation to the above consideration, we can 
extend Lemma 4.1. for the case in which there are two 
engines of the movement of each subsystem. 
Theorem 4.4. 
       Consider the system SCS given by (2-9). Assume 
(4-v) that, for each isolated subsystem, there fexists 
   a norm N2(X 4) of the state vector xi such that 
Nj`It(ali) ')) " Ni ("r4 
- (7i)/ ( i ) (4-22) 
where Y(i) and J are positive constants and 
P°1 ii)andMz~z)are scalorfunctions of 
Cj satisfying 
iv1(i"(0) NI(2)(0) 0 , P1(2'(74-i) 0 (4-23) 
and 
  ?If(ii) t) >0(4-24) 
7Lt6L 
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  for any bounded, closed subset  Ai of X which 
  does not contain the origin, 
(4-vi) and that there are non-negative constants eT; 
  and q . (i 4 ) such t at 
     ~ Z r=~~-re, , .) 1.-pi (.2) ( 1
41 
                                       (4-25) •
The system SCS is a.s.i.l. if 
(4-vii) there exists a set of I. positive numbers 
1,.r•71, such that 
 211a dr.(4-26) 
     a;: Q(4-27) 
  Here, (1) and a(2) are given by 
S)
i )  e()(i t )(4-28) 
      The above theorem can be proved just i n the 
same way as Lemma 4.1. At present
, we don't have any 
condition of the form (4-ill)
, which is equivalent 
to (4-vii) .
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4.3.2. Cases in which the  Superposition Assumption 
       of Inputs to Subsystems Is Not Satisfied 
Theorem 4.5. 
      Consider the sampled-data system given by 
x1(t+l) = hit z) + Ih2, ('4Ei Cz),---, (r) ~ ) 
                                      (4-29)
Assume that there are functions 4 4(xi) ?) which 
satisfy (2-10), (4-i), (4-ii) and 
N jahif(xilt)+ih2z(xi,---,x11),) -- 9ii (xt) r) ) 
2 N•(0z1(rj.,7))(4-30) 
Then, the system (4-29) is a.s.i.l. if (4-iii). 
       If we refer to the proof of Theorem 4.1., the 
above theorem is evident. 
4.3.3. Asymptotic Stability in the Large of an 
.Invariant Set 
Theorem 4.6. 
       Consider the system SCS (;iven by (2-9) and assume
(~ci3e)E ri yr. erz (4-31)
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where  f71.. is a closed subset of xi which contains 
the origin. Then, the set P= ~' X --- x ry,L is the 
invariant set of the system SCS. Assume 
(4—i') that, for each isolated subsystem (2-11—i), 
  there exists a norm f‘,,.(~ttiof the state vector 
Xi such that (4-1) holds. Here, ei is a positive 
  constant and P/i(Xi) is a non—negativealued 
  function of ,Ci satisfying (4-2) and (4-3) for 
  any bounded, closed subset A of )( which does 
  not contain any point of pi. 
Assume (4—ii) for' t 
      Then, the set l' is a.s.i.l. if (4—iii). 
      The above theorem corresponds to Theorem 3.4. 
in continuous—time case, but it differs in the point 
thatdi~(yr~.o!') =a) is required for•a It.This 
difference is caused by the fact that the state "jumps" 
in the sampled—data case. The theorem is proved just in 
the same tay as Theorem 4.1.
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Sec. 4.4.  Estimate of Transient Behavior 
       In this section, we make an estimate of the 
form 
11 (7)11 K 11x(T0)11n(1—To)  
for the transient behavior of the sampled-data composite 
system SCS. 
Theorem 4.7. 
      Consider the system SCS given by (2-9). Assume 
(4-01 (4-ii), (4-iii) and 
Pitt ( 2) = • I\4 (x 2)(4-32) 
Let AA the minimum characteristic root of the 
matrix A. 
      Then, the solution . i (T) of the system SCS is 
estimated by* 
  I1x(?)11sK 11z(To)11 ( -a,A+E )T-To(4-33) 
where € is an arbitrary positive constant, and K is a 
positive constant depending upon the positive constants 
e . , E and the norms Ni
 i;; the Euclidean norm of . (cf. footnote 
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at p. 17)
       This theorem corresponds to  Theorem 3.6. in the 
continuous-time case. The theorem tells that, if we 
have (4-32) in addition to the three conditions of 
Theorem 4.1., we can obtain more than the only a.s.i.l. 
of the system SCS; i.e. we can assert that the system 
SCS is exponentially stable* and that the decay of the 
transient response of the system is associated with 
the characteristic root of the matrix A 
       Now, let us apply the above theorem to the 
simplest sampled-data linear composite system with 
positive connections given by (4-6). By putting 
N • (, c)=1cJ, we obtain (4-9) and (4-10) . By 
(4-10), we obtain 
A.L.= I — AA 
where AL is the dominant characteristic root of the 
* A sampled-data dynamical system is said exponentially 
stable if and only if there are positive numbers Yt and 
K such that 
11 xWl1 K II x (To) II rt( )  
06. <1 
holds for the solution of the syste
m. 
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coefficient matrix L  = (i.) (cf. Definition A.2. in 
Appendix). By Theorem A.4., AL is the maximum absolute 
value of the characteristic roots of L . Therefore, 
the assertion of Theorem 4.7. turns out "the solution 
of the linear system is estimated by 
11%(T)11 K 11.x(70)H (AL ) ) 
where AL is the maximum absolute value of the character-
istic roots of the coefficient matrix L. T Ce ..) . "e 
This is the well known result on the linear, time-
invariant sampled-data system. 
       Now, let us prove Theorem 4.7. 
Proof of Theorem. : First, let us prove 
Q < A A(4-34) 
By (4-1) and (4-32), we obtain 
  JVz(1,(a~~,2))<(1_()N~(~)(4-35) 
Therefore, we obtain 
zS1.(4-36) 
Therefore, by Theorem A.5. in Appendix, we obtain (4-34). 
       Now, put 
  Y -= AA - <(4-37) 
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By  Limea  3.5.  r the mLI:i.x C (ci .) given by 
C A, - ?2 I 
is an 1A--matrix. The elements CI. are related to aia 
by 
cii 4-1z , ci. (i4i) (4-38) 
By the condition (A-iv) of Theorem A.1. in Appendix, 
there is a set of 1/, positive numbers zu  -_-, 'k such 
that 
   Ga'i->0(4-39) 
Using the above set of 'W,-----Wput (cf. Proof of Lemma 4. 
l\/ (.2) = . le • N (at )(4-14) 
Since (4-i) and (4-ii) are also assumed here, we can 
obtain (4-15) just in the same way as the proof of 





29- . C ..1\1. (;d.•(r))-- ,?tr. 




 {N(x(+ 1\1()T.(T))}  N x(?)) 
(4-41) 
Therefore, we obtain 
N(x(1-1°1))( f-)1 ) ^\/(% (t)) (4-42) 
for the solution of the system SCS. Here
, note that, 
by (4-37), we have 
-~>0 
hY (4-42), we obtain 
  N(x.(I))N(x(To)) (1-Y1)(? -To )(4-43) 
           2 ? 7© 
Since Pi() is a norm of x by the definition (4-14), 
there are positive constants of and li such that 
of bid N(x)  - , ( 4-44) 
Therefore, we obtain the relation (4-33) from the 
relation (4-43), where 1< is given by 
  K 
QC 
The constants e< and /3 are determined by the property 
of the norms Nj and the constants 1r . The constants 
u depend upon the matrix C , which is determined by 
the constants ( , £i and the arbitrary constant £ . 
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 Therefore, kc depends upon , Ez , £ and Ni . 
(Q.E.D.) 
Sec. 4.5. Examples 
Two examples are given here. The first example 
is a relay controled sampled-data system composed of 
one-dimensional subsystems. The second example is a 
system composed of 2, two-dimensional subsystems. 
Isxample 4.1. 
       Consider a sampled-data system given by 
X (T+1)---° X{(1°) (1)(4-45) 
Here, Z~ are constants atisfying
i~ > Q(4-47) 
and (61.) are functions given by
where G . and 
functions descri 
blook diagram of
   c 
 ib
• 6Z7Ci 
Q J cr. c . (4-48) 
'_di cr.<—C ,• 
   are positive constants. These 
ideal relays with dead gone . The 
this system is given in Fig . 4.3. 
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       First, let us investigate the isolated  I; -th 
subsystem given by 
xi(z)±i~i(-xZ(~))(4-49-i) 
Put 
I =[ cz,cij 
Then, f'i is the set of the equilibrium points of the 
isolated i--th subsystem. If ii cti c , we obtain 
1zi+M°xi.)I --- 1 Xil - & ltfi(--x.01 a xi4Ci (4-50) 
If c. < 4,1ti < 2 ca , we obtain 
f 7 
xi r1(4m-5I )










 Therefore, when -6:" d C 2 Cz , the set ri is a.s.i.1. 
and the condition (4-i') of Theorem 4.6. is satisfied 
where 
  N•(x)=!xii,Mz(xi )-°'Pi (xx)f 
When $tiz di 2 c.i , we cannot obtain that /xi l- q,2 (-Xi )1 
-- ~z is always negative. When di > 2 ci , self-
oscillations are observed if we choose the initial 
values as 
C• < xi (T.) < v~ cti - c1 
A self-oscillation of this kind is stable but not 
asymptotically stable because a slight change of the 
initial value provokes another self-oscillation. 
      Now, let us investigate the behavior of the 
composite system given by (4-45) and (4.46). The set 
I given by 
r=$x' i•is Cz 
is the direct product of ji ,---,1',n and the set of the 
equilibrium points of the composite system.. If the 
constants Ci and dZ of the relays are chosen as 
  iadi  ci(4-52) 
our theorem given in the preceding sections cannot give 
any result. If the constants ci and di are chosen 
as 
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 d  . < .2 c 
the assumptions (3—i') 
satisfied. Therefore, 
a..s.i.1. if the matrix 
given by
a.ii = 
    a 





that, if E 
establish 




  ote  that 
r frli are give 
o ion means 
x if the 
Bis not 
li  as 
ay 
plete nswer 
rn be made 
 constants
(4-53) 
ans -i') and (3-ii) of Theorem 4.6. are 
Ph refore, by Theorem 4.6., the set r' is 
e atrix A is an n-matrix, where A is 
iiZo1. ' cZ 
2C-1-  cl ~;           .822 cZ < 4i.ir~i,~CZ(4-54) 
 at 
it                             (4-55) 
n by 
4Z —1 I (i•i 
^n eans that the matrix Bt v (-e) is always 
 matrix A is an M--matrix. This means 
 is  an M-matrix, Theorem 4.6. cannot 
       of the system whatever the constants 
e. At present we don't have any 
rd r to the quenstion whether the composite 
       a.s.i.l. by an appropriate choice of 
C. and di when St is not an M--matrix. 
           77
When  ` fl  =  -2 • various trials made by the author are 
suggesting a negative answer. 
Example 4.2. 
       Consider a sampled-data composite system 
   xiCz+1)= / ~(x. (T))~~1,~(4-56) 
                 .2 
where yt and ,xZ are two dimensional vectors and 
(Xi) are given by 
0 1 
cit(xi) 0 ~a ~" api (xi) i= ~~ z 
Ili-`di) = Ei,j=1,z ; 
Here 4pi(.xi) is a two-dimensional relay function defined 
in Fig. 4.4. Let ri the disk centered at the origin in 
which 4101(Xi)=0 and let Kti the radius of the disk 'i . 
Let us assume Ki>1 . Then, we obtain 
l! xi Il 
               +(lxiz1-1)T— 
        {(llxI-u2~ — 71i 1 
          {(Kti 2' 
Xi i. i 1,2_ 
18










soi bti) = )
For the interaction terms, we have 
 II  z~.  (  ,)11 .-- 1€il 
Therefore, by choosing 
N.~(xi)=11cill 
M (x)-I 
the assumptions (4—i') and (4—ii) 
satisfied. The matrix A is given
 Ks- ,/(K -n2+ 
_2!£d 
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F4 r'~ ,; i=1,2 ; 
of Theorem 4.6. 
 by 
-1a 1E.2.1 





By Theorem 4.6. , the 
 i4K-
z
system is a.s.i.1. if
( Ei E2 (KK,-i)2+I}
(4-57)
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Chapter 5 Application to a  System Composed of Sub-
            systems Containing a Single Nonlinearity 
Sec. 5.1. Description of the System 
      Consider a continuous-time system given by 
dar • =Aitxi+Ibzi?i(6i) +Ci (5-0 
6Z -- Q~z xi(5-2) 
u i. r Z. (5-3) 1.4.4i 14.
v is--#9x~ca+.lbi~~l6)k 
Here 
Xi : yrt i -dimensional vector 
'U,i : mi -dimensional vector 
   -QrZ~ : Tel:-dimensional vector 
1J. : 'm"Z -dimensional vector 
Aij : ?niX1riz constant matrix 
ili : 'ti-dimensional constant vector 
       : 'Y11i.XryYt j oonstant matrix 
Q~ : 'V% -dimensional constant vector 
   A.11 (i 4.) : 7nt.x'rit • constant matrix 
• '1YI' dimensional constant 






 Eq.) : rn i x nti constant matrix 
F •(.1:4.')  :mli~xwe.constant matrix 
(iti) : ;~ xconstant matrix 
Q1 i~ (Z ti) : 1fl -dimensional constant vector 
and (f (Q'Z )'s are continuous functions satisfying 
  Ti(o)~(o)=00.~,(~#0) (5-6) "Z 
       We can interpret -the above set of equations as 
follows (of. Fig. 5.1. and Fig. 5.2.). Eqs. (5-1) and 
(5-2) describe a system with single nonlinearity i 
and an input xi (Fig. 5.1.)- Let us call t.is system 
the j -th intrinsic subsystem ISSi. Eq. (5-3) tells 
that the input to the intrinsic subsystem ISS is the 
sum of the interactions ~PJz from the other intrinsic 
subsystems (Fig. 5.1.) . Eqs. (5-4) and (5-5) describe 
the property of the interaction via .' Eq. (5-4) tells 
that the interaction 't^1Za from ISS•,to ISSZ consists 
of two parts : the direct interaction given by the term 
A fa xa +6.4 (P (x,) and the delayed interaction 
given by the term E b.. (Fig. 5.2.). Eq. (5-5) 
gives the dynamical property of -the delayed. interaction. 
Let us call the system described by (5-5) the Li 
connecting s;bsystem CSSjj , where we regard the term 





















subsystem, we refer to the both kinds of subsystems  : 
intrinsic subsystems and connecting  subsystems. 
       The above kind of model is obtained for a multi-
variable control system when the actuators have notice-
able nonlinear properties and the other part of the 
system can be regarded as having linear property 
(14, 50). When we construct he above kind of model 
for an engineering system, we often encounter the case 
in which we must replace (5-3) by 
a-8-4,(-DA •) 4 Z  (44 ( ..)(5-3-a) 
(of. 3.4.1. of Sec. 3.4.). For such a case, the stability 
analysis given in the following sections are applicable 
without any change. (cf. Theorem 3.4.) An important 
example, which belongs to this category, is the case 
in which and in which we can construct the 
equation of an intrinsic subsystem in the form 
   ctat 
6i ,dzxi+u 
        Pi 
In such a case, if we can assume 
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 T2 (~A cy-')  tfz ^  ~i 
(5--6k) 
we obtain 
   ctx 
  d.tizxi~i~~i~~1tC2uz(5-1) 
 6z *z(5-2) 
QA-4(It ti)
i~~.~v2~)(5-3–a) 
       Now, in parallel with the continuous-time case 
described above, consider a sampled-data system given 
by 
    (2+1-) =Atixi(r)+1}3iili(`St(?))+Ci ~a.(Cz) (5-7) 
4-4,(1) = ~c C•z)(5-8) 
14(z) — L i vi (z)(5-9) 
           3 ?) =           11.x.(?)+b.(10.(0-..-C-0)+  E ~~(? )
                                      (5-10) 
  1.1.(z+.4) =F.,;(?)+~~~c(it +Ihti((ri(1))j. 
                                      (5-11) 
Here, i, ~(Z , i, , fb,.,Ci, ,E-. 
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 014 are as defined in the continuous-
time case and (pi( (i)is  are functions satisfying (5-6). 
       We can interpret the above equations just in 
the same way as the continuous-time case. If we 
introduce a digital computer in the feedback loop, 
we obtain this kind of model. In such a case, both 
the nonlinear property of the actuator and the non- 
linearity of the quantizer may be involved in the 
function yi(4-0 . Here, in parallel with the 
continuous-time case, we call the system given by 
(5-7) and (5-8) the 2 --th intrinsic subsystem ISSi 
and the system given by (5-11) the 11 connecting 
subsystem CSSii 
Sec. 5.2. General Procedure of Stability Analysis 
            in Continuous-Time Case 
       In this section, a general procedure of investi-
gating the stability of the continuous-time system given 
by (5-1) -- (5-5) will be given. 
5.2.1. Stability Criterion 
      Concerninga.s.i.l. of the system given by 
(5-1) - (5-5) , we have the next theorem, which is 
obtained by applying Theorem 3 .1. and considering the 
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structure of the system. 
Theorem 5.1. 
      Consider the system given by  (5-1) p- (5-5). 
Assume* 
(5-i) that, for each intrinsic subsystem ISS.L , we have 
   a Lyapunov function 
=
Z~z°~i~'9Z ! i ( )oti (5-12) 
D 
  such that 
k. t-Q•,i ( 5-13) 
  where is an YYE( -th order positive definite matrix 
  and ~;  is an (1 i -i-1 )-th order positive definite 
   matrix, 
(5-ii) and that, for each connecting subsystem we have a 
  of 'fl 1-th order positive definite matrixesP- 




Cri       is the 9z 
 components of 
last component
0440-1 )-dimensional vector, the first 
which are the components of xi and 
of which is yi .
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    P•• Q •(5-14) 
The system is  a.s.i.l. if 
(5-iii) the n-th order matrix At :44i) is an M-matrix, 
   i.e. the leading principal minor determinants of 
   are all positive (cf. Definition A.1. in Appendix). 
  Here,Ol,t:'s are given by 
          ii(5 --15-1) 
at-)I~A~Ii-~•~~Cbt).IIai+--1lCL~z• 
      x(Ilq11+~Nih11.1141j.1))'j. (5-15-2) 
  where ZZ and AI are respectively the maximum 
  characteristic roots of  and Pip anditi • and 
"44 are respectively the minimum characteristic 
  roots of Qt- and Q.. . 
Theorem 5.2. 
      Consider the system given by (5-1) - (5-5). 
Assume (5-i) and (5-ii). The system is a.s.i.1. if 
(5-11/1F) the n-th order matrix A= (Gt tii) is an M-matrix 
  where & 's are given by 
* _ JL•ii  a {~
2Ai+*llei I - o 4111b~)11Cz1~(5~•15-3) 
i
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   a L=-{~IAII+-&II ~2911 +~~~~~I~E  I
 X(it  G.111-°It-  l  —g-lid  -10/ i (5-15-4) 
   where Aft, Ai , and /Ctij are as given 
   in (5-iii) of Theorem 5.1. 
       The proof of Theorem5.1. is given in 5.2.2. If 
we note the relations 
IICiAgg1I IlCill IIAi%II , IIc116i )I II~~ II il~z~°, 
Nil IJ ci II CI,~ II
and if we note Theorem A.2. and A.3. in Appendix, 
Theorem 5.2. is evident by Theorem 5.1. Theorem 5.2. 
has the advantage that the off-diagonal elements I j•(z ~) 
do, not contain any constant of the 2 -th intrinsic 
subsystem ISS i . When the dimensions /lei  'of the 
connections are all one. (scalor connections), (5-iii +) 
is equivalent to (5-iii), and otherwise (5-iii +) is 
generally more conservative than (5-iii). 
       The above theorems show a general procedure to 
investigate the stability of the system given by.(5-1) - 
(5-5). First, for each intrinsic subsystem, construct 
a Lyapunov function of the form (5-12). Next, for each 
39
  connecting subsystem, find out a pair of  Ply and 
       satisfying (5-14). For this purpose, give an 
  arbitrary positive definite matrix z and solve the 
  equation (5-14) for Pti . If F.r,; is a stable matrix, 
  the solution Pia is always positive definite (cf. [ 9], 
  p. 245 of [22), etc.). If we cannot obtain the Lyapunov 
  function 'V or the pair of matrixes P11 and Qv for 
  some subsystems, we cannot use our theorem. If we can 
  fulfil the above steps for all subsystems, we can apply 
  the condition ('5-iii). 
         Concerning the construction of a Lyapunov function 
  of the form (5-12) for the intrinsic subsystem, the 
literatures- (2-6, 38-41] provide various useful results. 
  In order to make the condition (5-iii) less conservative, 
  it is profitable to make aitiz as large as possible. 
(cf. Theorem A.2. in Appendix) For this purpose, it is 
  desirable to choose the elements of Ptii so that we obtain 
  the maximum at.ii . But, generally, it is a difficult 
  work to maximize aiiZ except he case in which 714  is 
  small. Apparently, it seems that we obtain larger Off 
  if we make '8z1 smaller. But this is not true because 
  the matrix Qis (hence the number dai ) depends upon B1- 
        The research by.Yakubovioh [38-41] gives an 
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interesting knowledge concerning the construction of the 
Lyapunov function for an intrinsic subsystem.For the 
 Z-th intrinsic subsystem, put 
(4) ~- (A;,i-al )~~ 1b2L(5-16) 
Assume that the characteristic roots of .4ii exist only 
in the half plane 
ReCt) <(5-17) 
where is a positive constant. Assume that there 
is a positive constant t9z such that*, 
  ic(&)421+cs+~~eti ).~ii (m~z-r i101 > Q 
<k <00(5-18) 
  Alt it (w) Gv > 0 if ,n 71.(w) =0(5-19) 
daaocua>ao
* Note that 2 is used in two meanings : the imaginary 
unit and the subscript to identify the subsystem. 
** The condition given by (5-18) tells that we have a 
Popov line of the gradient Uj for the modified frequency 
             .g(*(-•i 26)),where response curveti2 
(of• [39])
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 Then, there exists a Lyapunov :"unction of the form (5-12) 
 such 
G~rrthat*      /Ti 
d `` •(5-20) 
(cf. Yakubovich [39] ). Here, let '. 'z an mi -VI order 
 non-singular matrix such that 
Tit PitTi = I 




  d.t`~~ii~ii~-I-zyilbit A (Ci) +T'-'ClU i 
(5-1') 
_ 4z Ti i(5 -2') 
and 
v (z ) — ~i i ~1 ~ $e JQ1)0.(k) d.4.(5-12') 
By using the expression (5--1') and (5-2'), we obtain 
   fi  aZ2 ti K e 2 Ti) (5-21) 
where 
* Eq. (5-20) means the i-th intrinsic subsystem is exponen-
tially stable with the exponent ti (of. p. 40). 
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 < (®i, Li)(5-22) 
Iiere we must note that, in (5-15-2), C1 and i; must 
                                                                    af' 
be replaced byT.1Li and 1111 T1 , respectively. The 
above procedure is theoretically interesting because it 
relates the constant 2 Z to the knowledge obtained by 
the graphical method. But it requires complex calculation 
to obtain the matrixai[38) andT.. In some cases, 
the matrix 17. becomes nearly non-singalar and the norm 
     1 of'I.C. becomes very large. Therefore, the above 
procedure using Yakubovich's results is not so recom-
mendable for practical application in spite of its 
theoretical importance. 
       Concerning the pair of positive definite matrixes 
Pis and a i for the connecting subsystem, the Kalman's 
corollary (p. 380 of [9]) gives a method of transforming 
the state vector parallel with the above method based on 
the Yakubovich's result. But, either in this case, the 
method is not so recommendable for practical purpose 
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 because of the same reasons. 
5.2.2. Proof of Theorem 5.1. and a Supplement 
      Let us regard the system given by (5-1) - (5-5) 
as composed of 1V4 subsystems, G1. of which are the intrinsic 
subsystems and ry~, {'t -- i ) of which are the connecting 
subsystems. By applying Theorem 3.1., we will obtain, 
as a stability condition, that an 1)tZ_th order matrix A 
be an M--matrix. By considering the structure of the 
system, we can reduce this condition to (5-iii). 
Proof of Theorem 5.1. : 
       Let us numberthe /t1 subsystems with the integer 
parameter I , where 
Q= X(1' 4) +i(5-23) 
for the 2 -th intrinsic subsystem and 
Q = X(5-24) 
for the ti-j, connecting subsystem*. 
      First, let us show that the assumption (3-i) is
* In this chapter, .Q takes the values 1) --. -, fl2 • 
The subscripts 2 and take the Values 1
,---01 as 
said in the footnote at p. 10. 
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satisfied. Consider the  Z -th intrinsic subsystem, 
and put 141(X i) ° ?li- (a¢ i) By (5-12) 
~i Q(xi) = 2 Piixi f9i  ci (6-i) (5-25) 
By (5-6), 
10-1,V1(Xj)1  ei Ira J1xi1( (5-26) 




a t1 ei( 11 ?TIi2+ (pi2 )
                      zi 1~i 9i(5-28) 
Therefore, q. (3-2) is satisfied where 
  ~,Q =/u2z .Q='n(z-1)+2(5-29) 
Next, consider the i-4 connecting subsystem. By 
putting 
 ?lI(ade) =ri i . =41C2-1)+ ; i i (5-30) 
we obtain 
Ht,n(5-31) 
   1= , i+i 
                    95
 Therefore, eqs. (5-2) and (5-3) are satisfied where 
(5-32) 
Eq. (5-1) is satisfied by the assumptions made on ?l and 
Pii in (5-i) and (5-ii). Therefore assumption (3--i )
is satisfied . 
       Next, let us show that the assumption (3-ii) is 
satisfied. The equations (5-1) - (5-5) can be rewritten 
as 
 otii~ilb~i~~ii ) 
4- .;i~i~i;X- + Czlb.(QItx.) 
(5-33) 
       ~~2~i tJh ~a(d•x) (5-34) 
Therefore, (3-ii) is satisfied where 
E,¢ ti = IJ A II + 11 C. b 11f~aH~~J1---- 
                 )+i , Q''v-.i)+a,,) (5-35--1) 
Evt- -- H C i Eli 11 -- ~- 
,~= ~t(i-1)+ti~ 2'=n{~--1)+ 'L~. (5-35-2) 
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 €L£' II z~l1+11 h 41I Ildill = X( 
2 = It (i--1)+  
=0 for the other pairs of /
       Therefore, 
if 
(5-iv) the matrix 
  is given by 


















    l Z
      In 
equivalent 
      Let 




the following, let us 
to (5-iv). 
us write the matrix 





show that (5-ill) is 
A noticing the 11 -th 
.Q3 -th columns (Fig. 5.3.) ,
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 A3=  n(i-i)ti (i# ) 
On the ,Q3 -th column, the elements are all zero except the 
elements on the Q1--th and /3-th row. an the /3-th row, 
the elements are all zero except the elements on the .22 -th 
and ,e3 -th column. In addition we know 
0,1
11x=  —X..  , Q'Q1 '3 
Therefore, the k-th order leading principal minor determinant 
D4. of A is calculated by adding (2A 2i /u 2~ f)Xi-tithes 
23 th row to the ;Qi -th row. The resulting matrix is given 
in Fig. 5.4. In -this way, any leading principal minor de.. 
terminant DA. of' A is related to DA — P a% 1 (i) j=1, -- ,y 
by 
z4:  
 DA = ~' 2 Av(5-37) 
    L {(i,j.); i,'n(i-i.)tjIJ 
where A/ is the maximum integer such that 
( i-1) + S A(5-38) 



















5.4• Reduction of the Matrix
13





0 2;14 0 0
0
99
 0.t. = a(5-39-1) 
    +alsx3 41.23~z  tz z~ = a~
s 2 -(5-39-2) ks- 
      By (5-37) and (5-39) andby the definition of an 
M-matrix, we oan say that ®4 is positive if At is an 
M-matrix. Therefore, we can conclude (5-iv) from (5-iii). 
The inverse assertion that (5-iii) follows (5-iv) is 
evident by the fact that any principal minor determi-
nants of /kfi is equal to a principal minor determinant 
of /4 divided by the positive factors Aczi./2.1i j , 
which is shown just in the same way as inducing (5-37). 
(Q. E. D. ); 
       Here, corresponding to Theorem 3.2. given in 
Sec. 3.2., we have the next supplement to Theorem 5.1. 
and 5.2. 
Supplement to Theorem 541. and 51.2. 
      If the lements of the AiT -th,---, A°z-th row of 
the matrix C. are all zero, we can replace 7Zi and 114L II 
in (5--15-1) and (5-15-3) by Afii and (, modi fied(d i )11 
where 
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   Xii=IImodified(Ptii)II 
      If the  elements of he1) -th,---,•R-th row 
10.4 
of the matrix Gi•and the6i4)-th,-,-th com- 
ponents of the vector 0i'•  are all zero, we can replace 
a ij. in (5-15-2) and (5-15-4) by Alia where 
       11 -modified (Pi~,)!I 
(as for modified( ), cf. Theorem 3.2.), 
      Generally, we can replace /IZi in (5-15-1) and 
(5-15-3) by a positive number /ij such that 
        (31ztItH xi 112 (5-40) 
for arbitrary real values of Z( Z= 1, -- a' i ) and .'* 
See. 5.3. A Continuous-Time System Composed of 
           First and Second Order Subsystems
5.3.1. Description of the System 
       Here, let us study a composite system given by 
Fig. 5.5. (at p. 111),, where we assume -the functions 
f i (6-7:)'s. satisfy the -elation (5-6) . 
* In (5-40) , must be regarded as an n 1.ependei: t 
variable. 
101.
       This system is a  special case of the system given 
by (5-1) - (5-5) (to be accurate, (5-3) must be replaced 
by (5-3-a)  , where rn? -1 for i=11,---)11.  Here, the 
quantities A2~ , ~z , qij and 1ht degenerate into 
soalors. In this section, we confine our study to the cases 
in which 214 has one of the next forms :
~(s)=~( 5-41) l-r  -•s 
..(s) ~.                                       (5-42) 
         4 (114 
Since the connections are all scalor connections in this 
system, we can use Theorem 5.2. without any loss of the 
sharpness,of the stability condition. (of. p. 89) In the 
following, let us calculate the elements of the matrix A* 
of the oondition (5-iii +) of Theorem 5.2. and express the 
stability criterion with the constants 'rti},Z},it.. 
Az~,bZj., qv. , and A 
5.3.2. First Order Intrinsic Subsystem 
      Let us calculate the diagonal element p,1*of the                                                t 
matrix /q of the condition (5-iii +) for the case in which 
the transfer function JlZt CS) of the Z. -th intrinsic sub- 
system is given by (5-41) 
    Z2 (s) = 2 i i __~._ 1+ iii s 
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where we suppose 
 >  Tii  ~o 
      The equation describing the i-th 
system becomes 
d -°~ 
                     it                   =Xi~a ,~-xi~~'~2z~ti 
Therefore 
 II CIA 
By putting 
   -17.(x•t = xiz 
we obtain 
 91721\t 
      (s-4~.3)!lti=02x 
  2u~ = Z x 1 ,xi 
Therefore, we obtain 
         2
* = 
`ii








 5.3.3. Second Ord•3r intrinsic Subsystem                                                  *
      Letn:3calculate the diagonal element auof'M 
in the condition (5—ii3 +) for the case in uhich the 
trarsfer function -tj of the i—th intrinsic subsystem 
is given by (5-42) 
ii zi   
where we suppose 
          ~ii>0,-Tii>o 
      The equation describing the i—th intrinsic subsystem 
becomes 
   'Ix,:~• 
  ~it p2 4- 2 5ii ii 
= ii ri ) + A. • • U.(5-47)                                22
Here, by putting 
s xi       z= T -(5-48) 





to eq. (5-73), we ommit the 
 the expression simpler.
subscript Z in
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      T 
 dz2I
2 2 _ 
In the matrix—vc*ctor expression used in Sec. 5.1. 
5.2., (5-49) and (5-50) is expressed as 




















       Here, put 
       f°sP3)rr 
     =~
2+03(f( cq (5-53) 
where we suppose 
> 0 , )52 > 0 ) 1 702:— 19,32  > 0  0 > 0 (5-54) 
Since C has the special form as given by (5-52)2 we 
pan use the first part of the Supplement to Theorem 5.1. 
and 5.2. (at p. 100), and we obtain
105
 A! 0-modified ( )il 
   -140D        , =!P22~P 32(5-55) 
 j 
 modified (d)®(5-56) 
Therefore, the denominator of (5-15-3) is given by 
zfr)12-2-+ P3 z (5-57) 
      Now, by differentiating 2421)  along the solution 
of (5-51) for ?A-0 , we obtain (of. p. 20 of C3)) 
  ctlf '-."-S(Z)(P(s`r».--)1(a- (Pfs,(r))(0") 
S (a , ( er))(5-58) 
where 
 S(2)9') =(T) ) (5-59) 
Q— Qt°-(24A ./).4,1'= 1)2,3
2p3~
T
Ps  f?2.4. 
i
T 
    2 pa
    T
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1 1-
   4P2+  r r"
4P3
+ T z 
-P2 $ 
T ~2T  (5-60)
 p  >  0(5-61) 
Here, let us search the positive number At which 
satisfies (cf. Supplement to Theorem 5.1. and 5.2. at 
P. 100) 
5(.! ,q) ) z it(' !1 z 11 2- (5-40) 
(note that, in (5-40), 2 and cp are not related by 
(5-51) but are independent.) Here, we can vary pi , /~ , 
 p3 , ?) and !Q arbitrarily under the constraints (5-54) 
and (5-61). The number A' cannot be greater than $IZ 
nor p2 , and equal to the minimum of tit and p2 when 
the off-diagonal elements of Q are all zero. so, let us 
confine our search to the region where the off-diagonal 
elements of a are all zero. By putting the off-diagonal 
elements of a zero, we obtain 
 1l = Ta(5-62) 
              0 = 2(5-63) 
) L pz + f)3(5-64) 
By (5-54) and (5-61), we have the constraints 
z 7 0, p3 :( 5-65) 
122+2sp2fr3 /032 
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 Here, 
 4  F  ('  ) 
  ~C) 11:44.1 
The number Ae is given by 
= ryrwnT2 
To obtain/4'> 0 , we must keep 
P3 >0 , /z > 25 f'3 
By (5-57) and (5-66), we obtain 
     ~n n l P3 2 J I 
  ii _I..;+P
32JL 
 ff re,  let  us  maximize YJ~                           under the oonstr 
 Ind  (5-67).  Putting 103 , we obtain
In the interval of (5-1 
ing and (211 =-1 
Therefore, the maximum 
of satisfying
  71), 
(21/-1 V + 2 











1/1/147-ii is monotonic deoreas-
 is monotonic increasing. 
p c ) is given by the value
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 2  4  
----- _ ------ 
  Ji+V. ^t+ 12 
Therefore, we obtain the maximum of eh:as 
1   AZi=-____~___ 
        llii
+2-          5zz~ 
5.3.4. Connection between Intrinsic Subsystems 
      Let us calculate the off-diagonal element GL 
of the matrix /q of the condition (5-iii-j-). In the 
case of the system given by Fig. 5.5., the factors of 
(5-15-4) are given by 
II II IA 1  II =Ibz 
lid 11= 1 = 
Here, we are required to calculate the number 
 a. (II + 4.1/ DIi-I1) 
      When the transfer function hi (S) of the 
connecting subsystem is given by (5-41) 
               It 
1+Ts•s  
we obtain the equation of the 4 co nnacting stbsystem 
as 
                    109
Hence, we obtain 
 It!i= 
 1,4~l--1 qi ,~I1114 H=—1-14t./                             --=-I-Ali
                                       and just in the same way as the case of the intrinsic 
subsystem given in 5.3.2., we obtain 
       1 
  2A-k-TZ - 
Therefore, we obtain 
 a?~= ~AZ,1+I bi-J+Ik1j (lcI+aPi.1) 
                                   (5-74) 
      Likewise, when the transfer function 
is given by (5-42) 
1+.2 •T A t(Tz.S)2- ) 5 
we obtain 
 aZ~= IAiI + Ibz~I+kij1ltla(14i-A.11- 
                                   (5-75)
I)
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  Fig. 5.5. A  ContinuOus—Time System Composed. of 
'fl . Int.rinsio' Subisystems 
(i.j-i,_--_~~-) 
Fig. 5.5.a. The i—th Intrinsic Subsystem 
      rii• 
      + s'(o)=0 , 05. -------- < Ai Crt#a) (5-6) 
        I 1(5-3-a) 
Fig. 5.5.b. The Interaction from the j—th Intrinsic 
            Subsystem to the i—th Intrinsic Subsystem
A
gti xi
  b x~t
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5.3.5. Stability  Criterion 
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Example 5.1. 
      Consider the system given in Fig. 5.6. where  92L(Xi)te 
are functions atisfying (5-6) and fi(Z 's are func— 
tions satisfying 
                       X• 
   .(0)=0ftix.Z,E.(Xi4) (5-76) 
~ if we replace fi(j )'s with linear gains, this system 
becomes a special oase of Example 3.1. 
      Let us apply Theorem 5.3. Wehave 
(s)--:$tis l , bz~=0 (i4j.)
At• _
 Therefore we 
n it,*; x 
where
   i.
 As  a  s 
consider the 
the stability
 ri  0 for the other pairs of Z and i *~ 
 obtain the stability condition 
£ < 10-77) 
          Ai•ts)_ R•i
+Tts 
    + '~ s 1
t24ittis+(Tis)a, 
peoial oase of the above system, let us 




 fn(x  )
An(S)/E 
iftn(xs) 1-
   Fig.
The Block Diagram of Example 5.1. 




5.7. A Special Case of Fig. 5.6.









 Fz < 1(5-78) 
This system was tudied by Tokumaru & Saito [8] for 
(pi (xi )--O2--1.2 
and they obtained the same stability condition (5-78). 
      In the system of Fig. 5.7., let us replace the 
nonlinsar functions fi (xi) and Vi(xi) by linear gains 
i i xi and eriTli respectively where f and lei are 
constants. Then, the whole system becomes a linear, time-
invariant system. A necessary and sufficient condition 
for a.s.i.l. of the linearized system is 
4.11 +2 < f 1*'p )(1+ ) (5-79) 
Therefore, if (5-78) holds, the linearized system is 
                     s a.s.i.l. for allfZ and (pi such, that 
  ~ti <      E. ~i? 0i=1; 2(5-80) 
Comparing (5-76) and (5-80), where we regard the both equa-
tions as requirements on the d-o gain of the oonneotton, 
we see that the region 
1C~1T2 - ° -2. 
is excluded in the nonlinear case (5-76). Main reason of 
this difference is the fact that we only consider the abso-
lute value of the gain of interconnection and neglect the 
o p the connection. 
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 Example 5.2. 
      Consider the system given in Fig . 5.8. where 
(Cf.) and (f2(01) are functions atisfying (5-6). 
By applying Theorem 5.3., we obtain the stability con-
dition 
I Pi P2 I < --------------(5-81) 
     Here,let us replace ri (61) and (62) by 
linear gains (pi/ and  C respectively where 
(pi and CO2. constants. The characteristic equation 
of the linearized system is 
Fig. 5.8. The Block Diagram of Example 5.2. 







 Tts+Ai(i9i + 1 zi 91 P2 
_0 (5-82) 
Az Tit N T2 5 +)k 9 2+ 1 
A necessary and sufficient condition that the linearized 
system is a.s.i.l. for all 
                      K.-1. k2 
is that 
P1 P2 s (i+ --)~ 1 t~) (5-83) 
              1At./L22 
Let us compare (5-81) and (5-83), where we regard both 
equations as requirements on the interconnection constants 
PI and P2 . When iti 4 << 1 and ,22 4z« 1 (weak feedback 
case), the difference between (5-81) and (5-83) is small. 
except for the negative values of pax, but otherwise the 
difference is pretty great. This example will be studied 
again in 5.7.1. (at p. 140), where we obtain a sharper 
stability condition. 
Example 5.3. 
      Consider the system given in Fig. 5.9. where y)1(0-1) 
and (,P2(62 ). are functions satisfying 
 y(o)=o, OTi,t)_~iti).g AZ (diq) 
i=1,2(5-6 )) 
Here, let us convert the system to the form of Fig
. 5.5. 
We have the relation 
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A Composite System 















      =  (p  (61) = (pt (—xf—,x3) 
   2tz = (112(62.)._ w2(—z —x¢) 
Therefore, by (5-6+) we obtain 
114— 11X31 
114-- -1z2Ix2i 
Therefore, we can express the system as Fig. 5.10. whcre 
  1~~1115. Ai 1x31 , NN4al Ai Ix/ 1+4,11x31 
1`)A3i A2 Jx2s + 21 x÷l , 1141 5 42,x21. 
Fig. 5.10. is a special case of Fig. 5.5. where the 
constants are given by 
A~2 =A14 —A~4 = A31 = A4.1 =A43 =0 
A13=A22=A23 —4s 
  A32 = A3+ = A+2= x 
= 0 
Jiii(s)= (s) , ..giz(s)=0 (i+i) 
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A Composite System Equivalent to 











Fig. 5.12. (Continued) 
Equivalent to the
A Composite System 
System of Fig. 5.11.
Aji )x--t- i
 /-7-(5)
  having having the same structure with Fig. 
    A _ A             Ki 
 -fz= 4t 
       q/ji Ki 
             (s)  
  Here ricr1) satisfies (5-6) where
5.5. where
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Sec.5.5.General Procedure of Stability 
           Analysis in Sampled-Data Case 
      In this section, a procedure of investigating the 
stability of the sampled-data system given by (5-7) - 
(5-11) will be given. 
5.5.1. Stability Criterion 
Theorem 5.4. 
      Consider the system given by (5-7) - (5-11). 
Assume 
(-5-v) that, for each intrinsic subsystem ISSit we have an 
mi-th order positive definite matrix Pzz and an (m0-1)-th 
  order positive definite matrix Q ii such that 
~ti(?+1)t Puri(2t1) - (Z)t Rx(2)/ 
(5-1), (5.-8) 
                                                                  3 
        (.)tQ  22x( 5-86) 
(5-vi) and that, for each connecting subsystem we have a 
  pair of Th"1'-th order positive definite matrixes PZ. 
  and QZ such that 
F P.Fz-PZ•--- Qzj_(5-87) 
The system is a.s.i.l. if 
(5-vii) the n-th order matrix qt=(41) is an M-matrix, 
                            At   i.e. the leading prtncipal minor determinantsof
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  are all positive  (cf. Definition A.1. in Appendix). 
  Here at} 's are given by 
^ _ /uii a 
zt 2(5-88-1)           x
i,: 
  aia. = 11C 11t11Czbiali•Il~~ll+/44 11Ci~~'II 
         x(ilgiii1+~&~.Il z~ll• 114111)14(5-88-2) 
  where )izi and hzi' are respectively the maximum 
characteristic roots of P. and PZj , and /14ii and 
/1•t1 are respectively the minimum characteristic roots 
  of t2zti and QZi . 
Theorem 5.5. 
      Consider the system given by (5-7) - (5-11). 
Assume (5-v) and (5-vi). The system is a.s.i.l. if 
(5-vii +) the n-th order matrix e (ai,) is an M-matrix, 
  where 041s  are given by 
                 Z 
  aLi•=z a'C++(5-88-3) 
                  2A   Q_=—{HAz•ll+kil l)"11.11d'11-~--~~ 11 ~~• Il 
x (11 CT. II+ II ki ll -if ali o) } z #4: (5-88-4) 
where 2• it , 2t fi , Zi and  are as given in 
(5-vii) of Theorem 5.4. 
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       Theorem 5.4.  and 5.5. correspond to Theorem 5.1. 
and 5.2. in the continuous-time case, respectively. 
Theorem 5.5. is derived from Theorem 5.4. in the same 
way as the continuous-time case. Theorem 5.4. is proved 
in 5.5.2. 
       By the above theorems, we can obtain a general 
Procedure to investigate the stability of the system giver 
by (5-7) - (5-11), just in parallel with the continuous-
time case. Concerning the establishment of the condition 
(5-v), the literatures C47-50) give useful results. 
Eq. (5-87) oorresponds to eq. (5-14) in the continuous-
time case. If Pia has all its characteristic roots A 
inside the unit circle, i.e. if 
1x1<1. 
, eq. (5-77) has a positive definite solution pi~ for any 
positive definite righthand side QZ . (of. [48], (9]) 
Here, it must be noted that, in the proof of 
Theorem 5.4., we use the norm NI defined as the square 
root of the quadratic form associated with the matrix PZ7. 
or P4 (cf. eq. (5-91) and (5-95) ). This fact suggests 
us to search directly a norm Njt satisfying (4-i) rather 
than to search the quadratic form as indicated in the abov 
procedure. In reality, there are several researches 
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to establish the stability of the system (the isolated 
 'subsystem in our problem) by constructing a norm Ali 
satisfying the condition (4-i). [9, 46, 51). For this 
purpose such norms as given by 
4'ti 
  N ~ (,CC21A I xi l VA > 0 
or 
NZ ( a 'i)441a.-x le4Ixi$s-2.,/"A7 0 
are used. If such a method can be successfully applied 
to the isolated subsystems, it will be more profitable 
to use it and apply Theorem 4.1. than to follow the 
procedure described above. The procedure described above 
based on Theorem 5.4. and 5.5. is a rather circuitous 
way though it has advantages that the establishment of 
a quadratic form satisfying (5-86) is related with the 
character of the frequency response of the linear part 
(46, 52, 53] and that we have a rather general procedure 
of establishing the pair of PZj and Q 1 [47, 48, 5(1]. 
5.5.2. Proof of Theorem 5.4. and a Supplement 
Proof of Theorem 514. : 
       In parallel with the continuous-time case, let 
us regard the system given by (5-5) - (5-11) as composed 
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 of 11.2 subsystems, and let us number them with the integer 
parameter 1 where 
  ,Q= x (i-1)+ i(5-89) 
for the i—th intrinsic subsystem and 
,Q =: rycx (.1-1)+1: 2 a. (5-90) 
for the Z j connecting subsystem. 
       First, let us show that the assumption (4—i) is 
satisfied. Consider the i—th intrinsic subsystem, and 
put 
NR(xz) ={ Riix2 IT(5-91) 
Mt( Xi) = 11 tiII(5-92) 
,2=11.x(i—i)t 
By (5-86), we obtain 
 NR (zi(?t ±)) - NV (xi (? ) )} 
). ui=co 
1 'ci Cz) t aci et) 
       2Nt(xi(z))(fi(~i(2))'a22 Pz~z(2)) 
      < _ 14ii 
         2X ' (z )1f.2=116:-1)-14(5-93 )              LL 
Therefore, (4—i) is satisfied where 
~Q  /usZ ,e = i1 C1-1 )+ i (5-94) 
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Consider the  i-j connecting subsystem, and put 
     _ttt1   NA(-tj ,)_2P~~-2Iz(5 -95) 
Hz (lip= I! 1Yi, f)(5-96) 
By (5-87), we obtain 
~~~.C2~ ~) J) ~~(z+s~ -  yz j. (t) t Pt- ,--er) 
---z,(2)tv ia(T)(5-97) 
Therefore, we obtain 
jN(i,'-i) --N (iyi~(?))1(, --1i),...c 
                                 -2,A7if. II 2--41~2--/)+j,(5-98)
Therefore, (4—i) is satisfied where 
='Z~ 
ATI. 
                =ryt(Z-1)+(5-99) 
      Now, let us show that the assumption (4—ii) is 
satisfied. The equations (5-7) —(5-11) can be rewritten 
~t.~ (2t 1) = /~ i i . ~i ~Z) + ~z ~z (ditxi CT) 
± F. fc.Avx-er)-1-c-ib..y.(di.txieo)   
          poi-
+.i~iEz~jr)(5-No) 
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       =Fz 1114(T) +  ~ CT)+{htC~~(~ * j.t2 
(5-101) 
Referring to eqs. (5-91), (5-92), (5-95) and (5-96) 
which give the definition of NI and f"1 , we obtain 
that (4-ii) is satisfied with 
    = v7 {~ S~ ci ~z~ !I + II c i b?t it. Ai. ii cd, II
i= n(i-1)+i , ,2 = n(.-i)+~, z1j (5-102-1) 
Eze = V7Ti 0 Ci Ei~ 1I 
        .=4t(i-f)+i) .2'=m(i-1)+d 24 (5-102-2) 
.~= ) ..e1_,n(j,-4)+4, -eta. (5-102-3) 
  E~~, s 0 for the other pairs of .2 and r2 ,2 # f 
                                        (5-102-4)
       Therefore, by Theorem 4.1., the system is a.s.i.l. 
if the matrix A= (au) is an M-matrix, where 
,QR ` = 4,t(i-1)+‘.(5-103-1) 
    — e
.",(5-103-2) 
By Theorem A.3. in Appendix, the above condition is 
equivalent to the condition that 
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 (5-viii) the matrix A'=(az,) isan M-matrix where 
/k —A. /1i~.~=Yt(2-~)+~(5-104-1) 
111 -1/4,P, I. 01(i-1 ) +a (5-104-2) 
      The above condition (5-viii) is equivalent to the 
condition (5-vii). (This can be proved just in the same 
way as the proof of the equivalence of (5-iv) and (5-iii).) 
                                              (Q.E.D.) 
      In the above proof, we can replace the relation 
(5-93) with 
iNisxiee+i))-  N1(z(? )).} (5-7 ),(5-8),juz=m 
Ilxi(2)11 
where is is a positive number such that 
(t   Xyi)(ii(tPZ)~~zi~2tPiiiJs1ii...(5-105-1) 
We can also replace (5-98) with a similar relation. 
Therefore, we obtain the next supplement. 
Supplement o The orem 1.4. and 5.2.2. 
     The number /Aif ^ ski j in (5-88-1) - (5-88-4) 
can be replaoed by 
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 zj. 
where Ylii and /ia' are positive numbers 
(5-105-1) and 
a isQi,~i~.—'7'74~i~, z~} 1 
i# 
Especially, when QZi. = Pii. , we can put
which satisfy 
1
j   zI  1Jij1I (5-105-2)
(5-106)
Sec. 5.6. An Example of Sampled-Data Systems 
      In this section, an example of the sampled-data 
composite system is studied. 
Example 5.5. 
      Consider the system given in Fig. 5.13., where the 
functions V)i (6'Z) . (i=i)Z) satisfy (5-6), and T$ is 
the sampling period. The system is described by 
xi (?+1) = Ai xi (-z) 1- Ai (1--Ai )(191:(0-/:  (2)) 
+Jti (1-Ai) zti (2 .).(5-107-1) 
i-1,.2
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 Fig. 5.13. 
Jtj > 0,
  The Blook Diagram of Example 









2 (z) = /pi (6-i (?)) 
Ati exp (– —Ts ) 
where x1(Z) , X2(2) , T1(1.) 
values of Xj, X2 , 4 and 6. 















 A  —t Ts 
       The above equations are a special case of the 
equations (5-7) - (5-11). The system is composed of two 
subsystems, the first and the second of which are described 
respectively by (5-107-1) and (5-108-1) and by (5-107-2) 
and (5-108-2). The isolated i-th subsystem (i= 1,2) is 
a.s.i.l. for any 9,i(di) satisfying (5-6) if and only if 
Ai Az (i-Ai) -A1 <1(5-111) 
In the following, let us assume (5-111) for both subsystems. 
      First, let us use Theorem 4.1. Put 
W(x) =Mi(xi) _ )xi1 z=1,.2 
Then, the assumption {4-i) is satisfied where 
A2A4
The  assumption 
  ~12 
E21 
Therefore,
1-A  2 RZ• 
 A 
            .ZAZ~1+Ai Z+Az--~ei~i(1-AZ)A<4inz `Ax 
 i  (4—ii) is satisfied where 
(~-At) 1p21 
(1--A)AlIP~I 





      Now, la 
We can easily 
-[xj(7fi2)  
where ri are 
we obtain the









tI Ai lZ2 (141)(I .-A2) 
6„ are given by (5--112) . 
  us apply Theorem 5.4. to the above 
obtain 
(S'-/o?- i )) (s- /O8 - i ), 'U 
i 
 '.r.. xi(,)2 
1—~~.) <YZ 




41-42./ti, ) (1-A2) 
Le condition (5-114) is more conservative 
     (5-113). This is because, in obtaining 
we passed the unnecessary step of constructing 
rir nction of the quadratic form. This 
Theorem 5.4. is not recommendable if we can 
yapunov function of the "norm" type 
is xample will be studied again in 5.7, 
where we obtain a less conservative condition. 
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 Sao. 5.7- Improvement of the Stability Criterion 
       In this section, it is shown that the stability 
condition obtained in the preceding sections can be 
improved by use of general positive functions M i(x) in 
place of EIzx1! as indicated in Theorem 3.2. or 4.1. 
5.7.1. Continuous—Time Case (Supplement to Theorem 5.3.) 
       In order to obtain Supplement to Theorem 5.1. and
5.2., we used already Theorem 3.2. But, there, we only 
used the replacement of dZv2 with modified(VZ V ), 
and we did not apply t.ha usage of general positive definite 
functions Mi()Ci). If we examine a little oarafully 
the assumption (5—i), we can see that it is possible to 
induce the relations (3-2—g), (3-3—g) and (3-4—g) by 
using the functions 1"1i(tCL,) of the form 
1 
Mi (Xi){()tR\~)1        i2(5-115) 
where Ri is a positive semi—definite matrix. Therefore, 
if we can assure that PliO40's given by (5-115) are 
positive definite, we can apply Theorem 3.2. We have 
much possibility of obtaining better (less conservative) 
stability criterion by the use of J1. (Xi) as given by 
(5-115). However, it is tremendously difficult to find 
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out generally the best  #1i(Xi) among all possible Ht('xz)'s 
so that we can obtain the least conservative stability 
criterion. Therefore, here we make only one trial to 
improve the stability criterion by using a special 
/41010, and we confine our study to the case in which 
the system has the form as given in Fig. 5.5. and the 
transfer function of the intrinsic subsystem is the first 
order one given by (5-41). 
Supp1ement to Theorem. 
       In the system of Fig. 5.5., assume that, for a 
certain value of Z , we have 
)4 (s) =  —ii >0 , Tii > 0 
~T $ 
(pi (6z) 40 for 6j#0(5-116) 
Ti(l  0 al ---, 00 for 16--ti —> 00(5-117) 
AaZ — qji -0 =1 _--, n; a.t.ti(5-118) 
Then, the element a in Table 5.1. can be replaced by 
                    Ail:(5-119) 
Proof-: First note that the value of i is fixed through— 
out this proof. 
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      Put 
    ! -Xi      `xi) ! Sd4 (5-120) 
     Mi(xi)--1cp(— xz)t(5-121) 
By (5-117), the function c(xi) satisfies the relation 
(3-1), and by (5-116) the function MZ(xi) is positive 
definite. In order to prove the supplement, we must refer 
to 5.2.2. (Proof of Theorem 5.1.), 5.3.2. (First Order 
Intrinsic Subsystem) and 5.3.4. (Connection between 
Intrinsic Subsystems). To prove the supplement, first 
we show that, for the i-th intrinsic s
_< _i4iit11x .t (5_122) 
              Ni t 
a.7CZ < 1ez Mi (xi) (5-123) 
hold in place of (5-44) and (5-45) . Then, we-show that 
the interaction from ..eI -th C ~i s e (i-j) +1) subsystem 
to the ...e-th Q=1~___~n2; I ij) subsystem is evaluated' 
by the relation 
(If 1,14(xiI )J f-g/1 M/(x.)(3-4-g) 
where ll1 s are same as given by (5-35). By these 
relations, we can easily conclude the supplement just 
in the same way as the proof of Theorem 5.1. and 5.3. 
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      By differentiating (5-120)  along the solution of 
(5-43), and considering the relation (5-6);, we easily 
obtain (5-122). The relation (5-123) is evident from 
   Ore 
at _ - `Pz (-xi )(5-124) 
Next, let us consider the interaction from the i-th 
intrinsic subsystem to the other subsystems. The inter-
action to the j-th intrinsic subsystem (j ) is given 
by the -term  Z q)(-Xi).  Therefore, the relation 
(3-4-g) holds where 
     4.14-1(5-125) 
The interaction to the i j connecting subsystem (I. v i ) 
is given by the term /t i r Z (-x1).  Therefore,. the
relation (3-4-g) holds where 
  62.(2/ =i!~iI(5-126) 
If we note (5-118), we can see -that the value of e,Q11 
given by (5-125) and (5-126) are same with -the values 
given by (5-35).(Q.E.D.)
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      Here, in order to show the effectiveness of the 
above supplement, let us consider Example 5.2. again. 
Example 5.2. (continued) 
      Let us use the Supplement to Theorem 5.3. Then, 
instead of (5-81), we obtain the stability condition 
 IN  O-1 4 +74iTA. +-4Z) ; 
      =(i+)(1+-L-) )(i+-) (5-127) 
          iq/i/z A2 
If we compare (5-127) with (5-83), we see that the con— 
dition obtained here differs from the condition for the 
linearized system only by the region 
p~ p~ •c ._ (i+n)(~-i-42A2                     (5-128)                 s/ 
This is a great improvement compared with the condition 
(5-81). The reason of the success of the application of 
Supplement o Theorem 5.3. to this example is that, by 
use of the supplement, we can utilize the peculiarity of 
the structure of the system that the interactions depend 
only upon the factor CP z(6Z ) • 
      In this section, we only made a restricted trial 
to improve the stability criterion by use of the functions 
Pli Ord given by (5-115). The results obtained here show 
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that this  kind of trial is very effective when the inter-
action depends only upon the function 9'Z (0-i) . The 
discussion made here can be extended to the cases of 
second or higher order transfer functions though the 
results become rather complex. 
5.7.2. Sampled-Data Case 
      The same kind of improvement as stated in 5.7.1. 
can be made also in the sampled-data case. Here, let us 
study Example 5.5. again and see that the stability con-
dition is improved by use of general positive definite 
functions P1i(:j). 
Example 5.5. (continued) 
       First, let us assume the same condition (5-116) 
employed in Supplement o Theorem 5.3. 
(Pj ((i) # 0 for Ci 4 0(5-116) 
Let us apply Theorem 4.1. by putting 
Nz(xi)=1xi1) MiCxz)=I (Pi (ri))(5-129) 
Then, the assumption (4-0 is satisfied where 
/I A _\I. 17.1. G  Ai  (s-Ai)(A  + 
s+Az -~i (i-A








The  assumption (4—ii) is satisfied where 
812 (1-A1) IP2i 
E21 = n2 (1- Au) 1pi! 
Therefore, we obtain the stability condition 
 IP1P2I<Kt  ~
1nz( Ai}t2-A2) 
where al and ~ are given by (5-130). 
      Here, let us compare(5-113) and (5-131) for 
case 
In this case, the condition (5-113) becomes 
i?1P21< ------------ 
~ and (5-131) becomes 
   pi P2 ) < (11" 
l lei. I. 2 
Clearly, the condition (5-131) is less conservative 
(5-113). 
       From the result of the above example, we can 
that the functions N1i(xZ) of the type 









MZ(ari) _ MzA.I xiI-FM 
Mz z 0, Mll ?0 
or of the type 
Mi (xi )` 4no (/isJxjt, Kill 
may contribute to the improvement of 
dition.
Ilft(°71,1 (5-133) 
I i WO 9) ( 5-134) 
the stability con-
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 Chapter 6  Conclusion 
       Some remarks on the main theorems of Chapter 3 
and Chapter 4 will be made in the first section. Then, 
 remarks on the practical application are made. Lastly, 
 main results and future problems are summarized. 
 Sec. 6.1. Remarks on the Main Theorems 
       First, Theorem 3.1. (the main theorem in the continuous' 
 time case) and Theorem 4.1. (the main theorem in the sampled-
data case) are compared. Then, possibility of obtaining a 
less conservative condition is discussed. 
6.1.1. Comparison of the Main Theorems 
       Theorem 3.1. (at p. 17) gives a stability condition 
for continuous-time composite systems and Theorem 4.1. 
(at p. 54) gives a stability condition for sampled-data 
systems. In both cases, the stability condition is ex-
-pressed as a requirement hat a certain matrix A be an 
M-matrix. The matrix A is given in a similar formula 
(eqs. (3-5) and (4-5) ) in both oases. Especially, if 
a quadratic form Lyapunov function is given for each sub-
system, the stability conditions of both oases have a 
same form as given by eqs. (5-15) (at. p. 88) and (5-88) 
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(at p. 125). Thus, the results of the two theorems have 
a similar property in common. 
      However, the two theorems differ in their assump-
tions (3-i)  and (4-i). In (3-i), the Lyapunov function 
                                                    A) can have an arbitrary form under the con-
straints ( 3-1) , (3-2) and (3-3) (or (3-1) , (3-2--g) and 
(3-3-g) by Theorem 3.2.). On the other hand, in (4-i), 
the Lyapunov function N4 (c) must be a norm (or, by 
Theorem 4.2., a positive definite function satisfying the 
triangular inequality (4-20) ). The above difference 
has its origin in the schemes employed for the proofs 
of the two theorems. In the proof of Theorem 3.1. (i.e. 
the proof of Lemma 3.1. at p. 26), we use the positive 
definiteness of a quadratic form to establish the negative 
definiteness of the derivative of the function V(Dtr.) 
given by (3-23) along -the solution of the composite system. 
In order -to obtain this quadratic form, the relations 
(3-2) and (3-3) are necessary (cf. p. 26). On the other 
hand., in the proof of Theorem 4.1. (i.e. the proof of 
Lemma 4.1. at p. 58), we separate the interaction terms 
by the other subsystems from the self-restoration term. 
of the i-th subsystem in the difference of N(t) given 
by (4-14) along the solution of the composite system)and 
by this separation we establish the negative definiteness 
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of the difference. For this purpose, the  triangular 
inequality is necessary. 
      The above two schemes of the proofs are respectively 
related with the essential characters of the continuous— 
time and the sampled—data systems, and it is difficult 
to exchange the schemes. In reality, the norm M(AC) 
given by (4-14) is not differentiable at X= Q? (for 
some i ) with respect to the components of XC . This 
causes a difficulty in using HOC) as a Lyapunov func— 
tion of the continuous—tima system givea by differential 
equations (cf. [353). On the other hand, an represent— 
ative example of the function ?l2 (i t) satisfying 
(3—i) is a quadratic form of Xi- If we use a quadratic 
form 126Ci, ) of 2r i as a Lyapunov function of the iso— 
lated subsystem in the sampled—data case, we will have 
many cross—terms of the interaotions by the other subsys— 
tems in the difference of the function (Xiil .) along the 
solution of the composite system. This causes a diffi— 
oulty in establishing the negative definiteness of the 
difference of V(x,.f)given by (3-23), which is necessary 
to establish a.s.i.l. of the composite system [33].
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6.1.2. On the Possibility of Less Conservative 
       Stability Conditions 
      The discussion of this item is mainly motivated 
by the theoretical interest. In the following, we show 
that the condition  (3-iii) of Theorem 3.1. and the con-
dition (4-iii) of Theorem 4.1. are respectively the 
sharpest stability condition which can be given with the 
information contained in (3-i) and (3-ii), or in (4-i) 
and (4-ii). 
       First, let us consider Theorem 3.1. In Theorem 3.1. 
the stability condition (3-iii) is given only using the 
information given by (3-i) and (3-ii). In other words, 
only by knowing the existence of the functions 7/'Z (.xi,it 
c~(Z~11x1fi) and 3(1 iif) and the values of the constants 
a2 , 5.and 6.. we can establish a.s.i.l. of the 
system by the condition (3-iii). Here, we naturally 
have a question : "Can we obtain any other stability 
condition, which uses only the information given by 
(3-i) and (3-ii) and which is less conservative than 
the condition (3-iii) ?" The answer to this question is 
negative, as shown in the following. 
Proposition 6.1. 
      Let 52 a set of conditions on positive numbers 
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,  ~z(i  -  i~--  ,n) and Ezj (i)1.= i,---Jl; i4j) 
 Assume that the satisfaction of Q implies a.s.i.l. of 
 any system described by a set of differential equations 
 of the form (2-1) which satisfies the assumptions (3-i) 
and (3-ii). Then,2 implies (3-iii). 
Proof : Consider the simplest linear system with positive 
connections given by (3-6) and put 
i s * 2:1 = (ita) - er • e-•>o (6-1) 
By putting 
2*z   vi~xi,.t')--2SZx.(6-2) . 
the simplest linear system with the coefficients given 
by (6-1) satisfies the assumptions (3-i) and (3-ii), 
where 
-- -- Si , 6i•= E*• (6-3) 
      Here, assume that S2 is satisfied with the values 
of ~ , Si and Zij: given by (6-3). Then, by the assump-
tion on 2, the simplest linear composite system with 
the coefficients given by (6-1) is a.s.i.l . Therefore, 
by the fact that (3-iii) is neoessary for a.s.i.l. of the 
simplest linear composite system with positive oonnections 
(at p. 19), (3-.iii) is satisfied with the values of ti ll Si: 
and  given by (6-3) .(Q .E.D.) 
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      The above proposition tells that the condition 
 (3-iii) is the sharpest stability condition which can 
be given with the information contained in (3-i) and (3-ii) . 
      In the same way, we can prove the next proposition 
on Theorem 4.1. 
Proposition 6.2. 
      Let a set of conditions on positive numbers 
i., Si (- = 1,---,12) and Eq. (, f=1)-__., n i 'z#j. )
Assume that the satisfaction of g implies a.s.i.l. of 
any system described by a set of difference equations of 
the form (2-9) which satisfies the assumptions (4-i) and 
(4-ii). Then, .G implies (4-iii). 
Sec. 6.2. Remarks on the Practical Application 
      The results obtained in the preceding chapters can 
be applied for the investigation of the staability of 
multidimensional nonlinear systems only if we can construct 
a composite system model as given in Chapter 2 and if the 
individual subsystems contain only a few nonlinearities. 
Here, it is not always necessary to construct a composite 
system model in a narrow sense as given by eq. (2-1) 
(at p. 10) or eq. (2-9) (at. p. 14), but it is enough to 
construct a composite system model in a wide sense as 
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given by eqs. (3-40) and (3-41) or by eqs. (4-29) and 
(4-30). (of. 3.4.1. in Sec. 3.4. at pp. 34-38 and also 
of. 4.3.2. in Sec. 4.3. at p. 67) For a system of 
engineering interest, it is almost always  possible to 
construct a composite system model in a wide sense if 
the nonlinearities appearing in the connecting part sat-
isfy the property (3-38) (of. 3.4.1. in Sec. 3.4. and 
Example 5.3. at p. 118. Note that eq. (3-38) is same 
with eq. (5-64.).) In this sense, we can say the results 
obtained in the preceding chapters can be applied to com-
plex multidimensional.nonlinear systems of engineering 
interest quite generally, and that there is not a great 
restriction on its application. 
      In the following, as a. typical example of the-
practical application of our theorems, we study the multi-
level and decentralized control methods of a large scale 
system in a little detailed manner. 
      In oontroling a large scale system, it is desirable 
to construct a centralized control system* from the stand-
point of optimizing the overall performance of the
* Here
, we refer to a case with the word "centralized 
control" if all the actuators involved in the system are 
operated by one central computer. 
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system. However, the centralized control system i
s not 
always profitable if we consider the cost  nec
essary for 
the construction of a complete communication syste
m 
connecting all actuators and observers to the central 
computer, the requirements on the ability of the central 
computer and the trouble which might be caused by a 
failure in the communication system or in the central 
computer. Hereby, we arrive at the "multilevel control" 
method where we adopt some decentralization of the 
control. (62) 
       For instance, the two—level control system can 
be figurized as Fig. 6.1. Here, each lower level 
controller Ci controls the input l i only by observ— 
ing lj.j. The higher level controller Co determines 
        Fig. 6.1. A Two—Level Control System
Lower Level 
Controllers












periodically the reference values and possibly some 
parameters of the lower level controllers by using all 
the information obtained  about the system. In such a 
two—level control system, the lower level controllers 
work for the appropriate operation of the system in a 
short period and for the local optimization of the system, 
while the higher level controller is responsible for the 
overall optimization of the system. Considering such rolls 
of each controller, it is desirable, and often necessary, 
to design the system so that the system is stable even 
if the higher level controller is removed and the control 
of the system is left to the lower level controllers. 
This assertion is also verified by the consideration of 
the facts that the higher level controller must make 
a complex calculation and that, therefore, the higher 
level controller requires comparatively long time for 
computation and has more possibility of faults. 
      For the study of such stability problems-, ..which 
appear in multilevel control systems as mentioned above
, 
the results obtained in the preceding chapters will be 
greatly helpful. In reality, if we regard each lower 
level controller together with some corresponding part 
of the system as one subsystem, we obtain a composite
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system model  for a multilevel control system
. Then, our 
theorems can give a stability condition and an estimate of 
the transient behavior of the whole system . Especially, 
the latter result will be useful not only for the analysis 
but also for the synthesis of the system . 
       The multilevel control method can be understood as 
a hybrid of the centralized control strategy and the decen-
tralized control strategy*. Thereby, the multilevel control 
method includes a variety of cases according to the fre-
quency of the instructions given by the higher level con-
troller. If the higher level controller gives instructions 
very often, the system becomes near to the centralized 
control system, and if the higher level controller gives 
instructions very rarely, the system becomes near to the 
decentralized control system. 
      As an example of practical problems, for which 
the multilevel control method is proposed in variety
* Here
, we refer-to a case by the word "decentralized 
control" if the actuators and observers in the system 
are devided into several groups and actuators belonging 
to one group: are controled by an individual computer which 
operates only knowing the values obtained from the observers 
of that group. 
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of forms, we can refer  to the voltage and reactive power 
control problem in the electric power systems. For this 
problem;several authors have proposed variety of strategy 
from a purely centralized control method to a decentral-
ized control method [54-61]_ In this case, if we 
adopt a decentralized control strategy, the stability 
of the whole system becomes an important problem [58-60). 
The method of composite system stability analysis proposed 
in this thesis was really applied to the stability pro-
blem appearing in the decentralized control of the power 
system voltage and reactive power,and helpful results 
were obtained [33]. 
Sec. 6.3. Main Results and Future Problems 
      Let us summarize the main results obtained in the 
preceding chapters and list up the problems remaining 
unsolved. 
      In Chapter 3, we obtained Theorem 3.1. (at p. 17) 
which gives a stability criterion for continuous-time 
composite systems. The theorem gives the stability cri-
terion in a very simple form that the principal minor 
determinants of a certain matrix A be all positive. 
The theorem can be interpreted as a mathematical expression 
of the assertion : "if the individual subsystems are 
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stable and if the interconnection among the subsystems 
is sufficiently small compared with the stability of the 
subsystems, the whole system is  stable." 
       In Sec. 3.1., it was shown that Theorem 3.1. gives 
a necessary and sufficient condition for a certain type 
of linear system, i.e. the simplest linear composite sys-
tem with positive connections (defined at p. 19). In 
Sec. 3.2., the assumptions of Theorem 3.1. were weakened 
(Theorem 3.2. at p. 28). In Sec. 3.3. the theorem is 
compared with the result previously obtained by Bailey 
C17) and it was shown that Theorem 3.1. generally gives 
a less conservative condition than Bailey's theorem. 
This fact was exemplified in Sec. 3.6. by Example 3.2. 
(at p. 49). In Sec. 3.4., Theorem 3.1. was generalized 
to the case in which the interactions to individual sub-
systems are nonlinearly superposed (Theorem 3.4. at p. 36) 
and also to the case of the stability of an invariant 
set (Theorem 3.5. at p. 38). 
In Chapter 4, we obtained Theorem 4.1. (at p. 54) 
which gives a stability criterion for sampled-data com-
posite systems. This theorem has a similar form and 
interpretation as Theorem 3.1. in the continuous-time 
case. In Sec. 4.1., it was shown that the theorem gives 
a necessary and sufficient condition for a certain type 
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of linear sampled-data system, i.e. the simplest sampled-
data composite system with positive connections (defined 
at p. 57). The assumptions of Theorem  4.1. are weakened 
in Sec. 4.2. (Theorem 4.2. at p. 61) In Sec. 4.3., 
Theorem 4.1. is generalized to the case of systems with 
irregularly operating controllers (Theorem 4.3. at p. 64), 
to the oase in which the interactions to a subsystem are 
nonlinearly superposed (Theorem 4.5. at p. 67), and also 
to the case of the stability of an invariant set 
(Theorem 4.6. at p. 67). 
       The two theorems mentioned above, i.e. Theorem 3.1. 
and 4.1., together with their generalization enable us to 
investigate the stability of complex multidimensional 
systems with many nonlinearities in a systematic way. 
In order to investigate an engineering system by applying 
the above two theorems, first we must construct a composite 
system model of the engineering system (of. Sec. 6.2.). 
If we obtain the composite system model in the narrow sense 
as given by eqs. (2-1) or (2-9) (Chapter 2, at p. 10 and 14) 
or the composite system model in a wide sense as given by 
eqs. (3-40) and (3-41) (at p. 36) or eqs. (4-29) and (4-30) 
(at p. 67), we oan..know the stability property of the whole 
system by investigating the individual subsystems and the 
connections among them. 
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      In Chapter 5, the above procedure of stability 
investigation was carried into  execution on a system 
composed of subsystems containing a single nonlinearity 
(Theorem 5.1. and 5.2. at p. 87 and Theorem 5.3. and 
5.4. at p. 124). Especially, a continuous-time system 
composed of first and second order subsystems was inves-
tigated in detail in Sec. 5.3. and 5.7- Theorem 5.3. 
(at p. 113), together with its supplement (at p. 136), 
gives a straightforward stability criterion for such a 
system as composed of first and second order subsystems 
containing single sector nonlinearity (Fig. 5.5. at p. 111). 
       The studies on the simplest linear composite system 
in Sec. 3.1. (at p. 19), on Example 3.2. in See. 3.6. 
(at p. 49) and on Example 5.1. and 5.2. in Sec. 5.4. and 
5.7. (at p. 114, 117 and 140) show us that Theorem 3.1. 
gives a pretty sharp stability condition, if carefully 
used, except the point that it neglects the phase-
shifting effect (or, in a simpler word, the sign) of the 
interconnection. The consideration in 6.1.2. of Sec. 6.1. 
shows that Theorem 3.1. is the sharpest condition which 
can be given with the information contained in the 
assumptions (3-i) and (3-ii). Theorem 4.1. has a 
parallel property. 
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      In addition to the investigation of the mere 
stability of the system, Theorem 3.6. given in Sec. 3.5. 
(at p. 39) and Theorem 4.7. given in Sec. 4.4. (at  P. 69) 
enable us to obtain an explicit estimate of the damping 
coefficient (or the decaying factor) of the system. 
       Thus, by the researches reported here, we have 
attained a systematic way of investigating the dynamical 
property of complex high-dimensional systems containing 
many nonlinearities, which were difficult to be analyzed in 
general before. However, the following problems are 
still remaining to be solved in the future. 
      First, Table 5.1. given in Sec. 5.3. (at p. 112) 
only provides constants for first and second order 
transfer functions. To enlarge this table for more 
complex transfer functions is a work to be done in the 
future. Seoond, concerning the estimate of the transient 
behavior of the system, we did not calculated out any 
concrete results except Example 3.1. (at p. 47) and 
Example 3.2. (at p. 49). So, to provides constants for 
the calculation of the estimate of the transient behavior 
of such a general system as given in Fig. 5.5. is left. 
Third, it may be interesting to add some new assumptions 
and to try to induce a sharper stability condition for 
composite systems. Finally, though it is not so important 
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 Appendix M--Matrixes 
Definition A.1. 
      An n-th order square matrix A = (aii) is said an 
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(A-i) The principal minor  determinants of A are all 
positive. 
(A-ii) There xists a vector C (Ci ,— , Ciwith 
   positive components Ci )0, Cn> O such that eq. (A-3) 
   has a solution x = (x , -.--3 x )t where x1 >0, ---,xn>0 
(A-iii) There exists a vector C= (Ci,---, C~ )twith 
   positive components c0,----,c>0 such that eq. (A-3) 
   has a solution De = (,xcS, ---,)Cn, )t where ]Cit C)) -- .74:1,;(). 
(A-iv) There exists a vector 4i = (ddj,----, ciTt )twith 
   positive components cL >0,---) dx>0 such that eq. (A-4) 
   has a solution t = ( 1 , ---' n )t where yi >(),-_-3 ayn> 0, 
(A-v) There exists a vector IL. (c(1,---,c{n‘twith 
   positive components di ,O, ---, c(x>O such that eq. (A-4) 
   has a solution y : (yi, ---,y-t )t where y1 >0.1---521n?(). 
(A-vi) The matrix A is non-singular and the elements of 
A-i are all non-negative. 
(A-vii) The real parts of the characteristic roots of A 
   are all positive. 
Theorem A.2. 
       If we increase an element of an M-matrix so as to 
keep the sign of the element unchanged, the value of any 
principal minor determinant does not decrease. 
     Let A=(az~) andA'Caip a pair of n-th order 
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matrixes with non-positive off-diagonal elements which 
satisfy the relation 
Then, if  A' is an  M-matrix, A is an M-matrix. 
Theorem A.3. 
      If we multiply a row (or a column) of an M-matrix 
by a positive number, we obtain another M-matrix. 
      The proof of Theorem A.1. is in Nikaido (63,64) 
and in Ostrowski [42, 43). Theorem A.2. is proved in 
Ostrowski [42). Theorem A.3. is rather evident from the 
condition (A-ii) or (A-iv) of Theorem A.1. 
      The above theorems have close relations with 
Frobenius-Perron's theorem (p. 278 of (221, p. 100 of [63], 
p. 120 of (64)) on non-negative matrixes. 
Theorem A.4. (Frobenius and Perron) 
      Let BM(4 ) a non-negative square matrix (a square 
matrix whose lements are all non-negative). Then, .8 has 
a non-negative characteristic root As which as the 
following properties. 
(A-viii) The absolute value of any characteristic root W8 
  of B is not greater than Xs. 
(A-ix) A non-negative vector „=(xi---~x„)t(                               <a vector 
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    whose components are all non-negative) i s associated 
    with the characteristic root  A  
B , i.e. 
    ~aG =AB Dcr #(1) ; xi 0 (A-5) 
 (A-x) Put 
A= p1-B 
   The matrix A is an M-matrix if and only if 
p8 
 (A—xi) If there is a non-negative vector y such that 
   then 
A8 2 /4' 
   Here, the inequality between vectors means that the 
   inequality holds for each pair of corresponding
   components. 
Definition A.2. 
       The characteristic root As of a non-negative 
matrix B described in Theorem A.4. is said the Frobenius-
Perron root or dominant characteristic root of B. 
       The next theorem on M-matrixes is derived from the 
Frobenius-Perron's theorem. 
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Theorem A.5. 
      Let  A  -cQ1) an M-matrix. Then, A has a positive 
characteristic root XA which has the following property. 
(A-xii) Let WA a characteristic root of A and let p 
   the maximum element on the main diagonal of A . Then, 
  XAp 
   and 
I? WAI< p-AA 
   Especially, 
Re (toA) ? AA 
Definition A.3. 
      The characteristic root k1A of an M-matrix A 
described in Theorem A.5. is said the minimum characteristic 
root of A . 
Note 1 : 
      The inequalities (A-2) are not mutually independent 
under the assumption 
 a. >0,Qz0(iAj.)(A-6) 
For example, suppose It =3.  Then, we can induce 
Da > 0 
from the inequalities 
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 D3>0 
and (A-6). (cf. footnote 3 of [34]) Therefore, in order to 
establish the condition (3-iii) of Theorem 3.1. or the 
condition (4-iii) of Theorem 4.1., it is not necessary to 
examine all the inequalities of (A-2), since (A-6) is 
guaranteed by the first two assumptions of the theorem. The 
problem of finding a smaller or the smallest set of inequal-
ities, which is necessary and sufficient that a matrix ik =caii 
satisfying (A-6) be an M-matrix, is open. 
Note 2 : 
      The term "M-matrix" is due to Ostrowski ([42],t43], 
p. 259 of [22]). At first, Ostrowski defined an "M-determi-
nant" as a determinant with non-negative off-diagonal elements 
whose principal minor determinants are all non-negative, and 
he called an M-determinant "essential" if its value is not 
zero, i.e. positive and "non-essential" if its value is zero. 
C42) Later, he used the terms "M-matrix" and "essential M-
matrix" in the same meaning.[43] With those terms, he meant 
such a matrix,the determinant of which is an essential M-
determinant in the sense defined in [42]. Here, according to 
Bellman [22],we define an M-matrix by Definition A.l., which 
isx in the result, equivalent to the definition of the M-
matrix (or essential M-matrix) given by Ostrowski in [43]. 
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       Nikaido did not use the term "M-matrix",  and he. 
identified this kind of matrix with the adjective phrase 
"non-negatively invertible"
, which means the property 
of (A-vi). 
Note 3 
The proofs of the above theorems are found at the 
places given in the following. As for Theorem A.1., the 
equivalence of (A-0), (A7-0, (A-ill), (A-v), and (A-vi) 
under the assumption (A-1) is proved as Theorem 6.1. and 
Theorem 6.2. at pp. 90-96 of (63). The equivalence of
(A-iii) and (A-ii) is mentioned in the first part of the' 
proof of Theorem 6.1. at p. 91 of [63]. The equivalence 
of (A-vi)-and (A vii) under the assumption (A-1) is proved 
as Application 3 at p. 105 of (63). Theorem A.2. is proved 
as Theorem II at T671 of (42). Theorem A.4. is proved as 
Theorem 7.1. at p. 102 of (63). Theorem A.5. is mentioned 
in Application 3-at p.. 105 of (63).
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