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ABSTRACT
Bursty star formation in dwarf galaxies can slowly transform a steep dark matter cusp
into a constant density core. We explore the possibility that globular clusters (GCs)
retain a dynamical memory of this transformation. To test this, we use the nbody6df
code to simulate the dynamical evolution of GCs, including stellar evolution, orbiting
in static and time-varying potentials for a Hubble time. We find that GCs orbiting
within a cored dark matter halo, or within a halo that has undergone a cusp-core
transformation, grow to a size that is substantially larger (Reff > 10 pc) than those in
a static cusped dark matter halo. They also produce much less tidal debris. We find
that the cleanest signal of an historic cusp-core transformation is the presence of large
GCs with tidal debris. However, the effect is small and will be challenging to observe in
real galaxies. Finally, we qualitatively compare our simulated GCs with the observed
GC populations in the Fornax, NGC 6822, IKN and Sagittarius dwarf galaxies. We
find that the GCs in these dwarf galaxies are systematically larger (〈Reff〉 ' 7.8 pc),
and have substantially more scatter in their sizes, than in-situ metal rich GCs in
the Milky Way and young massive star clusters forming in M83 (〈Reff〉 ' 2.5 pc). We
show that the size, scatter and survival of GCs in dwarf galaxies are all consistent with
them having evolved in a constant density core, or a potential that has undergone a
cusp-core transformation, but not in a dark matter cusp.
Key words: galaxies: star clusters: general, globular clusters: general, stars: kine-
matics and dynamics
1 INTRODUCTION
Our standard cosmological model, Λ Cold Dark Matter
(ΛCDM), accurately describes the cosmic microwave back-
ground radiation (Dunkley et al. 2009; Shafieloo & Hazra
2017), galaxy clustering (Governato et al. 1998), lensing
of galaxy clusters (Blandford et al. 1991; Kaiser & Squires
1993; Sand, Treu, & Ellis 2002) and the flatness of rotation
curves (Zwicky 1937; Rubin, Thonnard, & Ford 1978; van
Albada et al. 1985; McGaugh et al. 2001). Pure dark matter
N -body simulations of structure formation in ΛCDM sug-
gest that dark matter (DM) halos have a self-similar ‘uni-
versal’ density distribution, described by the ‘NFW’ profile
(Navarro, Frenk, & White 1996):
ρNFW(r) =
ρ0
r/rs (1 + r/rs)
2 , (1)
where ρ0 is a density normalisation, r is the radius from the
galaxy centre, and rs is the scale radius. For small radii,
? E-mail: m.orkney@tiscali.co.uk
r  rs, ρNFW ' ρ0(r/rs)−1 which is called a DM ‘cusp’
since the density diverges as r → 0. However, there has
been a long-standing tension between the above prediction
of a divergent cuspy density profile and observations of the
rotation curves of nearby isolated dwarf irregular galaxies
(Flores & Primack 1994; Moore 1994; Read et al. 2017).
These favour instead an inner region where the density is
constant, ρ ∝ r0. This disparity is known as the ‘cusp-core
problem’.
One solution to the cusp-core problem is that baryonic
processes, missing in the Navarro et al. (1996) simulations,
are somehow responsible for coring an originally cuspy DM
halo, an effect that has become known as ‘dark matter heat-
ing’. Candidate mechanisms include dynamical friction (El-
Zant, Shlosman, & Hoffman 2001; Nipoti et al. 2008; Del
Popolo & Kroupa 2009; Nipoti & Binney 2015) and stel-
lar feedback from recurrent starbursts (Navarro et al. 1996;
Read & Gilmore 2005; Pontzen & Governato 2012, 2014)
to which dwarf galaxies are particularly susceptible due to
their shallow potential wells. Indeed, we now have obser-
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vational evidence for this dark matter heating operating in
dwarf galaxies. Read et al. (2019) find an anti-correlation
between the central dark matter density of a sample of 16
nearby dwarfs and their total star formation, consistent with
predictions from recent dark matter heating models (e.g.
Pen˜arrubia et al. 2012; Di Cintio et al. 2014; Chan et al.
2015; Read, Agertz, & Collins 2016a).
In this paper, we ask whether we can find evidence for
dark matter heating transforming a dark matter cusp to a
core in an individual dwarf galaxy. The key idea we explore
is that the maximum radius globular clusters can expand to
due to two-body relaxation depends on the tidal field they
inhabit (He´non 1961; Gieles, Heggie, & Zhao 2011; Contenta
et al. 2018; Webb & Vesperini 2018). Contenta et al. (2018)
have recently used this idea to argue for the presence of a
dark matter core in the nearby ultra-faint dwarf galaxy Eri-
danus II. This is distinct from earlier works that have used
the survival of globular clusters (GCs) to probe the pres-
ence or absence of a dark matter cusp (e.g. Goerdt et al.
2006, 2010; Arca-Sedda & Capuzzo-Dolcetta 2016; Amor-
isco 2017). In this paper, we take this idea further to explore
whether the current properties of GCs could encode infor-
mation about historic cusp-core transformations. To address
this question, we simulate idealised GCs orbiting a galaxy
with static and time-varying galactic potentials. We con-
sider GCs with a range of initial sizes and masses given
by Reff ' 0.5, 1, 2 pc and M ' 20k, 40k, 80k M respec-
tively 1, and a range of static host galaxy potentials with
different central logarithmic slopes corresponding to a core,
a cusp, and something in-between. We also consider the case
of a time-varying galactic potential that undergoes a cusp-
core transformation. We base this time-varying potential on
the simulations of isolated dwarfs from Read et al. (2016a)
(hereafter R16), in which bursty star formation slowly trans-
forms a DM cusp into a core. We use their simulation of an
M200 = 10
9 M dwarf in which the cusp-core transforma-
tion time was ttr = 8 Gyrs. In all cases, we consider planar
circular orbits. We will consider the effect of elliptical orbits
and/or non-spherical potentials in future work.
This paper is organised as follows. In §2, we discuss
our simulation suite and we describe how we model the
time-varying potential and the dynamical friction. In §3, we
present our results. In §4, we discuss our results and com-
pare them with recent work in the literature. We discuss the
caveats inherent in our work and we qualitatively compare
our findings to observations of GCs in nearby dwarf galaxies.
Finally, in §5, we present our conclusions.
2 THE N-BODY SIMULATIONS
The simulations were run using a variant of the nbody6
code (Aarseth 1999), a Graphics Processing Unit (GPU) en-
abled (Nitadori & Aarseth 2012) direct N -body simulation
tool. This variant, named nbody6df (Petts, Gualandris, &
Read 2015), incorporates the effects of dynamical friction
1 See Jorda´n et al. (2007, Fig. 2) for the typical mass distribution
of Galactic GCs, and de Boer & Fraser (2016, Table 3) for mass
estimates of the GC system in the Fornax dSph. The Fornax GCs
have a similar range in mass (0.42×105−4.98×105 M) to those
we simulate here.
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Figure 1. Dehnen density profiles used to model the host galaxy
potential. The dashed vertical line indicates the starting orbital
radii of the GCs, r0 = 0.7 kpc, which was identical for each sim-
ulation. Each line is labelled with the mass enclosed at r0.
on GCs orbiting a host galaxy and is described in detail
in §2.3. nbody6df was altered as described in §2.4 to allow
for a galactic cusp-core transformation which reproduces the
time-varying gravitational potential, Φ(t), from R16.
nbody6 uses regularisation to model binary, triple and
higher-order stellar encounters in the GC. We did not in-
clude primordial binaries. Stellar evolution was modelled
based on the ‘Eggleton, Tout and Hurley’ option in nbody6
(Eggleton, Fitchett, & Tout 1989; Tout et al. 1997; Hurley,
Pols, & Tout 2000; Hurley, Tout, & Pols 2002; Hurley 2008).
2.1 Initial conditions
Our suite of simulations were designed to model the evo-
lution of a GC orbiting a typical dwarf spheroidal (dSph)
galaxy like Fornax (e.g. Goerdt et al. 2006). Specifically,
the galaxy properties were set up to mimic that of the
M200 = 10
9 M galaxy presented in R16. For this, we as-
sumed a spherically symmetric Dehnen density profile
(Dehnen 1993):
ρDehnen(r) = ρ0
(
r
rs
)−γ (
1 +
r
rs
)γ−4
, (2)
where ρ0 is the central density, rs is the scale radius and γ
is a variable used to set the logarithmic slope of the inner
density profile (γ = 0 corresponds to a core and γ = 1 cor-
responds to a cusp). This Dehnen profile was then fit to the
simulations from R16, including a fit for the time-varying
potential as detailed in §2.4. (Note that we use a Dehnen
profile here rather than the coreNFW profile from R16 be-
cause the dynamical friction model in nbody6df requires
the full distribution function of the dark matter halo (see
§2.3). For the Dehnen profile with γ = 0 or γ = 1, this
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is fully analytic, making the calculation significantly more
efficient (Petts et al. 2015). We discuss this further in §2.4.)
The GC initial conditions were set up with the McLus-
ter tool (Kuepper et al. 2011) using a Plummer density
model (Plummer 1911), a Kroupa initial mass function
(IMF) (Ku¨pper et al. 2010) and assuming no primordial
binaries. The retention fraction of black holes (BHs) de-
pends on the escape velocity from the centre of the cluster
at the time of supernovae and the natal kicks of BHs. Both
are poorly understood and here we adopt a BH retention
fraction of 100%, applicable to dense and massive GCs and
zero natal kicks (i.e. as in the fallback scenario (Fryer et al.
2012)). The GC properties and orbital parameters were cho-
sen to reflect typical GCs such as those observed in the dSph
galaxy Fornax (Cole et al. 2012). The largest GC was mod-
eled with N = 217 (∼128k) particles, which approaches the
size of common GCs but is not so great as to exceed practi-
cal limits on computation time. The orbital velocity required
to set a circular orbit (Vcirc) in a Dehnen potential can be
derived from equation 2 (Dehnen 1993) as:
V 2circ(r) =
GMgr
2−γ
(r + rs)3−γ
, (3)
where Mg is the mass of the galaxy and G is the gravita-
tional constant. Since our goal here is to compare the prop-
erties of idealised GCs moving in different potentials, we
consider only circular orbits. The initial orbital radius was
set to 700 pc, which is similar to the orbital radii of GCs in
comparable systems such as Fornax (Cole et al. 2012). We
will consider the effect of elliptical orbits in future work.
The suite consists of four main simulations in which the
potential profile of the host dSph galaxy have different values
of γ, as summarised in the upper section of Table 1. The
first three of these simulations use a constant γ representing
a core (γ = 0), a cusp (γ = 1) and an intermediate value
(γ = 0.5). The fourth simulation utilizes a variable γ(t) fit to
the simulations in R16 to mimic a cusp-core transformation.
Profiles representing γ = 0, γ = 1 and γ = 0.5 are shown in
Fig. 1. The profiles were designed to have a similar density
at the initial GC orbital radii, r0, marked by the vertical
dashed line. The method by which γ(t) was calculated is
explained in §2.4.
Two sets of subsidiary simulations were run using iden-
tical properties but lower particle numbers, N = 216 and
N = 215. The initial GC density was different for these sets
of simulations because the particle count was reduced whilst
maintaining the same initial projected half stellar mass ra-
dius. We will refer to the projected half radius as RMeff when
mass-weighted and RLeff when luminosity-weighted, whereas
we refer to the 3D half-mass radius as R1/2.
2.2 Initial GC density
A secondary suite of simulations was designed to investi-
gate the sensitivity of results to the initial GC density, sum-
marised in the lower section of Table 1. Four simulations
were run with different host galaxy potentials: γ = 0, γ = 1,
γ = 0.5 and γ(t). A set of higher density and lower density
GCs were then designed by varying the initial R1/2. These
radii were chosen such that the initial central stellar den-
sity was higher or lower by an order of magnitude than our
fiducial suite of simulations.
For reasons of computational cost, this investigation
into GC densities was performed only on the N = 216 simu-
lations. As we shall see in §3.5, the results are qualitatively
similar for the N = 217 and N = 216 simulations.
2.3 nbody6df
Dynamical friction is a drag force imparted on a body as
it moves through a sea of lighter background bodies (Chan-
drasekhar 1943). GCs experience dynamical friction as they
orbit through their host galaxy as a result of interactions
with stars, interstellar gas and DM (e.g. Tremaine & Wein-
berg 1984; Hernandez & Gilmore 1998; Lotz et al. 2001; Bin-
ney & Tremaine 2008; Del Popolo & Pace 2016). In dense
galaxies, dynamical friction continues until the GC is tidally
destroyed or it reaches the galactic centre. However, in galax-
ies with a central constant density core, dynamical friction
stalls inside the core region (Read et al. 2006; Goerdt et al.
2006; Inoue 2009, 2011; Petts et al. 2015; Petts, Read, &
Gualandris 2016; Kaur & Sridhar 2018).
In this paper, we use the semi-analytic model for dy-
namical friction implemented in nbody6df 2. The method
is described in detail in Petts et al. (2015, 2016). Here, we
briefly summarise the main points. The frictional decelera-
tion is given by:
dvs
dt
= −2piG2Msρ log(Λ2 + 1)f(v∗ < vs)vs
v3s
, (4)
where vs is the satellite velocity (vs ≡ |vs|), Ms is the satel-
lite mass, ρ is the local background density, f(v∗ < vs) is the
distribution function representing the fraction of stars mov-
ing slower than the satellite and log(Λ2 + 1) is the Coulomb
logarithm Λ given by:
Λ =
bmax
bmin
=
min(ρ(Rg)/|∇ρ(Rg)|, Rg)
max
(
R1/2, GMs/v2s
) , (5)
where Rg and R1/2 are the galactocentric distance and 3D
half-mass radius of the satellite, respectively. The satellite
mass is based on the mass within its instantaneous Roche
volume, rather than just the bound stars. This is because
unbound stars that remain in the vicinity of the satellite
are found to contribute to the dynamical friction force (Fell-
hauer & Lin 2007; Petts et al. 2015).
2.4 Modelling the cusp-core transformation, γ(t)
The implementation of dynamical friction in nbody6df re-
quires knowledge of the distribution function f(r, v) of the
background stars (see §2.3 and Petts et al. 2015). The distri-
bution function for a Dehnen density profile is fully analytic
for γ = 0, γ = 1, and some other key values, but not for
arbitrary values of γ (Tremaine et al. 1994). For this reason,
and in order for our method to be computationally efficient,
we implement a time-varying γ(t) by performing a linear
interpolation between the γ = 0 and γ = 1 scenarios. The
background distribution function, which we name fm(r, v),
becomes:
fm(r, v) = A× fcore + (1−A)× fcusp, (6)
2 nbody6df is publicly available and can be downloaded from
https://github.com/JamesAPetts/NBODY6df.
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Table 1. Principal parameters for each simulation. From left to right are the simulation name, the number of simulation particles, the
initial GC orbital radius, the host galaxy mass, the variable γ as in equation 2, the GC scale radius, the half-mass radius, the initial GC
density, the initial orbital velocity and the initial GC relation time. The naming convention comprises the approximate particle number,
the dwarf potential profile scheme employed and the initial density choice when relevant. The half-mass radius is the projected (2D)
RMeff , which best compares with observation. The initial density is given by the average density within R1/2. Parameters are to 3.s.f. or
3.d.p. as appropriate.
Name Particles N r0 Mgalaxy γ rs R
M
eff ρ0(< R1/2) Vcirc trelax,0
(kpc) (M) (kpc) (pc) (M/pc3) (km/s) (Myr)
128kcusp 217 0.7 109 1.0 2.05 0.963 4530 19.955 132.619
128k0.5 217 0.7 109 0.5 1.61 0.963 4530 17.626 132.619
128kcore 217 0.7 109 0.0 1.50 0.963 4530 14.070 132.619
128kvarying 217 0.7 109 γ(t) 2.05 0.963 4530 19.955 132.619
64kcusp 216 0.7 109 1.0 2.05 0.930 2440 19.955 99.377
64k0.5 216 0.7 109 0.5 1.61 0.930 2440 17.626 99.377
64kcore 216 0.7 109 0.0 1.50 0.930 2440 14.070 99.377
64kvarying 216 0.7 109 γ(t) 2.05 0.930 2440 19.955 99.377
32kcusp 215 0.7 109 1.0 2.05 0.973 1100 19.955 81.805
32k0.5 215 0.7 109 0.5 1.61 0.973 1100 17.626 81.805
32kcore 215 0.7 109 0.0 1.50 0.973 1100 14.070 81.805
32kvarying 215 0.7 109 γ(t) 2.05 0.973 1100 19.955 81.805
64kcusplow 216 0.7 109 1.0 2.05 2.066 122 19.955 323.803
64k0.5low 216 0.7 109 0.5 1.61 2.066 122 17.626 323.803
64kcorelow 216 0.7 109 0.0 1.50 2.066 122 14.070 323.803
64kvaryinglow 216 0.7 109 γ(t) 2.05 2.066 122 19.955 323.803
64kcusphigh 216 0.7 109 1.0 2.05 0.444 33000 19.955 32.612
64k0.5high 216 0.7 109 0.5 1.61 0.444 33000 17.626 32.612
64kcorehigh 216 0.7 109 0.0 1.50 0.444 33000 14.070 32.612
64kvaryinghigh 216 0.7 109 γ(t) 2.05 0.444 33000 19.955 32.612
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Figure 2. This plot demonstrates the accuracy of the fitting pro-
cedure in §2.4. The upper panel shows Dehnen potential density
profiles with different values of A as fit to the simulation data in
R16. The source data is also shown as dashed black lines. The
lower panel shows the relative error between the fits and source
data, which remain within around 50% over the relevant range of
radii.
where fm is the interpolated distribution function and A is
an interpolation variable in the range A = [0, 1], correspond-
ing to a cusp for A = 0 and a core for A = 1. This simple
method is mathematically consistent with a true cusp-core
transformation so long as the galactic mass is conserved
and the scale radius in equation 2 is suitably interpolated.
We fixed the scale lengths of the initial and final galactic
density profile by fitting the initial and final profile for the
M200 = 10
9 M dwarf taken from the simulations in R16.
For these fits, the initial γ was set to γ = 1, the final γ was
set to γ = 0, and the mass of the background galaxy was held
constant. The interpolation variable A was then fit to the
data from R16 such that the resulting interpolation provided
a cusp-core transformation matching the time-evolution of
the density profile as shown in Fig. 2. The fitting precision
was focused around radii within the GC orbit (r < 700 pc).
All simulations were run for a Hubble time (tuniv =
14 Gyr) or until GC destruction.
3 RESULTS
3.1 Visual impression
Fig. 4 provides a visual impression of our 128k simulation
suite. The panels show mass (top) and luminosity (bottom)
weighted maps of the total column density of stars at the end
of the simulations, as marked. From left to right, we show
results for the cusped (γ = 1), intermediate (γ = 0.5), cored
(γ = 0) and time-varying (γ(t)) simulations. The lower row
of each set of panels shows the entire GC orbital plane. The
location of the GC density centre is marked by the black
c© 0000 RAS, MNRAS 000, 000–000
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spot; the location of the host galaxy centre is marked with
a white star. The upper row of each set of panels shows a
×10 zoom closeup of the main GC body, where the dotted
white circle marks the initial tidal radius rt (as in equation
8) at t = 0 Gyr, and the solid white circle marks the tidal
radius at t = 14 Gyr.
Firstly, notice that the GC physically grows in size and
the tidal debris becomes less prominent as we move from
cusped towards cored host potentials. The time-varying po-
tential results in a large GC, but with substantially more
tidal debris than in the static cored simulation (compare
the right two columns). This occurs because the debris is
torn off early in the simulation when the background poten-
tial was more cusped, while the GC grows to a larger size as
the cusp transforms to a core and the tidal field diminishes.
This mis-match between the size of the GC and its tidal
debris is, then, a key test for the presence or absence of an
historic cusp-core transformation.
We now look more quantitatively at our full simulation
suite to study the orbital decay of the GCs orbiting in their
host galaxies (§3.2), the relaxation times of the GCs (§3.3),
the tidal tails of the GCs (§3.4), the mass-to-light ratio of
the GCs within RMeff (§3.6), the sizes of the GCs (§3.5), the
velocity dispersion of the GCs within RMeff (§3.7) and the
mass segregation of the GCs (§3.8). With each of these GC
properties, we ask whether we can differentiate between the
GC evolving in the γ = 0 galaxy, the γ = 1 galaxy and the
γ(t) galaxy. This is a minimum requirement for using GCs to
determine their host galaxy potentials. In reality the initial
orbit, density and mass of each GC is unknown. These will
induce further degeneracies between the different models.
We discuss this further in §4.
3.2 Orbital radii
Plots of the orbital radii for the 128k simulations are shown
in Fig. 3. In each simulation, the GC orbit is expected to
decay over time due to dynamical friction physics, as de-
scribed in §2.3. The 128kcusp, 128k0.5 and 128kcore GCs
all infall by a similar amount, with slight differences that
can be attributed to their unique mass losses. As will be
seen in §3.4, galactic potentials with increasing γ induce
greater tidal stripping, resulting in a less massive GC and
less dynamical friction (equation 4).
Initially, it may seem odd that the 128kcore GC in-
falls more quickly than the 128kcusp GC prior to mass loss
(at t = 0), given previous work on dynamical friction core-
stalling (e.g. Read et al. 2006; Inoue 2009; Kaur & Sridhar
2018). However, the result is less surprising after consider-
ing Chandrasekhar’s formula for dynamical friction in equa-
tion (4), which reveals that at t = 0 we expect a 10% higher
dv/dt for our cored model than for our cusped model. This
occurs due to the the satellite velocity, background density
and galactic velocity dispersions present. The 128kcore GC
begins with a lower circular velocity and therefore a lower
orbital energy, and so dynamical friction has a proportion-
ally greater impact on the orbital decay.
The 128kvarying GC follows a very different trend, with
the orbital radius growing during the first Gyr. This is be-
cause the GC is pushed out as the galactic potential profile
is flattened and the mass internal to the GC orbit drops,
acting against dynamical friction.
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Figure 3. Orbital radii with time for each of the 128k GC sim-
ulations. Small sinusoidal fluctuations are indicative of slightly
elliptical orbits despite the care taken to ensure circular or-
bits. Dotted lines mark the expected stalling-radius, estimated
as rstall = (MGC/Mg)(r
2−γ
s + rsγ)
1/(3−γ).
3.3 Relaxation time
The half-mass relaxation time can be approximated with
(Spitzer & Hart 1971):
trelax =
0.138
(
NR31/2/Gm
)
log(γN)
, (7)
where N is the number of particles within R1/2, m is the
average mass of these particles and γ = 0.02 for multimass
systems (Giersz & Heggie 1996).
Table 2 lists the number of relaxation times (with the
relaxation time recalculated for each time step) passed for
each simulation within time intervals relevant to the cusp-
core transformation time ttr as in §1. These results are im-
portant to consider in addition to the initial trelax from Table
1 because trelax varies significantly with the GC evolution.
The results here are consistent with the observations
we will see later in §3.5 in that the sets of simulations at
lower particle numbers elapse more relaxation times despite
their lower stellar density. In addition, there is a common
pattern whereby GCs in γ = 1 undergo more relaxation
times, although the majority of this effect occurs after ttr
when the GC is exposed to stronger tides due to its orbital
decay and, as a result, has begun to dissolve.
3.4 Tidal tails
In Fig. 4, we give a visual representation of each of our
128k GC simulations. The panels show mass and luminosity-
weighted column density maps, as marked. The lower row
of each set of panels shows the entire GC orbital plane. The
location of the GC density centre is marked by the black
spot; the location of the host galaxy centre is marked with
c© 0000 RAS, MNRAS 000, 000–000
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Figure 4. Mass- (top) and luminosity- (bottom) weighted maps of the column density of each 128k simulated GC after a Hubble time, as
marked. From left to right, the panels show results for the cusped (γ = 1), intermediate (γ = 0.5), cored (γ = 0) and time-varying (γ(t))
simulations. The lower row of each set of panels shows the entire GC orbital plane. The location of the GC density centre is marked by
a black spot; the location of the host galaxy centre is marked with a white star. The upper row of each set of panels shows a ×10 zoom
closeup of the main GC body, where the dotted white circle marks the initial tidal radius rt as in equation 8 at t = 0 Gyr, and the solid
white circle marks the tidal radius at t = 14 Gyr. The tidal radii at t = 14 Gyr are equal to 28.76, 43.02, 71.79 and 68.56 pc for the cusp,
0.5, core and varying panels respectively.
a white star. The upper row of each set of panels shows a
×10 zoom closeup of the main GC body, where the white
circle marks the tidal radius rt. The tidal radius (equation
7 in King 1962) for a circular orbit in a Dehnen profile can
be calculated with (equation 10 in Renaud, Gieles, & Boily
2011) as:
rt =
[
MGC
Mg
rγ (rs + r)
4−γ
3r + rsγ
]1/3
. (8)
We can then approximate the ‘Roche volume’ that en-
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Table 2. The number of relaxation times passed within various
time intervals for each simulation. Some values are unlisted be-
cause the GC has decayed prior to a Hubble time.
Name total trelax total trelax total trelax
t > 0 Gyr 0 6 t 6 8 Gyr t > 8 Gyr
128kcusp 9.469 6.033 3.436
128k0.5 7.445 5.379 2.066
128kcore 6.128 4.789 1.339
128kvarying 8.245 6.082 2.163
64kcusp 15.974 7.264 8.710
64k0.5 10.397 6.786 3.611
64kcore 7.520 5.754 1.766
64kvarying 8.900 6.525 2.375
32kcusp - 10.381 -
32k0.5 - 6.429 -
32kcore 9.969 6.965 3.004
32kvarying 12.469 8.241 4.228
64kcusplow - 4.353 -
64k0.5low 6.077 3.667 2.410
64kcorelow 5.019 3.688 1.331
64kvaryinglow 5.320 3.826 1.494
64kcusphigh 21.859 13.525 8.334
64k0.5high 16.189 10.891 5.298
64kcorehigh 11.394 8.966 2.428
64kvaryinghigh 14.481 11.210 3.271
Table 3. Total tidal tail mass for each 128k simulation, where
Mtails is the total mass of particles excluding those within VR
and exterior to twice the initial GC orbital radius.
Name Mtails (M)
128kcusp 3.570× 104
128k0.5 2.569× 104
128kcore 1.254× 104
128kvarying 2.059× 104
compasses stars that remain bound to the GC, as VR =
(4/3)pir3t . Notice that the tidal tails formed from tidally
stripped stars are clearly visible in the lower panels, con-
structing a connected ring around the host galaxy. The tidal
tails are denser with increasing host galaxy DM cusp slope,
γ, due to the stronger gravitational tides of Galactic poten-
tial with increasing γ. The 128kvarying simulation produces
tidal tails that are slightly denser than that of 128kcore.
This owes in part to the more extended orbital radius of the
128kvarying GC and the associated weaker tides (see §3.2).
Additionally, the orbital radius of 128kvarying has occupied
a narrower region of space throughout simulation time (Fig.
3). As a consequence, the tidal debris has been shed within
a narrower annulus which increases the tidal tail density.
The total mass of stars in the tidal tails of each simula-
tion, estimated as the total mass excluding the mass within
VR and particles exterior to twice the initial GC orbital ra-
dius, is summarised in Table 3. This estimate would suggest
it is possible to differentiate between the simulations based
on tidal tail mass. It should be noted that elliptical orbits
would complicate our ability to differentiate between mod-
els; we will consider this in future work.
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Figure 5. Plots of the GCs’ RMeff (left panels) and R
L
eff (right
panels) as a function of the total mass and luminosity of stars
within the tidal radius rt (Equation 8). for the 32k, 64k and 128k
simulations. The circles indicate 1 Gyr time intervals, with the ar-
row of time pointing from right to left. The number in the top left
corner of each panel represents the GC size, whereas the number
in the top right corner represents the ratio of the average relax-
ation time to the cusp-core transformation time: η = 〈trelax〉 /ttr
where ttr is given in §1. The results have been smoothed with a
Gaussian filter.
3.5 Changing the GC mass and density: effect on
the evolution of the half-mass and half -light
radii
The size evolution of the GCs can be summarised by plotting
the projected half-mass radius RMeff and projected half-light
radius RLeff against the mass within VR. GC mass provides a
good analogue for evolution time because GCs decay contin-
uously due to stellar evaporation and tidal stripping (Binney
& Tremaine 2008). Although there are no velocity kicks for
BHs, only a fraction are retained within 2×RMeff by the end
of the simulation. Of an initial 255 BHs for the 128k sim-
ulations, 65, 78, 78 and 46 are retained for the GCs in a
γ = 1, 0.5, 0 and γ(t) potential respectively. Fig. 5 shows
these plots for the four main simulation suites introduced in
Table 1.
The trends for both 128k and 64k simulations demon-
strate a clear difference in the evolution of RMeff and R
L
eff de-
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Figure 6. As Fig. 5 but for the 64k simulations with different
initial GC densities, as specified in Table 1. The top panels cor-
respond to the 64khigh simulations, while the bottom panels cor-
respond to the 64klow simulations.
pending on γ. The RMeff growth of the 128kcusp and 64kcusp
simulations begins to flatten off within a few Gyr as a result
of the clusters approaching their minimum densities set by
the tides, whereas those of 128kcore and 64kcore grow al-
most linearly, far surpassing their counterparts evolving in
a γ = 1 galaxy by a Hubble time. The behaviors of 128k0.5
and 64k0.5 are an intermediate between that of the γ = 0
and γ = 1 simulations. Notice that the evolution of RMeff
in the γ(t) simulations are distinct from that of the γ = 0
simulations after a few Gyr. We will return to this shortly.
The results for the 32k simulations in Fig. 5 are a slight
oddity, whereby the trend for 32k0.5 is difficult to describe as
intermediate between the 32kcusp and 32kcore simulations.
This is likely due to numerical noise. Regardless, the trend
for 32kvarying is such that a smaller RMeff is yielded after a
Hubble time when compared to 32kcore, in accordance with
the results from the 128k and 64k simulations.
The mass versus RMeff trend for simulations with dif-
ferent N mature at different rates, as expected given the
different initial relaxation times in Table 1 (and see also
the total elapsed relaxation times in §3.3). Assuming the
GCs were allowed unlimited evolution time, all simulations
should reach a maximum RMeff and then decay. In the case of
128kcore there is not yet any indication of a plateau, which
is due to its slower dynamical evolution.
The principal behaviors observed in Fig. 5 are repro-
duced by the simulations of GCs with varying initial den-
sities, shown in Fig. 6. In these simulations, the difference
between the γ = 0 and γ(t) simulations are less distinct,
with the differences in RLeff being difficult to distinguish af-
ter a Hubble time for the 64k0.1 simulations. It should also
be noted that the final RLeff has some dependence on the GC
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Figure 7. Plots of the stellar mass-to-light ratio within rt (Equa-
tion 8) with time. for the 32k, 64k and 128k simulations. Results
have been smoothed with a Gaussian filter.
density, and this would have to be taken into account when
making comparisons with observations.
The results for the 64kvarying0.1 simulation can be ex-
plained by the higher trelax at the low initial GC density
(Table 1). With a higher trelax to ttr (§1) ratio, the GCs have
not had sufficient time to adapt to their respective potentials
before the cusp-core transformation is well underway. This
means the GC in simulation 64kvarying0.1 has had little op-
portunity to adopt the RMeff trend associated with γ = 1. The
opposite is the case for the 64kvarying10 simulation, where
the high initial GC density leads to a lower trelax. Here the
GC adapts to its host potential so rapidly that the cusp-
core transformation has created an ‘elbow’ which is visually
apparent in the RMeff trend of 64kvarying10.
The RLeff trends exhibit much the same results, with a
few oddities: In the 128k simulations the order of the γ =
1 and γ(t) trend has reversed. Fig. 7 shows how this is a
consequence of the lower mass-to-light ratio of the GC in
128kcusp.
3.6 Mass-to-light ratio
The stellar mass-to-light ratios for each GC as a function of
time are shown in Fig. 7. These show an increase in mass-to-
light ratios for all GCs, which is the expected consequence of
stellar evolution which results in stellar luminosity reducing
more so than stellar mass.
The relationships in each panel of Fig. 7 diverge after a
few Gyr such that there is a slightly lower mass-to-light ratio
with increasing host galaxy DM cusp slope. The onset of this
divergence is linked to the number of particles N , with the
larger simulations taking significantly longer to diverge. This
is due to the more massive GCs having a correspondingly
higher trelax, and we explore this in §3.3. The slower rise of
the mass-to-light ratio in GCs with increasing host galaxy
DM cusp slope is a result of the preferential ejection of low-
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Figure 8. Plot showing the velocity dispersion within RMeff for
GCs in 128k simulations as a function of time. Trends have been
normalised to the 128kcore simulation to expose the small differ-
ences between each simulation.
mass stars with high mass-to-light ratios, which is due to
mass segregation which we discuss in §3.8. Whilst this effect
occurs in all of the GCs, it is proportionally more significant
in the GCs with higher mass loss rates.
The GCs in γ(t) maintain a mass-to-light ratio almost
identical to that of the GCs in γ = 0 at all times. This is
because the host galaxy potential is mostly cored (γ < 0.5)
by 8 Gyr, before the mass-to-light ratios for the GCs in static
background potentials diverge.
The results for 32kcusp and 32k0.5 are skewed after
∼ 10 Gyr because the GC body evaporates. When a GC
evaporates it goes through a brief phase where it is domi-
nated by dark stellar remnants, resulting in a sharp spike
in the mass-to-light ratio (Anders, Lamers, & Baumgardt
2009). With the exception of these two simulations, there is
a consistent pattern across each panel.
3.7 Velocity dispersion
Assuming a virialised cluster, the GC velocity dispersion can
be shown to vary with the mass and radius as summarised
in equation 9:
σ ∼
√
GM
R1/2
(9)
From Fig. 5 we see that over time the GC mass tends to de-
crease whilst RMeff tends to increase. Therefore it is expected
that the GC velocity dispersion should decrease with time.
We calculate the velocity dispersion σ with:
σ =
√∑N
i=0(υi − υ¯)2
N
, (10)
where υi is a particle’s velocity and N is the number of
particles within RMeff .
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Figure 9. Plots showing mass segregation for GCs in the 32k,
64k and 128k simulations. The mass segregation is calculated over
five different time intervals, with blue lines representing earlier
times and green lines representing later times. The mass segrega-
tion was found by grouping stars within VR into two mass bins:
Mlow = 0.5− 1.0 M and Mhigh = 1.0− 200.0 M, and plotting
the normalised density ratio of the two, ζ(r, t) (Equation 11) as
a function of radius. Mass segregation causes ζ to rise at small
radii, indicating an inward movement of massive stars, and ζ to
fall at large radii, indicating an outward movement of low-mass
stars. An approximation of the equipartition timescale (Equation
12) is included in the top right corner of each panel. A black hor-
izontal line marks the ζ = 1 point. The radial ranges are as large
as the data reasonably allowed. The results have been smoothed
with a Gaussian filter.
In Fig. 8, we plot the total velocity dispersion of parti-
cles within RMeff for GCs in 128k simulations as a function of
time. For all times, there is hardly any difference between
GCs orbiting different host galactic mass profiles. It is there-
fore unlikely that the observed velocity dispersions of GCs
could be used to distinguish between the above host different
host galaxy galactic potentials.
3.8 Mass segregation
GC structure such as the mass segregation of the stellar pro-
file has been well observed in nature and is anticipated as a
result of equipartition of energy (Anderson & King 1996). A
possibility considered here is that the development of the GC
mass segregation is influenced by the γ of the host galaxy,
which may lead to unique GC properties.
To measure the amount of mass segregation, we grouped
all stars within the VR into two mass bins: Mlow = 0.1 −
0.5 M and Mhigh = 0.5 − 2.0 M. We then defined a ‘nor-
malised density ratio’:
ζ(r, t) =
Nhigh(r, t)/Nlow(r, t)
Nhigh(RMeff , t)/Nlow(R
M
eff , t)
(11)
where Nlow(r, t) is the number of stars in the mass bin Mlow
within radius r and at time t, and similarly for Nhigh(r, t).
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The ratio is normalised such that ζ = 1 at RMeff . In Fig. 9,
we plot ζ(r, t) for the GCs in galactic profiles with γ = 1 in
the main simulation suite. For each simulation we plot ζ at
five different times, with t = 0, 0.1, 0.5, 1, 5 Gyr. Included in
the upper right corner is the equipartition timescale teq as
in Spitzer (1940, 1962):
teq =
(〈
υ21
〉
+
〈
υ22
〉)3/2
8(6pi)1/2ρ01G2m2 lnN1
, (12)
where υ1,2 refer to the velocities of the particles in the low-
mass bin and the high-mass bin respectively, ρ01 is the cen-
tral density of the particles in the low-mass bin, m2 is the
average particle mass in the high-mass bin and N1 is the
number of particles in the low-mass bin. This equation was
designed for use with bins of two discrete particle masses,
whereas here we use bins of varied particle masses. This
timescale is independent of any external potential, and is
roughly the same between GCs of different initial N . The
teq timescales shown in Fig. 9 are extremely short, so any
secondary influences such as mass loss through the GC tidal
boundary will be negligible. They are also relatively similar,
so we do not expect any major differences in the time taken
to become mass segregated.
This may seem surprising because teq varies with N ,
but consider that the initial radii of our GCs are indepen-
dent of N (as can be inferred from Table 1) such that ρ0 is
proportional to N , and it can be seen from equation 12 that
the two parameters act to cancel each other out.
All simulations start unsegregated at t = 0 Gyr with
ζ ' 1 over all radii, with deviations at ranges where there
is low sampling density. The GCs become increasingly mass
segregated as they age dynamically, starting from within
RMeff and working outwards. This can be seen in the slope of
ζ becoming steeper and steeper with each time step. This
is an expected result, as stellar interactions that drive mass
segregation occur at higher probabilities in the denser cen-
tral regions of the GC. By approximately 1 Gyr all GCs are
maximally mass segregated, with little change occurring af-
ter 1 Gyr. The mass segregation in all simulations occurs on
approximately the same timescale.
As with the velocity dispersion, there is no discernible
difference between the simulations with different γ and so
we do not show these in Fig. 9. This is because the major-
ity of mass segregation has already occurred by 1 Gyr, on
a timescale much smaller than ttr (§1) and before the GC
sizes diverge (see Fig. 5). In effect, maximal mass segrega-
tion is reached before the GC properties have responded to
the galactic potential in which they are orbiting.
4 DISCUSSION
4.1 Comparison with previous work
Webb & Vesperini (2018) have recently conducted a sim-
ilar numerical study to ours, simulating the properties of
star clusters evolving in static cored and static cusped back-
ground potentials. The key differences between their sim-
ulations and ours are that our 128k GCs are ∼ 4× more
massive and have a ∼ 10× smaller half-mass radius. They
also simulate a host galaxy of roughly half the mass of ours.
In good agreement with their findings, we find that GC size
evolution is highly dependent on the central slope of the
host galaxy. However, our results in Fig. 9 appear to be in
contradiction with the authors’ findings. The authors ob-
serve unique mass segregation timescales depending on the
shape of the host galaxy central slope. However, their lower
GC mass and density yield a much higher teq (Equation 12).
This means the GCs in Webb & Vesperini (2018) will have
had much more opportunity to adapt to their host potential
prior to becoming maximally mass segregated.
Our results are in good agreement with earlier studies
that find that GCs in dwarf galaxies are efficiently destroyed
by steep dark matter cusps (e.g. Goerdt et al. 2006; Cole
et al. 2012; Amorisco 2017). Furthermore, our result link-
ing large GC sizes to the presence of a central dark matter
core is also seen in Contenta et al. (2018) and Webb & Ves-
perini (2018). The key new result in our paper, however, is
that GCs can survive and grow to large sizes also in a dwarf
galaxy that has undergone a gradual cusp-core transforma-
tion.
4.2 GCs evolve to larger sizes in a cored
background potential
In this section, we compare our results to a selection of ob-
served GCs in the Fornax (McLaughlin & van der Marel
2005, Table 11), NGC 6822 (Hwang et al. 2011; Veljanoski
et al. 2015), IKN (Georgiev et al. 2010; Tudorica, Georgiev,
& Chies-Santos 2015), SMC (Glatt et al. 2009) and Sagit-
tarius (Harris 2010) dwarf galaxies. This selection was cho-
sen due to the high quality observations available for these
galaxies. We contrast these with metal-rich GCs in the Milky
Way that are likely to have formed in-situ (Forbes & Bridges
2010; Harris 2010; Leaman, VandenBerg, & Mendel 2013)
and young star clusters currently forming in M83 (Ryon
et al. 2015). This latter gives us some handle on the likely
distribution of birth-sizes for globular clusters.
A plot of the GC radius versus luminosity is shown
in Fig. 10. This plot shows a marked segregation between
the GC sizes in dwarf galaxies and massive spiral galaxies.
In our simulations, the GCs in γ = 0 and γ(t) potentials
tended to have larger RLeff (see Fig. 5 and Fig. 6). The sys-
tematically larger size distribution of GCs in dwarf galaxies
could therefore be indicative of a central dark matter core in
these systems. Indeed, both from its stellar kinematics and
the survival of its GC system, Fornax favours a large dark
matter core (Goerdt et al. 2006; Amorisco & Evans 2011;
Walker & Pen˜arrubia 2011; Cole et al. 2012; Pascale et al.
2018; Kowalczyk et al. 2019; Read, Walker, & Steger 2019).
Similarly, NGC 6822 favours a central core (Weldrake, de
Blok, & Walter 2003), though the analysis is complicated
by the presence of a stellar and gaseous bar that makes the
inner rotation curve asymmetric Read et al. (2016b).
Note that the key parameter that determines the size-
growth of GCs is their tidal field. The MW GCs that we
consider here move in a stronger tidal field than those in
the dwarfs and so are expected to have a smaller size. To
quantify this, we calculate the radius in the MW that would
have a similar tidal field to the GCs orbiting in our sim-
ulated dwarf. For this, we calculate the tidal radius for a
point-mass (Equation 8 in the limit rs → 0) with galac-
tocentric radius for the MW using the enclosed mass rela-
tionship for a generalised NFW profile (gNFW) presented
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in Wegg, Gerhard, & Bieth (2019, Fig. 13). Based on this
calculation, the tidal radii of all our simulated GCs shown
in Table 1 would imply orbital radii of 6.63 − 19.80 kpc in
the MW. To compare this to the orbits of the MW GCs in
Fig. 10, following Baumgardt & Makino (2003) we define
their mean orbital radius as 〈Rg〉 ≡ Rpericentre(1 + e), where
e is the orbital eccentricity. Using values for the apocentre
and pericentre of MW GCs in Baumgardt et al. (Table 1
2019), we find 〈r〉 = 2.62 kpc. This suggests that most MW
GCs orbit in a stronger tidal field than our simulated GCs
and, by extension, than GCs orbiting in real dwarf galaxies.
However, we acknowledge that the orbital radius of a GC is
also related to its mass (Gieles et al. 2011), and most MW
GCs are more massive than those we simulate here.
Finally, notice that there is a significant scatter in RLeff
of GCs in dwarf galaxies, varying from ∼ 2 pc to ∼ 18 pc.
This could owe to the GCs in dwarfs evolving to different
sizes depending on their initial masses and orbits, or it could
indicate that GCs in dwarfs are born with a wide distribu-
tion of sizes, unlike the young star clusters in M83 (magenta
horizontal line in Fig. 10) and the in-situ clusters in the
Milky Way (magenta data points in Fig. 10). Either way,
the large GCs in dwarfs cannot orbit within a dark matter
cusp as they would be rapidly destroyed (e.g. Cole et al.
2012).
4.3 Can GCs retain memory of a historic
cusp-core transformation?
Several timescales are presented in §3 which play a role in
whether GCs can ‘remember’ their initial galactic poten-
tials. These include the relaxation time trelax (Equation 7),
the cusp-core transformation time ttr (§1) and the mass seg-
regation time tseg (discussed in §3.8). How these timescales
relate to one another is an indication of whether the simu-
lated GC properties will be degenerate after a Hubble time,
or not.
The most important timescale is the cusp-core trans-
formation time, ttr. In the simulations we present here, the
cusp-core transformation is complete by a Hubble time, and
has reached γ = 0.5 by ∼ 8 Gyr. When compared with tseg
(which was found to be ∼ 1 Gyr) it can be seen that mass
segregation is complete long before the cusp-core transfor-
mation takes hold, and so the mass segregation is degenerate
between the γ(t) and static γ simulations.
A similar comparison has been made with the relaxation
time, using η = 〈trelax〉 /ttr. If η is too small then the GC will
quickly adapt to its contemporary galactic potential profile
and prior memory will be lost. Similarly, if η is too large then
the GC may not have had sufficient opportunity to relax into
the initial galactic potential profile and will therefore lack
any dynamical memory of it.
A promising result is the non-degeneracy of the GC RMeff
and RLeff on the host galaxy potential slope. There are inde-
pendent methods of measuring the potential slope in galax-
ies, such as analysis of galactic rotation curves (as demon-
strated in (Carignan & Freeman 1988; McGaugh, Rubin, &
de Blok 2001)). If a dwarf galaxy could be confidently iden-
tified as containing a DM core while hosting GCs with a
lower than expected RLeff , then this would be evidence that
the galaxy had experienced a historic cusp-core transforma-
tion.
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Figure 10. Comparison of RLeff and luminosity for the GCs sim-
ulated in this work and observed GCs in Fornax (F), NGC6822
(NGC), IKN (as marked), the Small Magellanic Cloud (SMC),
Sagittarius (Sag), the Milky Way (MW; magenta data points) and
M83 (magenta horizontal line). Massive spiral galaxies and dwarf
galaxies are shown in magenta and black, respectively. Simulated
values are taken at 1˜4 Gyr. The top panel includes the 32k, 64k
and 128k GC simulations at default densities; the bottom panel
includes the 64k GC simulations at three different initial densi-
ties. Two of the 32k GC simulations and one of the 64k0.1 GC
simulations are not displayed as they were fully destroyed prior
to 14 Gyr. A single error bar has been included in the top-left to
indicate the average error bars of observed data.
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Finally, the tidal debris stripped from the GCs consti-
tutes the most reliable test of an historic cusp core trans-
formation (see Fig. 4). Due to the early presence of a cusp,
stars are initially stripped from the GC, leading to more
prominent tidal tails than can be produced in the static core
simulations. The difference in mass in the tidal tails between
the static core and time-varying simulations was large – with
the tidal tail mass of the time-varying simulation greater by
nearly a factor 2. This suggests that this probe will prove
effective in practice. A caveat, however, is that these tests
are only meaningful when observers are able to compare the
tidal debris and size of GCs with predictions for these prop-
erties in static host potentials. Otherwise, an observer would
be unable to claim that a GC had a smaller than expected
RLeff or greater than expected tidal debris. This is further
complicated when one considers that the rate of mass-loss
in static cusps is sensitive to the steepness of the potential
slope (Claydon, Gieles, & Zocchi 2017), and that the reten-
tion fraction of BHs affects both the GC mass-loss rate and
size evolution (Mackey et al. 2007; Peuten et al. 2016, 2017;
Arca Sedda, Askar, & Giersz 2018). Loose predictions could
be made with N -body simulations, or with tools such as
emacss (Alexander et al. 2014), but these estimates would
be subject to their own uncertainties and one would need to
know the mass distribution of the host galaxy.
5 CONCLUSIONS
We have used the nbody6df code to simulate the dynamical
evolution of GCs orbiting in dwarf galaxies, with the goal of
addressing the question: do GCs retain a dynamical memory
of dark matter cusp-core transformations? Our simulations
included the effect of stellar evolution, modelling GCs of
different initial mass and density orbiting in a static dark
matter cusp (γ = 1), a static dark matter core (γ = 0) and a
dark matter halo that slowly transformed from being cusped
to cored over a Hubble time (γ(t)). We also considered the
effect of different initial GC particle number and density.
Our key findings are as follows:
(i) The evolution of each GCs’ RMeff (as shown in Fig. 5
and Fig. 6) shows that GC size is dependent on γ – the
slope of a host galaxy’s potential profile.
(ii) The size of a GC after a Hubble time is distinct in
each of our simulations. We found that GCs orbiting
in a static dark matter cusp were substantially smaller
(by ∼ 2 − 4 pc) than those orbiting in the static core
or time-varying potentials (γ(t)). Furthermore, the GC
orbiting in the γ(t) potential had a smaller RMeff than
that of the GC in a static core. However, this difference
would be challenging to unpick in practice given the
unknown initial size, mass and orbit of the GC.
(iii) The different dwarf galaxy mass profiles considered
here were not distinguished by the mass segregation
of their GCs or the velocity dispersion within the GC
RMeff . All simulated GCs were maximally mass segre-
gated within ∼ 1 Gyr, by which time the dynamical
properties of the GC did not have sufficient time to
respond to their host galactic potential.
(iv) The cleanest signature of an historic cusp-core trans-
formation was found to be the presence of large GCs
surrounded by tidal debris. It remains to be seen, how-
ever, if this signature can be unambiguously extracted
from real data, given the uncertain orbit, initial size
and initial mass of the GC. We will consider this in
future work.
(v) Finally, we compared our simulated GCs with observed
GCs in nearby dwarf galaxies (Fig. 10). We found that
GCs in dwarf galaxies are larger (by an average of
∼ 5 pc) and exhibit greater size scatter than those
formed in-situ to the Milky Way and M83. Such large
GCs form and survive naturally in our static dark mat-
ter core simulations and in our simulations in which a
dark matter cusp is slowly transformed to a core over a
Hubble time, but not in our simulations of dwarf galax-
ies with a dark matter cusp. This suggests that, while
nearby dwarf galaxies may have had a dark matter cusp
in the past, they do not have a dark matter cusp today.
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