E cient encoding algorithms are presented for two types of constraints on twodimensional binary arrays. The rst constraint considered is that of t-conservative arrays, where each r o w and each column has at least t transitions of the form`0' !`1' or`1' !`0'. The second constraint is that of two-dimensional DC-free arrays, where in each r o w a n d e a c h column the numb e r o f 0 ' s e q u a l s t h e n umber of`1's.
Introduction
Recent developments in optical storage|especially in the area of holographic memory| are attempting to increase the recording density by exploiting the fact that the recording device is a surface. Under this new model, the recorded data is regarded as two-dimensional, as opposed to the track-oriented one-dimensional recording paradigm 5], 22]. The new approach, however, introduces new types of constraints on the data|those now become two-dimensional rather than one-dimensional.
One-dimensional constraints were extensively studied, and there are several known methodologies for designing codes for such constraints. See, for instance, 15], 16], 24]. On the other hand, our knowledge of two-dimensional constraints is much less profound. This might beattributed in part to the fact that the practical interest in those constraints has beenrisen only recently however, it seems that the main reason for such lack of knowledge is the provable di culty of two-dimensional constraints compared to the one-dimensional We next describe brie y two applications of two-dimensional constrained codes: holographic storage and barcodes. In holographic recording, data is stored optically in the form of two-dimensional pages. Each data page is a pattern of`0's and`1's, represented by dark and light spots, respectively. What is actually stored is the interference pattern between an optical representation of the data page and a so-called reference beam. Several holograms can be stored in the same physical volume, each being encoded with a distinct reference beam. To increase the reliability of the holographic recording system, the patterns of`0's and`1's need to satisfy certain modulation constraints. One example of such constraints is avoiding long periodicstretches of dark or light spots in bothdimensions 5], 27]. In addition, it is desirable to use coding techniques that do not permita large imbalance betweeǹ 0's and`1's so that, during recording, the amount of signal light be independent of the data content 27]. More information on holographic recording, including speci c coding methods for this medium, can befound Two-dimensional constraints are also found in barcodes, which are widely used in retail stores and on production lines. In the current barcode standard, the constraint is still onedimensional and is de ned by means of an upper boundon the runlengths of`0's and`1's, with the additional requirement that the numberof runs is xed within a given block. In order to increase the numberof possible barcodes, two-dimensional barcodes are proposed for future applications 19] , where the physical read head can bea laser device or a chargecoupled-device, and similar runlength constraints occur bothhorizontally and vertically.
In the sequel, we use the following terms. A binary word is t-good if it contains at least t transitions of the form`0' !`1' or`1' !`0' (unlike 2 7 ], we do not extend the word cyclically when counting the transitions). A word that is not t-good will be called t-bad. A binary word is blank if it is 1-bad, namely, it is either all-zero or all-one. A binary word is balanced if it contains the same numberof`0's and`1's. In this work, we consider the coding problem of binary n 1 n 2 arrays that satisfy the following types of two-dimensional constraints:
Conservative arrays: Each row and each column in the array is non-blank. In other words, every row and every column has at least one transition`0' !`1' or`1' ! 0 ' 27] . When the plane (e.g., the recording surface) is tiled by such arrays, the longest vertical (respectively, horizontal) run of identical bits will not exceed 2n 1 ;2 (respectively, 2 n 2 ;2). More generally, w e consider t-conservative arrays in which e v ery row and every column is t-good. We denote the set of all t-conservative arrays of order n 1 n 2 by C(n 1 n 2 t ). Two-dimensional DC-free arrays: Each r o w and each column in the array is a balanced word (here n 1 and n 2 are assumed to beeven). Two-dimensional DC-free arrays are an extreme case of conservative arrays in which every row and column is non-blank by virtue of the balancing property. We denote the set of all n 1 n 2 two-dimensional DC-free arrays by A(n 1 n 2 ).
Let X be a set of binary n 1 n 2 arrays. The redundancy of X, denoted (X ), is de ned by (X ) = n 1 n 2 ; log 2 jXj : Let S be a set of binary n 1 n 2 arrays, e.g., S = C(n 1 n 2 t ) o r S = A(n 1 n 2 ). A (lossless block) encoder for S is a one-to-one mapping from the set f0 1g k into S. The redundancy of is n 1 n 2 ;k, which, clearly, is also the redundancy of the set X = f0 1g k (i.e., the set of actual images under ). The task of designing an encoder for a given constraint is nding a mapping that has the smallest possible redundancy and can be e ciently implemented.
We will assume hereafter that n 1 n 2 . De ne (n 1 n 2 t ) = n 2 ; (t;1) log 2 n 2 ; log 2 n 1 :
In 27], an encoder was presented for t-conservative arrays, and the redundancy of that encoder is dlog 2 (n 1 +1) + log 2 (n 2 +1)e. On the other hand, it is easy to verify the upper bound(see Appendix)
(C(n 1 n 2 t )) ; log 2 1 ; 4 2 ; (n 1 n 2 t) :
Therefore, (C(n 1 n 2 t )) ! 0 when (n 1 n 2 t ) ! 1 in particular, when (n 1 n 2 t ) = n 2 ; (t;1) log 2 n 2 ; log 2 n 1 3
there is a subset X C (n 1 n 2 t ) with (X ) 1.
In Section 2, we introduce such a set X by presenting an encoder for C(n 1 n 2 t ) with redundancy of one bit. Furthermore, our encoder lends itself to e cient implementations. Two-dimensional DC-free arrays are treated in Section 3. We present an e cient encoder for A(n 1 n 2 ) with redundancy n 2 log 2 n 1 + 1 2 n 1 log 2 n 2 + O(n 1 + n 2 log log n 1 )
(assuming that n 1 n 2 ). Now, it is known that the number of balanced words of length n 2 is bounded from above by 2 n 2 = q ( =2)n 2 12] . Hence, it follows that (A(n 1 n 2 )) lies between 1 2 n 1 (log 2 n 2 + l o g 2 ( =2)) and (3). We mention that it has been recently shown in 21] that (A(n 1 n 2 )) equals 1 2 (n 1 log 2 n 2 + n 2 log 2 n 1 )) + O(n 1 ).
Encoding t-conservative arrays
We present here an e cient encoder for t-conservative arrays that has redundancy 1 when n 1 , n 2 , and t satisfy n 1 n 2 3 + dlog 2 (n 1 +n 2 )e + ( 2 t;1)dlog 2 (n 2 +1)e : (4) The encoder accepts as input n 1 n 2 ;1 unconstrained bits which are assumed to be arranged in an n 1 n 2 array ; where the upper-leftmost entry is reserved for the redundancy bit. That bit is initially reset to`0'.
The main idea of our encoder is`recycling t-bad rows': We take advantage of the fact that t-bad rows, which need to be eliminated from ;, do not contain much information in the rst place: since the contents of a row is determined uniquely by its rst bit and its transition locations, each t-bad row carries no more than 1 + (t;1) log 2 n 2 bits of information, and this numberwill typically be much smaller than n 2 if condition (4) is satis ed (e.g., when t = 1 , the bad rows are blank and carry only one bit of information). Therefore, we re-use those t-bad rows to record changes made on ; that eliminate the t-bad rows and columns.
We introduce the following relation between binary n 1 n 2 arrays. Let ; 1 and ; 2 be such arrays and, for i = 1 2, let i be the smallest integer for which ; i is not i -conservative. We say that ; 1 is more conservative than ; 2 if either (i) 1 > 2 , or (ii) 1 = 2 and there are less 1 -bad rows and columns in ; 1 than in ; 2 .
Our encoder is described through the algorithm Conservative in Figure 1 . When the contents of ; (with its upper-leftmost bit equaling`0') is already a t-conservative array, no changes are made and the output of Conservative is ; itself (see Step 2) . Otherwise, the upper-leftmost bit is set to`1' (Step 3), as an indication to the decoding side that ; undergoes changes that will make it t-conservative. Those changes will berecorded in the t-bad rows, which will bemade into a linked list, with one formerly-t-bad row pointing to the next. We start this linked list in the eld u, which consists of bits 2 through n 2 in the rst row o f ; . Since initially the eld u is not necessarily t-bad, its contents is swapped with one of the t-bad rows or columns in ; (Step 4). The linked list is constructed in
Step 5, where we code the`nil' pointer by`0' (say) and any other row p o i n ter by a w ord that starts with`1', followed by dlog 2 (n 1 +1)e bits. In addition to that pointer, each formerly-t-bad row contains the locations of its original transitions. By judiciously selecting the words used to code the t;1 transition locations (each such word beingdlog 2 (n 2 +1)e bits long), we can guarantee that
Step 5 produces at least t transitions in every t-bad row.
Step 6 concludes the treatment of the t-bad rows by recording the pointer of the row or column that was swapped in Step 4.
procedure Conservative(input: integers n 1 , n 2 input and output: n 1 n 2 array ; ) = It is assumed that n 1 n 2 and that the upper-leftmost bit in ; is initially reset to`0'. = 1. Introduce the following de nitions: u bits 2 through n 2 in the rst row i n ; . K tdlog 2 (n 2 +1)e. 2. Let`be the index of a t-bad row or column in ;, where 1 ` n 1 +n 2 . If none exists then return. 3 . Set the upper-leftmost bit of ; to`1'. 4 . Swap the contents of u with bits 2 through n 2 in row/column`. 5 . Leave the rst bit in u and in each t-bad row i n ; u n c hanged, followed by | a pointer to the next t-bad row (write a one-bit`nil' pointer if no such r o w exists) t;1 locations of the transitions in the row. 6 . Write the index`into the last t-bad row in ; (or into u if no t-bad rows exist). As an example, suppose that t = 3 and that initially rows 4 and 9 are 3-bad e.g., the contents of ; at rows 1, 4, and 9 i s g i v en by: (The marked elds|which are not shown to scale|contain the row p o i n ters and transition locations, and the underlined bits are those that are left unchanged in Step 5. Since we allocate dlog 2 (n 1 +1)e bits for each row pointer and dlog 2 (n 2 +1)e bits for each transition location, we can guarantee that the actual bit representation of each pointer or location will contain at least one transition.)
Steps 7 and 8 eliminate the t-bad columns using the following principle. Given any contents of ;, denote by ;(i) the (i;1) n 2 sub-array de ned by rows 2 through i in ;. Also, let ;(i) be the array ;(i) with its last row complemented (i.e., every`0' is changed into`1' and vice versa). Let be the smallest integer such t h a t ; ( i;1) is not -conservative. Now, for i > 2, the numbersof -bad columns in ;(i) a n d ;(i) sum up to the numberof -bad columns in ;(i;1). Hence, in one of the arrays ;(i) o r ;(i), the numberof -bad columns is at most one half that numberin;(i;1). Therefore, we can eliminate all the -bad columns in ;(n 1 ) by complementing up to dlog 2 (n 2 +1)e rows in ;. Doing this for = 1 2 : : : t , we can eliminate all the t-bad columns from ; by complementing up to K = tdlog 2 (n 2 +1)e rows. In our algorithm, we have chosen (arbitrarily) the last K rows in ; to beconsidered for such complementation. We record in u which rows are actually complemented (Step 8). Note that since ;(n 1 ) does not contain any t-bad columns, neither will ;, regardless of what we write in u.
Counting the maximum number of bits that might be recorded in u throughout the algorithm, we deduce that u is large enough whenever condition (4) is satis ed. In particular, when t = 1 and n 1 = n 2 , it su ces to have n 1 12 to achieve a redundancy of one bit. (In fact, we can slightly modify Conservative to accommodate also the case n 1 = n 2 = 11: observe that we need to leave one bit unchanged in u in Step 5 only when`= 1 , i.e., when no swap has been made in Step 4.) Encoders can be obtained also for smaller orders, in which case we will need to extend u by additional redundancy bits.
The algorithm Conservative can be implemented using O(n 1 n 2 ) bit operations and O(n 1 n 2 ) increments of dlog 2 n 1 e-bit counters.
Decoding is done as follows. If the upper-leftmost bit of the received conservative array ; is`0' then the output array is also the input array. Otherwise, we e ectively undo the encoding steps in reverse order, starting with complementing rows according to the K-bit sub eld recorded in u in Step 8. Next, we unfold the linked list and restore the t-bad rows. Finally, w e reconstruct the original contents of the eld u by undoing the swap of Step 4.
The condition (4) can be relaxed at the expense of slightly increasing the encoding complexity, by incorporating a variation of the modulation technique of 27] in Step 7 of We can take M such that @M is a subset of a shortened binary (t;1)-error-correcting BCH code of length L and dimension dlog 2 (n 2 +1)e 13, pp. 258, 592]. Such a code exists whenever L dlog 2 (n 2 +1)e + ( t;1)dlog 2 (L+1)e : (5) If, in addition, we h a ve n 1 L+2, we can replace Step 7 and use such a s e t M to eliminate the t-bad columns in ; by adding an appropriate element v 2 M to the L-su xes of the columns of ;. In this case, it will be su cient to record in Step 8 only the K = dlog 2 (n 2 +1)e bits that identify such an element v, thus allowing us to relax condition (4) to n 1 n 2 3 + dlog 2 (n 1 +n 2 )e + tdlog 2 (n 2 +1)e (6) (compare with (2)). Note that (6) implies (5) if we choose L = n 2 ;2, in which case we also have n 1 L+2. A brute-force search for the appropriate word v 2 M to apply to ; requires Ln 2 2 additions modulo 2. Hence, it is preferable to have the smallest L that satis es (5). If we w ant to incorporate the weakly-balancing property t o t-conservative arrays, we c a n use the technique of 27, Section III.B],which is applicable also here.
One possible extension of the algorithm Conservative is to the encoding of t t superarrays in which each e n try is a conservative n 1 n 2 array. This way w e obtain t-conservative tn 1 tn 2 arrays in which the longest vertical (respectively, horizontal) run of identical bits does not exceed 2n 1 ;2 (respectively, 2 n 2 ;2). It turns out that the same redundancy bit can be shared by all t 2 arrays provided that n 1 , n 2 , a n d t satisfy an inequality analogous to (4). This is done, rst, by swapping the upper-leftmost array (excluding its upper-leftmost bit) with a non-conservative array (if one exists), and using the upper-leftmost bit of that array to indicate whether all the arrays were initially conservative. Then, the non-conservative arrays are made into a linked-list, starting in (the eld u of) the upper-leftmost array.
The changes made in each non-conservative array now follow along similar lines as those in Conservative for t = 1, except that there is no need to allocate any redundancy bits within each non-conservative array.
We also mention that our algorithm can be generalized to encoding d-dimensional tconservative n 1 K r bits in the eld u, we record the hyper-planes that were complemented. (Alternatively, the t-bad r-columns for r < d can be handled using the error-correcting code approach which we discussed earlier. ) 
Encoding two-dimensional DC-free arrays
We present here an encoder that maps unconstrained binary words into binary n 1 n 2 arrays in which each row and each column is balanced. To this end, both n 1 and n 2 must be even. For the sake of simplicity w e will further assume in our description that n 2 is a power of 2. We will point out later on how the encoder can beadapted to handle any even value of n 2 .
Our encoder is presented through the recursive algorithm Balance in Figure 2 . The procedure Balance rst balances each r o w in the array, using any of the known algorithms for word balancing see Knuth 12] , Al-Bassam and Bose 1], Tallini et al. 26] , and the enumerative coding technique in 24, p. 117]. The balancing of the rows results in an m n 2 array;, where n 2 is the desired nal numberof columns (Step 1). We point out that even though we assume that n 1 n 2 , we may apply Step 1 with values of m that are smaller than n 2 . In particular, we take care of very small values of m separately (Step 2), where the balancing of the columns is carried out simply by appending a copy of the complement o f ; to;. For most values of m, we proceed with Steps 3 through 6 i n Balance.
Next, Balance invokes a recursive procedure called Swap which balances the columns by swapping pairs of bits in; as we now describe. We say that an array is weakly-balanced if it contains the same numberof`0's and`1's (namely, i f i t i s balanced when regarded as a word). We set an m k array A to be initially; ( S t e p 3 i n Balance), and subdivide A into procedure Balance(input: integer n 2 , w ord s output: integer n 1 , a r r a y ; of order n 1 n 2 ) = The number,n 1 , o f r o ws in ; will be determined by the length of s. = 1. For the smallest possible even m, encode s into an m n 2 array; in which e v ery row is balanced.
2. If; has 12 rows or less then append the complement rows to generate an output array ; and return.
Otherwise proceed with Steps 3{6.
3. Swap(m n 2 ; ). 4. Concatenate the values`( ) that were computed in all applications of Step c o f Swap (throughout the recursions levels), into a word s 0 of (n 2 ;1)(1 + dlog 2 me) ; log 2 n 2 bits. 5. Balance(n 2 s 0 m 0 ; 0 ). two disjoint sub-arrays A 1 and A 2 , each of order m (k=2) ( Step a i n Swap). Note that A is weakly-balanced, and this property will be preserved throughout the recursion levels of Swap. Step b in Swap is essentially an application of the balancing technique of Knuth 12] . First, we index the bits in each of the sub-arrays, A 1 and A 2 , b y i n tegers between 1 and mk=2. For increasing values of i = 1 2 : : : , we swap bit i in A 1 with its counterpart in A 2 until A 1 becomes weakly-balanced. Since A is weakly-balanced, such a balancing point always exists (see 12]): indeed, if the numberof`1's in A 1 is greater than mk=4, then, clearly, the numberof`1's in A 2 is smaller than mk=4. Each bit swap changes the numberof`1's in A 1 by 1, and if we s w ap A 2 entirely with A 1 , then the numberof`1'sinA 1 drops below mk=4. Hence, there must be a bit swap for which the number of`1's in A 1 , and in A 2 , becomes exactly mk=4. We denote the rst index i for which this occurs by`(A) ( Step c in Swap). After balancing A 1 and A 2 , w e apply Swap recursively to each of the sub-arrays A 1 and A 2 ( Step d in Swap). The recursion ends when k = 2 , i n w h i c h case both A 1 and A 2 are m 1 balanced columns.
Consider a recursive execution of Swap that is initiated by the call in Step 3 of Balance. It is easy to see that for each k = n 2 n 2 =2 n 2 =4 : : : 2, the numberof times that Swap is called with an m k input array A is n 2 =k, and in each s u c h call we n e e d dlog 2 (mk=2)e bits to record`(A). The total number of calls to Swap is therefore n 2 ; 1, and the total number of bits that we need in order to store all the values`(A) that are computed throughout the recursion levels of Swap is X k=2 j 2 k n 2 (n 2 =k)dlog 2 (mk=2)e = log 2 n 2 X j =1 n 2 =2 j (j ; 1 + dlog 2 me) = (n 2 ;1)(1 + dlog 2 me) ; log 2 n 2 :
The call to Swap in Step 3 of Balance transforms; into an array in which all the rows and columns are balanced. However, we still need to code the values`(A) that were computed in Swap so that the decoding side will be able to reconstruct the contents of the array; before the call to Swap. To this end, the values`(A) are concatenated in Step 4 into a w ord s 0 whose length is as in (7). The word s 0 undergoes the encoding process, recursively, to produce an m 0 n 2 array ; 0 in which all the rows and columns are balanced (Step 5). The array ; 0 , in turn, is appended to; (Step 6).
The resulting encoded array has order n 1 n 2 where n 1 = m + m 0 . We next compute the redundancy of the encoder. Denote by (m n 2 ) the redundancy that corresponds to the case where Step 1 produces m rows. The redundancy introduced by Step 1 is m( This recurrence readily implies the inequality (m n 2 ) 1 2 m log 2 n 2 + n 2 log 2 m + O(m + n 2 + l o g m log n 2 + n 2 log log m) : It follows that n 1 = m + l o g 2 m + O(log log m) so, the redundancy of our encoder is at most 1 2 n 1 log 2 n 2 + n 2 log 2 n 1 + O(n 1 + n 2 log log n 1 ) assuming that n 1 n 2 and that enumerative coding is used for balancing the rows in Step 1 (compare with (3)). If any of the algorithms in 1], 12], 26] is used, then the redundancy increases by an additive term 1 2 n 1 log 2 n 2 . Note that the claimed redundancy holds even when we increase the threshold for m in Step 2 so that there is only one recursion call to Balance in Step 5 (the current threshold 12 was set so that the value of m will strictly decrease in each recursive call to Balance, regardless of the value of n 2 ).
As for the time complexity of the encoding, Step 1 requires word balancing of O(n 1 ) rows, and the recursive calls to Swap that are initiated in Step 3 require O(n 1 n 2 log n 2 ) b i t swaps.
Finally, w e p o i n t out the changes that need to be made in Swap when n 2 is not a power of 2. Here, the value of k can be odd, in which case we de ne A 1 to consist of the rst (k;1)=2 columns of A, whereas A 2 consists of the remaining (k+1)=2 columns. If A 1 is already weakly-balanced, no swaps are required in Step b of Swap. Otherwise, we denote by A 0 2 an m (k;1)=2 sub-array o f A 2 whose imbalance is at a di erent direction than that of A 1 e.g., if the numberof`1's in A 1 is greater than m(k;1)=2, then we require that the numberof`1's in A 0 2 besmaller than m(k;1)=2. Such a sub-array A 0 2 can beobtained by excluding from A 2 a column, if any, in which the imbalance is at the same direction as that of A 1 . The swaps in Step b are now carried out between A 1 and A 0 2 , and the index of the excluded column is appended to`(A) i n S t e p c . The respective recursive calls in Step d take the form Swap(m (k;1)=2 A 1 ) and Swap(m (k+1)=2 A 2 ).
