ABSTRACT Graph-based semi-supervised learning (GSSL) has attracted great attention over the past decade. However, there are still several open problems: 1) how to construct a graph that effectively represents the underlying structure of data and 2) how to incorporate label information of the labeled samples into a procedure of label propagation. Our solution mainly focuses on two aspects: 1) we propose a new graph construction technique by fusing local and global structural similarity (FLGSS). Based on an initial graph structure such as K-nearest neighbors (KNN), we utilize different types of link prediction algorithms to extract local and global graph structure information. These two types of structure information are fused into a graph structure that enhances the ability to represent the data correlation. 2) By incorporating the label correlation with feature similarity of samples, we propose an extended label propagation algorithm (ELP). Through experiments on three different types of datasets, it is shown that our method outperforms other widely used graph construction methods. The extended label inference algorithm achieves better classification results than some state-of-the-art methods. The proposed FLGSS method starts from KNN graph and two link prediction algorithms are performed to construct the graph. With the time complexity analysis, we theoretically deduce that the time complexity of FLGSS is not beyond that of KNN. Meanwhile, the time complexity of ELP remains the same as that of the traditional LP algorithm.
I. INTRODUCTION
The underlying value of ''Big Data'' has been widely concerned in various research fields [1] - [3] . Machine learning plays an increasingly important role in rapidly exploring potential value of big data and effectively alleviating the ever-increasing data volume [4] - [6] . It confronts enormous opportunities and challenges [7] - [10] . With the rapid development of data acquisition and storage technology, it is easy to obtain a large amount of unlabeled data. Because of the high cost of labeling, the labeled data is still scarce in comparison with unlabeled data. Semi-supervised learning
The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. takes advantage of the superiority of traditional machine learning approaches by using a small amount of labeled data to guide and predict unlabeled data [11] , [12] . Because it can improve the learning performance by simultaneously using some labeled samples and a large number of unlabeled samples [13] , [14] , semi-supervised learning has attracted growing attention in the machine learning community.
In theory, all data can be constructed as a graph structure. The graph-based method has a wide range of applications [15] , [16] . The data samples are the nodes of the graph, and the data relationship corresponds to the edges on the graph. The overall structure of the data and the relationship among them are concisely and intuitively described. The data represented by the graph can be inferred by using collec-tive reasoning, label propagation, and neighborhood features of the vertices. Therefore, the graph-based method [17] has gained prominence in the field of semi-supervised learning.
The graph-based semi-supervised learning method consists of two steps: graph construction and inference. The graph structure is constructed according to the data. The class information of the few labeled sample nodes is propagated through the graph structure in order to infer the classes of unlabeled nodes. Most graph-based semi-supervised learning algorithms focus on the label inference task, that is, the label assignment for the unlabeled nodes, and less attention is paid to the graph construction. In graph-based semi-supervised learning methods, graphs are needed to simulate a low-dimensional manifold. Constructing appropriate graphs will lay a good foundation for subsequent graph inference [18] , [19] . Thus, how to construct a graph representing the inner structure of data is worthy of in-depth study. Even though many methods for graph inference have been proposed, most of graph inference approaches do not consider the interaction between labeled samples in the label space. This paper focuses on incorporating the correlation of labels into label propagation.
II. RELATED WORK
Graph-based semi-supervised learning has recently focused on two phases: graph construction, which converts the dataset into a graph, and label inference, which predicts the appropriate labels for unlabeled data using the constructed graph. Let
denotes labeled samples with their respective class labels, and (x j ) l+u j=l+1 are the unlabeled samples. l is number of labeled data, and u is number of unlabeled data, l u. Y l ∈ R l×c is label matrix for labeled data, where c is number of classes. Let Y l i,k be 1 if x i is labeled as class k, and otherwise 0. Graph construction transforms the raw data into a graph structure. A graph is defined as G(V , E, W ), where V = {v i } denotes node set, E = {e ij } edge set, and W = {w ij } represents the edge weight set of G, with i, j ∈ {1, 2, . . . , l + u}.
A. GRAPH CONSTRUCTION
Accuracy of the graph-based algorithm depends heavily on the input graph structure. The graph construction includes two steps: selecting edges, and then assigning weight values to them. The nodes on the graph are the sample points x i in the dataset, where i ∈ {1, l + u}. Edges are added to connect different nodes according to node features in edges selection stage. An adjacency matrix A ∈ {0, 1} n×n is obtained, whose elements are given by the following (1) .
When assigning the weight of an edge, if A ij = 1, the edge weight w ij is computed according to the similarity of x i and x j . Generally, the higher the similarity between sample nodes x i and x j , the larger w ij .
The corresponding labels y i and y j should tend to be the same. Edge selection methods consist of the supervised and unsupervised methods. The supervised methods for edge selection include: Inference-driven metric learning [20] , [21] , Information-theoretic metric learning [22] , graph edge sharpening [23] , spectral kernel learning [24] and marginal likelihood [25] , etc. The neighborhood graph hypothesis space is too restricted, which was improved in [26] . Unsupervised methods [26] - [28] are performed without class information of samples [18] , [29] . The unsupervised methods include: K-nearest neighbors (KNN) [30] , ε-approximate nearest neighbor, B-matching [18] , etc. In the ε-thresholding, each node is connected to every other node with distance less than ε from it. This method is prone to generate disconnected or almost-complete graphs. In KNN, each node is connected to its K nearest neighbors according to a predefined distance metric. It is robust to the above problems occurred in ε-thresholding. Because of its simplicity, it can achieve good results when selecting the appropriate K value. However, KNN greedily connects the K nearest neighbors to each vertex and may return graphs in which the degree of some nodes is larger than K. It often produces hubs, i.e. nodes with extremely high degree. This tendency is worrisome for high-dimensional data. The problems with KNN have been targeted, leading to improvements such as B-matching graph, L1-graph, manual K-nearest neighbor(MKNN) and sequential K-nearest neighbor(S-KNN) [28] . But for all aforementioned KNN-related methods, the problems found in KNN are still open to some extent and the complexity is also quadratic. As a result, edge selection employs almost exclusively the KNN method.
Through the above methods of selecting edges, a sparse graph structure can be obtained. Then, the similarity between the samples is computed and serve as edge weight. The edge weight determines the difficulty of the label transmission. The larger the weight, the larger the amount of information transmitted by this edge. Currently, the definition of distance metric is usually based on Euclidean distance and its variants, such as Gaussian kernel function, cosine kernel function and so on. The smaller the distance of two nodes, the larger the weight on the edge between these two nodes. In addition, there are some similar works such as Locally Linear Embedding [31] , [32] , Linear Neighborhood Propagation [33] , [34] and so on.
The aforementioned graph construction methods are one-step construction methods. In fact, two-step or even multi-step construction methods have been explored. An initial graph is constructed, and then edge deletion or insertion is performed on the initial graph in accordance with certain principles (minimum path). L. Berton [27] proposed a graph construction method based on link prediction.
B. LABEL PROPAGATION
Label Propagation algorithm(LP) [35] is proposed by Zhu et al. in 2002 . It is widely accepted as a state-of-the-art approach for semi-supervised learning, in which node labels VOLUME 7, 2019 are estimated through the input graph structure and class information of the labeled nodes. The greater weight value of the edges, the easier propagation for label information. Given an unlabeled node x i , i ∈ [l + 1, l + u], at each step of propagation, y i is updated according to the labels of x i 's adjacent nodes. If the edge connecting the labeled node x j and the unlabeled node x i has greater weight, the class label of x i is more consistent with that of the x j . During the propagation process, class labels of the labeled nodes keep unchanged. The class information is transmitted from the labeled data to the unlabeled data. The probability distributions of similar nodes tend to be similar and these nodes belong to the same category.
In the label propagation algorithm, an n × n probability transition matrix P is defined as in (2) .
where P ij denotes the probability that transmitting the label information from the sample x i to sample x j . At the same time, a matrix F of n × c, where n is the number of data, c is the number of classes, is defined in (3) .
The matrix F consists of two submatrices, F l and F u . Element F ij in F l is defined in (4). In the i-th row of the matrix F l , only the elements whose column index coincide with class label of x i are 1, and the rest elements are 0.
F ij in matrix F u is defined according to (5) , and the initial value of elements in F u is 0.
According to the above definition, the steps of label propagation algorithm are described as follows: 1) Propagate labels: F t+1 = PF t 2) Fix initially labeled samples:
Step 1 and 2 until F u t+1 = F u t . In LP, the class labels of the unlabeled data are updated by iteration. The class label is transferred from the labeled data to their unlabeled nearest neighbors directly connected to them, and then to the secondary nearest neighbors. When F u keeps unchanged, the class labels of unlabeled data are smoothly distributed and the label propagation is complete. F gives an estimation of the label of x i by argmax j F ij . The most important part of label propagation is the probability transition matrix P. At present, its construction method only reflects the attribute correlation of samples. There have been some development of LP algorithm, such as Gaussian Fields and Harmonic Function(GFHF), Learning with Local and Global Consistency(LLGC) [36] , Prior Class Dissimilarity based Linear Neighborhood Propagation(CD-LNP) [37] , Special Label Propagation(SLP) [38] , etc. But in these methods, the interaction among labels of different classes is not utilized in computing P, either. In order to solve this problem, this paper proposes an extended label propagation algorithm (ELP), inspired by the B.Wang [39] .
C. LINK PREDICTION
Link Prediction [40] - [42] is used to predict the possibility of connecting two unconnected nodes in the network with network structures information. A network is represented as a graph. It is widely concerned by scientists from different fields and backgrounds [43] . The traditional link methods make use of the attribute similarity of nodes, such as Markov chain [44] . However these methods have higher computational complexity. The methods based on structural similarity have low complexity. In addition, the network structure is easier to obtain and more reliable. In practice, they have achieved good predictive results and received extensive attention. Methods based on structural similarity typically include local similarity index and global similarity index. The local similarity index includes: Common Neighbors (CN) [45] , Weighted Common Neighbors (WCN) [46] , Jaccard Similarity Coefficient [42] . CN is the simplest method. The similarity between nodes v i and v j in the graph is related to the number of their common neighbors, that is, the more common neighbors of two nodes, the more similarity of these two nodes. The similarity function defined by this method is as follows:
where (i) denotes the neighbors of node x i , S CN i,j denotes CN score of nodes x i and x j . In CN, each neighbor shares the same weight value regardless of distance, which is dealt with in WCN. Jaccard Similarity Coefficient is computed with the absolute value of common neighbors and the proportion of common neighbors in all neighbors. Relationship of nodes is more likely established when there is a higher proportion.
The global similarity index includes: Katz index, Rooted PageRank. The most common used index is Katz index, which is computed as in (7) . It refers to a collection of all the paths. The index is computed with the path set for the unconnected nodes x i and x j , as shown in (7). Influence of different paths exponentially decay with path length. The shorter the path, the higher the weight, and vice versa [47] .
where path l
is the collection of paths from node v i to node v j with length l, A is the adjacency matrix, β is the attenuation factor of weights. In order to guarantee the convergence of (7), β must be set lower than the reciprocal of the largest eigenvalue of the adjacency matrix A. The less the β value, the smaller the effect of long paths. In order to simplify the calculation of (7), (8) is usually adopted.
where I is identity matrix. Graph construction using a link prediction algorithm involves two steps. First, traditional methods such as kNN, MKNN, minimum spanning tree(MinST), maximum spanning tree(MaxST), are used to construct an initial graph. Then the link prediction algorithm is used to predict possible links in the unconnected points, and some of the links are added to the initial graph to complete the construction. Link prediction algorithm consists of two steps:
Firstly, for a given graph structure, the link prediction algorithm calculates similarity score for all pairwise unconnected nodes in the graph.
Secondly, edges for pairwise unconnected nodes are sorted according to the score predicted by link prediction in the above step. A certain percentage of edges are selected to be added into the original graph.
In this paper, two most common used structural similarity indexes for link prediction are used. Namely, the CN local similarity index and the Katz global similarity index.
III. THE PROPOSED METHOD
Berton et al. proposed a novel graph construction method based on link prediction in 2015. The initial graph structure is constructed using an algorithm such as KNN. Subsequently, new links in the graph are estimated using the weighted common neighbor algorithm. A part of them is added to the initial graph structure. Finally, a more balanced graph structure is generated. This method is effective, but it does come with two drawbacks: 1)Structural similarity includes local and global similarity. Only one structural similarity is used to construct the graph.
2)The calculation of probability transition matrix is unsupervised. It does not reflect the interaction among labels of different classes.
This paper proposes a new graph-based semi-supervised classification method. It includes two parts: the construction method (FLGSS) which combines local and global structural features of the initial graph, and the extended label propagation(ELP) which improves the label propagation algorithm. In the calculation of the probability transition matrix, the influence of label correlation in different classes is taken into account. The overall process of the system is in Fig.1 . V ← create a set of vertices from X 3:
Algorithm 1 FLGSS
G 0 ← Construct_initial_graph(G,k) 6 : 
A. FUSING LOCAL AND GLOBAL STRUCTURAL SIMILARITY(FLGSS)
FLGSS uses a composition method based on structural similarity, as shown in Algorithm 1. First construct the initial graph G 0 (V , E 0 ) with dataset X , where V represents the node set and E 0 represents the edge set in the graph G 0 . The initial graph may be constructed with kNN, minimum spanning tree and other algorithms.
The edges that do not exist in the initial graph G 0 are predicted by the method of local link prediction index, CN. The CN local similarity method predicts the strength of links among nodes not connected to each other in G 0 . The strongest ones, as in the top percentile given by percentage_L, are then selected and added to G 0 to form G 1 (V , E 1 , W 1 ) , where E 1 and W 1 represent the edge set and weight set respectively in graph G 1 . The graph G 1 is symmetrized, and the similarity matrix W 1 of the symmetrized graph G 1 is normalized. Similar to CN, the method of global link prediction, Katz,
Algorithm 2 ELP(Extended Label Propagation)
8:
In Algorithm 1, the input includes the dataset, selection percentage of local structure similarity index is denoted as percentage_L, and selection percentage of global structure similarity index is denoted as percentage_G. Construct_initial_graph() completes the construction of the initial graph, and Construct_local_structure_graph() completes the construction of the local similarity map with CN. Construct_global_structure_graph() completes the work of global structure similarity mapping with Katz. Fusion_local_globalGraph() completes the fusion of different graphs.
B. EXTENDED LABEL PROPAGATION METHOD
An Extended Label Propagation method (ELP) is proposed as shown in Algorithm 2. The main idea is to fuse the information of feature space and label space in each iteration. Then, the representation of sample relations is enhanced in probability transition matrix. A sample relation matrix in the labeled space is generated by P F ← Nor(FF T ), where Nor is used to normalize the matrix.
According to the definition of matrix F in formula (3)-(5), matrix F is a label matrix. FF T reflect the interaction of class labels. If x i and x j are of the same class, the element in the i-th row and j-th column of FF T is non-zero, otherwise is zero. Therefore, P F is the probability transition matrix in class label space. According to step 8 in the Algorithm 2, the probability transition matrices in feature space and class label space are fused.
In M P, is Hadamard Product, M is a n × n matrix, where M ij = 1 indicates that the node x i is one of the K most similar nodes of node x j , otherwise M ij = 0. In 2-3 of the Algorithm 2, the probability transition matrix P of sample space is initialized as P FLG computed with (2) and the initial label matrix F 0 is initialized by the labeled samples. The iteration is performed on 4-9, in which the probability transition matrix of the sample feature space and that of the sample labeled space are fused in P t+1 ← αP t + (1 − α)(M P F t+1 ). Finally, matrix F gives an estimation of the label of x i by argmax j F ij .
C. COMPLEXITY ANALYSIS OF THE PROPOSED ALGORITHM
The method proposed in this paper includes two parts: graph construction with FLGSS and graph inference with ELP. Its procedure is illustrated in Fig.2 . A graph is constructed based on FLGSS method with the following steps:
1 Traditional method such as KNN, MinST, MaxST, etc is used to construct an initial graph G 0 . In our experiments, KNN is used and K takes a relatively small value, less than 6.
2 The local similarity index, CN, is used to predict possible links in the unconnected points to form G 1 .
3 The global similarity index, Katz, is used to predict possible links in the unconnected points to form G 2 .
4 G 1 and G 2 are fused to achieve G 3 .
Then, ELP is used to propagate the class labels for the unlabeled data.
In FLGSS, local and global link prediction algorithms are used, besides KNN. In the local algorithm CN, taking the KNN result as an example, for the neighbor v j of the node v i on the graph, it needs to check its K neighbors to confirm the shared neighbors of v j . For each node v i , K 2 searches are needed to confirm the common neighbors with all its neighbors. K is a constant, thus time complexity is O (1) . There are n nodes in the graph, the complexity of the algorithm for all nodes is O(n).
In the global algorithm Katz, as shown in (8), there exists a matrix inversion operation. Since the matrix A is a sparse symmetric positive definite matrix, the inverse operation can be done by LU decomposition. In addition, the matrix A is a band matrix, in which only the elements near the diagonal are non-zero and the others are 0. The time complexity of this matrix decomposition is O(nw 2 ) and that of the solution is approximately O(nw), where w is the bandwidth [48] , and w ≈ K , K is a constant. The time complexity of filling out the inverse matrix entries is O(n 2 ). Therefore, overall, the time complexity of the Katz algorithm is approximately equal to O(n 2 ).
The time complexity of traditional KNN is O(n 2 ). There is much research about optimizing KNN's efficiency. So, the time complexity of CN and Katz is not beyond that of KNN.
In ELP listed as algorithm 2, steps 7-8 are added compared with LP. It can be inferred that the time complexity of ELP is the same as that of the traditional LP algorithm.
IV. EXPERIMENTAL RESULTS
To empirically validate the effectiveness of the proposed graph construction method and inference method, the experiments are performed on synthetic data, image datasets and large-scale image dataset frequently used in GSSL literatures. The primary goal is to verify: (1) Our graph construction method can produce better graph structure by combining local and global structure similarity; (2)ELP can improve classification performance via incorporating the label correlations and sample similarities. Our method is compared with a number of state-of-the-art methods. The graph construction method FLGSS is used in graph-based semi-supervised classification, and its classification performance is verified with KNN as a reference method for the following two reasons:
(1) In almost all of the research for graph-based semisupervised learning, graph is constructed with KNN method or its improvement, such as B-matching graph, L1-graph, MKNN and S-KNN. But for all aforementioned KNN related methods, the problems in KNN are still open to some extent. So, edge selection employs almost exclusively the KNN method.
(2) Methods of MST, etc are rarely used for graph construction in the existing research.
The list of abbreviations for these methods has been given in Table. 1. For binary classification, accuracy can be calculated in terms of positives and negatives as follows:
where TP = TruePositives, TN = TrueNegatives, FP = FalsePositives, and FN = FalseNegatives
A. EXPERIMENTS ON SYNTHETIC DATA
We use 4 popular synthetic data sets to evaluate the proposed method: twomoon, three_ring, toy_data, threegaussian. We summarize the size, dimensionality and classes of the data sets in Table. 2. Two-dimensional projections of the synthetic data sets are shown in Fig.3 . Synthetic data itself is used as data feature for graph construction. We take the twomoon dataset as an example, and constructed graphs for it are shown in Fig. 4 . Red points and blues points represent data of two classes respectively. Fig. 4(a) shows KNN graph. Based on it, some edges for unconnected points in the KNN graph are predicted with CN and Katz, shown in Fig. 4(b) . There are more edges for connecting dense data points, and fewer edges or no edge for sparse data points. Local correlation of data points is characterized well. Besides that, all edges connect data points of the same class and the points of different classes are not connected. Global structure of data points is also characterized well. The incorporation of Fig. 4(b) in Fig. 4(a) derives FLGSS graph shown in Fig. 4(c) . In both of FLGSS graph and KNN graph, data points of different classes are rarely connected. But, FLGSS graph makes connection of data points belonging to the same class more intensive than KNN graph. Graphs for other three synthetic datasets are constructed with FLGSS, which are illustrated in Fig. 5 . The proposed algorithm is a combination of local and global link prediction by the G3 = αG1 + (1 − α)G2. The value of α for each dataset is determined empirically. Its optimal values are determined experimentally according to the best classification performance, similarly hereafter. The classification accuracy varying with α value is shown in Fig.6 . For pairwise unconnected data points, the more common neighbors of them, the greater probability of connecting them, according to CN. According to Katz, the more paths between them, the greater probability of connecting them. Katz is related with global connectivity of a dataset. Features of these synthetic data is their coordinates, and similarity of pairwise data, i.e. edge weight, is related with their distance. Distribution of the same-class data points is intensive. CN feature plays a more important role than Katz in the experiments. That is to say, weight of local link prediction is greater than that of global one. In Fig.6 , on the whole, the classification accuracy increases when α becomes larger. However, when α is greater than 0.8, the classification accuracy is falling with the increase of α.
The change in classification performance caused by variation of the labeled data percentage is illustrated in Fig. 7 . The percentage of labeled data is varying from 0.01 to 0.08. On the whole, for each dataset, the classification accuracy of the proposed method increases when the labeled data becomes more. However, when the percentage of labeled data is greater than 0.05, the classification accuracy tends to be stable.
Five percent data points were randomly selected as labeled data in each class (l/N = 5%) and the remaining data as unlabeled, where l is number of labeled data and N is number of data. The experiments are repeated ten times and the results (mean accuracies) are shown in Table. 3. In the first column, the synthetic data sets are listed. In the second column, there are different graph construction methods, with parameters in 58016 VOLUME 7, 2019 FIGURE 7. Classification performance for synthetic data sets of the proposed algorithm when labeled data percentage is varied. brackets. The third column shows the classification results obtained when the LP algorithm is adopted. The fourth column shows the classification results obtained by using the ELP algorithm proposed. It can be shown from Table. 3, for each dataset, when LP is used for inference, FLGSS method achieves the highest accuracy. When ELP is used for inference, the same conclusion is obtained. On the whole, both of FLGSS and ELP can improve the classification accuracy, and FLGSS+ELP has the best classification performance in each dataset.
From Table. 3, the Nemenyi post-hoc test [49] is executed to verify the possibility of detecting differences among the graph construction methods. The results are shown in Fig.8 . On the top of the diagrams is the critical difference (CD) and in the axis are plotted the average ranks of the four different methods, where the best ranks are in the left side. When different methods are considered to have no significant difference, they are connected by a thick black line. According to the Nemenyi statistics, the critical value for comparing the average-ranking of the two different algorithms at 95 percent is 2.31. As can be seen from Fig.8 , by adding structural similarities to the initial graph (KNN), classification accuracy has been improved. The method (FLGSS+LP and FLGSS+ELP) achieves the best average results. 
B. EXPERIMENTS ON IMAGE DATASETS
Six image datasets are used in the experiments and they are introduced in Table. 4. All datasets consist of gray images, and gray values are used as image features.
USPS [50] is benchmark handwritten digit dataset, which contains 1100 samples for each class from ''0'' to ''9''. Each sample of this dataset is a 16 × 16 image of a handwritten digit. We used a subset which consists of 300 samples from each class of ''0''-''5''. Therefore, we use six classes with 1800 samples in total.
COIL-20 [51] contains 1440 gray-scale images of 20 objects. There are 72 images per object. The size of each image is 32 × 32 pixels.
MNIST is a dataset [52] of handwritten digits. It consists of samples belong to classes of ''0''-''9''. Distribution of samples tends to be similar across different classes. Each handwritten digit image is 28 × 28. We used a subset which consists of 300 randomly-selected samples from each class of ''0''-''5''without loss of generality. Therefore, we use six classes with 1800 samples in total.
CBCL is a public database provided by the MIT center for Biological and Computation Learning [53] . It contains 2429 face images and 4548 non-face images in 19 × 19. We evaluated over a subset of 1500 face and 1500 nonface images sampled from this database.
Digit1 was designed to consist of points close to a low-dimensional manifold embedded into a high-dimensional space, but not to show a pronounced cluster structure. It is generated from artificial writings of the digit ''1'' devel-VOLUME 7, 2019 COIL1 [11] is derived from COIL(The Columbia Object Image Library) set. COIL is a set of color images of 100 different objects. The images are taken from different angles (in steps of 5 degrees) at a resolution of 128 × 128 pixels. Each image is downsampled in the red channel to 16 × 16 pixels by averaging over blocks of 8 × 8 pixels. 24 objects are randomly selected from the 100 objects, that is, 24 × 360/5 = 1728 images. The set of 24 objects is partitioned into six classes of four objects each class. 38 images of each class are randomly discarded to leave 250 images in each class. These images are obscured in the same way as Digit1 dataset.
Instances of the first four experimental datasets are shown in Fig.9 . Images in Digit1 and COIL1 are preprocessed by masking dimensions, and they can hardly be shown. Digit1 and COIL1 datasets consists of positive and negative samples.
The classification accuracy on these datasets, varying with α value, is shown in Fig.10 . In Fig.10 , on the whole, the classification accuracy increases when α becomes larger. For COIL-20 and MNIST datasets, the proposed method leads to near-identical classification accuracy when α varies between 0.1 and 0.8. However, when α is greater than 0.8 approximately, the classification accuracy is falling with the increase of α for all datasets. Classification performance varying with the ratio of labeled data is illustrated in Fig.11 . The labeled data-ratio is varying from 0.01 to 0.08. On the whole, for each dataset, the classification accuracy of the proposed method increases when the labeled data-ratio becomes higher. However, when the ratio of labeled data is greater than 0.06, the classification accuracy tends to be stable.
Five percent random data points in each class are labeled (l/N = 5%) and the remaining data unlabeled, where l is number of labeled data and N is number of data. PCA was used to reduce the dimension of data, and the data dimension was reduced to 50. The experiments are repeated ten times and the results (mean accuracies) are shown in Table. 5. When LP is used for inference, FLGSS method achieves the highest accuracy for all datasets except for USPS. When ELP is used for inference, the same conclusion is obtained. The cooperation of local and global graph structure enhances the ability of graph classification. Under the same graph construction method, ELP brings about higher classification accuracy than LP in most cases, except that KNN is used for COIL-20 and KNN+CN is used for COIL1. On the whole, both of FLGSS and ELP can improve the classification accuracy, and FLGSS+ELP has the best classification performance in each dataset except for USPS. Experiments are performed with 2.6GHz Intel Xeon CPU (E5-2960), 256G random access memory (RAM). The elapsed time for each method on each dataset is shown in Table. 5 as well. We can see from Table. 5, for the datasets of USPS, MNIST and CBCL, the proposed ELP algorithm is more efficient than LP, regardless of graph construction methods. For the other datasets, ELP algorithm needs less execution time than LP in most instances. When ELP or LP is used for label inference, for each dataset, the proposed FLGSS consumes more time than other methods, but there is not much difference among the time they consume. It is shown with experiments that execution time of FLGSS is acceptable. It coincides with the theoretic analysis of their time complexity.
From Table. 5, the Nemenyi post-hoc test is also executed. The results are shown in Fig.12 . On the top of the diagrams is the critical difference (CD) and in the axis are plotted the average ranks of the four different methods, where the best ranks are in the left side. According to the Nemenyi statistics, the critical value for comparing the average-ranking of the two different algorithms at 95 percent is 2.24. As can be seen from Fig.12(a) and Fig.12(b) , FLGSS improve the classification performance by adding structural similarities to the initial graph (KNN). The methods FLGSS+LP and FLGSS+ELP achieve the best average results.
C. EXPERIMENTS ON LARGE-SCALE IMAGE DATASET
Experiments are performed in different subsets of CIFAR-10 dataset. The CIFAR-10 dataset [54] , [55] is established by Alex Krizhevsky, Vinod Nair, and Geoffrey Hinton. CIFAR-10 dataset consists of 60000 RGB images of 10 classes, and each class is completely independent with other classes. There are 6000 images per class. Each image is with size of 32x32. The subsets used in the experiments consist of 10000, 20000, 30000, 40000, 50000 samples of 10 classes, respectively. In each of the subsets, we select the same number of samples for each class, that is, for the subset with 10000 samples, it contains exactly 1000 randomlyselected images from each class. The same goes for other subsets. 10 images from each class are shown in Fig.13 .
In the experiments, 10% samples of each class are labeled randomly, and the remaining images unlabeled. We extract features for images in these subsets by the last layer of VGGnet19, whose weights has been pre-trained on ImageNet. The extracted features are of 4096 dimensions. We utilize PCA to reduce the dimension of features to 50. The experiments are repeated ten times and the average classification accuracy for subsets are shown in Table. 6. For each subset, the proposed method(FLGSS(0.01,0.8)+ELP) outperforms the method of KNN(5)+LP. For these large-scale image datasets, experiments are performed with the CPU serial scheme, which is implemented based on a workstation with 2.6GHz Intel Xeon CPU(E5-2960), 256G random access memory (RAM). The experiments are repeated ten times and the average execution times are shown in Table. 7. The first column listed various number of samples. From the second to fourth columns, average execution times of KNN graph construction method, LP algorithm and their combination are listed. The computational times of the proposed FLGSS and ELP algorithm are reported separately, which are listed in the fifth and sixth columns. The time consumed by the proposed method (FLGSS+ELP) is given in the seventh column. It is shown that the proposed algorithm (FLGSS+ELP) is time-feasible. The computational time of graph construction methods, KNN and the proposed FLGSS, is compared. The proposed FLGSS consumes more time than KNN, but the time consumed by FLGSS is of the same order as that of KNN algorithm. It is shown with experiments that execution time of FLGSS is acceptable. Execution time of ELP is very close to that of LP. They coincides with the theoretic analysis of their time complexity.
V. CONCLUSION
In this paper, a novel GSSL method based FLGSS+ELP is proposed. On one hand, local and global link prediction indexes are explored in graph construction. The proposed method characterizes data correlation by fusing local and global structure similarity. On the other hand, when inferring the labels of unlabeled data, we adjust the probability transition matrix constantly by fusing the label space correlation with feature space similarity of samples. We evaluated our method against state-of-the-art GSSL methods. Experimental results are obtained on four synthetic datasets, six image datasets and some large-scale image datasets. The proposed methods achieve the highest classification rate, indicating its superior performance. The efficiency is analyzed theoretically. FLGSS incorporates KNN and two kinds of link prediction algorithms to construct the graph. With the time complexity analysis, it is proved that the time complexity of FLGSS does not exceed that of KNN. ELP manages to improve the traditional LP algorithm without compromising the time complexity.
