Abstract. Kippenhahn's Theorem asserts that the numerical range of a matrix is the convex hull of a certain algebraic curve. Here, we show that the joint numerical range of finitely many hermitian matrices is similarly the convex hull of a semi-algebraic set. We discuss an analogous statement regarding the dual convex cone to a hyperbolicity cone and prove that the class of convex bases of these dual cones is closed under linear operations. The result offers a new geometric method to analyze quantum states.
Introduction
Let H d be the real vector space of hermitian d × d matrices. We denote the set of density matrices by B = {ρ ∈ H d : ρ 0, tr(ρ) = 1}, where A 0 means that A ∈ H d is positive semi-definite. The letter B underlines that the set B is a base of the cone of positive semi-definite matrices. We use the bilinear form A, B = tr(AB), A, B ∈ H d , to identify H d and its dual space. Let A 1 , . . . , A n ∈ H d , n ∈ N and define W = {( ρ, A 1 , . . . , ρ, A n ) : ρ ∈ B}, a convex compact subset of the dual space (R n ) * to R n . The set W has been called joint numerical range in operator theory, see Section 2 of [6] (also joint algebraic numerical range [32] ).
Our motivation to study the joint numerical range is matrix theory and quantum mechanics. A density matrix embodies the physical state of a quantum system, describing all the statistical properties of the system. The set W is therefore a reduced statistical model of the quantum system [27] and our results contribute to the geometry of quantum states [4] . Applications to quantum mechanics are mentioned in Section 2.
Perhaps more commonly, the term joint numerical range is also used [30, 9 ] to refer to W ∼ = {( ψ|A 1 ψ , . . . , ψ|A n ψ ) :
where ϕ|ψ is the standard inner product of ϕ, ψ ∈ C d . If n = 2, then the pair A 1 , A 2 may be written as a single matrix A = A 1 + i A 2 and W ∼ is the standard numerical range W (A) = { ψ|Aψ : ψ ∈ C d , ψ|ψ = 1} ⊂ C.
Since W is the convex hull of W ∼ , we have W = W ∼ if W ∼ is convex. This is the case for n = 2 by the Toeplitz-Hausdorff theorem [44, 22] , whose 100th anniversary we currently celebrate. Furthermore, W ∼ is convex if n = 3 and d ≥ 3 [1] , but no simple rule of convexity is known for n > 3 [30] . An algebraic curve has been associated with the numerical range and has been studied from the 1930s on. Let 1 denote the d × d identity matrix, p(x) = det(x 0 1 + x 1 A 1 + · · · + x n A n ), and consider the complex projective hypersurface V(p) = {x ∈ P n | p(x) = 0}.
Let X * ⊂ (P n ) * be the dual variety parametrizing hyperplanes that are tangent to a variety X ⊂ P n (cf. Section 3 for more details). If n = 2, then V(p) ⊂ P 2 is an algebraic curve. Murnaghan [34] showed that the eigenvalues of A 1 + i A 2 are the foci of the affine curve of real points T = {y 1 + i y 2 | y 1 , y 2 ∈ R, (1 :
Kippenhahn [29] recognized the meaning of the convex hull of T .
Theorem 1.1 (Kippenhahn) . The numerical range of A 1 +i A 2 is the convex hull of T , in other words, W (A 1 + i A 2 ) = conv(T ).
The curve T ⊂ C is known as the boundary generating curve or Kippenhahn curve of the numerical range W (A 1 + i A 2 ). Thm. 1.1 is a well-known tool of matrix analysis [14, 28, 3, 18] and has been applied to special matrices, among others to companion matrices [16] , weighted shift matrices [17] , unitary bordering matrices [11] , and nilpotent matrices [31] .
We sketch a proof of Thm. 1.1 in a manner that may help to explain the geometry behind the proof of Thm. 3.7 later on: Consider the convex set S = {(x 1 , x 2 ) T | 1 + x 1 A 1 + x 2 A 2 0} (a spectrahedron). Assume for simplicity that S is compact, X = V(p) is smooth, and that the degree d of p is even. The curve X is hyperbolic, i.e. its real points consist of d 2 nested ovals in the real projective plane. The innermost oval is the boundary of S. All but finitely many points of the dual curve X * correspond to simple tangent lines to X. The set of real points of the dual curve X * (of degree d(d − 1)) again consists of d 2 nested connected components, together with at most finitely many isolated real (singular) points. The tangent lines to the boundary of S now correspond to the outermost oval of X * , since all other tangent lines to X do not pass through S (see Corollary 3.14). The outermost oval therefore bounds the convex dual S • of S, which is exactly the numerical range W (A 1 + i A 2 ). The claim of Kippenhahn's theorem follows if we can show that none of the isolated real singularities of X * lie outside of W ; see Thm. 3.16. While Kippenhahn's proof of Thm. 1.1 is rather intuitive, Chien and Nakazato [9] provided a more rigorous argument. In addition, they found a triple of hermitian 3 × 3-matrices for which the literal analogue of the theorem fails in dimension n = 3. We will see that the last part of the above sketch in the plane case, the position of singular points of the dual curve, is exactly what causes the failure of the theorem in higher dimensions. This can also be seen in the counterexample by Chien and Nakazato, Exm. 5.3.
We prove a modified version of Thm. 1.1 for all n ∈ N. Let X 1 , . . . , X r denote the irreducible components of the algebraic set V(p). Let (X * i ) reg denote the set of the regular points of the dual variety X * i , and consider the semi-algebraic set
Our main result is as follows.
Theorem 1.2. The joint numerical range W is the convex hull of the Euclidean closure of
We will see in the proof of Thm. 3.7 that clos(T 1 ∪ · · · ∪ T r ) contains the exposed points, and hence the extreme points of W . But just as in Kippenhahn's original theorem, T 1 ∪ · · · ∪ T r is not necessarily contained in the boundary of W, only in W .
We point out that Thm. 3.7 holds more generally for hyperbolic hypersurfaces rather than just determinantal hypersurfaces. While this makes no difference in the plane, by the Helton-Vinnikov theorem, the statement is indeed more general in higher dimensions, and the proof relies purely on the real geometry of hyperbolic polynomials.
We organize the article as follows. Section 3 presents a detailed discussion of the remarkable fact, proved by the second author in [42] , that the dual convex cone C ∨ to a hyperbolicity cone C is the closed conic hull of a particular semi-algebraic set. This implies that every convex base of C ∨ is the closed convex hull of a section of that semi-algebraic set. The same is true for linear images of the convex bases as we show in Section 4, because (up to isomorphism) they are bases of dual convex cones to sections of C, which are hyperbolicity cones themselves. Returning to the cone of positive semi-definite matrices in Section 5, we obtain a proof of Thm. 1.2 and discuss examples. We analyze the case n = 2 separately in Thm. 3.16, which yields a proof of Kippenhahn's original result as stated in Thm. 1.1.
Applications to Quantum Mechanics
Thm. 1.2 shows that the joint numerical range W of A 1 , . . . , A n ∈ H d is the convex hull of the semi-algebraic set T ∼ = clos(T 1 ∪ · · · ∪ T r ). This result offers new methods to analyze fundamental objects of quantum mechanics. For example, the mean value of a simple measurement [27] associated with A ∈ H d is ρ, A = tr(ρA) if ρ ∈ B is the state of the system. Hence, the set of mean values of the simple measurements A i , performed on n copies of the same state ρ and evaluated at all possible states ρ ∈ B, equals W . The set W can also represent the set of probability distributions of measurement outcomes of a positive operator valued measure [27] , or a set of reduced density matrices (quantum marginals) of a many-body system [7] .
There is a striking relationship between T ∼ and the Wigner distribution W ρ of ρ ∈ B, the tempered distribution on R n characterized by
for all x ∈ R n and all infinitely differentiable functions f : R → C. Schwonnek and Werner [41] showed that W ρ is compactly supported on W and that the singularities of W ρ lie in T ∼ .
In dimension n = 2, the numerical range is the convex hull of the boundary generating curve T . The algebraic curve T has proven to be useful in classifications of numerical ranges of 3 × 3 and 4 × 4 matrices [29, 10] . Matrix size d = 4 offers the possibility to study quantum correlations [19] , as C 4 = C 2 ⊗ C 2 is a tensor product. Classifications of W in higher dimensions n ≥ 3 could be based on Thm. 1.2. Currently [43] , only matrix sizes d = 2, 3 are understood for n = 3 and not much is known for n > 3.
The semi-algebraic set T ∼ gives insights into the structure of the extreme points of W, which are included in T ∼ . For example, computing the extreme points of reduced density matrices [7] is a classical topic of density functional theory.
More generally, T ∼ helps analyzing the boundary of W . In many-body physics, the existence of ruled surfaces on the boundary of three-dimensional joint numerical ranges has been advocated as a signature of phase coexistence [47] , see also [8] . In quantum thermodynamics [46] , generalized thermal states
are considered equilibrium states with regard to multiple conserved quantities. The "boundary at infinity" (|x| → ∞) of the manifold {ρ x : x ∈ R n } shows irregular, discontinuous behavior, which has been partially explained in terms of the geometry of W, see [40] and the references therein.
Another problem related to W is quantum state tomography, the reconstruction of a density matrix from certain data. In pure state tomography, it is promised that the density matrix is a rank-one projection ρ = |ψ ψ|. As tr(ρA) = ψ|Aψ , the mean values of the A i 's constitute the set W ∼ . The uniqueness problem [23] of a density matrix with given mean values in W ∼ has recently been improved [13] using techniques of algebraic geometry.
It would be desirable to generalize Thm. 1.2 to higher-rank numerical ranges, as their elements are quantum error correcting codes [12] .
Dual Hyperbolicity Cones
A homogeneous polynomial p ∈ R[x 0 , x 1 , . . . , x n ] of degree d is called hyperbolic with respect to a fixed point e ∈ R n+1 if p(e) = 0 and the polynomial p(te − a) in one variable t has only real roots for every point a ∈ R n+1 . Without loss of generality, we fix the sign at e and always assume p(e) > 0. The roots of p(te − a) are sometimes called the eigenvalues of a with respect to p and e, in analogy with characteristic polynomials of hermitian matrices. Given any such polynomial p, the set C e (p) = a ∈ R n+1 : all roots of p(te − a) are non-negative is a closed convex cone called the (closed) hyperbolicity cone of p with respect to e, see [38] . Our goal is to describe the dual convex cone
An essential technique is projective duality. A general approach is described in the paper [42] by the second author. The goal of this section is to explain this method more explicitly for the special case of hyperbolicity cones.
In the case we are interested in, p is given as the determinant of a matrix pencil, i.e.
. . , A n , which is hyperbolic with respect to e = (e 0 , . . . , e n ) T provided that the matrix e 0 A 0 + · · · + e n A n is positive definite. In this case, C e (p) is the spectrahedral cone defined by A 0 , . . . , A n . However, the discussion in this section does not require such a determinantal representation and we consider general hyperbolic polynomials. We are working in the setup of real algebraic geometry. A (real) affine variety for us is a subset of C n (for some n ∈ N) that is defined by a finite number of polynomial equations p 1 = p 2 = · · · = p r = 0, r ∈ N, with real coefficients p i ∈ R[x 1 , x 2 , . . . , x n ], i = 1, . . . , r. The affine varieties in C n are the closed sets of the Zariski topology on C n . So the Zariski closure of a set S ⊂ C n is the smallest real affine variety containing S. A (real) projective variety for us is a subset of projective space P n that is defined by a finite number of homogeneous polynomial equations
The projective varieties in P n are the closed sets of the Zariski topology on P n . Identifying points in P n with lines in C n+1 , a projective variety can be seen as an affine variety in C n+1 which is an algebraic cone. The affine cone S over a subset S ⊂ P n is the union of all lines in C n+1 spanned by a vector (x 0 , x 1 , . . . , x n ) T such that (x 0 :
Conversely, the projective variety P(X) ⊂ P n associated with an algebraic cone X ⊂ C n+1 consists of the points (x 0 : x 1 : · · · : x n ) ∈ P n for which the vector (x 0 , x 1 , . . . , x n ) T is included in X. These notions are explained in introductory textbooks on algebraic geometry like [21] with the caveat that affine and projective varieties are usually complex varieties, i.e. defined by finitely many polynomial equations with complex coefficients. A point x ∈ P n is real if the line {x} ⊂ C n+1 contains a real point. We denote the set of real points of a subset S ⊂ C n or S ⊂ P n by S(R).
Definition 3.1. Let S ⊂ R n be a semi-algebraic set. The algebraic boundary of S, denoted ∂ a S, is the Zariski closure in C n of the Euclidean boundary ∂S of S.
Determining the algebraic boundary of the hyperbolicity cone of a polynomial p ∈ R[x 0 , x 1 , . . . , x n ] amounts to computing a factorization of p into irreducible factors and picking the correct subset of the factors.
Remark 3.2. Let p ∈ R[x 0 , x 1 , . . . , x n ] be irreducible and hyperbolic with respect to e. The algebraic boundary of the hyperbolicity cone C e (p) is the algebraic hypersurface V(p) = {x ∈ C n+1 : p(x) = 0}.
If p is hyperbolic with respect to e, but factors as
is the decomposition of the hypersurface V(p) into its irreducible components. The algebraic boundary of C e (p) is a union of some, not necessarily all, of the irreducible hypersurfaces V(p i ). The hypersurfaces in this union are the irreducible components of ∂ a C e (p).
If p is squarefree, i.e. p j = p i for i = j, then the factors p i that contribute to the algebraic boundary of C e (p) are exactly those with the property that the hyperbolicity cone of j =i p j is strictly larger than C e (p), because C e (p) = i C e (p i ).
The dual projective space (P n ) * = P((C n+1 ) * ) is the projective space over the dual vector space so that the hyperplanes in P n are in one-to-one correspondence with points in (P n ) * . We specify a functional ∈ (P n ) * in terms of its hyperplane
. Identifying ((P n ) * ) * = P n , a point x ∈ P n defines a hyperplane in (P n ) * which we denote by
Definition 3.3. Let X ⊂ P n be an irreducible projective variety. We define the projective dual variety X * of X as the Zariski closure of the set of hyperplanes that are tangent to X at some regular point, i.e. the closure of
An instructive and especially nice case of duality occurs for hypersurfaces defined by quadratic forms of full rank.
Example 3.4. Let q ∈ R[x 0 , x 1 , . . . , x n ] be a quadratic form and let M q be the real symmetric (n + 1) × (n + 1) matrix representing q, i.e. with
The projective variety X = V(q) ⊂ P n is smooth if and only if the rank of M q is n + 1. We compute the dual variety of X under the assumption that X is smooth. Let x = (x 0 : x 1 : · · · : x n ) ∈ X be a point. The differential x = 2x T M q ∈ (P n ) * of q at x defines the tangent hyperplane T x X = {y ∈ P n : x (y) = 0} to X at x. In other words, the dual variety to X is the Zariski closure of the set
. We conclude that X * is the quadratic hypersurface defined by M −1 q . For irreducible algebraic varieties, the famous biduality theorem holds. . If X ⊂ P n is an irreducible projective variety, then (X * ) * = X under the canonical identification of the bidual of P n with P n itself.
This theorem has several useful consequences like the following. Remark 3.6. (1) Let X ⊂ P n be an irreducible projective variety. For all points x of X in a dense subset in the Euclidean topology of X, the point x is regular, the hyperplane V(x) ⊂ (P n ) * is tangent to X * at a regular point , and the hyperplane V( ) ⊂ P n is tangent to X at x. This is an application of the conormal variety CN (X), defined as the Zariski closure of
The projection π 1 : CN 0 (X) → X reg is the conormal bundle of X, which shows that CN 0 (X) is an irreducible and smooth variety. The biduality theorem is often proven as a consequence of the fact that CN (X) = CN (X * ), see [20, Chapter 1] . This stronger version implies that the subset
is a non-empty Zariski open subset of CN (X). By definition, it consists of pairs (x, [H]) of regular points x ∈ X reg and [H] ∈ X * reg such that V(x) is tangent to X * at [H] and H is tangent to X at x. Since U is dense in CN (X) in the Euclidean topology [33, Thm. 2.33], the claim follows as the projection from CN (X) to the first factor X is continuous and surjective.
(2) A similar statement as in part (1) also holds for real points if we restrict to regular points. Let X ⊂ P n be an irreducible projective variety. For all real regular points x of X in a dense subset of X reg (R) in the Euclidean topology, the hyperplane V(x) ⊂ (P n ) * is tangent to X * at a real regular point and the hyperplane V( ) ⊂ P n is tangent to X at x.
This claim is trivial if X has no regular real points. So let us resume the discussion of part (1) assuming that X does contain a regular real point. The variety CN 0 (X), because it is smooth, contains a regular real point as X contains one.
(Both varieties are finite unions of analytic manifolds [45] .) Therefore, U (R) is dense in the Euclidean topology of CN 0 (X)(R). This proves the claim, because the projection of CN 0 (X)(R) onto the first factor X is onto X reg (R). Note that X reg (R) may not be dense in X(R) in the Euclidean topology, see for example [5, Section 3.1].
We slightly abuse notation in the following theorem. If X ⊂ C n+1 is an algebraic cone, then we write X * ⊂ (C n+1 ) * for the affine cone over the projective dual variety P(X) * of P(X).
Theorem 3.7 (see [42, Example 3.15] ). Let p ∈ R[x 0 , x 1 , . . . , x n ] be a hyperbolic polynomial with respect to e ∈ R n+1 . Let X 1 , X 2 , . . . , X r be the irreducible components of the algebraic boundary ∂ a C e (p). Let H + ⊂ (R n+1 ) * be the half-space H + = { ∈ (R n+1 ) * : (e) ≥ 0}. Then we have
where
In other words, the theorem says that the dual convex cone is, up to closure, the cone generated by the regular real points of the dual varieties X * i lying in the appropriate half-space H + . Remark 3.8. We will see in the proof of Thm. 3.7 that the inclusion (Y * ) reg (R) ∩ H + ⊂ C e (p) ∨ holds not only for the irreducible components Y of the algebraic boundary of C e (p) but in fact for all irreducible components Y = V(q) of the algebraic cone V(p), i.e. for every irreducible factor q of p.
We can rephrase the conclusion of Thm. 3.7 by switching the closure and the convex cone operations and by employing the notion of central points.
Remark 3.9. Equation (1) in Thm. 3.7 can be replaced with
essentially because C e (p) ∨ is a closed convex cone without lines (as e is an interior point of C e (p), see for example [38] , and the union clos(S 1 )∪clos(S 2 )∪· · ·∪clos(S r ) = clos(S 1 ∪ S 2 ∪ · · · ∪ S r ) is a semi-algebraic set. This shows that C e (p) ∨ is the convex hull of a semi-algebraic set.
Definition 3.10. We call a real point x of an algebraic variety X ⊂ C n central if it is in the Euclidean closure of the set of regular and real points of X, i.e. if x is in the Euclidean closure of X reg (R).
Remark 3.11. For an algebraic variety X ⊂ C n , a point x ∈ X(R) is central if and only if the local dimension of x in X(R) is equal to dim(X), see [5, Proposition 7.6.2] . So for all i = 1, 2, . . . , r, the Euclidean closure of the S i in Thm. 3.7 is the set of central points of X * i (R) lying in H + . Hence, writing cent(X) for the set of central real points of X, we can rephrase the conclusion (1) of Thm. 3.7, using equation (2), as
Proof of Thm. 3.7. We begin with the proof of the inclusion ⊃. Since C e (p) ∨ is closed, it is enough to show that S i lies in C e (p) ∨ for i = 1, 2, . . . , r. We prove the stronger statement that every set S = (V(q) * ) reg (R) ∩ H + , where q is any irreducible factor of p, lies in C e (p) ∨ . As C e (p) ⊂ C e (q), it suffices to show S ⊂ C e (q) ∨ . By Rem. 3.6(2), it is enough to prove ∈ C e (q) ∨ for all ∈ S such that the hyperplane V( ) is tangent to V(q) at a regular real point x, i.e. = ∇q(x) T ∈ (R n+1 ) * . By the subsequent Lemma 3.13, case m = 1, we have 0 = ∂ ∂t q(x + te)| t=0 = (e) for such an and hence e ∈ V( ). As q is hyperbolic with respect to every interior point of the hyperbolicity cone [38] , it follows that the interior of C e (q) is disjoint from V( ). This means that has constant sign on C e (q). Since ∈ H + , it follows that ∈ C e (q) ∨ ⊂ C e (p) ∨ . The other inclusion follows from [42, Corollary 3.14] . We repeat the argument, adapted to our setup, for completeness.
Since C e (p) ∨ is the cone generated by its extreme rays and the righthand side is a convex cone, it suffices to prove that every extreme ray of C e (p) ∨ is contained in the right-hand side. By Straszewicz's Theorem [39, Thm. 18.6], which says that every extreme ray is a limit of exposed extreme rays, it suffices to prove the claim for every exposed extreme ray of C e (p) ∨ , because the right-hand side is closed. So let R + ⊂ C e (p) ∨ be an exposed extreme ray of the cone. To prove the claim it suffices to show that is a central point of X * s for some s ∈ {1, 2, . . . , r}, i.e. is in the (Euclidean) closure of (X * s ) reg (R). First, we focus on the Euclidean boundary ∂C e (p) of C e (p). Let F = {x ∈ C e (p) : (x) = 0} be the exposed face of C e (p) corresponding to and let x be a point in the relative interior of F . As discussed in Lemma 3.15, the analytic manifold M = ∂C e (p) ∩ ∂ a C e (p) reg is open and dense in ∂C e (p). This shows that x is a central point of one of the varieties X i , say X s .
Next, we think about the analytic manifold X s ∩ M = (X s ) reg (R) ∩ M . Let (y j ) j∈N ⊂ X s ∩M be a sequence converging to x. Rem. 3.6 (2) shows that by moving some members of the sequence (y j ) in X s ∩ M without changing the limit x, we achieve that for all j ∈ N the hyperplane V(y j ) is tangent to X * s at a regular real point j ∈ (X * s ) reg (R) and V( j ) is tangent to X s at y j . Let q ∈ R[x 0 , x 1 , . . . , x n ] be the irreducible factor of p with V(q) = X s . We get j = ∇q(y j ) T (up to scaling).
Finally, we turn to the hyperbolicity cone C e (q), a superset of C e (p). Lemma 3.15 shows that the normal cone to C e (q) at y j is the ray R + j . In particular j ∈ C e (q) ∨ ⊂ C e (p) ∨ . After normalizing and passing to a subsequence, the sequence ( j ) j∈N converges to a point in the compact unit sphere of (R n+1 ) * . We then have ∈ C e (p) ∨ and (x) = 0, the latter because
By convex duality, R + is the normal cone of C e (p) at x. In other words, R + is the unique ray in C e (p) ∨ orthogonal to x. This shows = = lim j→∞ j which finishes the proof.
The proof made use of the following Lemma 3.13 on hyperbolic polynomials. For the sake of completeness, we include a short proof based on the Helton-Vinnikov theorem on determinantal representations of hyperbolic curves; see [37, Lemma 2.4] for a direct proof of a special case. Definition 3.12. Let f ∈ R[x 0 , x 1 , . . . , x n ] be a polynomial and x ∈ C n+1 be a point. The multiplicity of x on V(f ) ⊂ C n+1 is the smallest degree of a non-zero homogeneous term in the Taylor expansion of f around x. Lemma 3.13. Let p ∈ R[x 0 , . . . , x n ] be hyperbolic with respect to e and let x ∈ R n+1 . If x has multiplicity m on V(p), the hyperbolic hypersurface defined by p, then t = 0 is a root of multiplicity m of p(x + te) ∈ R[t]. Moreover, t = 0 is also a root of multiplicity m of p(x + t(e − x)) ∈ R[t]. with real symmetric matrices A, B, C, where B and C are positive definite, hence factor as B = U U T and C = V V T . Now s = 0 is a root of p(x + sy) = det(A + sB) of multiplicity m, which means that U −1 A(U T ) −1 has m-dimensional kernel. But then so does V −1 A(V T ) −1 , hence the root t = 0 of p(x + te) = det(A + tC) has multiplicity m as well. The last part of the claim follows from the part we have just proved, essentially by projective transformation. It suffices to prove that for any homogeneous polynomial p ∈ C[x 0 , . . . , x n ] and linearly independent x, e ∈ C n+1 the origin t = 0 is a root of u(t) = p(x+te) and of v(t) = p(x+t(e−x)) of the same multiplicity. After applying a linear isomorphism, we may take x = (1, 0, . . . , 0) T , e = (1, 1, 0, . . . , 0) T ∈ C n+1 .
Proof. If the multiplicity of x on V(p) is m, then
Let p have degree d ∈ N. We can write
where a i ∈ C, i = 0, . . . , d, and q k ∈ C[x 0 , . . . , x n ] is homogeneous of degree d − 1, k = 2, . . . , n. It suffices to prove by induction on m = 0, . . . , d that if t = 0 is a root of multiplicity at least m of u or of v, then it is a root of multiplicity at least m of u and of v, and ∂ m t u(0) = ∂ m t v(0) = m!a m . The base case m = 0 is verified by noting that u(0) = v(0) = p(x) = a 0 . In the induction step we can assume that a 0 = a 1 = · · · = a m−1 = 0. Then,
This proves the claim.
Corollary 3.14. If x is a regular real point of a hyperbolic hypersurface V(p), then the line incident with x and the hyperbolicity direction e is not tangent to V(p) at x, i.e. is not contained in T x V(p) .
Proof. If a line L is tangent to V(p) at x, then the multiplicity of x in L∩V(p) is greater than the multiplicity of x in V(p). This is impossible if e ∈ L, by the previous Lemma 3. 13 .
The intersection of a hyperbolic hypersurface with a hyperbolicity cone admits a differential and convex geometric analysis.
Lemma 3.15. Let p ∈ R[x 0 , . . . , x n ] be hyperbolic with respect to e. Then M = ∂C e (p) ∩ V(p) reg is an n-dimensional real analytic manifold which is open and dense in the Euclidean boundary ∂C e (p) of C e (p) in the Euclidean topology. Let p be squarefree, x ∈ M , and = ∇p(x) T ∈ (R n+1 ) * . Then the (inner) normal cone to C e (p) at x is the ray R + .
Proof. The set of singular points of V(p)(R) is a variety of dimension at most n − 1, see [5, Prop. 3.3.14] . Its complement in ∂C e (p), the set M = ∂C e (p) ∩ V(p) reg , is therefore open and dense in ∂C e (p) in the Euclidean topology. As V(p) reg is an analytic manifold of dimension n, see [5, Prop. 3.3.11] , and as the eigenvalues depend continuously on x ∈ R n+1 , see [38] , the set M is an analytic manifold of dimension n.
Let p be squarefree and let x be a regular point of V(p). Then the functional = ∇p(x) T is non-zero and Lemma 3.13, case m = 1, shows that (e) = 0. Since M is an n-dimensional analytic manifold, the normal cone N (x) of C e (p) at x is included in the line spanned by . As x is a boundary point of C e (p), this implies that N (x) = R + or N (x) = −R + . The derivative polynomial
is hyperbolic with respect to e and C e (p) ⊂ C e (p ), see [38] . This shows (e) = p (x) ≥ 0, since x ∈ C e (p). As (e) = 0 we get − ∈ C e (p) ∨ and conclude N (x) = R + .
In the case of three-dimensional hyperbolicity cones, we can strengthen Thm. 3.7 to the homogeneous version of Kippenhahn's Theorem, the statement of Thm. 3.16. In higher dimensions, this stronger version is false, see Example 5.3 first found by Chien and Nakazato [9] .
be a hyperbolic polynomial with respect to e ∈ R 3 . Let X be the algebraic boundary ∂ a C e (p). Let H + ⊂ (R 3 ) * be the half-space
Proof. Let X 1 , X 2 , . . . , X r denote the irreducible components of ∂ a C e (p). We will prove that C e (p)
Regarding the opposite inclusion, note that the cone C e (p) is included in C e (p i ), where p i is the irreducible factor of p corresponding to X i = V(p i ). Hence K = C e (p i ) ∨ is included in C e (p) ∨ , and therefore it suffices to show S ∼ i ⊂ K for each i = 1, . . . , r. Let us assume there were a non-zero ∈ (R 3 ) * which lies in S ∼ i but not in K. We will show that this is impossible.
First, the real hyperplane V( ) ⊂ C 3 intersects the interior of the hyperbolicity cone C e (p i ) = K ∨ . On one hand, ∈ K shows that there is x ∈ K ∨ such that (x) < 0. On the other hand we have ∈ −K. In fact, ∈ −K would imply − ∈ K and hence − (e) > 0, as e is an interior point of K ∨ . This contradicts ∈ H + . Therefore, there is y ∈ K ∨ such that (y) > 0. This shows that V( ) meets the interior of K ∨ .
Secondly, the line V( ) ⊂ P 2 is tangent to X i at a point x. An irreducible projective algebraic curve is connected and has at most finitely many singular points [15] . Hence, there is a sequence of regular points ( j ) in X * i converging to , as ∈ S ∼ i ⊂ X * i . Let (y j ) be a sequence of regular points of X i such that for all j ∈ N the line V( j ) is tangent to X i at y j . Because of the compactness of the projective space P 2 , we can assume that (y j ) converges to a point x ∈ X i . Since a limit of tangent lines at regular points is a tangent line itself [15] , it follows that V( ) is tangent to X i at x.
The first observation shows that x is a real point, as p i is hyperbolic with respect to each of the interior points of K ∨ . Lemma 3.13 then shows that V( ) is not tangent to X i at x, which contradicts the second observation.
Convex Bases of Dual Hyperbolicity Cones
The results of Section 3 carry over from the dual convex cone of a hyperbolicity cone to all its convex bases, essentially by dehomogenizing and replacing the conic hull with the convex hull. Remarkably, the results also apply to linear images of the convex bases. We construct a suitable hyperbolicity cone in Def. 4.1, using convex geometry. See [39] for general references and see Figure 1 for a summary of our setup.
The point e is an interior point of K. The compact convex set B = { ∈ K ∨ : (e) = 1} is a base of K ∨ and π 0 (B) is a base of C ∨ .
Definition 4.1. Throughout, let V be a finite-dimensional real vector space and let K ⊂ V be a closed convex cone with interior point e = 0. We write V * for the dual vector space to V and K ∨ for the dual convex cone to K,
Let B = { ∈ K ∨ : (e) = 1} and let π : V * → (R n ) * be a linear map. We define π 0 : V * → (R ⊕ R n ) * , π 0 ( ) = ( (e), π( )). Let π 2 : (R ⊕ R n ) * → (R n ) * denote the projection onto the second summand. We denote the dual map to π, π 0 , and π 2 by φ : R n → V , φ 0 : R ⊕ R n → V , and φ : R n → R ⊕ R n , respectively. The main objects are
We denote the standard basis of R n+1 = R ⊕ R n by e 0 , e 1 , . . . , e n .
The goal is to describe W . Note that the map π factors as π = π 2 •π 0 and
Lemma 4.2. The cone C is a closed convex cone containing e 0 as an interior point.
Proof. As the preimage of a closed convex cone under a linear (and continuous) map, C is closed convex cone. The cone C is the direct sum C ∼ = ker(φ 0 ) ⊕ (K ∩ im(φ 0 )), identifying the image im(φ 0 ) with a subspace complementary to ker(φ 0 ) and containing e 0 . Hence, e 0 is an interior point of C in the topology of R n+1 .
We explain the connection of this abstract setup to the joint numerical range introduced in Section 1. 
is a self-dual convex cone, i.e. K ∨ = K. As interior point e ∈ K we choose the identity matrix 1, so that B = {A ∈ K : A, 1 = 1} is the convex set of density matrices. Let
is a spectrahedron [35] . The cone K is the hyperbolicity cone of the determinant with hyperbolicity direction 1. The cone C is the hyperbolicity cone of the pullback det(φ 0 (x)), x ∈ R n+1 , with hyperbolicity direction e 0 .
It has been observed earlier [9, 26, 24] that the dual convex set to W,
By convex duality, W = A • if and only if 0 ∈ W . We will show in Exm. 4.4 and Prop. 4.5 that the cone C ∨ , more precisely a convex base of the cone
of K if 0 ∈ B and for every point x of K, x = 0, there is a unique representation x = λy with y ∈ B and λ > 0.
Example 4.4. Let K = {(ξ 0 , ξ 1 ) T ∈ R 2 : ξ 0 , ξ 1 ≥ 0} be the nonnegative quadrant of the plane V = R 2 . We identify V with V * using the standard Euclidean scalar product, so that K is self-dual. Pick e = (1, 1) T ∈ int(K), let a 1 = (1, 2) T ∈ V , and define π : V → R * , v → v, a 1 . Then the map φ 0 : R 2 → V takes the form (x 0 , x 1 ) T → x 0 e + x 1 a 1 . Hence, Proposition 4.5. The set B is a compact convex base of the dual convex cone K ∨ to K. The dual convex cone to C is C ∨ = π 0 (K ∨ ) and π 0 (B) is a compact convex base of C ∨ . In addition, π 0 (B) = {(y 0 , y) ∈ C ∨ : y 0 = 1} and W = {y ∈ (R n ) * : (1, y) ∈ C ∨ }.
Proof. The first statement is true as e = 0 is an interior point of K.
To prove the equality C ∨ = π 0 (K ∨ ), first let x = π 0 ( ) for some ∈ K ∨ and take u ∈ C. Since φ 0 (u) ∈ K, we have
which shows that x ∈ C ∨ and therefore π 0 (K ∨ ) ⊂ C ∨ . We prove a partial converse by duality, i.e. we show
which implies that φ 0 (u) ∈ K or in other words u ∈ φ
To finish proving the equality C ∨ = π 0 (K ∨ ) it suffices to show that π 0 (K ∨ ) is closed. The kernel of π 0 lies in e ⊥ = { ∈ V * : (e) = 0}, as e ∈ im(φ 0 ) and ker(π 0 ) = im(φ 0 ) ⊥ . Taking into account that B lies in a hyperplane parallel to but different from e ⊥ , it follows that the compact convex set π 0 (B) is a base of the cone π 0 (K ∨ ). This proves that π 0 (K ∨ ) is closed.
For all ∈ V * we have π 0 ( ) = ( (e), π( )) ∈ (R n+1 ) * . This, the equality of C ∨ = π 0 (K ∨ ), and the definitions of B and W = π(B) prove the last sentence of the assertion.
The main result of this section is as follows. See Figure 1 for a summary of our setup. Theorem 4.6. Let K ⊂ V be a hyperbolicity cone. Every linear image of every convex base of K ∨ is affinely isomorphic to a convex base of the dual convex cone to a hyperbolicity cone in R n+1 , for some n ∈ N.
Proof. If K contains no lines then the convex bases B of K ∨ are in one-to-one correspondence with the interior points e of K via e ↔ B = { ∈ K ∨ : (e) = 1}.
If K contains lines then the convex bases of K ∨ are still represented in this way (no longer uniquely). Let e be an interior point of K. Following the construction of Def. 4.1, we write an arbitrary linear image of B as π(B). Then Prop. 4.5 shows that π(B) is affinely isomorphic to the convex base π 0 (B) of the dual convex cone C ∨ to the constructed cone C. Let p be a hyperbolic polynomial on V with hyperbolicity direction e and hyperbolicity cone K. The pullback of p along φ 0 : R n+1 → V is a hyperbolic polynomial on R n+1 with hyperbolicity direction e 0 and hyperbolicity cone C.
Thm. 3.7 and Thm. 4.6 together imply that every linear image of a convex base of a dual hyperbolicity cone is the convex hull of finitely many varieties with their singular points removed. Thm. 4.7 gives a detailed proof in coordinates. We write H + = {(y 0 , y) ∈ (R n+1 ) * : y 0 ≥ 0}. Theorem 4.7. Let W ⊂ (R n ) * and C ⊂ R n+1 be as introduced in Def. 4.1. Assume that C is the hyperbolicity cone of a hyperbolic polynomial p on R n+1 with hyperbolicity direction e 0 . Let X 1 , X 2 , . . . , X r be the irreducible components of the algebraic boundary ∂ a C or of the algebraic cone V(p).
. . , r. Proof. Thm. 3.7 and equation (2) show that the dual convex cone to C is C ∨ = cone (clos(S)), where S = S 1 ∪ S 2 ∪ · · · ∪ S r is the cone defined by
. . , r. See Remark 3.8 regarding the replacement of ∂ a C with V(p). Prop. 4.5 shows that {(y 0 , y) ∈ C ∨ : y 0 = 1} is a compact base of C ∨ . It is now straightforward to check that
This shows {y ∈ (R n ) * : (1, y) ∈ C ∨ } = conv (clos(T 1 ∪ T 2 ∪ · · · ∪ T r )), from which the claim follows with Prop. 4.5.
The Cone of Positive-Semidefinite Matrices
We return to the cone of positive semi-definite matrices and prove the theorems stated in the introduction. We discuss examples.
Proof of Thm. 1.2 and Thm. 1.1. Resuming Rem. 4.3, let K denote the cone of positive semi-definite matrices including the set of density matrices B ⊂ K. The joint numerical range has been written as W = π(B) and the spectrahedral cone C is the hyperbolicity cone of the hyperbolic polynomial The irreducible components of V(p) are X 1 = {x ∈ P 3 : x 2 1 + x 2 2 + x 2 3 = x 2 0 } and X 2 = {x ∈ P 3 : x 0 + 2x 1 = 0}. The dual varieties are X * 1 = {y ∈ (P 3 ) * : 
This polynomial is irreducible and hyperbolic with respect to the point (1, 0, 0, 0) in R 4 = {(x 0 , x 1 , x 2 , x 3 )}. Its hyperbolicity cone is the homogenization of the elliptope E 3 , which is the feasible set of the GoemansWilliamson semidefinite relaxation of the MAX-CUT problem (for graphs with three vertices).
The dual convex cone is the closed conic hull of the regular real points with y 0 > 0 on the Steiner surface given by the equation The singular locus of this quartic surface is the union of three real lines in (P 3 ) * , which are not contained in the dual convex cone.
For 3 × 3 symmetric matrices, the fact that the dual surface contains real lines is actually a generic phenomenon, see the introduction of [36] .
In our last example, we discuss the original example given by Chien and Nakazato from the point of view of real algebraic geometry in detail. The hyperbolic cubic form
is irreducible. The dual variety of X = {x ∈ P 3 : p(x) = 0} is the hypersurface X * = {y ∈ (P 3 ) * : q(y) = 0} which is the zero-set of the homogeneous quartic form q = 4y . It is easy to show that the singular locus X * \ (X * ) reg of X * is the line {(y 0 , y 1 , y 2 , y 3 ) ∈ (P 3 ) * : y 2 = y 3 = 0}.
The surface T = {(y 1 , y 2 , y 3 ) ∈ (R 3 ) * | (1 : y 1 : y 2 : y 3 ) ∈ X * }, depicted in Figure 3 , is the zero-set of the polynomial Q(y 1 , y 2 , y 3 ) = q(1, y 1 , y 2 , y 3 ). All points (y 1 , 0, 0) ∈ T on the line of singular points y 2 = y 3 = 0 in the interval |y 1 | ≤ 1 are central points of X * . This can be seen from a parametrization of X described in [41] . In addition, the points (y 1 , 0, 0) ∈ T with |y 1 | > 1 are not central. This can be seen from the roots of the quadratic polynomial R y 1 ,y 3 ∈ R[y 2 ] satisfying R y 1 ,y 3 (y 2 2 ) = Q(y 1 , y 2 , y 3 ). In fact, if (y 1 , y 3 ) ∈ (R 2 ) * , then the line {(y 1 , λ, y 3 ) : λ ∈ R} intersects T if and only if R y 1 ,y 3 has a non-negative root y 2 . It is not hard to see (for example using Sturm's theorem [5] ) that, under the assumption y 3 = 0, the polynomial R y 1 ,y 3 has a non-negative root if and only if (y 1 , y 3 ) lies in the convex hull of the union of the singleton {(1, 0, 0)} with the ellipse y 2 1 + 5y 2 3 − 2y 1 y 3 + 2y 1 − 6y 3 + 1 = 0 ∧ y 2 = 0, the yellow curve in Figure 3 b) . Therefore, the points (y 1 , 0, 0) with |y 1 | > 1 are not central. These are the points which are removed from X * (R) in the statement of Thm. 1.2. The convex hull of the remainder of T is the joint numerical range W .
We discuss in passing the tangent hyperplane sections of X. For a general, regular point (y 0 : y 1 : y 2 : y 3 ) on X * , the dual hyperplane in P 3 defined by x 0 y 0 + x 1 y 1 + x 2 y 2 + x 3 y 3 = 0 intersects X in an irreducible but singular cubic. The hyperplane sections of the hypersurface X corresponding to points of the line of singular points of X * are special in the following way: The sections are reducible curves in P 2 that factor into a conic and a line, which is tangent to the conic at a real point. Not all of the points on this line are central points of X * . The central points of X * on this line are exactly those that we can perturb such that the dual hyperplane section of X deforms to a real cubic with a real singularity. The other points on this line can only be perturbed on X * to complex points, which means that the dual hyperplane section of X only deforms to complex singular hyperplane sections that are complex cubics with complex singularities.
To see this explicitly, we compute the restrictions of p to hyperplanes in P 3 defined by x 0 y 0 + x 1 y 1 = 0. Let us assume for simplicity for now that 
