The ability to detect aligned fractures using seismic anisotropy provides a valuable tool for exploiting hydrocarbon reservoirs better. Perhaps the most direct way of identifying anisotropy is by observing shear wave splitting. However, the interaction of shear waves with subsurface structure is often complicated. Although fractures in hydrocarbon reservoirs are usually subvertical, shear waves recorded on downhole receivers from microseismic events in or near the reservoir are not likely to have travelled vertically. As such, interpreting splitting measurements made on such waves is a non-trivial problem. Here we develop an approach to model the effects of subsurface structure on non-vertically propagating shear waves. Rock physics theory is used to model the effects of sedimentary fabrics as well as fractures, allowing us to use shear wave splitting measurements to invert for aligned fractures. We use synthetic examples to demonstrate how it is possible to assess in advance how well splitting measurements will image structures, and how this is highly dependent on the available range of ray coverage. Finally, we demonstrate the inversion technique on a passive seismic data set collected during hydraulic fracture stimulation. Despite an unfavourable source-receiver geometry, the strike of an aligned fracture set is accurately identified.
I N T RO D U C T I O N
Seismic anisotropy refers to the situation where the velocity of a seismic wave is dependent on its direction of propagation and/or polarization. Seismic anisotropy in sedimentary rocks can have many causes, which act at many length-scales. These mechanisms include mineral alignment (e.g. Valcke et al. 2006) , alignment of grain-scale fabrics (e.g. Hall et al. 2008) , which can be distorted by non-hydrostatic stresses (e.g. Zatsepin & Crampin 1997; Verdon et al. 2008) , larger scale sedimentary layering (e.g. Backus 1962) and the presence of aligned fracture sets (e.g. Hudson 1981) . In hydrocarbon settings, the most common anisotropic mechanisms are horizontally aligned consisting of a combination of sedimentary layering, grain-scale fabrics and mineral alignment. This creates a vertically transverse anisotropic system (VTI). A second source of anisotropy is often introduced with vertical alignment (horizontal transverse anisotropy, HTI) due to the presence of subvertical fracture sets. The combination of such mechanisms leads to anisotropic systems with orthorhombic or lower symmetry systems. The presence of fractures has a significant impact on permeability and alignment leads to anisotropic permeability. The detection of seismic anisotropy has the potential to image aligned fracture sets, and so can be a useful tool to help guide drilling and production strategies.
Shear wave splitting (SWS) is probably the least ambiguous indicator of seismic anisotropy. As a shear wave enters an anisotropic region it is split into two orthogonally polarized waves, one of which will travel faster than the other. The polarization of the fast wave (ψ), and the time-lag (δt) between the arrival of the fast and slow waves, characterizes the splitting along a ray path. The splitting along many ray paths characterizes the overall anisotropy symmetry system. Usually, δt is normalized by the path length to give the percentage difference in S-wave velocities, δV S .
In hydrocarbon settings, the shear waves used to measure SWS can come from two very different sources: the first being controlled source multicomponent reflection seismics, the second being microseismic events in and around the reservoir generated by stress changes and recorded on geophones located in boreholes. Seismic waves travel subvertically in reflection seismics. When interpreting the splitting in such situations, ψ is assumed to represent the orientation of a fracture set, with increasing δV S representing an increase in fracturing. However, this method of interpretation is limited in its validity to situations where the shear waves have propagated subvertically. This is rarely the case when measuring SWS from microseismic events recorded on downhole geophones. Interpretation of SWS then becomes far less intuitive.
From both rock physics theory and observation (see Crampin & Peacock 2008 , for a review) we know that ψ and δV S are highly dependent on the direction of ray propagation with respect to a fracture set. Additionally, other subsurface structures such as sedimentary fabrics can contribute to the overall anisotropy. We argue that any interpretation of SWS from non-vertically propagating shear waves must be guided by elastic models that consider the range of plausible anisotropy mechanisms in a reservoir setting.
In this paper, we outline an inversion approach that uses rock physics modelling to select the best-fitting fracture geometries and sedimentary fabrics to match SWS observations. We demonstrate our approach using a passive seismic data set collected during a hydraulic fracture stimulation. Previous attempts to invert splitting measurements include Horne & MacBeth (1994) , Teanby et al. (2004a) and Rial et al. (2005) . Synthetic tests can provide insight into any inversion technique. The chequerboard test used in seismic velocity tomography is probably the best example of this. Synthetic tests constrain what can and cannot be imaged given the real data available, and can highlight which parameters are the most significant. We develop synthetic examples for our inversion technique in order to test the sensitivity, and show that the success of a SWS inversion is highly dependent on the range of arrival azimuths and inclinations that are available. It is possible, using such techniques, to determine in advance which structures are detectable with SWS, and which are not. It is also possible to identify potential trade-offs between parameters than can affect the accuracy of such inversions. This will be useful not only in assessing the reliability of SWS interpretations, but also potentially in advance when selecting geophone locations for passive seismic monitoring in order to maximize what can be imaged using SWS.
M E T H O D

Model building using rock physics
In order to model SWS caused by fractures and sedimentary fabrics, we need to construct realistic rock physics models. As we wish to model SWS for waves travelling in any direction, we must have a model that computes the full 3 × 3 × 3 × 3 stiffness tensor C (or its inverse, compliance S = C −1 ). We use the additional compliance approach of Schoenberg & Sayers (1995) , where the compliance of the fractures, S, is added to the rock frame compliance, S r , to give the overall compliance,
The rock frame compliance can be anisotropic if horizontal layering is present. Based on previous estimates of sedimentary fabric anisotropy in siliciclastic rocks (Kendall et al. 2007) we consider the rock fabric to have VTI symmetry. For such a system, the frame compliance tensor (in contracted Voigt notation) is given by 
The additional compliance introduced by a set of vertical, aligned fractures in a VTI medium with normals parallel to the x 1 axis (n = [1, 0, 0]) is given by Grechka (2007) It is possible to calculate the fracture normal and tangential compliance as a function of fracture density, aspect ratio and fill by assuming an idealized fracture geometry (e.g. penny-shaped or elliptical). In this paper, we use the approach outlined by Hudson et al. (1996) to compute the normal and tangential compliances of a set of aligned penny shaped cracks set in an matrix containing equant pores. In this model the fracture compliance is frequency dependent. However, in order to simplify the model and reduce the number of free parameters in the inversion, we take the low frequency end-member for this model. This is equivalent to the Hudson (1981) 
, and (7)
where ξ is the non-dimensional fracture density. This assumption is appropriate both in that seismic waves generally have low frequencies, and because this enables us to focus on the key first order parameter, ξ , and removes the need to consider other parameters such as fracture aperture and rock permeability, to which SWS is less sensitive. There are a range of models in the literature for computing fracture compliances. The Hudson (1981) model is one of the simplest, yet it has been successfully applied in numerous cases, especially when treated as the low frequency endmember of the Hudson et al. (1996) model. Given the quality of data available, we feel that this is the most appropriate model to be used. The interested reader is directed towards Pointer et al. (2000) and Hall & Kendall (2000) for reviews and further discussions of the most commonly used fracture models available in the literature.
We now have a set of equations to compute the elastic stiffness of a rock containing a horizontal sedimentary fabric and vertical fractures. The key variables are fracture density, ξ , fracture strike, α (given in degrees from north), and the VTI fabric strength, given by γ and δ. Effectively, we derive an orthorhombic symmetry, and it is worth noting that a priori knowledge of the exact cause of the anisotropy is not required. For example, the VTI component could be caused by inclusions, minerals or microcracks, all of which can show a horizontal preferred alignment.
Inversion workflow
In order to find the best-fitting rock physics model, we perform a grid search over the free parameters (ξ , α, γ and δ), computing the elastic stiffness tensor in each case. Using ray theory the slowness surface, and hence the speeds and polarizations for propagation in any direction of all three body waves (P, fast and slow S), can be computed by solving the Christoffel equation,
where p i is the ith component of slowness, g l is the lth component of polarization and ρ is the rock density. A non-trivial solution for the polarization g l requires
where a ijkl is the elastic tensor normalized by ρ, n i is the wave normal, p i v n and v n is the nth phase velocity. We use the Christoffel equation to compute ψ and δV S for each arrival azimuth (θ) and inclination (φ) that is present in the observed data set. The modelled ψ and δV S values are compared with the observed values, and the rms misfit computed. The model that minimizes the rms misfit is selected as the most appropriate. Note that in all cases, ψ refers to the fast wave polarization in ray-frame coordinates, there is no rotation into geographical or other coordinate systems as is often done when interpreting SWS. We assume that in all cases splitting does occur, and that there are no nul results caused by coincidence of a symmetry axis with the initial S-wave polarization (e.g. Wustefeld 2007 ). We compute the misfit between ψ and between δV S separately, and normalize both by their minimum values, before summing them to give the overall misfit. Conceptually, there is no reason why this sum could not be weighted such that fitting either δV S or ψ was given priority in the inversion (for instance, if one was more accurately known than the other), however, we have no reason to treat them differently in this paper. Having computed the overall misfit, we compute the 90 per cent confidence interval using an F-test (see, for e.g. Silver & Chan 1991, in appendix) . The workflow for this process is outlined in Fig. 1 .
An assumption implicit in this approach is that all the rock mass through which the shear waves have travelled has similar physical properties. If there is significant spatial variation in the anisotropic system along a single or between different ray paths then this approach may breakdown. Tomographic techniques are being developed that invert for spatial variations in anisotropy (e.g. Abt & Fischer 2008; Wookey 2009 ). However these tend to run into underdetermination problems, where the number of free parameters available (the spatial distribution of each area with differing anisotropy, as well as the anisotropic parameters for each area) serve only to introduce trade-offs and non-uniqueness to the solutions. Where no significant variations are anticipated-as is often the case with reservoir microseismics-our approach has the advantage of ease of application and much reduced computational requirements [the tomographic approach of Wookey (2009) requires a cluster to perform the computations]. In practice, we anticipate that for real cases where significant spatial variation exists our approach would fail to find significant minima. This could be used as an indication that spatial variations are present, and that tomographic techniques are necessary.
S Y N T H E T I C T E S T I N G
Before applying this technique to a real data set we use synthetic examples to demonstrate and understand the inversion process better. The first step is the construction of an initial elastic model using the rock physics model outlined above. A range of plausible ray path arrival azimuths and inclinations are chosen. The splitting parameters ψ and δV S for each ray path are calculated using the Christoffel equation. We apply noise to the data by assuming a random error distribution between ±10
• for ψ and ±0.3 per cent for δV S , which are typical error ranges for real splitting data. This then represents the 'observed' data set, which we use to invert for the initial model parameters. The closeness between the initial parameters used to construct the elastic model and those found by the inversion will indicate the success of the inversion. Even where the initial parameters are recovered, we examine the misfit space to assess how well constrained the result is.
Sensitivity of δ and γ
Our first use of synthetic data is to test the sensitivity of the inversion to γ and δ. We anticipate that this will be highly dependent on the range of ray path inclinations. We perform three inversions, with subhorizontal (0-30
• ), subvertical (60-90 • ) and oblique (30-60 • ) arrivals. In each case there is a full range of arrival azimuths from 0
• to 180
• , and the initial elastic model has γ = 0.04, δ = 0.1, ξ = 0.04 and α = 120
• . In Figs 2-4, we plot the rms misfit contours as a function of γ , δ and α, at the best-fitting value of ξ . The rms misfit is normalized such that a misfit of 1 represents the 90 per cent confidence interval. The initial and best-fitting models are marked. First we consider the case with subhorizontal arrivals (Fig. 2) . Fracture strike and γ are well constrained. However, from the elongation of the misfit contours along the δ axis, we infer that this parameter is not as well constrained, and therefore is not having an influence on the inversion. This is because splitting of subhorizontal shear waves is not significantly affected by the size of δ. For the case with subvertical arrivals (Fig. 3) , there is a trade-off in the inversion between δ and γ , meaning that neither is well constrained. For the case with obliquely arriving waves (Fig. 4) there is still some tradeoff between γ and δ, though both are better constrained than with the subvertical arrivals. In all the examples the fracture strike and density are both well imaged.
From these inversions we infer that when the arrivals are subhorizontal γ is significant whilst δ can be neglected, whilst for subvertical arrivals neither can be imaged accurately. However, at oblique angles both γ and δ may be imaged.
Sensitivity with the available data
In the subsequent section, we will analyse SWS data from a real data set. It will be therefore be useful to assess what to expect from the range of θ and φ available using synthetic examples. As can be seen in Fig. 5(b) , the data is limited to subhorizontal arrivals with a 70
• range in azimuth. Given such a limited range of arrivals, can we expect to image fractures, and if so, to identify their strike and density? Note that as we are dealing with subhorizontal arrivals, . Inversion results for the third synthetic example, with oblique arrivals, in the same format as Fig. 2 . The initial elastic model is still the same. There is still some trade-off between γ and δ, but both are better constrained than in Fig. 3 .
variation in δ does not significantly affect the inversion. Hence for the following examples we do not plot δ, but plot the misfit as a function of γ , α and ξ at the best-fitting value of δ. The first model we consider has no fractures, only a VTI fabric with γ = 0.04.
The results are shown in Fig. 5 ; the inversion accurately identifies the lack of fractures and determines γ satisfactorily. We contrast this with a model containing fractures striking at α = 120
• with a density of ξ = 0.08. In this case, the waves propagate in directions close to the fracture normals. The results are shown in Fig. 6 . The inversion accurately identifies the fracture strike and VTI fabric strength. Fracture density is constrained to some extent, but not as accurately as for the other parameters. The limitation that for this geometry of ray paths and fractures it is difficult to constrain fracture density should be remembered when we come to look at the real data set. To further test how well imaged the fracture strike is for this geometry, we construct a final synthetic test, with the same range of arrivals, but fractures now striking at 90
• which is 30
• away from the strike used in the previous model. The results, in Fig. 6 , show that the differences in fracture strike between this and Fig. 5 have been correctly identified. Furthermore, the uncertainty in ξ appears to have been reduced compared to Fig. 6 . We suggest that this is because the waves have travelled at a more oblique angle to the fractures, and so are affected by them more significantly.
This section does not intend to cover every possible sourcereceiver geometry, these will obviously be specific to the problem being investigated. However, we have outlined how synthetic modelling can guide the interpretation of SWS results, and highlight what real data is likely to identify, and what it cannot. For instance, from Fig. 6 we anticipate that our data set will be able to constrain fracture strike but not the fracture density. Furthermore, synthetic modelling can highlight ways to improve the effectiveness of the inversion. For instance, from Fig. 7 we suggest that had the geophones been placed such that the shear waves had travelled closer to the fracture strike (if only by a 30
• difference) then it would be much easier to image the fracture density. This capacity may be of use to field engineers when selecting sites to place geophones.
A P P L I C AT I O N T O A PA S S I V E S E I S M I C DATA S E T
Field description
In order to demonstrate this approach with real data, we consider a typical passive seismic monitoring data set from a hydraulic fracture stimulation. A water-based gel was used as the injected fluid, and the fracture development was monitored on an array of 12 3-C geophones located in a vertical well a short distance from the injection well. 65 reliable events were located using P-wave hodograms and P-S traveltime differences following the method outlined in Zimmer et al. (2007) . The dominant frequencies of the recorded energy ranged from 100 to 150 Hz. The locations of the events (with 95 per cent confidence limits) are plotted in Fig. 8 , and they are seen to map the formation of fractures extending to the NW and SE of the injector at ∼120
• . The source-receiver ray paths are predominately subhorizontal, and do not travel outside the reservoir rocks. Therefore, we do not anticipate significant variations in anisotropy along or between ray paths.
The SWS parameters, ψ and δV S , were measured for each shear wave arrival at each receiver using the semi-automated covariance matrix minimization approach of Teanby et al. (2004b) . Of the 780 potential splitting measurements (65 events × 12 receivers) 45 were deemed to be of the top class following the quality control steps outlined by Teanby et al. (2004b) . This is a typical success rate for a microseismic data set (e.g. Teanby et al. 2004a) . A horizontal projection of the splitting measurements is plotted in Fig. 9 showing ψ and δV S as a function of arrival θ and φ. This is the data set that we invert for fracture properties. 
Results
The results of the inversion for this data set are plotted in Fig. 10 . We note that as anticipated from the inversions with synthetic data, the fracture strike and VTI fabric are well imaged (with α = 120
• ± 12
• and γ = 0.040 ± 0.005) whilst the fracture density is not well constrained. As an independent measure of fracture strike, the event locations suggest the formation of fractures trending at approximately 120
• from the injection well. The match between fracture strike estimated from event locations and independently from SWS indicates the success of the inversion. We do not have an independent estimate for γ , however the value obtained is well within the reasonable bounds for sedimentary rocks in hydrocarbon settings (γ ≈ 0-0.2 for sandstones, Thomsen 1986 ). We plot the splitting predicted by the best-fitting model in Fig. 9 , and we note a good match between our model and the observed splitting.
D I S C U S S I O N
When interpreting SWS caused by fractures, it is commonly assumed that the fast direction rotated into geographical coordinates corresponds to the strike of the major fracture set and/or the maximum horizontal principal stress orientation, and that an increase in δV S corresponds to an increase in fracture density. However, in reality, this may be an oversimplification. The presence of fractures, sedimentary layering and other structures all combine to give the overall elasticity of a rock. The respective contributions must all be understood before SWS can be interpreted with confidence. For instance, in this data set the maximum splitting is observed when waves travel normal to the fractures, that is, in a direction where the waves would not be split by the fractures. The effect of the fractures is to cancel the anisotropy caused by the VTI fabric, and it is notable that for certain directions of shear wave propagation models with lower fracture densities predict higher δV S than models with a high fracture density. This highlights the need to consider all the potential contributions to anisotropy when interpreting SWS. It also demonstrates how detailed modelling can be used to infer fracture properties despite an unfavourable source-receiver geometry.
As mentioned above, we invert for an orthorhombic symmetry assuming a single set of vertical fractures and a VTI fabric, and the model we use to estimate the fracture compliance is quite simple. These assumptions were made in order to reduce the number of free parameters and therefore simplify the inversion, while being appropriate for the reservoir analysed. They are not necessary conditions. We could certainly conceive of situations where additional fracture sets, dipping fractures or dipping sedimentary structures, or more complex fracture models, might be preferred, particularly if there were a priori evidence to suggest their existence in a reservoir. This would increase the number of free parameters and therefore increase the complexity (and computational requirements) of the inversion. However, this may be appropriate under certain circumstances.
C O N C L U S I O N S
We have outlined a method for inverting for fracture and sedimentary fabric properties using shear wave splitting measured on seismic waves recorded from microseismic events. Interpreting such shear wave splitting measurements, which will have a range of arrival angles, is non-trivial. We use rock physics theory to model the elastic anisotropy of likely subsurface structure, allowing us to predict the SWS of a wave propagating in any direction. This allows us to find the best-fitting model that matches SWS observations.
We generate synthetic data to test the inversion approach, finding that the success of the inversion is highly sensitive to the ray coverage, as well as the orientation of the ray coverage with respect to subsurface structures, in a manner that is often non-intuitive. This synthetic approach allows us to identify in advance the likelihood that SWS measurements with a certain ray coverage will allow us to constrain the structure, and could potentially be used as a guide in deciding the optimum receiver geometry if SWS is to be used as an effective tool. We have demonstrated this technique on a passive seismic data set from a hydraulic fracture stimulation. The inversion results for the fracture strike agree with independent estimates from event locations, whilst, as anticipated from synthetic modelling, we were not able to constrain the fracture density accurately.
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