We compare paths constructed on protein residue networks via a Euclidean Distance Search (EDS) to paths found using the commonly used Breadth First Search (BFS) method in terms of their ability to capture allosteric communication within proteins. We find that EDS paths are more stable and have better communication propensity than BFS paths. Further, EDS paths outperformed BFS paths at capturing key features of allosteric communication in a type III receptor tyrosine kinase (KIT), and at identifying protein sequence segments where known mutational hotspots are found. These findings suggest that EDS paths are more plausible discrete models of intra-protein communication pathways than BFS paths.
The key allosteric characteristics of KIT that we will be examining are based on the study by Laine et al. [2] . In that study, allosteric communication in the cytoplasmic region of KIT (PDB: 1T45, chain A, residues 547…694, 753…935) was derived from MD simulations and represented as a network of independent dynamic segments (IDSs) connected by communication pathways (CPs) . IDSs and CPs are described in more detail in section 2. This network representation was sensitive enough to detect differences between KIT in its wild-type (WT) form which is inactive or auto-inhibited, and the active form of KIT induced by an oncogenic point mutation, D816V (aspartate at position 816 is replaced with valine). In WT, at least one CP connects the juxtamembrane region (JMR, residues 547…581) to the spatially distant activation loop region (A-loop, residues 810…835) via the catalytic-loop (residues 790…797). This CP disappears when WT is activated by D816V, which triggers structural reorganization of the JMR and A-loop regions, and decreases communication between the N-and C-lobes of the protein kinase domain (PTK) of KIT. This change in communication pattern reflects the repositioning of the JMR in relation to the PTK. The JMR is more detached from the PTK when KIT is active. Communication between JMR and A-loop via the catalytic-loop is restored with a second point mutation, D792E (aspartate at position 792 is replaced with glutamate), which reestablishes a bond that Laine et al. proposes is key to the inter-conversion of KIT between its active and inactive states: the H(hydrogen)-bond between residues Y823 and D792.
We find that EDS did a better job than BFS at capturing key characteristics of KIT's allosteric communication. We attribute EDS's better performance to its path construction being more sensitive to shifts in the position of residues. In particular, EDS shows a clear advantage over BFS in the recovery of known mutational hotspots. We hope that the positive results reported here will inspire others to consider local search when studying protein structure networks, and to design new approaches to analyze proteins on a large scale in a high-throughput manner.
Method and Materials

Protein Residue Network (PRN)
A PRN is constructed from the coordinates obtained from PDB (rcsb.org) or the snapshots of a MD run. A PRN is a simple undirected connected graph G = (V, E). Each element in the set of nodes V represents an amino acid molecule (residue) in a protein sequence. Let the number of nodes |V| = N. Nodes are labeled by the residue id (rid) given in the coordinates file (so that gaps in node labels correspond in size to gaps in sequence locations).
Our PRN construction is based on the method in [15] which highlights the role protein side-chain atoms play in identifying well-formed protein structures as opposed to a pure Cα-Cα construction where only the protein backbone is taken into account. Two nodes u and v are linked if and only if |u -v| > 1, and their interaction strength uv I is above a threshold. where n uv is the number of distinct pairs (i, j) such that i is an atom of residue u, j is an atom of residue v, and the Euclidean distance between atoms i and j is within a cutoff distance. R u and R v are extracted from a table of normalization values by residue type (Table 1 in [16] ). When computing uv I to demonstrate the role side-chains play in specifying protein structure, only side-chain atoms were used in [15] . However, when constructing a classifier to distinguish native from decoy protein folds, hydrogen bonds from the main-chain were included. In contrast to [15] , we use both the side-chain and the protein backbone atoms of an amino acid. Our cutoff distance is 7.5 Å and uv I ≥ 5.0. Values for these parameters were set through trial and error with the goal of creating PRNs that are singly connected without being unnecessarily dense. As in [15] , the covalent bonds between amino acids or peptide bonds are ignored. This is appropriate since validation of our model relies heavily on results from ref. [2] where peptide bonds are also ignored.
When necessary to distinguish PRNs by source, let PRN0 be the PRN that is constructed from the protein's PDB file as opposed to a MD snapshot. The set of links E is partitioned into short-range (SE) and long-range (LE) links. A link (u, v) is long-range if and only if |u -v| > 10, and short-range otherwise [12] .
The Euclidean Directed Search (EDS) algorithm and shortcut edges
At each step of a search, EDS surveys the proximity to target of the current node's direct neighbors in a PRN, and moves to a node x not yet on the path and that is closest (Euclidean distance) amongst all nodes surveyed so far to the target node. It is possible that x is not adjacent to the current node. In this case, EDS retraces its steps (backtrack) until x becomes reachable. Pseudo-code for the EDS algorithm appears in Appendix A. An edge (u, v) is a shortcut if and only if
is a positive integer denoting the order EDS visits nodes in a path T for the first time. Fig. 1 gives an example of an EDS path with their node visit order labeled. Shortcut edges are marked in red in Fig. 5 (right) . The shortcut edges are dominated by short-range links (Fig. 5 left) , in accordance to previous observation on other PRNs [8] . We ran BFS and EDS for all node pairs (u, v) where u ≠ v. The number of paths is then N(N-1). Short-range paths (SP) are paths connecting source and target node-pairs within (≤) 10 residues apart on the protein sequence. Paths that are not short-range are long-range paths (LP).
Communication pathways (CP)
A communication pathway (CP) is composed of a chain of residues non-covalently bonded (hence the condition |u -v| > 1 when constructing a PRN), such that each link in the chain is stable, and the commute time between any pair of residues in the chain is small [2] . A link is stable if it has high occupancy, i.e. is present in a large fraction (above a threshold e.g. ≥ 50%) of the protein's native ensemble (conformations generated in a MD simulation of the protein's native dynamics). The commute time between a pair of residues (i, j) is the (population) variance of the Euclidean distance between (i, j) in the protein's native ensemble. A larger variance increases commute time and decreases communication propensity between a residue pair. Euclidean distance is calculated between the carbon-alpha (Cα) atoms of a residue pair.
There is a major difference between CPs and both EDS and BFS paths. CPs are akin to a constrained diffusion process from a source node (paths or chains linking residues are extended out from a node until there are no more links with acceptable stability and commute time), than to an unconstrained targeted search for a node. Further, there may be no CPs extending out from some residues, but all pairs of nodes are connected by EDS and BFS paths.
However our aim here is not to construct CPs but to evaluate EDS and BFS paths in terms of their stability and communication propensity. Thus we need a way to quantify stability and commute time for a path. Let sb(e) be stability of a link e, i.e. fraction of time it is present in a sequence of MD snapshots. Assuming links of a PRN are independent of each other (this is not entirely true because of geometric PRN edges are undirected, but the edges are oriented in the diagram in the direction they are traversed by EDS in the respective paths. Unoriented (dashed) edges are not traversed, but exist and play a role in determining whether an edge is a shortcut. Shortcut edges are marked in red. Bidirectional edges are backtrack edges. The real number besides each node is the node's Euclidean distance to the target node. The italicized integer besides each node x is the node's first visit order, Path commute time is the average commute time between all pairs of nodes on the path. A path of length λ has λ(λ+1)/2 node pairs; some of the node pairs on an EDS path with backtrack may not be distinct from each other, and commute time between a node and itself is zero. When MD simulation data is not available, we use estimated path commute time, which for a path p is the average Euclidean distance between all pairs of nodes on p. Estimated path commute time is based on the Euclidean distance of residue pairs in a static protein structure, whereas path commute time is based on the commute time of residue pairs calculated from an MD simulation.
Independent dynamic segments (IDS)
An independent dynamic segment is a cluster of residues whose atomic fluctuations are correlated with each other, but whose dynamical behavior is independent from other IDSs [2] . Residues of the 10 IDS for the wild type (WT) KIT are extracted from Table S1 of [2] and reproduced in Table 1 . The WT IDSs are marked on the 1T45 molecule in Fig 2 (left) . There is a loop component to all the IDSs which gives them the flexibility to have their own independent dynamics. WT IDS residues involve 18.87% of its 159 alpha-residues, 12.73% of its 55 beta-residues and 54.70% of its 117 loop-residues. 
Hub residues
Hub residues are residues that lay on many communication pathways [2] . These hub residues are either evolutionarily conserved or have been observed to participate in the regulation of other receptor tyrosine kinases and cytoplasmic kinases. The 71 hub residues identified in [2] for WT are: 649…655 (C-loop-2), 764…785 (E-helix), 790…797 (catalytic-loop), 804…808 (β-strand B8), 835…843 (P+1 loop), 850…865 (F-helix), and 678, 798, 799, 800, 858, and 862 (catalytic spine). These residues are marked in red in Fig.  3 (left).
Mutational hotspots
Apart from D816, several other point mutations have been documented to trigger irregular state change in KIT. These mutational hotspots include V560, V654, T670, D820, N822 and A829 [2] . The yellow colored sticks in Fig. 3 (right) mark the positions of these seven mutational hotspot residues. Table 1 are colored differently on the cartoon of 1T45 and labeled accordingly. S1, S2 and S3 are in the JMR, and S8 is in the A-loop region. Right: A cartoon of 1T45 with the JMR colored orange, the N-lobe (582…684) blue, the C-lobe (762…935) green, and the pseudo-KID (685…694, 753…761) violet. S4, S5 and S6 are located in the N-lobe, while S8, S9 and S10 are in the C-lobe. The 71 hub residues identified in [2] are in red on a cartoon of 1T45. Right: The seven mutational hotspots referenced in [2] are shown as yellow sticks on a ribbon representation of 1T45.
The 1T45 (WT) PRN
The 1T45 PRN has 331 nodes and 2314 edges, of which 573 are shortcut edges. Three very stable Hbonds were identified in [2] as playing a key role in the communication between the JMR and A-loop regions of inactive KIT: Y823-D79, D792-H790, and H790-N797. The occupancy rates for these three Hbonds in the MD simulations of WT were 95%, 95%, and 93% respectively [2] . These three residue pairs are linked in the 1T45 PRN, and their Cα to Cα Euclidean distances are 10.31720, 5.57263 and 9.79231 respectively (units in Angstrom Å).
Using a large distance cut-off value can be problematic for pure Cα-Cα residue interaction networks (RINs) as structural variations may be smeared away. A pair of amino acids (nodes) in a RIN is connected by an edge if the Euclidean distance between their Cα atoms is within a certain user specified threshold range. Our method of PRN construction is less susceptible to this problem as PRNs are weaker expander graphs (and therefore more modular) than RINs [8] . Fig. 4 illustrates this point on the 1T45 PRN and two RINs: one with 10.3172 Å as the distance cutoff, and another with 15.5677 Å. The RINs have many more edges that cross large cavities on the molecular surface.
In the 1T45 PRN, edges between residues of the same (WT) IDS are short-range (SE) (left triangle of Fig. 5-left) . Compared to the connectivity of all 1T45 PRN nodes, WT IDS nodes have significantly smaller degree (9.74 on average), and a significantly larger fraction of their links (67% on average) are SE ( Table 2 ). Compared to all 1T45 PRN nodes, the hub residues (section 2.5) have significantly larger node degree (18.01 on average), and a significantly larger fraction of their links (56% on average) are long-range (LE) ( Table 2) . 
Results and Discussion
Path stability and path commute time
We evaluated path stability and path commute time of EDS and BFS paths on PRNs of 12 randomly selected proteins (Table 4 ) whose native dynamics (298K) is available in the Dynameomics database [18, 19] . A PRN0 was constructed for the chain of each protein within the residue range simulated in Dynameomics. Except for 2EZN (Model 1) where the entire MD simulation was used, stability and commute times of links were computed using the first x of the y available MD native dynamics snapshots.
(This is due to data download constraints. We experimented with fewer snapshots for 2EZN and could arrive at the same general conclusion; nonetheless using the whole native ensemble is preferable.) With these link stability and link commute time information, path stability and path commute time were calculated for the set of all EDS and BFS paths of each protein's PRN0. We are mainly interested in longrange paths (LP) with more than one edge. Over all paths of length greater than one, EDS paths are significantly more stable and have significantly smaller commute times (better communication propensity) than BFS paths. This conclusion also holds when the analysis is broken down by path type (Fig. 6 & Table 4 ). Both short-and long-range EDS paths are significantly more stable and have significantly better communication propensity than BFS paths of the same type. The short-range paths of both BFS and EDS exhibit significantly better stability JMR A-loop and significantly higher communication propensity than their respective long-range paths. These findings support the notion that EDS paths are more plausible intra-protein communication pathways than BFS paths. This result follows from the link usage pattern observed in [8] , coupled with the differences in stability and commute times of links of different types. Compared with BFS paths, EDS paths have a significantly weaker propensity to use long-range links (LE) than short-range links (SE) [8] , and SE are significantly more stable and have smaller commute time than LE (Table 4) . A pair of residues with small commute time means the Euclidean distance between their pair of Cα atoms has not varied much over time (the MD native dynamics snapshots). It stands to reason that if a link exists between such a pair, the link is expected to be highly stable. Table 4 also shows that shortcut edges (SC), which are enriched with short-ranged links [8] , are significantly more stable and have smaller commute time than non-shortcut edges (NSC). SCs are more central than NSCs; they are traversed by significantly more EDS paths on average than NSCs [8] . 
Compressibility of paths
As a preliminary investigation to access the feasibility of using EDS or BFS paths to detect IDSs, we analyze the compressibility of three types of paths on the WT PRN: EDS, BFS and paths generated by a random walk (RW). A RW moves to a direct neighbor node of the current node, selected uniformly at random, until the target node is found. Random walks on a network that has modular structure spend more time wandering amongst nodes of a module than traversing between modules. This is the common principle exploited by flow-based clustering algorithms [20, 21] . It is expected then that if each module in a network were labeled uniquely but nodes of the same module were labeled identically, and a path p is a sequence of node labels in the order the nodes are visited by p, paths which follow the modular contours of a network more faithfully would be more compressible. A path represented as a string of symbols is compressible if it has a sub-string of length greater than one that is comprised of identical symbols. Let nodes(p) be the number of nodes in path p. The compression ratio for a path is cr(p) = [nodes(p) -nodes(cp)] / nodes(p) when nodes(cp) > 1 and cr(p) = 1 when nodes(cp) = 1. Larger cr values imply greater compression. cr = 0 when there is no compression, and a path with maximum compression (cr = 1) stays within a single module.
To compute cr for all paths on the WT PRN, we first assigned each of the 10 WT IDS with a unique identifier such that the set of IDS identifiers are distinct from the set of node labels of the WT PRN. We then replaced the node labels with their respective IDS identifiers when possible, and analyzed the cr values by path range. The WT PRN has 1151 short-range paths (SP) and 15999 long-range paths (LP).
The distribution of cr values is not normal and highly skewed (Fig. 7) . The RW paths are significantly more compressible than both the EDS and BFS paths, and this difference holds when paths are examined by range. The EDS paths are significantly more compressible than the BFS paths, and this result holds when SPs and LPs are examined separately. We conclude that EDS paths follow the modular contours of the WT PRN more so than BFS paths.
For both EDS and BFS paths, SPs are significantly more compressible than LPs. The distribution of SP cr values for both EDS and BFS skew to the left (many more short-range paths have large cr), while the distribution of LP cr values skew to the right (many more long-range paths have small cr). In contrast, the distribution of SP and LP cr values for RW both skew to the right, and RW LP are significantly more compressible than RW SP (Fig. 7) . 
Locating independent dynamic segments (IDS)
The task is to produce clusters that match the WT IDSs as closely as possible. Ideally, all members of a generated cluster would belong to the same IDS, and all members of an IDS would be found within the same generated cluster. The clusters are generated with MCL [21] , which is a freely available (micans.org/mcl) flow-based clustering algorithm that has found application in bioinformatics, e.g. [22, 23] . Our input to MCL is in ABC-format which means a triple (u, v, w) per line where u and v is a node pair and w is the strength of their similarity. MCL works better with undirected relationships, and so in cases where there is a directed relationship, e.g. edge usage depends on direction the edge is traversed, we tested with the sum and the maximum of the scores in both directions. We experimented with 24 similarity scores ( Table 5 ). The main MCL tuning parameter is I (inflation), which influences the number of clusters produced. We set I at 1.4, 1.6, 1.8, 2.0 and 2.2 for each similarity score tested.
Each set of clusters produced by MCL is evaluated with the methodology in [23] which uses the notion of Accuracy and Separation. Better cluster prediction is associated with larger values for both Accuracy and Separation, and the maximum is 1.0 for both. PPV Sn Accuracy × = , and it measures how well the IDSs are covered by their respective best-matching cluster, and conversely how well the clusters overlap their respective best-matching IDS. Let Z be the total number of residues or nodes over all IDSs, n be the number of IDSs, m be the number of MCL clusters that overlap at least one IDS, and T be a n x m table where entry T ij is the number of nodes in IDS i and MCL cluster j. Table 5 Similarity scores used as input to the MCL clustering algorithm. Name Description edge All PRN edges (u, v) with equal weight of 1. wedge All PRN edges weighted with 1 for non-shortcut edge and with 2 for shortcut edge. sele All PRN edges weighted with 1 for long-range edge and with 2 for short-range edge. scut All shortcut edges only, with equal weight of 1. euc_dist All PRN edges weighted by the Euclidean distance between an edge's endpoints. interact All node pairs with interaction strength I uv > 0. X_max PRN edges weighted by maximum usage of an edge by X, i.e. weight of (u, v) is the maximum of X's usage of (u, v) and X's usage of (v, u) . X is either RW, EDS or BFS, and all three options are used. X_sum PRN edges weighted by total usage of an edge by X, i.e. weight of (u, v) is the sum of X's usage of (u, v) and X's usage of (v, u). X is either RW, EDS or BFS, and all three options are used. sX_max Same as X_max except only short-range paths are considered. sX_sum Same as X_sum except only short-range paths are considered. lX_max Same as X_max except only long-range paths are considered. lX_sum Same as X_sum except only long-range paths are considered.
The cluster evaluation results are reported in Fig. 8 where comparisons are made with the best result (maximum Accuracy × Separation) for a similarity score. The best two outcomes are yielded by seds_max and sbfs_max, both with I at 1.6. seds_max with I = 1.6, yielded the maximum Accuracy x Separation score of 0.8247. In general, clusters generated with RW similarity scores outperform the clusters produced with EDS similarity scores, and the EDS clusters in turn outperform the BFS clusters. Except for RW, clusters generated using only short-range paths (seds_ and sbfs_) outperform clusters generated using only long-range or all paths. These clustering results concur with the significant differences in cr values reported in Fig. 7 , and there is a strong and positive correlation (0.8830) between cr values and the best results for clusters produced with path information. For each MCL cluster, the bar chart plots the number of residues that do not belong to any IDS (non-ids), and the number of residues for each IDS that overlaps the cluster. The x-axis is labeled with the IDSs found in a cluster. Several MCL clusters are not associated with any IDS. This is expected since IDS residues cover only about a third (101/331) of the WT PRN nodes. Fig. 9 takes a closer look at these two best sets of MCL clusters. seds_max (I=1.6) has only one cluster with more than one IDS but four IDSs (S3, S4, S6 and S9) that overlap more than one cluster each. In contrast, sbfs_max (I=1.6) has three clusters with more than one IDS, and only one IDS (S6) spread over more than one cluster. sbfs_max (I=1.6) is ranked lower than seds_max (I=1.6) mainly because it has a smaller Accuracy value due mainly to S2 and S3, which are about the same size, occupying the same cluster. The third best outcome was produced by wedge with I also at 1.6. The wedge similarity score weights shortcut edges at 2 and non-shortcut edges at 1. The sele similarity score weights short-range edges at 2 and long-range edges at 1 (Table 5 ). Shortcut edges are predominantly short-range links [8] ( Fig. 5-left) . That wedge outperforms sele supports the notion that shortcut edges identified by the EDS algorithm are a distinct and pertinent subset of PRN edges.
Communication between WT IDSs
IDSs correspond to well known functional regions distributed throughout KIT [2] . In particular, IDSs S1, S2 and S3 reside within the JMR (547…581) and IDS S8 resides within the A-loop region (810…835). In the inactive form, these two regions interact allosterically. Our task here is to examine how well these two regions are connected by EDS and BFS paths.
We do this by first constructing a weighted complete graph comprised of all pairs of IDSs. A pair of IDSs is linked in this graph if a path runs through them. A path may connect one or more IDS pairs, or none at all. It is easier to work with the compressed paths described previously (section 3.2). A compressed path cp connects an IDS pair (y, x) if both x and y appear in cp. The weight of the link between x and y is the number of such cp compressed paths, normalized so that weights of a graph sum to 1.0. The weight of a link in an IDS interaction network quantifies the communication strength between an IDS node pair, with heavier weights indicating stronger communication. Note that only 5/45 of the IDS pairs are directly connected to each other by a link between their residues, and there are only 32 such links. Fig. 10 (top) shows the weights for all links in the three inter-IDS communication networks. Weights in the RW network is fairly uniform, as expected from an unbiased random walk. However, both the EDS and the BFS networks show some strong biases, with heavier weights for links between IDS-pairs S1-S5, S1-S6, S4-S6, S5-S6, and S8-S9. The more intense communication between the last three IDS pairs may be reflecting their co-location within the same lobe, i.e. S4, S5, and S6 are located within the N-lobe, while IDSs S8 and S9 reside in the C-lobe (Fig. 2 right) . But more to the point of this section, the weight assigned to IDS-pair 1-8 by EDS is 2.6 times stronger than that assigned by BFS (whose weight is almost the same as RW's), and no other IDS-pair displays such a large weight difference (Fig. 10-bottom) . From this, we conclude that the JMR and A-loop regions of inactive KIT are better connected by EDS paths than BFS paths.
Communication between JMR and A-loop
Allosteric communication between the JMR and A-loop via the catalytic-loop plays an important role in maintaining the stability of inactive KIT [2] . At least one CP originating from the A-loop of WT reached the JMR via the catalytic-loop. We call a path that traverses such a route a JCA or ACJ path. JCA paths are EDS or BFS paths that visit the JMR, catalytic-loop and A-loop regions exclusively and in order. ACJ paths are EDS or BFS paths that visit the JMR, catalytic-loop and A-loop regions exclusively and in reverse order. Let j x be a residue in the JMR, c x be a catalytic-loop residue, a x be a residue in the A-loop region and 1 ≤ p < q < k, then a JCA path has the form 〈j 1 ,…, j p , c p+1 ,…,c q , a q+1 ,…,a k 〉 while a ACJ path takes the form 〈a 1 ,…, a p , c p+1 ,…,c q , j q+1 ,…,j k 〉. EDS made many more JCA or ACJ paths than BFS and although the EDS JCA or ACJ paths were on average significantly longer than the BFS JCA or ACJ paths in terms of graph distance (number of edges in a path), the EDS JCA or ACJ paths have better communication propensity (significantly smaller estimated path commute times) than the BFS JCA or ACJ paths (Table 6 ). Hence, communication between JMR and A-loop via the catalytic-loop in WT is stronger with EDS than with BFS paths.. 
Identifying hub residues
The task is to identify the 71 hub residues (section 2.5) using information generated by EDS and BFS on the 1T45 PRN. A number of complex network approaches have been proposed to identify key residues (for different purposes) in a network of interacting protein residues. These approaches typically employ some notion of network centrality either by degree, number of paths (betweenness) or graph distance (closeness) [5, 6] . We tried several of these centrality measures and found closeness based on estimated path commute time (section 2.3) gave the best outcome. Hub residues display fast commute times [2] . Hence it is reasonable, by definition of commute time, that closeness based on Euclidean distance works best to identify the hub residues.
Closeness for a node x is the total estimated path commute time from x to all other nodes in the network. Nodes with small closeness values are on average nearer to all other nodes in the network than nodes with large closeness values. Closeness was computed with both EDS and BFS paths. For both measures, residues located in the same lobe were closer to each other. N-lobe residues are significantly closer to other N-lobe residues than to C-lobe residues, and C-lobe residues are significantly closer to other C-lobe residues than to N-lobe residues (Fig. 11) . 575  600  625  650  675  700  725  750  775  800  825  850  875  900  925  950 Residue number Closeness to C-lobe residues. Fig. 11 WT residues in the same lobe are closer to each other than to residues in the other lobe. The gap in the middle (residues 695…752) covers the KID (Kinase Insert Domain), which is excluded for crystallization [14] .
EDS BFS
To recover the hub residues, the nodes were sorted in non-decreasing order of their closeness values (to both lobes). Nodes with smaller closeness values are enriched with hub residues. It is possible to recover at least 60% of the 71 hubs residues at the cost of 26 false positives (10% of 260) with both EDS and BFS closeness values (Fig. 12) . Full recovery is slightly quicker with EDS closeness (61.15% FPR) than with BFS closeness (66.92%). The catalytic-loop plays an important role in channeling communication between the JMR and A-loop regions [2] . The eight hub residues in the catalytic-loop (790…797) were the easiest to recover. They are amongst the top 13 residues with the smallest EDS closeness value, and are amongst the top 18 with the smallest BFS closeness value.
Closeness based on EDS paths performed as well as closeness based on BFS paths (Fig. 12 ). This result is not unexpected as a strong positive correlation between EDS and BFS betweenness centrality was reported in [8] . Both EDS and BFS closeness outperformed RW closeness convincingly (Fig. 12) . Using closeness based only on short-range paths to recover hub residues is not a good strategy as evidenced by the poor performance of both eds_sp and bfs_sp in Fig. 12 . This is expected since hub residues lay on the intersection of many communication pathways, and CPs serve as channels for longrange communication. In contrast, IDS residues originate few or no CPs at all [2] . Compared with all nodes, WT IDS residues have significantly larger closeness values, while hub residues have significantly smaller closeness values (Fig. 12 right) . 
Identifying mutational hotspots
D816 is a mutational hotspot but not one of the 71 hub residues. Nor is it a hub in the conventional sense, i.e. its node degree is only 11 and 7/11 of its links are SE. In the WT PRN, node 816 ranks 98 by EDS closeness, and 115 by BFS closeness. (A node with a smaller closeness value has a smaller/higher closeness rank.) Of the seven mutational hotspots listed in section 2.6, only one (V654) is a hub residue. This suggests that a strategy different from both closeness based on estimated path commute time and node degree is needed for recovering or predicting mutational hotspots. We noticed from our attempts to recover hub residues in section 3.6 that residues located next to a mutational hotspot in the KIT protein sequence tend to occupy highly central positions, i.e. have large node betweenness. Nodes that are traversed by many EDS or BFS paths have larger betweenness values. Therefore instead of trying to recover the seven mutational hotspots directly, we extended the target set to seven triples. Each triple comprises the hotspot residue and its immediate neighbors on the protein sequence. Our extended target set of residues is {(559, 560, 561), (653, 654, 655), (669, 670, 671), (815, 816, 817), (819, 820, 821), (821, 822, 823), (828, 829, 830)}. We need only recover one member from each triple to achieve 100% recovery.
Using this strategy of an extended target set and sorting the nodes in non-ascending order of their betweenness values, full recovery was possible with a False Positive Rate (FPR) of 26.54% (incurring the cost of 86 false positives). This best performance is yielded by EDS betweenness calculated using shortrange paths only (eds_sp in Fig. 13) . However, full recovery may not be necessary and the complete set of mutational hotspots may not be known a priori. At smaller FPRs, eds_sp also yielded the best performance. Small FPRs are preferably per se, but more so for this problem since there are potentially three tests associated with each candidate residue: the residue itself and its two sequence neighbors. This is where heuristics based on amino-acid chemistry and domain expertise can help further in silico winnowing of the candidates.
There are also qualitative differences in the order in which the mutational hotspot residues are recovered. The target residues and their respective ranks are listed in Table 7 . Residues that neighbor 816 to its immediate left and right on the protein sequence (815 and 817) are easier to recover when all paths are used to compute node betweenness, i.e. eds and bfs columns in Table 7 . We also note that 791, the left sequence neighbor of residue 792, which is mutated to restore communication interrupted by D816V, is also ranked highly by both eds (rank 5) and bfs (rank 12). In contrast, residue 560, which borders IDS S2 in the JM-Switch region, and whose mutation is studied extensively in [14] , is recovered most easily with eds_sp. This difference in effectiveness of short-and long-range paths may be a reflection of the difference in impact range of the mutational hotspots. While mutations at 816 produce long-range structural effects [2, 14] , mutation at 560 did not appear to have a structural effect on the distant A-loop [14] . For both EDS and BFS, node betweenness computed using short-range paths only, eds_sp and bfs_sp columns in Table 5 , gave better results than node betweenness based on all paths (Fig. 13-top) . We attribute this difference to the proximity of the mutational hotspots to IDSs. It may be that using only short-range paths to compute betweenness is helping to clarify the centrality of a node to the short-range communications around or within IDSs. IDSs by definition have highly independent dynamics. Residues of an IDS tend not to have long-range communications, preferring instead to a communication limit radius of four residues apart on the protein sequence [2] . Further, the residues of an IDS tend to be in sequence and the average size of an IDS is 10 (Table 1) . Fittingly, the source and target nodes of shortrange paths are at most 10 sequence positions apart (section 2.2). IDSs coincide with regulatory segments of KIT [2] , in particular S2 and S8. S2 and S8 are of additional interest because they contain the phosphorylation sites Y568, Y570 and Y823. Thus, structural changes to IDSs can be expected to influence the modulation of KIT. A mutation at 560 significantly alters the structure of the JM-Switch region (S2) [14] , while a mutation at 816 [2] perturbs both the JM-Switch and A-loop regions (S8) [2] . Bottom: eds_sp outperforms random ordering of nodes. rs2 and rs17 are the two best results from 20 random node permutations. Table 7 Extended set of target mutational hotspot residues and their respective centrality rank. A more central
In contrast to the previous problem of recovering hub residues, the results produced with EDS betweenness for this task differs from the results produced with BFS betweenness. We attribute this divergence to increased problem difficulty. Compared to the hub recovery problem, the mutational hotspot recovery problem has fewer targets (7 vs. 71) in the same search space and therefore any difference in rank becomes more noticeable. With fewer needles in the haystack, we were concerned about the competitiveness of a random strategy, i.e. ranking the residues in random order. 20 permutations were generated and we report the best two in Fig. 13 -bottom. Permutation rs2 performed well at low FPRs, but took a long time to fully recover all targets. On the other hand, permutation rs17 was slow to start but finished as quickly as eds_sp. It appears then that eds_sp gives the best of both worlds and is thus a better strategy than random.
Conclusion
We have shown that EDS paths on PRNs can give different outcomes from BFS paths on PRNs. These outcomes suggest that EDS paths make better models of intra-protein communication than BFS paths. On a set of 12 randomly selected proteins, EDS paths show themselves as significantly more stable and possessing significantly faster commute times than BFS paths. On the inactive form of KIT, running the EDS algorithm on WT PRN produced information in the form of shortcut edges and paths that proved more relevant than BFS paths for capturing the key features of KIT's allosteric communication described in [2] . EDS was more effective than BFS at collecting residues of the KIT protein into meaningful clusters i.e. IDSs, and at locating segments in the KIT protein sequence where known mutational hotspots are present. A greater number of EDS paths connect the JMR to the A-loop region via the catalytic-loop, and these paths have faster estimated path commute time than the corresponding set of BFS paths. Communication between the IDS pair situated in the JMR and A-loop region (S1-S8) is also stronger with EDS than with BFS.
