The third region, which can be referred to as the transition region, extends from approximately 1000 to 2500 km and is weakly collisional. Temperature anisotropies can develop due to this decrease in collisionality, while H + ions are continually accelerated by the ambipolar electric field reaching supersonic flow speeds. Sources are not important in this region due to the negligible ionization and recombination processes; therefore the state (density, flow speed etc.) of the plasma is determined by the dynamics at lower altitudes in the absence of external forces. With the collisionality decreasing, the particle distributions can deviate slightly from a Maxwellian or bi-Maxwellian. The fourth region spans an altitude above 2500 km and is characterized by collisionless flow and H + dominance: I-I + can become the dominant ion at low altitudes depending on geophysical conditions. In the collisionless regime, non-Maxwellian features can develop leading to large heat flows and temperature anisotropies.
During the past couple of decades, many kinetic simulations have been developed enhancing the understanding of plasma physics in many areas. Recently, some of these simulation techniques have been applied to weakly collisional plasmas of geophysical and space physical applications. Plasmaspheric refilling Miller et al., 1993a, b] Wilson [1992] similarly modeled H + outflow through a static O + background (i.e., no photochemical production or spatial/temporal evolution of O+); however, the simulation followed dynamically H + ions created through charge exchange. He was able to show that the H + plasma undergoes the four transitions discussed above. Using the same kinetic simulation, Wilson [1994] In order to numerically simulate ionospheric outflow selfconsistently, a multispecies flow must be considered with O + and H + source regions treated dynamically. One of the complications of modeling from 200 km in the ionosphere is that the O + density can be several orders of magnitudes greater than H + density requiring weighting of the particles. The weight of a particle is the fraction of the density each simulation particle represents. For an unweighted simulation, each particle has the same representative fraction of the density, i.e., for n^ =1000 and n,+=l then for every H + simulation particle 1000 In this paper, we present a new multispecies hybrid model of ionospheric outflow due to ponderomotive acceleration in the auroral region. Observations of Alfv6n waves in the auroral region suggest that wave-particle interactions can possible enhance the outflow of ionospheric ions. Because of the inhomogeneity of the ionospheric density and magnetic field, the amplitude of these Alfv6n waves decreases as they propagate into the ionosphere forming a gradient in the electric field. Ponderomotive acceleration of ionospheric ions has been examined using test particle simulations [Li and Ternerin, 1993] from 2000 to 12,000 km; however, these waves do penetrate to lower altitudes, accelerating ions out of the lower ionosphere.
Given the magnitude of the electric field at 6000 km, Maxwell's equations are solved and the parallel and perpendicular electric fields are determined down to 200 km in the ionosphere. Using this electric field structure, the influence of ponderomotive acceleration due to Alfv6n waves is examined and the effects of collisions and a self-consistent ambipolar electric field are explored in reference to the outward acceleration of ionospheric plasma. The ponderomotive force is incorporated into the new hybrid simulation, which is similar to Miller et al. [1993a, b] where the guiding centers of the ions are followed in time, while treating the electrons as a charge neutralizing fluid. The electron density and flow velocity are determined by quasineutrality and zero current; however, the electron parallel and perpendicular temperatures and heat flows are given by t, he 16 moment fluid equations. The simulation dynamically models O + and H + ions from 200 km in the Earth's atmosphere, including the ion source regions, i.e., O + through photoionization and H + through accidental resonant charge exchange. The simulation is one dimensional and is parallel to the geomagnetic field. The model assumes a tilted dipole magnetic field, while also including the effects of corotation and convection [Miller et al., 1993b] . The MSIS-86 model [Hedin, 1987] is used for the neutral atmosphere and ion-neutral collision frequencies are given by Schunk and Nagy [1980] . The simulation uses a combination of collision algorithms which enhance the efficiency of the simulation as well as accurately model the aforementioned collisional processes. Kinetic collisions are used above 800 km; this includes using Miller and Cornbi [1994] for Coulomb collisions and a probabilistic hard-sphere collision algorithm [Bird, 1976] for the ion-neutral collisions. Below 800 km, the collisions are given by Jones et al. [1994] which is faster than the kinetic collision algorithms, while also being very applicable since the plasma is highly collisional and Maxwellian in nature.
The hybrid simulation has been compared to an existing 16-moment transport model. Good agreement has been found between the lower order moments, i.e., density, flow speed, and parallel and perpendicular temperatures in the collisional and collisionless regime. Higher order moments such as the heat flow do not agree as well, which is not a surprising results for two reasons. First, slight non-Maxwellian features [Barghouthi et al., 1993] can affect the heat flow while leaving the lower order moments unchanged. Second, the heat flows determined from kinetic simulations are not well known because of statistics, i.e., in order to resolve the heat flows thousands of particles per grid cell are needed. We begin in section 2 of this paper with an overview of the kinetic model as well as a discussion of the new collision algorithms employed in the outflow simulation. Section 2 also includes a brief discussion on particle splitting and renormalization which allows one to kinetically simulate large density variations observed in the Earth's ionosphere. The method for determining the parallel and perpendicular electric field as well as the ponderomotive force are presented in section 3. The results are discussed in section 4, while in section 5 we summarize our principal findings. 
Model Description

Hybrid Simulation
Gradients in the outflowing ionospheric plasma are characterized by scale lengths which are much larger than the Debye length. Under these circumstances, the plasma is not only quasineutral but small scale electric field structure can be neglected. Hence the electrostatic electric field can be determined from the electron momentum equation rather than from Poisson's equation, while the electromagnetic component to the fields can be solved for in the usual manner if necessary (see Winske and Omidi [ 1993] ). On these spatial and temporal scales, the ions can be treated kinetically (as well as hydrodynamically) while the electrons can be considered as a fluid. Because of the mass difference between the electrons and ions, the electron dynamics, parallel to the magnetic field, occur on faster time scales than the ion dynamics. Thus a zero electron mass can be assumed in the electron momentum equation yielding a simplified relation for the polarization electric field. Hence wave-particle interactions are not resolved in this simulation due in part to the solution for the electric field (polarization electric field) and the guiding center treatment of the ions. The guiding centers of the ions are followed in time and space and the interaction between the ions and the electric field is calculated self-consistently. The simulation is one-dimensional in space, but the particle velocities are three-dimensional. The simulation domain is parallel to the magnetic field which is assumed to be dipolaf, so that an L shell is specified in each case. The discrete guiding centers of the ions are acted upon by the gravitational, magnetic mirror, inertial forces, and ambipolar electric forces as well as collision force which will be discussed in more detail in •. Under these circumstances, one simulation particle of species 15 represents twice as much of the density as one simulation particle of species •x. When colliding these particles, using the binary algorithm of TA77, momentum is transferred between both species equally, even though one simulation particle is 2 times "larger" than the other, violating conservation of momentum and, subsequently, conservation of energy. The "rejection" method is to collide the particles, "kicking" the lighter particle all the time while "kicking" the heavier particle a fraction of the time, corresponding to the inverse relative weight of the heavier particle: this "rejection" method is a common trick employed in Monte Carlo simulations [Bird, 1976] . By comparing a random number (r) to the inverse weight, a binary probability is calculated which determines whether momentum is transferred to the heavier species, i.e., P = 1 for r < 1/w and P = 0 for r > 1/w. Since we normalize the weights to the lightest species, P=I for the lighter species for all times. Given this scenario, equations (2a) The kinetic ion-neutral collisions are treated as hard sphere collision in the center of mass frame [Bird, 1970] The probability factor (4) is compared to a random number and if the random number is less than the probability factor the ionneutral pair is scattered. Conversely, if the random number is greater than the probability factor the pair is not scattered. The ion-neutral scattering methodology is used often in Monte Carlo simulations [Bird, 1976] 
. This technique is generalized in
MC94 for arbitrary density and particle number; however, the pairing statistics are presently based on two distinct plasma weightings, i.e., two ions which have very different plasma densities. A third ion or electron species, if the density varies significantly from one of the other ion species, would introduce three distinct plasma weightings and would require MC94 to be modified to include three separate plasma weightings.
As will be discussed in section 2.1.4, the electron dynamics are given by the 16-moment transport equations, while the electron density and flow speed are determined from the assumption of quasi-neutrality and zero current. MC94 is used to model The benefit of this algorithm is that unlike MC94 the temporal resolution is set by the transfer rates, and therefore the time step used in the simulation can be much larger. A disadvantage of using this algorithm is that the plasma must be MaxwellJan since the collision algorithm is based upon the first three moments. This constraint could be removed by generalizing Jones et al. [ 1994] to included higher moments (e.g., as in higher moment transport models). Applying Jones et al. [ 1994] in the lower ionosphere, z < 800 km, where transport is small and collisions dominate the dynamics (MaxwellJan particle distributions), is valid and computationally fast as compared with kinetic collision algorithms.
Self-collisions can not be modeled using the force field method equation (5) as developed for interspecies collisions' however, from the theory of Brownian motion [Chandrasekhar, 1943] 200 km would correspond to 1 simulation particle at 6000 km. In order to get sufficient accuracy at higher altitudes, a prohibitive number of simulation particles would be need. In order to simulate from 200 km to arbitrary altitudes, particle splitting and renormalization can be used. Starting from an equilibrium profile, the initial density profile is known (this technique can also be used with zero initial conditions). By requiting 200 simulation particles per cell, the weight of the cell is found which is the total number of real particles divided by the number of simulation particles. Every particle in the cell is given this weight initially so that by adding all the simulation particles in the cell one obtains the total number of real particles and the corresponding density. Particles are acted upon by forces which move the particles to adjacent cells. Particles are either created or removed from the simulation based upon the ratio of the relative weights compared to a random number (see Bird [1976] for more detail): this removal or creation forces every particle in the cell to have the same particle weight and to contribute equally to the moments.
A complication arises with this technique whereby some acceleration processes, such as ponderomotive acceleration, can loft plasma from deep in the ionosphere where the particle density is large to higher altitudes where the particle density is small. The consequence of this action is that a heavy weighted particle will be split many times over as it accelerates to higher altitudes, i.e., The particle splitting and renormalization routines have been tested and used in modeling hydrostatic and diffusive equilibria in the Earth's ionosphere. Using our hybrid simulation, we have taken analytical hydrostatic density profiles, spanning seven orders of magnitude, and modeled them kinetically. After 15 hours of physical time, the kinetic results using the particle splitting and renormalization agree very well with the analytic equilibria. Good agreement was found between the kinetic results without particle splitting and renormalization and analytical predictions, but more noise was observed at higher altitudes.
Alfven Waves and Ponderomotive Acceleration
PMF on the ions, in the limit that ro < rOci and E,<< E .[, reduces to (19) where rn. is the ion mass. Equation ( 
Results
In this section, the influence of ponderomotive acceleration (PMA) on auroral outflow is presented. Using our multispecies one-dimensiOnal hybrid simulation, which was discussed in In order to integrate equation (24), the parallel electric field and its gradient must be specified at the top boundary. We chose nominal gradient values consistent with Ternerin et al. [1986] . Figure 5 shows the parallel and perpendicular electric fields along the magnetic field after integration of equation (24). The parallel electric field (Figure 5a ) has a similar spatial structure as expected, i.e., the amplitude oscillates and decreases as the wave propagates into the ionosphere. The perpendicular electric field is found in Figure 5b and exhibits a similar dependence on altitude as the parallel electric field component. By varying the electric field strength at the top boundary, the depth in the ionosphere to which the waves propagate and influence the lower ionosphere changes. Table 1 shows for increasing field strength, the altitude at which the upward PMA [equation (22) [1994] is a grid based algorithm where a collisional force is determined on the grid and is applied in a similar fashion as gravity on the individual particles. Implicit in the derivation of the collisional force is that the particle distribution must be Maxwellian.
Clearly, the kinetic algorithms can be used from the collision dominated (200 km) to collisionless regime (> 3000 km); however, as discussed in section 2, the computational time can be significantly larger than that required by the fluid collision algorithms. The kinetic Coulomb collision algorithm (MC94), due to large particle weightings or a small reduced mass (eg. ionelectron collision), requires time steps much smaller than the inverse collision frequency in order to resolve the binary Coulomb collisions. Hence, at low altitudes were the plasma is essentially Maxwellian, the kinetic collision algorithms require more computational time than the fluid collision algorithms. Under these circumstance, using the fluid based algorithms at low altitudes where the plasma is essentially Maxwellian, and the kinetic based algorithms at higher altitudes where the plasma becomes non-Maxwellian, allows for efficient and accurate modeling of ionospheric outflow. In order to test this assumption, we ran our hybrid simulation using only the kinetic collision algorithm from 200 to 2500 km. The simulation used Figures 5a and 5b) for decreasing altitude resulting in a spatial gradient. A temporal average of the parallel and perpendicular electric fields (Figures 7a and 7b ) was determined and incorporated in the hybrid simulation. This was accomplished by calculating the ponderomotive acceleration (PMA) experienced by each ion species [equations (22) and (23)] and including this acceleration along with gravity, collisions and the self-consistent ambipolar electric field when solving the equations of motion. The PMA, through a WKB analysis, was found to be applicable in the guiding center approximation between 400 to 2500 km in altitude. Focusing in this region, equilibrium conditions (stationary profiles) prevail after only 10 min of acceleration (Figures 9a and 9b) . The density at 2500 km has increased from 4.3 and 1670 cm -3 to 32 and 3548 cm '3 for H + and O + ions, respectively. The O + density has increased in magnitude above the O + peak (z > 340 km), while below the peak production and losses dominate the particle dynamics (zero net flow). The H + density shows a slight increase below the H + peak (z < 900 km) resulting from an increase in production due to O + density enhancements at those altitudes. Above the peak, the H + density shows a similar increase in scale height as found for the O + ions.
The O + and H + velocities were found to increase slightly above the O + peak with more of a drastic increase above 1000 km due to the dominance of the ponderomotive force over gravity. By 2500 km, the velocities were found to be 6.5 and 7.5 krn/s for H + and O +, respectively. The O + and H + velocities were approximately equal until 2300 km with O + being preferentially accelerated over H +. Preferential acceleration of O + was predicted to occur due to the reduction in the polarization electric field an altitudes above 1700 km ( Figure 6) ; however, collisional coupling between H + and O + increases this altitude from 1700 to 2300 km (Figures 10 and 11) .
The net response of the ionosphere to the nonlinear ponderomotive force is to enhance the ionospheric outflow of ions into the magnetosphere. The net flux of O + and H + ions has increased from-1500 cm'2s -1 and 6450 cm-2s 4 to 3.3x10+7cm'2s 4 and 2.0x10+Scm'2s -• after 10 minutes of acceleration, respectively. By increasing the field strength, the gradient in the parallel and perpendicular field strength increases, resulting in larger flow velocities and fluxes. With increased field strength, the fields can penetrate deeper into the ionosphere. The influence of the Alfvtn waves is parametric in the sense that the waves remain constant during the acceleration process, even thought the background density changes. Future simulations will investigate acceleration due to Alfvtn waves below 400 km as well as above 2500 km and also the effect due to changes in the Alfvtn waves as the dispersive characteristics change in time.
