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Abstract
In this paper, we study the best approximation for anisotropic Sobolev and Besov classes in the
Lq(R
d) metric by wavelets and obtain some asymptotic estimates of approximation order.
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1. Introduction
Let R, Z, Z+, and N be the sets of all real numbers, integers, non-negative integers, and






1, . . . , d , be the generalized derivative of f in the sense of Liouville. Then the anisotropic
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f (x1, . . . , xi + lti , . . . , xd)
the ki th difference of f at the point x for xi with step ti , i = 1, . . . , d .
Definition. Let k = (k1, . . . , kd) ∈ Zd+, r = (r1, . . . , rd), ki > ri > 0,1 θ ∞, and 1
p < ∞. We say that f ∈ Brpθ (Rd) if the function f satisfies the conditions:
















< ∞, 1 θ < ∞,
suptj =0
‖Δkjtj f (·)‖p
|tj |rj < ∞, θ = ∞,
for j = 1, . . . , d .
By [6], the linear space Brpθ (Rd) is a Banach space with the norm









and it is called anisotropic Besov space. When θ = ∞, Brpθ (Rd) coincides with the Hölder–








) := {f ∈ Lp(Rd): ‖f ‖Brpθ (Rd)  1}.




2kt − j), j, k ∈ Z,
form an orthogonal basis for L2(R). For convenience, let D(R) denote the set of dyadic
intervals. Each such interval I is of the form I := Ij,k = [j2−k, (j + 1)2−k], j, k ∈ Z. We
define
ψI := ψj,k, I =
[
j2−k, (j + 1)2−k] ∈ D(R). (1.1)
Thus the basis {ψj,k}j,k∈Z is the same as {ψI }I∈D(R).
For multivariate function space L2(Rd), we can construct multivariate wavelet basis
by taking tensor products of the univariate basis functions. If ψ is a univariate orthogonal
wavelet and d  1, then the functions
ψj,k(t) := ψj1,k1(t1) · · ·ψjd,kd (td), j = (j1, . . . , jd) ∈ Zd, k = (k1, . . . , kd) ∈ Zd,
(1.2)
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tions (1.2). Let Dd := D(Rd) denote the set of all dyadic rectangles in Rd . Any I ∈ Dd is
of the form I = I1 × · · · × Id with I1, . . . , Id ∈ D(R). We define
ψI (x1, . . . , xd) := ψI1(x1) · · ·ψId (xd), I ∈ Dd.
Therefore, the wavelet basis (1.2) is the same as the set of functions {ψI }I∈Dd .
For univariate functions η1, . . . , ηd , and I = I1 × · · · × Id ∈ Dd , we use the notation
ηI (t) := η1I1(t1) × · · · × ηdId (td), (1.3)
the L2(Rd) normalized shifted dilate of functions η1, . . . , ηd .
For 1 < p < ∞, we say that a family of real-valued functions {ηI }I∈Dd satisfies the
Littlewood–Paley property (we briefly write LPP) for p, if for any finite sequence {cI } of













Here and later we use the notation A  B to mean that there are two constants c1, c2 > 0
such that c1A  B  c2A. We also say {ηI }I∈Dd satisfies the strong Littlewood–Paley














where χ is the characteristic function of [0,1], and χI is the L2(Rd) normalized shifted
dilates of function χ .
Remark 1.1. From [1], we know that if η(t) is a non-zero function, and satisfies |η(t)|
c(1 + |t |)−1, a.e. t ∈ R, then {ηI (·)}I∈D(R) satisfies LPP if and only if {ηI (·)}I∈D(R) satis-
fies SLPP.
Remark 1.2. From the validity of (1.4) and (1.5) for finite sequences, we can deduce
their validity for infinite sequences by a limiting argument. For example, if {cI }I∈Dd is an
infinite sequence for which the sum on the left (right) side of (1.4) converges in Lp(Rd)
with respect to some ordering of the I ∈ Dd , then the right (left) side of (1.4) will converge
with respect to the same ordering and the right (left) side of (1.4) will be less than a multiple
of the left (right).
If for any f ∈ Lp(Rd) we have a unique representation f (t) =∑I∈Dd cI ηI (t), and for
any assignment εI = ±1, I ∈ Dd , we have∥∥∥∥∑
I∈Dd










then we say {ηI (·)}I∈Dd is a unconditional basis of Lp(Rd).
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then the multivariate family {ηI }I∈Dd also satisfies LPP for this p.
In the following, we always suppose that ψ is l-regular. For r = (r1, . . . , rd) > 0,






















cI (f )ψI , cI (f ) =
∫
Rd
f (t)ψI (t) dt.
The authors of [1] studied the approximation properties of hyperbolic wavelet sums of
wavelet bases formed by tensor products of univariate wavelets. Wang Heping [2] studied
the representation and approximation of multivariate functions with mixed smoothness by
hyperbolic wavelets. In this paper, we study the approximation of anisotropic function
classes by certain partial sums of wavelet bases formed by tensor products of univariate
wavelets. Our main results are the following.
Theorem 1. Let 1 < p  q < ∞, r = (r1, . . . , rd) ∈ Nd , ri < l, i = 1, . . . , d , and


















 2−n(a(r)− 1p + 1q ).
Theorem 2. Let 1 < p  q < ∞, k = (k1, . . . , kd) ∈ Zd+, r = (r1, . . . , rd), 0 < ri < ki ,
i = 1, . . . , d , 2 max1id{ki} l, 1 − ( 1p − 1q )
∑d










∥∥f (·) − g(·)∥∥
q
 2−n(a(r)− 1p + 1q ).
2. Proof of Theorem 1
The upper bound. Since ψ is an l-regular wavelet, then for 1 < p < ∞, and any r ′ =
(r ′1, . . . , r ′d), 0  r ′i < l, the families of functions {(ψ(r
′
i ))I }I∈D(R) satisfy LPP in Lp(R)
[5]. Let r ′i = [(1 − ( 1p − 1q )
∑d
i=1 1ri )ri] < l ([a] denote the integer part of a), i = 1, . . . , d ,
by Lemma 1 and Remark 1.1, we know that {(Dr ′i ψ)I }I∈Dd , i = 1, . . . , d , satisfy LPP and




cI (f )ψI (·), cI (f ) =
∫
d
f (t)ψI (t) dt,R
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(·), dI (f ) = |Ii |−r ′i cI (f ),









i ψ)I := ψI1 × · · · × (ψ(r
′
i ))Ii × · · · ×ψId , i = 1, . . . , d .
We can estimate ‖f −hn(f )‖q by using (1.4) , (1.5) and imbedding theorem for Sobolev
classes:
∥∥f − hn(f )∥∥q =
∥∥∥∥ ∑
I∈Dd−A(r,n)






















∣∣dI (f )(Dr ′i ψ)I (·)∣∣2
)1/2∥∥∥∥
q
 2−r ′i na(r)ri ∥∥Dr ′i f (·)∥∥
q



















which proves the upper bound.




2 ψj,k(·), where 1p′ + 1p = 1,












∥∥ψj,k(·)∥∥p  2−na(r)− |k|p′ + |k|2 2 |k|2 − |k|p  2−na(r).


















∥∥ψj,k(·)∥∥q  2−na(r)− |k|p′ + |k|2 2 |k|2 − |k|q
 2−n(a(r)− 1p + 1q ).
Theorem 1 is proved.
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Upper estimate. For any f ∈ Brpθ (Rd), by [6, Chapter 5], f may be represented in the
form of a series converging to it in the sense of Lp(Rd): f (x) = ∑∞s=0 Qas (x), whose
terms are entire functions of type as/rj (a > 1) relative xj (j = 1,2, . . . , d), such that




, 1 θ < ∞,
sups0 as‖Qas‖p, θ = ∞.
(3.1)
For any r ′ = (r ′1, . . . , r ′d), 0 r ′i < l, i = 1, . . . , d , similarly to (2.1), we can get









, i = 1, . . . , d. (3.2)







by (3.2), we have










[2ωri ] sri ‖Qas‖q, (3.3)
for s = 0,1, . . . ,m− 1, and∥∥Qas − hn(Qas )∥∥q  2−[ ωri2 ] na(r)ri a[ ωri2 ] sri ‖Qas‖q (3.4)
for s m. Thus, by (3.3) and (3.4), and the inequality of different metrics for entire func-
tions of exponential type [6, Theorem 3.3.5], we have
∥∥f − hn(f )∥∥q 
∞∑
s=0




∥∥Qas − hn(Qas )∥∥q +
∞∑
s=m
∥∥Qas − hn(Qas )∥∥q










[ ωri2 ] sri ‖Qas‖q
























































∥∥f − hn(f )∥∥q
 2−n(a(r)− 1p + 1q ).




2 ψj,k(·), where 1p′ + 1p = 1,
j ∈ Zd , k = (k1, . . . , kd), ki = [na(r)ri ] + 1, i = 1,2, . . . , d . By proper calculations, we
have ∥∥Δkiti fpr∥∥p

































∥∥ψj,k(·)∥∥p  2−na(r)− |k|p′ + |k|2 2 |k|2 − |k|p  2−na(r),



















2 − |k|q  2−n(a(r)− 1p + 1q ).
The proof of Theorem 2 is finished.
Remark 3.1. By [6, Chapters 3 and 5], the norms of f ∈ Bspq (anisotropic Besov spaces)
introduced in [3,4] (c = 1) are equivalent to the ones in (3.1) (s = r , q = θ ). Thus, the
results of Theorem 2 are also valid for the classes Bspq .
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