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1Capitolo 1
Introduzione
1.1 Introduzione al problema
Un robot autonomo ha bisogno di risolvere due problemi critici per poter
navigare nei suoi dintorni: mappare l’ambiente cirscostante e trovare la sua
posizione relativa rispetto alla mappa.
Lo SLAM (Simultaneous Localization and Mapping) è il processo che
ha come obiettivo quello di localizzare un agente mobile e autonomo in un
ambiente sconosciuto, costruendo allo stesso tempo una mappa incremen-
tale di quest’ultimo. I due problemi sono quindi strettamente correlati e
l’interdipendenza della localizzazione con la costruzione della mappa, ren-
de il problema complesso dato che è necessario risolvere in modo accurato
i due problemi allo stesso tempo.
FIGURA 1.1: Esempio di SLAM
Il problema diventa ancora più complesso considerando il caso di robo-
ts multipli, che devono utilizzare tutti i dati disponibili per costruire una
mappa coerente e localizzarsi all’interno di questa mappa globale.
Lo SLAM multi-agente ha il vantaggio di permettere il completamento
di missioni in modo più rapido, garantendo inoltre una robustezza mag-
giore in caso di guasti a qualsiasi robot.
Tuttavia, come è ovvio aspettarsi, queste benefici si pagano con una
maggiore complessità del sistema, che richiede coordinazione e coopera-
zione fra i robots.
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In lettaratura troviamo numerose soluzioni al problema dello SLAM,
tuttavia la maggior parte di queste riguarda lo SLAM nel caso di robot sin-
golo, mentre sono molto meno numerose quelle che considerando il caso
multi-agente.
1.2 Obiettivi
La seguente tesi ha come obiettivo lo studio del problema dello SLAM
multi-agente distribuito e decentralizzato, per poter successivamente im-
plementare un metodo capace di portare miglioramenti e vantaggi ai meto-
di già esistenti.
Verrà introdotto lo stato dell’arte sull’argomento, con una descrizione
delle varie metodologie presenti in letteratura riguardo la risoluzione del
problema.
Successivamente verrà considerato il caso in cui le pose relative fra gli
agenti non sono note a priori, risolvendo i problemi correlati tramite l’in-
contro tra i robots e cercando di incoraggiare questo tramite il rendezvous.
Inoltre, verranno apportati dei miglioramenti agli algoritmi di esplorazione
collaborativa trovati in letteratura, in particolare ottimizzando l’esplorazio-
ne di aree vicine evitando sovrapposizioni tra differenti robot.
Infine il sistema verrà testato in simulazione e nel mondo reale.
1.3 Applicazioni dello SLAM multi-agente
Come detto precedentemente, il Multi-robots SLAM ha il vantaggio di po-
ter permettere il più rapido raggiungimento dei tasks di esplorazione e co-
struzione della mappa rispetto al caso singolo agente. Inoltre, in un sistema
distribuito, l’intero team è più robusto dato che un guasto ad uno dei robot
non compromette la missione della squadra.
Si possono trovare molte operazioni basate sulla collaborazione che ne-
cessitano di essere completate in modo rapido ed autonomo e che richie-
dono la locallizzazione e la costruzione di una mappa. Alcune di queste
applicazioni includono:
• operazioni di recupero in caso di disastri naturali
• operazioni anti-incendio in foreste e aree urbane
• operazioni di pulizia come la rimozione di olio dovuto a perdite in
mare
• esplorazione sottomarina e spaziale
• sicurezza e sorveglianza
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FIGURA 1.2: Impiego di robot nel caso di disastri naturali
I robot moderni hanno numerose applicazione in ambienti industriali,
militari e domestici. Per i robots mobili, come quelli per l’intrattenimento,
la pulizia e la rimozione di mine, che sono spesso utilizzati in grande nume-
ro, avere una percezione affidabile è la chiave per raggiungere gli obiettivi
desiderati. Il Multi-robots SLAM è una soluzione a questo tipo di problemi.
Spesso sentiamo dai notizari di minatori intrappolati in miniere o di la-
voratori che perdono le loro vite in raffinerie di petrolio o centrali elettriche.
Usare squadre di robots autonomi è un’alternativa non costosa rispetto
a quella di avere umani addetti ad eseguire delle operazioni rischiose in
questo tipo di ambienti.
In modo analogo, applicazioni extraterrestri come l’esplorazione spa-
ziale sono ad altro rischio per gli umani.
Sviluppando quindi robots adatti ad eseguire operazioni pericolose per
l’uomo, i rischi possono essere minimizzati.
1.4 Formulazione del problema dello SLAM
I sistemi di robots mobili si stanno sviluppando in modo molto rapido, tut-
tavia le applicazioni nel mondo reale in ambienti in cui non è possibile l’uso
del GPS richiedono tecniche robuste di percezione e mapping, per permet-
tere agli agenti mobili di navigare in modo autonomo in scenari complessi.
In questo capitolo verranno spiegati sommariamente i principali concetti
alla base dello SLAM.
Assumiamo che la poso di un robot dal tempo 1 al tempo t sia rappre-
sentata dalla sequenza {x1, x2, ..., xt}. Inoltre, la seguente sequenza indica
lo stato dell’ i-esimo robot dal tempo 1 al tempo t:
xi1:t =
{
xi1, x
i
2, ..., x
i
t
}
(1.1)
dove i = 1, ..., n ed n è il numero di robots. Le osservazioni fatte da
robot i-esimo ed il segnale di controllo che guida il robot allo stesso istante
temporale sono rappresentati rispettivamente come:
zi1:t =
{
zi1, z
i
2, ..., z
i
t
}
,
ui1:t =
{
ui1, u
i
2, ..., u
i
t
} (1.2)
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Successivamente quando si tratterà di un robot l’apice verrà omesso.
Per un agente, l’obiettivo dello SLAM è quello di calcolare la probabilità
a posteriori sulla mappa, m, e la traiettoria, dati i segnali di controllo, delle
misure e la posa iniziale del robot:
p(m,x1:t|z1:t, u1t , x0) (1.3)
L’equazione (1.3) mostra che i problemi della stima della mappa e della
traiettoria del robot sono accoppiati, il che significa che devono essere sti-
mati entrambi allo stesso tempo. In lettaratura, questa definizione di SLAM
viene anche riferita come full SLAM, in cui l’intera traiettoria viene stimata,
mentre con online SLAM si indica la stima a posteriori della posa xt e della
mappa m:
p(m,xt|z1:t, u1t , x0) (1.4)
Se la mappa dell’ambiente circostante è nota, lo SLAM si riduce ad un
problema di localizzazione. Quest’ultimo ha come obiettivo quello di cal-
colare la probabilità a posteriori sulla traiettoria del robot, data la mappa, i
segnali di controllo, di misura e se possibile lo stato iniziale del robot:
p(x1:t|m, z1:t, u1t , x0) (1.5)
Al contrario, se la traiettoria dell’agente è nota, lo SLAM diventa un
problema di mapping, che prevede la stima della mappa dell’ambiente, data
la posa del robot e le misure ottenute dai sensori:
p(m|z1:t, x1:t) (1.6)
La definizione probabilistica dello SLAM definita nell’equazione (1.3)
può essere direttamente estesa al caso di robots multipli. Per semplicità di
notazione consideriamo solo due agenti il cui numero di identificazione è
rappresntato da caratteri alfabetici.
Per due robots, a e b, lo SLAM multi-agente ha come obiettivo quello di
calcolare la probabilità a posteriori sulle pose dei robot e la mappa:
p(xa1:t, x
b
1:t,m|za1:t, zb1:t, ua1t , ub1t , xa0, xb0) (1.7)
In Fig.1.3 viene rappresentata una rete bayesiana semplificata per i due
robot. Nella figura le frecce nere indicano la transizione di stato di ogni
robot, quelle grigie la relazione fra la mappa e le osservazioni e quelle trat-
teggiate le misure delle linee di vista, con la quale i robot possono vedersi e
riconoscersi fra di loro. L’utilità di queste ultime verrà mostrata nei capitoli
successivi.
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FIGURA 1.3: Rete Bayesiana dello SLAM multi-agente nel
caso di due robot.
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SLAM: Stato dell’arte
2.1 Metodologie
In questa sezione verranno presentate le varie componenti che fanno parte
degli algoritmi di SLAM, in modo da introdurre i principali elementi che
rendono i vari algoritmi diversi fra di loro.
Ogni algoritmo di SLAM deve affrontare tre problemi principali: sen-
sori, elaborazione dei dati e rappresentazione della mappa. Come si no-
ta in Fig.2.2, i veicoli sottomarini, aerei e terrestri hanno la possibilità di
utilizzare molti sensori comuni.
FIGURA 2.1: Robot sensorizzato per fare SLAM
Una volta che un robot riceve i dati dai suoi sensori si rende necessa-
rio elaborarli con algoritmi che generalmente includono filtraggio, smoo-
thing e intelligenza artificiale. Nell’elaborazione dei dati vengono inoltre
tenute conto differenti tipi di incertezze: computazionali, algoritmiche e di
modello.
L’elaborazione dei dati e la rappresentazione della mappa interagiscono
fra di loro in modo da fornire risultati affidabili.
Presentiamo ora le varie metodologie di rappresenazione delle mappe,
che è un problema fondamentale negli algoritmi di SLAM. In letteratura
possiamo trovare principalmente sei tipi di mappe:
• mappe a griglia
• mappe topologiche
• mappe di features
• mappe di aspetto
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FIGURA 2.2: Schema dei tre principali problemi dello
SLAM e relativi metodi
• mappe semantiche
• mappe ibride
Le mappe a griglia rappresentano l’ambiente tramite una matrice di cel-
le. La rappresentazione di mappe tramite griglie di occupazione [1] è la
più usata, specialmente negli algoritmi di SLAM 2D. Con questo metodo
ogni cella rappresenta una piccola porzione rettangolare dell’ambiente ed è
modellata come una variabile binaria aleatoria che indica la probabilità che
sia presente un ostacolo in quella cella. Inoltre, la rappresentazione tramite
griglie di occupazione permette di gestire oggetti in movimento in modo
efficiente [2].
Questo tipo di rappresentazione può essere esteso anche al caso 3D e in
questo caso di parla di mappe di voxel (volumetric pixel).
Le mappe di features rappresentano il mondo tramite la posizione glo-
bale di landmarks estratti dall’ambiente. Spesso, la posizione di questi è
associata a degli identificativi, che permettono di caraterizzare ogni land-
mark.
In letteratura troviamo varie tipologie basete su le features come le scale-
invariant feature transform (SIFT) e le speeded up robust features (SURF)
[3]. Un esempio di mappa di features è una mappa 3D di point-cloud.
Le mappe topologiche rappresentano l’ambiente tramite un modello
astratto, nella forma di cammini connessi e intersezioni [4]. Sia gli uma-
ni che gli animali utilizzano mappe topologiche per navigare, determinare
percorsi e posizioni e per evitare ostacoli [5]. Per esempio, è stato dimo-
strato che i piccioni utilizzano delle vie e le loro intersezioni come mappe
topologiche per navigare e volare su lunghe distanze [6].
Questo tipo di mappe può essere derivato dalle mappe metriche, per
esempio un grafo di Voronoi [7] è una mappa topologica che può essere
calcolata da una mappa a griglia di occupazione.
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Le mappe semantiche contengono funzionalità e relazioni fra gli og-
getti nell’ambiente, risultando il tipo di rappresentazione più astratto [8].
Per esempio, in un ambiente indoor, una mappa semantica può includere
una mappa 3D di point-cloud nel quale specifici oggetti come muri, porte,
finestre, sedie e uomini sono identificati ed etichettati.
Questo tipo di rappresentazione è utile nel caso di obiettivi orientati su
goal e di alto livello, che richiedono considerazioni real-time su ambiguità
spaziali e di prospettiva. Questo tipo di mappe sono molto simili a quelle
topologiche, con la distinzione che una mappa semantica include maggiori
informazioni dettagliate riguardo oggetti e posti.
In Fig.2.3 vengono mostrati alcuni esempi di mappe sviluppate utiliz-
zando misure effettuate con sensori di distanza laser: a sinistra una griglia
di occupazione con sovrapposto un grafo di Voronoi, al centro una map-
pa semantica dove corridoi, stanze, ingressi e diramazioni sono evidenziati
con colori differenti, a destra una mappa ibrida metrico-topologica derivata
dalla segmentazione di quella semantica.
FIGURA 2.3: Esempi di varie tipologie di mappe
Le mappe di aspetto sono solitamente sviluppate con un sistema di vi-
sione e includono differenti viste associate con un grafo non orientato e
pesato. Queste mappe sono quindi rappresentate tramite un grafo in cui ad
ogni vertice viene associata un’immagine e in cui gli archi connettono im-
magine sufficientemente simili tra di loro. Il peso di ogni arco rappresenta
la somiglianza delle due immagini che si trovano ai suoi estremi [9],[10].
In Fig.2.4 viene mostrata una mappa di aspetto con diversi archi che
connettono immagini simili tra di loro. Questo tipo di rappresentazione è
solitamente usato nei casi in cui non è possibile avere misure odometriche.
Infine possiamo trovare le mappe ibride che sono combinazioni di diffe-
renti tipologie di mapping. Per esempio, una mappa ibrida metrica-topologica
è una mappa che include sia informazioni metriche che topologiche, come
per esempio troviamo in [11].
Nella Tab. 2.1 vengono riassunti i vari tipi di rappresentazione del-
le mappe con i rispettivi vantaggi e svantaggi. In [12] è possibile trovare
un’analisi delle applicazioni delle differenti mappe nella robotica mobile.
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FIGURA 2.4: Esempio di mappa di aspetto
TABELLA 2.1: Confronto tra tipologie di mappa
Mappa Descrizione
Griglia
La mappa è una griglia, ogni cella contiene la probabilità che sia occupata
Pro: probabilistico, adatto per mapping 2D e per ambienti dinamici
Contro: computazionalmente oneroso con risoluzione alta e con mapping 3D
Features
La mappa è rappresentata da features
Pro: efficiente per la localizzazione
Contro: richiede l’estrazione delle features, l’associazione di dati è difficile
Topologica
La mappa è rappresentata da informazioni spaziali astratte
Pro: adatta per planning di alto livello
Contro: limitata nell’inseguimento di waypoint
Semantica
La mappa è rappresentata da informazioni semantiche
Pro: adatta a obiettivi orientati su goal e di alto livello
Contro: richiede il riconoscimento di oggetti e la classificazione
Aspetto
La mappa è rappresentata da un grafo pesato di viste multiple
Pro: molto intuitiva per l’interazione tra uomo e robot
Contro: richiede molta memoria per registrare tutte le immagini
Ibrida
Combinazione di differenti metodi di mapping
Pro: è possibile gestire inconsistenze della mappa
Contro: richiede elaborazioni sulla mappa e coordinazione fra le mappe
2.2 Algoritmi SLAM singolo agente
In questa sezione verranno presentati rapidamente alcuni dei principali al-
goritmi dello SLAM singolo agente. L’obiettivo è quello di categorizzare
le varie soluzioni disponibili per comprendere meglio in seguito lo SLAM
multi-agente.
Vari metodi possono essere categorizzati in base agli algoritmi utilizzati
per la rappresentazione della mappa e l’eleborazione dei dati. In questo
paragrafo presentiamo quattro algoritmi di SLAM molto utilizzati, cate-
gorizzati inbase al tipo di rappresentazione della mappa. In seguito sa-
ranno introdotti i tre principali algortmi di SLAM categorizzati in base
all’elaborazione dei dati.
Per quanto riguarda la rappresentazione della mappa, i quattro princi-
pali algoritmi che troviamo in letteratura sono:
• feature-based SLAM
• view-based SLAM
• appearance-based SLAM
• polygon-based SLAM
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Per quanto riguarda invece l’elaborazione dei dati, i tre principali algo-
ritmi sono:
• filtering SLAM
• smoothing SLAM
• AI SLAM
2.2.1 Feature-based SLAM
Lo SLAM basato su features è stata la prima soluzione proposta al proble-
ma dello SLAM. Questa soluzione estrae dei landmarks o features dall’am-
biente e mantiene una lista di questi come una mappa [13],[14]. Questo
metodo richiede l’estrazione delle features e quindi è limitata ad ambienti
in cui sono presenti queste. La maggior parte delle soluzioni basate su que-
sto metodo utilizzano sensori di visione [15] e sonar [16],[17]. Questo tipo
di algoritmi estraggono le features da frames consecutivi e le comparano
per calcolare il moto relativo dei sensori. Questo processo viene nominato
odometria visuale [3].
Lo SLAM basato su features è risultato efficiente nel caso di certi am-
bienti, ma in generale non lo è. Estraendo le features si possono avere
delle possibili perdite di dati. Questa perdita di informazioni rende diffi-
cile la risoluzione di certi problemi, come quello dell’associazione dei dati
per determinare se un robot sta rivisitando o meno un luogo già esplorato
precedentemente.
2.2.2 View-based SLAM
Gli algoritmi view-based si basano su tecniche di elaborazione dei dati grez-
zi dei sensori. Questo tipo di algoritmi richiedono solitamente un sensore
di distanza come per esempio un laser [18],[19]. Il processo di calcolo del
moto relativo del sensore di distanza tramite acquisizioni successive è rife-
rito come scan matching odometria laser [20],[21],[22]. Generalmente questi
metodi si basano sul calcolare quanto le misure dei sensori combaciano con
la mappa più recente dell’ambiente [23].
Con questo tipo di algoritmi la mappa è rappresentata tramite griglie
di occupazione e il vettore di stato include sia la posa del robot che l’intera
traiettoria.
Il maggior vantaggio di questo tipo di SLAM è che non si ha perdita di
informazioni dato che non devono essere estratte features ed inoltre forni-
sce informazioni non solo sugli spazi in cui sono presenti ostacoli ma anche
di quelli liberi, permettendo di gestire ambienti dinamici in modo migliore
rispetto allo SLAM basato su features.
In Fig.2.5 vengono mostrate le pose di un robot (da P1 a P4) in quattro
istanti temporali. In (a) viene mostrato lo SLAM basato su features, infat-
ti L1,...,L9 sono quelle estratte ed utilizzate per la localizzazione. In (b) è
rappresentato il view-based SLAM, in cui V1,...,V4 rappresentano le misure
dei sensori di distanza e, come si nota, non si hanno estrazioni di features
in quanto viene effettuato un matching delle misure per la localizzazione.
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FIGURA 2.5: Features-based e view-based SLAM
2.2.3 Appearance-based SLAM
Questo metodo è efficace per il problema della chiusura del loop [24],[25] e
può essere inoltre utilizzato in combinazione con i metodi visti precedente-
mente. In letteratura troviamo che questi tipi di algoritmi vengono solita-
mente utilizzati con fotocamere [26]. Con questo metodo nuove osservazio-
ni vengono comparate con altre disponibili di riferimento per identificare
un luogo precedentemente osservato.
Per esempio, in [27], viene utilizzata una mappa a griglia di occupazio-
ne di un ambiente urbano utilizzando un sensore di distanza laser montato
sopra un’auto. Inoltre, alcune caratteristiche della mappa vengono utiliz-
zate per sviluppare un sistema di ricognizione dell’aspetto che permette di
individuare luoghi già visitati.
Generalmente, data la necessità di comparare un grande numero di im-
magini con quelle di riferimento, l’appearance-based SLAM ha un grande
costo computazionale e spesso richiede un processore veloce e una memo-
ria relativamente grande per memorizzare tutte le immagini.
2.2.4 Polygon-based SLAM
Questo tipo di SLAM viene utilizzato per il mapping 3D [28], associando
segmenti planari a features dell’ambiente. In [29] si ha un esempio di SLAM
3D effettuato da un robot equipaggiato con un sensore di distanza laser che
può inclinarsi. Utilizzando dei sets di poligoni, le features sono rappre-
sentate da segmenti planari e in [30] troviamo uan proposta di 3D SLAM
in cui vengono registrati grandi segmenti planari estratti da un sensore di
distanza laser 3D.
Come abbiamo già analizzato per le mappe topologiche e semantiche,
il vantaggio del polygon-based SLAM è il fatto di produrre mappe molto
dettagliate e adatte a tasks di alto livello come l’interazione con l’ambiente.
tuttavia il processo di adattare i segmenti planari richiede un ulteriore costo
computazionale.
2.2.5 Filtering SLAM
Il filtro a particelle e differenti varianti del filtro di Kalman sono le tecniche
utilizzate per stimare la pose corrente del robot e per ottimizzare l’intera
traiettoria di questo. In [31] è possibile trovare una spiegazione dettagliata
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degli algoritmi di filtraggio e la loro applicazione al problema dello SLAM.
Gli algoritmi di SLAM basati sul filtraggio più utilizzati e studiati compren-
dono: extended Kalman Filter SLAM (EKF-SLAM), extended information
filter SLAM (EIF-SLAM) e particle filter SLAM (PF-SLAM). Con il passare
degli anni questi algoritmi hanno subito molti miglioramenti. per esempio
il distribuited particle (DP) filter proposto in [32] è un’implementazione più
efficiente e affidabile dello SLAM con filtro a particelle, dato che ottimizza i
requisiti di memoria utilizzando un’efficiente struttura dati per mantenere
le mappe a griglia. Altri esempi che possiamo trovare sono l’improved grid
mapping [18] e il FastSLAM [33].
Gli algoritmi appena elencati sono considerati soluzioni basate su vet-
tori, nel quale la mappa e la posa del robot soto stimate per mezzo di un
vettore casuale. Tipicamente negli algoritmi di SLAM basati su vettori e
features, la stima dello stato e l’associazione dei dati (determinare la corri-
spondenza tra misure e landmarks) sono consideati due problemi separa-
ti. Il problema dell’associazione dei dati è solitamente risolto tramite euri-
stiche o metodi avanzati di filtraggio ed inoltre determinare il numero di
features è considerato un ulteriori problema separato.
Altre soluzioni che si possono trovare sono gli algoritmi set-based che
sono basati sul concetto di random finite set (RFS) [34] e finite set statistics
(FISST) [35]. In questi algoritmi di SLAM, problemi come il numero del-
le features e l’associazione dei dati, sono formulati e incorporati nel filtro
Bayesiano, senza quindi il bisogno di gestire questi problemi separatamen-
te all’algoritmo di filtraggio. Questo tipo di soluzioni hanno una migliore
efficienza sotto il punto di vista dei problemi di misura come l’inaccura-
tezza (rumore), false identificazioni (clutter) e fallimenti nell’individuare
targets.
2.2.6 Smoothing SLAM
Questo tipo di algoritmi stimano l’intera traiettoria del robot minimizzando
il processo e i vincoli di osservazione. I due principali di smoothing SLAM
sono il GraphSLAM e il sub-map matching. Generalmente, nel Graph-
SLAM, le pose del robot sono rappresentate come nodi di un grafo. Gli archi
che connettono i vertici sono modellati con movimenti e vincoli. Successi-
vamente, questi vincoli hanno bisogno di essere ottimizzati per calcolare la
distribuzione spaziale dei nodi e la loro incertezza [31].
Il graphSLAM fu formulato per la prima volta in [36], dove la solu-
zione fu quella di ottimizzare un sistema di equazione per diminuire l’er-
rore causato dai vincoli. Da allora troviamo diverse soluzioni basate su
queste metodi: multilevel relaxation [37], iterative alignment [38], square
root simultaneous location and mapping (SAM) [39], incremental smoo-
thing and mapping (iSAM) [40], finite element method (FEM) [41], g2o [42]
e hierarchical optimization for pose graphs on manifolds (HOGMAN) [43].
Il sub-map matching è anche esso legato al GraphSLAM ed è un meto-
do efficiente di mapping nel caso di piccole mappe locali che devono es-
sere comparate fra di loro per produrre una mappa globale. Questo per
previene l’accumulazione di errori globali dovuti all’inaccuratezza dell’o-
dometria e delle misure ed è una buona soluzione per ambienti esterni e
su larga scala. Esempi di soluzioni sono: hierarchical SLAM [44], Tectonic
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SAM [45] e il framework Atlas [27]. In quest’ultimo è proposta una ge-
stione della mappa globale che permette di chiudere l’anello in ambienti
strutturati. La soluzione prevede mappe locali view-based utilizzando un
EKF e l’unione di queste tramite comparazione. Un metodo simile è quello
Tectonic SAM dove l’ottimizzazione viene effettuata per allineare le mappe
locali. Il sub-map matching è molto simile ad un’approccio utilizzato nello
SLAM multi-robot e chiamato map merging (ovvero fusione delle mappe)
[46], [47]. Di quest’ultimo parleremo più avanti, ma possiamo già notare
che la differenza che troviamo in letteratura fra i due metodi è che nel caso
di map merging non si ha conoscenza a priori della trasformazione fra le
mappe locali, mentre nel sub-map matching singolo agente, è disponibile
una stima iniziale della trasformazione, in modo da permettere una ricerca
della migliore soluzione in un intorno. Tuttavia di seguito mostreremo che
la soluzione per il map merging utilizzata in questo lavoro si propone di
utilizzare un meccanismo simile a questo descritto.
2.2.7 Artificial Intelligence SLAM
Per risolvere il problema dello SLAM sono state utilizzate anche tecniche
basate sull’intelligenza artificiale (AI). In queste soluzioni il filtraggio e lo
smoothing sono realizzate utilizzando algoritmi di AI. Per esempio in [48]
è proposto un metodo basato sulla logica Fuzzy per regolare i valori di co-
varianza del modello di misura. L’algoritmo ratSLAM invece è una tecnica
che modella il cervello di un roditore utilizzando le reti neurali [49], uti-
lizzando i dati di una fotocamera e odometria. In [50] una self-organizing
map (SOM), è usata per fare SLAM con robot multipli. La SOM è una rete
neurale competitiva che viene fatta apprendere senza supervisione.
La percezione geometrica astratta è fondamentale per ragionamenti di
alto livello. L’informazione astratta rende più rapida ed efficiente l’elabora-
zione dei dati. Approcci semantici di SLAM come lo SLAM++ [51] e metodi
topologici, che sono basati su informazioni astratte, sono un’altra forma di
AI SLAM, dove la rappresentazione astratta è usata per compiere localiz-
zazione e mapping. Un esempio di rappresentazione topologicia è il ge-
neralized Voronoi diagram (GVD) [52], che rappresenta lo scheletro della
mappa.
2.2.8 SLAM 2D e 3D
Gli ambienti in cui si muovono i robots sono in generale 3D, con traslazioni
lungo i tre assi: x, y e z; e rotazioni intorno ai tre assi: roll, pitch e yaw.
Tuttavia in molti casi, specialmente in ambienti indoor, i robots non hanno
movimenti lungo la direzione z e trascurabili angoli di roll e pitch. In questi
casi il problema dello SLAM può essere semplificato stimando solo x, y
e l’angolo di yaw. Questo è noto come il 2D SLAM. In ambienti esterni
nel quale il robot subisce variazioni anche lungo la direzione z o compie
rotazioni sugli angoli di roll e pitch, è necessario il 3D SLAM per la stima
della posa.
La complessità dello SLAM 3D non è solo dovuta al fatto di dover sti-
mare tre parametri ulteriori, questo soprattutto perchè le informazioni dei
sensori hanno carenza della percezione 3D e diventa quindi di difficile riso-
luzione stimare parametri che non sono osservabili direttamente. In più, se
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sono presenti sensori che forniscono informazioni 3D, la complessità degli
algoritmi di elaborazione aumenta significativamente.
FIGURA 2.6: Esempio di SLAM 3D
I sensori più utilizzati per il 3D SLAM sono stereocamere o fotocamere
RGBD, come la Kinect, e sensori di distanza 3D laser. La parte fondamen-
tale deglia algoritmi di SLAM 3D è l’odometria laser o visuale. Esempi che
si possono trovare di algoritmi che fanno odometria visuale 3D nel caso di
RGBD e stereocamere sono: KinectFusion [53], ScaViSLAM [54], fast odo-
metry [55], fast odometry from vision (FOVIS) [56] e dense tracking and
mapping [57]. Per i sensori di laser 3D, metodi generalizzati ICP (iterati-
ve closest point) sono utilizzati in un algoritmo di matching delle misure
per fare odometria laser 3D [58]. La struttura degli algoritmi di filtraggio e
smoothing per lo SLAM 2D e 3D sono molto simili.
2.2.9 Esplorazione autonoma
Per poter mappare un ambiente in modo autonomo, gli algoritmi di SLAM
sono spesso accoppiati a degli algoritmi di esplorazione che permettono di
controllare il robot in modo da esplorare zone sconosciute.
Questi si basano per la maggior parte su la ricerca di frontiere, ovvero
quelle zone della mappa che risultano libere e ad adiacenti a zone scono-
sciute. In questo modo è garantito che un agente si muoverà sempre verso
zone in cui è possibile espandere la mappa.
Una volta analizzate le frontiere, viene selezionata quella più vicina
come target verso cui dirigere il veicolo [59].
2.3 SLAM multi-agente
In questa sezione verrà introdotto il concetto di sistema di robots multipli
e quindi lo SLAM multi-agente. Generalmente gli algoritmi che si propon-
gono di risolvere quest’ultimo sono sviluppati sopra ad algoritmi di SLAM
singolo agente, infatti l’elaborazione dei dati e la rappresentazione della
mappa sono basati su approcci introdotti precedentemente, Tuttavia nello
SLAM multi-robots sono presenti ulteriori problemi dovuti al maggior nu-
mero di agenti. Successivamente verranno introdotti i maggiori problemi
nello SLAM multi-robots, con alcune soluzioni che è possibile trovare in
letteratura.
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2.3.1 Informazioni per lo SLAM multi-agente
In un sistema multi-agente sono presenti alcuni problemi fondamentali che
hanno bisogno di essere considerati. Il modo in cui questi problemi sono
risolti rende ogni soluzione unica. Questi problemi possono essere intro-
dotti nella forma di quattro domande. Che tipo di informazioni è condivisa
fra gli agenti? Come le informazioni sono condivise fra gli agenti? Dove
vengono elaborati i dati? Come viene eseguita l’elaborazione?
Comunicazione informazioni
La possibilità di condividere informazioni fra i vari robots è un punto fon-
damentale dello SLAM multi-agente [60], [61]. I dati possono essere scam-
biati tramite canali di comunicazione che possono non essere sempre di-
sponibili nel tempo e nello spazio. La copertura e la banda della rete di co-
municazione sono due importanti fattori che influiscono sulle performance
dello SLAM.
Condivisione informazioni
La condivisione dei dati è un problema fondamentale nello SLAM multi-
agente. Gli approcci possono essere generalmente categorizzati in base a se
vengono condivisi i dati grezzi dei sensori [62] o i dati elaborati [46]. Con
dati grezzi dei sensori si intende le informazioni come le misure laser di
distanza e l’odometria non processate. Nei dati elaborati, come mappe o
pose dei robots, le informazioni dei sensori vengono processati tramite me-
todi come il filtraggio o lo smoothing. La condivisione dei dati grezzi dei
sensori permette di avere una maggior flessibilità, ma richiede una comu-
nicazione affidabile e con alta banda fra i robots, in aggiunta a più potenza
di calcolo. Al contrario, la condivisione delle mappe, richiede meno banda
e non richiede di dover elaborare dati grezzi in modo ridondante, tuttavia
le performance dipendono dalle qualità delle mappe. Quest’ultimo metodo
è generalmente riferito come map merging e quindi fusione delle mappe.
In [63] e [64] troviamo esempi di condivisione di dati grezzi dei sensori
laser e odometria fra gli agenti, mentre in [65] e [46] troviamo esempi di
condivisione di mappe già elaborate fra i robots.
La scelta del metodo dipende da diversi fattori come l’applicazione e le
risorse disponibili.
Distribuzione informazioni
Generalmente lo SLAM multi-agente può essere centralizzato o decentra-
lizzato e distruibto o non distribuito [66]. Analizziamo i vari casi:
• Centralizzato: In un sistema centralizzato, il calcolo di un task è ese-
guito da un predeterminato robot del team o da un agente esterno.
L’agente centrale elabora i dati in ingresso e fornisce le informazio-
ni richieste agli altri robots. In [67] troviamo un esempio di questa
soluzione.
• Decentralizzato: In un sistema decentralizzato, il calcolo di un ta-
sk è eseguito da più di un robot del team. Ovviamente questo siste-
ma richiede che gli agenti abbiano abbastanza potere computazionale
2.3. SLAMmulti-agente 17
per soddisfare le richieste di calcolo. In [62] troviamo un esempio di
questa soluzione.
• Distribuito: In un sistema distribuito, il calcolo di un task è diviso fra
i robots del team.
Con queste definizioni, un sistema centralizzato o decentralizzato può
essere distribuito o non distribuito. Per esempoio, un sistema può essere di-
stribuito perchè ogni task è eseguito con la collaborazione di alcuni robots,
ma un agente centrale integra tutte le informazioni per generare un risul-
tato finale. Il mapping collaborativo di multipli micro veicoli aerei è un
esempio di sistema distribuito e centralizzato [68]. Inoltre, sono applicabili
anche soluzioni ibride, in cui alcuni agenti elaborano i dati e altri utilizzano
solamente i risultati. In [64] troviamo un esempio di tale soluzione in cui 80
robots cooperano a differenti livelli per creare una mappa globale.
Elaborazione informazioni
La scelta del motodo per la stima delle pose dei robots e della mappa glo-
bale dipende da molti fattori come la memotira disponibile, la capacità di
elaborazione e il tipo di informazioni dei sensori. Generalmente l’insie-
me degli algoritmi di SLAM includono differenti approcci, ognuno con le
sue capacità. Agli estremi di questo insieme troviamo due metodi: EKF-
SLAM e GraphSLAM. L’EKF-SLAM approssima le non linearità del sistema
linearizzando il modello di sistema ed è computazionalmente oneroso.
Le soluzioni di GraphSLAM, come iSAM [40] e Hogman [43], dipen-
dono anche esse da approssimazioni fatte tramite espansione di Taylor. La
differenza con l’EKF-SLAM è che accumula informazioni ed è considerato
un algoritmo off-line.
Gli approcci che utilizzano filtri a particelle sono soluzione di filtraggio
non lineare, pertanto i modelli del sistema non vengono linearizzati. Anche
se il filtraggio a particelle è computazionalmente costoso, è stato dimostrato
che una buona implementazione come il FastSLAM [69] e il grid mapping
[18] può ridurre la complessità dell’algoritmo.
2.3.2 Problemi dello SLAM multi-agente
In questa sezione verranno elencati e spiegati velocemente i principali pro-
blemi dello SLAM multi-agente.
Pose relative degli agenti
Nello SLAM multi-agente, la mappa che fornisce ogni robot nel proprio
sistema di riferimento è chiamata mappa locale. Ogni mappa locale è gene-
rata da misure come quelle di un sensore laser, espresse coerentemente con
tale sistema di riferimento. Ogni robot cerca di integrare tutte le mappe lo-
cali fornite dagli altri agenti per generare una mappa globale dell’ambiente.
Tuttavia questo risulta un difficile obiettivo dato che, in generale, le matrici
di trasformazione che mettono in relazione le varie mappe fra di loro non
sono note.
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Incertezza sulle pose relative
L’incertezza, che emerge se il robot ha carenza di informazione critiche per
portare a termine il suo obiettivo, ha cinque cause principali: ambiente,
sensori, robots, modelli e calcoli.
Abbiamo un incertezza associata alle matrice di trasformazione relati-
ve, rappresentata da una matrice di covarianza. Questa incertezza è data
principalmente da incertezze di modello, rumore sui sensori e effetti della
linearizzazione. L’aggiornamento delle mappe e delle pose dovrebbe essere
eseguito utilizzato la matrice di covarianza.
Aggiornamento mappe e pose
Una volta che la trasformazione relativa è nota, è necessaria una procedura
che permetta di unire le mappe locali, per ottenere una mappa che dovreb-
be integrare tutte le informazioni fornite da queste. Come risultato del-
l’aggiornamento delle mappe, anche le pose dei robots dovrebbero essere
aggiornate. Questo richiede la considerazione della traiettoria degli agenti
e le nuove informazioni ricevute dalle altre mappe.
Osservazione tramite linea di vista
In certe occasioni gli agenti possono vedersi e rilevarsi fra di loro. Ogni
agente può avere già una stima della posa degli altri robots, ma quando
riescono a vedersi tramite osservazione diretta, queste stime possono essere
migliorate. Questo permette ai robots di ridurre gli errori di mapping e
localizzazione. In molte applicazioni, specialmente nella localizzazione a
breve distanza, le osservazioni tramite linea di vista sono più affidabili di
altre tecniche di stima indiretta.
In Fig.2.7 viene mostrata un’applicazione in cui l’osservazione tramite
linea di vista è una componente chiave. In questa applicazione un UAV
deve atterrare su una piattaforma mobile in modo autonomo, facendo uso
di una fotocamera che riesce ad identificare un target noto a priori montato
sulla piattaforma. Questo permette di calcolare la distanza e l’orientazione
dell’UAV rispetto alla piattaforma mobile e i risultati possono essere usati
dal controllo che permette all’UAV di atterrare.
FIGURA 2.7: Esempio di osservazione tramite linea di vista
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Chiusura loops
La chiusura del loop, chiamata anche rilevamento del ciclo, è definita come
l’identificazione di una zona già osservata precedentemente e non molto
recentemente (in relazione alla durata della missione). Questo problema
nel caso di singolo agente è impegnativo e l’estensione del problema al caso
di agenti multipli richiede l’uso di tutte le informazioni proveniente dei
singoli robots.
Nello SLAM multi-agente molti eventi possono causare la chiusura del
loop, come incontri diretti dei robots o rendezvous, incontri indiretti e quan-
do gli agenti osservano la stessa area o features nell’ambiente.
Complessità
Le applicazioni robotiche sono generalmente real time ed è molto impor-
tante progettare un algoritmo capace di risolvere i problemi menzionati nel
minor tempo possibile e con la minore richiesta di memoria.
Nello SLAM multi-agente, la complessità relativo al tempo e allo spa-
zio disponibili sono due importanti problemi, infatti la complessità di un
algoritmo multi-robot incide direttamente sulla sua scalabilità.
Comunicazione
La disponibilità di un mezzo che permetta la condivisione dei dati fra i
robots è un requisito fondamentale nello SLAM multi-agente. Le infor-
mazioni possono essere scambiate tramite canali di comunicazione la cui
qualità dipende dall’ambiente. Per esempio, i problemi di comunicazio-
ne sono interessanti nel caso di squadre di robots in ambienti sottomarini,
dove l’ambiente impone limitazione alla velocità di trasferimento dei dati.
Veicoli e sensori eterogenei
Un importante vantaggio del mapping eseguito da team composti da dif-
ferenti tipi di robots, equipaggiati con diversi sensori, è che può riuscire a
fornire un modello migliore dell’ambiente. Infatti, un veicolo terrestre può
avere accesso e osservare spazi che un veicolo aereo non può e viceversa.
Tuttavia, questo vantaggio richiede l’elaborazione e l’integrazione di diffe-
renti tipi di informazioni. Per esempio, se un robot terrestre fornisce una
mappa a griglia di occupazione e un veicolo aereo una mappa di feature,
queste mappe devono essere combinate per generare una mappa globale e
coerente. Questo problema è stato studiato in [70].
Data la varietà dei sensori e delle mappe, questo problema può presen-
tarsi in diverse forme come l’integrazione di mappe topologiche con mappe
a griglia, integrazione di mappe topologiche con mappe di feature, integra-
zione delle misure di sensori di distanza laser con informazioni da fotoca-
mere, integrazione di viste da satellite e aeree con viste da terra e così via. In
[71] è presentato un esempio di team di agenti eterogenei, composto da un
quadrotor e due veicoli terrestri, finalizzato a mappare collaborativamente
un edificio a più piani danneggiato da un terremoto.
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Sincronizzazione
Come regola generale, ogni lettura acquisita dai sensori dovrebbe avere un
campo contenente il tempo di aquisizione del dato. Un importante proble-
ma in un sistema multi-agente è la sincronizzazione dei clocks. La sincro-
nizzazione può essere considerata a due livelli: la localizzazione locale, che
significa che i sensori di ogni robot dovrebbero essere sincronizzati, e la sin-
cronizzazione globale, che significa che tutti i robots del team devono avere
clocks sincronizzati.
Per sincronizzare il tempo su differenti agenti, una scelta appropriata è
Chrony [72], il quale è usata anche in ROS (robot operating system). Chro-
ny supporta aggiustamenti online e offline del tempo. Nel caso online, un
demone NTP (network time protocol) gira in background e sincronizza il
tempo con quello dei server. Per un agente isolato, uno dovrebbe inserire il
tempo periodicamente.
Il tempo sincronizzato appare poi in un campo dell’header di ogni dato
acquisito.
Misura di performance
Nello SLAM multi-agente, valutare l’accuratezza dei risultati è un proble-
ma interessante dato dalla mancanza del modello dell’ambiente e della tra-
iettoria attuale dei robots. Addizionalmente, valutare l’accuratezza dello
SLAM diventa ancora più critico quando i robots dipendono sullo SLAM
per eseguire i loro obiettivi autonomi. Di conseguenza, la misura di perfor-
mance è sempre richiesta per determinare l’affidabilità dello SLAM multi-
agente.
2.3.3 Map merging
Come già accennato, il map merging è il processo tramite il quale le mappe
locali di due o più agenti vengono fuse fra di loro per integrare le informa-
zioni di più veicoli.
Per poter fare questo è necessario consocere la posa relativa che hanno
fra di loro i frame mappe delle griglie locali. Il problema può essere risolto
con vari metodi:
• conoscenza a priori delle pose iniziali relative tra gli agenti
• misura della linea di vista tra gli agenti in seguito al loro incontro
• ricerca di sovrapposizione nelle mappe
In [73] troviamo un esempio di caso in cui le mappe vengono unite con-
tinuamente fra di loro dato che vengono considerate note a priori le pose
dei robots.
Riguardo al caso di ricerca di sovrapposizioni fra le mappe, in [74] viene
ricercata la trasformazione fra due mappe che massimizza una funzione di
coverage, che indica quanto le mappe sono simili e quanto si sovrappongo-
no nel modo corretto.
Anche sfruttando l’incontro fra gli agenti è possibile risalire alle pose re-
lative dei frame mappa, in [75] troviamo le relazioni geometriche che legano
le misurazioni delle linee di vista tra i veicoli alle loro pose relative.
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(A) Algoritmo basato su distanze (B) Algoritmo basato su posizioni
FIGURA 2.8: Algoritmi di esplorazione coordinata
2.3.4 Esplorazione coordinata
Un problema fondamentale legato alla SLAM multi-agente è quello relativo
all’esplorazione coordinata da parte dei veicoli. Infatti i robots, una volta
che effettuano il map merging delle loro mappe, condividono una stessa
mappa globale e quindi possono scegliere come minimizzare il tempo di
esplorazione totale selezionando le zone da esplorare in modo intelligente.
L’approccio più utilizzato per l’esplorazione è sempre quello a frontiera,
ma questa volta gli agenti dovranno scegliere quella da selezionare anche
in base alle posizioni degli altri veicoli.
Molti metodi, come quello in [76], si basano sulla massimizzazione di
una funzione di utilità-costo:
θ∗ = argmax
θ
∑
(i,j)∈θ
θ(i, j)(U(i, j)− C(i, j)) (2.1)
Dove θ è un assegnamento che determina quale obiettivo ha ogni ro-
bot, C(i, j) indica il costo del cammino minimo per il robot i verso la fron-
tiera j, mentre U(i, j) è l’utilità data dalla previsione dell’area esplorabile
dall’agente i nella frontiera j.
Un altro metodo interessante che troviamo in letteratura è quello Min-
Pos [77]. Esso è sempre basato sull’esplorazione a frontiera, che questa volta
viene però assegnata considerando l’agente nella posizione migliore rispet-
to ad essa. Un robot seleziona quindi la frontiera che ha il minor numero
di agenti più vicini rispetto al robot stesso. Questo metodo rispetto a quel-
lo introdotto precedentemente, considera oltre alle distanze dalle frontiere
anche le direzioni verso di esse, con il vantaggio di separare agenti vicini in
direzioni diverse.
In Fig.2.8 vediamo un esempio di assegnazione di frontiere fra 3 agenti
utilizzando i due algoritmi.
In letteatura sono presenti altri metodi come per esempio [78], in cui è
proposto di partizionare lo spazio in segmenti, come per esempio stanze in-
dividuali. In questo modo invece di considerare le frontiere come obiettivi
di esplorazione, i robots vengono mandati verso segmenti individuali con il
task di esplorare l’area corrispondente. Ovviamente l’efficienza del metodo
dipende fortemente dal tipo di strategia utilizzata per creare i segmenti.
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2.4 Obiettivi finali
Dopo aver studiato lo stato dell’arte e le varie metodologie di soluzione al
problema dello SLAM multi-agente, sono stati decisi gli obiettivi finali di
questo lavoro di tesi.
L’obiettivo finale di questo lavoro è lo studio di un metodo che permetta
di risolvere il caso di pose relative fra gli agenti non note. Questo problema
verrà risolto tramite la misura delle linee di vista in seguito all’incontro fra
i robots, in modo da evitare errori dovuti a false stime delle pose causati da
simmetrie nelle mappe.
Successivamente verrà studiato un metodo che permetta di forzare que-
sto incontro tra i veicoli in modo da garantire la collaborazione tra gli agenti
il prima possibile.
Inoltre, per quanto riguarda l’esplorazione coordinata verrà sfruttato il
principio presentato in [77], il quale permette di incoraggiare la separazio-
ne degli agenti in base alla loro posizione rispetto alle frontiere, ma verrà
modificato per aggiungere un meccanismo di comunicazione delle frontie-
re scelte dai robots per evitare i casi in cui più veicoli scelgano la stessa
frontiera nonostante ne esistano altre non selezionate da nessun agente.
L’intero sistema verrà testato in simulazione e nel mondo reale tramite
ROS (Robot Operating System) e Gazebo.
FIGURA 2.9: ROS
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3.1 Ambiente simulativo
Per poter fare delle simulazioni in ROS è stato scelto l’uso dei software Rviz
e Gazebo. Tramite quest’ultimo è stato possibile utilizzare dei modelli di
ambienti in cui poter far muovere il modello del Roomba con i suoi vari
sensori.
FIGURA 3.1: Modello Roomba
In Fig.3.2 viene mostrata un’immagine relativa al modello dell’ambiente
del Centro Piaggio con all’interno di una stanza un Roomba con montato il
sensore di distanza laser, il cui range massimo viene evidenziato dalla zona
blu che lo contorna.
Il modello del Roomba in Gazebo pubblica le Tf relative alle misure odo-
metriche del robot, che esprimono la trasformazione necessario a passare
dal frame fisso di riferimento a quello solidale al robot. Inoltre vengono
pubblicati su un topic i dati del sensore di distanza laser, espressi nel suo
frame di riferimento solidale a quello del Roomba ed è possibile comandare
il veicolo pubblicando il twist desiderato su un apposito topic.
3.2 Hector_SLAM
Per quanto riguarda lo SLAM di ogni singolo agente è stato scelto l’uso del
pacchetto ROS Hector_SLAM il quale si occupa del mapping e della loca-
lizzazione del robot. Questo pacchetto permette l’aggiornamento online di
mappe a griglia di occupazione, richiedendo un basso consumo computa-
zionale. Esso combina un approccio robusto di scan matching, utilizzando
un sensore di distanza laser, con un sistema di stima 3D dell’orientazione
basato su sensori inerziali. Il sistema non fornisce la gestione della chiusu-
ra dei loop, ma è stato provato essere sufficientemente accurato per molti
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FIGURA 3.2: Modello Centro Piaggio
scenari del mondo reale. Il sistema è stato infatti è stato usato e testato con
successo su veicoli autonomi terrestri e aerei.
Per poter utilizzare il pacchetto in modo corretto con il modello del
Roomba in Gazebo è necessario settare in modo corretto tutti i parametri
richiesti. Questi comprendono: nome del frame di riferimento del robot,
frame di riferimento fisso, frame relativo alle misure odometriche, risolu-
zione e grandezza della mappa, range minimo e massimo del sensore laser
e le soglie minime di movimento per l’aggiornamento della mappa. Inol-
tre è richiesta la pubblicazione della trasformazione relativa al passaggio
dal frame di riferimento del robot a quello in cui sono espresse le misure
del sensore laser e questo verrà ottenuto con uno tramite un pubblicatore
statico di trasformazioni.
Di seguito viene riportato il launch file che permette che permette di
settare in modo coerente i parametri necessari:
1
2 <launch>
3
4 <arg name=" tf_map_scanmatch_transform_frame_name " d e f a u l t ="
scanmatcher_frame "/>
5 <arg name=" map_frame " d e f a u l t ="map"/>
6 <arg name=" base_frame " d e f a u l t =" iRobot/base_ l ink "/>
7 <arg name=" odom_frame " d e f a u l t =" iRobot/odom"/>
8 <arg name=" pub_map_odom_transform " d e f a u l t =" f a l s e "/>
9 <arg name=" scan_subscr iber_queue_s ize " d e f a u l t =" 5 "/>
10 <arg name=" scan_topic " d e f a u l t =" iRobot/ l a s e r _ s c a n "/>
11
12 <arg name=" map_size " d e f a u l t =" 1024 "/>
13
14 <node pkg=" hector_mapping " type=" hector_mapping " name="
hector_mapping " output=" screen ">
15
16 <param name=" other_maps_topic " value=" $ ( arg other_maps_topic ) "
/>
17 <param name=" other_robot_frame_topic " value=" $ ( arg
other_robot_frame_topic ) " />
18
19 <param name=" robot_name " value=" $ ( arg robot_name ) " />
20
21 < !−− Frame names −−>
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22 <param name=" map_frame " value=" $ ( arg map_frame ) " />
23 <param name=" base_frame " value=" $ ( arg base_frame ) " />
24 <param name=" odom_frame " value=" $ ( arg odom_frame ) " />
25
26 < !−− Tf use −−>
27 <param name=" use_ t f_scan_t rans format ion " value=" t rue "/>
28 <param name=" u s e _ t f _ p o s e _ s t a r t _ e s t i m a t e " value=" f a l s e "/>
29 <param name=" pub_map_odom_transform " value=" $ ( arg
pub_map_odom_transform ) "/>
30
31 < !−− Map s i z e / s t a r t point −−>
32 <param name=" map_resolution " value=" 0 .050 "/>
33 <param name=" map_size " value=" $ ( arg map_size ) "/>
34 <param name=" map_start_x " value=" 0 . 5 "/>
35 <param name=" map_start_y " value=" 0 . 5 " />
36 <param name=" map_mult i_res_levels " value=" 2 " />
37
38 < !−− Map update parameters −−>
39 <param name=" u p d a t e _ f a c t o r _ f r e e " value=" 0 . 4 "/>
40 <param name=" update_factor_occupied " value=" 0 . 9 " />
41 <param name=" map_update_distance_thresh " value=" 0 . 4 "/>
42 <param name=" map_update_angle_thresh " value=" 0 . 0 6 " />
43 <param name=" laser_z_min_value " value = "−1.0 " />
44 <param name=" laser_z_max_value " value = " 1 . 0 " />
45
46 < !−− Advert is ing conf ig −−>
47 <param name=" advert ise_map_service " value=" t rue "/>
48
49 <param name=" scan_subscr iber_queue_s ize " value=" $ ( arg
scan_subscr iber_queue_s ize ) "/>
50 <param name=" scan_topic " value=" $ ( arg scan_topic ) "/>
51
52 < !−− Debug parameters −−>
53 < !−−
54 <param name=" output_timing " value=" f a l s e "/>
55 <param name=" pub_drawings " value=" t rue "/>
56 <param name=" pub_debug_output " value=" t rue "/>
57 −−>
58 <param name=" tf_map_scanmatch_transform_frame_name " value=" $ (
arg tf_map_scanmatch_transform_frame_name ) " />
59 </node>
60
61
62
63 <node pkg=" t f " type=" s t a t i c _ t r a n s f o r m _ p u b l i s h e r " name="
iRobot1_map_to_iRobot1_odom "
64 args=" 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 0 . 0 map iRobot1/odom 40 " />
65
66 <node pkg=" t f " type=" s t a t i c _ t r a n s f o r m _ p u b l i s h e r " name="
i R o b o t 1 _ b a s e _ l i n k _ t o _ l a s e r "
67 args=" 0 . 0 0 . 0 0 . 0 6 0 . 0 0 . 0 0 . 0 iRobot1/base_ l ink iRobot1/
hokuyo_laser_l ink 40 " />
68
69
70 </launch>
Come si può notare dal codice, vengono settati i nomi dei vari frame di
riferimento e le caratteristiche della mappa che è stata scelta con risoluzione
di 5cm e con dimensione data da 1024 celle per lato.
Infine si nota l’attivazione dei due nodi che permettono di pubblicare le
trasformazioni mancanti e necessarie per il pacchetto Hector_SLAM, ovvero
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quella dal frame mappa a quello di riferimento per l’odometria del robot
e quello relativo alla trasformazione fra il frame base del robot e il frame
relativo al sensore di distanza laser.
Vediamo adesso come appare la visualizzazione in Rviz del mapping
del robot, considerando la configurazione vista in Fig.3.3.
FIGURA 3.3: Mapping con Hector SLAM in Rviz
Come notiamo dall figura, vengono mappate in modo corretto la stanza
e le pareti che stanno intorno al robot, tuttavia si può osservare la presenza
di ostacoli dove in realtà nell’ambiente vero non sono presenti.
Un’analisi di questo comportamento ha fatto emergere che nel modello
del Roomba in Gazebo è stato impostato come range massimo del senso-
re laser una distanza pari a 6m e questo comporta un valore pari a questo
nel pacchetto contenente i dati dello scan quando non viene trovato nes-
sun ostacolo. Questo comporta che Hector_SLAM trovando il valore mas-
simo del range del laser non riesce a discriminare se è presente o meno un
ostacolo a quella distanza.
Andando a studiare i parametri del mapping è stato notato che è im-
postabile il range massimo del laser, ma questo viene utilizzato per scartare
del tutto i valori uguali o superiori a quella soglia. Infatti, impostando il pa-
rametro relativo al range massimo del laser pari a quello settato nel modello
in Gazebo, si ottiene la mappa riportata in Fig.3.4.
FIGURA 3.4: Mapping con Hector SLAM con parametro
range massimo
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In questo caso non si hanno gli errori evidenziati prima relativi a osta-
coli non presenti, tuttavia il comportamento non è ancora quello desiderato
dato che non vengono mappate come libere quelle zone in cui non vengono
trovati ostacoli alle estremità. Anche questo può causare dei problemi dato
che, se il robot in simulazione non ha nessun ostacolo intorno ad esso, la
mappa risultante conterrebbe solo aree sconosciute e non libere.
Per ovviare a questo problema si è reso necessario modificare il codice
del pacchetto, per fare in modo che il parametro relativo al range massimo
venga utilizzato per mappare un segmento libero da ostacoli se il suo valore
è lo stesso di quello relativo allo scan analizzato.
In Fig.3.5 possiamo notare come adesso la mappa è quella desiderata.
FIGURA 3.5: Mapping con Hector SLAM modificato
Vediamo adesso dei risultati relativi allo SLAM vero e proprio, muoven-
do il modello del robot in Gazebo tramite degli input da tastiera che, tramite
un nodo ROS, permettono di pubblicare il twist desideato al Roomba.
In Fig.3.6 viene mostrata la mappa creata dal robot durante il suo spo-
stamento e la sua localizzazione, evidenziata dall’intero percorso seguito e
dalla sua posizione finale rappresentata dal frame di riferimento solidale al
veicolo.
In Fig.3.7 possiamo notare come la localizzazione sia corretta e corri-
sponda effettivamente alla posizione che ha il robot nell’ambiente.
FIGURA 3.6: Localizzazione e mapping con Hector SLAM
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FIGURA 3.7: Configurazione finale del Roomba in Gazebo
Dalla figura 3.8 si può notare invece come la sola odometria non per-
metta di localizzare in modo corretto il robot, in quanto tende a divergere,
come possiamo notare dalla posizione stimata del robot in base alle sole
misure odometriche nello stesso esempio analizzato precedentemente.
FIGURA 3.8: Divergenza della localizzazione odometrica
Successivamente è stato testato questo tipo di SLAM verificando i risul-
tati al variare di alcuni parametri come il range massimo del sensore laser.
Come è logico aspettarsi, è emerso che un range molto alto rende il map-
ping e la localizzazione più accurati, dato che permette di rilevare anche gli
ostacoli più lontani, consentendo di avere più dati su cui fare il matching
degli scan. Invece, un range massimo di distanza basso (per esempio <5m
nel caso dell’ambiente considerato) porta a rilevare meno ostacoli e rendere
quindi la localizzazione più difficile, portando a dei possibili risultati errati.
I test simulativi hanno avuto anche l’obiettivo di scoprire quali sono i
casi in cui la localizzazione fallisce ed è emerso che questo avviene se il
robot si trova a percorrere corridoi molto lunghi privi di features partico-
lari o se si trova in stanze molto grandi. Questo è dovuto all’impossibilità
di rilevare gli ostacoli lontani, che porta ad avere degli scan simili tra loro
nonostante il movimento del veicolo. Un altro caso in cui si è notato un
fallimento nella localizzazione è quello in cui il robot va a sbattere contro
un ostacolo. Infatti, anche in questo caso, l’agente riceve degli scan simili
tra loro, anche se questa volta il robot è effettivamente fermo ed il proble-
ma è dato ora dal movimento delle ruote che porta a delle informazioni
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odometriche errate.
In Fig.3.9 viene riportato un esempio di localizzazione errata dovuta
allo scontro con un ostacolo. Come si nota dalla figura, una volta che il
veicolo si perde all’interno della mappa, quest’ultima viene aggiornata in
modo errato portando a dei risultati completamente sbagliati.
FIGURA 3.9: Falsa localizzazione e mapping errato in
seguito a scontro con ostacolo
3.3 Esplorazione autonoma
Una volta testato lo SLAM con robot comandato da tastiera, si è reso ne-
cessario l’uso di un algoritmo di esplorazione autonoma che permetta di
selezionare le aree da esplorare e un controllore che permetta di garantire
al robot di raggiungerle.
L’approccio più utilizzato per l’esplorazione è quello della ricerca di
frontiere, ovvero quelle celle della mappa che sono libere e che risultano
adiacenti a celle sconosciute. In questo modo il robot riesce a selezionare le
aree in cui è possibile esplorare e ampliare la mappa.
3.3.1 Hector_Navigation
Per fare questo è stato utilizzato e modificato il pacchetto ROS Hector_ Na-
vigation, che fornisce delle funzioni che permettono di trovare i punti di
frontiera e selezionarli utilizzando una funzione di costo che considera la
distanza e la sicurezza del possibile percorso verso il punto desiderato.
Per trovare il percorso da un punto arbitrario fino ad un obiettivo fisso
in [Javis e Byrne] viene proposta la trasformata di distanza, che data una
griglia di occupazione permette di calcolare il costo di ogni cella libera per
raggiungere una cella target. Il costo fra due celle prive di ostacoli fra di
loro può essere la distanza di scacchiera o quella euclidea. Una volta che
questo meccanismo viene applicato ad ogni cella della griglia, il percorso
minimo da qualunque cella fino ad una cella target può essere determinato
semplicemente seguendo il gradiente più ripido.
In Fig.3.10 mostriamo un esempio di trasformata di distanza, utiizzando
la distanza di scacchiera.
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FIGURA 3.10: Trasformata di distanza
Tramite questo metodo viene sempre scelto il percorso più breve fra
due celle, tuttavia questa non è sempre la scelta migliore per i robots, dato
che questi percorsi spesso sono a contatto con muri e richiedono di passare
attraverso passaggi stretti.
La trasformata di percorso, che possiamo trovare in [Zelinksy], aggiun-
ge una componente di sicurezza alla trasformata di distanza e cioè una tra-
sformata di ostacolo che calcola per ogni cella la distanza dall’ostacolo più
vicino.
In Fig.3.11 viene mostrato un esempio di trasformata di ostacolo.
FIGURA 3.11: Trasformata di ostacolo
La trasformata di percorso Φ di ogni cella c per raggiungere la cella
target cg è definita nel modo seguente:
Φ(c, cg) = min
C∈Xcgc
l(C) + α∑
ci∈C
cdanger(ci)
 (3.1)
DoveXcgc rappresenta l’insieme di tutti i possibili percorsi da c a cg, l(C)
la lunghezza del camminoC, cdanger(ci) la funzione di costo per la sicurezza
di entrare nella cella ci e α un coefficiente di peso maggiore o uguale a zero.
La lunghezza l(C) del camminoC può essere calcolata incrementalmen-
te:
l(C) = l(c0, ..., cn) =
n−1∑
i=1
d(ci, ci+1) (3.2)
In cui d denota la distanza fra due celle (per esempio la distanza a
scacchiera).
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Il costo cdanger dato dal pericolo di entrare in una cella è calcolato in base
alla trasformata di ostacolo della cella. Per distanze dai muri che sono più
piccole della metà della dimensione del robot, questo costo dovrebbe essere
molto alto.
La scelta che possiamo trovare in [Zelinsky] per questa funzione di costo
è la seguente.
cdanger(ci) =
{
(X − Ω(ci))3, se Ω(ci) ≤ X
0, altrimenti
(3.3)
La costante X determina la minima distanza dagli ostacoli e dipende
dalle dimensioni del robot e dell’accuratezza dei sensori e della mappa.
Anche in questo caso, per trovare il percorso verso una cella target a
partire da qualunque cella, è sufficiente seguire il gradiente più ripido.
Combinando l’esplorazione basata sulle frontiere con la trasformata di
percorso, si ottiene così un’elegante soluzione per il problema dell’esplora-
zione. La trasformata di percorso viene estesa in modo che venga calcolato
il costo del percorso che porta ad una frontiera vicina. Il percorso non è
necessariamente quello più corto, dato che il costo viene determinato dalla
distanza e dalla sicurezza del cammino. La formula finale della trasformata
di esplorazione è quindi la seguente:
Ψ(c) = min
cg∈F
 min
C∈Xcgc
l(C) + α∑
ci∈C
cdanger(ci)
 (3.4)
Dove F è l’insieme di tutte le celle di frontiera.
La trasformata di esplorazione ha la proprietà vantaggiosa che, per con-
struzione, non possono esserci minimi locali. Perciò, a partire da ogni cella,
è possibile trovare il percorso che porta ad una frontiera vicina.
Il calcolo di (3.4) per ogni cella libera della griglia di occupazione è ese-
guito per mezzo di un algoritmo flood-fill. Prima di tutto tutte le celle di
frontiera sono inizializzate e tutte le celle adiacenti sono aggiunte ad una
coda di celle, il cui valore della trasformata di esplorazione deve essere
calcolato. Il valore della trasformata di esplorazione di una cella è quin-
di calcolato come il valore minimo delle sue otto celle adiacenti più il costo
del movimento per andare da queste celle vicine alla cella corrente, più il
costo pesato del pericolo per la cella corrente. Ogni volta che il valore della
trasformata di esplorazione di una cella cambia, quelle adiacenti devono
cambiare anche esse il loro valore e quindi sono aggiunte alla fine della co-
da di calcolo. L’algoritmo termina al suo stato finale quando la coda non ha
più elementi e in questo modo ogni cella libera della griglia di occupazione
viene considerata almeno una volta.
In Fig.3.12 viene mostrata una griglia di occupazione e due corrispon-
denti trasformate di esplorazione. Nelle figure al centro ed a destra le aree
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vicine alle frontiere sono scure, il che mostra una piccola distanza da una
frontiera. Le aree che sono lontane da ogni frontiera sono marcate con un
colore chiaro, che dimostra un costo più alto.
Il fattore di peso α della trasformata di esplorazione determina quanto è
preferibile un percorso sicuro rispetto ad uno più breve. Queste due figure
mostrano anche due differenti cammini per differenti valori di α.
FIGURA 3.12: Trasformata di esplorazione al variare del
coefficiente di peso α
L’equazione (3.3) forza il robot a stare lontano dagli ostacoli, senza met-
tere in conto quanto il robot può allontanarsi da essi. Questo può portare
al rischio che i sensori (che hanno un range limitato) non riescano a vede-
re nessun landmark. Questo dovrebbe essere evitato dato che il robot ha
bisogno di questi per localizzarsi e per espandere la mappa.
La funzione di costo viene quindi estesa in modo che il robot sia inco-
raggiato a stare lontano dagli ostacoli ad una distanza dopt, senza essere mai
più vicino di una distanza dmin.
Il nuovo costo ddanger di una cella c con distanza d dall’ostacolo più
vicino è calcolato nel modo seguente:
cdanger(c) =
{
∞, se d < dmin
(dopt − d)2, altrimenti
(3.5)
In Fig.3.13 viene mostrato, su una mappa di esempio, questo costo con
differenti parametri. Nella figura di sinistra si ha dmin = 3 e dopt = 20 per
cercare di tenere il robot vicino ai muri ed utilizzare passaggi stretti, mentre
nella figura di destra dmin = 5 e dopt = 30, in modo da tenere il robot più
lontano dai muri ed evitare l’uso di passaggi stretti.
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FIGURA 3.13: Costo cdanger con differenti parametri
Il pacchetto Hector_Navigation permette di settare i parametri appena
analizzati, per favorire la distanza preferibile da mantenere dagli ostacoli.
Inoltre è possibile specificare la dimensione minima di una frontiera per
essere considerata tale e permettere il passaggio del veicolo.
Tuttavia le funzioni contenute consentono di trovare tutti i punti di fron-
tiera considerati come singole celle, mentre risulta preferibile raggruppare
le celle adiacenti per ottenere un unico punto di frontiera che le rappresen-
ti. Questo è dovuto al fatto che, soprattutto nel caso multi-agente, dovendo
scegliere le frontiere da utilizzare, risulta più conveniente considerare come
un’unica frontiera l’insieme di più celle di frontiera adiacenti.
Per fare questo viene utilizzato un algoritmo che permette di fare questo
raggruppamento assegnando degli identificativi alla celle di frontiera e di
raggruppare con lo stesso identificativo quelle adiacenti.
Di seguito viene riportato l’Algoritmo 1 che si occupa di fare questo rag-
gruppamento. Esso fa uso di un vettore a valori interi vettore_frontiere,
due liste di valori interi che contengono i valori dei raggruppamenti lista_
raggruppamenti e raggruppamenti_usati, un insieme celle_adiacenti(f) che
contiene le celle adiacenti alla cella f e primo_valore(lista_raggruppamenti)
rappresenta il primo elemento della lista_raggruppamenti.
Un gruppo di celle adiacenti, che hanno quindi lo stesso identificativo,
viene infine rappresentato con la cella dell’insieme che risulta avere il costo
cdanger minore.
In seguito alla scelta della frontiera viene generato il percorso che il ro-
bot deve intraprendere seguendo come già detto il gradiente. Si hanno
quindi una serie di waypoints da seguire, che corrispondo ad ogni cella
facente parte del percorso. Dato che questi possono essere anche molti,
è stata aggiunta un’ottimizzazione che permette di eliminare parte degli
waypoints consecutivi che si trovano sulla stessa retta e che quindi hanno
orientamento uguale.
Successivamente un controllore basato sul pacchetto pose-follower per-
mette di generare i comandi di velocità necessari per seguire gli waypoints
al Roomba. Questo pacchetto permette inoltre di scegliere i parametri rela-
tivi alle velocità angolari e lineari massime e minime del veicolo, oltre alle
costanti di controllo.
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Algoritmo 1 Raggruppamento celle di frontiera adiacenti
valore_prox_raggruppamento = 1
∀f ∈ cellefrontiera→ vettore_frontiere[f ] = 0
for each f ∈ celle_di_frontiera do
for each a ∈ celle_adiacenti(f) do
if vettore_frontiere[a] > 0 then
add vettore_frontiere[a] to lista_raggruppamenti
end if
end for
if lista_raggruppamenti is empty then
vettore_frontiere[f ] = valore_prox_raggruppamento
add valore_prox_raggruppamento to valori_usati
valore_prox_raggruppamento+ +
else
valore_fusione_raggruppamento = 0
for each val ∈ lista_raggruppamenti do
if val = primo_valore(lista_raggruppamenti) then
valore_fusione_raggruppamento = val
vettore_frontiere[f ] = valore_fusione_raggruppamento
else
for each k ∈ celle_di_frontiera do
if vettore_frontiere[k] = val then
remove val from valori_usati
vettore_frontiere[k] =
valore_fusione_raggruppamento
end if
end for
end if
end for
end if
end for
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3.3.2 Simulazione esplorazione autonoma
Vediamo adesso i risultati relativi alla simulazione dello SLAM con esplo-
razione autonoma basata sulla ricerca di frontiere.
In Fig.3.14 viene mostrata la mappa costruita dal robot e la traiettoria da
esso seguita.
FIGURA 3.14: Simulazione SLAM con esplorazione a
frontiera autonoma
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SLAM multi-agente
4.1 Impostazione agenti
Come abbiamo già introdotto nello studio dello stato dell’arte, l’estensione
dello SLAM al caso multi-agente può portare a dei notevoli miglioramenti
sul tempo totale di esplorazione.
Dovendo lavorare con più agenti simili tra di loro e quindi dovendo
utilizzare gli stessi pacchetti ROS è necessario impostare e gestire corretta-
mente sin da subito gli workspace e i nomi dei vari topic e tf che andremo
ad utilizzare e con cui i robots si scambieranno le informazioni.
Ogni agente avrà quindi il suo nome riconoscitivo che è stato scelto es-
sere iRobot seguito da un identificativo numerico univoco per ogni robot.
Questo è stato selezionato per essere utilizzato anche come workspace in
cui eseguire i nodi ROS.
Nel caso singolo agente i frames e i topics erano già mappati in modo
corretto con l’identificativo del robot, tranne il frame mappa che adesso è
necessario definire quello relativo ad ogni agente che in simulazione sa-
rà poi legato a quello globale che corrisponde a quello di riferimento in
Gazebo.
L’albero delle tf relativo al caso di 2 Roomba con il pacchetto Hector_SLAM,
risulta il seguente:
FIGURA 4.1: Albero delle tf nel caso di 2 agenti
Come risulta dalla Fig.4.1 ogni agente ha gli stessi nomi dell’altro per
quanto riguarda i vari frame di riferimento, preceduti però dal proprio
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identificativo.
Il frame scanmatcher_frame è quello relativo alla localizzazione del robot
tramite l’algoritmo di matching degli scan laser.
Vediamo adesso la visualizzazione, tramite due finestre di Rviz, delle
mappe locali costruite da ogni robot. La posa del primo robot nel sistema di
riferimento di Gazebo è in [x = 0m, y = 0m, theta = 0◦], mentre il secondo
agente è in [x = −2m, y = −4m, theta = 0◦].
FIGURA 4.2: Gazebo con 2 Roomba e relative mappe locali
4.2 Map merging
4.2.1 Pose relative note
Nell’affrontare il problema del map merging iniziamo considerando il caso
più semplice in cui le pose relative fra gli agenti sono note a priori.
Per fare questo è stata creata la classe map-merging che si occupa di
gestire l’arrivo delle mappe locali degli altri agenti e la fusione delle mappe.
Per fare questo si è supposto che ogni robot sappia quindi a priori quan-
ti altri agenti sono presenti, i loro identificativi e la loro posa rispetto al
veicolo stesso.
Per quanto riguarda la fusione delle mappe, la scelta è stata quella relati-
va all’utilizzo solamente di quelle locali, in quanto essendo quelle costruite
dai singoli agenti tramite lo SLAM, risultano molto accurate.
L’utilizzo delle mappe globali per il map merging causerebbe l’amplifi-
cazione dei piccoli errori dovuti a poca precisione nella misurazione delle
pose relative dei frame mappa, che porterebbe questi errori a divergere.
La comunicazione delle mappe locali è effettuata tramite un topic \map
in cui i vari agenti pubblicano e ricevono le varie mappe. Essendo stato
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scelto un topic unico per tutti gli agenti, è necessario che gli agenti pubbli-
chino un messaggio contenente, oltre alla griglia di occupazione, anche un
campo relativo al nome del robot a cui appartiene.
Il pacchetto Hector_SLAM è stato quindi modificato per pubblicare que-
sto tipo di messaggio sul topic scelto.
La classe map_merger ha quindi una funzione di callback che non appena
arriva un messaggio controlla che provenga da uno degli agenti di cui co-
nosce la posa relativa e dopodichè effettua la fusione della mappa ricevuta
con quella propria.
La fusione avviene cercando, per ogni cella della propria mappa loca-
le, il valore che assume la cella dell’altra mappa che corrisponde alla stessa
posizione nell’ambiente. Per fare questo un ciclo for si occupa di scorrere
tutti gli indici della griglia, che vengono trasformati in coordinate nel si-
stema di riferimento della mappa. Successivamente queste coordinate ven-
gono trasformate nel sistema di riferimento relativo alla mappa ricevuta e
dopodichè riportati in indici relativi alla griglia di questa.
Se questi corrispondono ad una cella della griglia ricevuta (i punti della
mappa locale potrebbero non avere un corrispettivo in quella ricevuta per
i limiti di dimensione delle mappe), allora si ha l’integrazione delle due
informazioni.
Di seguito indicheremo con prima cella quella relativa alla propria map-
pa locale e seconda cella quella corrispondente trovata nella mappa locale
ricevuta da un altro robot. I casi che si possono verificare nella fusione delle
due celle e il valore che prende la prima cella sono i seguenti:
1. Prima e seconda cella sconosciute: mantiene il proprio valore
2. Prima cella conosciuta e seconda conosciuta: mantiene il proprio va-
lore
3. Prima cella sconosciuta e seconda conosciuta: prende il valore della
seconda cella
4. Prima e seconda cella conosciute: viene fatta una media del valore
delle due celle
La mappa risultante viene quindi pubblicata per poter essere utilizzata
dall’algoritmo di esplorazione.
In Fig.4.3 vediamo la fusione delle mappe locali effettuata dai due robo-
ts all’istante iniziale.
Vediamo adesso in Fig.4.4 una simulazione relativa all’esplorazione au-
tonoma non collaborativa da parte dei due agenti, utilizzando per la ricerca
di frontiere le mappe globali ottenute per mezzo del map merging.
Nonostante non ci sia ancora collaborazione nell’esplorazione, si pos-
sono notare già i primi vantaggi del caso multi-agente, dato che le aree
esplorati dagli altri agenti non vengono esplorate nuovamente.
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(A) iRobot1 (B) iRobot2
FIGURA 4.3: Fusione delle mappe all’istante iniziale con
pose relative note
(A) iRobot1 (B) iRobot2
FIGURA 4.4: Fusione delle mappe durante l’esplorazione
con pose relative note
Questo lo possiamo notare dalla Fig.4.5, in cui vediamo come l’iRo-
bot2 effettuando il map merging eviti di esplorare le zone già esplorate
dall’iRobot1.
4.2.2 Pose relative non note
Consideriamo adesso il caso di pose relative fra gli agenti non note a prio-
ri. Per poterle stabilire è stato scelto l’utilizzo dell’incontro tra i robots, in
quanto questo metodo permette di avere dei vantaggi come:
• evitare errori dovuti a false sovrapposizioni causati da simmetrie del-
l’ambiente
(A) iRobot2 senza map merging (B) iRobot2 con map merging
FIGURA 4.5: Vantaggi del map merging anche nell’esplora-
zione non collaborativa
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• ridurre il carico computazionale nel caso di numerosi agenti
Il reciproco riconoscimento degli agenti fra di loro sarà permesso per
mezzo di alcuni codici visivi ricoscibile tramite webcam.
Per poter effettuare la stima delle pose relative fra i frame fissi delle
mappe locali è necessario innanzitutto ricavare la posa relativa tra i frame
locali dei due robot, che avviene tramite il riconoscimento visivo dei codici.
In Fig.4.6 viene rappresentata la situazione relativa a due agenti che
riescono a vedersi tramite linea di vista.
FIGURA 4.6: Geometria dell’incontro tra due agenti
Geometricamente è possibile quindi ricavare la relazione che lega l’an-
golo relativo θ tra i due robots alle misure che essi sono in grado di effet-
tuare tra di loro.
θ = pi + 1θ2 − 2θ1 (4.1)
Successivamente tramite lo scambio delle pose degli agenti nei propri
frame fissi, è possibile ricavare la posa relativa tra i frame delle mappe
tramite delle trasformazioni rigide.
FIGURA 4.7: Relazione fra i frame mappa di due agenti
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Per poter rendere possibile questa cosa in simulazione, è stato imple-
mentato un nodo ROS che si occupa di segnalare ai robot quando si trova-
no in prossimità tra di loro, comunicando agli agenti coinvolti la distanza e
l’angolo con cui vedono l’altro veicolo.
Una volta calcolate le pose relative fra i frame fissi delle mappe è possi-
bile effettuare il map merging vero e proprio tramite lo scambio delle griglie
di occupazione locali.
Inoltre, ogni robot può successivamente comunicare le pose relative de-
gli altri frame mappa dei robot con cui è entrato in contatto, in modo da
costruire un grafo connesso con gli agenti che hanno già scambiato le loro
pose.
Per simulare quello che poi andrà a succedere tramite il riconoscimen-
to dei marker, il nodo close_robots si occupa di controllare la distanza fra i
veicoli e quando questa è minore di una certa soglia (per esempio 2 me-
tri), pubblica su un topic condiviso fra gli agenti un messaggio contenente
i nomi degli agenti coinvolti nell’incontro. Questo messaggio viene poi uti-
lizzato dal nodo che si occupa del map merging per calcolare i dati relativi
alla linea di vista con cui il veicolo vede l’altro agente. Per fare questo vie-
ne utilizzata la funzione look_up_transform() con cui viene ottenuta la tf che
serve per passare dal frame del robot a quello dell’altro agente. In questo
modo la x e la y della trasformazione non sono nient’altro che le coordinate
della linea di vista che congiunge i frame dei due robot, mentre è possibile
ottenere l’angolo tramite relazioni trigonometriche.
Una volta calcolata la linea di vista, è possibile ricavare le trasforma-
zione 2D tra i due frame mappa tramite le trasformazioni rappresentate
in Fig.4.7 dato che le tutte le tf necessarie sono già pubblicate dai singoli
robots.
Il nodo map-merging successivamente crea una lista di messaggi con le
informazioni relative ai robot incontrati, quindi contenente il nome degli
agenti e le coordinate necessarie per passare dal proprio frame mappa a
quello dell’altro robot.
Ogni volta che un agente aggiorna questa lista, pubblica un messaggio
contenente questa e il proprio dentificativo su un topic letto da tutti gli altri
veicoli, in modo tale che questi possano controllare se la lista appartiene ad
un agente con cui sono entrati in contatto e, in tale caso, possono risalire
tramite delle trasformazioni rigide alla posa relativa che hanno con robots
con cui non sono ancora entrati in comunicazione diretta ma tramite quindi
altri veicoli.
Facendo delle prime simulazioni di map merging tramite stima delle
pose relative in seguito all’incontro degli agenti, è emerso che la sovrap-
posizione delle mappe delle volte non è molto precisa e, dato che in simu-
lazione le misure utilizzate sono molto precise, questo problema è causato
dal movimento dei veicoli durante il calcolo delle pose relative.
Per ovviare a questo problema, è stato scelto di pubblicare il messaggio
relativo alla ricosciuta vicinanza dei robots al controllore di esplorazione,
che si occupa innanzitutto di fermare i veicoli durante la loro esplorazione.
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FIGURA 4.8: Incontro fra due agenti in simulazione
In seguito questo pubblica un messaggio al nodo che si occupa di calcolare
le pose, in modo che questo sia effettuato con i veicoli stazionari.
Con questo accorgimento in simulazione otteniamo dei buoni risultati,
tuttavia data la presenza di misure poco precise e rumore nel mondo reale,
si rende necessaria una strategia di map merging più intelligente.
4.2.3 Ottimizzazione map merging
Per poter ridurre gli errori dovuti a sovrapposizioni non precise delle map-
pe, è possibile fare un’ottimizzazione come presente in [Liu e Zhang 2013].
Come già accennato nello studio dello stato dell’arte, in questo artico-
lo il map merging viene effettuato tramite un’ottimizzazione che ha come
obiettivo la massimizzazione di una funzione omega che indica il grado di
sovrapposizione di due mappe m1 e m2 al variare dei tre parametri che
caratterizzano una trasformazione 2D della seconda mappa.
ω(m1, T(tx,ty ,θ)m2) (4.2)
Dove la funzione ω che indica il grado di sovrapposizione di due mappe
è definita nel modo seguente:
ω(m1,m2) =
N∑
i=1
M∑
j=1
e(m1[i, j],m2[i, j]) (4.3)
In cui e è una funzione che restituisce 1 se i due argomenti sono uguali,
altrimenti 0.
e(a, b) =
{
1, se a = b
0, altrimenti
(4.4)
Invece, Ttx,ty ,θ è la trasformazione rigida 2D che viene effettuata sul-
la seconda mappa al variare dei 3 parametri tx e ty di traslazione e θ di
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rotazione.
Questo metodo viene applicato nel caso di nessuna conoscenza a priori
delle pose relative fra i robot e quindi variando i parametri in tutto lo spazio
delle mappe.
Nel nostro caso, invece, è possibile utilizzare questa ottimizzazione so-
lamente in un intorno della trasformazione calcolata tramite le misure delle
linee di vista, dato che è stata già ottenuta una stima della trasformazione
necessaria, che permette di ridurre il carico computazionale dell’operazione
e di evitare di trovare false sovrapposizioni completamente errate.
Anche in questo caso, come già discusso precedentemente, la scelta è
stata quella di utilizzare solo le mappe locali per effettuare il map mer-
ging. In questo caso l’ottimizzazione permetterebbe di evitare la divergen-
za degli errori di sovrapposizione dovuti alle stime delle pose reciproche,
ma comporterebbe il calcolo di questa ottimizzazione per ogni fusione di
mappa.
L’utilizzo delle mappe locali permette invece di effettuare l’ottimizza-
zione fra due mappe soltanto durante la prima fusione, dato che, una volta
calcolata la posa relativa che permette la migliore sovrapposizione, questa
rimarrà tale dato che le mappe locali sono molto accurate.
Ogni agente mantiene quindi una lista contenente gli identificativi di
tutti i robot di cui ha calcolato la posa relativa, i parametri che caratteriz-
zano la trasformazione rigida fra i frame mappa ed una variabile booleana
che indica se questi parametri sono stati ottimizzati.
In questo modo, ogni volta che un agente riceve per la prima volta una
mappa locale da un altro robot dopo aver stimato la posa relativa, effettua
l’ottimizzazione sulle mappe per aggiustare i parametri della trasformazio-
ne e dopodichè utilizzerà sempre i valori calcolati.
Come già accennato, la comunicazione delle sole mappe locali richie-
de che gli agenti comunichino le liste contenenti gli identificativi e i para-
metri di trasformazione dei robot di cui hanno calcolato la posa relativa,
in modo da costruire un grafo connesso fra i veicoli che hanno scambiato
informazioni fra di loro.
Bisogna però fare attenzione in questo caso a considerare solo le pose
relative che sono state già calcolate in base all’ottimizzazione sulle map-
pe. Infatti, è possibile che due agenti che conoscono le loro pose relative
tramite comunicazione con altri robots, non siano mai entrati in contatto
e abbiano esplorato solo aree diverse fra di loro. Per questo motivo è ne-
cessario che l’ottimizzazione venga effettuata solo fra i veicoli che si sono
incontrati fisicamente, per avere la garanzia che essi abbiano aree esplorate
in comune.
Gli agenti che vengono a conoscenza delle loro pose relative in modo
indiretto, per il calcolo di queste devono quindi affidarsi solo a quelle stime
effettuate tramite queste ottimizzazioni.
Vediamo adesso dei risultati relativi alla fusione delle mappe in seguito
dell’incontro fra due agenti nel caso di pose relative non note a priori. Le
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Algoritmo 2 Calcolo pose relative tramite comunicazione delle trasforma-
zioni trovate da altri agenti
for each robot_id ∈ mia_lista do
if robot_id = altro_robot_id then
for each altra_lista_robot_id ∈ altra_lista_robots do
trovato = FALSE
for each robot_id2 ∈ mia_lista do
if robot_id2 = altra_lista_robot_id then
trovato = TRUE
end if
end for
if found = FALSE AND altra_lista_robot_id is ottimizzato
then
calcolo posa relativa con altra_lista_robot_id
add altra_lista_robot_id in mia_lista
pubblica mia_lista
end if
end for
end if
end for
(A) iRobot1 (B) iRobot2
FIGURA 4.9: Mappe locali di due agenti prima del reciproco
riconoscimento
pose iniziali nel modello Gazebo dell’iRobot1 sono in [x = 0m, y = 0m, θ =
0◦], mentre quelle dell’iRobot2 sono in [x = −2m, y = −4m, θ = 30◦]
In Fig.4.9 riportiamo le mappe locali costruite dai due agenti nell’istante
prima del reciproco riconoscimento.
Come si nota dai frame che rappresentano la posizione dei robots nel-
la mappa, i due agenti sono a distanza ravvicinata e possono effettuare il
reciproco riconoscimento, che porta al calcolo dei dati delle linee di vista
e delle trasformazioni necessarie per calcolare la relazione fra i due frame
mappa.
Dopo aver effettuato queste computazioni, gli agenti sono in grado di
effettuare il map merging delle mappe locali con quelle ricevute dall’altro
robot, ottenendo le mappe globali rappresentate in Fig.4.10.
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(A) iRobot1 (B) iRobot2
FIGURA 4.10: Mappe globali di due agenti dopo il reciproco
riconoscimento
4.3 Incontro agenti
In alcuni contesti potrebbe essere difficile avere un incontro casuale fra i
robot durante l’esplorazione. Questo è possibile se, per esempio, due robots
stanno esplorando un ambiente vasto procedendo nella stessa direzione e
ad una distanza tale da non permettere il reciproco riconoscimento.
Questo comportamento non è desiderabile in quanto uno dei due agen-
ti sprecherebbe il suo tempo nell’esplorare le aree già visitate dall’altro
veicolo, senza riuscire ad entrarci in contatto.
Per poter incoraggiare i robots a trovare dei punti di rendezvous risul-
ta necessario trovare delle corrispondenze fra le zone esplorate dai singoli
agenti. Quindi, per poter far avvenire l’incontro fra gli agenti il prima possi-
bile, è necessario che questi riescano ad individuare il passaggio attraverso
zone già visitate dagli altri veicoli.
Per fare questo, la soluzione adottata è quella di far cercare ad ogni
agente di localizzarsi nella mappa locale degli altri tramite l’uso della lo-
calizzazione Monte Carlo, che utilizza le informazioni odometriche e gli
scan laser del robot per aggiornare un filtro a particelle.
La localizzazione Monte Carlo è un algoritmo che permette ai robots
di localizzarsi utilizzando un filtro a particelle. Data una mappa dell’am-
biente, l’algoritmo stima la posizione e l’orientazione di un agente in base
a come si muove e percepisce l’ambiente. L’algoritmo utilizza un filtro a
particelle per rappresentare la distribuzione di stati verosimili, con ogni
particella rappresentante un possibile stato e cioè l’ipotesi riguardo la po-
sa del robot. L’algoritmo tipicamente inzia con una distribuzione casuale
uniforme di particelle nello spazio delle configurazioni, che significa che
il robot non ha informazioni su dove è ed assume di poter essere in ogni
punto dello spazio. Come il veicolo si muove, sposta le particelle per pre-
dirre il suo nuovo stato in seguito al movimento. Ogni volta che il robot
riceve delle misure sensoriali dell’ambiente circostante, le particelle sono
ricampionate in base ad stima ricorsiva Bayesiana, che permette di stima-
re quanto le informazioni sensoriali sono correlate con lo stato predetto.
Infine, le particelle dovrebbero convergere alla posizione attuale del robot.
Questo tipo di localizzazione può essere locale se è disponibile una sti-
ma della posizione iniziale del robot, oppure globale se non si ha nessu-
na informazione e quindi è necessario distribuire le particelle su tutto lo
spazio.
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Quella che serve nel nostro caso è la localizzazione globale, in quanto
un agente non ha informazioni su dove possa trovarsi nella mappa di un
altro robot, rendendo quindi necessario distribuire le particelle sull’intera
mappa locale ricevuta.
FIGURA 4.11: Particelle nella localizzazione Monte Carlo
globale
In ROS è presente il pacchetto AMCL (Adaptive Monte Carlo Locali-
zation), che permette di localizzare un robot in una mappa tramite que-
sto metodo. Esso permette sia la localizzazione locale che quella globa-
le, che può essere inizializzata per mezzo della chiamata al servizio glo-
bal_localization.
Per permettere l’utilizzo al fine desiderato è necessario mappare in mo-
do corretto i vari namespace e topic ROS in modo che risultino coerenti, da-
to che AMCL deve avere come ingresso informazioni provenienti da agenti
diversi.
Per fare questo, ogni agente ha un namespace aggiuntivo per ogni robot
da cui riceve una mappa in cui far girare AMCL, dato che, per ogni agente,
sono richiesti tanti nodi AMCL quanti sono i robots con cui si riesce a co-
municare. Inoltre, ogni agente ha pun nodo che si occupa di mappare i vari
topic in modo coerente nei vari namespace e di chiamare periodicamente
un servizio che inizializza la localizzazione globale di AMCL.
Questo è necessario dato che il robot potrebbe non aver ancora visitato
zone esplorate dall’altro veicolo, rendendo necessaria la nuova inizializza-
zione della localizzazione globale sulle nuove mappe locali ricevute.
Il nodo AMCL permette di settare molti parametri relativi al filtro a par-
ticelle come il numero di campioni e le varie costanti che pesano gli aggior-
namenti. Inoltre, il nodo richede le tf che permettono il passaggio dai fra-
me relativo agli scan laser a quello odometrico, che nel nostro caso sono già
disponibili.
Nel caso di due agenti, la localizzazione avviene quindi tramite la co-
municazione rappresentata dallo schema semplificato in Fig.4.12.
Facendo delle simulazioni è emerso che AMCL effettivamente conver-
ge alla posa reale del robot quando questo si trova all’interno della map-
pa. Tuttavia, soprattutto nelle fasi iniziali di esplorazione, l’agente può non
trovarsi all’interno della mappa esplorata dagli altri agenti e in questo caso
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FIGURA 4.12: Schema della comunicazione fra AMCL e
Hector SLAM nel caso di due agenti
(A) Mappa del robot (B) Localizzazione in altra mappa
FIGURA 4.13: Robot all’esterno della mappa ricevuta
l’algoritmo converge comunque ma ad una posa errata. Questo compor-
tamento non rende possibile discriminare tra una localizzazione effettiva
ed una falsa dovuta al fatto che il robot non si trova ancora nella mappa
dell’altro agente.
Questo non comporta problemi nel map merging dato che comunque è
richiesto il rendezvous fra gli agenti per validare le ipotesi di localizzazione,
ma rimane comunque un problema dato che potrebbe portare a dei possi-
bili continui tentativi di rendezvous che non farebbero altro che rallentare
l’esplorazione.
Per far fronte a questo problema sono quindi state trovate due soluzioni:
• tentare la localizzazione solo dopo aver esplorato un limite minimo
di area
• utilizzare la prima localizzazione per calcolare le trasformazioni fra i
vari frame e controllare se la seconda è coerente con gli spostamenti
effettuati dal robot
4.3. Incontro agenti 49
(A) Mappa del robot (B) Localizzazione in altra mappa
FIGURA 4.14: Robot all’interno della mappa ricevuta
Non appena un agente si localizza per la seconda volta in modo coe-
rente nella mappa di un altro agente, comunica la sua posizione per poter
effettuare un rendezvous in modo da validare la localizzazione effettuata
ed eseguire il map merging visto precedentemente.
Nel caso di false localizzazione dovuta a simmetrie della mappa, gli
agenti non si incontreranno nel punto stabilito e continueranno a cercare di
localizzarsi fra di loro continuando l’esplorazione.
Per poter rendere possibile il rendezvous è stato modificato il nodo che
si occupa di pubblicare i comandi per l’esplorazione. Il nodo che gestisce le
informazioni di AMCL, una volta che ha riconosciuto un’effettiva localiz-
zazione, manda un messaggio di stop al nodo che controlla l’agente che si
è localizzato, mentre pubblica la posa trovata nell’altra mappa su un topic
letto dal nodo che controlla l’altro robot.
L’altro agente setta quindi una variabile che ferma l’esplorazione per
andare verso il target ricevuto. Per fare questo la posa ricevuta viene salvata
come goal e viene effettuato un planning con gli stessi metodi utilizzati per
trovare i percorsi verso una frontiera.
Una volta arrivato a destinazione può trovare l’agente che ha inviato la
sua posa ed effettuare la stima delle pose relative e il map merging, oppu-
re, se l’agente non si trova nella destinazione, riprenderà la sua normale
esplorazione dopo aver settata un’apposita variabile.
Naturalmente è stato scelto che l’agente che si localizza si fermi ad aspet-
tare l’altro per il fatto che è possibile avere una falsa localizzazione. In que-
sto caso infatti, un tentativo di rendezvous nella posizione dell’altro agente
o a metà percorso fra i due potrebbe portare ad avere come obiettivo delle
aree fuori dalla mappa o indesiderate per la sicurezza del robot.
In Fig.4.15(a) e Fig.4.15(b) vengono riportate le mappe locali e globali di
una simulazione con due robots che effettuano un’esplorazione autonoma
cercando di localizzarsi all’interno della mappa dell’altro agente. Le figure
riportano il momento del rendezvous richiesto dal Robot1 che si è loca-
lizzato nella mappa del Robot2 nel punto A. Le lettere nelle mappe locali
indicano punti che corrispondono alle stesse zone nell’ambiente.
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(A) Robot1 (B) Robot2
(C) Robot1 (D) Robot2
FIGURA 4.15: Mappe locali e globali dei due agenti in
simulazione prima e dopo il rendezvous
4.4 Esplorazione coordinata
Una volta che gli agenti entrano a conoscenza delle pose relative fra i lo-
ro frame mappa, sono in grado di sapere in ogni istante le loro posizioni
all’interno della mappa globale creata.
Grazie a questo è possibile quindi iniziare a parlare di esplorazione
coordinata, che consente agli agenti di scegliere quale frontiera esplora-
re non più solo in base alla posizione di questa, ma anche in base alla
posizione ed alle scelte degli altri robot.
Come già introdotto nello stato dell’arte, le soluzioni che troviamo in
letteratura sono molte e sembra che non ci siano molte possibili innovazio-
ni da poter portare. Questo è dovuto anche al fatto che l’efficienza degli
algoritmi di esplorazione dipende fortemente dalla struttura dell’ambiente
e alcune soluzioni che troviamo in letteratura possono essere efficienti in
alcuni tipi di situazioni, mentre risultano preferibili altri metodi in altre.
Tuttavia volendo implementare i metodi trovati, è stato possibile ana-
lizzarli per portare dei miglioramenti.
Riprendiamo i due algoritmi introdotti precedentemente: quello greedy
basato sulla minimizzazione di una funzione basata sulla distanza dalle
frontiere per l’assegnamento di queste [76] e quello basato sulle posizioni
degli agenti rispetto ad una frontiera, assegnando una frontiera all’agente
in migliore posizione rispetto ad essa [77].
In [77] troviamo un confronto tra i due algoritmi, fornendo dei grafici
relativi a dei risultati di simulazione dei due metodi. In Fig.4.16 riportia-
mo due grafici relativi alla comparazione dei tempi di esplorazione data
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(A) Primo ambiente (B) Secondo ambiente
FIGURA 4.16: Confronto tempi di esplorazione al variare
del numero di agenti
in passi di simulazione, al variare del numero dei robot per due ambien-
ti differenti. Nel primo grafico vengono inoltre riportati i risultati relativi
all’algoritmo nearest frontier, che prevede semplicemente l’assegnamento
ad ogni robot della frontiera più vicina. I risultati mostrano la media su 60
simulazioni per ogni algoritmo per un dato numero di agenti.
Come è logico aspettarsi, possiamo notare che l’algoritmo nearest fron-
tier è sempre meno efficiente rispetto agli altri due. Nell’articolo viene inol-
tre riportato, come si può notare dal primo grafico, che l’algoritmo MinPos
in quasi tutti gli ambienti è più efficiente quando il numero di agenti è pic-
colo (da 1 a 5 o 6 a seconda dell’ambiente). L’algoritmo [76] è invece risul-
tato avere performance simili ma leggermente migliori quando il numero
di robots è grande. In figura 4.15(b) viene riportato un confronto fra i due
algoritmi in un ambiente in cui MinPos risulta più efficiente indipenden-
temente dal numero di robots. Viene inoltre riportato che i risultti relativi
al numero medio di passi e alla deviazione standard su tutti gli ambienti
testati mostrano che l’algoritmo MinPo ha meno variabilità.
Il comportamento che emerge dall’algoritmo MinPos è quello di inco-
raggiare la separazione dei robot. Questo è dovuto al fatto che questo me-
todo considera non solo la distanza dalle frontiere ma anche le direzioni che
portano a queste.
Come esempio riportiamo in Fig.4.17 un confronto fra il comportamen-
to dei due algoritmi nel caso di due agenti che condividono una mappa
globale che presenta tre frontiere. In Fig.4.17(a) vediamo come l’algoritmo
MinPos assegni la frontiera F1 all’agente R1, nonostante sia più lontana di
F2 e F3, ma in una differente direzione. L’altro algoritmo invece, mostrato
in Fig.4.17(b), assegna la frontiera F2 ad R3 e F3 ad R1.
Il comportamento dell’algoritmo MinPos è quindi, in questi casi, pre-
feribile. Questo è dovuto al minore tempo di esplorazione necessario per
visitare le frontiere dato che una volta che R3 ha esplorato F2, esplorerà F3
per completare l’operazione (F2−F3 sono più vicine fra di loro di F2−F1).
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(A) MinPos (B) Greedy
FIGURA 4.17: Assegnamento frontiere tramite due algorit-
mi di esplorazione
(A) MinPos (B) Greedy
FIGURA 4.18: Caso in cui l’algoritmo MinPos assegna le
frontiere in modo poco efficiente
Tuttavia è possibile trovare dei casi in cui l’assegnamento delle fron-
tiere con l’algoritmo MinPos è poco efficiente. Questo accade quando, dal
punto di vista di un robot, è presente un direzione con frontiere multiple e
multipli agenti di fronte. Il robot considererà gli agenti di fronte piuttosto
che il numero di frontiere è maggiore del numero dei veicoli, lasciando così
frontiere non assegnate.
In Fig.4.18(a) è mostrato un esempio di questo caso, in cui R3 vede la
frontiera F1 con due agenti di fronte e seleziona di andare verso F4 per la
quale è in seconda posizione. Questo comportamento non è desiderabile,
dato che porta due veicoli a selezionare la stessa frontiera quando in realtà
ne esiste una non assegnata a nessun agente.
In questa situazione l’assegnamento greedy ha un comportamento mi-
gliore, dato che, come mostrato in Fig.4.18(b), permette di l’assegnamento
di ogni frontiera ad un robot diverso.
Per l’esplorazione coordinata da utilizzare è stato quindi scelto di sfrut-
tare in parte il metodo adottato dall’algoritmo MinPos, questo per favorire
la separazione degli agenti in direzioni diverse. Per fare questo è stato de-
ciso che un agente scelga una frontiera solo se è nella migliore posizione ri-
spetto ad essa, mentre nel caso in cui esistano altri robot fra lui e le frontiere,
deve scegliere, se esiste, quella non selezionata da nessun agente.
Per come abbiamo risolto il problema della stima delle pose reciproche
e del map merging, ogni robot condivide la stessa mappa globale con gli
agenti di cui è venuto a conoscenza della posa relativa ed inoltre conosce
la posizione di questi in ogni istante dato che è nota la posizione del frame
mappa di questi ed essi pubblicano la loro posizione rispetto ad esso.
Grazie a questo, per ogni agente, risulta quindi possibile trovare la fron-
tiera a costo minore per cui è nella migliore posizione. Per fare questo ven-
gono calcolate le frontiere a costo minore ed eliminate quelle per cui un
altro dei robot con cui si sta cooperando è più vicino.
4.4. Esplorazione coordinata 53
Nel caso in cui il robot non risulta in migliore posizione rispetto a nes-
suna frontiera, non viene selezionata quella a costo minore ma viene cercata
quella non selezionata dagli altri robot.
Per fare questo, è stato aggiunto un meccanismo di comunicazione delle
frontiere che permette ai robot di comunicare su un topic comune l’ultima
frontiera selezionata per l’esplorazione e l’identificativo del robot che ha
pubblicato il messaggio.
In questo modo ogni agente dispone anche di informazioni sull’ultima
frontiera selezionata dagli altri veicoli. Una volta ricevuto uno di questi
punti, ogni agente controlla se la frontiera è stata pubblicata da un veico-
lo di cui conosce la posa relativa e tale caso effettua una trasformazione di
coordinate per esprimere il punto nel proprio frame mappa. Successiva-
mente viene fatto un controllo su un vettore contenente i punti di frontiera
ricevuti, se è già presente una frontiera selezionata da quell’agente allora
viene aggiornata, altrimenti viene inserita.
Quindi, se un agente non trova nessuna frontiera per il quale è in mi-
gliore posizione, controlla se il numero delle frontiere è maggiore o uguale a
quello dei robot presenti e in caso affermativo elimina le frontiere che risul-
tano vicine entro una soglia di distanza a quelle selezionate in precedenza
dagli altri veicoli.
Il meccanismo di selezione delle frontiere è asincrono, ma questo accor-
gimento permette comunque di evitare di selezionare una frontiera nelle
vicinanze di una area che sta venendo esplorata o comunque selezionata
da un altro agente, a favore di altre che nonostante abbiano altri agenti più
vicini risultano comunque isolate.
Se tutte le frontiere risultano in vicinanza di quelle selezionate prece-
dentemente dagli altri veicoli, viene selezionata semplicemente quella che
minimizza la funzione di costo (3.4).
Questo metodo viene riportato nell’Algoritmo 3, in cui frontiere è l’in-
sieme delle celle di frontiera, Ri è l’i-esimo agente di cui è nota la posa
relativa, dist(f,Ri) è la distanza del percorso dal robot Ri alla frontiera f ,
numero_ frontiere è il numero delle celle di frontiera, numero_agenti è il
numero degli agenti di cui si conosce la posa relativa, fRi è l’ultima fron-
tiera selezionata dall’agente Ri, dsoglia è la distanza minima che deve avere
una frontiera da quella selezionata da un altro agente per poter essere scel-
ta e l’Eq.(4.5) è la funzione di costo per la scelta di una frontiera f in base
alla distanza e la sicurezza del percorso dalla cella a in cui si trova l’agente
considerato.
min
C∈Xfa
l(C) + α∑
ci∈C
cdanger(ci)
 (4.5)
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Algoritmo 3 Algoritmo di selezione della frontiera per l’esplorazione
dell’agente k
if ∃f ∈ frontiere : dist(f,Rk) < dist(f,Ri),∀i 6= k then
return f che minimizza l’Eq.(4.5)
end if
if numero_frontiere >= numero_agenti then
if ∃f ∈ frontiere : dist(f, fRi) > dsoglia, ∀i 6= k then
return f che minimizza l’Eq.(4.5)
end if
end if
return f ∈ frontiere che minimizza l’Eq.(4.5)
4.5 Simulazioni
Riportiamo di seguito i risultati relativi a delle simulazioni di esplorazione
del modello del Centro Piaggio in Gazebo.
4.5.1 Due agenti
Iniziamo quindi considerando il caso di due agenti. In Fig.4.19 riportiamo
uno schema semplificato riguardante la comunicazione fra i nodi principali
dei due robots, ovvero quelli di SLAM, map merging ed esplorazione.
FIGURA 4.19: Schema della comunicazione fra i nodi
principali di due agenti
Le pose iniziali nel modello Gazebo dell’iRobot1 sono in [x = 0m, y =
0m, θ = 0◦], mentre quelle dell’iRobot2 sono in [x = −2m, y = −4m, θ =
30◦].
In Fig.4.20 sono riportate le mappe locali dei due agenti all’istante ini-
ziale.
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(A) iRobot1 (B) iRobot2
FIGURA 4.20: Mappe locali dei due agenti in simulazione
In Fig.4.21 sono riportate le mappe globali dei due agenti in seguito al
loro incontro e quindi allo scambio delle pose relative.
(A) iRobot1 (B) iRobot2
FIGURA 4.21: Mappe globali dei due agenti in simulazione
subito dopo essersi incontrati
In Fig.4.22 e 4.23 notiamo come dopo essersi incontrati, i due agenti
iniziano a collaborare nell’esplorazione visitando aree diverse che portano
i due robots ad allontanersi fra di loro evitando di visitare le stesse zone
dell’ambiente.
(A) iRobot1 (B) iRobot2
FIGURA 4.22: Mappe globali dei due agenti in simulazione
durante l’esplorazione collaborativa
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(A) iRobot1 (B) iRobot2
FIGURA 4.23: Mappe globali dei due agenti in simulazione
a fine esplorazione
4.5.2 Tre agenti
Vediamo adesso i risultati di una simulazione nel caso di tre agenti. Le pose
iniziali nel modello Gazebo dell’iRobot1 sono in [x = 0m, y = 0m, θ = 0◦],
dell’iRobot2 in [x = −2m, y = −4m, θ = 30◦] e quelle dell’iRobot3 in [x =
2m, y = −12m, θ = 180◦].
In Fig.4.24 possiamo vedere le mappe locali elaborate dai tre robots negli
istanti iniziali di simulazione.
(A) iRobot1 (B) iRobot2
(C) iRobot3
FIGURA 4.24: Mappe locali dei tre agenti negli istanti
iniziali di simulazione
In Fig.4.25 è riportata la situazione in seguito all’incontro fra l’iRobot1
e l’iRobot2 che, dopo dopo aver calcolato le loro pose relative, iniziano a
fondere le loro mappe per crearne una globale tra di loro e iniziare così a
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collaborare nell’esplorazione. L’iRobot3 non essendo entrato ancora in con-
tatto con nessun agente continua ad aggiornare la sua mappa locale tramite
l’esplorazione autonoma.
(A) iRobot1 (B) iRobot2
(C) iRobot3
FIGURA 4.25: Incontro ed inizio collaborazione tra iRobot1
e iRobot2 e continuo esplorazione autonoma iRobot3
In Fig.4.26 viene mostrato il momento in cui l’iRobot3 si incontra con l’i-
Robot1, riportando le varie mappe create dagli agenti fino a quel momento.
In seguito allo scambio delle pose relative tra iRobot1 e iRobot3, questi
iniziano ad unire le loro mappe ed a collaborare nell’esplorazione.
Tuttavia, nonostante l’iRobot2 e l’iRobot3 non si siano mai incontrati, si
ha un grafo connesso riguardo allo scambio di pose fra gli agenti dato che
l’iRobot1 ha rilevato entrambi.
Grazie al meccanismo di comunicazione delle pose relative che ogni ro-
bot ha calcolato con gli altri agenti, tutti e tre gli agenti vengono a conoscen-
za delle pose reciproche che hanno tra di loro, consentendo così la creazione
di mappe globali derivate dalla fusione di quelle locali di tutti e tre i veico-
li. Inoltre, in questo modo, tutti gli agenti possono collaborare fra di loro
nell’esplorazione.
In Fig.4.27 si nota come, in seguito all’incontro fra iRobot1 e iRobot2,
ogni agente riesce a calcolare la sua posa relativa con gli altri due per fon-
dere le tre mappe locali in un’unica globale.
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(A) iRobot1 (B) iRobot2
(C) iRobot3
FIGURA 4.26: Incontro fra iRobot1 e iRobot3 prima del
calcolo delle pose relative
(A) iRobot1 (B) iRobot2
(C) iRobot3
FIGURA 4.27: Mappe globali dei tre agenti in seguito all’in-
contro di iRobot1 e iRobot3, che permette il calcolo di tutte
le pose relative
In Fig.4.28 vengono riportate le mappe globali elaborate dai tre agenti
dopo aver collaborato nell’esplorazione.
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(A) iRobot1 (B) iRobot2
(C) iRobot3
FIGURA 4.28: Mappe globali dei tre agenti in seguito
all’esplorazione collaborativa
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Capitolo 5
Test mondo reale
5.1 Roomba
Per poter effettuare degli esperimenti sui robots reali è stato neccessario
prima di tutto configurare e verificare il funzionamento dei veicoli utilizzati
e cioè i Roomba.
FIGURA 5.1: Roomba
Per potersi interfacciare con il robot, è stato utilizzato un nodo ROS
che permette di gestire la comunicazione seriale e il controllo del veicolo
a basso livello. Tramite questo è stato quindi possibile avere un’interfac-
cia che ha permesso di controllare il Roomba e di ricevere le informazioni
odometriche tramite le stesse tf e gli stessi topic utlizzati con il modello in
Gazebo.
5.2 Sensore di distanza laser
Per quanto riguarda il sensore di distanza laser, è stato scelto l’uso del
Rplidar 360 Laser Scanner.
Le principali caratteristiche del sensore sono:
• Range di distanza: 0.2 - 6m
• Range angolare: 0-360◦
• Risoluzione distanza: <0.5mm (1% della distanza)
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FIGURA 5.2: Rplidar 360 Laser Scanner
• Risoluzione angolare: <=1◦
• Durata sample: 0.5ms
• Frequenza sample: >= 2000Hz
• Frequenza scan: 5.5Hz
Il sistema di riferimento del sensore in cui sono espressi gli scan laser è
rappresentato in Fig.5.3, con asse z entrante nella figura.
FIGURA 5.3: Sistema di riferimento solidale al sensore laser
Per il montaggio del sensore a bordo del robot è stato fatto l’uso di un
profilato collegato alla base del Roomba, fissando il laser all’altra estremità,
in modo che questo sia nella parte più alta del robot e che non abbia la
struttura del robot nel suo raggio di azione.
Un’importante cosa a cui fare attenzione è che nel montaggio degli altri
robot non si può replicare la stessa identifica struttura e posizione del laser,
dato che questo porterebbe all’interferenza dei raggi dei vari sensori con un
conseguente valore completamente errato degli scan laser.
Per ovviare a questo problema è importante quindi fare attenzione a
montare i vari laser ad altezze diverse fra di loro.
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Una volta montati i sensori, è necessario misurare la loro posizione ri-
spetto al sistema di riferimento base del veicolo, per poter pubblicare le
tf statiche necessarie al passaggio dal frame degli scan laser a quello del
Roomba.
Per interfacciare in ROS il sensore, è presente il pacchetto rplidar che for-
nisce un nodo che permette la pubblicazione degli scan laser su un apposito
topic e il settaggio di alcuni parametri come il nome del frame solidale al
sensore.
5.3 Webcam
L’altro sensore necessario da montare a bordo del veicolo è una webcam
che permetta il riconoscimento dei marker posizionati sugli altri robot e il
calcolo della linea di vista con questi.
FIGURA 5.4: Webcam
Per poter utilizzare la webcam in ROS si è reso necessario l’uso di un
pacchetto che potesse fare da interfaccia ed è stato quindi scelto uvc_camera
che fornisce un nodo che permette di pubblicare su un topic le immagini
proveniente da una fotocamera usb, fornendo anche dei messaggi riguar-
danti le informazioni delle immagini.
Inoltre, si è resa necessaria la calibrazione della webcam, effettuata tra-
mite il pacchetto camera_calibration. Questo permette la calibrazione di
una fotocamera utilizzando il riconoscimento delle celle di una scacchiera
sottoposta a traslazioni e rotazioni.
La webcam è stata poi montata sui veicoli aggiungendo dei supporti sui
profilati che sostengono i sensori di distanza laser.
Una volta montate le webcam sono state misurate le loro posizioni per
permettere la pubblicazione delle tf statiche relative alle trasformazioni dai
frame base dei veicoli a quelli delle webcam, che risultano essere con l’asse
z uscente dalla lente della lente.
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FIGURA 5.5: Calibrazione webcam
5.4 Riconoscimento agenti
Per poter permettere il riconoscimento dei robots fra di loro è stato scel-
to l’uso del pacchetto apriltags_ros, che permette il rinoscimento di alcuni
markers visivi, simili ai codici QR, tramite una fotocamera.
FIGURA 5.6: Marker AprilTags
Questi markers sono quindi dei codici a barre bidimensionali, studiati
per essere rilevati robustamente, da lunghe distanze e con alta accuratezza.
La presenza di più markers permette ad ogni robot di averne uno unico,
in modo che un agente sia in grado di rilevare un altro veicolo ed anche il
suo identificativo. Una volta che questo accade, il nodo ROS fornito dal pac-
chetto pubblica la tf relativa alla trasformazione rigida tra il frame solidale
alla webcam e il frame solidale al marker.
Il frame solidale alla webcam risulta con l’asse z uscente dalla lente
ed è rappresentato in Fig.5.7, mentre in Fig.5.8 è possibile osservare quel-
lo solidale al marker, in una simulazione Rviz in cui questo viene rilevato
mostrando la posizione relativa dei due frames trovata.
Tramite un launch file è possibile impostare gli identificativi dei marker
che è richiesto rilevare, la loro dimensione e il nome del frame solidale a
questi.
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FIGURA 5.7: Sistema di riferimento solidale alla webcam
FIGURA 5.8: Riconoscimento marker e trasformazione
relativa in Rviz
Dato che i veicoli possono incontrarsi casualmente durante la loro esplo-
razione autonoma, è stato deciso di porre quattro markers su ogni robot.
Per fare questo è stata creata con del cartone una struttura a base quadrata
in modo da permettere il posizionamento di un marker su ogni lato.
La scelta è stata quella di porre quattro marker uguali su ogni robot, po-
sizionando ognuno di essi alla stessa distanza dal frame solidale al veicolo.
Questo è dovuto al fatto che in questo modo è possibile calcolare l’origine
del sistema di riferimento del Roomba tramite delle semplici traslazioni a
partire dai frame di riferimento solidali ai markers. Infatti, per il calcolo del-
la linea di vista, non è necessaria l’orientazione del frame solidale all’altro
agente, ma solo la posizione di questo, che permette di calcolare le coordi-
nate x e y della linea di vista dal quale è possibile poi ricavare l’angolo che
questa forma con una relazione trigonometrica.
Per il passaggio dai frame solidali ai markers a quelli coincidenti con
l’origine dei veicoli su cui sono montati, sono stati misurate le distanza a
cui sono stati disponsti i markers per poter pubblicare tramite un nodo ROS
le tf statiche necessarie.
Per far si che i nodi che si occupano del map merging e del controllo
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del robot rilevino anche essi la presenza di un altro robot e le informazioni
necessarie per la fusione delle mappe, è necessaria la presenza di un nodo
che si occupi di attendere i risultati relativi al riconoscimento dei markers.
Dato che AprilTags,una volta rilevato un marker, pubblica le tf relative
alla trasformazione che va dalla webcam dell’agente al marker relativo al
veicolo incontrato, è sufficiente attendere che sia pubblicata questa trasfor-
mazione. Per fare questo è necessaria funzione wait_for_transform() che
si occupa di creare un’attesa attiva sulla pubblicazione di una data tf, ritor-
nando quando questa si rende disponbile o allo scadere di un timeout. Dato
che è necessaria un’attesa attiva per ogni altro agente presente oltre al robot
considerato, si rende necessario un nodo per ognuno di essi che si occupi
di fare questo. Considerando non noto a priori il numero e l’identificativo
dei veicoli presenti, è stato deciso di gestire dinamicamente queste attese
tramite l’utilizzo dei threads.
Prima di tutto è necessario quindi stabilire la presenza di un nuovo
agente con cui si è entrati in comunicazione e per fare questo è stato de-
ciso di modificare il nodo map_merger per fare in modo che, non appena
ricevuta una mappa da un altro robot, effettui un controllo sull’agente da
cui proviene: se non è ancora stata ricevuta una mappa da questo, viene
aggiunto ad una lista contente i nomi degli agenti da cui sono stare rice-
vute informazioni e viene pubblicato il suo identificativo un topic. Questo
topic viene letto dal nodo wait_for_detection che si occupa, in questo mo-
do, di creare un thread per ogni nuovo agente. Il thread si occupa quindi di
attendere la pubblicazione della tf relativa al passaggio dal frame webcam
del robot stesso a quello relativo ai markers dell’altro agente associato al
thread.
Per i motivi analizzati già nel caso simulato, è stato deciso di pubblicare
su un topic un messaggio contenente il nome dei due agenti coinvolti nel-
l’incontro, per permettere così agli agenti di fermarsi per effettuare il calcolo
delle linee di vista con precisione.
Tuttavia, rispetto alla simulazione in cui veniva considerato che due
agenti si vedessero in base solamente alla distanza tra di loro, nel caso reale
abbiamo il problema relativo alla orientazione di essi. Infatti, si è deciso il
montaggio di una sola webcam per robot, che non permette quindi il rico-
noscimento dei markers nelle vicinanze del veicolo, ma solo di quelli nel
campo visivo di questa. Una volta che un agente rileva un altro robot è
quindi possibile che questo non posso fare altrettanto, quindi si rendono
necessarie delle manovre che permettano il reciproco riconoscimento.
Per fare questo è stato modificato ancora il controllore che si occupa
di dare i comandi di velocità al robot. Per fare questo viene utilizzata una
variabile intera. Se il robot riceve notifica che è stato rilevato un altro agente
da parte sua, se la variabile è 0 allora la pone ad 1 e mette il nome dell’altro
robot in una lista di attesa fermandosi nel frattempo. Se la variabile è uguale
a 2 allora significa che un altro agente era in attesa che esso lo rilevasse
e quindi comunica al nodo che si occupa del map merging un messaggio
relativo al fatto che i due agenti sono pronti per misurare le loro linee di
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(A) iRobot1 (B) iRobot2
FIGURA 5.9: Riconoscimento reciproco dei markers
vista e pone la variabile ad 1 per fermare il veicolo. Se il robot notifica che
un altro agente lo ha rilevato, controlla se questo era nella lista di attesa e in
questo caso come nel caso precedente comunica che gli agenti sono pronti
per effettuare le misure, altrimenti pone la variabile uguale a 2 ed inizia a
ruotare per cercare di rilevare l’altro robot. Una volta che viene stabilito
che i due agenti si vedono a vicenda e sono pronti per scambiarsi le linee
di vista, viene pubblicato un ulteriore messaggio al nodo che gestisce la
localizzazione tramite AMCL, in modo che la localizzazione Monte Carlo
fra i due agenti sia fermata dato che risulta non più necessaria.
Algoritmo 4 Gestione riconoscimento markers
if riconosciuto_altro_robot then
if q = 0 then
inserisci robot rilevato nella lista di attesa
end if
if q = 2 then
robot pronti per il calcolo delle pose relative
end if
q = 1 e ferma il veicolo
pubblica stop AMCL fra i due robot
end if
if riconosciuto_dall′altro_robot then
if altro_robot_in_lista_di_attesa then
robot pronti per il calcolo delle pose relative
else
q = 2 e ruota il veicolo per rilevare l’altro robot
end if
end if
5.5 SLAM singolo agente
Una volta montati i robot e i loro sensori, sono stati testati singolarmente
per quanto riguarda lo SLAM.
Analizzando il mapping, è stato notato subito che questo differisce da
quello analizzato in simulazione per quanto riguarda alcuni aspetti. Il sen-
sore di distanza laser reale, infatti, può non ricevere il segnale di ritorno del
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(A) Un agente non riesce a rilevare l’altro (B) L’agente rilevato inizia a ruotare
(C) I due agenti riescono a rilevarsi a
vicenda
FIGURA 5.10: Manovre di un agente per il reciproco
riconoscimento
raggio emesso, con un conseguente valore inf. all’interno del pacchetto re-
lativo allo scan. Questo può essere dato dalla mancata presenza di ostacoli
in una certa direzione o di superfici poco riflettenti o con una certa curva-
tura e inclinazione. In Hector_SLAM questi valori vengono semplicemente
scartati perchè considerati superiori al valore di range massimo del laser.
Questo non comporta problemi nella localizzazione dato che questa si ba-
sa esclusivamente sulla rilevazione di ostacoli. Tuttavia, è stato notato che
questo può causare perdita di efficienza nell’esplorazione autonoma del ro-
bot. Questo è emerso nell’esplorazione di luoghi come corridoi, in cui il
veicolo non trova davanti a sè ostacoli. Il problema nasce dal fatto che, in
questo modo, vengono scartati i valori degli scan nella direzione di esplora-
zione del corridoio, con un conseguente valore sconosciuto delle celle nella
griglia di occupazione.
In Fig.5.11 possiamo osservare un esempio riguardo a questo compor-
tamento.
Appare evidente come siano riconosciuti solo gli ostacoli e come risulti-
no sconosciute le zone in cui il raggio laser non ha incontrato ostacoli. Come
detto precedentemente questo comporta la perdita dell’informazione rela-
tiva al non aver ricevuto il segnale di ritorno del laser, il quale significa che
non sono presenti ostacoli entro il range massimo del sensore. Per aggiun-
gere queste informazioni al mapping sono state provate delle modifiche ad
Hector_SLAM. Per prima cosa è stato provato a settare i valori relativi ai
beam non ricevuti pari al range massimo del laser. Questi devono però es-
sere considerati in modo differente perchè non devono avere un ostacolo
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FIGURA 5.11: Test mapping reale
alla fine del segmento trovato sulla mappa, quindi ad ogni scan è stato af-
fiancato un vettore se la misura è relativa ad un ostacolo o una direzione
completamente libera. Tuttavia questo comporta di impostare liberi, per il
range massimo del sensore, tutte quelle direzioni in cui non è stato ricevuto
il raggio riflesso e, come si nota dalla Fig.5.12, questo porta a considerare
come libere anche quelle direzione in cui non è stato ricevuto il raggio laser
per altri motivi.
FIGURA 5.12: Modifica mapping reale: raggi non ricevu-
ti equivalenti ad un segmento libero di lunghezza pari al
range massimo
Una soluzione sicuramente più sicura è quella quindi di impostare il
range di questi raggi non ricevuti pari ad un valore minore. In Fig.5.13
viene riportato un risultato relativo ad una distanza pari alla metà del range
massimo del sensore laser.
Dalle due figure precedenti si nota come si abbia la mancata ricezione
dei raggi di ritorno anche per alcune direzioni in cui sono presenti osta-
coli. Questo è dovuto al fatto che nel mondo reale questo può accadere
per svariati motivi, come l’incontro di superfici con una certa curvatura e
inclinazione o poco riflettenti. Spesso queste mancate ricezioni sono date
dai raggi che incontrano le estremità di un ostacolo e che vengono quindi
riflessi in altre direzioni. Questi compaiono negli scan sempre come valori
mancanti ma isolati. Risulta quindi possibile eseguire un controllo sui valo-
ri degli scan al fine di trovare questi valori isolati e scartarli per migliorare
l’accuratezza del mapping.
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FIGURA 5.13: Modifica mapping reale: raggi non ricevuti
equivalenti ad un segmento libero di lunghezza pari a metà
range massimo
Sugli scan viene quindi effettuato un controllo sui vari valori e, se ne
viene incontrato uno relativo ad un raggio non ricevuto fra due valori inve-
ce riguardanti un ostacolo, allora questo viene scartato traslando il vettore
che serve a discriminare tra direzioni libere e con ostacoli.
In Fig.5.14 vediamo come adesso la maggior parte di valori isolati che
venivano mappati come liberi adesso siano eliminati, ottenendo una mappa
più pulita.
FIGURA 5.14: Modifica mapping reale: eliminazione dei
raggi non ricevuti in direzioni isolate
Successivamente a queste modifiche effettuate nel mapping, sono sta-
ti effettuati del test di esplorazione manovrando il robot per verificare la
localizzazione.
Facendo quindi questi esperimenti all’interno del Centro Piaggio, è emer-
so che i valori relativi a raggi laser non ricevuti possono essere anche molti,
data la presenza di vari ostacoli di varie forme. La modifica apportata al
mapping porta quindi alla costruzione di mappe poco precise che portano a
dei problemi di localizzazione, con una conseguente perdita della posizione
del robot all’interno della mappa.
In conseguenza di questo, sono stati provati gli stessi test di localizza-
zione utilizzando la versione originale del mapping. Come risulta dalla
Fig.5.16, questo ha permesso la costruzione di una mappa precisa al cui
interno il robot è stato in grado di localizzarsi facilmente e con precisione.
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FIGURA 5.15: Test di SLAM all’interno del Centro Piaggio
con mapping modificato
FIGURA 5.16: Test di SLAM all’interno del Centro Piaggio
I risultati ottenuti rendenono quindi necessario fare uso del mapping
originale per quanto riguarda lo SLAM. Tuttavia, dato che queste modifiche
sono state effettuate per lo più per permettere all’algoritmo di esplorazione
di essere più efficiente, è stato deciso di pubblicare su un ulteriore topic la
mappa modificata contenente le ultime informazioni relative alle direzioni
in cui non sono stati ricevuti i raggi laser riflessi, in modo che sia utilizzabile
dall’algoritmo di ricerca delle frontiere e quindi di esplorazione.
In questo modo è possibile sfruttare al meglio le capacità di mapping e
localizzazione, riuscendo comunque a rilevare le zone libere da ostacoli che
sono utili per l’algoritmo di esplorazione.
5.6 SLAM multi-agente
Una volta testato lo SLAM su ogni singolo agente, è stato possibile iniziare
ad effettuare dei test di SLAM multi-agente.
Per fare questo sono stati due Roomba nell’esplorazione del Centro Piag-
gio.
In Fig.5.17 vengono riportati i risultati relativi ad un test reale in cui i
due agenti iniziano l’esplorazione vicini tra di loro nel punto A, in modo
da rilevarsi subito a vicenda ed iniziare a collaborare da subito.
In Fig.5.18 vengono riportati invece i risultati relativi ad un test reale in
cui gli agenti vengono posizionati lontani tra di loro, fino al momento in
cui si incontrano nel punto A e scambiano le pose relative per costruire le
mappe globali.
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(A) Robot1 (B) Robot2
(C) Robot1 (D) Robot2
FIGURA 5.17: Mappe locali e globali dei due agenti prima
del loro incontro e a fine esplorazione
(A) Robot1 (B) Robot2
(C) Robot1 (D) Robot2
FIGURA 5.18: Mappe locali e globali dei due agenti prima e
dopo il loro incontro
Dai test sul mondo reale si può notare come l’incontro tra gli agenti
permetta di calcolare le pose relative fra i veicoli, in modo da permettere il
map merging e fornire così delle mappe globali consistenti ed accurate, che
permettono ai robots di collaborare nell’esplorazione evitando di esplorare
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le stesse aree.
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Conclusioni
In conclusione il sistema è stato testato in simulazione e nel mondo reale
fornendo dei buoni risultati.
La stima delle pose relative effettuata tramite l’incontro dei robot ha
dato la possibilità di fondere le mappe tramite l’ottimizzazione locale for-
nendo delle mappe globali consistenti ed accurate.
Infatti, i vari agenti che hanno scambiato informazioni sulle loro po-
se, riescono a localizzarsi a vicenda nelle mappe globali riuscendo così a
collaborare nell’esplorazione.
Inoltre, è stato provato che la localizzazione Monte Carlo permette ad
un robot di rilevare il passaggio attraverso zone esplorate da un altro agen-
te, in modo da evitare il proseguimento dell’esplorazione autonoma e for-
zando così un punto di rendezvous per permettere l’incontro dei veicoli
il prima possibile, in modo da poter permettere loro di effettuare il map
merging e di cooperare nell’esplorazione.
Anche l’esplorazione collaborativa ha fornito i risultati desiderati, in
quanto è possibile osservare che i robots, una volta entrati a conoscenza
delle loro pose relative con gli altri agenti, si separano per esplorare zone
diverse dell’ambiente, evitando così di esplorare le stesse aree.
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