Abstract. We address the veri cation problem of FIFO-channel systems by applying the symbolic analysis principle. We represent their sets of states (con gurations) using structures called CQDD's combining nitestate automata with linear constraints on number of occurrences of symbols. We show that CQDD's allow forward and backward reachability analysis of systems with nonregular sets of con gurations. Moreover, we prove that CQDD's allow to compute the exact e ect of the repeated execution of any xed cycle in the transition graph of a system. We use this fact to de ne a generic reachability analysis semi-algorithm parametrized by a set of cycles . Given a set of con gurations, this semi-algorithm performs a least xpoint calculation to construct the set of its successors (or predecessors). At each step, this calculation is accelerated by considering the cycles in as additional \meta-transitions" in the transition graph, generalizing the approach adopted in 5].
Introduction
Analyzing the behaviour of systems relies basically on solving reachability problems in their models, that are in general nite-state automata supplied with (possibly unbounded) data structures (Petri nets, timed or hybrid automata, fo-channel systems, etc). It is therefore fundamental to compute the set of all successors or all predecessors of a given set of states S, i.e., the set of states that are reachable from S, or those from which it is possible to reach S. Let post(S) (resp. pre(S)) denote the set of immediate successors (predecessors) of the set S, and let post (S) (pre (S)) denote the set of all its successors (predecessors). Clearly, post (S) is the limit of the in nite increasing sequence (X i ) i 0 with X 0 = S and X i+1 = X i post(X i ) for every i 0. Similarly, pre (S) is the limit of the in nite sequence obtained by considering pre instead of post.
Unfortunately, for any interesting class of in nite-state systems, the sets X i are in general in nite and the sequence (X i ) i 0 is not guaranteed to reach its limit. Hence, the rst problem is to nd a class of nite structures that can represent the in nite sets of states we are interested in. This class of structures should be e ectively closed under union and the post and pre functions such that the X i 's can be calculated. Moreover, to compare two sets and to check whether a given state belongs to an in nite set, the membership and the inclusion problems of the class should be decidable.
For instance, for systems manipulating integer or real valued variables (Petri nets or timed and hybrid automata), representation structures based on polyhedra or sets of linear constraints are used 3, 6, 2, 13] . In systems manipulating sequential data structures like stacks or queues sets of states are vectors of words, and automata-based representation structures can naturally be used.
Another problem is the convergence of the sequence of X i 's. In general this sequence never reaches its limit and an exact acceleration of the computation of the limit is considered by de ning another increasing sequence (Y i ) i 0 such that for every i 0, X i Y i , and Y i S i 0 X i . This approach has been used 9, 7] to de ne model-checking algorithms for pushdown systems using (alternating) nite-state automata to represent sets of stack contents.
In 5], nite-state automata-based structures called QDD's are used to represent queue contents of fo-channel systems (communicating nite-state machines, CFSM). However, contrary to the case of pushdown systems, the set of reachable states of a CFSM is not regular in general, and hence not QDD representable. Moreover, there is no algorithm allowing to construct the set of reachable states even if we know that it is regular 10, 12, 1]. To face this problem 5] proposes an acceleration technique based on adding to each X i+1 the set of states post (X i ) which corresponds to the set of all successors after repeating as much as possible a cycle of a special kind (called meta-transitions). The restriction on the nature of guarantees that the post image of a regular set is also regular.
In this paper, we also consider CFSM's and propose a generalization of the approach adopted in 5] by allowing an exact acceleration of the xpoint calculation with the successors by any cycle in the transition graph of the system. The diculty comes from the fact that the set of reachable states by a cycle is in general nonregular. Therefore, we propose a representation structure called CQDD (constrained QDD) allowing the representation of such sets. This structure is based on a combination of (simple) nite-state automata with Presburger arithmetics formulas expressing constraints on the number of occurrences of symbols.
We show that CQDD's satisfy the desirable properties of a representation structure mentioned above. Moreover, and this constitutes our main result, we prove that the class of CQDD representable sets of states is e ectively closed under the function post for every cycle . We prove also that the class of CQDD reverse representable sets of states (their reverse image is CQDD representable) is e ectively closed under the function pre for every cycle . These results allow to de ne a generic reachability analysis semi-algorithm which is parametrized by a set of cycles in the transition graph of the system. When it terminates, our algorithm returns the exact set of successors (or predecessors) of a given CQDD representable (or CQDD reverse representable) set of states. Several analysis algorithms can be derived from our algorithm by determining adequate strategies for choosing the set of cycles to be considered to accelerate the xpoint calculation. The algorithm of 5] can be seen as a particular instance of our algorithm.
Related work: In 16, 11] a model-checking semi-algorithm is proposed for CFSM, based on a nite representation of the state-graph by means of graph grammars. This approach is di erent from ours since it is based on a nite representation of the state-graph instead of a nite representation of the set of states. There are other existing works on the analysis of CFSM's assuming that the systems have lossy or unreliable channels (queues) 1, 12] . In our work we do not have such assumptions. Other works propose (terminating) algorithms generating an upper approximation of the set of reachable states 15]. This is di erent from our approach because we construct the exact set of reachable states as a xpoint calculation and helping the termination of this calculation by exact accelerations.
The rest of this paper is organized as follows. In Section 2 we introduce some basic de nitions. In Section 3 we de ne CFSM's and the successors and predecessors functions. In Section 4, we de ne CQDD's and give basic results. In Section 5, we show how CQDD's can be used to represent nonregular sets of states and give our main results on the class of CQDD representable and reverse representable sets of states. In Section 6, we present our generic forward and backward analysis algorithm. Finally, we conclude in Section 7. Due to lack of space we omit the proofs of the theorems. They can be found in 8].
Preliminaries
Presburger arithmetics is the rst order logic of natural numbers with addition, subtraction and the usual ordering. We say that f is a Presburger formula over a set of variables X = fx 1 ; : : : ; x n g, and we write f(X), if the set of free variables in f is precisely X. The semantics of Presburger formulas is de ned in the standard way. Given a formula f with free variables X = fx 1 ; : : : ; x n g, and a valuation : X ! IN, we say that satis es f, and write j = f, if the evaluation of f under is true. We say that a formula f is valid if every valuation satis es f. Notice that in simple automata, the outdegree of the states q i 's, except maybe q m , is at most 2, whereas the outdegree of the states in the P i is always 1. Each state di erent from q m belongs to at most one loop which is of the form q i a particular status since it may be the root of several loops, but in this case all these loops must be self-loops. In RSA q m has the same status as the other q i 's. Nondeterministic choices may occur only at the states q i . A simple automaton is deterministic if every state q i has at most one successor by each symbol in .
We write DSA (resp. DRSA) for deterministic SA (resp. RSA). Let A = (Q; q 0 ; !; q m ) be a simple automaton. Let X be the set of variable fx t : t 2!g. We consider for each run of A the valuation of the variable in X such that, for every x t 2 X, (x) = j j t . Then, we de ne a Presburger formula A] over X which characterizes the set of valuations corresponding to all accepting runs of A. For that, let us introduce some notations. We denote by T the set of transitions ft 2! : 9i 2 f0; : : : ; m ? 1g: 9a 2 : t = (q i ; a; q i+1 )g. For each state q 2 Q, we denote by I n(q) (resp. Out(q)) the set of transitions of the form (q 0 ; a; q) (resp. (q; a; q 0 )) for some q 0 2 Q and a 2 . Now, let A] be the formula It is well known that every nite-state automaton has a characteristic Presburger formula due to Parikh's theorem 14]. However, the formula we give above is simpler and exploits the particular structure of simple automata.
Communicating Finite-State Machines
We consider a generalization of communicating nite-state machines (CFSM) de ned in 4]. A CFSM is a nite-state machine which can send and receive messages over a nite set of unbounded FIFO queues. Usually, a transition either appends a message to the end of a queue or removes a message from the head of a queue. We generalize this by allowing simultaneously appending and removing messages from several queues. A con guration of M is a tuple = (s;w) where s is a control state in S, andw = (w 1 ; : : : ; w jKj ) is a jKj-dim multi-word (i.e., a tuple in ( ) jKj ), each w i being the contents of the queue i , for i 2 f1; : : :; jKjg. We denote by C onf the set of all con gurations of M, i.e., C onf = S ( ) jKj .
We de ne a global transition relation between con gurations in the following manner: Let = (s; w 1 ; : : : ; w jKj ) and 0 = (s 0 ; w 0 1 ; : : : ; w 0 jKj ) be two con gurations, and let op be a set of queue operations. if there exists 0 = (s 0 ;w 0 ) such that op ! 0 . In this case, 0 (resp. ) is the immediate successor (resp. predecessor) of (resp. 0 ) by . We de ne the predecessor and successor functions pre and post , both in 2 Conf ! 2 Conf , such that, for every set of con gurations C, pre (C) (resp. post (C)) is the set of immediate predecessors (resp. successors) of the con gurations in C by . The pre (resp. post) function is de ned as the union of the functions pre (resp. post ), for all 2 T. The notion of executability can be generalized to sequences of transitions, in particular to cycles in the transition graph T. A sequence of transitions in T is called a cycle if it is of the form (s 0 ; op 0 ; s 1 )(s 1 ; op 1 ; s 2 ) (s n?1 ; op n ; s 0 ).
The de nitions of pre and post can also be generalized to sequences of transitions: pre 1::: n = pre 1 : : : pre n and post 1::: n = post n : : : post 1 .
Given a sequence of transitions , the functions pre and post are the reexive transitive closures of pre and post , i.e. given a set of con guration C, pre (C) (resp. post (C)) is the set of predecessors (resp. successors) of con gurations in C obtained by iterating an arbitrary number of times .
We de ne the functions pre and post as the re exive transitive closures of pre and post. The function pre (resp. post ) yields the set of all predecessors (resp. successors) of a given set of con gurations.
Constrained Queue Description Diagrams
In this section we introduce representation structures for sets of queue contents. These structures consist of a combination of nite-state automata (restricted deterministic simple automata) with linear constraints on the number of times transitions in these automata are taken. This combination allows to represent nonregular sets of queue contents.
De nition
Constrained Queue Description Diagrams (CQDD's) are a particular case of constrained simple automata. For any n 1, a n-dim constrained simple automaton (CSA) is a set of accepting components C = fhA 1 ; f 1 i; : : : ; hA m ; f m ig where, for every i 2 f1; : : :; mg, A i is a tuple of n simple automata (A i 1 ; : : : ; A i n ) over and f i is a Presburger formula over a set of variables V i containing the set X i = fx t : t 2 T i g, where T i is the set of all the transitions of the automata in A i , i.e., T i = S n j=1 ! i j .
The CSA C accepts a n-dim multi-language, i.e., a set of tuples of n words. For every i 2 f1; : : : ; mg, the multi-language of the accepting component hA i ; f i i, denoted by L(hA i ; f i i) is the set of tuple of words (w 1 ; : : : ; w n ) 2 ( ) n for which there are accepting runs ( 1 ; : : : ; n ) of the automata (A 1 i ; : : : ; A n i ) respectively, such that 9(V i n X i ): f i is satis ed by the valuation ( 1 ; : : : ; n ) (i.e., the valuation associating with each variable x t the integer j 1 : : : n j t , where t 2 T i ). The multi-language of the CSA C, denoted by L(C), is the union S m i=1 L(hA i ; f i i).
A n-dim CDSA is a n-dim CSA such that all its automata are deterministic. A n-dim CQDD is a n-dim CDSA such that all its automata are restricted (DRSA's). For every n 1, we denote by n-CQDD (resp. n-CDSA) the class of all n-dim CQDD's (resp. n-dim CDSA's). We say that a n-dim multi-language L is CQDD (resp. CDSA) de nable if there exists a n-dim CQDD (resp. CDSA) C such that L(C) = L. A n-dim multi-language L is CQDD (resp. CDSA) reverse de nable if its reverse image, denoted by L R , is CQDD (resp. CDSA) de nable. These examples show that CQDD's can be used to express nonregular multilanguages involving constraints on number of occurrences of symbols at some positions that may be in a same word (as in L 1 ), or even in di erent words (as in L 2 ). This allows to represent sets of queue contents such that there are counting constraints relating the contents of di erent queues.
Expressiveness

Basic operations and decision problems
Here we give the main results about boolean operations on CQDD's. We show that they are closed under union, intersection, concatenation and left-derivation, but their complementation yields CDSA's. Concatenation and left-derivation are useful operations in the construction of sets of successors and predecessors (see Section 5) . Moreover, the intersection of a CQDD with a CDSA is a CQDD. Finally, we show that the membership and inclusion are decidable for CQDD's.
Let L 1 and L 2 be two n-dim multi-languages. It can be observed that the product of a DRSA with a DSA is a DSA. Hence:
Proposition 4.2 For every n 1, the intersection of an n-CQDD with an n-CDSA is an n-CQDD.
Because the simple automata in a CQDD are deterministic we can show:
Proposition 4.3 For every n 1, the complement of a n-CQDD is a n-CDSA. Let We say that C is CQDD representable (resp. reverse representable) if for every s 2 S, the multi-language L s is CQDD de nable (resp. reverse de nable). Let us consider as an example the system M: The set of con gurations of M reachable from the (s 0 ; ; ) is given by: fs 0 g f(a n ; (ba) m ; a m ) : n; m 0g fs 1 g f(a n ; (ba) m b; a m ) : n; m 0g (1) and is clearly CQDD representable.
In the sequel, we present results allowing to manipulate and to reason about sets of con gurations that are CQDD representable or reverse representable. Theorem 5.2 For every CQDD representable (resp. reverse representable) set of con gurations C, the set of con gurations post(C) (resp. pre(C)) is CQDD representable (resp. reverse representable) and e ectively constructible. Now, we give our main results.
Theorem 5.3 For every CQDD representable set of con gurations C, and every cycle , the set of con gurations post (C) is CQDD representable and e ectively constructible.
We give hereafter a rough scheme of the proof: Let C be a set con gurations We can also prove that the class of CQDD reverse representable sets of congurations is e ectively closed under the pre function, for every cycle .
Theorem 5.4 For every CQDD reverse representable set of con gurations C, and every cycle , the set of con gurations pre (C) is CQDD reverse representable and e ectively constructible.
Forward and backward reachability analysis
The basic (safety) veri cation problem consists in checking that a bad con guration can never be reached from an initial con guration. Thus, given a set of initial con gurations I and a set of bad con gurations B, this problem can be formulated either as { (P1) B \ post (I) = ;, or { (P2) I \ pre (B) = ;.
The rst formulation consists of a forward reachability analysis of the con guration space whereas the second one consists of a backward reachability analysis.
Hence, given a set of con gurations C, we wish to compute the set of its successors and predecessors, i.e., post (C) and pre (C). By de nition, for 2 fpost; preg, we have (C) = i 0 C i where C 0 = C C i+1 = C i (C i ) for every i 0: In the case = post (resp. = pre), if C is CQDD representable (resp. reverse representable), it can be deduced from Theorems 5.1 and 5.2 that all the C i 's are CQDD representable (resp. reverse representable). Hence, the equations above yield a semi-algorithm for calculating (C) based on a iterative calculation of the C i 's. Since the sequence of the C i 's is increasing, the limit is reached if for some i we have C i = C i+1 . Then the algorithm stops and returns C i . We can detect this since the inclusion problem is decidable for CQDD representable (resp. reverse representable) set of con gurations (by Theorem 5.1). Then, if the set of initial and bad states is also CQDD representable (resp. reverse representable), the problem P1 (resp. P2) above can be solved by Theorem 5.1.
Of course, since the reachability problem is undecidable for CFSM's, an index
