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Abstract
We consider the joint constellation design problem for the noncoherent multiple-input multiple-
output (MIMO) multiple-access channel. By analyzing the noncoherent maximum-likelihood (ML)
detection error, we propose novel design criteria so as to minimize the error probability. Our first
criterion is the minimum expected pairwise log-likelihood ratio over the joint constellation. From an
analysis of this metric at high signal-to-noise ratio, we obtain further simplified metrics. For any given
set of constellation sizes, the proposed metrics can be optimized over the set of signal matrices. Using
these criteria, we evaluate two simple constructions: partitioning a single-user constellation, which is
effective for relatively small constellations, and precoding individual constellations of lower dimension.
For a fixed joint constellation, the design metrics can be further optimized over the per-user transmit
power, especially when the users transmit at different rates. Considering unitary space-time modulation,
we investigate the option of building each individual constellation as a set of truncated unitary matrices
scaled by the respective transmit power. Numerical results show that our proposed metrics are meaningful,
and can be used as objectives to generate constellations through numerical optimization that perform
better, for the same transmission rate and power constraint, than a common pilot-based scheme and the
constellations optimized with existing metrics.
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2I. INTRODUCTION
In multiple-input multiple-output (MIMO) communications, it is usually assumed that the
channel state information (CSI) is known or estimated (typically by sending pilots and/or using
feedback), and then used for precoding at the transmitter and/or detection at the receiver. This is
known as the coherent approach. On the other hand, in the noncoherent approach, the transmis-
sion and reception are designed without using the a priori knowledge of the CSI [1], [2], [3],
[4]. This paper studies the latter approach for the MIMO block-fading multiple-access channel
(MAC), i.e., the channel is assumed to remain unchanged during each coherence block of length
T and varies between blocks.
In the single-user case with isotropic Rayleigh fading, a noncoherent approach, so-called
unitary space-time modulation [1], is to transmit T ×M isotropically distributed and truncated
unitary signal matrices, where M is the number of transmit antennas. The subspaces of these
matrices belong to the Grassmann manifold G(CT ,M), defined as the space of M-dimensional
subspaces in CT [5]. Information is carried by the position of the transmitted signal matrix
subspace in the manifold. The intuition behind this approach is that the signal subspace is not
affected by the random fading coefficients. This approach was shown to be within a vanishing
gap from the high-SNR capacity if T ≥ N +min{M,N} [1], [2], and within a constant gap if
2M ≤ T ≤ M + N [3], where N is the number of receive antennas. Motivated by this, there
has been extensive research on the design of noncoherent constellations as a set of points on the
Grassmann manifold. Many of these so-called Grassmannian constellations have been proposed,
with a common design criterion of maximizing the minimum pairwise chordal distance between
the symbols [6], [7], [8], [9].
In the multi-user case, a straightforward extension of the single-user coherent approach is
to divide the coherence block into two parts: 1) the training part in which orthogonal pilot
sequences are sent to estimate the CSI for each user, and 2) the data transmission part in which
different users communicate in a nonorthogonal fashion [10]. Although this approach achieves
the optimal degree-of-freedom (DoF) region in the two-user SIMO MAC [11], its optimality in
terms of achievable rate and detection error probability remains unclear. An amplitude-based
encoding scheme was proposed in [12], but the accompanying energy detector relies on a large
number of receive antennas so that the average received power across all antennas concentrates.
Also with massive receive antenna array, some differential encoding schemes were investigated
3based on phase shift keying (PSK) [13], [14] or quadrature amplitude modulation (QAM) [15].
A joint constellation can also be built on PSK constellations which are absolutely additively
uniquely decomposable, i.e., each individual PSK symbol can be uniquely decoded from any
linear combination of two PSK constellation points with positive weights [16], [17]. In this
scheme, the signal unique decodability relies on the asymptotic orthogonality between the users’
channels when the number of antennas is large. A similar uniquely decomposable property was
also exploited for QAM-based multi-user space-time modulation [18].
In this work, we consider a K-user MIMO MAC with Rayleigh block fading with coherence
time T ≥ 2 where user k is equipped with Mk antennas and the receiver with N antennas. We
aim to derive simple and effective joint constellation construction criteria so as to minimize the
joint maximum likelihood (ML) symbol detection error. If the users could cooperate, the system
could be seen as a
(∑K
k=1Mk
)×N MIMO point-to-point channel, for which unitary space-time
modulation is optimal, or near-optimal, in the high-SNR regime. Inspired by this observation,
the joint constellation can be treated as a Grassmannian constellation on G
(
CT ,
∑K
k=1Mk
)
,
which leads to a design criterion mimicking the max-min chordal distance criterion. Brehler
and Varanasi derived the error probability of the ML detector for the MIMO MAC in [19] and
analyzed the high-SNR asymptotic regime. With cooperating users, this analysis led to a design
criterion similar to that for a single-user MIMO channel proposed in [20, Eq.(8)]. However,
for non-cooperating users (as we consider here), using the same criterion would be suboptimal.
The joint ML pairwise error exponent can be shown to converge to the Kullback-Leibler (KL)
divergence between the output distributions conditioned on either of the transmitted symbols [21].
Based on this analysis, a criterion consisting in maximizing the minimum KL divergence was
proposed in [18], but was used only to optimize the transmit powers and the sub-constellation
assignment.
In this work, following the approach of [19], we analyze the worst-case pairwise error prob-
ability and introduce new constellation design metrics. Our contributions are summarized as
follows.
• We propose a constellation design metric for the MIMO MAC, which is the minimum expected
pairwise log-likelihood ratio (PLLR) over the joint constellation. This coincides with the
minimum KL divergence metric in the massive MIMO regime, i.e., when the number of
receive antennas is large.
• From the dominant term of the expected PLLR at high SNR, we obtain further simplified
4metrics. We also propose an alternating optimization consisting in iteratively optimizing one
user at a time to simplify the optimization.
• Based on our metrics, we propose two simple constructions. The first one consists in partition-
ing a single-user constellation and is effective for relatively small constellations. The second
one is based on precoding individual constellations of lower dimension in the SIMO case.
• For a fixed joint constellation, we investigate power optimization and establish analytically the
optimal set of per-user powers optimizing the metrics in the two-user SIMO case.
For any given set of constellation sizes, the proposed metrics can be optimized over the set of
signal matrices. Assuming unitary space-time modulation, we numerically solve the metric opti-
mization problem to generate joint constellations, and compare with a pilot-based constellation
and constellations optimized with existing metrics, including the one in [20]. Numerical results
show that our proposed metrics are meaningful and effective, and the resulting constellations
outperform the aforementioned baselines.
The remainder of the paper is organized as follows. In Sec. II, we present the system model
and formulate the problem. In Sec. III, we analyze the detection error probability and derive the
design metrics, based on which we propose two simple constellation constructions in Sec. IV. In
Sec. V, we address the transmit power optimization. We present the numerical results in Sec. VI
and conclude the paper in Sec. VII. The preliminaries and proofs can be found in the appendices.
Notation: Random quantities are denoted with non-italic letters with sans-serif fonts, e.g., a
scalar x, a vector v, and a matrix M. Deterministic quantities are denoted with italic letters, e.g.,
a scalar x, a vector v , and a matrixM . The Euclidean norm is denoted by ‖·‖ and the Frobenius
norm by ‖ · ‖F. The trace, transpose, conjugate, and conjugate transpose of M are respectively
tr (M ), M T,M ∗, and M H. The i-th eigenvalue of M in decreasing order is denoted by σi(M ),
unless otherwise specified.
∏
denotes the conventional or Cartesian product, depending on the
factors. [n] := {1, 2, . . . , n}. 1{A} is the indicator function, whose value is 1 if A is true and
0 if A is false. Given two functions f(x) and g(x), we write: f(x) = O(g(x)) if there exists
a constant c > 0 and some x0 such that (s.t.) |f(x)| ≤ c|g(x)|, ∀x ≥ x0; f(x) = Θ(g(x)) if
f(x) = O(g(x)) and g(x) = O(f(x)).
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a MIMO MAC consisting of a receiver equipped with N antennas and K users,
user k with Mk antennas, k ∈ [K]. The channel is assumed to be flat and block fading with
5equal-length and synchronous (across the users) coherence intervals of length T ≥ 2. That is, the
channel matrixHk ∈ CN×Mk of user k remains constant within each coherence block of T channel
uses and changes between blocks. Furthermore, the distribution of Hk is assumed to be known,
but its realizations are unknown to both the users and the receiver. We consider independent
and identically distributed (i.i.d.) Rayleigh fading, namely, the rows of H:=[H1 H2 . . . HK ] are
independent and follow CN (0, IMtot) where Mtot := ∑Kk=1Mk. Within a coherence block t,
each user k sends a signal matrix symbol Xk ∈ CT×Mk , and the receiver observes
Y[t] =
K∑
k=1
Xk[t]H
T
k[t] + Z[t], t = 1, 2, . . . (1)
where the additive noise Z ∈ CT×N has i.i.d. CN (0, 1) entries independent of Hk, k ∈ [K]. We
consider the power constraint
1
n
n∑
t=1
‖Xk[t]‖2F ≤ PT, k ∈ [K] (2)
where n is the number of blocks spanned by a codeword. Thus, P is also an upper bound of
the per-user SNR at each receive antenna.
We assume that the transmitted symbol Xk takes value from a finite constellation Xk of fixed
size |Xk| = 2RkT with equally likely symbols, where Rk (bits/channel use) is the transmission
rate. To satisfy the power constraint, we assume that 1|Xk|
∑
Xk∈Xk ‖X k‖2F =: PkT ≤ PT, k ∈ [K].
We assume without loss of generality that maxk Pk = P . Let us focus on one representative
block and omit the block index, and rewrite (1) as
Y = [X1 X2 . . . XK ][H1 H2 . . . HK ]
T +Z = XHT + Z, (3)
where the concatenated signal matrix X := [X1 X2 . . . XK ] takes value from
X := {[X 1 X 2 . . .XK ] : X k ∈ Xk} = K∏
k=1
Xk. (4)
Our goal is to derive the desirable properties of the set tuple (X1,X2, . . . ,XK) for a given rate
tuple (R1, R2, . . . , RK) to achieve low symbol detection error probability.
Remark 1. In the trivial case where only one of the users has non-zero rate, the joint constel-
lation design problem boils down to the single-user constellation design.
Given X =X , the received signal Y is a Gaussian matrix with N independent columns having
the same covariance matrix IT +XX
H. Thus, the likelihood function pY|X is given by
pY|X(Y |X ) = exp(−tr(Y
H(IT +XX
H)−1Y ))
πNTdetN(IT +XX
H)
. (5)
6Therefore, given the received symbol Y = Y , the joint-user ML symbol detector is
Ξ(Y ) = argmax
X∈X
(− tr((IT +XX H)−1Y Y H)−N ln det(IT +XX H)). (6)
We aim to design X so as to minimize the ML detection error Pe(X ) = P (Ξ(Y) 6= X), i.e.,
X ∗ = argmax
X
Pe(X ). (7)
Since pY|X(Y |X) depends onX only throughXX H, the following proposition is straightforward.
Proposition 1 (Identifiability condition). For the joint ML detection error probability Pe(X ) to
vanish at high SNR, the joint constellation X must satisfyXX H 6=X ′X ′H for any pair of distinct
symbols X and X ′ in X .
Remark 2. Although we consider i.i.d. fading, we remark that if there is correlation between
the antennas of the same user, namely, the rows of H are independent and follow CN (0,R)
with R :=
[
R1 0
. . .
0 RK
]
where Rk is a Mk × Mk positive definite matrix, the solution to (7)
can be expressed as X¯k = {X kR−1/2k : X k ∈ X ∗k } where {X ∗k }Kk=1 is the solution to (7) for the
considered uncorrelated fading but with a new power constraint 1
n
∑n
t=1 ‖Xk[t]R−1/2k ‖2F ≤ PkT ,
k ∈ [K].
In the next section, we analyze the error probability and derive more specific design criteria.
III. CONSTELLATION DESIGN CRITERIA
With X uniformly distributed in X , Pe(X ) can be written as
Pe(X ) = 1|X |
∑
X∈X
P (Ξ(Y) 6=X |X =X ) . (8)
We denote the pairwise error event as {X → X ′} := {pY|X(Y|X) ≤ pY|X(Y|X ′)|X = X}.
Since the ML detection error event is the union of the pairwise error events, after some simple
manipulations, we have the following upper and lower bounds on Pe(X )
1
|X | maxX 6=X ′∈X P(X →X
′) ≤ Pe(X ) ≤ (|X | − 1) max
X 6=X ′∈X
P(X →X ′). (9)
We see that for a given constellation size |X |, the symbol detection error Pe(X ) vanishes if
and only if the worst-case pairwise error probability (PEP), max
X 6=X ′∈X
P(X → X ′), vanishes.
Therefore, our goal from now on is to minimize the worst-case PEP.
7Let us rewrite the PEP as
P(X →X ′) = P
(
ln
pY|X(Y|X)
pY|X(Y|X ′) ≤ 0
)
= P
(
L(X →X ′) ≤ 0) (10)
with the PLLR L(X →X ′) defined as ln pY|X(Y |X)
pY|X(Y|X ′) . Using (5), we obtain
L(X →X ′) = N ln det
(
IT +X
′X ′H
)
det (IT +XX
H)
− tr
((
(IT +XX
H)−1 − (IT +X ′X ′H)−1
)
YY
H
)
. (11)
Following [19, Proposition 1], the PEP P(X → X ′) can be derived in closed form as given
in Appendix B. This closed-form expression, however, does not bring clear insights into the
constellation design. A high-SNR asymptotic expression of the PEP was given in [19, Proposition
3], but is also hard to exploit. An alternative approach is to treat the joint constellation as a
constellation of an Mtot ×N MIMO point-to-point channel, and adopt the single-user max-min
chordal distance criterion X ∗ = argmax
X
min
X 6=X ′∈X
tr
(
I − XHX ′X ′HX‖X‖2F‖X ′‖2F
)
, or equivalently,
X ∗ = argmin
X
max
X 6=X ′∈X
tr
(
XHX ′X ′
H
X
‖X‖2F‖X ′‖2F
)
. (12)
Another criterion inspired by the single-user criterion proposed in [20, Eq.(8)] is
X ∗ = argmin
X
∑
X 6=X ′∈X
det−N
(
I − XHX ′X ′HX‖X‖2F‖X ′‖2F
)
. (13)
We denote m1(X ) := max
X 6=X ′∈X
tr
(
XHX ′X ′
H
X
‖X‖2F‖X ′‖2F
)
and m2(X ) := ln
∑
X 6=X ′∈X
det−N
(
I − XHX ′X ′HX‖X‖2F‖X ′‖2F
)
for future reference. In the following, we present our approach and derive new design criteria.
A. Design Criteria
We resort to the following bound on the PEP
P
(
L(X →X ′) ≤ 0) ≤ Var[L(X →X ′)]
Var
[
L(X →X ′)]+ E[L(X →X ′)]2 (14)
which follows from Cantelli’s inequality.1 Note that the upper bound decreases when
E[L(X→X ′)]2
Var[L(X→X ′)]
increases. We choose to relax the problem into maximizing the expected PLLR E
[
L(X →X ′)].
Although maximizing
E[L(X→X ′)]2
Var[L(X→X ′)] and maximizing E
[
L(X → X ′)] are equivalent only when
Var
[
L(X → X ′)] is constant over different symbol pairs, the relaxation makes the problem
tractable.
1Cantelli’s inequality [22, Sec. II.8] states that P(x− µ ≤ λ) ≤ σ
2
σ2+λ2
for a real-valued random variable x with mean µ and
variance σ2, and λ < 0. Applying this with x = L(X →X ′) and λ = −E
[
L(X →X ′)
]
, we obtain (14).
8We further justify our choice by pointing out the connection to the following hypothesis
testing problem. Let us consider two hypotheses: H0 : {y i}Ni=1 ∼ CN (0, I T + XX H) and
H1 : {y i}Ni=1 ∼ CN
(
0, I T +X
′X ′H
)
where {y i}Ni=1 are realizations of N columns of Y. Then,
the PEP P(X →X ′) can be seen as the type-1 error probability of the optimal likelihood ratio
test. From (14) and the fact that
E[L(X→X ′)]2
Var[L(X→X ′)] →∞ as N →∞, we have that P(X →X
′)→ 0 as
N →∞ for any constellation satisfying the identifiability condition in Proposition 1. (A proof is
given in Appendix C.) Switching the symbols’ roles, we deduce that P(X ′ →X ) ≤ ǫ ∈ (0, 1/2)
for N large enough. Then, it follows from the Chernoff-Stein Lemma [23, Thm. 11.8.3] that
lim
N→∞
1
N
lnP(X →X ′) = −D(CN (0, I T +XX H)‖CN (0, I T +X ′X ′H)) (15)
= −E[L(X →X ′)], (16)
where D(·‖·) denotes the KL divergence. Thus, maximizing E[L(X → X ′)] maximizes the
pairwise error exponent when N →∞. The convergence of the pairwise error exponent to the
KL divergence was also exploited in [21], [18].
Therefore, letting emin(X ) := 1N min
X 6=X ′∈X
E
[
L(X → X ′)], we consider the following design
criterion
X ∗ = argmax
X
emin(X ) (17)
where it follows from (11) and E[YYH] = N
(
IT +XX
H) that
E
[
L(X →X ′)] = N ln det(IT +X ′X ′H)
det (IT +XX
H)
−N +Ntr((I +X ′X ′H)−1)
+Ntr
(
(IT +X
′X ′H)−1XX H
)
. (18)
In the following, we further simplify the design criterion (17). The next lemma characterizes
how the terms in the right-hand side of (18) scales with the transmit power.
Lemma 1. Let X and X ′ be s.t. ‖X‖2F = Θ(P ) and ‖X ′‖2F = Θ(P ) as P → ∞. We have
tr
(
(IT +X
′X ′H)−1
)
= O(1); ln det(IT+X
′X ′
H
)
det(IT+XX
H)
= O(1) if Span(X ) = Span(X ′) and Θ(lnP )
otherwise. Furthermore, tr
(
(IT +X
′X ′H)−1XX H
)
= O(1) if Span(X ) = Span(X ′) and Θ(P )
otherwise.
Proof. See Appendix D.
9We see that d(X →X ′) := tr((IT +X ′X ′H)−1XX H) is the only term in (18) that can scale up
linearly with P . Letting dmin(X ) := min
X 6=X ′∈X
d(X →X ′), we have the following design criterion
X ∗ = argmax
X
dmin(X ). (19)
Hereafter, we assume for simplicity that all users have the same number of antennas, i.e.
M1 = · · · = MK = M , although the general case follows in a straightforward manner.
B. The Single-User Case
In the single-user case with M transmit antennas, it is known that the high-SNR optimal input
signal takes the form of a truncated unitary matrix [2]. We consider this approach and letX HX =
PT
M
IM , ∀X ∈ X . Using the Woodbury identity (IT +X ′X ′H)−1 = IT −X ′(IM +X ′HX ′)−1X ′H,
we have that
d(X →X ′) = tr((I T −X ′(IM +X ′HX ′)−1X ′H)XX H) (20)
= tr(X HX )− tr(X HX ′(IM +X ′HX ′)−1X ′HX) (21)
= PT
(
1− αP,T,M ‖X
′HX‖2F
(PT )2
)
, (22)
where αP,T,M :=
(
1
PT
+ 1
M
)−1
and the last equality follows from X HX = X ′HX ′ = PT
M
IM .
Therefore, the design criterion (19) is equivalent to X = argmin
X
max
X,X ′∈X :X 6=X ′
‖X ′HX‖2F. This
coincides with the common criterion consisting in maximizing the minimum pairwise chordal
distance between the symbol subspaces [24], [6], [7], [8], [9].
C. The K-User Case
In the K-user case, we have the following proposition.
Proposition 2. It holds that
min
k∈[K]
dk(X ) ≤ dmin(X ) ≤ min
k∈[K]
dk(X ) + (K − 1)M, (23)
where
dk(X ) := min
Xk 6=X
′
k
∈Xk
Xj∈Xj,j 6=k
tr
(
X Hk
(
I T +X
′
kX
′
k
H
+
∑
j 6=k
X jX
H
j
)−1
X k
)
. (24)
Proof. See Appendix E.
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Corollary 1. In the two-user case (K = 2), it holds that
min {d1(X ), d2(X )} ≤ dmin(X ) ≤ min {d1(X ), d2(X )}+M, (25)
where
d1(X ) := min
X1 6=X ′1∈X1,X2∈X2
tr
(
X H1
(
IT +X
′
1X
′H
1 +X 2X
H
2
)−1
X 1
)
, (26)
d2(X ) := min
X2 6=X ′2∈X2,X1∈X1
tr
(
X H2
(
IT +X 1X
H
1 +X
′
2X
′H
2
)−1
X 2
)
. (27)
Proposition 2 says that dmin(X ) is within a constant gap to mink∈[K] dk(X ), and thus dmin(X )
scales linearly with P when P is large if and only if mink∈[K] dk(X ) does so. Based on this
observation, we propose the following design criterion
X ∗ = argmax
X
min
k∈[K]
dk(X ). (28)
D. Practical Approaches to Numerical Optimization
In this section, given the proposed criteria, we present two practical approaches to reduce the
complexity of the constellation optimization.
1) Alternating Optimization: To simplify the constellation optimization, we propose an alter-
nating optimization approach as follows. First {Xk}Kk=1 are initialized. Then, for k = 1, . . . , K,
we iteratively optimize Xk by X ∗k = argmaxXk m(X ) for fixed {Xl}l 6=k in a round robin manner,
where m(X ) is the considered metric. At each iteration, it has fewer variables to optimize than
directly solving (17), (19), or (28). However, the solution of alternating optimization may not
converge, and when it does, it is not guaranteed to converge to the optimum.
2) Solution Space Reduction: In the most general setting, the simplified criteria (17), (19),
(28) still have a large solution space. Specifically, X belongs to the product space{
X
(1)
k , . . . ,X
(|Xk |)
k ∈ CT×Mk :
1
|Xk|
|Xk|∑
i=1
∥∥X (i)k ∥∥2 ≤ PT
}
,
and thus has
∏K
k=1(TMk)
|Xk| free variables to optimize. To reduce the solution space, we make
the suboptimal assumption that the individual constellations Xk follow from unitary space-
time modulation, i.e., they contain scaled-truncated-unitary-matrix symbols. From a practical
perspective, this is desirable since the constellation is oblivious to the presence of the other
users and unitary space-time modulation is high-SNR optimal, or near optimal, for the single-
user channel. Under this assumption, we let X HkX k =
PkT
T
IM , ∀X k ∈ Xk, k ∈ [K]. Thus, the
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solution space is reduced to the Cartesian product of
∑K
k=1 |Xk| instances of the set of truncated
unitary matrices (for the signal subspace) and K instances of the interval [0, P ] (for the signal
power). Furthermore, the optimization for signal subspace and power can be done separately, as
shown in the next sections.
IV. TWO SIMPLE CONSTRUCTIONS FOR FIXED TRANSMIT POWER
In this section, inspired by the proposed criteria, we propose a simple constellation construction
for fixed powers Pk, k ∈ [K].We also analyze our previously proposed constellation construction
using the proposed metrics.
A. Constellation Design Based on Partitioning
In this subsection, we consider the symmetrical power case Pk = P, ∀k ∈ [K]. This is a
reasonable assumption if rates are symmetric R1 = · · · = RK . Also, with unitary space-time
modulation, we letX HkX k =
PT
M
IM , ∀X k ∈ Xk, k ∈ [K]. Nevertheless, there must be constraints
between the symbols of different users. For instance, if the constellations are s.t. X 1 =X 2 can
occur, then dk(X ) is upper-bounded by a constant for any k and any P . This can be developed
in a formal way as follows.
By removing the terms inside the inverse in dk(X ), we obtain an upper bound:
dk(X ) ≤ min
{
min
Xk 6=X ′k∈Xk
tr
(
X Hk(IT+X
′
kX
′
k
H
)−1X k
)
, min
Xk∈Xk,X l∈Xl,l 6=k
tr
(
X Hk(IT+X lX
H
l )
−1X k
)}
.
(29)
For dk(X ) to be large, the upper bound must be large. This is made precise in the next proposition.
Proposition 3 (Necessary condition). Let {Xk}Kk=1 be s.t. X HkX k = PTM IM , ∀X k ∈ Xk, k ∈ [K].
If the following lower bound on the d-values holds for some c ∈ [0, 1/M ]
min
k∈[K]
dk(X ) ≥ PT (1− αP,T,M c) , (30)
where αP,T,M :=
(
1
PT
+ 1
M
)−1
, then we must have
1
(PT )2
max
{
max
Xk 6=X ′k∈Xk ,k∈[K]
∥∥X ′kHX k∥∥2F, maxXk∈Xk ,X l∈Xl,k 6=l∈[K]‖X HkX l‖2F
}
≤ c. (31)
Proof. The proof follows the same steps as in Sec. III-B, applying to the upper bound (29).
The above proposition shows that symbol pairs from different users should fulfill similar
distance criteria as symbol pairs from the same user when it comes to identifiability conditions.
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However, it is unclear whether (31) alone is enough to guarantee a large value of dmin(X ). In
the following, we shall show that these conditions are indeed sufficient if c is small.
Proposition 4 (Sufficient condition). Let {Xk}Kk=1 be s.t. X HkX k = PTM IM , ∀X k ∈ Xk, k ∈ [K].
If
1
(PT )2
max
{
max
Xk 6=X ′k∈Xk,k∈[K]
∥∥X ′kHX k∥∥2F, maxXk∈Xk,X l∈Xl,k 6=l∈[K]‖XHkX l‖2F
}
≤ c (32)
for some c ∈ [0, 1/M ], then we have
min
k∈[K]
dk(X ) ≥ PT
(
1−K
(
1
PT
+
1
M
−
√
K(K − 1)c
21{K=2}
)−1
c
)
. (33)
Proof. See Appendix F.
The two propositions above motivate the following simplified design criterion
X ∗ = argmin
X
max
{
max
Xk 6=X ′k∈Xk ,k∈[K]
∥∥X ′kHX k∥∥2F, maxXk∈Xk,X l∈Xl,k 6=l∈[K]‖XHkX l‖2F
}
. (34)
Based on (34), we propose a simple construction as follows. Let XSU be a single-user constel-
lation and let c := 1
(PT )2
max
X 6=X ′∈XSU
‖X ′HX‖2F ∈
[
0, 1
M
]
. We can generate {Xk}Kk=1 by partitioning
XSU into K disjoint subsets. Then, from (81) and Proposition 4, we can guarantee
dmin(X ) ≥ PT
(
1−K
(
1
PT
+
1
M
−
√
K(K − 1)c
21{K=2}
)−1
c
)
. (35)
With such a construction, the joint constellation design problem becomes essentially an individual
constellation design problem. A random partition suffices to guarantee (35), although one can
smartly partition the set XSU to improve over (35). The optimal partition problem is equivalent
to a min-max graph partitioning [25]. Note that for the right-hand side of (35) to scale linearly
with P , c must be small enough, which requires the mother single-user constellation XSU to
be sparse enough in G(CT ,M) and thus limits the size of XSU. This is made precise in the
following.
Proposition 5. Consider a joint constellation X generated by partitioning a single-user constella-
tion XSU. For the lower bound of dmin(X ) in (35) to scale linearly with P , the minimum pairwise
chordal distance between elements of XSU, i.e. δmin(XSU) := min
X 6=X ′∈XSU
√
M − 1
P 2T 2
‖X ′HX‖2F,
must satisfy
δmin(XSU) >
√
M −
[(
1
KPT
+
1
KM
+
K − 1
4K21{K=2}
)1/2
−
√
K − 1
4K21{K=2}
]2
, (36)
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which is possible only if the cardinality of XSU is bounded as
|XSU| < c−1T,M22M(T−M)
×
(
M −
[(
1
KPT
+
1
KM
+
K − 1
4K21{K=2}
) 1
2
−
√
K − 1
4K21{K=2}
]2)−M(T−M)
, (37)
with
cT,M :=
1
(M(T −M))!
min{M,T−M}∏
i=1
(T − i)!
(min{M,T −M} − i)! . (38)
Proof. The right-hand side of (35) scales linearly with P if 1−K
(
1
PT
+ 1
M
−
√
K(K−1)c
21{K=2}
)−1
c >
0, i.e., c <
[(
1
KPT
+ 1
KM
+ K−1
4K21{K=2}
) 1
2 −
√
K−1
4K21{K=2}
]2
. This is equivalent to (36) since
δmin(XSU) =
√
M − c by definition. On the other hand, according to [26, Corollary 1], the
volume of a metric ball B(δ) of radius δ (in chordal distance) in G(CT ,M) with the normalized
invariant measure µ(·) is given by µ(B(δ)) = cT,Mδ2M(T−M) with cT,M defined in (38). Since
XSU is a packing on G(CT ,M) with minimum chordal distance δmin(XSU), the Hamming upper
bound [26, Eq.(3)] yields XSU as |XSU| ≤ 1µ(B(δmin(XSU)/2)) . From this and (36), we obtain (37).
At high SNR (P →∞), the bounds on δmin(XSU) in (36) and |XSU| in (37) converge to
ν(K,M) :=
√
M −
[( 1
KM
+
K − 1
4K21{K=2}
)1/2
−
√
K − 1
4K21{K=2}
]2
(39)
and
β(T,K,M) := c−1T,M2
2M(T−M)
(
M −
[(
1
KM
+
K − 1
4K21{K=2}
) 1
2
−
√
K − 1
4K21{K=2}
]2)−M(T−M)
,
(40)
respectively. Fig. 1 shows the values of log2(β(T,K,M)), which is the high-SNR upper bound
on the number of bits per symbol log2(|XSU|) in XSU, for K = 4 and some values of T and M .
As can be seen, for a fixed M , the bound monotonically increases with T ; for a fixed T , the
bound first increases with M then decreases after a peak value and becomes 0 (imposing a zero
transmission rate) when M ≈ 0.73T .
Remark 3. The Grassmann manifold G(CT ,M) has 2M(T −M) real dimensions. From (40),
an upper bound on the number of bits per real dimension for XSU is given by
log2 β(T,K,M)
2M(T −M) ≤ ζ(K,M)
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Fig. 1. The upper bound log2(β(T,K,M)) on the number of bits per symbol log2(|XSU|) necessary for the lower bound (35)
of dmin(X ) to scale linearly with P with K = 4.
where
ζ(K,M) := 1− 1
2
log2
(
1− 1
M
[(
1
KM
+
K − 1
4K21{K=2}
)1/2
−
√
K − 1
4K21{K=2}
]2)
.
In fact, using Stirling’s formula
√
2πnn+1/2e−n ≤ n! ≤ enn+1/2e−n [27], we can show that
log2 β(T,M)
2M(T−M) ↑ ζ(K,M) as T →∞, where “↑” means “approach from below”. After some simple
manipulations, we have that ζ(K,M) ≤ 2− 1
2
log2 3 < log2 3 for any K and M . That is, roughly
speaking, one should not pack more than 2 symbols of XSU in each real dimension of the manifold
in average.
B. Constellation Design Based on Precoding
In [28], we have proposed a precoding-based constellation construction for the SIMO case
(M = 1). Specifically, we first define for each user an initial constellation Ck = {c(1), . . . , c(|Xk|)}
in G(CT−K+1, 1), then generate the elements of the constellation Xk as
x
(i)
k =
√
PkT
M
U kc
(i)
k
‖U kc(i)k ‖
, i ∈ [|Xk|], (41)
where U k ∈ CT×(T−K+1) is a full-rank linear precoder associated to user k. Therefore, each
symbol x
(i)
k of user k belongs to the column space Uk of U k. For example, when T = 3, K = 2,
and |X1| = |X2| = 4, a geometric interpretation for the precoders U 1 = [e1 e3] and U 2 = [e2 e3]
is provided in Fig. 2. (ek denotes the k-th column of IT .)
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Fig. 2. A geometric interpretation in the real domain of the precoding-based constellations for the precoders U 1 = [e1 e3] and
U 2 = [e2 e3], T = 3, K = 2, and |X1| = |X2| = 4. The symbols of user 1 and user 2—represented by their projections on
the unit sphere—belong to the column spaces U1 and U2 of U 1 and U 2, respectively. The axis xt, t ∈ {1, 2, 3}, corresponds
to the t-th component of a symbol [28].
Let V k ∈ CT×(K−1) be a basis of the orthogonal complement of Uk, i.e., V HkU k = 0, V HkV k =
IK−1. We now analyze this construction under the light of the proposed criteria (17) and (19).
For fixed constellations Ck, the precoders can be optimized according to these criteria. To reduce
the complexity, we consider the QR factorization U k = QkRk, k ∈ [K], where the truncated-
unitary matrix Qk ∈ CT×(T−K+1) controls the subspace Uk which the symbols x(i)k lie in, and the
upper triangular matrix Rk ∈ C(T−K+1)×(T−K+1) controls the orientation of the symbols in this
subspace. Both Qk and Rk need to be optimized to maximize the metrics emin(X ) and dmin(X ).
From Lemma 1, we know that E
[
L(X → X ′)] and d(X → X ′) are upper bounded by
a constant if Span (X ) = Span
(
X ′
)
. In fact, these metrics become larger as Span (X ) and
Span
(
X ′
)
share less dimensions (see Appendix D). Therefore, the precoders should be designed
such that Span (X ) and Span
(
X ′
)
are maximally orthogonal from each other for any pair
X 6= X ′ ∈ X . To this end, since both Span (X ) and Span (X ′) are in the column space of
[U 1 . . . UK ], we minimize the number of shared dimensions in U1, . . . ,UK . In other words, we
seek to optimize {Qk} so that the subspaces Uk—or equivalently, the orthogonal complements
{Span (V k)}, shares as few dimensions as possible. When T ≥ K(K − 1), the solution is
obviously to set all V k orthogonal to each other as in the following example.
Example 1 (Type I Precoder). If T ≥ K(K−1), let U k = [e1 . . . e(k−1)(K−1) ek(K−1)+1 . . . eT ]
and V k = [e(k−1)(K−1)+1 . . . ek(K−1)] for k ∈ [K].
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We consider the special case Rk = diag(η
(k)
1 , η
(k)
2 , . . . , η
(k)
T−K+1), where η
(k)
i indicates the
weight of a symbol in the dimension of Uk represented by column i of U k. These factors control
the orientation of the symbols in Uk. When U1, . . . ,UK overlap, let us denote by U∩ =
⋂K
k=1 Uk
the intersection of these subspaces. If there exists a set of symbols xk 6= x′k ∈ Uk, k ∈ [K] and
xl ∈ Ul, l 6= k all belonging to U∩, then it can be shown that dk(X ) in (24) is upper bounded
by a constant, and so is dmin(X ). Therefore, we shall avoid placing symbols in the intersection
U∩. In Fig. 2, a sufficient condition for this can be interpreted as putting the points representing
the symbols further away from point I representing the intersection of U1 and U2. We present
next an example of precoders in this spirit.
Example 2 (Type II Precoder). For k ∈ [K], let U k =
[√
η1ek
√
η2[eK+1 . . . eT ]
]
and V k =
[e1 . . . ek−1 ek+1 . . . eK ], where η1 =
K(T−K+1)
T
and η2 =
T−K+1
T
. Note that the factor η2
indicating the weight of a symbol in the dimensions in the intersection U∩ is smaller than η1
indicating the weight in the mutually exclusive part of {Uk}. Also, η1 and η2 are designed such
that the symbols have equal weights in every dimension of Span ([U 1 . . . UK ]).
In short, we have shown that the precoder designs proposed in [28] are in line with the
proposed criteria in the current paper.
V. POWER OPTIMIZATION
When the users transmit at different rates, letting the users transmit at equal power might
not be optimal. For example, in the extreme case where only one of the users transmits at
non-zero rate, all other users should remain silent, i.e., transmit at power zero, to avoid causing
interference. Therefore, power optimization also plays a key role. For a fixed constellation X
(possibly generated with equal transmit power), let us now consider the problem of optimizing
the transmit power so as to maximize the metrics emin(X ) or dmin(X ).
Let us focus on the two-user SIMO case and, following unitary space-time modulation,
consider a joint constellation X = X1 × X2 with unit-norm symbols scaled with the trans-
mit powers {P1, P2}, that is, Xk = {
√
PkTx
(i)
k : ‖x(i)k ‖ = 1, i ∈ [|Xk|]}, k = 1, 2. Let
X¯ = X¯1 × X¯2 where X¯k = {x(i)k }|Xk|i=1 is the set of the normalized symbols of user k. We
assume that X¯ is fixed and would like to optimize the transmit powers {P1, P2}. To this
end, we define θ := P2/P1, denote X as X θ for convenience, and seek to optimize θ. From
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Corollary 1, we deduce that min{d1(X θ), d2(X θ)} ≤ dmin(X θ) ≤ min{d1(X θ), d2(X θ)} + 1
where d1(X θ) = minx1,x′1,x2 δ1(θ,x1,x′1,x2) and d2(X θ) = minxˆ1,xˆ2,xˆ′2 δ2(θ, xˆ1, xˆ2, xˆ′2) with
δ1(θ,x1,x
′
1,x2) := P1Tx
H
1(IT + P1Tx
′
1x
′H
1 + θP1Tx2x
H
2)
−1x1, (42)
δ2(θ, xˆ1, xˆ2, xˆ
′
2) := θP1Txˆ
H
2(IT + P1Txˆ1xˆ
H
1 + θP1Txˆ
′
2xˆ
′H
2 )
−1xˆ2, (43)
for {x1,x′1, xˆ1} ⊂ X¯1, {x2, xˆ2, xˆ′2} ⊂ X¯2 s.t. x1 6= x′1 and xˆ2 6= xˆ′2. The optimal value of θ can
be found by analyzing d1(X θ) and d2(X θ), as stated in the following proposition.
Proposition 6. In the two-user SIMO case:
1) min{d1(X θ), d2(X θ)} is maximized at θ = θ∗ s.t. d1(X θ∗) = d2(X θ∗), and
dmin(X θ∗) ≤ max
θ
dmin(X θ) ≤ dmin(X θ∗) + 1. (44)
2) For each {x1,x′1, xˆ1} ⊂ X¯1, {x2, xˆ2, xˆ′2} ⊂ X¯2 s.t. x1 6= x′1 and xˆ2 6= xˆ′2, there exists a unique
value of θ s.t. δ1(θ,x1,x
′
1,x2) = δ2(θ, xˆ1, xˆ2, xˆ
′
2). Denote this value by θˆ which is implicitly a
function of x1,x
′
1, xˆ1,x2, xˆ2, xˆ
′
2. Denote δ(θˆ) := δ1(θˆ,x1,x
′
1,x2) = δ2(θˆ, xˆ1, xˆ2, xˆ
′
2). It holds
that
θˆ =
1
3a
[
2
√
∆cos
(
1
3
arccos
(
9abc− 2b3 − 27a2d
2
√
∆3
))
− b
]
(45a)
with a := P1T
[
1 + P1T (1− |x′H1x2|2)
]
e2, (45b)
b := (1 + P1T )e2 +
[
1 + P1T (1− |x′H1x2|2)
][
1 + P1T (1− |xˆH1xˆ2|2)
]
− [P1T + P 21T 2(1− |xˆH1xˆ′2|2)]e1, (45c)
c := −(1 + P1T )e1 −
[
1 + P1T (1− |xˆH1xˆ′2|2)
][
1 + P1T (1− |xH1x′1|2)
]
+
(
1 + 1
P1T
)[
1 + P1T (1− |xˆH1xˆ2|2)
]
, (45d)
d := −(1 + 1
P1T
)[
1 + P1T (1− |xH1x′1|2)
]
, (45e)
e1 := 1− |xH1x2|2 + P1T
[
(1− |xH1x′1|2)(1− |x′H1x2|2)− |xH1x′1x′H1x2 − xH1x2|2
]
, (45f)
e2 := 1− |xˆH2xˆ′2|2 + P1T
[
(1− |xˆH2xˆ1|2)(1− |xˆH1xˆ′2|2)− |xˆH2xˆ1xˆH1xˆ′2 − xˆH2xˆ′2|2
]
, (45g)
∆ := b2 − 3ac, (45h)
and that
θ∗ = argmin
θˆ∈Θ
δ(θˆ), (46)
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where Θ is the set of values of θˆ for all possible 6-tuple of symbols {x1,x′1, xˆ1} ⊂ X¯1,
{x2, xˆ2, xˆ′2} ⊂ X¯2 s.t. x1 6= x′1 and xˆ2 6= xˆ′2.
Proof. See Appendix G.
The first part of Proposition 6 says that there exists a unique θ∗ that maximizes min
k∈{1,2}
dk(X θ),
and this θ∗ is also approximately the value of θ maximizing dmin(X θ). The second part states
that θ∗ can be found by enumerating the closed-form expression (45) over the set of normalized
symbols X¯k, k = 1, 2. This is simpler than enumerating dmin(X θ) over the whole range of θ.
In Fig. 3, we numerically verify Proposition 6 by plotting the values of emin(X θ) and dmin(X θ)
defined in Sec. III-A, as well as d1(X θ) and d2(X θ), as a function of θ for P1 = 20 dB and
different X¯ with T = 4, B1 = 6, and B2 = 2. We see that dmin(X θ) is within a constant gap
from the minimum of d1(X θ), which decreases with θ, and d2(X θ), which increases with θ.
dmin(X θ) is maximized approximately at θ∗ s.t. d1(X θ∗) = d2(X θ∗). These observations agree
with (44) in Proposition 6. Furthermore, θ∗ is also near the value of θ that maximizes the metric
emin(X θ).
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Fig. 3. The values of the metrics emin(X
θ), dmin(X
θ), d1(X
θ) and d2(X
θ) as a function of θ for P1 = 20 dB, P2 = θP1,
T = 4, B1 = 6, B2 = 2, and different given normalized constellation X¯ .
Therefore, given a joint normalized constellation X¯ , one can further optimize the power so as
to maximize the design metrics. Taking the power constraint P into account, the optimal power
can be obtained as follows. First, we let P1 = P, P2 = θP , i.e., user 1 transmits at full power,
and find the optimal θ in [0, 1] by solving
θ˜ = arg max
θ∈[0,1]
emin(X θ) (47)
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or
θ˜ = arg max
θ∈[0,1]
dmin(X θ). (48)
Following Proposition 6, θ˜ can be approximated by θ∗ s.t. d1(X θ∗) = d2(X θ∗). Then, we let
P2 = P, P1 = θP2, i.e., user 2 transmits at full power, and solve (48) with the users’ roles
swapped to find the optimal θ˘ in [0, 1]. Finally, the optimal power is given by choosing between
{P1 = P, P2 = θ˜P} and {P1 = θ˘P2, P2 = P} the option with higher metric value. In the
numerical result in the next section, we shall see that it is favorable to let the user with higher
transmission rate transmit at full power P in the considered setting.
We summarize the existing/proposed design criteria/constructions in Table I.
TABLE I
THE EXISTING/PROPOSED JOINT CONSTELLATION DESIGN CRITERIA/CONSTRUCTIONS
Criterion/Construction Shorthand Motivation
Existing
X ∗ = argmin
X
m1(X ) (12) Min-m1 Treating X as a single-user
constellation for the Mtot ×N
MIMO channel
X ∗ = argmin
X
m2(X ) (13)
(from [20, Eq.(8)])
Min-m2
Proposed
X ∗ = argmax
X
emin(X ) (17) Max-emin Minimizing the PEP
X ∗ = argmax
X
dmin(X ) (19) Max-dmin Maximizing the high-SNR domi-
nant term in emin(X )
X ∗ = argmax
X
min
k∈[K]
dk(X ) (28) mink∈[K] dk(X ) is within a con-
stant gap from dmin(X )
X ∗=argmin
X
max
{
max
Xk 6=X
′
k
∈Xk,k∈[K]
∥∥X ′kHXk∥∥2F,
max
Xk∈Xk,X l∈Xl,k 6=l∈[K]
‖X HkX l‖2F
}
(34)
Propositions 3 and 4
Partitioning a single-user constellation XSU
(Sec. IV-A)
Partitioning dmin(X ) is large if XSU is sparse
enough
Precoding single-user constellations in
G(CT−K+1, 1) (Sec. IV-B, also in [28], for
the SIMO MAC)
Precoding Imposing a geometric separation
between individual constellations
VI. NUMERICAL RESULTS
In this section, we consider the single transmit antenna case (Mk = 1, k ∈ [K]) and assume
unitary space-time modulation, i.e., Xk =
{√
PkTx
(i)
k
}|Xk|
i=1
with each x
(i)
k being a unit-norm
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vector representative of a point in G(CT , 1), k ∈ [K], and a joint symbol X ∈ X is formed
as X = [
√
P1Tx1 . . .
√
PKTxK ] for xk ∈ Xk. For the precoding design, we consider Type II
Precoder and a numerically optimized Ck. We will compare our design to the constellations
optimized with the criteria Min-m1 (12) and Min-m2 (13) in terms of joint-ML symbol error
rate (8). We also consider the joint constellation in which the symbols in Xk are generated as
xk =
√
Pk
[√
Ke˜Tk
√
T−K
Pavg
x˜Tk
]
T
where e˜k is the k-th column of IK and x˜k is a vector of scalar
symbols in a QAM constellation with average power Pavg. This corresponds to the scenario
where K users transmit orthogonal pilot sequences, followed by spatially multiplexed parallel
data transmission. With this pilot-based constellation, the receiver uses either an ML detector
(6) or a linear MMSE detector consisting of MMSE channel estimation, MMSE equalization,
and component-wise QAM demapper.
A. Numerical Optimization
We solve numerically Max-emin (17), Max-dmin (19) and the alternating optimization for given
powers {Pk}. In general, we want to solve the manifold-constrained optimization
max
X=X1×···×XK
min
X 6=X ′∈X
f(X,X ′), (49)
where f(X,X ′) is customized according to the considered criterion. Note that the objective
function is not smooth because of the min. To smooth it, we use the approximation maxi xi ≈
ǫ ln
∑
i exp(xi/ǫ) with a small ǫ and obtain
min
X=X1×···×XK
ǫ ln
∑
X 6=X ′∈X
exp
(
− f(X,X
′)
ǫ
)
. (50)
This smooth optimization is, however, over multiple points on the set of lines. To tackle this,
we construct the matrix C :=
[
x
(1)
1 . . .x
(|X1|)
1 . . . x
(1)
K . . .x
(|X2|)
K
] ∈ CT×∑Kk=1 |Xk|, then C belongs
to the oblique manifold OB(T,∑Kk=1 |Xk|) defined as OB(n,m) := {V = [v1 . . . vm] ∈ Cn×m :
‖v1‖ = · · · = ‖vm‖ = 1
}
. The oblique manifold OB(n,m) can be seen as an embedded
Riemannian manifold of Cn×m endowed with the usual inner product, or as the product manifold
ofm unit spheres in CT [29, Sec. 3.4.1]. Then, the optimization problem (50) can be reformulated
as a single-variable optimization on this oblique manifold as
min
C∈OB
(
T,
∑K
k=1 |Xk|
) ǫ ln ∑
X=
[√
P1Tx
(i1)
1
...
√
PKTx
(iK )
K
]
6=X ′=
[√
P1Tx
(j1)
1 ...
√
PKTx
(jK )
K
]
exp
(
− f(X,X
′)
ǫ
)
︸ ︷︷ ︸
=:g(C )
. (51)
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In Appendix H, we compute the Riemannian gradient of g(C). Finally, we resort to the Manopt
toolbox [30] to solve the optimization by conjugate gradient descent on the manifold. Note that
the optimization space is not an Euclidean space and the objective function g(C) is in general
nonconvex, thus most descent algorithms only guarantee to return an (approximate) critical point.
In order to ensure that this point is a local minimum and not a saddle point, the search direction
needs to be carefully constructed. Several rules to construct the new search direction based on
a linear combination of the previous search direction and the new (preconditioned) gradient
are provided for the Euclidean space in [31]. The Manopt toolbox adapts these rules to the
Riemannian space. If no descent direction is found, one can restart, i.e., switch to the negative
gradient. This is equivalent to resetting the direction to a steepest descent step, which discards the
past information. The Manopt toolbox implements Powell’s restart strategy [32]. Furthermore,
we try multiple initializations, namely the precoding-based, partitioning-based, or pilot-based
constellation (which are easily generated), and choose the best resulting optimized constellation.
The criteria Min-m1 and Min-m2 are similarly solved numerically with the Manopt toolbox.
Hereafter, in all figures, the legends representing our proposed schemes are in bold face.
B. The Symmetrical Rate and Equal Power Case
We first consider the symmetrical rate setting R1 = · · · = RK = B/T with equal power
P1 = · · · = PK = P for all users. (Thus P is identified with the SNR.) We optimize the joint
constellation at P = 30 dB.
1) Two-User Case: For the two-user (K = 2) case, in Fig. 4, we plot the joint symbol error
rate (SER) (8) of the considered schemes for T = 5, B = 5, and N = 4. We observe that
the constellations optimized with our metrics emin(X ) (17) and dmin(X ) (19) achieve similar
performance and are the best among the schemes with the same rate pair. The performance
of the alternatively optimized constellation is slightly inferior and better than the pilot-based
scheme. The partitioning design (with random partition) and the precoding design have similar
performance. The constellations optimized with the Min-m1 and Min-m2 criteria, especially the
latter, perform worse than that with our criteria.
To assess the effectiveness of the design metrics, we show the values of our metrics dmin(X )
and emin(X ), and the other metricsm1(X ) and m2(X ) for these constellations in the same setting
in Fig. 5. In Fig. 5(a), dmin(X ) is very close to emin(X ) for SNR ≥ 20 dB. The constellations
with low joint-ML SER in Fig. 4 exhibit a large value of these metrics. This confirms that our
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Fig. 4. The joint SER of the proposed constellations compared to the baselines for T = 5, K = 2, B = 5, and N = 4.
proposed metrics are meaningful for constellation design and evaluation. From Fig. 5(b) and
Fig. 5(c), we see that the relative order of the constellations in terms of the value of the metrics
in (12) and (13) is unrevealing about the SER performance in Fig. 4. In particular, although the
constellation optimized with the metric m1(X ) (12) also achieves a low joint-ML SER (and a
high value of our metrics), this is not true for other constellations. For example, the partitioning
design has a low value of m1(X ) but a high SER; the pilot-based constellation has a much lower
value of m2(X ) than the Max-emin design, but has a higher SER.
In Fig. 6, we consider larger constellations (B = 8) for which numerical optimization of the
joint metrics becomes cumbersome. However, the partitioning and precoding constructions, which
are based on our metrics, achieve good performance and outperform the pilot-based constellation.
2) Three-User Case: In the three-user (K = 3) case, we consider T = 4, B = 3, N = 4, and
plot the joint SER of various constellations in Fig. 7. We observe again that maximizing dmin(X )
results in a good constellation that outperforms all others. The constellations obtained from Min-
m1 and Min-m2 are outperformed by the pilot-based and precoding-based constellations. The
SER of the Min-m2 constellation and the partitioning-based constellation decreases slower with
the SNR than the other schemes.
Fig. 8 depicts the values of the proposed metrics emin(X ) and dmin(X ), and the other metrics
m1(X ) and m2(X ) for these constellations. In Fig. 8(a), the values of emin(X ) and dmin(X )
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(c) The metric m2(X ) in (13) with N = 4.
Fig. 5. The value of the metrics emin(X ), dmin(X ), m1(X ) and m2(X ) for the considered constellations for T = 5 and
B = 5.
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(a) T = 5, B = 8, N = 4.
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(b) T = 6, B = 8, N = 4.
Fig. 6. The joint SER of the partitioning and precoding designs compared with a pilot-based scheme for T ∈ {5, 6}, K = 2,
B = 8, and N = 4.
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Fig. 7. The joint SER of the proposed constellations compared to the baselines for T = 4, K = 3, B = 3, and N = 4.
are very close, and the relative order of these values for different constellations agree with the
order of the SER performance of these constellations at high SNR in Fig. 7. For the Min-m2
constellation and the partitioning-based constellation, the metrics emin(X ) and dmin(X ) do not
grow linearly in P , which is consistent with their SER performance. In fact, we can verify
that these constellations violate (36) in Proposition 5 when P is large: the minimum pairwise
chordal distance δmin(XSU) of the concatenation XSU of their individual constellations are about
0.2958 and 0.8264 respectively, both smaller than ν(K = 3,M = 1) ≈ 0.9543. From Fig. 8(b)
and Fig. 8(c), we further observe that the metrics m1(X ) and m2(X ) are not meaningful for
constellation design and evaluation.
C. The Asymmetrical Rate Case with Power Optimization
We now consider the asymmetrical rate case and focus on the two-user case. We set T = 4,
B1 = 6, and B2 = 2 (as in Fig. 3). In Fig. 9, we plot the joint SER of the constellations
generated by Max-dmin, precoding, or partitioning and compare with a pilot-based constellation
with the same transmit rate for each user. Furthermore, we consider equal and full transmit
power P1 = P2 = P , or optimized power as in Sec. V. The constellations obtained by Max-
dmin significantly outperforms other schemes. For this constellation, the optimal power coincides
with full power P1 = P2 = P for all P > 4 dB. For the precoding and partitioning designs,
the optimal power is to let user 1 (which has higher transmission rate) transmit at full power
P1 = P and user 2 at lower power P2 = θ˜P with θ˜ obtained from optimizing dmin(X ) as in
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Fig. 8. The value of the metrics emin(X ), and dmin(X ), m1(X ) and m2(X ) for the considered constellations for T = 4,
K = 3, and B = 3.
(48). The SER with optimized power is only slightly lower than the SER with full power. This is
because the values of the metrics with optimized power is not significantly higher than that with
full power, as seen in Fig. 3. However, using optimized power helps reduce the transmit power
of user 2. The lower θ˜ is, the further the power of user 2 is saved with respect to transmitting
at full power.
In Fig. 10, we plot the optimized power fraction θ˜ for user 2 obtained from (48). For the
precoding design, as the power constraint P grows, θ˜ increases, i.e., user 2 should use more
power. Conversely, for the partitioning design, user 2 should use less power as P grows. We
note that this behavior might not hold for all constellations of the kind.
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VII. CONCLUSION
This work is an attempt of joint constellation design for noncoherent MIMO MAC in Rayleigh
block fading. By analyzing the joint detection error, we have derived closed-form metrics which
are effective for designing joint constellations that achieve a low error rate. In this work, we
have focused on the optimality with respect to the joint maximum-likelihood detector, which
has high complexity in general. It would be interesting, as in the single-user case [7], [8], to
construct joint constellations that allow for low-complexity detection. This is normally done by
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imposing particular structure on the constellation.2 With the proposed metrics, this problem can
be solved by simply introducing additional constraints on the constellation.
APPENDIX
A. Mathematical Preliminaries
Lemma 2. Let A and B be two T × T Hermitian matrices, then
|σi(A +B)− σi(A)| ≤ ‖B‖F, ∀i ∈ [T ]. (52)
Proof. From [33, Corollary 8.1.6], |σi(A +B)− σi(A)| is upper bounded by the spectral norm
of B . Then, the lemma follows since the spectral norm is upper bounded by the Frobenius
norm.
Corollary 2. For two T × T Hermitian matrices A and B whose entries are functions of a
parameter P , if ‖B‖F = O(1) as P →∞, then
σi(A +B) = σi(A) +O(1), ∀i ∈ [T ], P →∞. (53)
Lemma 3. Let Q :=
[
Im Am×n
AHm×n In
]
be positive semidefinite. Then, the m + n eigenvalues of Q
are
1 + σ1(A), . . . , 1 + σmin{m,n}(A), 1, . . . , 1, 1− σmin{m,n}(A), . . . , 1− σ1(A). (54)
Proof. The singular value decomposition of A leads to a block diagonalization of Q with 2× 2
blocks. The result then follows immediately.
B. A closed-form expression of the PEP
Proposition 7. Let {λl}Ll=1 be the distinct non-zero eigenvalues of Λ := (IT + XX H)
(
I T +
X ′X ′H
)−1 − I T with multiplicities {µl}Ll=1, and let {λl}Lpl=1 be positive and {λl}Ll=Lp+1 negative.
The PEP is given by
P(X →X ′) =


1 +
∑Lp
k=1 ξk
(
N ln det(IT+XX
H)
det(IT+X
′X ′
H
)
)
, if det(IT +XX
H) ≥ det(IT +X ′X ′H),
−∑Lk=Lp+1 ξk(N ln det(IT+XXH)det(IT+X ′X ′H)
)
, if det(IT +XX
H) ≤ det(IT +X ′X ′H),
(55)
2For example, we exploited the structure of the precoding-based constellation to design efficient multi-user detection in [28].
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with ξk(c) := Res
(
esc
s
∏L
l=1 λ
µlN
l
(
s+1/λl
)µlN , −1λk
)
where
Res(f(s), x) :=
1
(m− 1)! lims→x
dm−1
dsm−1
[
(s− x)mf(s)]
is the residue of a function f(s) in a pole x of multiplicity m.
Proof. The closed-form expression of the PEP follows readily from [19, Proposition 1] by noting
that the matrix CNCij therein is equal to Λ ⊗ IN in our setting, thus has the same nonzero
eigenvalues as Λ with multiplicities N .
C. Proof that lim
N→∞
P(X →X ′) = 0 for Any Pair of Distinct SymbolsX andX ′ of an Identifiable
Joint Constellation
Recall that P(X → X ′) = P(L(X → X ′) ≤ 0). Let Y0 := Y(IT +XXH)−1/2 be a “whitened”
version of Y, then Y0 is a Gaussian matrix with independent columns following CN (0, I T ).
From (11), the PLLR L(X →X ′) can be expressed as
L(X →X ′) = −N ln det (I T + Λ¯)+ tr (Λ¯Y0YH0) = −N ln det(IT + Λ¯) + T∑
i=1
λigi, (56)
where Λ¯ := (IT +XX
H)
1
2
(
IT +X
′X ′H
)−1
(IT +XX
H)
1
2 − I T with T eigenvalues {λi}Ti=1, and
{gi}Ti=1 are independent Gamma random variables with shape N and scale 1. It follows that
E
[
L(X →X ′)] = −N ln det(IT + Λ¯) +∑Ti=1 λi = −N ln det(IT + Λ¯) +Ntr(Λ¯), (57)
Var
[
L(X →X ′)] = N∑Ti=1 λ2i = Ntr(Λ¯2). (58)
For any joint constellation satisfying the identifiability condition in Proposition 1, we have
XX H 6= X ′X ′H, thus Λ¯ 6= 0. Therefore, tr(Λ¯)− ln det(IT +Λ¯) is strictly positive. We have that
E
[
L(X →X ′)]2
Var
[
L(X →X ′)] = N (tr(Λ¯)− ln det(IT + Λ¯))
2
tr
(
Λ¯
2) →∞, as N →∞. (59)
From this and (14), we conclude that lim
N→∞
P(X →X ′) = 0 for any pair of distinct symbols X
and X ′ of a joint constellation satisfying the identifiability condition.
D. Proof of Lemma 1
We have tr
(
(IT +X
′X ′H)−1
)
= O(1) since the eigenvalues of (IT +X
′X ′H)−1 are all smaller
than 1. The input matrixX can be decomposed into an orthonormal matrixW ∈ CT×Mtot whose
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columns span the column space of X and a full-rank spanning matrix D. That is X = WDH,
where ‖D‖2F = Θ(P ). Similarly, X ′ =W ′D ′H, for some orthonormal matrix W ′ ∈ CT×Mtot and
some full-rank spanning matrices D ′ s.t. ‖D ′‖2F = Θ(P ). We assume w.l.o.g. that the column
subspaces of X and X ′ share r ≤Mtot eigenmodes and thus express W and W ′ as
W = [U V ], and W ′ = [U V ′], (60)
with U ∈ CT×r, V ∈ CT×(Mtot−r), and V ′ ∈ CT×(Mtot−r) s.t. U HU = I , V HV = I , V ′HV ′ = I ,
U HV = 0, U HV ′ = 0, and V HV ′ = 0.
1) Proof that ln
det
(
IT+X
′X ′
H
)
det(IT+XXH)
= O(1) if Span(X ) = Span(X ′) and Θ(lnP ) otherwise: Let
Γ := (IT +X
′X ′H)(IT +XX
H)−1 =X ′X ′H(IT +XX
H)−1 + (IT +XX
H)−1. (61)
Applying Corollary 2 with A =X ′X ′H(IT +XX
H)−1 and B = (IT +XX
H)−1, we have that
σi(Γ) = σi
(
X ′X ′H(IT +XX
H)−1
)
+O(1) (62)
=


σi
(
X ′H(IT +XX
H)−1X ′
)
+O(1), i ≤Mtot,
O(1), i > Mtot.
(63)
Recalling the decomposition X = WDH, we have that XX H = WΣW H with Σ := DHD .
Let W ⊥ be the orthonormal complement of W , i.e., [W W ⊥] is unitary. Thus, IT +XX
H =
W (IT +Σ)W
H +W ⊥W
H
⊥, (IT +XX
H)−1 =W
(
I T +Σ
)−1
W H +W ⊥W
H
⊥, and we can expand
X ′H(IT +XX )−1X
′H =X ′HW (IT +Σ)−1W
HX ′ +X ′HW ⊥W
H
⊥X
′. (64)
Recalling that X ′ =W ′D ′H and using (60), we have that
X ′HW (IT +Σ)−1W
HX ′ =D ′H
[
I r 0
0 0
]
(IT +Σ)
−1
[
I r 0
0 0
]
D ′ (65)
=D ′H1(I r +Σ1)
−1D ′1, (66)
where D ′1 contains the first r columns of D
′ and Σ1 denotes the top-left r × r block of Σ,
respectively. Therefore, ‖X ′HW (IT +Σ)−1W HX ′‖2F ≤ ‖D
′
1‖2F
1+σmin(Σ1)
= O(1), where σmin(Σ1) is the
smallest eigenvalue of Σ1. With this, we apply Corollary 2 to (64) and obtain
σi
(
X ′H(IT +XX
H)−1X ′
)
= σi
(
X ′HW ⊥W
H
⊥X
′)+O(1)
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Plugging this into (63), we get that
σi(Γ) =


σi
(
X ′HW ⊥W
H
⊥X
′)+O(1), i ≤Mtot,
O(1), i > Mtot,
(67)
=


Θ(P ), i ≤ Mtot − r,
O(1), i > Mtot − r.
(68)
If Span (X ) = Span
(
X ′
)
, then r = Mtot, so σi(Γ) = O(1) for all i ∈ [T ]. Thus ln det(Γ) =
O(1). Otherwise, σi(Γ) = Θ(P ) for some i, so ln det (IT +Γ) =
∑T
i=1 lnσi = Θ(lnP ).
2) Proof that tr
(
(IT +X
′X ′H)−1XX H
)
= O(1) if Span(X) = Span(X ′) and Θ(P ) otherwise:
We expand
X H(I +X ′X ′H)−1X =X H
(
I −X ′(I +X ′HX ′)−1X ′H)X (69)
=DW H
(
I T −W ′D ′H(IT +D ′W ′HW ′D ′H)−1D ′W ′H
)
WDH (70)
=DDH −D
[
I r 0
0 0
]
D ′H
(
IT +D
′D ′H
)−1
D ′
[
I r 0
0 0
]
DH (71)
=DDH −
[
P 2T 2D1D
′H
1
(
I r +D
′
1D
′H
1
)−1
D ′1D
H
1 0
0 0
]
(72)
where D1 and D
′
1 contain the first r columns of D and D
′, respectively. Thus,
tr
(
(I +X ′X ′H)−1XX H
)
= tr (D2D
H
2) + tr
(
D1D
H
1 −D1D ′H1
(
I r +D
′
1D
′H
1
)−1
D ′1D
H
1
)
(73)
= ‖D2‖2F + tr
(
(I r +D
′
1D
′H
1)
−1DH1D1
)
, (74)
whereD2 contains the lastMtot−r columns ofD . Since
(
I r+D
′
1D
′H
1
)−1  (1+σmin(D ′H1D ′1))−1I
where σmin(D
′H
1D
′
1) is the smallest eigenvalue of D
′H
1D
′
1, we have that
‖D2‖2F ≤ tr
(
(I +X ′X ′H)−1XX H
) ≤ ‖D2‖2F + ‖D1‖2F
1 + σmin(D
′H
1D
′
1)
. (75)
If Span (X ) = Span
(
X ′
)
, we have r = Mtot and thus D2 is an empty matrix. Therefore,
tr
(
(I +X ′X ′H)−1XX H
) ≤ ‖D1‖2F
1+σmin(D
′H
1D
′
1)
= O(1). Otherwise, r < Mtot and ‖D2‖2F = Θ(P ),
thus tr
(
(I +X ′X ′H)−1XX H
)
= Θ(P ).
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E. Proof of Proposition 2
We first show the two-user case, i.e., min {d1(X ), d2(X )} ≤ dmin(X ) ≤ min {d1(X ), d2(X )}+
M with d1(X ) and d2(X ) defined in (26) and (27), respectively. To this end, we first develop
d(X →X ′) as
d(X →X ′) = tr(X H1(IT +X ′X ′H)−1X 1)+ tr(X H2(IT +X ′X ′H)−1X 2), (76)
where we recall that X := [X 1 X 2],X
′ := [X ′1 X
′
2] withX k,X
′
k ∈ Xk, k ∈ {1, 2}, andX ′ 6=X .
Regarding X and X ′ as the transmitted and detected joint symbols, respectively, there are two
types of error event. On one hand, if both users are in error, i.e., X 1 6=X ′1, X 2 6=X ′2, then
d(X →X ′) = tr
(
X H1
(
IT +X
′
1X
′H
1 +X
′
2X
′H
2
)−1
X 1
)
+ tr
(
X H2
(
I T +X
′H
1X
′
1 +X
′H
2X
′
2
)−1
X 2
)
.
On the other hand, if only one user is in error, i.e., X k =X
′
k, X l 6=X ′l, k 6= l ∈ {1, 2}, then
d(X →X ′) = tr
(
X Hk
(
IT +X kX
H
k +X
′
lX
′H
l
)−1
X k
)
+ tr
(
X Hl
(
IT +X
′H
kX
′
k +X
′H
lX
′
l
)−1
X l
)
.
It holds that dmin(X ) is the minimal value of d(X →X ′) over both cases. Since 0 ≤ tr
(
X Hk(IT +
X kX
H
k +X
′
lX
′H
l )
−1X k
) ≤M , ∀ k 6= l, we obtain the bounds on dmin(X ) as stated.
We now generalize the analysis of the two-user case to the K-user case. Let us develop
d(X →X ′) =
K∑
k=1
tr
(
X Hk(IT +X
′X ′H)−1X k
)
, (77)
where we recall that X = [X 1 . . .XK ],X
′ = [X ′1 . . .X
′
K ] with X k,X
′
k ∈ Xk, k ∈ [K] and
X 6=X ′. X and X ′ are regarded as the transmitted and detected joint symbols, respectively. For
any K ⊂ [K], if all users in K are wrongly detected, while all users in L = [K]\K are correctly
detected, then
d(X →X ′) =
∑
k∈K
tr
(
X Hk
(
IT +X
′
kX
′
k
H
+
∑
j 6=k
X ′jX
′
j
H
)−1
X k
)
+
∑
l∈L
tr
(
X Hl
(
IT +X lX
H
l +
∑
j 6=l
X ′jX
′
j
H
)−1
X l
)
. (78)
In this case, the minimal value of d(X →X ′) is defined as
dKmin(X ) := min
Xk 6=X
′
k
∈Xk,∀k∈K,
Xl=X
′
l
∈Xl,∀l∈[K]\K
d(X →X ′). (79)
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Then, it is straightforward that dmin(X ) is the minimum value of dKmin(X ) over all possible
K ⊂ [K], i.e., dmin(X ) = minK⊂[K] dKmin(X ). With dk(X ) defined in (24), we have that
dKmin(X ) ≥ min
k∈K
dk(X ) ≥ min
k∈[K]
dk(X ), ∀K ⊂ [K], (80)
where the first inequality holds since the constraint under the min in dk(X ) subsumes that in
dKmin(X ) and the trace in dk(X ) is one of the summands in dKmin(X ), which are all nonegative, for
any k ∈ K ⊂ [K]; the second inequality holds since K ⊂ [K]. Taking K∗ = arg min
K⊂[K]
dKmin(X )
yields
dmin(X ) = dK∗min(X ) ≥ min
k∈[K]
dk(X ). (81)
On the other hand, since tr
(
X Hl
(
I T +X lX
H
l +
∑
j 6=lX
′
jX
′
j
H
)−1
X l
)
≤M , ∀ l ∈ [K], we get that
d
{k}
min(X ) ≤ dk(X ) + (K − 1)M for all k ∈ [K]. Letting k∗ = argmink∈[K] dk(X ), we have that
dmin(X ) = minK⊂[K] d
K
min(X ) (82)
≤ d{k∗}min (X ) (83)
≤ dk∗(X ) + (K − 1)M (84)
≤ min
k∈[K]
dk(X ) + (K − 1)M. (85)
From (81) and (85), we have (23), and the proof is concluded.
F. Proof of Proposition 4
Let us rewriteX ′kX
′
k
H
+
∑
l 6=kX lX
H
l = X¯X¯
H
where X¯ :=
[
X 1 . . . X k−1 X
′
k X k+1 . . . XK
] ∈
X . Then, the trace in (24) becomes
tr
(
X Hk
(
I T + X¯X¯
H
)−1
X k
)
= tr (X HkX k)− tr
(
X H1X¯
(
IT + X¯
H
X¯
)−1
X¯
H
X k
)
(86)
= PT − tr(X HkUΣ(I T +Σ2)−1ΣU HX k), (87)
where X¯ = UΣV H with U ∈ Cr×T , V ∈ CKM×r being orthogonal matrices, and r being the
rank of X¯ ; Σ contains r singular values of X¯ in decreasing order. Then, since
(
I T +Σ
2
)−1 
(1 + σ2min(X¯))
−1I with σ2min(X¯) being the minimum non-zero singular value of X¯ , we have
tr
(
X Hk
(
I T + X¯X¯
H
)−1
X k
)
≥ PT − (1 + σ2min(X¯ ))−1tr (X HkUΣΣU HX k) (88)
= PT − (1 + σ2min(X¯ ))−1∥∥X¯ HX k∥∥2F (89)
= PT − (1 + σ2min(X¯ ))−1
(
‖X ′kHX k‖2F +
∑
l 6=k
‖XHlX k‖2F
)
. (90)
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From (90), the key is to find a lower bound on the non-zero singular value σmin(X¯ ).
• For any K, applying Lemma 2 with A = IKM and B = X¯
H
X¯ − PT
M
IKM , we have that
|σmin(X¯ HX¯ ) − PTM | ≤
∥∥X¯ HX¯ − PT
M
IKM
∥∥ = √∑k 6=l∈[K] ‖X HlX k‖2F ≤ PT√K(K − 1)c,
thus σ2min(X¯ ) ≥ PT
(
1
M
−√K(K − 1)c).
• For K = 2, the bound can be tightened. For k 6= l ∈ {1, 2}, applying Lemma 3 with
Q = M
PT
X¯
H
X¯ and A = M
PT
X ′k
H
X l, we see that the minimum non-zero eigenvalues of Q is
1−σ∗( M
PT
X ′k
H
X l) if there exists at least one singular value of
M
PT
X ′k
H
X l strictly smaller than
1 and σ∗( M
PT
X ′k
H
X l) is the largest among such values. Otherwise, if all singular values of
M
PT
X ′k
H
X l are 1, the minimum non-zero eigenvalue of Q is two. In any case, the minimum
non-zero eigenvalue of Q is lower bounded by 1 − ‖ M
PT
X ′kX
H
l ‖ ≥ 1 − M
√
c. Hence,
σ2min(X¯ ) ≥ PT
(
1
M
−√c).
Plugging the bound of σ2min(X¯ ) into (90) yields (33).
G. Proof of Proposition 6
We shall make use of the following lemma.
Lemma 4. Consider three distinct T -dimensional unit vectors a, b, c, ρ > 0, a variable θ ≥ 0,
and two functions δ1(θ) := ρa
H(IT +ρbb
H+ρθccH)−1a and δ2(θ) := ρθaH(IT +ρbb
H+ρθccH)−1a.
Then, δ1(θ) is monotonically decreasing in θ while δ2(θ) is strictly increasing in θ.
Proof. After some simple manipulations, we obtain
∂δ1
∂θ
= − ρ
2|ρaHbbHc − (1 + ρ)aHc|2
(1 + ρ+ ρ(1 + ρ(1− |bHc|2))θ)2 , (91)
∂δ2
∂θ
=
1
ρ+ ρ2(1− |bHc|2)
[
ρ2(1− |aHc|2) + ρ3[(1− |aHb|2)(1− |bHc|2)− |aHbbHc − aHc|2]
+
(1 + ρ)|ρaHbbHc − (1 + ρ)aHc|2
(1 + ρ+ ρ(1 + ρ(1− |bHc|2))θ)2
]
. (92)
It is obvious that ∂δ1
∂θ
≤ 0, ∀θ ≥ 0. Let {b¯i}T−1i=1 form an orthogonal complement of b, i.e.,
bbH +
∑T−1
i=1 b¯ib¯
H
i = IT , we have that
(1− |aHb|2)(1− |bHc|2)− |aHbbHc − aHc|2
= aH(IT − bbH)acH(IT − bbH)c − |aH(IT − bbH)c|2 (93)
=
(
T−1∑
i=1
|aHb¯i|2
)(
T−1∑
i=1
|cHb¯i|2
)
−
∣∣∣∣∣
T−1∑
i=1
aHb¯ib¯
H
i c
∣∣∣∣∣
2
(94)
≥ 0, (95)
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where the last inequality is due to the CauchySchwarz inequality. This and |aHc|2 < 1 (since
a 6= c) imply that ∂δ2
∂θ
> 0, ∀θ ≥ 0.
In the remainder of the proof, the symbols x1, x
′
1, xˆ1, x2, xˆ2, and xˆ
′
2 implicitly satisfy
{x1,x′1, xˆ1} ⊂ X¯1, {x2, xˆ2, xˆ′2} ⊂ X¯2, x1 6= x′1 and xˆ2 6= xˆ′2. For notational simplicity, we
write δ1(θ,x1,x
′
1,x2) as δ1(θ) and δ2(θ, xˆ1, xˆ2, xˆ
′
2) as δ2(θ).
1) From Lemma 4, we have that δ1(θ) is monotonically decreasing in θ for any x1,x
′
1,x2, so
d1(X θ) = min
x1,x′1,x2
δ1(θ) (see (26)) is also monotonically decreasing in θ. Also from Lemma 4,
δ2(θ) is strictly increasing in θ for any xˆ1, xˆ2, xˆ
′
2, and so is d2(X θ) = min
xˆ2,xˆ
′
2,xˆ1
δ2(θ) (see
(27)). Furthermore, δ1(0) = P1T − P
2
1 T
2|xH1x′1|2
1+P1T
> P1T
1+P1T
> 0 = δ2(0) for any x1, x
′
1, xˆ1,
x2, xˆ2, xˆ
′
2, so d1(X θ) > d2(X θ) at θ = 0. Therefore, there exists a unique θ∗ > 0 s.t.
d1(X θ∗) = d2(X θ∗), and thus θ∗ maximizes min{d1(X θ), d2(X θ)}.
Let θ˜ = argmaxθ dmin(X θ). Then dmin(X θ∗) ≤ dmin(X θ˜). Also, we have that
dmin(X θ˜) ≤ min{d1(X θ˜), d2(X θ˜)}+ 1 (96)
≤ min{d1(X θ∗), d2(X θ∗)}+ 1 (97)
≤ dmin(X θ∗) + 1, (98)
where (96) and (98) follow from (25), and (97) holds because θ∗ maximizes the term
min{d1(X θ), d2(X θ)}. Therefore, dmin(X θ∗) ≤ maxθ dmin(X θ) ≤ dmin(X θ∗) + 1, implying
that θ∗ is approximately the solution to maxθ dmin(X θ).
2) Since δ1(θ) is decreasing in θ and δ2(θ) is increasing in θ while δ1(0) > δ(0), for any
6-tuple {x1,x′1, xˆ1,x2, xˆ2, xˆ′2}, there exists a unique θˆ > 0 such that δ1(θˆ) = δ2(θˆ). Note
that θˆ is a function of {x1,x′1, xˆ1,x2, xˆ2, xˆ′2}. The condition δ1(θˆ) = δ2(θˆ) can be written as
a cubic equation aθˆ3 + bθˆ2 + cθˆ+ d = 0 where a, b, c, d are given in (45). Note that a > 0.
Then, (45a) follows by solving this equation for a positive root.
Recall that we denote the set of values of θˆ for all possible values of {x1,x′1, xˆ1,x2, xˆ2, xˆ′2}
by Θ. Then Θ is also the set of θ such that δ1(θ) = δ2(θ) for some {x1,x′1, xˆ1,x2, xˆ2, xˆ′2}.
Since d1(X θ∗) = d2(X θ∗) =: δ(θ∗), it is straightforward that θ∗ ∈ Θ. Let θ˘ := argmin
θˆ∈Θ
δ(θˆ)
and δ˘k(θ) be the function δk(θ) with x1, x
′
1, xˆ1, x2, xˆ2, xˆ
′
2 satisfying δ˘1(θ˘) = δ˘2(θ˘) = δ(θ˘).
We have δ˘1(θ
∗) ≥ d1(X θ∗) = δ(θ∗) ≥ δ(θ˘) = δ˘1(θ˘) where the first equality follows from the
min in d1(X θ∗) and the second inequality holds because θ∗ ∈ Θ and due to the definition
of θ˘. As a consequence, θ∗ ≤ θ˘ because δ˘1(θ) is decreasing in θ. Similarly, we have that
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δ˘2(θ
∗) ≥ d2(X θ∗) = δ(θ∗) ≥ δ(θ˘) = δ˘2(θ˘), so θ∗ ≥ θ˘ because δ˘1(θ) is increasing in θ. We
conclude that θ∗ = θ˘.
H. The Riemannian Gradient of g(C)
According to [29, Sec. 3.6], the Riemannian gradient can be computed by projection as
∇Rg(C) = (IT −CC H)∇Eg(C) where ∇Eg(C) =
[
∂g(C)
∂x
(1)
1
. . . ∂g(C )
∂x
(|X1|)
1
. . . ∂g(C )
∂x
(1)
K
. . . ∂g(C)
∂x
(|XK |)
K
]
is the
Euclidean gradient of g(C) with
∂g(C)
∂x
(n)
k
= −
( ∑
X 6=X ′∈X
exp
(
− f(X,X
′)
ǫ
))−1
×
∑
X=
[√
P1Tx
(i1)
1 ...
√
PKTx
(iK )
K
]
6=X ′=
[√
P1Tx
(j1)
1 ...
√
PKTx
(jK )
K
]
,
{(1,i1),...,(K,iK),(1,j1),...,(K,jK)}∋(k,n)
exp
(
− f(X,X
′)
ǫ
)
∂f(X,X ′)
∂x
(n)
k
. (99)
In our proposed criteria, f(X,X ′) is given by 1
N
E
[
L(X → X ′)] for the criterion (17) and
tr
(
(IT + X
′X ′H)−1XX H
)
, for the criterion (19). Essentially, we would like to compute the
derivative of d(X → X ′) = tr((IT +X ′X ′H)−1XX H) (the derivative of tr((IT +X ′X ′H)−1)
is similar) and ψ(X,X ′) := ln det(IT+X
′X ′
H
)
det(IT+XXH)
. With X =
[√
P1Tx
(i1)
1 . . .
√
PKTx
(iK )
K
]
and X ′ =[√
P1Tx
(j1)
1 . . .
√
PKTx
(jK)
K
]
, after some manipulations, we get
∂d(X →X ′)
∂x
(n)
k
=


2PkT
(
I T +X
′X ′H
)−1
x
(n)
k , if n = ik,
2PkT
(
x
(n)H
k
A−1XXHA−1x
(n)
k
(IT+PkTA
−1)(
1+PkTx
(n)H
k
A−1x
(n)
k
)2 − A−1XXHA−1
1+PkTx
(n)H
k
A−1x
(n)
k
)
x
(n)
k ,
with A := I T +
∑
l 6=k x
(j1)
l x
(j1)H
l , if n = jk.
(100)
In the two-user case, we have ψ(X,X ′) = ln
Q−
∣∣x(i1)H1 x(i2)2 ∣∣2
Q−
∣∣x(j1)H1 x(j2)2 ∣∣2 with Q :=
(
1 + 1
P1T
)(
1 + 1
P2T
)
, so
∂ψ(X,X ′)
∂x
(nk)
k
=
2x
(nk¯)
k¯
x
(nk¯)H
k¯
Q− ∣∣x(nkH)k x(nk¯)k¯ ∣∣2x
(nk)
k , for k ∈ {1, 2}, n ∈ {i, j}, k¯ = 2− k. (101)
(The gradients of the metrics m1(X ) and m2(X ) are computed similarly.)
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