We consider the hp-version interior penalty discontinuous Galerkin finite element method (hp-DGFEM) for second-order linear reaction-diffusion equations. To the best of our knowledge, the sharpest known error bounds for the hp-DGFEM are due to Riviére, Wheeler and Girault [8] and due to Houston, Schwab and Süli [5] which are optimal with respect to the meshsize h but suboptimal with respect to the polynomial degree p by half an order of p. We present improved error bounds in the energy norm, by introducing a new function space framework. More specifically, assuming that the solutions belong element-wise to an augmented Sobolev space, we deduce hp-optimal error bounds.
Introduction
In recent years, there has been an increasing interest in a type of non-conforming finite element approximation to solutions of elliptic boundary-value problems, usually referred to as discontinuous Galerkin finite element method (DGFEM). Justifications for the renewed interest in these methods, which date back to the 1970s and the early 1980s [6, 10, 1] , can be found in the very attractive properties they exhibit, such as great flexibility in mesh design (irregular grids are perfectly admissible), the freedom of choosing the elemental polynomial degrees without worrying about the enforcement of any interelement conformity requirements, good local conservation properties of the state variable, and good stability properties near boundary/interior layers or even discontinuities [2] . The first two reasons mentioned above make discontinuous Galerkin methods significant contenders for hp-adaptivity, whereas the last two are attractive when convection is the dominant feature of the problem.
To the best of our knowledge, the sharpest known error bounds for the hp-version DGFEM (hp-DGFEM) for second-order elliptic PDEs are due to Riviére, Wheeler and Girault [8] and Houston, Schwab and Süli [5] ; they are optimal with respect to the meshsize h but are suboptimal with respect to the polynomial degree p by half an order of p. This work presents a new functional analytic framework for deriving error bounds for the interior penalty discontinuous Galerkin finite element method proposed in [1, 8, 5] , and removes the suboptimality in the polynomial degree p in the bounds previously presented in the literature [8, 5] .
The paper is organized as follows. We begin by introducing the model problem (Section 2) followed by a discussion on function spaces (Section 3) where, along with the (standard) Hilbertian Sobolev spaces H k , a new class of augmented Sobolev spaces is defined. Next, the broken weak formulation (Section 4), the admissible finite element spaces and the hp-DGFEM (Section 5) are defined. Also, new approximation error estimates for the H 1 -projection operator in various norms are established in Section 6; these are used in the error analysis presented in Section 7.
Model Problem
Let Ω be a bounded open (curvilinear) polygonal domain in R 2 , and let Γ ∂ signify the union of its one-dimensional open edges, which are assumed to be sufficiently smooth (in a sense defined rigorously later). We consider the reaction-diffusion equation
, and a = {a ij } 2 i,j=1 is a symmetric matrix whose entries a ij are bounded, piecewise continuous real-valued functions defined onΩ, with Figure 1 : Construction of elements via composition of affine maps and diffeomorphisms.
We decompose Γ ∂ into two parts Γ D , Γ N on which we impose Dirichlet and Neumann boundary conditions respectively
Function Spaces
We shall denote by H s (Ω) the standard Hilbertian Sobolev space of index s ≥ 0 of real-valued functions defined on Ω.
Let T be a subdivision of the polygonal domain Ω into disjoint open elements κ constructed via mappings Q κ • F κ , where F κ :κ := (−1, 1) 2 →κ is an affine mapping of the form
with A κ := (h κ /2) id 2 , id 2 the 2 × 2 identity matrix, b κ a two-component real-valued vector, and Q κ :κ → κ a C 1 -diffeomorphism (cf. Figure 1 ). Heuristically, we can say that the affine mapping F κ defines the size of the element κ and the diffeomorphism Q κ defines the "shape". For this reason, we shall be working with diffeomorphisms that are close to the identity in the following sense: the Jacobian J Qκ of Q κ satisfies
for some positive constants C 1 , C 2 , independent of the meshsize h κ := diam(κ). The above maps are assumed to be constructed so as to ensure that the union of the closures of the elements κ ∈ T forms a covering of the closure of Ω, i.e.,Ω = ∪ κ∈Tκ .
In the approximation theory presented below, another kind of space will prove to be useful, in order to ensure the optimality of subsequent error bounds. More specifically, we introduce the notion of an augmented Sobolev space. 
2)
where
with associated norm · Hs (κ) and seminorm | · |Hs (κ) :
Clearly, the imbeddingH s (κ) ֒→ H s (κ) holds. For a schematic representation of these spaces in terms of Sobolev indices, we refer to Figure 2 . The above definition can be extended to include augmented Sobolev spaces with nonnegative real Sobolev indices, using a standard function space interpolation argument.
We discuss briefly this somewhat non-standard construction. The spaceH s (κ), equipped with the corresponding natural inner-product, is a Hilbert space. Note that H s depends on the diffeomorphism Q κ , and thereforeH s Qκ (κ) would have been a more accurate notation for the space. We have chosen to omit the subscript, as the choice of diffeomorphism Q κ will always be clear from the context. We note that in contrast with standard Sobolev space regularity (see, e.g., Theorem 4.1 in [11] ), augmented Sobolev space regularity is not invariant under diffeomorphisms. This can be easily seen by choosing Q κ to be a rotation; then the chain rule implies that for u • Q κ ∈H s (κ) we need in general u ∈ H s+1 (κ). The maps Q κ are on the other hand needed to prove approximation estimates for the H 1 -projection operator defined below. Indeed, as the standard procedure of deriving such estimates is by mapping to some reference domaiñ κ, a way to overcome this lack of invariance is to demand the additional regularity on the mapped domain κ instead. This idea is also applicable when shape-irregular (anisotropic) elements are considered; this case though will be treated elsewhere.
Since the hp-DGFEM is a non-conforming method, it is necessary to introduce the notion of a broken Sobolev space.
Definition 2
We define the broken Sobolev space of composite order s on an open set Ω, subject to a subdivision T of Ω, as
with H sκ (κ) ∈ {H sκ (κ),H sκ (κ)}, s κ being the local Sobolev index on the element κ, and s := (s κ : κ ∈ T ); when s κ = s for all κ ∈ T , we shall write H s (Ω, T ).
Weak Formulation
Let us introduce some notation first. We denote by T a subdivision of Ω into elements κ. By E we denote the set of all open one-dimensional element faces associated with the subdivision T , and we define Γ := ∪ e∈E e. We also assume that E is decomposed into two subsets, namely E int and E ∂ , which contain the set of all elements of E that are not subsets of ∂Ω and the set of all elements of E that are subsets of ∂Ω, respectively. E ∂ is further decomposed into E D and E N , and we define Γ D := ∪ e∈E D e, Γ N := ∪ e∈E N e and Γ int := ∪ e∈E int e, all with the obvious meanings. Thus, introducing an element numbering, 1, . . . , |T |, and given an interface e ∈ E int , there exist indices i and j such that i > j and the elements κ := κ i and κ ′ := κ j share the edge e. We define the jump of a function u ∈ H 1 (Ω, T ) across e and the mean value of u on e by
[u] e := u| ∂κ∩e − u| ∂κ ′ ∩e and u e := 1 2 (u| ∂κ∩e + u| ∂κ ′ ∩e ), respectively, where ∂κ denotes the union of all open edges of the element κ. The subscript e in these definitions will be suppressed when no confusion is likely to occur. With each edge we associate the unit normal vector ν pointing from element κ i to κ j when i > j; we choose ν to be the unit outward normal µ when the edge belongs to E ∂ . The "broken" weak formulation for the problem (2.1), (2.3), from which the interior penalty DGFEM will emerge, reads
and
with θ ∈ {−1, 1}, and the function σ to be defined in the sequel. This weak formulation will be referred to as the broken weak formulation. Note that, if θ = −1 the bilinear form B(·, ·) is symmetric; this is not the case, though, if θ = 1.
Discontinuous Galerkin Finite Element Method
Adopting the notation of Section 3, we introduce the following definition.
Definition 3 Let p := (p κ : κ ∈ T ) be the vector containing the polynomial degrees of the elements in a given subdivision T . We define the finite element space with respect to Ω, T , F := (F κ : κ ∈ T ), Q := (Q κ : κ ∈ T ) and p by
Here Q pκ (κ) is the space of tensor-product polynomials onκ of degree at most p κ .
Using the weak formulation derived in Section 4 and the finite element spaces constructed in the previous section, the discontinuous Galerkin finite element method for the problem (2.1), (2.3) reads:
with the function σ contained in B(·, ·) and l(·) to be defined in the error analysis. If θ = −1 we shall refer to the method as the symmetric version, and if θ = 1 we shall speak about (5.1) as the non-symmetric version of the hp-DGFEM. The terminology stems from the fact that the bilinear form B(·, ·) is symmetric if, and only if, θ = −1.
We make some assumptions on the regularity of the solution and on the functions in the finite element space S p (Ω, T , F, Q). We assume that p κ i ≥ 1, i = 1, 2, κ ∈ T , in order to ensure the non-degeneracy of the linear system. In the error analysis we shall require the Galerkin orthogonality property: B(u − u DG , v) = 0, ∀v ∈ S p (Ω, T , F, Q), where u is the analytical solution of the problem and u DG is the discontinuous Galerkin approximation to u defined by the method (5.1). If these continuity assumptions are violated, as for example in an elliptic transmission problem, the DGFEM has to be modified accordingly.
H

-Projection Operator
We begin with some prerequisites.
Then the following trace inequality holds:
where ∂κ 1 := (−1, 1) × {±1}, ∂κ 2 := {±1} × (−1, 1), and ∂ j u := ∂u/∂x j , j ∈ {1, 2}.
For a proof see, e.g., [3] .
Definition 4
We define the H 1 -projection operator π p :
We introduce some notation. We denote by Φ 1 (p, s) and Φ 2 (p, s) the quantities
respectively, with p, s real numbers such that 0 ≤ s ≤ p and Γ(·) being the Gamma function (see, e.g., [7] ); we also adopt the standard convention Γ(1) = 0! = 1. We remark on the asymptotic behaviour of Φ 1 (p, s). Making use of Stirling's formula (see, e.g., [7] ),
we can see that, for p ≥ 1,
with 0 ≤ s ≤ p and C(s) denotes a constant depending on s only. We shall make use of the following result for the L 2 -projection operator in one variable, taken from [5] .
Lemma 2 ForÎ := (−1, 1), letû ∈ H k+1 (Î) for some integer k ≥ 0 and letπ pû ∈ P p (Î) be its L 2 -projection with p ≥ 0, where P p (Î) is the space of polynomials onÎ of degree at most p; then
for any integer t, 0 ≤ t ≤ min{p, k}, p ≥ 0 and Φ 1 as defined above.
We recall the following one-dimensional approximation result from [9] for the H 1 -projection.
Theorem 3 Let p ≥ 1, k ≥ 0 andû ∈ H k+1 (Î); then, for the H 1 -projection π pû ∈ P p (Î) ofû defined above, the following hold:
for any 0 ≤ s ≤ min{p, k}, and
Proof See the proofs of Theorem 3.14 and Corollary 3.15 in [9] .
Corollary 3A Letû ∈ H 1 (Î); then the projection operator π p obeys the following bounds:
10)
for all p ≥ 1.
We shall now extend the results described above to the two-dimensional setting.
Definition 5 Letκ ≡ (−1, 1) 2 andû ∈H 1 (κ). We define the tensor-product projection operator π p , with polynomial degree p, by
with ⊗ denoting the standard tensor product, where π In fact, one can easily prove that
with ∂ i , i ∈ {1, 2} denoting the partial derivative in the i-th direction, and that
these properties will be useful in the derivation of our approximation results.
Approximation on the Reference Element
We begin by discussing bounds on the approximation error in the L 2 -and H 1 -norms.
Lemma 4 Letû ∈H k+1 (κ), k ≥ 0. Then the following hold:
π pû =û at the vertices ofκ,
, with i ∈ {1, 2} and ∂κ i as above. Moreover,
where i, j ∈ {1, 2}, i = j, 0 ≤ s, t ≤ min{p, k}, and p ≥ 1. Furthermore, ifû ∈ H k+1 (κ), with k ≥ 1, then the bounds (8) and (6.12) hold for 0 ≤ s ≤ min{p, k} and 0 ≤ t ≤ min{p, k − 1}.
Proof See Theorem 3.3 in [4] for the proof in the case of standard Sobolev spaces; the corresponding proof for augmented spaces follows analogously.
Lemma 5 Letû ∈H
k+1 (κ), k ≥ 0. Then the following error estimate holds:
∂ jû κ , (6.13) for i, j ∈ {1, 2}, i = j, where c 1 is an arbitrary positive real number, 0 ≤ s, t ≤ min{p, k}, and p ≥ 1. Furthermore, ifû ∈ H k+1 (κ), with k ≥ 1, then (6.13) holds for 0 ≤ s ≤ min{p, k}, 0 ≤ t ≤ min{p, k − 1}.
Proof We prove (6.13) for i = 1; for i = 2 the proof is analogous. Using the trace inequality (6.1), we have
Recalling that ∂ 2 π 1 p = π 1 p ∂ 2 , using the inequality 2βγ ≤ β 2 /c 2 1 + c 2 1 γ 2 , with c 1 > 0, for the second term on the right-hand side of (6.14), as well as the inequality
Now, applying (6.8) to each term on the right-hand side of (6.15), we obtain the result.
Next, we derive bounds for the H 1 -approximation error on the boundary.
Then the following error estimates hold:
Proof We prove the inequality (6.16) for i = 1; for i = 2 the proof is analogous. We have
since π 1 pû = π pû on ∂κ 1 . Using the trace inequality (6.1), we have
Recalling that ∂ 2 commutes with both ∂ 1 and π 1 p 1 , using the inequality 2βγ ≤ β 2 /c 2 2 + c 2 2 γ 2 for the second term on the right-hand side of (6.19), as well as the inequality
Applying (6.7) to the terms on the right-hand side of (6.20), we obtain the result. Now, we prove the bound on the derivative in the second variable of the approximation error on ∂κ 1 stated in (6.17) (case i = 1). We have
Applying a similar argument as above, the first term on the right-hand side can be bounded as follows:
In order to proceed, we observe that
whereπ 2 p denotes the L 2 -projection operator in the second variable. Thus, using (6.10) and (6.5), as well as the (trivial) fact ∂ 1π 2 p−1û =π 2 p−1 ∂ 1û , we have
The proof for i = 2 is analogous.
Approximation on general elements
Having derived bounds on various norms of the projection error on the reference elementκ, we now present error estimates on axiparallel rectangular elements and on diffeomorphic images of those.
Definition 6
We define the tensor-product H 1 -projection operator πh p onκ, by
where, as before, π p denotes the tensor-product H 1 -projector on the reference elementκ. Moreover, we define the tensor-product
Theorem 7 Let κ be a shape-regular element and h κ := diam(κ). Let also u ∈ H 1 (κ) be such thatũ := u • Q κ ∈H k+1 (κ) with k ≥ 0, and suppose that p κ ≥ 1. Then the following error estimates hold:
If u ∈ H k+1 (κ), for k ≥ 1, then the following error estimates hold:
Proof See Theorem 3.4 in [4] for the proof in the case of standard Sobolev spaces; the corresponding proof for augmented spaces follows analogously.
Theorem 8 Let κ be a shape-regular element and h κ := diam(κ), its diameter. Let also u ∈ H 1 (Ω) be such thatũ := u • Q κ ∈H k+1 (κ) with k ≥ 0, and suppose that p κ ≥ 1. Then the following error estimate holds:
26) with 0 ≤ s κ ≤ min{p κ , k}, p κ ≥ 1 andc being the shape-regularity constant, defined as c
, with k ≥ 1, then the following estimate holds:
27)
Proof After scaling toκ, we choose c 1 = 1 in (5) for (6.26), and c 1 = p −1 κ in (5) for (6.27). Finally, scaling back toκ gives the results.
Remark 9 Making use of Stirling's formula, the bound (6.26) can be rewritten as
28) with 0 ≤ s κ ≤ min{p κ , k} and C = C(Q κ ,c, s κ ). Hence, working in the augmented Sobolev space framework, we have enhanced convergence in the polynomial degree p by half an order of p beyond the optimal order of p −(sκ+1/2) . This property will be crucial for deriving our hp-optimal error bounds.
Finally, based on the estimates of Lemma 6, we obtain the following results for the H 1 -approximation on the element boundary.
Theorem 10 Let u ∈H k+1 (κ), with k ≥ 1; then the following estimate holds:
|u|Hs κ+1 (κ) , (6.29)
, with k ≥ 2; then the following error estimate holds:
30)
Proof First, we scale back toκ using Q κ ; then using the chain rule and the triangle inequality of the norm, we have
Ifû ∈H k+1 (κ), we first set c 3 = (2p κ ) −1 , t i = s i and q i , r i , z i = s κ − 1, for i = 1, 2, in (6.17). Next, using the bounds
and scaling back toκ, we deduce the result (6.29).
Ifû ∈ H k+1 (κ), we set c 2 = (2p i − 1) 
Error analysis
We shall make use of the above developments to derive improved error bounds for the hp-DGFEM.
Definition 7
Let a, c and B be as in (2.1) and (4.2) respectively. We define the functional | ·| DG on H 1 (Ω, T ), associated with the DGFEM, as follows:
, where σ is a positive function defined on Γ.
It is easy to see that | ·| DG is a norm in H 1 (Ω, T ); we shall refer to it as the energy norm.
We shall assume elemental polynomial degrees p κ whose distribution obeys a bounded local variation condition, that is, there exists a constant ρ ≥ 1 such that, for any pair of elements κ and κ ′ which share an edge, we have
Let meas 1 (·) denote the one-dimensional Lebesgue measure. If τ −1 ≤ meas 1 (e)/ meas 1 (e ′ ) ≤ τ,
uniformly for all e ∈ E int and all e ′ ∈ E int with meas 1 (e ∩ e ′ ) > 0 (cf. Figure 3) , then we shall refer to such a subdivision T as regular, and to τ as the mesh regularity constant.
For simplicity of presentation, we shall assume that the entries of the diffusion tensor a are such that √ a ∈ S q (Ω, T , F, Q) where the composite polynomial degree vector q has nonnegative entries. Also, we defineā ω := (| √ a| 2 ) 2 L ∞ (ω) and γ ω := c L ∞ (ω) , for any ω ⊂ Ω; here | · | 2 denotes the matrix 2-norm.
