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a b s t r a c t
An L(p, q)-labeling of a graph G is an assignment f from vertices of G to the set of non-
negative integers {0, 1, . . . , λ} such that |f (u) − f (v)| ≥ p if u and v are adjacent, and
|f (u) − f (v)| ≥ q if u and v are at distance 2 apart. The minimum value of λ for which
G has L(p, q)-labeling is denoted by λp,q(G). The L(p, q)-labeling problem is related to the
channel assignment problem for wireless networks.
In this paper, we present a polynomial time algorithm for computing L(p, q)-labeling of
a bipartite permutation graphG such that the largest label is atmost (2p−1)+q(bc(G)−2),
where bc(G) is the biclique number of G. Since λp,q(G) ≥ p+ q(bc(G)−2) for any bipartite
graph G, the upper bound is at most p− 1 far from optimal.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The channel assignment problem for wireless networks is to assign a channel to each radio transmitter so that close
transmitters are received channels, so as to avoid interference. This situation can be modeled by a graph whose vertices
are the radio transmitters, and the adjacency indicate possible interference. The aim is to assign integers (corresponding to
the channels) to the vertices such that adjacent vertices receive integers at least 2 apart, and nonadjacent vertices with a
common neighbor receive distinct integers. This is called L(2, 1)-labeling problem which is widely accepted model for the
channel assignment problem. A formal definition of the general problem is given as follows.
Definition 1.1. For p ≥ q ≥ 1, an L(p, q)-labeling of a graph G = (V , E) is an assignment f from V to the set of non-negative
integers {0, 1, . . . , λ} such that |f (u) − f (v)| ≥ p if uv ∈ E and |f (u) − f (v)| ≥ q if uv 6∈ E and u and v have a common
adjacent vertex, that is, u and v are distance two apart. The minimum value of λ for which G has L(p, q)-labeling is denoted
by λp,q(G).
The notion of L(p, q)-labeling has attracted a lot of attention both for its motivation by the channel assignment problem,
and also for its interesting graph theoretic properties. Griggs and Yeh [13] first considered this problem. Recently, there are
many papers that study the problem for several graph classes [1–3,5,7–11,15]. If the reader is interested in this field, please
see excellent surveys [6,21]. The complexity for deciding λ2,1(G) ≤ k for fixed k is NP-complete [13], and for bipartite graphs
and chordal graph are also NP-complete [3].
In this paper, we focus on the class of bipartite permutation graphs which is the intersection class between permutation
and bipartite graphs. This classwas investigated by Spinrad, Brandstädt, and Stewart [16]. Studies for this class aremotivated
by the fact thatmanyNP-hard problems are efficiently solved on graphs of this class. For example, algorithms for domination
problems [14,20], the path partition problem [17], and the longest path problem [18] were investigated. Books [4,12] survey
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Fig. 1. A bipartite permutation graph and the corresponding permutation diagram.
Fig. 2. A chain graph and the corresponding permutation diagram.
some algorithmic result for the class. Bodlaender et al. [3] proved that λ2,1(G) ≤ 5∆− 2 for any permutation graph, where
∆ is the maximum degree of G, and such labeling is calculated by a polynomial time greedy algorithm.
We consider the L(p, q)-labeling problem for bipartite permutation graphs. We present a linear time approximation
algorithm for computing an L(p, q)-labeling. More precisely, the maximum value assigned for vertices is at most (2p− 1)+
q(bc(G) − 2), where bc(G) is the biclique number. Since any bipartite graph G satisfies λp,q(G) ≥ p + q(bc(G) − 2), our
algorithm computes an L(p, q)-labeling f such that maxv∈V f ≤ λp,q(G)+ (p− 1)which is close to the optimal value.
2. Preliminaries
Let G = (V , E) be a graph with vertex set V and edge set E. The neighborhood of a vertex u is NG(u) = {v | uv ∈ E}. The
degree of a vertex u is degG u = |NG(u)|. The distance between two vertices u and v, denoted by dist(u, v), is the number of
edges of a shortest path between u and v. A graph G = (V , E) is bipartite if V can be partitioned into two subsets X and Y
such that every edge joins a vertex in X and another vertex in Y . A partition X ∪ Y of V is called bipartition. A bipartite graph
with bipartition X ∪ Y is denoted by G = (X, Y , E). A bipartite graph G = (X, Y , E) is complete if each vertex in X is adjacent
to every vertices in Y . For a bipartite graph, a subset of vertices is biclique if it induces a complete bipartite subgraph. The
biclique number of a bipartite graph G is the number of vertices in a maximum biclique of G and it is denoted by bc(G).
A graph G = (V , E)with V = {v1, v2, . . . , vn} is called a permutation graph if there is a permutation pi over {1, 2, . . . , n}
such that vivj ∈ E if and only if (i− j)(pi−1(i)−pi−1(j)) < 0.When a permutation graph is bipartite, it is said to be a bipartite
permutation graph.
Intuitively, for a permutation pi = (pi1, pi2, . . . , pin) on {1, 2, . . . , n}, a permutation graph can be constructed in the
following visual manner. Line up the numbers 1 to n horizontally on a line L1. On the line below it, line up the corresponding
permutation so that pii is below i on a line L2. Then connect each i and pi−1i with a line segment which is corresponding to
vertex vi. The resulting diagram is referred to as a permutation diagram. In the permutation graph corresponding to pi , two
vertices vi and vj are adjacent if and only if the corresponding lines are crossing. An example of a bipartite permutation
graph and the corresponding permutation diagram is shown in Fig. 1.
In the permutation diagram of a bipartite permutation graph G = (X, Y , E), we can order line segments x1, x2, . . . , xm
in X from left to right (these are drawn by solid lines in Fig. 1). We also order vertices y1, y2, . . . , yn in Y from left to right
(these are dotted lines in Fig. 1). From now on, we suppose that vertices in X = {x1, x2, . . . , xm} and Y = {y1, y2, . . . , yn} are
sorted such that the corresponding lines are arranged from left to right in the permutation diagram. It should be noted that
Spinrad et al. [16] developed anO(|V |+|E|) time algorithm for recognizingwhether a given graph is a bipartite permutation
graph and producing such orderings of the vertices if so.
A bipartite graph G = (X, Y , E) is a chain graph if vertices can be ordered by inclusion: that is, there is an ordering of
vertices x1, x2, . . . , xm in X and y1, y2, . . . , yn in Y such thatNG(x1) ⊆ NG(x2) ⊆ · · · ⊆ NG(xm) andNG(yn) ⊆ · · · ⊆ NG(y2) ⊆
NG(y1). It is known that any chain graph is a bipartite permutation graph [18].
Lemma 2.1 (Uehara, Valiente [18]). Let G = (X, Y , E) be a connected chain graph with NG(x1) ⊆ NG(x2) ⊆ · · · ⊆ NG(xm) and
NG(yn) ⊆ · · · ⊆ NG(y2) ⊆ NG(y1). Then, it has a corresponding permutation diagram such that (1) x1 < x2 < · · · < xm <
y1 < y2 < · · · < yn on L1, and (2) y1 < x1 and yn < xm on L2. Conversely, if a graph G has a corresponding permutation diagram
satisfying conditions (1) and (2), then it is a connected chain graph. See Fig. 2.
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Algorithm 1: BICLIQUE_CHAIN(G)
Input: A chain graph G = (X, Y , E)with X = {x1, . . . , xm} and Y = {y1, . . . , yn}.
Output: The biclique number bc(G)
bc ← 0;
for j← 1 to n do
if bc < j+ degG yj then bc ← j+ degG yj
end
return bc
3. Labeling of chain graphs
In this section, we show that an optimal L(p, q)-labeling of chain graph can be solved in linear time. For simplicity, we
may assume that the given graph is connected. The following is easily obtained.
Lemma 3.1. For a complete bipartite graph G = (X, Y , E), λp,q(G) = p+ q(|X | + |Y | − 2).
Proof. Let X = {x1, x2, . . . , xm} and Y = {y1, y2, . . . , yn}. Define the labeling f as follows.
f (xi) = p+ q(n+ i− 2), for 1 ≤ i ≤ m,
f (yj) = q(j− 1), for 1 ≤ j ≤ n.
It is easy to verify that the labeling f is an L(p, q)-labeling of G and the maximum value of this labeling is f (xm) =
p+ q(m+ n− 2). Hence λp,q(G) ≤ p+ q(m+ n− 2).
Next we show that λp,q(G) ≥ p + q(m + n − 2). Let g be any L(p, q)-labeling of G. Since G is a complete bipartite
graph, every vertex receives distinct labels and |g(xi)− g(yj)| ≥ p, |g(xi)− g(xj)| ≥ q and |g(yi)− g(yj)| ≥ q for any i, j. Let
S : v1, v2, . . . , vm+n be the sequence of vertices of G such that g(vi) < g(vi+1). Thus g(vi+1)−g(vi) ≥ q if either vi, vi+1 ∈ X
or vi, vi+1 ∈ Y , and g(vi+1)− g(vi) ≥ p if vi and vi+1 are in different partite sets. Consider the value of the maximum label
g(vm+n). Let s be the number of pairs (vi, vi+1) such that these two vertices are in the different partite sets. Then we obtain
g(vm+n) ≥ ps+q(m+n−1− s) = (p−q)s+q(m+n−1). Since p ≥ q and s ≥ 1, we have g(vm+n) ≥ p+q(m+n−2). 
It is obvious that bc(G) = |X |+|Y | for a complete bipartite graphG = (X, Y , E). Sinceλp,q(G) ≥ λp,q(H) ifH is a subgraph
of G, we obtain a lower bound of λp,q(G) for any bipartite graph G from Lemma 3.1.
Corollary 3.2. λp,q(G) ≥ p+ q(bc(G)− 2) for any bipartite graph G.
Theorem 3.3. Let G = (X, Y , E) be a connected chain graph such that NG(x1) ⊆ NG(x2) ⊆ · · · ⊆ NG(xm) and NG(yn) ⊆ · · · ⊆
NG(y2) ⊆ NG(y1). Define a labeling cl of vertices such that
cl(xi) = p+ q(bc(G)−m+ i− 2), for 1 ≤ i ≤ m,
cl(yj) = q(j− 1), for 1 ≤ j ≤ n.
Then cl is an optimal L(p, q)-labeling of G.
Proof. Since every vertex in X (or Y ) receives q-distant labels, every pair of vertices distance two apart have q-distant labels.
Then we show that cl(xi) − cl(yj) ≥ p if xiyj ∈ E. Suppose to the contrary that cl(xi) − cl(yj) ≤ p − 1. Then
p+ q(bc(G)−m+ i− 2)− q(j− 1) ≤ p− 1, hence
q · bc(G) ≤ q(m− i+ j+ 1)− 1. (1)
On the other hand, the set of (m − i + 1) + j vertices {xi, xi+1, . . . , xm} ∪ {y1, y2, . . . , yj} is a biclique. Thus we obtain
bc(G) ≥ m− i+ j+ 1. This contradicts the inequality (1).
Since λp,q(G) ≥ p+ q(bc(G)− 2) by Corollary 3.2 and maxv∈X∪Y cl(v) = cl(xm) = p+ q(bc(G)− 2), the labeling f is an
optimal L(p, q)-labeling. 
Lemma 3.4. bc(G) = max1≤j≤n{j+ degG yj} for a chain graph G.
Proof. This can be derived easily from the fact that NG(x1) ⊆ · · · ⊆ NG(xm) and NG(yn) ⊆ · · · ⊆ NG(y1). 
We present an algorithm for computing the biclique number and an optimal labeling for a chain graph in Algorithm 1
and 2. Clearly, these algorithms run in linear time.
Theorem 3.5. An optimal L(p, q)-labeling of a chain graph G = (X, Y , E) can be computed in O(|X | + |Y |) time.
An example of the L(2, 1)-labeling cl obtained by LABELING_CHAIN(G) is illustrated in Fig. 3. The chain graph G with
|X | = 7 and |Y | = 6 has the biclique number bc(G) = maxyj∈Y {j + degG yj} = 3 + degG y3 = 9 (in fact, the set{x2, . . . , x7} ∪ {y1, y2, y3} forms the maximum biclique).
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Algorithm 2: LABELING_CHAIN(G, p, q)
Input: A chain graph G = (X, Y , E)with X = {x1, . . . , xm} and Y = {y1, . . . , yn}, and two integers p and q such that
p ≥ q ≥ 1.
Output: An L(p, q)-labeling cl of G
bc ← BICLIQUE_CHAIN(G) ; /* the biclique number of G */
foreach xi ∈ X do cl(xi)← p+ q(bc −m+ i− 2);
foreach yj ∈ Y do cl(yj)← q(j− 1);
return cl
Fig. 3. A chain graph Gwith bc(G) = 9 and its optimal L(2, 1)-labeling.
Fig. 4. The chain graph G4 for y4 in the bipartite permutation graph G of Fig. 1.
4. Labeling of bipartite permutation graphs
In this section, we present a polynomial time algorithm for calculating an L(p, q)-labeling f for a bipartite permutation
graph G so that max f (v) ≤ (2p− 1)+ q(bc(G)− 2). Our algorithm does not always compute an optimal labeling. But the
maximum label obtained by the algorithm is at most p− 1 far from the optimal.
Definition 4.1. Let G = (X, Y , E) be a bipartite permutation graph. For yj ∈ Y , let Gj be the subgraph of G induced by Xj∪Yj,
where
Xj = NG(yj) = {xi, xi+1, . . . , xk}, and
Yj = {yl | xkyl ∈ E and l ≥ j}.
Lemma 4.2. Gj is a chain graph such that NGj(xi) ⊆ NGj(xi+1) ⊆ · · · ⊆ NGj(xk) and NGj(yl) ⊆ · · · ⊆ NGj(yj+1) ⊆ NGj(yj),
where yl is the maximum neighbor of xk.
Proof. It is easy to see that the vertices in Gj are arranged such that xi < xi+1 < · · · < xk < yj < yj+1 < · · · < yl on L1 of
the permutation diagram, and yj < xi and yl < xk on L2. By Lemma 2.1, the lemma holds. 
For example, the chain graph G4 for y4 in the bipartite permutation graph of Fig. 1 is shown in Fig. 4. We can see that, in
the corresponding permutation diagram, the six vertices in G4 are ordered as x3 < x4 < x5 < y4 < y5 < y6 on L1.
4.1. Algorithm
The outline of our algorithm for a bipartite permutation graph G is as follows:
1. Visit yr ∈ Y starting from r = 1 until r = n consecutively.
(a) Construct a chain graph Gr for yr and calculate a labeling cl of Gr by LABELING_CHAIN (Algorithm 2).
(b) Determine the L(p, q)-labeling label(v) of vertices v in Gr by adjusting cl to already assigned labels of G. That is, for v
of Gr , we calculate label(v) by adding some appropriate value to the label cl(v).
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Algorithm 3: LABELING_BIPARTITE_PERMUTATION(G, p, q)
Input: A bipartite permutation graph G = (X, Y , E), X = {x1, x2, . . . , xm}, Y = {y1, y2, . . . , yn} and two integers
p ≥ q ≥ 1.
Output: An L(p, q)-labeling f of G
foreach v ∈ X ∪ Y do label(v)← undef;1
r ← 1;2
repeat3
Construct the chain graph Gr = (Xr , Yr , Er) ; /* Definition 4.1 */4
cl← LABELING_CHAIN(Gr , p, q);5
if r = 1 then s← 0 else s← max{label(xt)− cl(xt), label(yr)};6
foreach x ∈ Xr do if label(x) = undef then label(x)← cl(x)+ s ;7
foreach y ∈ Yr do label(y)← cl(y)+ s;8
xt ← max Xr ;9
if t < m then yr ← minNG(xt+1);10
until label(v) is defined for every vertex v ;11
foreach v ∈ X ∪ Y do f (v)← label(v) mod (2p+ q(bc(G)− 2)) ;12
return f13
Fig. 5. The chain graph G1 and its labeling cl (left), and the labeling label of G (right). In this case, s = 0.
Fig. 6. The chain graph G2 and its labeling cl (left), and the labeling label of G (right). In this case, s = 1.
2. After the assignment label are determined for all vertices, calculate f = label(v) mod (2p + q(bc(G) − 2)), and output
the resulting labeling f .
The detail of the algorithm is described in Algorithm 3.
It should be noted that the biclique number of G is calculated in the subroutine LABELING_CHAIN(Gr , p, q) for some r .
So we obtain the biclique number of G by holding the maximum value of bc(Gr) calculated so far in line 5. Every maximal
biclique ofG is contained inGr for some yr . Hence bc(G) = maxyr∈Y bc(Gr). Let yr1 , yr2 ∈ Y such that r1 < r2 and the common
maximum neighbor of the two vertices is xt ∈ X . Then, we can prove easily that the chain graph Gr2 is a proper subgraph
of Gr1 . For example, in Fig. 4, y3 and y4 has the common maximum neighbor x5, and the chain graph G4 is a subgraph of G3.
Thus a maximum biclique of G is contained in some chain graph Gr such that yr is adjacent to xt and there is no ys, s < r ,
that is adjacent to xt . In the repeat loop of Algorithm 3, a chain graph Gr is constructed for for yr such that either r = 1
or yr has a neighbor xt+1 that is not adjacent to ys for s < r . Hence we obtain bc(G) = maxyr∈R bc(Gr), where R is the set
of yr ’s that are chosen in the repeat loop of the algorithm. So the biclique number bc(G) is guaranteed to be calculated in
LABELING_CHAIN(Gr , p, q) for some r in line 5.
4.2. Example of our algorithm
An example of the behavior of Algorithm 3 is presented in Figs. 5–9 which give an L(2, 1)-labeling for the bipartite
permutation graph G of Fig. 1.
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Fig. 7. G3 and its labeling cl (left). In this case, s = max{0, label(x2) − cl(x2), label(y3)} = max{0, 4 − 1, 2} = 2. Thus label(v) = cl(v) + 2 for
v ∈ {x3, x4, x5, y4, y5, y6}.
Fig. 8. G6 and its labeling cl (left). In this case, s = max{0, label(x5)−cl(x5), label(y6)} = max{0, 8−2, 5} = 6. Since s = 6 = label(x5)−cl(x5) > label(y6),
label(v) = cl(v)+ 6 for v ∈ {x6, x7, y6, y7, y8}.
Fig. 9. Finally, an L(2, 1)-labeling of Gwhich is obtained by f (v) = label(v) mod 8 (= 4+ (bc(G)− 2)).
Fig. 10. Illustration of indices yrk , xtk , xnk and ynk .
4.3. Correctness
For two vertices xi, xj ∈ X , i < j, the set {xi, xi+1, . . . , xj} is denoted by [xi, xj]. Similarly, for yi, yj ∈ Y , i < j, the set
{yi, yi+1, . . . , yj} is denoted by [yi, yj].
In Algorithm3,we choose a vertex yr ∈ Y and construct the chain graphGr = (Xr , Yr , Er) in each loop. Let yr1 , yr2 , . . . , yrN
be the sequence of the chosen yr ’s. For k = 1, 2, . . . , let tk,mk andnk be indices such that xtk = maxN(yrk), xmk = minN(yrk),
and ynk = maxN(xtk). Hence the chain graph Grk for yrk is induced by [yrk , ynk ] ∪ [xmk , xtk ]. By the algorithm, 1 = r1 < r2 <· · · < rN ≤ n, 1 ≤ t1 < t2 < · · · , tN = m, and rk ≤ nk−1. Fig. 10 illustrates these indices. The constructed chain graph Grk is
denoted by Gk for simplicity.
The next two facts can be seen easily from the algorithm.
Fact 4.3. After the loop for r = rk finished, the labels of yrk , yrk+1, . . . , ynk form an arithmetic sequence with difference q, that
is, yj+1 − yj = q for rk ≤ j < nk.
Fact 4.4. For every k, label(xtk)− label(yrk) = p+ q(bc(Grk)− 2).
For example, in Fig. 6, bc(G2) = 6 = label(x4)− label(y2) holds (p = 2 and q = 1 in the example).
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In our Algorithm 3, values label(xtk)−clk(xtk) and label(yrk) are compared in line 6, where clk is the optimal labeling of Gk
calculated in line 5. Then s is defined as the larger value of them. We can characterize for the value s in terms of the biclique
number.
Lemma 4.5. For the value s determined in line 6 of Algorithm 3, the following statements hold for k > 1.
1. s = label(yrk) = label(xtk−1)− clk(xtk−1) if and only if bc(Gk−1)− (rk − rk−1) = bc(Gk)− (tk − tk−1),
2. s = label(yrk) > label(xtk−1)− clk(xtk−1) if and only if bc(Gk−1)− (rk − rk−1) < bc(Gk)− (tk − tk−1),
3. s = label(xtk−1)− clk(xtk−1) > label(yrk) if and only if bc(Gk−1)− (rk − rk−1) > bc(Gk)− (tk − tk−1).
Proof. By Fact 4.3, the labels of vertices in [rk−1, rk] forms an arithmetic sequence with difference q. Thus
label(yk) = label(yk−1)+ q(rk − rk−1). (2)
By Fact 4.4,
label(xtk−1) = label(yrk−1)+ p+ q(bc(Gk−1)− 2). (3)
In the labeling clk of the chain graph Gk, the labels of vertices in [xtk−1 , xtk ] forms an arithmetic sequence with difference q,
and clk(xtk) = p+ q(bc(Gk)− 2), we have
clk(xtk−1) = p+ q(bc(Gk)− 2)− q(tk − tk−1). (4)
Assume that the equation label(yrk) = label(xtk−1) − clk(xtk−1) holds. By substituting Eqs. (2)–(4) to this equation, we
obtain bc(Gk−1)− (rk − rk−1) = bc(Gk)− (tk − tk−1). The other two inequality can be obtained similarly. 
Lemma 4.6. Suppose that s = label(yrk) > label(xtk−1) − clk(xtk−1) holds in the loop for r = rk. Then, every vertex
yj ∈ [yrk , ynk−1 ] is contained in any maximum biclique of Gk.
Proof. By Lemma 4.5, we have
bc(Gk−1)− (rk − rk−1) < bc(Gk)− (tk − tk−1). (5)
Let yj ∈ [yrk , ynk−1 ]. Since yrk is adjacent to vertices in [xtk−1 , xtk ] and yj is adjacent to xtk−1 , the vertex yj is also adjacent to
vertices in [xtk−1 , xtk ]. Hence the degree of yj in Gk is
deg
Gk
yj = deg
Gk−1
yj + (tk − tk−1). (6)
From Eqs. (6) and (5), we obtain
(j− rk + 1)+ deg
Gk
yj = (j− rk−1 + 1)+ deg
Gk−1
yj + (tk − tk−1)− (rk − rk−1)
≤ bc(Gk)− (rk − rk−1)+ (tk − tk−1)
< bc(Gk).
Hence yj is in a maximum biclique of Gk. 
Lemma 4.7. Suppose that yrk is contained in a maximum biclique of Gk−1. Then bc(Gk)− (tk− tk−1) ≥ bc(Gk−1)− (rk− rk−1).
Proof. Let yj be a vertex such that
bc(Gk−1) = (j− rk−1 + 1)+ deg
Gk−1
yj (7)
(Lemma 3.4). Since yrk is contained in a maximum biclique of Gk−1, rk ≤ j holds. Since yrk is adjacent to vertices in [xtk−1 , xtk ]
and yj is adjacent to xtk−1 , the vertex yj is also adjacent to vertices in [xtk−1 , xtk ]. Hence
deg
Gk
yj = deg
Gk−1
yj + (tk − tk−1). (8)
From Eqs. (7) and (8), we obtain
bc(Gk−1) = (j− rk + 1)+ deg
Gk
yj + (rk − rk−1)− (tk − tk−1)
≤ bc(Gk)+ (rk − rk−1)− (tk − tk−1). (9)
By Lemma 4.5, we complete the proof. 
1684 T. Araki / Discrete Applied Mathematics 157 (2009) 1677–1686
Lemma 4.8. Suppose that s = label(yrk) > label(xtk−1) − clk(xtk−1) holds in the loop for r = rk. Then, in the loop for
yrk′ ∈ [yrk , ynk−1 ], the inequality label(yrk′ ) ≥ label(xtk′−1)− clk′(xtk′−1) holds. That is, s = label(yrk′ ) for r = rk′ .
Proof. First we consider when k′ = k+ 1. By Lemma 4.6, the vertex yrk+1 is contained in a maximum biclique of Gk. Hence,
by Lemma 4.7,
bc(Gk+1)− (tk+1 − tk) ≥ bc(Gk)− (rk+1 − rk). (10)
By Lemma 4.5, the inequality label(yrk′ ) ≥ label(xtk′−1)− clk′(xtk′−1) holds.
Furthermore, if yrk+2 ∈ [yrk , ynk−1 ], then yrk+2 is in a maximum biclique of Gk+1. If it is true, the lemma can be shown
inductively.
As in the proof of Lemma 4.6, for yj ∈ [yrk , ynk−1 ], the following inequality holds.
(j− rk + 1)+ deg
Gk
yj < bc(Gk). (11)
Let yj ∈ [yrk+1 , ynk−1 ] be a vertex of Gk+1. Then
(j− rk+1 + 1)+ deg
Gk+1
yj = (j− rk + 1)+ deg
Gk
yj − (rk+1 − rk)+ (tk+1 − tk)
< bc(Gk)− (rk+1 − rk)+ (tk+1 − tk) (by Eq. (11))
≤ bc(Gk+1) (by Eq. (10))
Hence yj is in a maximum biclique of Gk+1. Thus yrk+2 is also in a maximum biclique of Gk+1 if yrk+2 ∈ [yrk , ynk−1 ]. 
Now we show that the labeling label calculated in the algorithm is an L(p, q)-labeling of G. This is guaranteed by the
following two lemmas.
Lemma 4.9. p ≤ label(xi)− label(yj) ≤ p+ q(bc(G)− 2) if xiyj ∈ E.
Proof. By the algorithm, if xi and yj are in Gk, then label(xi)− label(yj) ≤ cl(xi)− cl(yj) for every cl calculated in line 5. By
Theorem 3.3, we obtain label(xi)− label(yj) ≤ p+ q(bc(G)− 2).
Next we have to show that, for xiyj ∈ E,
label(xi)− label(yj) ≥ p. (12)
We prove (12) by induction. For r = r1, it is true by Theorem 3.3. We assume that (12) holds for xi and yj that are assigned
labels after the loop for r = rk−1 finished. We consider the behavior of Algorithm 3 when r = rk.
Case 1. s = label(yrk) ≥ label(xtk−1)−clk(xtk−1). In this case, labels of vertices in [xmk , xtk−1 ] and [yrk , ynk−1 ] are unchanged,
and new labels of vertices in [xtk−1+1, xtk ] and [ynk−1+1, ynk ] are defined. Since yi in ynk−1+1, . . . , ynk is not adjacent to vertices
less than xtk−1 , it is sufficient to consider when xi > xtk−1 . After the loop for r = rk finished, we have label(yj) = clk(yj)+ s
for yj in Gk, and label(xi) = clk(xi)+ s for xi > xtk−1 . Hence label(xi)− label(yj) = clk(xi)− clk(yj) ≥ p.
Case 2. s = label(xtk−1) − clk(xtk−1) > label(yrk). In this case, by Lemma 4.8, for every k′ < k such that rk′ < rk < nk′ ,
the condition label(yrk′ ) > label(xtk′−1) − clk′(xtk′−1) does not occur when r = rk′ . This implies that the labels of
vertices in [xmk , xtk−1 ] form an arithmetic sequence with difference q. Hence, after the loop for r = rk, we can show that
label(xi) = clk(xi)+ s and label(yj) = clk(yj)+ s. Hence label(xi)− label(yj) = clk(xi)− clk(yj) ≥ p.
From the above discussion, the inequality (12) holds after the loop for r = rk finished. Hence we complete the proof of
the lemma. 
Lemma 4.10. The labeling label satisfies the following inequalities:
1. q ≤ label(xk)− label(xi) ≤ q(bc(G)− 2) if dist(xi, xk) = 2 and 1 ≤ i < k ≤ m.
2. q ≤ label(yl)− label(yj) ≤ q(bc(G)− 2) if dist(yj, yl) = 2 and 1 ≤ j < l ≤ n.
Proof. Suppose that dist(xi, xk) = 2 and i < k. Clearly label(xi) < label(xk). Let y be a common neighbor of xi and
xk, and a = label(y). By Lemma 4.9, we have label(xk) ≤ a + (p + q(bc(G) − 2)) and label(xi) ≥ a + p. Hence
label(xk)− label(xi) ≤ q(bc(G)− 2).
Similarly, suppose that dist(yj, yl) = 2 and j < l. Clearly label(yj) < label(yl). Let x be a common neighbor of yj
and yl, and b = label(x). By Lemma 4.9, we have label(yl) ≤ b − p and label(yj) ≥ b − (p + q(bc(G) − 2)). Hence
label(yl)− label(yj) ≤ q(bc(G)− 2). 
Theorem 4.11. The labeling f calculated byAlgorithm3 is an L(p, q)-labeling of G, andmaxv∈X∪Y f (v) ≤ (2p−1)+q(bc(G)−2).
This algorithm runs in O(|V | + |E|) time.
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Fig. 11. A bipartite permutation graph Gwith λ2,1(G) = bc(G)+ 1.
Fig. 12. L(2, 1)-labelings calculated by (a) our algorithm and (b) an optimal solution.
Proof. Since f (v) = label(v) mod (2p+ q(bc(G)− 2)), the inequality maxv∈X∪Y f (v) ≤ (2p− 1)+ q(bc(G)− 2) holds.
Let xy ∈ E, where x ∈ X and y ∈ Y . Then, by Lemma 4.9, p ≤ label(x) − label(y) ≤ p + q(bc(G) − 2). Since
f (x) = label(x) mod (2p + q(bc(G) − 2)) and f (y) = label(y) mod (2p + q(bc(G) − 2)), the value of |f (x) − f (y)|
cannot be less than p.
If dist(xi, xk) = 2, then label(xk)− label(xi) ≤ q(bc(G)− 2) by Lemma 4.10. Hence |f (xk)− f (xi)| ≥ q. Similarly, we can
show that |f (yl)− f (yj)| ≥ q if dist(yj, yl) = 2.
Asmentioned in Section 4.1, themaximumbiclique of G is a subgraph of some chain graph Gr . Hence the biclique number
of G is obtained by holding the maximum value of bc(Gr) calculated in LABELING_CHAIN.
If the degree of yj andmaxNG(yj) are d1 and d2, respectively, then the chain graphGj has atmost d1+d2 vertices. Hence, cl
and label of vertices in Gj are calculated in O(d1+d2) = O(∆) time, where∆ is the maximum degree of G. Since the number
of chain graphs constructed in our algorithm isO(|V |), the total running time of the algorithm isO(|V |+∆|V |) = O(|V |+|E|).

Corollary 4.12. The maximum label of the L(p, q)-labeling computed by Algorithm 3 is at most λp,q(G)+ (p− 1).
Corollary 4.13. Any bipartite permutation graph G satisfies p+ q(bc(G)− 2) ≤ λp,q(G) ≤ (2p− 1)+ q(bc(G)− 2).
Corollary 4.14. Any bipartite permutation graph G satisfies bc(G) ≤ λ2,1(G) ≤ bc(G)+ 1.
Corollary 4.15. λ1,1(G) = bc(G)− 1 for any bipartite permutation graph G.
5. Conclusion
In this paper, we investigated the L(p, q)-labeling problem for bipartite permutation graphs. We showed that an optimal
L(p, q)-labeling of a chain graph, a special class of bipartite permutation graphs, can be computed in linear time. We also
present a linear time algorithm for computing L(p, q)-labeling of a bipartite permutation graph such that the maximum
label is at most (2p− 1)+ q(bc(G)− 2). Since λ(G) ≥ p+ q(bc(G)− 2) for any bipartite graph G, our algorithm computes
a nearly optimal solution. It is known that the computation of λp,q(G) is a difficult problem even for relatively simple graph
classes. Hence algorithmic results even for chain graphs and bipartite permutation graphs deserve attention.
We conclude this paper by presenting two open problems.
From Corollary 4.14, any bipartite permutation graph G satisfies either λ2,1(G) = bc(G) or bc(G)+ 1. It should be noted
that there exists a bipartite permutation graph G such that λ2,1(G) = bc(G) + 1. For example, the bipartite permutation
graph G in Fig. 11 has bc(G) = 6 and λ(G) = 7.
Open Problem 1. Characterize bipartite permutation graph Gwith λ2,1(G) = bc(G).
Our algorithmdoes not guarantee that the resulting labeling is optimal. For example, for the graph in Fig. 12, our algorithm
computes an L(2, 1)-labeling shown in (a) in which the maximum label is 7. However, an optimal solution is shown in (b),
hence λ2,1(G) = 6. The complexity of the L(p, q)-labeling problem for bipartite permutation graphs is still open.
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Open Problem 2. Develop a polynomial time algorithm for computing an optimal L(p, q)-labeling of a bipartite permutation
graph, or prove NP-completeness of the problem for bipartite permutation graphs.
There is a variation of the L(p, q)-labeling by using a different measurement, which is called the circular labeling
problem [19]. In thismeasurement, we suppose that the largest and the smallest labels are adjacent. Considering the circular
labeling problem for bipartite permutation graphs is another interesting problem.
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