We consider a discrete model of the d-dimensional medium with Hamiltonian ∆ + v; the lattice potential v is constructed recursively on a nested sequence of cubes Q n obtained by successive inflations with integer coefficients. Initially, the potential is defined on the cube Q 0 . At the nth step the potential, which is already constructed on the cube Q n−1 , gets extended Q n−1 -periodically to the cube Q n ;
Introduction
We consider a discrete model of the d-dimensional medium with Hamiltonian h v = ∆+v.
Here ∆ is the lattice Laplacian, and the lattice potential v(·) is the result of the following recursive process. Consider a nested sequence of cubes Q n (n = 0, 1, 2, . . .) of the form
whose sides T n ∈ N are such that T n T n−1 ∈ N \ {1}, n = 1, 2, 3, . . .
Initially, the potential is defined on the cube Q 0 . We want to extend it Q 0 -periodically to the entire lattice Z d , but we can only do that in steps: first extend it Q 0 -periodically to the cube Q 1 ; then extend the resulting potential Q 1 -periodically to the cube Q 2 ;
etc. Assume, furthermore, that the process of periodic extension of the potential from the cube Q n−1 to the cube Q n is imperfect: the values of the resulting Q n−1 -periodic potential on Q n are then changed arbitrarily at m n points chosen at random so that all such choices are equiprobable.
The potential v is, therefore, "grown" by the alternating process of periodic extension and introduction of "impurities". The Borel-Cantelli lemma guarantees that v(·) is almost surely well-defined if
In general, the potential v is unbounded.
The goal of this work is to show that if the sequence T n grows fast enough while the sequence m n grows not too fast, then almost surely the operator h v does not have eigenvalues -in other words, there are no localized states. 1 Before formulating the result precisely, we will describe our model in an equivalent but more convenient way.
We consider a Schrödinger operator in l 2 (Z d )
where ∆ is the lattice Laplacian:
and v is the operator of multiplication by the function
Here u n (·) is a (T n , . . . , T n )-periodic function on Z d , where the numbers T n ∈ N (n = 0, 1, 2, . . .) satisfy the condition (2). We assume that the function u n (·) (n ≥ 1) on its elementary cell Q n defined by (1) vanishes everywhere except for a subset X n of Q n which consists of m n points selected at random so that all such subsets of Q n are equiprobable. The values of u n (·) at those points are chosen arbitrarily. Under the condition (3), the potential v is almost surely well-defined, and the operator h v is an (in
In our model, the functions u n (and hence their sum v) are real-valued so the operator h v is self-adjoint. However, in what follows the functions u n may be complex-valued.
then with probability 1 the operator (4), (5) has no eigenvalues.
Here is a more detailed formulation of Theorem 1. By (Ω, F, P ) we denote the probability space of the model. Let the numbers T n ∈ N (n ≥ 0) satisfy the condition (2), and X n (ω), for each n ≥ 1, be a uniformly distributed random subset of cardinality m n of the cube (1) . Under condition (6), there is a set Ω 0 ∈ F with P (Ω 0 ) = 1 and the following property: suppose ω ∈ Ω 0 and u 0 (·), u 1 (·), u 2 (·), . . . are arbitrary complex-valued functions such that each u n (·) is (T n , . . . , T n )-periodic and, if n ≥ 1, vanishes on the set Q n \ X n (ω); then the operator (4), (5) does not have eigenvalues.
The proof of Theorem 1 is based on a theorem regarding solutions of periodic lattice equations. Before formulating it, we introduce some notation. For a function y:
Furthermore, we will represent any
The product J 1 . . . J d−1 will be denoted by [J] .
Theorem 2 For any c > 0, there is γ c > 0 such that if y:
where
Remark. The inequalities (7) hold if and only if σ(k 0 ) + σ(k 0 + 1) < ∞ for some k 0 ∈ Z. (This follows from the inequalities (34) and (35) below.)
where ρ c (J) is defined by (9).
The proof of Theorem 2 is based on a lower bound for iterates of a finite-dimensional linear operator.
Theorem 3 Let A be an invertible linear operator in a finite-dimensional complex vector space X endowed with a seminorm · . Then for any g > 0 and any ξ ∈ X 1≤|l|≤(gn 2 ln 2 n)∨n
where n = dim X and µ g > 0 is a constant depending only on g.
Proofs

Proof of Theorem 3
Our starting point is the following result that has been useful in the theory of onedimensional Schrödinger operators.
Lemma 1
2 Let A be an invertible linear operator in an n-dimensional complex vector space X, · any seminorm on X, and ξ any vector in X. Then
which implies (11).
Now we will prove Theorem 3. In view of (12), we have:
Denote A m ξ by a m for all m ∈ Z. We may assume that a 0 = 1. Pick an arbitrary integer k ≥ 1 (its actual value will be selected later). It follows from the inequality (13) 
where Φ(s) is the number of representations of s in the form
On the other hand, applying the inequality between the arithmetic mean and the har-
(all x j > 0), using then the obvious relation d l·j ≤ d l · d j and putting, for any positive integer p,
we get
Note that 
so that (15) and (17) imply:
This is true for all integers k ≥ 1. Now we put k = gn ln 2 n ∨ 1 , where g > 0. The right hand side of (18) (now depending only on n) is positive for all n ≥ 1; as n → ∞, it approaches g/2 > 0. Therefore, it exceeds some number µ g > 0 for all n ≥ 1. This proves Theorem 3.
Proof of Theorem 2
(a) Let y(·) be a solution of the equation (∆ + v)y = λy with a (J, K)-periodic v(·) such that σ(k) < ∞ for all k ∈ Z. By including λ in v we may assume that λ = 0 so that
We will use the representation of any x ∈ Z d in the form x = j, k , where j = j 1 , . . . , j d−1 ∈ Z d−1 and k ∈ Z; then (19) takes the form
where e s = 0, . . . , 0, 1, 0, . . . , 0 ∈ Z d−1 (1 is in the sth place).
where i = √ −1 and
The equation (20) implies that
(c) Consider the "discrete cylinder" C J :
Here G J is the following subgroup of Z d−1 :
The function v(j, k), being (J, K)-periodic, carries over in a natural manner to C J , giving
, which is K-periodic in k:
as the sum of the series
which converges in L 2 (T d−1 ) due to (7).
, is a class of equivalent square integrable Lebesgue measurable functions on T d−1 ; select a Borel measurable function in this class.
From now on Z(ν, k; ·) will denote that function on T d−1 , and each equation (24) will be considered as a pointwise equation that holds for Lebesgue almost every θ ∈ T d−1 .
Let B be a full measure Borel subset of T d−1 such that for any θ ∈ B all the equations (24) hold.
(e) Pick an arbitrary θ ∈ B. For any k ∈ Z, consider a vector 
where L k (θ) is the linear operator in M acting on vectors ζ(ν) ν∈Z
In view of (22), for any
The equation (25) can be further transformed into
where T k (θ) is the following linear operator in L:
Let, furthermore,
By (26), we have
for all r ∈ Z.
(g) Let · be an arbitrary seminorm in L. Put g = c/16, where c is the positive parameter in Theorem 2. By (27) and Theorem 3,
, so by (28) we have:
If [J] = 1, the inequality ρ c (J) ≥ 2 implies that
(the second inequality follows from Lemma 1 with n = 2). Therefore, in all cases
where γ c = (µ c/16 ) ∧ (1/4).
(h) Choose the following seminorm in L:
Then (29) becomes
which is true for all θ ∈ B.
Now integrate both sides of this inequality over B or, equivalently, over
Parseval's identity, (23) implies that
so that (31) upon integration gives
This completes the proof of Theorem 2.
Remark. The following version of Theorem 2 is true without the assumption (7).
Theorem 4 If y:
where ρ c (J) and γ c are the same as in Theorem 2.
Proof. We may assume that the left-hand side of (32) is finite. Then
Let
In view of (20) and Minkowski's inequality,
and similarly
so (33) implies that σ(k) < ∞ for all k ∈ Z. The remaining part of the proof of Theorem 4 is identical to the proof of Theorem 2 except for the last step when we choose, instead of (30), the standard Euclidean norm in L:
and, instead of (8), obtain (32).
Proof of Corollary 1
We may assume that the left-hand side of (10) is finite. Since ρ c (J) ≥ 2, we have σ(K) + σ(K + 1) < ∞ and hence, in view of the inequalities (34) and (35), σ(k) < ∞ for all k ∈ Z. Now (10) follows from Theorem 2.
Proof of Theorem 1
For all n ≥ 0 and
Consider the elementary cell of v n+1 (·):
and the set
Indeed, for any point x ∈ Q n+1 the probability h n+1 of the event x ∈ X n+1 is m n+1 /T d n+1 ; therefore, (36) is a consequence of the following inequalities (in which E denotes the expectation):
By the Borel-Cantelli Lemma, (6) implies that with probability 1 there is a random number N (ω) such that X n+1 ∩ L n = ∅ for all n ≥ N (ω). Consequently, for all n ≥ N (ω)
we have (X n+1 ∪X n+2 ∪. . .)∩L n = ∅ so that on the set L n u n+1 (x) = u n+2 (x) = . . . = 0 and, therefore,
Suppose y(·) is a solution of the equation (∆ + v)y = λy that belongs to
Fix temporarily some n ≥ 0 and denote by y n (·) the function on Z d satisfying the equation (∆ + v n )y n = λy n and such that y n (j, k) = y(j, k) for k = −1, 0 and all j ∈ Z d−1 . Such function y n exists uniquely; put
By Corollary 1 to Theorem 2 (with J = T n , . . . , T n ∈ N d−1 and K = T n ), for any c > 0
Due to (37), we have y n (x) = y(x) on the set L n if n ≥ N (ω), and hence
for all large enough n; since k∈Z σ(k) < ∞ and T n → ∞ as n → ∞, it follows from 3 Concluding Remarks 1. The transformation of multidimensional lattice equations close to periodic ones into quasi-1D equations, in combination with lower bounds for solutions of periodic quasi-1D equations, was first used in [3] , where the absence of eigenvalues for a lattice operator with a fast uniform periodic approximation was proved. This idea was then used in [1] in a different situation, where the potential is periodic in d − 1 coordinate directions and admits a fast local periodic approximation in the remaining direction.
2. Since in the model considered above the nonzero values of u n (·) are arbitrary, the potential v(x) in Theorem 1 can grow (with respect to the distance of x from the origin) arbitrarily fast on a suitable random subset of the lattice; moreover, by choosing appropriate (say, nonnegative) values of the summands u n (·) we can make the average
of v over the cube B r = {x ∈ Z d | x ∞ ≤ r} grow arbitrarily fast as r ∈ N goes to ∞; the operator (4) will still have no eigenvalues a.s.
3. In the model above, the intersection X n (ω) ∩ Q n−1 can be nonempty, i.e., the impurities introduced during the recursive process of the "growth" of the potential can affect its portions constructed earlier. This will not occur if we modify the definition of the random set X n (ω) making it a uniformly distributed subset of cardinality m n of the set Q n \ Q n−1 . This change in the model does not affect the validity of Theorem 1 and requires almost no change in its proof.
4. The model can also be modified by assuming that the function u n (·) representing the impurities introduced at the nth step (n ≥ 1) is defined as follows: for any point x of the cube Q n , u n (x) is a random variable such that Pr{u n (x) = 0} ≤ p n . The corresponding version of Theorem 1 states:
n+1 W n p n+1 < ∞, then with probability 1 the operator (4), (5) has no eigenvalues.
5. The elementary cell of the function u n (·) does not have to be a cube -it can be a "rectangular box"
where T n,i ∈ N and T n,i /T n−1,i ∈ N \ {1} (i = 1, . . . , d; n ≥ 1). Let
T n,î = T n,1 . . . T n,i−1 T n,i+1 . . . T n,d
and W n,i = T n,i (T n,î ) 2 ln 2 T n,î . If for some i (1
then with probability 1 the operator (4), (5) does not have eigenvalues.
6. It may seem that the absence of localized states in the model is caused by the fast decay, as n grows, of the "density" of the impurities introduced at the nth step. However, this is not the case. To see why, consider a deterministic version of the model, in which the (T n , . . . , T n )-periodic function u n (·) vanishes on the set L n−1 = {x ∈ Z d : −W n−1 ≤ x d ≤ W n−1 } while its values on the set Q n \ L n−1 are arbitrary. The operator (4), (5) still has no eigenvalues. 8. Although the model considered in the paper is multi-dimensional, the "imperfectly grown" potentials can also be considered in dimension one. The absence of eigenvalues in this case is guaranteed by conditions (2) and (6) with W n = 2T n , and follows from Lemma 1. Combining this with the Simon-Spencer theorem [6] (in dimension one, potentials that are unbounded on both Z + and Z − produce no absolutely continuous spectrum), we obtain yet another class of one-dimensional operators with purely singular continuous spectrum.
