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Abstract
This paper considers large random wireless networks where transmit-and-receive node pairs com-
municate within a certain range while sharing a common spectrum. By modeling the spatial locations
of nodes based on stochastic geometry, analytical expressions for the ergodic spectral efficiency of
a typical node pair are derived as a function of the channel state information available at a receiver
(CSIR) in terms of relevant system parameters: the density of communication links, the number of receive
antennas, the path loss exponent, and the operating signal-to-noise ratio. One key finding is that when
the receiver only exploits CSIR for the direct link, the sum of spectral efficiencies linearly improves as
the density increases, when the number of receive antennas increases as a certain super-linear function
of the density. When each receiver exploits CSIR for a set of dominant interfering links in addition to
the direct link, the sum of spectral efficiencies linearly increases with both the density and the path loss
exponent if the number of antennas is a linear function of the density. This observation demonstrates
that having CSIR for dominant interfering links provides a multiplicative gain in the scaling law. It is
also shown that this linear scaling holds for direct CSIR when incorporating the effect of the receive
antenna correlation, provided that the rank of the spatial correlation matrix scales super-linearly with
the density. Simulation results back scaling laws derived from stochastic geometry.
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1I. INTRODUCTION
There is an increasing need for direct communication between wireless device pairs to support
proximity-based social networking applications or media sharing [1]–[3]. As the number of
device pairs increases, the coexistence of multiple communication links in the shared spectrum
is however challenging due to mutual interference, which poses fundamental limitations on
the throughput. One of the main difficulties is that in many cases, such as device-to-device
(D2D) [1]–[4], [7], [21], [22], [24] and mobile ad hoc network [8]–[11], [13], [14], [16], the
communication links cannot be coordinated in a centralized way due to the amount of signaling
overhead associated with coordination. This has raised the need for distributed interference
management with low signaling overheads.
Two main distributed interference management approaches have been proposed in the context
of such networks: 1) distributed power control techniques and 2) distributed link scheduling
algorithms. In [4], simple yet heuristic power control methods were proposed to regulate transmit
power to mitigate interference between links. Optimal distributed on-off power control strategies
were proposed to maximize the transmission capacity [5], coverage probability [6], and spectral
efficiency for D2D networks [7]. The main limitation in [4]–[7] is that the power control methods
are only effective when the number of links per unit area is small.
Distributed link scheduling has also recently received much attention. In the context of ad hoc
and wireless local area networks, various distributed scheduling mechanisms for interference
management have been proposed in the literature, such as ALOHA type medium access con-
trol (MAC) protocols (e.g., [8]–[10]), random sequential adsorption MAC protocols [11], and
distributed scheduling by channel thresholding [12]. The main limitation of these approaches
is the inefficient network spatial packing resulting from the underlying interference avoidance
strategies. By leveraging interference cancellation techniques at the receiver, advanced distributed
scheduling mechanisms have also been proposed to increase the spatial packing performance in
[13], [14], [16].
Recently, more sophisticated distributed scheduling mechanisms were proposed in the context
of D2D networks [21], [22], [24]. In [21], a geometric scheduling method was proposed where the
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2exclusion regions between different D2D links are created based on link geometries. A signal-to-
interference ratio (SIR) based distributed scheduling method called FlashLinQ was proposed in
[22], where the exclusion regions are dynamically created based on link priorities and SIRs. This
scheduling algorithm was shown to provide a better throughput than that of preexisting MAC
protocols. Leveraging the optimality condition of treating interference as noise (TIN) in [23], an
information theoretic independent set scheduling algorithm was proposed called ITLinQ [24],
which achieves optimal sum rate performance for constant rate loss. More elaborate distributed
scheduling mechanisms in [21], [22], [24] may appear to yield much higher throughput, but
the induced communication overheads in handshaking processes need to be subtracted, and the
net gain compared to a simple ALOHA scheduling method may not be large enough when the
density of node pairs is sparse.
In this paper, we use multiple antennas to perform distributed interference management [25]–
[28]. Multi-antenna communication techniques provide an effective approach to mitigate inter-
ference because of their large gains in terms of channel capacity and reliability. In the context
of ad hoc networks modeled by stochastic geometry, upper and lower bounds were obtained on
the transmission capacity when multiple antennas are employed at transceivers in [25]–[28]. In
particular, interference cancellation techniques using multiple receive antennas were shown to
substantially increase the transmission capacity of ad hoc networks [26], [27]. For example, by
leveraging the idea of partial zero-forcing in [26], it was shown that the transmission capacity
increases with the node density linearly using the multiple receive antennas. Continuing in the
same spirit yet with a different perspective, we analyze the benefits of using multiple antennas at
receivers from a spectral efficiency point-of-view. Unlike the transmission capacity that measures
the spatial density of successful transmissions per unit area, subject to a given outage probability
constraint, in this paper, we consider the ergodic spectral efficiency as a performance metric.
The key limitation of transmission capacity is that the rate target is fixed, implying that the rate
adaptation techniques cannot be applied over different fading realizations. Whereas, the latter
measures the achievable Shannon transmission rates per unit area that averaging the rate over the
different fading realizations. Arguably, this quantity is more appropriate than the transmission
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3capacity in contemporary wireless systems where a coded packet is transmitted over multiple
fading realizations [29].
We consider a dense wireless network whose topology is modeled by means of a homogeneous
Poisson point process (PPP) with node density λ. Such a random PPP model captures the irregular
spatial structure of mobile node locations and helps to analytically quantify the interference. We
summarize our main contributions as follows:
• As a starting point, we first consider the case where each receiver exploits CSIR for the
direct link. Applying maximum ratio combining (MRC) [34], we derive an exact analytical
expression for the ergodic spectral efficiency in the network as a function of 1) the density
of wireless links λ, 2) the number of receive antennas Nr, 3) the path loss exponent α, and
4) the operating signal-to-noise ratio (SNR). By deriving a tight lower and upper bound on
the sum spectral efficiency, we show that the ergodic spectral efficiency scales with respect
to the density as Θ(λ log2
(
1 + λβ−
α
2
)
) when Nr = cλβ with some c > 0 and α > 2.
• Next, we consider the case in which each receiver has perfect knowledge of the CSIR of
the nearest interfering links in addition to the direct link; this will be referred to as local
CSIR below. Under this assumption, we derive an exact analytical expression of the ergodic
spectral efficiency attained by zero-forcing based successive interference cancellation (ZF-
SIC) in terms of the relevant system parameters. By deriving a lower and an upper bound
with closed forms on the sum spectral efficiency, we also demonstrate that the ergodic
spectral efficiency scales with both the density of the links and the path-loss exponent,
Θ(λ log2
(
1 + λ
α
2
(β−1))) when Nr = cλβ with some c > 0 and α > 2.
• We analyze the effects of receive antenna correlation and of a bounded path-loss function.
An analytical expression of the lower bound on the sum spectral efficiency is derived as
a function of the eigenvalues of a spatial correlation matrix when direct CSIR is known.
A simple lower bound with a closed form reveals that a linear scaling is still achievable
with direct CSIR, provided the rank of the spatial correlation matrix scales in an appropriate
super-linear way with the density. Furthermore, we find a sufficient condition for the number
of receive antennas required to attain the linear scaling law with the direct CSIR when a
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Fig. 1. Asymptotic scaling behavior of the sum spectral spectral efficiency for ZF-SIC and MRC. When β = 1 and β = α
2
,
respectively, ZF-SIC and MRC achieve a linear growth of the sum spectral efficiency with respect to the density. If β is less
(resp. more) than the point that provides the linear growth, then the sum spectral efficiency increases sub-linearly (resp. decreases
super-linearly) with the density.
bounded-path loss function is considered in the network.
The exact expressions and scaling laws for the ergodic spectral efficiency are new findings.
The capacity scaling result with the direct CSIR is partially aligned with the observation from a
transmission capacity framework in [25]–[27], where the linear scaling law of the transmission
capacity is attained using MRC when the number of receive antennas scales in a certain super-
linearly way. Our analysis confirms that this result holds from a sum spectral efficiency point-
of-view and generalize to the case where the number of antenna scales with the density in a
polynomial function with an arbitrary degree, i.e., Nr = cλβ , as illustrated in Fig. 1. When the
bounded path loss function is applied, we show that a linear growth of the number of antennas
is enough to maintain the linear capacity scaling, which is a new observation. Furthermore,
our scaling result with local CSIR somewhat differs from the prior work [26], [27], where the
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5transmission capacity only scales with the density when the receivers can cancel interference
from a set of nearest interferers while maximizing the desired signal power. Unlike this result,
our analysis reveals that, when using local CSIR, the linear scaling law of the sum spectral
efficiency is further improved with a multiplicative gain induced by the path loss exponent, as
depicted in Fig. 1. Further, it is shown that the antenna correlation degrades the sum spectral
efficiency, especially when the condition number of the spatial correlation matrix is large, i.e.,
for highly correlated channels. Nevertheless, linear scaling is still attainable with direct CSIR if
the rank of the correlation matrix increases super-linearly with the density.
The paper is organized as follows. Section II explains the network model and provides the
performance metric. In Section III, analytical expressions for the ergodic spectral efficiency are
derived when only CSIR for the direct link is known. The case with local CSIR is analyzed
in Section IV. Section V provides analytical expressions for the sum spectral efficiency when
antenna correlation and a bounded path loss function are incorporated. In Section VI, we provide
conclusions and a discussion of future work.
II. MODEL
In this section, we first describe network and signal models used in this paper. Then, we
introduce the performance metrics.
A. Network Model
We consider a large random network where multiple transmit-and-receive pairs communicate
in a common shared spectrum. We assume that the transmitters {dtxk , k ∈ N} are distributed in
the two-dimensional plane according to a homogeneous PPP Φ with density λ. The location at
drxk of the receiver associated with the transmitter d
tx
k is uniformly distributed in the area of an
annulus (ring) with inner radius 1 and outer radius Rd, where Rd > 1. Here, Rd determines
the maximum communication range. Further, we assume that all transmissions are synchronous
thanks to a common clock shared by the network. We assume all transmitters have a single
antenna while each receiver is equipped with Nr antennas. Our model differs from the ad hoc
DRAFT
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Distributed Scheduling and Power Control for D2D
Communication Underlaid Cellular Downlink
Networks
Namyoon Lee and Robert W. Heath Jr.
Abstract—This letter addresses a static power control problem
in a device-to-device (D2D) underlaid cellular downlink network.
Due to significant discrepancy of transmit powers being used
in different tiers, optimally balancing the transmit powers is
important to maximize the ergodic sum rates of cellular and D2D
links in such network. Analytical expressions for the ergodic rates
are derived based on a tractable network model using stochastic
geometry. With these analytical expressions, we formulate the
optimization problem of finding the optimal static power control
strategy for the given densities of cellular and D2D links. Our
result indicates that the ergodic sum rates of cellular and D2D
links are invariant with respective to the system parameters:
the densities of communication links and path-loss exponent,
provided that the optimal static power control strategy is used.
I. INTRODUCTION
Device-to-device (D2D) communication among mobile
users is considered as an effective enabling technology for
providing proximity-based services (e.g., social gaming and
Internet of Things) with low latency. By leveraging the cellular
network, D2D communication can also yield an increased area
spectral efficiency due to spatial reuse gains through local D2D
traffics. Despite such potential benefits, the spectrum sharing
between D2D and cellular communication is challenging be-
cause it creates sophisticated interference management prob-
lems [?]. In particular, for the D2D underlaid cellular network,
cellular links experience cross-tier interference from the D2D
transmissions in addition to intra-tier (other cell) interference.
Conversely, D2D links receive both the intra-tier and cross-tier
interference signals from D2D and cellular transmissions. As
a result, interference management of such underlaid network
is an important issue for successful spectrum sharing between
cellular and D2D links.
There has been extensive research dealing with interference
management problems through resource allocation, schedul-
ing, power control, and multiple antenna techniques in such
D2D underlaid cellular networks. The most of previous afore-
mentioned research focused on the scenario where D2D com-
munication underlaid with cellular uplink transmission. This
is mainly because such scenario is more favorable to manage
interference than the downlink spectrum sharing scenario. In
a frequency division duplexing (FDD) system, however, it
is still possible to allow D2D transmissions with cellular
N. Lee and R. W. Heath Jr. are with the Wireless Networking and Com-
munications Group, Department of Electrical and Computer Engineering, The
University of Texas at Austin, Austin, TX 78712, USA. (e-mail:{namyoon.lee,
rheath}@utexas.edu)
downlink transmission to aggressively reuse spectrums further,
which may lead improvement of a total system capacity. This
motivates us to consider a interference management problem
in the D2D underlaid cellular downlink networks.
Power control is regarded as a simple but effective ap-
proach to mitigate both intra-tier and cross-tier interference
in the D2D underlaid cellular networks. In particular, in the
D2D underlaid with cellular downlink transmission, optimally
selecting the transmit powers is important to keeping the
performance balance between cellular and D2D links due to
a huge difference in the transmit powers being used in D2D
transmitters and base stations (BSs).
In this letter, we derive analytical expressions for the ergodic
rates of D2D and cellular links relying on the spatial random
network model using stochastic geometry. Using these ana-
lytical expressions, we formulate the optimization problem of
finding the optimal static power control strategy for the given
densities of cellular and D2D links. Our result indicates that
the ergodic sum rates of cellular and D2D links are invariant
with respective to the system parameters: the densities of
communication links and path-loss exponent, provided that the
optimal static power control strategy is used.
II. SYSTEM MODEL
A. Network Model
We consider a stochastic model for D2D underlaid downlink
cellular network. The locations of BSs equipped with a single-
antenna are established according to a homogeneous PPP,
 c = {dk, k 2 N}, on the plane R2 with density  c. The
cells can be defined by Voronoi regions around each BS. The
locations of the D2D transmitters with a single-antenna are
also distributed in the plane according to a homogeneous PPP
 d = {zk, k 2 N} with density  d, which is independent
of  c. Further, the population of single-antenna mobile users
is distributed according to another homogeneous PPP,  u =n
d˜k, k 2 N
o
, which has density  u >  c and is independent
of  c and  d. Each mobile user is associated with the nearest
BS to receive a downlink signal. Unlike the mobile users’
locations, the locations of D2D receivers having a single-
antenna are correlated with its associated D2D transmitters’
locations but independent of another location processes. The
D2D receiver location z˜k communicating with the kth D2D
transmitter is uniformly distributed in the ball B centered at
zk with radius Rd, i.e., z˜k 2 B(zk, Rd). Here, the radius R
denotes the maximum D2D communicate range, which can
…
Multiple antennas 
Single antenna 
Nr
- No CSIT 
Partial CSIR 
 - Direct CSIR 
 - Local CSIR 
Rx!
Tx!
Fig. 2. A snapshot of the network with density λ = 0.00005. Each transmitter with a single antenna communciates with its
associated receiver with Nr multiple receive antennas, which is uniformly distributed in the area of an annulus with inner radius
1 and outer radius Rd, where Rd > 1.
network models in [17]–[20] where source and destination pairs can be arbitrarily chosen. Rather,
it is an extension of the bi-polar models used in [6], [9], [12]–[15] by taking the random link
distances within the fixed communication range Rd into account.
B. Signal Model
In a fixed area A ⊂ R2, a random number K of transmitters communicate by sharing the
common spectrum; thereby each transmission interferes with each other. K is a Poisson random
variable with mean E[K] = λ|A| where λ can be interpreted as a spatial node intensity per unit
area in the network and where |A| is the area of A. Fig 2 illustrates a snapshot of the network
topology when λ = 0.00005.
In a particular realization of K, transmitter k ∈ K, where K = {1, . . . , K}, sends a message
Wk to its associated receiver. Let sk = f(Wk) be the signal sent by transmitter k where f(·)
represents an encoding function such that the transmitted signal satisfies the power constraint
E [|sk|2] ≤ P . hk,` ∈ CNr×1 and dk,` = ‖drxk − dtx` ‖2 respectively represent the fading vector
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7and the distance from the kth transmitter to the jth receiver. Further, α ∈ R+ with α > 2 and
zk ∈ CNr×1 respectively represent the path-loss exponent and the noise vector at the kth receiver.
Assuming a narrowband channel model, when all transmitters simultaneously send signals, the
total received signal of the kth receiver, yk ∈ CNr×1, is given by
yk= hk,kd
−α
2
k,k sk +
K∑
`6=k
hk,`d
−α
2
k,` s` + zk. (1)
We assume that all entries of hk,j are independent and identically distributed (IID) complex
Gaussian random variables each with zero mean and unit variance, i.e., CN (0, 1). Furthermore,
it is assumed that all entries of zk are IID CN (0, σ2), where σ2 represents the variance of noise.
C. Sum Spectral Efficiency
We define two achievable sum spectral efficiencies, each for a different CSIR assumption.
1) Direct CSIR: We first define an instantaneous signal-to-interference-plus-noise-ratio (SINR)
when receiver k ∈ K exploits hk,k. This assumption is practically favorable because it requires
the receiver to only learn the direct link’s channel, which can be done using a control channel
with a reasonable amount of pilot signal overhead. With this CSIR, under the premise of no
interference covariance matrix estimation, the optimal receiving strategy is to maximize the
desired signal power using a MRC technique [34]. Applying the MRC vector w∗k =
h∗k,k
‖hk,k‖2 ,
where x∗ is the complex conjugate of the transpose of vector x, the instantaneous SINR of
receiver k is given by
SINRmrck =
Hk,kd
−α
k,k
Ik +
1
SNR
, (2)
where Hk,k =
|h∗k,khk,k|2
‖hk,k‖22 = ‖hk,k‖
2
2 denotes the fading power of the direct link, distributed as a
Chi-squared random variable with 2Nr degrees of freedom. Further, SNR = Pσ2 and Ik denotes
the aggregated interference power:
Ik =
∑
j∈K/{k}
Hk,`d
−α
k,` , (3)
where Hk,` =
|h∗k,khk,`|2
‖hk,k‖22 represents the fading power of the interfering link from the `th transmitter
to the kth receiver, which is an exponential random variable with mean one as shown in [26],
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8[32]. Under the premise that each transmitter knows the effective SINR and uses adaptive
modulation/coding to select the right rate, each link is able to achieve Shannon’s bound for
its instantaneous SINR, i.e., log2(1 + SINR
mrc
k ). Therefore, the sum of the spectral efficiencies
per unit area is given by
CmrcΣ =
1
AE
[
K∑
k=1
log2 (1+SINR
mrc
k )
]
= λEo [log2 (1+SINRmrck )] , (4)
where Eo denotes the Palm probability of the PPP and the last equality follows from the definition
of Palm probability [33]. The expectations are taken over the multiple level of randomness
associated with link distances and fadings. The analysis of this sum spectral efficiency will be
presented in Section III.
2) Local CSIR: We now consider a different assumption where each receiver uses channel
knowledge of some limited number of interfering links in addition to that of its own link.
Without loss of generality, we can order the interferers in increasing distance from receiver k
in such a way that dk,k1 < dk,k2 , . . . , < dk,kK−1 , where dk,kj = ‖drxk − dtxkj‖2, for kj ∈ K/{k}.
The inequalities are almost surely strict because, with probability 1, no two transmitters are
at the same distance from the receiver. With the assumption that receiver k knows CSIR for
a certain set of nearest interfering links, we derive an instantaneous SINR expression when
each receiver performs ZF-SIC [35]. The idea of ZF-SIC decoding is to successively cancel the
effects of neighbor interference signals before decoding the desired signal; thereby it provides
both interference cancellation gain and a power gain in the SINR. Under the premise that receiver
k, for k ∈ K, measures the L nearest interferer channel vectors, i.e., {hk,k`}, for k` ∈ Nk =
{k1, . . . , kL}, where L ≤ Nr − 1, it is able to construct a concatenated channel matrix Hk =
[hk,k,hk,k1 , . . . ,hk,kL ] ∈ CNr×(1+L). Applying the QR decomposition [36], the channel matrix Hk
is a product of a unitary matrix Qk ∈ CNr×Nr and an upper-triangular matrix Rk ∈ CNr×(1+L),
namely,
Hk = QkRk, (5)
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9where [Rk]i,j = 0 for i > j. Applying Q∗k to the received signal vector in (1), the resulting
input-output relationship is
y˜k = Q
∗
kyk = Rksk +
∑
j∈K\{Nk∪k}
h˜k,jd
−α
2
k,j sj + z˜k, (6)
where sk =
[
d
−α
2
k,k sk, d
−α
2
k,k1
sk1 , . . . , d
−α
2
k,kL
skL
]T
, h˜k,j = Q∗khk,j , and z˜k = Q
∗
kzk. Since Qk is a
unitary matrix and the channel is IID complex Gaussian, the distribution of h˜k,j (resp. z˜k) is the
same as that of hk,j (resp. zk).
Assuming that successive interference cancellation is used, under the premise that each receiver
knows the modulation and coding methods of the nearest interfering transmitters, all data streams
sent by the L nearest interferers are decoded and can thus be subtracted from the first element
of y˜k, i.e., y˜k(1). After subtracting the nearby interferer contributions, we have the following
equivalent input-output relationship for decoding the sk data stream:
y˜k = h˜1,1d
−α
2
k,k sk +
∑
j∈K\{Nk∪k}
h˜k,jd
−α
2
k,j sj + z˜k, (7)
where y˜k = y˜k(1), h˜1,1 = Rk(1, 1), h˜k,j = h˜k,j(1), and z˜k = z˜k(1). Consequently, the resulting
instantaneous SINR of receiver k is given by
SINRsick =
H˜k,kd
−α
k,k
I˜k +
1
SNR
, (8)
where H˜k,j = |h˜k,j|2 is distributed as a Chi-squared random variable with 2Nr degrees of freedom
[36], SNR = P
σ2
, and I˜k denotes the aggregated interference power
I˜k =
∑
j∈K\{Nk∪k}
H˜k,jd
−α
k,j , (9)
where H˜k,j = |h˜k,j|2 is an exponential random variable with mean one as shown in [36].
Consequently, the sum of spectral efficiencies per unit area achieved by the ZF-SIC is given
by
CsicΣ = λEo
[
log2
(
1 + SINRsick
)]
. (10)
The analysis for the sum of spectral efficiencies with this local CSIR will be given in Section
V.
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It is worthwhile to mention that the sum spectral efficiencies in (4) and (10) are the result
of averaging over 1) all fading distributions depending on the receiving strategies and 2) all
realizations of the network topology under the Poisson assumption.
In this paper, we use the following asymptotic notation [30]. 1) f(λ) = O(g(λ)) if f(λ) ≤
kg(λ) as λ tends to infinity for some constant k, 2) f(λ) = Θ(g(λ)) if k1g(λ) ≤ f(λ) ≤ k2g(λ)
as λ tends to infinity for some constants k1 and k2, 3) f(λ) = Ω(g(λ)) if f(λ) ≥ kg(λ) as λ
tends to infinity for some constant k.
III. DIRECT CSIR
In this section, we analyze the ergodic spectral efficiency and the scaling behavior of the
network described in Section II when the receiver only exploits CSIR for the direct link. We
first provide an exact characterization of the sum spectral efficiency and then derive the scaling
law.
A. Analytical Characterization
The analytical characterization relies on a lemma introduced in [37]. This Lemma provides
in integral expression of the ergodic spectral efficiency as a function of the Laplace transforms
of both the desired signal power and the aggregated interference power. For the sake of com-
pleteness, we reproduce it below.
Lemma 1. Let X > 0 and Y > 0 be non-negative and independent random variables. Then,
for any a > 0,
E
[
ln
(
1 +
X
Y + a
)]
=
∫ ∞
0
e−az
z
(
1− E [e−zX])E [e−zY ] dz. (11)
Proof: See [37].
Using Lemma 1, we present our main result for the ergodic spectral efficiency in an integral
form.
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Fig. 3. The sum of spectral efficiencies achieved with direct CSIR when |A| = pi5002 (m2), α = 4, Rd = 50m, P = 20
(dBm), and σ2 = −104 (dBm).
Theorem 1. The sum of spectral efficiencies with direct CSIR is
CmrcΣ =
α
2 ln(2)
∫ Rd
1
∫ ∞
0
e
−(
sinc( 2α)u)
α
2
(λpi)
α
2 SNR
−u
u
∑Nr
n=1
(
Nr
n
)( sinc( 2α)u
λpir2
)nα
2
(
1 +
(
sinc( 2α)u
λpir2
)α
2
)Nr du 2rR2d − 1dr. (12)
Proof: See Appendix A.
The sum spectral efficiency depends on the relevant system parameters, chiefly the density of
links λ, the number of antennas at the receiver Nr, the path-loss exponent α, the communication
range Rd, and the operating SNR. This formula generalizes the expression given in [25] in the
sense that it incorporates both the randomness on the direct link’s distance and noise effects,
avoiding sophisticated differentiations of the Laplace transform of the interference power. To
back Theorem 1, we compare (12) with simulation results in Fig. 3, when α = 4, SNR = 84
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(dB), and Rd = 50 m. The agreement is excellent for the various values of Nr considered
and for the entire range of λ of interest. As Nr increases, the sum of the spectral efficiencies
improves because the desired signal power is boosted by the array gain. In particular, the gain
is significant in the regime of low λ and saturates as the density increases. This fact reveals
that MRC is simple yet effective to improve the sum spectral efficiency when the density of
link is low. This is because, in the low density regime, boosting the signal power while treating
interference as noise is asymptotically optimal [23].
To provide a more transparent interpretation of the expression in Theorem 1, we consider the
following examples.
Example 1: The simplest scenario is that where Nr = 1, α = 4, and dk,k = d. In this case,
in the interference limited regime, Theorem 1 gives
CmrcΣ =
2λ
ln(2)
{
sin
(
λpi2d2
2
)(
pi
2
− Si
(
λpi2d2
2
))
− cos
(
λpi2d2
2
)
Ci
(
λpi2d2
2
)}
, (13)
where Si(z) =
∫ z
0
sin(t)
t
dt and Ci(z) = − ∫∞
z
cos(t)
t
dt respectively represent the cosine and the
sine integral function. This analytical expression is useful to understand the interplay between
the link distance and the density in the capacity scaling law. For example, if we shrink the link
distance d = 1√
λpi
, the sum spectral efficiency boils down to
CmrcΣ =
2λ
ln(2)
(pi
2
− Si
(pi
2
))
' 0.5772λ. (14)
This example shows that it is possible to obtain a linear growth of the capacity with the density,
i.e., Θ(λ), provided the link distance scales down as d = Θ
(
1√
λ
)
when Nr = 1.
Example 2: For the given link distance dk,k = d, in interference limited networks, Theorem
1 simplifies further to a single integral form as
CmrcΣ =
λα
2 ln(2)
Nr∑
n=1
(
Nr
n
)∫ ∞
0
e−u
u
(
sinc( 2α)u
λpid2
)nα
2
(
1 +
(
sinc( 2α)u
λpid2
)α
2
)Nr du. (15)
This expression provides a better understanding of the sum spectral efficiency performance than
the expression given in Theorem 1. For instance, it is possible to observe that the sum spectral
efficiency per link increases with the number of receive antennas Nr.
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Example 3: For a given set of network parameters, the MRC technique that treats all interfer-
ence as noise could be an optimal receiving strategy for a certain fraction of all communication
links. Since all communication links experience the same SNR and interference-to-noise ratio
(INR) distributions under the PPP to compute its fraction, we compute the Palm probability that
a typical receiver satisfies the condition for being scheduled by the ITLinQ scheduling algorithm
in [24]. In particular, to make this computation simple yet capturing the interplay between the
density and the number of receive antennas, we use channel hardening assumptions [31], which
essentially hold when a large number of receive antennas is used.
Suppose that, when using MRC, the kth link obtains a deterministic array gain Nr, and that
the fading power from the interferer is a constant and equals 1, for ` 6= k. Conditioned on
dk,k = d, the probability that the typical receiver satisfies the ITLinQ (destination) condition in
[24] is,
P
[√
SNRk,k ≥ INRk,k1
]
= P
[√
NrP
dασ2
≥ P
dαk,k1σ
2
]
= P
[
dk,k1 ≥
(
P
σ2Nr
)1
2α
d
1
2
]
(a)
= P
[
Φ
(
B
(
0,
(
P
σ2Nr
)1
2α
d
1
2
)
= 0
)]
= exp
(
−λpi
(
P
σ2Nr
)1
α
d
)
, (16)
where (a) comes from the fact that the probability that the distance to the nearest interferer is
greater than x > 0 equals the probability that there is no interferer in the ball with radius x. This
expression shows the benefits of MRC. For the given density, the probability that the optimality
condition of treating interference noise is satisfied increases as the number of antennas increases.
In an asymptotic sense, if we scale up the number of antennas with the density in such a way
that limλ→∞ λ
N
1
α
r
= 0, then applying MRC while treating all interference signals as noise is the
optimal strategy with high probability.
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B. Scaling Law
Although general and exact, the expression given in Theorem 1 is rather complicated, pro-
pelling the interest in more compact characterizations. Still in full generality, in this section,
we provide a lower and upper bound with a closed-form to the sum spectral efficiency, which
allows to prove the scaling law. The lower and upper bounds are derived using both Lemma 1
and the following lemma, which uses the first order moment measure of the signal power and
the interference power to establish the bounds.
Lemma 2. Let X > 0 and Y > 0 be independent non-negative random variables such that
E[X] <∞, E[ln(X)] <∞, E [ 1
Y
]
<∞, and E[Y ] <∞. Then,
log2
(
1 +
exp (E[ln(X)])
E [Y ]
)
≤ EX,Y
[
log2
(
1 +
X
Y
)]
≤ log2
(
1 + E[X]E
[
1
Y
])
. (17)
Proof: See Appendix B.
Leveraging Lemma 2, we provide the linear scaling law in networks with direct CSIR in the
following theorem.
Theorem 2 (Scaling law with direct CSIR). Assume that Nr = cλβ for some c > 0 and β ≥ 0.
Then, in the interference limited regime (σ2 = 0), the ergodic spectral efficiency of a typical link
scales with the density as follows:
CmrcΣ
λ
= Θ
(
log2
(
1 + λβ−
α
2
))
, (18)
as λ→∞.
Proof: We begin with establishing a lower bound on CmrcΣ to prove that
CmrcΣ
λ
= Ω
(
log2
(
1 + λβ−
α
2
))
.
From Lemma 2, in the interference limited regime, the sum spectral efficiency is lower bounded
as follows:
λEHk,k,dk,k,Ik
[
log2
(
1 +
Hk,kd
−α
k,k
Ik +
1
SNR
)]
≥ λEdk,k,Ik
[
log2
(
1+
eE[ln(Hk,k)]
dαk,kIk
)]
. (19)
Using the fact that Hk,k is a Chi-squared random variable with 2Nr degrees of freedom, we
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obtain
E [ln(Hk,k)] = ln(2) + ψ
(
Nr
2
)
, (20)
where
ψ(n) = −γ +
n−1∑
q=1
1
q
, (21)
with γ =
∫∞
0
ln(x)e−xdx = 0.57721566 the Euler-Mascheroni’s constant. Using the inequality
eln(2)+ψ(
Nr
2 ) ≥ Nr − 1 for all Nr > 1, we obtain
eE[ln(Hk,k)] ≥ Nr − 1. (22)
We now use Lemma 1 to obtain a lower bound. With Lemma 1, the lower bound in (19) can
be rewritten in an integral form as
λEdk,k,Ik
[
log2
(
1+
Nr − 1
dαk,kIk
)]
=
λ
ln(2)
∫ ∞
0
1
z
(
1− e−z(Nr−1))Edk,k,Ik,k [e−zdαk,kIk] dz
(a)
=
λ
ln(2)
∫ ∞
0
1
z
(
1− e−z(Nr−1))Edk,k
e− λpid2k,ksinc( 2α) z 2α
 dz
(b)
≥ λ
ln(2)
∫ ∞
0
1
z
(
1− e−z(Nr−1)) e−λpiE[d2k,k]sinc( 2α) z 2α dz
(c)
=
αλ
2 ln(2)
∫ ∞
0
e−u
u
1− e−(2sinc(
2
α))
α
2 Nr−1
(λpi(R2d+1))
α
2
u
α
2
 du
(d)
≥ λ
ln(2)
∫ ∞
0
e−u
α
2
u
1− e−(2sinc(
2
α))
α
2 Nr−1
(λpi(R2d+1))
α
2
u
α
2
 du,
= λ
2
α
log2
(
1 +
(
2sinc
(
2
α
))α
2 Nr − 1
(λpi (R2d + 1))
α
2
)
, (23)
where (a) follows from the expression for the Laplace functional of the PPP, (b) follows from
Jensen’s inequality and E
[
d2k,k
]
=
R2d+1
2
, (c) comes from the variable change in (69), and (d)
follows from the fact that e−u ≥ 2
α
e−u
α
2 for u ≥ 0 when α > 2. Using the assumption that
Nr = cλ
β , as λ goes to infinity for the given Rd, we obtain
lim
λ→∞
CmrcΣ
λ
≥ 2
α
log2
(
1 +
(
2sinc
(
2
α
))α
2
(pi (R2d + 1))
α
2
cλβ−
α
2
)
, (24)
DRAFT
16
with c > 0.
Next, we derive an upper bound on CmrcΣ to show
CmrcΣ
λ
= O
(
log2
(
1 + λβ−
α
2
))
. From Lemma
2, in the interference limited regime, the sum spectral efficiency is upper bounded as follows:
λEHk,k,dk,k,Ik
[
log2
(
1 +
Hk,kd
−α
k,k
Ik
)]
≤ λ log2
(
1+ E
[
d−αk,k
]
E[Hk,k]E
[
1
Ik
])
= λ log2
(
1+
2
(
1−R2−αd
)
(α− 2) (R2d − 1)
NrE
[
1
Ik
])
, (25)
where the last equality is due to the facts that E[Hk,k] = Nr and E
[
d−αk,k
]
=
2(1−R2−αd )
(α−2)(R2d−1)
. To this
end, we only need to compute a negative moment of the aggregated interference power. The
negative moment is computed as follows:
E
[
1
Ik
]
(a)
=
∫ ∞
0
E
[
e−uIk
]
du
=
∫ ∞
0
e
− λpi
sinc( 2α)
u
2
α
du
=
Γ
(
1 + α
2
)
sinc
(
2
α
)α
2
(λpi)
α
2
, (26)
where (a) follows from the relation E
[
1
X
]
= E
[∫∞
0
e−sXds
]
for any positive random variable
X . Invoking (26) into (25), the upper bound is given as follows:
λ log2
(
1+
2
(
1−R2−αd
)
(α− 2) (R2d − 1)
NrE
[
1
Ik
])
≤ λ log2
(
1+
2
(
1−R2−αd
)
Γ
(
1+ α
2
)
sinc
(
2
α
)α
2
(α− 2) (R2d − 1)
Nr
(λpi)
α
2
)
= λ log2
(
1+
2 (Rαd−R2d) Γ
(
1+ α
2
)
sinc
(
2
α
)α
2
(α− 2) (R2d − 1)
Nr
(λpiR2d)
α
2
)
.
(27)
As a result, since Nr = cλβ ,
lim
λ→∞
CmrcΣ
λ
≤ log2
(
1+
2 (Rαd−R2d) Γ
(
1 + α
2
)
sinc
(
2
α
)α
2
(α− 2) (R2d − 1) (piR2d)
α
2
cλβ−
α
2
)
, (28)
with c > 0. This completes the proof.
This scaling result implies that there exists a critical scaling of the number of receiver antennas
to obtain a linear growth of CmrcΣ , namely, C
mrc
Σ = Θ(λ). To obtain a linear growth of C
mrc
Σ
as the node density λ increases, the number of receive antennas should be super-linearly scaled
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up with the density like λ
α
2 . This result backs the intuition that the receiver should boost the
desired signal power more rapidly than the density to keep a constant SIR when MRC is applied.
Meanwhile, for any β with β < α
2
, the sum spectral efficiency asymptotically approaches zero
because the SIR keeps decreasing as the density increases. If we scale up the number of receive
antennas like Nr = λβ where β > α2 , then the sum spectral efficiency increases super-linearly
with the density, i.e., like Θ(λ(β − α
2
) log(λ)).
One potential concern for this scaling result with the density is that the farfield assumption
on the path loss model eventually does not hold as the density goes to infinity. This concern
can be resolved by equivalently interpreting our scaling result in terms of the average number
of interferers in the communication area, i.e., λpi(R2d − 1). When the density is small enough
to guarantee the farfield assumption with probability one (e.g., λ = 0.00005), it is possible to
increase the communication range Rd asymptotically, i.e., the average number of interferers goes
to infinity. Then, to maintain the constant transmission rate as the average number of interferers
increases, the number of receive antennas should be super-linearly scaled up with the average
number of interfering transmitters, λpiR2d in a particular way, i.e., Nr = (λpiR
2
d)
α
2 . Although this
interpretation could be helpful to understand the merits of using multiple receive antennas in
an engineering sense, we shall characterize the capacity scaling of the network in terms of the
density for the mathematical connivence in the rest of this paper.
Example 4: When the number of receive antennas does not scale with the density, i.e., β = 0,
the scaling law per link boils down to Θ
(
log2
(
1 + 1
λ
α
2
))
' Θ (λ−α2 ). This implies that the
typical user’s transmission rate goes down super-linearly with the density, and the lesser path-loss
exponent causes the more transmission rate degradation. It is worthwhile to mention that this
scaling result is more pessimistic than the well-known ad hoc capacity scaling law, Θ
(
1√
λ
)
, in
[17]. The discrepancy inherently follows from the different assumptions used in the two network
models. In our model, the link association is fixed, and there is a non-zero probability that the
nearest interferer’s location can be arbitrary close to the typical link’s receiver. Whereas, in the
ad hoc network model [17], the source and destination paris are randomly determined, and the
transmission rate per link does not depend on the density due to the interference guard region,
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when the nearest neighbor routing algorithm is applied. In the ad hoc model [17], instead of the
transmission rate per link, the capacity scaling is crucially determined by the number of hops in a
typical communication pair that is of order Θ
(
1√
λ
)
. Whereas, in our model, the capacity scaling
is decided by the transmission rate per link due to the single-hop communication constraint.
Example 5: When α = 4 and dk,k = d, in the interference limited regime, the proofs of
Theorems 1 and 2 show that the sum spectral efficiency can be approximated as
CmrcΣ '
2λ
ln(2)
{
sin
(
λpi2d2
2
√
Nr
)(
pi
2
− Si
(
λpi2d2
2
√
Nr
))
− cos
(
λpi2d2
2
√
Nr
)
Ci
(
λpi2d2
2
√
Nr
)}
. (29)
As shown in Theorem 2, if we scale up the number of receive antennas with the density as
Nr = (λpid
2)2, the sum spectral efficiency is simply given by
CmrcΣ '
2λ
ln(2)
(pi
2
− Si
(pi
2
))
' 0.5772λ. (30)
Note that this is the same expression shown in Example 1. Therefore, the role of MRC can be
interpreted as virtually reducing the link distance by boosting the direct channel gain.
Example 6: In the network, one interesting question would be to determine the link density
λ for a given set of system parameters, which maximizes the sum of spectral efficiencies. For
this, one can leverage the lower bound on the sum spectral efficiency in (23) to find the optimal
density λ? that maximizes the lower bound on the sum spectral efficiency. This is obtained as
the solution of the optimization
λ? = arg max
λ
λ log2
(
1 +
(
2sinc
(
2
α
))α
2 Nr − 1
(λpi(1 +R2d))
α
2
)
. (31)
In the high SIR regime, i.e., log2(1 + x) ' log2(x), the optimal link density is
λ? =
2sinc
(
2
α
)
(Nr − 1) 2α
pi(1 +R2d)
. (32)
This simple relationship confirms the intuition that, with MRC, the maximum link density (spatial
packing performance) increases sub-linearly with respect to the number of receive antennas.
IV. SPECTRAL EFFICIENCY WITH LOCAL CSIR
In this section, we analyze the sum spectral efficiency of networks using a successive inter-
ference cancellation method with local CSIR.
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A. Analtyical Characterization
We first present an analytical expression of the sum spectral efficiency with local CSIR in the
following theorem.
Theorem 3. The achievable sum spectral efficiency with local CSIR on the L dominant interferers
is
CsicΣ =
λ
ln(2)
∫ Rd
1
∫ ∞
0
[
1− 1
(1+zx−α)Nr
]
LI˜k(L; z)
z exp
(
z
SNR
) dz x
R2d − 1
dx, (33)
where
LI˜k(L; z) =
∫ ∞
0
e
−piλ ∫∞
r2
1
1+z−1u
α
2
du2(λpir2)L
rΓ(L)
e−λpir
2
dr. (34)
Proof: See Appendix C.
The main difference with the expression in Theorem 1 is the Laplace transform of the
aggregated interference power, which reflects the effect of interference cancellation by ZF-SIC.
To provide more intuition on the expression in Theorem 3, it is instructive to consider an example.
Example 7: When α = 4, we have a closed form expression for the Laplace transform of I˜k
in terms of a Bessel function. Conditioning on the fact that the Lth nearest interferer’s distance
is equal to r, dk,kL=r, this Laplace transform is lower bounded as
L˜I˜k(L; z)= E
[
e−zI˜k | {dk,kL =r}
]
≥ exp
(
−zE[I˜k | {dk,kL =r]
)
= exp
(
−zλpi
r2
)
, (35)
where the inequality follows from Jensen’s inequality and the last equality is due to Campbell’s
theorem. By unconditioning (35) with respect to r, we obtain
LI˜k(L; z) ≥
∫ ∞
0
exp
(
−zλpi
r2
)
exp
(−λpir2) 2(λpir2)L
rΓ(L)
dr
=
2(λpi)LzL/2
Γ(L)
BL
(
2λpi
√
z
)
, (36)
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Fig. 4. The sum of spectral efficiency achieved with local CSIR when |A| = pi5002 (m2), α = 4, Rd = 50m, P = 20 (dBm),
and σ2 = −104 (dBm).
where BL(x) denotes the modified Bessel function of the first kind. By replacing (34) into (36),
we have
CsicΣ ≥ λ
∫ Rd
1
∫ ∞
0
[
1− 1
(1+zx−4)Nr
]
2(λpi)LzL/2
Γ(L)
BL (2λpi
√
z)
z exp
(
z
SNR
) dz x
R2d − 1
dx. (37)
Since this expression involves fewer integrals, it is easier to compute. Further, we observe that,
given dk,k = x, the sum spectral efficiency improves as L increases since
2(λpi)LzL/2
Γ(L)
BL (2λpi
√
z) is
an increasing function with respect to L. This confirms the intuition that interference cancellation
improves the sum spectral efficiency.
Fig. 4 shows a comparison of the sum spectral efficiency achieved by ZF-SIC when α = 4 and
Rd = 50m. The match between analytically and numerically obtained sum spectral efficiencies is
excellent. Further, the simple lower bound expression given in (36) becomes tight as the number
of antennas increases.
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B. Scaling Law
By simplifying the exact expression in Theorem 3, we derive the scaling law of the network
with local CSIR.
Theorem 4 (Scaling law with local CSIR). Assume that Nr = cλβ for some c > 0 and β ≥ 0.
Then, in interference limited networks, the spectral efficiency of the typical link scales as
CsicΣ
λ
= Θ
(
log2
(
1 + λ
α
2
(β−1))) , (38)
as λ→∞.
Proof: We begin with the proof of C
sic
Σ
λ
= Ω
(
log2
(
1 + λ
α
2
(β−1))) by deriving a lower bound
with a closed from. Applying Lemma 2, we obtain the following lower bound on the sum spectral
efficiency achieved by ZF-SIC:
λE
[
log2
(
1 +
H˜k,k
dαk,kI˜k
)]
≥ λ log2
1+ eE[ln(H˜k,k)]
2
(2+α)
RαdE
[
I˜k
]
 , (39)
where we use the fact that E
[
dαk,k
]
=
2(Rα+2d −1)
(α−2)(R2d−1)
≤ 2
2+α
Rαd . Furthermore, from (63), we know
eE[ln(H˜k,k)] = eln(2)+ψ(
Nr
2 ). (40)
Next, we need to compute the expectation of I˜k. Conditioned on dk,kL = r, the aggregated
interference power from the disk with radius r is
E
[
I˜k | {dk,kL = r}
]
=
2piλ
α− 2r
2−α. (41)
Unconditioning with respect to the distance distribution of dk,kL given in [38], we obtain the
averaged interference power as
E[I˜k] = ErE
[
I˜k | {dk,kL = r}
]
=
2piλ
α− 2
∫ ∞
0
r2−α exp
(−2piλr2) 2(2piλr2)L
rΓ(L)
dr
=
(2piλ)
α
2 Γ(1− α
2
+ L)
(α− 2)Γ(L) . (42)
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Plugging (40) and (42) into (39), we have the lower bound
CsicΣ ≥ λ log2
1+ e[ln(2)+ψ(Nr)]
2
2+α
Rαd
(2piλ)
α
2 Γ(1−α
2
+L)
(α−2)Γ(L)
 . (43)
Since eln(2)+ψ(Nr) ≥ Nr − 1, we can rewrite the lower bound as follows:
CsicΣ ≥ λ log2
1+ 1
2
α
2 +1
(α−2)(α+2)
(Nr − 1)Γ(L)
(λpiR2d)
α
2 Γ(1− α
2
+ L)
 . (44)
To reach the scaling law, we use the following inequality in [41]
Γ(L)
Γ
(
1− α
2
+ L
) ≥ (L− α
2
)α
2
−1
, (45)
for L ≥ 1 and α ≥ 2. Since the receiver is able to cancel the L = Nr − 1 nearest interferers,
using the inequality, the lower bound is given by
CsicΣ ≥ λ log2
1+ 1
2
α
2 +1
(α−2)(α+2)
(Nr − 1)
(
Nr − 1− α2
)α
2
−1
(λpiRd)
α
2

= λ log2
1 + 1
2
α
2 +1
(α−2)(α+2)
(λβpiR2d − 1)
(
λβpiR2d − 1− α2
)α
2
−1
(λpiRd)
α
2
 , (46)
where the last equality comes from the assumption that the number of antennas can be scaled
with the density up to linearly Nr = cλβ . As the density goes to infinity,
lim
λ→∞
CsicΣ
λ
= Ω(log2(1 + λ
α
2
(β−1))). (47)
Now, let us prove C
sic
Σ
λ
= O
(
log2
(
1 + λ
α
2
(β−1))) by deriving an upper bound with a closed
from. Applying Lemma 2, in the interference limited regime, an upper bound on the sum spectral
efficiency is given by
CsicΣ ≤ λEdk,k log2
(
1 +
2
(
1−R2−αd
)
(α− 2)(R2d − 1)
NrE
[
1
I˜k
])
, (48)
where we used the facts that H˜k,k, dk,k, and I˜k are independent and E[H˜k,k] = Nr and E
[
d−αk,k
]
=
2(1−R2−αd )
(α−2)(R2d−1)
. Thus, we need to compute a negative moment of I˜k. Using the fact that E
[
1
X
]
=
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0
E[e−sX ]ds, the negative moment is
E
[
1
I˜k
]
=
∫ ∞
0
E
[
e−sI˜k
]
ds
(a)
=
∫ ∞
0
Er
[
e
−λpi ∫∞
r2
1
1+s−1u
α
2
du
]
ds
= Er
[∫ ∞
0
e−λpi
2
α−2 r
2sr−α2F1(1,1− 2α ,2− 2α ;sr−α)ds
]
(b)
= Er
[∫ ∞
0
rαe−λpi
2
α−2vr
2
2F1(1,1− 2α ,2− 2α ;−v)dv
]
=
∫ ∞
0
Er
[
rαe−λpi
2
α−2vr
2
2F1(1,1− 2α ,2− 2α ;−v)
]
dv
(c)
=
1
(2piλ)
α
2
Γ
(
Nr − 1 + α2
)
Γ(Nr − 1)
∫ ∞
0
1[
1 +
2v 2F1(1,1− 2α ,2− 2α ;−v)
α−2
]α
2
+Nr−1 dv, (49)
where (a) follows from the probability generating functional of the PPP, (b) is due to the variable
change v = sr−α and 2F1(·) denotes the Gauss hypergeometric function, (c) follows from the
distance distribution of the (Nr − 1)th nearest interferer from the kth receiver, given in [38].
Using the following inequalities:∫ ∞
0
1[
1 +
2v 2F1(1,1− 2α ,2− 2α ;−v)
α−2
]α
2
+Nr−1 dv =
∫ ∞
0
1[
1 + v
2
α
∫∞
v−
2
α
1
1+u
α
2
du
]α
2
+Nr−1 dv
≤
∫ ∞
0
1[
1 + v
2
α
]α
2
+Nr−1 dv
≤
∫ ∞
1
1
(v
2
α )
α
2
+Nr−1 dv, (50)
for α > 2 and Nr > 1, we get the upper bound on the negative moment as follows:
E
[
1
I˜k
]
≤ 1
(2piλ)
α
2
Γ
(
Nr − 1 + α2
)
Γ(Nr − 1)
∫ ∞
1
1
(v
2
α )
α
2
+Nr−1 dv
=
1
(2piλ)
α
2
Γ
(
Nr − 1 + α2
)
Γ(Nr − 1)
α
2(Nr − 1) . (51)
Plugging (51) into (48), from the fact that
Γ(Nr−1+α2 )
Γ(Nr−1) ≤ (Nr − 1)
α
2 we get the upper bound
CsicΣ ≤ λ log2
(
1 +
α
2
α
2
+1
(Nr − 1)α2
(piλ)
α
2
Nr
Nr − 1
2
(
1−R2−αd
)
(α− 2)(R2d − 1)
)
. (52)
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Assuming that Nr = cλβ , as the density goes to infinity, we get
CsicΣ
λ
= O
(
log2
(
1 + λ
α
2
(β−1))) , (53)
as λ→∞. This completes the proof.
This scaling law is remarkable in that the sum spectral efficiency improves linearly with
the density even if the number of receive antennas scales up linearly with the density. This
indicates that the linear capacity scaling law is achievable with less receive antennas than
MRC. Furthermore, when the number of antenna increases like λβ for β > 1, the sum spectral
efficiency increases super-linearly with the density with a multiplicative gain of α
2
(β−1), which
is proportional to the path loss exponent α. This multiplicative gain in the capacity scaling
comes from the performance improvements by the dominant interference cancellation. These
observations advocate that, without transmit cooperation, near-capacity-achieving point-to-point
coding is able to provide significant performance gain by an appropriate combination of strong
interference cancellation and treating weak interference as noise. A similar observation was also
made in single antenna ad hoc systems using simultaneous decoding of strong interfering signals
at receivers [39].
It is also worth to note that the scaling law attained by ZF-SIC can be obtained with a constant
rate loss when partial zero-forcing (PZF) in [26] is applied. For example, when α = 4, we choose
the number of interferers being cancelled to be Nr
2
while boosting the desired signal power using
the remaining antenna degrees of freedom Nr
2
. This case can equivalently be interpreted to the
case where receivers apply ZF-SIC with Nr
2
receive antennas.
V. EFFECTS OF ANTENNA CORRELATION AND BOUNDED PATHLOSS FUNCTION
In this section, we analyze the impact of receive antenna correlation and bounded path loss
function on the sum of spectral efficiencies and its scaling behavior when the receiver is aware
of direct CSIR.
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A. Antenna Correlation Effect
1) Correlation Model: To incorporate the effect of correlation, we model the channel vector
hk,` as
hk,` = C
1
2 h˜k,`, (54)
where C ∈ RNr×Nr denotes a receive antenna correlation matrix, which is assumed to have the
positive ordered eigenvalues {µ1, . . . , µr}, µn ≥ µm for n < m i.e., rank(C) = r with r ≤ Nr.
Further, the entries of h˜k,` are IID complex Gaussian random variables, each with zero mean
and unit variance. The eigenvalues can be different depending on the antenna structure. For
example, it has been shown experimentally that the spatial correlation matrix of a uniform linear
array antenna is well represented by the exponential model introduced in [40]. For mathematical
convenience, we assume that C is fixed and compute the ergodic rate with respect to the fadings.
This assumption is valid because the second-order statistics of C change slowly relative to the
fadings in time.
The following lemma quantifies us how the antenna correlation changes the effective fading
distributions in both the direct and the interfering links.
Lemma 3. [Fading distributions with antenna correlation] For the antenna correlation matrix
C, the fading distribution of Hk,k = |wHk hk,k|2 is the sum of independent exponential random
variables with means {µ1, . . . , µr}. Further, the fading distribution for the interfering link, Hk,` =
|wHk hk,`|2 for k 6= ` satisfies:
P [Hk,` > x] ≤ exp
(
− x
µ1
)
. (55)
Proof: See Appendix D
2) A Lower Bound: Leveraging Lemma 3, we now derive a lower bound on the sum spectral
efficiency. The corresponding upper bound is obtained when the antennas are uncorrelated, which
is given in Theorem 1.
Theorem 5. Assume that the correlation matrix C ∈ RNr×Nr has non-zero eigenvalues {µ1, . . . , µrk(C)}
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where rk(C) ≤ Nr. The sum spectral efficiency with direct CSIR is lower bounded by
CmrcΣ ≥ λ
∫ Rd
1
∫ ∞
0
(
1−∏rk(C)n=1 11+µnzx−α) e−
µ
2
α
1 λpi
sinc( 2α)
z
2
α
z exp
(
z
SNR
) dz 2x
R2d − 1
dx. (56)
Proof: The proof is direct from the proof of Theorem 1 and 2, replacing the Laplace
transforms of Hk,k and Hk,` considering the antenna correlation, which are distributed per Lemma
3.
This shows that the eigenvalues of the antenna correlation matrix affect the ergodic spectral
efficiency by changing both the desired signal power and the aggregated interference power. As
a special case, by setting µn = 1 for n ∈ {1, . . . , Nr}, we then recover the exact expression of
the sum spectral efficiency given in Theorem 1. It is interesting to observe that the performance
degrades as the condition number of the correlation matrix, κ(C) = µ1
µr
, becomes larger. This
implies that the sum spectral efficiency decreases in highly correlated antenna structures.
Fig. 5 illustrates the sum spectral efficiency when Nr = 4 according to different antenna
correlation parameters. Using the exponential antenna correlation model in [40], we define a
correlation matrix C as
C =

1 ρ ρ2 ρ3
ρ 1 ρ ρ2
ρ2 ρ 1 ρ
ρ3 ρ2 ρ 1

, (57)
where ρ denotes a correlation parameter between two adjacent receive antennas. As shown in Fig.
5, the sum spectral efficiency decreases as the antenna correlation value increases. It is notable
that in the lower density regime, the sum spectral efficiency degradation due to antenna correlation
is negligible. Whereas, in the denser density regime, the antenna correlation deteriorates the
performance.
3) Scaling Law: We derive a lower bound on scaling law when direct CSIR is known,
considering the antenna correlation effects.
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Fig. 5. The sum of spectral efficiencies achieved with direct CSIR when atenna correlation is present for |A| = pi5002, α = 4,
Rd = 50m, and SNR = 4.99513× 109.
Corollary 1 (Scaling law with antenna correlation). Assume that rk(C) = cλβ for some c > 0.
The ergodic spectral efficiency of a typical link asymptotically scales as follows:
CmrcΣ
λ
= Θ
(
log2
(
1 + λβ−
α
2
))
, (58)
as λ→∞.
Proof: The proof uses arguments similar to those of the proof of Theorem 2. Since the
interference power is changed by a constant factor µ1, it does not affect the scaling law. The
difference is in the computation of E [ln (Hk,k)] when taking the antenna correlation effect into
account. Since Hk,k is a weighted sum of exponential random variables, we can define Hk,k =∑rk(C)
n=1 µnXn where Xn is an IID exponential random variable with mean one. With this, we
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compute a lower bound on E [ln (Hk,k)] as
E [ln (Hk,k)] = E
ln
rk(C)∑
n=1
µnXn

(a)
≥ E
ln
rk (C)
rk(C)∏
n=1
µnXn
 1r


= ln(rk (C)) +
1
rk (C)
rk(C)∑
n=1
{ln(µn) + E [ln(Xn)]}
(b)
= ln(rk (C)) +
1
rk (C)
rk(C)∑
n=1
ln(µn)− γ, (59)
where (a) follows from the arithmetic geometric mean inequality and (b) follows from the fact
that Xn is Chi-squared distributed with degrees of freedom two and the definition of the Euler-
Mascheroni’s constant γ. With this, for the given Ik, a lower bound on the sum spectral efficiency
is given by
E
[
log2
(
1 +
Hk,k
Ik
)]
≥ log2
(
1 +
eE[ln(Hk,k)]
Ik
)
= λ log2
(
1 + e−γe
∑rk(C)
n=1 ln(µn)
rk(C)
rk (C)
Ik
)
. (60)
Using the same argument as in the proof of Theorem 2, it is possible to show that the lower
bound in (60) scales as limλ→∞
CmrcΣ
λ
= Ω
(
log2
(
1 + λβ−
α
2
))
. Since the upper bound corresponds
to the case of no antenna correlation shown in Theorem 2, we complete the proof of Corollary
1.
Corollary 1 demonstrates that antenna correlation does not affect the scaling law of the network
if the correlation matrix has a full rank. Nevertheless, the antenna correlation decreases the SIR
by the factor of e
∑rk(C)
n=1 ln(µn)
rk(C)
−γ compared to the uncorrelated case as observed in Fig. 5.
B. Effect of the Path Loss Function
Up to this point, we have characterized the scaling law by using the path loss function ‖x‖−α.
In this section, we analyze the impact on the achievable scaling law of using the bounded path
loss function (min {1, ‖x‖−α}). Unlike the path loss function used in the previous sections, this
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bounded path loss function ensures that the mean power of the aggregated interference is finite.
Using this bounded path loss function, we provide the scaling law in networks with direct CSIR
in the following corollary.
Corollary 2. In the interference limited regime, if Nr = cλβ with c > 0, then
CmrcΣ
λ
= Ω
(
log2
(
1 + λβ−
α
2
))
, (61)
as λ→∞.
Proof:
From Lemma 2, the sum spectral efficiency is upper bounded as follows:
λEHk,k,dk,k,Ik
[
log2
(
1 +
Hk,kd
−α
k,k
Ik
)]
≥ λ log2
(
1+
eE[ln(Hk,k)]−αE[ln(dk,k)]
E [Ik]
)
. (62)
Using the facts that Hk,k is a Chi-squared random variable with 2Nr degrees of freedom, dk,k
is uniformly distributed in a disk with radius Rd, and they are mutually independent, we obtain
the following inequality:
eE[ln(Hk,k)]−αE[ln(dk,k)] ≥ (Nr − 1)e
α
2R2
d
−α
2 . (63)
Next, we compute the mean of the interference power. Since we consider a non-singular
path loss model, the expectation of the aggregated interference power is bounded. Applying
Campbell’s theorem [33], the mean of the aggregated interference power is given by
E [Ik] =E
 ∑
dk,kj∈Φ
Hk,kj min
{
1, d−αk,kj
}
= λ2piE[Hk,kj ]
[∫ 1
0
rdr +
∫ ∞
1
r−αrdr
]
= 2piλ
(
1
2
+
1
α− 2
)
. (64)
Invoking (63) and (64) into (62), we finally obtain the lower bound
CmrcΣ ≥ λ log2
1+ (Nr − 1)e α2R2d−α2
2piλ
(
1
2
+ 1
α−2
)
 . (65)
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Since we assumed Nr = λβ , as the density goes to infinity, we get
lim
λ→∞
CmrcΣ
λ
≥ log2
1+ e α2R2d−α2
2pi
(
1
2
+ 1
α−2
)λβ−1
 , (66)
which completes the proof.
This corollary contrasts with the capacity scaling result given in Theorem 1. In Theorem 1,
we showed that the number of receive antennas should increase super-linearly with the density
to maintain the linear scaling law with the direct CSIR. Corollary 2, however, shows that the
linear scaling of the sum spectral efficiency is possible with knowledge of CSIR for the direct
links, whenever the number of receive antennas scales linearly with the density of links. These
different results show that the network performance strongly depends on the chosen path-loss
function. A similar observation was reported in recent work [42] where multi-slope path loss
functions change the coverage probability as a function of the base station density in cellular
downlink networks.
VI. CONCLUSION
We considered a network with multiple receive antennas and explored the benefits of exploiting
multiple antennas in terms of the sum spectral efficiency. Under two different CSIR assumptions,
we derived exact analytical expressions and scaling laws by deriving closed from upper and lower
bounds on the sum spectral efficiency. One major implication from our results is that the sum
spectral efficiency improves linearly with the density of links when the number of antennas
scales with the density in a particular super-linear way. This super linear growth conclusion
holds under the assumption of a power law attenuation. For the bounded attenuation, the super
linear growth can be replaced by a linear one. When local CSIR is exploited, the sum spectral
efficiency improves linearly with the multiplicative factor given by the path loss when the number
of receive antenna scales with the density in a linear way. Further, we verified that for correlated
channels, a linear scaling is still achievable with direct CSIR as long as the rank of a spatial
correlation matrix scales super-linearly with the density. These results show that using multiple
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antennas is useful in controlling interference in a distributed way; thereby providing significant
gains in the network scaling.
An interesting direction for future study would be to explore the effects of having multi-
ple antennas at transmitters. For example, the transmit array can be used for maximum ratio
transmission or to apply nulls to nearby interferers [28]. Further, by combining interference-
aware scheduling algorithms, it would also be interesting to characterize the achievable rate
when multiple antennas are used in by transmitters and receivers. Another interesting direction
is to extend the results to cellular networks by changing the direct link distance distribution
and interference guard regions appropriately. It would also be interesting to consider millimeter
wave operation where channel blockages are important and antenna arrays are used only for
beamforming [43].
APPENDIX A
PROOF OF THEOREM 1
Conditioning by dk,k = d, leveraging Lemma 1, the sum spectral efficiency of the kth link
can be written in the following integral form:
E
[
log2
(
1 +
Hk,k
dαIk +
dα
SNR
)
| dk,k, = d
]
=
1
ln(2)
∫ ∞
0
e−
dα
SNR
z
z
(
1− E [e−zHk,k])E [e−zdαIk] dz, (67)
where the expectations are taken over Hk,k and Ik. The Laplace transform of the aggregated
interference power Ik evaluated at dαz is computed as
E
[
e−zd
αIk
]
= E
[
e
−zdα∑∞=`1Hk,k`d−αk,k`]
(a)
= E
 ∏
dk,k`∈Φ
e
−zdαHk,k`d
−α
k,k`

(b)
= E
 ∏
dk,k`∈Φ
1
1 + zdαd−αk,k`

(c)
= exp
(
− λpid
2
sinc
(
2
α
)z 2α) , (68)
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where (a) follows from the independence of dk,k` and Hk,kj , (b) holds because Hk,k` is exponen-
tially distributed with unit mean ∀`, (c) follows from the probability generating functional of the
PPP and the definition of the sinc function. Plugging (68) into (67), we obtain the conditional
spectral efficiency of the kth link as
E
[
log2
(
1 +
Hk,k
dαIk +
dα
SNR
)
| {dk,k, = d}
]
=
1
ln(2)
∫ ∞
0
e−
dαz
SNR
z
(
1−E[e−zHk,k]) e− λpid2sinc( 2α) z 2α dz
(a)
=
α
2 ln(2)
∫ ∞
0
e−
dα
 sinc( 2α)u
λpid2

α
2
SNR
u
1−E
e−
(
sinc( 2α)u
λpid2
)α
2
Hk,k

 e−udu
(b)
=
α
2 ln(2)
∫ ∞
0
e−
 sinc( 2α)uλpi

α
2
SNR
u
1−
1(
1 +
(
sinc( 2α)u
λpid2
)α
2
)Nr
 e−udu
(c)
=
α
2 ln(2)
∫ ∞
0
e
−(
sinc( 2α)u)
α
2
(λpi)
α
2 SNR
−u
u
∑Nr
n=1
(
Nr
n
)( sinc( 2α)u
λpid2
)nα
2
(
1 +
(
sinc( 2α)u
λpid2
)α
2
)Nr du, (69)
where (a) follows from the variable change:
u =
λpid2
sinc
(
2
α
)z 2α , (70)
(b) is due to the fact that Hk,k is distributed like a Chi-squared with 2Nr degrees of freedom,
and (c) follows from the binomial expansion. Using the distribution of dk,k, which is uniformly
distributed in the area of annulus with inner radius 1 and outer radius Rd, we obtain
E
[
log2
(
1 +
Hk,kd
−α
k,k
Ik +
1
SNR
)]
=
α
2 ln(2)
∫ Rd
1
∫ ∞
0
e
−(
sinc( 2α)u)
α
2
(λpi)
α
2 SNR
−u
u
∑Nr
n=1
(
Nr
n
)( sinc( 2α)u
λpid2
)nα
2
(
1 +
(
sinc( 2α)u
λpid2
)α
2
)Nr du 2rR2d − 1dr. (71)
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This completes the proof.
APPENDIX B
PROOF OF LEMMA ??
Proof: The proof relies on Jensen’s inequality. We first focus on the lower bound. Using
the facts that X and Y are independent and log2
(
1 + a
Y
)
for all a > 0 is a convex function with
respect to Y , we obtain a lower bound as
EX,Y
[
log2
(
1 +
X
Y
)]
≥ EX
[
log2
(
1 +
X
E[Y ]
)]
. (72)
Since log2
(
1 + beX
)
is a convex function with respect to X for b > 0, we apply Jensen’s
inequality again, which yields
EX,Y
[
log2
(
1 +
X
Y
)]
≥ log2
(
1 +
exp (E[ln(X)])
E[Y ]
)
. (73)
This completes the proof of the lower bound.
Next, we prove the upper bound. Since log2(1 + aX) is a concave function with respect to
X > 0 for all a > 0, we obtain the upper bound
EX,Y
[
log2
(
1 +
X
Y
)]
≤ log2
(
1 + E[X]E
[
1
Y
])
, (74)
which completes the proof.
APPENDIX C
PROOF OF THEOREM 3
We prove Theorem 3 by leveraging Lemma 1. From Lemma 1, conditioned dk,k = d, we
rewrite the sum spectral efficiency in terms of the Laplace transforms of H˜k,k and I˜k as
E
[
log2
(
1+
H˜k,kd
−α
I˜k +
1
SNR
)
| {dk,k=d}
]
=
1
ln(2)
∫ ∞
0
e−
z
SNR
z
(
1− E
[
e−zH˜k,kd
−α | {dk,k=d}
])
E
[
e
−z∑∞j=L+1 H˜k,kj d−αk,kj ] dz. (75)
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Since the Laplace transform of H˜k,k is
E
[
e−zH˜k,kd
−α | {dk,k=d}
]
=
1
(1 + dαz)Nr
, (76)
we only need to compute the Laplace transform of I˜k for the given L, which yields,
LI˜k(L; z) = E
[
e
−z∑∞j=L+1Hk,kj d−αk,kj ]. (77)
Conditioning on the fact that the Lth nearest interferer’s distance is equal to r, i.e., dk,kL=r, the
Laplace transform is computed as
L˜I˜k(L; z)= E
[
e
−z∑∞j=L+1 H˜k,kj d−αk,kj | {dk,k` =r}
]
= E
 ∏
dk,kj∈Φ/B(0,r)
1
1 + zd−αk,kj
| {dk,k` = r}

= exp
(
−piλ
∫ ∞
r2
1
1 + z−1u
α
2
du
)
. (78)
By unconditioning (78) with respect to r using the distribution in [38], we obtain the Laplace
transform of the aggregate interference power as
LI˜k(L; z) = Edk,kL
[
L˜I˜k(L; z)
]
=
∫ ∞
0
e
−piλ ∫∞
r2
1
1+z−1u
α
2
du2(λpir2)L
rΓ(L)
e−λpir
2
dr. (79)
Invoking (77) and (79) into (75), the conditional spectral efficiency of the kth link can be
rewritten as
E
[
log2
(
1+
H˜k,kd
−α
I˜k +
1
SNR
)
| {dk,k=d}
]
=
1
ln(2)
∫ ∞
0
e−
z
SNR
z
{
1− LH˜k,k(d; z)
}
LI˜k(L; z)dz. (80)
Using the fact that dk,k is uniformly distributed in a disk with radius Rd, i.e., fdk,k(x) =
2x
R2d
for
1 ≤ x ≤ Rd, we finally obtain the result in Theorem 3, which completes the proof.
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APPENDIX D
PROOF LEMMA 3
Proof: When the kth receiver employs the MRC strategy w∗k =
hk,k
‖h∗k,k‖2
, the effective channel
gain can be written as
Hk,k = ‖w∗khk,k‖22
=
|h˜∗k,kC1/2C1/2h˜k,k|2
‖C1/2h˜k,k‖22
= h˜∗k,kCh˜k,k. (81)
Using the egienvalue decomposition of C, which gives C = UΛU∗, (81) can be rewritten as
Hk,k = h˜
∗
k,kUΛUh˜k,k
= h¯∗k,kΛh¯k,k
=
r∑
n=1
µn|h¯k,k(n)|2, (82)
where the second equality follows from the definition of h¯k,k = Uh˜k,k. Since a unitary trans-
form does not change the distribution of elements, the nth element of h¯k,k, h¯k,k(n), is also
CN (0, 1). The last equality follows from the fact that Λ is a diagonal matrix with the entries
{µ1, . . . , µr}. As a result, Hk,k is distributed as the sum of exponential random variables with
means {µ1, . . . , µr}.
Next, we characterize a simple upper bound on the distribution of Hk,`. With the MRC
decoding strategy, the fading power for the interfering link Hk,` is
Hk,` = ‖w∗khk,`‖22
=
|h˜∗k,kC
1
2 C
1
2 h˜k,`|2
‖C 12 h˜k,k‖22
=
|h¯∗k,kΛh¯k,`|2
h¯∗k,kΛh¯k,k
, (83)
where the last equality follows from the change of basis h¯k,k = Uh˜k,k and the distribution
invariance of the unitary transformation. By selecting h¯k,k as the unit norm vectors [1 0 · · · 0]T ,
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this fading power is upper bounded as
Hk,` ≤ µ1|h¯k,`(1)|2. (84)
Since |h˜k,`(1)|2 is distributed as an exponential random variable with mean one, the comple-
mentary cumulative distribution function (CCDF) of the fading power Hk,` is upper bounded
as
P [Hk,` > x] ≤ exp
(
− x
µ1
)
. (85)
Consequently, under antenna correlation scales, the mean of Hk,` is upper bounded by the
maximum eigenvalue of the correlation matrix. This completes the proof.
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