The human ability to imagine the variety of appearances of novel objects based on past experience is crucial for quickly learning novel visual concepts based on few examples. Endowing machines with a similar ability to generate feature distributions for new visual concepts is key to sample-efficient model generalization. In this work, we propose a novel generator architecture suitable for feature generation in the zero-shot setting. We introduce task-aware deep sampling (TDS) which injects task-aware noise layer-by-layer in the generator, in contrast to existing shallow sampling (SS) schemes where random noise is only sampled once at the input layer of the generator. We propose a sample-efficient learning model composed of a TDS generator, a discriminator and a classifier (e.g., a soft-max classifier). We find that our model achieves state-of-the-art results on the compositional zero-shot learning benchmarks as well as improving upon the established benchmarks in conventional zero-shot learning with a faster convergence rate.
Introduction
Machine vision systems have achieved great success in a range of applications [11, 15, 16] over the past years. However, they often rely on large-scale training data which is costly and sometimes even impossible to annotate. Furthermore, even when there is substantial data, skew in the labels can result in limited data for some classes [6, 20] . Enabling machine vision systems to synthesize features for novel visual concepts (e.g., categories, attribute-object pairs) alleviates issues of data scarcity and imbalance and can help classifiers generalize in low-shot regimes [14, 37, 39, 7, 9] .
Generative adversarial networks (GANs) [12] have been used to generate image features of novel concepts and/or to augment imbalanced training data [37, 39, 7] . These generators have the potential to generate useful image features and improve model generalization given a few exemplar images (few-shot), or using only task descriptions (additional information to describe the image categories, e.g., attributes or attribute-object pairs; each category is associated with one task description) with no images (zero-shot). However, existing work focuses on loss designs [7, 9] and adopts generators which sample the random noise shallowly, only once at the input layer of the generator conditioned on the task (Figure 1 left) . To capture the target data distribution, the generator, which is usually composed of multiple fully connected (FC) or convolutional layers, is required to transform the initial random distribution to the target data distribution. Given that the target data distribution is often multimodal and high dimensional, the generators usually need complex designs (e.g., self-attention [44] ) and are hard to converge [4, 13] .
In this work, we rethink the data sampling procedure of conditional feature generators and propose a novel task-aware deep sampling (TDS) generator design (Figure 1 right) . TDS is built on top of two main innovations: deep sampling and multi-step task conditioning. We sample a new set of random noise conditioned on the input task description (i.e., task-aware noise) at each level and inject the task-aware noise to the generator layer-by-layer, enabling deep sampling with multi-step task conditioning, in contrast to shallow sampling where random noise is only sampled once at the input layer (Figure 1 left) ; this allows for local data sampling at each level and leads to faster convergence as we show in the later section. This iterative deep sampling procedure is motivated by the classic Markov Chain Monte Carlo (MCMC) sampling [3] , which is widely used to create samples from multi-modal high dimensional data distributions. In addition, task-aware noise helps the generator create samples from a task-adaptive distribution rather than from a distribution unconditioned on the task (i.e., unconditioned deep sampling (UDS) in Figure 1 middle); this provides direct injection of task information at each level, which we find improves the model performance in practice.
We develop a zero-shot learning model composed of our TDS generator, a discriminator and a classifier (e.g., a simple soft-max classifier or a meta-learning approach) as illustrated in Figure 2 . Our key innovation is the TDS generator design; we keep the same discriminator designs as the existing work [39, 31, 41] . Furthermore, the proposed TDS generator is general, as it can be easily incorporated into other zero-shot feature generation networks; e.g., we show performance improvements using TDS with the CLSWGAN [39] model.
To evaluate our method, we conduct extensive experimental studies on the compositional zero-shot classification task of object-attribute categories on three benchmark datasets (MITStates [17] , UTZappos [42] and StanfordVRD [21] ) and conventional zero-shot learning on the Caltech-UCSD-Birds 200-2011(CUB) [35] and Oxford Flowers (FLO) [27] datasets. Our results show that TDS achieves state-of-the-art performance on compositional zero-shot learning and improves performance of existing methods on established zero-shot benchmarks. In addition, we compare the TDS generator with several alternative generator designs to analyze the deep sampling and multi-step task conditioning.
Related work
Our key innovation is the generator design, which is related to conditional GANs [23, 31, 41] , an important family of GANs. Mirza and Osindero [23] first proposed conditional generative adversarial nets to generate MNIST digits conditioned on class labels. Recent work [31, 45, 39, 41 ] adopts text and attributes as the task information for image or feature generation. Generators in this work adopt shallow sampling, where random noise is sampled once at the input layer of the generator. In contrast, we adopt task-aware deep sampling, where task-aware noise is injected layer-by-layer to the generator. In the contemporary work StyleGAN [18] , Karras et al. propose a style-based generator architecture using a constant input to the generator and injecting layer-wise unconditioned noise to the generator similar to UDS (Figure 1 middle) , showing improvement in image generation.
Our zero-shot learning model is related to data hallucination [37, 14, 9] and feature generation [39, 5, 7] work in zero-shot learning (ZSL) and few-shot learning (FSL). GAN-based feature generation networks are adopted to generate synthetic features for novel concepts and/or to augment imbalanced training data, which improves model generalization. Our model is similar to the existing work which is also composed of a generator, a discriminator and a classifier [39, 7, 9] ; we focus on the generation design while the existing work emphasizes on the loss function designs.
We mainly evaluate our model on the compositional zero-shot learning (CZSL) of attribute-object categories, a special case of zero-shot learning recently proposed by Misra et al. [24] . In CZSL, each visual concept (category) is represented by a attribute-object pair (e.g., red elephant, modern city, etc.) or a subject-predicate-object (SPO) triplet (e.g., person ride horse, dog on grass, etc. SPO triplet is used in the StanfordVRD dataset). Similar to ZSL, images of only a subset of compositions are labeled during training and the model is learned to recognize unseen object-attribute compositions during inference. The compositionality and the contextual nature of the task makes it interesting for compositional reasoning and sample efficient learning. Prior approaches either focus on the task-aware embedding learning of the image features [36] or metric-learning of the object-attribute pairs and the image features [24, 25, 26] . In contrast, we use TDS to generate synthetic features of the unseen object-attribute pairs and train a classifier on the synthetic data, which is complementary to the existing approaches.
Feature generation via task-aware deep sampling
Learning good feature embeddings for images often requires substantial amount of training data and annotations; however, large-scale datasets are often expensive or even impossible to collect and annotate in practice. In this work, we aim to examine designs of feature generators for generating synthetic features conditioned on the task descriptions. The generators can be further used to train the classifiers in the limited data setting. We introduce a novel task-aware deep sampling (TDS) approach to construct the feature generator, including two key designs: deep sampling and multi-step task conditioning. We will describe the TDS design in more details in Section 3.1. The TDS feature generator, together with a discriminator and a classifier, compose of our zero-shot learning model ( Figure 2 ). In Section 3.2, we introduce the overall model structure and the training objectives.
Task-aware deep sampling
We first describe the setup. We are given a dataset D = {x, y, t y |x ∈ X ⊂ R dx , y ∈ [0, 1, ..., S − 1], t y ∈ T ⊂ R dt }, where x are the image features extracted from the pre-trained CNN models (e.g., ResNet [16] ), y are the class labels and t y is the task description of the category y. In the zero-shot learning setting, two disjoint sets of class labels (i.e., seen classes and unseen classes) together with the associated task descriptions are available for training and testing and only the image features of the seen classes are available for training. The feature generator G generates image featuresx by sampling random noise z ∼ N (0, 1) conditioned on the task descriptions, that is,x = G(z, t y ). We omit the subscript y below for simplicity.
In the generator design, there are two main factors: noise sampling and task conditioning. Many prior works [39, 31, 41] use both the random noise z and the task description t as the inputs to the generator G, as illustrated in Figure 1 (left). We refer this procedure as shallow sampling with single-step task conditioning, because the noise is sampled unconditionally only once at the input layer of the generator and the task condition is injected by concatenation in one single step. In contrast, we propose task-aware deep sampling (TDS) with deep sampling and multi-step task conditioning.
Deep sampling. Our first innovation is to replace shallow sampling with deep sampling where multiple sets of random noise are sampled and injected to the generator G layer-by-layer. Instead of sampling the random noise at the input layer, we only use the task description t as the input to the generator and at each layer, an additional set of random noise z ∼ N (0, 1) is sampled and injected to the generator as illustrated in Figure 1 (middle). Intuitively, the mapping from the space of the task descriptions T to the image feature space X works as a "short-cut" and at each layer of the generator, a new set of random noise is sampled and injected to the generator, which progressively creates samples from the local distribution at each level along the "shot-cut". One can also draw an analogy to the classic Markov Chain Monte Carlo (MCMC) method [3] , which adopts an iterative sampling procedure and is widely used for sampling multi-modal and high dimensional distributions.
Multi-step task conditioning. Another key aspect of our proposed generator structure is multi-step task conditioning. We inject the task information multiple times, not just once. In unconditioned deep sampling (UDS) shown in Figure 1 (middle), the sampled noise z, transformed by a multilayer 
Figure 2: Our overall model is composed of a TDS generator, a discriminator and a classifier. The TDS generator is used to generate synthetic features of the novel categories to augment the imbalanced training data. The classifier, which can be a simple soft-max classifier or a more advanced meta-learning method, is trained on the augmented datasets to make predictions over both seen and unseen categories.
network E n to adjust the scale and variance, is added to each feature layer of the generator. The injected noise is independent of the task description (referred as unconditioned noise). As the distribution transformation proceeds at each level of the generator, the initial task description gets vague and the generator may create samples that are irrelevant to the given task. Also, the variance of feature distributions of different tasks may be different. Therefore, we propose multiple-step task conditioning by injecting task-aware noise at each level to the generator, namely task-aware deep sampling (TDS), as illustrated in Figure 1 (right). To construct the task-aware noise, we first transform the task description t with a multilayer subnetwork E t for normalization and rescaling and then multiply the transformed task description E t (t) with the unconditioned noise E n (z). In the experiments, we find that task-aware noise is clustered based on the tasks while the unconditioned noise follows the same distribution across different tasks.
In summary, the task-aware deep sampling (TDS) generator includes deep sampling and multi-step task conditioning. In the next section we will discuss how the generator can be utilized in a zero-shot learning model pipeline and generate synthetic features for unseen classes.
Overall model structure and objectives
Our overall model pipeline is composed of the TDS generator G, a discriminator D and a classifier C as illustrated in Figure 2 . The discriminator is used during training to distinguish whether the input feature is real or fake while the classifier is used for multi-class classification, mapping the image features into the unseen categories (both seen and unseen categories in generalized ZSL).
To train the model, we extend the improved WGAN-GP [13] by integrating the task descriptions t to both the generator and the discriminator. The extended WGAN loss can be defined as
where φ(t) is a subnetwork (a FC network or an identity function) to transform the task description,
The first two terms approximate the Wasserstein distance and the third term is the gradient penalty which enforces the gradient of D to have unit norm along the linear interpolation of the real and the generated feature pair. We use λ gp = 10 in our experiments following [13, 39] .
The WGAN loss does not guarantee the generated features are well-suited for training the classifier. Similar to [39, 7] , we introduce an additional classification loss defined as
wherex = G(z, t) and y is the class label ofx. P (y|x; θ) is the conditional probability predicted by the classifier C parameterized by θ. In contrast to [39, 7] which using a pre-trained classifier, our classifier is jointly trained with the generator with the synthetic features generated on the fly.
We also introduce a regression loss term to regularize the generated features of the seen classes to be close to the real image feature samples. We use a mean squared loss defined as
where x is a sample image feature from the class y. Intuitively, this regularization term helps the synthetic features to model the cluster center of the seen features softly and better capture the statistics of the target distribution. The overall objective is
and we adopt λ = 0.01 and µ = 10 if not specified. All three parts of the model, the generator, discriminator and the classifier, are trained in an end-to-end manner.
Experiments
In this section, we present the experimental evaluation of TDS on compositional zero-shot learning and conventional zero-shot learning. The appendix provides an extension of our model to fewshot learning. Our approach achieves the state-of-the-art results on the compositional zero-shot classification of attribute-object pairs on three benchmark datasets, which we describe below in Section 4.1. In the same sub-section, we also present an ablation study of the generator designs. In Section 4.2, we utilize the proposed TDS generator in the existing zero-shot learning framework CLSWGAN [39] , observing improved classification accuracy and faster convergence.
Compositional zero-shot learning
Task setup. Compositional zero-shot learning (CZSL) aims to learn a classifier to recognize unseen visual concepts (i.e. categories). The visual concepts are represented by attribute-object pairs (e.g., red apple, modern city) or subject-predicate-object (SPO) triplets (e.g., people walk dog, phone on table). The compositional zero-shot learning datasets (e.g., MITStates [17] , UTZappos [42] ) provide an vocabulary of attributes a ∈ A and objects o ∈ O and t = (a, o) is the task description to represent the visual concept/category. Image features of only a subset of attribute-object composition are available during training and the model is evaluated on the image features of unseen compositions during testing. CZSL can be viewed as a special case of the conventional zero-shot learning, but more challenging given the composable and contextual nature noted by [24] .
Datasets. We conduct experiments on three datasets: MITStates [17] , UT-Zappos [42] and StanfordVRD [21] . For MITStates, each image is associated with an attribute-object pair (e.g., modern city, sunny valley, etc.) as the label. The model is trained on 34K images with 1,292 labeled seen pairs and tested on 34K images with 700 unseen pairs. The UT-Zappos dataset is a fine-grained datasets where each image is associated with a material attribute and shoe type pair (e.g. leather slippers, cotton sandals, etc.). There are 16 different attribute classes and 12 object classes. Following [25] , images of 83 pairs are used for training and a disjoint set of images of 33 pairs are used for testing. For StanfordVRD, the visual concept is represented with an SPO (subject, predicate, object) triplet such as person wears jeans, elephant on grass, etc. The dataset has 7,701 SPO triplets and 1,029 of them are seen only in the test set. Similar as [24] , we use the ground-truth bounding boxes and treat the problem as classification into SPO tuples rather than detection.
Experimental details. In the experiments, we extract the image features with ResNet-18 and ResNet-101 [16] pretrained on ImageNet following [24, 25, 36] and also include the more recent DLA-34 and DLA-102 [43] for benchmarking. We report the top-1 accuracy of the unseen compositions following [24, 36, 26] . We use Glove [28] to convert the attributes and objects into 300-dimensional word embeddings. The word embeddings of attributes and objects are transformed by two 2-layer FC networks φ a and φ o with the hidden unit size of 1024 and φ(t) is the concatenation of φ a (a) and φ o (o) used as input to both the generator and the discriminator. We use a soft-max classifier for classification. The discriminator is a 3-layer FC networks with the hidden size of 1024. For the generator, we use a 4-layer FC network where the hidden unit size of the first three layers is 2048 and the size of the last layer matches the dimension of the target feature dimension. E t is a single layer FC network with no bias and the hidden size matches the corresponding feature layer size of the generator. E n is a 2-layer FC network where the hidden unit size is 1024 in the first layer and matches the corresponding feature layer size of the generator in the second layer. We adopt the Adam [19] optimizer with an initial learning rate of 10 −4 (10 −5 for the embedding network φ). We decrease the learning rate by 10 at epoch 30 and train the network for 40 epochs in total and report the accuracy of the last epoch. The batch size is 128. Quantitative results. We present the top-1 accuracy of the unseen attribute-object pairs (or SPO triplets) in Table 1 following [24, 25, 26, 36] . Redwine [24] and AttOperator [25] are metric-learning based approaches which compare the similarity of the image embeddings and the task embeddings 1 . GenModel [26] adopts a reconstruction loss in the objective function when learning the feature representation and TAFE-Net [36] learns a task-aware feature embeddings for a shared classifier. Our classifier is directly trained on the synthetic image features of the unseen compositions and at testing time, only the real image features of the unseen compositions are fed into the classifier, not combined with the task descriptions as the existing approaches do. As we can see from Table 1 , our TDS model achieves state-of-the-art results on all three datasets with four different image feature extractors. In particular, we observe over 2% improvements over the prior-art GenModel on MIT-States and TAFE-Net on StanfordVRD.
Deep sampling and mulit-step task conditioning. We analyze the two innovations: deep sampling and multi-step task conditioning with two additional variants: shallow sampling with multi-step task conditioning (SS-MTC) illustrated in Figure 3 . SS-MTC+ adds task information every layer to the generator and SS-MTC * adopts an affine transformation of the features conditioned on the task at each level inspired by FiLM [29] and TAFE-Net [36] . In Table 2 , we present the top-1 accuracy of the unseen compositions on the three datasets using ResNet-18 as the feature extractor. We observe that both SS-MTC+ and SS-MTC * have better performance than the vanilla shallow sampling (SS) with single step task conditioning and SS-MTC * has stronger performance than SS-MTC+ given the more complex transformation. For deep sampling, we find the unconditioned deep sampling (UDS) is better than SS, where both of them are using single step task conditioning. In all cases, the proposed TDS, which utilizes both deep sampling and multi-step conditioning, achieves the best results among all the considered variants. Figure 4 : T-SNE visualization of the unconditioned noise used in UDS (left) and task-aware noise injected in the last layer of TDS (right) of 33 unseen attribute-object compositions on UT-Zappos. The task-aware noise is clustered based on the task while the unconditioned noise is mixed in one cluster. Visualization of task-aware noise. TDS is different from UDS mainly because of the injection of task-aware noise, which allows for sampling from a task-adaptive distribution. In Figure 4 , we visualize the noise injected to the last layer of the generator in UDS and TDS with t-SNE [22] of the 33 unseen compositions on UT-Zappos. We can observe from the figure that the task-aware noise is clustered based on the task while the unconditioned noise is mixed in one cluster.
Loss ablation. We introduce a regression loss term L mse in our objective function. As shown in Table 3 , the accuracy drops significantly if the L mse is removed. We conjecture that this regularization helps the synthetic features to capture the statistics (e.g., centroid) of the target data distribution quickly so useful features are generated at an earlier stage during training to help train the classifier.
Zero-shot learning
In this section, we evaluate our model in both conventional zero-shot learning (ZSL) and generalized zero-shot learning (GZSL) on two benchmark datasets: Oxford Flowers (FLO) [27] and Caltec-UCSD-Birds 200-2011(CUB) [35] . Feature generation based methods have already been used in these settings, e.g., CLSWGAN [39] , which has a similar model as ours (a generator, a discriminator and a classifier). We investigate the generalizability of our TDS generator by replacing the existing generator in CLSWGAN with TDS while keeping the discriminator, the classifier and the loss function the same as CLWGAN. We find simply replacing the generator in CLSWGAN improves the prediction accuracy in both ZSL and GZSL and obtains faster convergence rate than the original CLSWGAN.
Datasets. CUB contains 11,788 images from 200 different types of birds annotated with 312 attributes. FLO has 8,189 images from 102 different types of flowers and following [39] , we use the fine-grained visual descriptions collected by Reed et al. [30] and extract 1024-dimensional semantic embeddings as the task descriptions. Following [40, 38, 1] , the image features are extracted by the pretrained ResNet-101 [16] .
Experimental details. Our implementation is based on the official code 2 of CLSWGAN. For fair comparison, we also keep the same hidden unit size in the generator as CLSWGAN and set the embedding network φ(t) as the identity function to keep consistency. We use the same hyperparameters as CLSWGAN for training except that we simplify the training schedule by reducing the learning rate by 10 every 30 epochs and train the network for 60 epochs for all experiments where CLSWGAN has different training epochs designed for different datasets in ZSL and GZSL settings. Quantitative results. We consider both the ZSL and GZSL settings in our evaluation. In ZSL, we report the average per class top-1 accuracy. In GZSL, we use the average per class top-1 accuracy of both unseen u and seen classes s, and the harmonic mean h = 2 × (u × s)/(u + s). In Table 4 , we list the performance of major baselines (DEVISE [8] , SJE [2] , LATEM [38] , ESZSL [32] , ALE [1] and SP-AEN [5] ) on FLO and CUB for reference and use CLSWGAN for main comparison. For both CLSWGAN and our method, we repeat 50 runs and report the mean accuracy and the standard deviation. As we observe from the table, our method is able to improve the prediction performance of CLSWGAN on the two datasets in both ZSL and GZSL with minimal hyper parameter tuning.
Faster convergence. We also observe that our model converges faster than CLSWGAN. In Figure 5 , we plot the test accuracy of FLO and CUB under the ZSL setting at every training epoch. Our approach converges at around 30 epochs on FLO and 15 epochs on CUB while CLSWGAN converges at around 40 epochs on both FLO and CUB. We conjecture this is because of deep sampling which allows for local data sampling at each layer of the generator along a fixed mapping from task descriptions to target image features instead of a global transformation from the initial random distribution to the target data distribution, and thus is easier to optimize.
Conclusion and future work
In this paper, we proposed a task-aware deep sampling (TDS) method to construct conditional feature generators, which produce synthetic features of novel visual concepts that can be used to train the classifiers in the zero-shot learning setting. There are two key designs in TDS, deep sampling and multi-step task conditioning, in contrast to the widely adopted shallow sampling with single-step task conditioning. TDS achieves state-of-the-art results on the compositional zero-shot learning task and improves established benchmark in conventional zero-shot learning. Extensive ablation study indicates that the proposed TDS method can not only improve the prediction accuracy but lead to faster convergence. In addition, an extension of our model can be applied in few-shot learning and we provided some initial results in the appendix. We believe TDS also has potential in other applications, e.g., image synthesis, and we leave these studies for future work. [14] . We use the top-5 accuracy of the novel classes, base classes and all classes as the evaluation metrics. We consider extremely low shot setting where n (the number of examples per novel class) is set to 1, 2 and 5. At each setting, we repeat 5 runs and report the average accuracy as [14, 37] . We keep the training hyper-parameters the same as Hariharan et al. [14] .
Baselines. We consider the simple logistic regression model as our meta classifier as Hariharan et al. [14] and also the widely used Matching Network (MN) [34] . For experiments with MN, we directly augment the novel classes with trained TDS with logistic regression classifier during meta testing. During meta training, the MN model is trained the same as the original model on C 1 base and C 2 base without the feature generator. The goal is to evaluate whether the generated synthetic features are transferrble across different meta learning backbones. For comparison with other meta-learning backbones (e.g., PN [33] , PMN [37] , FewShotWithoutForgetting [10] ) and the recent work [9] which focuses on GAN loss function study not the generator design, we leave it for further study given the time limit.
Quantitative results. We provide the evaluation results in Table 5 . As we can see from the table, our model is able to improve the original logistic regression model by roughly 15 points and the hallucination approach in Hariharan et al. [14] by 5 points for one-shot accuracy of the novel classes. Moreover, directly augmenting the generated synthetic features during meta testing can improve the original MN by 2 points. This indicates the generated features have the potential to generalized across different meta learning backbones. 
A.2 Compositional zero-shot learning
In this section, we provide additional evaluation on the choice of µ which controls the weight of L mse . We use grid search to determine the value of µ and we plot the top-1 accuracy of unseen compositions Figure 6 (the value of µ is plotted in log 10 basis in the plot). We find the prediction accuracy increases when we increase µ and the performance starts to saturate or drop after µ = 10. We, therefore, use µ = 10 in our experiments.
