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Abstract
This paper outlines a statistically principled approach to clustering one dimensional
data. Given a dataset, the idea is to fit a density function that is as simple as
possible, but still compatible with the data. Simplicity is measured in terms of a
standard smoothness functional. Data-compatibility is given a precise meaning in
terms of distribution-free statistics based on the empirical distribution function.
The main advantages of this approach are that (i) it involves a single decision-
parameter which has a clear statistical interpretation, and (ii) there is no need to
make a priori assumptions about the number or shape of the clusters.
Key words: Clustering, cluster-validation, histogram segmentation,
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1 Introduction
Clustering still is the mainstay of unsupervised learning and as such there is
no shortage of methods and algorithms. Nevertheless, it remains a challenging
problem as there is no general consensus on how the number and shape of
clusters should be determined. For instance, fitting a mixture of Gaussians is a
popular choice of methodology. However, there is no guarantee that this model
is appropriate for the data at hand, e.g. the underlying distribution might be
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exponential. Moreover, even if Gaussians turn out to be a good choice, one
still needs to take recourse to ad-hoc procedures to estimate the number of
components in the mixture. There is therefore room for improvement and
in this paper we propose a statistically principled approach to the problem
for 1-dimensional data. Admittedly, this setting is rather restrictive, it is,
however, not without merit: There are many situations in which histograms
of 1-dimensional data are generated which need partitioning by grouping data
based on local density-minima. In this context, the proposed method can be
seen as a principled way to extract data-driven thresholds.
In essence, the method we propose is a computationally tractable version
of Occam’s Razor: Select the simplest density that is still compatible with
the data. Compatibility is measured by statistically comparing the empirical
distribution function for the data with the cumulative distribution of the pro-
posed density. The amount of deviation between these two can be measured
in precise probabilistic terms and a clear-cut quantitative decision criteria can
be formulated.
The proposed solution is valid for 1-dimensional (numerical) data only as
it hinges on the natural total ordering that exists on the real numbers. As
such a total ordering is lacking for more-dimensional data, the algorithms
detailed below cannot be implemented. Nevertheless, such data are amenable
to cluster-methods that adhere, if not to the same algorithms, at least to
the same philosophy. How to proceed in such a case will be expounded in an
follow-up paper. For now however, we focus on the one-dimensional case.
2 Overview and Outline of Clustering Method
2.1 Brief overview of density estimation methods
Due to lack of space, this overview is kept as concise as possible and intended
only to elucidate the connection between our proposal and the extensive class
of established standard approaches to the problem. For more information on
alternative techniques for clustering and density estimation, we refer the reader
to excellent texts such as [5,8].
A first class comprises the parametric methods of which Gaussian Mixture
Models (GMM) are the best-known exponent. The latter approach performs
superbly if and when the number of constituent Gaussian clusters is known,
for then the EM algorithm [4] can be used to estimate the remaining number of
parameters. However, additional (and often ad-hoc) criteria must be invoked
to estimate the actual number of clusters.
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Non-parametric methods constitute an alternative approach in which no
a priori assumption about the underlying density is put forward. In kernel
density estimation, the dataset is convolved by a kernel-function (again of-
ten a Gaussian) and the overall shape of the density is determined by the
characteristic width of the kernel function. Now the problem is one of picking
the appropriate kernel-width for which there are a number of theoretical re-
sults (e.g. Parzen windowing). However, they do depend on knowledge about
the shape of the density, hence creating a recursion problem. Moreover, in
many cases better results are obtained if the width of kernel-function is made
location dependent. But this further complicates the parameter estimation
problem.
Spline smoothers comprise another class of non-parametric density estima-
tors. Most frequently, these appear under the guise of a penalized smoothing
functional where for a set of observations (xi, yi), one needs to construct the
density f that minimizes the functional:
Ψλ(f) =
∫
(f ′′(x))2 dx+ λ
∑
(yi − f(xi))2. (1)
Notice however, that this functional (and hence the solution) depends on the
weight-factor λ which only has a handwaving interpretation in terms of the
relative importance of both penalty terms. As it turns out, the method that
we propose in this paper is closely related to this penalized approach but ex-
changes the vagueness of the λ-parameter for an alternative with crisp prob-
abilistic definition. In addition, there are some further subtle differences for a
discussion of which we refer the interested reader to technical reports at [11].
2.2 Outline of Proposed Method
In order to be as general as possible, we make minimal assumptions about the
underlying density f . As mentioned in the introduction, there is no reason to
restrict attention to a mixture of Gaussians. We will simply assume that f has
a square integrable derivative, so that the smoothness functional introduced
below is well defined. Furthermore, once we have an estimate for f , the number
of clusters is determined by identifying the different local maxima (“modes”).
In essence, the method propounded in this paper is a computationally tractable
version of Occam’s Razor: For a given 1-dimensional data-set x1, x2, . . . , xn we
propose to construct the simplest density f that is still compatible with the
data.
(1) Simplicity is measured in terms of the standard smoothness functional
Φ(f) =
∫
(f ′(x))2dx, which is an increasing function of the roughness of
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the density.
(2) Data-compatibility of f on the other hand is enforced by insisting that
statistical tests should not be able to reject f as a viable density for the
observed data.
Whilst the interpretation of the first condition is straightforward, the second
needs some further amplification. Basically, it insists that if we assume (as
null-hypothesis) that f is the real underlying data-density, then an appropriate
statistical test based on the available sample x1, x2, . . . , xn, should not be able
to reject this hypothesis (at a pre-defined significance level). As we do not
want to restrict the class of densities to a parametric family, we choose the
statistical test to be as general as possible. For that reason, we opt for general
distribution-free tests such as Kolmogorov-Smirnov (KS) or Cramer-von Mises
(CvM). The critical values for these statistics are independent of the true
underlying distribution that is being tested and can therefore be computed
in advance. In addition, these tests are based on the cumulative distribution
function F (x) =
∫ x
−∞ f(u)du rather than on the density f itself. This has a
number of advantages: integration imparts better numerical stability, and the
fact that F is monotone increasing means that the problem can be translated
into a spline optimization problem (see section 4).
Let us now take a closer look at the procedure we propose to estimate the
density. Suppose we have a sample x1, x2, . . . , xn from an unknown density f .
First, we construct the empirical distribution function Fn(x) = #{xi |xi ≤
x}/n (Fn makes a 1/n-jump at every observation xi). Clearly, Fn will be
close to the unknown cumulative distribution function F (x) =
∫ x
−∞ f(u)du,
and appropriate distance functions Dn = d(F, Fn) yield stochastic variables
for which the probability density can be computed explicitly (in section 3 we
will provide more details). In particular, it’s possible to compute how likely it
is that Dn exceeds a predefined level δ and it turns out that P (Dn > δ) is a
(rapidly) decreasing function of the difference δ since large deviations between
F and Fn are exceptional. Next, we pick an acceptable level of statistical risk
α (we will come back to what’s considered acceptable in a minute). Since the
probability-distribution of Dn is known, one can compute for any given 0 <
α < 1 the corresponding difference δα such that P (Dn > δα) = α. In words: if
F represents the correct underlying data-structure, then the probability that
Dn = d(Fn, F ) will exceed δα is at most α. Hence, α corresponds to what in
statistics is called a Type-I-error, i.e. rejecting the null-hypothesis when in
fact it’s correct.
Collecting the information above, the original problem can now been recast
into a constrained optimization problem: Given data x1, x2, . . . , xn construct
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Fn(x) and find F which solves the constrained minimization problemminΨ(F ) where Ψ(F ) =
∫
(F ′′(x))2 dx (simplicity)
subject to Dn = d(F, Fn) ≤ δα (data-compatibility)
(2)
Once an optimal F is found, the corresponding density f = F ′ can be obtained
and clusters identified by locating local maxima and minima.
Overview of paper: In order to make further progress in solving (2), we
need to specify the distance function and its probability distribution. This
is done in section 3 where the Kolmogorov-Smirnov and Cramer-von Mises
statistics are discussed. Section 5 reformulates the minimization problem as a
matrix optimization problem and presents the computational solution scheme.
Finally, some experimental results are discussed in Section 6.
3 Distribution-Free Statistics based on the Empirical Distribution
In this section we focus on two distribution-free statistics, both measuring
the deviation between the empirical distribution function Fn and its underly-
ing model-distribution F . Recall that a statistic is called distribution-free if its
probability distribution does not depend on the distribution of the true under-
lying population. The distribution-free character of the Kolmogorov-Smirnov
and Cramer-von Mises statistics is a consequence of the following elementary
lemma.
Lemma 1 If X is a stochastic variable with distribution F and a continuous
density f , then its image under F is uniformly distributed on the unit-interval
[0, 1]:
U := F (X) ∼ U(0, 1) or again P (F (X) ≤ t) = t, (3)
for 0 ≤ t ≤ 1.
In particular, any sample X1, . . . , Xn drawn from F is mapped under F to
an U(0, 1)-sample: Ui = F (Xi). Furthermore, the distribution function of the
latter can be expressed in terms of the original as Hn(t) = Fn(F
−1(t)).
3.1 The Kolmogorov-Smirnov statistic
Our first candidate for Dn = d(Fn, F ) is the Kolmogorov-Smirnov statistic
defined as the L∞-distance between the empirical and the proposed distribu-
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tion:
dKS(Fn, F ) ≡ Kn := sup
x∈IR
|Fn(x)− F (x)|. (4)
Invoking Lemma 1 we can make the substitution t = F (x) and rewrite Kn in
terms that better elucidate the distribution-free character of the statistic, viz:
Kn = sup
0≤t≤1
|Hn(t)− t| (5)
where as before, Hn is the empirical distribution of a U(0, 1)-sample of size n.
For every δ > 0 one can explicitly compute the probability that Kn exceeds
the threshold δ (at least asymptotically for n −→∞, see eg. Durbin [6])
P (dKS(F, Fn) > δ) = QKS(
√
n δ), (6)
where for x > 0
QKS(x) = 2
∞∑
k=1
(−1)k+1e−2k2x2 . (7)
3.2 The Crame´r-von Mises statistic
The original Crame´r-von Mises statistic is defined as
dCvM(Fn, F ) ≡ W 2n := n
∫
IR
(Fn(x)− F (x))2dF (x). (8)
Again, the distribution-free nature of this statistic is better explicified by the
substitution t = F (x):
W 2n = n
1∫
0
(Hn(t)− t)2 dt. (9)
As was the case for the Kolmogorov-Smirnov statistic (see (6)), it is possible to
give an explicit expression for the p-value of the asymptotic statistic. Anderson
and Darling [2] showed that limn→∞ P (W 2n ≤ δ) = P (W 2 ≤ δ) equals
1
pi
√
δ
∞∑
k=0
(−1)k
(−1/2
k
)√
4k + 1 e−βk(δ)K1/4(βk(δ)) (10)
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where βk(x) = (4k + 1)
2/(16x) and Kν(x) is the modified Bessel-function of
the second kind (see [1] p. 376, # 9.6.23). The series expansion in (10) is
rapidly converging so that a few terms suffice to give an sufficiently accurate
value for the p-value.
Note that the p-values detailed above are asymptotic values, strictly speaking
valid only when the sample-size n tends to infinity. But simulation experi-
ments show that for samples of size n > 100 these asymptotic values are quite
accurate.
3.3 The choice of the threshold parameter α
We are now in a position to give a more detailed discussion of the choice of
the α-parameter. Its significance is most easily explained for the Kolmogorov-
Smirnov statistic. Recall from (2) that we choose the threshold δα such that
P (dKS(Fn, F ) ≤ δα) = 1− α,
or equivalently:
P (∀x : Fn(x)− δα ≤ F (x) ≤ Fn(x) + δα) = 1− α.
Hence the bounds Fn(x) ± δα provide a (1 − α) × 100% confidence interval
for the real underlying distribution F . A small value for α will result in a
wide confidence-band with a high covering probability. As a consequence, one
might be tempted to settle for a small α-value (e.g. α = 0.1). However, the
requirement for high coverage confidence needs to be balanced by the need for
statistical power to detect alternatives.
Indeed, a very wide confidence band will basically accommodate any choice of
F and we could always pick F to represent a simple unimodal density. This
way, the constrained optimization principle becomes vacuous. The reason is
clear: small values of α maximize the probability that the true underlying
distribution is covered, but minimize the likelihood that a real difference will
be detected. This will be illustrated in the experiments.
There is another way to see this. Suppose we pick a small α (say 0.1) and
construct F that is as smooth as possible and still satisfies dKS(F, Fn) =
sup
x
|Fn(x)− F (x)| = δα. In particular, this entails that
P (sup
x
|Fn(x)− F (x)| > δα |Fn is based on sample from F ) ≤ α = 0.1
This means that we put forward an underlying probability F such that the
observed sample is exceptional (in fact, has a probability of less than α = 0.1
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of being observed!). Clearly, this is an unsatisfactory state of affairs as we
prefer a choice of F that would make the observed sample typical rather than
exceptional.
A similar argument can be used to argue against a very large value for α (say
0.9). For in such a case we put forward a density F such that
P (sup
x
|Fn(x)− F (x)| < δα |Fn is based on sample from F ) ≤ 1− α = 0.1,
again an unlikely event. From these considerations it transpires that choosing
α = 0.5 seems most reasonable. The experiments reported in section 6.1 will
further buttress this point.
4 Occam’s Principle as a Constrained Minimization Problem
At this point we are in a position to reformulate the clustering algorithm (2)
in much more precise terms.
(1) Use the data x1, . . . , xn to construct the empirical distribution Fn(x);
(2) Pick a threshold p-value α (default value: α = 0.5);
(3) Choose a distance function D(q)n = dq(Fn, F ) (q = 1, 2) and compute
the corresponding q where
• D(1)n ≡ Kn = sup
x∈IR
|Fn(x) − F (x)| corresponds to the Kolmogorov-
Smirnov distance (4);
• D(2)n ≡ W 2n = n
∫
IR(Fn(x) − F (x))2 dF (x) refers to the Cramer-von
Mises distance (8):
(4) For the chosen q and α, compute δq(α) such that P (D
(q)
n > δq(α)) = α
using (asymptotic) eqs. (6) or (10) as appropriate.
(5) Determine F by solving the following constrained optimization prob-
lem:
minimize Ψ(F ) where Ψ(F ) =
∫
IR
(F ′′(x))2 dx (11)
subject to dq(Fn, F ) ≤ δq
In order to formulate a solution for equation (11) we first show how, thanks to
the monotonicity of the cumulative distribution, the constraints on F can be
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reformulated as a finite set of constraints at the distinct sample points. Indeed,
for the KS distance, the condition sup
x∈IR
|Fn(x)− F (x)| ≤ δ1 is equivalent to
vi ≤ F (xi) ≤ wi (12)
where vi = Fn(xi)−δ1 and wi = Fn(xi)+δ1−1/n. The presence of the 1/n-term
is due to the definition of the cumulative distribution Fn as a right-continuous
function which increases with 1/n at each sample-point xi.
Likewise, by performing a simple integration, the constraint on the Cramer-
von Mises statistic W 2n ≤ δ2 can be recast as
n∑
i=1
(
F (x(i))− i− 1/2
n
)2
+
1
12n
≤ δ2 (13)
with x(i) the ordered sample-points. It thus becomes a discrete constraint of
the form
n∑
i=1
(F (xi)− yi)2 ≤ δ (14)
by putting yi = (i− 1/2)/n and δ = δ2 − 1/(12n).
Since the constraints in (11) can be re-expressed as constraints in the obser-
vation points, it follows that the constrained optimization problem is actually
an example of a spline optimization problem (which, to avoid confusion,
we formulate for a function g):
minimize S(g) ≡
b∫
a
(g′′(x))2dx subject to Cω(x1, . . . , xn) (15)
where Cω(x1, . . . , xn) is one of the following classical constraints at the
points a ≤ xi ≤ b, (i = 1, . . . , n):
C1. Smoothing problem:
∑n
i=1(g(xi) − yi)2 ≤ δ for some predefined
δ > 0;
C2. Box problem: vi ≤ g(xi) ≤ wi.
However, since we are looking for a solution in the class of distribution func-
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tions, we need to add two additional constraints:
CDF1 Monotone increasing: g′(x) ≥ 0;
CDF2 Limit behaviour:
lim
x→−∞ g(x) = 0
lim
x→+∞ g(x) = 1;
These additional constraints will be discussed in more detail in section 5.4.
The optimization problem (15) is well-defined forW2[a, b] i.e. the class of func-
tions defined on [a, b] with absolutely continuous first derivative and square
integrable second derivative.
5 Solving the Constrained Minimization Problem
5.1 Reformulation as a standard quadratic optimization problem
It is well-known that the solution of (15) subject to (C1) or (C2) is a cubic
spline. Recall that a cubic spline consists of cubic polynomials glued together
at the “knots” x1, . . . , xn to ensure continuity of g, g
′ and g′′. The first and
last spline-segments are linear as a result of the boundary conditions (for more
details we refer to [3,7]). Furthermore, standard theory ensures us that the
space of cubic splines on n points constitutes a q = n + 2 dimensional vector
space which implies that one can determine a set of q = n+ 2 basis-functions
Bi(x) such that any cubic spline can be expressed as
g(x) =
q∑
i=1
ciBi(x). (16)
Among the possible candidates for such a basis, the so-called B-splines are
a popular choice as they have a local support and are therefore well-behaved
numerically. (In fact, our implementations inMatlab are based on this choice
of basis.)
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Once the basis has been selected the smoothness-functional can be re-expressed
as
b∫
a
(g′′(x))2dx =
b∫
a
∑
j
cjB
′′
j (x)
2 dx = ctΣc (17)
where c = (c1, . . . , cq)
t and
Σ ∈ IRq×q with Σij =
b∫
a
B′′i (x)B
′′
j (x) dx. (18)
The constraints can be recast in a similar fashion by observing that the column
vector (g(xi))
n
i=1 can be written as Tc where T ∈ IRn×q and Tij = Bj(xi). If
we denote y = (y1, . . . , yn)
t, then the optimization problem equation (15) is
reduced to a matrix optimization problem:
minimize ctΣc over c, subject to either (19)
C1. Smoothing problem: ||Tc− y||2 ≤ δ;
C2. Box problem: v ≤ Tc ≤ w.
5.2 Solution of the matrix optimization problems
The minimization problem (19) subject to the second constraint (C2) is a
standard quadratic matrix optimization problem, i.e. a quadratic objective
function subject to linear inequality constraints. Hence, only the first con-
straint (C1) needs further amplification.
Clearly, we can assume that the minimum is realised on the boundary of the
closed ellipsoid about y specified by (C1). Indeed, from equation (17) it is
obvious that Σ is non-negative definite. Hence, suppose that c is a solution
within the ellipsoid, then we can further reduce the quadratic objective func-
tion (19) by taking c∗ = ρc with 0 < ρ < 1 such that c∗ lies on the boundary
of the ellipsoid. Put differently, the inequality in (C1) can be turned into an
equality without loss of generality.
As a consequence, introducing a Lagrangian multiplier λ turns the constraint
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minimization (19.C1) into a Lagrangian function
L(c, λ) = ctΣc+ λ||Tc− y||2. (20)
Each λ gives rise to a spline cλ with corresponding distance δλ = E(cλ) ≡
||Tcλ − y||2. Iteratively updating λ yields the solution corresponding to the
distance δ. For fixed λ, a straightforward solution to (20) is obtained by solving
the linear system:
(TtT+ λ−1Σ) cλ = Tty. (21)
But if there are many datapoints (say n > 100) there is no need to solve the
above large system as a simple approximation performs equally well. This is
discussed next.
5.3 Implementation of approximative solution
If there are lots of data, there is no need to position a knot at every observed
datapoint. In fact, computational efficiency will be improved if we approximate
the original spline-solution with a spline having uniformly spaced (grid)points
t1, . . . , tp as knots, where typically, p is much smaller than the number of
datapoints n.
Sticking to the notation c, however this time to express the expansion of the
approximate spline with respect to the (p+ 2) basic B-splines defined on the
uniformly spaced t-knots, the smoothing term still equals ctΣc, however this
time Σ ∈ IR(p+2)×(p+2). First, we discuss the optimization problem subject to
constraint (C1). The expression in the constraint remains E(c) = ||Tc− y||2
where now T ∈ IRn×(p+2) and Tij = Bj(xi) but this time the B-splines are
defined on the set of t-knots. Since typically p  n the matrix T is strongly
rectangular, with far more rows than columns.
Applying a QR-decomposition to this matrix yields T = QR where Q a
n×(p+2) matrix with orthonormal columns, and R a square upper-triangular
square matrix of size (p + 2). Since TtT = RtQtQR = RtR it follows that
equation (20) can be written as
ctΣc+ λ||Rc− η||2 (22)
and equation (21) is reduced to simple square system of size (p+ 2):
(RtR+ λ−1Σ)cλ = Rtη (23)
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where η = Qty ∈ IRp+2. Since the coefficient matrix is square, symmetric and
strictly positive-definite, the solution is straightforward.
In the case of constraint (C2), changing from datapoints to equi-distant grid-
points is not completely adequate as constraint satisfaction on the reduced set
does not imply similar compliance on the original. However, we can still use
the spline defined on the gridpoints with the corresponding box-constraints
and adjust the parameter δ in (25) until the original constraints are satisfied.
So the reduced problem is
minimize ctΣc subject to v∗ ≤ T∗c ≤ w∗ (24)
with
v∗i = Fn(ti)− δ, w∗i = Fn(ti) + δ −
1
n
, (25)
and
T∗ ∈ IRp×(p+2) where T∗ij = Bj(ti). (26)
5.4 Enforcing the additional constraints
Using B-splines as basis-functions the monotonicity condition (CDF1) can be
translated into a finite number of linear constraints. We outline the main idea
of this proposal which was proposed by Schwetlick and Kunert [9].
Since g is a cubic spline, its derivative is a spline of degree 2. The coefficients
c = (c1, . . . , cn+2)
t of g with respect to the B-splines on the ordered dataset
x1, . . . , xn are related to the coefficients d = (d1, . . . , dn+1)
t of its derivative g′
by a linear relationship: d = Ac where A = LM with M ∈ IR(n+1)×(n+2) and
L ∈ IR(n+1)×(n+1) given by
M =

−1 1
. . . . . .
−1 1
 , L = diag
(
3
xi − xi−3
)
with i = 2, . . . , n + 2. Notice that we use the standard extended dataset for
cubic splines which is obtained by adding two additional points to both the
left (x−1 and x0) and right (xn+1 and xn+2) endpoint of the original dataset.
Moreover, if gridpoints rather than datapoints are used as knots, the number
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of points n must be replaced by the number of gridpoints p and A becomes a
(p+ 1)× (p+ 2) matrix.
Since all B-splines are positive, the constraint g′(x) ≥ 0 can be replaced
by the stronger condition d = Ac ≥ 0. Introducing this extra condition to
the optimization problem (19) does not change its numerical (algorithmic)
complexity as a quadratic optimization problem with linear constraints.
Finally, the 0-1-bounds for the cumulative distribution function can be easily
incorporated in the optimization problem by adding the constraints 0 ≤ g(x1)
and g(xn) ≤ 1. In matrix-notation this amounts to 0 ≤ T1.c and Tn.c ≤ 1
where T1. and Tn. denote the first and last T -row, respectively.
In summary, the minimization problem subject to constraint (C1) and these
extra conditions amounts to (for λ fixed):
min
c
ct(Σ+ λRtR)c− 2ληtRc (27)
subject to

Ac ≥ 0
T1.c ≥ 0
Tn.c ≤ 1
The quadratic optimization problem with constraint (C2) and the additional
conditions is
min
c
ctΣc (28)
subject to
max(v
∗,0) ≤ T∗c ≤ min(w∗,1)
Ac ≥ 0
The bounds v∗ and w∗ are adjusted to satisfy constraint (C2).
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5.5 Overview of the computations
Data-compatibility based on Cramer-von Mises
(1) Collect the data x1, . . . , xn.
(2) Fix α and determine the corresponding δ2. E.g. α = 0.5 yields δ2 = 0.119.
(3) Compute y1, . . . , yn and δ as defined in equation (14).
(4) Construct a grid t1, . . . , tp (p = 50) on which the spline will be defined.
(5) Compute the matrices Σ ∈ IR(p+2)×(p+2) and T ∈ IRn×(p+2). Apply a
QR-decomposition on T and define η = Qty.
(6) Propose the regression-line through (xi, yi) as the initial solution (λ =
0). Denote the coefficients of this line with respect to the basis of B-
splines defined on the knots t1, . . . , tp by c0. If E(c0) = ||Tc0 − y||2 ≤ δ,
terminate the program.
(7) Otherwise, update λ. In each iteration-step, first solve the quadratic op-
timization problem (27) for fixed λ to get the coefficients c. (Recall that
we use an approximation by imposing a stronger monotonicity constraint
than is actually needed.) Then compute E(c) and stop if it’s close to δ.
Then the spline at the knots ti with coefficients c is the solution of the
problem.
Data-compatibility based on Kolmogorov-Smirnov
(1) Collect the data x1, . . . , xn.
(2) Fix α and determine the corresponding δ1. E.g. α = 0.5, yields δ1 =
0.828/
√
n.
(3) Define a grid t1, . . . , tp (p = 50) on which the B-splines B1, . . . , Bp+2 are
defined.
(4) Compute the empirical distribution of the data at the gridpoints
Fn(t1), . . . , Fn(tp).
(5) Compute the matrices Σ ∈ IR(p+2)×(p+2) and T∗ ∈ IRp×(p+2) as defined in
equation (26). These matrices are used in step 8.
(6) Compute the empirical distribution of the data:
Fn(x1), . . . , Fn(xn). Compute the original bounds v(δ1) and w(δ1) as de-
fined in equation (12) and the matrix T ∈ IRn×(p+2) with Tij = Bj(xi).
These computations are used to check the constraint in step 9.
(7) Denote by δ0 an initial value to compute the bounds v
∗
i = Fn(ti)− δ0 and
w∗i = Fn(ti) + δ0 − 1/n.
(8) Solve the quadratic optimization problem (28).
(9) If the constraint v(δ1) ≤ Tc ≤ w(δ1) is satisfied, terminate the program.
Then the spline defined on the knots ti with coefficients c is the solution
of the problem.
(10) Otherwise decrease δ, recompute the bounds v∗i and w
∗
i and find the
solution of (28) with these bounds.
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6 Experimental Results
6.1 Experimental evidence for choice of α threshold
In section 2 we argued that the α-parameter should be set equal to 0.5 since
we want a typical rather than an exceptional density-model to fit the given
data. This way, we intend to strike a reasonable balance between the covering
probability of the confidence interval on the one hand, and the power against
alternatives on the other. In this section we report on some experiments that
confirm the appropriateness of this choice.
Example 1: In the first example, we generated 100 samples of size 1000
from a Gaussian mixture distribution pi1N(µ1, σ
2
1) + pi2N(µ2, σ
2
2) where pi1 =
pi2 = 0.5, σ1 = σ2 = 1 and µ1 = 0 and µ2 = d; hence d is the separation
between the two clusters which in our experiments varies from 2 to 4. Figure 1
shows some typical histograms of datasets drawn from the given distribution
for various values of d. We applied our histogram-segmentation method using
different values for α on each of the generated datasets and stored the number
of extracted clusters. The results are summarized in table 1. From Figure 1
it is clear that the histogram begins to show bi-modality at around d = 2.5.
This is picked up nicely when α = 0.5. Setting α = 0.1 however, results
in a wide confidence band that accommodates an overly smooth (and hence
unimodal) solution for F . The decision in favour of bi-modality is therefore
postponed until d ≥ 3. Conversely, fixing α = 0.9 increases data-fidelity and
the transition from 1 to 2 clusters occurs earlier (somewhere around 2.3).
α = 0.1 d=2 d=2.5 d=2.8 d=3 d=3.5 d=4
1 cluster 100 100 93 44 0 0
2 clusters 0 0 7 56 100 100
α = 0.5 d=2 d=2.5 d=2.8 d=3 d=3.5 d=4
1 cluster 100 76 16 0 0 0
2 clusters 0 24 84 100 100 100
α = 0.9 d=2 d=2.5 d=2.8 d=3 d=3.5 d=4
1 cluster 95 23 0 0 0 0
2 clusters 5 77 100 100 100 100
Table 1
The table displays for each distance d the number of samples for which our method
found 1 or 2 clusters. To illustrate the appropriateness of setting α = 0.5 we also
list the results for more extreme choices α = 0.1 (over-smoothing) and α = 0.9
(under-smoothing).
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Fig. 1. Typical histograms of datasets in Section 6.1, Example 1. The samples of
size 1000 taken from Gaussian mixture distributions 0.5N(0, 1) + 0.5N(d, 1), i.e.
an equal mixture of two unit-variance Gaussians separated by a distance d. Each
row shows two typical realisations for increasing distance: d grows from d = 2 (first
row), over d = 2.5, d = 2.8 and d = 3 to d = 3.5 in the last row (i.e. Example 1).
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Example 2: In a second experiment, we generated 100 samples of size 1000
from a Gaussian mixture distribution with three super-imposed components∑3
i=1 piiN(µi, σ
2
i ) where µ1 = 0, σ1 = 1, pi1 = 0.37; µ2 = d, σ2 = 1, pi2 = 0.26
and µ3 = 2d, σ3 = 1, pi3 = 0.37.
The typical histograms shown in figure 2 reveal 1 cluster for d = 1.5, 1 or 2
clusters for d = 2, 2 clusters for d = 2.5, d = 3 results into 2 or 3 clusters and
for d = 3.5 the 3 clusters are clearly isolated. Table 2 displays the results for
three choices of α. As in the previous example, α = 0.5 behaves as expected
while α = 0.1 appears to be biased towards overly smooth solutions and
therefore under-estimates the number of clusters. Notice that the solution for
the other extreme choice α = 0.9 seems to behave satisfactorily. However, this
choice results in very narrow confidence bands, forcing the solution to adhere
closely to the empirical distribution function. As a result it will tend to over-
estimate the number of clusters as is demonstrated in the next example.
α = 0.1 d = 1 d = 1.5 d = 2 d = 2.5 d = 3 d = 3.5 d = 4
1 cluster 100 100 99 51 1 1 1
2 clusters 0 0 1 49 99 72 1
3 clusters 0 0 0 0 0 27 98
α = 0.5 d = 1 d = 1.5 d = 2 d = 2.5 d = 3 d = 3.5 d = 4
1 cluster 100 100 52 1 0 0 0
2 clusters 0 0 48 99 80 4 0
3 clusters 0 0 0 0 20 96 100
α = 0.9 d = 1 d = 1.5 d = 2 d = 2.5 d = 3 d = 3.5 d = 4
1 cluster 99 84 11 0 0 0 0
2 clusters 1 16 89 94 19 0 0
3 clusters 0 0 0 6 81 100 100
Table 2
The table displays for each d the number of samples for which our method found 1,
2 or 3 clusters. For each d the α-parameter is set equal to one of the extreme values
0.1 and 0.9 or to the suggested (typical) value 0.5.
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Fig. 2. Typical histograms of datasets in Section 6.1, Example 2. Sam-
ples of size 1000 are taken from a 3-component Gaussian mixture
0.37N(0, 1) + 0.26N(d, 1) + 0.37N(2d, 1), i.e. a mixture of two unit-variance
Gaussians separated by a distance 2d, with a slightly smaller unit-Gaussian cluster
in between. Each row shows two typical realisations for increasing separation: d
grows from d = 1.5 (first row), over d = 2, d = 2.5 and d = 3 to d = 3.5 in the last
row.
19
Example 3: From the experiments reported above, one might be tempted to
choose a large value for α, e.g. α = 0.9. This, however, would be a mistake as
the covering probability 1−α would then become too small. As a consequence,
the probability that the real underlying distribution is within the computed
bounds is small (e.g. only 10% if we pick α = 0.9) and the proposed solution
will be largely determined by the random fluctuations in the sample. This
transpires from the next experiment in which we compare, for different values
of α, the number of clusters found in a sample of size 1000 from a uniform
U(0, 1) distribution (i.e. there is one real underlying cluster). We see that for
α = 0.9 the number of clusters is over-estimated in about one third of the
experiments.
α = 0.1 α = 0.5 α = 0.9
1 cluster 100 96 66
2 clusters 0 4 28
3 clusters 0 0 6
Table 3
Number of clusters found by the proposed algorithm for different values of α. Each
sample of size 1000 is drawn from a uniform U(0, 1) sample (i.e. there is only one
real underlying cluster). In total, 100 experiments were performed. It transpires that
for α = 0.9 the number of clusters is significantly overestimated, whereas α = 0.5
has a very acceptable error-rate.
6.2 Application to Image Segmentation
We have applied the proposed 1-dimensional clustering method to the prob-
lem of image segmentation, and we illustrate the results for both natural
and synthetic images (decoration designs). In all the experiments reported
below we used constraints based on the CvM distance function in combina-
tion with α = 0.5. For more information we refer the interested reader to
http://www.cwi.nl/∼pauwels/research/.
Natural images:
To accomplish segmentation, the pixels of an image are mapped into a number
of colour spaces such as RGB, LAB and opponent-colours. An interesting
alternative are the purely data-driven axes that are extracted from a PCA-
analysis of RGB-space. One then gets different 1-dimensional histograms by
looking at the projection on different coordinate axes in these spaces. The
clusterings of the resulting histograms can easily be assigned a saliency score
by checking whether or not there is more than one cluster and if so, how well-
separated and pronounced these clusters are (e.g. by comparing the distance
between their means to their variance). In the experiments reported below
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(see Figs. 3 and 4) we display for each image one or two of the most salient
histograms and the corresponding clustering.
Decoration designs: These are synthetic and manually designed images
that need to be decomposed in foreground and background (to extract design
motifs). To avoid being misled by variations in the background, each image
is smoothed at a number of increasingly coarser scales. The smoothed images
are transformed to the LAB-colour space and each projected dataset is clus-
tered. This procedure is stopped as soon as our clustering-method presents
two clusters. Some results are shown in figure 5.
7 Conclusion
In this paper we have introduced a non-parametric clustering algorithm for 1-
dimensional data. The procedure looks for the simplest (i.e. smoothest) density
that is still compatible with the data. Compatibility is given a precise mean-
ing in terms of distribution-free statistics based on the empirical distribution
function, such as the Kolmogorov-Smirnov or the Crame´r-von Mises statis-
tic. This approach is therefore genuinely non-parametric and does not involve
fixing arbitrary cost- or fudge-factors. The only parameter that needs to be
specified (and is fixed in advance for once and for all) is the statistical risk
factor α. In a follow-up paper we will elaborate how this strategy can be
extended to more dimensions. For more information we refer the reader to
http://www.cwi.nl/∼pauwels/research/.
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Fig. 3. Histogram-based colour segmentation of natural images. The histograms
are based on the principal components (PCA) of the pixels in RGB-space. Using
PCA components amounts to a data-driven way of maximizing colour-contrast.
First (last resp.) two rows: The original image (top left), the histogram of the first
PCA component (top right), and the image decomposition based on the histogram
segmentation (next row).
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Fig. 4. Histogram-based colour segmentation of natural image (continued). First
two rows: The original image (top left), the histogram of the first PCA component
(top right), and the image decomposition based on the histogram segmentation (2nd
row). Third and fourth row: Histogram for 2nd PCA component can be segmented
in three groups. The corresponding image regions are shown on the 3rd and 4th
row.
23
Fig. 5. Background-foreground separation for textile decoration patterns. Left col-
umn: Original patterns. Right column: Background-foreground separation based on
colour clustering of first PCA-components. Prior to clustering, the images are first
smoothed using a Gaussian filter, to highlight the salient regions.
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