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Abstract
The cosmological constant and electroweak hierarchy problem have been a great inspira-
tion for research. Nevertheless, the resolution of these two naturalness problems remains
mysterious from the perspective of a low-energy effective field theorist. The string theory
landscape and a possible string-based multiverse offer partial answers, but they are also
controversial for both technical and conceptual reasons. The present lecture notes, suitable
for a one-semester course or for self-study, attempt to provide a technical introduction to
these subjects. They are aimed at graduate students and researchers with a solid back-
ground in quantum field theory and general relativity who would like to understand the
string landscape and its relation to hierarchy problems and naturalness at a reasonably
technical level. Necessary basics of string theory are introduced as part of the course. This
text will also benefit graduate students who are in the process of studying string theory
at a deeper level. In this case, the present notes may serve as additional reading beyond a
formal string theory course.
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Preface
This course intends to give a concise but technical introduction to ‘Physics Beyond the Standard
Model’ and early cosmology as seen from the perspective of string theory. Basics of string theory
will be taught as part of the course. As a central physics theme, the two hierarchy problems (of
the cosmological constant and of the electroweak scale) will be discussed in view of ideas like
supersymmetry, string theory landscape, eternal inflation and multiverse. The presentation will
include critical points of view and alternative ideas and explanations. Problems with solutions
are also provided to facilitate the use of these notes in classroom and for self-study.
Basic knowledge of quantum field theory (QFT), general relativity and cosmology will be
assumed. Supersymmetry, elements of supergravity and fundamentals of string theory will be
taught together with a number of geometrical concepts needed to study string compactifications.
However, given the limited scope of a one-semester lecture series, this can clearly not replace a
full string theory course or the detailed study of string geometry.
The author has taught this course at Heidelberg University with the intention to prepare
students who have taken a two-semester QFT and a one-semester relativity course for Master
thesis research in string phenomenology. Another goal was to allow students who intend to do
research in particle phenomenology, cosmology or formal (mathematical) string theory to develop
some basic understanding of the possible relation of string theory to ‘real world’ physics and its
most fundamental problems.
For students who had the privilege of enjoying a complete graduate-level education (with full
lecture courses on strings and on supersymmetry/supergravity) before embarking on research,
most of the material in the first part of this course will be familiar. Still, depending on the
focus of their string and cosmology courses, they may find useful additional information about
landscape, multiverse, eternal inflation and alternative perspectives in the second half of the
course.
The detailed plan of the lecture notes is as follows: We will start in Sect. 1 with a brief
tour of the Standard Model, emphasising the perspective of a low-energy effective field the-
ory, the coupling to gravity, and the electroweak hierarchy and cosmological constant problems.
Section 2 introduces supersymmetry and supergravity which, however, offer only a partial reso-
lution of the fine-tuning problems of the Standard Model discussed above. It becomes apparent
that the highest relevant energy scales, at the cutoff of the effective field theory, have to be
involved. This motivates the study of string theory as the best-explored candidate quantum
gravity theory in Sects. 3 and 4. We will see that the bosonic string, which suffers from the
absence of fermions and from an unstable vacuum, has to be promoted to the superstring. The
latter provides all desired ingredients of for a consistent theory of gravity and particle physics,
albeit in ten spacetime dimensions and with far too much supersymmetry. Compactifications
to four dimensions are the subject of Sects. 5 and 6: First, we consider pure Calabi-Yau ge-
ometries, leading to highly supersymmetric and unrealistic 4d Minkowski-space models. Then,
the inclusion non-perturbative objects and fluxes leads to the proper string landscape with su-
persymmetric and non-supersymmetric models with non-zero cosmological constants of either
sign. The key insight is the enormous number of such solutions (a recent analysis arriving at
2
∼ 10272,000), each corresponding to a different 4d effective theory. We now see that, assuming the
non-trivial constructions with broken supersymmetry and positive cosmological constant stand
up to further scrutiny, the ‘fine-tuned’ or ‘unnatural’ parameters of the Standard Model may
indeed be accommodated by the string landscape. Section 7 deals with the important but com-
plicated and speculative question of how the landscape gets populated during eternal inflation
and whether statistical predictions for future observations can be derived. A number of alter-
native perspectives on the hierarchy problems and on quantum gravity are discussed in Sect. 8
before, in Sect. 9, we end by summarising the overall picture and the challenges that should have
crystallised during the study of this course.
While useful references for background material and deeper exploration will be provided
as we go along, it may not hurt to give some essential literature right away: Good sources
for the background knowledge in QFT and relativity are [1] and [2] respectively. For more de-
tails on Standard Model and particle-physics related topics, Refs. [3,4] represent useful sources.
For supersymmetry and supergravity see [5, 6]. Two of the most complete modern string the-
ory textbooks are [7, 8]. Concerning string phenomenology, [9] represents a very comprehensive
monograph which, in particular, covers the important subjects of how specific gauge and matter
sectors are realised in string compactifications - a topic which we treat very superficially in this
course. A very useful set of notes emphasising the geometric side of how the landscape arises
from string theory is [10]. For a detailed review of string landscape physics see [11].
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1 The Standard Model and its Hierarchy Problem(s)
As already stated in the Preface, we assume some familiarity with quantum field theory (QFT),
including basics of regularisation and renormalisation. There exists a large number of excellent
textbooks on this subject, such as [1,12–15]. The reader familiar with this topic will most proba-
bly also have some basic understanding of the Standard Model of Particle Physics, although this
will not be strictly necessary since we will introduce this so-called Standard Model momentarily.
It is also treated at different levels of detail in most QFT texts, most notably in [12, 15]. Books
devoted specifically to theoretical particle physics and the Standard Model include [3, 4, 16]. A
set of lecture notes covering the Standard Model and going beyond it is [17]. We will to refer to
some more specialised texts as we go along.
1.1 Standard Model - the basic structure
A possible definition of the Standard Model is as follows: It is the most general renormalisable
field theory with gauge group
GSM = SU(3)× SU(2)× U(1) , (1.1)
three generations of fermions, and a scalar. These fields transform in the representations
(3,2)1/6 + (3¯,1)−2/3 + (3¯,1)1/3 + (1,2)−1/2 + (1,1)1 and (1,2)1/2 (1.2)
respectively. Here the boldface numbers specify the representations of SU(3) and SU(2) via its
dimension (in our case only singlet, fundamental or anti-fundamental occur, the latter denoted
by an overline) and the index gives the U(1) charge Y , also known as hypercharge. The overall
normalisation of the latter is clearly convention dependent since there is no intrinsic way to
normalise a U(1) gauge field.1
If one adds gravity in its simplest and essentially unique theoretical formulation (Einstein’s
general relativity), then this data offers an almost complete fundamental description of the mate-
rial world. This structural simplicity and the resulting small number of fundamental parameters
(to be specified in a moment) is very remarkable. What is even more remarkable is the enormous
underlying unification: So many very different macroscopic and microscopic phenomena which
we observe in everyday life and in many natural sciences follow from such a (relatively) simple
underlying theory.
1 In our conventions the electric charge is given by Q = T3 + Y , with T3 the third SU(2) generator.
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Clearly, important caveats have already been noted above: The description is almost com-
plete, the theory is relatively simple (not as simple as one would wish) and, maybe most impor-
tantly, it is only fundamental to the extent that we can test it at the moment. Quite possibly,
more fundamental building blocks can be identified in the future. The rest of this course is about
exactly these caveats and whether, based on those, theoretical progress is possible.
But first let us be more precise and explicit and turn the defining statements (1.1) and (1.2)
into a field-theoretic lagrangian. Given the theoretically well-understood and experimentally
tested rules of quantum field theory (QFT), this can be done unambiguously. The structure of
the lagrangian is
LSM = Lgauge + Lmatter + LHiggs + LY ukawa . (1.3)
The gauge part is completely standard,
Lgauge = − 1
4g21
F (1)µν F
(1)µν − 1
2g22
trF (2)µν F
(2)µν − 1
2g23
trF (3)µν F
(3)µν , (1.4)
with the upper index (i) running over U(1), SU(2), SU(3), in this order. One also has to
remember the conventional normalisation tr(TATB) = δAB/2 of the SU(N) generators in the
fundamental representation.
The matter or, more precisely, the fermionic matter contribution reads
Lmatter =
∑
j
ψji /Djψj with (Dj)µ = ∂µ − iRj(Aµ) (1.5)
with j running over left-handed quark doublets, right-handed up- and down-type quarks, lepton-
doublet and right-handed leptons (each coming in three generations or families):
ψj ∈ { {qaL, (uaR)c, (daR)c, laL, (eaR)c}, a = 1, 2, 3 } . (1.6)
The five types of fermions from qL to e
c
R correspond precisely to the five terms in the direct
sum in (1.2). Furthermore, Rj(Aµ) denotes the representation of Aµ ∈ Lie(GSM) appropriate for
the fermion of type j. To make our conventions unambiguous, we have to specify in detail how
we describe the spinor fields. One convenient choice (the one implicitly used above) is to always
work with left-handed 4-component or Dirac spinors. In other words, we do not use general Dirac
spinors built from Weyl spinors according to
ψD =
(
ψα
χα˙
)
with α, α˙ = 1, 2 . (1.7)
Instead, all our 4-spinors are left-handed:
ψ =
(
ψα
0
)
. (1.8)
In particular, this explains why we use the charge-conjugate of right-handed quarks and leptons
as our fundamental fields, cf.
qL =
(
(qL)α
0
)
vs. ucR =
(
(uR)α
0
)
=
(
0
(uR)
α˙
)c
. (1.9)
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We see that the quantum numbers given in (1.2) can be viewed as referring to either these left-
handed fields or to the corresponding 2-component Weyl spinors. The latter will in any case be
most useful way to describe fermions when talking about supersymmetry below.
The scalar or Higgs lagrangian is
LHiggs = −(DµΦ)†(DµΦ)− V (Φ) with V (Φ) = −m2HΦ†Φ + λH(Φ†Φ)2 , (1.10)
where Φ is an SU(2) doublet with charge 1/2 under U(1) (the hypercharge-U(1) or U(1)Y ).
Finally, there are the Yukawa terms
LY ukawa = −
∑
jk
λjkψjψ
c
k Φ + h.c. , (1.11)
where the sum runs over all combinations of fields for which the relevant product of represen-
tations contains a gauge singlet. We left the group indices and their corresponding contraction
implicit.
Note that, since all our fields are l.h. 4-component spinors, we have to write ψψc rather than
simply ψψ. The latter would be identically zero. Note also that the 4-spinor expression ψψc
corresponds to ψα˙ψ
α˙
in terms of the Weyl spinor ψα contained in the 4-spinor ψ.
Crucially, the Higgs potential has a minimum with S3 topology at |Φ| = v ' 174 GeV,
leading to spontaneous gauge symmetry breaking. One can choose the VEV to be real and
aligned with the lower component of Φ, leading to the parameterisation
Φ =
(
0
v + h/
√
2
)
. (1.12)
It is easy to see that the symmetry breaking pattern is SU(2)×U(1)Y → U(1)em (see problems).
Three would-be Goldstone-bosons along the S3 directions are ‘eaten’ by three of the four vector
bosons of SU(2)×U(1)Y . This leads to the W± and Z bosons with masses mW± ' 80 GeV and
mZ ' 90 GeV. The surviving real Higgs scalar h is governed by
L ⊃ −1
2
(∂h)2 − 1
2
m2hh
2 . (1.13)
Our notation ‘⊃’ means that we are displaying only the subset of terms in L which is most
important in the present context. One can easily relate the parameters after symmetry breaking
to those of the original lagrangian:
v2 = m2H/(2λH) , m
2
h = 4λHv
2 . (1.14)
We have mh ' 125 GeV, mH = mh/
√
2 = 88 GeV, and λH ' 0.13.2
The surviving massless gauge boson is, of course, the familiar photon. Finally, one can check
that the allowed Yukawa terms suffice to give all charged fermions a mass proportional to v.
2We also note that a slightly different convention, v → v′, with Φ2 = (v′ + h)/
√
2 and hence v′ =
√
2v '
246 GeV is also widely used. Ours has the advantage that mtop ≡ mt ' v.
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The three lightest quark masses are not directly visible to experiment since the confinement
dynamics of the SU(3) gauge theory (QCD) hides their effect. The three upper components of
the lepton-doublets – the neutrinos – have Q = 0 and remain massless.
The reader should check explicitly which (three) Yukawa coupling terms are allowed and
that no further renormalisable operators (i.e. operators with mass dimension ≤ 4) consistent
with the gauge symmetry of the Standard Model exist.
1.2 Standard Model - parameter count
The most obvious parameters are the three gauge couplings gi. Then there is of course the
Higgs quartic coupling λH and the Higgs mass parameter mH (defining the negative quadratic
term −m2H |Φ|2 in the potential). It is not so easy to count the independent Yukawa couplings
contained in the three terms
3∑
a,b=1
(
λuab q
a
LΦ
∗ubR + λ
d
ab q
a
LΦd
b
R + λ
e
ab l
a
LΦe
b
R
)
+ h.c. (1.15)
The reader should check that these and only these terms are GSM -invariant, given the gen-
eral Yukawa-term structure displayed in (1.11). One frequently sees the notation (suppressing
generation indices)
qLΦ˜uR with Φ˜α = αβ(Φ
β)∗ (1.16)
for the first term above. Introducing this 2-component vector Φ˜ is necessary if one wants to read
(1.15) in terms of SU(2) matrix notation. If one simply says that ‘group indices are left implicit’
(as we do), writing Φ∗ is sufficient. Of course, we could also have avoided the explicit appearance
of Φ∗ in (1.15) altogether by exchanging it with its complex conjugate, implicit in ‘h.c.’ This is
a matter of convention and the form given in (1.15), (1.16) is close what most authors use.
Maybe the easiest way to count the parameters in (1.15) is to think in terms of the low-energy
theory with Φ replaced by its VEV. Then the above expression contains three 3×3 complex mass
matrices. Furthermore, these mass matrices relate six independent sets of fermions (since the
first term only contains uL and the second only dL). Thus, the matrices can be diagonalised
using bi-unitary transformations - i.e. a basis change of the fermion fields. We are then left with
3×3 = 9 mass parameters for three sets of up- and down-type quarks and three leptons.
However, due to SU(2) gauge interactions, one of terms in
3∑
a=1
qaL /Dq
a
L (1.17)
contains both uL and dL. It originates in the off-diagonal terms of σ
1,2 which are contained in /D.
In this uL/dL term, the unitary transformation used above does not cancel and a physical 3×3
matrix describing ‘flavor changing charged currents’ (the CKM matrix) is left.3 Let us write the
3 These flavor changing currents correspond to vertices with a (charged) W boson and two left-handed fermions
with different flavor (one up and one down, either both from the same or from different generations).
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relevant term symbolically as
3∑
a,b=1
uaLγ
µUabdbL . (1.18)
The matrix U arises as the product of two unitary matrices from the bi-unitary transformations
above. Hence it is unitary.
It will be useful to pause and think more generally about parameterising a unitary n× n
matrix U . First, a general complex matrix U has 2n2 real parameters. The matrix UU † is always
hermitian, so imposing the hermiticity requirement UU † = 1 imposes n2 real constraints. Then
n2 parameters are left. Next, recall that orthogonal matrices have n(n − 1)/2 real parameters
or rotation angles. Thus, since unitary matrices are a superset of orthogonal matrices, we may
think of characterising unitary matrices by n(n− 1)/2 angles and n2−n(n− 1)/2 phases.4 Now,
in our concrete case, we are free to transform our unitary matrix (in an n-generation Standard
Model) according to
U → DuUDd , (1.19)
where Du,d are diagonal matrices made purely of phases. This is clear since we may freely rephase
the fields uaL and d
a
L (together with their mass partners u
a
R and d
a
R – to keep the masses real).
The rephasing freedom of (1.19) can be used to remove 2n − 1 phases from U . The ‘−1’ arises
since one overall common phase of Du and Dd cancels and hence does not affect U . So we are
left with n2 − n(n− 1)/2− (2n− 1) = (n− 1)(n− 2)/2 physically significant phases.
Now we return to U as part of our Standard Model lagrangian with real, diagonal fermion
mass matrix. Here n = 3 and, according to the above, the CKM matrix has 3 real “mixing
angles” and one complex phase (characterising CP violation in the weak sector of the Standard
Model). For more details, see e.g. [3], Chapter 11.3.5
This brings our total parameter count to 3+2+9+4 = 18. However, we are not yet done since
we completely omitted a whole general type of term in gauge theories, the so-called topological
or θ-term
L ⊃ θ trF ∧ F ∼ θ µνρσF aµνF aρσ ∼ θ trFF˜ . (1.20)
Most naively, this adds 3 new parameters, one for each factor group. However, these terms are
total derivatives if expressed in terms of Aµ. Thus, they are invisible in perturbation theory
and do not contribute to the Feynman rules. In the non-abelian case, there exist gauge field
configurations localised in space and time (called instantons) for which∫
trF ∧ F (1.21)
is non-zero. This does not clash with the total-derivative feature since no globally defined Aµ
exists for such instanton configuations. We will return to instantons in more detail later. For the
U(1), such configurations do not exist, which severely limits the potential observability of the θ
term in U(1) gauge theories.
4This is not a prove. One needs to show that such a parameterisation in terms of angles and phases exists.
We will not touch the interesting subject of parameterisations of unitary matrices.
5 For a broader discussion of C, P, CP and its violation see e.g. [18–23] and references therein.
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Furthermore, and maybe most importantly, the θ term is precisely of the type that the
non-invariance of the fermionic path integral measure induces if chiral fermion fields are re-
phased. Thus, in the presence of charged fermions without mass terms (or analogous Yukawa-
type couplings preventing a re-phasing) such θ parameters are unphysical. The upshot of a more
detailed analysis in the Standard Model case (where some but not all conceivable fermionic mass
terms are present) is that the SU(2) and U(1) θ terms are unobservable (see e.g. [24]) but the
QCD θ term is physical (for some non-trivial issues in this context see [25] and refs. therein).
If one goes beyond the Standard Model by adding more fields or even just higher-dimension
operators, the electroweak θ terms may become physical.
A non-zero value of θQCD breaks CP. This is directly visible from the -tensor in the definition
of the θ-term as well as from its equivalence (through re-phasing) to complex fermion mass
parameters.6 Now, if CP were broken at the O(1) level by the theory of strong interactions
and if light quark masses where ∼GeV, one would expect an O(1) (in GeV units) electric dipole
moment of the neutron to be present. Allowing for the suppression by the tiny light-quark masses
∼ 10−3 GeV, the dipole moment should still be large enough to be detected if θQCD where O(1).
However, corresponding search experiments have so far only produced an extremely small upper
bound. The detailed analysis of this bound implies roughly θQCD < 10
−10.
In any case, we now arrived at our final result of 19 parameters. However, the status of these
parameters is very different. Most notably, 18 of them correspond to dimension-4 (or marginal)
operators, while one – the Higgs mass term – is dimension-2 and hence relevant. (We recall that
the term ‘relevant’ refers to ‘relevant in the IR’.)
Let us try to make the same point from a more intuitive and physical perspective: Since the
theory is renormalisable, one can imagine studying it at a very high energy scale, E  v ∼ mH .
At this scale the Higgs mass is entirely unimportant and we are dealing with a theory of massless
fields characterised by 18 dimensionless coupling constants. Classically, this structure is scale
invariant since only dimensionless couplings are present. At the quantum level, even without
the Higgs mass term, this scale invariance is badly broken by the non-zero beta-functions, most
notably of the gauge couplings. Indeed the gauge couplings run quite significantly and, even in
the absence of the Higgs |Φ|2 term, QCD would still confine at about 1 GeV and break the
approximate scale invariance completely in the IR.
However, this ‘high-scale’ Standard Model described above is very peculiar in the follow-
ing sense: One perfectly acceptable operator, −m2HΦ2, is missing entirely. More precisely, if we
characterise the theory at a scale µ by dimensionless couplings, e.g. g2i (µ), λH(µ) etc., then we
should include a parameter m2H(µ)/µ
2. If we start at some very high scale (e.g. the Planck scale
MP ∼ 1018 GeV – more on this point later), then this parameter has to be chosen extremely
small,
m2H(µ)/µ
2 ∼ 10−32 at µ ∼MP , (1.22)
to describe our world. Indeed, running down from that scale it keeps growing as 1/µ2 until, at
about µ ∼ 100 GeV, it starts dominating the theory and completely changes its structure. This
is our first encounter with the hierarchy problem, which we will discuss in much more detail
6 Recall that, at the lagrangian level, charge conjugation is related to complex conjugation. In particular, it
is broken by complex lagrangian parameters which can not be removed by field redefinitions.
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below.
1.3 Effective field theories - cutoff perspective
In this course, we assume familiarity with basic QFT. The language of (low-energy) effective
field theory can be viewed as an important part of QFT and hence many readers will be familiar
with it. Nevertheless, since this subject is of such an outstanding importance for what follows,
we devote some space to recalling the most fundamental ideas of effective field theory (EFT).
In addition to chapters in the various QFT books already mentioned, the reader will be able to
find many sets of lecture notes devoted specifically to the subject of EFTs, e.g. [26–31]. For a
wider perspective on effective theories (not restricted to QFT), see e.g. [32].
To begin, let us assume that our QFT is defined with some UV cutoff ΛUV (and, if one
wants, in finite spatial volume ∼ 1/ΛIR), such there can be no doubt that we are dealing with
a conventional quantum mechanical system. Of course, the larger the ratio ΛUV /ΛIR, the more
degrees of freedom this system has. The possible IR cutoff will not be relevant for us and we will
not discuss it further. The best example of a UV cutoff (though not very practical in perturbative
calculations) is presumably the lattice cutoff. It is e.g. well established that this leads to a good
description of gauge theories, including all perturbative as well as non-perturbative effects. Next,
it is also well-known and tested in many cases that the lattice regularisation can be set up in
such a way that Poincare-symmetry is recovered in the IR. Of course, we could use Poincare-
invariant cutoffs (e.g. dimensional regularisation, Pauli-Villars or even string theory) from the
beginning, but the lattice is conceptually simpler and more intuitive. Thus, we will be slightly
cavalier concerning this point and assume that we can disregard Poincare-breaking effects in the
IR of our system.
As a result (and here we clearly assume a large amount of non-trivial QFT intuition to be
developed by reading standard texts) our low-energy physics can be characterised by an action
of the symbolic structure
S =
∫
d4 x
(
− 1
2g2
trF 2 +
θ
8pi2
trFF˜ +
c1
Λ4
trF 4 +
c2
Λ4
(trF 2)2 + · · ·
)
. (1.23)
Here we focussed on the gauge theory case and wrote Λ ≡ ΛUV for our cutoff scale. In other
words, we expect that generically all terms allowed by the symmetries are present and that,
on dimensional grounds, whenever a dimensionful parameter is needed, it is supplied by the
cutoff scale Λ. At low energies, only terms not suppressed by powers of Λ will be important,
hence we will always encounter renormalisable theories in the IR. The relevance of terms in
the IR decreases as their mass dimension grows. This is obvious if one thinks, e.g., in terms of
the contribution a given operator makes to a 4-gluon amplitude: The first term in (1.23) will
contribute ∼ g2; the third will contribute ∼ g4k4/Λ4. Clearly, at small typical momentum k,
only the first term is important.7 To see this explicitly one needs to split off the propagator from
the first term and to rescale Aµ → gAµ. The lagrangian will then contain terms of the type
A∂2A + g A2 ∂ A + g2A4 + g4 (c1/Λ
4) (∂A)4 + · · · , (1.24)
7The second term is a total derivative and hence does not contribute in perturbation theory.
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confirming our claim about the 4-gluon amplitude.
The numerical coefficients in (1.23) depend on the details of the regularisation (e.g. the lattice
model) or, in more physical terms, on the UV definition of our theory at the scale Λ. Indeed,
recall our assumption that, what we perceive as a QFT at low energies, is defined as a finite
quantum mechanical system at the scale Λ. There are in general many discrete and continuous
choices hidden in this definition. They will be reflected in the values of g, θ and the ci. Some of
these terms can hence be unusually large or small and this can to a certain extent overthrow
the ordering by dimension advertised above. However, in the mathematical limit k/Λ → 0, the
power of k/Λ wins over numerical prefactors. An exception arises if one coefficient is exactly
zero. This important possibility will be discussed below.
Let us add to our gauge theory example given above the apparently much simpler example
of a real scalar field, symmetric under φ→ −φ:
S =
∫
d4 x
(
c0Λ
2φ2 − 1
2
(∂φ)2 − λφ4 + c1
Λ2
φ6 + · · ·
)
. (1.25)
The key novelty is that we have a term proportional to a positive power of Λ (a relevant operator).
In the gauge theory case, the most important operators were merely marginal. Moreover, this
term is a mass term and for c0 = O(1) the EFT below the scale Λ is simply empty. Thus, we
must assume that a very particular UV completion exists which allows for either c0 = 0 (for
some qualitative reason) or at least for the possibility to tune this coefficient to a very small
value, c0  1. We now see that this has some similarity to the Standard Model, where (assuming
that the Standard Model continues to be the right theory above the TeV-scale), a similar tuning
might be needed to keep m2H small.
Arguing that there is a ‘tuning’ or ‘fine-tuning problem’ based only on the above is not very
convincing. One of the reasons is that we were vague about the UV completion at the scale Λ.
It appears possible that the right UV completion will effortlessly allow for c0  1 or maybe
even predict such a small value. Indeed, we have to admit right away that we will not be able
to rule this out during this whole course. But we will try to explain why many researchers have
remained pessimistic concerning this option.
1.4 Effective field theories - QFTUV vs. QFTIR
To do so, we will now modify the use of the word effective field theory: In the above, we assumed
some finite (non-QFT) UV completion and called EFT what remains of it in the IR. Now, we
want to start with some QFT in the UV (to be itself regularised or UV-completed at even higher
scales) and consider how it transits to another QFT (which we will call EFT) in the IR. The
simplest way in which this can happen is as follows: Let our QFTUV contain a particle with mass
M and focus on the physics at k  M . In other words, we ‘integrate out’ the heavy (from the
IR perspective) particle and arrive at a theory we might want to call QFTIR – our low-energy
EFT.
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Let us start with a particularly simple example, borrowed from [29]:
L = ψi/∂ψ −mψψ − 1
2
(∂φ)2 − 1
2
M2φ2 + yφψψ − λ
4!
φ4 . (1.26)
We assume m  M  Λ and we have already ignored all terms suppressed by Λ. The above
lagrangian is then renormalisable, such that we may indeed view (1.26) as defining our theory
through some parameter choice at a very high8 scale µ1 M . We are interested in the EFT at
µ2 with m µ2 M .
The correct procedure (‘running and matching’) would be as follows: One writes down the
most general lagrangian LEFT for ψ at the scale µ2 and calculates (at some desired loop order) a
sufficiently large set of observables (e.g. mass, 4-point-amplitude etc.). Then one calculates the
same observables using the full theory defined by (1.26). This includes tree level diagrams and
loops involving φ as well as the renormalisation group (RG) evolution. Finally, one determines
the parameters of LEFT such that the two results agree.
Our course is not primarily about EFTs and we will take a shortcut. First, we set λ = 0
since it will not be essential in what we have to say. Second, we integrate out φ classically: We
ignore the (∂φ)2 term since we are at low energies and we extremise the relevant part of L with
respect to φ:
δ
δφ
(
−1
2
M2φ2 + yφψψ
)
= 0 ⇒ φ = y
M2
ψψ . (1.27)
Inserting this back into our lagrangian we obtain
LEFT = ψi/∂ψ −mψψ + y
2
2M2
(ψψ)2 + · · · . (1.28)
Finally, we calculate loop corrections involving the heavy field φ to all operators that potentially
appear in LEFT . In this last step, the correction which is most critical for us is the mass (or
more generally the self energy correction) for ψ, cf. Fig. 1.
Figure 1: One-loop fermion self energy in the Yukawa theory.
Dropping all numerical prefactors, this gives (for details see e.g. [14])
Σ(/p) ∼ y2
∫
d4 k
−/k +m
(k2 +m2)[(k + p)2 +M2]
. (1.29)
After summing, in the standard way, all such self-energy corrections to the propagator, one
obtains
i
/p−m− Σ(/p) . (1.30)
8 We do not insist on being able to take the mathematical limit Λ→∞ or µ1 →∞ since we do not want to
deal with issues like a possible Landau pole or a sign change of λ in the far UV.
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This resummed propagator can be viewed as a function of the matrix-valued argument /p. Its
pole then determines the corrected mass mc = m + δm. This can be made explicit by Taylor
expanding Σ(/p) around /p = mc:
Σ(/p) = Σ(mc) + Σ
′(mc)(/p−mc) + 1
2
Σ′′(m)(/p−mc)2 + · · · . (1.31)
Now the propagator takes the form
i
(/p−mc)− Σ′(mc)(/p−mc) + · · · with mc = m+ Σ(mc) . (1.32)
As usual in perturbation theory we estimate
δm = Σ(m) . (1.33)
Thus, we need to evaluate (1.29) for /p = m. Introducing a cutoff Λ, we have in total three
scales: m, M and Λ. We see right away that the (naively possible) linear divergence arising from
the term ∼ /k will vanish on symmetry grounds as long as our cutoff respects Lorentz symmetry.
Morover, the contribution from the term ∼ /k in the regime k ∼ mM is suppressed by 1/M2.
Thus, we may disregard the term ∼ /k altogether.
We may then focus on the term ∼ m. It gets a small contribution from the momentum region
k . M and is log-divergent for k  M . We can finally conclude that the leading result for the
mass correction extracted from (1.29) must be proportional to m. Any enhancement beyond this
can at best be logarithmic, but still proportional to m. For the moment this is all we need: We
learn that (1.28) is the right lagrangian after the replacement
m → mEFT ≡ mc ≡ m+ δm ≡ m(1 + y2 ×O(1)) . (1.34)
Here ‘O(1)’ may include a logarithmic cutoff dependence, like in particular ln(Λ/M). Moreover,
as noted earlier, we may define our theory at a finite scale µ1  M . Then the log-divergence is
traded for ln(µ1/M).
We could have argued the same without even drawing any Feynman diagram: Indeed, writing
our model in terms of left- and right-handed spinors,
ψψ = ψLψR + ψRψL , (1.35)
one sees immediately that for m = 0 it possesses the Z2 symmetry
ψL → ψL , ψR → −ψR , φ→ −φ . (1.36)
The mass term ∼ m breaks this symmetry. Thus, we expect that both the UV theory and the
EFT regain this symmetry in the limit m→ 0. The loop correction δm of
mEFT = m+ δm (1.37)
must hence itself be proprtional to m. The punchline is that integrating out φ does not clash
with the lightness (or masslessness) of ψ.
It is interesting and important to develop this language further by considering the low-energy
EFT of the Standard Model below the scale of Higgs, W and Z-bosons or the pion EFT below
the confinement scale ΛQCD. We leave it to the reader to explore this using the vast literature.
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1.5 The Standard Model as an effective field theory
Let us now apply the above language to the Standard Model. We first assume that a finite cutoff
Λ TeV is present and that the Standard Model is the effective theory valid below this cutoff.
At the moment, we allow this cutoff to either be the scale at which the framework of QFT
becomes insufficient (string or some other fundamental cutoff scale) or, alternatively, the scale
at which the Standard Model is replaced by a different, more fundamental, ultraviolet QFT. It
is natural to view Λ as our main dimensionful parameter and organise the langrangian as
L = L2 + L4 + L5 + L6 + · · · (1.38)
= c0Λ
2|Φ|2 − |DΦ|2 − λH |Φ|4 + L′4 + L5 + L6 + · · · (1.39)
Here, in the first line, we have organised the lagrangian in groups of dimension-2, dimension-4
(and so on) operators. In the second line, we have displayed L2, which is just the Higgs mass
term, and the rest of the Higgs lagrangian explicitly. Thus, L′4 is our familiar renormalizable
Standard Model lagrangian without the Higgs part. We also have m2H = c0Λ
2 and we note that
|c0|  1 is necessary for the Higgs to be a dynamical field below the cutoff scale. But our
discussion in the previous section has not lead to an unambiguous conclusion about whether this
should be viewed as a problem.
Since we now think of the Standard Model as of an EFT, we included terms of mass dimension
5, mass dimension 6, and so on. It turns out that, at mass dimension 5, the allowed operator
is essentially unique (up to the flavor stucture). It is known as the Weinberg operator. We
write it down for the case of a single family and using a two-component (Weyl) spinor notation
(cf. Problem 1.9.4). The l.h. 4-component lepton-spinor lL then takes the form
lL =
(
lα
0
)
, with α = 1, 2 . (1.40)
The Weinberg-operator reads
L5 = c
Λ
(l · Φ)2 + h.c. = c
Λ
lαi lαj
ikjlΦkΦl + h.c. (1.41)
Here we used the fact that two Weyl spinors can form a Lorentz invariant as
ψαψα = 
αβψβψα , (1.42)
where the  tensor appears in its role as an invariant tensor of the Lorentz group SL(2,C). By
contrast, the -tensors in (1.41) appear in their role as invariant tensors of the SU(2) factor in
GSM and allow us to combine two doublets (Higgs and leptons) into a singlet.
Now, since
〈Φ〉 =
(
0
v
)
and lα =
(
να
eα
)
, (1.43)
the low energy effect of the above operator is to give mass to the upper component of the lepton
doublet, i.e. to the neutrino:
L5 = cv
2
Λ
νανα + h.c. (1.44)
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Writing the neutrino as a Majorana rather than a Weyl fermion, this becomes the familiar
Majorana mass term. Introducing three families, the constant c is promoted to a 3 × 3 matrix
cab.
Given our knowledge that neutrino masses are non-zero and (without going into the non-
trivial details of the experimental situation) are of the order mν ∼ 0.1 eV, an effective field
theorist can interpret the situation as follows: The neutrino mass measurements represent the
detection of the first higher-dimension operator of the Standard Model as an EFT. As such, they
determine the scale Λ via the relation (assuming c = O(1))
mν ∼ v2/Λ ⇒ Λ ∼ 3× 1014 GeV . (1.45)
On the one hand, this is discouragingly high. On the other hand, it is significantly below the
(reduced) Planck scale of MP ' 2.4 × 1018 GeV. It is also relatively close to, though still
significantly below, the supersymmetric Grand Unification scale MGUT ∼ 1016 GeV to which
will return later. Let us note that, without supersymmetry, the GUT scale is less precisely
defined and one may argue that the UV scale derived from the Weinberg operator above is
actually intriguingly close to such a more general GUT scale.
It is very remarkable that the Standard Model with the Weinberg operator allows for a simple
UV completion at the scale Λ. This so-called seesaw mechanism [33–35] involves (we discuss
the one-generation case for simplicity) the addition of just a single massive fermion, uncharged
under GSM . The relevant part of the high-scale lagrangian is (in Weyl notation for spinors)
L ⊃ βlΦνR − 1
2
MνRνR + h.c. (1.46)
Integrating out the extra fermion (often referred to as the right-handed neutrino νR), one obtains
precisely the previously given Weinberg operator with
c ∼ β2 and Λ ∼M . (1.47)
In other words, the observed neutrino masses behave as
mν ∼ β2v2/M . (1.48)
As a result, we can make M (and thus Λ) smaller, bringing it closer to experimental tests, at the
expense of also lowering β. Of course, one has to be lucky to actually discover νR at colliders,
given that then β would have to take the rather extreme value of
√
100 GeV/1014 GeV ∼ 10−6.
An even more extreme option, which however has its own structural appeal, is to set M to
zero. This can be justified, e.g., by declaring lepton number to be a good, global symmetry of
the Standard Model (extended by r.h. neutrinos). By this we mean the U(1) symmetry l→ eiχl,
νR → e−iχνR. Now the Standard Model has an extra field, the fermionic singlet νR (more precisely
three copies of it). The first term in (1.46) is just another Yukawa coupling (given here in Weyl
notation, but otherwise completely analogous to the e.g. the electron Yukawa term). The second
term is missing. This version of the Standard Model, extended by r.h. neutrinos, is again a
renormalisable theory and it can account for the observed neutrino masses. The latter do not
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arise from the seesaw mechanism sketched above, but correspond simply to a tiny new Yukawa
coupling. In this case β ∼ mν/v ∼ 10−12, which may be perceived as uncomfortably small. The
second smallest coupling would be that of the electron, βe ∼ 0.5 MeV /v ∼ 10−5.
At mass dimension 6, there are many further terms that can be added to LSM . For example,
any term of L4 can simply be multiplied by |Φ|2. The arguably most interesting terms are the
4-fermion-operators. They include terms like (now again in Dirac notation)
L6 ⊃
∑
ijkl
cijkl(ψiψj)(ψkψl) (1.49)
as well as similar operators involving gamma matrices. Even with the restriction by gauge in-
variance, there are many such terms and we will not discuss them in any detail. Crucially, many
of them are very strongly constrained experimentally. First, if one does not impose the global
symmetries of lepton and baryon number, some of these operators induce proton decay. (We
recall that with baryon number we refer to a U(1) symmetry acting on quarks, with a prefactor
1/3 in the exponent.) The extraordinary stability of the proton would then push Λ up beyond
1016 GeV. But even imposing baryon and lepton number as additional selection rules9 for (1.49),
strong constraints remain. These are mostly due to so called flavour-changing neutral currents
(the analogues of the flavour-changing charged currents mentioned earlier) and to lepton flavour
violation (e.g. the decay µ− → e+ + 2e−). Such constraints push Λ to roughy 103 TeV. Of
course, the new physics scale can be much lower if the relevant new physics has the right ‘flavour
properties’ not to clash with data.
1.6 The electroweak hierarchy problem
Now we come in more detail to what is widely considered the main problem of the Standard
Model as an effective theory: the smallness of the Higgs mass term. So far, we have only pointed
out that, in the EFT approach with cutoff Λ, it is natural to write
m2H ∼ c0Λ2 . (1.50)
We have many reasons to think that Λ is large compared to the weak scale, implying |c0|  1.
The main question hence appears to be whether we can invent a more fundamental theory at
scale Λ in which |c0|  1 can be understood.
Let us first give a very simple argument (though possibly not very strong) why this is not
easy. Namely, consider the theory as given by a classical lagrangian at Λ and ask for low-energy
observables. The most obvious is maybe a gauge coupling,
α−1i (µ) ' α−1i (Λ) +
bi
2pi
ln
(
Λ
µ
)
+O(1) , (1.51)
9 To be precise, the two corresponding U(1) symmetries, known as U(1)B and U(1)L are so-called accidental
symmetries of the Standard Model. This means that, given just gauge symmetry and particle content, and writing
down allowed renormalisable operators, these symmetries are automatically preserved at the classical level. It is
hence not unreasonable to assume that they hold also in certain UV completions and may constrain 4-fermion
operators.
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where we restricted attention to the one-loop level. The relevant diagrams are just the self-energy
diagrams of the corresponding gauge boson with scalars, fermions and (in the non-abelian case)
gauge bosons running in the loop. We see that, for Λ µ, the correction becomes large, but it
grows only logarithmically. This goes together with the logarithmic divergence of the relevant
diagrams, which is in turn related to the vanishing mass dimension of the coupling or operator
coefficient that we are correcting. By contrast, for the Higgs mass we find [36,37].
m2H(µ) = m
2
H(Λ) +
cH
16pi2
Λ2 +O(Λ0) , (1.52)
with cH a coupling-dependent dimensionless parameter to be extracted from diagrams like those
in Fig. 2. We see that, suppressing O(1) coefficients and disregarding the logarithmic running of
the dimensionless couplings between µ and Λ, we have cH = λH + λ
2
t + g
2
2 + · · · .
Figure 2: Contributions to the Higgs self energy.
Thus, cH is an O(1) number and if we set Λ = 1 TeV, only an O(1) cancellation between
the two terms on the r.h. side of (1.52) is required to get the right Higgs mass parameter of the
order of (100 GeV)2. Things are actually a bit worse since there is a color factor of 3 coming with
the top and other numerical factors. But, much more importantly, we can not simply declare
1 TeV to be the scale where our weakly coupled QFT breaks down and some totally unknown
new physics (discrete space time, string theory etc.) sets in. One but not the only reason is the
issue of flavor-changing neutral currents mentioned above. If we take the (still rather optimistic)
value Λ ∼ 10 TeV, we already require a compensation at the level of 1% or less between the two
leading terms on the r.h. side of (1.52). This starts to deserve the name fine-tuning or hierarchy
problem.
A cautionary remark concerning expressions like m2H(µ) or m
2
H(Λ) is in order. Such dimen-
sionful parameters sometimes (not always) have power-divergent loop corrections. The momen-
tum integral implicit in the loop correction is then dominated in the UV and changes by an
O(1) factor if the regularization procedure changes. This is in contrast to e.g. α−1(µ) which is,
at leading order, independent of how precisely the scale µ is defined. One can see that most
easily by noting that ln(Λ/µ) does not change significantly in the regime Λ/µ 1 if Λ or µ are
multiplied by, say, a factor of 2. Thus, a possibly less misleading way to write (1.52) is
m2H = m
2
H, 0 +
cH
16pi2
Λ2 +O(Λ0) , (1.53)
Here m2H is, by definition, the value of this operator in the IR and m
2
H, 0 is the bare or classical
value in the UV lagrangian.
Still, the fine-tuning argument is not very convincing since, in (1.53), the two crucial terms
between which a cancellation is required both depend on the cutoff or regularization used. For
example, in dimensional regularization with minimal subtraction, the second term is simply zero
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and no cancellation appears necessary. Now this is clearly unphysical, but one may entertain the
hope that some physical cutoff with similar features will eventually be established, defining a
UV theory with a ‘naturally’ small m2H in spite of large Λ.
But a much more technical and stronger argument making the fine-tuning explicit can be
given. We make it using a toy model, but the relevance to the Standard Model will be apparent.
The toy model is in essence something like ‘the inverse’ of the Yukawa model of (1.26). There, we
considered the mass correction a fermion obtains when a heavy scalar is integrated out. We found
that no large correction to the small fermion mass arises. Now consider (again following [29]),
L = −1
2
(∂φ)2 − 1
2
m2φ2 − λ
4!
φ4 + ψ(i/∂ −M)ψ + yφψψ . (1.54)
We literally simply renamed m↔M , having of course in mind that now mM . As before, we
will not go through a careful procedure of ‘running and matching’ to derive the low-energy EFT,
but take the shortcut of integrating out the heavy field classically and adding loop corrections
to the low-energy lagrangian terms.
Since the fermion appears only quadratically in the action, its equations of motion are solved
by ψ = 0 for any field configuration φ(x). Hence, the first step consists in just dropping all terms
with ψ. When considering loops, we focus only on corrections to the scalar mass proportional to
y2, finding
LEFT = −1
2
(∂φ)2 − 1
2
m2EFTφ
2 − λ
4!
φ4 + · · · , (1.55)
with
m2EFT ' m2 +
y2
16pi2
∫ Λ2
0
k2 d(k2)
tr(/k −M)2
(k2 +M2)2
. (1.56)
This integral corresponds to the second diagrams of Fig. 2. It is immediately clear that both
terms proportional to Λ2 as well as to M2 will arise:
m2EFT ' m2 +
y2
16pi2
(
c1Λ
2 + c2M
2 ln(Λ2/M2) + c3M
2 + · · · ) . (1.57)
See e.g. [14] for a corresponding analysis in dimensional regularisation. (Note that, while a
quadratic divergence in 4 dimensions does not show up as a pole at d = 4, it corresponds to a
logarithmic divergence in 2 dimensions and hence shows up as a pole at d = 2.)
Crucially, we now see that if, by some ‘UV miracle’, the m2 and Λ2 terms always cancel to
make m2EFT very small, the tuning issue still remains: Even a very tiny relative change of M
2
(assuming that M2  m2EFT ), would upset this cancellation. Of course, we can not rule out a
UV model where everything, including masses of particles at intermediate scale (like our M with
mEFT  M  Λ) are automatically correctly adjusted to ensure the necessary cancellation in
(1.57). But now it becomes more apparent how tricky any mechanism accomplishing that would
have to be.
Concretely in the Standard Model with a seesaw mechanism for neutrino masses, the scale
M might be that of the heavy r.h. neutrino and one has, given the above, a strong argument for
fine-tuning. Alternatively, one can of course avoid any such heavy particles (also giving up on
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Grand Unifcation - see below) and imagine that the Standard Model directly runs into a new
theory in the UV where, at some scale Λ, a massless scalar is explained without tuning. I am
not aware of any sufficiently concrete scenario of this sort. Nevertheless, we will return to a more
detailed discussion of this and related logical possibilities later on.
For now, let us accept that, from an EFT perspective, the Standard Model with UV scale Λ
is fine tuned and try to quantify the problem.
1.7 Fine tuning
Let us first emphasise that, having a small (dimensionful or dimensionless) parameter in an EFT
is not in itself problematic or related to tuning. Indeed, the electron mass is small, but it comes
from a dimensionless Yukawa coupling which only runs logarithmically. Thus, once small in the
UV, it will stay small in the IR ‘naturally’.
Moreover, the relevant coupling of type
λelLΦeR (1.58)
is forbidden by chiral symmetry transformations, e.g. eR → eiαeR. One can view λe as a small
effect in the UV lagrangian breaking this symmetry. Hence, the above operator will only receive
loop corrections proportional to this symmetry breaking effect, i.e. to λe itself.
The same argument can be made for fermion masses even when they are viewed as dimen-
sionful parameters. We have seen one example in Sect. 1.3. Another example is the Standard
Model below the electroweak symmetry breaking scale, where the electron mass term
meee = meeLeR + h.c. (1.59)
can be forbidden by the global U(1) symmetry eR → eiαeR, as above. Hence, there will be no
loop corrections driving me up to the electroweak scale, given that the tree-level value is small.
Small parameters with this feature are called ‘technically natural’, a notion due to
’t Hooft [38]. More precisely, a small parameter is technically natural if, by setting it to
zero, the symmetry of the system is enhanced. The crucial point for us is that finding such
a symmetry for the Higgs mass term turns out to be difficult if not impossible: One obvious
candidate is a shift symmetry, Φ → Φ + α, with α =const. But this forbids all non-derivative
couplings and hence clashes with the main role the Higgs plays in the Standard Model, most
notably with the top-Yukawa coupling, which is O(1). Nevertheless, attempts to at least allevi-
ate the hierarchy problem using this idea have been made and we will discuss them in Sect. 8.2.
Another option is scale-invariance but, once again, the Standard Model as a quantum theory is
not scale invariant - couplings run very significantly. Moreover, in the UV, most ideas for how
the unification with gravity will work break scale invariance completely. Again, attempts along
these lines nevertheless exist and will be mentioned. However, at our present ‘leading order’ level
of discussion it is fair to say that the smallness of m2H is probably not technically natural.
Somewhat more vaguely, one may say that the Higgs mass term is unnaturally small. To
make this statement more precise, the notion of tuning or fine tuning has been introduced.
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Roughly speaking, a theory is tuned if the parameters in the UV theory (at the scale Λ) have to
be adjusted very finely to realise the observed low-energy EFT.
It is not immediately obvious how to implement this in terms of formulae since, as just
explained, e.g. the electron mass is known with high accuracy and even a tiny change of the
UV-scale Yukawa coupling will lead to drastic disagreement with experiment. The main point
one wants to make is that, as we have seen, the smallness of the Higgs mass apparently arises
from the compensation between two terms,
m2H = m
2
H, 0 +
cH
16pi2
Λ2 + · · · . (1.60)
Clearly, in such a situation, a small relative change, e.g., m2H, 0 induces a much larger relative
change of m2H .
A widely used formula implementing this is known as the Barbieri-Giudice measure for
fine-tuning [39] (see also [40] and, for modern perspectives and further references, [41, 42]):
FT =
∣∣∣∣ xO ∂O∂x
∣∣∣∣ = ∣∣∣∣∂ ln(O)∂ ln(x)
∣∣∣∣ . (1.61)
Here x is the theory parameter and O the relevant observable. In our case, x = m2H, 0 and
O = m2H is given by (1.60), such that
FT = m2H, 0
∂ ln(m2H, 0 + cHΛ
2/(16pi2))
∂m2H, 0
=
m2H, 0
m2H, 0 + cHΛ
2/(16pi2))
∼ Λ
2/(16pi2)
m2H
. (1.62)
Here, in the last step, we assumed that m2H  cHΛ2/(16pi2), such that m2H, 0 ∼ cHΛ2/(16pi2).
Moreover, we have used that cH = O(1). As already noted earlier, this just formalises what we
said at the intuitive level earlier: The fine tuning is roughly Λ2/(1 TeV)2.
For completeness, we record the natural multi-particle generalisation of the Barbieri-Giudice
measure. In this more general context, one may call it a ‘fine tuning functional’, defined as a
functional on the space of theories T (following [41]):
FT [T ] =
∑
ij
∣∣∣∣xiO j ∂Oj∂xi
∣∣∣∣ . (1.63)
We also note that our discussion was somewhat oversimplified and less concrete than in [39].
There, the observable was m2Z (this is clearly tied to m
2
H , which is however not directly observ-
able). Furthermore, the UV theory was not some rather vague cutoff-QFT, but it was a concrete
model: The supersymmetric, in fact even supergravity-extended version of the Standard Model.
We will get at least a glimpse of this below, after we have introduced supersymmetry.
Unfortunately, the above definition of fine-tuning has many problems. First, it is clearly not
reparametrisation independent. In other words, it crucially depends on our ad hoc choice of xi as
operator coefficients in a perturbative QFT and of the Oi as, roughly speaking, particle masses.
Thus, one is justified in looking for other, possibly related, definitions. One such alternative
definition is probabilistic: Choose a (probability) measure on the set of UV theories and
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ask how likely it is to find a particular low-energy observable to lie in a certain range. For example,
we might consider m2H, 0 to have a flat distribution between zero and 2Λ
2/(16pi2) (where we also
set cH = −1). Then we obtain a small Higgs mass only if m2H, 0 happens, by chance, to fall very
close to the center point of its allowed range.
To make this quantitative, we need to distinguish notationally between the Higgs mass
parameter m2H in our statistical set of theories and the concrete Standard Model value of this
quantity. Let us call the latter m2H, obs.. Then, we may ask for the probability to find m
2
H in the
interval [−m2H, obs.,m2H, obs.], or equivalently |m2H | . m2H, obs.. We obtain
p(m2H, obs.) '
m2H, obs.
Λ2/(16pi2)
. (1.64)
This is just the inverse of the Barbieri-Giudice fine tuning value, confirming at least at some
intuitive level that the above definitions make sense. However, it becomes even more apparent
that some ad hoc assumptions have come in. In particular, we required a measure on the space
of UV theories or UV parameters.
Finally, another ambiguity of the probabilistic view on fine-tuning is related to the choice of
the allowed interval of the EFT observable. In the above, things were rather clear since our task
was to quantify the problematic smallness of the Higgs mass relative to the cutoff. It was then
natural to define all theories with |m2H | . m2H, obs. as ‘successful’. However, the Higgs mass is by
now known rather precisely, mh = 125.18±0.16 GeV [43], which translates into a similarly small
allowed interval for m2H, obs.. If we had defined successful theories as those with m
2
H, obs. falling
into that interval, a much larger fine-tuning would result. Even worse, one could consider the
very precisely known electron mass in the same way and would find a huge fine tuning of the
UV-scale coupling λe, in spite of the logarithmic running and the technical naturalness.
Thus, one has to be careful with both definitions and it may well be that the final word
about this has not yet been spoken. A suggestion for sharpening the probabilistic perspective
is as follows: Consider the manifold of UV couplings (with some measure) and the map to the
manifold of observables. On the latter, let O0 be some qualitatively distinguished point, in
our case the point of vanishing Higgs mass term. This point is distinguished since it specifies
the boundary between two qualitatively different regimes – that with spontaneously broken and
unbroken SU(2) gauge symmetry. Let us assume that for any other point O, we can in some way
measure the distance to this special point, |O − O0|. Now one may say that an observed EFT,
corresponding to a point Oobs. on the manifold of observables, is fine tuned to the extent that
the probability for all theories with
|O − O0| < |Oobs. −O0| (1.65)
is small. In other words, we measure how unlikely it is that a randomly chosen theory falls more
closely to the special point O0 than our observed EFT.
Before closing this section, let us introduce some terminology that might be useful to sharpen
our understanding: Simply the fact that the weak scale mew is so much smaller than the Planck
scale MP may be perceived as requiring explanation. It is common to characterise this as the
large hierarchy problem. This problem of very different energy scales in the same theory
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becomes an actual fine tuning problem if the Standard Model (or some minimal extension not
affecting the quadratic Higgs mass divergence) is valid up to MP . However, we only have strong
experimental evidence that the cutoff of the Standard Model as an EFT is above ∼ 10 TeV. It
could even be lower, but this leads to various phenomenological problems with flavor violation
and precision data. Taking such a low cutoff Λ, one is only faced with a mild fine tuning ∼
m2H/(Λ
2/16pi2) ∼ 10−2 for Λ ∼ 10 TeV. This is known as the little hierarchy problem, which
is on the one hand much less severe but on the other hand much more concrete and data-driven.
We close by recommending to the reader the lecture notes [44], which discuss Higgs boson
physics in much more detail, emphasising in particular the electroweak hierarchy problem. See
also [45] for brief, less technical discussions of the concept of Naturalness.
1.8 Gravity and the cosmological constant problem
Including gravity in a minimalist approach amounts to the substitution
LSM [ψ, ηµν ] → √gLSM [ψ, gµν ] + 1
2
M2P
√
gR[gµν ]−√g λ . (1.66)
As a result, two essential modifications of the discussion above arise: First, we learn that the
Higgs mass problem is just one of two instances of very similar hierarchy problems - the other
being the cosmological constant problem. Second, gravity sets an upper bound on the cutoff Λ,
in a way that sharpens the Higgs mass hierarchy problem.
In more detail, let us start by recalling what we need to know about gravity [2, 46–49]. On
the one hand, gravity changes the picture very deeply: The arena of our Standard-Model QFT
changes from R4 (with flat Lorentzian metric) to a Lorentzian manifold with dynamical metric,
horizons, singularities in the cosmic past or future, or possibly even with topology change. The
causal structure, which is so crucial for the definition of a QFT, becomes dynamical together
with the metric. In particular, if one takes the metric itself to be a dynamical quantum field, the
quantization of this field depends on the causal structure, which follows from the (then a priori
unknown) dynamics of this field itself. Diffeomorphism invariance makes it very hard to define
what a local observable in the usual QFT sense is supposed to be. Finally, to just mention one
more issue, QFTs are most easily defined in Euclidean metric. But this is extremely problematic
in gravity since, even for a topologically trivial 4d euclidean manifold, the local value of R[gµν ]
can take either sign. Thus, fluctuations around a flat euclidean background do not necessarily
suppress the weight factor exp(−SE) in the path integral, the well-definedness of which hence
becomes problematic [50].
But, on the other hand, one may also ignore most of the deep conceptual problems above
and pretend that one has added to the Standard Model QFT just another gauge theory (see
e.g. [51]). We can not develop this approach here in any detail but only sketch the results: One
expands the metric around flat space,
gµν = ηµν + hµν . (1.67)
and tries to think of hµν as of a gauge potential, analogous to Aµ. The reader will recall the
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covariant derivative acting on a vector field,
Dµvν = ∂µvν − Γµνρvρ with Γµνρ = 1
2
gρσ(∂µgνσ + ∂νgµσ − ∂σgµν) (1.68)
and the curvature tensor written as a commutator, in analogy to Fµν :
Rµνρ
σ vσ = [Dµ, Dµ] vρ , or symbolically: R ∼ [∂ − Γ, ∂ − Γ] . (1.69)
From this, it is clear that the gravitational lagrangian takes the symbolic form (ignoring index
structure and numerical factors)
M2P [h∂
2h+ h(∂h)2 + h2(∂h)2 + · · · ] . (1.70)
Defining κ ≡ 1/MP and rescaling h→ κh, this becomes
h∂2h+ κh(∂h)2 + κ2h2(∂h)2 + · · · . (1.71)
This is already quite analogous to the gauge theory structure (we are thinking of the non-abelian
case, but are suppressing the group and Lorentz indices for brevity)
A∂2A+ gA2∂A+ g2A4 . (1.72)
The crucial differences are that g is dimensionless and the series of higher terms terminates at
the quartic vertex. By contrast, in gravity the coupling has mass dimension −1 and the series
goes on to all orders (both from R as well as from the R2, R3 terms etc. which have to be
added to the lagrangian to absorb all divergences arising at loop level). We will not discuss the
technicalities of this – suffice it to say that the Fadeev-Popov procedure and the introduction of
ghosts work, at least in principle, as in gauge theories.
We also recall that, for any observable that we can calculate in perturbation theory, the
expansion reads
c0 + c1κΛ + c2κ
2Λ2 + · · · (1.73)
on dimensional grounds. From this we see that we have to expect power divergences and that
higher loops are more and more divergent, consistent with the well-known fact that quantum
gravity is perturbatively non-renormalisable.
Finally, coming closer to our main point, we remember that gµν or, in our approach, hµν
appears also in LSM [ψ, gµν ]. Since, as we know, the energy momentum tensor is defined as the
variation of SSM with respect to gµν at the point gµν = ηµν , it is clear that the leading order
coupling of h with matter is given by
L ⊃ κhµνT µν . (1.74)
This is, once again, completely analogous to the gauge theory coupling to matter via
L ⊃ gAaµjµa with, e.g. jµa = ψγµTaψ . (1.75)
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What is essential for us is that the cosmological constant term gives rise to an energy mo-
mentum tensor
T µν = −ηµνλ . (1.76)
If λ is non-zero, then this corresponds to a non-zero source or ‘tadpole term’ for the metric
(gauge) field hµν :
L ⊃ −κhµνηµνλ . (1.77)
The meaning of the word tadpole in this context becomes obvious if one considers the above as
a tree-level diagrammatic effect and adds the first loop correction (due e.g. to a scalar particle
minimally coupled to gravity). This is illustrated in Fig. 3.
Figure 3: Tree level and loop effect of the cosmological constant term on the metric field hµν .
One may think of the loop diagram in Fig. 3 as a correction to λ, in direct analogy to the loop
corrections to the Higgs mass from integrating out heavy particles which we discussed before.
Thus, in analogy to e.g. (1.53) and renaming our original cosmological term in the tree-level
action to λ0, we have
λ = λ0 +
cλ
16pi2
Λ4 . (1.78)
The coefficient cλ does not include a small coupling constant but is merely proportional to the
sum of bosonic and fermionic degrees of freedom (one may interpret this sign difference either as
being due to the usual ‘minus’ for each fermion loop or as the negative sign of the vacuum energy
of the fermionic harmonic oscillator. Related to this, one can of course interpret the divergence as
a sum over the vacuum energies of the oscillators corresponding to free field momentum modes.
Famously, if one compares the observed value of the vacuum energy,
λ ' (2.2 meV)4 , (1.79)
with the expectation from (1.78) based on Λ = MP ' 2.4× 1018 GeV, one finds a mismatch (i.e.
a required fine tuning) of 10120. As in the Higgs mass case, there are caveats to this argument:
Indeed, the value of the loop correction depends completely on the UV regularisation and one
may imagine schemes where it would simply be zero. Also, as in Higgs case, there are counterar-
guments to this suggestion. Indeed, any massive particle contributes to the loop correction in a
way that depends on its mass. Thus, the observed value changes dramatically if, e.g., the mass
of the heavy r.h. neutrino needed in the seesaw mechanism changes.
To see this more explicitly, it is useful to give an explicit covariant formula for the one-loop
correction to λ (see problems for a derivation). For a single real scalar and in euclidean signature,
one has
δλ =
1
2
∫
d4k
(2pi)4
ln(k2 +m2) = c0Λ
4 + c1Λ
2m2 + · · · . (1.80)
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We see that even the sub-leading term proportional to the mass is still also proportional to Λ2 and
hence huge. In fact, this is true even for the light particles of the Standard Model. Furthermore,
there are effects due to the Higgs potential, the non-perturbative gluon-condensate of QCD
and from all couplings (which enter at the two and higher-loop level). Thus, the case for an
actual fine-tuning appears to be very strong indeed. Clearly, the amount of fine tuning may be
significantly reduced compared to what we just estimated: We could add to the Standard Model
heavy bosons and fermions, such that above a certain mass scale M the number of fermions and
bosons is equal and at least the leading Λ4 term disappears.
This last idea turns out to work much better than expected. It is realised in a systematic
way in supersymmetry (SUSY) or supergravity (SUGRA). It still does not solve the cosmological
constant problem, even in principle. The reason is that the scale of supersymmetry breaking is
much too high. It does, however, solve the Higgs mass or electroweak hierarchy problem in
principle. The fact that this solution does not work (at least not very well) in practice is due to
fairly recent data, especially from the LHC. Nevertheless, it will be important for us to study
SUSY in general and to a certain extent the SUSY version of the Standard Model. The reasons
are twofold. First, as noted, SUSY is an excellent example for how things could work out nicely at
the cutoff scale Λ. The precise understanding of how our apparent fine tunings could disappear
or at least be mitigated will help us to evaluate their technical content and physical meaning.
Second, if one wants quantum gravity divergences to also be tamed at the cutoff scale, SUSY
is not enough and string theory is required. But the relation of the latter to real-world physics
relies (at least in the best understood cases) on SUSY, which we hence have to understand at
least at an introductory level.
For reviews of the cosmological constant problem, see e.g. [52–55]. In particular, the argu-
ments of [52] against adjustment mechanisms for a zero cosmological constant(sometimes referred
to as Weinberg’s no-go theorem) are noteworthy.
1.9 Problems
1.9.1 Electroweak symmetry breaking
Task: Calculate W and Z boson masses as well as the electromagnetic coupling e in terms of v
and g1,2. Derive the formula for the electric charge Q = T3 +Y , where Y is the U(1) hypercharge
and T3 is the so-called ‘isospin generator’ of the SU(2) gauge group.
Hints: Apply the covariant derivative (for uncoloured fields)
Dµ = ∂µ − ig2AaµR(T a)− ig1R(Y )Bµ (1.81)
to the Higgs VEV to derive the mass terms for W± and Z. Identify the massless field (the
linear combination orthogonal to the massive vectors) as the photon and express the covariant
derivative in terms of these fields.
Solution: The Higgs transforms in the fundamental representation of SU(2), hence R(T a) =
σa/2. It has hypercharge 1/2, hence R(Y ) = 1/2. It is convenient to work with W± = (A1 ∓
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iA2)/
√
2. Then one has
A1σ1+A2σ2 = (A1+iA2)(σ1−iσ2)/2 + (A1−iA2)(σ1+iσ2)/2 =
√
2W−σ−+
√
2W+σ+ , (1.82)
where
σ+ = (σ1 + iσ2)/2 =
(
0 1
0 0
)
, σ− = (σ1 − iσ2)/2 =
(
0 0
1 0
)
. (1.83)
In the symmetry-broken vacuum, one then finds:
DµH = Dµ
(
0
v
)
= − i
2
(
g2
√
2W+µ
(
v
0
)
+
[−g2A3µ + g1Bµ]( 0v
))
. (1.84)
This gives rise to the mass term
L ⊃ −|DµH|2 = −v
2
4
(
2g22|W+µ |2 + (g21 + g22)(Zµ)2
)
. (1.85)
We have to recall that W− = (W+)∗ and the complex W boson is normalised like a complex
scalar field, i.e. without a factor 1/2 in kinetic and mass term. Moreover, we introduced the
canonically normalised massive vector
Zµ =
1√
g21 + g
2
2
(g2A
3
µ − g1Bµ) . (1.86)
Thus, the mass term is
L ⊃ −m2W |W+µ |2 −
1
2
m2Z(Bµ)
2 , (1.87)
from which we read off
mW = g2v/
√
2 and mZ =
√
g21 + g
2
2 · v/
√
2 . (1.88)
Next, we note that the linear combination of A3 and B orthogonal to Z is
Aµ =
1√
g21 + g
2
2
(g1A
3
µ + g2Bµ) . (1.89)
It is then immediate to express A3 and B through Z and A:
A3µ =
1√
g21 + g
2
2
(g1Aµ + g2Zµ) and Bµ =
1√
g21 + g
2
2
(g2Aµ − g1Zµ) . (1.90)
Now the covariant derivative for a general field takes the form
Dµ = ∂µ − ig2
√
2(W+µ R(T
+) +W−µ R(T
−)) (1.91)
− i√
g21 + g
2
2
Zµ(g
2
2R(T
3)− g21R(Y ))−
ig1g2√
g21 + g
2
2
Aµ(R(T
3) +R(Y )) . (1.92)
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It is clear that the transition between A3, B and Z,A may be interpreted as an SO(2) rotation
with a weak mixing angle or Weinberg angle θW defined by
sin θW =
g1√
g21 + g
2
2
. (1.93)
In terms of this angle, the electromagnetic charge (i.e. the prefactor of Aµ in the covariant
derivative) is given by e = g2 sin θW . The group-theoretic coefficient is Q = R(T
3) + R(Y ).
One often keeps the necessary use of the appropriate representation implicit, writing simply
Q = T3 + Y .
1.9.2 The Standard Model is anomaly free
Task: Confirm this statement.
Hints: Famously, in a theory with a single l.h. fermion ψ (or, equivalently, a single Weyl fermion),
the anomalous current non-conservation for
jµ ≡ ψγµψ (1.94)
reads
∂µj
µ = − 1
32pi2
FF˜ . (1.95)
A classical way to derive this is to consider the corresponding amplitude relation
〈p, k|∂µjµ(0)|0〉 = − 1
32pi2
〈p, k|ανβρFανFβρ(0)|0〉 . (1.96)
Here 〈p, k| stands for a final state with two outgoing gauge bosons with momenta p and k. The
l.h. side of this equality is evaluated according to the diagrams in Fig. 4, and the r.h. side simply
by expanding the fields in terms of creation and annihilation operators.
Figure 4: Scattering amplitude interpretation of the expectation value of the axial current. The
momentum q is related by Fourier transformation to the argument x of jµ(x). In (1.96), x has
been set to zero.
Given this diagrammatic understanding, it is very easy to see what the right generalisation to
the non-abelian case is: At each vertex, the abelian gauge group generator ‘1’ has to be replaced
by the corresponding non-abelian generator (Ta)ij. As a result, one has
∂µj
µ
a = −
1
32pi2
Dabc
µνρσF bµνF
c
ρσ with Dabc ≡
1
2
tr[Ta{Tb, Tc}] . (1.97)
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It should now be clear how to proceed: Consider the Standard Model fermions as one l.h.
fermion field ψ transforming the appropriate (very large) representation of GSM . Let Ta run over
all 12 generators of this group. With this interpretation of Ta and of the trace in (1.97), one only
needs to check that Dabc = 0. A lot of this is repetitive and can be simplified. For instance, the
threefold repetition due to the three generations can be dropped – even a single generation is
anomaly free. Furthermore, rather than thinking about a complicated block-diagonal Ta, one can
just sum over the different corresponding fermions in the loop. Finally, we clearly only need to
show that Dabc = 0 for all the 3× 3 = 9 possible different assignments of a, b and c to the factor
groups SU(3), SU(2) and U(1). Which particular generator of e.g. SU(3) one then chooses is
immaterial. As a result, the amount of work is actually rather limited.
Solution: As explained above, we need to go through all possible ways of assigning the three
generators corresponding to the three vertices of the triangle to the factors of GSM . Thus,
symbolically, we have to consider
U(1)3 , U(1)2 SU(2) , U(1)SU(2)2 , U(1)SU(2)SU(3) , · · · (1.98)
and so on. But the generators of SU(N) groups are all traceless, such that e.g. in the U(1)2 SU(2)
case we have (for each fermion species or, equivalently, each block)
tr[T 2U(1)T
A
SU(2)] = tr[T
2
U(1)] tr[T
A
SU(2)] = 0 . (1.99)
Thus, we only need to consider combinations where all three generators come from the same
factor or where two come from the same factor and the third from the U(1):
U(1)3 , U(1)SU(2)2 , U(1)SU(3)2 , SU(2)3 , SU(3)3 . (1.100)
Now let us go through this case by case. In the first case, we simply have to sum the cubes
of the charges of all fermions. The anti-commutator is, of course, irrelevant. Using the list at the
beginning of Sect. 1.1 of the notes, this gives
3× 2× (1
6
)3
+ 3× (−2
3
)3
+ 3× (1
3
)3
+ 2× (−1
2
)3
+ (1)3
= 1
36
− 8
9
+ 1
9
− 1
4
+ 1 = 0 . (1.101)
Note that the SU(3) and SU(2) representations are only relevant to determine the multiplicities
corresponding to each set of fermions.
In the second case, the anti-commutator is again irrelevant. Indeed,
tr[TU(1){T aSU(2), T bSU(2)}] = 2 tr[TU(1)] tr[T aSU(2)T bSU(2)] , (1.102)
and
tr[T aSU(2){TU(1), T bSU(2)}] = 2 tr[TU(1)] tr[T aSU(2)T bSU(2)] . (1.103)
Since the SU(2)-trace always gives δab/2, we just need to sum the U(1) charges of all SU(2)
doublets:
3× 1
6
+ 0 + 0− 1
2
+ 0 = 0 . (1.104)
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The third case is analogous: We have to sum over the U(1) charges of all SU(3) triplets.
(It does not matter whether it is a triplet or anti-triplet since tr[T aSU(3)T
b
SU(3)] = δ
ab/2 holds for
both). This gives
2× 1
6
− 2
3
+
1
3
+ 0 + 0 = 0 . (1.105)
In the fourth case we have T aSU(2) = σ
a/2 and hence
tr[T aSU(2){T bSU(2), T cSU(2)}] =
1
8
tr[σa{σb, σc}] = 1
8
tr[σa] 2δbc = 0 . (1.106)
Thus, we see that any theory with only fundamental representations (the antifundamental is
equivalent to the fundamental) of SU(2) is trivially free of the triangle anomaly. In fact, this
extends to all representations of SU(2) due to the reality-properties of its representations.
Finally, the fifth and last case is the only one where we need to take into consideration that
different representations of the same non-abelian group appear. We write
T aSU(3), fund. = T
a
3 and T
b
SU(3), anti−fund. = T
a
3 . (1.107)
Now, since for a fundamental field Φ we have
Φ → exp(iT ) Φ and Φ∗ → exp(−iT ∗) Φ∗ = exp(−iT T ) Φ∗ , (1.108)
we can conclude that
T a3 = −(T a3 )T . (1.109)
As a result, we find
tr[T a3 {T b3 , T c3}] = tr[(−T a3 )T{(−T b3 )T , (−T c3 )T}] = −tr[T a3 {T b3 , T c3}] . (1.110)
Thus, we have to add the SU(3)-triplets and subtract the anti-triplets, each with its multiplicity:
2− 1− 1 = 0 . (1.111)
We finally note that triangle anomalies (as considered above) involving different gauge group
factors are called ‘mixed’. Without going into details, we also record the fact that a so-called
mixed U(1)-gravitational anomaly exists. It comes from a triangle diagram involving one gauge-
boson and two gravitons. To allow for a consistent coupling of the Standard Model to gravity, this
anomaly also has to vanish. The calculation is similar to the U(1)SU(2)2 and the U(1)SU(3)2
case. Since all fermions couple to gravity in the same way, we simply have to add all U(1) charges:
6× 1
6
− 3× 2
3
+ 3× 1
3
− 2× 1
2
+ 1 = 0 . (1.112)
1.9.3 The Standard Model and SU(5)
Task: Embed GSM in a natural way in SU(5) and show that the matter content of one gen-
eration (with all its gauge charges) follows from the 10 + 5 of SU(5), where 10 stands for the
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antisymmetric second rank tensor and 5 for the antifundamental representation. Consider a sit-
uation where the Standard Model follows from such an SU(5) gauge theory (a Grand Unified
Theory or GUT) realised at some higher energy scale. Derive the tree-level prediction for the
relative strength of the three Standard Model gauge couplings.
Hints: The ‘natural embedding’ corresponds, of course, to identifying the upper-left 3× 3 block
of 5 × 5 SU(5) matrices with SU(3) and the lower-right 2 × 2 block with SU(2). The inverse
would be equivalent - this is merely a convention. Hence, when viewed as generators of SU(5),
the SU(3), SU(2) and U(1) generators are
( (
T aSU(3)
)
3×3
03×2
02×3 02×2
)
,
(
03×3 03×2
02×3
(
T aSU(2)
)
2×2
)
,
1√
60

−2
−2
−2
3
3
 .
(1.113)
The prefactor of the U(1) generator ensures the standard non-abelian normalisation tr(T aT b) =
δab/2. With this, it is immediate to write down the branching rule
5 = (3,1)−2 + (1,2)3 under SU(5)→ SU(3)× SU(2)× U(1) . (1.114)
Here we have rescaled the U(1) generator in an obvious way for notational convenience. All one
now needs to do is to infer the branching rules for the 5 and 10 and to determine the gauge
couplings gi of the Standard Model in the normalisation given in the lecture. (We note that, as is
probably well-known, this unification scheme can not work without significant loop corrections
– cf. Sect. 2.14.4)
A classical introduction to group theory for physicists is [56]. For an extensive collection of
group and representation theory data see [57]. The physics of Grand Unification, which builds
on the technical observation discussed in this problem, is reviewed e.g. in [58–62].
Solution: The branching rule for 5 follows trivially from complex conjugation of the above:
5 = (3,1)2 + (1,2)−3 . (1.115)
Here we have used the fact that 2 = 2 for SU(2). This is obvious since Lie(SU(2)) = Lie(SO(3))
and since, as derived in quantum mechanics, SO(3) has a unique 2-dimensional representation.
It can also be demonstrated explicitly by showing that, if
ψi → Uijψj , and ψ∗i →→ U∗ijψ∗i , (1.116)
then the field χi ≡ ijψ∗j transforms exactly as ψi. We leave that to the reader.
Formally speaking, we are claiming that the two representations 2 and its complex conjugate,
2, are equivalent. This implies an isomorphism between the two vector spaces which commutes
with the group action. In our case, the isomorphism is the multiplication with . We will see a
less trivial example of this below, which we will work out and after which it will be even more
clear how to finish the SU(2) discussion.
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At this point, just looking at the pure SU(2) doublet (there is only one such field in the
Standard Model!), we can already identify the U(1) charges with those of the Standard Model.
We have the covariant derivative as it follows from the GUT:
Dµ = ∂µ − igT aSU(2)(A2)aµ − igYGUT (A1)µ . (1.117)
According to the above,
YGUT =
−3√
60
. (1.118)
On the Standard Model side, we have
Dµ = ∂µ − ig2T aSU(2)(A2)aµ − igY Y (A1)µ (1.119)
with
Y = −1/2 (1.120)
for the pure doublet (the lepton doublet). Thus, we learn that
g YGUT = gY Y or
g2Y
g2
=
3
5
. (1.121)
This is the famous normalisation change between the Standard Model hypercharge U(1) and the
SU(5)-normalised U(1). Note that we call the Standard Model gauge couplings gY , g2 and g3 at
this point since, very frequently, the name g1 is reserved for the hypercharge coupling in GUT
normalisation, i.e. g1 =
√
5/3 gY .
We also see that the down-type r.h. quarks have the correct charge to be the SU(3) anti-
triplet coming with this SU(2) doublet. (Their hypercharge differs by a factor -2/3, as it follows
from SU(5).)
As for the numerical outcome, we have the GUT prediction that g1 = g2 = g3 at the GUT
scale. This has to be compared to the observed values of roughly
α−11 ' 60 , α−12 ' 30 , α−13 ' 8 (1.122)
at the scale mZ . Here the first two values follow from α
−1
em ' 127, e = g2 sin θW , sin2 θW =
g2Y /(g
2
Y + g
2
2) and sin
2 θW ' 0.23 together with g1 =
√
5/3gY as explained above. Thus, as
already noted, significant loop corrections (most plausibly from running over a large energy
range) are needed for this unification scheme to work.
Finally, three Standard Model fields are missing and we hope to get them from the 10. To
check this, let us first write down the tensor product
5× 5 = [(3,1)−2 + (1,2)3]× [(3,1)−2 + (1,2)3] (1.123)
and anti-symmetrise:
(5× 5)A = ((3× 3)A,1)−4 + (1, (2× 2)A)6 + (3,2)1 . (1.124)
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Figure 5: Commuting diagram demonstrating the equivalence of two representations.
Here the last representation only appears once since the other, equivalent term belongs to the
symmetric part of the rank-2 tensor. In giving the U(1) charges we have, as before, suppressed
the factor 1/
√
60. Comparing Eqs.(1.118) and (1.120), we see that the Standard Model U(1)Y
charges in this normalisation follow by multiplication with a factor (−1/2)/(−3) = 1/6. Given
that (2×2)A is clearly a singlet, we recognise the middle term as the r.h. electron. The last term
is clearly the l.h. quark doublet. The first term should then be the r.h. up-type quark.
All we need to establish is that
(3× 3)A = 3 . (1.125)
To do so, we first identify the vector spaces of antisymmetric SU(3) tensor and (anti-)vector by
ψij = ijkψk . (1.126)
Then we just need to show that they transform consistently, i.e., that the diagram in Fig. 5
commutes. This implies
UikUjlklmψm = ijkU
∗
kmψm . (1.127)
To verify this equality, we remove ψm and multiply by (U
T )mn:
UikUjlUnmklm = ijkU
∗
km(U
T )mn . (1.128)
On the r.h. side the two mutually inverse matrices cancel; the l.h. side is just the epsilon tensor
multiplied by the determinant of U , the latter being unity. Thus, we are done.
1.9.4 Weyl spinors
Tasks:
(1) Define the canonical map SL(2,C) → SO(1, 3) using the vector of four sigma matrices
σµ = (1, σ1, σ2, σ3). Then go on to show that (σµ)αα˙ is an invariant tensor of the Lorentz group.
Build the Dirac spinor and gamma-matrices from Weyl spinors and sigma matrices and express
the transformation of a Dirac spinor under a Lorentz rotation in terms of a given SL(2,C) matrix
M .
(2) Rewrite the Dirac spinor invariants
ψ
(1)
D ψ
(2)
D ≡ ψ(1)†D γ0ψ(2)D , ψ
(1)
D γ5ψ
(2)
D , ψ
(1)
D γµψ
(2)
D , ψ
(1)
D γµγ5ψ
(2)
D (1.129)
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in terms of Weyl spinors. Use the upper/lower and lower/upper index summation convention for
undotted and dotted Weyl indices respectively:
ψχ ≡ ψαχα , ψχ ≡ ψα˙χα˙ . (1.130)
(3) Check the crucial identity
σµσν + σνσµ = −2ηµν1 (1.131)
and derive the Clifford algebra relation for the γ matrices from it.
Hints:
(1) The first part is a direct generalisation of the construction of the map SU(2)→ SO(3) which
should be familiar from quantum mechanics. The second step is a straightforward calculation
using only the fact that the indices α and α˙ transform with SL(2,C) matrices and with complex
conjugate SL(2,C) matrices respectively. In the last step you need to use the convention that the
upper / lower two components of a Dirac spinor are given by a Weyl spinor with lower undotted
/ upper dotted index.
A convenient set of conventions is that of the Appendix of the book by Wess and Bagger [5],
in particular
αβ =
(
0 −1
1 0
)
, αβ =
(
0 1
−1 0
)
, such that αβ
βγ = δα
γ . (1.132)
This allows us to raise and lower Weyl indices with the  tensor. Of course one needs to use the
fact – please check if not obvious – that  is an invariant tensor of SL(2,C.)
(2) This is completely straightforward. Deviating from the Wess-Bagger conventions, it may be
convenient to define γ5 ∼ γ0γ1γ2γ3 with a prefactor which ensures that the l.h. projector (i.e.
the projector on the undotted Weyl spinor) is PL = (1− γ5)/2.
(3) Use that αβ = −i(σ2)αβ together with the familiar commutation relations of the Pauli
matrices.
Solution:
(1) Given a 4-vector v, define vˆ ≡ vµσµ. The matrix vˆ is hermitian, as is the matrix
vˆ′ = MvˆM † , (1.133)
where M ∈ SL(2,C). Since {σµ} is a basis of hermitian 2 × 2 matrices, there exists a unique
decomposition
vˆ′ = v′µσµ , (1.134)
which defines the SL(2,C)-transformed vector v′. To see that this an SO(1, 3) transformation,
it suffices to check that v2 is preserved. This follows immediately from
det vˆ =
(
v0 + v3 v1 − iv2
v1 + iv2 v
0 − v3
)
= (v0)2 − v2 = −v2 (1.135)
together with the obvious fact that the SL(2,C) transformation (1.133) preserves the determi-
nant.
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With this, we are ready to check that (σµ)αα˙ is an invariant tensor. To do so, letM ∈ SL(2,C)
and let Λ ∈ SO(1, 3) be its image under the map defined above. We have
Λµ
νMα
βM α˙
β˙(σν)ββ˙ = Λµ
ν(MσνM
†)αα˙ . (1.136)
We also know that
MσµM
†vµ = σµv′µ = σµΛµνvν (1.137)
for any v and hence
MσνM
† = σµΛµν . (1.138)
With this, we return to (1.136) and continue the calculation according to
Λµ
νMα
βM α˙
β˙(σν)ββ˙ = Λµ
ν(σρ)αα˙Λ
ρ
ν = ηµσΛ
σ
τη
τν (σρ)αα˙Λ
ρ
ν = ηµση
σρ(σρ)αα˙ = (σµ)αα˙ . (1.139)
Thus, we are indeed dealing with an invariant tensor.
Finally, we take
ψD =
(
ψα
χα˙
)
(1.140)
as a definition of a Dirac spinor. For covariance reasons (and up to possible convention-dependent
prefactors), we have
γµ =
(
0 (σµ)αα˙
(σµ)
β˙β 0
)
. (1.141)
The Lorentz transformation matrix is
D(M) =
(
Mα
β 0
0 M
α˙
β˙
)
, (1.142)
where the M
α˙
β˙ is obtained from Mα
β by complex conjugation and raising/lowering of the indices.
(2) Using our suggestion to define γ5 = diag(−1,1), the result follows from the definitions:
ψ
(1)
D ψ
(2)
D = χ
(1)ψ(2) + ψ
(1)
χ(2) , ψ
(1)
D γ5ψ
(2)
D = −χ(1)ψ(2) + ψ
(1)
χ(2) (1.143)
ψ
(1)
D γµψ
(2)
D = ψ
(1)
σµψ
(2) + χ(1)σµχ
(2) , ψ
(1)
D γµγ5ψ
(2)
D = −ψ
(1)
σµψ
(2) + χ(1)σµχ
(2) .(1.144)
(3) Write
(σµ)
α˙α(σν)αβ˙ + {µ↔ ν} = α˙γ˙αβ(σµ)γ˙β(σν)αβ˙ + {µ↔ ν} (1.145)
= [(−iσ2)σµ(−iσ2)T (σν)]α˙β˙ + {µ↔ ν} = [(σ2)σµ(σ2)(σν)]α˙β˙ + {µ↔ ν} , (1.146)
where in the last two expressions σµ and σν are assumed to have lower indices. Now use that
σ2σ0σ2 = σ0 and σ2σiσ2 = −σi . (1.147)
Using this minus sign, it becomes clear that the expressions with {µν} = {0i} and {µν} = {i0}
vanish after symmetrization. The case {µν} = {00} obviously gives the right answer. For {µν} =
{ij} one needs to use σiσj + σjσi = 2δij to find the result. The Clifford algebra for γ matrices is
a direct consequence.
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1.9.5 Covariant expression for the 1-loop vacuum energy
Task: Derive the covariant expression (∼ ∫ d4k ln(k2 +m2)) for the vacuum energy given in the
lecture.
Hints: Write down the path integral for gravity and a real scalar and integrate out the scalar,
including in particular its vacuum fluctuations. Focus only on the dependence on rescalings of the
metric, i.e. on metrics of the form gµν = αηµν . This can in turn be interpreted as a dependence
on the 4-volume.
Solution: The complete partition function (we suppress any source terms for simplicity) reads
Z =
∫
DgDφ exp
[
i
∫
d4x
√
g
(
1
2
M2PR− (∂φ)2 −m2φ2
)]
. (1.148)
Here Dg stands for the integration over all metrics and
√
g is the square root of the modulus of
the determinant of gµν . The φ-part of the action can be rewritten as
−i
∫
d4x
√
g φMφ with M ≡ −∂2 +m2 . (1.149)
For our purposes, it will be sufficient to understand how the φ part of the partition function
changes with α if gµν = αηµν . Under this restriction, we can reparameterise our spacetime such
that gµν = ηµν and only keep track of the dependence on the total 4-volume V .
After Wick rotation (deformation of the x0 integration contour from real to imaginary axis
by clockwise rotation and subsequent renaming x0 = −ix4), we have
−
∫
V
d4xφMEφ with ME ≡ −∂2 +m2 and ∂2 = δµν∂µ∂ν . (1.150)
Now we are dealing with a Gaussian integral with a matrix in the exponent, giving us∫
Dφ exp
[
−
∫
V
d4xφMEφ
]
=
1√
det(ME)
= exp
(
−1
2
tr lnME
)
. (1.151)
Here we have absorbed an infinite constant factor in the definition of Dφ in the first step und
applied the identity ln det = tr ln in the second step.
Now we note that in Fourier space
ME(k, p) = δ
4(k − p) (k2 +m2) , (1.152)
and hence
tr ln ME =
∫
d4k δ4(k − k) ln(k2 +m2) = V
∫
d4k
(2pi)4
ln(k2 +m2) . (1.153)
Here, in the first step, the δ function has remained outside the log since it only signals that the
matrix in question is diagonal. In the second step, we used
(2pi)4δ4(k − p) =
∫
d4x eix(k−p) = V for p = k . (1.154)
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Undoing the Wick rotation and reinstating
∫
d4x
√
g instead of V , we find
Z =
∫
Dg exp
[
i
∫
d4x
√
g
(
1
2
M2PR− λ
)]
with λ =
1
2
∫
d4k
(2pi)4
ln(k2 +m2) . (1.155)
Note that the intermediate transition to euclidean space could have been avoided by regularising
the oscillating Gaussian (with an i in the exponent) in some other way.
2 Supersymmetry and Supergravity
There are many motivations to learn about SUSY. Let us give a few: SUSY is the only known
symmetry relating fermions and bosons and may as such be a logical next step in the historical
road towards unification in fundamental physics. String theory is the best-understood model of
quantum gravity (or indeed the true theory underlying quantum gravity) and its stable versions
all rely on SUSY (in 2d and in 10d). The only presently controlled roads from 10d strings to
the 4d Standard Model involve 4d SUSY theories as an intermediate step. SUSY can, at least
in principle, resolve the hierarchy problem at the scale where it becomes manifest. In other
words: If it had been discovered at the electroweak scale, we could have found ourselves in a
world without the hierarchy problem. Even if that happens at, say, 10 TeV, the tuning would
be much less severe than without SUSY. Finally, SUSY is a central tool in formal field theory
research since SUSY theories usually involve many cancellations at the loop-level making them
much better controlled. For example the, best-understood example of the famous AdS/CFT
correspondence (to be explained later) involves an N = 4 4d super-Yang-Mills (SYM) theory.
Here N =4 stands for four times the minimal amount of supersymmetry in the given dimension.
The structure and notation of what follows will be strongly influenced by the classic text [5],
but there are many other useful books [65–68].
2.1 SUSY algebra and superspace
Recall the Poincare algebra
[Pµ, Pν ] = 0 (2.1)
[Mµν , Pρ] = iηµρPν − iηνρPµ (2.2)
[Mµν ,Mρσ] = iηµρMνσ − iηνρMµσ − iηµσMνρ + iηνσMµρ (2.3)
as the symmetry algebra of R1,3. This algebra can be represented by differential operators acting
on functions on R1,3, e.g.
Pµ = −i∂µ
(
∂µ =
∂
∂xµ
)
. (2.4)
Indeed, these operators generate translations according to
exp[iµPµ] f(x) = f(x) + 
µ∂µf(x) + · · · = f(x+ ) . (2.5)
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Finite rotations in R1,3 are analogously generated by Mµν .
Any relativistic QFT has the above symmetry, but it may have additional (‘internal’) sym-
metries acting on the fields. Examples are a shift symmetry φ→ φ+  or rotations in field space
Φ→ exp(iaTa)Φ with Φ ∈ CN and Ta the SU(N) generators. Here ‘additional’ means that the
full symmetry algebra is the direct sum of Poincare and internal Lie algebra. The Coleman-
Mandula theorem [63] claims that such a direct sum structure is the only possibility for how
the Poincare-Algebra can be extended to a larger symmetry of a QFT (more precisely, of the
S-matrix).
This theorem can be avoided if one generalises the definition of a symmetry by a Lie algebra:
One replaces the latter by a so-called Lie superalgebra. Moreover, the resulting extension of the
Poincare algebra is (essentially) unique and is called the supersymmetry algebra. This uniqueness
is the statement of the Haag-Lopuszanski-Sohnius theorem [64].
We will not demonstrate uniqueness but only present the result of the analysis: The new
generators to be added are (Weyl) spinors Qα and the crucial new algebra relations are
{Qα, Qα˙} = 2(σµ)αα˙Pµ , {Qα, Qβ} = 0 , {Qα˙, Qβ˙} = 0 . (2.6)
The main novelty is that for these generators one does not provide commutators but anti-
commutators, hence we are now dealing with a Lie superalgebra.
The object (σµ)αα˙ is defined as
σµ = (−1, σ1, σ2, σ3) (2.7)
and is an invariant tensor of SL(2,C) just like (γµ)ab is an invariant tensor of SO(1, 3). In fact,
these two statements are of course related since the Lie algebras are the same and, roughly
speaking, γ consists of two blocks of σs (cf. Problem 1.9.4). One can avoid σs and Weyl spinors
and formulate everything using left-handed 4-spinors, but Weyl spinors are very convenient in
this context.
Relations between two bosonic generators remain commutators and relations between the
new fermionic and the old bosonic commutators are also formulated in terms of commutators:
[Pµ, Qα] = 0 , [Mµν , Qα] = i(σµν)α
βQβ , (2.8)
where
σµν ≡ −1
4
(σµσν − σνσµ) and (σµ)α˙α ≡ α˙β˙αβ(σ∗µ)β˙β . (2.9)
We will often use an overline instead of the star (or dagger) for complex conjugation (or the
adjoint operator). The overline on σ does not specify whether upper or lower indices are assumed.
Indices can be raised or lowered using the  tensor. Given that we need the lower-upper index
version of (σµν)α
β in (2.8), the expression on the l.h. side of (2.9) should be read as defining
precisely this version. Hence, it involves a upper-upper index version of σ, which is provided on
the r.h. side of (2.9).
The full SUSY algebra is defined by (2.1)-(2.3) together with (2.6) and (2.8). Thus, we see
that it consists of the Poincare algebra, the Q anticommutators, and the claim that the Qs
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transform under the Poincare algebra as space-time-independent spinors. It may at this point
also be useful to say more formally what a Lie superalgebra is: It is a vector space with
a Z2 grading (it splits in an even and odd part) and with a binary operation that obeys the
rules even×even→ even, even×odd→ odd and odd×odd→ even. Furthermore, there are rules
concerning the symmetries of these operations and Jacobi-like identities. These are, however,
automatically fulfilled if the operations are explicitly realised through (anti)commutators, as in
our case.
Next we want to represent this algebra on a larger space, called superspace. Its coordinates
are
xµ (µ = 0 · · · 3) and θα (α = 1, 2) , (2.10)
the latter being fermionic (Grassmann variables) which form a Weyl spinor. The key relations
for our purposes are
(θα)∗ = θ
α˙
, {θα, θβ} = 0 and h.c. , {θα, θα˙} = 0 (2.11)
or, more explicitly,
(θ1)2 = (θ2)2 = 0 , θ1θ2 = −θ2θ1 , etc. (2.12)
One also defines partial derivatives
∂α =
∂
∂θα
∂α˙ =
∂
∂θ
α˙
(2.13)
together with the obvious rules
∂αθ
β = δα
β , ∂α˙θ
β˙
= δα˙
β˙ , ∂αθ
β˙
= 0 ∂α˙θ
β = 0 . (2.14)
The reader should check that, as a result of the anticommutation relations for the θs, the ∂s also
anticommute.
The space parameterised by the xµ and θα is called superspace, in this case R4|4, with
4 bosonic and 4 real fermionic (or two complex fermionic) dimensions. Intuitively, one may
want to think of R4 not as a set of points but, equivalently, as the algebra of functions on
R4: {1, xµ, xµxν , · · · }.10 The generalisation to superspace is then obvious: One simply thinks of
the algebra of functions including θs, i.e. {1, xµ, θα, xµxν , xµθα, · · · }. This is not a commutative
algebra any more and hence it is not really the space of functions on some set of points. However,
in QFT we anyway mostly work with the space of functions on our spacetime. So the formal
generalisation from R4 to R4|4 on the basis of the respective function spaces should not prevent
us from doing all relevant manipulations.
Next, we naturally expect that a symmetry of this enlarged space will involve some analogue
of the familiar generators of translations, i.e. Qα ∼ ∂α + · · · . The ellipsis stands for extra terms
which must come in to ensure that Qs anticommute to give the P s. The correct formulae turn
out to be
Qα = ∂α − i(σµ)αα˙θα˙∂µ , Qα˙ = −∂α˙ + iθα(σµ)αα˙∂µ . (2.15)
10According to the Gelfand-Naimark theorem, one may in fact (under very general circumstances) always think
of the algebra of functions on a space rather than of the space itself. These objects encode the same information.
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It is a straightforward but very important exercise to derive the essential part of the SUSY
algebra from this:
{Qα, Qα˙} = 2i(σµ)αα˙∂µ , {Qα, Qβ} = 0 , {Qα˙, Qα˙} = 0 . (2.16)
Let us pause for a small, technical comment: The reader will have noticed that, with the
standard identification Pµ = −i∂µ (recall that we are using a mostly-plus metric), the algebras
of (2.6) and (2.16) differ by a sign. This is nothing deep but merely a result of two different
ways of defining the operators Q and P . On the one hand, one may think of them as acting on
functions. On the other hand, as acting on coordinates. To make this clear, one may consider
the relation
(A∂B∂f)(x) = (B∂f)(Ax) = f(BAx) (2.17)
between operators A, B acting on coordinates x and the corresponding differential operators
A∂, B∂ acting on functions of x. It is immediately clear from the above that the Lie algebras
characterising the action on functions and on the space itself differ by a sign. In our context,
(2.16) corresponds to the action on functions and (2.6) to that on R4|4. The latter is also relevant
for the action on the Hilbert space, where states are e.g. of the type Φ(x)|0〉, with Φ a QFT
field operator. The reader may also want to recall that AˆBˆΦ(x)Bˆ−1Aˆ−1 = Φ(ABx), with Aˆ,Bˆ
operators acting on the Hilbert space. Thus, there is no further sign change when comparing the
action on R4|4 to that on the Hilbert space.
2.2 Superfields
Now one builds a field theory on this enlarged space. A (complex) general superfield is a function
F (x, θ, θ) = f(x) + θφ(x) + θχ(x) + θ2m(x) + θ
2
n(x) + θσµθvµ(x)
+θ2θλ(x) + θ
2
θψ(x) + θ2θ
2
d(x) . (2.18)
Here the r.h. side is a Taylor expansion of the l.h. side where, however, all higher terms vanish.
The coefficient functions φ, χ, λ and ψ are Weyl spinors, anticommuting among each other and
with the θs.
We have started to use a very convenient shorthand notation for the product of Weyl spinors,
for example
θφ ≡ θαφα = αβθαφβ , and analogously θ2 = θαθα . (2.19)
It is an essential part of this convention that suppressed undotted indices are always summed
from upper-left to lower-right. For dotted indices, the rule is inverse:
θχ ≡ θα˙χα˙ . (2.20)
This convention goes together with certain  tensor conventions:
αβ =
(
0 −1
1 0
)
, αβ =
(
0 1
−1 0
)
, with αβ
βγ = δα
γ . (2.21)
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With this contraction one has, in spite of the anticommutation relations,
ψχ = χψ , (2.22)
as the reader should check.
It goes without saying that the Poincare algebra acts on superfields in the usual way, e.g.
δF = i
µPµF = 
µ∂µF . (2.23)
By analogy, we define the SUSY transformation
δξF = (ξQ+ ξQ)F = [ (ξ∂ − iξσµθ∂µ) + h.c. ]F . (2.24)
Here by ‘h.c.’ we mean the application of a formal ∗-operation on the algebra of functions
and differential operators. In essence, this is just complex conjugation and its obvious extension
to the θs. A crucial exception is the rule
(∂α)
∗ = −∂α˙ , (2.25)
which is required by consistency. The reader should check this by carefully thinking about the
possible ways to evaluate (∂αθ
β)∗.
Returning to our SUSY transformations, we note that the abstract concept of the superfield
F mainly serves the purpose of defining SUSY transformations on the set of ‘component’ fields f ,
φα etc. The latter are conventional quantum fields. Concretely, after calculating δξF , we expand
it in a Taylor series and define δξf , δξφ, etc. as the coefficients of the various terms with growing
powers of θ:
δξF = δξf + θ
α(δξφ)α + θα˙(δξχ)
α˙ · · · . (2.26)
This defines the SUSY transformation of the component fields.
2.3 Chiral superfields
The general superfield is too large to be practically useful and it does indeed correspond to a
reducible representation of the SUSY algebra. Simpler superfields exist and are sufficient to write
down the most general SUSY lagrangian.
To define the chiral superfield, it is useful to first introduce SUSY-covariant derivatives (in
a way very similar to the Qs):
Dα = ∂α + i(σ
µ)αα˙θ
α˙
∂µ , Dα˙ = −∂α˙ − iθα(σµ)αα˙∂µ . (2.27)
They obey
{Dα, Dα˙} = −2i(σµ)αα˙∂µ , {Dα, Dβ} = 0 , {Dα˙, Dα˙} = 0 (2.28)
and, crucially, any D or D anticommutes with any Q or Q,
{Dα, Qα˙} = 0 etc. (2.29)
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This last feature implies that
Dα˙F = 0 ⇒ Dα˙δξF = 0 . (2.30)
In other words, superfields fulfilling the condition Dα˙F = 0 form a subrepresentation of the Lie
superalgebra representation provided by general superfields. They are called chiral superfields.
One may show that chiral superfields can always be written as
Φ = Φ(y, θ) with yµ = xµ + iθσµθ , (2.31)
where Φ is an unconstrained function. It can be expanded according to
Φ = A(y) +
√
2θψ(y) + θ2F (y) . (2.32)
As explained above for the general superfield, one obtains the SUSY transformations of the
component fields by expanding δξΦ in the same way as Φ. The result reads
δξA =
√
2ψξ
δξψ = i
√
2σµξ∂µA+
√
2ξF (2.33)
δξF = i
√
2ξσµ∂µψ .
We note that one can analogously define antichiral superfields, DαΦ = 0, and that the conjugate
of a chiral superfield is antichiral.
2.4 SUSY-invariant lagrangians
We state without proof that the most general such lagrangian, at the 2-derivative-level and built
from chiral superfields {Φ1, · · · ,Φn} only, reads
L = K(Φi,Φı)
∣∣∣
θ2θ
2
+W (Φi)
∣∣∣
θ2
+ h.c. . (2.34)
Here K is a real function of a set of complex variables Φi. With Φi being chiral superfields, K
becomes a general superfield. It is not chiral since both Φi and Φ
ı
are involved. The first term in
L is the projection of the general superfield K on its highest component, i.e., it is the analogue
of the function d(x) appearing in the Taylor expansion (2.18).
The function K is called the Kahler potential (for those who know this term from complex
geometry: the relevance in the present context will become clear momentarily). The expression
K
∣∣∣
θ2θ
2
, viewed as part of the lagrangian, is called the D-term. This name comes simply from the
traditional use of the variable d(x) for the highest component. The key point in this non-trivial
way of writing a lagrangian is, of course, its required invariance under SUSY transformations.
For this, we need to recall that the commutator of Q and Q is P . Hence the mass dimension
of Q is 1/2. Since Q involves ∂/∂θ, the mass dimension of θ is −1/2 (one may think of it very
vaguely as the square root of x). Thus, in the Taylor expansion of superfields in powers of θ
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the mass dimensions of components grow. As a result, due also to the linear nature of SUSY
transformations, the highest component can not transform into any other component – there
simply is no component with a suitably high mass dimension. The only way it can transform is
into a derivative of another component. Thus, the first term of the above lagrangian is invariant
up to total derivatives, as one would have hoped.
Similarly, W is called the superpotential and it is an analytic (or holomorphic) function of
the Φi. This makes W a chiral superfield. In its Taylor expansion in θ, with the coefficients
being functions of y, the highest component is traditionally called F (cf. (2.32)). Hence the
corresponding two terms in (2.34) are sometimes called F terms. Concretely, to get these terms
one expands the chiral superfield W (Φi) in θ (with the coefficients being functions of y), extracts
the coefficient of θ2, and replaces y by x. The result, together with its hermitian conjugate, is the
F -term lagrangian. It is SUSY invariant up to a total derivative for the same reason as explained
in the case of the D term.
An equivalent way of writing this lagrangian is as
L =
∫
d2θ d2θ K(Φi,Φ
ı
) +
∫
d2θW (Φi) + h.c. (2.35)
Using standard integration rules for Grassmann variables,∫
dθ1 θ1 = 1 and
∫
dθ1 1 = 0 , (2.36)
and the analogous formulae for θ2, one can easily check that the integral formulation is equivalent
to the projection formulation of L. The SUSY invariance is particularly easily seen in the integral
formulation: The SUSY generator Q is a linear combination of x derivatives and θ derivatives.
The x derivative of any lagrangian is, by definition, a total derivative and thus leaves the action
invariant. The θ derivative of any expression in θ integrates to zero,∫
dθ1
∂
∂θ1
(
· · ·
)
= 0 , (2.37)
as one can easily convince oneself. Thus, any action which is an integral over the full superspace
is invariant. Similarly, any action built as the integral of an expression in θ (not θ) and integrated
over half the superspace is invariant. (Here it is important to note that we can replace y with x
by appealing to the Taylor expansion and the irrelevance of total derivatives in x.)
2.5 Wess-Zumino-type models
The possibly simplest interesting SUSY model is the Wess Zumino model [69].11 It is defined by
K = ΦΦ , W =
m
2
Φ2 +
λ
3
Φ3 . (2.38)
11For a very interesting earlier model, with supersymmetry realised non-linearly on fermionic fields only, see [70].
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A straightforward explicit calculation according to the rules above gives the following component
form of the lagrangian:
L = −|∂A|2 − iψσµ∂µψ −
(m
2
ψ2 + λψ2A
)
+ h.c. + (mA+ λA2)F + h.c. + |F |2 . (2.39)
Since F has no kinetic term (and thus does not propagate) we can integrate it out by purely
algebraic operations and without any approximation. Such fields are called auxiliary fields. The
equation of motion for F is
F = −mA− λA2 , (2.40)
and inserting this into the original lagrangian gives
L = −|∂A|2 − iψσµ∂µψ −
(m
2
ψ2 + λψ2A
)
+ h.c.− V (A,A) , (2.41)
with the scalar potential (or F -term potential)
V (A,A) = |F |2 = |mA+ λA2|2 . (2.42)
This is easily generalised to (non-renormalizable and multi-field) models of the type
K = K(Φi,Φ
ı
) , W = W (Φi) . (2.43)
We only display the purely bosonic part of the resulting component lagrangian. More details are
given in the problems. With the auxiliary fields already integrated out, one has:
L = Ki(A,A) (∂Ai)(∂A) +Ki(A,A) (∂iW (A))(∂W (A)) + · · · . (2.44)
Here
Ki = ∂i∂K and KiK
k = δi
k , (2.45)
in other words, indices denote partial derivatives and the upper-index matrix is defined as the
inverse. To simplify notation, we have have suppressed field indices in the arguments such that,
when writing e.g. W (A), we mean W (A1, · · · , An).
We note that the scalar components Ai parametrise a complex manifold (as in so-called
sigma-models) and, in supersymmetry, the metric on this field space is the Kahler metric Ki,
defined with the help of the Kahler potential K. The superpotential W is locally a holomorphic
function on this manifold; globally it is a section in an appropriate complex line bundle.
2.6 Real Superfields
We have to discuss real superfields, another subrepresentation contained in that of the general
superfield, since they are needed to describe gauge theories. But we will be very brief since,
conceptually, the procedure is similar to that used in the chiral superfield case.
A real superfield V = V (x, θ, θ) is defined by the condition V = V . It can be Taylor expanded
in θ and θ. We will build lagrangians which are invariant under the SUSY gauge transformation
2V → 2V + Λ + Λ , (2.46)
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with Λ a chiral superfield. Using this transformation, V can be brought to a form where certain
components vanish (the so-called Wess-Zumino gauge):
V = −θσµθAµ + iθ2 θλ− iθ2 θλ+ 1
2
θ2θ
2
D . (2.47)
Moreover, applying SUSY-covariant derivatives to V , one constucts the so-called field-strength
superfield
Wα = −1
4
D
2
DαV , (2.48)
which can be shown to be chiral and gauge invariant. Its name is justified since it does indeed
contain the field strength Fµν = ∂µAν − ∂νAµ in one of its components:
W = iλ(y) + [D(y) + iσµνFµν(y)] · θ + θ2σµ∂µλ(y) , (2.49)
where 4σµν = σµσν − σνσµ. One can show that SUSY gauge transformations contain standard
gauge transformations as a subset. Hence, it is natural to look for SUSY-invariant and SUSY-
gauge-invariant lagrangians. At the 2-derivative level, the unique option is
L = 1
4g2
(
WαWα
∣∣∣
θ2
+W α˙W
α˙
∣∣∣
θ
2
)
=
1
g2
{
−1
4
FµνF
µν − iλσµ∂µλ+ 1
2
D2
}
, (2.50)
where λ is the gaugino and D the real auxiliary field that has already appeared above.
It is straightforward to extend this to the non-abelian case, where V and W are matrix-valued
superfields, taking values in the Lie Algebra of the gauge group. Let us write the corresponding
lagrangian including also a charged matter superfield Φ, to be thought of as a column-vector in
some appropriate representation. We have
L = 1
2g2
tr
(
W 2
∣∣∣
θ2
+ h.c.
)
+ Φ†e2V Φ
∣∣∣
θ2θ
2
+W(Φ)
∣∣∣
θ2
+ h.c. . (2.51)
Here e2V has to be taken in the representation of Φ, and Φ† has to be interpreted as a row
vector. The superpotential W is a holomorphic, gauge invariant function of Φ. We denote it by
a caligraphic letter W to avoid confusion with the field strength superfield W . This lagrangian
is invariant under the non-abelian super gauge transformations
e2V → eΛ†e2V eΛ , Φ→ e−ΛΦ . (2.52)
One frequently uses the naming conventions for components
Φ = {Φ, ψ, F} , V = {Aµ, λ,D} . (2.53)
It is a slight abuse of notation to denote the scalar matter component by the same name as
the superfield, but this convention is widespread and it is usually clear from the context which
meaning is intended. With these conventions, the component form of the lagrangian reads
L = 1
g2
tr
{
−1
2
FµνF
µν − 2iλσµDµλ+D2
}
(2.54)
−|DµΦ|2 − iψσµDµψ + |F |2 + i
√
2
(
Φ†λψ − ψλΦ)+ Φ†DΦ ,
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where we have set W = 0 for simplicity. This lagrangian is called off-shell since it is SUSY
invariant without using the equations of motion. Integrating out the auxiliary field, one arrives
at the on-shell lagrangian. Concerning F , this step is trivial in the present simple example: F
is just set to zero. By contrast, integrating out D = DaTa induces a quartic term in the scalar
fields, the so-called D-term potential.
2.7 SUSY breaking
We have so far defined the spinor Q as a differential operator on superspace. Hence, it is an
operator on the space of superfields, hence an operator transforming different component fields
into each other. After quantisation, we will thus be able to define a corresponding operator Q
on the Hilbert space. This operator will mix bosons and fermions and, since
[Qα, PµP
µ] = 0 , (2.55)
this implies that the mass of fermions and bosons (in the same superfield or multiplet) is the
same. Thus, to be relevant for the real world, supersymmetry must be spontaneously broken.
In other words, while the action should be supersymmetric, the vacuum should not be invariant
under supersymmetry transformations.
At the perturbative level, this simply means that the lowest-energy field configuration should
not be invariant under SUSY. In the context of chiral superfields, the r.h. side of
δξA =
√
2ψξ
δξψ = i
√
2σµξ∂µA+
√
2ξF (2.56)
δξF = i
√
2ξσµ∂µψ
should hence be non-zero. Maintaining Lorentz-invariance, this can only be achieved if F 6= 0 in
the vacuum. This is called F -term breaking and the simplest lagrangian with this feature is
L = ΦΦ
∣∣∣
θ2θ
2
+ cΦ
∣∣∣
θ2
+ h.c. (2.57)
The relevant terms in component form are
L = FF + cF + h.c. + · · · , (2.58)
which implies F = −c in the vacuum. However, while SUSY is formally broken, the theory is
free, thus F does not couple to other fields and hence the spectrum remains supersymmetric.
This is easily remedied adding a higher-dimension operator,
L =
[
ΦΦ− 1
M2
(ΦΦ)2
] ∣∣∣
θ2θ
2
+ cΦ
∣∣∣
θ2
+ h.c. (2.59)
Now, ignoring fermions and derivative terms, the component lagrangian reads
L = FF − 4FFΦΦ/M2 + cF + h.c. + · · · . (2.60)
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The vacuum is again at Φ = 0 and F = −c, but now this non-zero F introduces scalar masses
and supersymmetry is broken in the spectrum of the theory.
We note that apparently simpler models which extend (2.57) by adding terms ∼ Φ2 or ∼ Φ3
to the superpotential do not work in our context. They reinstate a SUSY-preserving vacuum,
which is obvious since in such models the linear term can be absorbed in a shift of Φ. In fact,
the simplest renormalisable model with chiral superfields and spontaneous SUSY breaking is the
O’Raifeartaigh model with lagrangian [71]
L =
3∑
i=1
Φ
i
Φi
∣∣∣
θ2θ
2
+
[
Φ1(m2 + λ(Φ3)2) + µΦ2Φ3
] ∣∣∣
θ2
+ h.c. . (2.61)
It is easy to write down the F -term potential and minimise it to find spontaneous SUSY breaking.
Sometimes the name O’Raifeartaigh model is used more generally for any model with F -term
breaking.
A completely analogous story can be developed for real superfields, i.e. (abelian) gauge
theories, where SUSY breaking is signalled by a non-zero VEV of the D-term. The simplest
model realising this is
L = 1
2g2
W 2
∣∣∣
θ2
+ 2κV
∣∣∣
θ2θ2
, (2.62)
where the new term linear in V is known as Fayet-Iliopoulos or FI term [72]. At the component
level one finds
L = 1
2g2
D2 + κD ⇒ D = −κg2 6= 0 . (2.63)
As before, the model needs to be enriched to see this formally present SUSY breaking in the
spectrum. This can be achieved e.g. by adding two chiral superfields (to avoid anomalies) with
charge ±1 and mass m. One finds that the fermions remain massless while the boson masses
split according to m21,2 = m
2 ± κg2. See e.g. [5] for details.
2.8 Supersymmetrizing the Standard Model
The Minimal Supersymmetric Standard Model or MSSM is obtained basically by promoting
all fermions and scalars of the Standard Model to chiral superfields and all vectors to real
superfields. The additional components introduced in this way are made heavy by an appropriate
mechanism of SUSY breaking, to be discussed shortly. The only exception to this rule arises in
the Higgs sector, where one now needs two different Higgs doublets and hence two corresponding
superfields: Hu and Hd. The reason will become clear immediately. Of the many reviews of this
wider subject we refer in particular to [29,73,74].
After these preliminaries, we give the set of chiral superfields:
Φa = {Q,U,D,L,E,Hu, Hd} . (2.64)
The gauge representations are as in (1.2), up to Hu, which has opposite U(1) charge. Our naming
conventions follow (1.6) and we have suppressed the generation index on the matter superfields
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Q, · · ·, E for brevity. The lagrangian can be organised in three pieces. First,
Lgauge =
3∑
i=1
tr
(
1
2g2i
(Wi)
α(Wi)α
∣∣∣
θ2
+ h.c.
)
, (2.65)
with ‘tr’ to be replaced by ‘1/2’ in the U(1) case. Second,
LK =
7∑
a=1
Φ†ae
2V Φa
∣∣∣
θ2θ2
, (2.66)
where K stands for kinetic or Kahler potential term and where the superfield V = V1 + V2 + V3
contains the three real superfields corresponding to three factors of GSM . In each term, one must
use the representation appropriate for Φa. Third, we have the superpotential term
LW = (Wµ +WY +We)
∣∣∣
θ2
+ h.c. (2.67)
with
Wµ = µHuHd , WY = λuQHuU + λdQHdD + λeLHdE , (2.68)
and
We = aLHu + bQLD + cUUD + dLLE . (2.69)
The structure of Lgauge and LK requires no further comments: They simply provide the necessary
kinetic terms and gauge interactions. The Standard Model Yukawa couplings come from WY ,
together with new interactions that are not present in the Standard Model. To give masses to
all fermions, we were forced to introduce two Higgs fields. Indeed, holomorphicity forbids the
appearance of the Φ˜ variable used in the up-type Yukawa term of the non-supersymmetric Stan-
dard Model. Hence, a new Higgs multiplet Hu with opposite U(1) charge has to be introduced.
An independent reason for this second doublet is the need to cancel the U(1) anomaly introduced
by the fermion (the ‘Higgsino’) contained in Hd.
Finally, there are extra terms without a Standard Model analogue, allowed due to the enlarged
field content. We have collected these terms in We but, since some of them induce proton decay
and lepton number violation, we basically want to forbid them. We also note that we have
limited ourselves to the renormalisable level – hence W is truncated at cubic order. To see that
cubic terms correspond to marginal operators, recall that θ2 has mass dimension −1. Hence,
projection on the θ2 component corresponds to raising the mass dimension by one unit. Thus,
mass dimension 3 in W corresponds to mass dimension 4 in L.
To forbid We, the concept of an R-symmetry (which is crucial in SUSY independently of
phenomenology) is useful. To explain this concept, we define standard (global) U(1) and U(1)R
transformations of chiral superfields as follows:
U(1) : Φ(y, θ)→ eimΦ(y, θ) , U(1)R : Φ(y, θ)→ einΦ(y, e−iθ) . (2.70)
Here m and n ≡ R(Φ) are the U(1) and U(1)R charges of Φ respectively. It follows immediately
that (and this is the crucial feature of an R-symmetry!) the components transform differently,
depending on their mass dimension:
A→ einA , ψ → ei(n−1)ψ , F → ei(n−2)F . (2.71)
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Invariance of the lagrangian requires R(K) = 0 and R(W ) = 2. The former is clear since the
projection on the θ2θ
2
component does not change the R-charge. By contrast, projection on the
θ2 component lowers the R-charge by 2.
For our purposes, the interesting assignment is:
For Q,U,D,L,E : R = 1 and for Hu, Hd : R = 0 . (2.72)
This restricts W to the Yukawa terms. However, this is too strong since it also forbids the so-
called µ term µHuHd. But the latter is needed since even after SUSY breaking (see below) it is
the only source for Higgsino masses. (Higgsinos are the - so far unobserved and hence heavy -
fermionic partners of the Higgs.)
A possible resolution is the breaking of U(1)R to its Z2 subgroup. By this we mean restricting
U(1) ≡ { ei } to the two elements with  = 0 and  = pi. After this breaking to Z2, R-charges are
identified modulo 2. Indeed, superfields with R-charge m and m+2 now transform identically. In
particular the selection rule R(W ) = 2 for superpotential terms is modified to R(W ) = 2 mod 2 .
In other words, one now only demands R(W ) ∈ 2N. As a result, the µ term is allowed while all
terms in We are still forbidden. Moreover, the transformation rules of the Standard Model fields
and their superpartners under this so-called Z2 R-parity are
Even: Higgs scalars, fermions, gauge bosons (2.73)
Odd: Higgsinos, sfermions, gauginos . (2.74)
Here by sfermion one refers to the superpartner of a Standard Model fermion. A sfermion is
hence a boson. For example, a selectron is one of the many sleptons. The top-squark is the
SUSY partner of the top-quark etc.
The above R-parity assignments imply that any of the so-called superpartners can not decay
into a combination of Standard Model particles. Hence the lightest superpartner (the lightest
supersymmetric particle or LSP) is absolutely stable and provides a natural dark matter
candidate. Unfortunately, with growing LHC-bounds on its mass the abundance predicted from
its so-called freeze-out in early cosmology tends to become too high, calling for extensions of the
simplest settings. For more details see e.g. [75–78].
2.9 Supersymmetric and SUSY breaking masses and non-renorma-
lisation
The simplest way to make the above construction realistic is to add mass terms to the super-
symmetric Standard Model such that all the superpartners of Standard-Model particles become
sufficiently heavy. (Recall that the Higgsino can be made heavy by a sufficiently large µ term.)
While technically correct, such an approach of explicit SUSY breaking is not very satisfying or
illuminating concerning the resolution of the hierarchy problem.
Hence, we will introduce somewhat more structure and try to arrive at the MSSM using spon-
taneuous SUSY breaking. Specifically, we introduce a hidden sector in which SUSY is broken
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spontaneously.12 It will then be communicated to the Standard Model by higher-dimension op-
erators. To illustrate this structure, we start with the toy-model lagrangian
L = (SS − c1(SS)2) ∣∣∣
θ2θ
2
+ c2S
∣∣∣
θ2
+ h.c. + ΦΦ
∣∣∣
θ2θ
2
+
1
M2
ΦΦSS
∣∣∣
θ2θ
2
. (2.75)
We recognise a model with a chiral superfield S and with spontaneous SUSY breaking (FS 6= 0).
In addition, we have a free and massless chiral superfield Φ. The latter represents the Standard
Model or, more specifically, its Higgs sector. Finally, the last term is a higher-dimension operator,
suppressed by a large mass scale M , coupling the two sectors. All we need to know about the
hidden sector is that S = 0 and FS 6= 0 in the vacuum. Inserting this in our lagrangian and
focussing on the Φ-sector only, we have
L ⊃ ΦΦ
∣∣∣
θ2θ
2
+
1
M2
AΦAΦF SFS , (2.76)
where we also ignored a quartic fermionic term arising from the superfield higher-dimension
operator. We see that the result is equivalent to just having added a (‘soft’) SUSY-breaking
scalar mass term to the Φ sector
L ⊃ m2soft|AΦ|2 with m2soft = |FS|2/M2 . (2.77)
Crucially, in our approach we see right away that this term is radiatively stable - it is secretly a
higher-dimension operator and does as such not receive power-divergent loop corrections. This
explains the name ‘soft’. In fact, the two sectors decouple completely as M →∞, making it clear
that the coupling operator can only renormalise proportionally to itself. (We see here another
possibility, in addition to symmetries, why a certain coefficient in the lagrangian may be zero
in a natural way: In its absence, the model becomes the sum of two completely independent
theories.)
Our point about the mass term not being quadratically divergent may appear trivial - after
all the Φ sector itself is a free theory, so of course nothing renormalises. However, it is immediate
to enrich our model by e.g. W (Φ) ∼ Φ3, leading to quartic self interactions. Alternatively, Φ may
be charged under some gauge group, like the Higgs in the Standard Model is. Nothing in our
argument changes: The operator ∼ 1/M2 inducing the mass can not have power-divergences.
However, one could clearly add a term W (Φ) ∼ mSUSY Φ2 to our action, in other words, a
supersymmetric mass term. We have to be sure that interactions in the Φ sector will not, if such
a term is absent in the beginning, induce it through loop corrections. This, as it turns out, is in
fact the main point where SUSY saves us: The superpotential does not renormalise. This
so called non-renormalisation theorem is, at least at a superficial level and in our simple model,
easy to understand [79]:
Indeed, consider the Wess-Zumino model with tree level superpotential
W =
m
2
Φ2 +
λ
3
Φ3 . (2.78)
12 In principle, one may imagine situations where SUSY is broken spontaneously in the supersymmetrised
Standard Model, without introducing any additional fields. However, it turns out that this does not work in
practice, taking into account experimental constraints on masses and the phenomenologically required gauge
symmetry breaking.
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Introduce a U(1) and U(1)R-symmetry under which Φ has charges (1, 1). Clearly, this is re-
spected by our canonical Kahler potential K, but the superpotential breaks both symmetries.
One can interpret this breaking as being due to non-zero VEVs of superfields m and λ, the
scalar components of which have acquired non-zero VEVs. For this interpretation to work, one
needs to assign to m the charges (−2, 0) and to λ the charges (−3,−1). Now, assuming that
perturbative loop corrections break neither these U(1) symmetries nor SUSY, we expect that
the effective superpotential (relevant for the Wilsonian effective action) will still respect the two
U(1) symmetries. Using holomorphicity and the fact that each term in W must have charges
(0, 2), we have
Weff =
∑
ijk
cijkm
iλjΦk = mΦ2 f(λΦ/m) . (2.79)
In the second step, we used the fact that, under the symmetry constraints, the triple sum collapses
to a single sum, which can then be viewed as a power series in (λΦ/m). This last combination
of fields can appear to any power, since both its U(1) and U(1)R charge vanish.
Now, the constant and linear term in f correspond to the terms already present at tree level
- their values are 1/2 and 1/3 by assumption. We see that higher terms in λ, which may in
principle arise from loop corrections, always come with higher powers of Φ and hence do not
affect mass and trilinear coupling. Moreover, it is easy to convince oneself that such higher terms
in λ, as derived from (2.79), correspond precisely to terms following from tree-level exchange of
Φ. But such tree-level effects should not be included in Weff . They appear in the calculation of
observables if one uses only the tree-level expression for W together with the standard Feynman
rules. Including them in Weff would lead to double counting. Now, compared to tree-level effects,
loop effects always have a higher power of λ (given a certain number of external legs). Hence such
loop effects are not described by the higher-λ terms in f . As a result, we learn that Weff = W
and no loop corrections arise.
In summary, we have learned that the structure of (2.75), supplemented by a superpotential of
type (2.78), is radiatively stable. In particular, the supersymmetric and supersymmetry-breaking
mass terms can both be chosen small compared to the cutoff scale and are not subject to power-
like divergences.
2.10 The Minimal Supersymmetric Standard Model (MSSM)
With this, it is straightforward to introduce SUSY breaking by a spurion13 superfield S into the
SUSY Standard Model. Without aiming at completeness, we give three types of higher-dimension
terms which are sufficient to generate all essential SUSY breaking effects:
L1 = 1
M2
QQSS
∣∣∣
θ2θ
2
, L2 = 1
M2
Q2SS
∣∣∣
θ2θ
2
(2.80)
L3 = 1
M
Q3S
∣∣∣
θ2
+ h.c. , L4 = 1
M
WαWαS
∣∣∣
θ2
+ h.c.
13 The field is spurious in that we only introduced it to parameterise a certain symmetry breaking effect. Its
actual dynamics is not important for us.
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Here Q stands for generic Standard Model chiral superfields. The different factors of Q in one
term may also be replaced by different Standard Model fields, e.g. Q3 → QHuU .
The effects of these different terms are easy to read off. For example,
L1 ⊃ |FS|
2
M2
|AQ|2 ≡M20 |AQ|2 , (2.81)
where we refer to M0 as the soft mass which AQ acquires. Similarly, L2 induces a holomorphic
soft mass, which due to symmetry constraints arises only in the Higgs sector, with Q2 → HuHd.
Furthermore, L3 induces soft trilinear or ‘A-terms’:
L3 ⊃ FS
M
A3Q ≡ A · A3Q . (2.82)
Finally, the last term induces gaugino masses M1/2,
L4 ⊃ FS
M
λαλα ≡M1/2λαλα . (2.83)
A standard scenario, known as ‘Gravity Mediation’ has M ∼MP ∼ 1018 GeV, a value which
corresponds the scale at which one may expect quantum gravity to induce all allowed higher-
dimension operators. Then one would need the SUSY breaking scale in the hidden sector to be√|FS| ∼ 3× 1010 GeV (which is sometimes referred to as an ‘intermediate scale’) to obtain
M0 ∼ A ∼M1/2 ∼ 1 TeV . (2.84)
Of course, many new parameters are introduced in this way. In particular, there are as many
A-terms as there are entries in the Yukawa coupling matrices, and the soft masses come as 3× 3
matrices in generation space. If the scale of the soft terms (sometimes referred to as the SUSY
breaking scale) is low - e.g. in the TeV range, then generic values for the soft terms are ruled
out by flavour changing neutral currents (FCNCs) and other experimental signatures. Some
symmetry-based model building is needed to make this scenario realistic.
It is crucial that no renormalisable couplings between hidden and visible sector are present.
In particular, a superpotential term SQ2 (or concretely SHuHd) would induce a Higgs mass
∼√|FS|, destabilising the hierarchy. Furthermore, we need a non-zero µ term for the Higgs, but
it should not be too large, again to avoid a hierarchy destablisation.
Thus, the task is to induce a supersymmetric µ term of the same size as the (otherwise
very similar) SUSY-breaking holomorphic mass term ∼ HuHd (where Hu, Hd are the scalar
components, not the superfields). There is a very elegant solution to this problem known as the
Giudice-Masiero mechanism [80]. It is based on the higher-dimension couplings
L ⊃
(
1
M
SHuHd +
1
M2
SSHuHd
) ∣∣∣
θ2θ
2
. (2.85)
They induce terms
L ⊃ F S
M
HuHd
∣∣∣
θ2
+
|FS|2
M2
HuHd . (2.86)
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Here, in the first term, Hu, Hd represent superfields and, in the second term, the same symbols
are used for their scalar components. Clearly, the first term in (2.86) is the previously discussed
µ term, but with a coefficient governed by the SUSY-breaking scale, µ ∼ F S/M . The second
term is the so-called Bµ term, the previously mentioned holomorphic mass term for the Higgs:
L ⊃ BµHuHd with Bµ ∼ |FS|2/M2 . (2.87)
Upon integrating out the F -terms of the Higgs superfields, the µ term also contributes to
the quadratic Higgs scalar potential, which in total reads
V2 = (|µ|2 +m2Hu)|Hu|2 + (|µ|2 +m2Hd)|Hd|2 +BµHuHd + h.c.
(2.88)
=
(
Hu
Hd
)†( |µ|2 +m2Hu Bµ
Bµ |µ|2 +m2Hd
)(
Hu
Hd
)
.
The second line makes it apparent that we are dealing simply with a 4×4 complex mass matrix,
giving mass to the 4 scalars contained in (Hu, Hd)
T . Due to SU(2) symmetry, this matrix has
a 2× 2 block structure and hence only two distinct eigenvalues. Electroweak symmetry breaking
requires one of the eigenvalues to be negative.
An independent quartic Higgs interaction is not present in the SUSY Standard Model since
no cubic Higgs superpotential is allowed. However, the D term of the SU(2)×U(1) SUSY gauge
theory does the important job of creating such a coupling:
V4 =
1
8
(g21 + g
2
2) (|Hu|2 + |Hd|2)2 +
1
2
g22|HuHd|2 . (2.89)
Assuming soft terms are close to the weak scale, the scalar potential V2 + V4 and its symmetry
breaking structure has been analysed in great detail, but we will not discuss this. Suffice it to say
that electroweak symmetry can be broken as required, both Higgs doublets generically develop
VEVs (the ratio being parameterised by tan β ≡ vu/vd), and the Higgs mass is predicted in
terms of this mixing angle and the gauge couplings. This is a great success, given in particular
that all parameters of this model are now protected from power-divergences, the SUSY breaking
and weak scale are naturally small, and the model is renormalisable and can, in principle, be
valid all the way to the Planck scale. In addition, extrapolating the Standard Model gauge
couplings to high energy scales [81–84], one finds that they meet rather precisely at the GUT
scale MGUT ' 1016 GeV (see Problem 2.14.4). This has been known since about 1990 and has
given a lot of credibility to the model [85].
However, the predicted Higgs mass is bounded by the Z-boson mass at tree level, which is
clearly incompatible with observations. The correction needed to bring the Higgs mass up to its
observed value of 125 GeV can be provided by loops, but this requires a large stop quark mass
or large trilinear terms. This drives (again through loops) the Higgs VEV to higher values and
partially spoils the success of the hierarchy problem resolution. In addition, the non-discovery of
superpartners at the LHC has raised the lower limits for soft terms, also limiting the success of the
supersymmetric resolution of the hierarchy problem. Thus, the phenomenological status of this
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model has deteriorated. From a modern perspective, it may be appropriate to view the MSSM
not as a weak-scale model but rather as a model at a significantly higher scale, msoft  mew.
This perspective implies that one integrates out all SUSY partners and the second Higgs at
msoft and is left with just the Standard Model below that scale. More precisely, this requires that
the lowest eigenvalue of the Higgs mass matrix in (2.88) is smaller than the typical entries (which
are ∼ m2soft). This is a fine tuning of the order m2ew/m2soft which one may have to accept. This
fine tuning ensures that m2H of the Standard Model Higgs, which sets the weak scale, is somewhat
below the SUSY breaking scale. One may refer to this as a ‘high-scale’ or ‘split’ MSSM [86,87],
and it is not implausible that such a model (or some variant thereof) arises in string theory (see
e.g. [88,89]).
We may here return to the terminology introduced at the end of Sect. 1.7: We have learned
that low-scale SUSY can solve the large hierarchy problem. (Here ‘low’ refers to the TeV range,
including say 10 TeV or even higher.) SUSY does, however, suffer from a little-hierarchy problem.
This is related to the detailed interplay between SUSY breaking and electroweak symmetry
breaking, which force msoft to go up to 10 TeV or above. The severity of this little hierarchy
problem of low-scale SUSY depends on the details of the model and is still under debate.
2.11 Supergravity - superspace approach
All that was said above must, of course, be consistently embedded in a generally relativistic
framework. The resulting structure, known as supergravity, is equally elegant and unique, though
technically much more complicated than flat-space SUSY. We can only give a brief summary of
results. Since we described flat SUSY using the superspace approach, let us start by noting that
a similar (curved) superspace approach can also be used to derive supergravity [5,90]. For a brief
discussion of this see also [91].
One starts, as before, with coordinates
zM = (xµ, θτ , θτ˙ ) (2.90)
with the above indices being ‘Einstein indices’, as in conventional general relativity. Then one
introduces a vielbein, EA
M(z), i.e. a basis of vectors, labelled by the ‘Lorentz indices’
A = (a, α, α˙) . (2.91)
As in general relativity, one defines a connection, introduces constraints (such as the vanishing
torsion constraint), and removes gauge redundancies. This is very cumbersome in the present
case, but it eventually leads to a supergravity superspace action
S =
∫
d8z E Ω(Φ,Φ) +
∫
d6z ϕ3W (Φ) + h.c. (2.92)
Here E is the determinant of the vielbein EA
M . The latter contains a real vector superfield and
an (auxiliary) chiral superfield [90]
Hµ = θσaθeaµ + iθ2θψµ + h.c. + θ2θ2Aµ (2.93)
ϕ = e−1
(
1− 2iθσµψµ + Fϕθ2
)
(2.94)
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with e = det(ea
µ) and σµ = σae
a
µ. We thus have the component fields
ea
µ(x) , ψα
µ(x) , Aµ(x) , Fϕ(x) . (2.95)
Here the first is the familar vielbein of Einstein’s theory, and the last two are auxiliaries (some
authors use the notation B(x) ≡ Fϕ(x)). The crucial new feature is a physical, propagating spin-
(3/2) field ψα
µ, called the gravitino, which is the superpartner of the vielbein (or equivalently
of the metric or graviton). The z integrations are over the full or half of the Grassmann part of
superspace, as in the flat case. The argument Φ stands for as many chiral superfields, containing
matter degrees of freedom, as one wants. The function Ω is real.
It goes far beyond the scope of these notes to derive the component action. However, to get
a glimpse of what is going on, we can consider the flat-space limit:
ea
µ = δa
µ , ψα
µ = 0 , Aµ = 0 , ϕ = 1 + θ2Fϕ . (2.96)
Then the action takes the form
S =
∫
d8z ϕϕΩ(Φ,Φ) +
∫
d6z ϕ3W (Φ) + h.c. (2.97)
From this, integrating out FΦ and Fϕ, one can straightforwardly obtain the supergravity scalar
potential. To be specific, one finds the potential in the Brans-Dicke-frame. This is so because, in
the curved case, one would have also have found
S ⊃
∫
d4x
√
g
1
2
M2P R ·
Ω(Φ,Φ)
3
, (2.98)
i.e., the Einstein-Hilbert term in the Brans-Dicke frame. Rescaling the metric to absorb the
factor Ω/3, one arrives at an Einstein-frame curvature term together with the supergravity
scalar potential
V = eK/M
2
P
(
Ki(DiW )(DW )− 3|W |2/M2P
)
(2.99)
where
DiW = ∂iW +KiW (2.100)
and
K = −3M2P ln[−Ω/(3M2P )] or Ω = −3M2P exp[−K/(3M2P )] . (2.101)
This goes together with conventional kinetic terms for the fields Φi, based on the supergravity
Kahler metric Ki. We have given all of the above keeping MP explicit to make it easy to see
that the flat space limit, MP → ∞, takes us back to previous formulae. In particular, one can
see that the first term in (2.99) corresponds to the familiar F -term scalar potential while the
second term is supergravity-specific. It is non-zero even if W is just a number and thus allows for
the introduction of a cosmological constant, albeit only a negative one. This is consistent with
the fact that the Poincare superalgebra can be generalised to Anti-de-Sitter but not to de-Sitter
space.
In practice, one mostly works with the above formulae in units in which MP = 1. This is
much more economical and we will do so from now on.
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Let us note that, among many other terms, one has
L ⊃ −eK/2Wψµσµνψν + h.c. , (2.102)
which implies a gravitino mass
m3/2 = e
K0/2W0 , (2.103)
where W0 and K0 are the vacuum values of W and K. We will suppress the indices ‘0’ from now
on since it will be clear from the context whether the vacuum value or some other dynamical
value is meant. Supersymmetry breaking is, as before, governed by non-zero VEVs of (some of)
the F -terms,
F i = eK/2DiW ≡ eK/2KiDW . (2.104)
Realistically, we have λ = V0 ' 0 (the non-zero meV-scale cosmological-constant value is neg-
ligible compared to particle-physics scales). Hence, the positive-definite F -term piece and the
negative |W |2 piece must compensate with high precision in the formula for V . We thus have
|F | ∼ eK/2|W | and hence m3/2 ∼ |F | . (2.105)
Here |F | is the length of the vector F i, calculated using the Kahler metric Ki. We note, however,
that this is in Planck units and, reinstating MP , one has m3/2 ∼ |F |/MP . Thus, if one takes
the hidden-sector F very low, near the weak scale (as is in principle consistent with our SUSY-
breaking discussion), the gravitino can still be very light. This, however, requires that it couples
to Standard Model fields only very weakly.
We note that the SUSY solution to the weak-scale hierarchy problem works as before: All
that we said remains valid since we are working at an EFT scale µ  MP and the rigid limit
(supplemented by the gravitino, if it is sufficiently light) can be used. The non-renormalisation
theorem extends to the W of supergravity. What is more, the presence of higher-dimension oper-
ators which was central in the communication of SUSY breaking from hidden to visible sector can
be argued to be generic in the supergravity context: After all, the theory is non-renormalisable,
so all in principle allowed operators are expected to be present with MP -suppression. Also, the
non-linear structure of Ω expressed in terms of K suggests such operators. In other words, even
if K = ΦΦ, the presence of factors like exp(K) introduces many higher-dimension operators.
The corresponding, very generic way of SUSY breaking mediation (through Planck suppressed
higher-dimension operators) is called gravity mediation.
2.12 Supergravity - component approach
Before closing this Section, we should note that we only discussed the superfield approach to
supergravity since it fits the previous analysis of rigid supersymmetry best. It is not the most
economical or widely used approach, which is instead based on the component form of SUSY
multiplets and (superconformal) tensor calculus [6].
Very briefly, the story can be told as follows: In general relativity, Lorentz symmetry becomes
local. Since the SUSY parameter ξ, being a spinor, transforms non-trivially under the Lorentz
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group, it would be inconsistent to consider it a global object. Instead, it must be promoted to a
space-time dependent quantity,
ξ → ξ(x) , (2.106)
such that supersymmetry becomes a gauge symmetry. But now we are clearly missing a gauge
field defining the connection associated with our gauge symmetry. By analogy to
Aµ(x) → Aµ(x) + ∂µ(x) , (2.107)
one writes
ψµ(x) → ψµ(x) + ∂µξ(x) . (2.108)
The new field ψµ is a vector-spinor, also known as gravitino. We here interpret both ξ and ψµ
as 4-component spinors, specifically Majorana spinors.
The presence of the gravitino can also be motivated in a different way: Indeed, we are clearly
missing a superpartner for the graviton. As it turns out, the right object is ψµ. To understand
this better, we take a step back, forget about superfields, and recall the SUSY algebra with its
generators Q and Q (that come on top of the Poincare generators). They have spin and hence
raise or lower the spin of objects on which they act. Indeed, developing the representation theory
of the SUSY Poincare algebra one finds multiplets including particles with different spin or, in
the massless case, helicity. We aready know the multiplets
(0, 1/2) and (1/2, 1) (2.109)
corresponding to the chiral and real superfield (or the scalar and vector multiplet). Naturally,
one expects and indeed finds the multiplet
(3/2, 2) (2.110)
containing gravitino and graviton. For this to be consistent, one needs the gravitino to contain
2 degrees of freedom on shell, to match those of the graviton. Indeed, the general expressions for
numbers of degrees of freedom of a vector spinor, initially and after taking into account gauge
redundancy, constraints and the on-shell condition, are
d · 2[d/2] → 1
2
(d− 3) · 2[d/2] . (2.111)
Here the exponent [d/2] (the integer fraction of d/2) characterises the dimension of a general
spinor, the reduction from d to d− 3 is associated with gauge freedom and constraints, and the
prefactor 1/2 is the usual reduction from off-shell to on-shell degrees of freedom affecting any
spinor (due to the equation of motion being first order).
We record for completeness the underlying action and equation of motion (the Rarita-
Schwinger equation),
S = −
∫
ddxψµγ
µνρ∂νψρ and γ
µνρ∂νψρ = 0 , (2.112)
although we will not have time to discuss the derivation of the physical degrees of freedom
from this dynamical description. Furthermore, we should note that the modern way of deriving
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actions in this context is the so-called tensor calculus. By this one means rules for multiplying
(combining) multiplets to obtain new multiplets. We saw an example of this when we noted that
Φ1(y, θ)Φ2(y, θ), with Φ1 and Φ2 chiral, defines a new chiral superfield. This can be formulated
without superspace, just on the basis of the components. With this method, the full action of
supergravity, including supergravity coupled to chiral and vector multiplets, can be derived.
More specifically, the method of choice is ‘superconformal tensor calculus’, which first extends
the theory to a conformal supergravity, then breaks scale invariance by a VEV and removes the
extra degrees of freedom by constraints. (The non-SUSY version of this would be to replace the
Planck scale by a field and then recover usual gravity by giving this field a VEV.) In fact, this
superconformal method is also used in the superspace approach and we saw a trace of the field
whose VEV eventually breaks scaling symmetry in the chiral compensator ϕ(y, θ) of (2.97).
Let us end with part of the general 4d supergravity action (the full action being given
e.g. in [5, 6]). The input are three functions, the (real) Kahler potential K, the holomorphic
superpotential W and the (also holomorphic) gauge-kinetic function fab. Returning also to the
Weyl description of spinors, one has:
1√
g
L = 1
2
R + µνρσψµσνDρψσ +Ki
[
(Dµφ
i)(Dµφ

)− iχσµDµχi
]
+(Refab)
[
−1
4
F aµνF
b µν − λaσµDµλa
]
+
1
4
(Imfab)F
a
µνF˜
b µν
−eK/2
[(
Wψµσ
µνψν +
i√
2
(DiW )χ
iσµψµ +
1
2
(DiDjW )χ
iχj
)
+ h.c.
]
−VF − VD + { further fermionic terms } . (2.113)
Here
DiW = Wi +KiW (2.114)
DiDjW = Wij +KijW +KiDjW +KjDiW −KiKjW − ΓijkDkW .
We already know the F -term potential
VF = e
K
(
Ki(DiW )(DW )− 3|W |2
)
. (2.115)
The D-term potential has until now only been given implicitly and in a special case. More
generally, it reads (cf. [92] for a very compact discussion)
VD =
1
2
[(Re f)−1]abDaDb . (2.116)
To define the D terms, we recall that the scalars parameterise a Kahler manifold which, to be
gauged, must have some so-called (holomorphic) Killing vector fields
Xa = X
i
a(φ)
∂
∂φi
. (2.117)
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They define the direction in which the manifold can be mapped to itself by the gauge transfor-
mation corresponding to the index a. They also appear in the general formula for the covariant
derivatives:
(Dµφ)
i = ∂µφ
i − AaµX i(φ) . (2.118)
Now, the D terms are defined as real solutions of the differential equations (the Killing equations)
Xa
i = −iKi ∂Da(φ, φ)
∂φ
 . (2.119)
Mathematically, they are the Killing potentials. They can be given explicitly as
Da = iKiXa
i + ξa , (2.120)
where the ξa are so-called supergravity FI terms. The latter are only allowed for abelian gener-
ators and they are believed to cause problems for a quantum-gravity UV completion.14
The terms we omitted when writing the action involve kinetic mixings between matter
fermions, gauginos, and gravitino (which become relevant in the presence of gauge-symmetry
or SUSY breaking) as well as 4-fermion-terms and couplings between fermions and the gauge
field strength.
2.13 Problems
2.14 Simple manipulations within the superspace approach
Tasks:
(1) Check that, with our upper-left/lower-right convention for contracting Weyl indices, ψχ =
χψ. Check that consistency requires ∂α∂β = −∂β∂α. Check that, again for consistency, one must
have (∂α)
∗ = −∂α˙.
(2) Check as many of the anticommutation relations between Q, Q, D and D as you need to feel
confident.
(3) Derive the transformation rules for the components of the chiral superfield.
Hints: Mostly straightforward manipulations - no hints needed. Recall that (AB)∗ = B∗A∗ for
an abstract algebra with a ∗-operation. When solving (3), it is useful to first work out δξθ, δξθ2,
δξy
µ and δξf(y) for a generic function y.
Solution:
(1) One immediately finds
ψχ = ψαχα = ψ
ααβχ
β = χββαψ
α = χβψβ = χψ . (2.121)
14 Such ‘constant’ FI terms require the supergravity to be ‘gauged’, i.e. the gravitino to be charged under
the U(1) responsible for the FI term. Concretely, there is a mixing between this gauged U(1) and a global U(1)
R-symmetry such that, in the end, a certain global U(1) survives. This is problematic as global symmetries are
expected to be inconsistent with quantum gravity, see e.g. [93, 94].
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Furthermore,
∂1∂2θ
2θ1 = 1 ∂2∂1θ
2θ1 = −∂2∂1θ1θ2 = −1 . (2.122)
Next, one obviously has (∂αθ
β)∗ = δαβ. By contrast, one may also evaluate this by first using
the rules of an abstract algebra with a ‘∗’ and differentiating only after that. In other words,
consider
(∂αθ
β)∗ =
←−−−−−
θ
β˙
(−∂α˙) , (2.123)
where the arrow indicates that the derivative still acts on the variable. Also, we have to impose
α = α˙ and β = β˙. Now, since Grassmann objects always anticommute, we also have
←−−−−−
θ
β˙
(−∂α˙) = ∂α˙θβ˙ = δα˙β˙ = δαβ , (2.124)
as desired. Clearly, the minus sign in the action of the ‘∗’ on derivatives was needed to get this
consistent result.
(2) Using the definitions in the lecture, we have
{Qα, Qα˙} = {∂α − i(σµ)αβ˙θ
β˙
∂µ , −∂α˙ + iθβ(σν)βα˙∂ν} = i(σν)αα˙∂ν + (−1)(−i)(σµ)αα˙∂µ . (2.125)
Here we used the fact that non-zero contributions only arise from the first term of Q acting on
the second term of Q and vice versa. The resulting contributions add up giving the overall factor
of 2 in the commutator given in the lecture. It is clear that, for two Qs, the result will be zero
since each term vanishes separately. Also, for Q and D the result is zero on account of the sign
flip in the definition of D: the analogues of the final two terms in (2.125) cancel in this case.
(3) We need to calculate
δξΦ(y, θ) = [(ξ∂ − iξσµθ∂µ) + h.c.] (A(y) +
√
2θψ(y) + θ2F (y)) . (2.126)
We first note that
(δξθ)
α = ξβ∂βθ
α = ξβ or δξθ = ξ . (2.127)
Similarly,
δξθ
2 = ξα∂αθ
βθβ = ξθ + θ
βξα∂αθβ = ξθ − θβξα∂αθβ = 2ξθ . (2.128)
Furthermore, for a generic function f(y), we have
δξf(y) = (∂µf(y)) δξy
µ (2.129)
and
δξy
µ = [(ξ∂ − iξσνθ∂ν) + (−ξ∂ + iθσνξ∂ν)] (xµ + iθσµθ)
= iξσµθ − iξσµθ + iθσµξ + iθσµξ = 2iθσµξ . (2.130)
Note that, to get the sign of the third term in the second line right, one needs to take into
account that
ξ∂θ
β˙
= ξα˙∂
α˙
θ
β˙
= −ξα˙∂α˙θβ˙ = −ξβ˙ . (2.131)
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After these preliminaries, one immediately finds
δξΦ = (∂µA) (2iθσ
µξ) +
√
2ξψ +
√
2(θ∂µψ) (2iθσ
µξ) + 2(ξθ)F (2.132)
= 1 · (
√
2ξψ) +
√
2θ (
√
2iσµξ∂µA +
√
2ξF ) + θ2(−
√
2i(∂µψ)σ
µξ) .
Here, to derive the last term, we used
θαθβ = −1
2
αβθ2 . (2.133)
The second line of (2.132) is already in a form which allows one to directly read off the quantities
δξA, δξψ and δξF as the coefficients of 1,
√
2θ, and θ2. To match this with the formula given in
the lecture, one also needs to use the relation
ψσµξ = −ξσµψ. (2.134)
This relation is easily derived using the definition of σ in the lectures through complex conjuga-
tion. One also needs the hermiticity of Pauli matrices.
2.14.1 Deriving component actions
Task: Consider a generic chiral superfield model defined by a Kahler potential K(Φi,Φ

) and a
superpotential W (Φi). The full component lagrangian reads
L = −gi(∂µAi)(∂µA)− igiψσµDµψi + 1
4
Riklψ
iψkψ

ψ
l
−1
2
(DiDjW )ψ
iψj + h.c. − gi(DiW )(DW ) . (2.135)
Here
∂i =
∂
∂Φi
, ∂ı =
∂
∂Φ
ı , gi = ∂i∂K = Ki , Γij
k = gkl∂igjl , Rikl = gml∂Γik
m ,
DiW = ∂iW , DiDjW = ∂i(DjW )− Γijk(DkW ) , Dµψi = ∂µψi + Γjki(∂µAj)ψk .(2.136)
Note that Γ and R are exactly the same Christoffel symbols and Riemann tensor that are
familiar from general relativity. The formulae only look slightly different since we parameterise
the manifold using complex coordinates and they are slightly simpler than usual because the
metric is not generic but a Kahler metric. The covariant derivative Dµ has nothing to do with
spacetime being curved (it is not) but rather related to the fact that ψ lives in a bundle over
the scalar manifold parameterised by A. Thus, comparing ψ at two different points in x requires
knowledge of the values of A at these points.
Derive the first two and the last term in (2.135). If you wish, try also the others.
Hints: You can save work by shifting x under the integral:
xµ + iθσµθ , xµ − iθσµθ −→ xµ , xµ − 2iθσµθ . (2.137)
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Independently, prove and use the formula
(θσµθ)(θσνθ) = −1
2
θ2θ
2
ηµν . (2.138)
Solution: We start with the last formula. It is clear that the l.h. side must be proportional to
θ1θ2θ
1
θ
2
and hence to θ2θ
2
. The latter is a scalar, so it must be multiplied by an invariant tensor
with indices µ and ν, where ηµν is the only choice. Thus, one only needs to check normalisation.
This is done most easily by focussing on µ = ν = 0:
(θσ0θ)2 =
(
θ1θ
1
+ θ2θ
2
)2
= −2θ1θ2θ1θ2 . (2.139)
We also have
θ2 = θααβθ
β = 2θ1θ2 (2.140)
and hence
θ2θ
2
= −4θ1θ2θ1θ2 . (2.141)
Recalling that we use the mostly-plus metric, the result follows.
Now we proceed to evaluate the D term of the Kahler potential. Since we are only interested
in the kinetic term of A, we can set ψ and F to zero. Thus, with the shift of variables explained
above, we have to evaluate
K
(
Ai(x), A
ı
(x− 2iθσθ)
)∣∣∣
θ2θ
2
. (2.142)
This is done by first Taylor expanding A,
K
(
Ai, A
ı − 2iθσµθ∂µAı + θ2θ2∂2Aı
)
, (2.143)
where we used (2.138) to simplify the quadratic term in the expansion. Next we Taylor expand
K, keeping only what will contribute to the D term:
K
∣∣∣
θ2θ
2
=
(
Kı(A,A) θ
2θ
2
∂2A
ı
+
1
2
Kı(A,A) (2iθσ
µθ∂µA
ı
) (2iθσνθ∂νA

)
) ∣∣∣
θ2θ
2
. (2.144)
The second term can again be simplified using (2.138), which gives
K
∣∣∣
θ2θ
2
= Kı(A,A) ∂
2A
ı
+Kı(A,A) (∂µA
ı
) (∂µA

) (2.145)
= −∂µ(Kı(A,A) ∂µAı +Kı(A,A) (∂µAı) (∂µA) + total derivative
= −Kjı(∂µAj)(∂µAı) + total derivative .
This is our desired result.
To derive the last term in (2.135), we only need to consider the terms involving F . It is clear
that the Taylor expansion in θ2 and θ
2
gives
K
∣∣∣
θ2θ
2
⊃ KiF iF  and W
∣∣∣
θ2
⊃ WiF i + h.c. (2.146)
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Varying w.r.t. F

one finds
W  +KiF
i = 0 and hence F i = −giW  . (2.147)
Inserting this in the three terms of (2.146), the result
L ⊃ −giWiW  (2.148)
eventually follows.
Let us finally consider the fermion kinetic term. It will be convenient to shift the variable
such that we have to deal with
K(Φ(x+ 2iθσθ),Φ(x))
∣∣∣
θ2θ
2
. (2.149)
Now, suppressing the spacetime arguments and the projection on the highest component for
brevity, we expand the chiral superfields in the fermionic components:
2Ki (θψ) (θψ) . (2.150)
Then we expand ψ to linear order in the quantity 2iθσµθ:
4Ki (θψ

) (θ∂µψ
i) (iθσµθ) (2.151)
At this point we have to employ (2.133) and the hermitian conjugate relation
θ
β˙
θ
α˙
= −1
2
αβθ
2
. (2.152)
Thus, we have
(θα˙ψ
α˙
) (θα∂µψα) (iθ
βσµ
ββ˙
θ
β˙
) = −1
2
i(θα˙ψ
α˙
) (∂µψ
βσµ
ββ˙
θ
β˙
) θ2 =
1
4
i∂µψσ
µψ θ2θ
2
. (2.153)
Now we use the relation
ψσµχ = −χσµψ , (2.154)
which follows from the hermiticity of σ matrices and the anticommutation of spinors. Moreover,
we implement the θ2θ
2
projection. This gives
−iKij ψ

σµ∂µψ
i . (2.155)
With the renaming Ki → gi this is the partial-derivative part of our kinetic term.
We still have to find the term responsible for its covariantisation. For this, we note that we
obtained the term 2iθσµθ from expanding ψ. But we could equally well have expanded A in
Ki to obtain this term. The calculation proceeds precisely as above, but in the final formula ∂µ
acting on ψ is dropped. Instead, one has to replace Ki by
∂kKi∂µA
k . (2.156)
Thus, we finally have the term
−i∂kgi ∂µAkψσµψi . (2.157)
To see that this is what we want, we work backward from (2.135) and rewrite the corresponding
term:
−igiψσµΓjki(∂µAj)ψk = −igiψσµgil∂jgkl(∂µAj)ψk . (2.158)
Now the agreement is apparent.
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2.14.2 Fierz identities for Weyl spinors
Task: Derive the covariant orthonormality condition for σ matrices
(σµ)αα˙(σν)
α˙α = −2ηµν . (2.159)
Use it to simplify expressions like (σµ)αα˙(σ
µ)ββ˙ and (σµ)αα˙(σ
µ)β˙β. From this, Fierz identities like
(φσµχ)(ψσµη) = −2(ψφ)(χη) and (φσµχ)(ησµψ) = 2(ψφ)(χη) (2.160)
immediately follow. One can use those to replace bi-spinors within some longer expressions
according to
(· · ·χψ · · · ) = 1
2
(· · ·σµ · · · )(ψσµχ) and (· · ·ψχ · · · ) = 1
2
(· · ·σµ · · · )(χσµψ) . (2.161)
Hints and background: Fierz identities are probably familiar in the context of Dirac spinors,
where they are also used to rewrite expressions with four spinors in such a way that the pairs
connected by index contraction (possibly through γ matrices) change. The basic underlying idea
making this possible is the completeness of {1, γµ, γ5, γµγ5, [γµ, γν ]} in the space of 4×4 matrices.
In our context, things are much simpler since the 4 σ-matrices already provide a basis of the
space of 2× 2 matrices.
Solution: Let us start by rewriting the second matrix on the l.h. side of (2.159) according to
(σν)
α˙α = (σν)
αα˙ = αβα˙β˙(σν)ββ˙ = [(iσ2)σν(−iσ2)]αα˙ = [{σ0,−σ1, σ2,−σ3}]αα˙ = [{σ0,−σi}]α˙α .
(2.162)
With this and the usual orthonormality relations between the Pauli matrices and the unit matrix,
the r.h. side of (2.159) immediately follows.
Now we recall that the σ matrices form a basis of 2×2 hermitian matrices. In fact, over the
complex numbers they are a basis of all 2×2 matrices. Hence we have
Mαα˙ = M
µ(σµ)αα˙ (2.163)
for generic Mαα˙ and appropriate coefficients M
µ. Multiplying by (σν)
α˙α and using (2.159), one
finds
Mαα˙(σν)
α˙α = −2Mµηµν . (2.164)
Solving this for Mµ and inserting in (2.163) gives
−1
2
Mββ˙(σ
µ)β˙β(σµ)αα˙ = Mαα˙ = Mββ˙δα
βδα˙
β˙ (2.165)
or, since M was generic,
(σµ)αα˙(σ
µ)β˙β = −2δαβδα˙β˙ . (2.166)
Using the hermiticity of σ matrices and lowering the indices, one then also has
(σµ)αα˙(σ
µ)ββ˙ = −2αβα˙β˙ . (2.167)
From this, the identities in (2.160) follow straightforwardly by multiplication and contraction
with four spinors, where one has of course to be very careful with the spinor ordering and signs.
Finally, (2.161) provides two different ways for reinterpreting (2.160) as a method for replacing
two spinors within a longer string of Weyl spinor expressions.
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2.14.3 SUSY in components
Task: Demonstrate that the SUSY algebra is represented on the scalar (or chiral) multiplet,
without using superspace. Realise SUSY without the auxiliary field (just on A and ψ) by allowing
yourself to use the equations of motion (i.e. working on-shell).
Hints: As explained, while SUSY is very conveniently derived in superspace, it can also be
discussed entirely at the level of component fields. This is important since in many cases (in
higher dimensions, in many supergravity theories, or in situations with more than the minimal
set of Qs, also known as N = 2 or N = 4 SUSY), no superspace description exists or is not
efficient. To discuss this component description, one focuses on the bosonic generators
δξ = ξQ+ ξQ . (2.168)
Their algebra, defined with commutators, is equivalent ot the SUSY algebra. Start by calculating
[δξ, δη] using the known algebra of the Qs. Then check that the algebra is represented on the
components by using the explicit expressions for δξA, δξψ and δξF that were given in the lecture
and that have already been derived in a previous exercise. Show also that the algebra still ‘closes’
(a common synonym for being represented on a certain set of fields) if δξF is dropped and, in
the other expressions, F is replaced using the equations of motion. (For simplicity, we consider
the free case and hence free equations of motion.) Note that in this latter case one has to use
equations of motion ‘to close the algebra’. One also says that the algebra is only realised ‘on-shell’.
Use the Fierz identities and try not get lost in the many spinors and indices, especially when
evaluating the algebra on ψ.
Solution: First, one has
[ξQ, ηQ] = ξαQαQα˙η
α˙ − ηα˙Qα˙Qαξα = ξα{Qα, Qα˙}ηα˙ = 2ξσµη Pµ = −2i ξσµη ∂µ (2.169)
and hence
[δξ, δη] = [ξQ, ηQ] + [ξQ, ηQ] = [ξQ, ηQ]− (ξ ↔ η) = −2i(ξσµη − ησµξ) ∂µ . (2.170)
To see that this explicitly holds for the scalar multiplet, we start with the scalar component that
gives this multiplet its name:
[δξ, δη]A = δξδηA− (ξ ↔ η) = δξ
√
2ηψ − (ξ ↔ η) =
√
2η(i
√
2ησµξ∂µA+
√
2ξF )− (ξ ↔ η)
= 2iησµξ ∂µA− (ξ ↔ η) = −2iξσµη ∂µA− (ξ ↔ η) . (2.171)
This is the desired result.
The analogous calculation for the fermion is slightly more involved:
[δξ, δη]ψ = δξ(i
√
2σµη∂µA+
√
2ηF )− (ξ ↔ η)
= i
√
2σµη ∂µ(
√
2ξψ) +
√
2η i
√
2 ξσµ∂µψ − (ξ ↔ η) (2.172)
= 2i(σµη)(ξ∂µψ) + 2iη(ξσ
µ∂µψ)− (ξ ↔ η) .
Here in the last line we have introduced (formally superfluous) brackets to emphasise where the
consecutive contraction of Weyl indices is interrupted. Now, using the two Fierz-type identities
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in (2.161), we rewrite the terms in such a way that ξ and η (or η and ξ) are contracted with
each other through one σ matrix:
[δξ, δη]ψ = i(ξσνη)(σ
µσν∂µψ) + i(ξσνη)(σ
νσµ∂µψ)− (ξ ↔ η) . (2.173)
At this point, it is convenient to make the two explicitly written terms more similar by exchanging
ξ and η in the second term (together with a sign change):
[δξ, δη]ψ = i(ξσνη)(σ
µσν∂µψ)− i(ησνξ)(σνσµ∂µψ)− (ξ ↔ η) . (2.174)
Next, employing the hermiticity of σ matrices, we may replace σ by σ in the second term. The
re-ordering of spinors which is then also necessary introduces a further sign change:
[δξ, δη]ψ = i(ξσνη)(σ
µσν∂µψ) + i(ξσνη)(σ
νσµ∂µψ)− (ξ ↔ η) . (2.175)
Finally, using the Clifford-algebra-type relation σµσν + σνσµ = −2ηµν1 (analogous to (1.131)),
the desired result follows.
The calculation for the auxiliary field is again simpler:
[δξ, δη]F = δξi
√
2ησµ∂µψ − (ξ ↔ η) = i
√
2ησµ∂µ [i
√
2σνξ∂νA+
√
2ξF ]− (ξ ↔ η) (2.176)
= −2ησµσνξ ∂µ∂νA+ 2iησµξ ∂µF − (ξ ↔ η) .
Here, the first term in the second line simplifies if one uses the symmetry of ∂µ∂ν to replace the
product of σ matrices by −ηµν1. After this, the expression is proportional to ξη and vanishes
upon ξ-η-antisymmetrisation. The second term in the last line of (2.176) provides, after rewriting
in terms of σµ, our desired result.
Finally, we want to repeat the calculations for [δξ, δη] on A and on ψ with the auxiliary
replaced according to the equations of motion. Specifically for the free theory, that means
F = −mA , (2.177)
such that we now work with the SUSY transformation rules
δξA =
√
2ξψ (2.178)
δξψ = i
√
2σµξ∂µA−m
√
2ξA . (2.179)
In the analysis of [δξ, δη]A we do not even need the term with m which formerly involved
F . As we can see be revisiting our calculation above, this term simply drops out under ξ-η-
antisymmetrisation. By contrast, in the fermion case the last line of (2.172) is replaced by
[δξ, δη]ψ = 2i(σ
µη)(ξ∂µψ)− δξm
√
2ηA− (ξ ↔ η) . (2.180)
We can employ the equation of motion iσµ∂µψ +mψ = 0 to perform the rewriting
mδξA =
√
2m(ξψ) = −i
√
2(ξσµ∂µψ) , (2.181)
After that, (2.180) takes precisely the form of the last line of (2.172). But from there, we already
know how to arrive at the desired result, so we are done. In summary, if one is prepared to use
the equations of motion, one can indeed live without the auxiliary field (on-shell SUSY).
The reader may want to continue this exercise independently by also checking the invariance
of the free lagrangian, off-shell and on-shell.
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2.14.4 Gauge coupling unification
Task: Demonstrate that precision gauge coupling unification in the SU(5) scheme does not work
well in the Standard Model but, by contrast, works extremely well with low-scale supersymmetry.
Hints: Recall that the beta function of a gauge theory with coupling g is commonly defined as
β(g) =
dg
d lnµ
=
b g3
16pi2
+ · · · . (2.182)
Here in the last expression we gave the leading-order result with the widely used ‘beta-function-
coefficient’ b encoding the numerical prefactor. For a U(1) gauge theory one explicitly finds
b =
q2
6
c with c = 2 / 4 /− 22 for a complex scalar / Weyl fermion / real vector (2.183)
with charge q running in the loop. Here the last option is somewhat formal: Indeed, while a
charged scalar or Weyl fermion is easy to add to an abelian gauge theory, adding a charged
complex vector is somewhat artificial. More naturally, one would view such a vector as the
combination of two real vectors, each of which corresponds to an extra U(1) gauge theory. This
type of charged matter does, in turn, appear naturally if our original U(1) is viewed as a subgroup
of a non-abelian gauge group. For this reason it is in fact useful to know the above numerical
value of ‘−22’. The derivation of these three values of c needs only the calculation of the log-
divergence in the familiar vacuum-polarisation or self-energy diagram and can be found in many
QFT textbooks, e.g. [1].
Obviously, the non-abelian case requires the substitution
q2 → tr(T aRT bR) ≡ TR δab (2.184)
in the relevant self-energy diagram, where R stands for the representation in which the matter
in the loop transforms. Here TR is the so-called Dynkin-index of the representation R. The
corresponding substitution in the beta function coefficient hence reads q2 → TR. Concretely, one
has TF = 1/2 and TA = N for the fundamental and adjoint of SU(N). One sometimes also refers
to TA = T (A) = C2(A) as the quadratic Casmir of the adjoint representation.
It is now straightforward to obtain the values of b1,2,3 and b
′
1,2,3 for the running of the couplings
of U(1), SU(2) and SU(3) in the Standard Model and the MSSM. It is convenient to work with
quantities like α−1i since solving the renormalisation group equation for these inverse squared
couplings is particularly easy. Moreover, it is useful to work with ∆α12 ≡ α−11 − α−12 etc. Also,
please use SU(5)-normalisation for the U(1) gauge coupling. Calculate the values of the mass
scales M12, M23 and M13 at which the various gauge couplings meet in the Standard Model and
the MSSM (with initial values for αi and SUSY breaking at mZ , to keep things simple). Finally,
turn the logic around and derive the predicted value of α3 at mZ as it follows from the GUT
hypothesis and the values of α1,2 at mZ .
Solution: Let us start with the Standard Model and with b3. We have contributions from the
triplets (or equivalently anti-triplets) corresponding to l.h. and r.h. up and down-type quarks as
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well as from the gluons:
b3 =
1
6
(
4 · 2 · 2 ·Nf · 1
2
− 22 · 3
)
=
4
3
Nf − 11 = −7 . (2.185)
Here, in the first term, the 4 comes from the Weyl fermion nature of our matter, the 2·2 from
l.h./r.h. and up/down, the Nf = 3 from the three families, and the 1/2 from TF = 1/2. In the
second term we have the −22 from the vector nature of the gluons and the 3 from TA = N = 3.
Next, we consider SU(2):
b2 =
1
6
(
4 · (3 + 1) ·Nf · 1
2
+ 2 · 1
2
− 22 · 2
)
=
4
3
Nf − 43
6
= −19
6
. (2.186)
Here, in the first term we have again a 4 from the Weyl fermion nature, a (3 + 1) from the 3
colours of the quark doublet and the 1 lepton doublet, as well as Nf/2 as above. In the second
term we have a 2 from the scalar nature of the Higgs as well as TF = 1/2. The third term is self
explanatory, with TA = N = 2.
Finally, for U(1) we have:
b1 =
1
6
(
4
[
6 ·
(
1
6
)2
+ 3
(
2
3
)2
+ 3
(
1
3
)2
+ 2
(
1
2
)2
+ 12
]
Nf + 2 · 2
(
1
2
)2)
3
5
=
4
3
Nf +
1
10
=
41
10
. (2.187)
Here the 5 terms inside the square bracket correspond to the contributions from quark doublet, up
and down-quark, lepton doublet and r.h. electron. The additional contribution outside the square
bracket comes from the Higgs, with a factor 2 because it is a complex scalar and another 2 because
it is a doublet. Finally, the charges are given in Standard Model hypercharge normalisation,
which is corrected by the explicit factor of 3/5 to bring us to the right normalisation for the beta
function coefficient of the U(1) as a subgroup of SU(5) (cf. the solution to Problem 1.9.3).
The reader will not be surprised to note that the matter contribution to all bi is the same
since, as we already know, matter comes in complete SU(5) multiplets.
To get the SUSY version of the above, one needs to add the effects of gauginos, extra Higgs
and Higgsino fields, and sfermions. The gauginos give
∆bg1 = 0 , ∆b
g
2 =
1
6
· 4 · 2 = 4
3
, ∆bg3 =
1
6
· 4 · 3 = 2 . (2.188)
Here the 4 comes from the gauginos being Weyl fermions and the (0, 2, 3) are the relevant values
of TA.
The Higgs contribution receives a factor of two compared to the Standard Model because
we now have two Higgs doublets. In addition, we have to replace 2 → 2 + 4, since instead of
a complex scalar we now have a complex scalar and a Weyl fermion. This amounts to a total
factor of 6 or, equivalently, an additional term worth 5 times the Standard Model Higgs effect.
Using the Higgs part of the previous analysis, this gives
∆bh1 =
1
2
, ∆bh2 =
5
6
, ∆bh3 = 0 . (2.189)
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Finally, the matter part suffers the substitution 4 → 4 + 2, i.e., an additional term worth
one half of the previous value. This means
∆bm1 = ∆b
m
2 = ∆b
m
3 = 2 . (2.190)
Adding everything up and also displaying the Standard Model coefficients again for easier
reference, we now finally have
bi =
(
41
10
,−19
6
,−7
)
and b′i =
(
33
5
, 1,−3
)
(2.191)
for the Standard Model and the MSSM respectively.
For the rest of the exercise, our basic numerical input is
2pi
α1
= 370.7 ,
2pi
α2
= 185.8 ,
2pi
α3
= 53.2 . (2.192)
The first two values are in fact known with much more precision than displayed above. The last
corresponds to α3 = 0.118 at mZ – by now also a very well measured quantity. We have already
discussed these numbers very roughly in Problem 1.9.3, but here we wanted to be a bit more
precise. The standard source for such data is the Review of Particle Properties of the Particle
Data Group (PDG) [43].
On the analytic side, our main input are the three equations
α−1i (µ) = −
bi
2pi
ln(µ) + (const.)i . (2.193)
Starting at some high scale M and running down to mZ this gives
α−1i (mZ) = α
−1
i (M) +
bi
2pi
ln
(
M
mZ
)
. (2.194)
Specifically, if we assume that the two couplings α1 and α2 become equal at the scale M = M12,
then we deduce
∆α12(mZ) =
∆b12
2pi
ln
(
M12
mZ
)
, (2.195)
where ∆α12 ≡ α−11 − α−12 and ∆b12 ≡ b1 − b2. We find
M12 = mZ exp
(
2pi∆α12(mZ)
∆b12
)
= 90 GeV exp
(
370.7− 185.8
41/10− (−19/6))
)
(2.196)
and, using analogous formulae for the other ‘unification scales’, we find
M12 = 1.0× 1013 GeV , M23 = 9.5× 1016 GeV , M13 = 2.4× 1014 GeV (2.197)
in the Standard Model. The running of inverse gauge couplings that corresponds to these results
is sketched in Fig. 6. We see that gauge couplings do not really unify and the so-called grand
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Figure 6: One-loop running of inverse gauge couplings in the Standard Model.
unification scale MG remains somewhat vague, with a value in the range of 10
13 · · · 1017 GeV.
Alternatively, one may define MG by the unification of α1 and α2, and attempt to predict α3 at
the weak scale by running it backwards from that point using b3. This is illustrated in the figure
by the dashed line, and it is apparent that this prediction will not be very good.
By contrast, as one now immediately verifies using the formulae above, the same analysis in
the MSSM with SUSY breaking at mZ gives
M ′12 = 2.0× 1016 GeV , M ′23 = 2.2× 1016 GeV , M ′13 = 2.1× 1016 GeV . (2.198)
This has been celebrated as a great success of the SUSY-GUT idea, the scale of which is hence
quantitatively fixed:MG ' 2×1016 GeV. However, to a certain extent this perfection is accidental,
as we will explain after turning the argument around to predict α3(mZ).
To derive this prediction, one combines (2.195) with its analogue for α13, under the assump-
tion that M12 = M13 = MG. Eliminating MG, one finds
∆α12(mZ)/b12 = ∆α13(mZ)/b13 (2.199)
or
α−13 (mZ) = α
−1
1 (mZ)−
b13
b12
∆α12(mZ) , (2.200)
implying the predicted value αpred.3 (mZ) ' 0.117 . The corresponding non-SUSY prediction would
be 0.071, i.e. completely off.
But one should not overstate the perfection of the result above: There are 2-loop corrections
to the running, which are very well understood and lift the prediction to αpred.3 (mZ) ' 0.129,
which is about 10% too large. This becomes slightly better but still not perfect if one takes into
account that SUSY is broken not at mZ but at least at about a TeV. Finally, there are threshold
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corrections both at the SUSY breaking and the GUT scale, which also affect unification. By this
we mean effects arising because not all SUSY partners and not all new GUT scale particles are
degenerate at the respective scales msoft and MG. Thus, SUSY unification works well but not as
perfectly as the naive 1-loop analysis suggests. It does in fact become even slightly better if the
SUSY breaking scale is raised above 1 TeV. However, one has to be honest and admit that, once
one gives up on the SUSY solution of the hierarchy problem, the SUSY breaking scale could be
anywhere and one can not really claim any more that one predicts α3(mZ). A few more details
and references to many much more detailed analyses can be found in the PDG review section
on Grand Unification.
2.14.5 Graviton spin (helicity)
Task: Show that, under transverse rotations by an angle φ, a linear superposition of the two
physical photon states can be represented by a complex number rotating with a phase exp(iφ).
Show that, analogously, the general physical graviton state rotates twice as fast (i.e., that ‘the
graviton has spin 2’).
Hints: Let the photon momentum be k ∼ (1, 1, 0, 0)T . Then transversality  · k = 0 together
with the gauge choice 0 = 0 leaves the two basis polarisations
(1) =

0
0
1
0
 , (2) =

0
0
0
1
 . (2.201)
The general state can be characterised by α(1) + β(2) or, equivalently, by(
α
β
)
∈ R2 or α + iβ ∈ C . (2.202)
Similarly, under the constraints of transversality and tracelessness (µνηµν = 0), the graviton
polarisation basis for k ∼ (1, 1, 0, 0)T is
(1) =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 −1
 , (2) =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0
 . (2.203)
Again, the general state is α(1) + β(2) and the real or complex representation is provided by
(2.202).
Solution: The relevant Lorentz transformation reads
µ → Λµνν with Λ =

1 0 0 0
0 1 0 0
0 0 c −s
0 0 s c
 and c = cosφs = sinφ . (2.204)
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The vector (α, β)T transforms by a φ-rotation by definition. Elementary complex algebra then
implies that
α + iβ → α′ + iβ′ = eiφ(α + iβ) . (2.205)
For the graviton, the general state can be represented by(
α β
β −α
)
(2.206)
and the transformed state is(
α′ β′
β′ −α′
)
=
(
c −s
s c
)(
α β
β −α
)(
c s
−s c
)
=
(
cα− sβ cβ + sα
sα + cβ sβ − cα
)(
c s
−s c
)
=
(
c2α− scβ − csβ − s2α scα− s2β + c2β + scα
csα + c2β − s2β + csα s2α + scβ + scβ − c2α
)
=
(
c′α− s′β s′α + c′β
s′α + c′β −(c′α− s′β)
)
(2.207)
with c′ = c2 − s2 = cos 2φ and s′ = 2sc = sin 2φ. Hence(
α′
β′
)
=
(
c′ −s′
s′ c′
)(
α
β
)
(2.208)
and, in the complex plane,
α + iβ → α′ + iβ′ = e2iφ(α + iβ) . (2.209)
3 String Theory: Bosonic String
3.1 Strings – basic ideas
What we have achieved so far is not entirely satisfactory: Supersymmetry (more precisely, the
broader framework of supergravity) offers a partial solution to the weak-scale hierarchy problem.
Partial refers to the fact that SUSY partners have not been discovered (yet?) and hence some
fine-tuning is probably needed after all. Supergravity is needed to combine this with general rela-
tivity, but it does not help with the cosmological constant problem, which unavoidably shows up
in this context. Technically, the cosmological constant can be anything in supergravity: It can be
negative due to the −3|W |2 term, or positive due to a dominant |DW |2 term (with SUSY spon-
taneously broken). It is also affected by UV divergences since (in spite of the non-renormalisation
theorems for W ), the Kahler potential K is loop corrected. Moreover, the UV problems of grav-
ity (all operators being generated at the scale MP – i.e. formal ‘non-renormalisability’) are not
resolved by the prefix ‘super’.
The string idea is illustrated in Fig. 7 and states simply that point-particles should be
replaced by little loops of fundamental string. This might help with UV divergences (especially
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Figure 7: Point particle scattering vs. string scattering.
in gravity) since the interaction point is gone. Hence, when calculating a loop, there is no way in
which this loop can go to zero size by the (e.g. two) interaction points becoming infinitely close.
Some of the many standard textbooks are [7, 8, 95–97].
But before discussing scattering, we will of course have to understand how a single string
loop moves through space (in other words, how its worldsheet is embedded in target-space,
more precisely, in target spacetime), see Fig. 8. Before doing so, let us consider the more familiar
case of a point particle, cf. Fig. 9. The embedding of the worldline γ in target space is specified
by the set of functions Xµ(τ) and the natural action is
S = −m
∫
γ
ds with ds2 = −ηµνdXµdXν and dXµ = X˙µ dτ . (3.1)
More explicitly, this action can be written as
S = −m
∫
dτ
√
−ηµνX˙µX˙ν . (3.2)
One can easily check that this is reparameterisation invariant under τ → τ ′ = τ ′(τ) and that
the non-relativistic limit is
S =
∫
dt
(m
2
v2 −m
)
. (3.3)
Much more could be said about this simple and familiar system (see e.g. [98]), but for now this
will suffice to motivate the Nambu-Goto action for the string.
Figure 8: String moving through target space.
In complete analogy to the point particle, the Nambu-Goto action for the bosonic string
measures the surface area of the worldsheet embedded in target space:
SNG = −T
∫
Σ
df . (3.4)
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Figure 9: Point particle through target space.
To write this more explicitly, one parametrises the worldsheet by (cf. Fig. 8)
ξ ≡ (ξ0, ξ1) ≡ (τ, σ) . (3.5)
The surface area is nothing but the volume of the 2d manifold, parameterised by ξ, measured
with the induced metric Gab. The latter is defined by
ds2 = ηµνdX
µdXν = ηµν ∂aX
µ ∂bX
νdξa dξb ≡ Gab dξadξb . (3.6)
Hence
SNG = −T
∫
Σ
d2ξ
√−G with G ≡ det(Gab) . (3.7)
The prefactor T specifies the string tension.
Due to the square root, the system is hard to quantise on the basis of this action. Instead,
one uses the classically equivalent Polyakov action [99–101]
SP = −T
2
∫
Σ
d2ξ
√−hhab∂aXµ ∂bXν ηµν . (3.8)
Here we introduced a new degree of freedom – the worldsheet metric hab. To see the equivalence,
one integrates out hab by solving its equations of motion
0 = δh
[√−hhabGab] = − δh
2
√−hh
abGab +
√−h δhabGab . (3.9)
One proceeds by observing that, for a generic matrix A,
δ(detA)/(detA) = δ ln(detA) = δ tr ln(A) (3.10)
and hence
δ (detA) = (detA) tr(A−1 δA) = −(detA) tr(AδA−1) . (3.11)
Applying this to δh, the equation of motion for hab becomes
0 = δhab
[
h
2
√−hhab h
cdGcd +
√−hGab
]
(3.12)
or, using the identity h/
√−h = −√−h,
1
2
hab h
cdGcd = Gab . (3.13)
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It is solved by hab = αGab for any α. Inserting this in the Polyakov action,
SP = −T
2
∫
d2ξ
√−hhcdGcd = −T
2
∫
d2ξ
√
−α2G 2α−1 = SNG , (3.14)
one obtains the Nambu-Goto action.
At this point, jumping somewhat ahead, we can sketch what will follow: The Polyakov action
describes simply a 2d field theory of D free scalars, living on a cylinder (S1× [Time]). This is a
quantum mechanical system and its states have the interpretation of particles living in the D-
dimensional target spacetime. Consistency will require D = 26, and the spectrum will contain a
massless graviton and other massless (as well as many heavy) fields. However, it will also contain
a particle with negative mass squared, a tachyon. Thus, the vacuum of the 26d gravitational field
theory which this bosonic string describes is unstable. This instability problem will be cured if
we move on to the superstring (based on a 2d supersymmetric worldsheet theory). The target
spacetime will then have to be 10d and contact with the real world will be based on compactifying
this 10d supergravity to 4d. The last step means considering geometries M6 × R4, with M6 a
compact 6d manifold.
3.2 Symmetries, equations of motion, gauge choice
It is convenient to view the worldsheet theory as a 2d QFT with metric hab and D free scalars
Xµ:
SP = −T
2
∫
d2ξ
√−h (∂X)2 , (∂X)2 = hab(∂aXµ)(∂bXν)ηµν . (3.15)
The three key symmetries of this theory are
(1) Diffeomorphism: ξa → ξ′a(ξ0, ξ1).
(2) Poincare symmetry: Xµ → X ′µ = ΛµνXν + V ν with Λ ∈ SO(1, D − 1).
(3) Weyl rescalings: hab(ξ) → h′ab(ξ) = hab(ξ) exp[2ω(ξ)], with ω an arbitrary real function.
The first and second are obvious and follow immediately from the structure of our worldsheet
action. It is noteworthy that target-space Poincare symmetry is an internal symmetry from the
worldsheet perspective. The third is a specialty of the string. In other words, for a similar theory
of moving p-branes, parameterised by ξ0, ξ1, · · · , ξp, this symmetry does not exist unless p = 1.
To move on, it is convenient to use the energy-momentum tensor,
TMN =
2√−g ·
δS
δgMN
or, equivalently TMN =
−2√−g ·
δS
δgMN
, (3.16)
which takes the form TMN = diag(ρ, p, · · · , p) for an isotropic fluid. On the string worldsheet, a
slightly different normalisation is common:
T ab =
−4pi√−h ·
δSP
δhab
. (3.17)
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One easily checks that
T ab = − 1
α′
(
Gab − 1
2
hab(hcdGcd)
)
, (3.18)
where we also introduced the Regge slope
α′ ≡ 1
2piT
. (3.19)
The latter is a different way to parameterise the string tension. It goes back to the early days of
string theory, when the focus was on string theory as a model of hadronic physics. This is nicely
explained in the first chapter of [95].
It follows both from our discussion in the last section as well as from the general definition
of T ab that the equation of motion of hab is
T ab = 0 . (3.20)
Moreover, tracelessness holds as an identity, i.e. independently of whether the field configuration
obeys the equations of motion:
T aa = 0 for any hab . (3.21)
The reader should convince herself that this generally follows from symmetry (3). Finally, the
equations of motion of X are
Xµ = 0 with  = Da∂a . (3.22)
It is crucial for what follows that diffeomorphisms and Weyl rescalings are (by definition)
not just symmetries but gauge redundancies. This allows one to work in the flat gauge,
hab = diag(−1, 1) . (3.23)
Indeed, very superficially one can argue as follows: A 2d metric contains 3 real functions. Dif-
feomorphisms and Weyl rescalings also contain 2 + 1 = 3 real functions. Hence, it should be
possible to bring hab to any desired form.
In somewhat more detail, one can explicitly check that
√−h′R[h′] = √−h (R[h]− 2ω) for h′ab = e2ωhab . (3.24)
Now, starting from any metric h, one may try to solve the equation 2ω = R. This can always
be achieved (in non-compact space with localised source R) since it only requires the inversion of
the Klein-Gordon operator. Without proof, we simply state that this holds also on the cylinder,
which is our case of interest. For more details, see e.g. [8].
Once 2ω = R is solved, one can Weyl rescale h using the solution ω. The resulting metric
will have vanishing Ricci scalar and, since in d = 2
Rabcd = 1
2
(hachbd − hadhbc)R , (3.25)
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it will be flat. More precisely, the worldsheet is a flat metric manifold and hence there exist
coordinates in which the metic is manifestly flat in the sense of (3.23).
Let us now focus on a flat worldsheet and on the corresponding equations of motion
(∂2τ − ∂2σ)Xµ = 0 . (3.26)
It is convenient to use light-cone coordinates σ± = τ ± σ, such that
ds2 = −dτ 2 + dσ2 = −dσ+dσ− and h++ = h−− = 0 , h+− = h−+ = −1
2
(3.27)
and
 = −4∂+∂− with ∂± = ∂
∂σ±
. (3.28)
The equations of motion take the form
∂−∂+Xµ = 0 (3.29)
and have the general solution
Xµ(σ+, σ−) = XµL(σ
+) +XµR(σ
−) , (3.30)
being further constrained by Xµ(τ, σ) = Xµ(τ, σ + pi), cf. Fig. 10. Here we have used the repa-
rameterisation freedom to set the circumference of the cylinder to pi. This is a convention used
in many string theory texts, in particular in [95] which we mostly follow.
Figure 10: The cylinder, on which the Xµ field theory lives, viewed as a strip with periodic
boundary conditions. In this picture, XµL and X
µ
R correspond to left and right-moving waves.
Periodicity of Xµ implies periodicity of ∂+X
µ = ∂+X
µ
L and of ∂−X
µ = ∂−X
µ
R. The latter
depend only on σ+ and σ− respectively and can therefore be represented as Fourier series in
these two variables:
∂+X
µ
L ∼ const.L +
∑
n6=0
fL, ne
−2inσ+ , ∂−X
µ
R ∼ const.R +
∑
n6=0
fL, ne
−2inσ− . (3.31)
Returning to XµL and X
µ
R by integration, the exponentials remain exponentials and the constants
translate into linear terms. Moreover two integration constants appear. Hence, with a certain
choice of prefactors, one finds the general solution or mode decomposition
XµL =
1
2
xµ +
l2
2
pµσ+ +
il
2
∑
n6=0
1
n
α˜µn e
−2inσ+ (3.32)
XµR =
1
2
xµ +
l2
2
pµσ− +
il
2
∑
n6=0
1
n
αµn e
−2inσ− . (3.33)
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Here we introduced l =
√
2α′, the so-called string length. One should be aware that the precise
definition (the numerical prefactor) may vary from author to author and from context to context.
The constants xµ/2 in the mode decomposition are chosen to be equal by convention. It is
only their sum that has physical meaning, characterising the position of the center of mass of
the string at worldsheet time τ = 0. Note that the coefficients of the two terms linear in σ+
and σ− are forced to be equal by the periodicity of Xµ. They describe how the position of the
centre of mass changes as a function of τ . It is hence natural to identify these coefficients, up to
the proportionality factor l2/2, with the target-space momentum pµ. One could easily convince
oneself at the present, classical level of analysis that the proportionality factor has been chosen
correctly for pµ to be the standard momentum variable. But this will become clear anyway in a
moment. Reality of Xµ implies that xµ and pµ are real, consistently with their physical meaning
which we pointed out above. The oscillator modes have to satisfy
(αµn)
∗ = αµ−n . (3.34)
3.3 Open string
It will later on be crucial to also consider open strings. We introduce them already now since
they are in fact a simpler version of the closed string – they basically carry half of the degrees
of freedom. Instead of a cylinder, one now has to think of a strip (parameterised transversely by
σ ∈ (0, pi)) embedded in target space, cf. Fig. 11.
Figure 11: Open string.
The variation of the action,
δS =
1
2piα′
∫
d2σ (∂2X) · δX − 1
2piα′
∫
dτ
∫ pi
0
dσ ∂σ(∂σX · δX) , (3.35)
now includes boundary terms. Indeed, while the first term vanishes if the equations of motion
are obeyed, the second gives
− 1
2piα′
∫
dτ (∂σX
µ) · δXµ
∣∣∣σ=pi
σ=0
. (3.36)
To avoid introducing new degrees of freedom living at the boundary, we need that expression to
vanish as well. This can be achieved by two different types of boundary conditions,
∂σX
µ = 0 (Neumann) , δXµ = 0 (Dirichlet) . (3.37)
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In the first case the string end moves freely (no momentum is lost at the end of the string), in
the second it is confined to lie in a fixed hyperplane. For example (cf. Fig. 12), one can enforce
Neumann boundary conditions for X0, X2 and Dirichlet boundary conditions for X1. One is
then dealing with an open string living on a D-brane (where D stands for Dirichlet) filling
out the X0 and X2 directions of target spacetime. More generally, if a brane fills out p spatial
dimensions, i.e. if it is a p-dimensional object in the usual, spatial sense, one calls it a Dp-brane
(see [102] for a dedicated textbook and [103,104] for two foundational original papers). For target
space to be stationary, branes always have to fill out the time or X0 direction. This, of course,
does not contribute to their dimensionality as a spatial object. However, in spacetime a Dp-
brane is a (p+ 1)-dimensional object. Quite generally, an appropriate combination of Neumann
and Dirichlet boundary conditions as given in (3.37) characterises open strings ending on such
different Dp-branes.
Figure 12: Open string living on a D1-brane filling out the X2 direction.
We furthermore note that configurations with various, also intersecting branes are permitted,
cf. Fig. 13. Jumping ahead, we record that, analogously to the closed string states containing
the target-space graviton, the open string states contain a massless vector particle: a U(1) gauge
boson. Thus, on every Dp brane one has a localised (p+ 1)-dimensional gauge theory. Moreover,
one may have stacks of branes, for example N D-branes filling out exactly the same hyperplane,
i.e. lying on top of each other. On such a stack, there are N2 distinct string states since each
string can begin or end on any one of these N coincident branes. This gives rise to a U(N)
gauge theory. If branes or brane stacks intersect, then the string living at the intersection (as
in the last picture in Fig. 13) gives rise to states (target-space particles or fields) which are
charged under the two gauge groups corresponding to the two branes. These states are confined
to the intersection locus of the two branes or brane stacks. This is how Standard Model matter
fields arise in some of the simplest phenomenologically interesting string models – the so-called
intersecting brane models (see [9] for a textbook, [105, 106] for reviews and [107–109] for
some of the original papers).
Figure 13: Various brane configurations with strings attached.
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What is interesting for us at the moment is that the mode decomposition of the open string is
simpler than that of the closed string. Indeed, while one needs sines and cosines (or equivalently
exponentials) to Fourier decompose a periodic function, on an interval one can do with just sines
or just cosines. Technically, one may say (and it is easy to demonstrate this explicitly) that, for
the open string, the left and right-moving modes are identified: One arises from the other by
reflection on the boundary. Explicitly, for the case of Neumann boundary conditions, one has
the mode decomposition
Xµ = xµ + l2pµτ + il
∑
n6=0
1
n
αµne
−inτ cos(nσ) . (3.38)
Thus, it is often simpler to discuss the open string and then ‘double’ the result to go over to the
closed case.
We also note that the case of Neumann boundary conditions for all Xµ should actually be
viewed as a situation with spacetime filling branes. Thus, open strings generally end on D-branes.
3.4 Quantisation
We will only present the old covariant approach, briefly commenting on light-cone and modern
covariant approach (also known as path integral or BRST quantisation) at the end. The starting
point is the flat-gauge Polyakov action which, breaking 2d covariance, can be written as
S =
1
4piα′
∫
d2σ(X˙2 −X ′2) with d2σ = dτdσ . (3.39)
Here we have left the index µ and its contraction implicit. Nevertheless, the above describes D
free bosons and we have to keep in mind that one of them (X0) has a wrong-sign kinetic term.
The canonical variables are
Xµ and Πµ =
∂L
∂X˙µ
=
1
2piα′
X˙µ , (3.40)
with equal-time commutation relations
[Πˆµ(τ, σ), Xˆ
ν(τ, σ′)] = −iδ(σ − σ′)δµν , [Xˆµ, Xˆν ] = [Πˆµ, Πˆν ] = 0 . (3.41)
Promoting our previous mode decomposition of Xµ (and a corresponding decomposition of Πµ)
to the operator level, one finds
[pˆµ, xˆν ] = −iηµν , [αˆµm, αˆνn] = mδm+nηµν , [ ˆ˜αµm, ˆ˜ανn] = mδm+nηµν , (3.42)
where
δm+n ≡ δm+n , 0 . (3.43)
We will drop the hats from now on, assuming that it will always be clear from the context whether
the operator or the classical variable is meant. The above commutators make it apparent that
pµ was correctly normalised to be the target space momentum of the string.
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As usual in quantum mechanics, we now need a Hilbert space representation of our operator
algebra. Given the non-trivial commutation relations of p and x, we can only choose one of them
to be diagonal. Since we are interested in a particle interpretation of string states, it is natural
to choose p and write
H =
∑
p
H(p) , (3.44)
where H(p) is the eigenspace of the operators {pˆ0, · · · , pˆD−1} with eigenvalues {p0, · · · , pD−1} ≡
p.
We now focus on the subspace corresponding to one particular value of p and rewrite the
mode-algebra acting on it:
[αµm, α
ν
n] = mδm+nη
µν → [αµm, αν †n ] = |m|δm,nηµν . (3.45)
We see that we are dealing simply with a very large set of oscillators, labelled by µ and m > 0.
We define a vacuum state and find the Fock space:
H(p) = Span
{
αµmα
ν
n · · · |0, p〉
∣∣∣ any number of αs; any µ, ν, · · · ; any m,n, · · · > 0} . (3.46)
The situation we arrive at is very similar to the initial step of Gupta-Bleuler quantisation
of electrodynamics: There, on account of the vector index of Aµ and the non-positive-definite
metric ηµν , the Fock space includes negative norm states. They are removed by a physical state
condition or constraint, related to the gauge invariance of the theory. Here, the same issue arises
due to the vector index of αµm. As will become clear momentarily, the resolution is similar to case
of quantum electrodynamics (QED).
We fixed part of the gauge freedom by eliminating hab. The corresponding equation of motion
was Tab = 0, which now has to be implemented as a constraint. It is convenient to do this in light-
cone coordinates. One sees immediately that the vanishing trace condition takes a particularly
simple form:
Ta
a = 0 ⇔ T+− = 0 . (3.47)
Now, since in our theory the trace vanishes identically, one only needs to enforce the constraints
T++ = T−− = 0 . (3.48)
It is straightforward to check that
T++ = (∂+XL) · (∂+XL) and T−− = (∂−XR) · (∂−XR) (3.49)
and that, using the mode decomposition, the Fourier modes of the these quantities read
Lm ≡ 1
4piα′
∫ pi
0
dσ T−− e−2imσ =
1
2
∞∑
n=−∞
αm−n · αn (3.50)
L˜m ≡ 1
4piα′
∫ pi
0
dσ T++ e
2imσ =
1
2
∞∑
n=−∞
α˜m−n · α˜n . (3.51)
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Here we also used the simplifying notation
αµ0 = α˜
µ
0 =
l
2
pµ . (3.52)
For the open string, one defines
L˜m ≡ 1
2piα′
∫ pi
0
dσ T++ e
2imσ =
1
2
∞∑
n=−∞
α˜m−n · α˜n , (3.53)
with T−− being a dependent quantity. One can also check that
H = L0 + L˜0 (closed string) , H = L0 (open string) . (3.54)
Note that αµ0 = lp
µ for the open string.
One can check that the operators Lm (with or without tilde) satisfy the Virasoro algebra
[Lm, Ln] = (m− n)Lm+n + A(m)δm+n , with A(m) = (m3 −m)D/12 . (3.55)
Here the term proportional to D is called the anomaly term and D is the central charge. Note
that this term depends on a possible additive redefinition of L0, which is related to the ordering
ambiguity present in all the terms of type α−kαk in L0. The form given above assumes normal
ordering, i.e. 〈0, 0|L0|0, 0〉 = 0.
The classical part of this algebra is called Witt algebra and is satisfied by the differential
operators
Dm = ie
imθ d
dθ
, (3.56)
which generate diffeomorphisms on an S1 parameterised by θ ∈ (0, 2pi). These remarks are the
beginning of a long and important chapter of a proper string theory course – 2d conformal field
theory. However, we are not going to discuss this, such that a few comments will have to suffice:
When we fixed the gauge (diffeomorphisms and Weyl scalings), a residual gauge freedom
was left. It consists of diffeomorphisms under which the metric changes only by Weyl scaling.
Now it is useful to insist on the point of view that, after going the flat gauge, we are in a fixed-
background QFT and coordinate reparameterisations are forbidden. From this perspective, the
residual gauge freedom noted above corresponds to space-time dependent translations of the
field configuration which preserve angles, i.e., conformal transformations (Fig. 14). Our theory
is invariant under those and hence is a conformal field theory or CFT [110–115]. The Virasoro
algebra is the corresponding symmetry algebra. It is clear that conformal transformations can
be generated as spacetime dependent translations. Given that Tab generates translations, we are
not surprised to find that the Fourier modes of Tab are the desired symmetry generators. It is
also natural that the Witt algebra, as introduced above, is the classical counterpart.
The conformal symmetry just introduced is a central tool in developing string theory and, in
particular, in deriving scattering amplitudes, loop corrections etc. We will have no time for this.
But it may be useful to note that, when studying CFTs in their own right, the anomaly term
or, equivalently, a non-zero central charge do not represent a problem. However, in string theory
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Figure 14: Illustration of a conformal mapping of a given field configuration to a new one.
the conformal symmetry is part of an underlying gauge symmetry and this term must vanish. It
indeed does, in the so-called critical dimensions, but to see this one needs to do the gauge fixing
more carefully, introducing Fadeev-Popov ghosts. They cancel the central charge coming from
the scalars.
Returning to our main line of development, we now want to be more explicit about the
physical state condition. As in QED, it is sufficient to demand that the ‘annihilator part’ of the
constraint vanishes on physical states, i.e. Lm| phys 〉 = 0 for m ≥ 0. But it turns out that, at
this point, a divergence present in the definition of L0 has to be resolved. This has to do with
operator ordering.
Indeed, our definition so far was
(L0)tot =
1
2
∞∑
n=−∞
α−nαn =
1
2
α20 +
1
2
∑
n6=0
α−nαn . (3.57)
We gave this quantity an index for ‘total’ since we are going to separate the normal ordered part
from it in a moment. We also note that the ordering of the creation and annihilation operators
used above comes directly from the original definition
(L0)tot = Htot =
1
4piα′
∫ pi
0
dσ (X˙2 +X ′2) . (3.58)
Here, for simplicity, we think of the open string or, equivalently, just the right-moving part of
the closed string.
To evaluate a constraint like (L0)tot| phys 〉 = 0, we want to work instead with a normal-
ordered operator. Hence, we define
L0 ≡ 1
2
∞∑
n=−∞
: α−nαn :=
1
2
α20 +
∑
n>0
α−nαn . (3.59)
Note that this supersedes our previous definition in (3.50). The two definitions differ by a
divergent normal ordering constant,
(L0)tot = L0 − a with a = −1
2
(D − 2)
∞∑
n=1
n , (3.60)
following simply from (1/2)(αnα
†
n+α
†
nαn) = α
†
nαn+n/2 . The prefactor (D−2) counts the number
of oscillators that contribute. The direct calculation gives, of course,D, but we have corrected this
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to (D− 2) on account of the wrong-sign scalar X0. This is necessary since this wrong sign-scalar
is associated with negative norm states, which are connected with the still unfixed (residual)
gauge freedom. The latter corresponds to conformal transformations or reparametrisations of
type σ+ → σ′+ = σ′+(σ) and σ− → σ′− = σ′−(σ), which preserve the flat gauge. One can
fix this further gauge freedom by working in the so-called light-cone gauge. The corresponding
quantisation procedure, called light-cone quantisation, manifestly gets rid of all oscillators except
the (D − 2) transverse ones. We skip this important and useful chapter and ask the reader to
trust that (3.60) with the prefactor (D − 2) is the correct definition of (L0)tot.
Alternatively, one can use the Fadeev-Popov method and introduce ghosts, which will pre-
cisely cancel the two modes which we removed by hand. This is known as modern covariant
quantisation, another method which we will not describe for reasons of time but which can be
found in dedicated string theory textbooks.
The reader familiar with QED will immediately see that the above substitution of the naive
prefactor D with (D−2) is analogous to the photon case: Of the formally four degrees of freedom
associated with the vector Aµ, only two transverse modes contribute to physical quantities like
Casimir effect or vacuum free energy. This happens for exactly the same reason as here and to
see it explicitly in a covariant QED calculation one also needs ghosts.
The simplest way to explicitly calculate the normal ordering constant a is through ζ function
regularisation: { ∞∑
n=1
n
}
reg.
= lim
s→−1
( ∞∑
n=1
n−s
)
= lim
s→−1
ζ(s) = ζ(−1) = − 1
12
. (3.61)
This is of course quite formal and not very satisfying. Since the result is important, we want to
spend some time to explain why the normal-ordering constant does in fact have a physical and
a-priori finite definition. To see this, we give the infinite strip on which our 2d field theory lives
a proper, physical width: pi → piR. Then we have
Htot =
1
2R
∞∑
n=−∞
α−nαn + piRλ . (3.62)
Crucially, we have here also introduced a cosmological constant counterterm.
We are now dealing with a standard QFT problem – the calculation of the total energy
of a 2d theory on a strip of width piR. The sum over zero modes has a UV divergence, to
be regularised by introducing a cutoff scale Λ. A cutoff dependence must also be assigned to
the counterterm, λ → λ(Λ). Its form is determined by the requirement that the divergence for
Λ → ∞ cancels. Moreover, no finite ambiguity will arise since we know from Weyl invariance
that the renormalised cosmological constant must vanish. Thus, we have
Htot =
1
R
(
1
2
α20 +
∑
n>0
α−nαn
)
+ lim
Λ→∞
[
D − 2
2R
{ ∞∑
n−1
n
}
Λ
+ piRλ(Λ)
]
. (3.63)
A very intuitive way of regularising this is to think in terms of physical modes with momenta kn =
n/R and to multiply the contribution of each mode by exp(−kn/Λ). It is then a straightforward
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exercise to do the summation, find the appropriate counterterm λ(Λ), and to obtain the finite
result (cf. Problem 3.8.5)
Htot =
1
R
(
1
2
α20 +
∑
n>0
α−nαn
)
− D − 2
24R
. (3.64)
The physical interpretation of this finite correction is clear: This is a one-loop Casimir energy,
associated with the finite size of the space on which the QFT lives.15
Returning to our stringy convention with R = 1 and to the notation L0 instead of H, we
have
(L0)tot = L0 − a with L0 = 1
2
α20 +
∑
n>0
α−nαn and a =
D − 2
24
. (3.65)
The physical state condition hence reads
(Lm − aδm)| phys 〉 = 0 for m ≥ 0 , (3.66)
where it is crucial to remember that L0 is, by definition, normal ordered.
3.5 Explicit construction of physical states – open string
We start with the open-string worldsheet vacuum,
|0, p〉 , defined by pˆµ|0, p〉 = pµ|0, p〉 . (3.67)
Our physical state conditions with m > 0 are automatically satisfied for any p,
Lm|0, p〉 = 1
2
∑
n
αm−nαn|0, p〉 = 0 , (3.68)
since in each term of this sum either n > 0 or m − n > 0. Thus, there is always an annihilator
involved, giving zero if applied to the vacuum.
By contrast, the m = 0 condition is non-trivial, giving(
α′p2 +
∑
n>0
α−nαn − a
)
|0, p〉 = 0 , (3.69)
where we used that α0 = lp =
√
2α′ p. With M2 = −p2, this translates into
M2 = −a/α′ . (3.70)
Thus, p can not be an arbitrary vector. Rather, it must satisfy the above mass-shell condition.
15 Demonstrating that this result is in fact independent of the precise form of the regularising function,
exp(−k/Λ)→ f(k/Λ), is not entirely trivial. See e.g. [13] for a discussion of the corresponding 4d problem.
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Moving to the first excited level, we have to consider states
ζµα
µ
−1|0, p〉 , (3.71)
with a polarisation vector ζ. The mass shell condition now reads
0 = (L0− a)ζµαµ−1|0, p〉 =
(
α′p2 + α−1 · α1 − a
)
ζµα
µ
−1|0, p〉 =
(
α′p2 + 1− a) ζµαµ−1|0, p〉 , (3.72)
implying
M2 = (1− a)/α′ . (3.73)
Of the Lm conditions with m > 0, now the first also becomes non-trivial:
0 = L1 ζ · α−1|0, p〉 =
(
1
2
∑
n
α1−n · αn
)
ζ · α−1|0, p〉 . (3.74)
Of the various terms in the sum, only those can contribute where n ≤ 1 and 1 − n ≤ 1. This
occurs only for n = 0, 1, such that we find
0 =
1
2
(α1 · α0 + α0 · α1) ζ · α−1|0, p〉 = ζ · α0|0, p〉 = ζ · p|0, p〉 . (3.75)
The implication is that the polarisation has to be transverse. We also need the norm of the state,
which is
〈0, p|(ζµαµ−1)†(ζναν−1)|0, p〉 = 〈0, p|0, p〉ζµζµ = ζ2 . (3.76)
Here we chose ζµ real, using the freedom to redefine the α
µ
−1 if necessary.
At the so-called second excited level, one has to analyse states of the form
(µνα
µ
−1α
ν
1 + µα
µ
−2)|0, p〉 , (3.77)
but we will not do so.
Instead, we summarise the results by focussing on the first excited level:
(A) For a > 1 we have M2 < 0. This means that p is spacelike and hence timelike vectors ζ
with ζ · p = 0 exist. Thus, there are allowed states with ζ2 < 0 and hence negative norm. This
is excluded.
The deeper reason for the problem is that a Weyl anomaly arises, which can only be cured by
considering a background which is not simply flat D-dimensional Minkowski space. This is known
as supercritical string theory and may (in the supersymmetric case) nevertheless be relevant
phenomenologically, although this is not established (see e.g. [116–119] and refs. therein).
(B) For a = 1, we have M2 = −p2 = 0. This implies that the (D − 1) independent ζs which
satisfy ζ · p = 0 fall into two classes:
First, there is one longitudinal polarisation, ζ||p, corresponding to a zero-norm state.
Second, there are (D− 2) transverse polarisations, which are spacelike and give rise to positive-
norm states. One may think e.g. of p = (1, 1, 0, · · · , 0) and ζi = (0, 0, · · · , 0, 1, 0, · · · , 0), with
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unity at position 1 + i and i ∈ {1, 2, · · · , (D − 2)}. This is consistent with Gupta-Bleuler quan-
tisation in QED. It gives the correct description of a gauge theory with a massless vector. This
case is known as critical string theory. In the following, we will completely focus on this case
and the corresponding critical dimension D = 26.
(C) For a < 1 we have M2 > 0 for the first excited (and all higher) levels. Thus except
possibly for the vacuum state, this case is in practice not very interesting. It is not inconsistent
at the present level of analysis (giving rise to a massive vector with (D−1) positive norm states).
Problems, possibly solvable, arise in the interacting theory. This is known as the subcritical
string. The Weyl anomaly is also present, as in the supercritical case. Together, cases (A) and
(B) are known as non-critical string theory.
We close by mentioning that the overall picture in the critical case is just like in gauge theory
quantisation: We have restricted our Fock space by imposing the physical state condition. The
resulting space has no negative norm states, but so-called null states are still present. The actual
positive-definite Hilbert space is constructed as a quotient
H0 ≡ Hphys/Hnull . (3.78)
The mass-shell condition, originating from (L0 − 1)| phys 〉 = 0, can be written as
M2 = −p2 = (N − 1)/α′ with N ≡
∑
n>0
α−nαn . (3.79)
The operator N or its expectation value is called the level. We have found a tachyon at
level 0, a massless vector at level 1, and we could have found massive string excitations at
level 2 and higher. The tachyon corresponds to the statement that our assumed 26d Minkowski
vaccum is unstable since a scalar with negative mass squared is present. It will decay by tachyon
condensation, which is an interesting subject of research. But we will not discuss this since we
use the bosonic string only as a toy model to get ready for the superstring.
3.6 Explicit construction of physical states – closed string
A repetition of the analysis of the previous section will again single out the case a = 1 or D = 26.
We focus right away on this case, recalling however that the number of operators and constraints
is now doubled. We rewrite
(L0 − a)| phys 〉 = 0 , (L˜0 − a)| phys 〉 = 0 (3.80)
as
(L0 − L˜0)| phys 〉 = 0 , (L˜0 + L˜0 − 2a)| phys 〉 = 0 . (3.81)
We recall that
L0 =
α20
2
+N =
p2
4
α′ +N , (3.82)
where we used that α0 = p l/2 = p
√
α′/2 in the closed-string case. Analogous equations hold for
the left-movers. With this, the physical state conditions become
(N − N˜)| phys 〉 and (p2α′/2 +N + N˜ − 2)| phys 〉 , (3.83)
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known as level matching and mass shell conditions respectively. The latter is also frequently
given as
M2 = 2(N + N˜ − 2)/α′ . (3.84)
Now one proceeds systematically, level by level, as before. At the vacuum level one again
finds a tachyon,
|0, p〉 , M2 = −4/α′ . (3.85)
At the first excited level, due to the level matching condition, both α−1 and α˜−1 have to be
used:
ξµνα
µ
−1α˜
ν
−1|0, p〉 , M2 = 0 . (3.86)
Note that, as before, one really has M2 = 2(1 + 1− 2a)/α′, such that masslessness follows only
for a = 1, i.e. in the critical dimension. At the first excited level, the L1 and L˜1 constraints are
non-trivial. They read
ξµνp
µ = 0 and ξµνp
ν = 0 . (3.87)
It is also easy to check that the norm of our states is
〈 phys | phys 〉 ∼ ξµνξµν , (3.88)
which is always non-negative if the physical state conditions are satisfied.
To classify the states, it is helpful to think of the polarisation tensor literally as of an element
in the tensor product of two copies of RD,
ξµν =
∑
ab
vµ(a) ⊗ vν(b) . (3.89)
In analogy to the standard treatment of the photon, one chooses a basis v(a) with one element
v(0) ∼ p, one lightlike element v(1) with non-zero product with p, and D − 2 spacelike elements
orthogonal to v(0) and v(1). Of these, only the spacelike vector and v(0) are allowed to appear
in (3.89). Hence we have (D − 1)2 physical basis states. Furthermore, (D − 2)2 of them (those
built from spacelike vectors only) have positive norm. The rest corresponds to gauge freedom.
Choosing p ∼ v(0) ∼ (1, 1, 0, · · · , 0) and v(1) ∼ (1,−1, 0, · · · , 0), we see explicitly how prod-
ucts of the (D − 2)2 transverse vectors form a basis for the transverse polarisations ξt. They
correspond to the lower-right corner of the matrix ξ:
ξ =

0 0
0 0
0 · · · 0
0 · · · 0
0 0
· ·
0 0
ξt
 . (3.90)
The transverse physical polarisations ξt transform under SO(D−2), the group of rotations in the
spacelike hyperplane transverse to p. This is called ‘little group’ – the subgroup of SO(1, D− 1)
leaving p invariant. Our rank-2 tensor representation of physical polarisations is not irreducible
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but decomposes into symmetric, antisymmetric and trace part. These 3 representations corre-
sponding to 3 different fields of the D-dimensional field theory which the string describes from
the target space perspective. They are:
(1) The graviton Gµν , with (D − 1)(D − 2)/2 − 1 d.o.f.s (note that for D = 4 this correctly
reproduces the known result of 2 d.o.f.s).
(2) The Kalb-Ramond field or antisymmetric tensor Bµν , with (D − 2)(D − 3)/2 d.o.f.s.
(3) The dilaton φ, with 1 d.o.f.
We could go on to discuss excited states, but all we will need to know is that there they
form a tower with increasing mass and that the number of states at each consecutive level grows
extremely fast. The mass spacing is ∆M2 = 4/α′.
3.7 The 26d action
We are only interested in the critical case, D = 26, and we focus on the closed string (for more
details see e.g. [7]). It is immediate to write down a quadratic-level action for the above fields
(to be supplemented by the tachyon which, as we know, has negative mass squared and makes
the 26d Minkowski-space solution unstable). Assuming that one also knows how to compute
scattering amplitudes, one can supplement this action by interaction vertices and write down
the full, non-linear expression at the 2-derivative level. It reads (suppressing the tachyon):
S =
1
κ2
∫
d26x
√−Ge−2φ
[
R[G]− 1
12
HµνρH
µνρ + 4(∂φ)2
]
. (3.91)
where
H = dB , (3.92)
in complete analogy with F = dA in the 1-form case.
Many important comments have to be made. First, it is apparent that the value of κ2 can
be changed by a shift of φ. Thus, we can for example define κ2 = cα′12, with some numerical
constant c. Then the choice of the background value of φ determines the 26d Planck mass relative
to the mass of the first excited string modes, which is 2/
√
α′. It also governs the perturbativity
of the theory, i.e. the importance of string loops, as we will discuss further down.
Second, the apparently wrong sign of the dilaton-kinetic term is misleading. Indeed, the above
is called the string-frame action (similar to what is known as the Brans-Dicke frame action in
the non-stringy gravitational literature). One can go to the Einstein frame by the Weyl rescaling
Gµν = G˜µν e
−φ/6 . (3.93)
The result is
S =
1
κ2
∫
d26x
√
−G˜
[
R[G˜]− 1
12
e−φ/3HµνρHµνρ − 1
6
(∂φ)2
]
. (3.94)
In this frame, the Planck mass is manifestly fixed and the mass of the excited states changes
with varying dilaton background.
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Third, this is the first (but not the last) time we encounter a higher-form gauge theory. So it
may be useful to remind the reader of some of the relevant basic notions. (A standard summary
of conventions can be found in the Appendix of Volume II of [7].) It is convenient not to think
just of an antisymmetric field or gauge potential Aµ1···µp but of a differential form,
Ap =
1
p!
Aµ1···µpdx
µ1 ∧ · · · ∧ dxµp . (3.95)
Our present case p = 2 with Bµ1µ2 = Aµ1µ2 is part of the more general structure of such gauge
theories.
One should think of the dxµ as basis vectors of the dual tangent space (the cotangent space)
of a manifold, such that
dxµ
(
∂
∂xν
)
= δµν . (3.96)
Higher p-forms take their values in the p-fold exterior product (the antisymmetric part of the
tensor product) of the cotangent space. This is symbolised by the wedge, e.g.
dx1 ∧ dx2 = dx1 ⊗ dx2 − dx2 ⊗ dx1 . (3.97)
It generalises to
dx1 ∧ · · · ∧ dxp = p! dx[1 ⊗ · · · ⊗ dxp] , (3.98)
where [· · · ] stands for antisymmetrisation. The implication is that, for example,
Ap(∂1, · · · , ∂p) = A[1···p] = A1···p . (3.99)
Consistently with the above, one formally defines the product of two forms
(Ap ∧Bq)µ1···µp+q =
(p+ q)!
p!q!
A[µ1···µpBµp+1···µp+q ] . (3.100)
Crucially, the natural map from functions (0-forms) to 1-forms,
d : f 7→ df = ∂µf dxµ with df(∂µ) ≡ ∂µf , (3.101)
has a generalisation to higher forms:
(dAp)µ1···µp+1 = (p+ 1)∂[µ1Aµ2···µp+1] . (3.102)
This so-called exterior derivative is a central mathematical concept. It is immediate to convince
oneself that d ◦ d = d2 = 0.
By its very definition, a p-form provides, at every point, a totally antisymmetric map from
the p-fold tensor product of the tangent space to the real numbers. Thus, it can be used to define
the volume of an infinitesimal parallelepiped (with orientation, i.e. ordering of the vectors by
which it is spanned) at any point of the manifold. This gives rise to the possibility of integrating
a p-form over a finite p-dimensional submanifold:
V (Cp) =
∫
Cp
Ap . (3.103)
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After these preliminaries, it is clear how to interpret Ap as a physical gauge potential. First,
one has the gauge transformation and the gauge-invariant field strength
Ap → Ap + dχp−1 and Fp+1 = dAp . (3.104)
The natural lagrangian is ∼ |Fp+1|2 ≡ Fµ1···µp+1F µ1···µp+1 and the natural coupling to charged
objects is
Smatter ∼
∫
Σp
Ap . (3.105)
This is completely analogous to electrodynamics, where the matter coupling is the integral of
A1 along the worldline of the electron. Here, it is the integral of Ap along the p-dimensional
worldvolume Σp of a (p − 1)-brane. (Recall the convention that the variable p in the term Dp-
brane counts only the spatial dimensions.)
In the case at hand, a charged object suitable as a source for B2 is already present in the
theory we have so far developed: It is the fundamental string itself. Thus, the term∫
Σ2
B2 (3.106)
has to be added both to our 10d action and to our worldsheet action for the string. If B2 is
non-zero, this changes our 2d theory and its quantisation.
Similarly, we see that (3.91), with Gµν = ηµν , φ = 0 and B = 0 describes the solution
in the background of which our fundamental string, introduced earlier, propagates. This is the
2d theory one is easily able to quantise. But clearly other solutions for this 10d action exist
and the string can be quantised in their background as well. The 2d theory is then much more
complicated, e.g. through∫
d2σ
√−hhab(∂aXµ)(∂bXν)ηµν →
∫
d2σ
√−hhab(∂aXµ)(∂bXν)Gµν(X) . (3.107)
We see that this theory now ceases to be free or quadratic in the fields. For example, if near
X = 0 we can write
Gµν = ηµν + c · (X1)2ηµν + · · · , (3.108)
we encounter a quartic interaction vertex in the worldsheet theory. Similarly, a non-zero B2 =
B2(X) adds new terms to the worldsheet lagrangian. In particular, the X dependence of B2 leads
to new interaction terms in the theory of scalars Xµ living on the worldsheet.
Before closing this section, we should discuss the role of the dilaton φ from the worldsheet
perspective. This field is related to the Einstein-Hilbert term,∫
d2σ
√−hR , (3.109)
of the worldsheet action. At first sight, this term is clearly allowed. It respects all symmetries of
the worldsheet, including in particular Weyl invariance. A more careful analysis reveals, however,
that it can be written as a total derivative and hence does not affect the equations of motion.
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Indeed, following the standard derivation of Einstein’s equations from the Einstein-Hilbert action,
one finds
δh
∫
d2σ
√−hR =
∫
d2σ
(
Rab − 1
2
habR
)
δhab + boundary terms . (3.110)
But in d = 2 one has
Rab − 1
2
habR = 0 (3.111)
as an identity. This follows from the symmetries of the Riemann tensor which, as already noted
above, can be expressed in terms of the Ricci scalar. Thus, the worldsheet Einstein-Hilbert term
does not change under continuous deformations of the worldsheet metric. Its integral can however
be non-zero, measuring topological features of the worldsheet (see below).
Now, comparing the dynamics described by the target-space action given above and the role
of the Einstein-Hilbert term on the worldsheet (we will see more details of this further down), one
can establish that φ has to be identified with the coefficient of the worldsheet Einstein-Hilbert
term:
SP ⊃ 1
4pi
∫
d2σ
√−hRφ . (3.112)
As before, if φ = φ(X) is non-constant, new interactions are introduced into the worldsheet
theory.
As a final remark, we note that backgrounds solving the 26d equations of motion are precisely
those in which the Weyl invariance on the propagating string worldsheet remains unbroken. In
this sense, the 2d theory can be used to directly determine the 26d dynamics, without calculating
scattering amplitudes and comparing them to 26d EFT vertices.
3.8 Problems
3.8.1 Point particle action
Task: Guess the ‘Polyakov action’ for the point particle and derive the ‘Nambu-Goto action’
given in the lecture. Determine the parameters to achieve consistency which what you know from
your course in special relativity.
Hints: Introduce a worldline metric hττ ≡ h, such that ds2 = hττdτ 2. Allow a worldline cosmo-
logical constant term (which is forbidden in the string case by Weyl invariance, but permitted
for the point particle).
Solution: The natural guess is
SP = c
∫
dτ
√
h(h−1X˙2 − λ) , (3.113)
from which one derives the equations of motion for h:
0 =
1
2
√
h
(h−1X˙2 − λ) +
√
h(−h−2X˙2) = −1
2
(h−3/2X˙2 + h−1/2λ) . (3.114)
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It follows that
h = −X˙2/λ (3.115)
and hence
SP = c
∫
dτ
√
h(−h−1hλ− λ) = −2cλ
∫
dτ
√
h = −2c
√
λ
∫
dτ
√
−X˙2 . (3.116)
This reproduces the standard (‘Nambu-Goto-type’) relativistic point particle action for, e.g.,
c = m/2 and λ = 1. Thus, the final result is
SP =
m
2
∫
dτ
√
hττ
(
h−1ττ X˙
µX˙µ − 1
)
. (3.117)
3.8.2 Commutation relations of oscillator modes
Task: Demonstrate the consistency of the commutation relations of pµ, xµ, αµn, α˜
µ
n with those of
the Xµs and Πµs at equal time.
Hint: It is efficient to first calculate the commutator of Xµ with Πµ, of Xµ with itself etc. using
the mode expansion and then apply a Fourier transformation to both sides.
Solution: Collecting formulae from the lecture notes we have
Xµ(τ, σ) = xµ + l2pµτ +
il
2
∑
n6=0
1
n
[
α˜µne
−2inσ+ + αµne
−2inσ−
]
, (3.118)
Πν(τ, σ′) =
1
2piα′
{
l2pν + l
∑
n6=0
[
α˜νne
−2inσ′+ + ανne
−2inσ′−
]}
. (3.119)
When writing the commutator, we may right away focus on those pairings of terms from the
mode expansion which have a chance of being non-zero:
[Πν(τ, σ′), Xµ(τ, σ)] = − l
2
2piα′
iηµν − il
2
4piα′
∑
n6=0
ηµν
[
e−2in(σ
+−σ′+) + e−2in(σ
−−σ′−)
]
= − i
pi
ηµν − i
2pi
ηµν
∑
n6=0
[
e−2in(σ−σ
′) + e2in(σ−σ
′)
]
.
= − i
pi
ηµν − i
pi
ηµν
∑
n6=0
e−2in(σ−σ
′) = − i
pi
ηµν
∞∑
n=−∞
e−2in(σ−σ
′) . (3.120)
To get the sign right, it is crucial to note that [αµm, α
ν
n]/n = mδm+nη
µν/n = −δm+nηµν . One may
finish here by recognising the δ function in σ − σ′ on the r.h. side.
But let us be fully explicit by finally applying a Fourier transformation in σ′ and σ to both
sides of our result. Using also the canonical commutation relations, the l.h. side gives
pi∫
0
dσ′ e2imσ
′
pi∫
0
dσ e2ikσ
(− iηµνδ(σ − σ′)) = −iηµν pi∫
0
dσ e2i(m+k)σ = −ipiηµνδm+k . (3.121)
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Analogously, on the r.h. side one finds
− i
pi
ηµν
∑
n
(piδn−k)(piδm+n) = −ipiηµνδm+k . (3.122)
Thus, both sides agree.
The commutators [Xµ(τ, σ), Xν(τ, σ′)] (and similarly for Πµ) vanish since the relevant sums
contain explicit factors of the mode indices n. For example, dropping all prefactors and the
manifestly vanishing xµ/pµ contribution, one encounters expressions like∑
n6=0
1
n2
n
(
e−2in(σ−σ
′) + e2in(σ−σ
′)
)
. (3.123)
But this is zero by antisymmetry in n.
3.8.3 Trace of the energy momentum tensor
Task: Use a symmetry argument to show that the trace of the energy-momentum tensor of the
string vanishes identically (no hint needed).
Solution: By Weyl invariance,
0 = SP [hab + hab]− SP [hab] ' hab δSP
δhab
= hab
(
−
√−h
4pi
T ab
)
= 
(
−
√−h
4pi
)
T aa . (3.124)
Hence, T aa = 0.
3.8.4 Virasoro algebra
Task: Derive the classical part of the Virasoro algebra using the mode expansion of the generators
and the canonical commutation relations (or equivalently Poisson brackets) of the oscillator
modes. Then also derive the anomaly under the assumption that the operator-ordering ambiguity
in L0 is resolved by normal ordering, i.e. that 〈0, 0|L0|0, 0〉.
Hints: For the first part, use the derivation or Leibniz rule for commutators: [A,BC] = [A,B]C+
B[A,C]. For the second part, argue that only expressions with L0 on the r.h. side are affected
by the ordering ambiguity. Thus, the anomaly must take the form A(m)δm+n. Then evaluate the
commutator [L1, [Lm, L−m−1]] directly and with the Jacobi identity (in derivation form). Derive
from this a recursive formula for the A(m). Show that the expression A(m) = am3 + bm satisfies
this relation and hence determines A(m) unambiguously up to the coefficients a and b. Fix a, b by
evaluating [Lm, Ln] with (m,n) being (1,−1) and (2,−2) in the zero-momentum vacuum |0, 0〉.
A very similar derivation can be found in Green/Schwarz/Witten, but try to succeed on your
own before consulting that book or our text below.
Solution: We focus on D = 1 and find from the known mode expansion
[Lm, Ln] =
1
4
∑
k,l
[αm−kαk , αn−lαl] . (3.125)
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Applying the derivation or Leibniz rule for commutators once gives
[Lm, Ln] =
1
4
∑
k,l
{[αm−kαk , αn−l]αl + αn−l [αm−kαk , αl]} . (3.126)
The second application together with the standard commutation relations gives
[Lm, Ln] =
1
4
∑
k,l
{αm−k[αk, αn−l]αl + [αm−k, αn−l]αkαl + αn−lαm−k[αk, αl] + αn−l[αm−k, αl]αk}
=
1
4
∑
k
{kαm−kαn+k + (m− k)αkαm+n−k + kαn+kαm−k + (m− k)αm+n−kαk} . (3.127)
Now let us shift the summation index according to k → k− n in the first and third term. If we
were in addition allowed to change the order of the αs in the second and third terms, we would
obtain
[Lm, Ln] =
1
2
∑
k
{(k−n)αm+n−kαk + (m−k)αm+n−kαk} = m− n
2
∑
k
αm+n−kαk = (m−n)Lm+n .
(3.128)
It is clear that this operation is illegal precisely in situations with an ordering ambiguity on the
r.h. side, i.e. for m+ n = 0. Hence, we have shown that
[Lm, Ln] = (m− n)Lm+n + A(m)δm+n (3.129)
with some so far unknown function A.
Now we evaluate the commutator given in the hints directly,
[L1, [Lm, L−m−1]] = (2m+ 1)[L1, L−1] = (2m+ 1)(2L0 + A(1)) , (3.130)
and through the derivation rule,
[L1, [Lm, L−m−1]] = [Lm, [L1, L−m−1] + [[L1, Lm], L−m−1]
= (2 +m)[Lm, L−m] + (1−m)[Lm+1, L−m−1]
= (2 +m)(2mL0 + A(m)) + (1−m)((2m+ 2)L0 + A(m+ 1)) .(3.131)
Comparing both results gives the recursion relation
(m− 1)A(m+ 1) = (2 +m)A(m)− (2m+ 1)A(1) . (3.132)
Given also that A(m) = −A(−m) by its definition, it is clear that A(1) and A(2) are sufficient to
determine all A(m) unambiguously. Moreover, it is easy to check that A(m) = am3 + bm solves
the recursion:
(m− 1)(a(m+ 1)3 + b(m+ 1)) = (2 +m)(am3 + bm)− (2m+ 1)(a+ b) (3.133)
for all a, b. Thus, if we can fix a, b, we have found the unique solution.
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This is easy to achieve: Note first that each term in L−1 (and even more so in L1) contains
either an annihilator or a p. Hence
〈0, 0|[L1, L−1]|0, 0〉 = 0 , (3.134)
implying A(1) = 0. By contrast, L−2 contains a single term without annihilators, hence
〈0, 0|[L2, L−2]|0, 0〉 = 〈0, 0|L2L−2|0, 0〉 = 1
4
〈0, 0|α1α1α−1α−1|0, 0〉 = 1
2
. (3.135)
This implies A(2) = 1/2. Thus, we have to solve
a+ b = 0 and 8a+ 2b =
1
2
, (3.136)
giving a = −b = 1/12 . Clearly, if we generalise from one to D bosons, nothing changes except
that, in the very last step, one gets a factor of D/2 on the r.h. side of (3.135). Thus, the result
given in the lecture follows.
3.8.5 Normal ordering constant as Casimir energy
Task: Finish the calculation of the normal ordering constant a of the open string as the Casimir
energy of 2d field theory on a strip,
−a = lim
Λ→∞
[
D − 2
2
{ ∞∑
n=1
n
}
Λ
+ piR2λ(Λ)
]
. (3.137)
For hints see lecture notes.
Solution: As explained in the lecture, we think of the sum as of a sum over modes with physical
momenta kn = n/R, suggesting a regularization by a suppression factor exp(−kn/Λ). The sum
S then reads
S(Λ) =
∞∑
n=1
n e−n/ΛR = − d
dα
∞∑
n=1
e−αn ( with α = 1/ΛR) (3.138)
= − d
dα
(
1
1− e−α
)
=
e−α
(1− e−α)2 =
1
(1− e−α)(eα − 1)
=
1
(α− α2/2 + α3/6)(α + α2/2 + α3/6) +O(α)
=
1
α2(1− α/2 + α2/6)(1 + α/2 + α2/6) +O(α)
=
1
α2(1 + α2/12)
+O(α) = 1
α2
(
1− 1
12
α2
)
+O(α)
= Λ2R2 − 1
12
+O(1/Λ) .
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This gives rise to
−a = lim
Λ→∞
[
D − 2
2
(
Λ2R2 − 1
12
+O(1/Λ)
)
+ piR2λ(Λ)
]
. (3.139)
The cosmological-constant counterterm is unambiguously determined to be
λ(Λ) = Λ2(D − 2)/(2pi), such that finally
a =
D − 2
24
. (3.140)
3.8.6 Kalb-Ramond field from the worldsheet perspective.
Task: Work out the formal expression ∫
Σ2
B2 , (3.141)
such that it becomes a standard Riemann double integral in dσ1dσ2 with an integrand depending
on the functions Xµ(σ) and B2(X).
Hints: Interpret and apply the equality (in two dimensions)∫
dx ∧ dy =
∫
dx dy (dx ∧ dy)(∂x, ∂y) (3.142)
between a form integral and a Riemann double integral.
Solution: In analogy to the formula for translating a form integral in a Riemann integral given
in the hint, we have (suppressing the index Σ2 which is always associated with our integral)∫
B2 =
∫
dσ1 dσ2B2(∂1, ∂2) . (3.143)
Since B2 is originally defined in target space rather than on the worldsheet, we need to push-
forward the vectors ∂a to the target space using the embedding map X
µ(σ) before we can
explicitly insert them in B2:∫
B2 =
∫
dσ1 dσ2B2
(
∂1X
µ ∂
∂Xµ
, ∂2X
µ ∂
∂Xµ
)
. (3.144)
With
B2 =
1
2!
Bµν dX
µ ∧ dXν (3.145)
one now finds ∫
B2 =
∫
dσ1 dσ2Bµν(X(σ)) (∂1X
µ(σ)) (∂2X
ν(σ)) , (3.146)
where σ stands for {σ1, σ2}. The factor 1/2! disappeared since we dropped a second term, where
∂1 and ∂2 would have been exchanged.
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4 String Theory: Interactions and Superstring
Before we can see what the string-theoretic UV completion of gravity has to say about the real
world, a few more formal developments are necessary. First, we want to understand at least in
principle how scattering amplitudes and loop effects are calculated. Second, we need to introduce
fermions and get rid of the tachyon. The main textbook sources continue to be [7, 8, 95–97].
4.1 State-operator correspondence
Before discussing scattering amplitudes and loops, a few more words about the worldsheet theory
after gauge fixing are necessary. We learned that this is a CFT and we will here work with the
Euclidean version of this theory. The symmetries of the CFT include angle-preserving deforma-
tions of the worldsheet. For example, we can map our fundamental cylinder corresponding to
the propagation of the string to the z-plane,
z = r eiϕ ∈ C . (4.1)
Specifically, we want the map to be such that time runs radially and circles of constant r
correspond to constant-time cuts through our cylinder (cf. Fig. 15). The reader is invited to
consider the explicit map z = exp(iw) and identify a strip in the w-plane (with periodic boundary
conditions, i.e. a cylinder) that is mapped to the z-plane in the desired way.
Figure 15: String propagation mapped to the z-plane. The part of the cylinder between initial
time τi and final time τf corresponds to the annulus (ring) between ri and rf .
Next, let us recall that a state in a 4d QFT may, analogously to the Schro¨dinger wave
function of quantum mechanics, be described by a Schro¨dinger wave functional,
Ψ : φ 7→ Ψ[φ, t] ∈ C . (4.2)
Here φ : x 7→ φ(t, x) ∈ R is a field configuration at fixed time. The evolution of such states is
described by the QFT version of the Feynman path integral.
In our context, a string state at time τi is then represented, in the radial representation, by
a wave functional
Ψi[Xi, ri] . (4.3)
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HereXi stands for any of the possible field configurationsX
µ
i (ri, ϕ). The wave functional obtained
by Hamiltonian evolution at radial time rf reads
Ψf [Xf , rf ] =
∫
DXi
∫ Xf
Xi
DX e−S[X] Ψi[Xi, ri] . (4.4)
Here the labels Xi and Xf of the integral mean that we integrate over field configurations X(r, ϕ)
satisfying X(ri, ϕ) = Xi(ϕ) and X(rf , ϕ) = Xf (ϕ).
Now, consider the limit in which our evolution starts at τi = −∞, corresponding to ri = 0
or z = 0. In this limit, we can write (4.4) as
Ψf [Xf , rf ] =
∫ Xf
DX e−S[X] lim
ri→0
Ψi[X(ri, ϕ), ri] =
∫ Xf
DX e−S[X] O(z = 0) . (4.5)
Here, in the first step, we have absorbed the integral over Xi in the integral over X, dropping
the initial boundary condition. In other words, we now integrate over functions X which are also
defined inside the inner circle of radius ri (possibly with a singularity at the origin). Nevertheless,
they are weighted by the functional Ψi according to their values on that circle. In the limit ri → 0,
this becomes a weighting according to the local behaviour of the functions X near z = 0. Hence,
in the second step, we have introduced the operator O in the CFT, i.e., some functional of X
depending only on its local behaviour at the origin. In the simplest and most relevant cases, this
is an expression involving X(0) and its derivatives, as familiar from a conventional local QFT
operator built from a field X(z) (cf. Problem 4.9.1).
By the above procedure, we have understood how a given state, in our case the state defined
by Ψi, specifies an operator. The opposite direction is obvious: Clearly, Equation (4.5) may be
interpreted as describing the evolution of some state, defined by O, from τ = −∞ to τf .
Thus, we now know how to associate a CFT state with an operator and vice versa.
4.2 Scattering amplitudes
After the discussion of the previous section, it should be at least intuitively clear that the integral
over fields on a cylinder can be replaced by the integral over fields on the sphere, with appropriate
operators inserted at the points which are mapped to τ = ±∞. This is illustrated in Fig. 16
together with an analogous map corresponding to the 2-to-2 scattering of string states.
Figure 16: Identification of non-compact worldsheets describing string propagation (left) or scat-
tering (right) with appropriate compact worldsheets (in this case spheres) with operator inser-
tions.
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This leads very naturally to the following fundamental formula for n-point scattering ampli-
tudes in string theory, which one may view as the definition of the theory:
An =
∞∑
g=0
∫
DhDX
VolDiff.×Weyl
e−S[X,h]
∫
d2z1 · · · d2zn V1(z1, z1) · · ·Vn(zn, zn) . (4.6)
Here the sum is over all compact oriented 2d manifolds (Riemann surfaces), as illustrated in
Fig. 17. The terms are labelled by the genus g of the worldsheet. The integration is not only over
scalar field configurations X but also over metrics h. This definition is more fundamental and the
gauge-fixed integral just over X (corresponding to the CFT language) must be carefully derived
from it. The reason is that there is a non-trivial interplay between the topology of the manifold,
the position of the vertex operators and the residual gauge freedom. In this process, one also has
to divide out the infinite factor coming from gauge redundancies. This factor becomes manifest
when one uses the Fadeev-Popov method to treat the functional integration.
Figure 17: Contributions of worldsheets of genus zero, one and two to the four-point scattering
amplitude.
The action to be used in the above is
S[X, h] =
1
4piα′
∫
Σ
d2σ
√−h(∂X)2 + φ
4pi
∫
Σ
d2σ
√−hR , (4.7)
where we suppress boundary terms relevant in the open-string case. We have also assumed that
the target space is flat and the dilaton constant. Restricting our attention to the oriented string,
one has
1
4pi
∫
Σ
d2σ
√−hR = χ(Σ) = 2− 2g , (4.8)
where χ is known as the Euler number. Thus, the second term on the r.h. side of (4.7) just
supplies a factor
g−χs = g
−2+2g
s with gs ≡ eφ . (4.9)
The quantity gs is known as the string coupling.
Finally, the so-called vertex operators Vi have to be chosen appropriately to reflect the
physical states in the scattering of which one is interested. They can be derived from our under-
standing of the physical states of the quantised string and the state-operator mapping. Here, we
only provide as an example the vertex operator for the tachyon of momentum k. It is basically
the simplest operator that has the desired transformation properties under translations:
V (k, z, z) = gs : e
ikµXµ(z,z) : . (4.10)
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Indeed, a target-space translation Xµ → Xµ+µ gives this operator (and hence the corresponding
state) an extra factor eikµ
µ
. So this is clearly a state of momentum kµ. The normalisation by gs
ensures that free propagation is proportional to g0s , tree-level 4-point-scattering to g
2
s , one-loop
4-point-scattering to g4s , and so on. Apart from the exponential and gs prefactors, our operator
is just the unit operator. It is shown in Problem 4.9.1 that this corresponds to the vacuum state
and hence the tachyon.
From here, it would be relatively straightforward to calculate some of the simplest amplitudes
and loop diagrams (a.k.a. higher genus contributions) and convince oneself of the promised very
soft UV behaviour and loop finiteness. But we have to move on.
4.3 World sheet supersymmetry
We need to find a string theory which describes target space fermions and which has no tachyon.
Both can be achieved by supersymmetrising the worldsheet. We will follow the presentation
of [95], where the reader may also find a list of the most important original papers. Let us only
mention the key contribution of Ramond, Neveu and Schwarz [120,121]. Their approach, which
also underlies the following discussion, is known as the ‘RNS superstring’. A detailed presentation
can also be found in [8].
As in 4d, we simply add fermionic worldsheet coordinates,
σa ‘+’ θα . (4.11)
The 2d Lorentz transformations are completely analogous to the familiar 4d case,
σa → Λabσb , θα → Sαβθβ , (4.12)
with
Λ = exp(iabJab) and S = exp(i
ab {i[γa, γb]/4}) . (4.13)
One may easily check that
γ0 =
(
0 −i
i 0
)
, γ1 =
(
0 i
i 0
)
(4.14)
fulfil
{γa, γb} = −2ηab . (4.15)
Of course, because of antisymmetry in a, b, there is only one independent generator of type
i[γa, γb]/4 (spinor representation) or Jab (vector representation). The commutation relations are
trivially the same: After all, SO(1, 1) is a one-parameter group. Nevertheless, the two represen-
tations are different, cf. Problem 4.9.4.
Furthermore, since S is real, one may obviously demand that the spinor is real:
θ∗ =
(
θ−
θ+
)∗
=
(
θ−
θ+
)
= θ . (4.16)
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This is a particularly simple version of the familiar Majorana condition
ψ = ψc ( with ψc ≡ C ψT ) . (4.17)
The reader may want to consult the appendix of Volume 2 of [7] for a systematic discussion of
spinors in various dimensions.
Following very closely the familiar 4d procedure, one may promote the scalars to (general)
superfields,
Xµ → Y µ(σ, θ) (4.18)
with
Y µ(σ, θ) = Xµ(σ) + θψµ(σ) +
1
2
θθ Bµ(σ) . (4.19)
Here θ = θ†γ0, as in 4d. We define SUSY generators
Qα =
∂
∂θ
α + i(γ
aθ)α ∂a , (4.20)
which are also Majorana spinors, and observe that they satisfy the SUSY algbera relation
{Qα, Qβ} = −2i(γa)αβ∂a . (4.21)
The SUSY transformation can be defined by
δξY (σ, θ) = (ξQ)Y (σ, θ) , (4.22)
leading to
δξX
µ = ξψµ (4.23)
δξψ
µ = −i(γaξ)∂aXµ +Bµξ (4.24)
δξB
µ = −iξγa∂aψµ . (4.25)
To write down SUSY-invariant actions, it is sufficient to integrate any expression in the Y µ
over the full superspace. In our case this is simply a d2σ d2θ integral. However, we are looking for
a specific action which would serve as a generalization of the (so far flat-space) bosonic Polyakov
action. For this purpose, it is convenient to introduce the supercovariant derivative
Dα =
∂
∂θ
α − i(γaθ)α∂a . (4.26)
The SUSY version of our bosonic action (with l = 1) can then be given as
S =
i
4pi
∫
d2σ d2θ (D
α
Y µ)(DαYµ) = − 1
2pi
∫
d2σ (∂aX
µ ∂aXµ − iψµ/∂ψµ −BµBµ) . (4.27)
The auxiliary field vanishes on-shell such that, in summary, we have simply added a free fermion
ψµ for every scalar.
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4.4 World sheet supergravity
The next step is to introduce gravity (more precisely, to promote the metric to a field, since
gravity in the sense of a dynamical theory does not really exist in d = 2). This implies making
SUSY local, as explained earlier.
Since our theory contains spinors, we will need a vielbein, related to the metric by
hab = (e
m)a(e
n)b ηmn . (4.28)
Here a, b, · · · are ‘curved’ or ‘Einstein indices’ as before and m,n, · · · are ‘frame’ or ‘Lorentz
indices’. Furthermore, since the Lorentz symmetry transforming the Lorentz indices is local, we
require a spin connection, to define covariant derivatives of objects with frame indices:
∇avm = (∂a + ωa)vm with ωa ∈ Lie(SO(1, d− 1)) , (4.29)
in our case with d = 2. It is defined by demanding covariant constancy of the vielbein,
0 = ∇aemb = ∂aemb + (ωa)mnenb − Γabcemc , (4.30)
where Γ stands for the usual Christoffel symbols. Clearly, the object on which ∇ acts can
transform in any representation of SO(1, d − 1), in which case ωa has to be taken in that
representation.
With these preliminary remarks our action becomes, in the first step,
S2 = − 1
2pi
∫
d2σ e
{
hab(∂aX
µ)(∂bXµ)− iψµγa∇aψµ
}
. (4.31)
The index 2 stands for ‘quadratic order’. We want to make this invariant under a local version
of the SUSY transformations above, i.e. with ξ → ξ(σ). In addition, we need to define SUSY
transformations of our new field, the metric or, more appropriately, the vielbein. Working at
leading order in perturbations around flat space, ema = δ
m
a, one postulates
δξe
m
a = −2iξγmχa . (4.32)
Here χa is the gravitino. Its appearance on the r.h. side is natural since, as we argued earlier, it
has to come to provide the superpartner for the metric. The rest of this relation is fixed (up to
normalisation) by covariance.
The action of (4.31) is not invariant under local SUSY but, since it was invariant under the
global version, its non-invariance is controlled by the derivative of ξ. Thus, we have
δξS2 =
2
pi
∫
d2σ
√−h (∇aξ) Ja , (4.33)
where Ja is by definition the Noether current corresponding to the global version of the symmetry.
Explicitly, one finds (at quadratic order in the fields)
Ja =
1
2
γbγaψµ∂bXµ , (4.34)
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known as the supercurrent. The non-invariance of S2 can be compensated by adding a term
S3 = − 2
pi
∫
d2σ
√−hχa Ja = −
1
pi
∫
d2σ
√−hχaγbγaψµ∂bXµ , (4.35)
and introducing the transformation law
δξχa = ∇aξ . (4.36)
For obvious reasons, this method of constructing supergravity actions is known as the Noether
method.
Its implementation is not yet complete: Only after a modification of δξψ by a term propor-
tional to the gravitino and the addition of a quartic term,
S4 = − 1
4pi
∫
d2σ
√−h (ψψ) (χaγbγaχb) , (4.37)
does the theory become invariant under local SUSY. We recall that the Einstein-Hilbert term
is a total derivative. This matches the fact that the gravitino kinetic term is identically zero in
d = 2 (since γ[aγbγc] = 0).
Finally, the theory is still Weyl invariant, with transformation laws
δωX = 0 , δωe
m
a = ωe
m
a , δωψ =
1
2
ωψ , δωχa =
1
2
ωχa . (4.38)
Due to SUSY, this symmetry now has a fermionic counterpart, parameterised by the infinitesimal
Majorana spinor η:
δηX = δηe = δηψ = 0 , δηχa = iγaη . (4.39)
This makes our theory super-Weyl-invariant and, after gauge fixing, superconformal.
Before closing this section, one important remark is in order: As already noted, the action
described above and its quantisation to be discussed momentarily (the ‘RNS approach’ to the
superstring) are built on worldsheet supersymmetry. In this approach, the appearance of su-
persymmetry in the target-space theory (to be discussed later) remains somewhat miraculous.
However, there exists another approach with a different superstring action, the so-called Green-
Schwarz (GS) superstring [122–124], which is built from the very beginning on the requirement
of target-space SUSY. While it looks very different, it is equivalent to the RNS approach. For a
textbook treatment see e.g. [96].
4.5 Quantization of the superstring
The large gauge symmetry make it possible to go to flat gauge: As before, diffeomorphism and
Weyl invariance are sufficient to choose a flat metric and vielbein. The key new point is that the
local transformations encoded in ξ and η allow one to set the gravitino to zero. Thus, we have
to quantise the simple action
S = − 1
2pi
∫
d2σ
[
(∂aX
µ)(∂aXµ)− iψµγa∂aψµ
]
. (4.40)
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As before, the equations of motion of the fields that have been eliminated by gauge fixing must
be imposed as constraints. These are
Tab = 0 , (4.41)
as before, where we now have
Tab = (∂aX) · (∂bX) + i
2
ψ · γ{a∂b}ψ − 1
2
hab
(
(∂X)2 +
i
2
ψ · /∂ψ
)
. (4.42)
Here the curly brackets stand for symmetrisation. In addition, we have used local SUSY and
super-Weyl invariance (see [8] for details) to set the gravitino χa to zero. But, as we have just
seen in the last section, its equations of motion correspond, at leading order in χ, to the vanishing
of the supercurrent:
(Ja)α = 0 . (4.43)
This is the second, new constraint.
The mode decomposition for the bosonic part is as before. To discuss the mode decomposition
of the fermionic part, write
S = SB + SF with SF =
i
pi
∫
d2σ (ψ− · ∂+ψ− + ψ+ · ∂−ψ+) , where γ± = γ0 ± γ1 .
(4.44)
This explains our indexing convention in
ψ =
(
ψ−
ψ+
)
(4.45)
since we now see that ψ− and ψ+ are left and right movers respectively. Due to the fermionic
nature of ψ±, a sign is not detectable (observables are always built from bilinears). Hence, the
sign may not or may change when going once around the string. As a result, two different types
of boundary conditions (known as Ramond and Neveu-Schwarz) are possible. This leads to
4 sectors:
ψ+(σ + pi) = +ψ+(σ) ; ψ−(σ + pi) = +ψ−(σ) R-R
ψ+(σ + pi) = +ψ+(σ) ; ψ−(σ + pi) = −ψ−(σ) R-NS
ψ+(σ + pi) = −ψ+(σ) ; ψ−(σ + pi) = +ψ−(σ) NS-R
ψ+(σ + pi) = −ψ+(σ) ; ψ−(σ + pi) = −ψ−(σ) NS-NS . (4.46)
Note that we could not have used an arbitrary phase exp(iα) instead of the sign in the boundary
conditions since our spinors are real. The mode decomposition in the R-NS sector reads
ψµ+ =
∑
r∈Z
ψ˜µr e
−2ir(τ+σ) , ψµ− =
∑
r∈Z+ 1
2
ψµr e
−2ir(τ−σ) , (4.47)
and analogously for the other 3 sectors. The reality constraint translates to the usual relation
between modes with opposite frequency: (ψ˜µr )
∗ = ψ˜µ−r and (ψ
µ
r )
∗ = ψµ−r.
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On the open string, one only has R-R and NS-NS sectors. To understand this, one may think
of the open string as coming from the closed string (to be viewed as a theory on S1) by ‘modding
out’ a Z2 symmetry. In other words, one goes from S1 to S1/Z2. The Z2 acts by σ → −σ on the
space, turning the spatial part of the worldsheet from a circle into an interval. Two boundaries
are created at the so-called fixed points of the action, i.e. at σ = 0 and σ = pi (if we start with
a 2pi circle). This Z2 action also exchanges left and right movers in terms of fields. But such an
exchange would be inconsistent in a R-NS or NS-R sector.16
Skipping the standard steps of canonical quantisation, we immediately display the commu-
tation relations of the oscillator modes, promoted to operators:
[αµm, α
ν
n] = mδm+n η
µν (4.48)
{ψµr , ψνs} = δr+s ηµν with
{
r, s ∈ Z (R)
r, s ∈ Z+ 1
2
(NS)
.
The different normalisation (manifest in the prefactor m and the missing prefactor r) is conven-
tional. As before, the operators responsible for the constraints are expanded in Fourier modes,
Lm =
1
pi
∫ pi
−pi
dσ eimσ T++ , Gr =
√
2
pi
∫ pi
−pi
dσ eirσ J+ , (4.49)
with
Lm =
1
2
:
{∑
n∈Z
α−n · αm+n +
∑
r∈Z+ν
(
r +
m
2
)
ψ−r · ψm+r
}
: (4.50)
Gr =
∑
n∈Z
α−n · ψr+n where ν ≡
{
0 (R)
1/2 (NS)
. (4.51)
These operators generate the super-Virasoro algebra. More precisely, there are two different
algebras, one for the Ramond case (r, s even) and one for the Neveu-Schwarz case (r, s odd):
[Lm, Ln] = (m− n)Lm+n + A(m) , {Gr, Gs} = 2Lr+s +B(r)δr+s , (4.52)
[Lm, Gr] = (m/2− r)Gm+r (4.53)
with the anomaly terms
A(m) = D(m3 −m)/8 and B(r) = D(4r2 − 1)/8 . (4.54)
As before, only the annihilator-part of the classical constraints is imposed quantum-mechanically:
(Lm − aδm) |phys〉 = 0 (m ≥ 0) , Gr |phys〉 = 0 (r ≥ 0) , (4.55)
16Of course, this construction can be translated into the alternative picture where the open superstring is
defined on an interval from the start. Then two consistent sets of boundary conditions at the two boundaries
σ = 0 and σ = pi have to be introduced. We leave that to the reader.
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where we note that there is no normal ordering ambiguity and hence no normal ordering constant
associated with G0.
We do not repeat the derivation but simply quote the result for the normal ordering constant:
a = (D − 2)
(
1
24
− 1
24
)
= 0 (R) , a = (D − 2)
(
1
24
+
1
48
)
=
D − 2
16
(NS) . (4.56)
We see that, in the Ramond-case, the fermions precisely cancel the effect of the bosons. In the
Neuveu-Schwarz case, this supersymmetric cancellation is upset by the non-trivial boundary
conditions imposed on the fermions but not on the bosons.
Let us now turn concretely to the Fock space of the open-string NS sector: We have
Vacuum: |0, k〉 , Creation operators: αµ−m ; ψµ−r (m, r > 0) . (4.57)
The mass shell condition reads
0 = (L0 − a) |0, k〉 = (α′p2 +Nα +Nψ − a) |0, k〉 , (4.58)
where
Nα =
∑
m=1,2,···
α−mαm , Nψ =
∑
r= 1
2
, 3
2
,···
r ψ−rψr . (4.59)
This implies that there is a scalar at level zero,
α′M2 = −a , (4.60)
and a (target-space!) vector corresponding to the physical ψ−1/2 excitations at level 1/2:
µψ
µ
−1/2|0, k〉 with α′M2 =
1
2
− a . (4.61)
In analogy to the logic of the bosonic case, we expect that D = 10 (with a = 1/2) is the
critical dimension, corresponding to the vector being massless (and the scalar a tachyon, as in
the bosonic string).
Next, we turn to the open-string R-sector, which superficially differs only very little in that
Nψ =
∑
r=0,1,2,···
r ψ−r · ψr =
∑
r=1,2,···
r ψ−r · ψr . (4.62)
But this number operator leads to the very peculiar situation that the ψµ0 do not appear in L0
and hence do not affect the energy (mass squared) of a state. They do, however, satisfy the
non-trivial algebra (D-dimensional Clifford algebra)
{ψµ0 , ψν0} = ηµν . (4.63)
Hence, every mass eigenspace must carry a representation of this algebra, i.e. it must be a
target-space spinor:
Vacuum: |α, k〉 with α = 1, 2, 3, · · · , 2D/2 = 32 . (4.64)
Since a = 0, this spinor is massless. To derive the critical dimension we would need to either
consider heavier, excited states or involve ghosts and the vanishing central charge argument. We
do not do this here and only assert that the critical dimension is still D = 10.
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4.6 GSO or Gliozzi-Scherk-Olive projection
Before constructing the 10d superstring theories which may be relevant for the real world, we
need a further technical ingredient. The underlying idea is that one may always use a projection
operator (an operator P with P 2 = P ) commuting with the Hamiltonian H to reduce the
Hilbert space H in a consistent manner. A familiar example is the projection on symmetric
and antisymmetric subspaces of H ⊗ H to define bosons and fermions in 2-particle quantum
mechanics. Another example (from this course) is the projection of functions on S1 to functions
on S1/Z2, which corresponds to the projection to even and odd functions and hence to the
projection from closed to open string (with Dirichlet or Neumann boundary conditions). The
new Hilbert space after projection is, by definition, Image(P ).
Here, we focus on the open superstring and consider
P =
1
2
(1 + (−1)F ) , where F ≡ Fermion number . (4.65)
This amounts to keeping only states with even F (note that F is only defined mod 2). Concretely,
one defines
(−1)F |0, k〉 = −|0, k〉 (NS)
(−1)F |α, k〉 = |β, k〉Γβα (R) where Γ ≡ Γ11 ≡ Γ0Γ1 · · ·Γ9 . (4.66)
together with
(−1)FXµ = Xµ(−1)F and (−1)Fψµ = −ψµ(−1)F . (4.67)
Here the minus sign in the first line of (4.66) is a choice which eliminates the tachyon. In the
second line, the non-trivial implementation of (−1)F through the matrix Γ ≡ Γ11 (the 10d
version of γ5) is enforced by consistency. Indeed, (−1)F by its very definition anticommutes with
all ψµr s. This includes ψ
µ
0 , which as we know act on the vacuum like the Γ
µs. Thus, (−1)F must
be represented by a matrix anticommuting with all Γµs. But this, by definition, is Γ ≡ Γ11.
After this projection, the tachyon is gone and the 32-component Majorana spinor has turned
into a 16-component Majorana-Weyl spinor (in 10d both conditions may be imposed together).
On shell and in terms of the appropriate representations of the little group SO(8), one has
massless vector (8v) + Majorana-Weyl fermion (8) . (4.68)
Here the symbol 8v stands for the (defining) vector representation of SO(8), the symbol 8 for
the chiral Majorana spinor. We will later on also need the opposite-chirality Majorana spinor,
which corresponds to an inequivalent representation. It is denoted by 8′.
The 8v + 8 found above fit a 10d supersymmetric gauge theory. But we will not develop this
construction since it anyway must be coupled to a closed string sector. Our purpose was only
to explain the idea of this particular projection on even (or similarly on odd) fermion number
states.
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4.7 Consistent type II superstring theories
We now turn to the closed string case. The name ‘type II’ refers to the presence of two super-
symmetries (equivalently two gravitini) in 10d, as will become clear in a moment. We first recall
the relevant mass-shell and level-matching conditions
(L0 + L˜0) |phys〉 = 0 and (L0 − L˜0) |phys〉 = 0 (4.69)
with
L0 =
α′
4
p2 +N − ν , L˜0 = α
′
4
p2 + N˜ − ν˜ and ν/ν˜ =
{
0 (R)
1/2 (NS)
. (4.70)
Note that the spacing between the different mass levels differs by a factor of 4 compared to the
open string. The lowest levels in the four possible sectors are
Sector SO(8) rep. mass
NS− 1 tachyon
NS + 8v massless
R− 8′ massless
R + 8 massless ,
where ± refers to the eigenvalue of (−1)F on which one can potentially project and 8/8′ refer to
the two inequivalent spinor representations of SO(8). (Of course the ‘1’ appearing in the row of
the tachyon is only intended to say that this is a scalar with a single degree of freedom – it is
strictly speaking not appropriate to classify it using the little group of massless particles in 10d.)
As a side remark, the existence of these in total three 8-dimensional, inequivalent representations
of SO(8) is related to the Z3 symmetry of its Dynkin diagram.
When combining left and right-moving sectors, the level matching constraint allows the
(NS−) sector to be paired only with itself. The other 3 sectors can be paired in any combination.
This gives the unprojected spectrum
Sector SO(8) rep.
(NS−, NS−) 1
(NS +, NS +) 8v × 8v
(NS +, R−) 8v × 8′
(NS +, R +) 8v × 8
(R−, NS +) 8′ × 8v
· · · · · · .
There are in total 10 sectors in this table and (independently of the specific fermion-number-
projector), one might imagine building a consistent theory from any combination of them.
Clearly, there are 210 possibilities to select some subset of these sectors. But this selection can
not be random: We want it
(1) Not to contain a tachyon.
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(2) To be modular invariant (i.e. invariant under large diffeomorphisms of a worldsheet torus,
for example under exchange of τ and σ and hence under reinterpretation of the direction of time
flow, cf. Fig. 18)
(3) To obey certain mutual consistency rules among the selected vertex operators on the world-
sheet. (There should be no leftover phase or branch cut when one operator circles another,
cf. Fig. 19. The operator product expansion should close or, in other words, it should not be
possible to produce a state in scattering which we have excluded from our selection.)
Figure 18: Illustration of the intuitive meaning of modular invariance.
Figure 19: In principle, branch cuts can arise in the correlation function between two vertex
operators. This should, however, be forbidden since it makes the integration over all positions
impossible.
With this, it can be shown that only two inequivalent possibilities of the 210 are left [7]. The
corresponding selections are easily formulated using fermion number constraints or projections:
Type IIA: left: (−1)F = 1 right: (−1)F˜ = 1 (NS) / (−1)F˜ = −1 (R)
Type IIB: left: (−1)F = 1 right: (−1)F˜ = 1 .
These general rules translate, specifically in type IIA in:
Sector SO(8) rep.
(NS+,NS+) 8v × 8v = 1 + 28 + 35 = [0]φ + [2]B2 + (2)G
(NS+,R−) 8v × 8′ = 8 + 56′ = spinor + vector-spinor′
(R+,NS+) 8× 8v = 8′ + 56 = spinor′ + vector-spinor
(R+,R−) 8× 8′ = 8v + 56t = [1]C1 + [3]C3
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To derive the last two columns of this table, one needs elementary representation theory (see
e.g. [57]). We will only motivate and interpret the results. We note that SO(8) has three inequiv-
alent 56-dimensional representations: two vector-spinors and one antisymmetric rank-2 tensor.
We used a square and round bracket for antisymmetric and traceless symmetric tensors of a
given rank. Hence e.g. [2] stands for the familiar Kalb-Ramond field and (2) for the graviton.
On the bosonic side, we have dilaton, B2, gµν and two form-fields, C1 and C3. The latter are
a new feature of the superstring and the correponding charged states are so-called D0 and D2
branes, which are non-perturbative objects (in the sense that they do not directly follow from
the perturbative analysis of world-sheet degrees of freedom). They have to be introduced into
the theory for consistency, have their own action and dynamics, and provide potential endpoints
for open strings.
We are finding a so-calledN = 2 supersymmetric theory since we have two gravitini which are
both partners of the same, unique graviton. The other two spinors are known as dilatini. There
are two independent SUSY generators and hence SUSY transformations relating the graviton to
either one or the other gravitino. However, the overall structure is more involved and all degrees
of freedom are needed to fully match fermions and bosons.
Analogously, one finds the field content of the type IIB string:
Sector SO(8) rep.
(NS+,NS+) 8v × 8v = 1 + 28 + 35 = [0]φ + [2]B2 + (2)G
(NS+,R+) 8v × 8 = 8′ + 56 = spinor′ + vector-spinor
(R+,NS+) 8× 8v = 8′ + 56 = spinor′ + vector-spinor
(R+,R+) 8× 8 = 1 + 28 + 35+ = [0]C0 + [2]C2 + [4]+ , C4
The key differences are that this theory is chiral (a preference is given to one of the two
different available chiralities of spinors and vector-spinors). Furthermore, the form-field and
hence the brane content is different. It is easy to remember that type IIA and IIB theory contain
odd and even p-form gauge potentials respectively and hence even and odd Dp-branes. A further
noteworthy specialty of the IIB theory is the fact that the C4 theory is subject to a self-duality
constraint, F5 = F˜5, which halves the number of degrees of freedom (cf. the index of [4]+ and
35+).
4.8 Other 10d theories
The name type II refers to the two supersymmetries. There is also a minimally supersymmetric
10d superstring theory called type I with unoriented strings. It follows by modding out world-
sheet parity. By this one means introducing of an operator Ω which realises the classical
transformation σ → −σ at the quantum level (hence Ω2 = 1) and projecting on its 1-eigenspace
by
P =
1
2
(1 + Ω) . (4.71)
A detailed analysis reveals that stability (‘tadpole-cancellation’) always requires the presence of
32 D9-branes, giving rise to gauge fields living in 10d. Due to the projection the group is not
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U(32) but its ‘real subgroup’, SO(32). We will return to this when discussing such ‘orientifold
projections’ more generally in Sect. 5.7.
Furthermore, it is consistent (and allows for tachyon removal) to supersymmetrise only the
left- or right-moving half of the worldsheet theory. For obvious reasons such theories are called
heterotic and they come in two types, named after their non-abelian gauge group (which are
present in both cases): heterotic E8 × E8 and heterotic SO(32). The corresponding 10d su-
pergravity theories are only N = 1 supersymmetric.
Not surprisingly, the SO(32) heterotic theory is related to type I by a so-called duality. In
this particular case, it is a strong-weak duality, which means that type I at weak string coupling
is identical to heterotic at strong coupling and vice versa. In fact, all of the five 10d theories
above are related to each other by dualities, projections or compactifications (see Fig. 20) and
are sometimes referred to collectively as the (perturbative corners of) M-theory.
One usually includes 11d supergravity in this set, although the fundamental objects there
appear to be membranes (specifically M2-branes) rather than strings and the theory is much
less well understood in the ultraviolet. Occasionally, the name M-theory is also used to refer only
to 11d-supergravity rather than to the whole set of theories. It is believed that these 6 theories
are the calculable, perturbative corners of a more general and not yet fully understood structure:
M-theory as ‘defined’ by the inner region of the ‘amoeba’ in Fig. 20.
Figure 20: Illustration of M-theory and its perturbative corners: the 5 superstring theories and
11d SUGRA.
Two of the edges connecting neighbouring corners of the amoeba in Fig. 20 have already
been briefly mentioned in the main text. Two further edges are defined by different possibilities
for compactifying from 11d to 10d, in one case with the introduction of two E8 gauge theories
localised at the boundaries of an interval. We now turn to the remaining two edges labelled
T-duality. This is a key concept in string theory deserving a whole section, but we have to
limit ourselves to a short qualitative explanation for reasons of space. To be specific, focus on
the connection between type IIA and IIB. In this case, the statement of T-duality amounts to
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the following:
Consider type IIA with coupling gs compactified on an S
1 of radius R to 9d. At the same
time, consider type IIB with coupling g′s compactified on an S
1 of radius R′. The two resulting
9d theories are exactly identical if
R′ =
α′
R
and g′s = gs
√
α′
R
. (4.72)
In other words, one theory compactified on a very small (in string units) S1 is equivalent to
the other theory compactified on a large S1. A simple first step in checking this statement is
to identify the spectrum of states in the two models. This can be immediately realised with
the tools already available to the reader. The key point is that the tower of so-called winding
states (the string wrapped around the S1) on one side is mapped to the tower of Kaluza-Klein
states (waves travelling around the S1, cf. Sect. 5.2) on the other side. The winding number is
mapped to the discrete momentum characterising the motion in a compact dimension. A more
detailed (also 10d field-theoretic) set of rules for the identification, the Buscher rules, can be
found in [125]. The procedure of T-dualisation can be iterated, such that e.g. one theory on a
small T 6 is identified with the same theory (because the number of dualisations is even) on a
large T 6.
A key conceptual point of T-duality is that it can be viewed as a manifestation of the fact
that the stringy UV completion really abandons the concept of smooth spacetime at sub-stringy
distances: Making some compact manifold small does not lead to a new sub-stringy geometry
but rather to a familiar super-string-sized geometry, possibly in a different theory.
4.9 Problems
4.9.1 Explicit state-operator mapping in the free case
Task: Calculate explicitly the operators which, if inserted at z = 0 in the radial description of
the closed string, define the single-particle excited states created by αµ−m with m ≥ 1.
Hints: Work with the euclidean (Wick-rotated) version of the theory, defining e.g. (σ1, σ2) =
(σ1, iσ0). Write w = σ1 + iσ2, such that the worldsheet cylinder corresponds to a vertical strip
with width pi in the complex w plane. Define z = exp(−2iw), such that constant-time cuts of
the cylinder are mapped to circles in the w-plane. The origin of the z plane now corresponds to
the infinite past of the cylinder, σ0 = −i∞.
Express our mode expansion of ∂−X (we suppress the index µ for brevity) in terms of the
variable z. Invert the result, expressing the oscillator modes in terms of integrals of ∂X over a
closed contour in the z plane.
Finally, use the expression obtained for a creation operator αn under a path integral over
fields on the z plane. Assuming that the fields X can be Taylor expanded in z and z at the
origin, obtain the desired expression for the vertex operators. Start by arguing why the vacuum
state with momentum p = 0 corresponds to the unit operator.
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Solution: We start by rewriting our formula from the lecture (with l = 1) as
XR =
1
2
x+
1
2
pσ− +
i
2
∑
n6=0
1
n
αn e
−2inσ− (4.73)
as
∂−X =
∑
n
αn e
−2inσ− , (4.74)
where we also set p/2 = α0. Using σ− = σ0 − σ1 = −iσ2 − σ1 = −w, this becomes
−∂wX =
∑
n
αne
2inw . (4.75)
Next, with 2w = i ln z, we have
−2iz∂zX =
∑
n
αnz
−n or ∂zX =
i
2
∑
n
αn
zn+1
. (4.76)
The coefficient of 1/zn+1 is extracted, using the residue theorem, by performing a counter-
clockwise contour integral with the measure dz zn/(2pii):
αn = −2
∮
dz
2pi
zn ∂zX . (4.77)
In the above, αn is an operator acting on a state, defined on one of the circles in the z plane.
Similarly, X is a local field operator integrated over this circle. All of this is to be interpreted
at the fixed radial time corresponding to this circle. Obviously, such an operator identity can be
used under the path integral, with some operator inserted at z = 0 to define the initial state and
with the boundary conditions at |z| → ∞ defining the final state. The latter will not be relevant
for us and we will ignore them.
Start by inserting the unit operator at z = 0 and calling the corresponding (so far unknown)
state |Ψ〉:
lim
ti→−∞
e−(tf−t)H αn e−(t−ti)H |Ψ〉 ∼
∫ Xf (rf )
DX e−SP [X]
∮
dz
2pi
zn ∂zX . (4.78)
Here the r.h. side is to be interpreted as a functional depending on the boundary conditions
X = Xf at some largest circle of radius rf . The l.h. side is defined by evolving an initial state
|Ψ〉 to the time t, corresponding to the radius r of the contour integral on the r.h. side, applying
αm, and then evolving to the final time tf corresponding to rf . The tilde means that we are not
keeping track of normalisations.
It is immediately clear that, assuming that we integrate over well-behaved functions X, the
r.h. side vanishes for n ≥ 0 since there are no appropriate poles inside the contour. But the state
annihilated by all αn with non-negative n is, by definition, the vacuum: |Ψ〉 = |0, 0〉.
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Next, we consider creation operators, α−n with n > 0. We also use that the vacuum corre-
sponds to the unit operator and repeat the step from (4.77) to (4.78) for this case:
α−n|0, 0〉 ∼
∫ Xf (rf )
DX e−SP [X]
∮
dz
2pi z
1
zn−1
∂zX , (4.79)
where now n > 0. We have simplified the l.h. side since, as noted, we do not keep track of the
normalisation. Finally, we may Taylor expand X(z, z) keeping only the term which will provide
a non-zero contribution to the contour integral:
α−n|0, 0〉 ∼
∫ Xf (rf )
DX e−SP [X]
(∂z)
nX(0)
(n− 1)! . (4.80)
Thus, up to normalisation, (∂z)
nX(0)/(n− 1)! is our final result for the operator corresponding
to the creation operator α−n.
4.9.2 Euler number and genus of Riemann surfaces
Task: Calculate explicitly the Ricci scalar R of a 2-sphere of radius R and use this result to
derive the formula
χ(Σ) = 2− 2g (4.81)
for the Euler number
χ(Σ) ≡ 1
4pi
∫
Σ
d2σ
√
det(gab)R . (4.82)
Here g is the ‘number of holes’ or ‘number of handles” of the Riemann surface.
Hints: Recall that the Riemann tensor in 2d is highly symmetric and that you hence do not
need to calculate all components to obtain the Ricci scalar. In the second part of the problem,
it will be sufficient if you give a ‘physicist’s derivation’, drawing lots of pictures and taking the
existence of intuitively obvious limits for granted.
Solution: We will use the standard parameterisation of the unit sphere by azimuthal and polar
angle, such that
ds2 = dθ2 + sin2 θ dφ2 . (4.83)
Recalling our general 2d result
Rabcd = 1
2
(gacgbd − gadgbc)R , (4.84)
from the discussion of the symmetries of the bosonic string, we have
Rθφθφ = 1
2
gθθgφφR = 1
2
sin2 θR . (4.85)
Thus,
R = 2
sin2 θ
Rθφθφ = 2
sin2 θ
Rθφθφ gφφ = 2Rθφθφ . (4.86)
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The required curvature coefficient can be obtained from the standard formula
Rabcd = −∂aΓbcd + ΓaceΓbed − { a ↔ b } . (4.87)
It is explicitly given by
Rθφθφ = −∂θΓφθφ + ΓθθeΓφeφ + ∂φΓθθφ − ΓφθeΓθeφ . (4.88)
Using the standard formula
Γab
c =
1
2
gcd(∂agbd + ∂bgad − ∂dgab) (4.89)
we calculate the Christoffel symbols
Γφθ
φ =
1
2
gφφ(∂φgθφ + ∂θgφφ − ∂φgφθ) = 1
2
gφφ∂θgφφ =
cos θ
sin θ
, (4.90)
Γθθ
φ =
1
2
gφφ(2∂θgθφ − ∂φgθθ) = 0 , (4.91)
Γθθ
θ = 0 , (4.92)
Γφθ
θ =
1
2
gθθ(∂φgθθ + ∂θgφθ − ∂θgφθ) = 0 . (4.93)
Here the zero result in the third line is obvious since the only non-zero derivative ∂θgφφ can not
appear.
With this, we finally obtain
Rθφθφ = −∂θ
(
cos θ
sin θ
)
− cos
2 θ
sin2 θ
= 1 +
cos2 θ
sin2 θ
− cos
2 θ
sin2 θ
= 1 , (4.94)
hence R = 2 for the unit sphere and
R = 2/R2 (4.95)
for a sphere of radius R.
Since the surface is 4piR2, we obtain the Euler number
χ(S2) = 2 , (4.96)
consistent with (4.81) and the absence of handles on a sphere.
Now let us move on to the case of a torus, i.e. a sphere with one handle, g = 1. On the one
hand, it is clear that
χ(T 2) = 0 (4.97)
since an explicit geometry with everywhere vanishing curvature can easily be given. On the
other hand, one can deform the geometry to a ‘pancake’ with a handle attached in its upper flat
region, cf. Fig. 21. If there were no handle, the curvature integral in (4.82) would give χ = 2,
with the only contribution coming from the edge of the pancake. With the handle, we know we
get zero. Thus, the hatched regions where the handle is attached give a negative contribution of
−2 to the curvature integral defining χ. Obviously, further handles will give an identical negative
contribution, demonstrating the correctness of the term −2g in (4.81).
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Figure 21: A torus deformed to a ‘pancake’ with a handle attached. The handle is realised by
two ‘smokestacks’, to be identified at their edges. The only regions with non-zero curvature are
at the edge of the pancake and in the hatched areas where the handle is attached.
4.9.3 Dilaton vs. String Coupling
Task: Give an argument for identifying the dilaton in the exp(−2φ) prefactor of the 26d Einstein-
Hilbert term with the dilaton defined as the coefficient of the Einstein-Hilbert term on the
worldsheet.
Hint: Think of the loop expansion parameters in 26d-field-theory and on the worldsheet.
Solution: Think of graviton-graviton scattering in 26d quantum gravity as a low-energy effective
field theory. Work in the string frame and treat the dilaton as fixed to some background VEV
φ0, plus small fluctuations which we will not be interested in. Expanding the metric as ηµν +hµν
and rescaling hµν → hµνκeφ0 , we see that 3-vertices are proportional to κeφ0 and 4-vertices to
κ2e2φ0 . Hence, for example, a 1-loop contribution to a given process is suppressed relative to
the tree level by κ2e2φ0 . (Draw a few example diagrams to be certain.) Moreover, we can set
κ2 ∼ M−24s , with Ms ∼ 1/ls ∼ 1/
√
α′ the string scale, as explained in the lecture. Finally, we
assume that the string scale provides the cutoff Λ for the UV divergent loop diagrams. Thus,
the ratio of 1-loop to tree level is
κ2e2φ0Λ24 ∼ e2φ0 ∼ g2s , (4.98)
consistently with the expectation from the amplitude formula of the worldsheet analysis, un-
der the assumption that φ0 governs the worldsheet Einstein-Hilbert term. Up to an additive
redefinition of φ, this identifies the two a priori different definitions of the dilaton.
4.9.4 Elementary exercises with 2d spinors
Task: Make the action of SO(1,1) and SO(2) on vectors and spinors completely explicit, paying
particular attention to how the transformations of vectors and spinors differ in the Lorentz case.
Hints: Fix the normalisation of generators by analogy to the familiar 4d case. Recall what you
know from undergraduate special relativity.
Solution: In the non abelian case (SO(1, d−1) with d > 2), the normalisation of the generators
Jab is unambiguously fixed by the non-trivial Lie algebra relations
[Jab, Jcd] = i(ηbcJad − ηacJbd − ηbdJac + ηadJbc) , (4.99)
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which implies
(Jab)cd = i(δacδbd − δadδbd) . (4.100)
In the SO(1, 1) (and similarly in the SO(2))) case, the Lie algebra is trivial and does not fix the
normalisation. We still use the general-d definition, such that
(J01)ab = i
(
0 1
−1 0
)
ab
and (J01)
a
b = i
(
0 −1
−1 0
)a
b
. (4.101)
Hence a boost specified by 01 = −10 = α/2 explicitly reads
exp(iabJab) = exp
(
0 α
α 0
)
=
(
coshα sinhα
sinhα coshα
)
. (4.102)
The last equality follows, e.g., from its obvious infinitesimal version together with the group
property, which in turn follows from the well-known formulae for cosh(α + β) and sinh(α + β).
This is where remembering undergraduate special relativity is useful.
Moreover, it is convenient to switch from the coordinates x0,1 underlying the above formulae
to light-cone coordinates, x± = x0 ± x1. One has x′+ = x′0 + x′1 = x0 coshα + x1 sinhα +
x0 sinhα + x1 coshα = x+ expα and similarly for x′−. Hence,
exp(iabJab) =
(
eα 0
0 e−α
)
(4.103)
in that basis.
Next, we have
1
4
[γ0, γ1] =
1
2
( −1 0
0 1
)
(4.104)
and hence
S(α) = exp(iab{i[γ0, γ1]/4}) =
(
eα/2 0
0 e−α/2
)
. (4.105)
We now see explicitly how SO(1, 1), here realised as R with addition as the group operation, is
represented in two different ways on vectors and spinors.
Repeating the analysis for SO(2), we now label the coordinates by 1, 2 rather than 0, 1 since
no special role is played by x0 = t. The lower-index version of J , now called (J12)ab, remains
unchanged. The upper-lower version reads
(J12)
a
b = i
(
0 1
−1 0
)a
b
(4.106)
and hence
exp(iabJab) =
(
cosα sinα
− sinα cosα
)
. (4.107)
The correct Clifford algebra is obtained if γ0 is multiplied by ‘i’, such that dilation by e
α/2
becomes a phase rotation by half of the SO(2) rotation angle:
S(α) = exp(iab{i[γ0, γ1]/4}) =
(
eiα/2 0
0 e−iα/2
)
. (4.108)
This was, of course, expected.
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4.9.5 SUSY algebra in 2d
Task: Check the 2d SUSY algebra given in the lecture using the explicit definitions of Q and Q.
Hints: Show that ψχ = χψ if we impose a Majorana condition on our 2d spinors. Then work out
explicitly what Q
α
is in terms of θ and ∂/∂θ. It is convenient to think of the action of bilinears
like (∂/∂θα)α. After these preliminaries, write down the commutator of Q and Qη, which is
equivalent to the SUSY algebra (as you already learned in 4d).
Solution: Let us start by checking that ψχ = χψ for Majorana spinors. In our case, Majorana
spinors are simply spinors with real components. Hence,
ψχ = ψ†γ0χ =
(
ψ−
ψ+
)T (
0 −i
i 0
)(
χ−
χ+
)
= i(ψ+χ− − ψ−χ+) = i(χ+ψ− − χ−ψ+) = χψ .
(4.109)
One may think of this relation as of an alternative definition of what a Majorana spinor is.
Next, we want to understand how the formal ∗-operation must act on ∂/∂θ for Q to be
Majorana. For this purpose, consider (
α
∂
∂θ
α
)
(θψ) = ψ (4.110)
and (
∂
∂θα
α
)
(ψθ) = αψ
β
δβ
α = −ψ = −ψ . (4.111)
We see that, with the definition (
∂
∂θ
)
= −
(
∂
∂θ
)
, (4.112)
the spinor ∂/∂θ is a Majorana spinor in the sense that it obeys relations like (4.109). Note that
this peculiar minus-sign is similar to the one encountered in 4d SUSY.
Also, we have
i(/∂)θ) = −iθ†γ0γ0/∂†γ0 = −iθ/∂ . (4.113)
Using the definition of Qα from the lecture, this gives
Q
α
= − ∂
∂θα
− i(θ/∂)α = − ∂
∂θα
− i(θγa)α ∂a . (4.114)
It is clear that our Q is Majorana: The first term is Majorana according to what was said above,
the second term is Majorana because θ is Majorana and both ∂a and iγ
a are real.
Now the actual calculation is easy. Using two Majorana SUSY parameters  and η, we have
[Q,Qη] =
[
α
∂
∂θ
α + i/∂θ , − ∂
∂θβ
ηβ − iθ/∂η
]
= −2i/∂η . (4.115)
Crucially, since Q and Q are not independent, there are no additional QQ or QQ relations.
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5 10d actions and compactification
5.1 10d supergravities and Type IIB as an example
The existence of a field-theoretic target space action and its fundamental relation to the world-
sheet definition of the theory has already been discussed in the context of the bosonic string.
All that was said there remains true. In particular, there are always the 10d graviton and B2
field, coupling to the worldsheet (except in the case of the unoriented type I string, where it falls
victim to the projection taking us from type IIB to type I). There is also always the dilaton,
governing the convergence of perturbation theory. Together, dilaton, graviton and B2 form the
NS-NS sector (see above). As a novelty, one has the Cp+1 (or R-R) form fields and the corre-
sponding Dp-branes. These are dynamical objects, just like the string itself, but with different
dimensionality and (at weak string coupling) larger tension. This analysis would be slightly dif-
ferent in the heterotic case, where there are no C-forms but rather gauge fields. Crucially, there
are now also fermionic partners for all the fields above.
What is very different from the bosonic case is the uniqueness status of the above five 10d
theories. In the bosonic case, we found one of many possible, similar 26d field theories. For
example, without the stringy definition, one could just add another scalar or modify some cou-
pling. Here, by contrast, our five 10d theories are very special and (at the 2-derivative level)
even unique, independently of their string-theoretic underpinning. This is due to supergravity.
Indeed, supersymmetry (and supergravity) exists in various dimensions (cf. Appendix of volume
II of [7]), but its realisation becomes harder and harder as the dimension grows. This can be
roughly understood by noting that the spinor dimension grows exponentially with D, making it
more difficult to find a matching bosonic structure. Thus, it turns out that there exist precisely
four supergravity theories in 10d, and all of them can be viewed as coming from the five super-
string constructions we discussed (recall that heteretotic SO(32) and type-I give the same field
theory).
Let us start by noting that for even D one has
Γ0, · · · ,ΓD−1 and Γ ≡ Γ0 · Γ1 · · · · · ΓD−1 , (5.1)
allowing us to define chirality through the projector (1 + Γ)/2. In the dimension (D+ 1), which
is now odd, Γ becomes the highest ‘usual’ gamma matrix and the product of all gamma matrices
becomes Γ · Γ ∼ 1. Hence, chirality can not be defined.
In some dimensions (see [7]) there is a Majorana spinor and, if both Weyl and Majorana
spinors exist independently, it is sometimes possible to impose both constraints together. We
have seen that this happens in D = 2, where the naive spinor dimension is 2D/2 = 2, i.e. 4 real
d.o.f., and we found spinors with one real component.
This situation occurs again in D = 10, where the Dirac spinor has 32 components and a
16-component real spinor exists. This spinor has 4 times the degrees of freedom of a minimal
4d spinor, hence the minimal 10d SUSY is referred to as N = 4 SUSY in 4d language. One
may also characterise this as 10d N = 1 SUSY. We have encountered a gauge theory with
this amount of supersymmetry when we quantised the open superstring in 10d. This gauge
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theory (more precisely its non-abelian version) can be coupled to supergravity and it is the
SUSY of the heterotic and type I theories. It is also possible to have 10d N = 2 supergravity
(corresponding to N = 8 in 4d language). Gauge fields can not be added to such theories. This
is the SUSY of the type II string. As already noted, SUSY is so constraining that (under very
reasonable assumptions) these four theories can be shown to be the only 10d supergravities.
This uniqueness includes the gauge group – only E8 × E8 and SO(32) are possible on anomaly
cancellation grounds [126]. It is very intriguing that precisely these four 10d supersymmetric
field theories are realised in string theory. All these theories are unique also in the sense that
no dimensionless parameters are present. An equally unique supergravity theory exists in 11d
- it is the 11d theory linked to type IIA via compactification on S1 as noted earlier. No other
supergravity theories above 9 dimensions are known.
All of them have been tried as starting points for a stringy description of the real world. The
landscape, i.e. a very large number of potentially suitable 4d models has been most convincingly
established in type IIB (although there are still reasonable doubts, to which we will come). We
hence focus on this theory.
In the widely used conventions of [7, 128], the bosonic part of the string-frame type IIB
action reads
S =
1
2κ210
∫
d10x
√−g
{
e−2φ
[
R+ 4(∂φ)2 − 1
2 · 3!H
2
3
]
− 1
2
F 21 −
1
2 · 3! F˜
2
3 −
1
4 · 5! F˜
2
5
}
+SCS+Sloc .
(5.2)
Here 2κ210 = (2pi)
7α′4 and
F˜3 = F3 − C0 ∧H3 , F˜5 = F5 − 1
2
C2 ∧H3 + 1
2
B2 ∧ F3 . (5.3)
The RR-form field strengths with a tilde are gauge invariant (as is H3). This implies special
gauge transformation properties of some of the potentials, e.g.
C2 → C2 + dλ1 goes together with C4 → C4 + 1
2
λ1 ∧H3 . (5.4)
Furthermore, terms which do not involve the metric are often referred to as Chern-Simons terms.
In our case it reads
SCS =
1
4κ210
∫
eφC4 ∧H3 ∧ F3 . (5.5)
Finally, we collect the actions of the various branes (including extended fundamental strings)
which may be present in the target space and are described by the ‘localised’ part Sloc. We just
display the example of a D3-brane
Sloc ⊃ SD3 = 1
2pi3α′2
∫
D3
C4 −
∫
D3
d4ξ
√−g T3 with T3 = 1
(2pi)3α′2
. (5.6)
The first part of SD3 may also be called a Chern-Simons-type term since the metric does not
enter. The coordinates ξ parameterise the world-volume of the brane and the metric next to
them is the pullback of the 10d metric. Analogous expressions for the other odd-dimensional
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Dp-branes and the string have to be added. The general formula for the tension appearing in
the SDp is
Tp =
e(p−3)φ/4
(2pi)pα′(p+1)/2
. (5.7)
This Sloc is not yet complete: It should be extended by including the brane-localised (open-
string-derived) gauge fields and their fermionic partners. The resulting so-called DBI or Dirac-
Born-Infeld action17 also includes the pullpack of B2 to the brane. Moreover, there are further,
brane-localised Chern-Simons terms. For us, it is sufficient to record that, at leading order, the
gauge fields come in simply through a brane-localisedN = 4 U(1) or, in the case of a brane-stack,
SU(N) gauge theory lagrangian. For many more details see e.g. [102,127].
We do not display the completely analogous expression for type IIA, where the relevant RR
form fields are C1 and C3. We only note that the non-localised CS term takes the form∫
B2 ∧ F4 ∧ F4 . (5.8)
The action for type I follows from that of type IIB upon a so-called orientifold projection,
i.e., a projection on states invariant under worldsheet-parity inversion. In 10d, this implies the
removal of C0, B2 and C4. Furthermore, 32 D9-branes have to be added, also subject to a certain
projection, which restricts the gauge group to SO(32). Thus, one basically includes the lagrangian
of the corresponding 10d super-Yang-Mills (SYM) theory.
Finally, in the heterotic case one removes the C-forms (keeping B2) and adds SYM la-
grangians with groups E8 × E8 or SO(32). It is then clear that the advertised duality between
the type-I and the heterotic SO(32) theory also involves the exchange of the F3 and H3.
We recall again that the fermionic parts also differ strongly between the various theories,
given in particular that SUSY is reduced to 10d N = 1 in all but the two type II theories.
5.2 Kaluza-Klein compactification
One has thus arrived at a possibly fundamental and (involving the various dualities above)
unique 10d theory. To describe a 4d world on this basis, the logical procedure is to employ the
idea of Kaluza-Klein compactification. This method of obtaining lower from higher-dimensional
theories is old and has, as we will see, some appeal in its own right [129–134].
Let us start with what may be the simplest example: a 5d scalar field on M = R4 × S1,
where the S1 has radius R (such that x5 ∈ (0, 2piR)):
S =
∫
M
d5x
1
2
(∂Mφ)(∂
Mφ) , M ∈ {0, 1, 2, 3, 5} . (5.9)
17 The reader may be surprised to see these names from the pre-stringy era of physics. It their work on the
closely related non-linear extensions of electrodynamics which is honoured here.
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We take φ = 0 (in fact any other value, φ = const., would be equally good) as our vacuum and
parameterise fluctuations around this solution according to
φ(x, y) =
∞∑
n=0
φcn(x) cos(ny/R) +
∞∑
n=1
φsn(x) sin(ny/R) . (5.10)
Here we renamed x5 according to x5 → y and we use the argument x as x = {x0, x1, x2, x3}. One
immediately finds
S = 2piR
∫
d4x
[
1
2
(∂φc0)
2 +
1
4
∞∑
n=1
{
(∂φcn)
2 +m2n(φ
c
n)
2 + (∂φsn)
2 +m2n(φ
s
n)
2
}]
, (5.11)
with mn = n/R. Hence, our model is exactly equivalent to a 4d theory with one massless field and
a (doubly degenerate) tower of KK modes. The massless mode parameterises a ‘flat direction’,
i.e. it is not only massless but has no potential at all. It can hence take an arbitrary constant
value, which would still be a solution. Such a field is called a modulus.
We will frequently encounter cases where the value of the modulus governs the masses and
couplings of the rest of the 4d theory. To create such a situation in our toy model, enrich our
theory by 5d fermions and introduce the 5d coupling
λφψψ . (5.12)
It is an easy exercise to derive the 4d action as above and read off explicitly how the 4d fermion
masses depend on the VEV of φ. Now φ is more like one of the moduli we will encounter in more
realistic cases below. We note that our ‘modulus’ has the problem that loop corrections will give
it a potential even in the 5d local lagrangian. In this sense it is really not a proper modulus. We
will see better examples below.
Indeed, let us now turn to the historical example which is most directly associated with the
word Kaluza-Klein theory. Consider pure general relativity in 5d,
S =
M3P,5
2
∫
d4x dy
√−g5R5 , (5.13)
parameterise the metric as
(g5)MN =
(
gµν + (2/M
2
P )φ
2AµAν (
√
2/MP )φ
2Aµ
(
√
2/MP )φ
2Aν φ
2
)
. (5.14)
where
M,N, · · · ∈ {0, 1, 2, 3, 5} and µ, ν, · · · ∈ {0, 1, 2, 3} . (5.15)
Here MP,5 is the 5d reduced Planck mass while MP is at the moment just a parameter which,
together with the fields Aµ and φ is used to characterise all components of the 5d metric.
As above, we assume that y ∈ (0, 2piR) parameterises an S1 and we base our analysis on
the solution gµν = ηµν , Aµ = 0 and φ
2 = g55 = 1. From on our scalar-field example, we expect
that the Fourier decomposition of all fields as functions of y will give a 4d theory with a tower
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of massive modes. Focussing on the zero-modes only corresponds to assuming that all fields are
independent of y. Under this assumption, it is straightforward to work out the higher-dimensional
action, i.e. the 5d Ricci scalar, in terms of the ansatz (5.14). The result reads [132]
S =
∫
d4x
√−g φ
(
M2P
2
R− 1
4
φ2FµνF
µν +
M2P
3
(∂φ)2
φ2
)
, (5.16)
which can of course be brought to the Einstein frame by gµν → gµν/φ.
The key lessons are that the (zero modes of the) 5d metric degrees of freedom have turned
into the 4d metric, an abelian gauge field and a scalar. The appearance of a U(1) gauge theory is
not surprising since our starting point, the R4×S1 geometry, clearly has a global U(1) symmetry.
But, since we are in general relativity and our starting point is diffeomorphism invariant, we are
also allowed to rotate the S1 (i.e. shift y) differently at every point x. Hence, our symmetry must
actually be a U(1) gauge symmetry.
Moreover, we have a solution of the 5d Einstein equations for every fixed radius R. Thus,
we expect a scalar degree of freedom, corresponding to R, with an exactly flat potential. This
degree of freedom is the scalar field φ. Note that it is sometimes convenient to parameterise the
S1 by the dimensionless variable y ∈ (0, 1) and correspondingly to have φ = √g55 = 2piR in the
vacuum. We note that, while MP was originally introduced as a parameter in the metric ansatz,
the result (5.16) used the identification
M2P = 2piRM
3
P,5 . (5.17)
Before closing this generic Kaluza-Klein section, it will be useful to consider yet another
example: Let the geometry again be R4 × S1 and let the 5d lagrangian contain a U(1) gauge
theory. For simplicity, we will focus on the Kaluza-Klein or dimensional reduction of this U(1),
ignoring the 5d gravity part which we just discussed. Thus, we start with
S =
∫
d4x dy
(
− 1
4g25
FMNF
MN
)
, (5.18)
where gMN = ηMN and y ∈ (0, 2piR). With the ansatz
AM = (Aµ, φ) (5.19)
one finds, at the zero-mode level,
S =
∫
d4x
(
− 1
4g2
FµνF
µν − 1
2g2
(∂φ)2
)
. (5.20)
Here 1/g2 ≡ 2piR/g25. The crucial lesson is that the 5d gauge field gives rise to a 4d gauge field
and a scalar, the latter being associated to A5 or, in a more geometrical language, to the Wilson
line integral ∮
A =
∫
dy A5 = 2piRφ(x) . (5.21)
This Wilson line measures the phase which a charged particle acquires upon moving once around
the S1, just as in the Aharonov-Bohm experiment. Assuming that the minimally charged particle
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(we do not display the corresponding part of the lagrangian) has unit charge, the phase measured
by φ becomes equivalent to zero for φ = 1/R. Thus, we have found an exactly massless (at the
classical level) periodic scalar field, also known as an axion or axion-like particle or ALP.
Let us draw a lesson from the above which will also be important for string compactifications,
to be discussed below: We have seen two types of moduli arise, one associated to the geometry
of the compact space (g55), the other to the gauge field configuration in the compact space (A5).
Both have no classical potential since in one case 5d diffeomorphism invariance, in the other case
5d gauge invariance forbid the corresponding potential term. Moreover, due to this symmetry
argument 5d loop corrections do not induce such a potential. However, in both cases 4d loop
corrections can provide a potential and hence give a mass to the above fields. This is not in
contradiction to the symmetry argument just stated since 4d loop effects can in general not be
written in terms of 5d local operators. However, in the presence of enough supersymmetry in
the resulting 4d theory, these loop corrections may vanish such that the relevant moduli remain
exactly massless or more precisely, their potential remains identically zero as an exact statement.
This generally happens in 4d N = 2 SUSY.
5.3 Towards Calabi-Yaus
We now want to explain how the 10d SUGRA theories provided by the superstring can be
compactified to 4d. There are two approaches: We could start by developing the toy model
path started in the previous section, i.e., we could consider the geometry R9 × S1. This would
give us a 9d theory, without too many new features (except for supersymmetry, which would
keep all moduli massless). Next, we could consider R8 × T 2. We would now encounter moduli
corresponding to g88, g99 and g89, characterising both size and the shape of the torus. Thus, we
would get an 8d theory with (at least) 3 scalars corresponding to geometric moduli. Much more
could be said about compactifications on tori and related simple geometries.
However, we will take a different approach and first introduce a much more general and
powerful set of examples - the Calabi-Yau geometries. These are the compactification spaces on
which the landscape as we presently understand it is mostly built. Later on, we will return to
tori to illustrate some of the more abstract concepts used.
Our key starting point is the desire to find a solution of the 10d equations of motion
corresponding to a 4d world. Setting all fields except the metric to zero, this implies that we
must have (R10)MN = 0 to solve Einstein’s equations. This condition is called Ricci flatness
and it is obviously satisfied for S1 and the (flat) tori T n mentioned above. The interesting and
non-trivial fact is that there exists a large class of relatively complicated compact 6d manifolds
which are also Ricci flat and hence represent suitable compactification spaces: the Calabi-Yau
manifolds.
Before giving the definition, we need a few geometric concepts. Our treatment will be
extremely brief and hence, unfortunately, superficial. Much more material can be found e.g.
in [8, 95,135–139].
To begin, Calabi-Yaus are complex manifolds. This is a fairly straightforward generalisation
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of the familiar concept of a 2n-dimensional real differentiable manifold X. The key new point is
that the charts
(Ui, φi) , φi : Ui → φi(Ui) ⊂ Cn , (5.22)
are now maps from open sets Ui of X to Cn, with the key compatibility condition being that
the functions φj ◦ φ−1i are holomorphic. In other words, our manifold locally looks like Cn and
coordinate changes are of the form
z′i = z′i(z1, · · · , zn) , (5.23)
with any appearance of zı in the argument of the new coordinate excluded.
On a complex manifold, it makes sense to complexify tangent and cotangent space as well
as all their higher tensor products. Thus, tensor fields are complex. For example, local bases of
tangent and cotangent space are provided by
∂
∂zi
,
∂
∂zı
and dzi , dzı , (5.24)
with zi = xi + iyi etc. It is natural to define the tensor
J = i dzi ⊗ ∂
∂zi
− i dzı ⊗ ∂
∂zı
, (5.25)
which may be obviously be interpreted as a map T ∗p → T ∗p for every p ∈ X. It roughly speaking
corresponds to ‘multiplication by i’ in cotangent space. Its components are
J =
(
i1 0
0 −i1
)
(5.26)
in a complex basis and
J =
(
0 1
−1 0
)
(5.27)
in a real basis. A crucial feature is J2 = −1.
A real manifold with a tensor J as above is called an almost complex manifold and J is called
an almost complex structure. If such a J satisfies a certain integrability condition (vanishing of
the Nijenhuis tensor), complex coordinates can be given and J turns into the so-called complex
structure of a complex manifold. We will only be interested in this latter case.
Even more, we will demand that our manifold has a metric (is a Riemannian manifold) and
that this metric is compatible with J . In other words, we demand that J is covariantly constant.
This turns the manifold into a Kahler manifold, a concept which we already used when discussing
field spaces of supersymmetric field theories. We will not demonstrate this but give right away a
stronger definition: A complex manifold with a metric is called Kahler if the metric can locally
be written as
gi =
∂2K
∂zi ∂z
, (5.28)
with K a real function defined in every patch and with gij = gı = 0. We note that this last
condition by itself would make the metric hermitian, but we are interested only in the stronger
Kahler condition.
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We also note that the metric allows us to lower the second index of J , turning J into a rank-2
lower-index tensor. This tensor turns out to be antisymmetric and hence defines a 2-form, the
so-called Kahler form
J = igi dz
i ∧ dz . (5.29)
We see that, given a complex structure, the 2-form J determines the metric and vice versa.
This will become important below when we will be discussing different metrics on the same
differentiable manifold.
Next, we need the concept of holonomy. We know from basic differential geometry that,
with a metric, one gets a unique Riemannian or Levi-Civita connection and hence the possibility
to parallel-transport tangent vectors. Given any point p ∈ X and any closed curve C beginning
and ending in p, we hence have a linear map
R(C) : Tp → Tp or R(C) ∈ SO(2n) . (5.30)
The latter statement follows if we assume orientability (for complex manifolds this is guaranteed)
and recall that the Riemannian parallel transport does not change the length of a vector. It can
be shown that the set of all R(C) forms a group and that this group does not depend on the
choice of p (assuming X is connected). This is the holonomy group.
We are now in the position to give one (of the many equivalent) definitions of a Calabi-Yau:
A Calabi-Yau 3-fold (our case of interest) is a compact, complex Kahler manifold
with SU(3) holonomy. More generally, for a complex n-fold one demands that the holonomy is
SU(n) ⊂ SO(2n). As we will argue in a moment, this implies that some of the 10d supersymmetry
is preserved in the 4d effective field theory and that Einstein equations are solved without sources
(Ricci flatness).
Though the Einstein equations are maybe physically more important, we will start with
SUSY. Very superficially, we expect that a 4d supersymmetric effective theory will have massless
spinors. Hence spinors need to have zero-modes which, in the simplest case, corresponds to the
existence of covariantly constant spinors on the compactification space. We will see in a moment
that this covariantly constant spinor is intimately linked to SU(3) holonomy.
But let us first give a more careful argument for why unbroken SUSY requires the compact
space to have a covariantly constant spinor: While we have not given the supergravity transfor-
mations of the various fields in 10d, we may recall the 2d case of worldsheet-SUGRA: Here, we
have seen that the transformation of the gravitino is proportional to the covariant derivative of
the SUSY parameter, i.e. of the spinor ξ(σ):
δξχa = ∇aξ . (5.31)
This is similar in 10d. Hence, to identify a 4d SUSY parameter under which the vacuum is
invariant, one needs a covariantly constant spinor. On a curved manifold this is a non-trivial
requirement.
To see this in more detail, we need the group-theoretic fact that SO(6) = Spin(6)/Z2,
Spin(6) = SU(4) and that the Weyl spinor representation of Spin(6) (i.e. a 6d spinor in eucliedan
signature) transforms in the 4 of SU(4), using the previous isomorphism. Furthermore, we embed
129
our 10d spinor in the tensor product of 4d spinor and 6d spinor. Since 4d space is flat, the critical
issue for the constancy of our 10d spinor is the constancy of its 6d spinor part. In other words,
we have to take the 6d spinor to be covariantly constant along X. Furthermore, without loss of
generality we assume that in SU(4) notation this spinor takes the form
ξ(p) =

0
0
0
ξ0(p)
 (5.32)
at some point p ∈ X. Since it is part of a covariantly constant spinor field, the parallel transport
will follow this field and, in particular, bring ξ(p) back to itself for any loop C. But this clearly
means that the holonomy matrices may only act on the first 3 components, i.e. we need SU(3)
holonomy.
The reverse is obvious: Given SU(3) holomomy, a covariantly constant spinor can be con-
structed by parallel transporting ξ(p) given above to any point of X. The only way in which
this might fail is if the construction were ambiguous, i.e., if two different paths from p to p′
gave rise to two different spinors ξ(p′). But this would imply that a closed path starting at p
exists along which the parallel transport of ξ(p) is non-trivial. This would be in contradiction to
SU(3) holonomy. Thus, we have the equivalence between SU(3) holonomy and the existence of
a covariantly constant spinor, i.e. the survival of 4d SUSY.18
Next, we consider Ricci flatness. We first note that, on Kahler manifolds, the only non-zero
components of the Levi-Civita connection are
Γij
k = gkl∂igjl and Γı
k = gkl∂ıgl . (5.33)
This leads to significant simplifications for the Riemann tensor and the Ricci tensor which we do
not work out. For example, the only non-vanishing Riemann tensor components are of the form
Rikl (5.34)
and those related by antisymmetry in the first and second index pair. In other words, the first
and second as well the third and fourth index have to be of opposite type (holomorphic and
antiholomorphic). Moreover, the Ricci tensor can be written as
Ri = ∂i∂ ln det g . (5.35)
(This is standard mathematics material, see e.g. [140] and many other sources.)
As is well known, the significance of Ri
α
β is that, if interpreted as a matrix with indices α
and β, it describes the rotation of a covector upon parallel transport along a loop with orientation
specified by i and . Here we use greek letters for the second index pair to emphasise that they
can take either holomorphic or antiholomorphic values, e.g. α = k or α = k. The previously noted
restrictions on holomorphy/antiholomorphy of the second index pair means that either (α, β) =
18 More precisely, 4d N = 2 SUSY in the type II case and 4d N = 1 SUSY in the type I and heterotic case.
The reason is the presence of two independent 10d SUSY generators in the former situation.
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(k, l) or (α, β) = (k, l). This can straightforwardly be shown to imply that the corresponding
rotation matrix is in the U(n) subgroup of the general holonomy group SO(2n). More generally,
the conditions of a manifold being Kahler and having U(n) holonomy are equivalent.
Since U(n) = SU(n) × U(1), the spin connection of Kahler manifolds can be thought of as
the sum of an SU(n) and a U(1) connection. The latter is just a standard U(1) connection, like
in the case of an abelian gauge theory. Its field strength Fi being non-zero characterises the
holonomy not being restricted to SU(n).
Concretely, recall that the complex structure is defined as multiplication by ‘i’ on the cotan-
gent or tangent vector space. In components, the corresponding operator or matrix is Jαβ, which
is hence the generator of the U(1). The U(1) part of the U(n) field strength encoded in Ri
α
β
can hence be determined from the projection on Jαβ. An explicit definition is
Fi ≡ tr[R˜iJ ] ≡ RiαβJβα = iRikk − iRikk = 2iRikk = −2iRikk = −2iRi . (5.36)
Here the symbol R˜ is used to denote the Riemann tensor with suppressed second index pair,
as opposed to the Ricci tensor. The final manipulations leading to the Ricci tensor require the
use of the symmetry properties of the Riemann tensor together with the Kahler property of
our manifold. We leave that as a problem (see e.g. [135]). Eventually, we see that the U(1) field
strength components equal those of the Ricci tensor up to a prefactor (note however the different
symmetry properties of the two tensors). Thus, SU(n) holonomy is equivalent to Ricci flatness.
A final important point concerns the definition of Calabi-Yaus via the Chern class (see
e.g. [193–196]). Note first that, due to the U(n) holonomy (or equivalently because of the special
index structure of the Riemann tensor), the tangent bundle of Kahler manifolds can be viewed as
a complex vector bundle with the curvature specified by Ri
k
l. In other words, one can consider
the curvature 2-form
R(TX) = dz
i ∧ dzRikl , (5.37)
which takes its values in Lie(U(n)). It is possible to write down the multi-form
c(X) = det(1+R(TX)) , (5.38)
where the determinant refers to the matrix indices and multiplication relies on the wedge product.
It is then expanded according to
c(X) = 1+c1(X)+c2(X)+· · · = 1+trR(TX)+tr
(
R(TX) ∧R(TX)− 2(trR(TX)2
)
+· · · . (5.39)
Here ck(X) is a (2k)-form, defining the k th Chern class. Concretely, the 1st Chern class is
said to be zero if c1 is exact, which means that c1 = dω for some ω. More formally, this means
that c1 is zero in cohomology, a concept we will discuss next. Crucially, while c1 was defined
using the metric, it is invariant (up to exact pieces) under smooth variations of the latter. It
hence represents a topological invariant. Intuitively, since c1(X) corresponds to the U(1) field
strength Fi introduced above, one may think of a non-exact c1 characterising a non-trivial U(1)
bundle associated with Fi.
After these preliminaries, we can formulate the celebrated theorem by Yau: Let X be a
Kahler manifold and J its Kahler form. If the 1st Chern class vanishes, then a Ricci
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flat metric with Kahler form J ′ in the same cohomology class can be given. This
so-called Calabi-Yau metric is unique.
Being in the same cohomology class means that J − J ′ is exact. The key point is that, in
practice, finding the Calabi-Yau metric is very hard (it has not been achieved analytically in
any example). However, checking the topological condition of vanishing 1st Chern class is easy
and guarantees the existence of many (explicitly known) suitable complex manifolds on which
we hence know that a Calabi-Yau metric exists. But one will in general not find the metric for
which c1 is zero as a 2-form, only one with c1 = dω.
5.4 Homology and cohomology
We are overdue with developing a few more simple mathematical ideas concerning in particular
differential forms and topology. We start with homology and define a p-chain as the formal sum
of p-dimensional submanifolds Sp, i of some compact manifold X:
cp =
∑
i
αi Sp, i . (5.40)
Depending on whether the coefficients αi are real, complex, integer etc. one can be talking about
homology over the real, complex or integer numbers. In the first two cases, the p-chains form
real and complex vector spaces respectively.
One can consider the boundary of each Sp, i and hence of cp, which is a (p− 1)-dimensional
submanifold. Taking the boundary is denoted by the boundary operator ∂. A chain without
boundary,
∂cp = 0 , (5.41)
is called a cycle. Crucially, ∂2 is zero, in other words, a boundary has itself no boundary. A few
simple examples are given in Fig. 22.
Figure 22: Some simple submanifolds and their boundaries.
Given the linear operator ∂ with ∂2 = 0, it is natural to consider its homology groups:
Hp =
Ker(∂p)
Im(∂p+1)
=
p-cycles
boundaries of (p+ 1)-chains
. (5.42)
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The word group refers to addition, in the sense in which every vector space is an abelian group.
The index p of ∂p denotes the restriction of ∂ to the space of p-chains. We will suppress this
index when it is clear from the context on which objects ∂ acts. As an example, we display
certain 1-cycles on the genus-2 Riemann surface R2 in Fig. 23. It is easy to convince oneself that,
working over the real numbers, H1(R2) is 4-dimensional. Representatives a, b, c and d of the four
linearly independent homology classes (the elements of Hp) are shown.
Figure 23: Representatives of the four linearly independent homology classes in H1(R2). The
cycles a and a′ are equivalent since they differ by a boundary - the boundary of the hatched
2-dimensional submanifold.
As another example, consider the 3-torus T 3 and convince yourself (at the intuitive level)
that dim(H0) = 1 (which corresponds to T
3 being connected), dim(H1) = dim(H2) = 3 and
dim(H3) = 1. If the torus is thought of as R3 modulo discrete translations, representatives of H2
can be thought of as three planes, each orthogonal to one of the three axes.
One calls the above simplicial homology.
Now we turn to p-forms as the dual objects with respect to the chains. So far, we use the
word ‘dual’ at an informal level, meaning simply that a chain cp and a form ωp can be combined
in a natural way to give a number:
ωp(cp) =
∫
cp
ωp =
∑
i
αi
∫
Sp, i
ωp . (5.43)
On the space of forms, we have an operator analogous to ∂, which also squares to zero: It is the
exterior derivative d or, restricted to p-forms, dp:
dp : ωp → ωp+1 = dωp . (5.44)
Thus, it is natural to consider the cohomology groups of the de Rham cohomology:
Hp =
Ker(dp)
Im(dp−1)
=
closed p-forms
exact p-forms
. (5.45)
In the last expression, we use the definition that a p-form ωp is called closed if dωp = 0. Similarly,
it is called exact if it can be written as ωp = dωp−1.
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It is easy to convince oneself that the pairing (5.43) between chains cp and forms ωp induces
a pairing between the corresponding cohomology classes, sometimes denoted by [cp] and [ωp]. In
other words, ∫
cp
ωp (5.46)
is independent of the representative. For example, one has∫
cp
(ωp + dωp−1) =
∫
cp
ωp +
∫
∂cp
ωp−1 =
∫
cp
ωp , (5.47)
since cp has no boundary. Analogously, replacing cp by cp + ∂cp+1 does not affect the integral.
One can furthermore show that this pairing between homology and cohomology classes is
not degenerate and that hence
Hp(X) = H
p(X)∗ , (5.48)
i.e. they are dual vector spaces (cf. de Rham’s theorems). In particular, their dimensions coincide,
defining the so-called Betti numbers
bp(X) = dimHp(X) = dimH
p(X) (5.49)
of the manifold X. Intuitively, they count the number of inequivalent p-cycles.
We note that, if dimX = n, there also exists a natural pairing between p-cycles and (n− p)-
cycles: the intersection number. For example, given T 3, a 1-cycle (a line) and a 2-cyle (a plane),
one can find out whether the two intersect (intersection number one) or don’t (intersection
number zero). For a Riemann surface, the pairing is between 1-cycles and 1-cycles, with the
meaning of the intersection number being obvious from Fig. 23. It is intuitively clear that this
lifts to a paring between homology classes.
The analogue of this on the cohomology side is
[ωp] · [ωn−p] =
∫
ωp ∧ ωn−p . (5.50)
This pairing is also non-degenerate and hence turns Hp into the dual of the vector space Hn−p.
But since we already know that Hn−p is the dual of Hn−p, we have found a canonical isomorphism
Hp(X) ∼= Hn−p(X) . (5.51)
This is known as Poincare´ duality. To say this more explicitly, a p-form ωp is Poincare dual
to an (n− p)-cycle cn−p if ∫
cn−p
ωn−p =
∫
ωp ∧ ωn−p , ∀ωn−p . (5.52)
More structure arises if a metric is present. In particular, with a metric comes the Hodge
star operator,
∗ : ωp 7→ (∗ω)n−p with (∗ω)µp+1···µn =
√
g
p!
ωµ1···µp µ1···µn . (5.53)
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This gives rise to a scalar product on the space of p-forms,
(ωp, αp) =
∫
X
ωp ∧ ∗αp . (5.54)
As a result, one can define the adjoint of d, the so-called co-differential d†. On forms of degree
p, it takes the explicit form
d† = (−1)p ∗−1 d ∗ . (5.55)
With this, one defines the Laplace operator
∆ = d†d+ d d† . (5.56)
A form is called harmonic if ∆ω = 0. This definition gives rise to the Hodge decomposition
theorem, which states that on a compact manifold X any form has a unique decomposition in
an exact, a coexact and a harmonic piece:
ω = dα + d†β + γ with ∆γ = 0 . (5.57)
It can furthermore be shown that β vanishes if ω is closed. As a result, any representative of a
given cohomology class has a unique decomposition in an exact and harmonic piece. In other
words, there is a unique harmonic form in any cohomology class. Intuitively speaking, this is the
constant form with the right integral on all cycles (these integrals being fixed by the class). To
give a simple concrete example, consider T 2 being parameterised by (x, y) ∈ [(0, 1)× (0, 1)]. The
harmonic one form with integral zero on the x-cycle and integral 1 on the y-cycle is obviously
given by ω = dy. A non-harmonic form in the same class would e.g. be ω = (1 + sin(2piy)) dy.
Finally, it is possible to take the above to the realm of complex manifolds. To do so, recall
that on a complex manifold a 1-form may be written as
ω(z, z) = ω(z, z)idz
i + ω(z, z)ıdz
ı ≡ ω(1,0) + ω(0,1) . (5.58)
In other words, we can decompose it in its (1, 0) and (0, 1) parts. The first corresponds to a tensor
with one holomorphic and no antiholomorphic index, the second to a tensor with no holomorphic
and one antiholomorphic index.
Such a decomposition carries over to higher forms (i.e. antisymmetric tensors) and to coho-
mology classes. For example,
ω3 = ω(3,0) + ω(2,1) + ω(1,2) + ω(0,3) , (5.59)
where, e.g.,
ω(2,1) = ωijk dz
i ∧ dzj ∧ dzk + ωik dzi ∧ dz ∧ dzk + ωıjk dzı ∧ dzj ∧ dzk
= 3ωijk dz
i ∧ dzj ∧ dzk . (5.60)
To see the corresponding, refined cohomology construction more explicitly, recall that the
exterior derivative has the particularly compact definition
d = dxa
∂
∂xa
. (5.61)
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Here the partial derivative is supposed to act on the coefficients of any given form and, sub-
sequently, dxa has to be multiplied with the form using the wedge product from the left.
Let us consider specifically a manifold of complex dimension n (real dimension 2n), such that
a = 1, 2, · · · , 2n. Then it is easy to check that
d = dzi
∂
∂zi
+ dzı
∂
∂zı
, (5.62)
or
d = ∂ + ∂ with ∂ = dzi
∂
∂zi
and ∂ = dzı
∂
∂zı
. (5.63)
Here i = 1, 2 · · · , n. Furthermore, the holomorphic and antiholomorphic exterior deriva-
tives square to zero:
∂2 = ∂
2
= 0 . (5.64)
This permits the construction of a cohomology, which turns out to be independent of whether ∂
or ∂ is used. The conventional choice is ∂. Thus, one defines the Dolbeault cohomology
Hp,q =
Ker(∂p,q)
Im(∂p,q−1)
, (5.65)
which contains finer information than the de Rham cohomology. One may say that it characterises
the interrelation between the non-trivial cycles and the complex structure. We also note the so-
called Hodge decomposition
Hk = ⊕p+q=kHp,q . (5.66)
The dimensions of Dolbeault cohomology groups are known as Hodge numbers,
hp,q(X) ≡ dimHp,q(X) . (5.67)
They are commonly arranged in a so-called Hodge diamond. With a view to our application
to Calabi-Yau manifolds, we display the general form for the case of a complex 3-fold:
h0,0
h1,0 h0,1
h2,0 h1,1 h0,2
h3,0 h2,1 h1,2 h0,3
h3,1 h2,2 h1,3
h3,2 h2,3
h3,3
. (5.68)
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5.5 Calabi-Yau moduli spaces
Due to SU(3) holonomy, the hodge diamond for a Calabi-Yau 3-fold is very special. Using the
same arrangement as in (5.68), it reads
1
0 0
0 h1,1 0
1 h2,1 h2,1 1
0 h1,1 0
0 0
1
. (5.69)
Here, the simplifications arising from the vertical and horizontal reflection symmetry of the
Hodge diamond (e.g. h1,1 = h2,2) are generic - they hold for any complex n-fold. Furthermore,
connectedness implies h0,0 = h3,3 = 1. But some features are specific to Calabi-Yaus, such as
h1,0 = h2,0 = 0 and, crucially, h3,0 = h0,3 = 1. The latter implies the existence of a unique
holomorphic, harmonic 3-form which is conventionally denoted by Ω:
Ω = Ωijk(z) dz
i ∧ dzj ∧ dzk . (5.70)
Its existence can be understood on the basis of the covariantly constant spinor ψ:
Ωijk ∼ ψΓijkψ . (5.71)
We will not argue for uniqueness. It is however useful to note that the existence of a harmonic,
holomorphic 3-form Ω can be used as a defining feature for Calabi-Yau spaces: More generally, a
Calabi-Yau n-fold can be defined as a Kahler manifold with a trivial canonical bundle. The
latter is the nth exterior power of the cotangent bundle - this is the bundle in which Ω lives and
which is trivial exactly if there is a nowhere vanishing section - in our case the n-form Ω.
Now, given a Calabi-Yau 3-fold, Yau’s theorem guarantees the existence of a unique (given
Kahler class and complex structure) Ricci flat metric gi . A key question for physics is whether
this metric can be deformed maintaining Ricci-flatness since this would imply the existence of
moduli:
gi dz
i dz → gi dzi dz + δgi dzi dz + δgij dzi dzj + h.c. (5.72)
Clearly, if such deformations exist then, not to contradict the uniqueness part of Yau’s theorem,
they must be accompanied by a change of either the Kahler class or the complex structure. This
is indeed the case: A change of the metric of type δgi can be directly interpreted as change of (the
harmonic representative of) the Kahler form J . The number of such independent deformations,
also called Kahler deformations is counted by h1,1. This number is at least unity since it
is always possible to simply rescale the metric, making our manifold larger or smaller without
changing its shape.
By contrast, a deformation of type δgij violates the hermiticity assumption and it must
hence be accompanied by a change of the complex structure if one wants to restore explicitly the
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Calabi-Yau situation after adding this δg to the original metric. To count these deformations it
is useful to define a (2, 1) form
δχ = Ωij
k δgkl dz
i ∧ dzj ∧ dzl ∈ H2,1(X) (5.73)
associated with δgkl. Here the index k of Ωijk has been raised using the Calabi-Yau metric.
It can be shown that this represents a one-to-one map between distinct complex structure
deformations (and hence corresponding metric deformations) and linearly independent Dol-
beault cohomology classes of type (2, 1). Here by distinct we mean those not corresponding to
reparameterisations zi → z′i.
There is another way of understanding the counting of complex structure deformations:
Think of the complexified vector space of 3-cycles, with dimension 2h2,1 + 2. Two directions are
distinguished by Ω and Ω, a feature only visible in Dolbeault but not in de Rham cohomology.
Now, the change of complex structure is accompanied by a change of the direction of Ω (and
hence of Ω) in this space. In other words, Ω is infinitesimally rotated and these possible rotations
are parameterized by h2,1 complex numbers. One may say that there are h2,1 complex directions
in which Ω can develop new, infinitesimal components.
One can also invert the equations above, i.e., given a harmonic (2, 1)-form δχ, one can
explicitly write down how Ω and the metric change:
δgı = − 1||Ω||2 Ωı
kl δχkl , δΩ = δχ . (5.74)
with the constant
||Ω||2 = 1
3!
ΩijkΩ
ijk
. (5.75)
Together with the previously discussed relation
δgi = −iδJi , (5.76)
we now see explicitly how the cohomology groups H1,1(X) and H2,1 play a central role in describ-
ing allowed deformations of the metric and hence the moduli space of a Calabi-Yau. Crucially,
H2,1 has to be viewed as a subspace of H3(X). This subspace moves as the complex structure
changes. An illustration of this has been attempted in Fig. 24. In addition to the textbook
literature given earlier, the reader may want to consult [141,142] for more details.
Before characterising Calabi-Yau moduli spaces more quantitatively, we want to give at
least the simplest example. To do so, let us start with an important set of examples for compact,
complex Kahler manifolds: the so-called complex projective spaces. To begin, recall that a real
projective space RP n is Rn \ 0 modulo the equivalence relation x ∼ λx with λ ∈ R \ 0.
Intuitively speaking, this is the set of lines through the origin. Such a set can easily be given a
differentiable structure. For the case of RP 2, the real projective plane, we can equivalently think
of S2/Z2 – a sphere with antipodal points identified.
This has a natural complex generalisation: the complex projective spaces CP n. They are
defined analogously as the set of all (n + 1)-tuples of complex numbers (not all zero) with the
equivalence relation
(z0, · · · , zn) ∼ (λz0, · · · , λzn) with λ ∈ C \ 0 . (5.77)
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Figure 24: A visualisation attempt of how J and Ω move in the spaces H2(X) and (the com-
plexification of) H3(X), thereby determining the metric on a Calabi-Yau.
For the subset Ui of all equivalence classes in which z
i 6= 0, a chart is provided by
φi : { class of (z0, · · · , zn) } 7→
(
z0
zi
, · · · , z
i−1
zi
,
zi+1
zi
, · · · , z
n
zi
)
∈ Cn . (5.78)
It is easy to show that these charts form an atlas and to give explicitly the (holomorphic)
transition maps. A Kahler potential in Ui is provided by
K(i)(x) =
1
2
ln
(
1 +
n∑
j=1
|xj|2
)
, with {x1, · · · , xn} =
{
z0
zi
, · · · , z
i−1
zi
,
zi+1
zi
, · · · , z
n
zi
}
(5.79)
the coordinates defined above. A straightforward calculation shows that this gives rise to a
globally defined Kahler form and metric, the Fubini-Study metric. To be very concrete, it is
easy to check that CP 1 is the Riemann sphere. Crucially, all CP n are compact.
Quite generally, submanifolds of lower dimension can often be given as zero sets of polyno-
mials. For example, the polynomial x2 + y2 − 1 defines S1 ⊂ R2. The naive generalisation to
(holomorphic) polynomials on Cn is not useful for us since the resulting submanifolds are always
non-compact (for n > 1). This is due to a generalisation of the maximum modulus theorem for
analytic functions. However, starting from the compact space CP n, compact submanifolds can
be defined by polynomials. For the zero set to be well defined on the set of equivalence classes,
the polynomials have to be homogeneous. Now, it can be shown that the crucial Calabi-Yau
condition, the vanishing of the 1st Chern class, depends on the homogeneity degree of the poly-
nomial. If we want to get a 3-fold, we must start from CP 4. The Chern class vanishes if and only
if the defining polynomial is of degree 5:
P5(z) = ci1···i5z
i1 · · · zi5 , (5.80)
with indices running from 0 to 4 and labelling the projective coordinates of CP 4. The so called
quintic Calabi-Yau 3-fold is then defined as the zero set,
P5(z) = 0 , z ∈ CP 4 . (5.81)
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Here by z we mean both the set of 5 numbers {zi} and the corresponding point in the projective
space. As the coefficients of the polynomial vary, the complex structure changes. A concrete
example is given, e.g., by
P5(z) = (z
0)5 + · · ·+ (z4)5 . (5.82)
It is interesting to count the possible deformations of such a quintic hypersurface: One first
notes that the number of different monomials in a homogeneous polynomial of degree d in n
variables is given by the binomial coefficient19(
d+ n− 1
n− 1
)
. (5.83)
In our case this gives (
5 + 5− 1
5− 1
)
=
(
9
4
)
= 126 . (5.84)
From this, we have to subtract the 25 parameters of the symmetry group GL(5,C) of CP 4, giving
us 101 parameters. Recalling what was said before about the interplay of Dolbeault cohomology
and complex structure moduli spaces, we conclude that h2,1(quintic) = 101. Without derivation
we also note that the Kahler form of CP 4 is unique up to scaling, such that h1,1 = 1. Thus, for
the quintic the Hodge diamond reads
1
0 0
0 1 0
1 101 101 1
0 1 0
0 0
1
(5.85)
and the real dimension of the moduli space is 2 · 101 + 1 = 203. (In fact, in string theory
the volume modulus always comes with an axionic partner, such that the counting would be
2 · 101 + 2 = 204.)
We note that the same construction goes through for the quartic polynomial in CP 3, giving
rise to the unique Calabi-Yau 2-fold, known as the K3-surface. However, for 3-folds there are
many more examples. First, one can generalise to the intersection of hypersurfaces (defined by
polynomials) in products of projective spaces. This gives rise to so-called complete-intersection
CYs or CICYs. Then one can generalise from projective spaces to weighted projective spaces.
In this case one still mods out by a rescaling with a complex parameter λ, but the different
variables scale differently, i.e. have different weight. Furthermore, one may mod out not just
by the rescaling by one such complex parameter, but by several such scalings (with different
parameters λi). This leads to the concept of toric geometry and toric hypersurfaces, in which
Calabi-Yaus can again be defined by polynomials of suitable degrees in the different variables
(Batyrev’s construction [143]). See e.g. [144] for a set of lecture notes starting at an elementary
level and proceeding to toric geometry. Even more general Calabi-Yau constructions exist. The
total number of known distinct examples is about half a billion: ∼ 5× 108.
19Try to prove this!
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5.6 Explicit parameterization of Calabi-Yau moduli spaces
We start with an extremely simple toy model: T 2. We can give it a complex structure by defining
it as C/Z2. By this we mean starting from the complex plane and modding out a lattice of
translations, generated by unity and τ ∈ C. The resulting set of independent points, the so-
called fundamental domain, is shown in Fig. 25. It is parameterised, on the one hand, by z and,
on the other hand, by x, y ∈ [0, 1), with the relation
z = x+ τy . (5.86)
The complex number τ determines the complex structure. Note that tori with different τ are
(in general) not isomorphic as complex manifolds. The holomorphic (1, 0)-form in this case is
clearly
Ω = α dz = α dx+ α τ dy , (5.87)
with α ∈ C an arbitrary constant.
Figure 25: Torus defined as C/Z2.
Now, in analogy to the proper Calabi-Yau case, the complex structure can be defined using
the position of Ω in the complexification of H1(T 2). For this, it is sufficient to know the periods,
i.e. the integrals of Ω over the integral 1-cycles:
Π1 =
∫
y= const.
Ω =
∫ 1
0
α dx = α , Π2 =
∫
x= const.
Ω =
∫ 1
0
α τ dy = ατ . (5.88)
They can be combined in the period vector Π = (Π1,Π2). Since the normalisation of Ω is
arbitrary, only ratios of these periods are meaningful. Concretely, the (in this case single) complex
structure parameter is given by τ = Π2/Π1.
Next, we come to the moduli (in this case the modulus) associated with the Kahler form.
The Kahler form is harmonic and can be decomposed in a basis of harmonic 2-forms,
J = tiωi . (5.89)
Here the ωi are in general chosen to represent an integral 2-form basis (where by integral we
mean Poincare dual to the naturally defined integral basis of 4-cycles or, what is the same, the
dual basis to the integral 2-cycle basis). In our case there is of course only one such 2-form:
ω1 = dx ∧ dy , such that J = t dx ∧ dy . (5.90)
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At the same time, we know that
J = igi dz
i ∧ dz = igzz dz ∧ dz = igzz(dx ∧ τ dy − τ dy ∧ dx) = −i(τ − τ) gzz dx ∧ dy . (5.91)
Hence, we identify t as t = −i(τ − τ) gzz. We may also write the general metric as
ds2 = 2gzz dz dz = 2gzz
[
dx2 + |τ |2dy2 + (τ + τ) dx dy] . (5.92)
Thus, we can finally explicitly give the matrix form of the metric in terms of the parameters t,
Π1, Π2 which govern the position of J and Ω in their respective cohomology groups:
gab = 2gzz
(
1 Re τ
Re τ |τ |2
)
=
t
Im(Π2/Π1)
(
1 Re(Π2/Π1)
Re(Π2/Π1) |Π2/Π1|2
)
. (5.93)
With somewhat more writing, one can achieve the same level of explicitness for the toy-model
3-fold T 2 × T 2 × T 2, defined by modding out an appropriate lattice of translations from C3.
Nevertheless, this is not a proper Calabi-Yau since its holonomy group is trivial. By contrast, a
Calabi-Yau should have holonomy group SU(3) (not just a subgroup). However, this is clearly
to some extent a matter of semantics. More importantly, T 6 is too simple for most physical
applications and it does not give rise to the large landscape of solutions of string theory that we
are after.
Thus, we now turn to the general case of proper Calabi-Yau 3-folds, such as the quintic and
similar, even more complicated examples. The complete explicitness of metric parameterisation
that we saw above can of course not be achieved in such cases. But our main goal for the moment
will be a description in 4d supergravity language,
L = Ki(∂X i)(∂X) + gauge, fermion, and other fields , (5.94)
where K is the Calabi-Yau metric on moduli space, parameterised by the X i, which include both
Kahler and complex structure moduli. This can be given rather explicitly, even in the proper
Calabi-Yau case. In principle, all that is needed is a careful Kaluza-Klein reduction using the
cycle-structure of the Calabi-Yau space (see e.g. [145–148] and refs. therein). We will only report
the results.
Let us start with the Kahler moduli. As we already explained,
J = tαωα with α = 1, · · · , h1,1 . (5.95)
Moreover, the volume of the Calabi-Yau can be given as
V = 1
6
∫
X
J ∧ J ∧ J = 1
6
καβγt
αtβtγ . (5.96)
Here one may intuitively think of components of the vector tα as measuring the volumes of the
different 2-cycles present in the Calabi-Yau. The integers καβγ are the so-called triple intersection
numbers of the 4-cycles Poincare dual to the ωα.
20 The volumes of the dual 4-cycles, which are
20 Note that two 4-cycles in a 6d manifold generically intersect in a 2d submanifold. The latter generically
intersects the third 4-cycle in points. The total number of those, with orientation, is a function of the homology
classes and is counted by the καβγ .
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also labelled by the index α, are given by
τα =
1
2
∫
cα4
J ∧ J = 1
2
καβγt
βtγ . (5.97)
Clearly, the variables tα and τα encode the same information. Using them as N = 1 SUGRA
variables corresponds to choosing either of two different N = 1 sub-algebras of the N = 2 SUSY
of a Calabi-Yau compactification of type IIA or IIB string theory. We focus (for the purpose of
our later discussion of a particularly well-understood model, called KKLT) on the IIB case and
the τ variables. They are real but, in 4d SUSY, are complexified by adding the imaginary parts
cα =
∫
cα
C4 . (5.98)
Only as a side remark we note that, in the other SUSY, the tα would be complexified by corre-
sponding integrals of B2 or C2, depending on the particular model (for many more details see
e.g. [145–148]).
The relations (5.97) can in principle be solved for the tα:
tα = tα(τ1, · · · , τh1,1) . (5.99)
With Tα = τα + icα and
τα =
1
2
(Tα + Tα) , (5.100)
the volume V can be expressed as real function of the variables Tα and Tα. The type-IIB Kahler
moduli Kahler potential can then finally be written down as
KK = −2 lnV with V = V(Tα, Tα) . (5.101)
To describe the complex structure moduli space, we start by recalling the basis of H1(R2) as
given in Fig. 23. We rename the relevant cycles (representatives of the corresponding cohomology
classes) as
a→ A1 , b→ B1 , c→ A2 , d→ B2 . (5.102)
It is clear that this carries over analogously to the 1-cycles of higher Riemann surfaces, giving
rise to the basis {Aa, Ba} and an intersection structure
Aa · Ab = 0 , Ba ·Bb = 0 , Aa ·Bb = δab . (5.103)
An analogous basis can be chosen for the (in this case naturally isomorphic) vector spaceH1. Such
bases are called symplectic bases, on account of the antisymmetry of the only non-vanishing
intersection numbers or, on the form side, wedge products:∫
ωAa ∧ ωbB = δab = −
∫
ωbB ∧ ωAa . (5.104)
The crucial point for us is that this represents a generic feature of the so-called middle
homology or cohomology for manifolds where the dimensionalities of the relevant cycles/forms
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are odd. This is true for Riemann surfaces, with which we started, but it is equally true for
complex 3-folds, our new case of interest.
Thus, now in the context of Calabi-Yaus, we choose a symplectic 3-cycle basis as above and
define the periods
za =
∫
Aa
Ω , Gb =
∫
Bb
Ω . (5.105)
The complex parameters za with a = 0, · · · , h2,1 are sufficient to fully parameterise the position
of Ω in H3(X). In fact, one of the parameters can be set to unity at the expense of a constant,
complex rescaling of Ω, which does not induce any physical (geometrical) change. Hence one
may think of all the zas together as of ‘projective coordinates’. Alternatively, one can set z0 = 1,
with h2,1 parameters left over.
Crucially, the remaining periods Gb are not independent - they are in general complicated
functions of the za:
Gb = Gb(z0, · · · , zh2,1) . (5.106)
One combines all of them in the period vector
Π = (z0, · · · , zh2,1 ,G0(z), · · · ,Gh2,1(z)) . (5.107)
The explicit form of the (dependent) periods can be obtained from appropriate differential equa-
tions (the Picard-Fuchs equations) which can be formulated on the basis of certain topological
features of the Calabi-Yau (see e.g. [149, 150] and refs. therein). Crucially, they do not require
the in general unavailable metric information. Thus, though with much work, the periods can in
principle be explicitly obtained.
With this, we are ready to give the complex structure Kahler potential:
Kcs = − ln(i
∫
X
Ω ∧ Ω) = − ln(−iΠ†ΣΠ) = − ln(−izaGa(z) + izaGa(z)) , (5.108)
where
Σ =
(
0 1
−1 0
)
(5.109)
is the symplectic metric. See e.g. [151] for a nice summary and explanation of these and other,
related formulae.
Finally, one non-geometric modulus related to the dilaton is generally present. It is known
as the axio-dilaton (on account of the periodic scalar C0):
S = C0 + ie
−φ = C0 +
i
gs
. (5.110)
With this, the full type-IIB moduli Kahler potential (corresponding to a so-called orientifold
projection with O3/O7 planes - the projection to N = 1 mentioned earlier) reads
K = KK(T
α, T
α
) +Kcs(z
a, za)− ln(−i(S − S)) . (5.111)
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This defines a ‘ready-to-use’ 4d supergravity model, so far without any scalar potential. The
conventions are such that MP,4 = 1, as usual in supergravity lagrangians, and that fields mea-
suring distances or volumes in compact space (in our case the T s) are doing so in string units,
i.e. powers of ls ≡ 2pi
√
α′. Note however that the 10d metric underlying our definition of the
Kahler moduli is the 10d Einstein, not the string frame metric. Thus, 4-cycle volumes in units
of l4s are given explicitly by gsτα. Apart from this subtlety, one may roughly say that the above
is valid with ls = 1 concerning the Calabi-Yau geometry and MP,4 = 1 concerning 4d physics.
5.7 An aside on string model building: From heterotic compactifica-
tions to orientifold models with branes and F-theory
This section serves two purposes: First, to give a very rough and entirely non-technical overview
of particle-physics model building in string theory. In other words, we want to discuss briefly
various approaches to engineering gauge group and matter content of the Standard Model in a
string compactification. But second, as part of this discussion we will introduce the important
concept of orientifold projections and orientifold planes. While our analysis will still be largely
non-technical, this part of the section is more than just informative: A clear understanding of
these ideas will be needed later on.
In the previous section, we discussed Calabi-Yaus almost entirely geometrically – no fields
other than the metric played a significant role. This view was in part biased towards the type-
IIA/type-IIB framework, where the gauge fields crucial for 4d particle physics come in only in a
second step, through the addition of branes. But, historically, once Calabi-Yaus were understood,
a different perspective dominated:
The first successful attempts at semi-realistic string model building appeared in the context
of heterotic compactifications. They were based on compactifying the 10d N = 1 heterotic
theory (with gauge group E8×E8 or SO(32)) to 4d on Calabi-Yaus or torus orbifolds (to be
explained momentarily). In this approach, it is possible to realise fairly straightforwardly 4d
N = 1 SUSY EFTs very close to the MSSM. The gauge symmetry breaking comes from higher-
dimensional gauge field strengths and/or Wilson lines. The 4d matter content comes from 10d
gauginos, which are the only charged fermions in this context. We completely ignore this whole
‘universe’ of string-theoretic model building opportunities in the present course (see [152–154] for
the foundational papers and [95,155–157,161–166] for reviews and more recent work). This is due
to time limitations and technical complexity as well as because the issue of moduli stabilisation
and SUSY breaking is simpler to understand in the type-II context (see however [167]).
With the understanding that Dp-branes with even/odd p are a natural part of type-IIA/IIB
10d supergravity (see in particular [168]), a whole new world of constructing standard-model-
like EFTs opened up. Indeed, we have already learned that, in 10d, a Dp brane stack represents
a dynamical submanifold with a certain tension on which a (p+ 1)-dimensional super-Yang-
Mills theory lives. The highest dimensionality is obviously that of D9-branes, where we have a
10d gauge field and a 10d Majorana-Weyl gaugino. The number of supercharges (and hence of
bosonic and fermionic degrees of freedom) remains the same for all p. For p < 9, one has only a
(p+1)-dimensional gauge field, and 9−p adjoint scalars carrying the remaining bosonic degrees of
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freedom. The fermionic degrees of freedom are carried by an appropriate set of lower-dimensional
spinors. For example, for p = 3 one is dealing with the famous, maximally supersymmetric 4d
N = 4 super Yang-Mills theory with four 4d gauginos.
Thus, most naively and as was already briefly advertised in Fig. 13, one might think of simply
compactifying either type-IIA or IIB string theory on a CY to 4d and wrap any desired number
and type of D-brane stacks on the various cycles. In this way, one should be able to generate
any desired gauge sector. This is almost true, but a crucial complication arises in the form of
the necessary orientifold projections and orientifold planes, as we now explain.
Let us pick as our first toy model a type-IIB compactification from 10d to 8d on T 2. Then,
add a D7-brane which fills out the eight non-compact dimensions and represents a point in the T 2.
One might have hoped that this last step will only slightly modify the previously well-defined
8d model by adding a U(1) gauge theory. However, it turns out that the whole construction
becomes inconsistent for the following simple reason: Our brane couples to C8, with dC8 = F9,
which possesses a standard dual description in terms of F1 = dC0. Thus, from the point of view
of the compact T 2, our brane represents a point carrying an ‘electric’ gauge charge, detected by∮
C1
F1 = 2pi . (5.112)
Here C1 is a 1-cycle encircling the D7-brane. This is completely analogous to the charge of an
electron being measured by an integral of the dual, magnetic field strength F˜2 = ∗F2 over an S2
enclosing the electron. Thus, just like in electrodynamics, (5.112) makes it impossible to have a
non-zero charge in a compact space: Indeed, C1 is the boundary of what is left of the torus after
the disc containing the D7 has been removed. But this 2d manifold contains no charge in our
construction and hence it is inconsistent that the integral of F1 = dC0 integral over its boundary
is non-zero.
The way out must build on the fact that, in a consistent compactification, the total charge on
the compact space must vanish. The most naive option of including a D7 antibrane is problematic
since the two branes attract each other and will eventually annihilate. Fortunately, a better route
is offered by the possible presence of so-called orientifold planes. These are objects which, in
spite of their opposite RR-charge with respect to D-branes, are unable to annihilate them.
Moreover, in contrast to antibranes, these O-planes break supersymmetry consistently with the
D-branes. In other words, a D-brane and a parallel O-plane break supersymmetry in the same
way as the D-brane would by itself: to half of the flat-space SUSY of the 10d theory.
To understand orientifold planes or orientifold singularities, let us first briefly discuss the
simpler, related concept of an orbifold. For this purpose, let us view the T 2 in the above
construction as C/Z2, as explained in Sect. 5.6. Let us further mod out the discrete group Z2
acting as z → −z, i.e. a pi-rotation in the compact space. It is easy to convince oneself that,
under this transformation, four points of the T 2 remain invariant and that the resulting quotient
space T 2/Z2 will have four conical singularities at these loci (the so-called fixed points of the
orbifolding), cf. Fig. 26. We note in passing that many more options for orbifolding exist (e.g.
T d/Zn) with various d and n). In many cases, supersymmetry is partially preserved and string
theory continues to be well defined on such spaces in spite of the orbifold singularities.
The key novelty now arises if one does not just mod out a geometric action (in our case
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Figure 26: Intuitive illustration of how in the procedure of modding out a Z2 symmetry a torus
is transformed into a space of half the volume and with four conical singularities at the points
which are left invariant by the Z2 action. This resulting space has the topology of a sphere but
the geometry of a ‘pillowcase’, i.e. it is flat everywhere except at the four singularities.
rotation) but combines it with worldsheet parity (for reviews and introductions see e.g. [102,169]):
In other words, one restricts the states of the original T 2 model to those invariant under pi-rotation
together with an orientation change of the string worldsheet.21 As a result, the fixed-point loci
of the geometric Z2 action become charged under RR and NS fields – they are the orientifold
planes. Explicitly, in the concrete case at hand each of the four singular points on the r.h. side of
Fig. 26 (corresponding to 8d hyperplanes in the full 10d geometry) develop a C8 charge equivalent
to 4 D7 branes and a corresponding negative tension. As a result, type-IIB theory on T 2/Z2,
where the Z2 acts as an orientifold projection, is only consistent if 16 spacetime-filling D7 branes
are added. Moreover, if these are located in groups of four at the four orientifold planes, no
deformation of the flat 10d geometry arises since neither RR nor NS fields are sourced. One says
that ‘all tadpoles are cancelled locally’.
The gauge group at each O7-plane is not, as one might have thought, U(4) but rather SO(8).
This can be understood by first placing twice the required number of D7 branes on the T 2 in a Z2-
symmetric fashion and then modding out. In this procedure, the branes are pairwise identified.
It can be shown that, for eight branes at one fixed point with original gauge group U(8), the
appropriate projection reduced the gauge symmetry to SO(8) = U(8)/Z2. However, even after
the projection the D7-branes may be displaced from the O7-planes and are, in fact, free to move
around in the T 2 at zero energy cost. This breaks the gauge group generically from SO(8)4 to
U(1)16. Many different intermediate gauge groups are also possible depending on which point in
this ‘D-brane’ or ‘open-string’ moduli space one is located at.
With the basic concepts explained, we may now generalise. First, as we already noted, an
orientifold projection without an accompanying space-time action is possible: Applied to the
10d type-IIB theory, it introduces a spacetime filling O9-plane, which requires the presence of 16
D9-branes to cancel the RR tadpole. This is nothing but a construction of the type-I open string
through orientifolding. The gauge group is SO(32), analogously to the SO(8) above. Next, we
may start with type IIA on S1 and mod out a Z2 reflection in the single, real compact dimension.
The new compact space is an interval with two O8-planes at the boundaries. Each requires the
presence of eight D8 branes, leading to an SO(16)2 gauge theory. Analogously to the O7/D7
case, this is the situation with local tadpole cancellation. If the D8 branes are moved, the gauge
group changes.
Next, we may compactify type IIA to 7d on T 3 and mod out a total reflection, yi → −yi
21 To be precise, one has to include (−1)FL in the projection, with FL the left-moving fermion number.
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(for i = 1, 2, 3), of the compact space together with a worldsheet orientation change. This leads
to 23 = 8 singularities with a ‘solid angle deficit’, at each of which an O6-plane is located.
Each O6 requires 2 D6-branes to cancel its tadpole. The gauge theory is SO(4)8 in this simplest
configuration and, as before, can change as the branes move. The reader may complete our
discussion with O5, O4 and O3-planes in the obvious way.
Finally, coming closer to our our goal of phenomenology, one may compactify type IIA
on T 6 and mod out various Z2 symmetries together with orientation changes, leading to the
presence of intersecting O6 planes and intersecting branes. In particular, intersections of two
D6 branes or brane stacks at points in the compact space are possible. At such points (which
are in fact 4d hyperplanes filling out all of our non-compact dimensions), open string states
ending on the different stacks are localised, cf. the last picture in Fig. 13. They correspond to
4d chiral superfields, allowing for a particularly simple and intuitive road to particle-physics
model building. These constructions are known as intersecting brane models. They have
a geometrically more challenging counterpart in the Calabi-Yau context: Here, the Calabi-Yau
which one starts with has to possess an appropriate Z2 symmetry to allow for an orientifold
projection. The branes can only be wrapped on so-called lagrangian submanifolds to ensure that
at least N = 1 supersymmetry is preserved. An excellent source for specifically this type of
constructions (and for more details on all subjects of this section) is [9]. See also the reviews
[105,106] and the original papers [107–109,170].
A similar story can be developed in the type IIB context. Here, the most promising road is
that of orientifold projections introducing O3 and O7-planes. As before, they may act on T 6 or on
an appropriate Calabi-Yau. As a crucial fact, we note that O3/O7-planes and the corresponding
branes may be introduced together while still preserving some amount of supersymmetry. Simi-
larly, the combination O5/O9 can be supersymmetric but is phenomenologically less interesting.
By contrast, combinations of the type Op/O(p+2), for example O5/O7, break SUSY completely
leading in general to control issues.
The gauge group of O3/O7 orientifold models comes from D3 and D7-brane stacks. Chiral
matter can live, for example, at intersections of two D7-brane stacks. Each of those represents
locally a holomorphic submanifold (a divisor) and their intersection is in general a complex
curve. Yukawa couplings can arise at loci where such curves meet. See e.g. [171] for explicit GUT
models constructed in this approach. The whole setting of such type-IIB O3/O7 Calabi-Yau or
torus orientifolds is T-dual to an appropriate type-IIA model with O6 planes. To see this, it
is crucial to note that T-duality also works with branes: If a brane on the IIA side wraps a
compact S1, the corresponding brane on the IIB side does not wrap the dual S1 (and vice versa).
This is consistent with the change of the dimensionality of D-branes between IIA and IIB. It
clearly allows for chains of three T-dualities which relate certain T 6-based models in type IIA
with D6-branes to type-IIB models with D3/D7 branes.
It is even more interesting that such a duality also exists between type-IIA models on a
Calabi-Yau-orientifold with O6-planes and type IIB models on a Calabi-Yau orientifold with
O3/O7 planes. For this, note first that Calabi-Yaus can in general be viewed as T 3 fibrations
(with the T 3 degenerating at various loci) over S3. T-dualising the 3-torus takes one from a IIA
model on one Calabi-Yau to a IIB model on the other (so called mirror-dual) Calabi-Yau [172].
The fact that Calabi-Yaus come in pairs related by mirror symmetry (which in particular
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exchanges h1,1 and h2,1) is an important mathematical fact known independently and long before
the Strominger-Yau-Zaslow picture of ‘mirror symmetry as T-duality’ [172]. For details on mirror
symmetry see e.g. [173–176] and refs. therein.
Finally, type-IIB theory allows in its strong coupling regime (gs ∼ O(1)) for co-dimension-two
objects other that D7-branes and O7-planes. Compactifications of this type, based on type-IIB at
strong coupling and including generic 7-branes (especially with gauge groups other than SU(N)
and SO(N)) are known as F-theory models [177] (see also [10,178,181,182]). The various 7-branes
of F-theory are detected by the monodromy which the axio-dilaton S = i/gs + C0 undergoes
if one encircles the brane. This is closely related to a discrete SL(2,Z) gauge symmetry of the
type IIB theory, which we however have no time to describe. What is crucial for us is that
this symmetry identifies certain values of S. As a result, S does in fact not take values in the
complex upper half plane as one might naively have thought but only in the so called fundamental
domain of SL(2,Z). Interpreting S as the complex structure parameter of a T 2, this is precisely
the region in which it describes geometrically distinct tori (not related to each other by large
diffeomorphisms, which are in turn characterised by SL(2,Z)). As a result of all of this, F-theory
models can be characterised by T 2 fibrations (more precisely ‘elliptic fibrations’) over a complex-
3-dimensional manifold (not necessarily a Calabi-Yau). The complex-structure parameter of this
‘artificially introduced’ fibre torus specifies how the variable S of the type-IIB theory varies
over the base. The monodromies of S characterise submanifolds of complex co-dimension one
(7-branes) on which gauge theories are localised. It is quite remarkable that solutions of the
type-IIB equations-of-motion in this setting arise precisely when the torus-fibration describes a
Calabi-Yau 4-fold.22
The punchline is that F-theory models are arguably the most general and powerful setting
for string phenomenology, including through various limits and dualities all that can be done
in perturbative type IIB models with branes and much of what can be done in the type IIA
and heterotic context. It has proven a particularly fruitful setting for constructing grand unified
theories, especially because its 7-branes allow for exceptional gauge groups and, through their
breaking, for realistic GUT models with the right Yukawa coupling structure. This has been
explored relatively recently under the name of ‘F-theory GUTs’ [179, 180] (see [181, 182] for
reviews). In addition, as will become clearer at the end of Sect. 6, F-theory is particularly
powerful in that it presumably generates the largest number of the presently known landscape
vacua.
5.8 Problems
5.8.1 Dimensional reduction
Task: Perform the KK reduction of the 5d lagrangian
L5 = Ψi/∂Ψ−MΨΨ (5.113)
22This, in turn, can be understood by starting with 11d supergravity and compactifying on this Calabi-Yau
4-fold to 3d. One then shrinks the T 2 fibre to zero volume and uses one of its S1s to go to type-IIA supergravity.
Subsequently, one appeals to T-duality on the other S1 to go to type IIB with one new non-compact dimension
emerging (recall that R′ = α′/R→∞ at R→ 0). This takes one to a type IIB compactification to 4d, as desired.
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to 4d on S1. Give your result in a compact, standard 4d notation as appropriate for a theory
with towers of Dirac fermions.
Now gauge the fermion in the lagrangian above, adding also a standard gauge-kinetic term.
Perform again the dimensional reduction, but disregard the higher modes of the gauge field
(to avoid dealing with towers of massive vectors, which is interesting but not essential in our
context). Show how the 4d scalar coming from A5 couples to 4d fermions. It appears naively
that 5d gauge invariance, which should be manifest as a discrete shift symmetry of A5, is broken
by such an interaction. Resolve this puzzle!
Hints: It is essential to use
γ5 ≡ i
( −1 0
0 1
)
, (5.114)
which differs by a prefactor from standard 4d conventions. This is clear since otherwise the 5d
Clifford algebra relations23
{γM , γN} = −ηMN (5.115)
would have an incorrect sign for the index choice (MN) = (55). The rest is a straightforward
analysis following the scalar case presented in the lecture. It is more convenient to use exponen-
tials rather than sines and cosines when dimensionally reducing the 5d fields.
Solution: Let us make the ansatz
Ψ(x, y) =
+∞∑
n=−∞
ψLn (x) e
iny/R +
+∞∑
n=−∞
ψRn (x) e
iny/R , (5.116)
where x ≡ {xµ} and the indices L/R denote left and right-handed 4d fermions. After a straight-
forward calculation, using in particular manipulations like
ψ
L
n(x) e
−iny/R iγ5∂5 ψRn (x) e
iny/R = ψ
L
n(x)(−in/R)ψRn (x) , (5.117)
one arrives at
S = 2piR
∫
d4x
[
ψ
L
0 i/∂ψ
L
0 + ψ
R
0 i/∂ψ
R
0 −Mψ
L
0ψ
R
0 + h.c.
+
∑
n6=0
{
ψ
L
ni/∂ψ
L
n + ψ
R
n i/∂ψ
R
n −Mψ
L
nψ
R
n + h.c.
(−in/R)ψLnψRn + (in/R)ψ
R
nψ
L
n
}]
. (5.118)
We can absorb the volume factor in a field redefinition and write this as a tower of pairs of
l.h. and r.h. fermions,
S =
∫
d4x
+∞∑
n=−∞
[
ψ
L
ni/∂ψ
L
n + ψ
R
n i/∂ψ
R
n −Mnψ
L
nψ
R
n + h.c.
]
(5.119)
23 Recall that we use the mostly-plus convention.
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with Dirac-type mass terms, but with complex mass parameters
Mn = M + in/R . (5.120)
Of course, the complex phases of the Mn can be absorbed in a phase rotation of, for example,
the right handed parts. The mass parameters now become real and the two terms with Mn and
Mn can be combined in Dirac mass terms. Thus, we obtain
S =
∫
d4x
+∞∑
n=−∞
ψn(i/∂ −Mn)ψn (5.121)
with
Mn =
√
M2 + (n/R)2 . (5.122)
Introducing the gauging, one gets a 4d gauge theory and a real scalar coming from A5, as
explained in the lecture. Crucially, one also finds a coupling of the scalar to the fermions,
Ψiγ5iA5Ψ → −iφ ψLnψRn + h.c. (5.123)
The fermions can again be rescaled to absorb the volume prefactor (2piR) of the fermionic
part of the action. If M  n/R, it is natural to focus on the zero-mode level of this Kaluza-Klein
theory:
S =
∫
d4x
(
− 1
4g2
FµνF
µν − 1
2g2
(∂φ)2 + ψ
L
0 i /D ψ
L
0 + ψ
R
0 i /D ψ
R
0 − ψL0 (M + iφ)ψR0 + h.c.
)
.
(5.124)
It is clear however that, to make the apparently broken shift symmetry φ→ φ+ 1/R manifest,
one needs to include higher fermion modes. Indeed, when the modulus φ continuously changes
its value from zero to 1/R, the mode with n = −1 takes the place of the former zero mode.
Thus, the model as a whole returns to a physically equivalent situation, as it should be given
that φ = 0 and φ = 1/R are related by a gauge transformation.
5.8.2 SO(2n) vs. U(n)
Task: In the lecture we used the fact that, if Rαβ
γ
δ is pure in the second index pair, then
the holonomy is reduced to U(n). (Here we use greek rather than latin indices to symbolise
that, e.g., α may stand for either i or ı.) This fact is in principle obvious and does not require
any demonstration. Still, to make the simple underlying techniques more manifest, consider the
following simple problem:
Let vα, wβ specify a vector pair such that vαwβRαβ
γ
δ ≡ Qγδ describes an infinitesimal
SO(2n) rotation in the complex basis, corresponding to the appropriate parallel transport along
an infinitesimal loop. According to the pure index structure, Q takes the form
Q =
(
M 0
0 N
)
. (5.125)
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In other words, Q is characterised by vαwβRαβ
i
j ≡M ij and vαwβRαβı ≡ N ij.
Which properties of M and N follow from the fact that Q corresponds to an infinitesimal
SO(2n) transformation? 24
Hint: Use the notation z′i = M ijzj and z = x+ iy such that(
x
y
)
(5.126)
is the column vector transforming under SO(2n).
Solution: The matrix Q characterises a linear transformation in the (z, z)-basis. To translate
this into the (x, y) basis, write
x′i = (z′i + z′i)/2 = (M ijzj +N jjzj)/2 = (M ijxj + iM ijyj +N ijxj − iN ijyj)/2 (5.127)
y′i = (z′i − z′i)/2i = (M ijzj −N jjzj)/2i = (M ijxj + iM ijyj −N ijxj + iN ijyj)/2i .(5.128)
From this, the real-basis form Qr of the transformation Q is easily read off:
Qr =
1
2
(
M +N i(M −N)
−i(M −N) M +N
)
. (5.129)
Our requirement Qr ∈ Lie(SO(2n)) implies that Qr is real antisymmetric, i.e.
M +N = M +N MT +NT = −M −N , (5.130)
M −N = −M +N MT −NT = M −N . (5.131)
Adding the first and the third equation gives N = M . The other two equations imply MT = −N .
Thus,
N = M , M = −M † , (5.132)
and
Q =
(
M 0
0 M
)
with M ∈ Lie(U(n)) . (5.133)
We see that Q does indeed describe an infinitesimal U(n) rotation in the complex basis.
5.8.3 Complex projective spaces
Task: Consider CP n with charts as defined in the lecture and obtain explicitly the transition
functions φi ◦ φ−1j . Give a general formula for the components gi of the Fubini-Study metric in
some chart φk. Show consistency between different charts. In the special case of CP 1 ∼= S2, show
agreement with the round metric on the sphere (up to normalisation).
Hints: Deriving the transition functions is completely straightforward, but some care is needed
concerning the indexing of the variables in the two charts. Getting the Fubini-Study metric in
24Of course, the transformation described by Q is in Lie(SO(2n)) by the very definition of R, such that these
properties could also be derived from elementary differential geometry. But we want a purely algebraic derivation.
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one chart requires just differentiation. To show that the Fubini-Study metric is well-defined, it is
useful to first investigate how the Kahler potential transforms between coordinate patches. Try
to make use of the (multi-variable generalisation) of the fact that ∂z∂z ln(zz) = 0 for z 6= 0. If you
get stuck use, e.g., the lecture notes by Candelas [135] or the Wikipedia page for ‘Fubini-Study
metric’. In the last part, think of the stereographic projection.
Solution: The two sets of local coordinates in φi and φj may be chosen as
(x1, · · · , xn) =
(
z0
zi
, · · · , z
i−1
zi
,
zi+1
zi
, · · · , z
n
zi
)
(5.134)
and
(y1, · · · , yn) =
(
z0
zj
, · · · , z
j−1
zj
,
zj+1
zj
, · · · , z
n
zj
)
. (5.135)
The coordinate change is found by explicitly rewriting each of the xk in terms of the y-coordinates.
For definiteness, let us assume i < j. Then we find for k ≤ i:
xk =
zk−1
zi
=
zk−1
zj
· z
j
zi
= yk · 1
yi+1
. (5.136)
For i+ 1 ≤ k < j:
xk =
zk
zi
=
zk
zj
· z
j
zi
= yk+1 · 1
yi+1
. (5.137)
Then comes a special case: For k = j,
xj =
zj
zi
=
1
yi+1
. (5.138)
Finally, for j < k:
xk =
zk
zi
=
zk
zj
· z
j
zi
= yk · 1
yi+1
. (5.139)
We may summarize all of this in the compact expression
(x1(y), · · · , xn(y)) = 1
yi+1
(y1, · · · , yi, yi+2, · · · , yj, 1, yj+1, · · · , yn) . (5.140)
Obtaining the explicit form of the Fubini-Study metric is easy: Consecutive differentiation
w.r.t. xi and x gives
2K
(k)
i =
xı
1 + xlxlδll
=
xı
σ
with σ ≡ 1 + xlxlδll (5.141)
and
2gi ≡ 2K(k)i =
δi
σ
− x
ıxj
σ2
. (5.142)
Here summation over l and l is implicit in the first line.
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To see invariance under coordinate change, recall that the two metrics in Ui and Uj are
defined as
∂
∂xk
∂
∂xl
K(i)(x, x) and
∂
∂yk
∂
∂yl
K(j)(y, y) . (5.143)
This obviously defines two tensors which will by definition agree if
∂
∂yk
∂
∂yl
K(j)(y, y) =
∂
∂yk
∂
∂yl
K(i)(x(y), x(y)) . (5.144)
Note that here we also have to use the fact that the coordinate change is holomorphic, such that
holomorphic and antiholomorphic indices do not mix under reparameterization.
Now, Eq. (5.144) will clearly hold if
K(i) = K(j)(y, y) + f(y) + f(y) . (5.145)
This is, in fact, known as a Kahler transformation – the natural way in which a Kahler potential
changes between patches on a Kahler manifold.
Showing that this holds is easy if one notes that
2K(i)(x, x) = ln σ(x, x) and 2K(j)(y, y) = ln σ(y, y) (5.146)
with σ as defined above. Moreover, let us think of a different way of labelling our coordinates as
follows:
xk ≡ zk/zi and yk ≡ zk/zj , (5.147)
such that k = 0, · · · , n, but with the caveat that xi = 1 and yj = 1 and hence these two do not
count as coordinates. In this notation, one has
σ(x, x) =
n∑
k=0
|xk|2 and σ(y, y) =
n∑
k=0
|yk|2 (5.148)
and
σ(x(y), x(y)) = σ(y, y) |zj/zi|2 = σ(y, y) |yj/yi|2 . (5.149)
Hence, we obtain the above form of a general Kahler transformation with f(y) = ln(yj/yi). This
completes the demonstration that the metric is well-defined.
Finally, let us consider the specific case of CP 1. In the patch U0, we have
2gxx =
1
1 + |x|2 −
|x|2
(1 + |x|2)2 =
1
(1 + |x|2)2 (5.150)
and, with x = r exp(iφ),
ds2x = gxxdx dx+ gxxdx dx = 2gxxdx dx =
dr2 + r2dφ2
(1 + r2)2
. (5.151)
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This has to be compared with the round metric on the unit sphere,
ds21 = dθ
2 + sin2 θ dφ2 . (5.152)
Now imagine that this sphere is centered at the origin in R3 and map it to the x-y-plane using
rays originating in the north pole and intersecting the plane and the sphere (stereographic
projection).25 Elementary geometry proves that the ray which intersects the sphere at (θ, φ) will
enclose an angle θ/2 with the negative vertical axis. Hence, parameterising the plane by the
complex variable x = r exp(iφ) as above, we have r = tan(θ/2). Thus, 2dr/dθ = 1+tan2(θ/2) =
1 + r2, which gives
ds2x =
dθ2
4
+
tan2(θ/2)
(1 + tan2(θ/2))2
dφ2 =
dθ2
4
+ tan2(θ/2) cos4(θ/2)dφ2 =
1
4
(dθ2 + sin2 θ dφ2) (5.153)
and ds2x = ds
2
1/4, as proposed. Our complex x-coordinate covers the sphere without the north
pole. The coordinate change x→ 1/x takes us to the second coordinate patch, which covers the
sphere without the south pole.
6 The flux landscape
The general idea will be to consider compactifications with non-zero internal components of the
RR and NS field strength tensors Fp and H3. This induces a non-zero superpotential depending
on the moduli of the supergravity models discussed above and leads to moduli stabilisation.
Moreover, the number of available distinct models jumps from 108 to 10600 (or, in more general
geometries – roughly speaking including D-branes – even much higher). A small fraction of them,
which would still be an enormous number, are expected to have broken supersymmetry and a
positive cosmological constant. If true, this implies a paradigm shift in fundamental physics com-
parable to the Copernican revolution: Our fundamental physics parameters are not fundamental
at all but drawn from a large set of solutions - the string theory landscape. It may even become
unavoidable to invoke anthropic considerations to come to terms with the implications [183]. We
will now discuss this in detail following the path of the Bousso-Polchinski model [184], the more
realistic GKP setting [128] and the KKLT [185] and LVS [186] proposals.26
6.1 Compact geometries with p-form fluxes
Let us start with a few general comments on p-form gauge theories. Consider a (p−1)-form gauge
theory in d dimensions, with an action of type (we disregard purely numerical prefactors)∫
1
g2
Fp ∧ ∗Fp +
∫
(p−2)−brane
Ap−1 . (6.1)
25 Beware that an alternative form of the stereographic projection uses a unit sphere centered at (0, 0, 1) ∈ R3.
This corresponds to scaling distances on the plane up by a factor of two.
26See [187] for a discussion of earlier references emphasising the non-uniqueness of string compactifications and
the resulting need for anthropic considerations.
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One can easily show that a dual description is provided by a theory based on the (d− p)-form
field strength F˜d−p. The latter is defined as
F˜d−p =
1
g2
∗ Fp , (6.2)
which in turn leads to the definition of a dual gauge potential via
F˜d−p = dA˜d−p−1 . (6.3)
In these new variables the action takes the form∫
1
g˜2
F˜d−p ∧ ∗F˜d−p +
∫
(d−p−2)−brane
A˜d−p−1 with g˜ =
1
g
. (6.4)
While the new kinetic term is just a rewriting of the old one, the charged objects coupling to the
dual potential are different. In fact, both types of charged objects are present in the full theory.
But the coupling of any one of them to the fields can only be explicitly given on one side of the
duality.27
The above is of course familiar from electrodynamics, where d = 4 and p = 4− p = 2, such
that the tilde is really necessary to distinguish the otherwise identical-looking dual descriptions.
The charged objects on both sides are 0-branes, i.e. particles.
Now let us consider the particularly simple case of F1 in d = 4, which is of course nothing
but a scalar (axion) field model, with A0 ≡ φ:∫
f 2(∂φ)2 + φ(xi) . (6.5)
The last term is the coupling to an instanton, a tunnelling event localised at a point in spacetime.
Clearly, such objects can not be included in an initial field configuration – one has to sum over
them and integrate over all the xi in the path integral.
In case this concept is unfamiliar, here is a brief excursion concerning instantons (see
[68, 189–191] as well as many QFT textbooks). The ‘classical’ setting is in fact that of a gauge
theory coupled to a periodic pseudo-scalar or axion-like-field or axion for short. For definiteness,
say the gauge group is SU(2):
L = 1
2g2
trFµνF
µν +
φ
8pi2
trF ∧ F . (6.6)
The term multiplying φ is a total derivative but there exist field configurations (which can not
be smoothly deformed to the vacuum) on which the integral gives 8pi2n with n ∈ Z. Very roughly
speaking, the existence of such a field configuration is related to the fact that SU(2) ∼= S3 and the
27 The purely classical dualisation above can also be performed at the quantum level, i.e. under the path integral.
The basic idea is to implement the original Bianchi identity constraint dFp = 0 by a Lagrange multiplier, i.e. by
adding a term dFp ∧ Ad−p−1 to the action. Then one can integrate out Fp, arriving at the dual action. In the
latter, the Lagrange multiplier Ad−p−1 has become the new dynamical field.
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possibility of identifying this group-theoretic S3 with the S3 of radial coordinates in R4. In the
euclidean path integral, one has to sum over all such ‘bumps of energy-density’ (to be interpreted
as local tunnelling events, leading from vacuum to vacuum). One also has to integrate over all
their sizes 1/M and positions. The events are suppressed by their action – exp(−Si) – and for
large Si one uses the ‘dilute gas approximation’ (cf. Fig. 27). It should now be clear in which
sense our model of (6.5) corresponds to instantons of an SU(2) (more generally SU(N)) gauge
theory: The point at which the gauge-field-theoretic instanton is localised is identified with xi
and the F ∧ F term of the lump of field strength is replaced by an approximate δ-function.
Figure 27: Instantons as localised lumps of field strength (figure adapted from [192]).
Still within our excursion about instantons, we recall that a model with a periodic scalar
like that of (6.5) can be derived by compactifying a 5d U(1) gauge theory to 4d. Interestingly,
this also has instantons, but of a very different type (cf. Fig. 28). We leave it as an exercise for
the reader to derive the correct coupling of this type of instanton to φ. This ends our instanton
excursion.
Figure 28: Effective instanton arising from a particle-antiparticle fluctuation wrapping the com-
pact space of an S1 compactification (figure adapted from [192]).
As a side remark, the dual theory has field strength H3 = dB2 and couples to strings (which
are here unrelated to any fundamental string theory). What interests us here is flux quantisation,
which is particularly easy to understand in this case: If our spacetime has non-trivial one-cycles,
the gauge potential φ does not need to be globally well-defined. Instead, assuming e.g. that x3
parameterises an S1, it may obey
φ(xi) = φ(xi + 2piR) + 2pin , n ∈ Z . (6.7)
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The shift must be integer or else exponential of the instanton coupling, exp(iφ(xi)), would not
be well-defined. Another way to formulate the same condition is∮
F1 = 2pin . (6.8)
Here n is a discrete choice one has to make when defining the theory on a spacetime with a
non-trivial 1-cycle. An analogous non-trivial boundary condition would arise if the 5d topology
were trivial but the loop in (6.8) were wrapped around n strings.
The above is clearly analogous to the familiar statement∮
S2
F2 = 2pin (6.9)
for electrodynamics and an S2 enclosing n magnetic monopoles. But this case is not our interest
at present. What we care about is flux quantisation,∮
cp
Fp ∈ 2pi Z , (6.10)
which is simply a requirement of (quantum-mechanical) consistency of a p-form gauge theory
(and its dual). We see that, in the absence of charges, the flux can only be non-zero if a non-
trivial p cycle exists in the geometry. If so, it is determined by a discrete choice one has to make
for every such p-cycle.
Now let us compactify a 4d model with a 0-form gauge theory (an axion) to 3d on S1. The
compact geometry has a single compact 1-cycle. This allows a choice of boundary condition
or, equivalently, 1-form flux on the S1. The freedom is precisely that of choosing n ∈ Z in
(6.7). Thus, one obtains an infinity of 3d models with different vacuum energy: Indeed, from the
perspective of the non-compact dimensions {x0, x1, x2} the gradient term (∂3φ)2 contributes to
the cosmological constant. This already represents a small flux landscape. Moreover, the theory
possesses strings. Let us include an infinite string in our compactification. This string is a point
in the compact x3-direction and hence still has two dimensions – one time and one spacelike –
in the noncompact (2 + 1)-dimensional spacetime. It is hence a domain-wall in the noncompact
2d space. Once can convince oneself that, on the two sides of this wall, the flux on the S1
differs by one unit. Hence our flux landscape is actually not just a collection of different theories,
but it possesses a dynamics allowing one to change between those: This dynamics is bubble
nucleation (cf. Fig. 29). The surfaces of the bubbles are the domain walls made of the higher-
dimensional charged objects. This crucial feature will survive in the full-fledged string theory
landscape.
Clearly, an analogous situation may be considered if one compactifies, for example, a 6d
gauge theory to 4d on S2. The S2 may be given 2-form flux in the sense of (6.9), giving rise to
a 4d landscape of vacua labelled by n. In this case, the flux quantisation is literally based on
the same logic that forces the F2 integral around a magnetic monopole to be quantised. One
may also use the U(1) principle bundle approach to gauge theories to think of this in terms of
non-trivial fibrations of U(1) over S2, which are known to be labelled by an integer, our flux
number. The case of unit flux corresponds to the famous Hopf fibration (see e.g. [193–196]).
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Figure 29: Bubble nucleation in a 4d-to-3d toy model with 1-form flux.
6.2 Bousso-Polchinski model
We have just understood that the compactification of higher-dimensional p-form theories provides
apparently rather general mechanism for creating 4d ‘landscapes’. Now let see how this is reflected
in an effective field theory which works directly in 4d [184] (see also [188]). Such an effective
description arises naturally if we consider the (somewhat special) case of a (d − 1)-form gauge
theory in d dimensions. Our specific interest is of course in 3-form gauge theories in d = 4:
S = −
∫
1
Λ4
F 24 +
∫
domain wall
A3 . (6.11)
Without sources, the equation of motion d ∗ F4 = 0 implies that F4 is constant, so there are no
propagating degrees of freedom. The only dynamics is that of domain walls, which have some
tension and hence move according to their own classical dynamics. Moreover, they couple to A3
and hence source F4.
With the domain wall comes a 1-form current, appearing in
1
Λ4
d ∗ F4 = j1 , (6.12)
which is localised at the wall. As is generally the case in p-form gauge theories, the integral of the
current counts the number of charged objects. In the most familiar case of 4d electrodynamics,
the integral of the 3-form current over a spatial 3d volume counts the number of charged-particle
worldlines crossing that volume. Here, our 1-form current should integrate to unity on any line
that crosses the domain wall once. Concretely, consider a finite line, with beginning and end
point on opposite sides of the wall, such that
1 =
∫
Line
j1 =
1
Λ4
∫
Line
d ∗ F4 = 1
Λ4
(∗F4)
∣∣∣x2
x1
. (6.13)
From this, we see right away that the scalar ∗F4 jumps by Λ4 when crossing the wall. The dual
description, though even more exotic, is simpler:
S = −
∫
Λ4 F 20 , (6.14)
without any meaningful ‘A−1’ or sources. The 0-form field strength is classically identified with
∗F4, it is constant in spacetime by its Bianchi identity, dF0 = 0, and it only takes discrete values.
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This follows from the solution for F4 in the vicinity of a domain wall discussed above. It can also
be viewed as a degenerate version of flux quantisation. The set of vacua following from the F0
description is displayed in Fig. 30.
Figure 30: Flux discretuum of a 3-form gauge theory.
Now let us assume that our 4d theory possesses a large number of such 4-form fields,
S = −
∫ N∑
i=1
Λ4i F
2
i, 0 . (6.15)
This can arise, for example, if it originates from a compactification of a higher-dimensional p-
form gauge theory on a compact space with N (p+1)-cycles. The flux on each of those cycles
then corresponds to the flux number n in one of the F0-models in (6.15). The two-field case is
illustrated in Fig. 31.
Figure 31: Flux discretuum of a 3-form gauge theory with two fields.
Each flux choice n = {n1, · · · , nN} gives rise to a particular cosmological constant
λ(n) ≡ V (n) =
∑
i
Λ4in
2
i . (6.16)
One may ask how many different flux choices lead to λ(n) < λ0. To simplify the discussion,
let us assume that all 4-form gauge couplings are equal: Λi = Λ. The number of flux choices is
then simply the number of lattice points n ∈ ZN inside a ball of radius √λ0/Λ2. The lattice is
N -dimensional, so the desired number is
K(λ0) ∼ (
√
λ0/Λ
2)N . (6.17)
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If
√
λ0 > Λ
2, this grows exponentially fast with N . In particular, the number δK(λ0, δλ) of
points leading to
λ ∈ [λ0, λ0 + δλ] (6.18)
will be extremely large for large N . This remains true if N is only moderately large (say N =
O(100), as suggested by the number of 3-cycles of the quintic). It will also still be true if δλ is
chosen very small:
δK(λ0, δλ) ∼ (
√
λ0/Λ
2)N−1(δλ/
√
λ0Λ
2) . (6.19)
Note that we do not have to be afraid that regularities in the distribution of λ-values could lead
to intervals into which λ never falls: Such possible regularities will be destroyed if we make all
Λi different, as expected in a more realistic situation.
So far, we have a model with many solutions. These solutions give rise to a discretuum of
cosmological constants, which becomes extremely dense in the region λ & Λ4 (where Λ sets the
typical scale for the couplings Λi). Now, by adding a negative cosmological constant λAdS < 0,
such that
S = −
(∫ N∑
i=1
Λ4i F
2
i, 0 + λAdS
)
, (6.20)
we can shift this dense discretuum downward. In this model, we are statistically guaranteed that
vacua with an extremely small cosmological constant exists. Clearly, due to the possible bubble
nucleation processes these vacua will only be metastable, but they can be very long-lived. We
will play with numbers later on to see how small λ(n) in the model of (6.20) can really become.
6.3 The type-IIB flux landscape (GKP)
The key idea or observation is that, in type IIB Calabi-Yau compactifications, the 3-form fluxes
of H3 and F3 can play roughly the role of the multiple fluxes of the Bousso-Polchinski model
discussed above. The details are, however, more complicated and in part qualitatively different,
mainly due to the central role of supersymmetry.
We start with the intuitive observation that a non-zero flux on a compact cycle (say a 1-
cycle) clearly has an energetic effect. Indeed, let us for simplicity assume that the compact space
is S1A × S1B and one unit of 1-form flux sits on the B-cycle. Then∫
dyB F1 = 1 and hence F1 ∼ 1/RB . (6.21)
This gives rise to a contribution to the action
S ⊃ −
∫
d4x
∫
dyA dyB F1 ∧ ∗F1 ∼ −
∫
d4x (RARB) · 1
R2B
∼ −
∫
d4x
RA
RB
. (6.22)
We learn that a flux on a cycle prevents this cycle from shrinking. More generally, if there are
fluxes of various values on various cycles of a compact space, then these fluxes tend to stabilise
the shape of the manifold in a certain way. Specifically, the ratio between the volumes of two
cycles gets stabilised roughly according to the ratio of the flux numbers on these cycles.
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Concretely, we expect that 3-form fluxes will stabilise (give mass to) the complex structure
moduli, which as we know govern the ratios of 3-cycle volumes. But this is not possible in a 4d
supergravity model without superpotential since for W = 0 no scalar potential is induced.
To make the right guess for the form of the expected flux-induced W, it is useful to observe
that (already in 10d) one can use the complex scalar field
S = C0 + ie
−φ (6.23)
to define a complex 3-form flux
G3 = F3 − S H3 . (6.24)
The kinetic terms of the two 3-form fields take the simpler form (suppressing constant prefactors)
S ⊃
∫
d10xG3 ∧ ∗G3 . (6.25)
With this, one may guess the mathematically natural expression for the superpotential in-
duced by 3-form fluxes:
W =
∫
X
G3 ∧ Ω3 . (6.26)
This is known as (the type IIB version of) the Gukov-Vafa-Witten superpotential [197]. The
latter has first been postulated and mathematically justified (in an abstract way) for M-theory
compactifications to 3d on Calabi-Yau 4-folds:
WGVW =
∫
X4
G4 ∧ Ω4 . (6.27)
In the famous paper by Giddings, Kachru and Polchinski (GKP) [128] (see also [201] and [202]
for a review), this superpotential was used and justified explicitly by comparing the 4d scalar
potentials derived from 4d N = 1 supergravity and directly from 10d.
Now one can make this fully explicit by normalising the 3-form fields such that flux quanti-
sation takes the form
1
2piα′
∫
F3 ∈ 2piZ , 1
2piα′
∫
H3 ∈ 2piZ (6.28)
for integrals over integer cycles (see e.g. [151] for more details and examples). Equivalently, one
may decompose the fluxes in a symplectic integral form basis,
F3 = −(2pi)2α′(faωAa + fb3/2+bωbB) , H3 = −(2pi)2α′(haωAa + hb3/2+bωbB) , (6.29)
where the entries of the coefficient vectors f and h now have to be integer. With this the
superpotential, given in its simplest and mathematically natural form above, can be worked out
explicitly:
W =
∫
X
G3 ∧ Ω3 = (2pi)2α′ (f − Sh) · Π(z) . (6.30)
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The scalar potential reads, as usual,28
V = eK
(
Ki(DiW )(DW ) +K
αβ(DαW )(DβW )− 3|W |2
)
. (6.31)
Here we have, for simplicity and since they all appear in W = W (S, z), combined the axio-dilaton
S and the complex structure moduli z1, · · · , zh2,1 in one vector:
zi = {S, z1, · · · , zh2,1} . (6.32)
We have furthermore redefined
Kc.s − ln(−i(S + S)) → Kc.s , (6.33)
absorbing the axio-dilaton Kahler potential into the complex-structure Kahler potential.
It is essential that W is independent of the Kahler moduli Tα. Moreover, the Kahler modulus
Kahler potential takes the special form KK = − ln(V2), with V2 a homogeneous function of the
Tα of degree three. This constitutes a so-called no-scale model, implying the very special result
that the last two terms in (6.31) exactly cancel [203]. This is discussed in more detail in Problem
6.9.1. In the simplest case of a single Kahler modulus,
KK = −2 ln(V) = −2 ln((T + T )3/2) = −3 ln(T + T ) , (6.34)
the cancellation of the last two terms in (6.31) is easily observed. Hence, we have
V = eK Ki(DiW )(DW ) . (6.35)
Moreover, the equations for unbroken SUSY (the F -term conditions)
DiW = 0 for i = 1, · · · , b3/2 , (6.36)
represent b3/2 equations for equally many complex variables. They will in general possess a
solution (or a finite set of solutions). This fixes all zi to specific values. One may view these
fields, which now have a large mass in this positive definite potential, as being integrated out.
The result is a model depending just on T (or, more generally, all Kahler moduli) in which
V = V (T, T ) ≡ 0 . (6.37)
Since
F
T
= DTW = KTTKTW =
(
3
(T + T )2
)−1
(−3)
(T + T )
W = −(T + T )W 6= 0 , (6.38)
supersymmetry is broken. The scale at which it is broken (e.g. the gravitino mass eK/2W ) is not
fixed since T is not fixed. The explains the name no-scale model.
28 The ambiguity of the normalisation of Ω cancels out since Ω also appears in K. However, relative to the
conventions of [128] we have absorbed a factor of ln(2pi) into the definition of K to be consistent with our previous
supergravity definition of the scalar potential.
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One of the key points of [128] (known as ‘GKP’) is that they established this vanishing
potential not only (as we just did) indirectly, via 4d SUGRA arguments, but by explicitly pro-
viding the 10d geometry. The term ‘explicitly’ is here interpreted as follows: One assumes that
a Calabi-Yau metric is given (this is of course not explicit but rests on the famous existence
theorem). Then, given in addition certain fluxes and other sources in the Calabi-Yau (e.g. O3-
planes and D3 branes), one is able to write down differential equations determining the actual
metric, including backreaction from fluxes. This metric corresponds to a flux compactification
to 4d Minkowski space. In fact, there is a family of such solutions, corresponding to the flat
direction characterised by the ‘no-scale modulus’ T , as explained above.
6.4 Kahler modulus stabilisation and SUSY breaking (KKLT)
The leading proposals for Kahler moduli stabilisation and the realisation of a positive cosmolog-
ical constant are known as KKLT [185] and LVS (Large Volume Scenario) [186]. We will discuss
them in the next three sections. For further suggestions see e.g. [204,205].
We start with KKLT. As in the previous section, we focus on the simplest case h1,1 = 1,
such that
K = −3 ln(T + T ) and W = W0 = const. (6.39)
The complex structure moduli have been integrated out and the corresponding flux choice (to-
gether with the VEVs of the zi which it prescribes) has fixed W0. At leading order, we have
V ≡ 0 and SUSY breaking with m3/2 = eK/2W0.
Various (quantum) corrections will generically lift the flatness of V , breaking the no-scale
structure. This can be α′ corrections (corresponding to higher-dimension operators in 10d), loop-
corrections, non-perturbative instanton effects or non-perturbative effects from (SUSY) gauge
theory confinement (also known as gaugino condensation). The last two of these four qualitatively
different effects lead to technically similar results. In particular, W is corrected according to
W0 → W0 + Ae−2piT/N , (6.40)
by either instantons (in this case N = 1) or by gaugino condensation (here N is the dimension
of the fundamental representation of the gauge group SU(N)). This type of corrections (see
[190,191] for reviews) is one of the basic ingredients of the KKLT-scenario for (complete) moduli
stabilisation and SUSY breaking [185] which we will describe in the rest of this section.
We will not introduce the technology necessary to analyse the case of gaugino condensation
(see [206,207] for its original discussion in heterotic models). Suffice it to say that, if a stack of N
D7 branes is wrapped on a 4-cycle with volume ∼ReT , the 4d theory contains a corresponding
N = 1 super-Yang-Mills theory. The latter exhibits confinement, as familiar from the non-SUSY
QCD sector of the Standard Model. In the SUSY case, confinement is characterised by a non-
zero Wnon−pert. ∼ Λ3. Here Λ is the confinement scale and its relation to Wnon−pert. follows on
dimensional grounds. Using also the fact that the 4d gauge coupling squared is ∼ 1/ReT by the
standard logic of Kaluza-Klein reduction from 8d to 4d, one may run from high to low energy
scales and determine at which scale the gauge coupling reaches O(1) values. This fixes Λ in terms
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of ReT , and by holomorphicity leads to Wnon−pert. ∼ exp(−2piT/N), where N comes in through
the beta-function.
Since we have already introduced some of the ideas relevant for instanton effects, we will
describe the instanton case in slightly more detail. For this, it is useful to recall how an instanton
correction in a 5d-to-4d compactification of a gauge theory is related to the possibility of wrapping
a closed electron worldline on a 1-cycle (in this case the unique 1-cycle S1) of the compact space.
This was illustrated in Fig. 28, where the reader was invited to think of a particular type of
e+e− fluctuation of the vacuum. But this time-dependent picture is not necessary – the simplest
and dominant effect corresponds to just wrapping the worldline on the minimal volume cycle (at
fixed 4d space-time point xµ), subsequently integrating over all xµ.
This type of instanton has an obvious analogue in compactifications of higher-form gauge
theories. The effect occurs if the compact space possesses cycles the dimensions of which cor-
respond to the dimensionality of the available charged objects. Our case of interest is type IIB
with its 4-form C4 and the corresponding D3 branes. We think of the electron worldline above
as of a 0-brane and, once it is wrapped in euclidean signature to describe tunnelling, as of an
E0 brane. Analogously, we can think of a D3 brane (now often called an E3 brane) as being
wrapped at fixed xµ on the minimal volume 4-cycle of our Calabi-Yau. This is the origin of
the instanton correction we are after, cf. Fig. 32. Such instantons are called stringy or exotic or
D-brane instantons.
Figure 32: An E3-brane instanton, corresponding to a euclidean D3 brane wrapped on a 4-cycle
of a CY over one of the points of the non-compact space-time R4.
At the quantitative level, we recall that our complex Kahler modulus is T = τ + ic, where
τ =
∫
4−cycle
√
gCY ∼ R4CY . (6.41)
The last expression is, up to the proper normalisation by the tension prefactor, the action of the
wrapped brane. Furthermore, the wrapped brane couples to C4 through
2pi
∫
4−cycle
C4 ≡ c , (6.42)
which is just the 4d axionic scalar in T (recall that we have set 2pi
√
α′ = 1). Thus, a single
instanton contributes to the 4d partition function as
∼ e−2piτ e−2piic , (6.43)
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where the first factor is the tunnelling suppression by the euclidean brane action. The second
factor comes from the part of the D3-brane action displayed in the previous line. It can equiv-
alently be viewed purely in 4d as the coupling of the 0-form gauge field c to its 0-dimensional
charged object, the instanton.
Summing over all numbers of instantons and anti-instantons (which come with e+2piic) leads
to an exponentiation:
L4d ⊃ exp
[∼ e−2piτ cos(2pic)] . (6.44)
The term in the exponent is the instanton correction to the 4d effective action and it is pre-
cisely analogous to the possibly more familiar gauge theory case. Here, one gets corrections
∼ e−8pi/g2 cos(2piφ), where g is for example the strong gauge coupling and φ the QCD axion,
famously obtaining a cosine-potential from this effect.
In SUSY, such instanton corrections can enter the 4d effective action only through either K
or W :
W0 → W0 + Ae−2piT or K → K +Be−2piT + c.c. . (6.45)
Which of the two happens depends on the geometry of the wrapped brane and will not be
discussed here [198] (see [190,191] for reviews as well as [199,200] and refs. therein). For KKLT,
we require that a correction to W arises. We also note that the τ and c dependences are such that
they combine in a holomorphic function of T (as required by SUSY), with the proper periodicity
in Im(T ). Conversely, as shown in the problems, the evaluation of the scalar potential on the
basis of W from (6.45) leads to a term of the type of (6.44).
We can now finally proceed with the analysis of the 4d effective theory, defined by
K = −3 ln(T + T ) and W = W0 + Ae−aT . (6.46)
It is a straightforward exercise (Problem 6.9.1) to derive the scalar potential V (τ, c), integrate
out c (by simply finding the minimum in c), and thus to obtain
V = V (τ) . (6.47)
The qualitative behaviour of this potential at W0  1 is displayed in Fig. 33. It is easy to derive
by analysing the standard supergravity formula for V in the regimes e−aT  W0 and e−aT  W0.
One checks that V grows at small τ and approaches zero from below at large τ . This is sufficient
to conclude that the qualitative picture is that of Fig. 33.
Moreover, it is easy to prove in general that the supergravity scalar potential has an extremum
at supersymmetric points, where the F -terms and hence the first, positive-definite term in the
supergravity potential formula vanish,
DW = −aAe−T − 3
T + T
(
W0 + Ae
−aT ) = 0 . (6.48)
In our case this extremum is always a minimum. Assuming c = 0, this vanishing-F -term condition
is solved (implicitly in τ) if
W0 = −
(
1 +
2
3
aτ
)
Ae−aτ (6.49)
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Figure 33: Qualitative behaviour of the scalar potential arising after the inclusion of instanton
or gaugino condensation effects in W .
holds. The conclusion that W0 must be real and negative is a mere consequence of our simplifying
assumption c = 0. For a general phase of W0 (and A), we would simply have found a non-zero
value of c at the minimum. This is not important for us.
What is important is the conclusion that W0 must be exponentially small for parametric
control, i.e. to have RCY  1. Of course, making W0 small should not be a problem since it
depends on the flux choice – it can hence be finely tuned in the landscape. In fact, to be sure that
nothing goes wrong one needs to know that the statistical distribution of W0 in the complex-
W0-plane for random flux choices has no special feature near the origin. This crucial fact, more
precisely the flatness of the distribution of |W0|2 values near zero, has been established with
some level of rigour in [208].
Thus, we have uncovered a landscape of supersymmetric vacua with a negative cosmological
constant, so-called SUSY AdS vacua. (Note that, in the ‘first step of KKLT’ leading to these
solutions the broken supersymmetry of GKP is restored in the minimum). But to describe
the real world we need a positive (even though very tiny) cosmological constant and broken
supersymmetry. Moreover, turning at least a small fraction of the SUSY-AdS vacua above into
dS vacua is essential for eternal inflation, the presently leading mechanism for populating the
landscape cosmologically (see Sect. 7).
We first give a much simplified, ‘macroscopic’ description of how dS vacua may arise on the
basis of the above (see e.g. [209–212]). Let us assume that some further details of the model,
such as branes with their gauge theories and charged matter fields, introduce extra light degrees
of freedom X and corresponding corrections to K and W :
K → K(TT ) + δK(X,X, T, T ) , W → W (T ) + δW (X) . (6.50)
Now, let us choose δK and δW in analogy to the one-field O’Raifeartaigh-type model discussed
in Sect. 2.7:
δK ∼ XX − (XX)2 , δW = αX . (6.51)
This will lead to DXW 6= 0 in the vacuum. Moreover, let us choose the parameters such that the
fluctuations of X around this SUSY breaking vacuum have a very large mass. Then the upshot
of the whole construction is that the scalar potential V is supplemented by a so-called uplifting
term
V → V + δV with δV = eKKXX |DXW |2 . (6.52)
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At this generic level of analysis the uplifting term δV could have any T dependence, given
our free choice of the T dependence of δK. In concrete string constructions, for which the above
is a toy model, δV will always be decaying at large volume, cf. Fig. 34. This can be understood
if one imagines that (as is mostly the case) δK and δW are due to some local effect in the CY.
Then, going to large volume, the SUSY-breaking and uplifting effects stay the same in string
units, but the Planck mass diverges. Hence, in standard supergravity conventions with MP = 1,
δV will decay with growing T .
Figure 34: Uplifting to a KKLT dS vacuum.
One may expect that in the huge string theory landscape many options for such an uplift
exist. Yet, it turns out not to be easy to construct an uplift of the above O’Raifeartaigh type
explicitly. Thus, the most explicit uplift has a somewhat different structure: It is the anti-D3-
brane uplift originally suggested by KKLT, which arguably remains the most explicit (though
nevertheless not uncontroversial 29 ) possibility. We turn to this construction, which requires some
more technology, next. As we will see, even though different in detail, the KKLT uplift behaves
qualitatively as explained using the O‘Raifeartaigh toy model above.
6.5 The anti-D3-brane uplift of KKLT
As we explained earlier, a so-called orientifold projection reduces the supersymmetry of a type-II
Calabi-Yau compactification from N = 2 to N = 1. Let us consider the example of an O3-plane
projection, which can locally be thought of as the geometric action
(z1, z2, z3) → (−z1,−z2,−z3) , (6.53)
to be combined with world-sheet orientation change.
Locally, this projection introduces a singularity at {zi} = 0, at which (due to the orientation
change) a so-called O3-plane is localised. This is a negative-tension object which also has opposite
C4-charge
30 compared to a D3-brane. In a consistent compactification, an O3-plane always has
29 There even exists the opinion that no uplift to a dS minimum can ever be constructed for fundamental
reasons, challenging most ideas about how string theory might be relevant to the real world [213, 216]. We will
return to this subject.
30 This is often referred to as D3-charge.
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to come with a certain number of D3 branes for total charge neutrality (tadpole cancellation).
Concretely, the D3 charge of an O3-plane is -1/4. The fractionality is not a problem since the
compact Calabi-Yau after orientifolding will usually have a large number, divisible by 4, of
O3-planes. For example, it is easy to check that T 6/Z2, with the Z2 acting as above, has 64
O3-planes.
Now, given a consistent Calabi-Yau with a number of O3-planes and a corresponding num-
ber of D3-branes, it is possible to replace some or all of the D3-branes by 3-form fluxes. This
possibility arises since, through the Chern-Simons term, 3-form fluxes contribute to the total D3
tadpole. This takes us to the realm of flux compactifications a` la GKP and, if we also allow for
the non-perturbative effects ∼ e−aT introduced above, we will find ourselves in an N = 1 SUSY
setting with O3-planes, D3-branes and fluxes. The O3-planes, the D3-branes and the fluxes all
break SUSY to the same N = 1 sub-algebra of the original N = 2 SUSY of the pure Calabi-Yau
model.
Next, we can think of breaking SUSY by adding a D3 and anti-D3 (for short: D3) brane pair.
The D3 breaks N = 2 to the opposite N = 1 subalgebra, such that 4d SUSY is now completely
broken. D3 tadpole cancellation is not violated since we added two oppositely charged objects.
However, brane and anti-brane attract each other both gravitationally and through C4, so they
will quickly find each other and annihilate, releasing twice the energy density of the D3-brane
tension. Our ‘uplift’ is thus very short-lived and not practically useful.
However, we could avoid having any D3-branes by cancelling the tadpole of the O3-planes
by flux alone. If we now add a D3-brane and increase the flux appropriately to ensure tadpole
cancellation, we appear to have the desired uplift. Now, the D3 still breaks SUSY relative to
flux and O3-planes but there is no D3 which it could attract and annihilate.
Unfortunately, this is not yet good enough since this uplift (by twice the D3-brane tension,
which is string-scale) is much too strong. Indeed, given that the non-perturbative effects and
hence the depth of the original AdS minimum are exponentially small, the situation will be as
in Fig. 35: The uplift is much too strong and no local dS minimum can be generated.
Figure 35: If too high an uplift is added to a model with SUSY-AdS vacuum, no metastable de
Sitter minimum is generated.
Fortunately, the key to a resolution of this problem is already contained in the seminal work
of GKP [128] discussed above. They show explicitly that the metric on a CY orientifold threaded
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by 3-form-flux is not of product type but warped:
ds2 = Ω2(y)ηµνdx
µdxν + gmn(y)dy
mdyn . (6.54)
Here xµ (with µ = 0, · · · , 3) and ym (with m = 1 · · · 6) parameterise the non-compact R4 and
compact X6 part of our total space respectively. This space is, topologically and as a differentiable
manifold, still of product type, R4 ×X6. However, the metric manifold built on this basis does
not share this product structure. As we can see from the warped metric ansatz in (6.54), this
breaking of the product structure is perfectly consistent with 4d Poincare invariance as long as
y enters in the prefactor of the non-compact metric but x does not enter in the prefactor of the
compact part of the metric. One refers to Ω(y) as the warp factor.
Moreover, GKP show that given certain (very common31) features of the CY and a particular
flux choice, the compact manifold develops a strongly warped region. This region is also known
as a Klebanov-Strassler throat [217] and is graphically often represented as in Fig. 36. To
understand that the compact geometry is strongly deformed at strong warping, one also needs
to know that [128,217]
gmn(y) = Ω
−2g˜mn(y) , (6.55)
where g˜ is the Calabi-Yau metric. One says that the compact space is not ‘Calabi-Yau’ but only
‘conformal-Calabi-Yau’. For our purposes, it is essential that strong warping can substantially
change the energy effect of the SUSY-breaking D3 brane placed in the Calabi-Yau orientifold.
Figure 36: Calabi Yau with warped throat. The Calabi-Yau is basically undeformed in the region
of small warping (Ω ' 1) and strongly deformed in the Ω  1 domain (where the D3 brane is
localised).
To understand this central aspect, recall the Schwarzschild black hole metric
ds2 = −f(r)dt2 + f−1(r)dr2 + r2dω2 , (6.56)
where dω2 is the metric on the unit sphere. Clearly, f(r) bears similarity to our Ω2(y). As is well
known, the vanishing of f(r) as one approaches the horizon is responsible for the redshift effect
and the force that pulls any massive object into the black hole. The same happens in our case:
The D3 brane represents a SUSY-breaking local energy density in the warped Calabi-Yau and
this brane is pulled towards strong warping (where Ω  1). Once there, its energetic effect as
31 The feature we need is a so-called conifold singularity. The latter develops when a certain type of 3-cycle
shrinks to zero volume (i.e. z → 0 if z is the modulus parameterising the corresponding period). This is in fact a
generic type of 3-cycle of a CY, so such a situation arises frequently. Conversely, the conifold singularity can be
made smooth (‘deformed’) by ‘blowing up’ a 3-cycle. For more details see e.g. [218].
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seen from the unwarped ‘bulk’ of the Calabi-Yau is greatly reduced. In other words, the anti-
brane naturally sits at the bottom of the warped throat and uplifts the total potential energy of
the compactification only by
Ω4min ×O(1) (6.57)
in string units. The fourth power of Ω arises since, as known from black hole physics, f 1/2 is the
redshift factor and, in our context, we are redshifting an energy density, i.e. an object of mass
dimension four.
As shown in GKP,
Ωmin ∼ exp(−2piK/3Mgs) , (6.58)
where K and M are flux numbers associated with 3-cycles of the Klebanov-Strassler throat ge-
ometry and gs is the string coupling constant. The latter is governed by the modulus S stabilised
by fluxes. Thus, one apparently has enough freedom to choose fluxes in such a way that Ωmin is
exponentially small.32
Before moving on, it should be mentioned that a debate about the metastability of the anti-
brane at the bottom of the throat has been going on for a number of years (see [222–227] and
refs. therein). Indeed, as should be clear form the above the D3 breaks SUSY (in the absence of
any D3 brane) against the fluxes in the throat. It can annihilate against these fluxes only at the
price of overcoming an energy barrier, making the uplifted configuration at best metastable [221].
However, the backreaction of fluxes to the presence of the anti-brane is poorly understood and
a barrier-free decay or outright instability has been claimed. In spite of many efforts to show
the opposite, long-lived metastability as described in [221] has remained plausible [223,225]. On
the other hand, a better, fully-backreacted understanding of the geometry with the anti-brane
included would be highly desirable but remains challenging.
Let us now assume that the above D3 uplift does indeed provide metastable SUSY breaking
and estimate its magnitude. For simplicity, we disregard factors of gs such that the tension of
the 3-brane in either the 10d string or Einstein frame is O(1) × l−4s ∼ O(1). Here we also, as
before, use conventions in which all dimensionful quantities in 10d are measured in units of
the string scale or the inverse string scale. If there were no warping then, compactifying, the
D3 brane tension (more precisely twice this number - see above) induces a 4d energy density
∼ O(1). Note that we are still using string units and our 4d Planck mass is M2P ∼ V (i.e. we are
in a ‘Brans-Dicke frame’). Next, we Weyl rescale the 4d metric to go to the 4d Einstein frame.
This amounts to using 4d Planck units (i.e. setting the Planck mass to unity) in the 4d effective
action. Since, in this process, dimensionless ratios of physical observables do not change, we have
ρEinstein
D3
(M4P )Einstein
∼ ρ
Brans−Dicke
D3
(M4P )Brans−Dicke
∼ 1V2 or ρ
Eistein
D3
∼ 1V2 ∼
1
τ 3
. (6.59)
Most naively, one would now like to include warping by multiplying with the fourth power
of the redshift factor Ω4min [185]. This is correct in principle, but at a quantitative level a further
fine point has to be taken into account [228]: Indeed, the expression (6.58) is valid in the strongly
warped region near the tip of a Klebanov-Strassler throat. It represents correctly the dependence
32 See [219,220] for recent, in part critical comments related to this point.
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of the warping on the relevant discrete flux choice. Yet, if the Calabi-Yau volume is taken to
infinity, then eventually the fluxes become so diluted that their backreaction on the geometry is
negligible and Ω ∼ 1, even at the lowest point of the throat. This can be quantified [228] (see
also [229]) and leads to the more precise warping suppression
Ω4min → Ω4minτ , (6.60)
valid only as long as Ω4minτ  1.
Combining everything, one arrives at
VKKLT = e
K
(
KTT |DTW |2 − 3|W |2
)
+ Vup(τ) , (6.61)
with
K = −3 ln(T + T ) , W = W0 + Ae−aT and Vup(τ) = cΩ
4
min
τ 2
. (6.62)
Here A, a and c are numerical O(1) factors and W0 and Ωmin can be chosen extremely small by an
appropriate flux choice. It is easy to convince oneself numerically or analytically that an uplifted
situation with a metastable de Sitter or Minkowski vacuum as in Fig. 34 can be achieved on the
basis of the above potential. The reader is invited to verify this. The key non-trivial point is that
the AdS minimum is very steep (based on the exponential behaviour of the non-perturbative
superpotential ∼ e−aT ) while the uplift has a relatively flat, power-like τ dependence. Hence, the
local minimum survives the uplift to a value above zero.33
6.6 The Large Volume Scenario
A very promising alternative to the KKLT proposal for Kahler moduli stabilisation in an AdS
vacuum (before uplift) is provided by the Large Volume Scenario or LVS [186, 236]. It has the
disadvantage of being slightly more involved than KKLT but the advantage that the stabilised
value of the volume VLV S may be exponentially large – a feature not available in KKLT due to
the parametric behaviour VKKLT ∼ ln(1/|W0|).
In the simplest realisation, two Kahler moduli Tb and Ts (with the indices standing for ‘big’
and ‘small’) are required. The volume is assumed to take the form
V(τb, τs) ∼ τ 3/2b − kτ 3/2s , (6.63)
with 2τi = Ti + T i and KK = −2 lnV , as usual. Here the small 4-cycle, governed by τs, is also
known as a ‘blow-up cycle’. This is because one may say that it arises from ‘blowing up’ (in
the sense of making smooth) a singularity of a Calabi-Yau with a single large 4-cycle. Explicit
33 We note that a new round of criticism and defense of this construction has appeared relatively recently,
related mainly to the question whether the non-perturbative effect (in this case gaugino condensation) and the
subsequent uplift can also be understood directly in 10d [230–235]. At this point it appears that, yet again, the
success of the KKLT construction remains plausible [233]. An interesting novel criticism was raised in [235]. For
more comments on recent KKLT-criticism see Sect. 8.5.
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geometries leading to a Kahler potential of the required structure and possessing other necessary
features (see below) have been studied, see e.g. [237,238].
As in the KKLT setup of the last section, the first step is to assume that complex structure
moduli and axio-dilaton are supersymmetrically stabilised by fluxes. The only fields we consider
are hence Ts and Tb with the Kahler potential given above and W0 = const. At this level, the
scalar potential is identically zero because of the no-scale structure of K ≡ KK .
Two types of correction are considered: First, instanton corrections or a gaugino condensate
lead to
W = W0 + Ae
−aTs . (6.64)
A generically also present analogous term with an exponential suppression in τb = ReTb has been
neglected since, as we will see below, one eventually finds τb  τs.
Second, there are so-called α′ corrections. The original meaning of the term are higher-
dimension operators in the 10d action, which are suppressed by an appropriate power of ls ∼√
α′ ∼ 1/Ms (see [239] for an introduction and review). The relevant term in the present context
is a particular contraction of four 10d Riemann tensors, the integral of which over the Calabi-Yau
corrects the 4d theory through a modification of the Kahler moduli Kahler potential [240]:
KK = −2 lnV → KK = −2 ln(V + ξ/2) , with ξ = χ(CY )ζ(3)
2g
3/2
s (2pi)3
. (6.65)
Here χ(CY ) is the Euler number of the relevant 3-fold, ζ(3) ' 1.202 is the appropriate value of
the Riemann zeta function, and gs follows from the stabilised value of the dilaton, as usual.
The evaluation of the F -term scalar potential using the standard supergravity formula for
the 2-field model based on Tb,s and defined by (6.64) and (6.65) gives
V (V , τs) ' gse
Kcs
2
(
α2
√
τse
−2aτs
6kV −
α|W0|τse−aτs
V2 +
3ξ|W0|2
4V3
)
. (6.66)
Here α ≡ 4a|A| and Kcs is the complex-structure Kahler potential with flux-stabilised arguments.
The axionic modulus ImTs has already been integrated out, while the Tb-axion remains massless
in this approximation. We leave the straightforward derivation to the reader (Problem 6.9.2).
This scalar potential is easily seen to have a relatively steep minimum in τs. After integrating
out τs, one finds
V (V) ' 3gse
Kcs
2
· |W0|
2
V3
(
ξ
4
− k
2a3/2
ln3/2
(
αV
3k|W0|
))
. (6.67)
Crucially, as observed in [186], this leads to the stabilisation of the last remaining modulus V at
an exponentially large value and at negative cosmological constant. Supersymmetry is mainly
broken by the large F term of Tb.
To be slightly more precise, the parametric control of the final result is achieved as follows:
Eventually, the small-cycle volume is stabilised at
τs '
(
ξ
2k
)2/3
. (6.68)
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This needs to be at least somewhat large, either due to a large Euler number or a small flux-
stabilised values of gs. But then, due to the exponential dependence, the parameter exp(−aτs)
controlling the instanton expansion can easily be extremely small. Similarly, the stabilised value
of V can easily turn out to be huge,
V ∼ |W0| eaτs , (6.69)
where we have suppressed an O(1) coefficient. This is excellent news since the volume is the main
control parameter of the supergravity expansion underlying the whole approach. Nevertheless,
one has to be cautious since there is also the (relatively) small cycle volume τs and hence the
curvature in its vicinity does not become exponentially small in string units. Related to this,
the α′ correction used in the analysis is calculated on a Calabi-Yau, while the realistic case will
also have orientifold planes and branes, with additional α′ corrections that are not yet fully
understood.
We leave the detailed derivation of the formulae given above to the problems. Also, we will
not discuss in any detail LVS-specific issues concerning the uplift. An uplift is of course necessary
since the mechanism discussed leads to a non-SUSY AdS vacuum. One option is to use the same
D3-uplift analysed in the context of KKLT. In addition, specifically in LVS constructions, the
so-called D-term uplift appears to represent a promising possibility (see [241] and [92, 242] for
earlier discussions of the underlying idea).
Let us end with a comment concerning loop effects: While W is protected by supersymmetry,
KK receives corrections which, in different regimes, may be best viewed as either 4d loop effects
in a theory with KK modes, 10d loop effects in a compactified model, or full-fledged string
loop corrections. Consider first a one-field model, where KK = −3 ln(T + T ) at tree level: A
simple scaling analysis shows that a correction δKK ∼ 1/(T + T ), if it arises, can be absorbed
in a constant shift of T under the log and hence does not affect the scalar potential [244]. This
cancellation of the formally leading correction was named ‘extended no-scale structure’ in the
analysis of [245] and it continues to hold in the multi-field case [246] and for the explicitly
derived string loop corrections of simple torus-orbifold models [247]. For the present discussion
the upshot is that the α′ correction with its parametric behaviour δK ∼ 1/(T + T )3/2 produces
the dominant effect in the scalar potential (∼ 1/V3). This justifies a posteriori our neglect of
loop effects in the bulk of this section. However, once several large moduli are present, their
relative size remains unstabilised in an LVS analysis using only α′ effects. Loop corrections are
then the leading contribution which induces a potential, at order 1/V10/3, stabilising all large
Kahler moduli.
6.7 Vacuum Statistics and the tuning of the cosmological constant
Let us now assume that one of the moduli stabilisation and uplifting procedures discussed in
the literature (the two main examples being KKLT and LVS) or some variant thereof works.
Moreover, as we did not explain in detail but only sketched in Sect. 5.7, there should be no
problem in finding a compactification which, at the same time, contains a standard-model-like
sector. Together, this implies the existence of a landscape of realistic 4d EFTs with a certain
random distribution of operator coefficients, including in particular the cosmological constant λ
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and the Higgs mass parameter m2H . Crucially, they would have broken supersymmetry and, at
least in part, positive λ.
Two non-trivial questions can then be asked. First, is it clear that the landscape contains a
vacuum with the apparently highly fine-tuned values of λ and m2H we observe? Second, can we
understand why we find ourselves in a world described by such a very special vacuum?
In this section, we want to discuss, at least briefly, the first (and simpler) of these two
questions. We focus on λ and on KKLT. In this case, a partial answer can be given using a
fundamental technical result of [208] (see also [88,248,249]). In the analysis of [208], the focus is
entirely on the flux stabilisation of complex structure moduli (and the axio-dilaton), i.e. Kahler
moduli are ignored. The setting is (for our purposes) that of type IIB Calabi-Yau orientifolds with
O3/O7-planes. In this setting, the tadpole constraint on the flux vector (f, h) can be calculated
(for details see below) such that one knows precisely in which subset of the space of integer
vectors this object takes its values. Each such value corresponds to a point in complex-structure
moduli space at which the geometry (the variables zi and S) is then stabilised. If the dimension
of the moduli space and hence of the vector (f, h) is large, solving for the zi on the basis of a
given flux value is practically impossible. But, assuming that the set of relevant flux choices is
large, it is possible to talk about the resulting (approximately) statistical distribution of vacua in
moduli space. In fact, in the strict mathematical limit of a large tadpole (taking the restriction
on the length of (f, h) to infinity), this becomes a precise mathematical question.
The key answer given in [208] concerns the distribution of a particular quantity, eK/2W0. It
was shown that, under mild assumptions, the distribution of this number in the complex plane
is flat near zero, cf. Fig. 37. This is not surprising since W0 is by definition a sum of many terms
of varying phase and there is nothing special about obtaining the value zero in total. We now
want to include Kahler moduli (for simplicity a single Kahler modulus) assuming that, for a
large subset of these vacua, instanton or gaugino condensation effects are present. This leads to
W0 → W0 + Ae−aT , (6.70)
eventually giving rise to full moduli stabilisation in AdS with
λAdS ∼ −eK |W0|2 . (6.71)
The flat distribution of the complex number eK/2W0 now implies a flat distribution of λAdS,
reaching up to zero from below (cf. the l.h. side of Fig. 38). After an uplift of the type described
in Sect. 6.4 or 6.5, a dense distribution of λ values including the zero-point is obtained (cf. the
r.h. side of Fig. 38).
It is crucial in this logic that both the value of W0 and the uplift energy can be extremely
small. In the first case, the reason is the tuning in the flux discretuum, as described above. In
the second case it is the exponential warping suppression. Thus, a value of λ very close to zero
can arise after a shallow AdS vacuum is uplifted by a small amount. The restriction to shallow
AdS vacua and small uplifts is crucial for calculational control purposes. Specifically, small W0
implies a relatively large volume and hence a suppression of various higher-order (α′ and string
loop) corrections.
Of course, it is important to quantify how dense the discretuum is and hence how finely
spaced a distribution of λ values in Fig. 38 one can hope for. For this, we need to discuss tadpole
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Figure 37: The distribution of eK/2W0 in the complex plane has no special feature near the origin.
Figure 38: Distribution of the cosmological constant before and after uplift.
cancellation for the C4 potential. By this we mean that the coefficient of the action term linear
in C4 (the ‘tadpole’) should be zero. The intuition behind this is best explained by an analogy
to electrodynamics (see also Sect. 5.7):
Imagine our space were not R3 but compact, say S3. Then by Gauss’ law a static solution
of the Maxwell equations
d ∗ F2 = d ∗ dA1 = j3 (6.72)
clearly requires that the total number of sources add up to zero,∫
S3
j3 = 0 . (6.73)
Even more intuitively, the number of electrons and positrons must be the same since there can
not be more ‘beginnings’ than ‘ends’ of electric field lines on a compact manifold.
In our case, the Chern-Simons lagrangian∫
C4 ∧ F3 ∧H3 ≡
∫
C4 ∧ jflux6 (6.74)
implies that part of the sources for C4 are provided by the 3-form flux. Moreover, the type IIB
equations of motion also imply that G3 is imaginary self-dual [128],
∗6G3 = iG3 , (6.75)
which in turn implies that
∫
CY
jflux6 can not get different-sign contributions from different regions
of the CY. To see this, rewrite F3∧H3 in terms of G3∧G3 and the latter in terms of the manifestly
positive quantity G3 ∧∗G3. The contribution of the fluxes to the C4 source or the so-called ‘D3
tadpole’ can be written as ∫
CY
jflux6 =
∫
F3 ∧H3 ∼ (h, f)2 , (6.76)
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with an appropriately defined (symplectic) product on the space of flux vectors (h, f).
This flux vector contribution to the D3 tadpole has to be cancelled by other charged objects.
We are discussing this before the uplift, so D3 branes are not at our disposal. D3 branes contribute
with the same sign as (supersymmetric) 3-form fluxes. The available options are then only O3-
planes or O7-planes/D7-branes. The first contribute in an obvious way since they are charged
oppositely w.r.t. D3 branes. By contrast, the O7-plane/D7-brane contribution is indirect and
involves an integral over the curvature of the relevant co-dimension-2 submanifold in the 6d
Calabi-Yau. We are not going to spell this out explicitly, but only report the results of a more
general analysis:
Type IIB compactifications in the perturbative regime find their non-perturbative completion
in so-called F-theory models [177] (cf. the brief explanation at the end of Sect. 5.7 and the
reviews [10, 181, 182]). We only recall here that F-theory models are based on the geometry
of an elliptically-fibered (roughly torus-fibered) Calabi-Yau 4-fold. The fibre torus encodes the
information that corresponds, in type IIB language, to the variation of the axio-dilaton S. In
fact, S is identified with the complex-structure parameter of the fibre torus.
In this F-theory setting, the tadpole contribution of the O7-planes and D7-branes above is
encoded in the 4-fold geometry, more precisely in the Euler-number χ4 of the 4-fold. In fact,
this result is much more general: It also includes contributions from 7-branes other than the
standard D7-branes of perturbative type IIB string theory. In our context, the crucial constraint
then becomes
NTΣN ≤ L ≡ χ4
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with N =
(
h
f
)
and Σ ≡
(
0 1
1 0
)
. (6.77)
If this inequality is saturated, the fluxes precisely compensate the tadpole induced by 7-branes
and O-planes. Otherwise, tadpole cancellation can be achieved by simply adding an appropriate
number of D3 branes.
The key geometric input is the availability of 4-folds with Euler characteristics up to χ4 ∼ 106
(see e.g. [250]), leading to L ∼ 105. The number of vacua can then be estimated as [208]
Nvac ∼ L
K
K!
, (6.78)
where K is the number of 3-cycles of the Calabi Yau. This number is crucial in the present
context since it determines the dimension of the flux vector N to be d = 2K. Thus, the estimate
of Nvac above can roughly be understood as the volume of a 2K-dimensional ball of radius
√
L.
This is a natural expectation since we are dealing with a lattice with unit spacing on which the
flux vector can end. Of this lattice only a certain subset, specified by the inequality in (6.77), is
available. The details are slightly more complicated since the metric Σ is not positive definite,
such that the ‘radius’
√
L does not specify a ball but the interior of a hyperboloid (the non-
compact directions of which are, however, cut off by physical arguments and do not lead to a
divergence of Nvac).
In the end, using the (far from maximal) numbers L = 104 for the 4-fold Euler number and
K = 300 for the number of 3-cycles of the corresponding Calabi-Yau orientifold, one arrives at
Nvac ∼ (eL/K)K ∼ 100300 = 10600 . (6.79)
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Even after appropriate reductions for the geometric constraints implied by the gaugino conden-
sation / instanton effect and by the warped throat required for the uplift, this is still more than
sufficient to realise the desired fine tuning for the cosmological constant of ∼ 10−120. In fact,
most naively (ignoring the reduction by geometric constraints) one expects that of the 10600
vacua about 10480 have a cosmological constant of the order of 10−120 or below.
At this point, a comment concerning a more recent development in the context of vacuum
counting has to be made. It concerns the number of several hundred 3-cycles which we used and
which is typical for a CY 3-fold. Clearly, an O7-orientifold of a CY 3-fold has more moduli due
to the freedom of deforming the 4 D7 branes that originally lie on top of each O7 plane. Even
more generally, similar situations can be analysed in the F-theory context, where more types
of co-dimension-2 objects than just O7-branes and D7-planes are available. In this context, the
3-fold complex structure and D7-brane deformation moduli are unified as complex-structure
moduli of the elliptically fibered CY 4-fold. In this F-theory setting, ‘the geometry with most
flux vacua’ (as far as presently known) has recently been identified [251]. The size of the tadpole
is consistent with what was discussed above, but the number K has now roughly speaking to be
replaced by the number of 4-fold complex structure moduli. In the maximal known case, this is
h3,1 = 303, 148. The estimate of Nvac based on the volume of a sphere in flux space is not a good
approximation any more. Instead, a more careful analysis leads to O(10272,000) flux vacua [251].
This exceeds all 3-fold-based estimates by far.
6.8 Higgs mass and other landscape-related issues
Let us now turn away from the need to fine tune the cosmological constant and focus on the Higgs
mass and hence the electroweak hierarchy problem. The Higgs mass parameter m2H depends both
on the µ term of the MSSM (if this model arises at an intermediate energy scale) and on SUSY
breaking soft terms. Moreover, virtually all Standard Model parameters enter through the large
loop effects. (Here we assume that SUSY is broken at a high scale.) All these parameters come
from coefficients of operators in the landscape-derived 4d supergravity model. In the present
course, we have discussed such models including only Kahler and complex structure moduli.
However, matter fields coming from the D-brane sector can easily be added and the resulting
structure is in principle well-understood (see e.g. [9, 146, 148, 158–160]). The values of complex-
structure parameters, which are the main entities known to ‘scan very finely’ in the landscape,
enter in various ways. In many cases, they govern the coefficients of the effective matter-field
lagrangian.
As a result of all of this, it is highly plausible that the fine distribution of landscape points
in the complex structure moduli space will, through several calculational steps, translate into a
fine distribution of values of m2H . Moreover, one expects this distribution to be in no way special
(e.g. more dilute) near zero. Now, the highest SUSY breaking scale conceivable (and hence the
highest natural scale for |m2H |) is MP . Thus, to get down to the weak scale purely by tuning
one has to pay the price of a suppression factor of (100 GeV)2/(1018GeV )2 ∼ 10−32. Thus, even
starting with the modest 3-fold estimate of 10600, we would apparently still be left with
10600 × 10−120 × 10−32 ∼ 10448 (6.80)
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vacua with accidentally small cosmological constant and an accidentally light Higgs in a model
with very high (near MP ) SUSY breaking. Even paying some high additional price for various
model building requirements (gaugino condensate, throats, Standard Model field content and
renormalisable couplings of the right magnitude), there appears to be no problem of finding ‘our
world’ in the landscape. There could of course be the problem that certain features (positive λ,
a particular light fermion spectrum etc.) are simply unavailable. This would clearly invalidate
the simplistic statistical reasoning we presented.
Needless to say, the problem of tuning the Higgs mass to a small value is alleviated if we
also have low-scale (or at least relatively low-scale) SUSY. Such models with low-scale SUSY are
also available in the landscape, in the simplest case by tuning W0, which determines m3/2, to be
sufficiently small. An interesting question is now whether we are more likely to find ourselves in
a world with purely fine-tuned light Higgs or with a light Higgs mostly due to SUSY (possibly
with some extra tuning in addition). One part of the answer can be given by asking how many
of the respective vacua are available. In other words, is it ‘cheaper’ to directly tune for a small
Higgs mass or to tune for a low SUSY breaking scale? The second option may be preferred if one
could lower the SUSY-breaking scale through appropriate model building choices rather than
simply through tuning. Yet another option would be to look for models with technicolor-like
structure (see Sect. 8.1), lowering the Higgs mass in a non-SUSY-related dynamical way. The
above questions have of course been studied from the very beginning of the string landscape
to the present, but no widely accepted answer has so far emerged. The reader may consult
e.g. [88, 336–341] and refs. therein.
Of course, the discussion just started has to remain highly incomplete within the limited scope
of this course. Indeed, not just the SUSY breaking scale but all sub-topics of string model building
or string phenomenology are affected if not governed by vacuum statistics. This includes finding
the right gauge group and matter content in the zillions of brane or gauge bundle configurations
(see e.g. [161,166,170]), understanding statistical aspects of the observed fermion mass patters,
a possibly necessary tuning for a flat inflationary potential (see Sect. 7.1), and many others. Let
us here only emphasise one aspect because it is particularly timely: The apparent genericity of
axions and axion-like particles in the landscape.
As we have explained, in type-IIB models Kahler moduli govern brane volumes and hence
the holomorphic gauge-kinetic functions of 4d SUSY gauge theories:
f(T ) ∼ T = τ + ic . (6.81)
This leads to a 4d term ∼ c trFF˜ , making c a so-called QCD axion in the case of the SU(3)
gauge group of the Standard Model [12,252]. Axions are the most plausible solution of the strong
CP problem: θQCD becomes a dynamical field and its potential automatically drives it to zero.
Thus, the natural presence of axions (they also arise if f is governed by other moduli in the IIA
and heterotic context) is a success of the stringy world view. There are also problems in that
the axion mass tends to be too high in string models [253,254].
The string landscape adds an important aspect to this topic. Namely, it can be shown that
many, in fact possibly extremely many, periodic pseudo-scalars of the type of c arise in some string
compactifications. This idea of the so-called ‘String Axiverse’ has been introduced in [255]. The
possible existence of such axion-like particles (ALPs) and other super-light fields has also been
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studied independently of the string landscape as well as in connection with it, see e.g. [256,257].
A particularly interesting aspect of ALPs is that they can play the role of dark matter, one of the
central puzzles of beyond-the-standard-model physics. In this context, string theory has more to
contribute than just axions since, quite generally, string theory compactifications tend to predict
light sectors in addition to the field content of the Standard Model. In terms of the cosmological
evolution, one then expects so called ‘Remnants’ (see e.g. [258]). This is yet another aspect of
string phenomenology which is strongly influenced by what we think is typical in the landscape.
However, vacuum counting alone is not sufficient to settle all the interesting questions above.
Indeed, it is possible that many more vacua with low-scale SUSY rather than with purely fine-
tuned non-SUSY light Higgs are available. But this would become irrelevant if cosmological
dynamics prefers inflation to always end in vacua with high-scale SUSY-breaking. Thus, we need
to turn to the dynamics which might be responsible for populating the landscape.
6.9 Problems
6.9.1 No-scale Kahler potentials and KKLT
Task: Using the general supergravity formulae given earlier in the course, calculate the scalar
potential of a one-field supergravity model with
K(T, T ) = − ln [(T + T )n] and W = W0 = const. (6.82)
Which striking feature arises if n = 3 ? Try to generalise this special result to the case of m
variables, with e−K being a general homogeneous function of the variables (T i +T
ı
) of degree n.
Returning to the single-modulus case, analyse the so-called ‘KKLT potential’ arising from
the superpotential W = W0 + Ae
−aT for n = 3. Use the notation T = τ + ic, set A = a = 1 for
simplicity and assume |W0|  1. To draw a qualitative plot of V (τ), after minimising in c, it
is sufficient to understand the qualitative behaviour of V in the two regimes |e−T |  |W0| and
|e−T |  |W0|. Throughout, assume τ  1.
Hints: The first part is completely straightforward. For the general case, it is useful to prove
the relation (T i + T
ı
)Ki = −n and to consider its derivatives.
The discussion of the KKLT potential is a straightforward exercise in parametrically
analysing a given function. Note that, in the second regime, you also need to assume that the
axionic variable ImT = c takes the value minimising the scalar potential. The result is shown in
Fig. 33.
Solution: First, we have
K = −n ln(T + T ) , KT = KT =
−n
T + T
, KTT =
n
(T + T )2
= (KTT )−1 (6.83)
and hence
V (T, T ) = eK(KTT |KT W0|2 − 3|W0|2) = eK |W0|2(n− 3) . (6.84)
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We see that for n = 3 the potential vanishes identically, implying that T remains a modulus in
spite of W 6= 0. This is the simplest form of the famous no-scale cancellation.
Now consider the multi-variable case, with
K = − ln f(T 1 + T 1, · · · , T k + T k) (6.85)
and
f(α(T 1 + T
1
), · · · , α(T k + T k)) = αnf(T 1 + T 1, · · · , T k + T k) , (6.86)
as proposed. By Euler’s homogeneous function theorem, we have
(T i + T
ı
)∂i(e
−K) = n e−K (6.87)
and hence
(T i + T
ı
)Ki = −n . (6.88)
Differentiation w.r.t. T

gives
K + (T + T )
iKi = 0 , (6.89)
where we used Kj = K. Multiplying by the inverse metric one obtains
KiK + (T + T )
i = 0 , (6.90)
and after further multiplication by Ki and application of (6.88),
KiK
iK = n . (6.91)
Now one immediately finds the multi-variable result
V = eK(Ki(KiW0) (KW 0)− 3|W0|2) = eK |W0|2(n− 3) . (6.92)
Finally, we turn to the discussion of the model with n = 3 and superpotential W0 + e
−T .
In the first regime, ReT  ln(1/|W0|), we may set W ' e−T . Then the second scalar potential
term, 3|W |2, is suppressed by two powers of the large quantity τ with respect to the F -term
squared. Similarly, DTW ' ∂TW . Hence,
V ' eKKTT |∂T e−T |2 ∼ 1
T + T
|e−T |2 ∼ e
−2τ
τ
. (6.93)
This is positive and monotonically falling.
In the second regime, ReT  ln(1/|W0|), the naively leading term is obtained by setting
W = W0. But this vanishes by the no-scale property. Hence, we need to consider the formally
subleading terms, which involve one power of W0 and one power of e
−T . Such terms, ∼ W0 e−T ,
appear both in the F -term squared and in −3|W |2. But the second contribution suffers a relative
suppression by one power of the large quantity τ . (This is due to the enhancement of the F -term
squared by KTT , which is only partially compensated by KT .) Thus, we find
V ' eKKTT [(∂T e−T )KTW 0 + h.c.] ∼ e−ττ 2 |W0|[ei(c+ArgW0) + h.c.] ∼ −e−ττ 2 |W0| . (6.94)
In the last step, we assumed that c takes the value minimising cos(c + ArgW0) at minus unity.
We see that, at large τ , V is negative and approaches zero from below.
Our two results for large and ‘small’ (still much larger than unity) values of τ guarantee the
presence of a local minimum at negative value of V and with τ ∼ ln(1/|W0|).
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6.9.2 The LVS scalar potential and stabilisation mechanism
Task: Derive the formula for the LVS scalar potential and the two-step stabilisation procedure
as discussed in the main text.
Hints: Correct the supergravity formula for the F -term potential in two ways: First, by the
instanton effect in W (you will need to keep the leading and subleading term), then by the α′
effect in K. From the latter correction, only the leading term is needed, but to derive it some
algebra along the lines of the multi-field derivation of the no-scale potential in Problem 6.9.1 is
required. Basically, one has to correct this analysis by the no-scale breaking α′ effect. Adding
these two corrections, one obtains the desired scalar potential for V and τs. The rest is simple
algebra and elementary parametric analysis.
Solution: The starting point is the basic supergravity formula
V = eK
(
Ki (KiW ) (KW )− 3|W |2
)
, (6.95)
with i, j labelling the Kahler moduli Tb and Ts. Let us for the moment ignore the α
′ correction
and focus only on the effect of the instanton term Ae−aTs that is added to W0. In its absence, V
would be identically zero. A non-zero result arises only because the Ts derivative applied to W
gives a non-zero value. There are precisely three such terms, giving
δV1 = e
K
(
Kssa2|A|2e−2aτs −KsK
[
aAe−aTsW 0 + c.c.
])
, (6.96)
where we disregarded the subleading instanton correction to W in the square bracket and made
use of the fact that the derivatives of K are real in our approximation. Employing (6.90), this
becomes
δV1 = e
K
(
Kssa2|A|2e−2aτs + 2τs
[
aAe−aTsW 0 + c.c.
])
, (6.97)
which we can now easily minimise w.r.t. the imaginary part cs of Ts = τs + ics:
δV1 = e
K
(
Kssa2|A|2e−2aτs − 4τsa|A||W0|e−aτs
)
. (6.98)
To determine Kss, one has to invert the matrix(
Kbb Kbs
Ksb Kss
)
. (6.99)
As explained in the main text, stabilisation will eventually occur in the regime of exponentially
large τb and modestly large τs. Thus, it will be justified a posteriori that we use the relations
τb  τs  1 in the present analysis. One then finds that Kss  Kbb  Kbs = Ksb. This implies
Kss ' (Kss)−1 '
(
3k
8V√τs
)−1
(6.100)
and
δV1 = e
K
(
8
3k
V√τsa2|A|2e−2aτs − 4τsa|A||W0|e−aτs
)
. (6.101)
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We note in passing that this argument can be easily rerun with several rather than just one ‘big’
Kahler moduli. In this case one has to invert a block-diagonal matrix with the above hierarchies
characterising the different blocks.
When calculating the α′ correction, we may replace W by W0 since we are not interested in
quantities which are doubly small. The correction arises since the no-scale cancellation analysed
in Problem 6.9.1 fails. It is hence quantified by
δV2 = e
K
(
KiKiK − 3
)|W0|2 . (6.102)
Moreover, we have
K = −2 ln(V + x) + · · · with x ≡ ξ/2 (6.103)
and with the ellipsis standing for Kahler moduli independent terms. Thus,
Ki = − 2ViV + x = K
(0)
i
V
V + x ' K
(0)
i
(
1− xV
)
, (6.104)
where K(0) is the uncorrected Kahler potential. With this (6.88) takes the form
(T i + T
ı
)Ki = −3
(
1− xV
)
. (6.105)
One may now follow the steps which lead to the no-scale result (6.91) with n = 3. The corrected
formula turns out to be
KiK
iK − 3
(
1− xV
)
= KiK
i
(
3x
V
)

. (6.106)
The term on the r.h. side can be rewritten according to
KiK
i
(
3x
V
)

= −KiKiV · 3xV2 = KiK
iK · 3x
2V . (6.107)
Here we have disregarded the difference between K and K(0) since the whole term is subleading
in the 1/V expansion (see [240] for more complete results). Combining this with (6.106) one
finds, again at leading order in the large volume expansion,
KiK
iK = 3
(
1 +
x
2V
)
= 3
(
1 +
ξ
4V
)
. (6.108)
This completes the determination of δV2. It remains to check that δV1 +δV2 corresponds precisely
to the scalar potential of (6.66).
Next, one may simultaneously minimise (6.66) in V and τs (see the original papers [186,236]
and the appendix of [243], which we mainly follow in this problem). But it may be simpler and
more intuitive to adopt the EFT logic of integrating out the heavier field τs first. For this, one
may focus on the first two terms of (6.66) only. Disregarding terms suppressed by 1/τs, one finds
that the minimum is approximately at
e−aτs ' 3k|W0|
√
τs
αV . (6.109)
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A good approximation for τs is obtained by disregarding the non-exponential τs dependence and
then solving the equation:
τs ' 1
a
ln
(
αV
3k|W0|
)
. (6.110)
The effective potential for V is now obtained by first replacing the exponentials exp(−aτs) in
(6.66) according to (6.109) and then using (6.110) for the non-exponential τs terms. The result
is (6.67).
The approximate minimisation of (6.67) is an easy task: First, note that as V → ∞, the
second term dominates and the potential approaches zero from below. Second, as V falls the
logarithm becomes small enough for the first term to dominate – the potential becomes positive.
Thus, the minimum occurs when the two terms are approximately equal, i.e. at
a
(
ξ
2k
)
' ln
(
αV
3k|W0|
)
. (6.111)
Together with (6.110), this confirms the last two relations of the LVS section of the main text.
7 Eternal Inflation and the Measure Problem
7.1 From slow-roll inflation to the eternal regime
The present course does, of course, assume General Relativity as a prerequisite. Since most
relativity courses include some cosmology, it appears logical to assume that the reader will also
be familiar with the most basic cosmology-related formulae. A selection of relevant textbooks
is [2, 46–49,259–262]. We only summarise the results to set our notation:
The cosmological principle, with excellent support from data, postulates that space is ho-
mogeneous and isotropic on large scales. Together, these two features imply that spacetime can
be represented as a one-parameter family of homogeneous spatial hypersurfaces Ht (with t ∈ R)
which are threaded orthogonally by ‘observer curves’. Each of those is parameterised by the
observer eigentime t. In terms of the 4d metric, this means
ds2 = −dt2 + a2(t) gij dxidxj , (7.1)
where a is the scale factor and gij is the metric on a maximally symmetric 3d space, i.e. on a
sphere, on flat R3, or on a 3d hyperboloid.
In the simplest case, matter comes in the form of a perfect fluid,
Tµν = ρ uµuν + p (gµν + uµuν) (7.2)
with density ρ and pressure p. Then the Einstein equations and the continuity equation reduce
to
3M2P (H
2 + k/a2) = ρ (7.3)
ρ˙+ 3H (ρ+ p) = 0 , with the Hubble parameter H = a˙/a . (7.4)
184
Here k = +1, 0,−1 distinguishes the three cases of positive, zero and negative spatial curvature.
A case of particular interest is that of a scalar φ with potential V (φ). Using the standard
result ρ = T + V and p = T − V (with T = φ˙2/2), one then immediately sees that (7.4) takes
the form
φ¨+ 3Hφ˙+ V ′ = 0 . (7.5)
Standard slow-roll inflation [263–268] arises in the regime where the potential V is sufficiently
flat. This is conventionally quantified by requiring smallness of the two slow-roll parameters
(MP = 1 here and below):
 ≡ 1
2
(
V ′
V
)2
 1 and η ≡ V
′′
V
 1 . (7.6)
Indeed, in this regime φ¨ can be neglected in the equation of motion for φ and ρ is dominated by
the potential energy. Thus, cosmology is described by
3Hφ˙ = −V ′ with H2 = V/3 and a = exp(Ht) . (7.7)
Here we have disregarded the curvature term k/a2 since it anyway quickly becomes subdominant
as a grows while H remains approximately constant. This represents a so-called quasi-de-Sitter
situation, exact de-Sitter expansion corresponding to an exactly constant (rather than slowly
changing) H in the last equation of (7.7).
In standard inflationary cosmology one assumes that this situation lasts long enough to
explain the flatness and homogeneity of our present-day universe. But eventually it ends since φ
rolls into a region where the slow-roll conditions cease to hold. In the simplest case, φ oscillates
about its minimum and eventually decays to Standard Model particles, reheating the universe
(cf. Fig. 39).
Figure 39: Slow-roll inflation ending in field oscillations and reheating.
Crucially, while in the slow-roll regime, φ does not only roll classically but is, at the same
time, subject to quantum fluctuations. To understand this qualitatively, it is useful to consider
the simplified case of pure de Sitter (V (φ) = const. and hence H = const.). It is then easy to
determine the inward-going geodesics in the relevant metric (k = 0 for simplicity)
ds2 = −dt2 + e2Htdx2 . (7.8)
One finds that, above some maximal radius r0 (with r
2 ≡ dx2), they never reach the origin.
In other words, there exists a cosmological horizon. Its size is of the order of the de Sitter
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radius 1/H. Each spatial slice falls into many so-called de Sitter patches, which are causally
disconnected. As the universe evolves, the exponential expansion increases their number by e3
in a Hubble time tH ≡ 1/H.
At the moment, all we need to conclude from the above is that a single geodesic observer,
who by definition sits in the centre of his or her de Sitter patch, is surrounded by a horizon.
This observer sees space expand and sees objects disappear forever as they cross the horizon.
To be precise, the observer stops seeing them before they cross the horizon due to the diverging
red-shift which affects their radiation (if emitted backward towards the central observer). We
assume that the reader has at least some rudimentary familiarity with similar horizons and
similar physical situations, either in the case of the Unruh effect (eternally accelerated observer,
seeing an Unruh horizon) or in the black hole case (static observer near a black hole, seeing the
black hole horizon). In both cases, the observer is subject to an approximately thermal radiation
coming from the horizon. Its most naive explanation is virtual pair production, with one particle
disappearing behind the horizon and the other hitting the observer’s detector. This also happens
in the de Sitter case and, for lack of another dimensionful parameter (the Planck scale can be
taken to infinity at fixed H), we have T ∼ H. This thermal radiation affects φ and, again on
dimensional grounds, induces a random fluctuation δφ ∼ H after each time interval δt ∼ 1/H.
This allows us to delineate the boundary between the regimes of eternal and slow-roll inflation
for a single scalar in a flat potential. Indeed, for the classical evolution to dominate the slow-
roll displacement of φ should be larger than its random fluctuation during an interval δt. Thus,
according to (7.7)
|φ˙roll| δt ∼ V ′/H2 & |δφfluct.| ∼ H (7.9)
is the condition for the rolling to win over the quantum diffusion which, as we explained, is an
unavoidable feature of de Sitter space. We may rewrite this as V ′/V &
√
V or  & V . As a
side remark we note that for purely quadratic potentials, V = m2φ2/2, this condition becomes
1/φ2 & m2φ2. Hence, for sufficiently small m it can be violated at large φ while still in the
controlled regime of small energy density, m2φ2  1. This is the famous model of ‘chaotic
inflation’ [269], which allows for eternal inflation, slow-roll inflation and reheating all to occur in
different regions of the same simple, power-law potential.
In our more contrived potential of Fig 39, the above is clear even without any calculation:
Continuing the potential to the right such it becomes more and more flat, it is apparent that all
regimes exist: In the very flat region at large φ, one basically has pure de Sitter. The field fluc-
tuates as described above and, very occasionally, enters the intermediate regime where slow-roll
dominates over fluctuations. In this region, while the universe still keeps exponentially expand-
ing, the field now systematically rolls to the left, eventually reheating at φ near its minimum.
As a result, a universe like our own forms in a small ‘pocket’ inside the vast region of continued
eternal expansion. In fact, infinitely many such pocket universes will form in the underlying
infinite (approximate) de Sitter space with its fluctuating scalar φ.
The interested reader may want to consult [270] and [259, 271] for many more details of de
Sitter space and slow-roll inflation respectively. For inflation specifically in the stringy context,
see [272,273]. Moreover, the earlier review of string cosmology in [274] includes the discussion of
some more exotic alternative possibilities.
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7.2 Eternal inflation in the landscape
For the purpose of these notes, we take slow-roll inflation in our past to be an essentially estab-
lished observational fact. This may be justified on the basis of the excellent fit of its predictions
for curvature fluctuations to cosmic-microwave-background or CMB data [275].34 The previous
section described how, in a simple single-field model, the slow-roll inflation in our universe can
originate from an eternally inflating universe. While this is appealing from the perspective of
solving (at least part of) the initial-condition problems, it is not the most obvious or most com-
mon way in which slow-roll inflation relates to the string landscape as it is presently understood.
Indeed, in our present understanding de Sitter vacua are rare. Solutions with a positive energy
density and a very flat potential, as required for slow roll, are more rare. Finally, solutions where
the flatness is sufficient for the eternal regime (viz. Fig. 39 with V becoming more and more flat
at very large φ) are the rarest of all.
However, eternal inflation may arise in a much more natural, maybe even unavoidable way in
a universe based on the string landscape. To see this, let us step back and forget for the moment
about the phenomenological requirement of slow-roll inflation. Instead, focus on what the string
landscape most naively predicts: It contains N = 2 SUSY Minkowski vacua (e.g. from simple
Calabi-Yau compactifications) as a very well established feature. Moreover, there are N = 1 AdS
vacua (like in KKLT before the ‘uplift’), a feature that I would call established, although maybe
with less mathematical rigour: One needs to combine Calabi-Yau string geometry with instantons
(or the 4d non-perturbative phenomenon of gaugino condensation) and the fine-tuning of W0.
35
Finally, and this is the most important category of vacua for the purposes of the present
discussion, there are presumably metastable de Sitter vacua of the KKLT or LVS type discussed
earlier (or some variants thereof). Their existence had been widely accepted since KKLT [185],
but has then more recently been challenged on fundamental grounds [213–216]. This has led
to a heated debate in the framework of the ‘Swampland paradigm’, to which we will return in
Sect. 8.4. For now let us press ahead under the assumption that string theory has metastable
de Sitter vacua. In fact, while other options have been discussed (cf. Sect. 8.4), such dS vacua
are presumably our best hope for relating string theory to the real world. Also, it has to be
noted that no strong technical reasons have so far been provided for why KKLT or some variant
thereof should not work.
We will ignore N = 2 vacua since they are presumably irrelevant for the real world. Thus,
34 Alternatives range from modifications of the simple slow-roll dynamics described earlier (see e.g. [276–278])
to entirely different scenarios like string-gas or pre-big-bang cosmology [279,280].
35 Most probably there also exist non-SUSY AdS solutions. It has been conjectured that those can only be
metastable [283]. They would then not deserve the name vacua since, if AdS is metastable, any observer in it
will encounter the decay after a time interval comparable to the AdS radius. Cosmologically, such ‘vacua’ can
nevertheless occur, but they appear not to add anything new to our discussion at a qualitative level and we will
hence ignore them.
This may also be a suitable place to note that, if one does not insist on the AdS curvature scale being
parametrically below the KK scale, the existence of SUSY AdS vacua would be as certain as that of SUSY
Minkowski vacua. One example are compactifications of type IIB on an S5 carrying F5 flux to 5d AdS. This
compactification may be the best established of all due to its possible fundamental definition via AdS/CFT [281,
282]. However, we are here interested in EFTs in the non-compact dimensions and we hence insist on the scale
separation between AdS-curvature and KK scale.
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we have AdS and (with the caveats above) dS vacua, which can be visualised as points in a
high-dimensional space. This space is parameterised by the moduli of the Calabi-Yau which, due
to the non-zero scalar potential, have of course now seized to be moduli and are simply scalar
fields. Replacing the multi-dimensional moduli space by a single real line, the set of AdS and dS
vacua may be visualised as in Fig. 40. This figure or an analogous picture with a ‘mountain-range
potential’ over a 2-dimensional plane, is used widely to illustrated the string landscape. But one
should always remember that this simple scalar field theory with a potential V and many local
minima (vacua) remains only a model.
Concretely, the reader should keep in mind that apart from the reduction of the dimension-
ality of field space for the purpose of drawing, there are at least two further (over)simplifications
hidden in this picture:
First, the transition between two vacua has nothing to do with climbing a smooth barrier in
moduli space, at least this is not the generic case. Generically, two different vacua are associated
with different 3-form flux and are hence separated by, e.g., a D5-brane or NS5-brane wrapping a
3-cycle of the compact space and representing a domain wall in the non-compact 4d spacetime
(cf. Sects. 6.1 and 6.2). As a result of the flux change between the two sides of the domain wall,
the values at which the moduli are stabilised also change. Hence the picture of different minima
at different φ values is actually reasonable. Just the possibility of rolling over the smooth barrier
must be replaced by more general tunnelling transitions.
Second, the full string theory landscape does of course contain different Calabi-Yau ge-
ometries with different topologies. Dynamical transitions between some of them are possible and
well-understood in many simple cases, (see e.g. [137]) but it is in fact conjectured that all Calabi-
Yau moduli spaces are, in a very well-defined mathematical sense, part of a single space. This
is sometimes referred to as ‘Reid’s fanatasy’ [284]. What happens to this statement in the case
where one involves orientifolding, F-theory constructions or even compactifications of different
perturbatively defined string theories together with M-theory, is less clear. But it is expected
that all of them, even compactifications to space-time dimensions different from four, are part of
the same dynamical structure and tunnelling transitions between all the vacua are possible (see
e.g. [285] for a recent discussion). This, of course, makes Fig. 40 an enormous oversimplification.
In fact, one should think of many such pictures, with different field-space dimensions of φ, glued
together.
Nevertheless, let us stick to the simple picture of scalar-field minima separated by potential
barriers. Each of the minima at field values φi has a different cosmological constant λi = V (φi).
If at least one of those minima has λi > 0 and if the probability T for tunnelling out of this
minimum (per volume and time) is smaller than the fourth power of its expansion rate,
T . H4(λ) , where 3M2PH2(λ) = λ , (7.10)
this already gives rise to eternal inflation. Condition (7.10) may roughly be understood as follows:
It requires the density (in 4-volume) of nucleation points of bubbles of other vacua to be smaller
than the typical scale H of the underlying dS space. There is then no danger that the loss of
volume to other vacua wins over the volume growth due to de Sitter expansion, which is governed
by H.
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Figure 40: A simple visualisation of the landscape over a 1-dimensional moduli space. Some
possible down and up-tunnelling processes are illustrated.
Figure 41: Nucleation and speed-of-light expansion of bubbles in a ‘background’ dS vacuum. The
‘cutoff surface’ will be discussed later.
In the generic case there is more than one dS vacuum. There are then obviously tunnelling
processes where a bubble of the energetically favoured, lower-lying de Sitter state is nucleated
within a certain higher-energy de Sitter background. This could for example be the regions
labelled ‘1’ and ‘2’ in the schematic (Penrose-type) diagram in Fig. 41. We have called the
presence of such tunnelling events ‘obvious’ since it corresponds to the familiar process of bubble
nucleation in first-order phase transitions, where a bubble of the phase with smaller free energy
nucleates in the phase with higher free energy in which the system is started. As a less obvious
fact, in the cosmological context of tunnelling between different de Sitter vacua the inverse
process is also possible. In other words, a bubble of the energetically disfavored, higher-lying de
Sitter can be nucleated and grow in a low-lying background. In terms of Fig. 41, this may for
example be the nucleation of phase ‘1’ inside ‘3’ together with nucleation of ‘3’ inside ‘1’ on the
r.h. side of the figure. The process of ‘up-tunnelling’ is strongly suppressed, i.e. much more rare
than that of ‘down-tunnelling’. We will return to this at the quantitative level. For now, suffice it
to say that the surprising fact that up-tunnelling is possible at all can be understood as a result of
the exponential expansion of the background: While energetically the disfavoured bubble wants
to shrink, for large enough bubbles the background expansion wins and ‘pulls’ the bubble to
larger size in spite of the apparent increase of (non-gravitational) energy associated with this.
Recall that energy conservation is anyway not (at least not in the usual, straightforward way) a
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condition that can be used to constrain the allowed dynamical evolution in the general-relativistic
context.
What is crucial for us at the moment is that, due to both up and down-tunnelling, the whole
landscape gets populated once eternal inflation is running, i.e. once a single Hubble-sized patch
of any of the de-Sitter vacua exists. The continued process of the nucleation of bubbles within
bubbles within bubbles sketched in Fig. 41 is oversimplified since there are also AdS vacua.
Nucleation of corresponding bubbles leads locally to ‘big crunches’ since the energy density
imprinted in such bubbles by the dynamics of bubble nucleation grows. This is clear from the
fact that one may think of AdS as of a contracting space. This contraction does not interfere
with empty AdS being a perfectly consistent solution of Einstein equations, yet it unavoidably
leads to a crunch if a homogeneous energy density is present. Nevertheless, for appropriate
tunnelling rates the continued appearance of such ‘terminal vacua’ does not stop the overall
process of eternal inflation. Finally, we note that the nucleation of Minkowski-space bubbles is
in principle also possible.While these do no crunch, they also decouple from the eternal inflation
process since no new de Sitter bubbles can be nucleated within them. The reason is conventional
Minkowski-space energy conservation. We have not displayed AdS and Minkowski regions for
simplicity.
7.3 Tunnelling transitions in quantum mechanics
To put some meat on the largely qualitative discussion of the previous section, it is useful to
understand the calculation of tunnelling rates between the different vacua. Let us start the
discussion with tunnelling in quantum mechanics, for which there are references at the elemen-
tary textbook level. A particularly useful analysis, taking the reader all the way from quantum
mechanics to the field theory case, is [189].
In quantum mechanics, one of the simplest cases is that of tunnelling in the degenerate
double well potential, cf. the l.h. side of Fig. 42. The reader is presumably familiar with the
standard WKB calculation which shows that a particle with mass m and energy E hitting a
generic barrier from the left has a non-zero transition probability governed by an amplitude
A ∼ exp
(
−
∫
dx
√
2m(V (x)− E)
)
. (7.11)
Here the integration extends over the classically forbidden part of the barrier.
In the case of the double well, the relevant question to ask is that about the amplitude for a
particle, originally localised on the l.h. side in the ground state |a〉, to be observed in the ground
state |b〉 after some time T . Assuming the ground-state energy is small compared to the potential
height, the answer is simply
A ∼ T exp
(
−
∫
dx
√
2mV (x)
)
. (7.12)
The exponential follows from (7.11) by neglecting E. One may argue for the prefactor T using
the following toy-model: Consider the ground states on the left and right as a two state system:
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Figure 42: Degenerate double well potential in quantum mechanics and the corresponding in-
verted potential relevant for the equation of motion of the euclidean theory.
{ |a〉 , |b〉 }. The hamiltonian clearly has a small off-diagonal term, suppressed by the small expo-
nent in (7.12). It is then immediately clear that, at leading order in this exponent, the transition
amplitude between |a〉 and |b〉 must be linear in T . (The reader is invited to think about this
amplitude more carefully for T → 0 and T →∞, where it turns out that the result is modified.
See also the discussion below.)
Coleman [189] presents a very elegant path integral derivation for this result by consider-
ing the classical solution dominating the euclidean amplitude at very large T . This euclidean
amplitude reads
〈b| e−HT |a〉 ∼
x(T/2)=b∫
x(−T/2)=a
Dxe−S ∼
x(T/2)=b∫
x(−T/2)=a
Dx exp
[
−
∫ T/2
−T/2
dt
{m
2
x˙2 + V (x)
}]
. (7.13)
The path integral is dominated by the extremum of the euclidean action. Quite generally, the
latter is given by the solution of the corresponding classical mechanics problem in the inverted
potential, V → −V . For infinitely large T , this solution consists of the following: A particle
starts at t = −∞ and with zero velocity on the maximum at a. It then very slowly accelerates
and rolls through the minimum at x = 0 to the maximum at b, where it comes to rest at t = +∞.
At finite T , this process seizes to be an exact solution, but it is still an approximate one.
More precisely, there is a continuous infinity of such approximate solutions, parameterised e.g. by
the time t0 at which they cross x = 0, cf. Fig. 43. Hence
36
〈b| e−HT |a〉 ∼
∫ T/2
−T/2
dt0 e
−Stunnel(t0) ∼ T e−Stunnel . (7.14)
In going from the next-to-last to the last expression, we have disregarded the t0 dependence
of the classical action Stunnel. Note that the final formula manifestly agrees with (7.12) if one
evaluates the action using energy conservation.
It is an easy exercise to repeat the analysis above, allowing for any number of ‘instanton’
transitions between a and b. Clearly, to contribute to the amplitude 〈b| e−HT |a〉 this number
36 Here we introduced an additive renormalisation of the original hamiltonian by the oscillator ground state
energy ω/2, where ω is the frequency for small oscillations around the minima (we assume ωa = ωb). Otherwise,
an additional factor exp(−ωT/2) would appear on the r.h. side.
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Figure 43: Classical solution of the euclidean theory, which corresponds to a solution of the
original theory with inverted potential. The large initial and final times −T/2 and T/2 are
outside the plotted time range.
must be odd, leading to the Taylor series for the hyperbolic sine:
〈b| e−HT |a〉 ∼ sinh [KT e−Stunnel] . (7.15)
Here K is a dimensionful prefactor of the amplitude which we suppressed in the preceding
discussion. The analytic continuation to the physically relevant real-time case is also immediate:
〈b| e−iHT |a〉 ∼ i sin [KT e−Stunnel] . (7.16)
Now we turn to the more interesting case where a state, originally in the minimum at a, can
decay to a negative-energy region which opens up to the right of the point x = b (cf. Fig. 44).
Given the double-well analysis above, the most naive guess is that the amplitude for a state to
decay after a time T is again (at leading order in T )
A ∼ T e−Stunnel . (7.17)
This time, Stunnel is the action for a process where the particle starts, in the inverted potential
−V , on top of the maximum at a and then runs through the minimum to arrive at b. Beyond b,
there is no tunnelling suppression so one expects only the potential in between the points a and
b in Fig. 44 to contribute. This guess is correct, but will not be very useful for going to the field
theory and gravity case later on. The problem is the abrupt and poorly defined way in which
our calculation ‘ends’ at the point b, where the particle returns from tunnelling and becomes a
real particle rolling down a potential.
It is more effective to consider the euclidean classical solution in which the particle starts at
a at t = −T/2, rolls to b, and then returns to a at t = +T/2. This process, called a bounce for
obvious reasons, calculates a contribution to the amplitude
〈a| e−HT |a〉 = e−E0T +KT e−Sbounce . (7.18)
Here E0 is the leading-order or perturbative energy of |a〉. It may, as before, be set to zero by
an appropriate redefinition of the Hamiltonian. Our interest is in the exponentially small (non-
perturbative) correction on the r.h. side of (7.18). This correction comes from the fact that the
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Figure 44: On the left: Quantum mechanical potential allowing for a decay of a potentially
long-lived ‘ground state’ in the minimum at x = a. On the right: The corresponding inverted
potential.
potential has a second zero at x > 0, leading to the existence of the classical bounce solution.
The correction allows for a peculiar interpretation. To understand this, it is important to note
that the prefactor K is determined by fluctuations of x(t) around the classical solution. More
precisely, one writes x(t) = xclass.(t) + δx(t). At leading order in δx(t), the action then becomes
S ' Sbounce −
∫
dt δx(t)
[
m
2
d2
dt2
+ V ′′(x(t))
]
δx(t) . (7.19)
Expanding δx in the complete set of eigenfunctions of the differential operator in (7.19), one
finds
K ∼
∏
i
√
λi . (7.20)
Thus, if one of the eigenvalues λi is negative, K becomes imaginary and one sees that
exp(−Sbounce) does in fact govern the size of an imaginary correction to E0. In other words,
it actually governs the decay rate of the state |a〉, which is precisely what we want.
To complete this argument, we need to convince ourselves that one λi is indeed negative, in
other words, that our bounce solution has a negative mode. This can be shown rather generally,
but a simple, non-rigorous argument is as follows: Consider first the tunnelling solution between
two vacua |a〉, |b〉. This can not have a negative mode since, intuitively, it is simply the optimal
(i.e. with smallest euclidean action) path between these vacua. Any deformation makes the
action larger. By contrast, the bounce action can clearly become smaller if one deforms x(t)
appropriately. To be specific, thinking in terms of a particle rolling in the inverted potential
in Fig. 44, we may slow this particle down slightly more than in the classical solution when it
approaches the turning point at x0. It then never reaches x0 and returns prematurely, leading
to a smaller action. For more careful arguments, both in the present quantum mechanical model
and in the field theory case of the next section, see e.g. [189].
To summarise, we have learned that up to non-exponential effects, the decay rate through a
barrier as in Fig. 44 is
Γ ∼ exp(−Sbounce) , (7.21)
where Sbounce is the action for a classical bounce in the inverted potential. We finally note that
Sbounce = 2Stunnel and Γ ∼ |A|2 such that the analysis based on the bounce is fully consistent
with the naive guess of (7.17).
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7.4 Tunnelling transitions in field theory
Before attempting to take this to the gravitational case, which is relevant for populating the
landscape, it is useful to understand the generalisation to flat-space quantum field theory. As
already in the previous section, we refer to [189] and the original papers listed therein for a more
detailed treatment.
Maybe the simplest example is that of a real scalar φ with
L = 1
2
(∂φ)2 − V (φ) , (7.22)
where V is of an asymmetric double-well type, as sketched in Fig. 45. The decay of the metastable
or false vacuum at φ = 0 to the stable or true vacuum at φ = φ1 proceeds through bubble
nucleation. To understand this, we need to first understand possible bubbles of the true vacuum
inside of an infinitely extended false vacuum.
Figure 45: Scalar-field double well potential with false vacuum at φ = 0 and true vacuum at
φ = φ1.
For this, let us start with the bubble wall, focussing first on the simpler case where the
two minima in Fig. 45 are degenerate. Moreover, let us look for a solution where two half-
spaces, say with x1 . 0 and x1 & 0 (and for {x2, x3} ∈ R2) are in the false and true vacuum
respectively. More precisely, a solution with field profile φ(x1) will exist such that φ(−∞) = 0
and φ(+∞) = φ1, with the transition occurring mainly in the vicinity of the plane x1 = 0. Let
us define the energy per unit area of this configuration as the bubble wall tension T . The above
stationary solution will, of course, seize to exist in the presence of an asymmetry
∆V ≡ V (0)− V (φ1) (7.23)
between the two minima. Nevertheless, there will be an alternative solution in which the domain
wall is accelerating under the pressure of the energy density difference ∆V between l.h. and r.h.
half-space. This solution will allow for an effective description in terms of a domain wall with a
certain tension T . This latter concept will hence continue to be well-defined even in the case of
an asymmetric double well.
Next, we note that the presence of a true-vacuum bubble of radius R in a false-vacuum
background leads to two energetic effects: On the one hand, there is an energy gain since the
volume of the bubble is at a lower energy-density. On the other hand, the bubble wall with its
positive tension comes with an energetic cost. The total energy of a bubble of radius R is hence
EB(R) ' −4
3
piR3 ∆V + 4piR2 T . (7.24)
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Here we used the so-called thin-wall approximation, i.e. the assumption that R is much larger
than the bubble wall thickness. The latter is defined as the typical length interval inside which
most of the gradient energy of the bubble-wall is localised. The so-called critical bubble radius
Rc is defined by EB(Rc) = 0. It is clear from (7.24) that
Rc = 3T/∆V . (7.25)
The critical bubble sits at the boundary between the regimes of small bubbles, which recollapse
under the bubble-wall tension, and large bubbles, which grow indefinitely under the pressure
induced by ∆V .
We note in passing that the concept of a critical bubble should be familiar from first-order
thermal phase transitions. Here, for example in an overheated fluid, bubbles of all sizes con-
tinuously form due to thermal fluctuations. Supercritical bubbles then grow and lead to the
emergence of extended regions of the energetically favoured (in this case gaseous) phase. In our
zero-temperature context bubbles of different sizes form due to quantum fluctuations.
The basis for a quantitative understanding of the resulting false-vacuum decay rate has been
laid in the previous section on tunnelling in quantum mechanics. We can now easily identify the
analogue of the quantum mechanical potential of Fig. 44. The role of the variable x, plotted on
the horizontal axis, is played by the bubble radius R. The potential plotted vertically is now
replaced by EB(R). This function first rises since, for small R, a function ∼ R2 is always larger
than a function ∼ R3. Then, of course, R3 eventually wins and EB becomes negative as R passes
the critical radius Rc.
This allows us to describe the field-theoretic analogue of the bounce as a process in R4, the
euclidean version of R1,3: A small bubble emerges at some point t = x0, grows to critical radius
Rc, and then shrinks again to zero at some later euclidean time. Topologically, this clearly cor-
responds to a 4-dimensional ball of true vacuum inside a false-vacuum R4. It can be shown [289]
that the solution of euclidean field-theory describing this process is in fact not only topologically
such a ball. It has perfect O(4) symmetry, i.e. it is a 4d ball also geometrically. The 3d boundary
of this ball is the bubble wall.
Let us supply a different perspective on the euclidean-field-theory version of the quantum
mechanical bounce of the last section. This will at the same time provide an intuitive argument
for its O(4) symmetry. In quantum mechanics, the bounce is a solution which asymptotes (at t→
±∞) to the metastable state. The field theory analogue is expected to be a solution asymptoting
(at |x| → ∞, with x ∈ R4) to the false vacuum. In quantum mechanics, the solution explores,
in its centre, the region of the potential to which the particle can decay. Thus, we expect that
the field-theory bounce also explores, in its centre, the decay region. In the field-theoretic case,
this is the true vacuum and hence we expect the field theory bounce to contain a region of
true vacuum in its centre. Thus we are indeed looking for a 4d ball of true vacuum in the false
vacuum background. This ball should be a solution of the equations of motion following from
the O(4)-symmetric euclidean action based on (7.22). Thus, we expect O(4) symmetry. Let us
then estimate the action of such candidate field configurations, i.e. of balls of radius R filled with
true vacuum and centred on x = 0. There are contributions from the (lower-energy) volume and
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the bubble-wall boundary, such that
Sball(R) ' −pi
2
2
R4 ∆V + 2pi2R3 T . (7.26)
This has an extremum at R = Rc, with Rc precisely the critical radius of (7.25).
As a result, we can finally write down the field-theoretic bounce action Sbounce ≡ Sball(Rc):
Sbounce ' 27pi
2 T 4
2 (∆V )3
. (7.27)
To translate this in a field-theoretic decay rate, we need to pay attention to one last important
difference between the quantum-mechanical and field-theoretic analyses: The quantum mechan-
ical rate characterises events per time, the field-theoretic rate characterises events per time and
volume. This works out in the quantum mechanical case due to the explicit factor T that appears
in the last term of (7.18). If we redo the analysis in field theory, taking our space to be T 3×R, we
will have a continuum of bounces since the latter can occur at any point of the spatial torus T 3.
Integrating over all of them will give a factor Vol(T 3), accompanying the time factor T . Thus,
we are justified in writing
Γ ∼ e−Sbounce , (7.28)
with Sbounce calculated above and with the interpretation of Γ as a rate of events per time and
volume.
7.5 Tunnelling in gravitational theories
First, it is clear that in a limited parametric range the analysis of the last section continues
to be valid even if our field-theoretic model is coupled to gravity. We may restrict attention
to the case where Vfalse ≡ V (0) ≥ 0 since in the opposite case one would be starting with
AdS space, which cosmologically always crunches after a short time. Next, let us denote by
Hfalse = (Vfalse/3)
1/2/MP and Htrue = (Vtrue/3)
1/2/MP the Hubble parameters of the false and
true vacuum. As long as Rc  1/Hfalse/true, the bubble nucleation process is occurring essentially
under flat-space conditions, such that our purely field-theoretic results for the rate continue to
hold. This covers many interesting cases.
However, these conditions can also easily be violated. For example, if ∆V is very small the
critical bubble can be very large, invalidating the flat-space approximation. More interestingly, in
the gravitational case a qualitatively new possibility, namely that of up-tunnelling (from smaller
to larger vacuum energy density) arises. Thus, a dedicated gravitational analysis is mandatory.
The classical paper on the subject is that of Coleman and De Luccia [290], with a selection
of subsequent analyses appearing in [291–296] and refs. therein. To save time, we will start our
presentation by directly generalising the crucial field-theoretic bounce of Sect. 7.4 to the gravi-
tational case. Comments concerning the intuitive interpretation will be provided subsequently.
The bounce of Sect. 7.4 is a solution of the euclidean theory on R4 which contains a spherical
(O(4)-symmetric) domain-wall with the initial-state (false) vacuum outside and the final-state
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(true) vacuum inside, cf. the l.h. side of Fig. 46. When generalising this to a gravitational theory,
the absolute values of the respective energy densities become relevant. We first focus on the
case where both Vfalse and Vtrue are non-negative, such that both the inside and the outside
of the domain wall become positively curved. This is displayed on the r.h. side of Fig. 46. To
understand this geometry, the key observation is that 4d euclidean de Sitter space is simply a
4-sphere, with the curvature characterising the value of the curvature scalar (which depends on
the cosmological constant). Thus, all one needs is a geometry in which a portion of a small-radius
sphere (the false vacuum) is cut out and replaced by a piece of a large-radius sphere (the true
vacuum). Moreover this has to be a solution of Einstein’s equations. The latter is obvious away
from the domain wall, where simply the right choice of radius has to be made. What is non-
obvious and will be discussed momentarily is the solution inside the wall, where both field-value
and curvature change continuously.
Figure 46: On the left: Sketch of the field-theoretic bounce where a ball of the final-state vacuum
is present inside flat R4. On the right: The gravitational analogue, where this ball is present
inside of a 4-sphere (euclidean de Sitter space). Crucially, the curvature in the final-vacuum
patch is in general different from that of the surrounding S4.
Maybe the technically simplest and most straightforward approach remains that of [290]. It
starts by parameterising the metric of the euclidean geometry on the r.h. side of Fig. 46 as
ds2 = dr2 + f(r)2dΩ3
2 , (7.29)
where dΩ3
2 is the round metric on the unit-radius 3-sphere. The point r = 0 is the centre of
the true-vacuum patch. This metric is accompanied by a field profile φb(r), where the index ‘b’
stands for ‘bounce’. The function φb is approximately constant and equal to the false-vacuum
value, φ = φf , for r . rc. For r & rc, it is again approximately constant and equal to the true-
vacuum value, φ = φt. The reader may want to recall Fig. 45, where φf = 0 and φt = φ1, but
with the potential shifted upward such that both minima are de Sitter. We emphasise that rc is
the value of the coordinate r which corresponds to the location of the O(4)-symmetric domain
wall. By contrast, R(rc) is the physical radius of the true-vacuum patch. The behaviour of φb(r)
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in the vicinity of r = rc depends on the precise form of the domain wall, which in turn depends
on the details of the potential. This will not be important in the thin-wall approximation.
Let us first allow for a general O(4)-symmetric field profile φ. The euclidean action then
takes the form
S =
∫
d4x
[
−1
2
M2PR+
1
2
(∂φ)2 + V (φ)
]
= 2pi2
∫
f 3dr
[
3M2P
(
f ′′
f
+
f ′2
f 2
− 1
f 2
)
+
1
2
φ′2 + V
]
= 2pi2
∫
f 3dr
[
−3M2P
(
f ′2
f 2
+
1
f 2
)
+
1
2
φ′2 + V
]
, (7.30)
where the prime denotes differentiation with respect to r. To obtain the expression in the last
line, we used integration by parts together with our knowledge that f(r) is vanishing sufficiently
quickly at the minimal and maximal values of r.
It is convenient to supplement the above with the rr-component of the Einstein equations,
Rµ − 1
2
Rgµν = M2PTµν , (7.31)
for the given matter action and geometry. This equation is, in fact, almost identical to the
Friedmann equation which appeared in (7.3). In the present context, it reads
3M2P
[(
f ′
f
)2
− k
f 2
]
=
1
2
φ′2 − V , (7.32)
with k = 1. The only changes are in the notation (t → r and a(t) → f(r)) and in the relative
sign between terms with and without r-derivatives. The latter arises due to the transition from
lorentzian to euclidean signature. The combination of the action in the form of (7.30), the
equation of motion for φ following from it, and the Einstein equation (7.32) are sufficient to
calculate the exponent in the tunnelling process we are after.
To make this explicit, we first need to modify our field-theoretic result such that it allows
for a non-zero vacuum energy in the false vacuum. This is of course essential if we want to be
able to talk about tunnelling in de Sitter space. With a view on the l.h. side of Fig. 46, one
immediately sees that the correct modification is
Γ ∼ e−Sbounce → Γ ∼ e−Sbounce+Sfalse . (7.33)
Here Sbounce ≡ S[φb] and Sfalse ≡ S[φf ], with φb the field configuration of the bounce and φf the
constant field configuration corresponding to the initial, false-vacuum state. We see that, with
this generalised expression for the rate, we obtain the correct result even if V (φf ) 6= 0. Indeed,
any possible constant contribution to the lagrangian simply cancels, such that only the effects
of the true-vacuum region and the domain wall remain.
Now the generalisation to the gravitational case is obvious:
Γ = exp (−S[φb, gb] + S[φf , gf ]) . (7.34)
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Here the first term in the exponent is the action of the bounce geometry with the corresponding
field configuration (cf. the r.h. side of Fig. 46) and the second term is simply the action of the
sphere with constant initial-state field value and appropriate curvature.
As noted, equation (7.30) and (7.32) contain enough information to evaluate the relevant
actions and hence the decay rate. We leave this as an excercise (Problem 7.10.1), which consists
essentially in following the analyses of [290] and [291]. The result can be given in a particularly
compact form as [296]
Γ = exp(−B) , B =
(
27pi2 T 4
2 (∆V )3
)
r(x, y) . (7.35)
Here the first factor in the exponent B is the field-theoretic bounce action already displayed
in (7.27), while the second factor, r(x, y), characterises the gravitational correction. It reads
explicitly
r(x, y) = 2
1 + xy −√1 + 2xy + x2
x2(y2 − 1)√1 + 2xy + x2 , (7.36)
where
x =
3T 2
4M2P ∆V
, y =
Vf + Vt
∆V
with ∆V = Vf − Vt , (7.37)
and MP is the reduced Planck mass.
This formula was derived for the decay of a false de Sitter vacuum to a true de Sitter vacuum:
Vf ≥ Vt > 0. Nothing changes if Vt becomes zero or even negative: It is equally possible to glue a
patch of true-vacuum AdS space into a false-vacuum de Sitter sphere. The geometric situation is
analogous to that displayed on the r.h. side of Fig. 46. Also the derivation of the corresponding
exponent B is unchanged.
However, a new and possibly unexpected situation arises if one considers the tunnelling from
true to false vacuum de Sitter. Let us first argue why such a process might at all be possible:
As a quantum fluctuation, any state can form, even that of a higher-energy vacuum bubble in a
lower-energy background. If the lower-energy background is Minkowski, then such a bubble can
of course never materialise. It always has positive energy and hence would always violate energy
conservation if it were to become a real state.
By contrast, if the lower-energy vacuum is already de Sitter, then a sufficiently large virtual
bubble with false vacuum inside can be pulled to larger and larger size by the background
expansion. No energy-conservation argument forbidding such a process can be given in the (time-
dependent!) global de Sitter geometry.
The corresponding rate is easily obtained without the need for a new calculation [294, 295].
To see this, let us recall the rate for the decay of false to true de Sitter vacuum:
Γf→ t = exp(−Bf→ t) with Bf→ t = S[φb, gb]− S[φf , gf ] . (7.38)
As explained before, the bounce field configuration and geometry underlying S[φb, gb] corresponds
to a patch of true vacuum φt glued into a sphere of false vacuum, with φ = φf . But since both
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parts of this geometry are cutouts from spheres, it is clearly just a matter of convention which of
them we call the ‘patch’ or ‘bubble’ and which the background. If we invert this interpretation,
the same action S[φb, gb] may serve as a building block for the tunnelling rate from true to false
vacuum:
Bt→ f = S[φb, gb]− S[φt, gt] . (7.39)
Crucially, we have now subtracted the true-vacuum rather than the false-vacuum full-sphere
action. The subtraction is justified, as before, because this action represents the relevant back-
ground geometry. The above may be rewritten as
Bt→ f =
(
S[φb, gb]− S[φf , gf ]
)
+ S[φf , gf ]− S[φt, gt] . (7.40)
Now, using (7.35) as the definition of a function B = B(Vf , Vt, T ) and employing the expression
SedS(V ) = −24pi2M
4
P
V
(7.41)
for the action of euclidean de Sitter space based on a potential V , one immediately derives
Bt→ f = B(Vf , Vt, T ) + 24pi2M4P
(
1
Vt
− 1
Vf
)
. (7.42)
Comparing this with our previous result
Bf→ t = B(Vf , Vt, T ) (7.43)
one sees, not surprisingly, that tunnelling upwards comes at the cost of an extra exponential
suppression.
7.6 Our universe in the eternally inflating landscape
Naively one might think that we live in one of the many bubbles, and ours just happens to have
very small λ. This is roughly true, but important details are missing. First, given how small
our λ is, we naturally expect the previous vacuum’s λ to be much larger. But a corresponding
tunnelling event would have endowed our vacuum with a large and negative spatial curvature.
Our cosmological evolution would have been governed by the FRW equation
3H2 = ρ− 3k/a2 with k = −1 (7.44)
and with initial conditions where the curvature term (the 2nd term on the r.h. side) would be at
least comparable to the matter term (ρ, which includes matter, radiation and λ) from the start.
In such a situation, there can be either λ domination or curvature domination succeeded by λ
domination, but no extended radiation or matter dominated epoch, as in our world. The reason
is simply that, with expansion, matter and radiation densities decay faster than curvature.
The way out is to postulate that the potential near our local minimum has the peculiar
feature of an inflationary plateau, where cosmological inflation took place, cf. Fig. 47. (It does
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not actually have to be a plateau – any sufficiently flat potential region would do.) Together with
making the universe highly homogeneous (i.e. solving the horizon problem), this inflationary
phase dilutes the curvature contribution (i.e. it solves the flatness problem). Inflation then ends
in reheating and structure formation, with galaxies, stars, planets etc. Eventually, as λ gets
to dominate, the universe becomes empty and cold. (It could also crunch, if λ were small and
negative, but this is apparently not the case in our world.) Thus, observers of ‘our kind’ actually
always appear shortly after the tunnelling transition.37 Nevertheless, in a given bubble of ‘our
vacuum’ their number is infinite, as are our reheating and structure formation surface (see
Fig. 48). These surfaces (including presumably the surface of death of all stars and hence of all
civilzations) follow the straight bubble wall surface all the way up to infinity. In the figure, these
surfaces approach the bubble wall both to the left and to the right – in reality they approach the
light-cone in R1,3 which is defined by the bubble wall. (Of course, that could change if a collision
with another bubble occurred.) One may say that the interior of any bubble is an open (infinite)
Friedmann-Robertson-Walker universe. For many more details and references see e.g. [298].
Figure 47: Tunnelling to our vacuum, where a period of slow-roll inflation, reheating and structure
formation preceed the dS phase.
Figure 48: Various ‘surfaces of constant energy density’ following the initial tunnelling transition
to our bubble. This sketch is an adaptation of a figure from [299], which deals with possible
bubble collisions and their observational effects.
37 One may, however, speculate that civilisations can survive much longer than it takes for galaxies and
planetary systems to decay and stars to burn out [297].
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7.7 Making statistical predictions and the measure problem
Accepting the above landscape picture and eternal inflation as the process populating it, the
measure problem is easy to state, at least at an intuitive level (see e.g. the reviews [11,286,300]):
We live in one of the vacua, but we do not know in which one. We would like to make a statistical
prediction (given that we know certain features of our vacuum, but not all). Let us say the new
observable which we are going to measure tomorrow can take the values A or B. The most naive
way to make a statistical prediction would be to say that the ratio of probabilities is
pA/pB = NA/NB . (7.45)
Here NA/B are the numbers of observers in the multiverse who have measured all that we have
measured so far and who will, in the next measurement, find A or B respectively. But in eternal
inflation, by definition, both numbers are infinite and their ratio is not well-defined. What is
worse, if one cuts off the infinity in the future, the prediction becomes dependent on the precise
type of cutoff. For example, one could restrict attention to measurements before some maximal
time tmax, taking the limit tmax →∞ in the end. But such a maximal-time cutoff, illustrated in
Fig. 41, is not unique. This is due to the absence of a unique global time variable in de Sitter
space or, more precisely, in the more complicated geometry of multiple de Sitter bubbles as
they arise in eternal inflation. More generally speaking, the diffeomorphism invariance of general
relativity prevents the existence of an unambiguously defined time cutoff.
Before discussing the various suggestions for how the measure problem might be overcome,
one should note one pragmatic and historically very successful approach: One may assume that
we are likely to observe what is common in the string theory landscape, independently of the
dynamics populating the latter. More precisely, this amounts to the assumption that any bias in
favor or against a certain observational feature induced by cosmology is small compared to the
bias derived simply from counting vacua. The latter is, at least in principle, possible since to the
best of our present understanding the landscape is finite (at least if one imposes a certain IR
cutoff, excluding models with an arbitrarily low KK scale, but maybe even more generally) [301].
The historic success of this approach is Weinberg’s prediction of the size of the observed
cosmological constant [302] (see also [303]). Crucially, the argument comes from a period when
cosmology was well enough understood to provide a firm upper bound on our present expansion
rate H. Yet, the time evolution of H was not known precisely enough to determine whether this
non-zero H was predominantly due to matter, a cosmological constant or spatial curvature,
3H2 = ρmatter + λ− 3k/a2 . (7.46)
In other words, it was known that |λ| ≤ λ0 with some positive λ0 which was very small compared
to particle physics scales. Now, let us assume that we live in one universe in a multiverse with
many different λ. Moreover, assume that these available values of λ may be described by a
statistical distribution which is smooth and dominated by large energy scales (like the Planck, the
string, or the SUSY breaking scale). If the point λ = 0 plays no special role, then one expects that
projecting this distribution to the tiny interval (−λ0, λ0) gives essentially a constant distribution
on that interval. But this projection was exactly what observations at that time had achieved.
Thus, the prediction for a future measurement of λ was to be made using a constant distribution
202
on the interval (−λ0, λ0). This corresponds to simply drawing a λ value from that interval. With
overwhelming probability, the result should be a value (of either sign) comparable in magnitude
to λ0. A much smaller (absolute) value would be very unlikely. Famously, a non-zero λ ∼ λ0 was
discovered only a few years later.
We should note that a closely related but stronger and more debatable argument predicting
λ can be made. Namely, fixing all other particle-physics and cosmological parameters (including
in particular the initial curvature perturbations which have led to the formation of structure,
including stars and planets), one may argue for a so-called anthropic prediction of λ. Indeed,
if λ were much larger than λ0, exponential expansion would have set in earlier in the history of
the universe, preventing the formation of any structure and hence of life. By contrast, too large
negative λ would have led to a big crunch before any observers could have emerged. Thus, the
observed value of λ can be said to represent an anthropic prediction (given the previously made
assumption about the statistical distribution in the landscape), independently of the observa-
tional status at the moment of Weinberg’s famous paper. In fact, Weinberg’s paper emphasises
this anthropic prediction rather than the one based on the observational situation, which we
explained before.
7.8 Proposed measures
This section draws very significantly on the relatively recent and very clear review [286]. Following
this analysis, one distinguishes global and local measures. The former count observers before some
late cutoff time tmax (or in some other way that keeps the total number of observers finite) and
takes the cutoff to infinity in the end. By contrast, local measures count observers in a way
associated with a single timelike geodesic, in the simplest case following a single observer on
their path through the tunnelling events of the multiverse.
Some of the oldest measures are global. For example, one may start with some spacelike
surface and define time globally using geodesics originating in its every point. The initial surface
should be finite, but this is not a problem: Global de Sitter space has the topology of ‘Time’×S3,
so a spacelike cut can provide the required surface.
The most obvious choice is to use proper time [287]. But this is claimed to be ruled out by
observation on account of the ‘Youngness paradox’ [288]: Think of us living inside a bubble38
which nucleated inside some high-λ vacuum. Due to the very fast exponential expansion of this
mother vacuum, and since there are bubbles of our type with all kinds of ages present, we are
most likely to find ourselves to be as young as only physically possible. In other words, we should
be the youngest observer on the youngest planet in the youngest galaxy. This appears not to be
consistent with the place we occupy in our universe.
Another fairly obvious choice, one that apparently is not ruled out yet, is to use scaling time
(i.e. a scale factor cutoff). In other words, one measures time (and hence introduces a cutoff) on
the basis of the number of e-foldings [287].
Finally, there is lightcone time and correspondingly a lightcone time cutoff [304, 305]. Here,
38 To be precise, near the initial bubble wall of a small-λ bubble, as explained in Sect. 7.6
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given a point in the eternally inflating spacetime, one follows its lightcone to the future boundary.
The part of the boundary inside this lightcone is then projected back to some initial surface (using
the same congruence of geodesics discussed earlier). The size of this projection defines the time
of the point.
Concerning local measures, one option is to count observers inside the causal patch (the
so-called causal diamond) of a timelike geodesic. This is not automatically finite and, if it is, the
late-time attractor behaviour of eternal inflation is lost. A variant without these problems is the
‘census taker’s cutoff’, which focuses on geodesics that end in a Minkowski vacuum [306, 307].
Such geodesics are clearly infinite, but one may restrict attention to events the future lightcone
of which crosses the central geodesic before some time t. In other words, one may count all events
inside the causal diamond with apex at t, eventually taking the limit t → ∞. The reader may
consult Fig. 49 for an illustration.
Figure 49: On the left: Penrose diagram of de Sitter space. Here the spatial S3 is represented as an
S2 fibered over an interval (the horizontal axis of the square). North and south pole are labelled
by N and S and the horizons of corresponding observers are indicated as dashed lines. On the
right: Upper portion of the same diagram with a de-Sitter bubble (‘dS’) and a Minkowski bubble
(‘M’) added. A trajectory of an observer ending up in the Minkowski bubble is also shown.
Other local measures count observers in a cylinder of finite physical radius centered on a
timelike geodesic (‘fat geodesic measure’ [308]) or within its apparent horizon (‘apparent horizon
measure’ [309]).
Many more possibilities and variants of the choices above are discussed in [286]. At first
sight, such a proliferation of measures looks rather discouraging. However, things are not quite
as bad as they seem: It turns out that differently defined measures may be equivalent in the
sense that they give the same (or in some cases very similar) results. In particular, there exist
equivalences (referred to as ‘dualities’) between certain local and global measures. As a result of
this, one may basically focus on the following three options:
(1) Lightcone-time cutoff – equivalent to the causal diamond measure;
(2) Scale factor cutoff – equivalent to the fat geodesic measure;
(3) Apparent horizon cutoff.
A different approach is suggested in [304]. Here, one determines the abundances of bubbles
of different kinds by projecting them on some initial surface (using a congruence of timelike
geodesics). One only counts bubbles that are larger than , taking the limit  → 0 in the end.
Inside each bubble, one has an infinite open FRW universe, as explained above. Thus, if a certain
type of bubble allows for observers, then the number of observers inside each specific bubble will
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always be infinite. These latter infinities are not used to further weight the relative probabilities
between the different bubbles. As a result, this proposal represents a rather radical but logically
consistent deviation from all the previous discussions (where the focus was on counting the
number of observers in one way or another).
Let us end with an interesting argument against any measure based on some geometric cutoff.
It is known as the Guth-Vanchurin paradox [319] and goes as follows: Imagine an eternal de
Sitter space in which observers are born at random points in spacetime. Each observer sets an
alarm clock which will, with 50% probability, let them sleep for a short or a long period of time.
Then they go to bed. After waking up and before checking their watch, they ask themselves
what the statistical prediction is that they slept for a short or a long time. The intuitive answer
is clearly 50%. However, if they look around themselves they will (given an appropriate choice
of model parameters) clearly see many more short sleepers than long sleepers. The reason is
that the latter tend to have left the horizon. The claim and the paradox is that this (apparently
wrong) prediction will be shared by any geometric-cutoff measure. Indeed, taking the prediction
of such measures more seriously than the intuitive answer one can even arrive at the highly
counterintuitive conclusion that ‘time will end’ [320]. Such a sudden end of time resolves the
issue by providing an objective reason for why it is more likely, after waking up, to find out that
one has only slept a short time: For the long sleepers, the probability is higher that they run
into the spacelike singularity during their nap.
7.9 Predictions from first principles?
It is conceivable that further scrutiny of the proposed measures will show that all but one of them
are either in some way inconsistent or are in conflict with observations. As a result, one would
then find the one, correct measure for making statistical predictions in the string multiverse.
However, there is no guarantee that this will happen. On the contrary, it is conceivable that over
time even more different, consistent measures with varying predictions will be found. In either
case, it appears highly unsatisfactory that an extra input in the form of a measure choice has to
be added to the hopefully unique quantum gravity theory from which the multiverse follows. It
would be desirable to derive a measure from first principles rather than postulate it.
Part of the problem for achieving this is, of course, that gravity in general (even apart from its
notorious UV problems) and de Sitter space in particular lack a satisfactory quantum-mechanical
understanding. One angle of attack concerning the quantum mechanics of de Sitter space is the
idea of a so-called dS/CFT correspondence [310].
Before explaining this, it is unavoidable to devote at least a few words to AdS/CFT corre-
spondence, which is much better understood and established [281, 282]. We have to restrict
ourselves to stating the facts: First, (d+ 1)-dimensional Anti-de-Sitter space (homogeneous,
negatively-curved space with Lorentzian signature) has the topology of a Bd × R. Here Bd
is a d-dimensional ball, with the boundary being at infinite distance. The real axis R represents
time. The curvature of this space has the effect that, very roughly speaking, the centre of this
‘solid cylinder’ is at lowest gravitational potential. In other words, objects tend to fall from the
boundary towards this centre.
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The boundary of AdS is clearly the ‘cylinder’ Sd−1×R. AdS/CFT correspondence means that
any consistent gravitational theory in the (d+1)-dimensional bulk has an equivalent description
(is dual to) a d-dimensional CFT living on the boundary. Very roughly speaking, degrees of
freedom of the CFT can be ordered according to their energy scale µ. This scale parameter µ
corresponds to the radial direction of the ‘solid cylinder’ representing the bulk. Both in the CFT
and in the bulk the path towards the UV (i.e. to towards the boundary) is infinite. But in the
IR the CFT scale µ is restricted by the compactness of its spatial volume. The corresponding
degrees of freedom of lowest energy scale are mapped to the bulk degrees of freedom near the
centre, i.e. at highest red-shift.
Now let us turn to the analogous logic in dS/CFT. First, we need to recall that (d+1)-
dimensional dS space has the topology of Sd × R. This is very different from AdS since, in
particular, spatial sections of this space are now simply spheres and as such have no boundary.
The only boundaries are now those at past and future infinity. In contrast to AdS/CFT, these
boundaries are spacelike. The idea of dS/CFT is to map the dynamics of the bulk to a d-
dimensional (euclidean) CFT that lives on the future boundary Sd. This time, the energy scale
parameter µ of the CFT is expected to correspond to the time evolution parameter of the dS
bulk. The reader should be warned that, while AdS/CFT has become one of the cornerstones of
modern field-theory and gravitational research, dS/CFT remains truly conjectural.
After these lengthy preliminaries it is easy to state what a dS/CFT-based first-principles
approach to the measure problem might look like [312]: One has to explicitly map the bulk of
the eternally inflating dS spacetime to the boundary at future infinity and hence to the CFT. If
one now introduces a UV cutoff in the CFT, this may correspond to a canonical or natural late-
time cutoff in the bulk. One may hope that this gives rise to an unambiguous way of counting
observers and hence to an a-priori definition of a measure.
Another approach, suggested as an unambiguous first-principles definition of a measure
in [313], is the following: One considers the world from the perspective of a single, abstract
observer. This observer sees various tunnelling events, ‘lives’ through many big-bang cosmolo-
gies like our own, until he or she eventually ends up in a terminal vacuum. The sequence of events
which the observer witnesses is subject to the usual uncertainty of quantum mechanics. In other
words, the life of this observer is a superposition of all the possible sequences of tunnelling events.
Thus, in a sense, the ‘many worlds’ of Everett are identified with the many worlds of the multi-
verse (see also [315] for a related discussion). One now defines the statistical prediction for any
observable using the quantum-mechanical expectation values for this observable on the basis of
the single-observer worldline introduced above.
The approach just presented bears a certain similarity to the fat geodesic measure [308]
and its quantum version (the ‘quantum watcher measure’) as discussed in [314]. It may more-
over be problematic that terminal vacua, the quantum-mechanical significance of which is not
understood, play a central role in the single-observer approach just introduced. Thus, it is prob-
ably fair to say that no consensus has so far been reached on whether dS/CFT correspondence
or the single-observer perspective or some different approach are the leading candidate for a
first-principles measure.
Yet another perspective, which has a strong aesthetic appeal but is probably not developed
206
enough to be called a measure proposal, has been introduced in [321]: The idea is also to focus on
a single observer, but in a way very different from counting events along the observer’s worldline.
Instead, one appeals to the concept of a wave function of the universe [316, 317, 322]. To
explain this, we have to introduce this possibly unfamiliar concept:
Let us consider the canonical quantisation of Einstein gravity, for simplicity in a spacetime
M ×R, where M is a compact spacelike manifold. Now, recall that the hamiltonian H generates
time translations t → t + . From the perspective of general relativity, this is just a particular
diffeomorphism. However, diffeomorphisms are gauged. Hence an operator like H generating one
of them must vanish on any physical state (since physical states are by definition gauge-invariant).
Thus, there is no time evolution but rather a so called constraint equation,
H Ψ = 0 . (7.47)
In this so-called Wheeler-DeWitt equation Ψ is a functional on the space of metrics on M :
Ψ : Mg → Ψ[Mg] ∈ C . (7.48)
Here Mg stands for the manifold M with metric g. Hence Ψ can be viewed as the gravitational
analogue of the Schro¨dinger wave function of quantum mechanics or, better, of the Schro¨dinger
wave functional of quantum field theory. Its physical role differs from the latter in that it does not
evolve in time. Instead, it has to be interpreted as the wave function of the universe in the sense
that it contains the probability for observing some relevant 3-manifold at any moment in time
(which can not be in general defined). Note that this is not incompatible with conventional time
dependent physics [318]: One may, for example, enrich the argument of Ψ by non-gravitational
fields, Ψ[Mg] → Ψ[Mg, φ]. Then one may consider physical situations with a clock (made of
fields φ) and ask for the probability to observe a given metric g at a given time, encoded in the
field configuration φ. Standard physical questions about the occurrence of an event at a given
time are hence encoded in questions about the correlation between values of g and values of φ.
Given these preliminaries, the suggestion of [321] may now be roughly formulated as follows:
One should not ask about possible, approximately classical histories of the universe as encoded
in Ψ and try to count observers which make a certain observation. Instead, one should adopt
a coarse-grained perspective in which one ignores all information in Ψ except that an observer
makes, say, observation A or that an identical observer makes observation B. The relative prob-
ability of these two observations should be encoded in a hopefully well-defined and finite form
in Ψ. Crucially, in asking this question one ignores any irrelevant information about where in
the multiverse the observation occurs and which of the many observers making identical obser-
vations one is considering. The hope is that this coarse-graining step would make the answer
well-defined. As an alternative, it has more recently been suggested [323] to implement the idea
of coarse graining using specifically the so-called Hawking-Hartle no boundary proposal [322]
for the definition of the wave function of the universe. It has been argued that, as a result, the
sensitivity to the exponentially large multiverse disappears if one asks the right questions.
In summary, it should have become clear that, while a first-principles definition of the mea-
sure is highly desirable, this subject is not settled. It is also conceivable that the measure has in-
deed to be viewed as fundamental new input, in addition to whatever the ultimate first-principles
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definition of string or M-theory will turn out to be. Furthermore, it is even possible that no unique
and correct measure exists and that statistical predictions in the eternally-inflating multiverse
will remain impossible as a matter of principle. A justification of this pessimistic attitude might
be the impossibility of repeating an experiment (such as the measurement of λ) many times.
Hence, the usual physicist’s definition of probabilities and of a probabilistic prediction does not
work. On the contrary, one may also defend the possibility of a probabilistic prediction for a
single observation as follows: View the 10-fold repetition of an experiment, each of which rules
out a certain theory at 99% confidence level, as one single experiment or observation. Such a
viewpoint is clearly a matter of convention and is logically perfectly acceptable. Now, this ‘10-
fold’ measurement (assuming all 10 results agree) leaves only a probability of 10−20 that the
theory is correct. We would clearly and rightfully dismiss such a theory and, as just argued, we
do so on the basis of a single experiment. All that matters is a sufficiently high significance of
the result.
While these are all very interesting and potentially important questions, we have now entered
a field where very little is known with certainty. So we should maybe stop here, leaving it to the
reader to explore recent, original papers and form their own opinion.
7.10 Problems
7.10.1 Coleman-De-Luccia tunnelling
Task: Fill in the calculational details leading to the expression for the exponent B in the decay-
rate Γ ∼ exp(−B) of a false de Sitter vacuum that was given in Sect. 7.5.
Hints: Use the Einstein equation to bring the action to a form without r-derivatives. Assume
that the domain wall, i.e. the interval in f where most of the change of φ occurs, is defined by
fdw < f < fdw + ∆. Moreover, assume that the thin-wall approximation, ∆ f , is valid. Then
evaluate B = S[φb, gb] − S[φf , gf ] in three pieces: outside the domain wall, in the domain wall
region, and inside the domain wall. Since the resulting expression is, by assumption, extremal,
the correct value of fdw can be determined by extremising B w.r.t. fdw. If you get stuck, consult
the original papers [290,291,296].
Solution: The desired form of the action is
S = 4pi2
∫
f(r)3dr
[
− 3M
2
P
f(r)2
+ V (φ(r))
]
. (7.49)
Based on this general expression, we now have to evaluate
S[φb, gb]− S[φf , gf ] . (7.50)
We split the r-integration in three pieces. First, outside the domain wall the integrands in S[φb, gb]
and S[φf , gf ] are identical. So there is no contribution from that region.
Second, in the domain-wall region the contribution from the 1/f(r)2-term can be neglected.
The reason is that this region is small, ∆ fdw. As one enters the domain wall region from the
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outside, the function f(r), which encodes the euclidean 4d geometry, only starts to distinguish
between the bounce and the S4 false-vacuum solution. The effect is second order in the small
quantity ∆ and can be neglected. Note that, by contrast, the contribution from the V (φ) term
is not small. The reason is that V has to change by a fixed amount as one passes the wall. Hence
its variation grows as ∆ is taken to zero. We then have
S[φb, gb]− S[φf , gf ]
∣∣∣∣∣
domain wall
' 4pi2
∫ rdw+δ
rdw
f(r)3dr [V (φb(r))− V (φf )] (7.51)
' 4pi2f(rdw)3
∫ rdw+δ
rdw
dr [V (φb(r))− Vf ] . (7.52)
Here the integral is over the interval in r corresponding to the domain wall, defined by f(rdw) =
fdw and f(rdw + δ) = fdw + ∆. Let us compare the above with the domain wall tension, which
is by definition the sum of gradient and potential energy in the wall:
T '
∫ rdw+δ
rdw
dr
{
1
2
φ′2b + [V (φb(r))− Vf ]
}
. (7.53)
Concerning the field profile in the wall, gravitational effects are subleading and we can appeal
to our understanding of a field-theoretic domain wall or bubble-wall from Sect. 7.4. The only
difference is that, in (7.53), we have subtracted the false-vacuum potential energy Vf , a quantity
that was set to zero by definition in our previous field-theoretic analysis. Moreover, the dimen-
sions parallel to the wall are irrelevant, such that we can go back even further and think of
the euclidean tunnelling solution in quantum mechanics as discussed in Sect. 7.3 and visualised
in Fig. 43. There, we learned that gradient and potential energy are always equal during the
transition between the two minima (since we can think of a dynamical rolling process in the
inverted potential). As a result,
S[φb, gb]− S[φf , gf ]
∣∣∣∣∣
domain wall
' 2pi2f 3dw T . (7.54)
Third, inside the domain wall the field φ is constant and the Einstein equation (7.32) can be
used to change the integration variable from r to f :
df
dr
=
√
1− V f
2
3M2P
. (7.55)
Thus
S[φb, gb]− S[φf , gf ]
∣∣∣∣∣
inside
' −12pi2M2P
∫ fdw
0
f df
(
1− Vtf
2
3M2P
)1/2
−
{
Vt → Vf
}
=
12pi2M4P
Vt
[(
1− Vtf
2
dw
3M2P
)3/2
− 1
]
−
{
Vt → Vf
}
. (7.56)
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Recall that fdw is nothing but the physical radius of the ball of final-state vacuum. So let
us somewhat simplify notation by writing R instead of fdw. Then, combining the contributions
from the wall and the inside region, we have
B(R)
2pi2
= TR3 +
6M4P
Vt
[(
1− VtR
2
3M2P
)3/2
− 1
]
−
{
Vt → Vf
}
. (7.57)
The algebra involved in solving B(R)′ = 0 for R and inserting the result in (7.57) is less horrible
than one might expect at first sight. Indeed, the equation 0 = B′(R) may be brought to the form
0 = ζ +
√
1− aζ2 −
√
1− bζ2 with ζ = RT/2M2P , (7.58)
and
a =
4M2P
3T 2
Vf , b =
4M2P
3T 2
Vt . (7.59)
Dividing this by ζ and rewriting the result in terms of w = 1/ζ2 one finds
0 = 1 +
√
w − a−√w − b , (7.60)
which is easy to solve for w:
w =
1
4
[
1 + 2(a+ b) + (a− b)2] . (7.61)
Next, we write the exponent B as
B(R)
2pi2
=
8M6P
T 2
[
ζ3 − 1
a
(
(1− aζ2)3/2 − 1
)
+
{
a→ b
}]
(7.62)
=
8M6P
T 2
[
ζ3 − 1
a
(
ζ3(w − a)3/2 − 1
)
+
{
a→ b
}]
. (7.63)
This simplifies upon noticing that
√
w − a = 1
2
[1− (a− b)] and √w − b = 1
2
[1 + (a− b)] . (7.64)
One finds
B(R)
2pi2
=
8M6P
T 2
[
ζ3
8ab
{
8ab+
[
1 + (a− b)]3a− [1− (a− b)]3b}+ 1
a
− 1
b
]
. (7.65)
At this point, it is useful to spell out the relation to the variables x, y introduced in the main
text:
a− b = 1
x
, a+ b =
y
x
, ζ =
2x√
1 + 2xy + x2
, ab =
y2 − 1
4x2
. (7.66)
Moreover, we have ∆V = 3T 2/4xM2P , such the formula for B from Sect. 7.5 (based on [291])
takes the form
B(R)
2pi2
=
8M6P
T 2
2x3 r(x, y) . (7.67)
Now the agreement between (7.65) and (7.67) follows more or less immediately.
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8 Concluding remarks and some alternative perspectives
This last section is special in that it contains few equations and no exercises. It is to a large
extent a brief tour through additional topics that could and maybe should have been covered
but had to be left out for reasons of space or, more precisely, because they will most likely not fit
in the time frame of a one-semester course. Moreover, part of the comments and ideas collected
in this section lead away from the specific ‘string landscape perspective’ that was advertised and
taught throughout the core part of this course.
8.1 Low-scale SUSY versus Technicolor
Let us start with a brief discussion of alternatives to low-scale SUSY. Recall that low-scale
SUSY has played a central role in our course since it demonstrates that, in principle, gauged (or
otherwise interacting) scalars can be ‘naturally’ light. This could have been a perfect explanation
for the large hierarchy between quantum gravity scale and electroweak scale. Maybe it still largely
explains this hierarchy, but (in part because of the non-discovery of SUSY at the LHC) this does
not work perfectly. It may still work partially and SUSY would then have to be ‘just around the
corner’ in the sense of energy scales.
However, roughly the same may be achieved by other means. The arguably main and his-
torically first candidate is known as Technicolor [324–329] (for reviews see e.g. [330–335]). The
term refers to a second version of ‘colour’ (as in the QCD sector of the Standard Model), which
is added to the Standard Model gauge theories for a purely ‘technical’ reason. This reason is the
creation of a technically natural light scalar.
To understand this, recall how pions arise in the low-energy EFT of the Standard Model (see
e.g. [1,3,4,12,30]): If one neglects the small Yukawa couplings of u and d quarks, one can write
the relevant lagrangian terms as
L ⊃ iqTLσµDµqL + iqTRσµDµqR . (8.1)
Here we have combined the pairs of Weyl fermions uL/uR and dL/dR (which make up the up
and down quark Dirac fermions u and d) into doublets
qL =
(
uL
dL
)
and qR =
(
uR
dR
)
. (8.2)
At energies above the weak scale, the SU(2) acting on the first of these doublets is the familiar
SU(2)L gauge symmetry. But this is irrelevant for now since we are at low energies. We also
disregard U(1)em because of its small coupling. Thus, the covariant derivates in (8.1) refer solely
to the SU(3) colour group.
Our lagrangian has, in addition to its SU(3) gauge symmetry, a global SU(2)L × SU(2)R
symmetry:
(qL)i → (UL)ij(qL)j , (qR)i → (UR)ij(qR)j . (8.3)
Due to the strong non-perturbative effects associated with SU(3) gauge dynamics, it is conceiv-
able that a non-zero vacuum expectation value of fermion bilinears is induced. Assuming that it
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respects the gauge symmetry and recalling that qL and qR transform as 3 and 3 under SU(3),
the only option is
〈(qL)i(qR)j〉 6= 0 . (8.4)
Here the contracted color indices have not been displayed. Using a biunitary transformation,
this expectation value can be made diagonal. Moreover, for symmetry reasons one expects the
two eigenvalues to be equal, such that
〈(qL)i(qR)j〉 = λ δij . (8.5)
This breaks SU(2)L× SU(2)R spontaneously to its diagonal subgroup, consisting of elements of
the form (U,U) ∈ SU(2)L×SU(2)R. The generators outside the Lie algebra of this subgroup act
on the vacuum in a non-trivial way, but they clearly can not change the energy. Thus, we find a
vacuum manifold, which can for example be parameterised by group elements of the form
(Σ,1) ∈ SU(2)L × SU(2)R (8.6)
acting on (8.5):
〈(qL)i(qR)j〉 → Σik〈(qL)k(qR)j〉 = λΣikδkj . (8.7)
The condensation effect above is known as chiral symmetry breaking. While it has not been
rigorously derived from the QCD lagrangian, it is considered as well-established. This is based
both on lattice studies and on the phenomenological success of calculations using the above
assumptions (chiral perturbation theory).
Now one writes
Σ = exp(ipiaσa/fpi) (8.8)
and identifies pia as the pion fields. The effective lagrangian for these massless fields, which are
clearly Goldstone bosons of the spontaneously broken global symmetry, has to be invariant under
Σ → UL ΣU †R . (8.9)
The lowest-dimensional such term is
L ⊃ f
2
pi
4
tr [(∂µΣ)(∂
µΣ)] = −1
2
δab(∂µpi
a)(∂µpib) + · · · , (8.10)
where the normalisation of pia implicit in (8.8) has been chosen such that the kinetic term is
canonical. The quantity fpi is called pion decay constant. This name can be easily understood by
promoting the partial derivatives in (8.10) to SU(2)L-covariant derivatives and calculating the
mixing of the pions with the weak bosons and hence their decay rate (e.g. pi− → W− → µ−νµ).
The fact that our real-world pions are massive is due to the non-zero fundamental up and
down-quark masses. These explicitly break the chiral SU(2) symmetry which would otherwise
have only been broken spontaneously by the fermion condensate. As a result, the exactly massless
bosons of the Goldstone theorem are turned into pseudo-Goldstone bosons, which are allowed
to have a small mass.
After these lengthy preliminaries, the idea of Technicolor is easy to state: Let us assume that,
in addition to the SU(3)c gauge theory with its confinement scale ΛQCD ∼ 0.2 GeV, there exists
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an SU(N)tc gauge theory confining at ΛTC ∼ few TeV. Moreover, there are fermions (so-called
techni-quarks) which are charged under both SU(N)tc and under the electroweak gauge group
SU(2)L × U(1)Y of the Standard Model. Let us call them (QL)i and (QR)j, transforming as
N and N of SU(N)tc respectively. The indices i and j signify some further (e.g. electroweak)
transformation properties.
In complete analogy to the well-understood case of QCD, one expects that a condensate
〈(QL)i(QR)j〉 6= 0 will form. This clearly has the potential to play the role of the standard-model
Higgs and to give mass to W and Z bosons. For example, to be very concrete and following the
QCD-example closely, one may introduce two techni-quark doublets
QL =
(
UL
DL
)
and QR =
(
UR
DR
)
. (8.11)
Here QL is an SU(2)L doublet, uncharged under U(1)Y . The fields UR and DR are SU(2)L
singlets with U(1)Y charge +1/2 and −1/2 respectively. Clearly, a condensate of the expected
type
〈(QL)i(QR)j〉 ∼ δij (8.12)
will break the electroweak symmetry in the desired way. Indeed, it corresponds to two Higgs-
doublet VEVs, both invariant under the same subgroup U(1)em ⊂ SU(2)L × U(1)Y .
Of course, this extremely simple-minded model is far from realistic, even if one only assumes
the more limited data of the pre-LHC era. One of the main reasons is the need for Yukawa
couplings, which in the present approach would most naturally come from operators like
L ⊃ 1
M2
(ψ · ψ) (Q ·Q) . (8.13)
In this symbolic expression ψ stands for Standard Model fermions and Q for techni-quarks.
All indices and their contractions have been suppressed. The only point the above expression
intends to make is the following: Given that such four-fermion operators are present in the
low-energy effective lagrangian and a non-zero condensate of techni-quarks develops, Standard
Model fermion masses will in general be induced. It is also clear that now our theory will break
down at the scale M . If one desires a renormalisable quantum field theory potentially valid up
to the Planck or GUT scale, the model has to be extended. We will not study such constructions
but note that they exist in principle. However, an obvious comment is that the largeness of
the top-Yukawa coupling forces the energy scale M to be low, leading to phenomenological
problems. Moreover, similarly to the situation with SUSY, both the well-established electroweak
precision data and the more recent non-discovery of new physics at the LHC put technicolor
under pressure.
For us, the main conceptual conclusion is the following: In addition to low-scale SUSY,
technicolor offers in principle another perfectly viable, technically natural explanation of a low
electroweak scale. Here by low we mean relative to the Planck scale. Both SUSY and technicolor
share a growing ‘little hierarchy problem’. But assuming the small amount of tuning implied by
this is accepted or better models avoiding it are found, the ‘large hierarchy problem’ remains
solved. The underlying main technical tools are very different: Non-renormalisation of the Higgs
mass vs. logarithmic running of a gauge coupling together with confinement dynamics.
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While both types of model appear to fit reasonably well into what we know about the
string landscape, there is at this point a significant difference: Low-scale SUSY comes, of course,
from 4d SUSY at the compactification scale. The latter emerges (naturally but certainly not
unavoidably) from the 10d SUSY. This, in turn, is apparently enforced on us when trying to
consistently quantise the fundamental string. As a result, one may say that the low-scale-SUSY
resolution of the hierarchy problem (as well as its modern and more modest version with SUSY
at about 10 TeV) are directly related to the specifically stringy approach to quantum gravity.39
By contrast, technicolor requires only the right set of gauge groups and fermionic matter
to be present at the high (e.g. compactification) scale. Achieving such a field content in string
theory looks perfectly reasonable, but there appears to be nothing specifically stringy about it.
One might want to say that the relation between technicolor and string theory is a neutral one.
The last two paragraphs hint at a potential problem with the landscape resolution of the
electroweak hierarchy problem: Indeed, to explain that low-scale SUSY has (so far) not been
found, the string landscape has to prefer a higher SUSY breaking scale. Given the intimate
relation between SUSY breaking, compactification and moduli-stabilisation, it is fairly easy to
imagine that such a preference exists and can be quantified by a detailed study of the landscape,
especially including the difficult subject of stringy models of SUSY breaking and ‘uplifting’ from
AdS to dS vacua [88,336–340].40
However, making the reasonable assumption that technicolor models can be found in the
landscape as well, one would expect that a (technicolor-based) low electroweak scale should
occur in a fraction of models which is not exponentially suppressed. Such models would then be
preferred relative to models with a purely tuned small Higgs mass and even relative to low-scale
SUSY models (if stringy moduli stabilisation implies a bias against those). Thus, the world above
the weak scale should display a natural and generic variant of technicolor which, however, it does
not. A possible way out may be a bias in the string landscape against large gauge groups with
a chiral spectrum (which are needed for technicolor), but this is pure speculation.
8.2 From the ‘Little Higgs’ to large or warped extra dimensions
This is a good place to comment on a number of further model building ideas that have been
proposed to resolve the naturalness problem of the electroweak scale (see [342] for an introductory
review).
To begin, let us remind the reader that the conceptual reason for the lightness of the pions in
the Standard Model is the Goldstone-theorem: They are Goldstone bosons of the spontaneously
broken chiral SU(2). The simplest versions of technicolor use this idea to generate a Standard
39 We should emphasise, however, that low-scale SUSY is certainly not a prediction of string theory. 10d stringy
SUSY may be broken directly in the compactification process (e.g. through a non-Calabi-Yau compactification)
or at any energy scale between KK-scale and weak scale.
40In fact, most work in this area is based on what is known about the statistics of the flux stabilisation of
complex structure moduli. As emphasised e.g. very recently in [341], the Kahler moduli stabilisation is also crucial.
However, at that level of detail one must also consider the statistics of possible uplifts – a hard subject that is
not well understood.
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Model Higgs as a Goldstone boson of a global symmetry acting on a set of techni-quarks. More-
over, technicolor separates the scale of this symmetry breaking from some high fundamental
scale through the logarithmic running of a non-abelian gauge coupling.
Little Higgs models implement and perfection the idea of a Goldstone-boson Higgs without
the constraints and complications of the fermion-condensate [343–345] (see [346] for a review).
The challenge attacked and overcome in these constructions is to keep the Higgs unexpectedly
light (hence the name ‘little’) in spite of Standard-Model gauge and Yukawa interactions. In
doing so, one does not ask at the same time for a UV completion that can be valid up to some
very high scale. Things are then simpler since one does not need to realise the Goldstone scalars
as fermion condensates. Instead, one can just start with a compact field space, like the quotient
manifold M = SU(5)/SO(5) analysed in [347]. This can be viewed as the Little-Higgs-analogue
of the group manifold of SU(2) which arises in the low-energy EFT of the Standard Model
and is parameterised by our familiar three pions. Here, by contrast, the number of scalars is
larger: SU(5)/SO(5) is 14-dimensional. Some of those scalars are removed by gauging, some
become massive, but some stay light and can play the role of the observed light Higgs doublet.
However, both the gauging by the electroweak group SU(2)L×U(1)Y and the Yukawa couplings
to Standard Model fermions have to be introduced and violate the masslessness of all of the
Goldstone bosons. The true model building challenge of Little Higgs models is then to realise a
structure in which this effect is sufficiently small, e.g. because a non-zero potential for the Higgs
degrees of freedom arises only at the 2-loop level. We will not discuss the (very interesting)
details of this.
The overall picture which eventually emerges has three basic energy scales: They can be
characterised starting from the scale f which sets the size of the compact field space of the
Goldstone bosons. This scale is completely analogous to the pion decay constant of the Standard
Model or to the axion decay constant which defines the volume 2pif of an S1 parameterised by
an axionic scalar. If some of the Goldstone bosons are removed by gauging, then they become
massive (together with the corresponding vectors). The relevant mass scale is f , at least if the
gauge couplings are O(1). The electroweak scale is much smaller, mEW  f , with the hierarchy
provided by loop suppression factors (1/16pi2) together with the smallness of Standard Model
couplings governing the loops. Finally, the model is based on a compact field space, which implies
the presence of higher-dimension operators suppressed by powers of the mass scale f . This is most
easily seen in the case of standard-model pions by considering (8.8) and (8.10). A loop expansion
involving such higher-dimension operators breaks down at a scale Λ ≡ 4pif , where the 4pi come
from the 4d loop suppression factor 1/16pi2. At this scale Λ, which is however significantly higher
than the electroweak scale, e.g. ∼ 10 TeV, a UV completion is required. It may be field-theoretic
(in the spirit of technicolor), higher-dimensional or even stringy (see below).
A very different idea concerning the hierarchy problem has emerged in the late 90s under
the name of Large Extra Dimensions [348, 349].41 Specifically, the scenario known as ‘ADD’
is extremely simple and builds on string-theoretic ideas, but without explicitly using any details
of the stringy UV completion. It proposes that the world is d-dimensional, with d = 4 + n, and
that the n extra dimensions are large (in the sense of being much larger than the Planck length).
41 See e.g. [350,351] for introductory reviews.
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The 4d Planck scale is then given by
M2P, 4 ∼M2+nP, d Rn , (8.14)
with MP, d the higher-dimensional Planck scale and R a typical compactification radius. Based
on this, one can envision a situation where R is so large that MP, d is in the TeV domain. This
resolves the large hierarchy problem since, in fact, the electroweak scale is now of the order of
the fundamental UV scale MP, d. Put differently, the quadratic Higgs mass divergence is cured
by the fundamental quantum gravity cutoff (be that superstring theory or something else). Since
this cutoff is low, no large hierarchy problem exists. However, one clearly needs a dynamical
mechanism that explains why the compact space is stabilised at R 1/MP, d.
While the large hierarchy problem may well be solved in this way, the little hierarchy problem
remains and may, in fact, be more severe than in other approaches. Indeed, given proton-decay,
flavour and electroweak-precision-data constraints, it is certainly optimistic to assume that the
fundamental quantum gravity scale can be as low as even 10 TeV. This, of course, leaves a sizeable
gap to the observed Higgs mass of ∼ 100 GeV and hence a significant little hierarchy problem.
Concerning this issue, one may now imagine a combination of model-building ideas where the
large hierarchy problem is overcome using the large-extra-dimensions approach and the little
hierarchy problem is solved as in the Little Higgs models discussed above. We will return to a
variant of this further down when talking about warped extra dimensions.
Before closing this large-extra-dimensions or ADD discussion, we need to comment on the
number n determining the dimensionality of the compact space. The choice n = 1 is obviously
excluded since R would be way too large. Very intriguingly, setting n = 2 and assuming MP, 6 ∼
1 TeV gives R ∼ 1 meV−1 ∼ 1 mm. But this was just about the smallest distance at which
gravity was at that time directly accessible to experiments. Hence, even such an extremely large
compactification radius appeared to be on the one hand not excluded but, on the other, could
be discovered in the foreseeable future in gravitational table-top experiments.
Of course, the attentive reader should immediately object that the 4-dimensional (rather
than 6-dimensional) nature of the world was, even in 1998, already known to persist up to
energy scales of at least 100 GeV. However, this bound could be evaded by assuming that all
Standard Model particles and gauge fields are confined on a brane, in this case a 3-brane filling
out our 3 + 1 non-compact dimensions and being point-like in the 2d compact space. With that,
the ADD scenario with n = 2 is complete. Not surprisingly, it was perceived as extremely
innovative and exciting at the time. Unfortunately, it became clear very fast that astrophysical
and cosmological constraints push the lower bound on MP, 6 way above 1 TeV. Also, constraints
on the short-distance behaviour of gravity developed fast, forcing R way below a mm and, again,
MP, 6 to values higher than TeV. This worsens the little hierarchy problem and disfavours the
n = 2 case.
For n ≥ 3, the compactification radius R is much below 1 mm even if MP, d is kept in the TeV
domain. Then so-called fifth-force experiments, testing gravity in the sub-mm domain, provide
no meaningful constraints. Also cosmological and astrophysical bounds become less prohibitive
with growing n. Such scenarios with n ≥ 3 are still constrained but not hopeless. They do,
however, become less and less believable from the point of view of solving the hierarchy in the
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same way as SUSY, technicolor etc.: The LHC simply keeps pushing any exciting new physics
to higher and higher energies, thereby making the little hierarchy problem more severe.
The next twist in this line of thinking is the very interesting idea of warped extra dimen-
sions, also known as the Randall-Sundrum model [352, 353] (see [354] for the first warped
scenarios). The term ‘warping’ has been discussed in quite some detail in Sect. 6.5 and its mean-
ing in the present context is the same as before: It denotes compactifications where the metric
in the non-compact directions depends on the position in the compact space. More concretely,
the present type of model is based on a 5d to 4d compactification on S1/Z2, i.e. on an interval.
The metric reads
ds2 = e−2kydx2 + dy2 , (8.15)
with the warp factor exp(−ky) and y ∈ [0, yIR] parameterising the extra dimension. One refers
to the interval-boundaries or ‘end-of-the-world’ branes at y = 0 and y = yIR as the UV and IR
brane respectively. The reason is, as in Sect. 6.5, that any mass-dimension quantity of fixed value
in units of MP, 5 takes a higher or lower value from the perspective of the 4d observer depending
on whether it is located closer to y = 0 or to y = yIR. The model can be characterised as a
slice of AdS5 with two 4d-branes as boundaries. To make this geometry a solution of Einstein’s
equations, a 5d cosmological constant and appropriate 4d brane tensions have to be added – we
will not work out the details of this.
To be precise, the Randall-Sundrum model comes in two variants known as ‘RS1’ [352] and
‘RS2’ [353]. The brief description above refers to RS1, with RS2 corresponding essentially to the
decompactification limit yIR →∞. This variant, while conceptually very interesting, has nothing
to say about the hierarchy problem and we will not discuss it.
The relevance of RS1 for the hierarchy problem arises as follows. Let us assume that the
Standard Model is localised at the IR brane. By this we mean, very naively, adding a piece∫
d4x dy
√−g LSM [gµν , ψ] δ(y − yIR) (8.16)
to the 4d Einstein-Hilbert action. The metric gµν is the pullback of the 5d metric to the boundary
and the Standard-Model fields ψ are only defined at the boundary locus. Now, due to the warping,
it turns out that a fundamental Higgs mass parameter m2H ∼M2P, 5 (in the local action near the
IR brane) would be perceived by a 4d observer as being much smaller than the 4d Planck scale.
Parametrically, the 4d observer finds
mH ∼MP, 5 e−k yIR , M2P, 4 ∼M3P, 5L , where L ∼ 1/k (8.17)
is the AdS curvature radius. If k, which is governed by the 5d cosmological constant, is chosen to
be slightly smaller than MP, 5 for control purposes, and the interval can be stabilised such that
k yIR is a largish O(1) number, then the smallness of the electroweak scale can be explained. The
stabilisation problem has an elegant solution due to Goldberger and Wise [355].
The reader may at this point be confused about how mH can be comparable to MP, 5 in
the microscopic 5d action and at the same time much smaller than MP, 5 according to the first
relation in (8.17). The answer is simply that, due to warping, MP, 5 has no unambiguous meaning
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in 4d. For example, a 5d Planck-scale black hole would appear to the 4d observer as 4d-Planck-
scale if it were located near the UV brane. By contrast, it would be perceived as slightly above
the electroweak scale if it were found near the IR brane.
What one has achieved at this point is very similar to the ‘ADD solution’ of the hierarchy
problem: The large hierarchy between Planck and electroweak scale is explained, but the little
hierarchy problem is as severe as ever since, phenomenologically, we can not afford to take MP, 5
all the way down to 100 GeV. An enormous amount of work has gone into attempts of improving
the RS1 idea in such a way that it becomes realistic in view of precision, flavour and LHC data
or, more generally, that its little hierarchy problem is ameliorated (see [356–359] for some of the
original papers and [360–366] for a selection of reviews). One possible way forward is to combine
RS1 with the little Higgs idea explained earlier: One may for example consider placing not just
the Standard Model but its little-Higgs extension, with a UV scale in the 10 TeV range, at the IR
brane. Now, having MP, 5 near 10 TeV looks much less impossible than near 100 GeV. Moreover,
significant advantages can be gained by turning the Standard Model into a mix of 4d and 5d fields,
with the latter being visible to us only through their lowest-lying KK modes. Such KK modes
can, depending on the 5d mass parameters of the underlying 5d fields, have a y-profile localised
(exponentially) near the UV or IR brane. This opens up model building possibilities where, for
example, the Higgs lives at or near the IR brane. Heavy fermions like the top quark may also be
localised near the IR brane, naturally giving them a stronger coupling to the Higgs. The light
quarks, by contrast, live mainly in the UV. Consistently with phenomenological requirements,
they are then less affected by large higher-dimension-operators induced in the IR-part of the
model (an issue following from the low-lying local value of MP, 5).
The various model building ideas in the RS1 framework briefly described above have a dual
CFT interpretation. To appreciate this, the reader has to recall our very short discussion of
AdS/CFT in Sect. 7.9. There, we characterised AdS/CFT as a map between a gravitational
theory in (d+1)-dimensional AdS and a d-dimensional CFT living on the boundary. In our case
of interest, d = 4 and the global boundary is R × S3. The scale invariance of the CFT allows
us to take the radius of the S3 to infinity, considering instead an R1,3-boundary of AdS1,4. This
may, in a first step, be identified with the RS2 model, consisting just of an AdS space cut off by
the UV brane. The crucial difference to the pure AdS/CFT correspondence is that the UV brane
is at finite distance, which lets it play the role of a physical UV cutoff in the CFT language. Our
variable y is the analogue of the radial variable of formal AdS/CFT, which in turn corresponds
to the energy-scale variable of the CFT.
Now, turning to RS1, the following interpretation can be given in CFT language: We start
from the UV cutoff at y = 0 and move into the y-direction. This corresponds to moving to
smaller energy scales in the CFT. At some point, an IR cutoff is encountered in the form of the
IR brane at y = yIR. More precisely, in models where the position of the IR brane is stabilised
a non-trivial bulk profile of a 5d scalar (the Goldberger-Wise scalar [355]) has to be present.
This profile determines the value of y = yIR where the IR brane will be encountered. Thus,
the 4d dual of the 5d bulk theory is not a CFT but a nearly conformal theory, in which the
slow running of some coupling eventually leads to the dynamical generation of an IR cutoff. The
natural mechanism to think about here is the running of a non-abelian gauge coupling leading
to confinement at the energy scale corresponding to y = yIR. We can now clearly appreciate that
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the mechanism by which RS1 explains the low-lying electroweak scale is actually the AdS-dual
formulation of the technicolor idea. The close relation between these two ideas is explored in
much of the literature on the subject cited earlier (see [367,368] for the fundamental first steps).
While all of this is deeply connected with string theory, it remains unclear to which extent the
RS1 approach to the little hierarchy problem can be really implemented in string model building.
The basic setting is in fact well known to arise in the form of the Klebanov-Strassler throat glued
to a compact Calabi-Yau, cf. Sect. 6.5. Yet, the IR region of the Klebanov-Strassler throat is too
simple to house a full-fledged Standard Model. One of the problems with more complete models
(see e.g. [369,370]) is that the strongly warped geometry is not explicitly known.
8.3 Cosmological selection and the Relaxion
Throughout this course, we have discussed two opposite ideas on how (apparent) fine-tunings in
EFTs can arise: On the one hand, a hidden mechanism (SUSY, Technicolor etc.) may be present,
such that the fine-tuning is only apparent. On the other hand, many parameter values may be
realised in a landscape of vacua, to be found in different parts of a multiverse. We then observe
a certain parameter value for anthropic reasons or accidentally. One may want to call this a real
fine tuning.
In this short section, we want to briefly mention a third option which may be viewed as a
compromise between the previous opposite extremes. Namely, it is conceivable that a landscape
of vacua with different parameter values exists, but not all of them are on the same footing
cosmologically. More precisely, the special (apparently fine-tuned) value we observe may be due
to the details of cosmological dynamics. One may call this option cosmological selection.
Such an approach to the cosmological constant has been suggested long ago [188, 293, 371]
on the basis of subsequent brane nucleation events. The idea is to use a model with 4-form flux
and membranes, as in (6.11), where the energy gap between the different vacua is chosen to be
tiny. If the vacuum energy without flux is negative, one finds a dense discretuum near zero. For
appropriate brane tension, the cosmological dynamics will consist of consecutive jumps to lower
and lower energy until, just after crossing to negative values, the process stops.42 Unfortunately,
this model is not realistic: The exponential expansion in between the last jumps leads to an
unacceptable dilution of matter and radiation in the late universe.
The idea of a cosmological selection of the electroweak scale has been around for a while
[372,373] and has more recently received much attention in the context of the Relaxion model
[374]. The key ingredient is an axion-like scalar field φ which controls the Higgs mass. Specifically,
one may assume that m2H = m
2
H(φ) is a monotonically falling function of φ. This scalar rolls down
a potential during cosmological history, for example during inflation. If multiple local minima are
present, the field will eventually stop in one of them (cf. Fig. 50). Crucially, if such minima are
only present in the part of the field space of φ where m2H(φ) < 0, then the observed Higgs mass
42 This is due to the fact that, in AdS, transitions to lower-energy vacua are impossible if the brane tension
is too high. The reason is that, in contrast to flat space, both the volume and the surface area of an expanding
bubble in AdS grow in the same parametric way, proportionally to R2. Thus, for sufficiently high surface tension
the expansion of a true-vacuum bubble never becomes energetically favourable.
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parameter will be negative. Moreover, if the dynamics is such that the field stops in one of the
first minima it encounters, then |m2H | will be much smaller than the ‘natural’ scale determined
by the UV cutoff. In short, the Higgs mass squared ‘relaxes’ cosmologically to a value which is
just below the threshold at which electroweak symmetry breaking first occurs.
Figure 50: Relaxion potential (adapted from [374]).
Suppressing the (canonical) kinetic terms of Higgs field H and relaxion φ, the relevant part
of the lagrangian reads
L ⊃ −(M2H − gφ)|H|2 − V0(φ) + Λ4(H) cos(φ/f) with V0(φ) = −κ3φ+ · · · . (8.18)
Here we recognise the φ-dependent mass squared term for the Higgs doublet H, the perturbative
φ-potential V0, and its non-perturbative correction producing a series of minima. The latter can
be generated, for example, if φ couples to a non-abelian gauge group through the typical axionic
coupling ∼ (φ/f) trFF˜ . The H-dependence of the prefactor of the cosine can arise if H governs
the masses of fermions charged under this group.43 The key idea is that, if an H-VEV develops,
the non-perturbative effect ∼ cos(φ/f) turns on, leading to the desired potential of Fig. 50. Here
it is crucial to interpret V (φ) as resulting from (8.18) after the Higgs has been integrated out.
The reason why the cosine effect turns on only with a non-zero H-VEV rests on well-known
instanton physics: As long as H is zero, fermions are massless and, in the presence of massless
fermions, no instanton potential is generated (see e.g. [68,189]). Crucially, the parameters of this
setting can be chosen such that the model is technically natural. A key role in this is played by
the shift symmetry of φ, which is broken only non-perturbatively and by the small parameters
g and κ.
This setting has been discussed intensely immediately after it appeared (see e.g. [375–379]). It
has also triggered a more general interest in cosmological selection, including for the cosmological
constant [380–389]. An objection one might have is that of a certain model-building complexity
involved in creating precisely the desired type of landscape. By contrast, if superstring theory is
the right theory of quantum gravity, the ‘standard’ string landscape is simply there – without
any choice. Of course, one may also try to study explicitly whether cosmological selection arises
on the basis of the string landscape [390].
43 This is clearly modelled after QCD, with φ the QCD axion and the quark masses depending on the Higgs-VEV
in the standard way. Yet, unfortunately, such a minimalist implementation does not work phenomenologically
and an extra gauge group appears to be required.
220
8.4 The Swampland program
The Swampland is, by definition, the set of apparently consistent EFTs including gravity which
are not found within the string landscape [391, 392] (see [393, 394] for reviews). The qualifica-
tion ‘apparently consistent’ means that the EFT in question meets all consistency requirements
which a low-energy observer not concerned with quantum gravity can impose. Thus, the Swamp-
land program emphasises the following remarkable point: In spite of the enormous size of the
landscape, not every field-theoretically reasonable model can be UV-completed in string theory.
A popular more general definition proposes that the Swampland consists of those low-energy
EFTs which can not be UV completed in any model of quantum gravity, not just in string theory.
The difficulty with this definition is that we have no overview of possible quantum gravity models
and that the attempts that exist outside string theory are even less well understood than the
string landscape.
At first sight, one might be very impressed with the strength of the claim that 10272,000 flux
vacua [251] are not enough to realise any reasonable EFT. However, on second thought this is
obvious since the landscape is discrete.44 By contrast, the space of EFTs is continuous due to
the continuous choice of couplings or operator coefficients. Hence, almost any EFT is in the
Swampland.
In fact, the Swampland paradigm attempts to make a slightly different and far less obvi-
ous point: It attempts to rule out whole classes of EFTs based on certain general features. An
illustration is given in Fig. 51: On the left, we see how the string landscape discretuum may
essentially fill the whole plane of two EFT coupling constants λ1 and λ2. While not every com-
bination of λ1 and λ2 is realised, the difference between the space of all EFTs and the landscape
is clearly very hard to probe experimentally. By contrast, the r.h. plot shows a situation where
the region λ2 > λ1 is forbidden, possibly due to a Swampland constraint. In this case, a single,
not even very precise measurement of λ2 > λ1 may in principle at once rule out string theory as
the correct UV completion of quantum gravity in the real world.
Figure 51: On the left: String landscape discretuum filling out the whole 2-dimensional plane of
EFT coupling constants λ1 and λ2. On the right: The region λ2 > λ1 is forbidden.
To make our discussion somewhat more concrete, let us briefly go through the most popular
swampland constraints. While some of them are extremely plausible, it is probably fair to say
that, at the moment, all of them remain conjectures.
First, it is widely believed that no global symmetries can occur in consistent theories of
44 At least if we count any N ≥ 2 SUSY moduli space as a single theory, which is presumably justified since
the moduli are massless, dynamical fields rather than parameters.
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quantum gravity [395–400]. This expectation is based on the violation of global charge in black
hole evaporation and a CFT argument in perturbative string theory [395]. There is also a proof
in AdS/CFT relying on the splittability assumption [400].
Then there is a set of conjectures about the geometry of moduli space, proposed in the
seminal papers [391, 392] that defined the term ‘Swampland’. Among those, we emphasise the
conjectures that the moduli spaces are infinite and that, as one moves to infinity, a tower of light
states becomes exponentially light (Swampland Distance Conjecture). These statements are
to be read using the mathematically natural metric on moduli space, which is also the metric
defining the kinetic term for the corresponding scalar fields in the 4d lagrangian. Given what
we know about string compactifications, it is hard to imagine how the distance conjecture could
be false: For example, one can always take the volume modulus to infinity, in which case the
tower of KK modes becomes exponentially light. As another option, one can take the dilaton to
infinity, i.e. gs → 0, implying that the tower of string excitations becomes light. In fact, these
two options – light KK modes or light string states – appear to represent an exhaustive list [401].
For a more quantitative (refined) version of the distance conjecture see [402].
The swampland conjectures described above are, however, not quite as appealing phenomeno-
logically as envisioned in Fig. 51, where EFT couplings are directly constrained. A conjecture
of this latter type is the Weak Gravity Conjecture [403], which states that gravity is always
the weakest force. Concretely, the statement is that in the presence of gravity any U(1) gauge
theory must come with a light charged particle of mass
mQ ≤ 2 g |Q|MP . (8.19)
Here g is the gauge coupling, Q ∈ Z the charge of the particle, and the precise numerical
coefficient is chosen such that equality arises (for |Q|  1) precisely if the charged object
is an extremal Reissner-Nordstrom black hole. An equal sign in (8.19) would also mean that
two particles of this type are attracted by gravity precisely as strongly as they are repelled by
their common U(1) charge. In this sense the inequality really deserves the name Weak Gravity
Conjecture.
There are different motivations for this conjecture, one of the most popular being that, if it
were false, then extremal black holes would be absolutely stable. This may be problematic [404],
though no sharp argument for the Weak Gravity Conjecture has so far emerged from this line
of reasoning. Another argument for the conjecture is that the limit g → 0 should be forbidden
because it would generate a global symmetry. The Weak Gravity Conjecture then quantifies
what exactly goes wrong with taking such a limit. Maybe most importantly, the conjecture is
supported by all controlled stringy examples, and this is at least superficially easy to understand:
Indeed, consider a D-brane model and try to take the gauge coupling to zero. The only ways
in which this can be done is by either sending the brane-volume or the dilaton to infinity. But
in both these cases the string scale goes to zero in Planck units,45 such that one may say that
(8.19) is trivially fulfilled because the 4d EFT cutoff falls below the energy scale gMP .
45 To be precise, one may also consider a double scaling limit where the space transverse to the brane shrinks
such that the Calabi-Yau volume does not diverge together with the brane volume. One then needs to change
duality frames to maintain control and see the emerging light states [426].
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Note that our statement of the conjecture in (8.19) was an enormous oversimplification. We
have disregarded that many different versions of the Weak Gravity Conjecture are discussed.
For example, one may demand that some charged particle satisfying the conjecture exits (mild
form) or that the lightest charged particle should do so (strong form).46 These options have
already been considered in [403]. More recently, a lot of additional effort has been devoted
to the Weak Gravity Conjecture and its extensions. This revival of the Swampland discussion
(see e.g. [405–413]) has in part been triggered by an increased interest in the observational
signals of cosmological inflation, which have at that time started to constrain the magnitude of
primordial gravitational waves and, through this, the field range of the inflaton. This, in turn, has
a surprisingly direct connection to the Weak Gravity Conjecture and the Swampland program,
as we now briefly explain.
The point here is that the Weak Gravity Conjecture has a natural extension to p-form gauge
theories with p 6= 1. One then basically constrains the tension of the charged (p−1)-brane in
terms of coupling strengths and MP , in complete analogy to (8.19). Specifically for an axion,
viewed as a 0-form gauge theory, the coupling strength is ∼ 1/f and the role of mQ is taken over
by the instanton action Sinst. One then has
Sinst .MP/f ⇒ f .MP , (8.20)
where the implication rests on the (non-trivial) assumption that Sinst & 1. This is motivated by
the desire to use the dilute instanton gas approximation. One sees that, interpreted in this way,
the Weak Gravity Conjecture limits the allowed field range of axions. This restricts the model
of so-called ‘natural inflation’, which in its simplest form relies on ‘superplanckian’ axion field
ranges to realise large-field inflation [414] (see [273] for a review).
Such possible limitations of axionic field ranges in string theory (see also [415]) may in
principle be overcome by so-called axion monodromy inflation [416–419] or its modern version,
F -term axion monodromy [420–422]. The underlying idea here is to break the axion periodicity
weakly. As a result, the circular field space turns into a spiral which rises slowly to higher and
higher potential energy. Yet, these models may turn out to be in the Swampland, either because
of concrete model building difficulties or due to generic constraints, such as a sufficiently strong
version of the Swampland Distance Conjecture (see e.g. [402,423]). Much further interesting work
has recently been done in the context of developing and connecting various forms of the Weak
Gravity and the Swampland Distance conjecture, see e.g [424–426]. Concerning the applicability
to inflation, things remain unclear: On the one hand, one may indeed hope that the tower of
light states coming down at superplanckian field excursions constrains models of inflation. On
the other hand, realistic large-field inflation needs only field ranges of the order (few) ×MP .
Such modestly transplanckian field ranges may turn out to be consistent with all reasonable
conjectures.
Note that it is also conceivable to simply break the proposed inequality on the r.h. side of
(8.20) in a concrete model. One idea is to start with the field space of two axions, say a T 2 with
volume (2pif)2 and f < MP . All one needs is to realise a scalar potential on this T
2 which forces
46 The maybe most naively expected formulation that the particle with Q = 1 should satisfy the conjecture
has counterexamples. However, in all such counterexamples the lowest charge Qmin at which the conjecture holds
exceeds unity only by an O(1) factor.
223
the lightest effective field on a spiralling trajectory [427]. This trajectory, while still periodic,
may clearly be much longer than 2pif . The required potential could be realised by the interplay
of several instanton-induced cosine-terms.
Even simpler, such a long spiralling or winding trajectory may be enforced by making a
certain combination of the two axions massive by a flux choice [411]. This has an interpretation
as the ‘Higgsing’ of the axion or 0-form gauge theory with the help of a (−1)-form gauge theory
(as explained near (6.14)), cf. [428]. In fact, more generally, it has been pointed out that this
method of Higgsing a p-form gauge theory with a (p−1) form gauge theory apparently represents
a field-theoretic method of breaking the strong form of the Weak Gravity Conjecture in the IR,
including in the ‘classic’ case of p = 1 [429]. Here by Higgsing we mean the substitution
1
g2p
|dAp|2 + 1
g2p−1
|dAp−1|2 → 1
g2p
|dAp|2 + 1
g2p−1
|dAp−1 + Ap|2 . (8.21)
In the case p = 1, this is clearly the standard meaning of the term Higgsing, where A0 represents
the radial direction of the conventional complex scalar which Higgses a U(1) gauge theory.
Now, starting with two gauge fields, say A
(1)
p and A
(2)
p , one may Higgs the linear combination
A
(1)
p + NA
(2)
p , where N is a large integer. It is then easy to see that, for the surviving p-form
gauge theory the Weak Gravity Conjecture in its strong form will be broken in the IR [411,429].
The reason is basically that the effective gauge coupling is lowered from gp to gp/
√|N |. This
effect can even be made exponentially strong using the so-called clockwork idea [430,431]. If such
constructions are possible in the landscape, this clearly weakens the phenomenological relevance
of the Weak Gravity Conjecture as an IR constraint. It could also turn out that models of this
type are in the Swampland and the Weak Gravity Conjecture remains strong.
8.5 The Swampland and de Sitter
The Swampland program has many aspects. Proceeding largely in historical order, the previous
section emphasised its more phenomenological side: constraints on global symmetries, weak gauge
couplings and fields ranges, with a view on inflation. There is also a more mathematical or
conceptual side, focussing on what models can arise from string theory as a matter of principle,
without immediately asking for relevance to the real world (see e.g. [393]). We will not discuss
this here.
Instead, we now turn to a more recent and possibly the most important aspect of the Swamp-
land discussion. It is interesting conceptually but, in addition, has very far-reaching phenomeno-
logical implications. The conjecture we are referring to states that all de Sitter solutions, even
metastable ones, are in the Swampland [213–216]. A particularly intense debate has initially
surrounded the very strong conjecture that [214]
|V ′|/V ≥ c , (8.22)
with c an O(1) constant and MP = 1. This clearly rules out de Sitter minima, but is actually
much stronger by also excluding de Sitter maxima, i.e. unstable de Sitter solutions. This is
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presumably too strong since it collides with the Standard Model Higgs potential [432, 433], the
EFT of pions [434], and with relatively well established string constructions [435].
A refined form of the de Sitter conjecture [215, 216] and an attempt of a first-principles
derivation [216] (see however [436, 437]) have subsequently appeared. The refined formulation
states that either
|V ′|/V ≥ c or V ′′/V ≤ c′ , (8.23)
which is roughly the opposite of the slow-roll requirement. The derivation of [216] aims only
at establishing the claim at asymptotically weak coupling (basically at large field distance, e.g.
at asymptotically large volume). It uses the Swampland Distance Conjecture, but also relies on
strong assumptions about the origin of de Sitter entropy. Unless this argument can be made water
tight, counter examples are conceivable even asymptotically [436,437]. But more importantly, for
the actual string landscape an asymptotic validity of (8.23) is not threatening: The landscape
as we know it certainly needs a very large set of metastable de Sitter vacua, but it is perfectly
acceptable for this set to nevertheless be finite. A series of vacua extending to zero coupling is
not required. The possibility of achieving arbitrarily weak couplings is essential for a rigorous
mathematical proofs, but in physics this may simply be too much to ask for.
Let us start the more detailed discussion by explaining why a very strong conjecture such as
(8.22) might appear appealing. Quite generally, compactifications lead to 4d effective lagrangians
of the type
L ∼ V
[
R4 − (∂V)
2
V2 − E
]
, (8.24)
where we have suppressedO(1) coefficients for simplicity. The overall volume factor V multiplying
the 4d Ricci scalar R4 and everything else comes from the integral over the compact space. But
the volume also figures as a dynamical field, and its kinetic term features a logarithmic derivative.
Moreover, we have included a positive energy source E (one may think of a SUSY breaking effect).
After Weyl-rescaling to the Einstein frame and introducing the canonical field φ = ln(V), one
finds
L ∼ [R4 − (∂φ)2 − E e−φ] . (8.25)
The potential is V (φ) ∼ e−φ, which does indeed satisfy (8.22). This will remain the case if one
goes more carefully through different types of simple explicit string compactifications.
Figure 52: Left: The sum of two simple falling potential terms allows only for AdS, not for
dS minima. Right: Involving a third simple, monotonic term a metastabe dS minimum can be
created with some tuning of coefficients.
Let us make a slightly different but related point about creating dS space through a compact-
ification. In the limit V → ∞, all potential terms (from fluxes, 10d curvature, SUSY-breaking
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effects) tend to zero. Indeed, in this limit one approaches uncompactified, flat 10d space, so one
expects no energy density. Such an argument has first been given for asymptotically weak string
coupling rather than for large volume [438] and is known as the Dine-Seiberg problem. Now,
even if one has two independent such terms, each of which approaches zero as φ = ln(V)→∞,
their sum will in general not create a dS minimum (Fig. 52). Indeed, if both terms are monoton-
ically falling and have the same sign, the sum will also be monotonic. If they have opposite sign,
then depending on which term scales more strongly with V the potential may first fall and then
approach zero from below, as shown in the figure. It may also first grow and then turn over to
approach zero from above. This would give a de Sitter maximum. Thus, as long as every term
has a simple scaling behaviour with V , it requires the interplay of at least three such terms to
realise a dS solution. Moreover, these three terms, each with a different fall-off behaviour in 1/V ,
need to be of the same order of magnitude to realise such a non-trivial potential. But since the
coefficients are O(1) numbers (string theory not having free parameters), the de Sitter minimum
can clearly not be at asymptotically large volume (see also [216]).
However, as already emphasised above, phenomenology and the landscape in general may
not need asymptotically large volume or weak coupling. The scenarios of KKLT [185] and LVS
[186] show precisely how, through the interplay of three different terms falling with 1/V , a
non-trivial de Sitter minimum may in principle arise. Thus, we are in the end faced with the,
admittedly hard, problem of evaluating the reliability of concrete proposed string constructions
of 4d metastable de Sitter EFTs. To liberate us from that challenge and ‘kill’ the dS landscape
as a matter of principle one would need harder arguments against de Sitter in string theory than
those given above.
This may be a good place to mention an older no-go argument about what can or can not
be achieved in string compactifications. It has been shown in [439] that perturbative compact-
ifications involving fluxes, positive-tension branes and warping can not lead to 4d de Sitter.
Minkowski space can only be achieved if fluxes and warping are turned off, which is of course not
interesting. The key loophole utilised by GKP [128] is the existence of negative-tension objects,
for example O3 planes, which make warped compactifications leading to no-scale Minkowski
space possible. This is of course the basis on which then, adding non-perturbative effects and
anti-branes in warped throats, KKLT suggested what still stands up as the simplest realistic
proposal for string-derived de Sitter.
Let us note that KKLT has come under concrete criticism in the Swampland context on
a basis of arguments related to the Maldacena-Nunez no-go theorem mentioned above [439].
It has been pointed out in [230] that, re-running the logic of [439] while including the 10d
effects of gaugino condensation apparently leads to problems. However, a more careful analysis
of the relevant action of the brane stack on which gauginos condense [231,232] shows that a 10d
description of KKLT (usually only derived by 4d EFT methods) may be possible [233,235] (see
however [234]). This has been further developed, again with positive outcome for KKLT [440]
(or at least for the AdS part of the construction [441]).
An interesting new KKLT criticism [235] claims that one may be driven to a regime where
strong warping effects arise also outside the throat region which houses the D3 uplift. This is
important to scrutinise further, though it does not appear to be as fundamental a problem as a
possible Maldacena-Nunez-type no go argument. In particular, by its very nature the argument
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would presumably not extend to LVS-type models, which allow for a much larger compact
volume.
Yet another recent set of Swampland conjectures, dealing with constraints on AdS compact-
ifications, may affect de Sitter constructions [442–444]. It states (in versions of varying strength)
that scale-separated AdS compactifications are impossible. The basis is the observation that, in
many well-studied string compactifications to AdS, the AdS space and the compact space share
the same radius. For example, this is famously the case in AdS5×S5, the geometry of the original
AdS/CFT proposal. The absence of a separation between the AdS and KK scale implies that a
proper, purely-4-dimensional EFT regime is missing. This may imply difficulties for the so-called
uplift to de Sitter, which in the simplest case is conceived as the addition of small positive energy
density to a well-defined AdS4 EFT. The absence of a 4d EFT regime does not a priori exclude
an uplift, but it forces one to analyse it in the full 10d theory.
Concerning specifically KKLT, a conjecture which is strong enough to exclude scale-separated
AdS in general does, of course, also exclude KKLT: Recall that, before the uplift, KKLT has
a 4d AdS scale ∼ |W0| and KK scale ∼ 1/ ln1/2(1/|W0|) with |W0|  1. Given that this first
step of KKLT is rather well established and the possibility of fine-tuning |W0| to parametrically
small values has been convincingly argued for [208] (see also [445]), this may speak against
the scale-separated AdS conjecture rather than against KKLT. Moreover, a class of type-IIA
compactifications to scale-separated AdS has been proposed some time ago [446] (see also [447,
448]). These constructions are purely perturbative and do not rely on the tuning of fluxes.
In summary, while doubts about the existence and calculational control of stringy dS con-
structions are justified, they do not appear strong enough at present to overthrow the landscape
idea as it has been developed since about the turn of the millenium. The doubts receive support
from the relative complexity of the simplest concrete models. However, as we argued, the need
for such a complexity follows simply from the parametric analysis of sums of decaying functions
of the volume (cf. Fig. 52). If, which is certainly possible, metastable de Sitter vacua turn out
to be inconsistent with string theory, a serious phenomenological problem arises due to the ob-
served cosmological dark energy. While a rolling scalar or ‘Quintessence’ [449, 450] is certainly
an acceptable way out [214], the realisation of such a scenario in string theory is not without
its own problems (see e.g. [451] and [433] for a review). In particular, the technical difficulty of
realising sufficiently strong SUSY breaking in a moduli-stabilised compactification appears to
be as severe in quintessence as in de Sitter constructions [452]. As a result, one may doubt that
phenomenologically viable quintessence models can but metastable dS vacua can not be realised
within the class of presently understood string compactifications.
Needless to say, research towards establishing or disproving known de Sitter constructions
or developing viable alternatives (quintessence or other [453]) must go on.
8.6 More direct approaches to quantum gravity
Before coming to the end of this section and the whole set of lecture notes, we now want to
change perspective drastically. Let us recall how far from established physics we have come in
studying issues like the construction of 4d de Sitter space through the compactification of 10d
227
superstring theories. We were, under certain assumptions, forced on this path by the desire to
find predictivity in the UV and hence the need to control UV divergences in quantum gravity.
But promoting point particles to strings may not be the only option for achieving this goal.
Which implications for the hierarchy problems and for low-scale physics in general would follow
if gravity could be quantised in a simpler, more direct approach?
As we already mentioned, one may treat quantum gravity as just another gauge theory,
with a spin-2 particle called the graviton being the propagating degree of freedom [51]. In many
respects this works perfectly below the scale MP , but it proves impossible to raise the cutoff
above the Planck scale. This is at least one way to characterise the problem. An alternative
perspective is that it is perfectly acceptable to take the cutoff Λ to infinity, but the price to pay
is an infinite set of operators, suppressed by growing powers of 1/M2P , with unknown coefficients.
All these operators are necessary to absorb the divergences of perturbation theory and, as the
net result, one is again limited to a quantum effective theory below MP .
Now, the above impasse may clearly be a phenomenon of perturbation theory and a non-
perturbative definition may lead to a well-defined theory, potentially even with the option of
taking the limit Λ → ∞. The preferred cutoff for a perturbative treatment of gauge theories,
dimensional regularisation as used in [51], is not suitable for a non-perturbative definition. One
obvious alternative, supported by its success in fixed-space QFT, is the method of discretisation
of spacetime, i.e. ‘the lattice’. Of course, given that gravity makes space itself dynamical, it
appears mandatory to make the lattice dynamical rather than using a fixed (e.g. hypercubic)
lattice as is common in QFT. Thus, one should be studying the dynamics of or a functional
integral over triangulations.
This class of approaches goes back to what is known as Regge calculus [454] (see [455]
for a review and early references). The idea is clear if one visualises how a 2d manifold can be
approximated by a collection of (flat) triangles glued at their edges. Curvature is now localised
at the vertices, where 3 triangles meet, and can be quantified by the respective deficit angles.
This clearly generalises to 3d manifolds, which can be analogously modelled by tetrahedra. The
latter are now glued at faces (triangles) and additionally meet at edges and vertices. The general
terminology would be that of simplices, in this case 3-simplices glued at 2-faces.
To describe 4d gravity, the above discretised 3-manifold has in some way to be supplemented
with time. One option would be allow the discrete 3-manifold to depend dynamically on a con-
tinuous time variable. Another possibility is to make time steps discrete. A natural option in
this latter case is to allow the number of 3-simplices to change from one time-slice to another.
In this way, one is in effect triangulating a lorentzian or (3+1)-dimensional manifold. Similarly,
one may consider discretised 4d riemannian manifolds if one is interested in euclidean grav-
ity. Supplementing such a discrete description of spacetime with an action principle, one can
use this as an approximation method for classical numerical relativity. But our interest here is
based on the hope that this line of thought may define quantum gravity. Both canonical and
functional-integral quantisation can be considered in this context. Finally, while this is not logi-
cally necessary, one may desire to take a continuum limit, in which the typical length of an edge
becomes much smaller than the Planck length. Crucially, macroscopic dynamics should continue
to be correctly described in this limiting procedure.
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A central role in present-day research on lattice or discrete quantum gravity is played by the
method of Causal Dynamical Triangulations or CDT [456] (see e.g. [457, 458] for reviews).
The key new term here is ‘causal’, by which one means that the causal structure coming with
flat Lorentz space is respected. In other words, the topology of all spatial slices of the 4d lattice
is the same. Maybe more intuitively: The emission of baby universes is forbidden. By this we
mean a process by which our universe, say with S3 topology, emits a small 3-sphere, such that
the late-time spatial topology is S3 × S3.
This is of course quite different from what happens on the worldsheet of the string: Here,
the famous ‘trousers’ or ‘pair of pants’ geometry, corresponding to the decay of one particle into
two, is a central part of the theory. Similarly, topological transitions are an important aspect of
10d dynamics, allowing for example the continuous deformation of one Calabi-Yau into another.
Yet, it is also clear that with topology change comes potentially an explosion of the number of
geometries to be considered in the path integral.47 Thus, CDT is much more tractable than an
unrestricted euclidean path integral over triangulations. Still, even with this simplification there
is so far no established result about 4d Einstein gravity emerging from a continuum limit of a
discrete gravitational theory (see [459] for a very recent discussion).
A different though not unrelated approach to the quantisation of general relativity is Loop
Quantum Gravity (LGQ). The perspective adopted and the methods used differ very much
from the rest of these notes, such that even a superficial introduction is impossible. We will only
try to say a few words about the basic idea and refer the reader to the various introductory texts
on the subject, see e.g. [467–473].
The approach is based on what is widely known as Ashtekar variables for the canonical
formulation of gravity and its subsequent quantisation [474, 475]. To explain this, one has to
look at 4d spacetime as a slicing, with each slice being a 3d spatial manifold with the pullback
metric. The general holonomy group on the latter is SU(2), such that the Hilbert space may
be built using the parallel transports along loops in these spatial hypersurfaces. These are not
just elements of SU(2) but, since we are dealing with quantum mechanics, functions on SU(2).
The Hilbert space of the latter can be described using the series of all SU(2) representations,
classified by spin. The total Hilbert space of course also involves all possible loop configurations.
The canonically conjugate classical variables are related to the embedding of the spatial surfaces
in the 4d spacetime, involving in particular the extrinsic curvature. We will not attempt to explain
this and the related construction of a Hamiltonian. But we should recall that we have already
superficially met a situation of this type when we mentioned the Wheeler-DeWitt equation and
wave function of the universe in Sect. 7.9.
In the present context, it is crucial that Ashtekar variables make the problems of canonical
quantisation of gravity more manageable, at least at some initial level. The resulting theory
of LGC is nevertheless complicated. As was already the case with the triangulation-based ap-
47 We note in passing that there was at some point much excitement about the phenomenological relevance of
baby universes [460,461] (see [192] for a review). But no completely convincing calculational approach emerged.
By contrast, in the simpler 2-dimensional case, much progress concerning the euclidean path integral treatment
of quantum gravity has been made, also outside the very special case of the critical string. This is in particular
due to matrix model techniques [462–464] (for reviews see [465,466]). It remains unclear how much of this carries
over to 4d and we have no time to further comment on this rich field.
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proaches mentioned earlier, the crucial limiting procedure by which an approximately flat 4d
spacetime with the familiar dynamics of the Einstein-Hilbert action should emerge remains
problematic.
We recall that, not surprisingly, it is much simpler to approach quantum gravity from the
perspective of standard low-energy EFT. Here, the Hilbert space is the Fock space of spin-2
particles, with interactions introduced in perturbation theory. It is this approach which relates
most directly to string theory where (let us say for simplicity in 10d) the string interpretation
resolves the UV problem of loop corrections. However, the criticism that may be raised at this
point is that of so-called background dependence. In other words, in the perturbative ap-
proach and its stringy UV completion, one starts on a given background, in the simplest case
10d Minkowski space. The string worldsheet relies on this background for its very existence, for
example because its fields, including the 2d metric, come from the embedding in target space.48
In this sense, approaches to quantum gravity like CDT and LQG may to some extent claim
background independence as an important merit. Yet, the price that has so far to be paid is
the difficulty of connecting to Einstein gravity at large length scales.
But one goal of this section is to arrive at another important distinction between the canonical
approaches just mentioned and string theory. It is related to phenomenology and the hierarchy
problem. Namely, if one of the former approaches were fully successful, i.e. if it could derive a
low-energy EFT from a simple quantised model at the Planck scale, another problem is expected
to arise:
One the one hand, one could arrive at a unique low energy theory which is not the Standard
Model. This would simply be the end of the route taken. On the other hand, one could discover
ambiguities (such as the choice of matter fields and their couplings) in the UV, enabling one to
fit the low-energy EFT to the Standard Model. This would in some sense be satisfactory, but
it would also leave key questions about the fundamental laws unanswered. In particular, it may
then be viewed as highly unsatisfactory that certain UV parameters would have to be tuned with
the enormous precision required to describe the small cosmological constant and Higgs mass. Of
course, we can not rule out the third possibility that the low-energy EFT will be unique and
it will be precisely the Standard Model, with just the right apparent fine-tuning. From what
we presently know about how a UV model produces low-energy observables, this would appear
miraculous.
Indeed, visualise a set of simple formulae without free parameters predicting all operator
coefficients in an EFT at some high scale µ:
m2H(µ)/M
2
P (µ) = f(µ) , λ(µ)/M
4
P (µ) = g(µ) , mν,R(µ)/MP (µ) = h(µ) , · · · . (8.26)
Here we have explicitly displayed Higgs mass parameter, cosmological constant and right-handed
neutrino mass, and we have chosen to make all these parameters dimensionless using the Planck
scale. By thinking in terms of an EFT at scale µ we assume that a UV cutoff at or slightly above
48 Of course, the quantisation of the string also provides the massless 10d graviton. Then, condensates or
coherent states of the relevant string excitations are capable of describing, at least in principle, the full dynamics
of 10d target space. We leave it to the reader to explore the relevant literature, keeping the keywords string
field theory and tachyon condensation in mind.
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the scale µ is imposed. We may moreover think of our theory as being compactified, for example,
on a 3-torus of radius just slightly below 1/µ.
Now, we also know that there are highly non-trivial, all-loop formulae relating the above
parameters to the eventually interesting quantities m2H(0)/M
2
P (0) etc. This last step of high-
scale to low-scale evolution is entirely independent of the quantum gravity theory producing the
functions f , g, etc. It is very hard to see how, through the disturbances of this last EFT evolution
from energy scale µ to energy zero, the required fine tuning or apparent fine tuning should be
produced by the fundamental theory. It is at this point where one might be tempted to prefer
a fundamental theory producing a landscape to one producing a unique field content and set
of functions f , g, etc. Clearly, in the latter case these fundamentally predicted functions would
have to be very special. For example, they must conspire to ensure that λ(0)/M4P (0) vanishes
with very high precision. In particular, this high-precision almost-zero result must appear after
integrating out the electroweak sector and QCD.
8.7 Asymptotic safety and the hierarchy problem
Finally, let us come to yet another perspective on quantum gravity which, as we will discuss, may
be viewed as being closely related to the triangulation approach discussed above. It goes back
to Weinberg [476] and can be formulated in a generic way, viewing gravity as a quantum EFT
with UV cutoff, without yet committing to a specific technical implementation of the latter.
To explain this, recall that our best examples of well-defined quantum field theories are, like
QCD, asymptotically free: They run to a trivial RG fixed point in the UV, where the theory
becomes non-interacting. One may say that it is this fixed point which allows one to remove
the cutoff completely, Λ→∞, thus making the theory well-defined and predictive on all energy
scales. Of course, this is only a special and particularly simple example for a well-defined QFT:
One may equally well have a non-trivial or ‘interacting’ UV fixed point, as in the case of 4d
N = 4 Super-Yang Mills theory. This theory is conformal, which means in particular that the
beta functions of all operators in the lagrangian vanish.49 To make the situation more interesting,
one may add some relevant operator, such as a mass term, to this theory. One will then have
a model with a non-trivial RG evolution and a UV-definition in terms of an interacting fixed
point. Such situations can also arise in field theories without supersymmetry, which in some
cases simply happen to flow to a non-trivial fixed point in the UV [478].
With this is mind, one may now ask (as Weinberg did much before all of the above examples),
whether a similar situation might arise in gravity. In other words, could gravity, which is clearly
not asymptotically free, instead be asymptotically safe by running into a non-trivial UV fixed
point. More generally, this could be a so-called fixed surface: A set of scale-invariant theories,
parameterised by a (hopefully finite) set of parameters. The low-energy theory that we observe
would then be defined by one RG trajectory taken from a continuum of such trajectories. For
example, if the fixed surface were just a fixed line, it could be that we are free to choose the
ratio of λ/M4P in the IR. All other (higher-dimension) operators would then be predicted. This
prediction would follow from the requirement that, in the UV, the RG trajectory of our theory
49 This is by now a standard fact. The reader may explore the original references using e.g. [477].
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of gravity hits the fixed line just described.
So far, this is general enough to include the case of a gravitational theory defined by some
form of triangulation. The set of possible continuum limits would correspond to the above fixed
surface. However, today the term asymptotic safety is frequently used for a specific and rather
different implementation of these general physics ideas. This implementation is based on the
concept of the Exact Renormalisation Group or ERG. To explain the idea, recall the standard
textbook knowledge that a QFT is defined by a (Wilsonian) effective action SΛ[φ]. By this
we mean that a path integral with cutoff Λ and the above action in the exponent defines all
correlation functions. Keeping the theory unchanged, one may vary the cutoff, in which case
the functional SΛ will vary or run with Λ. The general idea of an RG evolution of a whole
action rather than separate coefficients can be implemented in various explicit forms, e.g. as the
Polchinski equation [479] (cf. the discussion in [480, 481]). A related form which has proven to
be particularly useful in the present context is the Wetterich equation [482] for the so-called
effective average action, which we now explain. We follow the particularly compact and clear
discussion in [483] (see e.g. [486–488] for pedagogical introductions):
Let the theory be defined by some microscopic action, the interacting part of which is denoted
by Sint:
Z[j] =
∫
Dφ exp
(
−1
2
∫
p
φ(−p)(p2 +m2)φ(p)− Sint[φ]− φ · j
)
. (8.27)
Suppressing IR fluctuations, one may write a partition function with IR cutoff k,
Zk[j] =
∫
Dφ exp
(
−1
2
∫
p
φ(−p)(p2 +m2 +Rk(p2))φ(p)− Sint[φ]− φ · j
)
. (8.28)
Here the cutoff function Rk(p
2) vanishes for p2  k2 and diverges for p2  k2. Then, one may in
standard fashion define an effective action Γk[φ] by taking the logarithm of Zk and performing a
Legendre transformation. Intuitively, one can think of Γk as of a ‘coarse-grained effective action’:
it encodes the information about the theory after dynamics on length scales below 1/k has been
integrated out. The definitions imply that Γk approaches the microscopic UV action as k →∞
and the standard quantum effective action, including fluctuations on all scales, as k → 0. Thus,
the dependence of Γk on k represents one way of characterising the RG evolution of the theory.
It turns out that one may derive a simple evolution equation for Γk [482]:
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d
d ln k
Γk =
1
2
tr
[(
Γ
(2)
k +Rk
)−1 d
d ln k
Rk
]
with Γ
(2)
k [φ](p, q) ≡
δΓ[φ]
δφ(p) δφ(q)
. (8.29)
Of course, this simplicity is somewhat misleading since in practice one has to use some form
of approximation for Γk, for example a derivative expansion truncated after a finite number of
terms. One is then dealing with a growing system of differential equations, depending on how
many terms one wants to keep. The observation of [484], underlying much of the ongoing work
in the literature (for a very recent review see [485]), is that a non-trivial UV fixed point arises
on the basis of the first few terms in Γk: the cosmological constant, the Einstein-Hilbert term,
50By slight abuse of notation, Rk now denotes the diagonal matrix Rk(p
2)δ4(p− q).
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and the first higher-curvature terms. More precisely, the dimensionless couplings λ/k4, M2P/k
2,
etc. appear to run to a finite O(1) values as k → ∞. The interesting trajectories are those
where this happens together with realistic limits for the corresponding coefficients at k → 0,
such that one also finds Einstein gravity in the IR. As described before, one would ideally hope
that a finite-dimensional set of such trajectories exists. The dimension would be that of the UV
fixed surface. All further parameters (i.e. operator coefficients) of the IR theory would then be
predicted.
It is probably fair to say that the above picture has a number of open issues. One is the
unavoidable truncation of Γk. The problem is that, while some form of truncation is technically
necessary, this does not represent a controlled approximation: one is missing a small expansion
parameter in the strong coupling regime (k & MP ) of gravity. Next, the diffeomorphism invari-
ance of the cutoff is clearly an issue (though it may be traded for background dependence).
Finally, one may be concerned at a more conceptual level that, excluding topological and black
hole fluctuations in the UV, one is missing fundamental ingredients for a UV completion of
gravity.51 For further critical discussions see [490].
However, such possible criticism is not our concern here. We want for the moment to adopt
the point of view that gravity is UV completed through a non-trivial UV fixed point and,
moreover, that this also holds for gravity together with certain matter fields, like for example
the Standard Model (see e.g. [491–496]). This allows us to ask, as we did already in the previous
section, what the consequences for the hierarchy problems might be.
The answer depends on which matter content is allowed (in the sense that the fixed point
is not lost) and what the predictions for the operator coefficients at k = 0 are. The present
understanding does not suggest that the matter content is extremely constrained. On the con-
trary, it appears that various theories ‘of the right type’ (with gauge groups, fermions, scalars)
may emerge in the IR. Since the fixed-surface is expected to be finite-dimensional, a certain
amount of predictivity should arise. However, it does not appear to be the case that the Stan-
dard Model parameters come out uniquely (i.e. that there is a unique model which runs into the
fixed point).52
In summary, it may be a reasonable expectation that the Standard Model with gravity
(supplemented by further fields, e.g. at the neutrino seesaw scale) runs into a quantum gravity
UV fixed point. Some of its parameters may be constrained by this requirement. However, it
remains completely unclear why the two crucial, dimensionful parameters λ(0) and m2H(0) are so
incredibly tiny in Planck units.53 The problem is that, at the high scale MP , when the assumed
near-fixed-point evolution transits to the well-understood perturbative evolution of a low-energy
EFT with gravity, one would need λ(k)/k4 and m2H(k)/k
2 to be extremely small. More than
51 The possibility has been entertained that, at some higher energy scale, asymptotic safety comes together
with string theory [489]. In this case, such more extreme spacetime fluctuations, which are essential in the stringy
UV completion, would enter the stage after all.
52A noteworthy exception is the argument presented in [497] that the Higgs quartic coupling must vanish at
the transition point between weakly-coupled IR and UV regime . This has lead to a successful prediction of the
Higgs mass value after perturbative running to the weak scale. However, from today’s perspective the prediction
does not work perfectly any more since the central top mass value has shifted [498].
53 In this close connection with m2H it is tempting to misread λ as the Higgs quartic coupling. We hence remind
the reader that, to distinguish it from the cutoff Λ, we use the symbol λ for the cosmological constant.
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that, they need to have just the right size to compensate for loop and non-perturbative effects
from scales between k = MP and k = 0. Achieving this remains a challenge (see however [499]).
Without such a mechanism, and assuming that tiny values of these parameters are consistent
with the UV fixed point, one arrives at the following situation:
The hierarchy problems can be solved, but there is a price to be paid: We would live in
one of continuously many UV-consistent theories. Ours just happens to have these peculiar
parameters. One may call this a fine-tuning or refuse to use this term: after all, there is only
one theory realised in nature. Compared to the string (or any other) landscape, one has lost the
option of explaining the very special observed parameter values using cosmology plus anthropics.
But this may be just fine since, given the absence a natural measure on the critical surface, it is
hard to claim that the observed parameters are special in the first place.
9 Summary
Let us recapitulate what one may have learned by going through these notes. First, we have
learned to view the Standard Model as an effective field theory with a number of issues: too many
(and too random) parameters, especially in the Yukawa sector; no dark matter candidate; no
mechanism for producing the baryon asymmetry of the universe; no obvious inflaton candidate.
Moreover, and this was our central theme, one faces a hierarchy problem concerning the smallness
of the Higgs mass parameter m2H relative to the cutoff scale Λ
2. Finally, including gravity as a low-
energy effective field theory (EFT) in our framework, a very similar second hierarchy problem
between the cosmological constant λ and the relevant cutoff scale Λ4 was seen to arise. We
were careful to spell out these problems more quantitatively: They are related to an enormous
sensitivity of the low-energy theory to the exact value of any new-physics parameters and mass
scales that can (and probably have to) be present between the electroweak and Planck scale.
While no widely accepted solution to the second hierarchy problem (the cosmological con-
stant problem) exists, the electroweak hierarchy problem can at least be drastically reduced.
The essence of this resolution is to introduce an intermediate cutoff scale, let us call it ΛBSM , at
which the Standard Model is replaced by a theory in which a light scalar (like the Higgs) may
naturally coexist with a much higher fundamental cutoff scale Λ. Our focus was on low-energy
supersymmetry as a concrete realisation of this idea, i.e. ΛBSM ≡ ΛSUSY & mew, where mew
stands for the electroweak scale. The problem is that this solution works less and less well as
experiments (most recently the LHC) push ΛSUSY significantly above mew.
We have also discussed how, in the presence of gravity, supersymmetry must be replaced by
supergravity. Here we had our first encounter with complex geometry since the scalar fields now
live on a Kahler manifold. The scalar potential is a function on that manifold and derives (at least
partially) from the superpotential. The latter is a section in a line bundle over the aforementioned
Kahler manifold. Unfortunately, this elegant description of the world through quantities like
Kahler potential K and superpotential W does not help with the cosmological constant problem:
Loop corrections to K are roughly speaking as bad as those to λ. Concerning the electroweak
hierarchy, things do not improve compared to rigid SUSY. Maybe most importantly, the infinite-
dimensional continuous freedom of choosing EFTs is not reduced – it is only repackaged in the
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freedom of choosing K and W .
Given this unsatisfactory state of affairs, it is natural to keep pushing for a more fundamen-
tal understanding at the highest scale accessible in this line of thought: the quantum gravity
scale. Here, an at first sight rather far-fetched idea – that of elementary particles being loops of
fundamental string – offers surprising insights. It naturally cuts off the perturbative infinities of
quantum gravity, but only at the price of 26 spacetime dimensions and, moreover, an unstable
(tachyonic) vacuum. The latter problem is solved in the supersymmetric version of the theory,
which has a stable supersymmetric 10d Minkowski vacuum. The problem of too many spatial
dimensions can be overcome by compactifying six of them (in the simplest case on Calabi-Yau
manifolds). This clearly leads to ambiguities concerning the resulting 4d EFT. Moreover, even
in 10d five different highly supersymmetric EFTs result from slightly different ways of defining
the superstring. Yet, miraculously, the concept of dualities ties all constructions (together with
a highly supersymmetric 11d model with fundamental 2-branes) into a single theory. We recall
here that by ‘duality’ we mean a situation where two different mathematical formulations define
exactly the same physical theory.
At this point, one has arrived at a possibly fundamental and essentially unique theory (or
model) of quantum gravity which has no free parameters. The only exception is the string
scale, which however simply sets the fundamental energy scale of the world. But there is a
large number of 4d solutions, related to the concrete choice of 10d theory (one in five) and
of Calabi-Yau space (one in about half a billion). Very elegantly, the 3d complex geometry of
the Calabi-Yaus is governed by the (O(100)-dimensional) complex geometry of the Calabi-Yau
moduli spaces. These are precisely the Kahler manifolds of the 4d supergravity models describing
the low-energy EFTs of these compactifications. The massless scalar fields or moduli encode 10d
metric degrees of freedom and determine the precise size and shape of the Calabi-Yau geometry.
But this is only the beginning of the actual String Landscape: The 10d theory possesses
non-perturbative objects (such as D-branes and orientifold planes) and allows for non-zero ex-
pectation values of p-form gauge fields (fluxes). Equipping the Calabi-Yaus with those leads to an
explosion of the number of 4d solutions, a recent estimate being as high as 10272,000. This so-called
flux landscape plausibly contains many 4d models (flux vacua) with a realistic, Standard-Model-
like matter sector. It is more complicated to show explicitly but plausible that vacua with broken
supersymmetry and a positive cosmological constant are present in this large set of solutions.
The best concrete examples are known under the acronyms KKLT and LVS.
Once this is accepted as a matter of principle (or better: rigorously established in the future),
one expects that extremely many such vacua, with the right structure to describe the real world,
exist. Thus, all EFT parameters and in particular the cosmological constant and the Higgs mass
squared are very finely scanned in the landscape. One still has a unique fundamental theory. But,
through its sheer abundance of solutions, it may accommodate what the low-energy observer
perceives as extremely fine-tuned parameters. In the case of the electroweak hierarchy problem,
this tuning may bridge a small or even very large gap between SUSY breaking scale and weak
scale, i.e. both ΛSUSY  mew and ΛSUSY & mew are compatible with this picture.
But to accommodate is not the same as to explain or even predict. Indeed, one may feel
surprised and unsatisfied by finding oneself in a ‘very special’ landscape vacuum, with (at least)
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two parameters chosen in a highly non-generic way. To quantify such a surprise or unease, one
needs a measure on the landscape. Since the landscape is discrete (under mild conditions probably
even finite), a natural choice might be that of giving each vacuum an equal weight. Then, by all
that we know only a very small fraction of vacua is closer to the special point (λ = 0,m2H = 0 )
than our observed Standard-Model-EFT. One could say that we have hence not avoided the
fine-tuning but shown that it can be explicitly realised.
However, one may also say that finding ourselves in one of these very special vacua is not
surprising after all: Indeed, it is easy to argue that any kind of observer (limited by what
we can presently imagine) can only form if some structure in the universe forms first. One
presumably also requires some scale separation between the energy scales of chemistry and the
Planck scale. Involving this so-called anthropic argument, one may say that we find ourselves
near this particular point in the landscape simply because other vacua have no observers.
Clearly, this is very rough and not at all quantitative. Also, the proposed measure of counting
vacua lacks justification. It would be much better to have a theory of how the various vacua get
populated cosmologically and how to ask an observer-dependent question as we just did in
a more objective manner. One option that has been explored in some detail is that of eternal
inflation during which, starting with one of the metastable de Sitter vacua, all of them get realised
cosmologically through consecutive tunnelling processes. This eternal evolution of ‘bubbles within
bubbles within bubbles’, while in principle capable of populating the whole landscape, comes
with its own issues. Maybe the most problematic is the so-called measure problem: Namely, due
to the divergence of the number of bubbles (and hence of potential observers) at late times, one
needs a cutoff. With such a late-time cutoff imposed, one may count observers and hence derive
a measure. However, due to diffeomorphism invariance of general relativity, there appears to be
no unambiguously preferred choice of cutoff and hence no established first-principles measure.
To illustrate what is at stake, let us imagine the landscape were understood well-enough
to know precisely which vacua with which features it contains and what the transition rates
between them are. Moreover, let us also assume an a-priori, quantum-gravity-derived measure
could then be established on this basis. As a result, one may ask questions of the following type:
Given all that we know about our vacuum, how many observers share all these observations and
live in a vacuum with a low SUSY breaking scale? By contrast, how many observers share all
our observations and live in a vacuum with high-scale SUSY breaking? The resulting numbers
predict probabilistically what we expect to find in our EFT at the next energy frontier. While we
have only a single experiment to perform, such a probabilistic prediction may still be meaningful
since the ratio of these two probabilities can be exponentially large. Under such circumstances
we may get to rule out a theory at many standard deviations based on a single observation.
The last two paragraphs attempted to take the string landscape idea (and specifically its
implications for the electroweak hierarchy problem) to an idealised endpoint of purely statistical
predictions about future measurements. Thinking that far may be interesting and important,
but it is also relatively speculative and far-fetched. Many more modest and more approachable
questions can be asked. First, key aspects of the string landscape are not understood. We are very
far from having an overview of the landscape as a whole. Next, we may use the landscape not to
make statistical predictions but to draw inspiration for what could be observed in cosmology and
particle phenomenology in the future. This may be a more immediate way in which string theory
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can relate to experiment. Finally, it is interesting to investigate whether there exist consistent
EFTs which we could find realised in our universe and which do not represent any of the string
landscape vacua.
This last point deserves a more careful discussion. It is remarkable that, due to an observation
of this type, a single experiment could in principle rule out string theory with certainty, without
the need to appeal to statistics. Moreover, the approach of studying which EFTs are not present
in the landscape is very popular at the moment of this writing. It is known as the Swampland
program and its claims about the inconsistency of certain EFTs are characterised as Swampland
conjectures. Some of them even try to exclude metastable de Sitter vacua in complete generality.
While this does not immediately rule out string theory (since the observed exponential expansion
of our universe could be due to dynamical dark energy), it certainly clashed with most of what
we thought we have learned about string theory phenomenology in recent years. Thus, it is of
immense importance to either establish those claims or, on the contrary, to further develop our
quantitative understanding of the proposed constructions of metastable de Sitter vacua. In this
context, much more precision and explicitness is certainly desirable.
The landscape approach to thinking about and maybe resolving hierarchy problems, espe-
cially once anthropic arguments are invoked, has received a fair amount of criticism. This is
understandable given how enormous a paradigm change is involved. It also has to be admitted
that restricting the predictivity of fundamental scientific thought to (at least at low energies)
only probabilistic statements may be perceived as frightening. However, as we have tried to argue
in the previous subsection, the alternatives have significant shortcomings as well. Indeed, let us
assume a unique theory of quantum gravity is established which, as opposed to string theory,
does not possess a landscape of solutions. Then one clearly expects some simple formula for e.g.
the operator coefficient that we call the cosmological constant to be provided by this theory at
some energy scale µ just below MP . But now, at least according to all that we know, it is very
hard to see how such a simple fundamental formula would combine with the known loop effects
to give the observed value λ(µ = 0) ∼ 10−120M4P . Nevertheless, this possibility can not be ruled
out.
Alternatively, it is conceivable that the correct theory of quantum gravity is not unique
but comes with continuous parameters. This would allow one to literally tune those fundamen-
tal parameters to realise the hierarchies observed in our low-energy EFTs. One may call this
unsatisfactory, but it is hard to make an objective point against this option.
At the moment, we have to let these different attitudes to the hierarchy problems coexist and
compete. In addition to studying string theory, it is certainly interesting to look for fundamental
theories capable of predicting Higgs mass parameter and cosmological constant or to at least
explicitly realise the tuning. We should also not forget that dynamical resolutions of the hierarchy
problems have not been proved to be impossible. Just because no convincing version for the
cosmological constant has been found and because the simplest SUSY models are under pressure,
one can not be certain that the resolution will not, after all, come from a very particular EFT
and its dynamics. Finally, recent ideas of cosmological selection, which combine elements of EFT
dynamics and a landscape, may turn out to be correct.
While all the options above are very interesting, they were of course not our main subject.
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Our goal was to develop, in some technical detail, specifically the string landscape view on the
hierarchy problems. In two sentences, the result is as follows: Through its immense number
of solutions, string theory as a very concrete model of quantum gravity may be capable of
accommodating low-energy EFTs with an extremely fine-tuned appearance. Depending on how
much ‘anthropics’ and eternal-inflation cosmology one is willing to involve, this may even be
promoted to an explanation or prediction.
The readers will make up their own mind and decide which of the above directions to pursue
or which new ideas to propose. Hopefully, these notes can be useful for making such choices on
the basis of a somewhat more technical understanding of the string landscape.
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