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Abstract—We propose an inexact method for the graph
Fourier transform of a graph signal, as defined by the
signal decomposition over the Jordan subspaces of the
graph adjacency matrix. This method projects the signal
over the generalized eigenspaces of the adjacency matrix,
which accelerates the transform computation over large,
sparse, and directed adjacency matrices. The trade-off
between execution time and fidelity to the original graph
structure is discussed. In addition, properties such as a
generalized Parseval’s identity and total variation ordering
of the generalized eigenspaces are discussed.
The method is applied to 2010-2013 NYC taxi trip data to
identify traffic hotspots on the Manhattan grid. Our results
show that identical highly expressed geolocations can be
identified with the inexact method and the method based on
eigenvector projections, while reducing computation time
by a factor of 26,000 and reducing energy dispersal among
the spectral components corresponding to the multiple zero
eigenvalue.
Index Terms—Jordan decomposition, generalized
eigenspaces, directed graphs, sparse matrices, signal
processing on graphs, large networks, inexact graph
Fourier transforms
I. INTRODUCTION
Graph signal processing [1], [2], [3], [4], [5] allows
for analysis of signals over graph structures with the
framework of digital signal processing. Properties that
have recently been explored include graph filtering [3],
[5] and sampling and recovery of graph signals [6], [7],
[8]. This paper focuses on considerations for applying
adjacency matrix-based graph signal processing as in [1],
[9], [10], [11] to real-world networks.
Real-world networks are often characterized by two
salient features: (1) extremely large data sets and (2) non-
ideal network properties that require extensive computa-
tion to obtain suitable descriptions of the network. These
features can result in extremely long execution times for
the analyses of interest. This paper presents methods that
significantly reduce these computation times.
The adjacency matrices of real-world large, directed,
and sparse networks may be defective. For such matri-
ces, [1] defines the eigendecomposition of the matrix
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in terms of the Jordan decomposition. This requires
determination of Jordan chains, which are expensive
to compute, potentially numerically unstable, and non-
unique with respect to a set of fixed eigenvectors, result-
ing in non-unique coordinate graph Fourier transforms.
In [11], we reformulate the graph signal processing
framework so that the graph Fourier transform is unique
over defective networks.
Since our objective is to provide methods that can
be applied to real-world systems, it is necessary to
consider the associated computational cost. Efficient
algorithms and fast computation methods are essential,
and with modern computing systems, parallelization and
vectorization of software allow decreased computation
times [12]. In this paper, we provide a method to
accelerate computation by relaxing the determination of
the Jordan decomposition of an adjacency matrix.
Consider a graph G = G(A) with adjacency matrix
A ∈ CN×N and a graph signal s ∈ CN , which
characterizes properties or behaviors at each node of the
graph. The graph Fourier transform of [1] is defined as
follows. If the adjacency matrix has Jordan decompo-
sition A = V JV −1, the graph Fourier transform of a
signal s ∈ CN over G is defined as
s˜ = V −1s, (1)
where V −1 is the Fourier transform matrix of G. This
is essentially a projection of the signal onto the proper
and generalized eigenvectors of A. It is an orthogonal
projection when A is normal (AHA = AAH ) and the
eigenvectors form a unitary basis (i.e., V −1 = V H ).
For defective, or non-diagonalizable adjacency matri-
ces, which have at least one eigenvalue λi with algebraic
multiplicity (the exponent in the characteristic polyno-
mial of A) greater than the geometric multiplicity (the
kernel dimension of A − λiI , or dimKer(A − λiI),
where I is the N ×N identity matrix), the correspond-
ing eigenvectors may not span CN . The basis can be
completed by computing Jordan chains of generalized
eigenvectors [13], [14], but the computation introduces
degrees of freedom that render these generalized eigen-
vectors non-unique. This is addressed in [11] by defining
a spectral projector-based GFT in terms of projections
onto the Jordan subspaces of the adjacency matrix of
the graph. Formally, the GFT of a signal s ∈ CN
over graph G = G(A), where adjacency matrix A
with k distinct eigenvalues has Jordan decomposition
A = V JV −1 and Jordan subspaces {Jij}, i = 1, . . . , k,
j = 1, . . . , dimKer(A−λiI), is defined as the mapping
F : S →
k⊕
i=1
gi⊕
j=1
Jij
s→ (ŝ11, . . . , ŝ1g1 , . . . , ŝk1, . . . , ŝkgk ) , (2)
where each ŝij represents the projection onto Jordan
subspace Jij parallel to S\Jij .
The spectral projector GFT requires Jordan chain
vector computations for non-diagonalizable, or defective
adjacency matrices, which can be exceedingly inefficient
for large, directed matrices with many nontrivial Jordan
subspaces. The desire for a more efficient transform
computation motivates the inexact approaches proposed
in this paper. In particular, we propose an inexact method
for computing the graph Fourier transform that simpli-
fies the choice of projection subspaces. This method
is motivated by insights based on graph equivalence
classes in [15] and dramatically reduces computation on
real-world networks. The runtime vs. fidelity trade-off
associated with this method is explored.
To obtain the inexact method, the spectral components
are redefined as the generalized eigenspaces of adja-
cency matrix A ∈ CN×N , and the resulting properties
are discussed in Section II. Section III establishes the
generalized Parseval’s identity with respect to the inexact
method. An equivalence class with respect to the inexact
method is discussed in Section IV, which leads to a total
variation ordering of the new spectral components as
discussed in Section V. Section VI discusses the utility
of the inexact method for real-world network analysis,
and Section VII describes the trade-offs associated with
its use.
Lastly, Section VIII demonstrates the application of
the inexact GFT to New York City taxi data on the
Manhattan street network. Our results demonstrate the
speed of the inexact method and show that it reduces
energy dispersal over spectral component corresponding
to eigenvalue λ = 0.
II. AGILE INEXACT METHOD FOR ACCELERATING
GRAPH FOURIER TRANSFORM COMPUTATIONS
This section defines the Agile Inexact Method (AIM)
for computing the graph Fourier transform (2) (GFT)
of a signal. The inexactness of the AIM results from the
abstraction of the Jordan subspaces that characterize (2);
this concept is discussed further in this section. The
agility of the AIM is related to the Jordan equivalence
classes introduced in [15], which demonstrate that the
degrees of freedom allowed by defective matrices yield
GFT equivalence across networks of various topologies.
Sections IV, VI, and VII discuss the increased compu-
tational efficiency that the AIM allows. We emphasize
that reducing computation time is a major objective for
formulating the inexact method.
The Agile Inexact Method (AIM) for computing the
graph Fourier transform of a signal is defined as the
signal projections onto the generalized eigenspaces of the
adjacency matrix A. When A has k distinct eigenvalues,
the definition of a generalized eigenspace Gi (see [13],
[16]) is
Gi = Ker (A− λiI)
mi , i = 1 . . . , k (3)
for corresponding eigenvalue λi and eigenvalue in-
dex mi. Each Gi is the direct sum of the Jordan sub-
spaces of λi.
The direct sum of generalized eigenspaces provides a
unique decomposition of the signal space. This leads to
the definition of the Agile Inexact Method for computing
the graph Fourier transform of a graph signal s ∈ S
H : S →
k⊕
i=1
Gi
s→ (s˘1, . . . , s˘k) . (4)
The method when applied to signal s yields the unique
decomposition
s =
k∑
i=1
s˘i, s˘i ∈ Gi, (5)
where each s˘i is the (oblique) projection of s onto the ith
generalized eigenspace Gi parallel to S\Gi, or
⊕
j 6=i Gj .
We define the projection operator for the inexact
method. Denote eigenvector matrix
V = [v1,1 · · · v1,a1 · · · vk,1 · · · vk,ak ], (6)
where vi,j represents an eigenvector or generalized
eigenvector of λi and ai is the algebraic multiplicity
of λi, i = 1, . . . , k, j = 1, . . . , ai. Let V 0i represent
the N × N matrix that consists of zero entries except
for columns containing vi,1 through vi,ai . The signal
expansion components for signal s are s˜ = V s for signal
s ∈ CN , where
s˜ = [s˜1,1 · · · s˜1,a1 · · · s˜k,1 · · · s˜k,ak ]
T . (7)
Therefore,
s˘i = s˜i,1vi,1 + · · · s˜i,aivi,ai (8)
= V 0i s˜ (9)
= V 0i V
−1s (10)
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is the first component matrix of the ith generalized
eigenspace [13]. Missing entries in (11) and (13), includ-
ing dot entries, are zero. The matrix Zi0 (13) projects
s ∈ CN onto the generalized eigenspace Gi parallel to⊕
j 6=i Gj . Note that the projection may be oblique. The
reader is directed to Theorems 9.5.2 and 9.5.4 in [13]
for more properties of (13).
The AIM provides a unique, Fourier transform-like
projection space for a signal that is analogous to the def-
inition (2) based on Jordan subspaces because the signal
space is a direct sum of the generalized eigenspaces. The
generalized eigenspaces are not necessarily irreducible
components of the signal space, however, while the Jor-
dan subspaces do provide an irreducible decomposition
of the signal space. In terms of algebraic signal process-
ing [17], [18], this means that the Jordan subspace for-
mulation (2) can define a Fourier transform of a signal,
while the generalized subspace (4) is inexact, and is not
strictly a formulation of a true graph Fourier transform.
The projections onto the generalized eigenspaces are
additions of the spectral components of the GFT (2) and
can be considered to be inexact analogues to the spectral
components.
Note that the AIM (4) resolves to the Jordan subspace-
based GFT (2) whenever the maximum number of Jor-
dan subspaces per distinct eigenvalue is one (i.e., the
characteristic and minimal polynomials of A are equal).
Otherwise, Jordan subspace information is lost when the
AIM is applied.
The following sections present key properties of (4),
with particular emphasis on the generalized Parseval’s
identity, graph equivalence classes with respect to (4),
and total variation ordering.
III. GENERALIZED PARSEVAL’S IDENTITY
Since the full graph Fourier basis V may not be
unitary, the signal energy can be characterized by a
generalized Parseval’s identity. This identity is defined
in [19] and used in [11] to characterize the spectral
components. The identity is presented as a property
below:
Property 1 (Generalized Parseval’s Identity). Consider
graph signal s ∈ CN over graph G(A), A ∈ CN×N .
Let V = [v1 · · · vN ] be a Jordan basis for A with dual
basis matrix W = V −H partitioned as [w1 · · ·wN ]. Let
s =
∑N
i=1〈s, vi〉vi = V s˜V be the representation of s
in basis V and s =
∑N
i=1〈s, wi〉wi = Ws˜W be the
representation of s in basis W . Then
‖s‖
2
= 〈s, s〉 = 〈s˜V , s˜W 〉. (14)
In this way, a biorthogonal basis set can be used to
define signal energy. In particular, for a signal s over
graph G = G(A), V represents the eigenvector matrix
of graph adjacency matrix A, and the columns of V and
W = V −H form a dual basis. Thus, the expansions
of signal s in these bases yield coefficient vectors s˜V
and s˜W that satisfy (14).
We define the energy of a signal projection
onto an AIM GFT component s˘i. Suppose s˘i =
span(vi,1, . . . , vi,ai), where vi,1, . . . , vi,ai are columns
of V with corresponding columns wi,1, . . . , wi,ai of W .
For signal s over graph G = G(A), write s˘i in terms of
the columns of V as
s˘i = α1vi,1 + · · ·+ αaivi,ai (15)
and in terms of the columns of W as
s˘i = β1wi,1 + . . . βaiwi,ai . (16)
Note that α = (α1, . . . , αai) and β = (β1, . . . , βai) are
subsets of coefficient vectors s˜V and s˜W that satisfy (14),
respectively. The energy of s˘i can then be defined as
‖s˘i‖
2 = 〈α, β〉. (17)
Equation (17) is used in Section VIII to compare the
inexact method (4) and original GFT (2).
IV. GRAPH EQUIVALENCE UNDER THE AGILE
INEXACT METHOD
Just as different choices of Jordan subspace bases
yield the same GFT over Jordan equivalence classes of
graph topologies in [11], different choices of bases for
the generalized eigenspaces of the adjacency matrix yield
the same inexact GFT. We define a G -equivalence class
as follows:
Definition 2 (G -Equivalent Graphs). Consider
graphs G(A) and G(B) with adjacency matrices
A,B ∈ CN×N . Then G(A) and G(B) are G -equivalent
graphs if all of the following are true:
1) The eigenvalues of A and B are identical (including
algebraic and geometric multiplicities) – that is, GA
and GB are cospectral; and
2) {GA,i}ki=1 = {GB,i}ki=1, where GA,i and GBi are
the ith generalized eigenspaces of A and B, respec-
tively, and k is the number of distinct eigenvalues.
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The set of all graphs that satisfy Definition 2 with
respect to a graph adjacency matrix A with Jordan
decomposition A = V JV −1 form the G -equivalence
class of G(A). Denote by GA the G -equivalence class
of G(A).
The power of the G -equivalence classes comes from
the observation that a graph adjacency matrix A =
V JV −1 may have the same eigenvalues and generalized
eigenspaces as a matrix B = V˜ JV˜ −1. For the AIM
method (4), the basis provided by the columns of V˜
yields identical signal projections as that provided by
the columns of V . In addition, when V˜ can be com-
puted without finding Jordan chain vectors, the overall
computation time for the eigendecomposition decreases.
Section VII demonstrates the utility of these equivalence
classes.
In contrast to the Jordan equivalence classes in [15],
G -equivalence classes are independent of Jordan sub-
spaces and their dimensions. This allows for greater
degrees of freedom in basis choices that yield the same
signal projections. As a result, the eigendecomposition
required for the AIM (4) can be simpler and faster to
compute than that for the GFT (2). A particular case is
discussed in greater detail in Section VII.
The next section defines a total variation ordering over
the generalized eigenspaces Gi (3) of the graph adjacency
matrix. A class total variation is proposed to account for
different choices of Fourier bases that correspond to a
particular G -equivalence class.
V. TOTAL VARIATION ORDERING
In [11] and [15], we defined an ordering on the GFT
spectral components based on the total variation of a
signal. This allows ordering the frequency components
so as to define low-pass, band-pass, and high-pass graph
signals with respect to specific graphs. Using a total
variation-based characterization signifies that the varia-
tion between a signal and its transformation by the graph
adjacency matrix is less for low-pass signals than for
high-pass signals. In this section, such an ordering is
shown for GFT spectral components corresponding to
the Agile Inexact Method (AIM).
Denote by Vi the submatrix of columns of eigenvector
matrix V that span Gi, the ith generalized eigenspace.
The (graph) total variation of Vi is defined as
TVG (Vi) = ‖Vi −AVi‖1 . (18)
The definition (18) of total variation has been charac-
terized in [11] where each Vi spans a Jordan subspace in-
stead of a generalized eigenspace. Since the generalized
eigenspaces are direct sums of Jordan subspaces (see
Section I), many properties hold for the total variation
over generalized eigenspaces. Theorem 3 shows that
the total variation is invariant to a permutation of node
labels. Theorem 4 shows an upper bound on this total
variation. These theorems follow immediately from the
proofs of Theorems 25 and 28 of [11]. These theorems
show the dependence of the total variation (18) on
the choice of eigenvector matrix V and motivate the
definition of basis-independent class total variations as
in [15].
Theorem 3. Let A,B ∈ CN×N such that G(B) is
isomorphic to G(A). Let VA,i ∈ CN×ai be a union of
Jordan chains that span generalized eigenspace Gi of
matrix A and VB,i ∈ CN×ai the corresponding union of
Jordan chains of B. Then TVG(VA,i) = TVG(VB,i).
We briefly note that the generalized eigenspaces of
the adjacency matrices A and B in Theorem 3 are not
necessarily equivalent but are related by an isomorphism.
The reader is referred to [15] for more on isomorphic
equivalence classes.
Theorem 4. Consider adjacency matrix A with k dis-
tinct eigenvalues and N×ai eigenvector submatrices Vi
with columns corresponding to the union of the Jordan
chains of λi, i = 1, . . . , k. Then the graph total variation
is bounded as
TVG(Vi) ≤ |1− λi|+ 1. (19)
The bound (19) highlights that the choice of Jordan
chain vectors in the eigendecomposition of the adjacency
matrix affects the total variation. In order to gain inde-
pendence from a choice of basis, the definition of total
variation can be generalized to a class total variation
defined over the G -equivalence class associated with the
graph of adjacency matrix A. We define the class total
variation of spectral component Gi as the supremum of
the graph total variation of Vi over the G -equivalence
class (for all G(B) ∈ GA):
TVGA (Gi) = sup
G(B)∈GA
B=V JV −1
span{Vi}=Gi
‖Vi‖1=1
TVG (Vi) . (20)
In particular, the low-to-high variation sorting is
achieved via the function f(λi) = |1− λi|+ 1.
VI. APPLICABILITY TO REAL-WORLD NETWORKS
This section discusses how the AIM can be applied
on real-world large, sparse, and directed networks. We
discuss examples that illustrate that adjacency matrices
for these networks have a single generalized eigenspace
of dimension greater than one. We demonstrate the ease
of computing the AIM for such networks.
A. Large, Directed, and Sparse Networks
In practice, sparsity in directed networks yields a zero
eigenvalue of high algebraic and geometric multiplicities
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Fig. 1: (a) Eigenvalue magnitudes of a directed New
York City road network adjacency matrix. The magni-
tudes are small in the index range 1 to 699 (up to the
dotted line). (b) Road network eigenvalues (699 total) in
the sorted index range 1 to 699 plotted on the complex
plane. (c) Eigenvalue magnitudes of the largest weakly
connected component of a political blog network. The
magnitudes are small in the index range 1 to 548 (up to
the dotted line). (d) Blog eigenvalues (548 total) in the
sorted index range 1 to 548.
that may not be equal. This behavior can be illustrated
using two examples. The first is a directed, strongly
connected road network Grd = G(Ard) = (Vrd, Erd) of
Manhattan, New York [20]; Grd contains 6,408 nodes
that represent the latitude and longitude coordinates of
intersections and mid-intersection locations (available
from [21]), as well as 14,418 directed edges, where
edge e = (v1, v2) represents a road segment along
which traffic is legally allowed to move from v1 to v2
as determined from Google Maps [20]. The second
network example is the largest weakly connected com-
ponent Gbl = G(Abl) = (Vbl, Ebl) of a political blog
network, with 1,222 blogs as nodes and 19,024 di-
rected edges, where edge e = (v1, v2) exists between
blogs v1, v2 ∈ Vbl if v1 contains a link to v2 [22].
Figures 1b and 1d show that the numerical eigen-
values of these real-world networks occur in clusters
on the complex plane. These eigenvalues have small
magnitude (lying left of the dashed lines in Figures 1a
and 1c). On first inspection, it is not obvious whether
the numerical eigenvalues are spurious eigenvalues clus-
tered around a true eigenvalue of zero, or whether the
numerical eigenvalues are indeed the true eigenvalues.1
This phenomenon is typically observed in systems with
multiple eigenvalues [23], [24], [25]. In practice, we
can verify that numerical zero is an eigenvalue using
either pseudospectra [26] or techniques that explore the
numerical stability of the singular value decomposi-
tion [27], [28]. For the examples explored here, the sin-
gular value decomposition demonstrated that the clusters
of low-magnitude eigenvalues represented a numerical
zero eigenvalue. This method involves comparing small
singular values to machine precision and is discussed in
more detail in Section VIII-C.
Furthermore, the adjacency matrices Ard and Abl
have kernels of dimension 446 and 439, respectively2,
confirming that eigenvalue λ = 0 has high algebraic (and
geometric) multiplicity. In addition, eigenvector matri-
ces Vrd and Vbl computed with MATLAB’s eigensolver
have numerical rank 6363 < 6408 and 910 < 1222,
respectively, implying the existence of nontrivial Jordan
subspaces (Jordan chains of length greater than one)
for λ = 0. While these general eigenspace properties can
be readily determined, a substantial amount of additional
computation is required to determine the dimensions of
each Jordan subspace for eigenvalue λ = 0. For example,
the Jordan subspaces for λ = 0 can be deduced by
computing a generalized null space as in [30], but this
computation takes O(N3) or O(N4) for an N × N
matrix.
On the other hand, the eigenvectors corresponding to
eigenvalues of higher magnitude in these networks are
full rank. In other words, from a numerical perspective,
the Jordan subspaces for these eigenvalues are all one-
dimensional.
In such networks, for which sparsity yields a high-
multiplicity zero eigenvalue while the other eigenvalues
correspond to a full-rank eigenvector submatrix, the
AIM inexact method given in (4) can be applied in the
following way. Denote the eigenvector matrix V of graph
adjacency matrix A such that
V =
[
Vknown V˜
]
, (21)
where Vknown be the full-rank eigenvector submatrix cor-
responding to the nonzero eigenvalues, and the columns
of submatrix V˜ span the generalized eigenspace G0
corresponding to eigenvalue zero.
One way to find a spanning set of columns for V˜ is to
find the kernel of V Tknown, since the range space of The
1The eigenvalues in Figure 1 were computed in MATLAB. Similar
clusters appear using eig without balancing and schur. They also
appear when analyzing row-stochastic versions of the asymmetric
adjacency matrices.
2The kernels (null spaces) were computed in MATLAB [29] on a
16-GB, 16-core Linux machine.
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resulting inexact graph Fourier basis is then
V̂ =
[
Vknown Ker
(
V Tknown
)]
. (22)
If the original network has adjacency matrix A =
V JV −1, then (22) implies that the network with adja-
cency matrix Â = V̂ JV̂ −1 is in the same G -equivalence
class as the original network with adjacency matrix
A = V JV −1. As discussed in Section IV, the AIM GFT
is equivalent over both networks. Section VII shows that
computing the Fourier basis as in (22) is computationally
fast and efficient.
In this way, for large, sparse, and directed real-world
networks that exhibit a single zero eigenvalue of high
multiplicity, the AIM can simplify the computation of a
graph Fourier basis. Instead of computing Jordan chains
or generalized null spaces to deduce the structure of the
Jordan subspaces, a single kernel computation is needed
to compute the spanning basis. This idea is explored
further in Section VII.
B. Multiple Nontrivial Jordan Subspaces
In the case of multiple distinct eigenvalues with large
but unequal algebraic and geometric multiplicities, it
may be possible to compute a few Jordan chain vectors to
differentiate the nontrivial generalized eigenspaces. This
approach is only computationally efficient if the number
of Jordan chain vectors to compute is relatively small,
as discussed in [14], [31].
When this is not feasible, a coarser inexact method
can be obtained by reformulating (22) so that Vknown
consists of all known eigenvectors and is full rank. Then
a basis of the kernel of V Tknown can be computed to obtain
a set of spanning vectors.
It is unknown a priori which basis vectors
of KerV Tknown belong to the nontrivial generalized
eigenspaces of A. This can be overcome by randomly
assigning these vectors to the nontrivial generalized
eigenspaces, which results in a coarser inexact method.
The dimensions of each generalized eigenspace must be
known so that the correct number of vectors is assigned
to each eigenspace. The dimensions can be determined
by recursively computing for eigenvalue λi
f(l) = dimKer(A−λiI)
l−dimKer(A−λiI)
l−1 (23)
for l = 2, . . . , N ; this equation provides the number
of Jordan chains of length at least l [13]. The value of
dimKer(A−λiI)
l−1 for l > 1 at which f(l) = 0 is the
dimension of generalized eigenspace Gi. If |λmax| > 1,
the condition f(l) = 0 may not be attained; instead, f(l)
becomes a monotonically increasing function for large l.
In this case, the value of dimKer(A − λiI)l−1 for l
at which f(l) becomes monotonically increasing is the
approximate generalized eigenspace dimension.
The random assignment of missing eigenvectors to the
nontrivial generalized eigenspaces would be a coarser
inexact method compared to the AIM method (4); in
particular, it is unknown which eigenvector assignment,
if any, corresponds to a graph in the same G -equivalence
class as the original graph. On the other hand, the matri-
ces built from a series of random assignments could be
used to construct a filter bank such that each assignment
corresponds to a different graph filter. An optimal or
near-optimal weighted combination of such filters could
be learned by using time-series of filtered signals as
inputs to train a classifier. While the resulting Fourier
basis is only an approximation of the one required for the
AIM method (4), such a learned combination of filters
would provide an interpretable tool to analyze graph
signals while also ranking each filter (representing a ran-
dom assignment of vectors to generalized eigenspaces)
in terms of its utility for typical graph signals.
The next section characterizes the loss of fidelity to
the original graph when the AIM is applied as in (22)
for a single unknown, nontrivial generalized eigenspace.
VII. RUNTIME VS. FIDELITY TRADE-OFF
While maximizing the fidelity of the network rep-
resentation is desirable in general, obtaining as much
knowledge of the Jordan chains as possible is compu-
tationally expensive. As shown below, execution time
is linear with respect to the number of Jordan chain
vectors to compute. In practice, however, computation of
increasing numbers of chains requires allocating memory
for matrices of increasing size. This memory alloca-
tion time can increase nonlinearly once specific limits
(e.g., RAM) imposed by the computing hardware are
exceeded. Since practical applications of GFT analysis
may be constrained by execution time requirements
and available computing hardware, methods that allow
fidelity vs. speedup tradeoffs will prove useful.
Our inexact GFT approach provides precisely such a
method for trading between higher fidelity analysis (a
greater number of Jordan chains computed) and execu-
tion time, as discussed in Section VI. In this section, the
details of such trade-offs are discussed in detail.
To illustrate the cost of computing the Jordan chain
vectors of A ∈ CN×N that complete the generalized
eigenspace of eigenvalue λi, consider the general algo-
rithm given by:
1: function COMPUTE_CHAINS
2: V = FULL_RANK_EIGENVECTORS(A)
3: R = PSEUDOINVERSE(A− λiI)
4: N = KER(A− λiI)
5: Nnew=[ ]
6: for c in 1..maximum chain length do
7: for v in N do
8: if [(A− λiI) v] full rank then
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9: v2 = R*v
10: Append v2 to V.
11: Append v2 to Nnew.
12: end if
13: end for
14: N = Nnew
15: end for
16: end function
The eigenvector and pseudoinverse computations are
pre-processing steps that can be executed just once for
a network with stationary topology. Efficient methods
for these computations include power iterations, QR
algorithms, and, for large, sparse matrices, Lanczos
algorithms and Krylov subspace methods [14]. The key
bottlenecks of concern reside in the for loop. This loop
consists of a rank-checking step to verify that the current
eigenvector is in the range space of A−λiI . This step can
be implemented using the singular value decomposition,
which has O(kMN2 + k′M3) operations [14] on an
M × N matrix, M > N ; constants k and k′ could
be 4 and 22, respectively, as in the R-SVD algorithm
of [14]. In addition, the matrix-vector product in the for
loop takes about 2MN operations [14]. The original
dimension of V is M × N(j), where the number of
columns N(j) approaches M from below as the num-
ber j of vectors traversed increases. The resulting time
complexity for a single iteration is
O(kMN(j)2 + k′M3) +O(2MN(j)). (24)
The first for loop in compute_chains iterates mi
times, where mi is the maximum chain length corre-
sponding to λi. A method for estimating mi is demon-
strated in Section VIII-D. The second for loop will first
run for gi iterations, where gi is the kernel dimension
of A − λiI (the geometric multiplicity of λi). On the
lth run of the outer loop, the number of iterations of the
inner loop equals the difference of kernel dimensions
f(l) given by (23). Therefore, the total number bA of
iterations is mi
∑mi
l=1 f(l), or
mi(dimKer(A− λiI)
mi − dimKer(A− λiI)) (25)
= mi(ai − gi), (26)
where ai and gi are the algebraic and geometric multi-
plicities of λi, respectively. Since bA (26) depends on the
adjacency matrix A, it has an implicit dependence on the
M ×N(j) dimensions of A. The total time complexity
of the for loops is then
bA∑
j=1
O(kMN(j)2 + k′M3) +O(2MN(j)). (27)
In addition, the time to allocate memory for the matrix
[(A− λI) v] is
O(MN(j)) ·m(MN(j)), (28)
where m(·) is the platform-dependent time per unit of
memory allocation as a function of the matrix size. Since
each for loop allocates memory in this way, the total
memory allocation time is
bA∑
j=1
O(MN(j)) ·m(MN(j)). (29)
Assuming c is the platform-dependent time per floating-
point operation and SVD constants k = 4 and k′ = 22,
the total expected runtime for the Jordan chain compu-
tation can be approximated as
bA∑
j=1
c(4MN(j)2 + 22M3 + 2MN(j))
+MN(j)m (MN(j)) , (30)
where c is the platform-dependent time per floating-point
operation and the full SVD complexity coefficients are
set to k = 4 and k′ = 22.
Equation (30) shows that the runtime for the Jordan
chain computations is approximately linear with the
number of missing vectors one needs to compute. In
practice, however, the time to allocate memory can scale
nonlinearly with the number of nodes as the size of
the eigenvector matrix approaches system capacity. For
networks at massive scale, this can present a significant
problem.
In contrast, the algorithm to compute an orthogonal
set of missing vectors is very fast. The algorithm is the
following:
1: function COMPUTE_MISSING
2: V = FULL_RANK_EIGENVECTORS(A)
3: Vt = TRANSPOSE(A)
4: Vnew = KER(Vt)
5: V = [V Vnew]
6: end function
The bottleneck in compute_missing is comput-
ing the kernel of V T , which has time complexity
O(kMN(j)2+k′M3) for a SVD-based implementation.
In addition, memory allocation for Vt and V each
takes O(MN(j)) time. Notably, this allocation is only
performed once in the AIM implementation (22) (O(1)
in space), as compared to the mi allocations required in
the for loop of compute_chains.
While the output V matrix in compute_missing
yields the same AIM results given by (4) as the original
eigenvector matrix, the corresponding adjacency ma-
trix A˜ may not preserve key structures in the original
graph adjacency matrix A. In other words, the trade-off
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for the faster computation time in compute_missing
is a loss of fidelity to the original graph. In order
to improve the fidelity, one may compute a certain
number b < bA of Jordan chains as determined by RAM
and other system constraints. In this way, the AIM can be
used to selectively trade off execution time (30) against
fidelity in the computations.
This section shows that the AIM can be employed to
enable GFT analysis to meet execution time constraints
by trading runtime for fidelity. The analysis of algorithms
compute_chains and compute_missing quanti-
fies the expected execution time in terms of a given
number of Jordan chain vectors. These considerations
need to be addressed when applying the graph Fourier
transform (2) and the AIM method (4) to real-world
problems. Such an application is shown in the next
section.
VIII. NEW YORK CITY TAXI DATA:
EIGENDECOMPOSITION AND GRAPH FOURIER
TRANSFORM
This section expands on the issues described in Sec-
tion VI and presents details for computing the eigen-
vector matrix V for the non-diagonalizable adjacency
matrix A of the Manhattan road network.
The Agile Inexact Method (AIM) for the graph Fourier
transform developed in Section II is then applied to the
statistics computed from four years of New York City
taxi data. Our method provides a fine-grained analysis
of city traffic that should be useful for urban planners,
such as in improving emergency vehicle routing.
Sections VIII-B– VIII-E describe our method to find
the eigendecomposition of the Manhattan road network.
Section VIII-F demonstrates the AIM for computing the
graph Fourier transform.
A. Data Set Descriptions
Our goal is to extract behaviors over space and time
that characterize taxi movement through New York City
based on four years (2010-2013) of New York City taxi
data [32]. Since the path of each taxi trip is unknown,
an additional processing step is required to estimate
taxi trajectories before extracting statistics of interest.
For example, if a taxi picks up passengers at Times
Square and drops them off at the Rockefeller Center, it is
desirable to have statistics that capture not just trip data
at the landmarks, but also at the intermediate locations.
Estimating tax trajectories requires overlaying the taxi
data on the New York City road network. Details on the
taxi data and the road network are described as follows.
1) NYC Taxi Data: The 2010-2013 taxi data we
work with consists of 700 million trips for 13,000
medallions [32]. Each trip has about 20 descriptors
including pick up and drop off timestamps, latitude, and
longitude, as well as the passenger count, trip duration,
trip distance, fare, tip, and tax paid. The data is available
as 16.7 GB of compressed CSV files.
Dynamic representation. Since the available data
provides only static (start and end) information for each
trip, an estimate of the taxi trajectory is needed in order
to capture the taxi locations interspersed throughout the
city at a given time slice. Our method for estimating
these trajectories, which is based on Dijkstra’s algorithm,
is described in detail in [33].
Once taxi paths are estimated, they are used to extract
traffic behavior. The statistic of interest we consider here
is the average number of trips that pass through a given
location at a given time of day.
2) NYC and Manhattan Road Networks: The road
network G = (V,E) consists of a set V of |V | = 79, 234
nodes and a set E of |E| = 223, 966 edges which we
represent as a |V | × |V | adjacency matrix A. The nodes
in V represent intersections and points along a road
based on geo-data from [21]. Each edge (vi, vj) ∈ E,
vi, vj ∈ V , corresponds to a road segment on which
traffic may flow from geo-location vi to geo-location
vj as determined by Google Maps [34]. An edge of
length dij > 0 is represented by a nonzero entry in
the adjacency matrix so that [A]ij = dij . A zero entry
corresponds to the absence of an edge.
The network G is directed since the allowed traffic
directions along a road segment may be asymmetric. In
addition, G is strongly connected since a path (trajectory)
exists from any geo-location to any other geo-location.
Our analysis focuses on the Manhattan grid, which
is a subgraph of G with 6, 408 nodes and 14, 418
edges. This subgraph is also strongly connected. The
eigendecomposition in Section VIII-B is based on this
network. Expressing the average number of trips that
pass through a given location at a fixed time of day as a
vector over the Manhattan grid defines a graph signal to
which the GFT (2) and AIM method (4) can be applied.
B. Eigendecomposition of Manhattan Road Network
The Manhattan road network described in Sec-
tion VIII-A provides the adjacency matrix A ∈
R6408×6408 for which we compute the eigendecomposi-
tion. For this particular adjacency matrix, the eigenvector
matrix Vobs ∈ C6408×6408 generated by a standard
eigenvalue solver such as MATLAB or LAPACK is not
full rank, where the rank can be computed with either the
singular value decomposition or the QR decomposition;
i.e., A is not diagonalizable.
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In order to apply the GFT (2) or the original projec-
tions onto each eigenvector as in [1], Jordan chain com-
putations are required. These computations are costly as
described in Section VII and also potentially numerically
unstable. In contrast, the AIM (4) does not require this
step.
Since it is instructive to compare the GFT with the
AIM results, it is necessary to compute the Jordan
chains here. For this reason, the following sections detail
our method for computing the Jordan chains for the
Manhattan road network.
C. Eigenvalue Verification and Maximum Jordan Chain
Length
Since the kernel dimension of A (the geometric mul-
tiplicity of the zero eigenvalue) is 446, and there are
699 eigenvalues of magnitude close to zero (as seen in
Figure 1a), 699 − 446 = 253 generalized eigenvectors
must be determined to complete the Fourier basis.
As discussed in Section VI-A, there is ambiguity in
determining whether the 699 eigenvalues of small mag-
nitude represent true zero eigenvalues. Consequently,
accurately identifying eigenvalues of high algebraic mul-
tiplicity can be a hard problem – see, for example, [24],
[25], [26], [27], [31], [14]. Furthermore, these eigenval-
ues of small magnitude form constellations with centers
close to zero, as shown in Figure 1b. References [24]
and [25] show that the presence of such constellations
may indicate the presence of an eigenvalue of high
algebraic multiplicity; [24] states that an approximation
of this eigenvalue may be the center of the cluster of
numerical eigenvalues, while [25] presents an iterative
algorithm to approximate a “pseudoeigenvalue.” It is
unclear from pure inspection3 whether the observed
constellations are a result of the multiplicity of a zero
eigenvalue or are the actual eigenvalues of A. For these
reasons, it is necessary to verify the existence of a
numerical zero eigenvalue before computing the Jordan
chains. Our method is explained below; see also [20].
To verify a numerical zero eigenvalue, a result
from [27] is applied, which states the following:
Result 5 ([27]). Consider a matrix A ∈ CN×N with
singular values σ1(A) > · · · > σN (A) that is scaled
so that σ1(A) = 1. Let mk =
∣∣Ker(Ak)∣∣ denote the
dimension of the kernel of Ak . In addition, let α and δ be
positive constants; δ is usually on the order of machine
precision and α is significantly greater than δ. Then 0
3Considering double-precision floating point (64 bit) and that the
number of operations to compute the eigenvalues of an N ×N matrix
is O(N3), the expected precision is on the order of 10−6 or 10−7 .
Numerous eigenvalues in Figures 1a and 1b demonstrate this order of
magnitude.
is a numerically multiple eigenvalue with respect to α
and δ if
σN−mk
(
Ak
)
> α > δ > σN−mk+1
(
Ak
)
, (31)
for k = 1, 2, . . . , h, where h is the maximum Jordan
chain length for the zero eigenvalue.
Since the constants α and δ have different or-
ders of magnitude, Equation (31) implies that sin-
gular value σN−mk(Ak) is significantly greater than
σN−mk+1(A
k).
Result 5 serves two purposes for our application. First,
it verifies the existence of a numerical zero eigenvalue.
It also implies that a value of k at which Equation (31)
fails cannot be the maximum Jordan chain length of the
zero eigenvalue. Accordingly, we propose the following
method to find the maximum Jordan chain length h:
increment the value of k starting from k = 1, and let
k = k′ be the first value of k such that Equation (31)
fails. Then the maximum Jordan chain length for eigen-
value zero is h = k′ − 1.
Table I is obtained by applying Result 5 to the
adjacency matrix A of the Manhattan road network. The
columns of the table correspond to the power k of A, the
dimension mk of the kernel of Ak, the index N−mk of
the first singular value of Ak to examine, and the values
of the singular values at indices N−mk and N−mk+1.
The results in the table are reasonable since the computa-
tional machine precision was on the order of 10−16, and
the first four rows of the table display singular values
for which δ is on the order of 10−15 or 10−16 and the
constant α is larger by 6 to 12 orders of magnitude.
Therefore, the inequality (31) holds for the first four rows
of Table I. The inequality begins to fail at k = 5; thus,
the expected maximum numerical Jordan chain length is
no more than 3 or 4.
D. Jordan Chain Computation
The steps for finding the eigenvectors for eigenvalue
zero are described here. This is done to provide ground
truth to assess the application of the AIM (4) to real data
as shown in Section VIII-F.
To find the eigenvectors for eigenvalue zero, the null
space or kernel Ker(A) of A is first computed to find the
corresponding eigenvectors. Each of these eigenvectors
corresponds to a Jordan block in the Jordan decomposi-
tion of A, and the Jordan chains with maximum length h
(as determined by applying Result 5 from [27] as shown
in Table I) are computed by the recurrence equation [13]
Avk = λvk + vk−1 = vk−1, (32)
where k = 1, . . . , h and v0 ∈ Ker(A). If the number of
linearly independent proper and generalized eigenvectors
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k mk N −mk σN−mk
(
Ak
)
σN−mk+1
(
Ak
)
1 446 5962 1.9270× 10−3 1.2336× 10−15
2 596 5812 2.1765× 10−6 6.9633× 10−16
3 654 5754 1.4013× 10−8 3.4250× 10−16
4 678 5730 1.1853× 10−10 3.1801× 10−16
5 692 5716 2.0163× 10−11 8.4063× 10−14
6 700 5708 9.6533× 10−11 8.2681× 10−11
TABLE I: Singular values to validate existence of a numerical zero.
equals N , we are done; otherwise, the Fourier basis must
be extended.
Numerical instability. Numerically stable methods
such as the power method, QR algorithms, and Jacobi
methods for diagonalizable matrices are applicable meth-
ods for eigendecomposition; see [14] and the references
therein for more details. Furthermore, eigendecomposi-
tions of large, sparse matrices can be computed with
iterative Lanczos or Krylov subspace methods [14, Chap-
ter 10], [35].
On the other hand, for defective or nearly defective
matrices, small perturbations in network structure due
to numerical round-off errors can significantly perturb
the numerical eigenvalues and eigenvectors; for example,
for a defective eigenvalue of A corresponding to a
p-dimensional Jordan block, O(ǫ) perturbations in A
can result in O(ǫ1/p) perturbations in λ [14], [36]. In
addition, while computing the Jordan normal form can
be numerically unstable [27], [28], [31], [14], forward
stability was shown for the Jordan decomposition al-
gorithm in [37] and forms the basis for an SVD-based
implementation here. The Jordan chains are generated
from the vectors in the kernel of Ah, where h is the
maximum Jordan chain length; these computations are
based on the SVD or the QR decomposition, and so are
more stable. Then the Jordan chain can be constructed
by direct application of the recurrence equation (32).
Computation details. A single pass of the Jordan
chain algorithm requires about a week to run on a
30-machine cluster of 16 GB RAM/16-core and 8 GB
RAM/8-core machines; however, the algorithm does not
return a complete set of 253 generalized eigenvectors.
To maximize the number of recovered generalized eigen-
vectors, successive computations were run with different
combinations of vectors that span the kernel as starting
points for the Jordan chains. After three months of
testing, the best run yielded 250 of the 253 missing
Jordan chain vectors; the remaining eigenvectors were
computed as in (22). The maximum Jordan chain length
is two, which is consistent with Result 5 and Table I.
As a result, the constructed eigenvector matrix captures
a large part of the adjacency matrix structure. The next
section describes our inexact alternative to full compu-
tation of the Jordan chains, which provides a significant
speedup in the determination of a useful basis set.
E. Generalized Eigenspace Computation
In order to compute the generalized eigenspace for the
zero eigenvalue, the known eigenvectors are determined
as in Section VIII-D. Then the eigenvector matrix is
computed as (22). This is a five minute computation on
a 64-bit machine with 16 cores and 16 GB RAM.
F. Demonstration of the Agile Inexact Method
In this section, the original graph Fourier transform,
defined as eigenvector projections, is compared to the
Agile Inexact Method (AIM) (22) for a graph signal
representing the four-year average of trips that pass
through Manhattan from June through August on Fridays
from 9pm to 10pm.
Figures 2a and 2b show the percentage of energy that
is contained in the signal projections onto eigenvectors
and onto generalized eigenspaces, respectively, using our
previously defined energy metric (Section III). The max-
imum energy contained in any of the eigenvector projec-
tions is 1.6% as shown in the data point in Figure 2a. The
observed energy dispersal in the eigenvector projections
corresponding to λ = 0 is a result of oblique projections.
The computed Jordan chain vectors are nearly parallel
to the proper eigenvectors (angles less than 1 degree),
so the signal projection onto a proper or generalized
eigenvector v of λ = 0 parallel to CN\span(v) has
an augmented magnitude compared to the orthogonal
projection. The reader is referred to [38] for more on
oblique projectors.
In contrast, projecting onto the generalized
eigenspaces with the AIM method (4) concentrates
energy into two eigenspaces. The data points in
Figure 2b at indices 706 and 707 contain 30% and 28%
of the signal energy, respectively. On the other hand, the
energy concentrated on the generalized eigenspace for
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Fig. 2: (a) Percentage of energy captured by signal projections onto eigenvectors, including generalized eigenvectors.
The horizontal axis corresponds to the eigenvector of the Manhattan road matrix based on the ascending order of
the corresponding eigenvalue magnitudes. (b) Percentage of energy captured by signal projections onto generalized
eigenspaces. The horizontal axis corresponds to the generalized eigenspace of the Manhattan road matrix based
on the ascending order of corresponding eigenvalue magnitudes. The first projection energy onto the generalized
eigenspace of λ = 0 is shown at index 699, corresponding to less than 1% of the total signal energy. The preceding
indices are set to zero to match the indices of (a). The following indices correspond to the same eigenvectors as
in (a). The most energy is captured by projections onto the eigenvector at index 706 (30% of the energy) and
at index 707 (28% of the energy). (c) Eigenvectors of (a) that capture 60% of the signal energy. The horizontal
axis corresponds to a node (geo-coordinate) in the Manhattan road network. The vertical axis corresponds to the
magnitude of the corresponding eigenvector component. There are 84 eigenvectors corresponding to about 60%
of the signal energy, each shown in a different color. (d) The two eigenvectors in (b) that correspond to 58% of
the total signal energy, one depicted as red lines and the other as blue x’s. The axes are identical to those in (c).
The eigenvector components of highest magnitude correspond to the same nodes, or locations in New York City.
Furthermore, the locations with highest eigenvector expression match those in (c).
eigenvalue zero is less than 1%, as shown by the data
point at index 699 in Figure 2b. Thus, the AIM method
decreases energy dispersal over the spectral components
and reduces the effect of oblique projections shown in
Figure 2a.
For both methods (the eigenvector projections and
the AIM), the spectral components are arranged by
the energies they contain, in decreasing order, and
those that contain 60% of the signal energy in the
projections have their component magnitudes plotted
in Figures 2c and 2d. There are 84 such eigenvectors
for the projections onto eigenvectors, compared to only
two eigenspaces (eigenvectors in this case) that contain
the most energy in the generalized eigenspace case;
this illustrates that the eigenvector projections disperse
more energy than the generalized eigenspace projec-
tions. Figures 2c and 2d show that the highly expressed
eigenvector components are located at the same nodes
for both methods. This demonstrates that the AIM can
provide similar results to the original formulation, with a
significant acceleration of execution time and less energy
dispersal over the spectral components.
The highly expressed components of eigenvectors 706
and 707 in Figure 2d are plotted on the Manhattan grid
in Figure 3b. There are two clusters on the east side
of Manhattan, one in black in Gramercy Park and one
in purple by Lenox Hill. These locations represent sites
of significant behavior that suggest concentrations of
taxi activity. The corresponding graph signal, shown in
Figure 3a, confirms this. Since this signal represents the
average number of taxi trips on Fridays from 9pm to
10pm, one possible explanation for this behavior is the
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(a) Original signal. (b) Maximum eigenvector components.
Fig. 3: (a) Original signal, representing the June-August four-year average number of trips through each node on
the Manhattan road network. Colors denote 699 log bins (white: 0–20, beige to yellow: 20–230, orange: 230–400,
red: 400–550, blue: 550–610, purple to black: 610–2,700). (b) Highly expressed eigenvector in Figures 2c and 2d,
where the maximum components and second maximum components are represented by black and purple dots,
respectively. These clusters correspond to locations through which high volumes of taxi trips flow.
proximity of the expressed locations to restaurants and
eateries that are known gathering spots for taxi drivers.
Visual comparison of Figure 3a and 3b highlights the
utility of our method in finding fine-grained behaviors
that are otherwise non-obvious from the raw signal.
This section provides a detailed explanation of a Jor-
dan chain computation for the Manhattan road network.
The expensive nature of this computation is a signifi-
cant drawback for many real-world applications. On the
other hand, the inexact computation reveals the same
eigenvector expression with computation time on the
order of minutes. In addition, the AIM reduces energy
dispersal among the spectral components corresponding
to the zero eigenvalue.
IX. CONCLUSION
This paper presents an inexact transform that ap-
proximates the spectral projector-based graph Fourier
transform defined in [11]. In Section II, the Agile Inexact
Method (AIM) for computing the graph Fourier trans-
form is developed for which the generalized eigenspaces
are the spectral components. The generalized Parseval’s
identity for the inexact method is compared to that
of the Jordan subspace projector method in [11]. In
addition, we show that the total variation-based order-
ing of spectral components does not change under the
inexact computation. The AIM simplifies the eigende-
composition step in real-world, sparse networks, and is
associated with a fidelity-runtime trade-off. Motivated by
the equivalence classes discussed in [15], we show that
this transform is agile and describe the necessary steps
for applying our method to real-world data.
We demonstrate the AIM on a graph signal based
on New York City taxi trip data, which yields highly
expressed locations that are compared to the ground
truth. The AIM is shown to reduce the computation
time for the eigendecomposition since the Manhattan
road network is in the same G -equivalence class as a
graph with an eigenvector matrix that can be computed
quickly. The AIM also reduces energy dispersal among
the spectral components compared to oblique eigenvector
projections due to the small angles between the Jordan
chain vectors and their corresponding eigenvectors.
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