The paper introduces a methodology to compute strict upper and lower bounds for linear-functional outputs of the exact solutions of the advection-diffusion-reaction equation. The bounds are computed using implicit a posteriori error estimators from stabilized finite element approximations of the exact solution. The new methodology extends the a posteriori error estimates yielding bounds for the standard Galerkin formulation to be able to obtain bounds for stabilized formulations. This methodology is combined with both hybrid-flux and flux-free techniques for error assessment. The application to stabilized formulations provides sharper estimates than when applied to Galerkin methods. The best results are found in combination with the flux-free technique.
INTRODUCTION
The certification of numerical simulations of PDEs is fundamental in many engineering applications, where end-users aim at obtaining an approximation of a specific magnitude extracted from the global solution (quantity of interest) with a prescribed accuracy.
Since the mid 2000s, attention has been devoted to provide certified bounds for quantities of interest [1] [2] [3] [4] [5] [6] [7] [8] . In particular, [9] presents a comparison of the performance of two of the main techniques to compute guaranteed bounds for quantities of interest in the context of the advection-diffusionreaction equation: a standard residual type estimator (hybrid-flux) proposed in [10] and the new flux-free technique proposed in [11] .
For advection dominated problems, the use of stabilized formulations [12] is of utmost importance because Galerkin approximations are often corrupted by spurious node-to-node oscillations. In the present paper, we develop an extension of the techniques presented in [9] to compute guaranteed bounds for quantities of interest from stabilized approximations of the exact solution. Thus, strict bounds for quantities of interest are obtained using implicit residual error estimates, both using hybrid-flux techniques [13, 14] and the flux-free technique first devised in [11] . 484 N. PARÉS, P. DÍEZ AND A. HUERTA
PROBLEM STATEMENT

Model problem
The steady advection-diffusion-reaction equation reads r .r u/ C˛ r u C u D f in , ( 1 a ) u D u D on D , (1b) r u n D g on N , ( 1 c ) where is a plane polygonal domain whose boundary @ is partitioned into two disjoint sets D (of nonzero measure) and N ,a n dn is the outward unit normal vector to @. The datum is assumed to be strictly positive and is assumed to be non-negative.
The standard variational formulation of the problem consists of finding u 2 U such that
where a. , / W H The data are supposed to be sufficiently smooth and, for simplicity, the coefficients , and˛are required to be continuous, piecewise polynomials in , u D is assumed to be continuous, piecewise polynomial on D , whereas f and g are assumed to be piecewise polynomials not necessarily continuous. That is, f is assumed to be piecewise polynomial on subdomains of ,andg is assumed to be piecewise polynomial on subdomains of N .
The nonsymmetric bilinear form a. , / is continuous and coercive in V. To ensure that, it is assumed that Q WD 1 2 r ˛> 0 in and also that the Dirichlet boundary contains the inflow boundaries, that is D for WD ¹x 2 @,˛ n <0º.
Stabilized finite element approximation
Various stabilization techniques are available for advection-diffusion-reaction problems, all aiming at precluding oscillations of the finite element approximations without requiring severe mesh refinement [12] . However, in view of the developments in Section 4, the streamline upwind Petrov-Galerkin method (SUPG) is adopted in this work (see Remark 1 for other possibilities).
The so-called SUPG/FEM is described using a triangulation of the computational domain into n el triangles where k denotes a general triangle, k D 1, :::, n el , and the finite-dimensional spaces U h U and V h V consisting of the usual continuous, piecewise-polynomial functions of degree p > 1.
Then, for a given choice of the stabilization parameter to be specified, an approximation of the true solution u is obtained by seeking u h 2 U h such that
Here, the quantities of interest are restricted to depend linearly on ù ( 5 ) but other quantities of interest may also be considered [3, 9, 15] . That data f O is assumed to be piecewise polynomial on subdomains of and g O is assumed to be piecewise polynomial on subdomains of N .
One of the key ingredients in developing strategies to compute bounds for the output s is the definition of an auxiliary problem, denoted adjoint problem [9, 10, 14, 16, 17] . The variational form of the adjoint problem consists of finding 2 V such that
which is equivalent to determine such that
r n C˛ n D g O on N . ( 6 c ) Analogous to the direct (or primal) problem, the adjoint problem is solved numerically using the SUPG method. Thus, h 2 V h is such that a.v, h / n el X kD1 Z k 486 N. PARÉS, P. DÍEZ AND A. HUERTA is the strong residual of the differential Equation (6a), and D k is the stabilization parameter associated with the adjoint problem and the element k . The choice of the stabilization parameter both for the primal and adjoint problems is addressed in Section 6.
ENERGY REFORMULATION: REPRESENTATION OF THE OUTPUT BOUNDS
Bounds for the quantity of interest s D`O.u/ can be recovered from standard Galerkin approximations of the primal and adjoint problems using the well-known inequalitỳ
where k k is the energy norm induced by the symmetric counterpart of the bilinear form a. , /, e s and " s 2 V are the solutions of the symmetrized residual equations, and 2 R is an arbitrary non-zero scalar parameter [9, 10, 14] . To be specific, let a s .v, w/ WD .a.w, v/ C a.v, w//=2 be the symmetric counterpart of a. , /. Then, kvk 2 D a s .v, v/ D a.v, v/ is generally referred to as the energy norm, and e s 2 V and " s 2 V, which are often dubbed as symmetric primal and adjoint errors, are the solutions of the residual equations
respectively. Note that problems (9) and (10) are a modified symmetric version of the standard residual problems. In the standard residual problems characterizing the primal and adjoint errors, e WD u u h and " WD h , the right hand side (r.h.s.) is the same as in Equations (9) and (10), that is, the weak primal and adjoint residuals associated with the approximations u h and h , R P . / and R D . / . However, the bilinear form a. , / in the left hand side of the standard residual equations is replaced by its symmetric counterpart a s . , /.
Although inequality (8) does not directly yield a computable expression for the bounds of s because it entails the solution of two global infinite dimensional boundary value problems, namely (9) and (10) , the obligation to exactly solve these two problems can be easily removed by noting that it is sufficient to compute strict upper bounds of the energy norms ke s˙1 =" s k.Ac o mplete description of the procedure for the construction of these bounds is presented in [10] and [9] , where the bounds are computed using hybrid-flux and flux-free implicit residual a posteriori error estimates, respectively.
Hence, it is possible to compute bounds for a quantity of interest s D`O.u/ given standard Galerkin approximations of the primal and adjoint problems, u h and h . However, the techniques providing the bounds for s are not directly applicable when the approximations u h and h are computed using stabilized formulations.
The issues addressed in this article are as follows: (i) can one obtain upper and lower bounds for the quantity of interest using stabilized approximations of the primal and adjoint problems, and if so, (ii) is it possible to extend the a posteriori error estimates given in [10] and [9] allowing to compute strict computable bounds?
The main difficulty of adapting the existing techniques to the use of stabilized methods is caused by the fact that, in this case, the weak primal and adjoint residuals fail to verify the standard orthogonality condition-R P .v/ and R D .v/ are not necessarily zero for v 2 V h ,-which is required both to derive inequality (8) and to formulate the residual type estimation strategies using a domain decomposition technique.
Fortunately, a simple workaround allows to overcome this problem by introducing two straightforward modifications of the standard procedures. First, a similar expression to (8) holds by introducing some additional terms accounting for the non-orthogonality of the primal residual with respect to the finite element space V h . Second, the error estimation strategies yielding strict upper bounds for ke s˙1 =" s k 2 are modified to handle error equations where the residuals, r.h.s. of Equations (9) and (10), do not verify the Galerkin orthogonality property.
The following result shows how inequality (8) is modified to account for the non-orthogonality of the residuals. The proof of this result is omitted here because it is analogous to the proof of Theorem 1 in [9]-the only difference being that the term a.e, h / D R P . h / appearing in the bounds does not necessarily vanish when working with stabilized approximations for the primal problem.
Theorem 1
Let e s and " s 2 V be such that for
and thereforè
where kvk ub represents an upper bound for the value kvk.
Note that this theorem is valid even if the approximations u h and h are not computed using the SUPG/FEM because no assumptions are made on these approximations. This theorem is, then, a generalization of the bounding inequality (8) used to obtain bounds for outputs from Galerkin approximations of the primal and adjoint problems, where no requirements on u h and h are done.
The importance of this theorem is that it reduces the problem of obtaining upper and lower bounds for s to obtaining upper bounds for the energy norm of the symmetric errors in the direct and adjoint problem. Using this result, a procedure to obtain bounds for s may be sketched as follows:
1. Compute the SUPG finite element approximation of the primal problem: find u h 2 U h such that
2. Introduce the adjoint problem associated with the selected output and compute its SUPG finite element approximation: find h 2 V h such that
3. Recover the bounds for the output from the three following steps: 3.1 Introduce the modified symmetric versions of the residual problems: find e s and " s 2 V such that
where a s . , / is the symmetric counterpart of a. , /
3.2 Compute the upper and lower bounds for s, s lb 6 s 6 s ub ,as
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The computation of strict computable upper bounds for the energy norm forms the subject of the next section. This approach is then used to compute ke s˙1 = " s k 2 ub .
UPPER BOUNDS FOR THE ENERGY NORM: COMPLEMENTARY ENERGY RELAXATION
Consider the auxiliary function´2 V solution of
where R .v/ D˛R P .v/ CˇR D .v/ for˛,ˇ2 R. Note that˛D 1 andˇD 0 yields´D e s and that D 0 andˇD 1 yields´D " s . Moreover,˛D andˇD1= will be used later to obtain the required upper bounds for ke s˙1 = " s k 2 .
The purpose of this section is to establish a procedure to compute upper bounds of k´k 2 . Note that the strategies presented in the series of papers [2-4, 9, 10, 18] may not be directly applied because they rely on the Galerkin orthogonality property of the residual R . /. In this work, two different approaches to recover upper bounds for k´k 2 are presented. The first approach is a modification of [9] , which allows to recover bounds for k´k 2 from SUPG approximations of the primal and adjoint problems using a flux-free error estimation strategy. The second approach consists of taking some of the ideas presented in [10] and [19] to be able to recover strict bounds of k´k 2 using hybrid-flux strategies.
Both approaches rely on the use of the standard complementary energy approach. The key idea is to relax the continuous problem of finding´2 V fulfilling Equation (14) into obtaining a pair of dual estimates O
The dual estimates O q and O r are then combined to build up an upper bound for k´k. This is stated in the following theorem (see [9] for a proof).
Theorem 2
Let O q 2 OEL 2 ./ 2 and O r 2 L 2 ./ be two dual estimates fulfilling Equation (15) . Then, an upper bound for the energy norm of the solution´of (14) is computed as 
This problem is discrete (with finite number of DOF) but global, that is, affecting the whole domain . Thankfully, proper domain decomposition techniques allow decomposing the global discrete problem into local problems. That is, the piecewise polynomial fields O q and O r are to be computed solving local discrete problems.
However, the existing domain decomposition techniques can not be directly applied if the residual R . / does not verify the Galerkin orthogonality condition. This section considers the two most used classical domain decomposition techniques-the flux-free approach and the hybrid-flux approach-and extends these techniques to be able to deal with non-orthogonal residuals.
Recall that the flux-free is based on the partition-of-unity property, which is used to localize the problems in to subdomains different than elements. That is, the local problems for the dual estimates O q and O r are posed over patches of elements. By contrast, in the hybrid-flux approach, the dual estimates O q and O r are computed solving local independent problems in each element of the mesh. This requires the use of flux-equilibration techniques to properly set the boundary conditions for the local elementary problems. First, the equilibrated residual method is used to compute the equilibrated fluxes at the inter-elementary edges of the mesh and these fluxes are then used as local boundary conditions to compute the dual estimates O q and O r in each triangle of the mesh. The advantage of the flux-free approach is that the local problems are self-equilibrated, and therefore, it avoids the use of flux-equilibration techniques.
Modified Galerkin orthogonality property
Recall that in the case that u h and h are not computed using the standard Galerkin method, the residuals R P .v/ and R D .v/, and thus R .v/, do not verify the Galerkin orthogonality property, that is, also R .v/ is not necessarily zero for v 2 V h .
However, from Equations (3) and (7), the primal and adjoint residuals satisfy
and
respectively. These equations-which may be seen as a modified orthogonality of the weak residuals-are an essential tool to develop the error estimation strategies presented in this section. Henceforth, Equations (17) and (18) will be named after modified orthogonality properties.
Nota that multiplying Equations (17) and (18) by the coefficients˛andˇ, respectively, yield the subsequent modified orthogonality of the combined residual R . / 
Local computation of the dual estimates O q and O r using a flux-free approach
This section is devoted to detail the computation of the piecewise polynomial dual estimates O q and O r using the flux-free approach proposed in [11] . The strategy proposed in [9] can not be directly applied because the residuals are not orthogonal to V h . However, a simple workaround is proposed, using the modified orthogonality properties of the primal and adjoint residuals, Equations (17), (18) and (19) . Let x i i D 1, :::, n np denote the vertices of the elements (triangles) in the computational mesh (thus linked to U h )a n d i denote the corresponding linear shape functions, which are such that i .x j / D ı ij . The support of i is denoted by ! i , and it is called the star centered in, or associated with, vertex x i . It is important to recall that the linear shape functions based on the vertices are a partition of unity, namely 
where the local estimates O
Remark 2
Note that in [9] , the r.h.s. of the local problems for O q i and O r i is simply R . i v/. If the same r.h.s. is chosen here, the local problem (22) is not necessarily solvable, that is, it does not necessarily admit a solution. The new additional term added in the r.h.s. enforces local solvability of the problems while preserving the global upper bound property.
This new definition of the r.h.s. causes that problems given in Equation (22) to have at least one solution. Indeed, if ! i is a star associated with a strictly positive reaction term Q j ! i >0or it intersects the Neumann boundary and˛ nj N \@! i ¤ 0, the solvability of the local Equation (22) is ensured. On the contrary, the kernel of the bilinear operator appearing in the left hand side (l.h.s.) is the one-dimensional space of constants, P 0 .! i /, and Equation (22) is solvable if and only if the compatibility condition holds, namely
Now, substituting the definition of f ? i into the previous equation, taking into account that c is constant in the star ! i and finally noting that the support of the function r i is the star ! i , yields that the compatibility condition is equivalent to (19) .
verify the local problems given in (22) , verify the hypothesis of Theorem 2 and therefore
Proof
The dual estimates O q and O r verify Equation (15), and therefore, Theorem 3 is a straightforward particularization of Theorem 2. Indeed, let v 2 V, which implies vj ! i 2 V.! i / and consider the definition of the dual estimates-Equation (21)-and the local Equations (22) 
; .
Then, rearranging terms using the linearity of the residual R . /, the partition-of-unity property-Equation (20)-and (23) is easily obtained, noting that because the support of the function f ? i is ! i ,thesum may be extended not only to the stars intersecting k , but to all the stars, and then rearranging terms
where the partition-of-unity property-Equation (20)-has been used.
The computation of the dual estimates O q i and O r i verifying Equation (22) is done using the same strategy as in [9] . Note that the only difference between the computation of the estimates when introducing stabilization techniques is the new term accounting for the non-orthogonality of the residuals appearing in the local equations. This new added term
which vanishes if no stabilization is used, P k D D k D 0, involves only a modification of the source term of the local problem. Thus, following the notation used in [9] , the r.h.s. of Equation (22) can be rewritten as
where the following compact notation is introduced
where n k and n l are the outward normal to the elements k and l respectively. See [9] for a detailed derivation of the strong form of the local problem (22) .
Remark 3
The strong problem for the dual estimates O
admits a solution as long as a proper interpolation degree q is chosen.
In particular, assuming and to be piecewise constant, solvability is guaranteed if
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To be more precise, if the Neumann data g and g O are piecewise polynomials of degree m g in the boundary N ,t h e nd e g .g i / D m g C 1. Also, if the interior data f and f O are in 2 O P m f ./ and the velocity field˛2
The previous restriction is the worst case scenario because depending on the problem to be solved, for instance, for problems without reaction term D 0 or without applied Neumann boundary conditions (or homogeneous ones), some of the restrictions can be removed or weakened. In particular, in advection-diffusion problems associated to D 0,t h et e r mq > p C 2 may be replaced by q > p C 1.
Also, it is worth noting that the last two terms in Equation (24), namely m 2 .p 1/ C 1 and m˛m f C 1, only appear when stabilization techniques are used. Even in this case, for piecewise constant or linear velocity fields, these terms have no influence in the selection of the interpolation degree q.
Local computation of the dual estimates O q and O r using hybrid-flux techniques
This section is devoted to detail the computation of the piecewise polynomial dual estimates O q and O r using the hybrid-flux technique described in [13] . In fact, this strategy is a modification of the technique presented in [10] -which provides a tool to compute strict bounds for quantities of interest for the advection-diffusion-reaction equation using standard Galerkin approximations of the primal and adjoint problems-based on the strategy developed in [19] -which provides a tool to compute asymptotic bounds for quantities of interest from SUPG method approximations of the primal and adjoint problems.
Hybrid-flux methods (or equilibrated residual methods) may be seen as a domain decomposition strategy, which allows to decompose the global problem (15) into solving local problems in each element of the finite element mesh. This approach is standard and it is widely used in a posteriori error estimation for steady problems [13, 14, 21] . The key point is to be able to compute equilibrated fluxes at the inter-elementary edges of the mesh, which are then used as local boundary conditions for the local elementary problems. Standard constructions of the equilibrated fluxes require the r.h.s. of the residual problem given in (15) , that is, R . /, to be orthogonal to the finite element space V h . However, the strategy proposed in [19] , may be used in the context of the SUPG method to provide a simple workaround to the problem of R . / being non-orthogonal to V h .
Equilibrated residual methods compute the dual fields O q and O r verifying Equation (15), by means of computing two piecewise polynomial fields O q 2 (25) in order to yield equilibrated and thus solvable local problems in each element and OEvj is the jump of the function v along the edge if it is an interior edge or OEvj @ D v for the exterior edges. In order to properly define the jump of a function across the mesh edges, an arbitrary ordering of the elements of the mesh is introduced and & k is defined as 494 N. PARÉS, P. DÍEZ AND A. HUERTA
In this case
where the values of vj k and vj l at the edge are computed in using the traces of the funcions vj k and vj l on . The different existing equilibration techniques differ in the choice of the equilibrated fluxes which may be computed with an asymptotic complexity that is linear in the number of vertices of the mesh using, for instance, the procedure proposed by Ladevèze and Leguillon in [13] .
It is a relatively simple matter to see that the dual estimates O q and O r computed from Equation (25) verify Equation (15) . Indeed, for any v 2 V,thatis,foranyv in H 1 ./ vanishing on the Dirichlet boundary of the domain, Z
as required in Equation (15) . Note that for a given choice of the equilibrated fluxes , the dual estimates O q and O r solution of (25) can be computed solving independent problems posed over the elements of the mesh:
Remark 4
It is tacitly assumed that problems given in Equation (26) have at least one solution. For elements k associated with a strictly positive reaction term Q j k >0or intersecting the Neumann boundary and˛ nj N \@ k ¤ 0 the kernel of the r.h.s. of Equation (26) is empty, and therefore, Equation (26) has a unique solution. On the contrary, the kernel of the r.h.s. are the constant functions. In this case, the problem is solvable if and only if the following compatibility condition holds:
that is, if the r.h.s. of Equation (26) vanishes for v D 1j k . This previous condition expresses that the boundary data must be in equilibrium with the interior load so that the local problems are solvable. This is precisely the required condition for the fluxes to be equilibrated.
Remark 5
To enforce the compatibility condition, Equation (27), the equilibrated fluxes , in the case where u h and h are the Galerkin approximations of u and , are forced to verify
where b V h is obtained from V h relaxing both the Dirichlet homogeneous boundary conditions and the continuity of the functions across the edges of h . Note that for 1j k 2 b V h , the previous condition yields to the compatibility condition. However, when using the SUPG approximations, it is not possible to compute a set of equilibrated fluxes verifying Equation (28) due to the non-orthogonality of the residual R . / with respect to V h . Indeed, take v 2 V b V h , then, because OEvj D 0 8 2 h Equation (28) becomes R .v/ D 0, which does not necessarily hold. Luckily, [19] proposes a simple workaround to this problem. The equilibrated fluxes are forced to verify
instead of Equation (28) . Note that again for 1j k 2 b V h , the previous condition yields to the compatibility condition because the additional term vanishes for v being constant inside the elements of the mesh. Moreover, the set of conditions posed by Equation (29) are now compatible because for
due to Equation (19) .
Therefore, the strategy to compute the dual estimates O q and O r solution of (25) is equivalent to the strategy proposed in [10] , that is, for each element of the mesh, the restriction of the dual estimates O q and O r to the element, O q k and O r k , are computed solving the local Equation (26) . The only difference is that now, the equilibrated fluxes are found solving the modified Equation (29).
Remark 6
The strong problem for the dual estimates (26) admits a solution as long as a proper interpolation degree q is chosen [10] . The same derivation applies in this context because the stabilization term only affects the computation of the equilibrated fluxes, which again can be taken to be functions of degree p in the edges of the mesh, independently of the stabilization terms. In particular, following the notation of Remark 3, it can be stated that
As in the flux-free context, the previous restriction is the worst case scenario. In particular, the term q > p C 1 appears only for >0 .For D 0, this restriction turns into q > p.
Thus, regarding the choice of the interpolation degree of the dual estimates, q, the hybrid-flux technique presents two advantages: (1) the local problems are not weighted by the linear shape functions i and therefore the minimum value of the local polynomial order, q, is one less than for the flux-free technique; and (2) the stabilization term plays a role only in computing the equilibrated fluxes, . Thus, the choice of the interpolation degree q depends linearly on m˛(and not quadratically as in the flux-free case for stabilized techniques).
Computational cost versus accuracy
This section is devoted to compare the computational effort required to solve the local problems for both the flux-free and the hybrid-flux approach versus the accuracy of the methods. The explanation given herein is valid whether the bounds are computed either using stabilized or standard finite element techniques, since the presented extension does not affect the computational cost of the methods. However, this section is included to clarify and illustrate the resemblances/differences of the two presented strategies.
In both cases, the cost of computing strict upper bounds for quantities of interest is proportional to the number of vertex nodes in the mesh once the adjoint finite element approximation has been computed. Indeed, given the finite element approximation u h , the computation of the bounds starts by 496 N. PARÉS, P. DÍEZ AND A. HUERTA solving the adjoint problem using finite elements. In general, both finite element approximations are computed using the same interpolation degree p, and thus, the first step of the bounding procedure has the same cost as the primal problem. Given the primal and adjoint finite element approximations, in the flux-free approach, a local problem for each star is solved with a constant cost that only depends on the interpolation polynomial degree q of the dual estimates, and in the hybrid-flux approach, first a local problem for each star is solved with a constant cost that only depends on the interpolation polynomial degree p, and then a local problem for each element is solved with a constant cost that only depends on the interpolation polynomial degree q for the dual estimates.
Both approaches require looping on the vertex nodes of the mesh, and the hybrid-flux approach requires an extra loop on the elements of the mesh. The cost of the vertex loop for the flux-free strategy is more expensive than the same loop for the hybrid-flux approach because the unknowns for the flux-free local problems are directly the dual estimates (both in the edges and interior of the triangles), whereas the unknowns for the hybrid-flux approach in the first vertex-loop stage are the equilibrated fluxes (polynomials of degree p at the edges of the elements incident to the node). During the second stage, the hybrid-flux approach unknowns are also the dual estimates of interpolation degree q but the advantage is that the problems are solved independently on each element of the mesh.
Although the cost of the flux-free technique is slightly higher, numerical examples show that the use of flux-free techniques yields tighter bounds for the quantities of interest. Increasing the local interpolation degree q in both approaches improves the bounds because the dual estimates have more DOFs that can be used to optimize the bounds. However, based on the authors' experience, there is no considerable gain in increasing the interpolation degree q, especially in the flux-free context [20] . Thus, it is advisable to use the least possible interpolation degree q in both approaches, also in the hybrid-flux approach because the quality of the bounds is mainly governed by the quality of the equilibrated fluxes and not by the interpolation degree q. Even if the local interpolation degree q is increased in the hybrid-flux approach, in general, this approach is not able to achieve the accuracy of the flux-free approach, thus, increasing the computational cost does not yield the same accuracy. The general strategy to obtain these upper bounds is devised in the previous section. Due to the linearity of the problem, obtaining the estimates for these two values´D e s˙1 =" s is equivalent to obtaining the estimates for´D e s and´D " s separately, that is, for the two combinations .˛,ˇ/ D .1, 0/ and .˛,ˇ/ D .0, 1/.
BOUNDS FOR THE QUANTITY OF INTEREST
This section summarizes the main steps to compute bounds for`O.u/ for both the flux-free and the hybrid-flux approaches.
Computation of the output bounds using the flux-free approach
The main steps of the procedure to compute bounds for`O.u/ using the flux-free approach are the following:
1. Compute the primal and adjoint SUPG approximations, u h and h , respectively. 2. For each star ! i (associated with node x i of the mesh), compute the primal and adjoint dual
Recover the global estimates
4. Compute the three scalar quantities
5.
Recover the bounds for the output s lb 6 s 6 s ub as
where s h D`O.u h /.
Computation of the output bounds using the hybrid-flux approach
The main steps of the procedure to compute bounds for`O.u/ using the hybrid-flux approach are the following:
1. Compute the primal and adjoint SUPG approximations, u h and h , respectively. 2. Compute P and D solutions of 
For each element of the mesh k , compute the primal and adjoint dual estimates
O q k P , O q k D 2 OEP q . k / 2 and O r k P , O r k D 2 P q . k / such that for all v 2 H 1 . k / Z k h O q k P r v CQ O r k P v i d C 1 2 Z N \@ k˛ n O r k P vd D R P k .v/ C Z @ k n N & k P vd, and Z k h O q k D r v CQ O r k D v i d C 1 2 Z N \@ k˛ n O r k D vd D R D k .v/ C. P / 2 WD n el X kD1 P k D n el X kD1 Z k O q P O q P CQ .O r P / 2 d C 1 2 Z \ k˛ n. O r P / 2 d, . D / 2 WD n el X kD1 D k D n el X kD1 Z k O q D O q D CQ .O r D / 2 d C 1 2 Z \ k˛ n. O r D / 2 d, PD WD n el X kD1 PD k D n el X kD1 Z k OE O q P O q D CQ O r P O r D d C 1 2 Z \ k˛ n O r P O r D d,
4.
NUMERICAL EXAMPLES
This section presents the performance of the estimates providing the bounds for quantities of interest in three numerical examples, which are defined in a two-dimensional domain, and which are discretized using conforming piecewise linear finite elements. In all the examples, both the primal and adjoint approximations u h and h are computed using both the standard Galerkin FEM and the SUPG method. When using stabilization techniques, as the SUPG method, the choice of the stabilization parameter plays a major role because the accuracy of the discrete solution is highly influenced by this choice. The appropriate selection of this parameter is not discussed here because the primary goal of this work is to show the performance of the error estimation strategy. Thus, the stabilization parameter is chosen following [22] . However, the error estimation procedure is valid for any choice of the definition of the stabilization parameter [23] [24] [25] [26] .
The stabilization parameter for the primal approximation u h is taken to be constant inside each element k of the mesh,
where h k is the element size-computed as the radius of the circumcircle of the triangle-j˛j k is a measure of the norm of the velocity˛inside the element-computed as the norm of the velocity at the barycenter of the triangle-and Pe k is the local Péclet number defined as follows:
Analogously, the stabilization parameter for the adjoint problem is
(34)
Note that if the velocity field˛is divergence free, then the primal and adjoint stabilization parameters coincide, P k D D k . As mentioned earlier, in the following examples, both the Galerkin and SUPG approximations of the problem are computed using linear elements, that is, the parameter describing the space discretization is p D 1, and the dual estimates providing the bounds for the output are computed using piecewise third order polynomials, which corresponds to q D 3. The dual estimates are computed both using the flux-free and the hybrid-flux error estimation strategies (the later also called residual equilibrated method). In the following, the notations FF and EQ are used in figures and tables to denote the two previous techniques, respectively.
In the following, the bound average s ave WD .s ub C s lb /=2 is taken as a new approximation of the quantity of interest and the half bound gap D .s ub s lb /=2 is seen as an error indicator. Note that stating that s lb and s ub are exact upper bounds for the output s implies that s 2 .s lb , s ub /, which can be rewritten as s D s ave˙ .
The meshes are adapted to reduce the half bound gap .
In the examples, a simple adaptive strategy is used based on the decomposition of into local positive contributions from the elements:
where the element contribution to the half bound gap k is
Note that this decomposition is valid because
The remeshing strategy consists in subdividing the elements with the larger values of k at each step of the adaptive procedure.
Example 1: quasi-two-dimensional transport
The first example is the quasi-two-dimensional transport problem introduced in [ This quantity of interest is not directly in the form of (5), but using Green's formula, a.v, / can be rewritten similar to (5) with f O D r .r / r ˛ ˛ r C and g O D r n C˛ n for all v 2 V. However, it is worth noting that following the derivations included in [2] , it is possible to compute the dual estimates without doing the conversion of the functional`O.v/ in terms of f O and g O , in a much simpler manner. This example allows testing the quality of the bounds for the output for different values of˛, ranging from a pure diffusion problem to a advection-dominated advection-diffusion problem. Four 500 N. PARÉS, P. DÍEZ AND A. HUERTA different strategies are compared for the values of˛D 5, 150 and 500: the bounds obtained for the stabilized hybrid-flux and flux-free strategies presented in this paper are compared with the bounds obtained using the standard hybrid-flux and flux-free strategies presented in [10] and [9] , respectively. The results are shown in Figure 1 and Table I . Figure 1 shows the convergence of the half-bound gap. As expected, the half-bound gap has a quadratic rate of convergence in all the strategies, although this convergence rate is only achieved in the asymptotic range. It can be appreciated that as the influence of the convective term becomes more important, finer meshes are needed to reach the asymptotic range. As noted in [9] , the results herein confirm that the flux-free strategy has a better performance than the hybrid-flux strategy, both for standard and stabilized formulations. Also, it can be seen that for low values of the advection parameter, the bounds obtained using the standard Galerkin method are pretty similar to the ones obtained using stabilized methods. However, as the advection parameter increases, the stabilized formulations perform better than the non-stabilized ones. As observed in [10] and [9] , as the advection parameter increases, the bounds degenerate because of the introduction of the symmetrized residual equations. As it can be seen, the use of stabilization techniques does not avoid the blow-up of the bounds for highly dominated advection problems, but it allows alleviating this behavior for intermediate values of˛. Finally, it is worth noting that as the finite element mesh is refined, the difference between the performance of standard and stabilized formulations diminishes and both approaches provide similar results, as expected.
The performance of the bounds in an adaptive process is analyzed for the value˛D 500. Starting with a structured mesh of 64 triangular elements, a series of adapted meshes is produced by subdividing at each step the elements whose contribution to the half bound gap is larger than the average contribution, that is, k >=n el . The adaptive procedure is guided by the indicators (local half bound gap) provided by the strict flux-free error estimate, but at each step, the bounds provided by the strict hybrid-flux strategy are also computed to compare the results. The initial mesh of 64 elements certifies a wide interval for the quantity of interest s D 20165.45˙131.51% using the standard Galerkin approach and s D 499.99˙1271.33% using the SUPG approach. After remeshing, the bounds associated with the final mesh set a much narrower interval s D 500.00˙1.39% (for the standard Galerkin approach for a mesh of 11422 elements) and s D 500.00˙0.72% (for the SUPG approach for a mesh of 13280 elements). The results for the intermediate meshes can be seen in Figure 2 . It can be observed that stabilizing the solutions for large Péclet numbers helps in reducing the bound gap with no additional cost both for the hybrid-flux and flux-free approaches. Figure 3 shows the final adapted meshes obtained for both the Galerkin and SUPG approaches. The meshes are refined in the areas where either the primal or adjoint solutions present the boundary layers. The main difference between both approaches is that, in the first iterations, the Galerkin method yields a highly oscillating solution, which produces the refinement in areas where no refinement is needed (interior of the square).
Example 2: Interior layers behind an obstacle
The second example is taken from [27] . The computational domain is D¹.x, y/ 2 . 1, 1/ 2 , jxjCjyj >1=2º. where the hole inside the square is conceived as an obstacle inside the computational domain ( Figure 4 ). Equation (2) is solved in with D 1, D 0 and a uniform horizontal velocity field D .300, 0/. The boundary conditions are of Dirichlet type on all the boundaries, homogeneous in the outer square and equal to 1 in the interior square, that is
The obstacle inside the flow field gives rise to two interior layers and a boundary layer at the front part of the obstacle (with respect to the flow) and a boundary layer at the part of the boundary behind the obstacle.
The quantity of interest is the integral of the solution in the region O 2 \ OE0, 1 2 which corresponds to f O D 1 in O and zero elsewhere.
The quality of the bounds is analyzed first for a uniform mesh refinement. The primal and adjoint solutions obtained with the mesh of 8012 elements are shown in Figure 5 . As it can be seen, neither the Galerkin nor the SUPG manage to properly suppress the spurious local oscillations appearing in the discrete solutions for this quite fine uniformly-refined mesh. However, even though the proposed stabilization technique does not completely remove the spurious oscillations, the SUPG method provides a much more accurate solution than the Galerkin method.
The results of the a posteriori error estimates presented in this paper are displayed in Table II and in Figure 6 . As it can be seen, for coarse meshes, the use of stabilization techniques provides a clear reduction of the half bound gap that becomes less important as the finite element mesh is refined. Also, again, the flux-free strategy provides better results than the hybrid-flux one. It can also be appreciated that the standard method to obtain bounds for quantities of interest, even when using stabilization strategies, yields poor results when using a uniform refinement (very fine meshes are needed to effectively reduce the bound gaps). Thus, in this case, it is crucial to use adaptive techniques. The quality of the bounds is also analyzed for an adaptive refinement. A series of adapted meshes is produced by subdividing, at each step, 10% of the elements, those with the larger contributions to the half-bound gap, until <0 .016. The adaptive procedure is guided by the indicators (local half-bound gap) provided by the strict flux-free error estimate. However, in each step, the bounds provided by the strict hybrid-flux strategy are also computed to compare the results.
The initial mesh of 300 elements certifies a wide interval for the quantity of interest s D 1.479˙19.152 using the standard Galerkin approach and s D 0.356˙5.693 using the SUPG approach. After remeshing, the bounds associated with the final mesh set a much narrower interval s D 0.3798˙0.01508 (for the standard Galerkin approach for a mesh of 12126 elements) and s D 0.3800˙0.01574 (for the SUPG approach for a mesh of 12330 elements). The results for the intermediate meshes can be seen in Tables III and IV and in Figure 7 .
It can be observed that stabilizing the solutions yields much better results for the coarser meshes, and that both approaches converge to the same results for low local Péclet numbers. However, in this particular example, because the SUPG approximations are not obtained using an optimal stabilization parameter for very fine meshes, the SUPG approximation does not perform better than the Galerkin approximation, and thus, the bounds for the output are also a little bit worse. Figure 8 displays the primal and adjoint solutions obtained in the final meshes along with the final adapted meshes obtained for both the Galerkin and SUPG approaches. It can be observed that the meshes are refined in the areas where either the primal or adjoint solutions present larger gradients and that both approaches provide very close results.
Example 3: Inner shock front and boundary layer
The final example is an advection-diffusion problem posed on the unit square D OE0, 1 OE0, 1 with D 1, D 0 and a uniform velocity field˛D .300, 150/. The r.h.s. is homogeneous, f D 0 and on the whole boundary, Dirichlet boundary conditions are given u D D 1 at the lower and right boundaries and u D D 0 elsewhere (Figure 9 ). This example has been presented in [28] . Owing to the velocity field and the distribution of the boundary conditions, an inner shock front appears starting in the lower left corner, and a boundary layer occurs at the right boundary, from y D 1=2 to y D 1. which corresponds to f O D 1 in O and zero elsewhere. That is, O D¹.x, y/ 2 , x > yº as can be seen in Figure 9 . Both the primal and adjoint solutions obtained in the final mesh of the adaptive procedure are shown in Figure 10 .
The sensitivity of the proposed error estimation strategy is tested with respect to the definition of the stabilization parameter. Although the optimal selection of this parameter is not addressed in this paper because the choice of the stabilization significantly influences the quality of the discrete solution, three different choices for the stabilization parameter have been considered here to be able to compare the efficiency of the bounds for the quantity of interest. The first choice of the stabilization parameter is the stabilization parameter used in the two first examples given in Equations (33) and (34), denoted by 1 k . Note that in this particular example, the stabilization parameter for the primal and adjoint problems coincide because the velocity field is divergence free. This stabilization parameter is compared with the well-known expression h k =.2j˛j k / .coth..P e/ k / 1=.P e/ k /. To compute the previous expression, two different choices for the element size are used: the smallest edge side of the triangle, h 1 k , and the diameter of the element k in the direction of the advection field˛, h 2 k [24] . These two different expressions, to compute the element size, yield two different choices of the stabilization parameter, denoted by 2 k and 3 k , respectively. The quality of the bounds is analyzed for an adaptive refinement. A series of adapted meshes is produced by subdividing at each step 10% of the elements, those with the larger contributions to the half-bound gap, until <0.002. The adaptive procedure is guided by the indicators (local halfbound gap) provided by the strict flux-free error estimate. The results for the hybrid-flux method are not reported because, as in the previous examples, its performance is much worse than the flux-free method.
The initial mesh of 32 elements certifies a wide interval for the quantity of interest s D 40.085˙44.666 using the standard Galerkin approach and s 1 D 0.340˙1.870, s 2 D 0.341˙1.859 and s 3 D 0.312˙1.777 for the three different SUPG approximations (associated with 1 k , 2 k and 3 k , respectively). As it can be seen, in the initial mesh, there is a great difference between the nonstabilized formulations and the stabilized ones. The different choices of the stabilization parameter yield similar results, the third one, being the best one for this problem.
After remeshing, the bounds associated with the final mesh set a much narrower interval s D 0.25793˙0.00194 D 0.25793˙0.75% (for the standard Galerkin approach for a mesh of 12524 elements), s 1 D 0.25784˙0.00191 D 0.25784˙0.74% (for the SUPG approach for a mesh of 12507 elements), s 2 D 0.25784˙0.00191 D 0.25784˙0.74% (for the SUPG approach for a mesh of 12418 elements) and s 3 D 0.25786˙0.00187 D 0.25786˙0.72% (for the SUPG approach for ameshof13280 elements).
The convergence of the bounds is shown in Figure 11 . Again, for the coarser meshes, the use of stabilization provides better results, and as the meshes are refined, the half-bound gap reduction provided by stabilization techniques becomes less important. It can also be appreciated that once the finite element meshes are fine enough, there is no big difference between Galerkin and SUPG.
The final mesh of the adaptive procedure for the standard Galerkin approach is shown in Figure 10 . The final meshes associated to the stabilized approaches are not shown because they are practically identical to the one obtained using the standard Galerkin approach. Thus stabilized techniques are well suited to drive goal-oriented adaptive procedures. It is worth noting for this quantity of interest that the meshes are refined mainly in the boundary layer and that there is no need to overly refine the interior shock front to obtain accurate approximations of the quantity of interest. Output bounds Bound gap stab1 stab1 stab2 stab2 stab3 stab3 Figure 11 . Example 3: Series of adapted h-refined. Bounds (left) and their convergence (right) for the standard Galerkin approach and the streamline upwind Petrov-Galerkin approach for the three different choices of the stabilization parameter.
CONCLUSIONS
A simple and effective extension of guaranteed goal-oriented implicit residual estimators to stabilized methods has been presented. Both hybrid-flux and flux-free strategies have been extended to be able to deal with stabilized approximations of the exact solution. Thus, this paper introduces two new techniques to compute strict upper and lower bounds for functional outputs from stabilized approximations. The proposed strategies are an extension of the flux-free technique presented in [11] and the hybrid-flux technique presented in [10] . The flux-free estimates yield much sharper bounds than the hybrid-flux approach both for the stabilized and non-stabilized approaches.
The presented strategies are only valid, as they stand, for stabilization techniques, which may be rewritten in the form (4), including the widely used SUPG and SU techniques. Although the performance of the estimates is only shown for the SUPG method, the results presented herein for the SUPG methods using the hybdrid-flux equilibration are in very good agreement with the results presented in [19] for the SU method using also a modification of the hybrid-flux method. No significant differences are observed between the performance of the estimates due to the choice of the stabilization technique. Thus, it is expected that the fact of selecting one among the different stabilization techniques represented by the form (4) does not affect the performance of the estimates.
As shown in [11] , the bounds for the quantity of interest are not robust with respect to the advection parameter because the effectivity of the bounds deteriorate as the advection term becomes dominant. In this work, sharper bounds that alleviate this behavior have been obtained combining stabilization techniques along with goal-oriented adaptivity. Obtaining robust bounds for quantities of interest in the context of advection-dominated problems is still an open research topic, this work being a first contribution.
Finally, the indicators provided by the error estimators are well suited to guide goal-oriented adaptive procedures. It has also been observed that when adaptivity is used, special care should be taken when defining the stabilization parameter to yield stabilized discrete approximations better than the standard Galerkin approximations.
