Emergency capability assessment of hydropower engineering is researched by using two fuzzy neural network ('FNN') models which are constructed with the aid of AND OR fuzzy neurons, namely: (i) the genetic algorithm-based fuzzy neural network ('GA-FNN'); and (ii) the hybrid genetic algorithm-based fuzzy neural network ('HGA-FNN'). The GA-FNN model employs a basic genetic algorithm ('GA') to optimize its structure and skeleton and HGA-FNN model is designed as the extension of GA-FNN which is involved in a conditional local search method. The performances of the two proposed models are tested and further validated using a big experimental data set of expert estimation by questionnaire investigation. The results indicate that HGA-FNN has a better predictive performance than GA-FNN and that both of them have good potential in evaluating emergency response ability of hydropower engineering.
Instruction
The hydropower project construction is directly related to public safety, but the research results on the emergency capability assessment methods for hydropower engineering remain scarce. Fuzzy logic systems and artificial neural networks are two kinds of the traditional artificial intelligence techniques, but both of them has limitations. These limitations can be successfully eliminated by forming neuro-fuzzy systems such as fuzzy neural networks (FNNs). Therefor our approach applies a GA-FNN model using a basic genetic algorithm to optimize both its parameters and structure. HGA-FNN model is designed as the extension of GA-FNN which is mixed with a conditional local search method.
Modle and Methodology

The topology of the fuzzy neural network
The proposed neural network is composed of four layers, as shown in Fig. 1 ,. Such a structure comes as a realization of logic expressions capturing the behavior of experimental data representing real-world concepts. The output layer communicates the results of the logic processing to the external world of numeric data. We regard w1, w2…, wh and v1, v2… vm as vectors of the connection weights of the individual neurons. This means that we can describe the jth (j=1…h) AND neuron as zj=AND(X; wj). Analogously, the expression yk= OR (z, vk) is used for kth (k = 1 … m) OR neuron in the second hidden layer, where X= (x1, xi, … , xn) as the input vector , wj = (w1j, wij, … , wnh) as the connection weights between the input layer and the first hidden layer , z= (z1, zj, …, zh) and vk= (v1k, vjk, … , vhm). In this study, the two basic fuzzy neurons as basic logic processing elements seamlessly combined to form a heterogeneous fuzzy neural network (FNN), the key formulas for the function of the two elements are defined with the help of t-norms and t-conorms as shown below [1] :
Where T norms and S norms are the product and probabilistic sum operators, respectively .
[2]
GA-based fuzzy neural network approach
Each chromosome (individual) of the initial population in this study is the representative of both the structure and the parameters of the GA-FNN model.
Each individual is divided into two parts: the part (A) indicates the parameters of the fuzzy neural network, including the connection weights and the scaling weights of the single output unit; the part (B) signifies the inputs to the same AND neuron, as is illustrated in Figure 2 .: Where aj is the vector used for connecting the jth AND neuron (j = 1…h) and a z ji (i = 1…13) is expressed by both direct and complemented format of fuzzy adjectives of the ith input variable which are marked with index z (z = 1… s), and then it is coded with integer values that ranging from 1 to s. In this study, we used five fuzzy adjectives Rather Poor (RP), Poor (P), Medium (M), Good (G), and Rather Good (RD). The five fuzzy adjectives were used with triangular type membership functions. The fuzzy set and its complements (1-RP, 1-P, 1-M, 1-G and 1-RG) were set for each input variable, as Illustrated in Figure 3 . The number of the randomly generated initial population is set to 30. The elitist roulette wheel selection method is used for the selection operation to reproduce chromosomes according to the fitness values. The fitness (F) function is expressed by the following expression:
Where symbol SSEt and symbol SSEv respectively stands for the normalized sum of the squared errors of the training data set and the validation data set. In the process of crossover operation, the predefined parts (A and B) of two generated individuals (chromosomes) are done crossover individually: the random selected crossover point (p) is chosen between 1 and P − 1, where P is the string (chromosomes) length of the part A. The elements of both parts A strings (A1 and A2) that located on the left part of the crossing point are unaffected and those on the other part of the crossing point are changed. The elements A1 (p) and A2 (p) situated at the crossing point of both A1 and A2 are switched to A1' (p) and A2' (p), respectively [3] :
Where α and β are randomly produced number which is ranging between 0 and 1. And the crossover and mutation operations are executes probabilistically and probabilities are respectively set to between 0.15 and 0.75. As for the termination condition, the maximum evolution generation of each chromosome is set to 500.
There is a total of 100 data samples which are randomly divided into three sets namely: "training" set (40%), "validation" set (30%) and "test" set (30%).Among them, the training set and validation set are both used in the learning period of the network, while the testing set is used to verify the model's performance. The right size of AND neurons in the GA-FNN model is found to be thirteen by using a method of trial and error. While Fig.4 shows the training error curve for GA-FNN model, which indicates error as to meet the requirement of target is equal to 0.01 at the time of training to 14. The comparison between expert assessment result and prediction result of the test sample is illustrated in Figure5. 
Hybrid GA-based fuzzy neural network approach
Whether or not use the local optimized method in each population is automatically decided by a proposed strategy and the detail of which shown below:
(1) Use the hill climbing method to GA population, if FVR(t ) < 1, (2) Use GA only, otherwise. Where FVR(t) is calculated as the fitness value ratio for the generation of t and its formula is shown as below: 
Discussion of the Results
Analysis of the diagrams (Figure 5 and 8 ) of expert assessment result versus predictions shows that the GA-FNN and HGA-FNN models both have good prediction ability. Furthermore, by comparison can be found that HGA-FNN has a better predictive performance than GA-FNN and that it has good potential in terms of emergency response capacity assessments of hydropower engineering. Figure. 7 indicates that the optimized error curve of HGA-FNN model converges faster than GA-FNN model when compared to Figure. 4. It is concluded that the optimized HGA-FNN network performance has been improved.
In this study, the concrete realizations are conducted using computer programs that are written in MATLAB and executed on an Intel Core based PC.
Conclusions
In this study, two genetic algorithm based FNN models (GA-FNN and HGA-FNN) are used as new methods to assess emergency response capacity of hydropower project. The results signify that the assessment performance of the HGA-FNN is better than that of the GA-FNN model, because it efficiently combines the local optimization method with the global optimization method.
