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Confronted with the ever-increasing complexity of technical processes and the growing demands on their 
efficiency, security and flexibility, the scientific world needs to establish new methods of engineering design and 
new methods of systems operation. The factors likely to affect the design of the smart systems of the future will 
doubtless include the following: 
• As computational costs decrease, it will be possible to apply more complex algorithms, even in real 
time. These algorithms will take into account system nonlinearities or provide online optimisation of the 
system’s performance. 
• New fields of application will be addressed. Interest is now being expressed, beyond that in “classical” 
technical systems and processes, in environmental systems or medical and bioengineering applications. 
• The boundaries between software and hardware design are being eroded. New design methods will 
include co-design of software and hardware and even of sensor and actuator components. 
• Automation will not only replace human operators but will assist, support and supervise humans so 
that their work is safe and even more effective. 
• Networked systems or swarms will be crucial, requiring improvement of the communication within 
them and study of how their behaviour can be made globally consistent. 
• The issues of security and safety, not only during the operation of systems but also in the course of 
their design, will continue to increase in importance. 
The title “Computer Science meets Automation”, borne by the 52nd International Scientific Colloquium (IWK) at 
the Technische Universität Ilmenau, Germany, expresses the desire of scientists and engineers to rise to these 
challenges, cooperating closely on innovative methods in the two disciplines of computer science and 
automation. 
The IWK has a long tradition going back as far as 1953. In the years before 1989, a major function of the 
colloquium was to bring together scientists from both sides of the Iron Curtain. Naturally, bonds were also 
deepened between the countries from the East. Today, the objective of the colloquium is still to bring 
researchers together. They come from the eastern and western member states of the European Union, and, 
indeed, from all over the world. All who wish to share their ideas on the points where “Computer Science meets 
Automation” are addressed by this colloquium at the Technische Universität Ilmenau. 
All the University’s Faculties have joined forces to ensure that nothing is left out. Control engineering, 
information science, cybernetics, communication technology and systems engineering – for all of these and their 
applications (ranging from biological systems to heavy engineering), the issues are being covered.  
Together with all the organizers I should like to thank you for your contributions to the conference, ensuring, as 
they do, a most interesting colloquium programme of an interdisciplinary nature. 
I am looking forward to an inspiring colloquium. It promises to be a fine platform for you to present your 
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Einführung     
 
Im Rahmen verschiedener Missionen zur Fernerkundung der Erdoberfläche entsteht 
multimodales und multitemporales Bildmaterial sowohl aus dem optischen Spektral-
bereich als auch Radar-Daten unterschiedlicher Polarität und Auflösung. 
Diese Daten können zur Lösung vielfältiger Problemstellungen, wie z.B. die auto-
matische Kartierung von Feldfruchtarten, die Ermittlung biophysikalischer Kenn-
größen und die Erfassung der Änderungsdynamik, eingesetzt werden (s. [5],[6] ). 
Im Rahmen des Verbundprojektes ENVILAND1 entstand ein Software-Prototyp, der 
diese Eingangsdaten durch eine Kette mehrerer Verarbeitungsstufen zu einem 
klassifizierten Labelbild verarbeitet. Wesentliche Teilaspekte2 sind hierbei die Fusion 
des multimodalen Bildmaterials und dessen anschließende Segmentierung. 
Dieser Beitrag soll einige Ergebnisse darstellen, die im Rahmen des Verbund-




     
Das von den Herstellern (ESA,NASA,...) gelieferte Datenmaterial kann zwar (meist 
manuell) geocodiert bezogen werden, jedoch ist diese Geocodierung in der Regel 
nicht so genau, dass damit eine pixelgenaue Registrierung durchgeführt werden 
kann. Dieses Problem verschärft sich insbesondere bei Verwendung von Bildmaterial 
verschiedener Hersteller oder unterschiedlicher Modalität (SAR, VIS, IR, ...), da eine 
jeweils verschiedene Grundlage3 zur Geocodierung eingesetzt wird. 
Die Fusion ist in der vorgesehenen Verarbeitungspipeline nach einer Geocodierung 
 
1 gefördert mit Mitteln des Bundesministeriums für Wirtschaft und Technologie (BMWi) durch das Deutsche 
Zentrum für Luft- und Raumfahrt (DLR) unter der Fördernummer 50 EE 0406; 
weitere Partner: Jena-Optronik AG, FSU-Jena, ZFL-Bonn und Desotron GmbH 
2 die Verarbeitungsstufen Kantenextraktion, Fusion und Segmentierung wurden durch das ZBS erstellt  
3 bezüglich Vorverarbeitungs-Algorithmen, digitales Geländemodell, manuell gesetzte Passpunkte, ... 
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und anschließender Kantenextraktion eingegliedert. Sie soll das geocodierte (und 
orthorektifizierte4) Bildmaterial pixelgenau registrieren (Bestimmung von Translation, 
Skalierung und Rotation eines affinen Modellansatzes) und dadurch einen Bildstapel 
für die anschließende Segmentierung liefern. 
Aufgabe dieser Segmentierung ist die Erzeugung einer Karte homogener Regionen, 
die dazu dient, einer anschließenden segmentbasierten Klassifikation 
Regionenmerkmale (inkl. abgeleiteter Texturmerkmale) zu liefern. Mit Hilfe dieser 
Klassifikation werden die gesuchten Klassenzugehörigkeiten (z.Z. vier Grundklassen) 
ermittelt. 
Hauptproblem der Registrierung von Bildmaterial unterschiedlicher Modalität ist die 
Tatsache, dass die physikalische Ursache der Bilder und die verwendeten Sensoren 
völlig verschieden sind. Daraus resultiert eine geringe Korrelation zwischen Bildern 
unterschiedlicher Modalität. Aus diesem Grund sind herkömmliche grauwertbasierte 
Korrelationsverfahren ungeeignet und fehleranfällig (Abbildung 4, links). 
Weiterhin sind unterschiedliche Auflösungen sowie Rauscheinflüsse (insb. bei SAR) 
zu bewältigen. Typische zu prozessierende Bildgrößen sind 12000x12000 Pixel! 
Daraus ergeben sich spezielle Erfordernisse sowohl an die Komplexität der 
eingesetzten Algorithmen als auch an das Speicherhandling. 
Prinzip-bedingte (und durch die Geocodierung nur teilweise kompensierte) lokale 
Verzeichnungen sollen möglichst nur geringen störenden Einfluss zeigen. Diese 
lokalen Verzeichnungen resultieren aus abbildungstypischen Eigenschaften der ein-
gesetzten Sensorik (z.B. bei Radar: foreshortening und perspektivische Verzerrung-
en bei optischen Abbildungssystemen) die im Zusammenhang mit unterschiedlichen 
Geländehöhen entstehen. 
Weitere spezielle sensortypische Störungen sind Wolken (VIS) und Radar-Schatten 
(SAR). Diese sollen während der Geocodierung erkannt und ausmaskiert werden. 
Eine spezielle Herausforderung sind urbane Regionen. Diese sind gekennzeichnet 
durch eine hohe Variabilität, was zu Problemen in der Fusion und Segmentierung5 
führt. 
 
Lösungsansatz  zur Bildfusion 
 
Um das oben erwähnte Problem der geringen Korrelation zu lösen, müssen 
Strukturinformationen verwendet werden, welche in allen Modalitäten extrahierbar 
                                                 
4 Herstellung eines homogenen Bezugs zwischen Pixelposition und geografischer Koordinate 
5 macht Einsatz geeigneter Texturfilter (wie z.B. NGLD [ ]) oder spezieller Nachbearbeitung erforderlich 5
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sind und in dem jeweils anderen Bildkanal mit hoher Wahrscheinlichkeit 
wiedergefunden werden können. Als eine solche gemeinsame Strukturinformation 
können die Übergangsbereiche (Kanten) an Segmentgrenzen benutzt werden. Um 
diese zu extrahieren, wird eine Filterung mit einem Deriche-Gradienten-Filter [4] 
durchgeführt. Eine Non-Maximum-Unterdrückung und die anschließende Scan-
Along-Konturverfolgung (s. [1]) führen zur Kanteninformation. 
In [3] wird ein Verfahren beschrieben, das eine kantenbasierte Korrelation durchführt. 
Es korreliert einzelne Kantenpunkte eines Bildkanals mit einem Invers-Distanz-Bild 
des jeweils anderen Kanals. Durch Variation der Transformationsparameter und 
anschließender Korrelation wird das beste Transformationsmodell ermittelt. Der 
Autor selbst schildert aber die „anziehende“ Wirkung stark strukturierter Regionen, 
die durch sehr hohe Korrelationswerte zur ungerechtfertigten Bevorzugung eben 
dieser Regionen führt. Die Ursache hierfür ist die glättende Eigenschaft der Invers-
Distanz-Funktion, die über die Regionen verschmierte Korrelationswerte verursacht. 
Außerdem ist das Verfahren nicht determiniert, da nur zufällig gewählte Einzelpixel 
für die Korrelation Verwendung finden. 
Um diese Probleme zu umgehen, wurde eine Alternative entwickelt, die auf dem in 
[3] beschriebenen Verfahren aufbaut. 
Ausgangspunkt ist die Überlegung, dass Fehlkorrelationen hauptsächlich durch 
einander kreuzende statt durch deckungsgleich liegende Kanten gekennzeichnet 
sind. Deshalb wird im Gegensatz zu [3] nicht der Kantenort, sondern eine 
kombinierte Betrags- und Richtungskorrelation der jeweiligen Gradienten an den 
Kantenorten benutzt, die den Korrelationsbeitrag der Kanten minimiert, welche mit 
unterschiedlicher Orientierung überlagert würden. 
Weiterhin werden jetzt alle Konturpixel in beiden Bildern berücksichtigt. 
Das Neue an dem hier entwickelten Verfahren ist die mathematische Realisierung 
der Richtungs- bzw. Winkelkorrelation im Fourierbereich. Unter Zuhilfenahme einer 
schnellen Fouriertransformation (z.B. Radix-2, FFTW, o.ä.) wird dadurch eine 
Komplexität des Algorithmus von ( )NN logO ⋅  erreicht (s. [2]). (Bisherige Verfahren 
berechnen eine Winkelkorrelation im Ortsbereich und erzielen dadurch eine 
Komplexität von ( )2NO !) Erst dadurch wird es möglich, die geforderten Bildgrößen in 
angemessener Zeit zu verarbeiten. 
Konkret wird der Umstand ausgenutzt, dass eine Kreuz-Korrelation (KKF) als Faltung 
eines Bildes mit einem rotierten Kern aufgefasst werden kann. Diese stellt im 
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Fourierbereich eine Multiplikation des fouriertransformierten Bildes mit dem konju-
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Gleichung 1 Äquivalenz der KKF im Fourierbereich; mit { }•F  als 










Gleichung 2 Gütemaß Q (lmC 
ist der Mittelwert von C in 
einer lokalen Umgebung um 
(x,y) ) 
 
Die Translationsparameter lassen sich durch Suche nach dem Optimum (hinsichtlich 
eines Gütemaßes (Gleichung 2)) im Korrelationsbild bestimmen. Die Skalierungs- 
und Rotationsparameter werden durch wiederholte Ausführung der Korrelation, bei 
sukzessiver Variation derselben Parameter und gezielter Auswahl der besten 
Korrelationsvariante ermittelt. 
Wenn bereits eine initiale (aber ungenaue) Pre-Registrierung vorhanden ist, ist es 
meist nicht nötig, das komplette Korrelationsbild zu berechnen. Vielmehr ist ein 
kleiner Ausschnitt um die erwartete Position des Maximums von Interesse. Dieser 
kann bestimmt werden, indem beide Eingangsbilder in Kacheln zerlegt, jeweils zuge-
hörige Kacheln der beiden Kanäle korreliert und die Korrelationsergebnisse 
anschließend aufakkumuliert werden. Hierbei ist aber zu beachten, dass eine ein-
fache (nicht-überlappende) Kachelung eine unvollständige Korrelation in dem Sinne 
darstellt, dass Informationen in Randbereichen von Kacheln nicht mit denen der je-
weiligen Nachbarkacheln in Beziehung gesetzt werden. Die Folge ist eine vom 
Zentrum des Korrelationsbildes zum Rand hin abnehmende Signifikanz der Korrelat-
ionswerte. Um dieses Problem zu lösen, wurde eine überlappende Kachelung 
eingesetzt, die in einer definierten Umgebung (um die Mitte des Korrelationsbildes) 
korrekte Werte ermittelt. Hierbei bestimmt die Breite der Überlappung die Größe des 
Signifikanzbereiches um das Zentrum des Korrelationsbildes. Die dabei erforderliche 




In Abbildung 4 sind die Ergebnisse verschiedener Verfahren dargestellt. Der hier 
prozessierte Ausschnitt (Abbildung 1) hat eine Bildgröße von 512×512 Pixel. 
Allgemein gilt, je ausgeprägter der Peak im Korrelationsbild ist, um so sicherer kann 
eine korrekte Korrelation bestimmt werden. Es ist deutlich zu erkennen, dass die 
grauwertbasierte Korrelation (Abbildung 4, links) keine sichere Bestimmung der 
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Translationsparameter zulässt. Das Verfahren nach [3] liefert dagegen schon ein 
deutlich besseres Ergebnis (Abbildung 4, mitte). Allerdings wurde dieses, nicht wie in 
[3] beschrieben, auf Basis einer Korrelation von Einzelpixeln, sondern durch 
Korrelation aller Kantenpixel berechnet. Nach Meinung des Autors stellt dies somit 
den optimalen Grenzfall dieses Verfahrens dar. 
 
A)       B)   
Abbildung 1 Beispiel zweier zu registrierender Kanäle (Ausschnitt aus einer Szene bei Nordhausen (A:  
ASAR6 VV-Polarisation B: Landsat-5, Kanal 3) 
 
A)       B)   
Abbildung 2 aus Originalbildern extrahierte Kantenbilder (links: Konturbild A, rechts: Konturbild B) 
Das im Rahmen dieses Projektes entwickelte Korrelationsverfahren zeigt ein noch 
deutlicher ausgeprägtes Maximum (Abbildung 4, rechts), was auf eine generell 
sicherere Ableitung der Translationsparameter hindeutet. 
Die Ausführungszeit7 für die Bestimmung dieses Korrelationsbildes betrug weniger 
als 2 Sekunden. Wird die komplette Szene (korrelierter Ausschnitt: 4112×3292 Pixel) 
fusioniert, wird eine Ausführungszeit von ca. 45 Sekunden benötigt. 
                                                 
6 die ENVISAT ASAR- und ERS-2-Daten wurden mit freundlicher Genehmigung der Europäischen Raumfahrt-
Agentur (ESA) zur Verfügung gestellt (Category-1 Project C1P 3115) 
7 System: Pentium IV; 2,53 GHz; 1GB RAM / Kachelgröße jeweils 512x512 Pixel 
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Abbildung 3 Ausschnitt aus Konturbild A nach 













Gleichung 3 Inverse-Distanz D-1; mit r(x,y) als 
euklidischer Abstand von Pixel(x,y) zu 
nächsten Konturpixel ;  a ist Steuer-Parameter 
 
   
Abbildung 4 Korrelations-Ergebnisse (links: klassische Grauwert-Korrelation; mitte: Verfahren nach [3]; 
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