Abstract-Important theoretical aspects of multi-robot coordination mechanisms have, to date, been largely ignored. To address part of this negligence, we focus on the problem of multi-rnbot task allocation. We give a formal, domainindependent, statement of the problem and show it to be an instance of another, well-studied, optimization problem. In this light, we analyze several recently proposed approaches to multi-rnbot task allocation, describing their fundamental characteristics in such a way that they can he ohieetively studied, compared, and evaluated.
I. INTRODUCTION
Since the early 199Os, the problem of task allocation in multi-robot systems has received significant and increasing interest in the research community. As researchers design, build, and use cooperative multi-robot systems, they invariably encounter the question: "which robot should execute which task?" This question must be answered, even for relatively simple multi-robot systems, and the importance of task allocation grows with the complexity, in size and capability, of the system under study. Even in the simplest case of homogeneous robots with fixed, identical roles, intelligent allocation of tasks is required for good system performance, if only to minimize physical interference.
Of course, task allocation need not be explicit; it may instead emerge from the interactions of the robots (physical and otherwise), as is the case with coordination methods put forward by proponents of swarm roborics [91. Such an emergent system, when constructed skillfully, can be extremely effective and may provide the simplest and most elegant solution to a problem. However, it is a solution to a specijc problem, and if robots are to be generally useful, we believe that they must be capable of solving a variety of problems.
Over the years, a significant body of work has been done on explicit multi-robot task allocation (MRTA), generally involving task-oriented inter-robot communication. A variety of such architectures have been proposed; while they are sometimes evaluated experimentally, they are rarely subject to formal analysis. It is coordination architectures of this type on which we focus our analysis in this paper. Our aim is to address two key shortcomings of the MRTA work to date':
. computation and communication requirements are generally unknown aside from experimental validation in specific domains, there is no characterization of the solution quality that can be expected
The rest of this paper is organized as follows. In the next section we give a formal statement of the general problem of multi-robot task allocation, by way of reduction to an instance of a well-known optimization problem from Operations Research. In Section 111, we analyze some significant MRTA architectures that have been proposed to date by considering them to be algorithms for (approximately) solving the underlying optimization problem. By doing so we will gain a deeper understanding of how these approaches function and what costbenefit tradeoffs they introduce. We conclude in Section IV with a summary and a brief discussion of extensions and future directions for our work.
PROBLEM STATEMENT
We claim that multi-robot task allocation can be reduced to an instance of the Optimal Assignmenr Problem (OAP) [ l I], a well-known problem from Operations Research. A recurring special case of particular interest in several fields of study, this problem can be formulated in many ways. Given our application domain, it is fitting to describe the problem in terms of jobs and workers. There are n workers, each looking for one job, and m available jobs, each requiring one worker. The jobs can be of different priorities, meaning that it is more important to fill some jobs than others. Each worker has a nonnegative skill rating estimating hisher performance for each potential job (if a worker is incapable of undertaking a job, then the worker is assigned a rating of zero for that job). The problem is to assign workers to jobs in order to maximize the overall expected performance, taking into account the priorities of the jobs and the skill ratings of the workers.
'In a recent i m p a m t paper 1211, Pynadath C Tambe perform a similar critique and analysis of strategies for multi-agent teamwork. Our multi-robot task allocation problem can be posed as an assignment problem in the following way: given n robots, m prioritized (i.e., weighted) single-robot tasks, and estimates of how well each robot can be expected to perform each task, assign robots to tasks so as maximize overall expected performance. However, because the problem of task allocation is a dynamic decision problem that varies in time with phenomena including environmental changes, we cannot be content with this static assignment problem. Thus we complete our reduction by iteratively solving the static assignment problem over time.
Of course, the cost of running the assignment algorithm must be taken into account. At one extreme, a costless algorithm can be executed arbitrarily fast, ensuring an optimal assignment over time. At the other extreme, an expensive algorithm that can only be executed once will produce a static assignment that is only initially optimal and will degrade over time. Finally there is the question of how many tasks are considered for (re)assignment at each iteration. In order to create and maintain an optimal allocation, the assignment algorithm must consider (and potentially reassign) every task in the system. Such an inclusive approach can be computationally expensive and, indeed, some implemented approaches to MRTA use heuristics to determine a subset of tasks that will be considered in a particular iteration.
Together, the cost of the static algorithm, the frequency with which it is executed, and the manner in which tasks are considered for (re)assignment will determine the overall computational and communication overhead of the system, as well as the solution quality. Thus it is these characteristics of MRTA architectures that we examine in Section III. Before continuing with a formal statement of our problem, we undertake a necessary aside regarding utility.
A. Utility
Utility is a unifying, if sometimes implicit, concept in economics [IO] The idea is that each individual can somehow internally estimate the value (or the cost) of executing an action. It is variously called fitness, valuation, and cost. Since the exact formulation varies from system to system, we now give an instructive and generic, yet practical, definition of utility for multi-robot systems.
We assume that each robot is capable of estimating its fitness for every task of which it is capable. This estimation includes two factors, both task-and robotdependent:
expected quality of task execution, given the method and equipment to be used (e.g., the accuracy of the map that will be produced using a laser range-finder)
. expected resource cost, given the spatio-temporal requirements of the task (e.g., the power that will be required to drive the motors and laser range-finder in order to map the building) Given a robot R and a task T, if R is capable of executing T, then we can define, on some standardized scale, QRr as the quality and cost, respectively, expected to z % k o m the execution of T by R. We can now define a combined, nonnegative utility measure2: The robots' utility estimates will be inexact for a number of reasons, including sensor noise, general uncertainty, and environmental change. These unavoidable characteristics of the multi-robot domain will necessarily limit the efficiency with which coordination can be achieved.
We treat this limit as exogenous, on the assumption that lower-level robot control has already been made as reliable, robust, and precise as possible and thus that we are incapable of improving it. When we later discuss "optimal" allocation solutions: we mean "optimal" in the sense that, given the union of all information available in the system (with the concomitant noise, uncertainty, and inaccuracy), it is impossible to COnStNct a sohtion with higher overall utility.
Note that although we have not discussed planning or learning, our definition of utility permits their introduction. The addition of a predictive model, for example, will (presumably) improve the accuracy of utility estimates by considering expected future events. To achieve the best system performance, such techniques should be used whenever possible.
B. Formalism
instance of the OAP. Formally, we are given: the set of n robots, denoted I,, . . . ,I. . Each robot I, is capable of executing at most one task . Each task .Ij requires exactly one robot to execute it.
These assumptions, though somewhat restrictive, are necessary in order to reduce MRTA to the classical OAP, which is given in terms of single-worker jobs and singlejob workers. We are currently working on a more general at any given time.
lWe thank Michael Wellman for suggesting this formulation.
31f the tasks are of equal pioily (as is often the case), then the weights are all equal to I formulation that will allow us to relax these assumptions. Regardless, in most existing MRTA work (including the architectures that we study in Section III), these same assumptions are made, though often implicitly.
The problem is to find an optimal allocation of robots to tasks. An allocation is a set of robot-task pairs:
Given our assumptions, for an allocation to he feasible the robots i, . . .i, and the tasks j , . . . j k must be unique. The benefit (i.e., expected performance) of an allocation is the weighted utility sum:
We can now cast our problem as an integral linear program [Ill: find nz nonnegative integers ail that maximize subject to
The sum ( I ) is just the overall system utility, while (2) enforces the constraint that we are working with singlerobot tasks and single-task robots (note that since f f . . are integers they must all be either 0 or 1). Given an optimal solution to this problem (i.e., a set of integers ail that maximizes (1) subject to (Z)), we construct an optimal task allocation by assigning robot i to task j only when By creating a linear program, we restrict the space of task allocation problems that we can model in one way: the function to be maximized (1) must be linear. Importantly, there is no such restriction on the manner in which the components of that function are derived. That is, individual utilities can be computed in any arbitrary way, but they must be combined linearly.
C. Scheduling formrilation
The OAP, and thus MRTA, can also be seen from a scheduling perspective. Phrased in Brucker's terminology [4], our problem is in the class of scheduling problems described by:
R /I c w i c i ( 3 )
That is, the system is composed of heterogeneous parallel machines and overall performance is computed as a weighted sum of the utility values for the individual tasks (Brucker uses Ci as the utility estimate of the machine assigned to task i and wi as the scalar weight for task i).
The problem class ( 3 ) is a superset of the simpler case of identical parallel machines:
Problems in the class (4) are known to be JYF-hard [41, and thus so are problems in the class (3).
Fortunately, we can simplify our problem by making two domain-specific observations. First, we recognize that the MRTA problem is a degenerate scheduling problem. Whereas in scheduling one must assign tasks to machines over time, in MRTA we consider only a single time-slot at each iteration. Second, we can incorporate the task weights directly into the utility estimates if we make the reasonable assumption that the task weights are known to the robots and can be used in utility estimation. Given a utility estimate Ucl for robot i and task j and a scalar task weight w I , we can define a new weighted utility estimate: This result is important, because it suggests that we can develop practical, efficient mechanisms for making optimal allocations of tasks in multi-robot systems. If instead our problem were h'p-hard then we could only realistically expect to employ heuristic, potentially suhoptimal algorithms of the sort used to date for MRTA, and which we analyze in the next section.
Parker has shown [I91 that a variant of MRTA, which she calls the ALLIANCE Efficiency Problem (AEP), is J'9-hard by restriction to the the J'ScompIete problem PARTITION. This result does not contradict our precedmg analysis of MRTA, for the AEP is in fact harder than the instantaneous task allocation problem that we consider in this paper. In the AEP, given is a set of tasks making up a mission, and the objective is to allocate a subset of these tasks to each robot so as to minimize the maximum time taken by a robot to serially execute its allocated tasks. Thus in order to solve the AEP, one must construct a time-extended schedule of tasks for each robot. This problem is clearly an instance of the scheduling problem:
which is known to he X 9 -h a r d In part because of trends in the research community that stress the importance of experimental validation with physical robots, such theoretical aspects of multi-robot coordination mechanisms have been largely ignored. However, they are vitally important to the study, comparison, and objective evaluation of the mechanisms. The large-scale and long-term behavior of the system will he strongly determined by the fundamental characteristics of the underlying algorithm(s). Thus we endeavor to derive and explicate those characteristics here. Before we continue, however, it will be necessary to explain the methodology that we use in our analysis.
A. Methodology
As we stated earlier, the key to effective task allocation for multi-robot systems is to iterate the assignment, in order to deal with changes in the tasks, the robots, and the environment. The architectures under study achieve this iteration in different ways, along two dimensions. First, while some approaches allow assignment and reassignment of all tasks at each iteration, some never reassign tasks (or at least only reassign them because of robot failure). Second, some approaches periodically consider all tasks simultaneously, while others consider single tasks sequentially as they are offered for (re)assignment. Thus, when we discuss complexities, we state them in terms of iterations, though the details of an "iteration" may vary across architectures.
We determine computation requirements, or running time, in the usual way, as the number of times that some dominant operation is repeated. For our domain that operation is usually either a calculation or comparison of utility, and running time is stated as a function of n and m, the numbers of robots and tasks, respectively. Since modem robots have significant processing capabilities onboard and can easily work in parallel, we assume that the computational load is evenly distributed over the robots, and state the running time as it is for each robot. For example, if we need to find for each robot the task with the highest utility, then the running time is O(m), because each robot performs m comparisons, in parallel.
We determine communication requirements as the total number of inter-robot messages sent over the network. We do not consider message sizes, on the assumption that they are generally small (e.g., single scalar utility values) and approximately the same for different algorithms. We also assume that a perfect shared broadcast communication medium is in use and that messages are always broadcast, rather than unicast. So if, for example, each robot must tell every other robot its own highest utility value then the overhead is O(n), because each robot makes a single broadcast.
B. The architectures
We have chosen for study six MRTA architectures that have been validated on either physical or simulated robots. Our choices are somewhat subjective, for there are a great many more architectures in the literature. However, we believe that we have gathered a set of approaches that is fairly representative of the work to date. In the following sections, we analyze these architectures; our results are summarized in Table I .
I ) ALLIANCE and BLE:
We hegin our analysis with the behavior-based [ 151 ALLIANCE architecture [201, one of the earliest and best-known approaches to MRTA. At each iteration, all tasks are considered for (re)assignment, based on the robots' utility estimates. In this case, utilities are distributed among measures of acquiescence and impatience. For example, when a robot is currently executing a task, its utility for that task is decreased over time by its own increasing acquiescence and by the increasing impatience of the other robots. Similarly, a robot's utility for a task that is being executed by another robot is increased over time by its own impatience and by the other robot's acquiescence.
By splitting the utility estimation in this way, the AL-LIANCE architecture decreases communication overhead. Since each robot is effectively modeling internally the progress of the others, the robots need not broadcast theu utilities for each task (as is the case with many of the approaches described below). Specifically, assuming that all available tasks are currently underway, each engaged robot broadcasts only a heartbeat message each iteration, yielding a communication overhead of O ( m ) per iteration. A significant drawback to this approach is that a variety of parameters that govern the robots' update rules for impatience and acquiescence must he carefully tuned. This problem was addressed in ALLIANCE in part by introducing parameter learning.
With regard to computation, each robot executes a greedy task-selection algorithm: for each available task, compare its own utility to that of every other robot and select the shortest task for which it is most capable (thus tasks are implicitly prioritized by length). This algorithm can be executed in O(mn) time per iteration.
TABLE I
Summary of selected MRTA architectures. Shown here ore rhe compurationai and communicarion requirementr for six key orchitecruter. NOE rhor "irerorion" hor c1 differen1 meaning depending on whether tasks ore considered rimuiraneously or sequentially Broadcast of Local Eligibility (BLE) 1221 is another behavior-based approach to MRTA, with fixed-priority tasks. For each task, each robot has a corresponding behavior that is capable of executing the task, as well as estimating the robot's utility for the task. Utilities are computed in a task-specific manner as a function of relevant sensor data. These utilities are periodically broadcast to the other robots, with all tasks simultaneously considered for (re)assignment.
Since each robot must broadcast its utility for each task, we have communication overhead of O(mn) per iteration. Upon receipt of the other robots' utilities, each robot executes a simple greedy algorithm: find the highestpriority task for which it is most fit. This algorithm requires each robot to compare, for each task, its own utility to that of evely other robot, resulting in running time of O(mn) per iteration.
The BLE algorithm has also been used to coordinate the actions of the Azzurra Robot Team (ART) [I] in a soccer domain. We note that, if task priorities are incorporated into utility estimates (see Section n-C) and all utility estimates have been gathered in a central table, both the ALLIANCE and BLE task algorithms can equivalently be stated in the following way: 1) Find the robot-task pair (i, j ) with the highest utility.
2) Assign robot i to task j and remove them from consideration. 3) Go to step 1.
Exactly this greedy algorithm, operating on a global blackboard, has also heen used in a recent study of the impact of communication and coordination on MRTA [IE].
2 ) Auction-based appmaches: The M+ system [3] achieves task allocation by use of a variant of the wellknown Contract Net Protocol (CNP) [E] . The basic idea of the CNP is that when a task is available, it is put up for auction, and candidate robots make "bids" that are their task-specific utility estimates. The highest bidder (i.e., the best-fit robot) wins a contract for the task and proceeds to execute it.
In the M+ system, each robot considers, at each iteration, all currently available tasks. For each task, each robot uses a planner to compute its utility and announces the resulting value to the other robots. With each robot broadcasting its utility for each task, we have cnmmunication overhead of O(mn) per iteration.
Upon receipt of the other robots' utilities, each robot executes essentially the same greedy task-selection algorithm that is used in ALLIANCE: find those tasks for which its utility is highest among all robots and pick from that set the highest-utility task. This algorithm can be executed in O(mn) time per iteration. Similar to M+, the MURDOCH task allocation mechanism [12] also employs a variant of CNP. Tasks are allocated by first-price auction [I61 sequentially as they are stochastically introduced to the system; reassignment is not allowed. Utility is computed in a task-specific manner, as a function of relevant sensor inputs.
For each task auction, each available robot broadcasts its bid (i.e., utility), yielding communication overhead of O(n) per iteration. Because of the asymmetric nature of MURDOCH'S auctions, the running time varies between the bidders and the auctioneer. Each bidder need only compute its utility, while the auctioneer must find the highest utility among the bidders. Thus computational overhead per iteration is O(1) for bidders and O(n) for the auctioneer.
Another CNP-based approach to MRTA, this one applied to multi-robot exploration, is described in [231. Tasks are allocated by first-price auction sequentially, but reassignment is allowed. Utilities are computed in a taskspecific manner, in this case as a function of the estimated time required to travel to a target location. As with MUR-DOCH, each task auction requires each robot to broadcast its utility, resulting in communication overhead of O(n) per iteration. Similarly, the computational overhead is asymmetric: O(1) for bidders and O(n) for the auctioneer (per iteration).
Finally, the dynamic role assignment architecture described in [6] is another CNP-based approach to MRTA.
The complexities are the same as for MURDOCH. That such auction-based allocation methods work in practice is not surprising, for it is well known that synthetic economic systems can be used to solve a variety of optimization problems. In fact, an appropriately constructed price-based market system (which the previously described architectures approximate to varying degrees) can optimally solve assignment problems. At equilibrium, such a market optimizes cos& in the so-called dual of the original OAP, resulting in an optimal allocation [ I l l , 121.
C. Solurion quality
We have yet to characterize the results that can be expected from the architectures that we have analyzed. Unfortunately, such a characterization is difficult, if not impossible, to make. The CNX of this difficulty is that all of the architectures execute some kind of greedy algorithm for task allocation. The solution quality of greedy optimization algorithms can be difficult to define, because it can depend strongly on the nature of the input. In the MRTA domain, the input (as described in Section 11-B), is the set of robots, the set of tasks, and the environment that governs their evolution.
Although each of the approaches discussed in the previous section may in some cases produce allocations that are close to (or even equal to) an optimal allocation, it is trivial to construct pathological inputs that elicit arbitrarily sub-optimal allocations4. For example, consider the following matrix, giving the utilities (already weighted by task priority) of robots A and B for tasks x and y :
A 100 99
Using either ALLIANCE or BLE, task x would be assigned to robot A, leaving task y for robot B. This solution 'In the parlance of algorithmic analysis. we are showing by counterexample that the MRTA problem. as it is approached by the architectures under sNdy, lacks the greedy~choice pmpeny, which is a prerequisite for a greedy algorithm to produce an optimal solution 171.
yields the maximally sub-optimal value of 101, far less than the obvious optimal solution. Similarly, CNP-based approaches are highly susceptible to the time ordering of tasks. The problem with such sequential architectures is really a time-extended analogue of the problem with simultaneous architectures such as ALLIANCE and BLE. Still working with the same utility matrix (7), imagine that the tasks x and y are introduced, in that order, to MURDOCH. Task x would be auctioned off to the highest bidder, robot A, and task y would be left for robot B, resulting in the same poor allocation.
Thus we go no further than to classify the algorithms analyzed in Section 111-B as greedy, and assert that they should be expected to produce nearly identical solutions, subject to the following observations:
. Simultaneous consideration of tasks will produce allocations that are at least as good as those produced with sequential consideration.
. Allowing reassignment of previously assigned tasks will produce allocations that are at least good as those produced without reassignment. We are currently working to establish more informative performance hounds for these algorithms.
IV. CONCLUSION
With the goal of bringing some objective grounding to an emerging area of research that has, to date, been largely experimental, we have presented a formal study of the problem of multi-robot task allocation (MRTA). We have given a domain-independent statement of the problem and shown that it can be understood as an instance of the well-known optimal assignment problem (OAP). By this reduction, as well as a related scheduling analysis, we have shown that it is possible to optimally solve the original MRTA problem in polynomial time. By interpreting them as algorithms for solving the underlying OAP, we have analyzed the computation and communication requirements and (sub-)optimality of several robot taskallocation architectures from the literature.
There are many ways in which to exploit this information. Far example, when building a multi-robot system, one can use the results presented in Table I in order to select an appropriate task-allocation architecture (if necessary, the analysis in Section 111-B can be easily extended to include other architectures). Similarly, when designing a new method for MRTA, our definition of the problem and our exposition on previous approaches may prove useful.
For our own research, we plan to pursue the opportunities provided by the substantial body of work regarding the OAP that is available in other fields, including operations research, economics, and game theory. We are currently investigating the applicability to the robot domain of a wide variety of efficient, optimal assignment algorithms, both distributed and centralized. Based in part on their communication and computation requirements (which are generally well-known), we plan to adapt, implement, and experiment with some of these algorithms in the domain of multi-robot task allocation.
