For general state and action space Markov decision processes, we present sufficient conditions for the existence of solutions of the average cost optimality inequalities. These conditions also imply the convergence of both the optimal discounted cost value function and policies to the corresponding objects for the average costs per unit time case. Inventory models are natural applications of our results. We describe structural properties of average cost optimal policies for the cash balance problem; an inventory control problem where the demand may be negative and the decision-maker can produce or scrap inventory. We also show the convergence of optimal thresholds in the finite horizon case to those under the expected discounted cost criterion and those under the expected discounted costs to those under the average costs per unit time criterion.
1. Introduction. In a discrete-time Markov decision process (MDP) the usual method to study the average cost criterion is to find a solution to the average cost optimality equations. A policy that achieves the minimum in this system of equations is then average cost optimal. When the state and action spaces are infinite, one may be required to replace the equations with inequalities, yet the conclusions are the same; a policy that achieves the minimum in the inequalities is average cost optimal. Schäl [27] provides two groups of general conditions that imply the existence of a solution to the average cost optimality inequalities (ACOI). The first group, referred to as Assumptions (W) in Schäl [27] , requires weak continuity of the transition probabilities. The second group, Assumptions (S), requires setwise continuity of the transition probabilities. In either case, for each state a compact action set was assumed in Schäl [27] . The purpose of this paper is to adapt Schäl's [27] conditions to problems with noncompact action sets, in particular to those related to inventory control. As was noted in Feinberg and Lewis [12] , typical inventory control models (with general demand distributions) require weak continuity; setwise continuity is not enough to yield the conclusions that the ACOI have a solution. On the other hand, when the demand distribution is restricted to be continuous or the inventory is restricted to be integer, we show that setwise continuity does suffice.
The books by Sennott [28] and Hernández-Lerma and Lasserre [19] deal with countable and general state MDPs, respectively. Hernández-Lerma and Lasserre [19, Chapter 5] , Hernández-Lerma [18] , and Fernández-Gaucherand et al. [14] present results for noncompact action sets but assume setwise continuity. The results of Hernández-Lerma [18] extend Schäl's [27] results on MDP's with setwise continuous transition probabilities from compact action sets to noncompact action sets.
In this paper we study MDPs with weakly continuous transition probabilities. The major motivation for this study is their relevance to inventory control problems. Section 5.7 in Hernández-Lerma and Lasserre [19] provides conditions for the existence of stationary optimal policies for an MDP with weakly continuous transition probabilities but the derivation is done directly, without deriving the optimality equations or inequalities. We are interested not only in the existence of optimal policies but in the validity of the optimality inequalities. This is an important step since these inequalities can be used to prove structural properties of optimal stationary policies and to prove convergence of discounted cost optimal policies to average cost optimal policies. We recall that, according to the example constructed by Cavazos-Cadena [4] , optimality inequalities may hold for an MDP for which optimality equalities do not hold. In addition, optimality inequalities imply the existence of optimal policies (Schäl [27, Proposition 1.3] ).
In this paper we consider a class of problems with noncompact action sets and introduce an additional condition, Assumption (LB), that states that a certain function, relevant to the relative value functions, is locally bounded from above. This assumption is important for the following reasons: (i) if it is satisfied, noncompact action sets can be reduced to compact action subsets in a way that the value functions remain unchanged and Schäl's [27] assumptions hold; (ii) it can be verified easily; and (iii) it typically holds for inventory control problems. Thus, this paper provides straightforward tools to analyze inventory control problems with the average costs per unit time criterion and without the assumption that the demand is either discrete or continuous.
Though the optimality of s S policies for periodic review inventory control problems is a well-known fact, for average cost problems its rigorous proof without the assumption that the demand is either discrete or continuous was established not long ago by Chen and Simchi-Levi [7] . Even so, the proof provided in Chen and Simchi-Levi [7] is nontrivial and problem-specific. Feinberg and Lewis [13] provide a straightforward proof of this fact by using the results described here. In this paper we apply our results to the cash balance problem; an inventory control problem with possible negative demand where the controller can increase and decrease the inventory levels.
Eppen and Fama [10] consider a cash balance model with i.i.d. discrete demands with finite support and without setup costs. They show the existence of order-up-to and down-to levels in the finite and infinite horizon models with the discounted cost criterion; see Heyman and Sobel [21, §8.4] , where the discrete nature of the demand was not assumed. Feinberg and Lewis [12] justify the average cost case with the general demand distribution and study the problems with borrowing and lending options and without fixed costs, for which they establish the optimality of simple four-threshold policies.
Girgis [17] , Neave [25] , and Chen and Simchi-Levi [6] study problems with both fixed and variable costs for each transaction. Girgis [17] investigated finite and infinite horizon discounted cost problems when the demand is continuous and when there are fixed costs for increasing or decreasing demand (but not both); see also Elton and Gruber [9] where this and other simplified models are considered. Neave [25] studies finite horizon problems with continuous demand when both transactions have fixed costs. However, Ye and Duenyas [31] and Chen and Simchi-Levi [6] notice that some of the claims in Neave [25] are not proved. By using the notion of a K Qconvex function introduced by Ye and Duenyas [31] , Chen and Simchi-Levi [6] describe structural properties of optimal solutions of finite horizon cash balance problems when both transactions have fixed costs. They assume that certain functions relevant to the value functions (the functions G + n and G − n in the notation of this paper) are continuous and tend to as the inventory level tends to or − Other versions of the cash balance problem and models with product returns can be found in Heyman [20] , Constantinides and Richard [8] , van der Laan and Salomon [30] , Hinderer and Waldmann [23] , Fleischmann et al. [15] and in the references therein.
We show that the structural results stated by Chen and Simchi-Levi [6] indeed hold, with a minor difference at the four threshold points, for finite horizon cash balance problems with the discounted and average cost per unit time criteria. Instead of continuity of the functions G + n and G − n assumed in Chen and Simchi-Levi [6] , we use their lower semicontinuity that follows from the general MDP theory developed here. We also establish that these functions indeed tend to as the inventory level tends to or to − The rest of the paper is organized as follows. In §2 we discuss the general Markov decision process framework. Section 3 contains the main theoretical contributions of the paper, Theorem 3.1, that provides the assumptions that lead to: (i) the validity of the optimality inequalities for average cost MDPs, (ii) the existence of optimal policies for average cost MDPs, and (iii) the convergence of discounted cost optimal values and policies to average cost per unit time optimal values and policies. In §4 we discuss the relevance of the setwise and weak continuity assumptions to inventory control. In §5, we formulate the stochastic cash balance problem, show that it satisfies the assumptions of Theorem 3.1, and prove several structural properties of optimal policies under each criterion.
2. Model definition. Consider a discrete-time Markov decision process with state space and action space . Assume that both and are Borel subsets of Polish (complete separable metric) spaces. For each x ∈ a nonempty Borel subset A x of represents the set of actions available at x. Define the graph of by Gr = x a x ∈ a ∈ A x and assume that: (i) Gr is a measurable subset of × , and (ii) there exists a measurable mapping from to such that x ∈ A x for all x ∈ . The one step cost, c x a , for choosing action a ∈ A x in state x is a nonnegative (or equivalently, bounded below) measurable function on Gr . Let q B x a , also measurable on Gr , be the transition kernel representing the probability that B ⊆ is entered next, given that action a is chosen in state x. This means that q · x a is a probability measure on for each pair x a ∈ × and q B · · is a Borel function on × for any Borel subset B ⊆ . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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The decision process proceeds as follows: at each time epoch n = 0 1 the current state of the system, x, is observed. A decision-maker chooses an action a, the cost c x a is accrued, and the system moves to the next state according to q · x a . Let H n = × n × be the set of histories for n = 0 1 A (randomized) decision rule at epoch n = 0 1 is a regular transition probability n from H n to concentrated on A x n . In other words, (i) n · h n is a probability distribution on such that n A x n h n = 1 where h n = x 0 a 0 x 1 a n−1 x n , and (ii) for any measurable subset B ⊆ , the function n B · is measurable on H n A policy is a sequence 0 1 of decision rules. Moreover, is called nonrandomized if each probability measure n · h n is concentrated at one point. A nonrandomized policy is called Markov if all of the decisions depend only on the current state and time. A Markov policy is called stationary if all of the decisions depend only on the current state. Thus, a Markov policy is defined by a sequence 0 1 of measurable mappings n → such that n x ∈ A x for all x ∈ A stationary policy is defined by a measurable mapping → such that x ∈ A x for all x ∈ . The Ionescu-Tulcea theorem, Bertsekas and Shreve [3, pp. 140-141] or Hernández-Lerma and Lasserre [19, p. 178] , yields that an initial state x and a policy define a unique probability distribution x on the set of all trajectories H = × endowed with the product -field defined by Borel -fields of and Let Ɛ x be the expectation with respect to this distribution. For a finite horizon N = 0 1 define the expected total discounted costs
where ∈ 0 1 and v 0 = 0 When N = , (1) defines the infinite horizon expected total discounted cost of denoted v x . The average costs per unit time are 
In addition, a Markov policy , defined at the first N steps by the mappings 0 N −1 , that satisfy for all n = 1 N the equations
is optimal for the horizon N see e.g. Bertsekas and Shreve [3, Lemma 8.7] . It is also well known (see e.g. Bertsekas and Shreve [3, Propositions 9.8 and 9.12]) that v x satisfies the following discounted cost optimality equations (DCOE),
and a stationary policy is optimal if and only if
Since c ≥ 0 for each ∈ and x ∈ , v n x is nondecreasing in n and bounded above by v x . Thus, v n x is also nondecreasing in n and bounded above by v x . Therefore, v x ≤ v x , x ∈ where v x is the limit of v n x as n → In general, it is possible that v x < v x Feinberg [11, Example 6.6]. However, Assumption (Wu) below is sufficient for v = v see Proposition 3.1. A little more subtle is the average cost case. For the remainder of the paper, assume that the following condition holds.
Assumption (G).
There exists a policy and an initial state x such that w x < . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Note that Assumption (G) is equivalent to the General Assumption of Schäl [27] : inf x∈ inf ∈ w x < Define the following quantities 
then is average cost optimal and w x = w * for all x ∈ . The following condition plays an important role for the validity of (7).
Assumption (B)
. Assumption (G) holds and sup <1 u x < for all x ∈ .
We note that the second part of Assumption (B) is Condition (B) in Schäl [27] . Thus, under Assumption (G), which is assumed throughout Schäl [27] , Assumption (B) is equivalent to Condition (B) in Schäl [27] .
3. Main structural result. Weak continuity (or continuity with respect to weak convergence) of q in x a means that be the set of all probability measures on . We next state Assumption (Wu), which is similar to Schäl [27, Condition (W)], but does not require that action sets are compact. The letter "u" signifies unbounded action sets.
Assumption (Wu).
is locally compact with a countable base, and
continuous with respect to weak convergence on .
We remark that if (7) holds for a stationary policy and for a nonnegative function u, then obviously
and Assumption (Wu) and the Arsenin-Kunugui theorem in Kechris [24, Theorem 35 .46] imply the existence of a policy such that the minimum in (9) is achieved when a = x Thus, infimum can be replaced with minimum in (9) . The following proposition states that Assumption (Wu) implies the existence of stationary optimal policies for the expected total discounted cost criterion. When transition probabilities are weakly continuous, this proposition is similar to Schäl [27, Proposition 2.1] for models with compact action sets.
4). (ii) For infinite horizon expected total discounted costs there exists a stationary optimal policy
satisfying (6) .
(iii) v n x ↑ v x as n → for all x ∈ (iv) The functions v n , n = 1 2 , and v are inf-compact on .
Proof. Note that the weak continuity Assumption (Wu)(ii) is equivalent to lower semi-continuity in x a of the function p x a = f y q dy x a for all lower semi-continuous, nonnegative functions f ; see Hernández-Lerma and Lasserre [19, Proposition C.4] . Since v 0 x = 0 for all x, it is lower semi-continuous. Let v n be lower semi-continuous for some n Note that for all ∈ , B n = x a ∈ Gr c x a + v n y q dy x a ≤ ⊆ x a ∈ Gr c x a ≤ = D INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Since c x a and v n x are lower semi-continuous, B n is a closed set. Thus, since the definition of infcompactness implies that D is compact, B n is compact because it is a closed subset of a compact set. Thus, J n x a = c x a + v n y q dy x a is inf-compact on Gr . In addition, v n+1 x = min a∈A x J n x a is inf-compact because x ∈ v n+1 x ≤ is the projection of the compact set B n . The compactness of B n implies that v n ↑ v (see Bertsekas and Shreve [3, Proposition 9.17]). Therefore, the sets x ∈ v x ≤ = n=1 x ∈ v n x ≤ are compact; v is inf-compact. This coupled with the weak continuity of q implies that J x a = c x a + v y q dy x a is lower semi-continuous. Repeating the same argument as above yields the inf-compactness of J x a and (5) holds with infimum replaced by minimum. Moreover, since J n x a and J x a are inf compact for all n, the Arsenin-Kunugui theorem (Kechris [24, Theorem 35 .46]) implies the existence of a Markov policy satisfying (4) and the existence of a stationary policy satisfying (6) .
We remark that Proposition 9.17 in Bertsekas and Shreve [3] states the existence of a stationary optimal policy in addition to the convergence of v n to v . In the proof of Proposition 3.1 we use the convergence result but not the existence result because Bertsekas and Shreve [3] use a more general concept of measurability than is assumed in this paper. In fact, the above proof implies that the assumptions of Bertsekas and Shreve [3, Proposition 9.17] imply the existence of a Borel measurable stationary optimal policy. Since this observation is not stated in Bertsekas and Shreve [3] , we provide the proof here.
The next definition is a natural extension of the definition of a locally bounded function (Gaskill and Narayanaswami [16, p. 113] ). 
Obviously, f x ≤f x and, if f is locally bounded at x,f x < . 
For ∈ 0 1 define r x = sup ≤ <1 u x . Assumption (B) is equivalent to the validity of the following pair of assumptions: (i) Assumption (G), and (ii) for any x ∈ there exists ∈ 0 1 with r x < . Thus, Assumption (B) is equivalent to Hernández-Lerma and Lasserre [19, Condition 5.4.5] and implies that r x < for all ∈ 0 1 and for x ∈ Let x = sup ≤ <1 v x − m , where ∈ 0 1 . According to Schäl [27, Lemma 1.2], Assumption (G) implies that lim sup →1 1 − m < . Thus, if Assumption (B) holds, there exists * ∈ 0 1 such that for all
The following condition strengthens (B).
Assumption (LB). Assumption (G) holds and there exists
x is locally bounded above on
We observe that the function x decreases in . Thus, if (LB) holds then the function is locally bounded above for any ∈ 0 1 We select an arbitrary * ∈ 0 1 , such that (11) holds when = * , and denote = * We say that an MDP is a submodel of another MDP if the only difference between these MDPs is that the sets of available actions of the former MDP are subsets of available action sets of the latter. For defined by (10) with = f , consider the following subsets of the sets of available actions in states x ∈ :
Let Assumption (LB) hold and ∈ 0 1 According to Lemma 3.1, the function is upper semi-continuous and is therefore measurable. This implies that the graph of the mappingÃ → is Borel, and the set INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Ã x q c defines a submodel of the original MDP A x q c . Recall that a set-valued mapping F → is called closed at x if a n ∈ F x n and x n a n → x a imply a ∈ F x . A set-valued mapping F → is called upper semi-continuous at x if for any neighborhood G of the set F x , there is a neighborhood of x, say U x , such that F y ⊆ G for all y ∈ U x . A set-valued mapping is called closed (upper semi-continuous) if it is closed (upper semi-continuous) at all x ∈ ; see Definitions 4.4 and 4.5 in Nikaido [26] or Definitions 1 and 2 in Hildenbrand [22, pp. 21-23] . Moreover, a closed set-valued mapping F is upper semicontinuous if all sets, F x , are subsets of a compact set; see Nikaido [26, Lemma 4.4] or the comments prior to Proposition 2 of Hildenbrand [22, p. 23] ). We make use of this fact in the proof of the following lemma. Proof. We show first that the mappingÃ is closed. Suppose a n ∈Ã x n and a n x n → a x . As previously noted, Lemma 3.1 yields that the function x is upper semi-continuous. The definition ofÃ x n implies c x n a n ≤ x n . Thus, c x a ≤ lim inf n→ c x n a n ≤ lim sup n→ c x n a n ≤ lim sup n→ x n ≤ x where the first and fourth inequalities follow from the lower semi-continuity of c and from the upper semicontinuity of , respectively. So, a ∈Ã x as desired, and the mappingÃ x is closed.
To show thatÃ x is upper semi-continuous, it is sufficient to show that any x ∈ has a neighborhood U such thatÃ U = a ∈Ã y y ∈ U is a subset of a compact set. Fix x ∈ . Since is an upper semicontinuous function, there exists a neighborhood U of x such that y ≤ x + 1 for all y ∈ U The set B = y a ∈ × c y a ≤ x + 1 is compact. Therefore, its projection on , say B , is also compact. For each y ∈ U we havẽ A y = a ∈ A y c y a ≤ y ⊆ a ∈ A y c y a ≤ x + 1 ⊆ B and the proof is complete. Definition 3.2. We say that a submodel with action sets A x , x ∈ , represents the original MDP if there exists˜ ∈ 0 1 such that, under the -discounted cost criterion with ∈ ˜ 1 , any stationary optimal policy, say x , for the original MDP belongs to this submodel, i.e. x ∈ A x for all x ∈ . Proof. In view of Proposition 3.1, there exist stationary -discounted cost optimal policies. According to (5) and (6) 
Let ∈ * 1 , where * is defined in the paragraph following Assumption (LB). Since u ≥ 0, we have that
x ∈Ã x for all x ∈ . The stationary policy belongs to the submodel and, thus, is optimal for the submodel. In light of this fact, the value functions v for the original MDP and for the submodel are equal. Thus, the submodel Ã x q c satisfies Assumption (LB) which implies that it satisfies Assumption (B).
Since the function c x a is inf-compact in a, the setsÃ x are compact. Lemma 3.2 implies that the mappingÃ x is upper semi-continuous under (LB) and (Wu). The remaining conditions in (W) from Schäl [27] follow directly from the corresponding conditions in (Wu). Proof. All of the statements of this theorem, except the inf-compactness of u stated in (a)
, consider an integer k n ≥ n and a point y k n in the neighborhood of x n with the radius n
where the last inequality follows from (13) . Thus, u is lower semi-continuous. We remark that this proof also implies that u is lower semi-continuous if Assumption (Wu) is substituted with Condition (W) from Schäl [27] .
Since the function u is lower semi-continuous, for any finite constant , the set D u = x ∈ u x ≤ is closed. Since c is inf-compact under (Wu), the set D c * = x a ∈ × c x a ≤ * , where * = + w * , is compact. Therefore, its projection D c * on is compact as well. Since D u ⊆ D c * , the set D u is compact and u is inf-compact under (Wu).
In the next section, we discuss when setwise continuity holds in inventory control/cash balance problems.
4. Relevance of weak and setwise continuity to inventory control. We recall that setwise continuity of the transition probability q in a means that q B x a k → q B x a as a k → a, where a k a ∈ A x for any Borel subset B of and for any state x ∈ Setwise continuity is a stronger assumption than weak continuity; see, e.g., Hernández-Lerma and Lasserre [19, p. 186] .
Consider the typical dynamic state equation for inventory control/cash balance models:
where x n is the inventory at the end of period n, a n is the decision how much should be ordered, and D n is the demand during period n. The demand is assumed to be i.i.d. Let q dx n+1 x n a n be the probability distribution of x n+1 for given x n and a n . As was shown in Feinberg and Lewis [12, p. 48] , the weak continuity Assumption (Wu)(ii) holds when the dynamics of the controlled process are defined by (14) and the state space is the real line, while the setwise continuity assumption does not hold. In this section, we study the following natural question: when are the transition probabilities setwise continuous for inventory control/cash balance problems? The answer is that it holds for two particular cases often considered in the inventory control literature: (i) when the demand may take only integer values and the state space is the set of (or some subset of) the integers, and (ii) when demand D is a continuous random variable and the state space is the real line or some subset of the real line.
For (i) we observe that any function on a countable space with the discrete topology is continuous and therefore the notions of weak and setwise continuity coincide. In order to analyze the continuous demand case (ii), consider the notion of the distance in variation (also often called in total variation) between two probability measures P and Q on P − Q = sup
where is the Borel -field on Since P A − Q A ≤ P − Q convergence in total variation implies setwise convergence.
The following lemma applied to (14) implies that the setwise continuity of transition probabilities holds when D n are continuous random variables. Proof. See appendix. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
We end this section by mentioning that the above conclusions that setwise continuity holds in inventory control when either the demand distribution is continuous or the inventory is integer extends to other classic models. Consider, for example, the dynamic equations for inventory control problems with lost sales,
where c + = max 0 c for a number c. Observe that the counterexample in Feinberg and Lewis [12, p. 48 ], where weak continuity holds and setwise continuity does not, still applies. Moreover, Lemma 4.1 also remains valid.
5. The cash balance problem. In this section we consider the stochastic cash balance problem with fixed ordering costs. We show that Assumptions (LB) and (Wu) hold so that the results of Proposition 3.1 and Theorem 3.1 yield the existence of stationary optimal policies for the infinite-horizon discounted and average costs per unit time criterion, respectively. We then use these results to prove that the structure of the optimal policy, established by Chen and Simchi-Levi [6] for the finite-horizon case, extends to the infinite horizon expected discounted-cost and average-cost cases. Before describing the model we state a technical lemma and a definition that will be used in the analysis. Consider the following assumptions. The model has the following decision-making scenario: a decision-maker views the current inventory and makes an ordering decision. Assuming zero lead times, the products are immediately available to meet demand. Demand is then realized, the decision-maker views the remaining inventory, and the process continues. Assume the unmet demand is backlogged and the cost of inventory held or backlogged (negative inventory) is modeled as a convex function. The difference between this model and the classic inventory control model is that the demand and the order quantity are not assumed to be nonnegative. That is, customer returns are modeled as negative demand and a decision-maker may decide to order if inventory is too low or to scrap inventory if the level is too high. The major parameters of the model follow:
Assumption (C).
• ∈ 0 1 is the discount factor;
• K ≥ 0 is the fixed ordering cost;
• Q ≥ 0 is the fixed scrapping cost;
• c + > 0 is the per unit ordering cost;
• c − > 0 is the per unit scrapping cost;
• h · denotes the holding/backordering cost per period; is convex and nonnegative, takes finite values, and h x → as x → ; and
• D n n ≥ 0 is a sequence of i.i.d. random variables where D n (not necessarily nonnegative) represents demand in the nth period. We assume that Ɛ h x − D < for all x ∈ and P D = 0 > 0, where D is a random variable with the same distribution as D n .
Without loss of generality, assume that h 0 = 0 and that K ≥ Q. The fact that P D = 0 > 0 avoids the trivial case. For example, if D = 0 almost surely, then the policy that orders or scraps to zero initially and then does not order or scrap at zero is optimal under the average cost criterion. Note that the finiteness of Ɛ h x − D and the assumed properties of the function h imply that Ɛ D < . Also note that the problem is posed with = . However, if the demand and action sets are integer or with probability 1 on a lattice, the model can be restated with = ; see Remark 5.1. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
The cost function for the model is
For n = 0 1 define the functions
The finite-horizon optimality equations are
and the ACOI are
The next result states that the weak continuity and local boundedness assumptions hold for the cash balance problem. To complete the proof that Assumption (LB) holds, let 0 be such that the statement of Lemma 5.1 holds and let = x L x U ⊇ M for all ∈ 0 1 . We fix x ∈ M for each ∈ 0 1 . Suppose is a policy that at the first step immediately produces up to level x if the initial state x ≤ x and it immediately scraps down to x if x > x plus at the first step orders or scraps whatever amount a stationary, discounted cost optimal policy starting in x would. Starting at step 2, this policy coincides with a stationary optimal policy. Thus, for all ∈ 0 1 ,
Since the right-hand side of (22) is independent of , we have r
Note that the maximum of two convex functions is convex and therefore continuous. Since continuous functions are locally bounded, Assumption (LB) holds.
The cost function c in (16) is the sum of an inf-compact function in a and an inf-compact function on Gr . Therefore, c is inf-compact on Gr . The weak continuity of the transition kernal is discussed in detail in the beginning of §4. Thus, Assumption (Wu) holds.
Proposition 5.1 implies that the infimums in (19)- (21) can be replaced with minimums. Thus, these formulas can be rewritten as
Consider the following definition. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Definition 5.1 (Ye and Duenyas [31] ). A measurable real-valued function f is called K Q -convex if for any x ≤ y, K Q ≥ 0, and ∈ 0 1 ,
We remark that the notions of K 0 -convex and K-convex functions coincide. Define the following functions:
For an inf-compact function g, fix any S ∈ arg min x∈ g x Let
These finite numbers are well defined because g is inf-compact. Obviously,
The following lemma is a restatement of Lemma 1 in Chen and Simchi-Levi [6] for lower semi-continuous functions and is analogous to Bertsekas [1, Lemma 4.2.1(c,d)] for K-convexity.
(1) Suppose g 1 y and g 2 y are K 1 Q 1 -convex and K 2 Q 2 -convex, respectively, and that Proof. We prove the results in the infinite horizon case. The finite horizon case is similar. Recall from Proposition 3.1 that v is inf-compact and therefore, is lower semicontinuous. In addition, v is nonnegative. The lower semicontinuity of Ɛ v x − D now follows from the fact that x n − D converges in distribution to x − D as x n → x; see Hernández-Lerma and Lasserre [19, p. 185] ). To show that it is finite for each x, suppose that the policy always orders up or scraps down to zero.
Consider the second assertion. Chen and Simchi-Levi [6] 
Similarly, if there exist finite numbers w and z such that w < z and
INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
(ii) There exists
Proof. It is obvious that G + x → as x → . To prove the first statement, we need only show that it holds when x → − . We prove that G + N x → as x → − for all N by induction. For N = 0, let x and y be such that (26) holds (with u replaced with x). Since G
is strictly decreasing for all x ≤ y; the result holds for
x may not tend to as x → − , when assumption (26) does not hold, additional arguments are needed to prove the second statement. To prove that statement, consider the model with K = Q = 0 and note that, since the discounted cost value function is nondecreasing in both K and Q, it suffices to prove the result for this case. Using a superscript zero to denote the case with zero fixed costs, let G (28) to obtain the infinite horizon optimality equations
, it has a finite or infinite limit as x → − . Suppose this limit is finite. Then the convex function G 0 + x is nondecreasing. Therefore, G 0 + b for b ≥ x is minimized at x and there is an optimal policy that never orders. Let denote such a policy.
Recall that h x is nonnegative, convex, h 0 = 0, and h x → as x → . Thus, for any x there exist finite constants and such that h x ≥ − x + and > 0. Suppose that there exists * > 0 such that for all ∈ * 1 there exists x * < 0 such that for x ≤ x * ,
where ≥ 0 is finite. Straightforward calculations imply that for
Taking limits on both sides of this inequality yields that G 0 + x → as x → − It remains to show that the postulated * exists. LetD n = D n−1 , n ≥ 1, where D i i ≥ 0 is the sequence of independent demands. Define Z n = − n i=1Di , n ≥ 1. Consider the stopping time (with respect toD n and Z n ) M t = inf n ≥ 1 Z n > t , where M t represents the first epoch by which the cumulative demand is smaller than −t. Recall that does not order. For x < 0,
where the last inequality follows from the fact that h x is decreasing on − 0 . According to Wald's identity,
Define 
where the second inequality follows from Jensen's inequality and the fourth inequality is due to (30) . Thus, (29) holds with = 0. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. 
where the last inequality follows since F x is nondecreasing in x. Thus, (29) holds with = −Ɛ D/2. 
For the infinite horizon expected discounted costs define the vector S = s s S U u u similar to the vector S n = s n s n S n U n u n u n when the functions G + n and G − n are replaced respectively with the functions G + and G − . By Lemma 3 in Chen and Simchi-Levi [6] , S n ≤ U n S ≤ U s n ≤ u n , and
Consider an N -horizon problem. The following theorem follows from Chen and Simchi-Levi [6] , where the continuity of G + n x and G − n x and the property that these functions tend to infinity as x tends to infinity, were explicitly assumed. The continuity of G 
and
(38) INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Let N be as described in Proposition 5.2(ii). We observe that there are finite constants A and B such that A ≤ s n ≤ u n ≤ B when n ≥ N . Indeed, let A = min x G
The arguments for B are symmetric. Therefore, all the limit points of the vector S n are finite.
Theorem 5.2. Consider the infinite horizon discounted cost criterion. Suppose that either (26) and (27) hold for ∈ 0 1 or ∈ * 1 , where * is as described in Proposition 5.2. Then for any S ∈ arg min x∈ G + x and any U ∈ arg min x∈ G − x there exists a stationary optimal policy t satisfying (36) and (37) when K > Q and satisfying (38) and (39) when K = Q with S n replaced by S . LetS = s s S S U ũ ũ be a limit point of the sequence S n n ≥ 1 . Then there exists a stationary optimal policy t that satisfies (36) and (37), when K > Q, and it satisfies (38) and (39), when K = Q, with S n replaced byS .
Proof. For S , the proofs are identical to Theorem 5.1 because G + and G − are inf-compact K Q -convex functions. For the vector of thresholdsS consider a sequence m k such that S m k →S . In addition, we select m k in a way that t m k x converges as k → when x ∈ s s ũ ũ for the case K > Q and when x ∈ s s +S /2 ũ + U /2 ũ for the case K = Q. For x ∈ , let t x = lim k→ t m k x . Then t x satisfies (36)-(37) and (38)-(39) in each of the corresponding cases K > Q and K = Q with the respective right-hand sides. In addition, t is a stationary optimal policy; see the proof of Proposition 9.17 in Bertsekas and Shreve [3] x has a (possibly infinite) limit as k → when x ∈ s 1 s 1 u 1 u 1 for the case K > Q and when x ∈ s 1 s 1 + S 1 /2 u 1 + U 1 /2 u 1 for the case K = Q As per the comments following Theorem 5.1 we note that there is an ambiguity about which action to choose at these points. This ambiguity is covered by the possibilities in (37) and (39). Let t x = lim k→ t k x . Then t x satisfies (36)-(37) ((38)-(39)) when K > Q (K = Q). In addition, t is a stationary optimal policy in view of Theorem 3.1.
Remark 5.1. For the stochastic cash balance problem, we have considered an MDP with = A x = for each x ∈ . However, if the demand takes only integer values, for many problems it is natural to consider = A x = . Therefore, if the demand is integer, we have two MDPs for the inventory control problems: an MDP with = and an MDP with = . Though the first MDP yields potentially lower costs, its implementation may not be reasonable for some applications because it may prescribe to order up to a noninteger inventory level. However, all of the results of this paper hold for the second representation, when the state space is integer, with a minor modification that the action sets are integer as well. In addition, in this case, for the optimal policies of the form described in Theorems 5.1, 5.2, and 5.3, it is possible to fix a version whether we order at s (s n ) up to the level S (S n ) or do not order at s (s n ). Similarly for u (u n ) and U (U n ). One more note is that the case when the possible demand is proportional to some number d ∈ is similar to the integer demand case. One can consider an MDP with an integer state space for this case as well.
Remark 5.2. The definitions of optimal finite-horizon policies in Chen and Simchi-Levi [6] are slightly different than in (36)-(39). The difference is that the intervals in (36) and (38) are closed and the intervals in (37) and (39) are open in Chen and Simchi-Levi [6] . The slightly stronger formulation in Chen and SimchiLevi [6] is probably correct but it is based on the explicit assumption in Chen and Simchi-Levi [6] that the functions G (iii) the correctness of s 1 > − and u 1 < , (iv) the characterization of optimal average cost policies via thresholds defined through the function W , (v) the validity INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
