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Abstract An algorithm for computing the singular value decomposition of normal matrices us-
ing intermediate complex symmetric matrices is proposed. This algorithm, as most eigenvalue
and singular value algorithms, consists of two steps. It is based on combining the unitarily equiv-
alence of normal matrices to complex symmetric tridiagonal form with the symmetric singular
value decomposition of complex symmetric matrices.
Numerical experiments are included comparing several algorithms, with respect to speed and
accuracy, for computing the symmetric singular value decomposition (also known as the Takagi
factorization). Next we compare the novel approach with the classical Golub-Kahan method
for computing the singular value decomposition of normal matrices: it is faster, consumes less
memory, but on the other hand the results are significantly less accurate.
Keywords singular value decomposition, symmetric singular value decomposition, Takagi
factorization, normal matrix.
1 Introduction
Normal matrices (matrices commuting with their conjugate transpose) play a fundamental role
in various applications (see, e.g., [10, 18, 23] and the references therein). Not only the link to
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applications, but also their excellent numerical behavior makes them an appealing class of ma-
trices. An extensive list of properties of normal matrices can be found in [8,15–17,19]. Amongst
all normal matrices Hermitian, skew-Hermitian, and unitary matrices are the most common ones
and as such they were studied intensively, e.g., as intermediate matrices in eigenvalue computa-
tions [4, 11,22,26].
Adapting and tuning the current standard algorithm for computing the singular value decom-
position (SVD for short) to general normal matrices has not yet been considered. The classical
Golub-Kahan SVD algorithm [2, 12, 13] is applicable to arbitrary matrices and does not exploit
the normality of the matrix in any way. It first reduces the input matrix by unitary equivalences
to bidiagonal form, after which the SVD of this intermediate bidiagonal matrix is computed by,
e.g., a QR based method, a divide and conquer approach, a bisection based algorithm, Jacobi
iterations, and other methods (see, e.g., [5] and the references therein).
It is possible to exploit the normality, however. From [25] it is known that every normal
matrix is unitarily equivalent to a complex symmetric tridiagonal matrix. Making use of the
complex symmetric tridiagonal matrix as intermediate matrix structure and combining this with
methods for diagonalizing it, see, e.g., [1, 28, 30] a new algorithm for computing the SVD of a
normal matrix is obtained.
We combine the unitary equivalence transformation to complex symmetric tridiagonal form
with three algorithms for computing the symmetric singular value decomposition (abbreviated
as SSVD) of a complex symmetric matrix1. The following SSVD algorithms are considered: a
divide-and-conquer method (shortened as DAC) [28], which is a recursive approach where the
original problem is split in two subproblems of half the dimension; the twisted factorization
method (addressed as Twist) [30], which is inspired by the MR3 idea to accurately retrieve
the singular vectors once the singular values are known; and the last method is a modification
of the QR algorithm to retain the structure of the tridiagonal complex symmetric matrix [1]
(abbreviated as QR). An experimental comparison of these algorithms, with respect to timings
and accuracy is presented and the best one is taken to compete with the classical QR inspired
SVD algorithm. In the remainder of the text when considering the SVD, we tacitly assume it is
computed by an implicit QR based chasing method [14] or the so-called Golub-Kahan approach.
The following notation is used: for a matrix A, AT denotes its transpose; A denotes the
element-wise conjugate, and AH = A
T
stands for the complex or Hermitian transpose of A. A
matrix C ∈ Cn×n is said to be complex symmetric if C = CT . In reality one could omit the
“complex” in the definition, but as often in the literature symmetric implies the matrix elements
to be real, we opt to keep the “complex”, indicating that the elements reside in the complex field.
Every matrix A admits an SVD: A = UΣV H , with U and V unitary and Σ a diagonal matrix
containing the singular values; every complex symmetric matrix admits an SSVD: C = QΣQT
with Q unitary and Σ a diagonal matrix having the singular values of C as diagonal elements.
For our convenience, we write Σ = diag(σ1, . . . , σn) where σ1 ≥ . . . ≥ σn. Obviously an SSVD is
an SVD, but not vice versa.
We focus on the complex symmetric based approach and the paper is organized as follows.
The algorithm carrying out the unitary equivalence to tridiagonal form is presented in Section 2.
Section 3 details on three common methods for computing the SSVD of complex symmetric
tridiagonal matrices. In Section 4 numerical examples are presented to compare the various
SSVD algorithms and to compare the SSVD based approach with the classical SVD algorithm.
The conclusions are presented in Section 5.
1 The SSVD is often also named the Takagi factorization [24].
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2 Tridiagonal matrices unitarily equivalent to normal matrices
Some essential results on the equivalence between normal matrices and tridiagonal matrices
(see [25] for more detail) are summarized in this section.
The equivalence tridiagonalization procedure is quite similar to the tridiagonalization pro-
cedure for Hermitian matrices and also resembles the bidiagonalization procedure [14]. In both
cases reflectors (also called Householder matrices) are used to create the desired zeros. In the
Hermitian case a single operator can be used to enforce zeros above and below the diagonal by
a similarity. Here, however, we need equivalences and possibly differing reflectors to accomplish
this, just like in the bidiagonalization procedure. A reflector, say P , is typically used for zeroing
components in a vector [14, Section 5.1] and is of the form P = I− ( 2
vHv
)vvH , for some nonzero
vector v. The image of x under P is given by
Px = x− 2 v
Hx
vHv
v.
For every x one can easily construct a v such that x’s image Px = ω‖x‖e1 becomes a multiple
of the identity, where ω is a unimodular factor.
The following algorithm executes the equivalence transformation of an arbitrary matrix to a
tridiagonal one. For N ∈ Cn×n and k, l, s, t ∈ N, k ≤ s, l ≤ t, we denote by Nk:s,l:t the submatrix
of N consisting of the rows k, . . . , s and columns l, . . . , t. For k = s or l = t we write Nk,l:t or
Nk:s,l, respectively.
Algorithm 1 (Equivalence tridiagonalization)
Input: A matrix N ∈ Cn×n.
Output: Unitary matrices U, V , and a tridiagonal matrix T such that N = UTV H .
Set U = V = In, where In denotes the identity matrix.
for k = 1 : n− 2,
1. Compute the reflector P = I − αvvH to zero components in x = Nk+1:n,k;
2. Set Nk+1:n,k:n = P
HNk+1:n,k:n and Uk+1:n,k+1:n = Uk+1:n,k+1:nP ;
3. Compute the reflector R = I − αwwH to zero components in y = NHk,k+1:n;
4. Set Nk:n,k+1:n = Nk:n,k+1:nR and Vk+1:n,k+1:n = Vk+1:n,k+1:nR.
end
When only the tridiagonal matrix T is desired, e.g., one is only interested in the singular values
and not in the singular vectors, it is not necessary to compute U and V explicitly. In this case
most of the work in each iteration goes to updating the submatrices Nk+1:n,k:n and Nk:n,k+1:n.
For each of them, take Nk+1:n,k:n, the update is executed as follows
Nk+1:n,k:n = Nk+1:n,k:n − αv
(
vHNk+1:n,k:n
)
. (1)
This requires approximately (we only consider the dominant terms) 2(n− k)2 operations for the
dot products vHNk+1:n,k:n, (n − k)2 for the outer product (αv)
(
vHNk+1:n,k:n
)
, and (n − k)2
for the matrix subtraction. The dominant factor in the cost for computing (1) is hence 4(n− k)2
flops. So each update, left and right takes 4(n− k)2 flops. In total we get thus
8
n−2∑
k=1
(n− k)2 ∼ 8
3
n3
floating point operations for computing the tridiagonal matrix only.
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If the unitary matrices are desired the reflectors need to be accumulated. This can be done
efficiently in 43n
3 for each unitary matrix, resulting in a total of 163 n
3 flops. Comparing this to
the bidiagonalization algorithm, we get an identical cost (see [5, 14]). If one, later on, wishes to
apply these reflectors on another matrix one does not first accumulate them and then perform a
matrix–matrix multiplication, but one applies them directly on the matrix in 2n3 operations.
Algorithm 1 transforms a normal matrix to a complex tridiagonal one which is not nec-
essarily symmetric. Suppose the tridiagonal matrix T in Algorithm 1 has diagonal elements
αi, i = 1, . . . , n, subdiagonal elements βi, and superdiagonal elements γi. We assume the sub-
and superdiagonal elements different from zero. There is no loss of generality in requesting the
tridiagonal matrix to be irreducible otherwise the problem can be decoupled into smaller tridi-
agonal matrices. It was proved in [25, Remark 1, Theorem 8] that the corresponding off-diagonal
elements for a normal matrix have identical absolute values |βi| = |γi|,∀i = 1, . . . , n− 1. So, set
E = diag(1, β1γ1 , . . . ,
β1...βn−1
γ1...γn−1
) then E is unitary, diagonal, and T = SE is a complex symmetric
unitary decomposition of T, i.e., S is complex symmetric and tridiagonal (see [25, Subsection 5.2]
and also [9, 16]). More precisely, let γ0 = β0 = 1, the elements of S are defined by
Sij =

0 if |i− j| > 1,
αi
∏i−1
k=0 γk∏i−1
k=0 βk
if 1 ≤ i = j ≤ n,
βi
∏i−1
k=0 γk∏i−1
k=0 βk
if |i− j| = 1.
Symmetrizing nonsymmetric tridiagonal matrices is quite often prone to numerical instabil-
ities. We stress, however, that in this case the scaling matrix is unitary, and as such amounts
to a stable scaling of the tridiagonal matrix. Moreover, every matrix is equivalent to a complex
symmetric matrix, but normal matrices are unitarily equivalent. We will exploit the complex
symmetry in the development of an alternative algorithm for computing the SVD of normal
matrices.
3 Computing the SSVD of complex symmetric tridiagonal matrices
Take S ∈ Cn×n complex symmetric and tridiagonal. We would like to find the unitary matrix
Q such that QTSQ = Σ
.
= diag(σ1, . . . , σn), where Σ contains the singular values σi ∈ R,∀i =
1, . . . , n ordered as σ1 ≥ . . . ≥ σn ≥ 0.
We summarize five numerical methods for computing the SSVD of complex symmetric tridi-
agonal matrices, amongst which we will use three: a divide-and-conquer method (DAC) [28], a
QR based iteration (QR) [1,20,21,29], and a hybrid algorithm: the twisted factorization method
(Twist) [30]. Of course, if one separates the singular value and singular vector computations there
is a whole variety of combinations. We chose to focus on those algorithms available and studied
in the literature. For all these methods it holds already that they are more memory efficient as
only one matrix of singular vectors needs to be stored instead of two for the standard SVD.
The basic idea of the DAC method [28] is to apply the divide-and-conquer method for com-
puting the eigenvalues and eigenvectors of the symmetric matrix SSH . This matrix is teared
into two pentadiagonal submatrices of half the dimension whose eigenvalues are then computed
recursively. The eigenvalues of the smaller matrices are then recombined to retrieve those of SSH
by using four rank-one modifications. This method needs 3n3 operations or a little less in case
one of the core matrix–matrix multiplications can be performed more efficiently, e.g., presence
of zeros, or premature deflations. The DAC approach is the fastest, but we will see, in Section 4
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that it becomes numerically unreliable when some of the subdiagonal elements become relatively
small [28].
The QR based approach proposed in [1, 21, 29] translates the algorithm for computing the
singular values of a bidiagonal matrix to the tridiagonal setting. As one relies on the QR fac-
torization of SSH this results in a double shifted QR step. In these articles an implicit version
is presented where the chasing relies on, and ensures at the same time the outcome to be of
complex symmetric tridiagonal form again. This method needs O(n2) flops for computing the
singular values and O(n3) flops for computing the singular vectors if all the transformation ma-
trices are accumulated. On average, it is stated in [21] that this algorithm needs only 6n3 flops;
the numerical experiments in Section 4.2 support this claim.
The twisted factorization method [30] focuses on computing the singular vectors assuming
thereby the singular values are known. This method is inspired on the MR3 algorithm [6, 7] for
computing the eigenvectors of symmetric tridiagonal matrices up to high relative precision. Its
complexity is 85n for computing a single eigenvector. It must be stressed, however, that this is
under the assumption that all singular values are separated well-enough. We will see in Section
4, Figure 2 that this method’s accuracy is highly related to the clustering of the singular values
and suffers from singular values being too close.
In [20] and [3] other QR inspired approaches are presented. These algorithms execute trans-
formations of the form QTSQ to retrieve the singular vectors (instead of unitary similarity in
the QR case). These algorithms do, however, suffer from numerical instabilities, or are not able
to tackle the general setting and will therefore not be discussed in the remainder of the text.
Combining the tridiagonalization and the SSVD computation gives us the following alterna-
tive algorithm.
Algorithm 2 (Compute the SVD of a normal matrix)
Input: A normal matrix N.
Output: Singular value decomposition of N = UΣV H .
1. Tridiagonalize N = UTTV
H
T using Algorithm 1.
2. Compute the symmetrization of T = SE.
3. Compute the singular values and singular vectors of S.
4. Recombine everything to obtain the singular value decomposition of N
The main cost of Algorithm 2 is the tridiagonalization and the computation of the singular
vectors if required, all summing up to O(n3) terms. Let us compare the SSVD and the SVD
computations based on the QR algorithm in detail as these algorithms are similar in nature and,
moreover, we will see in Section 4 that the QR based SSVD is the most reliable. We discuss
both phases namely the tri- and bidiagonalization and the diagonalization phase separately.
The bidiagonalization and tridiagonalization both take 83n
3. We do not accumulate the matrices
UT and VT , we will execute them on the singular vectors retrieved from the SVD and SSVD
computations which costs twice 2n3.
A single QR sweep in the bidiagonal case only uses O(n) operations to modify B, which
is similar to the complex symmetric tridiagonal setting. Again the dominant cost is hidden in
the updating of the singular vectors. For the bidiagonal case, in each QR step 6n2 operations
are needed to update U and a similar cost to update V , so a total of 12n2 for both matrices.
In [14] an approximate 1.2 iterations are assumed before convergence occurs, leading to an overall
complexity estimate for retrieving the SVD of a bidiagonal matrix of approximately 15n3.
For the complex symmetric tridiagonal matrix [21, 27] the chasing is more involved as each
chase step corresponds to a double shifted QR step. Performing the operations on the tridiag-
onal matrix is again O(n) though with a larger constant than in the bidiagonal case (roughly
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the double). Updating of the singular vectors takes now 11n2 according to a chasing based on
reflectors as proposed in [21]. This 11n2 is only a modest improvement with respect to the 12n2,
however, the usage of double shifts results in a significant reduction of the number of iterations.
In [21] an overall cost of only 6n3 is claimed. Besides the lower computational cost one should
not forget the reduced memory storage when comparing the SSVD with the SVD approach while
running QR steps.
In total, combining both phases the singular vectors retrieved from the bi- and tridiagonal
(S)SVD still need to be updated. For the SSVD we have
N = UTTV
H
T = UTS(EV
H
T ) = (UTQ)Σ(Q
TEV HT ).
Since E is diagonal, the matrix multiplication T = SE costs only O(n2) flops, the remaining
updates cost just as in the SVD case 4n3. So, in total we arrive at approximate costs of 21n3
for the SVD (15n3 for the diagonalization, 4n3 for updating the singular vectors, and 8/3n3 for
the bidiagonalization) and 12n3 for the SSVD (6n3 for the diagonalization, 4n3 for updating the
singular vectors, and 8/3n3 for the tridiagonalization) of an arbitrary normal matrix (assuming
the 6n3 to be valid). In Section 4.2, fortran codes of both methods are compared with respect
to speed and accuracy. The results confirm a speed-up of approximately 50%, but reveal on the
other hand that the complex symmetric approach is significantly less accurate.
4 Numerical experiments
We have executed two sets of experiments. Section 4.1 compares the three methods for computing
the SSVD. Based on the accuracy results in this section we opted to continue working with
the QR based SSVD to compare against the SVD in Section 4.2. The numerical experiments
ran on an Intel R© Dual CoreTM@1.85 GHz. The algorithms in Section 4.1 were implemented in
Matlab (R2012a) and based on software (if available) from the corresponding manuscripts. The
experiments in Section 4.2 were conducted in Fortran and the SSVD approached was compared
with the Lapack SVD implementation.
In the experiments, a normal matrix N is randomly created as N = QHDQ where D is a
complex diagonal matrix whose diagonal elements have random normally distributed real and
imaginary parts in (0, 1). The unitary matrix Q is the Q-factor of the QR factorization of a
random complex square matrix.
For each experiment, the relative backward error is computed as
||N − UΣV H ||2
||N ||2 ,
where N is the original normal matrix and UΣV H the computed SVD. The relative singular
value error is given by
maxi=1,...,n
|σi − σ˜i|
|σi| ,
where σ˜i are the computed singular values, and σi are the exact ones. The exact singular values
are known by construction, or are computed via the variable precision arithmetic in Matlab.
When results related only to singular values are depicted, we do not show the performances
of the QR and Twist methods separately, as the Twist algorithm relies on the QR to compute
the singular values2.
2 This does not necessarily mean that their computed singular values are identical, as delayed convergence of
the QR method results in random shifts, which typically differ every run.
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4.1 Comparing three algorithms for retrieving the SSVD
We compare the QR based, DAC, and Twist method for computing the SSVD. In a first exper-
iment their speed and accuracy are examined for computing the SSVD of random tridiagonal
complex symmetric matrices. As we will see, the DAC method is not reliable in terms of accuracy,
because of its sensitivity to small off-diagonal elements, although it is the most efficient in terms
of speed. In a second experiment we investigate the sensitivity of the Twist method with respect
to clustered singular values.
Figure 1 depicts the running times, relative singular value errosr, and relative backward
errors for the QR based, the DAC based, and the Twist method when computing the SSVD of
random tridiagonal complex symmetric matrices. The numerical results show that overall the
QR approach delivers the most accurate results, but is also the slowest one.
102 103
10−2
10−1
100
101
102
Matrix dimension
Time in seconds
QR
Twist
DAC
102 103
10−14
10−9
10−4
101
Matrix dimension
Relative singular value error
102 103
10−15
10−10
10−5
100
Matrix dimension
Relative backward error
Fig. 1 Running times and relative errors of the QR based, the DAC, and Twist method when applied on a
complex symmetric tridiagonal matrix (the legend of the first figure applies to all).
In a second experiment we generate matrices with clustered singular values, illustrating that
the accuracy of the Twist method is affected by this. The order of the matrix is fixed at n = 200
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and the matrix equals
S =

S0


. . .


S0

where S0 is the 20 × 20 symmetric tridiagonal matrix having diagonal entries equal to 2, sub-
and superdiagonal entries equal to 1, and  = 2−k for k = 0, 5, 10, . . . , 55, such that the smallest
value of  just passes the machine precision. In Figure 2 the results are shown, with respect
to the parameter k. The QR method clearly outperforms the Twist approach when it comes
to computing singular vectors accurately. For the values k = 50, 55, we even get NaN’s (Not a
Number) for the Twist algorithm.
Based on these experiments we believe that the best competitor to the classical SVD algo-
rithm is the QR based algorithm from [1, 21]. Let us compare both approaches in detail in the
Section 4.2.
0 20 40 60
10−15
10−10
10−5
100
Value k in  = 2−k
Relative backward error
QR
Twist
Fig. 2 Relative backward error of the QR based and Twist method when dealing with clustered singular values.
4.2 Computing the singular value decomposition of normal matrices
We analyze the speed and accuracy of the complex symmetric QR based approach with respect to
the classical SVD algorithm for retrieving the singular value decomposition of normal matrices.
In the remainder of the text we address these approaches as the SSVD (complex symmetric
based) and the SVD methods. Algorithm 2 was encoded in Fortran and was used to compare
the new approach with Lapack’s SVD implementation. Each method includes the two phases:
bi- or tridiagonalizing of the normal matrices, and diagonalizing the resulting bi- or tridiagonal
matrices.
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Size Time SSVD Time SVD Error SSVD Error SVD
100 5.4 e – 02 4.8 e – 02 3.2 e –13 2.5 e –15
200 3.7 e – 01 3.6 e – 01 3.9 e –13 3.1 e –15
300 1.2 e+00 1.4 e+00 8.7 e –13 4.0 e –15
400 2.9 e+00 3.5 e+00 7.4 e –11 4.3 e –15
500 5.8 e+00 7.1 e+00 6.1 e –13 4.8 e –15
600 1.0 e+01 1.2 e+01 1.8 e –12 5.0 e –15
700 1.6 e+01 1.9 e+01 7.1 e –12 5.5 e –15
800 2.4 e+01 2.8 e+01 1.5 e –11 5.8 e –15
900 3.5 e+01 4.2 e+01 8.5 e –12 6.1 e –15
1000 4.7 e+01 5.8 e+01 1.0 e –10 6.3 e –15
1500 1.5 e+02 1.9 e+02 2.9 e –11 7.8 e –15
2000 3.9 e+02 5.5 e+02 1.0 e –10 1.0 e –14
2500 7.8 e+02 9.7 e+02 7.6 e –11 1.1 e –14
3000 1.4 e+03 1.8 e+03 9.9 e –10 1.2 e –14
4000 4.1 e+03 9.5 e+03 5.6 e –11 1.4 e –14
5000 8.6 e+03 1.4 e+04 2.6 e –10 1.4 e –14
Table 1 Timings (in seconds) and the relative backward error of computing the singular value decomposition of
normal matrices via either the complex symmetric based (SSVD) and the classical approach (SVD).
Table 1 depicts the timings of both methods in seconds as well as the relative backward
errors for sizes 100 up to 5000. Each experiment was executed 3 times and the averages are
depicted. The matrices under consideration were random normal constructed as explained in the
beginning of the section. As soon as the matrix dimension becomes large enough, the difference
in computational complexity between the SSVD (12n3) and the SVD (21n3) approach becomes
clear. Unfortunately the table also reveals that the SSVD approach is significantly less accurate,
with a deteriorating accuracy for increasing matrix sizes.
5 Conclusions
An alternative algorithm for computing the SVD of normal matrices relying on intermediate
complex symmetric matrices was proposed. The results are mixed. With respect to memory
consumption the SSVD approach does better, as well as for computational complexity. Further
speed-up could be achieved if for instance the divide-and-conquer method could be made more
reliable and if the quality of the Fortran code would pair the standards of Lapack. On the other
hand, considering the accuracy of both approaches the classical SVD clearly outperforms the
SSVD method.
This approach could also be used to retrieve the eigenvalues of normal matrices, as the
SVD of a normal matrix closely links to the eigenvalue decomposition. If A is a normal matrix,
having distinct singular values and suppose A = UΣV H is a singular value decomposition then
A = U∆UH , where ∆ = Σ(V HU), is an eigenvalue decomposition of A. Further research is
required, however, as clustered eigenvalues have a non-neglectable impact on the computations
and the accuracy.
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