ABSTRACT Industry 4.0 is gaining more attention from the public, and thus the correlation between factories and nearby environmental pollution sources is a subject worth in-depth research. Among environmental issues, Particulate Matter2.5 (PM2.5) has received considerable attention in recent years from academic units and governments, and one of the secondary PM2.5 sources is the complex chemical reaction of exhaust gases emitted from factories and ammonia (NH3), with NH3 mostly coming from stock farming. Therefore, the correlation between stock farming data and pollutionsources emitted from factories can be examined by using an artificial neural network (ANN). The first target of this study is to investigate the correlation of factory air pollution source data and stock farming data nearby air monitoring stations to the annual mean PM2.5 concentration of nearby air monitoring stations. Second, the study uses Tensorflow to build an ANN model to analyze whether the industrial and stock farming data have an effect on the PM2.5 concentration. Weather data are taken in this experiment to learn about the correlation. The experimental results show that the Spearman's correlation coefficient of the factory emitted air pollution data and stock farming data nearby air monitoring stations for the annual mean PM2.5 concentration is 0.6 to 0.9, representing positive correlation. The ANN experiment shows the annual mean PM2.5 concentration classification model with industrial data plus stock farming data plus weather data, in which the ANN classification accuracy is 0.75 as validated by mean square error (MSE) methods. Compared with the ANN classification model only with weather data, the MSE classification accuracy is 1.5. According to the two experiments, the industrial factor and stock farming factor are items that may influence the PM2.5 concentration change.
I. INTRODUCTION
Industry 4.0 upgrades the productivity of the manufacturing value chain through human-machine interaction from automated robots, supply chains in the Internet mode, sensors, and the analysis of big data of distribution and production, so as to increase the production value of factories. The goal of Industry 4.0 is zero downtime and zero lack of material.
Machine tools can be equipped with multiple sensors to extract various process data during the fabrication of parts so as to monitor the cutter and machine states. An early warning is given before the cutter is over-worn, and then the cutter is changed to increase product yield. In recent years, under the effect of global warming and climate change, the environmental has been gaining increasing attention from people.
In terms of research on the effect of Industry 4.0 on the environment, many scholars have discussed the green computing of environmental protection. In power management and virtualization, the study of environmental subjects can help reduce energy cost and increase dynamic management functions, thus implementing power savings [1] . [2] proposed the data upload mechanism of WMSNs, in order to reduce the volume of data transferred. The mechanism compares uploading the result of completed data processing with uploading all of the original data, so as to reduce energy consumption. [3] mentioned the rise of the knowledge-oriented industry, but nanoscale technology sometimes has a bad effect on the environment and health due to its characteristics, as many materials become toxic on a nanoscale. Therefore, a model is proposed to evaluate natural and artificial elements, and the weights are calculated for some indices. The study thus evaluates the present extent of industry concerning environmental hazard or human health.
Many environmental studies indicate that industrial waste gas combines with NH3 to form fine particulate matter (PM2.5). In fact, PM2.5 has become a very popular cross-domain research topic. The cause of the formation of secondary PM2.5 is complex; [4] - [6] indicated that NH3 chemically reacts with industrial air pollutants (VOCs, particulate matter, NOx, SOx) to generate secondary PM2.5. The Committee on Agriculture, Food and Agriculture Organization noted that 64% of NH3 emissions on the earth's surface comes from stock farming. In view of this, this study wants to figure out the effects of factories, the number of controlled air pollutants, and the nearby size of animals (quantity of pigs raised, quantity of cattle raised, quantity of chickens kept, quantity of sheep raised, etc.) on PM2.5 concentration in Taiwan. The open data of air monitoring stations, open data of controlled air pollution sources, and open data of stock farming provided by government bodies are collected for the experiment. Possible pollution sources are calculated first, then the quantity of controlled air pollutants nearby the air monitoring stations is calculated, and finally the size of animals nearby air monitoring stations is calculated by using ArcGIS geo information software. There are two research subjects. One uses the air monitoring stations for DBSCAN, the quantity of controlled air pollution sources (VOCs, particulate pollutant, Sox, and NOx), the size of animals (as mentioned before) in each cluster, and the Spearman's correlation coefficient of the aforesaid two data for PM2.5. The experimental results show whether or not the controlled air pollution source emission data and the size of animals are correlated with annual mean PM2.5 concentration.
The second subject uses the ANN (artificial neural network) classification model for analysis, and the experiment is divided into DBSCAN air monitoring station clustering and no clustering. The weather data (e.g. temperature, humidity, and so on), the controlled air pollution source data (VOCs, particulate pollutant, Sox, and NOx) and the size of animals are used as input features; based on ANN, the model uses 3 hidden layers, and each layer has 12 neurons, where the loss function is defined as Cross Entropy, and the model convergence algorithm is set as Adam. The classification model randomly uses 80% of data as training data and 20% as test data. MSE (Mean Square Error) is used to validate the test data's classification accuracy. After PM2.5 concentration classification by the ANN model and MSE validation, the experimental results show that the accuracy of weather data, industrial data, and stock farming data is 0.75 compared with the PM2.5 concentration classification of the ANN model only with weather data where MSE accuracy is 1.5. The results show that industrial data and stock farming data are helpful in the classification of annual mean PM2.5 concentration.
The main contributions of this study are as follows. 1) The Spearman's correlation coefficient experiment shows that the annual mean PM2.5 concentration of air monitoring stations is positively correlated with nearby controlled air pollution source data and the size of animals.
2) The ANN experiment shows that the meteorologic factor, industrial factor, and stock farming factor may be one of the possible items that influence the PM2.5 concentration in the study area. Related data can provide references for decision making.
3) The data visualization uses Google Map to display the data of factory exhaust emission nearby air monitoring stations and the size of animals nearby air monitoring stations, to analyze whether they influence each other in generating secondary PM2.5, so as to provide related analyses to decision makers via friendly iconic interfaces. In terms of the rest of this paper, Section II introduces the related technology background used herein. Section III shows the computing platform-based architecture and research method. Section IV introduces the experimental content. Section V summarizes the contribution of this paper.
II. RELATED WORK
Industry 4.0 is gaining more attention from the public, as it can reduce costs, increase production, and reduce environmental pollution. Studies of Industry 4.0 in domestic and foreign academic circles have investigated the environment and PM2.5. ANN used herein is the deep learning that is often used in different research areas. Therefore, studies about Industry 4.0, the environment, and related algorithms used in this study are discussed and compiled in this section.
A. RESEARCH ON INDUSTRY AND PM2.5 PM2.5 has an effect on the respiratory tract and lung cancer [7] , [8] . [5] indicated that NH3 is likely transformed into nitrogen pentoxide, NOx, forming the secondary PM2.5 with the matter derived from other industrial waste gases. In 2017, [9] collected 85 PM2.5 samples from a large-scale industrial district (Venice, Italy) and analyzed the most probable source. [10] used a quartz filter to sample PM2.5 in the Czech Republic in the winter of 2012; the maximum emission source of organic compounds related to PM2.5 was found in Ostrava-Radvanice. The industrial production of coke and iron is the key factor in carcinogenic polycyclic aromatic hydrocarbon concentrations.
[11] studied global air pollutants (PM2.5, PM10, TSP) and used fuel data and an emission factor database at that time to make a high resolution global measurement covering 1960 to 2009. The emissions from developing countries are estimated to be higher than previous studies, and pollution reduction technology has had good results in developed countries.
Reference [6] presented that NH3 accelerates the formation of ammonium bisulfate and ammonium sulfate in the atmosphere, playing a key role in the formation of PM2.5. Reference [4] also indicated that exhaust gas from industrial parks combines with NH3 to form solid particulates adhering to the lung tissue, causing dyspnea and damaging the cardiopulmonary function. Reference [12] collected samples from Saint-Omer of France and used tools to collect carbon, water ions, and microelements. The results showed that foundry and steel plants were the main source of metal particles. Reference [13] investigated the PM2.5 emissions and source distribution in Guangdong province of China. The authors divided the sources into eight classes -agriculture, dust, biology, industry, energy, folk houses, vehicles, and otherto discuss how much the classes influenced the Pearl River Delta and other regions of Guangdong, using a computational model. Reference [14] monitored PM10 and PM2.5 in Osaka, Japan and found that the air quality around industrial factory buildings and freeways was very bad, fully reflecting the effects of industry and traffic on air. The study mentioned the effect of season on atmospheric particulates in the region.
B. STUDIES OF ANN FOR PM2.5
Among the studies of PM2.5 by ANN, [15] selected Texas as a study area and used the statistical indices of MSE and MAE to evaluate the effectiveness of the RBF model. The experimental results showed that the RBF model using a meteorologic factor and land as features had a more accurate forecast result. Reference [16] used a photo-based air quality forecast classifier and Convolutional Neural Network and used the ReLU function for the outdoor photo forecast result, thus abating the vanishing gradient problem. Reference [17] proposed a high precision method to forecast the concentration of PM2.5 according to monitored environmental data in Japan. The study proposed the Deep Recurrent Neural Network, and the performance was enhanced by the Autoencoder training mode of time series forecasting. It was proven to be better than the present method.
It is important to forecast the PM2.5 concentration in an agricultural park, to know its effect on regulating PM2.5 pollution. Reference [18] used the PM2.5 concentration outside an agricultural park and the data in the agricultural park as an input feature to build the ANN model to forecast the average concentration of PM2.5 in the park.
Among the studies of PM2.5 concentration in the world, [19] forecasted temporal and spatial variations of global PM2.5; the data were collected from 8,329 monitoring stations in 55 countries during 1997-2014 to train the machine learning algorithm. The daily distribution of PM2.5 from 1997 to the present day was then forecast. Finally, the global average data were proposed, and the observations of global PM2.5 were demonstrated. Reference [20] used ANN to forecast PM2.5 concentration. The data were derived from weather data of Teheran, Iran during 2012 to 2013. The purpose was to solve air pollution in Teheran resulting from landform and wind direction through the ages, so as to solve environmental and citizens' health problems.
C. SPEARMAN CORRELATION COEFFICIENT
According to the Spearman correlation coefficient [21] , [22] , the correlation between two statistical variables is evaluated by using (1) . When the Spearman correlation coefficient value is −1, the two variables are in perfect negative correlation. When the value is −1 to 0, the two variables are in negative correlation. When the value is 0, the two variables have no correlation. When the value is 0 to 1, the two variables are in positive correlation. When the value is 1, the two variables are in perfect positive correlation.
The connection between variables is insignificant, and the computational process is simplified by observing the rank difference between two variables, expressed as (2). Here, n represents the number of data, and di represents the rank difference between two variables. Some studies wanted to compare the Spearman correlation coefficient with the Kendall correlation coefficient, so as to select an appropriate correlation coefficient under different circumstances more efficiently.
DBSCAN is a density-based spatial clustering of applications with noise, given a set S = (x 1 , x 2 . . . x n ), ∀i, 1 ≤ i ≤ n, x i ∈ two-dimensional coordinates, radius of eps, and regional minimum point value of minpts. A circle with a radius of eps is made for all x i ; if the number of points in the circle is smaller than minpts, then the coordinate point is regarded as noise. On the contrary, if the number of points is larger than minpts, then all the points in the circle are of the same group. Clustering is completed when all the coordinate points in S are calculated, i.e.: let S be an empty set for all x i in S :
: add x j into the set S if |S | ≥ minpts : x i and all points in S are in the same group S = S − S S = ∅ Some studies proposed DBSCAN with a pattern-based index architecture, whereby the speed is improved, and the noise point that degrades the performance of traditional method is removed. DBSCAN is also used in studies about SBSCAN for detecting hot spot distributions, solving the problem of bog wildfires or jungle fires in Indonesia [23] , [24] . 
E. ARTIFICIAL NEURAL NETWORK
Artificial intelligence is a type of technology for computers to learn to think; it is an interesting science spanning multiple domains, including information, physics, and statistics. The most familiar ability in the learning phenomenon in human life is the empirical learning rule, where the rules are learned by continuous Try-Error, and machine learning also uses data and uses mathematical formulae for analysis. The basic theory of artificial intelligence is the ANN model, which originated in 1958 when scientists proposed the Perceptron model of a linear model imitating human brain tissue and operation mode, which was the simplest and the earliest neural model. In 1969, a study proposed limitations to the Perceptron model; for example, the Xor logic gate could not be represented by the traditional Perceptron model. In the 1980s, a study proposed Multi-layer Perceptron, where multiple Perceptions were connected up. This technology is similar to the present ANN model. The advantage of the ANN model is that it does not need to know the mathematical model of a system, as the system model is replaced by ANN directly. The relationship between input and output can be obtained all the same, as shown in Fig. 1 .
The mathematical formula for a neuron of ANN is (3), and the variables are listed in Table 1 .
Each layer of ANN has its own weight and bias, represented by W and b in a matrix. The input of the activation function is expressed as (4), Z is put in the neuron for activation function operation, expressed as (5), and the deep learning principle is the multi-hidden layer ANN operation, expressed as (6) .
The Loss Function is defined as the sum of data errors, represented by L, expressed as (7), where C n represents the gap. A small C n represents smaller errors, and a large C n represents larger errors.
In order to find a set of w * and b * to minimize the loss function, the gradient descent is used to adjust the weight of ANN gradually to reduce errors. The backpropagation algorithm uses the endmost output layer to adjust the parameters of various layers backward. It is an efficient way to calculate that the gradient descent (7) is partially differentiated to obtain (8) .
The weight is partially differentiated for (8) by the chain rule, expressed as (9) .
Finally, the gradient descent is expressed as (10), the weight and bias of ANN can be adjusted gradually to reduce errors, and θ represents w and b. 
III. RESEARCH METHOD
The research architecture is shown in Fig. 2 , including the dataset, data processing unit, data analysis and operation unit, and ANN and data visualization unit, which are detailed in the next sections.
A. DATASET
The dataset adopted contains the open data of air monitoring stations from the Environmental Protection VOLUME 5, 2017
J. Administration, open data of controlled air pollution sources from the Environmental Protection Administration, and open data of stock farming from the Council of Agriculture, as detailed in Table. 2.
IV. DATA PREPROCESSING (PREPROCESSOR) 1) OPEN DATA OF AIR MONITORING STATIONS, ENVIRONMENTAL PROTECTION ADMINISTRATION
The addresses of air monitoring stations are converted by TGOS into latitude and longitude coordinates. The preprocessor is composed by Python to calculate the annual mean PM2.5 concentration, annual mean humidity, and annual mean temperature of each air monitoring station on the mainland of Taiwan. The equations are shown in Table 3 . 
2) OPEN DATA OF CONTROLLED AIR POLLUTION SOURCES, ENVIRONMENTAL PROTECTION ADMINISTRATION
The open data of controlled air pollution sources from the Environmental Protection Administration include the quantity of air pollutants controlled in Taiwan recorded by the Taiwan government (VOCs, particulate matter, NOx, SOx); the unit is MT, and the latitude and longitude of pollution sources and factories are recorded. The straight-line distance between the controlled air pollution source and air monitoring station is calculated, the air pollution source within 1 km is extracted, and the metric tons of VOCs, particulate pollutants, SOx, and NOx emitted within 1 km of each monitoring station are calculated. For example, there were two controlled air pollution sources within 1 km of air monitoring station A in 2014, which emitted 0.01 MT VOCs and 0.04 MT VOCs, respectively, as added up by data preprocessing. There were 0.05 MT VOCs emitted within 1 km of monitoring station A in 2014.
The pseudocode of the quantity of air pollution nearby an air monitoring station is calculated as follows. VOCs is Volatile organic compounds; PM is particulate matter; NOx is Nitrogen oxides; Sox is Sulfur oxides. There substances can be produced PM2.5 throw complicated chemical reactions. Lines 1 to 4 set the initial values of VOCs, particulate matter, NOx, and SOx as 0. The n of Line 5 represents the controlled number of registered pollution source emit location, and the straight-line distance k between controlled air pollution source and air monitoring station is calculated. Line 6 to Line 10 add up the quantities of controlled air pollutants when the distance between controlled air pollution and air monitoring station is less than 1 km. The quantity of controlled air pollutants (VOCs, particulate matter, NOx, SOx) nearby the air monitoring station is finally obtained at last. The open data from the Council of Agriculture are calculated by using geographic information software ArcGIS. ArcGIS is provided with the map boundaries of the townships of Taiwan. The land areas of townships of Taiwan are calculated by using the geometry function of ArcGIS. Next, the size of animals (quantity of pigs raised, quantity of cattle raised, quantity of chickens kept, quantity of sheep raised) nearby the monitoring stations is calculated, expressed as (11) , where n a is the size of animals nearby monitoring station A, p i is the number of animals in Township i, a i represents the land area of monitoring station unit circle in Township i, a i * represents the land area of Township i, and the schematic diagram is Fig. 3 . The size of animals nearby a monitoring station equals (size of animals in Township A) * (30/100)+(quantity in Township B) * (21/100). The size of animals within 1 km of an air monitoring station is calculated in this study.
A. CLUSTERING UNIT DBSCAN
The clustering unit uses DBSCAN to geographically cluster the air monitoring stations. The air monitoring stations are 
B. DATA ANALYSIS AND OPERATION UNIT
The data analysis and operation unit uses Python to write the related analysis program. The first item is the Spearman correlation coefficient. The second experiment uses ANN for experimental analysis. The experimental procedures and results are described in the following sections.
1) SPEARMAN CORRELATION COEFFICIENT
In the study of the Spearman rank correlation coefficient, the correlation of the quantity of controlled air pollutants and stock farming data to the annual mean PM2.5 concentration is calculated. First, the air monitoring stations are clustered by DBSCAN. The average quantity of controlled air pollutants within k km of each cluster of monitoring stations and the average size of animals within k km of each cluster of monitoring stations are calculated and substituted into the equation of Spearman correlation coefficient
; n represents the number of clusters, d represents the ranking of possible pollution sources of each cluster minus the ranking of PM2.5 of each cluster, the quantity of controlled air pollutants, and size of animals; when the result is 0 to 1, the possible pollution source is positively correlated with PM2.5. changed by gradient descent. This study uses Google Tensorflow to adjust the weight and bias of ANN gradually. The architecture of the unit is shown in Fig. 4 . The model input is the quantity of controlled air pollutants and size of animals nearby the air monitoring station. The model output is the mean annual concentration of PM2.5 of the air monitoring station. The classification is based on the annual mean PM2.5 established by Taiwan Clean Air Network. There are 10 classes, as shown in Table 3 . The mean annual concentration of air monitoring stations in Taiwan is Class 1 to Class 5. Table 4 shows the settings for using Tensorflow to build the ANN model.
Each layer of ANN has its own weight and bias, represented by W and b in a matrix. The input of each layer of neural network is expressed as (12) , including weather data (e.g. temperature, humidity, and so on), quantity of controlled air pollutants, and size of animals:
Here, Z is put in neuron for activation function operation, expressed as (13) . After multilayer activation function operation, the classification result of the ANN operation is y, expressed as (14) . For multiple classifications, the last layer must set Softmax, whereby the total probability of model classification is 1. The loss function is set as cross entropy in this study, represented by L and expressed as (15) .
The gradient descent is used to find out a set of w * and b * to minimize the loss function of training data. After the model training is completed, the precision for the classification MSE of the model must be evaluated by using test data. The mean square error (MSE) validates the system accuracy extensively and efficiently in statistics, as expressed by (16), where n represents the number of data, C1 i represents the original class, and C2 i represents the predicted class.
The schematic of the data visualization unit is shown in Fig. 5 . Google Maps on the left display the latitude and longitude coordinates of air monitoring stations on the mainland of Taiwan. The chart on the right shows the MT of controlled air pollutant emissions nearby each air monitoring station, as well as the size of animals nearby the station.
V. EXPERIMENTAL RESULTS
In terms of equipment, the server is equipped with Intel R Core TM i7 Processor, 16GB RAM, and 1TB hard disk, for writing the Python program and installing Tensorflow to build the ANN model. The database server equipment is Intel I5-4590 CPU, 12GB RAM, and 1TB hard disk. 
A. EXPERIMENT ON EFFECT OF INDUSTRY AND STOCK FARMING ON PM2.5 CONCENTRATION
The open data from the government are calculated, and the quantity of controlled air pollutants nearby the air monitoring stations in 2014 is shown in 
B. SPEARMEN CORRELATION COEFFICIENT EXPERIMENT
In the Spearmen correlation coefficient experiment, the air monitoring stations are geographically clustered by DBSCAN according to the data of 2014; Eps is set as 10, and minPts is set as 2. Table 6 shows the average quantity of controlled air pollutants emitted nearby each cluster and the average size of animals nearby each cluster. The Spearmen correlation coefficient results of the quantity of controlled air pollutants are shown in Fig. 6 . The Spearmen correlation coefficient results of size of animals are shown in Fig. 7 . The results denote that the Spearmen correlation coefficient of the possible pollution sources nearby air monitoring stations and annual mean PM2.5 concentration is 0.46 to 0.92, presenting positive correlation.
C. ANN EXPERIMENT (ANNUAL STATISTICS, FREE OF DBSCAN)
In the ANN experiment (annual statistics, clustering without DBSCAN), the input is the annual mean temperature, annual mean humidity, the quantity of controlled air pollutants, and size of animals within 1 km of 71 air monitoring stations on the mainland of Taiwan (Tamsui air monitoring station and Tatung air monitoring station are excluded from the air monitoring stations on mainland of Taiwan as the data are null). The output is the class of annual mean PM2.5 concentration of monitoring stations; there are 142 datapoints for 2015, with 80% of the data selected randomly as training data and 20% as test data. The test data's MSE is shown in Fig. 8 , The h in x axis only represents stock farming data. hm is the stock farming data with weather data. m is the weather data. hmi is the stock farming data plus weather data and the quantity of controlled air pollutants data with best classification accuracy.
D. ANN EXPERIMENT (ANNUAL STATISTICS, AFTER DBSCAN CLUSTERING)
In the ANN experiment (annual statistics, after DBSCAN clustering), the input is the latitude and longitude coordinates of air monitoring stations on the mainland of Taiwan for DBSCAN clustering; Eps is set as 10, minPts is set as 1, and there are 38 clusters, as shown in Fig. 9 . The colored triangle represents different colors clustered in different groups; the white dot represents own cluster; the input of ANN is the annual mean temperature and annual mean humidity of each cluster and the quantity of controlled air pollutants within 1 km of each cluster and the size of animals of each cluster. The output is the class of annual mean PM2.5 concentration of monitoring stations, where the statistical years are 2014 to 2015, and 80% of data are selected randomly as training data and 20% as test data. The test data's MSE is shown in Fig. 10 , The h in x axis only represents stock farming data. hm is the stock farming data with weather data. m is the weather data. hmi is the stock farming data plus weather data and the quantity of controlled air pollutants data has the best classification accuracy.
E. ANN EXPERIMENT (SEMIANNUAL STATISTICS)
In the ANN experiment (semiannual statistics, no clustering), the input is the semiannual average temperature, semiannual average humidity, the quantity of controlled air pollutants and size of animals within 1 km of 71 air monitoring stations on the mainland of Taiwan (excluding Tamsui air monitoring station and Tatung air monitoring station), recorded semiannually. The output is the class of annual mean PM2.5 concentration of a monitoring station, the statistical years are 2014 to 2015, and 80% of data are selected randomly as training data and 20% as test data. The test data's MSE is shown in Fig. 11 , h represents the stock farming data, m represents the weather data, i represents the industrial data, and the orange line represents the MSE of the ANN model classification of monitoring stations before clustering. The green line represents MSE after the monitoring stations are clustered by DBSCAN. The parameter Eps of DBSCAN is set as 10, and minPts is set as 1. The experimental results show that the model of weather data + quantity of controlled air pollutants + stock farming data has the best classification accuracy. There is a slight variation after clustering, meaning the geographically adjacent air monitoring stations collect similar data.
F. ANN-MODEL CONVERGENCE TIME EXPERIMENT
In the ANN-model convergence time experiment, the input is the annual mean temperature, annual mean humidity, the quantity of controlled air pollutants, and stock farming data within 1 km around the 71 air monitoring stations. The output is the class of annual mean PM2.5 concentration of monitoring stations. There are 142 datapoints of 2014 to 2015, with 80% randomly as training data and 20% as test data. When the classification accuracy of training data is higher than 90%, the convergence time is shown in Fig. 12 , where the Y-axis represents seconds, the h of the X-axis represents the stock farming data, m represents the weather data, and i represents industrial data. The blue line represents the convergence time without clustering by DBSCAN, and the orange line represents the convergence time after the DNSCAN for monitoring stations. The experimental results show that the model of weather data plus industrial data plus stock farming data has the best classification convergence rate.
VI. CONCLUSION
Based on Industry 4.0, how to reduce factory pollution to the environment is an important subject. Many studies are related to reducing energy consumption, and PM2.5 has been of great concern for academia and governments. Therefore, this study analyzes the open data of government, including air monitoring station data from the Environmental Protection Administration, the controlled air pollution source emissions from the Environmental Protection Administration, and the stock farming data from the Council of Agriculture in order to conduct the Spearmen correlation coefficient experiment and ANN model experiment.
The experimental results are as follows. 1) In the experiment on the effect of industry and stock farming on PM2.5 concentration, the annual mean PM2.5 concentration of the top 10 air monitoring stations with most pollution sources nearby is higher than the annual mean PM2.5 concentration of Taiwan.
2) According to the Spearmen correlation coefficient experiment, the air pollutant emissions registered in Taiwan and stock farming data are positively correlated with PM2.5 concentration, and thus they are one of the PM2.5 pollution sources.
3) For the ANN experiment shown in the ANN classification model of industrial data + stock farming data + weather data, the classification accuracy validated by MSE is 0.75, compared with the ANN classification model only with weather data where the MSE classification accuracy is 1.5. Therefore, the meteorologic factor, industrial factor, and stock farming factor may be one of the items that influence the PM2.5 concentration in the study area.
The experimental results show that the factory data and stock farming data may be one of the factors influencing PM2.5 concentration. This study hopes to provide some references for policymakers. The visualization platform displays the controlled exhaust air pollution data and stock farming data nearby air monitors and analyzes the interaction of pollution sources and air quality, so as to provide references for related units and firms to construct and improve the environment. The value of PM2.5 concentration may be influenced by other factors, which are not considered in this study, such as the population of county/city, road type, automobile/motorcycle exhaust emissions, and so on.
More open government data shall be obtained in the future for further analysis.
