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$0. INTRODUCTION 
IN 1984 Casson introduced a new invariant for oriented homology three-spheres M. The 
invariant 1(M) is the algebraic number of irreducible W(2) representations of xi(M). The 
invariant reduces mod 2 to the p invariant. In the process of giving a method for computing 
his invariant he defined an invariant X(K) of oriented knots K in oriented homology 
spheres that is the algebraic number of PU(2) representations with nontrivial second 
Stiefel-Whitney class of the fundamental group of the result of longitudinal surgery on the 
knot. Casson’s invariant for knots reduces mod 2 to the arf invariant. 
I became interested in whether it was possible to find meaningful generalizations of 
Casson’s invariant by using Lie groups other than SU(2). The first step in such a program is 
to develop an analog of Casson’s invariant of knots. For each integer n 2 2 and each integer 
k there is an invariant of knots n(n, k) that gives an algebraic measure of the number of 
representations of the fundamental group of the result of longitudinal surgery on the knot 
into PU(n) so that the induced bundle on the manifold has first chern number congruent o 
k mod n. The definition of these invariants and the derivation of their properties is given in 
[4] and [S]. The material in this paper is the starting point for the computations there. In 
[4] it is shown that if some n(n, k) invariant is nonzero, where n and k are relatively prime 
then there exists an n - 1 dimensional family of conjugacy classes of SU(n) representations 
of the fundamental group of the knot. 
In this paper I give a method of computing the n(n, k) invariants when K is a fibered 
knot and n and k are relatively prime. In this case n(n, k) is equal to a Lefschetz fixed point 
number defined in the body of the paper. The method of computation shows that the n(n, k) 
invariants of a fibered knot are determined by its Alexander polynomial. Furthermore the 
value of the Alexander polynomial at t = 1 and the n(n, k) invariants in turn determine the 
Alexander polynomial of a fibered knot in a rational homology sphere. 
The most striking result is Theorem 1.7. This theorem implies that if K is a fibered knot 
of genus g in a rational homology sphere then there exists an irreducible representation of 
the fundamental group of the knot complement into some SU(n) where 2 I n I g + 1. It is 
not unreasonable to conjecture that if K is a knot in a rational homology sphere and the 
Alexander polynomial of K is nontrivial, then a result similar to the one proved here for 
fibered knots should be true. Our method of computation is gauge theoretic in nature. It 
rests on the work of Atiyah and Bott [2] on Yang-Mills equations over a Riemann surface. 
The computation takes place in a direct summand of the cohomology of a classifying space 
for the gauge group of a hermitian bundle over a closed surface. Amazingly once the answer 
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is normalized properly the genus of the surface does not appear in the formula for the 
invariant. It would be nice to have a conceptual reason for this. 
The paper is organized as follows. In Section 1 the n(n, k) invariants for fibered knots are 
defined, and proofs of the stated results modulo some facts that we derive in Section 3 are 
given. In Section 2 the computational framework is set up. Finally in Section 3 some 
examples are computed, and the analysis necessary to prove the claims made in Section 1 is 
done. 
Finally I conjectured that Theorem 1.7 was true after conversations with Darren Long 
at a time when he was attempting to compute a number associated with x(K). Our joint 
work will appear in [4]. The author is thankful for enlightening conversations with Don 
Schack. 
$1. PRELIMINARY ARGUMENTS 
Let M3 be a closed three-manifold whose homology with rational coefficients is the 
same as H,(S3; Q). We call such a three-manifold a rational homology sphere. A knot 
K c M is a tamely embedded simple closed curve that is nullhomologous (with integer 
coefficients). The complement X of K is the closure of the complement of a regular 
neighborhood of K, that is X = CI(M - N(K)). The boundary of X is aN(K). A longitude 
for K is an oriented simple closed curve 2 in aN(K) that represents a generator of the kernel 
of the inclusion H1 (aN(K)) + Hi(X). The knot K is said to be fibered if there is a surface F’ 
and an orientation preserving homeomorphism f’ : F’ + F’ so that X is homeomorphic to 
F’ x [0, l]/ - , where - is the minimal equivalence relation generated by (x, 0) - (f’(x), 1). 
We callf’ the monodromy of the fibering. The genus of the knot K is the genus g of the 
surface F’. Choose an orientation of F’ and give 8F’ the boundary orientation. The 
oriented curve dF’ is a longitude of K. 
Let ai, bi, i = 1, . . . , g be a standard generating set for nl(F’), chosen so that up to 
conjugacy n [Ui, bi] is equal to aF’ with the orientation given above, where we use [a, b] to 
denote aba-‘b-l, and the product is from 1 to g. Since we have not specified thatf’ fix the 
basepoint of F’, its action on nl(F’) is only defined up to conjugacy. Choose a represent- 
ativef:, and lift it to an isomorphism of the free group on ai, bi. A direct application of the 
Seifert-Van Kampen theorem shows that 
711(X) = (ai, bi, tlf;(Ui) = tait-‘,f;(bi) = tbit-‘). 
Let G&n, C) denote the Lie group of all n x n complex matrices with nonzero determi- 
nant. The tangent space to the identity of G&n, C) will be denoted gl(n, C). The Lie bracket 
makes gl(n, C) into a Lie algebra. The center Z(gl(n, C)) of g&z, C) is the collection of all 
scalar multiples of the identity. The group Gl(n, C) acts on itself by conjugation, we call this 
action the adjoint action. Since the identity of GE@, C) is invariant under the adjoint action, 
we get a representation of G&I, C) into the automorphisms of the Lie algebra gl(n, C). We 
call this representation the adjoint representation. If A is an n x n matrix with complex 
entries the matrix A* is the conjugate transpose of A. Let U(n) be the Lie subgroup of 
GL(n, C) consisting of all n x n matrices satisfying AA* = I. The tangent space at the 
identity of U(n) will be denoted u(n). The elements of u(n) are precisely those a E gl(n. C) for 
which a + a* = 0. The adjoint action and the adjoint representation restrict to U(n) and 
u(n). The center Z@(n)) of u(n) consists of all purely imaginary multiples of the identity. Let 
SU(n) denote the Lie subgroup U(n) consisting of all matrices in U(P) having determinant 1. 
The center of SU(n) is isomorphic to Z, and is generated by the diagonal matrix o all of 
whose diagonal entries are e2ni’“. The tangent space at the identity of SU(n) is denoted su(n). 
The elements of su(n) are precisely those a E u(n) which have trace equal to 0. 
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Suppose that n > 1,0 < k -C n, and that n and k are relatively prime. Let R(n, k) denote 
the space of all representations p: ni(F’) + U(n) so that p(aF ‘) = wk. We have only 
specified a conjugacy class in rri(F’) when we write aF’, but since mk is in the center of U(n), 
the equation p(3F’) = gk makes sense. We can make R(n, k) into a closed smooth oriented 
manifold by viewing it as a subset of U(n)2g satisfying the matrix equation given by the 
requirement hat p(aF’) = wk. If k and n were not required to be prime then R(n, k) would 
not be a manifold. Let J be the space of representations of rcl(F’) into U(1). Since x1 (F’) is 
a free group it is easy to see that J is equal to U(1)2g. There is a map det: R(n, k) + J given by 
det(p)(g) = det(&)). 
Let S(n, k) be the inverse image of the trivial representation under det. The mapping det 
is a fiber bundle with fiber modeled on S(n, k). There is an action of SU(n) on R(n, k) given 
by conjugation. The kernel of the action is the center of SU(n). The action preserves the 
fibers of det. Denote the quotients of S(n, k) and R(n, k) under this action by Y(n, k) and 
X(n, k). If the genus of F ’ is one or greater then the space Y(n, k) is a closed orientable 
manifold of dimension (29 - 2)(n2 - l), and the space X(n, k) is a closed orientable 
manifold of dimension (29 - 2)n2 + 2. If F’ is a disk then the spaces R(n, k), S(n, k), X(n, k) 
and Y(n, k) are empty. The map det: X(n, k) + J is a fiber bundle and its fibers are modeled 
on Y(n, k). The mapf’ acts on Y(n, k), X(n, k) and J by pullback, this action is independent 
of the representative of the action off’ on rci (F’) that we chose. The action off’ is 
orientation preserving on all the spaces in question, and it gives rise to a bundle map of det. 
It is a theorem of Harder and Narasimhan [6,2 p. 5781 that the bundle det: X(n, k) + J is 
homologically trivial. That is 
H*(X(n, k)) = H*(Y(n, k)) 0 H*(J). 
Sincef’ acts as a bundle map we can see that its action on H*(X(n, k)) is the tensor product 
of its actions on H*(Y(n, k)) and on H*(J). 
DeJinition 1.1. Let A(n, k) be the Lefschetz fixed point number off’ on Y(n, k). Let p(n, k) 
be the Lefschetz fixed point number off’ on X(n, k). 
We can define A(n, k) invariants for any knot. They give a count of the number of 
representations of the fundamental group of the complement of the knot into SU(n) that 
send the longitude to wk. We call them generalized Casson’s invariants because the 
definition is given by writing down an analog of Casson’s delta class [l]. In this paper we 
compute the invariants for fibered knots. It seems reasonable to conjecture that the formula 
we derive for J,(n, k) of a fibered knot in terms of the derivatives of the Alexander polynomial 
at t = 1 is valid for any knot. 
PROPOSITION 1.2. The Lefschetzjxed point number p(n, k) off’ on X(n, k) is the product of 
the Lefschetzfixed point number off’ on J with A(n, k). The absolute value of the Lefschetz 
j?xed point number off’ on J is the order of thejirst homology of M ifH,(M) isfinite, and zero 
otherwise. 
Proof: The first part of this lemma is an immediate consequence of the fact that the 
bundle det: X(n, k) + J is homologically trivial, and the fact that f’ acts as a bundle map. 
The second part comes from looking at a presentation matrix for H,(M) derived from the 
open book decomposition of M having K as binding. 
PROPOSITION 1.3. TheJixed points off’ on Y(n, k) are in one to one correspondence with 
conjugacy classes of the representations of 7c1(F ‘) into SU(n) that are the restrictions to 7-c1(F ‘) 
of representations of x1(X) into SU(n) that send aF’ to cok. 
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Proof: The equivalence class of p is fixed byf’ if and only if there exists A in SU(n) so 
that of’ = ApA- ‘. We can construct representation p’ of x1(X) by letting p’ restricted to 
nl(F ‘) be p and p’(t) = A. The presentation for x1(X) above makes it clear that p’ is 
a representation. Conversely if p’ is a representation of n1 (X) so aF ’ is sent to ak, then the 
restriction of p’ to x1 (F ‘) gives rise to a representation of 7t1 (F ‘) that is fixed by f’. 
The majority of the space in this paper will be allotted to giving a method for computing 
n(n, k). The actual computation will take place in a direct summand of the homology of an 
infinite dimensional space on whichf’ acts. Obviously there can be no Lefschetz number 
defined there. Hence we will work with Lefschetz polynomials. Let X be a space so that for 
all i, H’(X; Q) has finite rank. Letf: X + X be a map. The Lefschetz polynomial L(f, X) of 
fon X is the formal power series in t whose ith term is ( - l>iJti, wheref; is the trace of the 
map that f induces on the ith cohomology of X with rational coefficients. If X is finite 
dimensional then the Lefschetz index off can be obtained by evaluating L(f, X) at t = 1. 
In the cases that we are interested in the mapf’ is acting as an orientation preserving 
map of a closed orientable manifold of even dimension. It is a direct consequence of 
Poincart duality that L(f’, J), L(f’, Y(n, k)) and L(f’, X(n, k)) are palindromic. Perhaps 
a definition is in order. A polynomial p(t) of degree 2n is palindromic if for all i from 0 to n, 
the coefficient of t’ is equal to the coefficient of L~“-~. The algebra of such polynomials 
becomes much easier if we normalize them. If p(t) is a palindromic polynomial of degree 2n, 
then the normalization q(t) is the Laurent polynomial t-“p(t). Iff(t) is the normalization of 
a palindromic polynomial thenf(t) = a0 + %i(t’ + t-‘) where the sum ranges from i = 1 to 
n; we say the degree of f(t) is n. Notice that n is half the degree of the corresponding 
unnormalized polynomial. 
The Lefschetz polynomial c(t) of the action off’ on J is fundamental to our com- 
putations. The homology of J with rational coefficients is the exterior algebra on H1 (F ‘; Q). 
It is an easy exercise to see that c(t) is the characteristic polynomial off’ on H1(F’; Q). Let si 
be the ith elementary symmetric polynomial in the eigenvalues of a matrix in Sp(2g, Z), for 
instance so is 1, and s1 is the trace. The normalized polynomial for c(t) is given by 
d(t) = sg + Zs,_,(t’ + t-‘), where the sum runs from i = 1 to i = g. As an invariant of 
K, d(t) is commonly referred to as the Alexander polynomial of K. We will use the fact that 
Id(l)1 is the order of H,(M), in specific d(1) # 0. (If M is not a rational homology sphere 
then d(1) is zero.) 
The following propositions are of the utmost importance to us. Byf”‘(1) we mean the 
kth derivative off(t) evaluated at t = 1. 
PROPOSITION 1.4. Let f (t) be a normalized palindromic polynomial. If n is a positive integer, 
there exists a formula, that only depends on the fact that f(t) is a normalized palindromic 
polynomial for ft2”+l)(l) as a linear combination off(“)(l) where i ranges from 1 to n. This 
means that’the values of the even derivatives off(t) through degree 2n at t = 1, determine the 
values of all the derivatives off(t) through degree 2n + 1 at t = 1. It also means that if thefirst 
2n derivatives of f(t) take on the value 0 at t = 1, then so does the 2n + 1 st derivative. 
Proof By hypothesis f(t) = a0 + Zai(t’ + t-‘) where the ai are constants and the sum is 
finite. An easy computation shows 
ffk’(l) = Cai(i(i - 1) f . . (i - k + 1) + ( - l)ki(i + 1) . . . (i + k - 1)). 
It can be seen that there is an even polynomial pk(x) of degree k if k is even and degree k - 1 
if k is odd, so that the coefficient of ai in the expression for f’“‘(l) given above is pk(i). The 
proposition now follows from this fact via induction on n. 
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PROPOSITION 1.5. Suppose that f(t) is a normalized palindromic polynomial of degree g. lf 
f(“)(l) = 0 for k = 1 to g - 1 then f(2g)(1) # 0. 
Proof By hypothesis f(t) = a0 + ~Ui(t’ + t -‘) where i ranges from 1 to g. From the last 
lemma and the fact that f(t) has degree 2g we can deduce that 
f(t) = b(t112 - t-112)2g where b # 0. 
The 2gth derivative of f(t) can be written 
fc2’J’(t) = (2g!)(l/2)t-“’ + (1/2)t-3’2)2g + h(t) 
where h(1) = 0. To prove the proposition just evaluate the given formula at t = 1. 
The next theorem is the heart of this paper. The proof of Theorem 3.14 will be given in 
Section 3. 
THEOREM 3.14. There exist polynomials p(n, k) so that 
(1) p(n,k) is a polynomial of the variables x0, x2, . . . , x~(,,_~), and 
(2) p(n, k) is homogeneous of degree n - 1, and 
(3) the coefticient of xt-’ in p(n, k) is zero, and 
(4) there is exactly one monomial involving x2(,,_ 1j appearing in p(n, k) having nonzero 
coefticient and that is x~-~x~(,,_~,, and 
(5) evaluating p(n, k) by substituting dtk’(l) for xk yields n(n, k). 
(6) evaluating xop(n, k) by making the same substitutions yields u(n, k). 
Given the verity of Theorem 3.14 we are in the position to give proofs of the results that 
we claimed about fibered knots. 
THEOREM~.~. Let K be a$bered knot of genus g in a rational homology sphere M. Then 
the Alexander polynomial d(t) of K determines the n(n, k). Conversely the Alexander poly- 
nomial is determined by d(1) and the values of n(n, 1) where n ranges from 2 to g + 1. 
Proof The fact that the Alexander polynomial determines the L(n, k) invariants is 
a direct corollary of the existence of the polynomials p(n, k). Hence we will concentrate on 
showing that d(1) and the numbers n(n, 1) determine d(t). It is a consequence of Proposition 
1.4 and the fact that we know that d(t) is of degree g that d(t) is determined by d(l), 
dC2’(1), . . . d(2g)( 1). Since xZCn_ 1J only appears in a monomial of the form rx”,- 2~2(n _ 1j where 
r # 0, and since d( 1) is nonzero, if we know the values of the first 2(n - 2) derivatives of d(t) 
at t = 1, and we know n(n, 1) then we can solve for d c2n-1)(1). The result follows from 
a simple inductive argument. 
THEOREM 1.7. If K is ajbered knot of genus g in a rational homology sphere M, and X is 
its complement then for some n, 2 I n I g + 1 there exists a representation p : 7c1 (X) + SU(n) 
so that p takes the longitude of K to o. 
Proof Suppose not. Then A(n, 1) is zero for n = 2 to n = g + 1. As in Theorem 1.6 this 
determines d(‘)(l) for i = 1 to 29. By 3 of Theorem 3.14 we can see that this implies that 
d(‘)(l) = 0 for i = 1 to i = 29. Since d(t) is of degree g this contradicts Proposition 1.4. 
Some remarks are in order. The first is that if d(“)(l) is the first nonvanishing derivative 
of d(t) at t = 1 then we know that A(i + 1,l) is nonzero. The second is that if a representa- 
tion of ni(X) into SU(n) sends the longitude to wk where k is relatively prime to n, then it is 
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necessarily irreducible. Finally since the representation is forced to exist for intersection 
theoretic reasons there exists an n - 1 dimensional family of equivalence classes of irredu- 
cible representations of rci(X) into SU(n) if some J*(n, k) is nonzero. This phenomenon is 
worked out in [4]. In general it is not known if every irreducible representation of the 
fundamental group of a knot lies in an II - 1 dimensional family of representations. Hence 
the A(n, k) invariants are existence machines for large families of special unitary representa- 
tions of nr(X) that give better data than previously available techniques. 
$2. SETTING UP THE COMPUTATIONAL FRAMEWORK 
In this section we justify the computations effected in the third section. We begin by 
reviewing the results of Atiyah and Bott on the Yang-Mills equations on a Riemann 
surface. We then make the necessary adaptations for our purposes. 
Let F be a closed oriented surface. Let o be a smooth nondegenerate 2-form on F so that 
the integral of w over F is equal to 1. An almost complex structure J: TF -+ TF is 
compatible with o and the orientation on F if (i) whenever o # 0 E T,F then {v, Ju} is 
a positively oriented basis for T,F and (ii) for all u, w that are tangent vectors based at the 
same point O(U, w) = w(Ju, Jw). The space K of all smooth compatible almost complex 
structures on F is contractible in any reasonable topology. By reasonable we mean any of 
the standard topologies induced by Sobolev norms or sup norms. The reason that K is 
contractible is that it can be identified with the space of smooth sections of a bundle with 
fiber modeled on SL,(R)/SO(2). Given an almost complex structure we get an associated 
metric ds2(u, w) = w(v, Jw). Since we are working on a surface all almost complex structures 
are integrable. 
Let *:Q’(F) -+ Q’-‘(F) be the star operator associated to ds2. If v] E Q’(F) then q =fw 
for somef: F + R, and *‘I =f: Hence the star operator on two forms is independent of the 
choice of almost complex structure. By extending the star operator complex linearly to 
G’(F)@C and decomposing into eigenspaces of the extension we get a’(F) 0 C = 
Q’*‘(F) @ Q’-‘(F). The operator a:!2’(F) @ C -+ flop l(F) is obtained by following the 
complex linear extension of the exterior derivative by projection into Do3 l(F). 
Let E + F be a complex vector bundle of rank n and degree k over F, equipped with 
a hermitian metric h. Let A(n, k) denote the space of unitary connections on E and let 
GU(n, k) denote the unitary gauge group. The curvature of a connection D E A(n, k) is a two 
form D2 with coefficients in the bundle End E + F. The star operator lifts in a canonical way 
to *:Q’(End E) --v R2-‘(End E). The Yang-Mills functional sends each connection to the 
integral of the norm of its curvature over F. A connection D is critical if and only if the 
section *D2 of End E is covariant constant with respect to the connection on End E induced 
by D C2; 051. 
We now describe a classification of the critical points of the Yang-Mills functional. Let 
x E F be a basepoint. Suppose that D is a hermitian connection, then *D2 can be diagonal- 
ized in the fiber E(x) of E. If D is critical then there are restrictions on the eigenvalues of *D2, 
specifically the fiber can split as E(x), + . . . + E(x), where *D2 acts on E(X)i as multiplica- 
tion by lj = 2rtikj/nj where the kj and nj > 0 are integers satisfying Ckj = k and Cnj = n, 
kjlnj > kj+ l/nj+ 1. Furthermore since *D2 is covariant constant this splitting can be 
translated to give a splitting of the bundle E = El + . . . + E,. Let 2 denote any sequence of 
pairs of integers (nj, kj) satisfying the conditions given above. Then AE(l%) will denote the set 
of critical connections so that the splitting above is of type 1. The index of the Yang-Mills 
functional along AE(JU) is 
dl = 2x nikj - njki + ninj(g - 1) 
i>j 
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[2, $5, $71. The value of the Yang-Mills functional on AE(;I) is Z47?kf/nf. The least energy 
stratum of the Yang-Mills is A,(n, k). 
Let the group G act on the space X. Let EC + BG be a classifying space for principal 
G bundles. Then G acts freely and properly on the space X x EC. The quotient space will be 
denoted XG. We will work in cohomology with rational coefficients. The singular cohomol- 
ogy of the space XG will be called the G-equivariant cohomology of X and will be denoted 
HE(X). If G acts on X freely and properly then the map XG + X/G is a homotopy 
equivalence, hence Hz(X) is naturally isomorphic to H*(X/G). If the space X is contractible 
then the map XG + BG is a homotopy equivalence and HE(X) is naturally isomorphic to 
H*(BG). If K is a closed subgroup of G then projection induces a mapping 
EC x KX + EC x GX with fiber G/K. If G/K is contractible then this mapping induces an 
isomorphism HE(X) -+ Hz(X). 
Suppose that X is a Banach manifold and Y is a codimension d submanifold of X. 
Suppose that the normal bundle N of Y has been oriented. Suppose that G acts on X in 
a sufficiently smooth fashion and that Y is G-invariant. Then the equivariant euler class 
eG(N) of N can be defined as an element of Hd,( Y) and there is an associated Thorn-Gysin 
sequence, 
+ H%-d( Y) -;’ HE(X) + HE(X - Y) + &-d+l( Y) + 
where the map T is induced by the sequence 
II&~(Y) 2 H",(N(Y), N(Y) - Y)-+f",(X, X - Y) + H;(X) 
where the map Q, is the Thorn isomorphism. We say the submanifold Y is perfect if e,(N) is 
not a zero divisor in the G-equivariant cohomology ring of Y. In this case the Thorn-Gysin 
sequence breaks into short exact sequences, 
0 + H”,-d( Y) + HE(X) + HE(X - Y) + 0 
Atiyah and Bott prove that the Yang-Mills functional acts like a perfect Morse 
functional in GU(n, k)-equivariant cohomology of A(n, k). In specific 
(*I 
c2, §2, §7, §131. 
Since the space A(n, k) is contractible the term on the left in equation (*) is naturally 
isomorphic to H*(BU(n, k)). An analysis of the space A,(n) shows that if we split the bundle 
E as E, + E2 + . . . + E, where the splitting has type 2, and we let G(A) be the collection of 
all gauge transformations that preserve that splitting and AL(n) be the space of all critical 
connections that preserve that splitting then inclusion map A;(A) into A&) induces an 
isomorphism [2, §7,913], 
where 2 = {(ni, ki)}. 
In order to effect our computation we need to understand the homomorphisms that give 
rise to the equation above. The most expedient route to this is via Dolbeault operators. 
Given a compatible almost complex structure J let C(n, k), denote the space of Dolbeault 
operators on E. Let G(n, k) denote the complex gauge group. If D is an hermitian connection 
on E then the result of following D by projection into R’s l(E) is a Dolbeault operator. This 
defines a map OJ: A(n, k) + C(n, k),. With appropriate choices of spaces and topologies this 
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map is a diffeomorphism. The inclusion map GU(n, k) + G(n, k) with the right choice of 
spaces and topologies has closed image and the quotient G(n, k)/GU(n, k) is contractible. 
Hence the GU(n, k) equivariant cohomology of A(n, k) can be identified with the G(n, k) 
equivariant cohomology of C(n, k),. 
Given a Dolbeault operator there is a unique filtration (0) = Ee I E, I _ . . I E, = E 
by holomorphic subbundles so that for all j, Ej/Ej_ 1 is the unique maximal semistable 
subbundle of E/E,- 1. The sequence of ordered pairs { (nj, kj)) where kj is the first Chern 
number and nj is the rank of Ej/Ej_ 1 is called the type of the Dolbeault operator. If the 
bundle is semistable then the filtration is just given by E. We denote the space of all 
semistable bundles with a subscripted ss. The polygon of the type is the polygon in the plane 
with vertices by (0,O) (hi, k,), (nl + nz, kl + k2), . . . , (n, k). It is convex. Types are partially 
ordered by saying that 2 2 1’ if the polygon of 2 lies above or on the polygon of 1 in the 
plane. We denote the space of all Dolbeault operators of type A by C(L),. The collection 
C(n), forms a complex submanifold of C(n, k) having complex codimension 1/2dn. Further- 
more C(L), is invariant under the action of the complex gauge group. Finally it is easy to see 
that OJ maps A&) into C(n),. This map induces an isomorphism from the G(n, k)- 
equivariant cohomology of C(L), and the GU(n, k)-equivariant cohomology of AE(J). 
The space C(n, k)J is stratified by the C(n), where L varies over all types. To avoid 
notational confusion we denote the open stratum associated with the type (n, k) by 
C(h, Z&r. A stratum C(A), is in the closure of a stratum C(L), if and only if 1’ 2 1. A subset 
I of the set of types is said to be open if whenever ;1’ is a type and 2 2 X for some II in Z then 
A’ is in I. The union Y(Z), of all C(n), where ;1 varies over all 1 in Z is an open complex 
submanifold of C(n, k),. If 2 is a maximal element of Z then C(n), is a perfect complex 
submanifold of Y(Z), of complex codimension 1/2dl. 
There is a bundle C(n, k) over K so that the fiber over J is C(n, k),. A trivialization of this 
bundle is given by OJ: A(n, k) x K + C(n, k). The space is stratified by the sets C(n) that are 
the union of all C(L),. The space C(L) is a bundle over K with fiber C(n),. Indeed the space 
C(L) is a G(n, k) complex submanifold of C(n, k) of complex codimention 1/2dl. The 
equation (**) 
(where the J’s have been left out for notational clarity) is obtained as follows. For any 
particular dimension i, let Z(i) be the set of all 1 with dl I ii By the definition of open Z(i) is 
open. It can be seen that the inclusion map Y(Z) + C(n, k) induces an isomorphism on 
cohomology up through dimension i. Now in dimension less than i, if A is maximal in Z then 
we can use the fact that C(n) is equivariantly perfect to get, 
o --) f&,d,k,(C@)) +  Hb(n, k)( y(I)) -+ Hb,n, k)( y(z - in>) +  O. 
The equation is then obtained in dimension i by repeated application of the Thom-Gysin 
sequence removing maximal elements from the descendants of Z one at a time. The equation 
(*) is derived from (**) by using the map OJ to induce isomorphisms between the terms (**) 
and the terms in (*). 
PROPOSITION 2.1. Suppose that 4:EG(n, k) x C(n, k) + EG(n, k) x C(n, k) is a G(n, k)- 
equivariant difSeomorphism that preserves the strati$cation by types and is holomorphic on the 
jibers. Then the Lefschetz polynomial of the action 4 on the G(n, k)-equivariant homology of 
C(n, k) is given by 
L(4, C(n, k)) = L(4, C(n, 4,) + 1 tdiL(4, C(4) 
A + 01, W 
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where the terms are the GU(n, k)-equivariant cohomology of the action of qb on the indicated 
spaces. 
Proof: The proof is to follow through the proof of (*) using the Thorn-Gysin sequence 
applied to (Y(I), C(A)) keeping track of the trace of the action of 4 on the summands. If you 
have a commuting diagram 
Q-+U+V-+W+O 
of finite dimensional vector spaces and linear maps with the rows exact then the trace of 
A4 is equal to the sum of the traces of L and N. 
Next we will describe the relationship between X(n, k) and A& k)/GU(n, k). The 
construction we use here is only valid if the genus of F is greater than zero. Nonetheless the 
machinery we develop still gives the correct answers in the genus zero case. Let p: L -+ F be 
a principal U (1)-bundle over F of degree one. Since nz (F) = 0 the long exact sequence of the 
fibration gives 
0 + n,(U(l)) + xi(L) --+ xl(F) -, 1 
where rrl(U(l)) is central in 7c1(L). Let z be a generator for x1 (U(1)) that is given by a loop 
traversing U(1) in the positive direction. Let U + L be the universal cover of L. Let 
q: U + F be the map obtained by composing the covering projection with p. Let IR be the 
Lie group obtained by extending the center of nl(L) by the additive real numbers. The 
topological space underlying IR is the space Rx nl(L) modulo the relation 
(x, y) = (x - n, z”y). The bundle q: U + F is a principal l-,-bundle. 
Identify the space R(n, k) with the space of Lie group homomorphisms 
{p:IYR + U(n)Ip(z) = w”}. 
Identify X(n, k) with the quotient of this space under conjugation by U(n). It is slightly more 
difficult to understand S(n, k) in this setting. Given p: I + SU(n) we need to extend it to 
a Lie group homomorphism from rR into U(n). Let exp: R + U(n) be the map sends x to the 
diagonal matrix all of whose entries are exp(2nixln). Let p(x, y) = exp(x)p(y). Then we can 
identify S(n, k) with the space of all Lie group homomorphisms from IR into U(n) 
constructed this way. Similarly we identify the Y(n, k) with the quotient of S(n, k) under the 
action of U(n) by conjugation. 
Let Jac’ be the space of connections on L that have constant curvature. Topologically 
the space Jac’ is homeomorphic to U(1) 2g To construct a homeomorphism, choose .
a particular connection D that lies in Jac ‘. Then every connection in Jac’ is of the form 
D 0 D’ were D’ is a flat connection on bundle of degree zero. The map that associates to 
each flat connection D its holonomy gives a homeomorphism between Jac’ and X(1,0). 
The space X(1,0) is clearly homeomorphic to U(1)2g. Connections in Jac’ lift in a unique 
way to connections on q: U + F. Recall that if P + F is a principal G-bundle and p: G + H 
is a Lie group homomorphism then there is a principal H-bundle P, + F. Furthermore if 
D is a connection on P then there is a canonically defined connection p(D) on P, + F whose 
curvature is given by the change of coefficients induced by p. Fix a connection D in Jac’. 
Then there is a map X(n, J) + AE(n, k)/GU(n, k) defined as follows. Let p E R(n, k) corre- 
spond to a point in X(n, k). Use the realization of p as a homomorphism from rR to U(n) to 
form the U(n) bundle U, + F. This bundle is equivalent to the principal U(n)-bundle 
associated with E + F. Use p to take the connection D to a connection on U,. Then choose 
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some equivalence of bundles to take this to the principal U(n) bundle associated with E. 
Finally use this to induce a connection on E + F. It is easy to check that this map is well 
defined map up to conjugacy. Call the map 0 : X(n, k) -+ A&, k)/GU(n, k). Atiyah and Bott 
prove that this map is a homeomorphism [2, $51. 
We need to consider one more space. The construction above can be adapted to give 
a map Y :.lac’ x Y(n, k) -+ A,(n, k)/GU(n, k). The idea is to use the connection from Jac’ 
and the homomorphism p: rR + U(n) in the same way as above. From the theorem of 
Harder and Narasimhan the space Jac’ x Y(n, k) is homologically equivalent to the 
space X(n, k). Recall from the last paragraph that we can identify the space Jac’ with the 
space of flat hermitian connections on a line bundle of degree zero. Hence with the space 
X(1,0) of representations of rR into U(1) so that z is sent to the identity. There is a map of 
U(1) into the center of U(n) by sending each 1 x 1 matrix to the diagonal matrix whose 
diagonal entries are all equal to the entries of the 1 x 1 matrix. Using this we can send a pair 
of representations in X(1,0) x Y(n, k) to the product representation in X(n, k). This map- 
ping induces an isomorphism on rational homology. 
Next we would like to discuss the relationship between the singular cohomology of the 
quotient AE(~, k)/GU(n, k) and the GU(n, k)-equivariant cohomology of AE(n, k). The 
action of the gauge group on A,(n, k) has kernel, exactly the covariant constant central 
gauge transformations. It can be seen that the map A,(n, k) x GUcn,kJEGU(n, k) --t 
A&, k)/GU(n, k) is a trivial fiber bundle with fiber BU(1). This implies that the equivariant 
cohomology of the stratum is the tensor product of the cohomology of A&, k)/GU(n, k) 
with the cohomology of BU(1). 
Iff’ : F’ + F’ is the homeomorphism of interest then we can add a disk to the boundary 
of F ’ to get a closed surface F and then extendf’ to a homeomorphism of F. We can assume 
[9] thatfis smooth and has the property thatf*o = o. We can liftfto a bundle mapping 
4 : E + E that covers f on the surface and preserves the hermitian metric on F. This lift is 
unique up to gauge equivalence. It induces a mapping 4:A(n, k) + A@, k). Notice that since 
it covers a map that preserves the volume form the map 4 preserves the critical strata of the 
Yang-Mills functional. 
Let H be a separable Hilbert space that is not locally compact. The Grassmann manifold 
of n-planes, BGl(n), consists of all closed subspaces of H of codimension II. Let EGl(n) be the 
space of all continuous linear surjective maps L:H -+ c”. There is a map, 
p: EGl(n) + BGl(n) 
given by sending each L to its kernel. There is a right action of Cl(n) on EGE(n) given by post 
composition. This makes p: EC/(n) + BGl(n) into a classifying principal Cl(n)-bundle. By 
restricting the action to U(n) we get p’: EGl(n) + BU(n) which is a classifying principal U(n)- 
bundle. There are canonical n-plane bundles y. + sU(n) and yn + BGl(n) the fiber of y. over 
a point [L] is the subspace of H that is perpendicular to the kerL. The innerproduct on 
H induces a hermitian metric on y,,. 
Let EG(n, k) = L(F x H, E), the space of continuous fiberwise surjective bundle maps 
from F x H to E that cover the identity map on F, given the compact open topology. Let 
BG(n, k) = Map,(F, BGl(n)). The projection map p: EC@, k) + BG(n, k) is given by sending 
every map to the function that associates to each point of F the equivalence class of linear 
maps that have the same kernel. There is a right action of G(n, k) on EG(n, k) by post 
composition. Clearly the orbits of this action are the same as the fibers of the projection. If 
we restrict the action of G(n, k) to GU(n, k) then we get a quotient BGU(n, k). It is easy to see 
that BGU(n, k) can be identified with Map,(F, BU(n)) the space of all maps of F to BU(n) 
that induce a bundle of degree k. 
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PROPOSITION 2.2. There exists an actions of 4 on A(n, k) x aLlca, k,EG(n, k), 
A(n, k) x cLr(n, kJ EG(n, k) x K and on C(n, k) x G(n,kjEG(n, k). These actions commute with 
respect to the map 
0.t: A@, 4 x G”(,,, $G(n, 4 x K -+ Ch 4 x Gcn, kjEG(n, 4 
induced by OJ. If we restrict 4 to AE(A) x au(n,kJEG(n, k) then the natural projection 
AE@) X ae(n,~EG(n, k) + A&)/GU(n, k) commutes with the actions of 4 defined on those 
spaces. 
Proof: We let 4 act by pullback in each of the entries before taking the quotients under 
the group actions. Since G(n, k) and GU(n, k) act by post composition this mapping is 
G(n, k) and GU(n, k) equivariant and induces a maps on A(n, k) x Gu(n,,,EGU(n, k) x K and 
C(n, k) x G(,,tjEG(n, k). Since the actions are defined by pullback the maps commute with 
O.,. Since the mapf preserves the form w on F, the map 4 preserves the critical strata of the 
Yang-Mills functional. Hence there is a well defined action of 4 on A&) x GU(n,kJEG(n, k). 
Finally since 4 acts on AE(2)/GU(n, k) by pullback of connections the actions commute with 
projection. 
PROPOSITION 2.3. The GU(n, k)-equivariant Lefschetz polynomial of 4 satisfies 
L($, A(n, k)) = L(4, A&, k)) + 1 tdAL(4, A&)) 
1 # (k. n) 
Proof. The map 4 induced on C(n, k) x G(n,k)EG(n, k) satisfies the hypotheses of Prop- 
osition 2.1. Since the map OJ takes the action 4 on A(n, k) x a”(n,k)EG(n, k) x K to the 
action on C(n, k) x G(n,k) EG(n, k) the equation is obtained by pulling back all the terms of 
the equation in Proposition 2.1 back to corresponding terms using A(n, k). 
PROPOSITION 2.4. The Lefschetz polynomial of the action of 4 on H,$@&(Az(n, k)) is the 
product of the Lefschetz polynomial of 4 on H*(AE(n, k)/GU(n, k)) and (1 - t’)-‘. 
Proof The space A(n, k) x ap(,,f)EGU(n, k) is a trivial fiber bundle over 
AE(n, k)/GU(n, k) with fiber homotopy equivalent to BU(1). By Proposition 2.1 the map 
4 acts as a bundle mapping. Hence the Lefschetz polynomial of the mapping 4 is the 
product of the Lefschetz polynomial of the action of 4 on the base A&, k)/GU(n, k) and the 
Lefschetz polynomial of the action of 4 on the fiber (where we use a trivialization of the 
bundle to identify the homology of the fiber). The action of 4 on the cohomology of the fiber 
is the identity map, hence the second term. 
PROPOSITION 2.5. The Lefschetz polynomial of the action off’ on H*(X(n, k)) is the same 
as the Lefschetz polynomial of the action of 4 on H*(A& k)/GU(n, k)). 
Proof: From the theorem of Harder and Narasimhan [6] it is easy to see that the 
Lefschetz polynomial off’ on X(n, k) is the same as the Lefschetz polynomial off’ on 
J x Y(n, k). Since the action of 4 on A,&, k)/GU(n, k) is by pullback, and this has the effect 
of pulling back monodromy, the map Y from J x Y(n, k) to A,(n, k)/GU(n, k) intertwines 
the actions off’ and 4. 
PROPOSITION 2.6. The Lefschetz polynomial of $J on HE”{,, kj(AE(IZ)) where I = 
(n,, k,), . . . , (n,, k,) is the product of the Lefschetz polynomials of the action of 4 on the 
cohomoloqy groups H&t,, k)(Adni, ki)). 
TOP 32:1-I 
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ProoJ: The isomorphism 
is given by a choice of a splitting El + . . . + E, of the bundle E. The map 4 can be chosen to 
preserve this splitting. Since the map 4 acts on both sides by pullback it commutes with the 
isomorphism. 
93. COMPUTATIONS 
The goal of this section is to analyze the properties of the J(n, k) invariants. I begin by 
reminding the reader of the definitions of the quantities involved. I then do two computa- 
tions that are necessary to effect an inductive procedure for computing the n(n, k) invariants. 
After that I work low rank examples of the quantities involved. Finally an inductive analysis 
of the properties of the n(n, k) invariants needed to prove Theorem 3.14 is given. 
Dejnition 3.1. Recall that c(t) denotes the Lefschetz polynomial of f’ on J, and 
d(t) = tw8c(t) denotes the normalized Lefschetz polynomial off’ on J. Let Q(n) denote the 
Lefschetz polynomial of the action off’ on BGU(n, k). We do not include a k in the notation 
because the polynomial is independent of k. Let Q(n, k) denote the Lefschetz polynomial of 
the action off’ on the GU(n, k)-equivariant cohomology of the action off’ on AE(n, k). If 
A=(nl,kl), . . . , (n,, k,) is a type then denote the Lefschetz polynomial of the action of f’ on 
A&) by Q(n). From Proposition 2.6, we have that Q(1) = Q(nl, k,)Q(n,, k,) . . . Q(n,, k,). 
Recall that 
dl = 2 C (njki - nikj + ninj(g - 1) 
j>i 
where i, j range from 1 to r and as indicated j > i. 
Let M(n, k) denote the Lefschetz polynomial of the action off’ on X(n, k). By Proposi- 
tion 2.4, M(n, k) = (1 - t’)Q(n, k). Let L(n, k) be the Lefschetz polynomial off’ on Y(n, k) by 
[6], L(n, k) = M(n, k)/c(t). Let 
N(n, k) = t(n2(1-g))M(n, k) 
be the normalized Lefschetz polynomial off’ on X(n, k) and let 
I(n, k) = t(n2-1)(1-@)L(n, k) 
be the normalized Lefschetz polynomial off’ on Y(n, k). The work of Atiyah and Bott then 
gives us the following equation (3.2) 
Qh 4 = Q(n) - 1 td'Q(%) 
1 
(3.2) 
This equation needs to be broken up into a more useful form. 
De$nition 3.3. The signature a(n) of the type i is the sequence of ranks of the bundles in 
a splitting of type 2. For instance if I = (nl, k,), . . . , (n,, k,), then a(n) is the sequence 
(nl,. . . , n,). For a bundle of rank n there are 2”-’ signatures. We single out two signatures 
that are trivial. The first which we denote co is the signature consisting of a single n. The 
second is the signature, which we will denote cl, that consists of all 1’s. The other signatures 
will be called the nontrivial signatures, number them bi where i ranges from 2 to 2”-’ - 1. 
We use the notation a(n) = oi to mean that the signature corresponding to the type % is oi. 
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Breaking the sum (3.2) up by signatures yields 
Qh 4 = Q(n) - c 1 td'Q(4. (3.4) 
i=l a(d) = 0, 
The formal power series Q(n, k) only depends on k mod n. Hence each of the sums over 
a signature can be decomposed according to the residue classes of the ki mod ni. These series 
can be summed as geometric series. Hence equation (3.4) allows for the computation of 
Q(n, k) if all Q(ni, r) are known with m < n. Since there are only finitely many such Q(m, r) 
this gives an algorithm for computing the polynomials Q(n, k). In order to effect this 





(1 - P) n (1 - Pi)2 
i=l 
ProoJ: In order to compute the Lefschetz polynomial off’ on H*(BGU(n, k)) we will 
factor the space BGU(n, k) into a product. Recall that 
BGU(n, k) = Mapk(F, NJ(n)). 
It is easy to see that Map,(F, NJ(n)) is a connected component of Map(F, BU(n)). Hence it 
is germane to try to understand the action off on the cohomology of Map(F, BU(n)). The 
rational cohomology algebra of BU(n) is a polynomial algebra on the Chern classes of the 
U(n)-universal bundle over BU(n). There is a map C: BU(n) + lX(Z,2i), where i ranges 
from 1 to n, induced by the Chern classes of EGl(n), and it induces a map 
Map(F, BU(n)) + Map(F, IIK(Z2i)). 
This map is a rational homotopy equivalence [ll, exp # 31. The action of f’ on 
H*(Map(F, BU(n))) induced by precomposition obviously commutes through the isomor- 
phism induced by the Chern classes with the action on H*(Map(F, llK(Z, 2i))) induced by 
precomposition. Hence we have reduced our problem to understanding the action off’ on 
H*(Map(F, llK(Z, 29)). Since Map(F, llK(Z, 2i)) = IIMap(F, K(Z, 2i)) we can compute 
the action off’ by first computing its action on H*(Map(F, K(Z, 29)) and then taking the 
tensor product. Throughout the rest of this proof if we do not indicate the coefficient group 
then we are working with integer coefficients. 
There is a theorem of Thorn that is essential here [ll, exp. # 31. It implies that 
Map(F, K(Z, 2i)) is homotopy equivalent o 
2i 
n K(H2i-P(F), p). 
p=o 
To use this theorem we need to understand the homotopy equivalence xplicitly. We will 
use 1, to denote the fundamental cohomology class in H”(K(Z, 2n)) corresponding to 
a homomorphism a,(K(Z, n)) = Z. Also to make the notation more readable we will 
sometimes denote Map(F, K(Z, 2i)) by M2i. Let ev:MZi x F -+ K(Z, 2i) be the evaluation 
map. To construct the required homotopy equivalence we need to study the cohomology 
class cv*(Zzi)* Since the cohomology of the spaces involved is torsion free [2,11, exp. # 33 we 
can make the natural identification 
H*‘(Mzi x F) = C HP(M, H2i-P(F)). 
P 
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Let (eU*(Zzi))p be the decomposition of eU*(lzi) induced by the direct sum decomposition 
above. Since pth cohomology with coefficients in Hz’-P(F) is represented by 
CM, K(ZZ2i-p(F), p)] there exist homotopy classes [Z,(2i)] of maps from M to K(ZP’-P(F) 
corresponding to the classes (eU*(Z2i))p Let 1,(2i) represent he homotopy class [1,(2i)]. The 
map 
Zzi = n Zp(2i): M*i --* n K(H2i-P(F), p) 
P P 
is the desired homotopy equivalence. There is an obvious action off’ on K(ZZ*‘-P(F), p) 
induced by the action of f’ on H 2i-P(F). This induces an action of f’ on 
H*(IIK(H 2i-P(F), p)). I claim that this action and the action off’ on H*(Map(F, K(Z, 2i))) 
commute with the isomorphism induced by Z2i. 
Letf’ x Id, Id xf’ : Map(F, K(Z, 2i)) x F -+ Map(F, K(Z, 2i)) x F, be the maps obtained 
by crossing the respective actions off’ with the identity map on the other factor. Notice that 
eu(f’ x Id) = eu(Zd xf’). Hence 
(*) ( f’ x Zd)*eu* (/?J = (Id xf’ )*eu* (&). 
Let f; denote the action off’ on HP(M; H 2i-p(F)) by given by the action off’ on M. Let 
f; denote the action off’ on HP(M; H 2i-p F ( )) induced by the action off’ on the coefficients. 
Equation (*) implies that f; (eu* (z,Jp) = f; (eu* (l,Jp). This implies that precomposing [Z,(2i)] 
with the map induced by the action off’ on M, and postcomposing [Z,(2i)] with the map 
induced by the action off’ on Hziep (F) yields the same result. Since the choice of 
representatives of the homotopy classes [Z,(2i)] is invisible on the cohomology level this 
implies the two actions off’ on cohomology commute with Z2i. 
Let’s first look at Map(F, BU(1)). By the preceding discussion this is the same as 
Map(F, K(Z, 2)) which by Thorn’s theorem is 
K(H*(F), 0) x K(H’(F), 1) x K(H’(F), 2). 
The first factor is Z, and corresponds to the first Chern class of the induced bundle. Hence 
we can identify Map,(F, BU(1)) with 
K(H’(F), 1) x K(H’F), 2). 
The first term can be identified with the Jacobian of F with the obvious action off’, the 
second term can be identified with CP( co) with the trivial action of f. Hence 
Q(1) = c(t)/(l - t*). 
For Map (F, K(Z, 2i)) with i > 1, there is only one connected component. It is easy to 
see that the Lefschetz polynomial off’ is c(t*‘-I)/(1 - t*‘-*)(l - t*‘). Multiplying the 
resulting polynomials together to get a formula for Q(n) yields the desired result. 
PROPOSITION 3.6. Q(l, k) = c(t)/(l - t*). 
Proof The space A(1, k) is contractible, therefore A(1, k) x GU(I,kJEGU(l, k) is a per- 
fectly good model for BGU(n, k). A straight line homotopy using the Green’s operator 
shows that A,(l, k) is a GU(1, k)-equivariant strong deformation retract of A(1, k). Further- 
more the action of 4 on A,(l, k) is just the restriction of its action on A(1, k). This implies 
the desired result. 
We are now in a positon to compute Q(2, k) for all k. Since Q(n, k) only depends on 
k mod n, we only need to compute Q(2,O) and Q(2, 1). We will begin with Q(2,O). There are 
only two signatures for this computation, co = (2) and o1 = (1, 1). In the figure below we 
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have pictures of typical 2 corresponding to these signatures. In fact there is only one A of 





(1.0) , (1.--a) 
Plugging into the formula for dA we get that if ;1 = (1, k), (1, - k) then dA = 2g - 2 + 4k. 
This leads us to the formula 
Q(2,O) = Q(2) - 5 t2g-2+4kQ((1, k), (1, - k)) 
k=l 
c(tW) 
= (1 - t2)(1 - P) 
_ pg-2 
kgl t4k & 
c(tW) t2g+2C(t)2 
= (1 - t2)(1 - t4) - (1 - t’)‘(l - t”) 
A similar computation leads to 
c(t)c(t3) - t29c(t)2 
Q(2,1) = t1 _ t2)2(l _ t4) . 
We summarize this in a proposition. 
PROPOSITION 3.7. If k is even then 
QC k) = 
c(t)c(t3) - t2g+2C(t)2 
t1 _ t2)2(l _ t4) . 
If k is odd then 
c(t)c(P) - Pgc(t)2 
Q@,k) = (I _ t2)2(1 _ t4) . 
Let us now proceed to the computation of Q(3, 1). In this case the signatures are (3), 
(2, l), (1,2) and (1, 1, 1). We show representatives of types corresponding to each of these 
signatures below. 
Here is a table giving admissible types corresponding to each signature, and giving the 
value of dA for each type. 
Signature Types 
(3) (391) 0 
(2, 1) (2, k), (1, 1 - k)k/2 > 1 - k, k > 0 4g - 8 + 6k 
(1, 2) (1, k)(2, 1 - k)k > (1 - k)/2, k > 0 4g - 6 + 6k 
(1, 1, 1) (1, a), (1, b), (1, 1 - a - b), 
a>b>l-a-b,a>l 6g - 10 + 8a + 4b. 
136 Charles Frohman . 
/’ . LLL V I I I 
(3.1) 
(2,a) ) Il. 1-a) 
- . 
(>, . 





I I I 
tl,O) , (1.b) , ll,l-o-b) 
Summing by type we get the following formula 
m 
Q(3,l) = Q(3) - 1 t4e+6k-8Q(2, k)Q(l, 1 - k) - f t48+6k-6Q(1, k)Q(2,1 - k) 
k=l k=1 
_ GE2 ,>;ca,, t68+*“+4b-l’J Q(4 4QU, 4QK 1 - a - @. 
Decomposing the sums into geometric series, summing them and then collecting like 
terms we get, 
c(t)c(P)c(P) t+-2(1 + tZ)c(t)2c(t3) t6a-2c(t)3 
Q(39 l) = (1 - t2)2(1 - t4)2(1 - P) - (1 - t2)3(1 - t‘+)(l - P) + (1 - t2)3(1 - t‘y ’ 
We can now write down formulas for M(2, l), L(2, l), M(3, l), 1543, l), N(2, l), Z(2, l), 
N(3, l), and Z(3, 1). 
PROPOSITION 3.8. The following formulas hold. 
(4 M(2, 1) = 
c(t)c(t3) - t2Q(t)2 
(1 - t’)(l - P) 
c(t3) - tQc(t) 
(b) L(2, 1) = (1 _ t2)(1 _ t4) 
c(t)c(P)c(P) t4”-2C(t)2C(t3) t6g-2C(t)3 
(‘) M(37 ‘) = (1 _ t2)(1 _ t4)2(1 _ t6) - (1 _ t2)3(1 _ t”> + (1 _ t2)2(1 _ t4)2 
c(t3)c(t5) t4@c(t)c(t3) 
(d) L(3’ ‘) = (1 _ t2)(1 _ t4)2(1 _ t6) - (1 _ t2)3(1 
t@- 2 c(t)2 
- P) + (1 - tf)2(1 - ty 
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d(t)d(t3) - d(Q2 
(e) NV, 1) = (t-l 
- t)(t-2 - 2) 
(f) 
d(t3) - d(t) 
1(2, 1) = p-1 _ t)(t-2 _ t2) 
(g) N(3, 1) = 
d(t)d(t3)d(t5) d(t)‘d(t3) d(03 
tt-l _ t)(t-2 _ t2)2(t-3 _ t3) - (t-l - t)3p-3 - t3) + (t-1 - t)2(t-2 - t2)2 
(h) I(39 1) = (t_l 
d(t3)d(t5) d@)d(t3) d(02 
- q(t-2 - ty(t-3 - t3) - (t-1 - t)3(t_3 - t3) + (t-1 - t)2(t_2 - t2)2’ 
We would now like to use these formulas to compute 1(2, 1) and 1(3, 1). We will begin 
with A(2, 1). We know that L(2, 1) is a polynomial of degree 6g - 6. Hence it takes on a finite 
value at t = 1. Normalizing L(2, 1) does not change its value at t = 1. Notice that the 
denominator of Z(2, 1) has a zero of order two at t = 1. Hence we must use L’Hospital’s rule 
twice in order to evaluate it there. Using the fact that d’(1) = 0 the resulting answer is 
(1/2)d”( 1). Notice that this is the same as Casson’s invariant for knots. Although we have yet 
to define the p(n, k) we do not feel that it is out of line to give the formula ~(2, 1) = (1/2)x2. 
Now let’s check out the value of ;1(3, 1). Since L(3, 1) is a polynomial function it has 
a finite value at t = 1. Normalizing to get 1(3, 1) we do not change the value at t = 1. Notice 
that the denominator of each fraction in our expression for Z(3, 1) has a zero of order four at 
t = 1. Hence we must use L’Hospital’s rule 4 times in order to evaluate. First let’s factor out 
the zero at t = 1 from the denominator. 
I(32 1) = @_’ 
1 d(t3)d(t5) d(Od(t3) dW2 
- ty (t-l + t)2(t-2 + 1 + t2) - t-2 + 1 + t2 + (t-l + ty . 
Now applying L’Hospital’s rule 4 times, and using the facts that d’(1) = 0 and 
- 3d”‘(l) = d”(l), we get that 
1(3, 1) = & {d’“(l)d(l) + 3d”(l) - 12d”(l)d(l)). 
Therefore 
p(3,1).= & (x0x4 + 3x1 - 12x0x2}. 
The most striking thing about the formula’s derived from the normalized Lefschetz poly- 
nomials is their independence from the genus of the surface F. Although it is relatively easy 
to analyze the formula’s involved inductively to see that this is always the case, it would be 
nice to have a conceptual reason why this is true. 
Notice that if 1(2, 1) = 1(3, 1) = 0 then d”(1) = 0 and d’“(1) = 0. If K is of genus two this 
is impossible. This computation leads to the conjecture that Theorem 1.7 is true. Another 
point to note is that the reduction mod 2 of both A(2, 1) and 1(3,1) yields the Arf invariant. 
The next goal is to prove the existence of the polynomials p(n, k). We will begin by 
formalizing the notions involved. Let P[t] denote the set of palindromic polynomials in the 
variable t with integer coefficients. Let NP[t] denote the set of normalized palindromic 
polynomials in the variable t with integer coefficients. There is a map P[t] + NP[t] defined 
as follows. If p(t) is a palindromic polynomial of degree 2g then p(t) + t-“p(t), the corre- 
sponding normalized palindromic polynomial of degree g. The map is a one to one 
correspondence. 
We can view n(n, k) to be a function from P[t] to the integers defined as follows. It is 
defined to be L(n, k) evaluated at t = 1, where we derive L(n, k) from c(t) E P[t] by 
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computing the formal power series Q(n, k) corresponding to c(t) then taking 
Un, k) = ((1 - t2)lc(4)Q(n, 4. 
Since L(n, k) is a palindromic polynomial it is only natural to work with its normaliz- 
ation 
Z(n, k) = t- @‘- l)(e- I’+, k). 
Normalization does not change the value of a polynomial at t = 1, hence to compute A.@, k) 
we must compute the value of Z(n, k) at t = 1. To take this one step further we will work with 
the rational function 
NQ(n, k) = t-n2(g-1)Q(n, k). 
We have the formula 
M(n, k) = (‘f,, ‘) NQ(n, k). 
We would like to view A(n, k) as a function from NP[t] to 2. In order to do this we 
rework out the formula for NQ(n, k) so that we can compute it using d(t). Let q(n, k, g) be the 
polynomial in the variables Y,, Y3, . . . y2,, _ 1 with coefficients in the ring of formal power 
series in the variable t, so that the substitutions Yi = c(t’) yield Q(n, k). We include the g in 
the notation for q(n, k, g) to emphasize its dependence on g. For small n we now list 
formula’s for the q(n, k, g). 
If k is odd, 
YlY3 - r2gY: 
q(2, k, 9) = (1 _ t2)2(1 _ t4)’ 
If k is even, 
YlY3 - t2g+2Y: 
a k, 9) = (1 _ t2)2(1 _ t4)’ 
Let Nq(n, k) be the polynomial in the variables zl, z3, . . . , zZn_ 1 obtained from multi- 
plying q(n, k, g) by t-“2(g- ‘) and replacing each occurrence of a variable Yi by t”zi. Clear 
from the definition of Nq(n, k) that when we substitute d(t’) for each Zi that the result is 
NQ(n, k). Here are some low rank examples of Nq(n, k). First 
NdL k) = (t_ f’_ t). 
If k is even then 
Nq(2, k) = (t_ lz1z3 2- t2z’ 
- t) (t-2 - t2)’ 
If k is odd then 
Nq(2, k) = (t_l “‘;-z,: 
- t) (t- - t2)’ 
We do not include g in the notation for the Nq(n, k) to emphasize the fact that Nq(n, k) 
does not depend on g. This is immediate once we translate the method for computing Q(n, k) 
into a method for computing Nq(n, k). We define 
Nq(4 = 
ifJ 4t2’- ‘) 
n-l 
(t-n _ p) n (t-i _ ti)*’ 
i=l 
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Next if L is an r-tuple (nl, k,), . . . , (n,, k,), define, 
eA = 2 1 nikj- njki. 
i>j 
Finally if 1 is the r-tuple given above let 
N&V = fi Nq(ni, ki)- 
i=l 
Now translating equation (3.4) into our new terms, and recalling that the sum is only 
over types that are admissible with respect o (n, k) we get, 
2”-1 
Nq(n, k) = Nq(n) - c c Pq(A). 
i=l o(l)=ai 
(3.9) 
The reader should be able to trace the definition of Nq(n, k) back to the definition of 
Q(n, k) so as to derive this formula. The formula (n, + . . . n,)’ = Znf + 2Zninj, where the 
first sum is from 1 to r and the second is over pairs i andj with i > j, will come in handy. This 
gives an iterative procedure for computing Nq(n, k). 
PROPOSITION 3.10. 
(a) Zfk is equivalent to k’ module n then Nq(n, k) = Nq(n, k’). 
(b) The Nq(n, k) are homogeneous polynomials of degree n in the variables 
21, z3, . . . > zzn-1, with coeficients in rational functions in the variable t. 
(c) The Nq(n, k) do not depend on g. 
(d) The polynomials Nq(n, k) are all divisible by zl. 
(e) Nq(n) andfor each i, 1 < i I 2R-’ - 1, 
have poles of order at most 2n - 1 along the locus t = 1. 
Proof: Part (a) follows from the corresponding assertion for Q(n, k). All of the assertions 
(b)-(d) are immediate after an inductive analysis of equation (3.9). We will concentrate on 
part (e). By part (b) we can view Nq(n) and 
1 fW4 
a(d) = CT, 
as rational functions in the variables t and Zi. Since the two functions are actually 
polynomial in the variables zi it makes sense to ask what the degree of their poles along 
t = 1 is. The statement hat Nq(n) has a pole of order 2n - 1 along the locus t = 1 is 
immediate from its definition. To show that 
c t%(n) 
a(l)=ai 
has a pole of order at most 2n - 1 we will argue by induction on n where the inductive step 
is based on a comparison with the geometric series. The proposition is obviously true for 
n = 1. If 1 = (n,, k,) . . . , (nrr k,) is a type corresponding to the signature Ci then 
kIlnI > kzfnz >. . . > k,/n, and 
k = i ki and n = i ni. 
i=l i=l 
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Define an associated sum by choosing A to be an extremely negative integer and taking 
the sum over all I tuples A with type Gi with ki 2 A for i = 1 to I - 1 and with 
i=l 
This associated sum will have a pole of order at least as great as the order of the pole of 
along t = 1. Now decomposing the associated sum 
f f . . . f PNq(1) 
kl=A kz=A k,-,=A 
according to the residue classes of the ki mod ni yields n1n2 . . . n,_ 1 terms to be summed. 
Each of these terms can be summed according to the rules for summing geometric series. We 
get sums of the form Nq@)f(t) wheref(t) has a pole of order I - 1 at t = 1. By the inductive 
hypothesis Nq(i) has a pole of order at most 
along the locus t = 1. Summing the two estimates yields the desired result. 
The next proposition discusses the rational functions NQ(n, k). We can think of NQ(n, k) 
as a function whose domain is NP[t] and whose range is rational functions in the 
variable t. 
PROPOSITION 3.11. 
(a) NQ(n, k) does not depend on g. 
(b) If n and k are relatively prime then NQ(n, k) has a pole of order at most 1 at t = 1. 
(c) If n 2 2 then NQ(n, k) has a pole of order at most 2n - 2 at t = 1. 
(d) n(n, k) is - 2/d(l) times the coejicient of (t - l)-’ in the Laurent expansion of 
NQ(n, k) at t = 1. 
Proof: Part (a) follows from part (a) of Proposition 3.10 and the fact that NQ(n, k) is 
obtained from Nq(n, k) by substitution. Parts (b) and (d) follow from the fact that 
I(n 
7 
k) = @ - ’ - t, 
d(t) 
NQh k). 
We will concentrate on proving part (c). The proof is an inductive argument based on 
comparing the order of the pole to the order of the pole of a geometric series, much like the 
proof of part (e) of Proposition 3.10, although more intricate. 
The proposition for n = 2 is true by inspection. Hence we will assume that the 
proposition is true for all NQ(m, r) with 2 I m c n, and prove the verity of the proposition 
for NQ(n, k). 
If d(t) is a normalized palindromic polynomial then we can write d(t) = d(1) + d,(t) 
where d,(t) is a normalized palindromic polynomial that takes on the value 0 at t = 1. Since 
Nq(n, k) is homogeneous of degree n in the Zi if we evaluate Nq(n, k) on d(1) + d,(t), we can 
write the result as a sum of terms gotten by expanding the products of d(1) + d,(t’). Since 
Nq(n, k) has a pole of order at most 2n - 1 along t = 1, and because d,(t’) has a zero of 
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order at least 1 at t = 1, the terms in our sum that do not correspond to products of d( 1) can 
have poles of order at most 2n - 2 at t = 1. Hence to prove the result we must only prove it 
for those NQ(n, k) obtained by evaluating Nq(n, k) on constants. Once again appealing to 
the fact that the Nq(n, k) are homogeneous of degree n in the Zi we only need to show that 
the proposition is true when we evaluate iVq(n, k) on d(t) = 1. 
As before, will call a signature nontrivial if it is not the signature n not the signature 
consisting of all 1’s. There are only two terms on the right hand side of equation (3.9) that do 
not correspond to nontrivial signatures. Specifically 
Nq(n) and c PNq(1). 
a(d) = b, 
If a signature ci is nontrivial, then the inductive hypothesis along with a comparison 
with a geometric series, just as in Proposition 3.10, shows that the order of the pole of 
evaluated on d(t) = 1 at t = 1 is at most 2n - 2. Hence to prove the proposition true we 
must show that 
Nq(n) - c f~~~Nq(;i(k)) 
u(W)=u: 
has a pole of order at most 2n - 2 at t = 1 when we evaluate on d(t) = 1. We use the 
notation A(k) in denoting our types to indicate that we are summing over types that are 
admissible for a bundle of degree k. 
By part (b) of this proposition, if (n, k) = (n, 1) then NQ(n, k) has a pole of order at most 
1 at t = 1. Taking the difference Nq(n, 1) - Nq(n, k), evaluating at d(t) = 1, canceling 
identical terms, and the terms that we know to have poles of order less than or equal to 
2n - 2 by the previous argument yields the following expression which we call (*). 
@-l _ t)-” c fh” -(t-l -t)_” c t- 
a(A(k))=m @(A(k)) = o I
We remark that since NQ(n, k) only depends on the residue class of k mod n we can assume 
that k > 1. 
In order to make the estimates we desire we must unwind the definitions far enough to 
understand the sum in a simpler form. If I(k) is an admissible type of signature cl then 
A(k) = (44, (44, . . . (1, a,) where a, > a2 > . . . > a, and 
II-1 
a,=k- C ai. 
i=l 
Using the fact that we are dealing with types of signature g1 we can derive the following 
formula 
n-l 
cl(r) = nk + c 4(n - i)& 
i=l 
Putting these conditions together we can break (*) into two terms. The first term is a sum 
over all ~1 > a2 > . . . > CZ,_~ > k - XCai, and the second sum is over all 
a,>~~>... > a,_ 1 with k - bi 2 (I,_ 1 > 1 - ZUi. We get the following 
ft-’ _ ,)-.C(tnk-l _ l)+ _ (t-1 - t)-“1 fw. 
The first sum in the expression above consists of (1 - t”‘- ‘) times a quantity that we know 
has a pole of order at most 2n - 1 at t = 1. Since k > 1 and n > 1 we have that the first term 
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has a pole of order at most 2n - 2 at t = 1. The second term has a,_ I restricted to taking on 
k values determined by a,, . . . , anp2 hence we can majorize the second term by a product 
of n - 2 geometric series. Since (t - ’ - t)-” has a pole of order n at t = 1, we have bounded 
the order of the pole of the second term above by 2n - 2. This completes the argument. 
We are now ready to introduce the polynomials p(n, k). We only define the polynomials 
p(n, k) when n and k are relatively prime. In order to do this we would like to formalize our 
use of L’Hospital’s rule. We can rewrite equation (3.9) as 
1 
2”-‘_1 
Wn, k) = (t- 1 _ t)2n- 1 (t-l - t)2”-‘Nq(n) - C (t-’ - t)2”-’ 1 t’*Nq(A) . 
i=l a(l) = oi 
By Proposition 3.10 each of the terms (t- ’ - ,)2n- ’ Nq(n) and 
(t-l - Q2”-’ c PNq(1) 
u(1) = 0, 
is regular along the locus t = 1. Hence when we evaluate these terms on d(t) we get functions 
that are regular at t = 1. Using Taylor’s theorem and formally differentiating the d(t’) using 
the chain rule, we can expand these sums at t = 1. By Proposition 3.11 we are interested in 
- 2/d(l) times the coefficient of (t - l)-’ in the Laurent expansion of NQ(n, k) at t = 1. 
This is obtained by taking the coefficient of (t - 1) 2”-2 in the Taylor expansion at t = 1 of 
the result of evaluating the expression in brackets above and multiplying by the coefficient 
of (t - 1)’ -2n in the Laurent expansion of the first factor at t = 1, and then multiplying 
by - 2/d(l). 
We obtain the polynomials p(n, k) by taking the expression derived above and replacing 
occurrences of the ith derivative of d(t) evaluated at t = 1 by Xi, and finally using the 
identities relating the derivatives of a normalized palindromic polynomial at t = 1 to 
eliminate the Xi with i odd. The resulting p(n, k) yield A(n, k) when evaluated by setting 




The polynomial p(n, k) is homogeneous of degree n - 1 in the variables 
x0, . . . 3 X2@-1). 
The only monomial involving x2(“_ 1) with nonzero coefJicient that can appear in p(n, k) 
is X~-~X~(_ 1). 
Proof: Part (a) follows from the facts that Nq(n, k) is homogeneous of degree n in the 
variables zi and divisible by zo, combined with Taylor’s theorem and the product rule. Part 
(b) follows from the more general fact that is derivable from Taylor’s theorem and the 
product rule, that if a monomial 
appears in p(n, k) then the sum of the products m(i)j(i) must be less than or equal to 2(n - 1). 
PROPOSITION 3.13. 
(a) The coeficient of x”,- ’ in p(n, k) is zero. 
(b) The coeficient o~x~-~x,~,_ 1) in p(n, k) is nonzero. 
Proof: First we prove part (a). Since p(n, k) is homogeneous of degree n - 1 in the 
variables Xi part (a) is equivalent o the statement hat when p(n, k) is evaluated by setting 
UNITARY REPRESENTATIONS OF KNOT GROUPS 143 
x,, = 1 and all other xi equal to zero, the result will be zero. This is equivalent to computing 
the Lefschetz number off’ on the space AE(n, k)/GU(n, k) when F has genus zero. Since 
every Einstein Hermitian bundle over the two sphere splits as a direct sum of line bundles 
the moduli space for n and k relatively prime is empty. Hence the Lefschetz number is zero. 
We now prove part (b). Let Y be the coefficient of d(l)“- l d’z”-2’(1) in the 2(n - 1)th 
Taylor coefficient of the expansion at t = 1 of the result of evaluating 
p-1-l 
(t-l -q-1 ivq(n) - (t-l - t)2”-’ i:l ,&_ t’2Nq@) 
by setting all Zi equal to d(t’). The quantity r is not the coefficient of xE-2x2n-2 in p(n, k), but 
if we multiply r by - 2/.z0 and the coefficient of (t - 1)le2” in the Laurent expansion of 
(r-i - r)‘-2” at t = 1 then we will get the coefficient of xt-2~2n_2 in p(n, k). Thus if we 
prove that r is nonzero then we will have proved the required result. 
1 Let r(n) be the coefficient of d(l)“- d (2”-2’(1) in the 2(n - 1)th coefficient of the Taylor 
expansion at t = 1 of the result evaluating 
(t-l - tylNq(n) 
by setting all Zi equal to d(t’). Finally for each pi let ri be the coefficient of d(l)“-‘d’2”-2’(1) 
in the 2(n - 1)th coefficient in the Taylor expansion at t = 1 of the result of evaluating 
(t-l - ty”-l 1 t’iNq(A) 
a(l)=ai 
by setting all Zi equal to d(t’). 
By Proposition 3.11 (c), if ci is a nontrivial signature then the result of evaluating 
(t-l - t)Z”-’ 1 t’iNq(;l) 
o(l)=ai 
yields a function that can be written as (t-l - t)hi(t) where hi of t is regular at t = 1. 
Reasoning similarly to that in the proof of Proposition 3.12(b) we see that ri = 0. Hence 
r = r(n) - rl. It is easy to check that 
i (2j _ 1p-1) 
r(n) = i=l 
((n - 1)!)2n 
Now by the estimates we made on (*) to prove Proposition 3.11 (b), we can see that rl is 
independent of k. Hence we may as well assume that k = 1. It is easy to see that rl is equal to 
n times the value (call it s) of 
(t-l -q-1 c fi 
o(l)=a1 
at t = 1. We gave a formula for el in this case, and analyzed the sum in the proof of 
Proposition 3.11 (b). The reader should have no trouble checking that s is bounded above by 
the value of 
n-l 
t -n+l(l _ tZ)“-’ f f . . . ?,4+i)aL 
a,=1 a2=1 ..;cl t’= 
at t = 1, which can be seen to be l/(n - l)!. When n = 2 it is easy to see that r(n) - rl > 0. 
When n > 2 it is easy to see that r(n) > 1 and from the estimates that we have made that 
rI < 1. Hence r > 0. In specific this implies that r is nonzero, which implies that the 
coefficient of x~-~x~(~_ i) in p(n, k) is nonzero for all k. 
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We summarize our findings. 
THEOREM 3.14. There exist polynomials p(n, k) so that 
(1) p(n, k) is a polynomial of the variables x0, x2, . . . , x2(,,- 1J, and 
(2) p(n, k) is homogeneous of degree n - 1, and 
(3) the coefJicient of x$- ’ in p(n, k) is zero, and 
(4) there is exactly one monomial involving x~(,,_~) appearing in p(n, k) having nonzero 
coejficient and that is x~-~x~(,,_~,, and 
(5) evaluating p(n, k) by substituting d”‘(1) for xk yields n(n, k). 
(6) evaluating xop(n, k) by making the same substitutions yields p(n, k). 
REFERENCES 
1. S. AKBULUT and J. MCCARTHY: Casson’s Invariant of Homology Three-Spheres, Preprint. 
2. M. F. ATIYAH and R. BOTT: The Yang-Mills equations over a Riemann surface, Phil. Trans. Roy. Sot. London 
A 308 (1982), 524-615. 
3. S. K. DONALDSON: A new proof of a theorem of Narasimhan and Seshadri, J. Oifl Geometry 18 (1983), 
269-278. 
4. C. FROHMAN and D. LONG: Casson’s Invariant and Surgery on Knots, To appear Proceedings ofthe Edinburgh 
Society. 
5. C. FROHMAN and A. NICAS: An Intersection Homology Invariant for Knots in a Rational Homology Sphere, 
Preprint. 
6. G. HARDER and M. S. NARASIMHAN: On the cohomology groups of moduli spaces of vector bundles on curves, 
Math. Ann. 212 (1975), 215-248. 
7. S. KOBAYASHI: DifSerential Geometry ofcomplex Vector Bundles, Publications of the Mathematical Society of 
Japan 15 (1987), P.U.P. 
8. S. KOBAYASH~ and K. NOMIZU: Foundations of Di$erentiaf Geometry, Interscience Tracts in Pure and Appl. 
Math. 15, Vol. 1 (1963), Vol. 2, John Wiley (1969). 
9. J. MOSER: On the volume elements of a manifold, Trans. A.M.& 120 (1965), 286-294. 
10. M. S. NARASIMHAN and C. S. SESHADRI: Stable and unitary vector bundles on Riemann surfaces, Ann. Math. 82 
(19651, 54&567. 
11. J. L. VERDIER and J. LE POTIER: Module des Fibres Stables sur les Courbes Algebriques: notes des 1’Ecole 
Normale Superieure, printemps 1983, Progress in Math. 54, Birkhauser (1984). 
Departmentment of Mathematics 
The University of Iowa 
Iowa City, Iowa 52242 
U.S.A. 
