Abstract-Pilgrimage has received a great attention by the government of Saudi Arabia. Of special interest is the yearly series of the Number of Pilgrims coming from outside the kingdom (NPO) since it is one of the most important indicators in determining the planning mechanism for future hajj seasons. This study approaches the problems of identification, estimation, diagnostic checking and forecasting of the NPO series using Bayesian and Box -Jenkins approaches. The accuracy of Bayesian and Box-Jenkins techniques have been checked for forecasting the future observations and the results were very satisfactory. Moreover, it has been shown that Bayesian technique gives more accurate results than Box-Jenkins technique.
INTRODUCTION I.
Pilgrimage (or hajj) of Moslems is one of the most important events all over the world. It is considered the largest human gathering in which pilgrims move together through a very limited space in a short period of time. This important event is repeated annually, and the number of pilgrims is increasing year after year. In addition, hajj is one of the main sources of gross national product (GNP) in Saudi Arabia. Therefore, it has received a great attention by the government of Saudi Arabia. Every year, the kingdom of Saudi Arabia spends a great deal of efforts and money to improve the hajj system, which includes security, economy, management of water and electrical resources, services and goods required by the vast number of pilgrims. However, without knowing the number of pilgrims in advance may make the process of improvement very difficult. Therefore, it is very important to have a mechanism for predicting and forecasting the number of pilgrims in order to determine the size and quality of expansions and maintenance needed in the two holy mosques in Makkah and Medina 1 and to avoid any mistakes or disasters that may occur. One of the main components of the 1 
*Makkah and Medina are the two well-known holy cities in Saudi Arabia where pilgrims should perform circumambulation in Makkah holy mosque: and most of them visit Medina mosque.
total number of pilgrims is the Number of Pilgrims coming from outside the kingdom (NPO).
The first objective of this paper is to use the modern Bayesian approach to implement the identification, diagnostic checking and forecasting phases of NPO data. The foundation of the proposed Bayesian analysis is to use the pure autoregressive processes, denoted by AR (P) for short, to model and forecast the NPO data. There are three main reasons to use pure AR (P) processes to analyze our data. First, most data arise in real applications can be well presented by such processes. Second, the likelihood function OF pure AR (P) processes is analytically tractable because the white noise is a linear function of the model parameters, hence, as it will be seen in section 3, one may develop the exact posterior mass function of the model order. Third, it became clear to the authors, after a preliminary examination of the data, as it will be seen in section 4, that the pure AR (P) processes are appropriate to model and forecast the NPO data. The second objective of this paper is to use the well-known Box-Jenkins methodology to do a complete time series analysis of the NPO data. The final objective of this paper is to compare the accuracy of the results achieved by the Bayesian and BoxJenkins approaches. he literature on time series is vast and can be found in many other areas other than statistics. Most of the literature is non-Bayesian and the reader is referred to BoxJenkins (1970) , Priestely (1981), Bowerman and O' Connell (1987) , Tong (1990) , Harvey (1993) , Wei (2005) and Liu (2009) . It is a fact that the methodology of Box-Jenkins is the most popular and prevailing traditional methodology to model and forecast time series. However, the Box-Jenkins methodology has serious disadvantages and drawbacks. Their identification technique is highly nonobjective and requires a very careful examination for the raw data and very good skills. In order to implement the identification stage, the time series analyst should be knowledgeable, well experienced and highly trained. In addition, he should have a large amount of data in order to identify an adequate model, see Chatfield (2004) .
On the other hand, the Bayesian analysis of time series is still being developed and most of the Bayesian contributions have been occurred within the last three decades. Zellner (1971) introduced the subject for special autoregressive and econometric models. Newbold (1973) Vol.5, No. 4, 2014 200 | P a g e www.ijacsa.thesai.org models. Newbold's results were based on a t-approximation for the posterior analysis, as did the latter work of Zellner and Reynolds (1978) . During this period, Bayesian forecasting was advanced by Chow (1975) , who found the moments of the joint predictive distribution of future observations. One of the most important contributions of time series analysis was done by Monahan (1981) , who used a numerical integration to implement the identification, estimation and forecasting phases of low order ARMA processes. This was the first Bayesian attempt to perform a numerical comprehensive time series analysis and was very valuable contribution. Shaarawy and Broemeling (1984) and Broemeling and Shaarawy (1988) have developed Bayesian techniques for identification, estimation, diagnostic checking and forecasting phases based on a t-approximation to the posterior distribution of the coefficients. Their first study has been extended later by Chen (1992) to bilinear model. Recently, Shaarawy and Ali (2003) have initiated a direct Bayesian technique to identify the orders of seasonal autoregressive processes. Their approach has been extended to the case of moving average processes by Shaarawy et al. (2007) . The multivariate version of their direct approach has been introduced by Shaarawy and Ali (2008) .
The Bayesian approach has several advantages when compared with Box-Jenkins approach, most obvious is pedagogical. It is much easier to learn the Bayesian methodology once one has mastered the inferential interpretation of Bayes' theorem. On the other hand, with traditional analysis, one must learn a large variety of sampling theory techniques. Second, the importance of Bayesian methods in economics, finance, engineering, education and other fields has increased rapidly over the last two decades. Third, the Bayesian methodology provides the time series analyst, in all areas of applications, with a formal and unifying way to incorporate the prior information in the analysis before seeing the data and this may lead to exact small sample results, see Broemeling and Shaarawy (1988) . Fourth, our proposed Bayesian methodology does not assume stationarity.
The remainder of this paper is organized as follows: Section II presents autoregressive processes and processes and their basic characteristics. A complete Bayesian analysis for NPO is developed in section III. Section IV is devoted to model and forecast the NPO using the traditional method developed by Box and Jenkins (1970) . Section V is dedicated to evaluate the forecast performance of Bayesian and BoxJenkins procedures and compare their numerical results. Finally, the paper is concluded in Section VI.
AUTOREGRESSIVE PROCESSES II.
The autoregressive models are very useful in modeling time series data arise in many areas of scientific endeavor such as economics, business, marketing, physics, engineering and education. 
is the vector of the unknown coefficients. In practice the order p is unknown and one has to estimate it using the vector of observations Y=y (1) y (2) …y(n) ' . The Bayesian identification technique assumes that the order p is an additional parameter for which the marginal posterior probability mass function should be developed in a convenient form. The model (2.2) can be written in matrix notation as
Where y(p) is a vector of order (n-p) with i-th element equal to y(p+i) and X(p) is a matrix of order (n-p)×p has the form
is a vector of order (n-p) with i-th element equal to y(p+i-1), y(t-2) is a vector of order (n-p) with i-th element equal to y(p+i-2), … and y(t-p) is a vector of order (np) with i-th element equal to y(i). The vector ) ( p  is the vector of the unknown coefficients has the form 
A. Identification
The time series of number of pilgrims coming from outside the kingdom of Saudi Arabia (NPO) (as shown in Let y(t) denotes the original series. We have found that the series y(t) is non-stationary and follows autoregressive scheme. The main objectives of this section is to identify the order of the series y(t), performing the diagnostic checking tests, and forecast the future observations using Bayesian approach. Given the assumptions outlined in the previous section, the conditional likelihood function of the process y(t) may be written as
Where k is the known maximum value of the order of the process and X(p) is the same as defined in the previous section. Shaarawy 
The joint posterior distribution of the parameters
and is proportional to the multiplication of the conditional likelihood function (4) and the priors (5) and (6) . Integrating the joint posterior distribution of the parameters with respect to ) (B  and , one may prove that the marginal posterior probability mass function of the order p is
The formula (7) has been used with the following three priors for the order p (assuming k=4)
The first prior assigns equal probabilities to the all possible values of the order p. The second prior is chosen in such a way to give probabilities that decline exponentially with the order, while the third prior is chosen in such a way to give probabilities that decrease with an amount 0. 202 | P a g e www.ijacsa.thesai.org Table ( II) shows that the marginal posterior function attains its maximum at the first order with a perfect probability for all three priors. This means that the tentative adequate model is AR(1) for the series y(t) regardless the used prior.
DIAGNOSTIC CHECKING IV.
The next phase of Bayesian time series analysis is to check the model, which has been tentatively identified as AR (1), to see if it gives a reasonable fit to the data at hand. This has been accomplished by doing three different types of tests. The first type contains the test concerning the significance of the coefficient .
1
 The second type is to do the over fitting test.
The third type is to do the residual analysis using the estimated residuals. With regard to the first type, the absolute value of the estimated parameter was Regarding the over fitting test, the higher model AR (2) has been fitted to the data. We know that the marginal posterior distribution of the parameters 1  and 2  is a noncentral t with (n-4) degrees of freedom and location and precision parameters given by Broemeling and Shaarawy (1988 
  
should behave in manner which is consistent with the true model. This has been accomplished by doing several checks such as time series plot, the autocorrelation and partial autocorrelation functions of the residual, the portmanteau lack of fit test, and the autocorrelation function of the first difference of the residual. However, the time series plot of the residuals shows no outliers or any non-desirable autocorrelation or cyclic effect. The plot also gives no indication of a non-zero mean or nonconstant variance. In addition, the autocorrelation and partial autocorrelation function of the residuals have no spikes. Moreover, The Anderson-Darling statistic for testing the normality assumption is 0.408 with p-value 0.333.These mean that the residuals resemble that of a whit noise sequence which supports the appropriateness of the identified model AR(1).
Instead of testing each autocorrelation, it is recommended to inspect the first k autocorrelation of the residual simultaneously using the Box 
for all values of k. These results support the appropriateness of the identified model AR(1). For more details about those two statistics, the reader is referred to Box and Jenkins (1970) . Finally, the graph of the autocorrelation function of the first difference of the residuals cuts off after the first lag, while its partial autocorrelation function decays down. This means that the series of the first difference of the residuals has an MA(1) model with parameter does not differ significantly from1(see Box and Jenkins(1970) ). This gives another support to the identified model AR(1).
B. Forecasting
The last phase of time series analysis is to forecast future observations. Thus, after passing through the modeling and diagnostic checking tests, confident that an AR(1) process has generated the NPO series, one would like to forecast Y(n+1),
The posterior predictive density of the future observations is the Bayesian tool to solve the forecasting problems.
a) One Step-Ahead Predictive Distribution
Assuming Jeffreys' non-informative prior (3.2) for the parameters 1  and  , the predictive density of the next future observation y(n+1) can be shown to follow a noncentral t distribution with (n-2) degrees of freedom, location 
Step-Ahead Predictive Distribution The procedure followed throughout the above subsection to predict the first future observation y(n+1), using the one step-ahead predictive density, can be generalized. So that we can predict the k th future observation y(n+k), using the k stepahead predictive density. However, the prediction process of y(n+k) is conditional on the predictions of its preceding future observations y(n+1), y(n+2),.., y(n+k-1).
Thus, the forecasting process of the future observations should be employed step by step. One should first predict y(n+1) using the one step-ahead predictive density. Then, depending on a point forecast for y n+1 one can predict y(n+2) using the two step-ahead predictive density, which is conditional on the point forecast of y(n+1).
This process can be repeated for the succeeding future observations. For more details, see Broemeling and Shaarawy (1988) .The model AR (1) has been used to forecast the next five future observations. The point forecasts and 95% HPD intervals for these observations are given by table (IV). BOX AND JENKINS ANALYSIS OF NPO DATA V. Box and Jenkins (1970) have presented a statistical analysis of ARMA(p,q) processes which has grown in popularity and is today the prevailing methodology of time series analysis. They assume that the time series at hand (or a transformation of the series) could be presented by a parsimonious stationary and invertible ARMA process such that one can perform the four phases of time series analysis: identification (order determination), estimation, diagnostic checking, and forecasting. In what follows we give a brief summary to each phase using Box and Jenkins methodology.
According to Box and Jenkins, the identification of the order p and q is done by computing the sample autocorrelation and partial autocorrelation functions and matching them with their theoretical counterparts, which are mathematically known for low-order processes.
Their methodology has been widely used and explained by many others such as Chatfield (1980) The third phase of a time series is to check the adequacy of the identified model to see if it gives a reasonable fit to the data at hand. This is mainly accomplished by a series of diagnostic checks using the estimated residuals. One may inspect the graphs of autocorrelation and partial autocorrelation to make sure that they do not have significant spikes particularly at low lags. In addition, one may investigate the residual plot to make sure that it does not have a particular pattern. Moreover, one may investigate the Ljung and Pierce statistic. One may also investigate the fitted model of the first differences of the residuals to see if it has the first order moving average model. For more details, see Box and Jenkins (1976) and Box et al. (2008) .
The last phase of a time series analysis is to forecast future observations where the predicted observations are computed recursively from an estimated conditional expectation, namely, the conditional expectation of a future observation given the past data. For more details see, Box and Jenkins (1976) and Box et al. (2008) .
The main objective of first section is to model and forecast the NPO data using the most popular well -known approach developed by Box and Jenkins in 1970 . In order to achieve an adequate tentative model for the NPO data, the time series plot and the autocorrelation function (acf) are plotted in figures (I) and (II) respectively. (IJACSA) International Journal of Advanced Computer Science and Applications, Vol.5, No. 4, 2014 204 | P a g e www.ijacsa.thesai.org Inspecting the above graphs, it is easy to conclude that the NPO data t y is non -stationary in the mean and variance.
In order to use Box and Jenkins methodology, it was necessary to use some mathematical transformation to convert the original data t y into a new stationary series. As we have said before, this one of the disadvantages of Box and Jenkins methodology. After doing many trails, we can say that the second difference of the logarithm of the NPO data succeeded to convert the original time series Inspecting these graphs, one may say that the time series Inspecting the autocorrelation of the series t z , one may notice that the coefficients of the autocorrelation function are small after the first lag. In addition, one may notice that the partial autocorrelation coefficients are small at the third and fourth lags and very small after the fourth lag. This means that we have four different models, one of them must be chosen in order to have good forecasts. The first choice is the first order moving average, denoted by MA(1), model , while the other three choices are AR(2), AR (3), and AR (4) Finally, the model ARIMA(4,2,0) has been used to forecast the next five future observations. The point forecasts and 95% HPD intervals for these observations are given by table (V). From the foregoing numerical results, we conclude that the Bayesian approach is much more accurate than Box and Jenkins approach in modeling and forecasting the NPO data because it gives better forecasts and narrower confidence intervals.
SUMMERY AND CONCLUSION VII.
The authors have proposed to use the Bayesian approach to develop a complete time series analysis of number of Pilgrims coming from outside the Kingdom of Saudi Arabia from year 1390AH to year 1433AH. Using a Jeffreys' non-informative prior for the parameters and three different priors for the model order, the proposed methodology is to develop the marginal posterior probability mass function of the model order is given in an easy and convenient form using the approach developed by Shaarawy and Ali(2003) . Then, one may investigate the behavior of the marginal posterior probability mass function and choose the order at which the marginal probability mass function attains its maximum to be the identified order. We have found that AR(1) model is the identified tentative model for the series. The tentative model has passed all the diagnostic checking tests with high precision. Point forecasts and HPD intervals for the next five future years are provided by the authors using the marginal and conditional predictive densities given by Broemeling and Shaarawy (1988) . In addition, the traditional Box and Jenkins approach was used to analyze the same data. The numerical results achieved by Bayesian approach were much better than the results achieved by the traditional Box and Jenkins approach.
