Abstract. From the viewpoint of dynamics and potential theory on the Berkovich projective line, we give a characterization of polynomials among rational functions, up to rational functions having potentially good reductions as exceptions, on the projective line over an algebraically closed field of any characteristic that is complete with respect to a non-trivial and possibly non-archimedean absolute value.
Introduction
Let K be an algebraically closed field of any characteristic that is complete with respect to a non-trivial and possibly non-archimedean absolute value | · |. It is known that K ∼ = C if and only if K is archimedean. The Berkovich projective line P 1 = P 1 (K) is a compact augmentation of the (classical) projective line P 1 = P 1 (K), which contains P 1 as its dense subset, and P 1 ∼ = P 1 if and only if K is archimedean. Our aim is to contribute to the study of a characterization of polynomials among rational functions on P 1 of degree > 1, up to rational functions having potentially good reductions as exceptions, from the point of view of dynamics and potential theory on the Berkovich projective line.
Let f ∈ K(z) be a rational function of degree d > 1.
Fatou-Julia terminology. The action of f on P 1 uniquely extends to a continuous, open, and surjective endomorphism on P 1 with discrete fibers. Set f n := f •f n−1 for each n ∈ N and f 0 := Id. The Berkovich Julia set of f is the set of all points S ∈ P 1 such that for every open neighborhood U of S in P 1 , n∈N f n (U ) ⊃ P 1 \E(f ), where E(f ) := a ∈ P 1 : # n∈N f −n (a) < ∞ is the (classical) exceptional set of f , and the Berkovich Fatou set of f is defined as F(f ) := P 1 \ J(f ). By the definitions, J(f ) and F(f ) are respectively closed and open in P 1 and are f -totally invariant, that is, f −1 (J(f )) = J(f ) = f (J(f )) and f −1 (F(f )) = F(f ) = f (F(f )). Moreover, for every a ∈ E(f ), f −N (a) = {a} for some N ∈ N, so that E(f ) ⊂ F(f ) and E(f ) is at most countable. The fact J(f ) = ∅ is not trivial, in particular, for non-archimedean K (see Remark 3. Measures associated to f . The action of f on P 1 admits the f -equilibrium (or canonical) measure µ f on P 1 , which is characterized as the unique probability Radon measure ν on P 1 whose support is in J(f ) and which satisfies the f -balanced property f * ν = d · ν on P 1 (see Remark 3.8) . Moreover, supp µ f = J(f ) (see §3.5).
If ∞ ∈ F(f ), then f has the Berkovich Fatou component D ∞ = D ∞ (f ) containing ∞, and P 1 \ D ∞ is a (non-empty) compact subset of logarithmic capacity > 0 with pole ∞. There exists the unique equilibrium mass distribution ν ∞ := ν ∞,P 1 \D∞ on P 1 \ D ∞ with pole ∞ (see §2. 5 for the details on logarithmic potential theory).
A terminology related to a reduction of f . It is convenient to adopt the following terminology; f has a potentially good reduction if there is a (nonclassical) point S 0 ∈ P 1 \ P 1 =: H 1 such that # n∈N f −n (S 0 ) < ∞; then, indeed J(f ) = {S 0 } (see Remark 3.9 . This property is indeed equivalent to f having a simple reduction in [3, Definition 10.3] ). Otherwise, f has no potentially good reductions. For archimedean K, f never has a potentially good reduction.
Main result. Our principal result is the following characterization of polynomials among rational functions, up to rational functions having potentially good reductions as exceptions. Theorem 1. Let K be an algebraically closed field of any characteristic that is complete with respect to a non-trivial and possibly non-archimedean absolute value | · |, and let f ∈ K(z) be a rational function of degree > 1.
If f has no potentially good reductions, then the following statements are equivalent:
(ii) ∞ ∈ F(f ), f (∞) = ∞, and µ f = ν ∞ on P 1 .
If in addition K is archimedean, then (i) and (ii) are also equivalent to
If f has a potentially good reduction, then ∞ ∈ F(f ) and µ f = ν ∞ on P 1 .
For non-archimedean K, even if f has no potentially good reductions, (iii) does not necessarily imply (ii); see Remark 4.5.
For archimedean K, the equivalence between (i) and (ii) is due to Lopes [18] (see also Lalley [16, §6] for another proof of Lopes's theorem, and also Oba-Pitcher [21, Theorem 6] and Mañé-Da Rocha [19] for related studies for archimedean K), and the stronger equivalence between (i) and (iii) was established by the present authors in [25, Theorem 1] . All the arguments by Lopes, Lalley, and the present authors were based on a certain identity theorem for real-analytic curves in C (cf. [20] ), which does not work for non-archimedean K.
The proof of Theorem 1 is based on a potential theory on P 1 , which has been, for non-archimedean K, developed by Baker-Rumely [3] , FavreJonsson [11] , Favre-Rivera-Letelier [12] , and Thuillier [29] .
Organization of this article. In Sections 2 and 3, we prepare a background material from potential theory and dynamics, respectively. In Section 4, we show Theorem 1. We also analyze what is the best scenario in the case when K is non-archimedean and f has no potentially good reductions in Remark 4.5.
2.
Background from potential theory on P 1
Let K be an algebraically closed field that is complete with respect to a non-trivial absolute value | · |. The norm | · | or K is non-archimedean if the strong triangle inequality |z + w| ≤ max{|z|, |w|} (z, w ∈ K) holds (and then the equality holds if |z| = |w|), and is archimedean if it is not non-archimedean. For non-archimedean K, let O K := {z ∈ K : |z| ≤ 1} be the ring of K-integers.
Notation 2.1. The origin of K 2 is, possibly ambiguously but simply, also denoted by 0, and π is the canonical projection
For the foundation of Berkovich spaces, see [6] . For the foundation of potential theory on P 1 , see [3, §5, §8] , [11, §7] (on valuative trees), [12, §3] , [29] (on Berkovich curves), [15, §1- §4] (a survey), [30, Chapter III] (on P 1 (C)), and [27] (on weighted potential theory and a Gauss variational problem).
In what follows, we adopt a presentation from [23, §2, §3].
2.1. The Berkovich projective line P 1 for non-archimedean K. In this subsection, we assume that K is non-archimedean.
|z − a| ≤ r} for some a ∈ K and some r ≥ 0; then, by the strong triangle inequality, for every a ′ ∈ B, we have {z ∈ K : |z−a ′ | ≤ r} = B, and we set diam B := r, which indeed equals the diameter of B with respect to | · | if r ∈ |K|. A sequence (B n ) of disks in K is said to be non-increasing if B n+1 ⊂ B n for every n ∈ N.
By the strong triangle inequality, two disks in K either nest or are disjoint. This alternative for two disks in K extends to that for two nonincreasing infinite sequences of disks in K so that they either infinitely nest or are eventually disjoint. This induces a so called cofinal equivalence relation among them. Instead of giving a formal definition of this equivalence relation, we will present some of its practical consequences; each point a ∈ K is regarded as the cofinal equivalence class of the constant sequence (B n ) of the disks B n ≡ {a} in K (so diam B n ≡ 0). More generally, for every cofinal equivalence class S of a non-increasing infinite sequence (B n ) of disks in K, B S := n∈N B n is independent of choices of the representative (B n ) of S, and if B S = ∅, then B S is still a disk in K, S is represented by the constant sequence (B n ) of the disksB n ≡ B S in K, and we also say S is represented by the disk B S itself in this case. For example, the canonical (or Gauss) point S can in P 1 is represented by the disk O K in K. The set A 1 = A 1 (K) of all cofinal equivalence classes S of non-increasing infinite sequences of disks in K is nothing but P 1 \ {∞}, as a set ( [6, p. 17] ; see also [3, §2] , [12, §3] , [4, §6.1]). The A 1 is the Berkovich affine line.
The above alternative for two non-increasing infinite sequences of disks in K induces a partial ordering on P 1 ; for every S, S ′ ∈ P 1 satisfying B S , B S ′ = ∅, S S ′ if and only if B S ⊃ B S ′ (the description is a little complicated when one of B S , B S ′ equals ∅). For every S, S ′ ∈ P 1 satisfying S S ′ , the segment between S and S ′ in P 1 is the set of all points S ′′ ∈ P 1 satisfying S S ′′ S ′ , which can be equipped with either the ordering induced by on P 1 or its opposite one. All those (oriented) segments make P 1 a tree in the sense of Jonsson; see [15 
The (Gel'fand) topology of P 1 is the weak topology on P 1 as a tree.
Berkovich connected open affinoid (or a simple domain) in P 1 is the non-empty intersection of some finitely many Berkovich open disks in P 1 , and (c) the set of all Berkovich connected open affinoids in P 1 is an open basis of the topology of P 1 . For every S ∈ A 1 and every a ∈ K satisfying a S, we have ∂D(S, a) = ∂D(S, ∞) = {S} and both D(S, a) and D(S, ∞) are connected components of P 1 \ {S}, and every Berkovich connected open affinoid in P 1 is indeed connected. Moreover, P 1 is compact, Hausdorff, and uniquely arcwise connected, and contains both P 1 and the hyperbolic space
. Although the topology on P 1 is not always metrizable, the relative topology on P 1 as a subset of P 1 coincides with the topology on P 1 induced by the normalized chordal metric [z, w].
For each S ∈ P 1 \ {∞}, we set diam S := lim n→∞ diam B n , where (B n ) is a representative of S. This diam S is well-defined, equals diam B S if B S = ∅, and is positive if and only if S ∈ H 1 . The big model (or hyperbolic) metric ρ on H 1 is a path metric on H 1 so that for every S, S ′ ∈ H 1 satisfying S S ′ , ρ(S, S ′ ) = log(diam S/ diam S ′ ) (see, e.g., [3, §2.7] ). The topology on H 1 induced by ρ is stronger than the relative topology on H 1 as a subset in P 1 , and will not be used in this article.
2.2.
The action of rational functions on P 1 . Let φ ∈ K(z) be a rational function of degree d 0 ∈ N ∪ {0}. The action of φ on P 1 uniquely extends to a continuous endomorphism on P 1 . If d 0 > 0, then the action of φ on P 1 is surjective and open, has discrete fibers, and preserves both P 1 and H 1 for non-archimedean K, and the local degree function z → deg z φ on P 1 also canonically extends to P 1 so that S ′ ∈φ −1 (S) deg S ′ φ = d 0 for every S ∈ P 1 . Let δ S be the Dirac measure on P 1 at an arbitrary point S ∈ P 1 . If d 0 > 0, then the action of φ on P 1 induces the push-forward φ * and the pullback φ * on the space of all continuous functions on P 1 and, by duality, those of all Radon measures on P 1 ; more concretely, for every continuous test function 
2.3.
Generalized Hsia kernels on P 1 . For non-archimedean K, the generalized Hsia kernel [S, S ′ ] can on P 1 with respect to S can is the unique (jointly) upper semicontinuous and separately continuous extension of the function
where S ′′ is the unique point in H 1 lying between S and S ′ , between S ′ and S can , and between S can and S (see [ 
, which in turn holds on P 1 × P 1 by the density of P 1 in P 1 and the separate continuity of both sides on P 1 × P 1 .
For every S 0 ∈ P 1 , define the function
For non-archimedean K, this is the generalized Hsia kernel on P 1 with respect to an arbitrary point S 0 ∈ P 1 (see [3, §4.4] ).
, and moreover, the equality holds if [S,
Note that the difference S − S ′ itself is not defined unless both S, S ′ are in K. However, the function (z, w) → |z − w| on K × K has a unique (jointly) upper semicontinuous and separately continuous extension to A 1 ×A 1 , which coincides with (S,
Remark 2.5. If K is non-archimedean, then for every S ∈ P 1 represented by a disk {z ∈ K : |z − a| ≤ r} in K for some a ∈ K and some r > 0, we have D(S, a) = {S ∈ P 1 : |S − a| ∞ < r} and D(S, ∞) = {S ∈ P 1 : |S − a| ∞ > r}.
We also set |S| ∞ := |S − 0| ∞ on P 1 , so that for every P (z) ∈ K[z], the function S → |P (S)| ∞ on P 1 restricts to the unique continuous extension of the function z → |P (z)| on K to A 1 and, if deg P > 0, then
where c := lim z→∞ P (z)/z deg P ∈ K \ {0} is the coefficient of the maximal degree term of P (z) ∈ K[z].
2.4.
The Laplacian ∆ on P 1 . Let us denote by Ω can the Dirac measure δ Scan on P 1 at S can for non-archimedean K or the Fubini-Study area element ω on P 1 normalized as ω(P 1 ) = 1 for archimedean K. Let ∆ be the (distributional) Laplacian on P 1 (for the details of the construction for nonarchimedean K in terms of ρ on H 1 , see [3, §5] , [11, §7.7] , [29, §3] ) normalized so that for every S ∈ P 1 , [3] the opposite sign convention on ∆ is adopted).
2.5. Logarithmic potential theory on P 1 . For every S 0 ∈ P 1 and every Radon measure ν on P 1 whose support is in P 1 \ {S 0 }, the logarithmic potential of ν on P 1 with respect to S 0 (or with pole S 0 if S 0 ∈ P 1 ) is the function
on P 1 . For every compact subset C in P 1 and every S ∈ P 1 \ C, let D S,C be the component of P 1 \ C containing S. A non-empty compact subset C in P 1 is of logarithmic capacity > 0 with respect to a point S 0 ∈ P 1 \ C (or with
with respect to S 0 (or with pole S 0 if S 0 ∈ P 1 \ C) is > −∞, where ν ranges over all probability Radon measures on P 1 whose supports are in C. Then, for every S ∈ D S 0 ,C , (we have D S,C = D S 0 ,C and) the above V S (C) is still > −∞, and there is the unique probability Radon measure ν S,C on P 1 whose support is in C and which satisfies the equality I S,ν S,C = V S (C). This measure ν S,C is called the equilibrium mass distribution on C with respect to S (or with pole S if in addition S ∈ P 1 ), satisfying the inequalities p S,ν S,C ≥ I S,ν S,C on P 1 and p S,ν S,C > I S,ν S,C on D S,C , the equality supp ν S,C = ∂D S,C , and, if in addition p S,ν S,C is continuous on P 1 \ {S}, the identity 
3, for every non-empty compact subset C in P 1 of logarithmic capacity > 0 with pole z 0 ∈ P 1 \ C and every
In particular, for every compact subset C in P 1 and every
Remark 2.7. By Fact 2.4, for every non-empty compact subset C in P 1 \{∞} and every
2.6. Potential theory on P 1 with a continuous weight. A continuous weight g on P 1 is a continuous function on P 1 such that µ g := ∆g + Ω can is a probability Radon measure on P 1 . For a continuous weight g on P 1 , the g-potential kernel on P 1 (the negative of an Arakelov Green kernel function on
on P 1 × P 1 . For every Radon measure ν on P 1 , the g-potential of ν on P 1 is the function
on P 1 . The g-equilibrium energy V g of (the whole) P 1 is the supremum of the g-energy functional
where ν ranges over all probability Radon measures on
As in the logarithmic potential theory, there is the unique probability Radon measure ν g on P 1 such that I g,ν g = V g , which is called the g-equilibrium mass distribution on P 1 , and which satisfies the identity U g,ν g ≡ V g on P 1 . Indeed, ν g = µ g on P 1 (for non-archimedean K, see [3, Theorem 8 .67, Proposition 8.70]). A continuous weight g on P 1 is called a normalized weight on P 1 if V g = 0. For a continuous weight g on P 1 , g := g + V g /2 is the unique normalized weight on P 1 satisfying µ g = µ g .
3.
Background from dynamics on P 1
Let K be an algebraically closed field that is complete with respect to a non-trivial absolute value | · |. Let f ∈ K(z) be a rational function of degree d > 1. For a potential-theoretic study of dynamics on P 1 = P 1 (K), see [3, §10] , [13, §3] (for non-archimedean K), [15, §5] (a survey), [7, Chapitre VIII] (on P 1 (C)). In the following, we adopt a presentation from [23, §8.1].
3.1.
, respectively, the condition F −1 (0) = {0} is equivalent to
where R(P, Q) ∈ K is the resultant of P (z), Q(z) ∈ K[z] (for the details on the homogeneous resultant Res F of F , see e.g. [28, §2.4 
]).
Let F be a lift of f . For every n ∈ N, setting F n = F • F n−1 and F 0 := Id K 2 , the iteration F n of F is a lift of f n , and the function
on K 2 \{0} descends to P 1 and in turn extends continuously to P 1 , satisfying the equality ∆T F n = (f n ) * Ω can − d n · Ω can on P 1 (see, e.g., [22, Definition 2.8]). The dynamical Green function of F on P 1 is the uniform limit g F := lim n→∞ T F n /d n on P 1 , which is a continuous weight on P 1 . The remarkable energy formula
was obtained by DeMarco [10] for archimedean K by a dynamical argument, and by Baker-Rumely [2] when f is defined over a number field; see Baker [1, Appendix A] or the present authors [25, Appendix] for a simple and potential-theoretic proof, which works for general K.
The equilibrium (or canonical) measure of f is the probability Radon measure
where the limit is taken in the weak- * sense on P 1 . The measure µ f is independent of the choice of the lift F of f , has no atoms in P 1 , and satisfies the f -balanced property f * µ f = d · µ f , as well as the weaker f -invariance
Moreover, for every n ∈ N, µ f n = µ f on P 1 .
3.2.
The dynamical Green function g f of f on P 1 . The dynamical Green function g f of f on P 1 is the unique normalized weight on P 1 such that µ g f = µ f . By (3.1) and the equality g cF = g F + (log |c|)/(d − 1) on P 1 for every c ∈ K * , there is a lift F of f normalized so that V g F = 0, or equivalently, that g F = g f on P 1 . Such a normalized lift F is unique up to multiplication in {z ∈ K : |z| = 1}. By g f = g F = lim n→∞ T F n /d n on P 1 , for every n ∈ N, we have g F n = g f n = g f on P 1 , µ f n = µ f on P 1 , and
on P 1 , and in turn on P 1 by the density of P 1 in P 1 and the continuity of both sides on P 1 (cf. [24, Proof of Lemma 2.4]).
3.3.
The root divisor [f n = f k ] and proximity functions between f and Id. For every n ∈ N and every k ∈ N ∪ {0} less than n, let [f n = f k ] be the divisor on P 1 defined by all roots of the equation f n = f k in P 1 taking into account their multiplicities, which is also regarded as the discrete positive Radon measure
The chordal proximity function z → [f (z), z] between f and Id on P 1 uniquely extends to a continuous function S → [f, Id] can (S) on P 1 ; set 
Proof. Fix a lift F of f normalized so that g F = g f on P 1 . Let w ∈ P 1 and fix W ∈ π −1 (w). Choose a sequence (q (j) = (q π(q (j) )) + log q (j) ) =: C on P 1 , and in turn on P 1 by the density of P 1 in P 1 and the continuity of the (exp of the) both sides on P 1 . Integrating both sides against dµ f over P 1 , since
This completes the proof of (3.5) in the case S = w ∈ P 1 .
Fix S ∈ H 1 . By the density of P 1 in P 1 , there is a sequence (w n ) in P 1 tending to S as n → ∞. Then lim n→∞ f * δ wn = f * δ S weakly on P 1 and, for every n ∈ N, by (3.5) applied to S = w n ∈ P 1 , we have Φ g f (f (·), w n ) = U g f ,f * δw n (·) on P 1 . Hence, for each S ′ ∈ H 1 , by the continuity of both Φ g f (f (S ′ ), ·) and
. This completes the proof of (3.5) by the density of H 1 in P 1 and the continuity of both Φ g f (f (·), S) and U g f ,f * δ S (·) on P 1 .
j=1 (g f (π(q j )) + log q j ) =: C on P 1 , and in turn on P 1 by the density of P 1 in P 1 and the continuity of the (exp of the) both sides on P 1 . Integrating both sides against dµ f over P 1 , since
. Then using the above equality twice, by
and moreover,
which completes the proof.
3.5. The equality supp µ f = J(f ). We note that supp µ f ⊂ E(f ) since µ f has no atoms in P 1 (see §3.1) and E(f ) is at most countable (see §1). The inclusion J(f ) ⊂ supp µ f holds by supp µ f ⊂ E(f ), the definition of J(f ), and the f -balanced property f * µ f = d · µ f on P 1 , but the reverse inclusion supp µ f ⊂ J(f ) is not trivial, and neither is the non-emptiness of J(f ).
The following is a weaker version of the so called equidistribution theorem of the sequence ((f n ) * δ S /d n ) of the iterated preimages of a point S ∈ P 1 \ E(f ) towards µ f (Brolin [8] , Lyubich [17] , Freire-Lopes-Mañé [14] for archimedean K and Favre-Rivera-Letelier [13, Théorèmes] for nonarchimedean K). Proposition 3.6. For every S ∈ supp µ f , µ f = lim n→∞ (f n ) * δ S /d n weakly on P 1 .
Proof. We claim that for every S ∈ P 1 and every infinite sequence (n j ) in N, lim j→∞ Φ g f (f n j (·), S)/d n j = 0 µ f -a.e. on P 1 ; indeed, for every S ∈ P 1 and every j ∈ N, we have sup
On the other hand, by f * µ f = µ f and U g f ,µ f ≡ 0 on P 1 , we also have
Hence by Fatou's lemma, we also have 0
, and the claim holds.
Fix S ∈ supp µ f , and let ν = lim j→∞ (f n j ) * δ S /d n j be any weak limit point of ((
. By this and the above claim, we have U g f ,ν ≥ 0 on µ f -a.e. on P 1 , and in turn on supp µ f by the upper semicontinuity of U g f ,ν on P 1 . By this and supp ν ⊂ supp µ f , we have
Let us see the inclusion supp µ f ⊂ J(f ) assuming J(f ) = ∅. Suppose to the contrary that supp µ f ⊂ J(f ). Then µ f (P 1 \ J(f )) > 0, so that by the inner regularity of µ f on open subsets in P 1 , there is a non-negative continuous function h on P 1 such that supp h ⊂ P 1 \ J(f ) and that
for every n ∈ N, and Proposition 3.6, we have 0 = lim
which is a contradiction. Once the equality supp µ f = J(f ) is at our disposal, then with µ f n = µ f on P 1 for every n ∈ N, it will also yield J(f n ) = J(f ) and F(f n ) = F(f ) for every n ∈ N.
Remark 3.7. The full version of the equidistribution theorem, which can also be seen by a purely potential-theoretic argument (see [15] ), implies supp µ f ⊂ J(f ) without assuming J(f ) = ∅, hence it also gives a purely potential-theoretic proof of J(f ) = ∅.
Remark 3.8. By an argument involving the dominated convergence theorem, Proposition 3.6 characterizes µ f as the unique probability Radon measure ν on P 1 whose support is in J(f ) and which satisfies the f -balanced property
Remark 3.9. Suppose that f has a potentially good reduction. Fix S 0 ∈ H 1 such that # n∈N f −n (S 0 ) < ∞. Then by S 0 ∈ E(f )(⊂ P 1 ) and J(f ) = ∅, we have J(f ) ∩ n∈N f −n (S 0 ) = ∅, which with f (J(f )) = J(f ) implies that S 0 ∈ J(f ) = supp µ f . On the other hand, by a counting argument, we have f −n 0 (S 0 ) = {S 0 } for some n 0 ∈ N. Hence by Proposition 3.6, we have
Proof of Theorem 1
Let K be an algebraically closed field that is complete with respect to a non-trivial absolute value | · |. Let f ∈ K(z) be a rational function of degree d > 1.
Proof of the first two assertions. Fix a lift
be the coefficients of the maximal degree terms of (
For an arbitrary probability Radon measure ν whose support is in P 1 \ {∞}, we denote p ∞,ν and I ∞,ν by p ν and I ν , respectively.
on P 1 \({∞}∪f −1 (∞)), and in turn on P 1 \({∞}∪f −1 (∞)) by the density of P 1 in P 1 and the continuity of both sides on P 1 \({∞}∪f −1 (∞)). By this and (3.2), we have
, which with (4.2) yields (4.4) if ∞ ∈ F(f ).
Lemma 4.4. If ∞ ∈ F(f ) and f (∞) = ∞, then log |c
, so that by the homogeneity of F , for every n ∈ N,
which with (4.1) completes the proof if in addition ∞ ∈ F(f ).
When ∞ ∈ F(f ) and f (D ∞ ) = D ∞ , note that by (4.2), we have
and that by supp µ f = J(f ) ⊂ P 1 \ D ∞ and (4.1), there is the unique equilibrium mass distribution ν ∞ = ν ∞,
The latter is equivalent to log |c
Proof of "(ii)⇒(i) when f has no potentially good reductions". Suppose that ∞ ∈ F(f ), that f (∞) = ∞, that µ f = ν ∞ on P 1 , and that f has no potentially good reductions. Then f (D ∞ ) = D ∞ . Without loss of generality, by (4.5), (a) in Remark 2.6, and Facts 3.2 and 3.3, we can normalize f so that
Proof. Suppose to the contrary that
Let U ∞ be the component of {S ∈ P 1 : |F 0 (1, S)| ∞ = 1} containing ∞, which agrees with {S ∈ P 1 : |F 0 (1, S)| ∞ > 1}. Under the normalization I µ f = 0, by (4.8), we have U ∞ ⊂ f −1 (D ∞ ), and then U ∞ ⊂ D ∞ . For every w ∈ f −1 (∞) \ D ∞ , let U w and D w be the component of {S ∈ P 1 : |F 0 (1, S)| ∞ < 1} containing w and the component of f −1 (D ∞ ) containing w, respectively, so that for every w ∈ f −1 (∞) \ D ∞ , we have ∂U w ⊂ ∂U ∞ , D ∞ ∩ D w = ∅, and U w ⊂ D w by (4.8).
We first claim that for every
we have ∂D ∞ = f (∂D w ) = {S ∞ } for some S ∞ ∈ H 1 , which with D w = U w and ∂U w ⊂ ∂D ∞ also yields ∂D w = {S ∞ }. Recall that µ f 2 = µ f on P 1 , so that (J(f 2 ) = J(f ), F(f 2 ) = F(f ), and) D ∞ (f 2 ) = D ∞ (f ). Fixing w ∈ f −1 (∞) \ D ∞ and applying the above argument to f 2 and every
w ′ = {S ∞ }, which contradicts that f has no potentially good reductions. Now the proof is complete for non-archimedean K.
Suppose next that K is archimedean. Under the assumption
Since the interior of {S ∈ P 1 : |S| ∞ = 1} is empty for archimedean K, this contradicts the fact that F 0 (1, ·) is an open endomorphism on P 1 by d 0 > 0, and the proof is complete for archimedean K.
By (4.10), Claim 1, and p µ f > 0 on D ∞ (under the normalization I µ f = 0), 
This with p µ f ≥ 0 on P 1 , supp[f = Id] ⊂ supp[f n = Id], and |λ| < 1 yields
Once this equality is at our disposal, recalling that p µ f ≥ 0 on P 1 and that p µ f = 0 holds only on
Let us complete the proof of "(ii)⇒(i) when f has no potentially good reductions". Suppose to the contrary that
Hence, under the normalization I µ f = 0, we have
(by (4.9) applied to f and
which contradicts (4.11) applied to f 2 (and F 2 ).
Proof of "(iii)⇔(ii) for archimedean K". It is clear that (iii)⇐(ii) no matter whether K is archimedean. Let us show (iii)⇒(ii) for archimedean K, using "(ii)⇒(i) when f has no potentially good reductions". Suppose
, and that K is archimedean. Then K ∼ = C and P 1 ∼ = P 1 , so in particular J(f ) = J(f ) ∩ P 1 , and f has no potentially good reductions.
Claim 3 (see [19, p. 253] ). ν f (∞),D∞ = µ f on P 1 . 
Proof. For every continuous function
,D∞ on P 1 , which with the assumption µ f = ν ∞ on P 1 and the f -invariance of µ f completes the proof. Let us complete the proof of "(iii)⇒(ii) for archimedean K". Suppose to the contrary that f (∞) = ∞. Set m(z) = 1/(z − f (∞)) ∈ PGL(2, K). Recall that µ f 2 = µ f on P 1 and that (J(f 2 ) = J(f ), F(f 2 ) = F(f ), and)
If also f 2 (∞) = ∞, then we can apply Claim 4 to both f and f 2 , so that since #(P 1 \D ∞ ) ≥ #J(f ) = +∞ (see Remark 3.1), we have f 2 (∞) = f (∞), that is, f (f (∞)) = f (∞). By this, Claim 3, (c) in Remark 2.6, and Fact 3.3, we can apply "(ii)⇒(i)" to m•f •m −1 ∈ K(z), so that m•f •m −1 ∈ K[z]. In particular, (m • f • m −1 ) −1 (∞) = {∞}, or equivalently, (∞ ∈)f −1 (f (∞)) = {f (∞)}, which contradicts the assumption f (∞) = ∞.
Hence we must have f 2 (∞) = ∞, and then also f 2 (f (∞)) = f (∞). By f 2 (∞) = ∞, we can apply "(ii)⇒(i)" to f 2 , so that f 2 ∈ K[z]. By 
, which is a lift of f (but gF does not necessarily coincide with g f ). For every n ∈ N,F n (1, z) = (1, f n (z)) on P 1 \ {∞}, so that TF n = − log[f n (·) .2) and g f = gF + VF /2 on P 1 implies that p µ f ≡ VF /2 + I µ f /2 on P 1 \ D ∞ , and then by supp µ f = J(f ) ⊂ P 1 \ D ∞ , we indeed have p µ f ≡ P 1 \D∞ p µ f dµ f = P 1 p µ f dµ f = I µ f on P 1 \D ∞ . By this and supp ν ∞ ⊂ P 1 \D ∞ , using Fubini's theorem, we have I µ f = P 1 \D∞ p µ f dν ∞ = P 1 p µ f dν ∞ = P 1 p ν∞ dµ f ≥ P 1 I ν∞ dµ f = I ν∞ , so that µ f = ν ∞ on P 1 . Now the proof of the first two assertions in Theorem 1 are complete.
