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Abstract 
Nota, G., S. Orefice, G. Pacini, F. Ruggiero and G. Tortora, Legality concepts for three-valued logic 
programs, Theoretical Computer Science 120 (1993) 45-68. 
In several application fields, sentences can assume, besides the usual values true and false, a third 
value that signals their unacceptability. This may happen when a query to a database violates the 
database constraints or in typed logic programming, where a goal which does not satisfy the type 
constraints can be considered unacceptable. Here a three-valued Horn logic is presented, where the 
third value has the meaning of “illegal”, i.e. unacceptable. The extension of the conventional logic 
operators is considered, and a model-theoretic semantics for three-valued Horn programs is 
provided, which allows a formal definition of legality (i.e. acceptability) of logic formulas and 
programs. For the class of legal three-valued logic programs the use of the traditional SLD 
resolution algorithm is proven to be sound. Finally, it is shown that the legality check of a three- 
valued logic program can be also carried out through SLD resolution. 
1. Introduction 
Three-valued logic theories have been investigated as a formal framework to handle 
logic sentences which must be given a more refined semantics with respect to the 
classical logic. Regarding the possible interpretations of the third logic value, many 
proposals have been made and among them, the logics of Bochvar, Kleene and 
Lukasiewicz are considered to be representative of this family [25]. In the logic of 
Bochvar the third value is intended to express meaningless information, i.e. a logic 
value that must be assigned to sentences such as “this sentence is false” which makes 
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no sense. In the Kleene’s logic the third value means unknown, i.e. neither true nor false 
due to lack of information. With Lukasiewicz the third value is interpreted as 
indeterminate. This logic value could be assigned, for example, to sentences like 
“tomorrow a new galaxy will be discovered” whose truth value depends on future 
events. 
Much of the ongoing research in multivalued logic theories regards the theory of 
logic programming languages. Mycroft [21] gives a method to construct models of 
clauses with respect to a logic where the set of truth values has an arbitrary cardinality 
and forms a lattice. Then, Mycroft considers with particular attention the case of 
a three-valued logic where the third value means “still computing” and is used to 
characterize a model theoretic view of nontermination. 
Fitting applies a Kripke-Kleene semantics to logic programs [7]. As in the case of 
Kleene, true, false and unknown are the considered logic values. The third value is 
interpreted as lack of information as a consequence of possible infinite backtracking. 
In the logic of Fitting the space of three-valued logic interpretations is not a complete 
lattice and operators defined on this space may be noncontinuous. However, the least 
and other fixed points do exist. 
Blair and Subrahmanian [3] give semantics for a kind of Horn clauses that they 
call generalized Horn clauses. A generalized Horn clause is formed by literals 
augmented with annotations where each annotation is a truth value taken in the set 
{l,t,.L T). Th’ IS set of truth values is a complete lattice whose elements have 
meanings “undefined”, true, false, and “over-defined”, respectively. In particular, the 
last value may be thought of as “inconsistent”. Blair and Subrahmanian give 
a fixpoint semantics for their generalized Horn programs. The suggested application 
for this kind of logic regards the design of knowledge bases in presence of inconsistent 
information. 
A general discussion about computational aspects of three-valued logic is given in 
[23], where the case of Horn three-valued formulas is considered in detail. There the 
conveniency of a third logic value arises from the interest for situation semantics, 
initially proposed as an approach to natural language problematics [a]. The third 
value has the meaning of “undefined” for facts that do not appear in the description of 
a given situation. In [23] an additional operator - of weak negation is considered, 
which generates two types of positive literals for Horn clauses and logic programs. 
Precisely, for any atomic formula A, the new positive literal -1 A with the meaning 
of “A is not false” is introduced. The classical concepts of proof tree and resolution 
procedure are reformulated in this extended logic context and the consequent new 
computational aspects are investigated. In [14] an analogous logic frame with two 
negation operators and two kinds of positive literals is studied, with particular interest 
to model theoretic analysis. 
Recently, Subrahmanian [24] has investigated a case in which the set of truth 
values has no ordering structure. Precisely, the theory of Subrahmanian applies when 
the set of truth values is a commutative pseudo-ring of truth values. Delahaye and 
Thibau [6] propose a logical and algebraic theory for logic programs with negation. 
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In their theory, which has properties similar to the standard logic programming 
theory, the third value is meant as “indefinite”. In the work of Kunen [13] the 
advantages deriving from the introduction of the third logic value are analyzed. 
Kunen defines conditions which guarantee the equivalence of three-valued and usual 
two-valued semantics. 
In this work a three-valued logic is presented where the third value has the meaning 
of “illegal”, i.e. semantic inconsistency. The literature offers several application fields 
in which the notion of incorrectness of logic sentences is naturally considered. In the 
field of databases such notion is widely used when a query violates the integrity 
constraints of a database [S, 8, 10-12, 15-17, 19,221. In such case the query could be 
considered illegal with respect to the database. For example, we may consider the 
following two queries: 
“Find Y who is both the father and the mother of X”, 
“Find the salesman who earns more than 4 million USD”. 
The first query should have an answer equal to “illegal” since in a database family 
no Y can be both the father and the mother of any X. The second sentence is illegal in 
an employee database with a constraint which states that nobody earns more than 
4 million USD. 
A second application is typed Horn logic. Different type schemes have been 
proposed for type checking of Prolog programs [l, 9,201. In a typed Horn system, 
a program or a goal can be typed wrongly. We can view the wrong typing as a possible 
third logic value which corresponds to our notion of illegality. 
Finally, another context in which the notion of illegality can be introduced usefully 
is the one of the logic representation of natural language subsets [4]. For example, the 
following sentence: 
“The cat that Sophie is holding is mewing” 
is unacceptable (i.e. illegal) whenever there is no cat held by Sophie. 
The classical two-valued logic frame is extended in this paper with the third value of 
logic illegality (denoted by I) and with one unary opertor (denoted by l ) which is 
added to the usual couple of A and l operators. The definition of the new operator l as 
well as the extension to the third logic value of the other two old operators are guided 
by the interpretation of I as a signal of illegality of logic formulas. In particular the 
operator l has the role of a legality test, in the sense that it transforms in true the 
“legal” logic values (i.e. true and false) and transforms infilse the “illegal” logic value 
I. As in [23] and in [ 143 two types of positive literals arise, precisely the usual literals 
of type A (truth literals) and literals of type *A (legality literals) where A is an atomic 
formula. Literals such as A and *A will be called truth literals and legality literals 
respectively in the following. When additional logic values are introduced, the usual 
ideas of minimal model, proof tree, etc. for logic programs must be lifted to the 
enhanced logic frame. The features of the extension depends on the meanings of the 
new logic values, which may vary from “still computing” to “undefined” or “inconsist- 
ent”. Of course, in our case the reformulation is driven by the idea of “illegality” (11;1t 
the third logic value is intended to represent. The two types of above-mcntiol1c.d 
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positive literals, i.e. truth and legality literals, are the support for the extension of both 
model theoretic and computational concepts. 
The paper is organized as follows. In Section 2 the usual logic operators are extended 
to the third value and the legality operator is introduced. In Sections 3 and 4 the syntax 
and semantics for three-valued first-order languages is given. In Section 5 three-valued 
Horn clauses and three-valued Horn logic programs are presented. The corresponding 
model theoretic characterization of the language is discussed in Sections 6 and 7. In 
Section 8 the relationships between three-valued and two-valued programs are investig- 
ated. In the final Sections a method is proposed for the verification of the legality of 
a three-valued logic program by exploiting the SLD resolution algorithm. 
2. Extension of logic operators 
The first question to face in order to give the formal definition of a three-valued 
logic is the extension of the usual logic operators. Precisely, the operators v, A, 
1 and + must be extended to the third logic value, which has in our case the meaning 
of unacceptability or illegality. We shall denote by _L the third logic value. The 
extension of the usual logic operators can be suggested by simple intuitive arguments, 
based on the meaning of the third logic value. For example, consider the following 
logic statement which asserts an evident property of the predicates ge (greater or 
equal) and succ (successor) on integer numbers: 
integer(u) * ge(succ (a), a). 
The condition integer(u) can be interpreted as a guard in agreement with the fact 
that ge and succ are applicable to integer arguments. As a consequence, the axiom can 
be considered sound with respect to the applicability domains of the predicate ge and 
the function succ. Thus the axiom is legal, i.e. it never assumes I as a value. Moreover 
ge(succ(u), a) is a tautology over integer numbers. This can be intended in the sense 
that the logic value of the implication is true for any possible a. Now, considering an 
a which is not an integer we have that ge(succ(u, a)) is ill typed and then it must be given 
the illegal value I, so that we obtain that the formula (false * I) evaluates to true. 
If we assume that any other combination of arguments of = which contains 
_L yields I, we obtain the truth table shown below. The table extends to the 
three-valued set of logic values the intuitive idea that when the condition isfalse the 
value of the consequent is unessential. The combination _L *true has the value 1. 
Indeed, in agreement with our interpretation of I as an illegal value, an implication 
with an illegal premise is considered illegal as a whole. 
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Assuming that 1 I = _L and supposing the validity of the well-known relations 
F=sG EZ GV-IF, 
F=s-G = ~(FAYIG), 
we obtain the tables for A and v: 
A true false _L V true false I 
In our logic both A and v are not commutative. In particular, if we consider the 
logical conjunction operator A, we note that it is commutative on the values true and 
false, where it coincides with the usual two-valued conjunction operator. On the 
contrary, the operator is not commutative on the pair of values I andfalse. In order 
to have an intuitive interpretation of this fact, let us consider the predicates human 
and good-speaker with the following application domains: 
- human is applicable to any kind of argument, i.e. for any a, human(a) yields either 
true or false but never I; 
- good-speaker is applicable to human beings only, i.e. good-speaker(a) yields 
either true or false if a is a human being, whereas it yields I if a is not human. 
In agreement with our table of logic conjunction, the formula 
human(u) A good-speaker(a) 
cannot yield -L for any possible value of a. Indeed, if human(u) is true, then good- 
speaker(u) is either true or false, so that the whole formula is not 1. If human(u) is 
false, the whole formula is immediately false. As it will be formalized in Section 4, our 
idea is that a three-valued logic formula is legal if it never assumes l_ as a value. Thus, 
in agreement with this idea and with the given table of logic conjunction, a conjunc- 
tion of the form 
Pl(X,) A Pz(%) A ... A Pj(Xj) A ..’ A Pi 
is legal if for any j the aSSertiOnS pl(xl)r\p2(x2)~ ... A pj_l(Xj_1) ensure that 
Xj belongs to the application domain of pj. The fact is shown in the previous example, 
where with the given interpretation of the predicates human and good-speaker, 
the formula human(a) A good-speaker(u) is legal, while the formula good- 
speaker(u) A human(u) is not. 
Finally, we introduce an operator which is specific of our three-valued logic. The 
operator will be denoted by the symbol l and is defined as follows: 
l true = true 
-false = true 
l I = false. 
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The operator l transforms in true both the logic values true and false and in false the 
value 1. In this sense it acts as a legality test. 
A typical use of this operator is for the definition of the domain of a predicate. As an 
example, the formula 
natno(x)=>*p(x), 
declares that p(x) is true orfalse (but never I) on any natural number. The formula 
declares which is the domain where the predicate p can be legally applied. 
It is easy to verify that A and v are associative and that several usual properties of 
boolean algebra continue to hold in our extension of the operators. For example, let 
us consider the following properties, concerning + and A, which will be used in the 
rest of the paper. 
Property 2.1. 
(1) A A (A * B) E A A B, 
(2) A*(‘4 A B) = A=>& 
(3) (A *(B A C)) f ((A-B) A (A *C)), 
(4) (/t=(B*C))=((.‘t A B)*C)), 
(5) A v B E l(1 A A 1 B). 
For the legality test operator l , the following properties hold. 
Property 2.2. 
(1) l * F is a tautology, 
(2) l (F A G) s l (F=G) ZE l F r\(F**G), 
(3) l (F A G) is true ifand only if F**G is true. 
Observe that Property 2.2 (3) is not the same as l (F A G) = F* l G since the 
“tertium non datur” principle holds only in the two-valued case. In fact, when 
l (F A G) is false due to the illegality of F, the formula F--G is I, i.e. it is not false. 
3. Syntax of three-valued first-order languages 
In this section the general syntactical aspects of a three-valued first-order logic are 
given. Three-valued Horn logic will be introduced later in Section 5. A three-valued 
first-order language consists of an alphabet and all the formulas defined over it in 
agreement to an appropriate syntax. The alphabet consists of the following classes of 
symbols: 
(a) variables w, x, y, ; 
(b) constants c, cl, c2 . . ; 
(c) function symbols f, g, h . . . ; 
(d) predicate symbols p, q, . . . ; 
(e) propositional constants which are true,fa/se and I; 
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(f) connectives which are 1 (negation), A (conjunction), l (legality); 
(g) the quantifier V (for all); 
(h) special markers which are the parentheses ( and ), and the comma , . 
The syntax of a three-valued first-order language is the following. 
Definition 3.1. A term is defined as follows: 
(1) a variable is a term; 
(2) a constant is a term; 
(3) iff is an n-ary function and t 1, . . , t, are terms thenf(t 1, . . . , t,) is a term. 
Definition 3.2. The class offormulas is defined as follows: 
(1) if p is an n-ary predicate and t 1, . . . , t, are terms then p(tl, . . . . t,) and l p(tl , . . . . t,) 
are atomic formulas (or atoms). Atomic formulas of the form l p(t 1, . . . , t,) will be called 
legality atoms. Those of the form p(tl, . . . . t,) will be called truth atoms. 
(2) true,false and I are formulas; 
(3) if F and G are formulas then 1 F, F A G, l F are formulas; 
(4) if F is a formula and x is a variable, then VxF is a formula. 
In the above syntax, literals of the form l p(t 1, . , t,) are qualified as (legality) atoms. 
This is a formal expedient for simplifying the definition of Horn clauses and logic 
programs of Section 5, where formulas of type l p(t 1, . . . , t,) will be admitted as positive 
literals together with usual atoms of the form p( tl , . . . , t,). In what follows both truth 
and legality atoms will be donoted by symbols like a, b, a,, bl, . . . . 
It can be proven that the connectives A, 1 and l constitute a complete set of 
three-valued logic operators. For instance, the following expression corresponds to 
the strict extension of the logic conjunction (strict on I), that is the three-valued 
conjunction which is I whenever one of the operands is I: 
(1-F vl*G* I) A (F A G). (3.1) 
The implication = and the logical disjunction v , as defined by the tables in Section 2, 
are expressed by the usual formulas F v G E ~(1 F A 1 G) and Fe= G = 1 F v G. 
Definition 3.3. A three-valued first-order language defined over an alphabet & is the 
set of all the formulas built over d. 
4. Semantics for three-valued (first-order) logic 
The semantics of our three-valued logic can be defined on the basis of the concepts 
of interpretation and model, which are immediate rephrasing of the corresponding 
concepts of the classical two-valued logic. 
An interpretation I for a three-valued (first-order) language consists of: 
_ a non-empty set D, called the domain of I; 
_ an assignment for each constant c of an element d of D; 
_ an assignment for each n-ary function f of a mapping f’ from D” to D; 
- an assignment for each n-ary predicate p of a mapping p’ from D” to { I, true, false}. 
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As usual, the semantics of a formula F in a given interpretation I is defined 
inductively on the structure of F. In order to do this, we need to use the notion of 
“variable assignment”, which assigns values to the variables occurring in F. As usual, 
a variable assignment (simply “assignment”) p over I is a function assigning to each 
variable an element from D. The assignment p can be extended to terms proceeding by 
induction on the structure of the term: 
- Ic(c)=d, 
- M(r1, . ..~r.))=f’(P(rIL . ..3P(&)). 
The semantics of a formula F, i.e. 1 F I,,@, are given as follows: 
(i) Ip(tl,...,t,)lr.~=p’(~(t,),...,~(t,)); 
(ii) I*FII,,=*IFII,,; 
$1 IE A Gl,.,=lEl~,, * IGII,,; 
(iv) lbG/~,,=l IGII.~; 
P if 3d in D:IG(x/d)lI,,=l 
false if Id in D:IWld)l,,,=~ 
and 3d in D : j G(x/d) ll,U =false 
true otherwise, 
where G(x/d) denotes the formula obtained by substituting each occurrence of x with 
d. According to (v), the semantics of a formula like VxG is I whenever an element 
d exists in D, such that G(x/d) is 1. 
The semantics of formulas with the logic operators + and v, results from the 
algebraic relations F v G E ~(1 F A 1 G) and F + G = 1 (F A 1 G), respectively. 
The semantics of the quantifier 3 results from the relation 3xF = 1 (Vxi F). The 
following property holds for the universal quantifier V. 
Property 4.1. l VxG = Vx l G. 
We say that the formula F is true in the interpretation I if 1 F I,,p is true. An 
interpretation I is a model for F if F is true in I. As usual, F is said to be satisfiable 
whenever it has a model; otherwise, it is said to be unsatisjable. When every 
interpretation is a model for S, S is said valid. The notation I E 3 F will denote that the 
interpretation I is a model for the three-valued formula F. The notation k3F will 
denote that the formula F is valid. Finally, the notation F k3G will denote that G is 
true in all the models of F. It is interesting to note that the usual equivalence between 
F t 3 G and E 3 (F + G ) does not hold due to the lack of “tertium non datur” principle. 
Indeed, F k3 G does not exclude that F is illegal under some interpretations, so that 
(F + G) becomes illegal. However, it is easy to prove that the following property holds. 
Property 4.2. 
(1) (F E3 G and t3*F) ifsk” (F=G), 
(2) (k3(F**G) and k3-F) ifSk3*(F A G). 
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Definition 4.3. Let F be a formula. F is said to be legal if l F is valid, i.e. if l-3*F. 
In other words a formula F is legal, if its value is either true or false under any 
interpretation. 
5. Three-valued Horn logic 
Analogously to the two-valued case, we can define three-valued Horn clauses and 
logic programs. The symbols :- and , usually employed in conventional Prolog 
programs to denote implication and conjunction, respectively, will be used for three- 
valued logic programs. Obviously, the semantics is meant to be the three-valued 
semantics described in the previous section. 
Definition 5.1. Given n+ 1 legality or truth atoms a, a,, . . . . a,, then a:-~,, . . . . a,, is 
a three-valued Horn clause, with head a and body a,, . , a,,. 
Definition 5.2. A three-valued logic program is a finite sequence of three-valued Horn 
clauses. 
Definition 5.3. Given a three-valued logic program P, its correspondingformula 4(P) 
is obtained by 
(1) expliciting the universal quantifier for each clause; 
(2) and-ing all the formulas obtained by step 1. 
Example 5.4. Given the three-valued logic program P: 
PI(X). 
P(X) I-P1 (x), Pz(X). 
The corresponding formula 4(P) is 
V’x(P*(X)) A VX(Pl(X) A PAX) *p(x)). 
Note that, in opposition to the classical two-valued logic, the order of the clauses in 
the program is meaningful with respect to 4(P), as a consequence of the non- 
commutativity of the three-valued operator A. 
The following property derives from Definition 5.3. 
Property 5.5. If PI and P2 are three-valued logic programs, then 
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where [PI, P,] is the program constituted by the clauses of PI and P2 in that order. 
Definition 4.3, which characterizes the legality of formulas, can be immediately 
extended to logic programs. 
Definition 5.6. Given a three-valued logic program P, P is legal if its corresponding 
formula 4(P) is legal, i.e. if *4(P) is valid. 
Example 5.7. Consider the following three-valued logic program: 
‘P(X). 
P(X). 
The corresponding formula 4(P) is Vx(*p(x)) A Vx(p(x)). The program P is legal. 
Indeed, it is easily verified that any interpretation I under which Vx(p(x)) is legal 
makes 4(P) legal. On the other hand, even considering an interpretation 1 under 
which Vx(p(x)) is not legal, I*p(x)l, evaluates to false and the whole formula 4(P) 
evaluates to false. 
Example 5.8. The order of the clauses can affect the legality of a program. Indeed if we 
commute the order of the two clauses in the program of the previous example, i.e. we 
consider the program: 
P(X). 
‘P(X). 
The corresponding formula is $(Q)=Vx(p(x)) A Vx(*p(x)), which is I whenever 
p(x) = I, so that the program is not legal. This is an effect of the noncommutativity of 
our three-valued conjunction operator. From an intuitive point of view, the lack of 
commutativity of the operator A imposes that the axioms about the application 
domains of the predicates are stated before the predicates are exploited in other 
axioms. 
6. Three-valued Herbrand models 
In this section the concepts of Herbrand universe, base and model of three-valued 
logic programs will be defined on analogy to the two-valued logic programming. Let 
L be the three-valued logic language associated with a three-valued logic program P, 
i.e. L is the language having the same set of the constants, functions and predicates 
of P. 
Definition 6.1. The Herbrand universe of P, denoted by Up, is the set of all ground 
terms of L. 
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Definition 6.2. The Herbrand base of P, denoted by Bp, is the set of all ground truth 
and legality atoms obtained by the terms in UP and the predicate symbols in L. 
Example 6.3. Given the three-valued logic program P: 
p(x):-&m)3 g(x)). 
‘P(X). 
P(C). 
Up is {c, f(c), s(c),f(f(c)),f(g(c)), g(f(c)), gMc)h . . . ) and BP is {P(C), &, 4 *P(C), 
‘4k cl, P(fk)), PMC))> . . .I. 
In a Herbrand interpretation of a three-valued logic program P the meaning of 
constants and terms are assigned as follows: 
- the domain of interpretation is UP; 
- each constant is assigned to itself; 
- iffis an n ary function in P, then it is assigned the mapping from (UP)” to UP, which 
returns the ground term f(tl, . . . , t,) as the value of the function f applied to the 
ground terms tl, . . . , t,. 
The meaning of the predicates is given by a subset of ground atoms. The ground 
atoms in the subset are exactly the ones which are true in the interpretation. Thus, 
a Herbrand interpretation is characterized by a subset of Bp, as precised in the 
following definition. 
Definition 6.4. A Herbrand interpretation I of a three-valued logic program P is 
a subset of atomic formulas in BP such that 
for any ground truth atom a, if aEZ, then l aEZ. 
Intuitively, Definition 6.4 states that any atom which is true in the interpretation I is 
legal in the same interpretation. 
A Herbrand interpretation I assigns values from the set {true, false, I} to any atom 
in BP in agreement to the following rule. Let a be a ground truth atom, then 
(i) if a (and then *a) is in I, then both a and *a are true 
(ii) if a is not in I but *a is in I, then a is false and *a is true 
(iii) if neither a nor *a are in I, then a is I and *a is false. 
From Definition 6.4 it is easy to prove the following property for the set HE’ of 
Herbrand interpretations. 
Property 6.5. The set HE’ of Herbrand interpretations is a complete lattice. 
Proof. Let I, and I2 be Herbrand interpretations, then I1 u12 and I1 nZ, are 
Herbrand interpretations. We prove first that I = I1 n I2 is a Herbrand interpretation. 
If the truth atom a~1 then aEZl and aeZ2. Since I1 and Z2 are Herbrand interpreta- 
tions, *ails and l aElz. It follows that l acl=llnl2, thus l,nlz is a Herbrand 
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interpretation. To show that J = I1 u I2 is a Herbrand interpretation, observe that if 
the truth atom UEJ then awl, or aEZz. Consider, for example, a~l,. Since I1 is 
a Herbrand interpretation, *awl, . Hence, l UEJ = Ii u I*. It is easy to show that HB’ is 
a partially ordered set with respect to the set inclusion. The set HE’ is also a complete 
lattice since for each subset X of Herbrand interpretations there exist lub(X) and 
glb(X) which are the union and the intersection of the elements in X, respectively. 0 
Now, let us define the Herbrand model of a three-valued logic program. 
Definition 6.6. Let P be a three-valued logic program. A Herbrand model of P is 
a Herbrand interpretation M such that M k-‘&P). 
In the following, with interpretation and model of P we mean Herbrand interpreta- 
tion and Herbrand model, respectively. The fact that the interpretation Z is a model of 
a three-valued program P will be denoted simply as Z k3 P, instead of Z E 34(P). 
In the two-valued logic programming a model M of a program P is an interpreta- 
tion of a program such that for each clause a:-~, , . . . , a, and for each ground 
substitution 8 it happens that if M 2 {aI 8, . . . , anO} then uBEM. This fact can be easily 
extended to our three-valued logic as asserted by Property 6.7. 
Property 6.7. An interpretation M is a model of a three-valued logic program P (i.e. 
M t3P) iff the following properties hold: 
for each clause H = a :- a,, . . . , a, of P and for each ground substitution 8 
(i) if Mz {alQ,...,a,8} then af?~M, 
(ii) if M 2 {alO, . . . . aj_, 0) and aje is a truth atom then l ajOEM, 1 djdn. 
Proof. Let us assume that M is a model of P. Then 
(i) Since M is a model of P, 1 C#I (P) IM is true. Then, for each clause H of P and for any 
ground substitution 0, 4(H)=Vx, . ..x.,(uld A ... AU,B*UO) is true. As a con- 
sequence, M 2 {a, 8, . , ant?} implies uBEM. 
(ii) Suppose that M 2 {a, 0, .., aj_ 1 O}. Then l aj& M holds, since, if l aje were not 
in M, then ajB would evaluate to _L and the formula 4(H) would evaluate to I, 
contrary to the hypothesis that M is a model of P. 
Conversely, suppose that the points (i) and (ii) above hold for an interpretation M. 
For each clause H, the point (ii) forbids that after a sequence a, 8 A ... A aj_ 1 fl of true 
atoms in 4(H) an illegal atom ajB is found. This fact ensures the legality of the body 
a,, . . ..a. of the clause, i.e. the body can be either true or false but never 1. As 
a consequence, if the body is&se then 4(H) is true. If the body is true, by (i) a0 is true 
and then 4(H) is true. 0 
Example 6.8. Let us consider the clause r(x):-p(x), q(x) and the associated formula 
4 =Vx (p(x) A q(x) =S r(x)). In any model of 4 it must be Vx *p(x)= true, otherwise, 
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I#I might become 1 in agreement with the definition of the implication operator =- in 
Section 2. In particular, any interpretation where Vxp(x) =fulse is a model, indepen- 
dently of p and Y. If a model MI is such that Vxp(x) = true, also Vx*q(x) = true must 
hold in MI. For example, if in an interpretation I we have that Vxp(x)= true 
and Vxq(x)=fulse, then I is a model of 4. Finally, if a model M2 is such that 
Vx(p(x) A q(x))= true, then also Vx*r(x)= true must hold in M2. 
Theorem 6.9. The intersection of two models of a three-valued logic program P is 
a model of P, i.e. MI l-3P and M2 k3 P implies that MI nM, F3 P. 
Proof. Let M, and M2 be models of P and consider M= MI n M2. From Property 
6.5, M is an interpretation. In order to prove that M is a model it is sufficient to prove 
Properties 6.7(i) and (ii). Consider point (i). If M = MI n M2 2 {a1 8, . . . , an0} then 
MIz{aIO,..., a,,e} and M2 ?{a,@ . . . . a,,e}. Since Ml and M2 are models, Property 
6.7(i) guarantees that aOeM, and a&M,. Hence aBEM,nM,=M. Now consider 
point (ii). If M=M1nMMz~{a18,...,aj_,6,} with uj6’ a truth atom, then 
M, 2 {ale,..., aj_lC3} and M2z{a10,...,aj-1tI}. Since MI and M2 are models 
Property 6.7 holds. Therefore, *ajO belongs to both MI and M2 and then l ajf?EM. 0 
The previous theorem ensures that the intersection of all models of a program P is 
a model, which is called the least model of P. 
7. Fixpoint semantics 
In this section the classical characterization of the least model of a logic program 
P as the fixpoint of a suitable continuous operator Tp is lifted to the three-valued case. 
For this purpose an operator T; is defined, which is continuous over the complete 
lattice HE’ of the interpretations of the three-valued logic program P. The operator 
Ts is an extension of Tp, which reflects the characterization of a model as given in 
Property 6.7 for a program in our three-valued logic. 
Let us recall the definition of the mapping T, [ 181, which constructs the least model 
MP of a two-valued logic program P, starting from the empty interpretation. 
Definition 7.1. T,(I) = {a,, I 0 ( there exists a clause a, + I :-a,, . . , a, and 8 is a ground 
substitution such that I 2 {a, 0, . . . , a,O} }. 
Then if we define 
TpfO=(b, 
7’,ti=Tp(7’,fi-I) l<i<co, and 
?p=lub(7’,tiI i<co) 
we have 
Mp= Fp. (7.1) 
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The mapping T s : H Bp -+ H Bp given below corresponds to T,. 
Definition 7.2. Let P be a three-valued logic program. Let us define the mapping 
T;(Z) as the union of the following sets: 
{a,+, 81 there exist a clause a,, 1 :-ul, . . ., u, such that I? {ai 0, . ., ~~0) }, 
(7.2) 
{*uj8(there exist a clause ~,+~:-a~, .. ..a.,, with 1 <j<n+ 1 such that Uj is 
a truth atom and Z~(U,e,...,aj_le}}. (7.3) 
The above definition is an evident operational counterpart of Property 67(ii). Note 
that T;(I) is an interpretation whenever I is an interpretation. In fact, for any ground 
truth atom a,+ 1 13 in T;(I), the atom *an+ 1 0 is also in T;(I). As shown in the following 
of this section the operator T; is continuous and its minimum fixpoint is the least 
model of the program P. 
In analogy with the two-valued logic, it is possible to show that the mapping T: is 
continuous in the complete lattice HB’, as stated by the following Property. 
Property 7.3. The operator T; : H Bp -+ H BP is continuous in the lattice HB’. 
Proof. It must be proven that T:(lub( X))=lub( T;(X)) for each directed set X. Let 
b be a ground atom in T;(lub(X)). From Definition 7.2, by Ts(lub(X)) if and only if 
one of the following two cases holds: 
(a) there exist a clause a,,, i:-ul, . . . . a, and a ground substitution 0 such that 
b=a,+l 6 and lub(X)z {ulO,...,anO} 
(b) there exist a clause a,, i:-ui, . . , a, and a ground substitution 8 such that 
b=*ujO, uje is a truth atom, and lub(X)Z {u,H,...,aj_,~} for (1 <j<n+ 1) 
iIf there exists an interpretation 16X such that 
(a’) there exist a clause a,, ,:-al, . . . . u, and a ground substitution 0 such that 
b=a,+i 8 and I~{a18,...,u,8} for IEX, 
(b’) there exist a clause a,, , :-ul,. ., a,, and a ground substitution 0 such that 
b=*aj8,ajeisatruthatom,andI~~u,8,...,uj_,81forIEXand(lb,~dfl+l) 
iff beT; (I) for IEX 
iff belub(Tj!(X)). 0 
The least upper bound lub( T; 7 i / i < CC) = ?: exists, and is an interpretation since 
the operator T; is continuous (and then monotonic) in HB’. As shown by the 
following theorem, we have that ?‘; is equal to the least model of P, which will be 
denoted by M; in the sequel. In other words, the mapping T: constructs the least 
model M; of P. 
Theorem 7.4. Let P be a three-valued logic program, then ?z= Ms. 
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Proof. ?; is a model since Properties 6.7(i) and (ii) hold. Indeed, consider property 
6.7(i). If u~+~~:-u~~, . . . . a,0 is a ground instance of a clause of P and 
~~=,{a,e,...,a,B},thenthereexistsanintegerisuchthat T~fi-l~{a,e,...,a,e}. 
Now, it follows from (7.2) in Definition 7.2 that a,, 1 BET; t i and then 
a,, 1 t!FlE ?;=lub( T; t i 1 i < co). (ii) can be proven similarly. 
In order to show that ?; is the least model of P we will prove that any model M of 
P contains Tf2 r i, for any i. By induction on i: 
(a) For i=O, MS@ holds. 
(b) For i>l, let us assume that M?T;Ti-1 and then verify that MzT;ti. 
Now, let b be a ground atom in Ts ti. If b belongs to the set (7.2) given in 
Definition 7.2, then there exists a clause a,, 1 :-a,, . . . , a, and a ground substitution 
8 such that b=an+l i3 and T;fi-1 z{ale, . . ., anO). As a consequence, from the 
inductive hypothesis M 2 {a, 6, . . . , ano} and, from Property 6.7(i), b = a,, 1&M 
holds. Similar argument can be used for the case in which b belongs to set (7.3) given in 
Definition 7.2. 0 
The least model of P can be characterized also as the least fixpoint lfp( T:) of T; as 
stated by the following corollary. 
Corollary 7.5. Let P be a three-valued program. Then M; = lfp( T;). 
Proof. Since T; is continuous over a complete lattice, from the fixpoint theorem we 
have that ?;=lfp( T;). From Theorem 7.4 the thesis M;=lfp( T;) follows. 0 
8. Three-valued programs as two-valued programs 
A three-valued logic program may be regarded as a two-valued one. It is sufficient 
that, for any predicate name p, l p is considered itself as a new predicate symbol which 
is independent from p. Then the operator Tp of the two-valued logic can be applied to 
three-valued programs. However, in general, the application of T, does not produce 
the same effect as T$. In particular, it holds that ?‘s 2 pp, as an immediate con- 
sequence of Definitions 7.1 and 7.2. In the next section, a characterization is given for 
programs such that the operators T, and T; have the same effect, i.e. Tp and T; give 
identical minimum fixpoints. In Section 10, the class of legal programs, as identified in 
Definition 5.6, is shown to verify the above-mentioned characterization. As a 
consequence, T, can be used safely for legal three-valued logic programs. 
Example 8.1. Given the three-valued logic program 
‘P l(C). 
PI(C). 
P3(x):-P2(x). 
P3(x):-*P1 (x)9 Pi(X), ‘Pz(X). 
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The operator T, constructs the set pp= jpr(c), *p,(c)}, while T; constructs the set 
%={Pr(c), ‘PI(C), v2(4, P3(C), %(C)l. 
In the following, I EP means that the program P (viewed as a two-valued program) 
is verified by the interpretation I, i.e. I is a model of P with the classical understanding 
of the two-valued logic programming theory. As shown in [18], the relation t- is 
characterized by the usual property. 
Property 8.2. Given a logic program P, for any interpretation I: 
(1) I I-P implies I 2 ?r, i.e. ?r is the (two-valued) least model of P. 
(2) I I-P ifs for each clause H =a:+a,, . . ..a., of P and for each ground 
substitution 0: 
I~{alfJ,...,a,@ implies a&r. 
Property 8.3. Let P and Q be logic programs, then 
?‘r= ?(r,o, ifs ?rt-Q. 
Proof. The “only if” part is immediate. Indeed, obviously it is ?tP,Q1 I-Q from which 
?“I-Q since by hypothesis Fpp= ?tP,ol. For the “if” part, we have that ?p k P and 
ppk-Q by hypothesis from which ?r”P[P, Q]. Now, from Property 8.2(l) it follows 
Property 8.4. For any program P, any ground atom a and any interpretation I: 
(i) IkP if Ik3P, 
(ii) I k3 a ifs I t-a. 
Proof. (i) follows immediately from Properties 6.7 and 8.2(2). To show (ii), it is 
sufficient to observe that, when the program P reduces to a ground atom, Property 
6.7(ii) becomes ineffective. Thus, in such case, k3 and k coincide. 0 
9. T-interpretable programs 
As discussed in Section 8, the operator T, can be applied to three-valued logic 
programs if they are viewed as two-valued programs. However, in general, the effects 
of the operator Tr are not the same as the ones of Ti. In this section three-valued 
programs are characterized for which Tr and T; have the same effect. 
Definition 9.1. Let P be a three-valued logic program, P is a T-interpretable program 
iff Fp=?;. 
In other words, a program P is said to be T-interpretable when the operator Tr and 
the operator T: produce the same effects. Due to Theorem 7.4, the equality ?p = ?; is 
equivalent to ?p = M ;. 
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By analysing the differences between T, and T ;, a way to reproduce the effects of 
Ts by exploiting Tp can be suggested. The idea is that of completing the program with 
a suitable set of clauses, which have the same effect of (7.3). 
Definition 9.2. Given a three-valued Horn clause H = a, + I :-a,, . . , a,,, the completion 
y(H) of H is given by the following clauses: 
l Uj:-al, . . ..Uj-l. 1 djdn+ 1, with aj truth atom. 
For a program P composed by the clauses HI, . . . , Hk the completion y(P) is given by 
the clauses in [y(HI), . . ..y(H.)]. 
Example 9.3. The completion y(P) for the three-valued logic program of Example 8.1 
is the following: 
‘Pl k-i 
l P2 (x.). 
‘P3W :-P&l. 
‘P1W-%(X). 
.P3 (4 :-‘P1bL Pl (x)3 *P&J. 
The following property is an immediate consequence of Definition 9.2. 
Property 9.4. Let P and Q be three-valued logic programs, then 
YCP, QI=Y(PL Y(Q). 
Property 9.5 characterizes the effects of the completion clauses y(P). As a matter of 
fact, we can use the classical operator T, to construct the least model of a three-valued 
logic program when the completion is added to it. Indeed, now T, constructs the set of 
legality atoms (7.3) in the same way as T s since these atoms are heads of the 
completion clauses. 
Property 9.5. Let P be a three-valued logic program. Then 
m 
M;= T~P.~(P)I. 
Proof. It is evident that the clauses in y(P) generate exactly the atoms of the set (7.3). 
Then 
T:(I) = Ttp,,CpJ#) for any 1. 
Thus, 
?~=lub(T~~i)i<co)=lub(T,p,y~P~l~i~ i~co)=!&,,,(,,~. 
The thesis Mfl= pfp, yCpj1 follows from Theorem 7.1. 0 
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Property 9.6. Let P be a three-valued logic program, then P is T-interpretable if 
WY(P). 
Proof. From Definition 9.1 it follows that 
?p=Mi! iff (by Property 9.5) 
Cc cc 
Tp= T,p,.iCpjl iff (by Property 8.3), 
?&y(P). cl 
Example 9.7. The program P of Example 8.1 is not T-interpretable since its comple- 
tion (shown in Example 9.3) contains l p2(x) which, on the other hand, does not belong 
to Tp. Then ppk y(P) is false. 
10. Legality and T-interpretability 
The concepts of legality and T-interpretability are strongly related. In fact, if 
a three-valued program P is legal, then T, and T; produce the same effects, i.e. any 
legal three-valued program is T-interpretable, as shown in Theorem 10.2. 
Property 10.1. Let P=H1, H2 ,..., Hk be a three-valued program with Hi=ai,,t+, :- 
ai.1, ...,ai.n,. Then the following equivalence holds: 
F%#)(P) = F34(Pi-1) * (Vx,, 
lbi<k, l<j<ni+i, 
where Pi_I=H,, Hz ,..., Hi_I. 
,Xh (ai. A . . . A ai,j-i=>*ai,j)), 
Proof. 
ä 3wp) 
(4W,) * 4(H2)~ ... A b(Hk- I )) * l Hd> 
t3(~(H1)~...A~(Hi-1))~*~(Hi),ldibk 
t3~(Pi_1)~*~(Hi), ldibk, i.e. 
is equivalent to 
(by Property 2.2(2)) 
(applying again Property 2.2(2) 
k - 2 times) 
i.e. 
(by Property 5.5) 
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›3~(Pi-l)j*VX1,...,Xh(ai,1 A ... ~oi,“~)*~~i,~~+~, l<i<k (by Property 4.1) 
ä 3~(Pi_1)~VX1,...,Xh’((Ui,1 A “‘AUi,.)~Uj,,,+,), 1diQk 
(by Property 2.2(2) (i.e. l (F*G)=*F ;\ F**G)) 
t-3~(Pi_1)~VX1,...,Xh’(Ui.1 A ‘.’ AUi,“,) A((Ui,l A “. AUi,ni)**Ui,ni+,), l<i<k 
(by applying again Property 2.2(2) (i.e. l (F A G)=*F* G) ni times) 
›3~(Pi-l)~(V~l,...,Xh(Ui,l A ... AUi,j_1**Ui,j)), l<i<k, l<j<ni+r. q 
Theorem 10.2. Let P be a three-valued logic program. If P is legal (i.e. E3 *4(P)) then 
P is T-interpretable. 
Proof. From Property 10.1 it follows that 
k 3. 4(P), which is equivalent to 
~‘~(Pi_1)J(VX1, ...,Xh(Ui,1 A ... AUi,j-,*‘Ui,j)), l<i<k, l<jdni+r, 
which by Definition 9.2 implies 
~‘(~(Pi-1)~~(Y(Hi))), Ididk. 
NOW suppose by induction that Pi_ 1 is T-interpretable. k3#(Pi_ I) + 4(y(Hi)) 
guarantees that 4(y(Hi)) is true in any model of ~(Pi_l), then 
MSi-, F3Y(Hi) (by theorem 7.4,) 
?;,.I t3y(Hi) (by Definition 9.1 (i.e. ppi _ , = f?;+ ,)) 
?P;-I k3Y(Hi) (by (i) of Property 8.4(i)) 
?ppi- I I- YtHi)) (by Property 9.6, since Pi-l is T-interpretable) 
?p?pi-, kY(pi-1)5 i.e. 
% _ , , k C?I(Pi-1), y(ffi)l (by Property 9.4) 
?p?pi-, I-Y(Cpi-12 Hil), which implies 
m 
Trp,-,,~~l~y(CPi-1,Hil) (by Property 9.6) 
[Pi- 1, Hi] = Pi is T-interpretable. 0 
Theorem 10.2 gives a sufficient condition in order for a program to be T-interpretable. 
The following example proves that the inverse implication does not hold. 
Example 10.3. Consider the following three-valued logic program Q: 
P(C). 
*p(c):-P(C). 
The program Q is T-interpretable (since To I- y(Q)), but it is not legal. The interpreta- 
tion which makes Q illegal is the one in which p(c) is 1. Note that the program does 
not become legal neither by means of a permutation of the rules. 
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Corollary 10.4. lf P is a legal three-valued logic program, then 
M;= Fp. 
In other words, the least model of P can be constructed by means of the usual two-valued 
operator Tp. 
Proof. The result follows immediately from Theorem 10.2 and Definition 9.1. 0 
The main implication of Corollary 10.4 is that it is possible to exploit the usual SLD 
resolution algorithm to prove goals in the context of three-valued logic. In three- 
valued logic, a goal may evaluate to true,,fulse or I (i.e. illegal). The evaluation of 
a three-valued goal G, using the traditional SLD algorithm, is accomplished by 
starting simultaneously the proof of the goals G and l G. It is evident that: 
(a) if l G fails, then G is illegal, 
(b) if l G succeeds and G fails, then the goal G is false, 
(c) if G (and then l G) succeeds, then G is true. 
In the case in which G loops infinitely and l G succeeds, we can conclude that G is legal 
even if we are not able to decide whether G is true or false. 
Il. Logic program legality check 
Theorem 11.1 in this section characterizes the way the legality of a three-valued 
logic program can be checked. 
Theorem 11.1. Let P = H, , HZ, . , Hk be a three-valued program. The program P is 
legal ifSfor each clause Hi = a;,n, + I :-a,, 1, . , a,,,, of P, it holds that 
31 
TIP, - 1.~~ 13~ . a ,.,. ~orl~*~i.j~~ 1 &iik, 1 <j<ni+,, with ai,j truth atom 
(11.1) 
where Pi _, = H 1, Hz, . , Hi ~I and c( is a ground substitution which instantiates all the 
variables in Hi with constants d$erent from all those used in the program P. 
Proof. (1) “Only if” part: Let us show that if P is legal then Formula (11.1) holds. 
k3*#(P) Property 10.1 
›3~(Pi_1)J(v’X1,...,Xh (&I A “’ AUi.j_* **Ui,j)), l<idk, ldj<ni+I 
since ct uses constants which are not in P 
ä 3~(Pi_*)A(ai.,rx,...,ai,j-lz~‘ai,jcc)), l,<idk, ldjdni+, 
t3(d(Pi- l,ai,1cc,...,ai,j-,a~*ai,jcc)), l<idk, l<j<ni+, 
4([Pi_,,~i,la ,..., ai,j-,a])~3*ai,jcl, l<idk, l,<jdni+~,ai,j truth atom 
“3 
since T[P.~,,,~... ,p ,.,-, %I is the least model of [Pi - 1, ai, 1 CC, . , ai, nia] 
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O”3 
Trpi _ l,lli,,a ,..., ai,j-,a] k3*ui,ja, 1 di<k, 16j<ni+l, ui,j truth atom 
by Theorem 10.2 and Definition 9.1, since P is legal 
m 
Trpi _ ,,ai,1a... ,LI,,,- IOLI ä 3*ai,jcl, ldi<k, l<j<ni+i,Ui,j truth atom 
by part (ii) of Property 8.4 
%-I,ai,ln.. ,oi,,_la]k*~i,jct, l<i<k, ldj<hi+i,ai,j truth atom. 
(2) “If” part. Let us show that (11.1) implies that P is legal. The proof is by 
induction on i and j. 
Suppose that E3*4([Pi-1, ai,1cr,...,ai,j_,cr]) for some i and j with l<i<k, 
l <jbni+i. 
Let us distinguish the following cases: 
(a) If ui, j is a legality atom then I- 3* C#J [Pi _ 1, ai, 1~1, . . . , ai,ja]. 
(b) If Ui,j is a truth atom then from Formula (11.1): 
7 [P,-I,=,,I~ ,.., a,,,-~al~‘~i,j~ (by Property 8.4 (ii)) 
Cc 
Trpi _ ~,a,,~n ,..., o,,j-~al~~*~i,j~ 
(by Theorem 10.2 and Definition 9.1, since [P, a,, . . . , aj- 1] is legal), 
?3 [P,-I,~,,I~ ,..., ai,,.~al F3*ui,jc( 
m3 
(since TFP,=,, .,al. 1~ is the least model of [P,ul, . . . . Uj_ 1]), 
~~C~i-l~“i,lcr~~~~~ui,j-lcrl) F3*ui,jce 
(by Property 4.2, since l-3*~([P, a,, . . ..aj_l])). 
1-3~([Pi-1~ai,1a~ .,.> ai,j- 1 IX]) * l Ui,ja (by Property 2.2.3), 
~3’~(CPi-1,Ui,1cc,...,ui,jcrl). 
Thus, we can derive that E3*q5(Pim1) implies ä 3*~([Pi_I,Ui,1cr,...,Ui,n,+,~]). 
On the other hand, we have that 
k3*4(Cpi-I, ui,lcc~~~~~ui.n~+~ a]) (by Property 2.2.2 (i.e. l F A GE l F =c- G)), 
F3*(d(pi-1) * C”i,lcr * “’ Aai,niCI*ui,n,+Icw)) 
(since CI uses constants which are not in P), 
k3’(4(pi-l) A(vxl~~~~~xh(ai,l A “’ A”i,n,a*~i,n~+~))), 
t3’~(Pi). 
Finally, since the empty program is trivially legal, we can conclude that t 3 l q5(Pk), i.e. 
the program P is legal. 0 
Theorem 11.1 enables to carry out the verification of legality of a three-valued 
logic program through a sequence of SLD resolution proofs. For any clause like 
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%n,+ 1’ .-ai,1, . . ..qn.r if the proof of Formula (11.1) fails we are sure that the 
program is not legal and we can stop the process. If conditions (11.1) can be 
proven for 1 <j d ni + 1 and 1 d i d k, the program is legal. The number of proofs, which 
are at most ni+ 1 for each clause Hi, depends on the number of truth atoms involved 
in the clauses. 
12. Examples 
In order to show how the three-valued Horn logic can be used for axiomatizing in 
an uniform way both predicates and their application domains, let us consider the 
following three-valued logic program. In the example the predicate half(x, y) is defined 
on any pair x, y of integers such that x is even and evaluates to true whenever y is 
one-half of x: 
l int (x). 
int(0). 
int(succ(x)) :- int (x). 
*even(x) :- int(x). 
even(O). 
even(succ (succ (x))) :- int(x), even(x). 
l half(x, y):-int(x), int(y), even(x). 
half(O, 0). 
half(succ (succ (x)), succ (z)) :- int (x), int(z), even(x), half(x, z). 
The predicate int has an universal application domain, even is defined on integers 
and half(x, y) is defined on any pairs x, y such that even(x) and int(y) hold. The 
program is legal. The interesting point is that if a goal G = half(succ (succ (0)), 
succ (succ (0))) is given in input, G fails while l G is provable. This means that the goal 
G isfalse. On the contrary, for the goal G’= half(succ(O)), succ(succ(O))), both G’ and 
l G’ fail. This means that the goal is illegal with respect to the declared application 
domains of the predicate half. Thus falsity and illegality can be distinguished. The 
example shows how the predicates and their application domains are defined in the 
same logic programs, by means of the l operator. The axiom *half (x, y) :- int (x), int ( y), 
even(x) shows how previously defined predicates can be exploited to define the 
application domain of other predicates. 
A second example refers to questions which can arise in the formalization of aspects 
of the natural language. Consider a question like “Is the object obj 1, which is near to 
obj2, of colour c ?“. The question is framed in a situation where objects may be either 
close or far and each object is coloured with one of a set of possible colours. 
Intuitively, the answer is true if obj 1 is close to obj2 and obj 1 is of colour c. The answer 
isfalse when obj 1 is close to obj2 and it is not of colour c, while it is I when obj 1 is not 
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close to obj2. The program which represents the collections of objects and colours is of 
the form: 
l near(xl, x2). 
l colour(x, y). 
. . . 
colour(obj 1, c). 
. . . 
near(objl, obj2). 
The predicate p(x1, x2, y) which holds when xl is close to x2 and xl is of colour 
y can be axiomatized as follows: 
l p(xl, x2, y):-near(x1, x2). 
p(x1, x2, y):-colour(x1, y), near(x1, x2). 
The program is legal. A goal like G=p(objl, obj2, c) can be either true, false or 
I depending on the set of facts asserted for near and colour. For example, the goal is 
true if the facts colour (obj 1, c) and near (obj 1, obj2) are in the database. If the only fact 
colour(obj 1, c) is present the goal G is illegal. 
Conclusions and further works 
In the three-valued logic, which is presented in the paper, the third value has the 
meaning of unacceptable or illegal. A model-theoretic semantics has been developed, 
which enables to formalize the concept of legality of formulas. Properties of the 
programs in the three-valued logic have been investigated. Special interest has been 
devoted to legal programs. For them the feasibility of using the normal SLD resolu- 
tion algorithm has been proven. The practical implication of this result is that the 
evaluation of a goal G can be carried out by conventional Prolog executors. More- 
over, even the verification of legality for logic programs can be accomplished by 
Prolog executors. 
Applications which have the need of distinguishing the legality of logic sentences 
from their truth or falsity, could benefit from the formal framework presented here. 
We are presently reconsidering possible type schemes [ 1,201 for logic programming 
in the context of the three-valued logic, in which the concept of illegality corresponds 
to violation of type constraints. The implementation of a Prolog interpreter extended 
with a type checker based on the above results is in progress. 
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