INTRODUCTION
A monad on a projective variety X is a complex of locally free sheaves
such that is locally right-invertible and is locally left-invertible. The (locally free) sheaf E = ker /im is called the cohomology of M • . Monads were introduced in the 60s by Horrocks [13] . He proved that every locally free sheaf E on n is the cohomology of an M • such that M 0 and M 2 are sums of line bundles and such that H 1 M 1 k = H n−1 M 1 k = 0 for every k and also, if n ≥ 4, then H p M 1 k H p E k for every k and 2 ≤ p ≤ n − 2.
Horrocks' idea is, as he put it, that we can always "kill" the cohomology of any locally free sheaf on n . This idea motivated the study of special monads, which were later termed Horrocks monads; see, for instance [1, 4] and Definition 2.1 below.
JARDIM AND MARTINS
Monads on n have been studied a lot over the past 25 years; see [12, 14, 17, 18] and the references therein. More recently, monads over more general varieties have also been treated; see [7, 9, 15] .
In Section 2, we generalize Horrocks' result to arithmetically Cohen-Macaulay (ACM) varieties; see Theorem 2.3 and Corollary 2.4. We also consider the functor that associates to each Horrocks monad its cohomology sheaf, and we prove that this functor is additive, essentially surjective and full if X is ACM; see Theorem 2.6. These results do not seem to be already in the literature, at least not in the form presented here. Theorem 2.3, along with Lemma 3.4, is our main tool in the cohomological characterization of linear bundles and Steiner bundles.
In Section 3, we study linear bundles. Linear bundles on 2 and 3 have been studied since the late 70s; see, for instance [18] . Furthermore, Okonek and Spindler's instanton bundles on 2n+1 are linear; see [19] and also [2] . More general linear bundles were first studied in [14, 15] .
A cohomological characterization of linear torsion-free sheaves on n was recently proved in [14] . Further, Costa and Miró-Roig established a cohomological characterization of linear bundles of rank 2n on a quadric hypersurface in 2n+2 for n ≥ 1; see [9, Theorem 3.5] . Both these results were proved by means of the Beilinson spectral sequence. Here, we prove a similar result on n , Theorem 3.5, and a generalization on a quadric hypersurface, Theorem 3.6, with more elementary tools, essentially just the generalized Horrocks theorem and the splitting criteria for locally free sheaves on these varieties.
In Section 4, we study Steiner bundles. They were introduced by Dolgachev and Kapranov [11] in the context of hyperplane arrangements in n , and have been studied by several other authors since then; see, for instance, [2, 5, 6] for Steiner bundles on n and [22] for Steiner bundles on quadrics. Miró-Roig and Soares's recent article [16] appeared after the first version of the present work did.
Here we apply the same technique that we used to characterize linear bundles, once again without using the Beilinson spectral sequence, in order to characterize Steiner bundles on n in Theorem 4.2, which differs from [11, Proposition 3.2] and anything in [16] . Also, after making a natural generalization of Steiner bundles on arbitrary varieties, we characterize these bundles on quadric hypersurfaces in Theorem 4.3. We close the section by characterizing Steiner bundles on the Grassmannian G 1 4 of lines in 4 in Theorem 4.4.
In Section 5, we finish by studying the linear homological dimension (lhd) of a vector bundle, namely, the minimal length of a locally-free resolution whose terms are sums of line bundles. This notion was introduced by Bohnhorst and Spindler in [5] . They proved that, if E is a vector bundle on n satisfying H p E k = 0 for 1 ≤ p ≤ n − d − 1 and every k, then lhd E ≤ d; see [5, Proposition 1.4 ]. Here we generalize this result to arbitrary ACM varieties in Proposition 5.3 and to quadric hypersurfaces Q n in Theorem 5.4: a locally free sheaf E on Q n with n ≥ 3 has lhd E ≤ d if and only if, for every k, H p E k = 0 for all 1 ≤ p ≤ n − d − 1 and H n−d−1 E ⊗ k = 0 where is any spinor bundle on Q n .
HORROCKS MONADS ON ACM VARIETIES
Let X be a projective variety, i.e., a projective scheme over an algebraically closed field together with a given very ample invertible sheaf which we denote by LINEAR AND STEINER BUNDLES 2251 X 1 . For any coherent sheaf E on X, we set E k = E ⊗ X k and H p * E = k∈ H p E k . Finally, X denotes the dualizing sheaf on X.
Horrocks Monads and ACM Varieties
Let us now recall the notion of a Horrocks monad, which is our central object of study.
The definition of monad was taken from [18, p. 239] , while the notion of Horrocks monad is based on [1, Definition 2.2] which deals with the case X = n . The reader should note that-although the general case is different-our definition of Horrocks monad certainly agrees with [1, Definition 2.2] when X = n (Corollary 2.4).
The condition on the map implies that the cohomology sheaf E = ker /im is always locally free. We refer to [14, Proposition 4] for a detailed discussion of the hypothesis of being simply an injective map.
Note that every monad can be broken down into two short exact sequences
where K = ker is a locally free sheaf, and
A morphism between two monads is just a morphism of complexes. Two monads are isomorphic if they are isomorphic as complexes. Horrocks monads on a projective variety form a category, denoted X , which is an additive, full subcategory of the abelian category of complexes of sheaves on X.
It is worth remarking that the category of monads is equipped with a duality functor: given a monad
the dual monad is given by
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This duality is compatible with the dualization of locally free sheaves, i.e., the cohomology of M * • is isomorphic to the dual of the cohomology of M • . Notice that if X = X and M • is Horrocks, then M * • is also Horrocks, so the above duality is defined within the subcategory X . On the other hand, the functor M • → M * • ⊗ X , which is always defined in X , also plays the role of a duality functor for Horrocks monads, as one can see in Theorem 2.3 below.
Let us now specify the varieties we will be interested in. This is equivalent to saying that H 1 * r X = 0 (where X is the saturated ideal of X) and H p * X = 0 for every 1 ≤ p ≤ n − 1 [8, p. 315, first definition]. In particular, S X = H 0 * X . For instance, every complete intersection scheme X ⊂ r is ACM.
Note that if X is ACM, then H p * X = 0 for 1 ≤ p ≤ n − 1, by Serre duality. Note also that H p * E is a graded S X -module.
Generalized Horrocks' Theorem
The following result clarifies the relevance of Horrocks monads in the study of locally free sheaves on ACM varieties. Theorem 2.3. Let X be an ACM variety of dimension n ≥ 3 and let E be a locally free sheaf on X. There exists a bijective correspondence between collections h 1 h r g 1 g s with h i ∈ H 1 E * ⊗ X k i and g j ∈ H 1 E −l j for integers k i and l j and isomorphism classes of monads of the form
whose cohomology is isomorphic to E. This correspondence is such that M • is Horrocks if and only if the g j generate H 1 * E and the h i generate H 1 * E * ⊗ X as S X -modules.
Proof. The element
Since X is ACM, we have H p K m H p E m for m ∈ and 1 ≤ p ≤ n − 2. Set g j ∈ H 1 K −l j to be the image of g j for each j. Then j g j ∈ j H 1 K −l j Ext 1 j X l j K yields an extension
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Now (3) and (4) yield the monad
whose cohomology is precisely E. Conversely, given (an isomorphism class of) a monad as in (5), we can break it down into two exact sequences as in (3) and (4) where K = ker . Then (3) corresponds to an element h ∈ Ext 1 E i X k i i H 1 E * ⊗ X k i and we write h = i h i in order to have the desired h i . The same can be done with (4) to get back the g j . Now, since H 1 * j X l j = 0, from (4) 
Proof. Since E is locally free, both H 1 * E and H 1 * E * ⊗ X are finitely generated as S X -modules and we apply Theorem 2.3 to get the desired monad and (i). Dealing with (3) and (4) it is easily seen that H p * F H p * K H p * E for every 2 ≤ p ≤ n − 2.
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The Cohomology Functor
Notice that a morphism between monads induces a morphism between their cohomology sheaves. Therefore, we have a functor
where X is the additive category of locally free sheaves on X. It follows from Theorem 2.3 that the functor C is surjective on objects. Now we establish surjectivity on morphisms (cf. [ 
be Horrocks monads. Consider the morphism
Then the sequence
is exact, where is the inclusion and is the natural morphism.
Proof. First, note that is well defined, i.e., the image of each pair is in fact a morphism of complexes, which is a straight forward calculation. The injectivity of is obvious. It is also easy to see that = 0. To establish the surjectivity of the map , let E = C M • and F = C N • , so one has short exact sequences:
Starting with a map E → F , compose it with the projection from ker to get a map˜ ker → F . Then apply the functor Hom ker · to sequence (iv) above, to get Hom ker ker → Hom ker F → 0 since Ext 1 ker N 0 = 0. It follows that there is a map ker → ker such that the right square in the diagram below is commutative:
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Now applying the functor Hom M 0 · to sequence (iv) one obtains the following short exact sequence
It is easy to see that the map M 0 → ker belongs to the kernel of the second map in sequence (6); therefore, there exists a map g ∈ Hom M 0 N 0 such that g = , completing the diagram above. Next, composition of with the first map in sequence (ii) gives us a map ker → N 1 . Then apply the functor Hom · N 1 to sequence (i) above, to get
It follows that there is a map h M 1 → N 1 such that the left square in the diagram below commutes:
Now applying the functor Hom · N 2 to sequence (i) one obtains the following short exact sequence
since Ext 1 M 2 N 2 = 0. Once again, It is easy to see that the map h M 1 → N 2 belongs to the kernel of the second map in sequence (7); therefore, there exists a map l M 2 → N 2 such that h = l . In summary, we have constructed triple of maps g h l forming a morphism of monads such that g h l = ; it follows that is surjective. To prove the exactness, suppose g h l = 0. Then one gets the following diagram of exact sequences:
where h denotes the restriction of h M 1 → N 1 to ker . It is then easy to see that there exists a map 1 ker → N 0 such that 1 = h . Moreover, applying the functor Hom · N 0 to sequence (i) above and using the fact that Ext 1 M 2 N 0 = 0 we conclude that 1 extends to a map 1 M 1 → N 0 .
Notice also that 1 = 1 since im ⊂ ker . Furthermore, h = g, so sequence
Hom
obtained from applying Hom · N 1 to sequence (i) above. Therefore, there exists
Theorem 2.6. Let X be an ACM variety of dimension n ≥ 3. The functor C is additive, essentially surjective, full and exact.
Proof. The additivity of C is obvious. The fact that C is essentially surjective, i.e., every locally free sheaf is the cohomology of a Horrocks monad, is a consequence of Theorem 2.3. The fact that C is full, i.e., every morphism between locally free sheaves lifts to a morphism between the corresponding monads, is a consequence of Theorem 2.5. Now, let us show that C is exact. Consider the following short exact sequence of monads:
Let E, F , and G be the cohomology sheaves of the first, second, and third rows, respectively. Leth 1 E → F andh 2 F → G be the induced maps. Clearly, h 2 h 1 = 0. The injectivity ofh 1 follows from the injectivity of N , the exactness of the first column, and the injectivity of h 1 . The surjectivity ofh 1 follows from the surjectivity of L , the exactness of the third row, and the surjectivity of h 2 . Finally, one must check that kerh 2 ⊆ imh 1 ; this follows from the exactness of the middle row, the surjectivity of g 2 , and the injectivity of l 1 .
Corollary 2.7. If X is an ACM variety of dimension n ≥ 3 then the category X of locally free sheaves on X is equivalent to a quotient of the category X of Horrocks monads on X.
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LINEAR BUNDLES
In what follows, we will need the following definition. Definition 3.1. A coherent sheaf W on an ACM variety of dimension n ≥ 2 is said to be arithmetically Cohen-Macaulay if H p * W = 0 for 1 ≤ p ≤ n − 1. If, besides, there exist integers s and t such that H 0 W k = 0 for k ≤ s and H n W k = 0 for k ≥ t, taking s (resp. t) to be the greatest (resp. smallest) integer satisfying the related property, we say that W is an ACM sheaf with parameters s and t. 
Moreover, if W is an ACM locally free sheaf on X with parameters s and t, then:
It also follows that a = h 1 E * l , by Serre duality.
Proof. The items (i) and (ii) are an easy computation. Now consider the sequences (1) and (2) twisted by W k :
Passing to cohomology, one obtains (iv), (v), and (vi). Finally, set W = X . If k = − l, it follows from the associated long exact sequences in cohomology that a = h n−1 E − l ; if k = −m, one similarly concludes that c = h 1 E −m .
In this section, we consider a particular case l = −1 and m = 1. Definition 3.3. A monad on a projective variety X is called linear if it is of the following form:
Similarly, the cohomology of a linear monad is called a linear sheaf.
Our goal is to show that the converse of Proposition 3.2 holds in the case of linear monads over projective spaces and quadric hypersurfaces, characterizing linear locally free sheaves over these varieties. Our main tool is the following lemma.
Lemma 3.4. Let X be a nonsingular ACM variety of dimension n ≥ 2. If E is a locally free sheaf on X for which there exists an l such that
Proof. Let H be a hyperplane divisor on X. Using the restriction sequence
we can broaden the hypothesis above into:
Since X is nonsingular, we can apply Bertini's Theorem to obtain a regular sequence x 1
x n for S X . Now set Y = Z x 1 x n to be the common zero locus. The Koszul complex of the above sequence yields the following long exact sequence:
Twisting it by E k and using exterior algebra properties, we are led to the following long exact sequence:
where d p = n p . So we have the following short exact sequences
Considering the long exact sequences for cohomology and using (12), we have that and so we can conclude that H 2 ker k 1 = 0 for k ≥ l + 1. In particular,
is a surjection for every k ≥ l + 1. Now if we consider the exact sequence
we also have a surjection
because Y is zero dimensional. Therefore, combining (13) with (14), we have a surjection 
Linear Bundles on Projective Spaces
Gathering Theorem 2.3, Proposition 3.2, and Lemma 3.4 we obtain an alternative, more elementary proof of a result proved in [14, Theorem 3] using the Beilinson spectral sequence: Theorem 3.5. Let E be a locally free sheaf on n where n ≥ 3. Then E is a linear sheaf realized as the cohomology of a monad n −1 ⊕a → ⊕b n → n 1 ⊕c if and only if the following cohomological conditions hold:
Notice that conditions (i)-(iii) also imply that c = − E −1 = h 1 E −1 and a = − E * −1 = h 1 E * −1 .
Proof. The "only if" part is clear from Proposition 3.2 taking W = n . Conversely, since H n E −n = H n−1 E 1 − n = 0 and H p * E = 0 for 2 ≤ p ≤ n − 2 we conclude from Lemma 3.4 that H 1 E −1 generates k≥−1 H 1 E k as an S n -module. Now condition (ii) and Equation (11) imply that H 1 E k = 0 for k ≤ −2. Thus, H 1 E −1 actually generates H 1 * E as S n -module. Similarly, by duality E * satisfies the same conditions (ii) and (iii) above; hence, H 1 E * −1 generates H 1 * E * as an S n -module. Therefore, from Theorem 2.3 we have that E is the cohomology of a monad of the form n −1 ⊕a −→ F −→ n 1 ⊕c with H p * F = 0 for 1 ≤ p ≤ n − 1. Thus, by Horrocks splitting criterion F must split as a sum of line bundles. Moreover, (i) implies that rk F = b and ch 2 F = 0. So if we set F = b i=1 n a i it follows that ch 2 F = 1 2 b i=1 a 2 i = 0 and hence the a i s must vanish which implies F = ⊕b n as desired.
Linear Bundles on Quadric Hypersurfaces
Next we obtain a characterization of linear sheaves on quadric hypersurfaces Q n on n+1 (n ≥ 4), generalizing a result obtained in [9, Theorem 4.5] using the Beilinson spectral sequence. Theorem 3.6. Let E be a locally free sheaf on a quadric hypersurface Q n on n+1 where n ≥ 3. Then E is a linear sheaf realized as the cohomology of a monad Q n −1 ⊕a → ⊕b Q n → Q n 1 ⊕c if and only if the following cohomological conditions hold:
Proof. From Proposition 3.2 we have that if E is the cohomology of the stated monad then (i)-(v) hold because Q n is an ACM sheaf with parameters s = −1 and t = 1 − n and the spinor bundles are ACM sheaves with parameters s = 0 and t = 1 − n (cf. [ Therefore, from Theorem 2.3 we have that E is the cohomology of a monad of the form
with H p * F = 0 for 1 ≤ p ≤ n − 1. So F is an ACM sheaf on Q n . Breaking down the monad above we obtain two short exact sequences as (1) and (2) . Tensoring them by a spinor bundle and using (v), we conclude that if n ≥ 4, then H p * F ⊗ = 0 for 2 ≤ p ≤ n − 2 and every spinor bundle . Now for n = 2m + 1 (m ≥ 1) tensoring the exact sequence of [21, Theorem 2.8(i)] by F k , we have:
where is the only spinor bundle on Q 2m+1 . Thus, we have that if n ≥ 5, then H 1 * F ⊗ = 0 because F is ACM and H 2 * F ⊗ = 0. If n = 3, using the restriction sequence for the locally free sheaf E ⊗ and (iv), we get that H 1 E ⊗ k = 0 for k ≤ −1 and H 2 E ⊗ k = 0 for k ≥ −1. Then using the two short exact sequences as in (1) and (2) tensored by the spinor bundle , we get that H 1 F ⊗ k = 0 for k ≤ −1 and H 2 F ⊗ k = 0 for k ≥ −1. Finally, an exact sequence like (16) allows us to conclude that H 1 F ⊗ k = 0 for k ≥ −1 as well; therefore, H 1 * F ⊗ = 0. Similarly, for n = 2m (m ≥ 2) tensoring the exact sequences of [21, Theorem 2.8(ii)] by F k we have:
where 1 and 2 are the two spinor bundles on Q 2m . Thus, we also have that H 1 * F ⊗ i = 0 for i = 1 2.
From [20, Theorem 3.4] , we have that a locally free sheaf F over Q n splits as a sum of line bundles if and only if H p * F = 0 for 2 ≤ p ≤ n − 1 and H p * F ⊗ = 0 for every spinor bundle and each 1 ≤ p ≤ n − 2. Hence, we can write F = r i=1 Q n k i .
Moreover, from (15) we have that
Using (i) we are led to ch F = a + b + c . Since we have that ch
Hence, E is the cohomology of a monad of the form
Now consider the restricted morphism Q n → ⊕r Q n where r = a + b + c . We have that corresponds to a morphism of graded algebras S Q n → S Q n ⊕r which is completely determined by the image of 1 ∈ S Q n 0 . Therefore, reordering the factors of S Q n ⊕r if necessary, we can write 1 = 1 1 0 0 and so S Q n = 1 1 0 0 S Q n It follows that S Q n ⊕r / S Q n S Q n r−1 , which yields ⊕r Q n / Q n ⊕r−1 Q n Since E remains the cohomology of the monad
we can repeat this procedure to cancel the summands ⊕a Q n 's from the first and middle terms. In order to cancel the ⊕c Q n 's from middle and last terms we can pass to the dual monad, reapply the same argument above to cancel them, and get back to the original monad dualizing once again. The resulting monad will fulfill the desired form. 
This is a natural extention of the definition introduced by Dolgachev and Kapranov in [11, Definition 3.1] for the case of projective spaces. There, the authors used the Beilinson spectral sequence to establish the following cohomological characterization [11, Proposition 3.2]: a locally free sheaf S → n is Steiner if and only if H q S ⊗ p n p = 0 for q > 0 and for q = 0 p > 1. Steiner bundles on n with b − a = n are also known in the literature as Schwarzenberger bundles (see [2, Definition 2.1]).
Steiner Bundles on Projective Spaces
We will now prove the following alternative cohomological characterization of Steiner bundles, using essentially the same technique used in the case of linear bundles. 
Proof. The "only if" part is a straightforward calculation starting with the exact sequence
Conversely, note that (ii) and (iii) imply via Serre duality:
(ii ) H 0 S * −1 = H 1 S * −2 = H n S * −n = 0; (iii ) H p * S * = 0 where 2 ≤ p ≤ n − 1.
It then follows, in particular, that H 1 S * k = 0 for k ≤ −2; hence, by Lemma 3.4 with l = −1, we conclude that H 1 S * −1 generates H 1 * S * as S n -module. Choose a basis g 1 g a of H 1 S * −1 where a = h 1 S * −1 . The element
From (iii ) we have that H p * F = 0 for 2 ≤ p ≤ n − 1. And from the proof of Theorem 2.3, we have that H 1 * F = 0 if and only if the g i s generate H 1 * S * as S nmodule. Since we have just seen that this is the case it follows that F is ACM.
Thus, by Horrocks splitting criterion F = b i=1 n a i . Moreover, (i) implies ch F = b and so ch 2 F = 1 2 b i=1 a 2 i = 0. Hence, the a i 's must vanish and therefore F = ⊕b n . Dualizing the above exact sequence we are led to the desired resolution.
It follows from Theorem 4.2 that any extension of Steiner bundles on n is also a Steiner bundle.
Steiner Bundles on Quadric Hypersurfaces
Now we give a cohomological characterization of Steiner bundles on quadric hypersurfaces. 
for every spinor bundle and each 1 ≤ p ≤ n − 2.
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Conversely, hypotheses (ii) and (iii) imply via Serre duality:
(ii ) for n ≥ 2, H 0 S * −1 = H 1 S * −2 = H n S * 1 − n = 0; (iii ) for n ≥ 3, H p * S * = 0 where 2 ≤ p ≤ n − 1.
It then follows that H 1 S * k = 0 for k ≤ −2; hence, by Lemma 3.4 with l = 0, we conclude that H 1 S * −1 ⊕ H 1 S * generates H 1 * S * as S Q n -module. Then following the proof of Theorem 4.2, we have the exact sequence:
with a = h 1 S * −1 and F being ACM. Now (iv) implies that H p * F ⊗ = 0 for 1 ≤ p ≤ n − 2; hence, F must split as a sum of line bundles by [20, Theorem 3.4] . Then (i) forces ch F = b + a and hence F = ⊕b+a Q n . Dualizing sequence (18) we obtain:
and we apply the same argument at the end of the proof of Theorem 3.6 to cancel the extra summand ⊕a Q n .
As in the case of projective spaces, it follows from Theorem 4.3 that any extension of Steiner bundles on Q n is also a Steiner bundle.
Steiner Bundles on the Grassmannian G 1 4
Let G = G 1 4 be the Grassmannian of lines in 4 . We recall some properties of G we use here. It is well known that G can be realized as a complete intersection of three quadrics in 9 . Thus, it is a projective variety of dimension 6 with cyclic Picard group. Furthermore, G is ACM, that is, for 1 ≤ p ≤ 5 we have H p *
where U is the tautological rank 2 bundle, so that the quotient Q has rank 3. Moreover, c 1 U = −1 and c 1 Q = 1. The quotient bundle Q and its dual Q * are ACM.
The splitting criterion on G we need here is the following: an ACM locally-free sheaf E on G splits as a sum of line bundles if and only if the following conditions hold: 
It then follows that H 1 S * k = 0 for k ≤ −2; hence, by Lemma 3.4 we conclude that H 1 S * −1 ⊕ H 1 S * ⊕ H 1 S * 1 ⊕ H 1 S * 2 generates H 1 * S * as an S Gmodule. Then following the proof of Theorem 2.3, we have the exact sequence:
with a = h 1 S * −1 and F being ACM. Now using (iv), (v), and (20) we are led to H p * F ⊗ Q = H p * F ⊗ Q * = 0 for 1 ≤ p ≤ 4; hence, F must split as a sum of line bundles by the splitting criterion. Then (i) forces the equality ch F = a 0 + b + a 2 ch G −2 + a 1 ch G −1
i=0 G i ⊕a i . Let S = S G be the homogeneous coordinate ring of G. Consider the restricted morphism G 2 → ⊕b G ⊕ A. It corresponds to a morphism of graded algebras
which is completely determined by the image of the degree −2 element 1 ∈ S 2 . Therefore, reordering the factors of S 2 ⊕a 2 if necessary, we can write 1 = 0 ⊕ 0 ⊕ 1 1 0 0 and hence
Write S = S ⊕ S 2 ⊕a 2 and F * = F ⊕ G 2 ⊕a 2 . Equation
and we can repeat this procedure to cancel the summands of A from first and middle terms to get the desired sequence.
LINEAR RESOLUTIONS
Let E be a sheaf on a projective variety X. Following [5, p. 40 ], a linear resolution of E is an exact sequence
where each F k splits as a sum of line bundles of the form X k . The minimal number of terms in such resolutions is called the linear homological dimension of E, which is denoted by lhd E . For X = n , it was proved by Bohnhorst and Spindler that every locally free sheaf admits a linear resolution, and Proposition 1.4] . In this section, we extend the Bohnhorst-Spindler theory of linear homological dimension to ACM varieties. First, one has the following partial generalization.
Proposition 5.1. Let E be a locally free sheaf on an ACM variety X of dimension n ≥ 2, and assume that it admits a linear resolution as in Equation (22) . If lhd E ≤ d, then H p * E ⊗ W = 0 for every ACM locally free sheaf W on X and each 1 ≤ p ≤ n − d − 1.
Proof. We proceed by induction on d. If d = 0, then E must split as a sum of line bundles of the form X k , so the vanishing of H p * E ⊗ W for each 1 ≤ p ≤ n − d − 1 is just the definition of W being ACM.
Next, assume that if lhd K ≤ d − 1, then H p * K ⊗ W = 0 for every ACM locally free sheaf W and each 1 ≤ p ≤ n − d. If E has lhd E ≤ d, then there is an exact sequence
where each F k splits as a sum of line bundles of the form X k . Taking K = ker , we have two exact sequences:
Now assume that H p * E = 0 for 1 ≤ p ≤ n − l − 1 with l ≤ n − 3. From the previous lemma and the observation following its proof, there is an exact sequence
such that L splits as a sum of line bundles of the form X k and K 0 is a locally free sheaf satisfying H p * K 0 = 0 for 1 ≤ p ≤ n − l. Thus, by the induction hypothesis, there exists a long exact sequence
where each F k splits as a sum of line bundles of the form X k and K l−1 is an ACM locally free sheaf. Gluing the two last exacts sequences, we obtain
The converse statement is also deduced by induction on d ≥ 0. The case d = 0 is obvious. Now assume there is an exact sequence
where each F k splits as a sum of line bundles of the form X k and K d is ACM, with d ≤ n − 2. It can be broken into two exact sequences:
By the first sequence and the induction hypothesis, we conclude that H p * K 1 = 0 for 1 ≤ p ≤ n − d − 1 − 1 = n − d. Then use the second sequence to deduce that H p * E = 0 for 1 ≤ p ≤ n − d − 1.
Finally, we pass to the first statement. If H 1 * E = 0, the previous argument establishes the existence of the desired sequence. If H 1 * E = 0, then use Lemma 5.2 to guarantee the existence of a short exact sequence as in Equation (24) such that L splits as a sum of line bundles of the form X k and K 0 is a locally free sheaf satisfying H 1 * K 0 = 0. Then apply the previous argument to obtain a resolution of K 0 0 → K d → F d−2 → · · · → F 1 → F 0 → K 0 → 0 where each F k splits as a sum of line bundles and K d is an ACM locally free sheaf, with d ≤ n − 2. Gluing it with (24), we obtain the desired resolution. Now we are finally in a position to prove our last result. Theorem 5.4. Let E be a locally free sheaf on Q n with n ≥ 3. E admits a linear resolution if and only if H p * E ⊗ = 0 for 1 ≤ p ≤ n − 2 and any spinor bundle . In that case, we have:
for every spinor bundle
Proof. If E admits a linear resolution as in (22) , twist it by a spinor bundle , break into short exact sequences, and pass to cohomology. We then conclude that H p * E ⊗ = 0 for 1 ≤ p ≤ n − 2 since spinor bundles are ACM. Conversely, Proposition 5.3 guarantees the existence of an exact sequence of form
where is a spinor bundle, each F k splits as a sum of line bundles of the form X k , and K d is an ACM locally free sheaf. Breaking it into short exact sequences and passing to cohomology, it follows that H p−d * E ⊗ H p * K d ⊗ . If d = 0, then E is ACM, and the hypothesis H p * E ⊗ = 0 for 1 ≥ p ≥ n − 2 forces E to split as a sum of line bundles by [20, Theorem 3.4] . For d ≥ 1, the hypotheses imply H n−1 * K d ⊗ = 0. But now from [10, Corollary 4.3] we have that a locally free sheaf F on Q n (n ≥ 3) splits as a sum of line bundles if and only if it is ACM and H n−1 * F ⊗ = 0 for every spinor bundle on Q n . It then follows that K d must split as a sum of line bundles, so E admits a linear resolution.
For the second statement, it is enough to prove the "only if" direction, since the "if" direction follows from Proposition 5.1. The case d = 0 is exactly [10, Corollary 4.3] . For d ≥ 1, use Proposition 5.3 and the hypothesis H p * E = 0 for 1 ≤ p ≤ n − d − 1 to obtain a long exact sequence
where each F k splits as a sum of line bundles of the form X k and K d is an ACM locally free sheaf. Breaking it into short exact sequences and passing to cohomology, one can see that H n−d−1 * E ⊗ = 0 implies that H n−1 * K d ⊗ = 0. Using once again [10, Corollary 4.3], we conclude that K d must split as a sum of line bundles hence lhd E ≤ d as desired.
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