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Abstract
Let 1  k  n/2, and
A =
(
A11 A12
A21 A22
)
be an n× n positive definite matrix so that A11 is k × k. Suppose that A has given eigenvalues
λ1  · · ·  λn > 0. The singular values σj (A−1/211 A12A−1/222 ) (j = 1, . . . , k) are known as
the canonical correlations of the partitioned matrix A and have been extensively studied with
regard to the inefficiency of the ordinary least squares method in statistics. The object of this
paper is to provide proofs of some new inequalities for the canonical correlations in terms of
λ1, . . . , λn.
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1. Introduction
In this paper we study the relationship between the eigenvalues of a positive def-
inite n× n matrix A partitioned as
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A =
(
A11 A12
A21 A22
)
(1)
and the canonical correlations of A, i.e., the singular values of A−1/211 A12A
−1/2
22 . We
define the kth compound condition number condk(A) of A as
condk(A) =
k∏
j=1
λj (A)
λn+1−j (A)
and the j th canonical correlation as κj = σj (A−1/211 A12A−1/222 ). Following conven-
tion, sets of singular values (σj ) and sets of canonical correlations (κj ) will be writ-
ten in decreasing order. The quantity condk(A) is defined for k = 1, . . . , n. If 2k >
n, then there is cancellation leading to condk(A) = condn−k(A), but this situation
will not arise in this paper. We note that cond1(A) is the usual condition number
and that condk(A) = cond1(∧k A), where ∧k A denotes the k-fold exterior prod-
uct (compound) of A. If A11 is n1 × n1 and A22 is n2 × n2, then κj is defined for
j = 1, 2, . . . , m where m = min(n1, n2). It is evident that 0  κj < 1 (κ1 = 1 im-
plies that A is singular, which is not allowed). For a systematic discussion of the
relationship between the canonical correlations and the eigenvalues of A and the
relevance of this relationship to the efficiency of the ordinary least squares method
in Statistics, the reader is referred to [6]. The original motivation for this article is
the following theorem.
Theorem 1. The inequality
k∏
j=1
1 + κj
1 − κj  condk(A)
holds for k = 1, 2, . . . , m.
We provide two proofs of this result. The first proof uses the standard fare of
matrix theory—canonical forms, factorizations, and basic matrix inequalities. We then
use standard majorization techniques to obtain a number of corollaries, some of which
provide answers to questions posed in the recent article [6]. However, computer
simulations showed us that Theorem 1 does not tell the whole story. The second
approach uses the recent and advanced result of Fulton–Klyachko–Knutson–Tao–
Horn on spectral inequalities involving the spectral inequalities of sum and product
of matrices to extend Theorem 1.
2. Reduction to the n1 = n2 = k case
We start by recalling some basic facts about the condition number of a positive
definite matrix.
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Lemma 2. LetA be an n× n positive definite matrix and letB be an r × r principal
submatrix of A. Then cond1(A)  cond1(B).
Proof. This follows immediately since λ1(A)  λ1(B) and λn(A)  λr(B) as can
be seen from the Rayleigh–Ritz principle. 
Corollary 3. Let A be an n× n positive definite matrix and let B be an r × r prin-
cipal submatrix of A. Then condk(A)  condk(B) for k = 1, 2, . . . , r .
Proof. This follows directly from Lemma 2 because
∧k
B is a principal submatrix
of
∧k
A. 
Let K denote the n1 × n2 matrix with κ1, . . . , κm on the main diagonal and zeros
elsewhere. We can find unitary matrices U1 and U2 of shapes n1 × n1 and n2 × n2,
respectively, such that A−1/211 A12A
−1/2
22 = U1KU∗2 . Then we find(
U∗1 0
0 U∗2
)(
A11 A12
A21 A22
)(
U1 0
0 U2
)
=
(
U∗1A11U1 U∗1A12U2
U∗2A21U1 U∗2A22U2
)
and we see that
(U∗1A11U1)−1/2(U∗1A12U2)(U∗2A22U2)−1/2 = U∗1 (A−1/211 A12A−1/222 )U2 = K.
Thus, replacing A11 by U1A11U∗1 and A22 by U2A22U∗2 , we see that we can replace
the matrix A by the matrix(
A11 A
1/2
11 KA
1/2
22
A
1/2
22 K
∗A1/211 A22
)
, (2)
which has the same eigenvalues. Next, we use theQR-decomposition to writeA1/211 =
V1B∗ = BV ∗1 and A1/222 = V2C∗ = CV ∗2 , where V1 and V2 are unitary of shapes
n1 × n1 and n2 × n2, respectively, and B and C are invertible upper triangular ma-
trices of shapes n1 × n1 and n2 × n2. This in turn shows that A can be replaced
by
G =
(
B∗B B∗KC
C∗K∗B C∗C
)
=
(
B∗ 0
0 C∗
)(
I K
K∗ I
)(
B 0
0 C
)
with the same eigenvalues.
Now, for k fixed, partition further
K =
(
K1 0
0 K2
)
,
where K1 is k × k diagonal with κ1, . . . , κk on the diagonal (so that K∗1 = K1) and
K2 is (n1 − k)× (n2 − k). Partitioning the matrices B and C in the corresponding
way, we obtain for G the expression
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

B∗11 0 0 0
B∗12 B∗22 0 0
0 0 C∗11 0
0 0 C∗12 C∗22




I 0 K1 0
0 I 0 K2
K1 0 I 0
0 K∗2 0 I


×


B11 B12 0 0
0 B22 0 0
0 0 C11 C12
0 0 0 C22

 .
Taking now, the principal submatrix G1 of G corresponding to the first and third
blocks, we get
G1 =
(
B∗11B11 B∗11K1C11
C∗11K1B11 C∗11C11
)
.
By Corollary 3, we have that condk(G)  condk(G1). By reversing the steps above,
it is evident that the canonical correlations of G1 are just κ1, . . . , κk . Thus, if Theo-
rem 1 is known in the special case n1 = n2 = k, it can be applied to G1 to yield the
result in the general case.
3. The n1 = n2 = k case
Lemma 4. Let X be an upper triangular k × k matrix. Then we have
det(I +X∗X) 
k∏
j=1
(1 + |xjj |2), (3)
with equality only if X is diagonal.
We remark that the Hadamard inequality in this context
det(I +X∗X) 
k∏
j=1

1 + j∑
=1
|xj |2


goes in the opposite direction.
Proof. We are grateful to the second of the three referees for providing this short
proof. The author’s original proof (omitted) was considerably longer.
Let us denote by λj (X), the eigenvalues of X in decreasing order of absolute
value. We have by [9, Theorem 3.3.13, p. 175] that
k∏
j=1
|λj (X)| 
k∏
j=1
σj (X), k = 1, 2, . . . , n,
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where equality holds when k = n. Since the function t → ln(1 + e2t ) is convex we
obtain from [16, C.1, p. 64] that
n∏
j=1
(1 + |λj (X)|2) 
n∏
j=1
(1 + σj (X)2).
Since
det(I +X∗X) =
n∏
j=1
(1 + σj (X)2)
and the fact that the diagonal elements xjj of X are also the eigenvalues λj (X)
in some order, we have that (3) holds. Finally, using the strict convexity of t →
ln(1 + e2t ) and [16, C.1a(i), p. 64] (or from [16, B.2, p. 22] and a short argument), we
find that equality in (3) occurs only if σj (X) = |λj (X)| forcingX to be diagonal. 
Lemma 5. Let B and C be upper triangular k × k matrices with strictly positive
diagonal elements. Let 1 > κ1  κ2  · · ·  κk  0 and denote now K = diag(κ1,
. . . , κk). Then we have
det(B∗B + B∗KC + C∗KB + C∗C)  2k det(B) det(C)
k∏
j=1
(1 + κj ). (4)
The reader will note that the diagonals of B, C and K are positive. This aligns the
terms of B∗B + B∗KC + C∗KB + C∗C and permits a strong lower bound on the
determinant to be established.
Proof. We define Z = CB−1 also an upper triangular k × k matrix with strictly
positive diagonal elements. Then we have
det(B∗B + B∗KC + C∗KB + C∗C)
= (det(B))2 det(I +KZ + Z∗K + Z∗Z)
and it remains to show that
det(I +KZ + Z∗K + Z∗Z)  2k det(Z)
k∏
j=1
(1 + κj ).
Towards this, we write
I +KZ + Z∗K + Z∗Z=(I −K2)+ (K + Z)∗(K + Z)
=(I −K2)1/2(I +X∗X)(I −K2)1/2, (5)
where X = (K + Z)(I −K2)−1/2.
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This gives
det(I +KZ + Z∗K + Z∗Z)=


k∏
j=1
(1 − κ2j )

 det(I +X∗X) (6)



k∏
j=1
(1 − κ2j )


k∏
j=1
(
1 + (κj + zjj )
2
1 − κ2j
)
(7)
=
k∏
j=1
(1 + 2κj zjj + z2jj )
2k


k∏
j=1
(1 + κj )


k∏
j=1
zjj . (8)
We remark that (6) follows from (5), (7) follows from Lemma 4, and (8) holds since
1 + z2jj  2zjj . 
An examination of the proof yields that equality in (4) occurs if and only if
B = C.
Proposition 6. Theorem 1 holds in case n1 = n2 = k.
Proof. We can find k × k unitary matrices U1 and U2 such that
A
−1/2
11 A12A
−1/2
22 = U1KU∗2 .
Then, replacing A11 by U1A11U∗1 and A22 by U2A22U∗2 , we see that we can replace
the matrix A by the matrix(
A11 A
1/2
11 KA
1/2
22
A
1/2
22 KA
1/2
11 A22
)
,
which has the same eigenvalues. Next, we use theQR-decomposition to writeA1/211 =
V1B∗ = BV ∗1 and A1/222 = V2C∗ = CV ∗2 , where V1 and V2 are k × k unitary and B
and C are k × k upper triangular matrices with strictly positive diagonal elements.
This in turn shows that A can be replaced by
G =
(
B∗B B∗KC
C∗KB C∗C
)
with the same eigenvalues. Now,
det(G) = (det(B) det(C))2
k∏
j=1
(1 − κ2j ).
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So the desired inequality
condk(G) 
k∏
j=1
1 + κj
1 − κj
is seen to be equivalent to
k∏
j=1
λj (G)  det(B) det(C)
k∏
j=1
(1 + κj ).
Following an idea of Li and Mathias [15] we use one final unitary similarity
H =

 1√2I 1√2I
− 1√2I 1√2I

G

 1√2I − 1√2I
1√
2I
1√
2I

 .
We obtain
k∏
j=1
λj (G)  det(H11)
= 2−k det(B∗B + B∗KC + C∗KB + C∗C)
 det(B) det(C)
k∏
j=1
(1 + κj ),
as required. 
Proof of Theorem 1. Theorem 1 follows from Proposition 6 and the arguments in
Section 2. 
4. Majorization inequalities
Theorem 1 can be restated in the language of majorization. It asserts that(
ln
(
1 + κj
1 − κj
))m
j=1
≺w
(
ln
(
λj
λn+1−j
))m
j=1
.
It follows from [16, C.1b, p. 64] that if ϕ is an increasing convex function on [0,∞),
then (
ϕ
(
ln
(
1 + κj
1 − κj
)))m
j=1
≺w
(
ϕ
(
ln
(
λj
λn+1−j
)))m
j=1
.
(i) We take ϕ(t) = 2 ln(cosh 12 t). Then ϕ′(t) = tanh 12 t , ϕ′′(t) = 12 sech2 12 t and
we obtain that
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ln
(
1
1 − κ2j
))m
j=1
≺w
(
ln
(
(λj + λn+1−j )2
4λjλn+1−j
))m
j=1
,
which is effectively the inequality
k∏
j=1
(1 − κ2j ) 
k∏
j=1
4λjλn+1−j
(λj + λn+1−j )2 , k = 1, 2, . . . , m,
of Bartmann and Bloomfield [2] based on previous work by Bloomfield–Watson [5]
and Knott [11].
(ii) We take
ϕ(t) = ln
(
et + 1
2
)
.
Then ϕ′(t) = et /(et + 1) and ϕ′′(t) = 14 sech2 12 t . We obtain that(
ln
(
1
1 − κj
))m
j=1
≺w
(
ln
(
λj + λn+1−j
2λn+1−j
))m
j=1
,
which is effectively
k∏
j=1
(1 − κj ) 
k∏
j=1
2λn+1−j
λj + λn+1−j , k = 1, 2, . . . , m,
the conjecture of Bartlett–Styan [1], see also [6].
(iii) We can generalize the previous two cases by taking
ϕ(t) = − ln
(
1 −
(
et − 1
et + 1
)q)
.
We will show in a moment that ϕ is increasing convex on t  0 provided that q  1.
The inequality that follows is
k∏
j=1
(1 − κqj ) 
k∏
j=1
(
1 −
(
λj − λn+1−j
λj + λn+1−j
)q)
for the same range of q. It is obvious that ϕ is increasing. To establish the convexity,
we first observe that
ϕ′′(t) = qκq q − (1 − κ
q) cosh t
(1 − κq)2 sinh2 t ,
where κ stands for (et − 1)/(et + 1). To show that ϕ′′(t)  0, we need only show that
q  (1 − κq) cosh t or equivalently that (1 − κq)(1 + κ2)  q(1 − κ2). By the mean
value theorem applied to the function κ → 1 − κq we have (1 − κq)/(1 − κ) =
qνq−1, where κ < ν < 1. Thus it remains to show that 1 + κ  (1 + κ2)νq−1 and this
is obvious since κ < ν < 1 and q  1.
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(iv) Another case that may be of interest is
ϕ(t) = ln
(
1 +
(
et − 1
et + 1
)q)
− ln
(
1 −
(
et − 1
et + 1
)q)
,
again for q  1. Again we will show that ϕ is increasing convex on t  0 provided
that q  1. The inequality that follows is now
k∏
j=1
1 + κqj
1 − κqj

k∏
j=1
(λj + λn+1−j )q + (λj − λn+1−j )q
(λj + λn+1−j )q − (λj − λn+1−j )q
for the same range of q. To establish the convexity, we first observe that
ϕ′′(t) = 2qκq q(1 + κ
2q)− (1 − κ2q) cosh t
(1 − κ2q)2 sinh2 t ,
where κ stands for (et − 1)/(et + 1). Since cosh t = (1 + κ2)/(1 − κ2), convexity
is a consequence of the inequality
q(1 − κ2)(1 + κ2q)  (1 + κ2)(1 − κ2q).
It suffices to show that q → q[(1 + κ2q)/(1 − κ2q)] is increasing in q for q  1.
Putting κ = e−s , this amounts to showing that
q → tanh qs
q
is decreasing for q  1 and s > 0 a fact easily established (even for q > 0). The fact
that ϕ is increasing is evident.
5. A more comprehensive approach
We think that if only the compound condition numbers of A are known, then
Theorem 1 is best possible. However, it is clear that if the spectrum of A is known,
then one can in general say more. In a computer experiment, we generated a large
number of possible canonical correlations (κ1, κ2) in the case n1 = n2 = 2, λ1 = 9,
λ2 = 7, λ3 = 2 and λ4 = 1. These points appear to fill out the region shaded in
Fig. 1. The curved part of the boundary agrees well with Theorem 1, but the upper
horizontal part corresponding to κ2 = 711 is not explained by this result.
In this section, we generalize Theorem 1. We will need to use inequalities for the
singular values of the product of square matrices. Some of these inequalities have
been known for a long time, but the definitive result [7, Theorem 16] is very recent.
It is related to pioneering work by Klyachko. For a highly readable account of these
developments, the reader may consult [3]. For another interesting survey, focusing
on the underlying symplectic and algebraic geometry, see [14]. We need only the
positive half of the result.
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Fig. 1. Canonical correlations in case λ = (9, 7, 2, 1).
Theorem 7. Let (I, J,K) be an admissible triple on {1, 2, . . . , n}. Let X and Y be
n× n matrices. Then the inequality
∏
k∈K
σk(XY) 
{∏
i∈I
σi(X)
}

∏
j∈J
σj (Y )


holds.
We refer the reader to the above bibliography for the definition of an admissible
triple.
Let now λ1, λ2, . . . , λn be the eigenvalues of the positive definite matrix A in
(1). Let µ1 = λ−1n , µ2 = λ−1n−1, . . . , µn = λ−11 be the eigenvalues of A−1 written in
decreasing order. Finally, let
νj = 1 + κj1 − κj for j = 1, 2, . . . , m,
νm+j = 1 for j = 1, . . . , n− 2m
and
νn−m+j = 1 − κm+1−j1 + κm+1−j for j = 1, 2, . . . , m.
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We now have:
Theorem 8. Let (I, J,K) be an admissible triple on {1, 2, . . . , n}. Then
∏
k∈K
νk 
{∏
i∈I
λi
}

∏
j∈J
µj

 . (9)
Proof. Let A be the matrix in (1). Then the partitioned matrix(
A11 −A12
−A21 A22
)
=
(
I 0
0 −I
)(
A11 A12
A21 A22
)(
I 0
0 −I
)
has the same eigenvalues as A. It follows that
B =
(
A11 −A12
−A21 A22
)−1
has the µ’s as eigenvalues. On the other hand, it is easy to see that AB is similar to
L =
(
I K
K∗ I
)(
I −K
−K∗ I
)−1
,
where K is as in (2). But L breaks up as a diagonal block matrix with m blocks of
shape 2 × 2 like

1+κ2j
1−κ2j
2κj
1−κ2j
2κj
1−κ2j
1+κ2j
1−κ2j


and n− 2m blocks of shape 1 × 1 with entry 1. It is therefore easy to see that the
eigenvalues of L are precisely the ν’s.
So far, we are dealing with eigenvalues. We need to get at singular values. To-
wards this, let  = diag(λ1, . . . , λn). Then there are n× n unitary matrices U and
V with A = U∗U and B = V ∗−1V . We apply Fulton’s result with X = 1/2U
and Y = V ∗−1/2, to obtain that
∏
k∈K
σk(XY) 
{∏
i∈I
λ
1/2
i
}

∏
j∈J
µ
1/2
j

 . (10)
But XY(XY)∗ is similar to AB and hence also to L. So squaring (10) gives the
desired result. 
The real content of Theorem 8 is difficult to grasp, first because admissible triples
are already difficult to understand and secondly because of the form of (9). We write
down explicitly the content of this result in two simple cases:
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• n1 = n2 = 2. The inequalities are
1 + κ1
1 − κ1 
λ1
λ4
,
1 + κ2
1 − κ2  min
(
λ1
λ3
,
λ2
λ4
)
,
1 + κ1
1 − κ1
1 + κ2
1 − κ2 
λ1λ2
λ3λ4
.
• n1 = n2 = 3. The inequalities are
1 + κ1
1 − κ1 
λ1
λ6
,
1 + κ2
1 − κ2  min
(
λ1
λ5
,
λ2
λ6
)
,
1 + κ3
1 − κ3  min
(
λ1
λ4
,
λ2
λ5
,
λ3
λ6
)
,
1 + κ1
1 − κ1
1 + κ2
1 − κ2 
λ1λ2
λ5λ6
,
1 + κ1
1 − κ1
1 + κ3
1 − κ3  min
(
λ1λ2
λ4λ6
,
λ1λ3
λ5λ6
)
,
1 + κ2
1 − κ2
1 + κ3
1 − κ3  min
(
λ1λ2
λ4λ5
,
λ1λ3
λ4λ6
,
λ2λ3
λ5λ6
)
,
1 + κ1
1 − κ1
1 + κ2
1 − κ2
1 + κ3
1 − κ3 
λ1λ2λ3
λ4λ5λ6
.
We conjecture that the inequalities obtained in this way are best possible and give
explicitly the region of possible canonical correlations.
6. Majorization again
Consider now the ratios λj/λn−m+j for j = 1, . . . , m which we sort into decreas-
ing order. This gives us a permutation θ ∈ Sm such that
ρj = λθ(j)
λn−m+θ(j)
decreases as j increases.
Lemma 9. We have
k∏
j=1
νm−k+j 
k∏
j=1
ρm−k+j
for k = 1, . . . , m.
Effectively, Lemma 9 says that
(− ln(ρm+1−j ))mj=1 ≺w (− ln(νm+1−j ))mj=1. (11)
Proof. We apply Theorem 8 in the case I = {θ(m− k + 1), . . . , θ(m)} rearranged
in increasing order, J = {m+ 1 − θ(m− k + 1), . . . , m+ 1 − θ(m)} rearranged in
increasing order and K = {m− k + 1, . . . , m}. Effectively then
I = (i1, i2, . . . , ik),
J = (m+ 1 − ik, m+ 1 − ik−1, . . . , m+ 1 − i1),
K = (m− k + 1, m− k + 2, . . . , m).
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This is well known to be an admissible triple. In fact, it is essentially the same as the
triple
I = (i1, i2, . . . , ik), J = (1, 2, . . . , k), K = (i1, i2, . . . , ik),
associated with Lidskii’s (and Wielandt’s) work, except that J and K have been
reflected and interchanged. 
Corollary 10. We have
m∑
j=m−k+1
(
λθ(j) + λn−m+θ(j)
λθ(j) − λn−m+θ(j)
)2

k∑
j=1
κ−2m+1−j
for k = 1, 2, . . . , m, and consequentially
m∑
j=1
(
λj + λn−m+j
λj − λn−m+j
)2

m∑
j=1
κ−2j .
This corollary is Problem 7.2 in [6] and was also proposed in [10]. However, the
reader will note that the minimum in Eq. (7.3) of [6] is unnecessary as it is always
taken for the “increasing” matching of the eigenvalues.
Proof. It is easy to verify that the function
t →
(
1 + et
1 − et
)2
is increasing and convex on t < 0. We therefore deduce from (11) that((
ρm+1−j + 1
ρm+1−j − 1
)2)m
j=1
≺w
(
κ−2m+1−j
)m
j=1 ,
which, when rewritten in terms of the λ’s, is the first assertion of the corollary. The
second assertion follows from the first by setting k = m and dependence on θ disap-
pears. 
7. Other inequalities
We have been unable to establish (see [6, Problem 7.1]) the inequality
m∑
j=1
κ2j  max
θ∈Sm
m∑
j=1
(
λj − λn−m+θ(j)
λj + λn−m+θ(j)
)2
(12)
in which the max cannot be dispensed with. We have however been able to establish
the following proposition which has a similar flavour.
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Proposition 11. The inequality
m∑
j=1
(
ln
(
1 + κj
1 − κj
))2
 1
2
max
θ∈Sn
n∑
j=1
(
ln
(
λj
λθ(j)
))2
(13)
holds.
The reader will note that in (13), both the sum and the permutation on the right are
taken over {1, 2, . . . , n} while in (12), they are taken with respect to {1, 2, . . . , m}.
This accounts for the factor 12 .
Proof. We use the reverse implication of the Horn Conjecture proved by Klyachko
[12]. Combined with Theorem 8 or alternatively one may use the proof of Theorem
8, together with Theorem 6 in [3] due to Klyachko [13] to show the existence of three
hermitian matrices X, Y and Z such that:
• Z = X − Y .
• The eigenvalues of Z are
ln
(
1 + κj
1 − κj
)
for j = 1, . . . , m,
ln
(
1 − κj
1 + κj
)
for j = 1, . . . , m,
and the remaining n− 2m eigenvalues are zero.
• The eigenvalues of X and Y are ln(λj ) for j = 1, . . . , n.
Writing Z2 = X2 + Y 2 −XY − YX and taking the trace, this leads to
m∑
j=1
(
ln
(
1 + κj
1 − κj
))2
=
n∑
j=1
(
ln λj
)2 − n∑
j=1
n∑
k=1
pjk ln λj ln λk,
where P is a doubly stochastic matrix. Using now Birkhoff’s well-known theorem
[4], we can assert that (13) holds. 
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