If a matrix A is below a matrix B with respect to the Löwner partial ordering within the set of Hermitian non-negative definite matrices, then the columns of A are linear combinations of the columns of B. In this note, the class of all such combinations providing a complete characterization of the Löwner partial ordering is presented. In addition, new results on partial ordering of squares of Hermitian non-negative definite matrices are given.
Introduction
Let C m,n denote the set of complex m × n matrices and C m denote the set C m,m . Further, let C m denote the subset of C m consisting of Hermitian non-negative definite matrices. The symbols A * , A + , A − and R(A) stand for the conjugate transpose, the Moore-Penrose inverse, any generalized inverse and the range of A ∈ C m,n . The set of all eigenvalues of a matrix A ∈ C m is denoted by σ (A). 
whereas the space preordering s ≺ is defined as
It is clear that 
Applying Theorem 4.1 of Baksalary and Mitra [3] to matrices A, B ∈ C m , we may characterize − and * by confining K to certain classes of matrices, namely,
i.e., for some matrix K = K 2 , and A * B ⇔ A = BK for some Hermitian idempotent matrix K.
The purpose of this paper is to identify the class of matrices K allowing an analogous characterization of L . In addition, the corresponding relations involving A 2 and B 2 are investigated.
As noted by Baksalary and Pukelsheim [4, p. 136] , orderings (2) and (3) are restrictions to Hermitian matrices of the general definitions introduced by Hartwig [9] and Drazin [8] , respectively. The ordering L is due to Löwner [11] and can be defined as in (1) Hence, for our purpose the assumption A, B ∈ C m is essential.
Löwner partial ordering
The following lemma is easily derived by using results of Stȩpniak [ From the above lemma it follows that the space preordering between two Hermitian non-negative definite matrices can be described in terms of the Löwner partial ordering, namely,
since BB + is a generalized inverse of itself and the eigenvalues of the product of two orthogonal projectors are known to lie in [0, 1]. If for matrices A, B ∈ C m the preordering A s ≺ B holds, then the set of non-zero eigenvalues of B − A coincides with the set of non-zero eigenvalues of B + A, see e.g. Theorem 1 in [6] . Since the eigenvalues of B + A are real non-negative, statement (ii) in the lemma can be replaced by
choose K = B − A. The main result of this section is, that the implication in (9) can also be reversed.
Proof. The 'only if' part is clear from the above considerations. To observe the 'if' part, let
where U is unitary (i.e. UU * = U * U = I m ) and ∈ C r is a diagonal matrix containing the r m real positive eigenvalues of B on its main diagonal. Then
Since S is non-singular, any matrix K ∈ C m can be written as
where K 11 ∈ C r . Now assume that A = BK. Then BK = K * B, which may equivalently be written as
is Hermitian non-negative definite. Hence, also
is Hermitian non-negative definite, or, in other words,
We note that the idea of the proof is partly similar to some idea in the proof of Theorem 3 in [2] , the latter being concerned with admissible estimation in linear models. The usefulness for characterizing the relation A L B, however, is revealed here.
Since any idempotent matrix K has only eigenvalues in {0, 1}, it is clear from (6), (7) and Theorem 1 that The latter specify further partial orderings, which is due to the fact that equality between A 2 and B 2 implies equality between A and B for A, B ∈ C m . From Theorem 3 in [4] it is seen that
The inequality A 2 L B 2, for matrices A, B ∈ C m may be characterized as follows. 
Baksalary et al. [7, p. 121] state that
i.e., for some matrix
. Theorem 2 shows that for the special case A 1 ∈ C m and B 1 ∈ C m , it is possible to sharpen the right-hand part of such statement in a specific way. From Theorem 1 and the equivalence between (i) and (ii) in Theorem 2 it is immediate that
for matrices A, B ∈ C m . This implication is well known in the literature, see e.g. [4, p. 137] . The authors note that the implication in (12) can be reversed when A, B ∈ C m commute. Such a statement follows immediately from our Theorems 1-3, where Theorem 3 is as follows. 
see e.g. Eq. (9) in [4] . Using (BB) + = B + B + , and multiplying the equality in (13) from the left by B + and from the right by A + yields
showing KK * K = K and KK * BB + = BB + KK * for
is equivalent to A = BK, the 'only if' part is shown. For the 'if' part, let
where U is unitary and ∈ C r is a diagonal matrix containing the r m real positive eigenvalues of B on its main diagonal. Any matrix K ∈ C m can be written as
where K 11 ∈ C r . Assume A = BK. Then BK = K * B yields K 12 = 0, and U * AU can be written as
Further, assume that K satisfies KK * K = K and KK * BB + = BB + KK * . Using K 12 = 0, the latter gives K 11 K * 21 = 0, which in turn shows that the former condition yields K 11 K * 11 K 11 = K 11 , i.e., K * 11 = K + 11 . Hence, from the identity
This is satisfied if and only if A 2 − B 2 , see e.g. Eq. (4) in [4] .
We note that a matrix K = KK * K is called a partial isometry. It is seen that
Baksalary and Pukelsheim [4] 
Conclusion
We summarize the characterization of certain inequalities between matrices A, B ∈ C m via the space preordering in the following table.
The table reads: two matrices A, B ∈ C m are related as described in some row of the first column if and only if A = BK for some matrix K satisfying the property described in the same row of the second column.
The following scheme summarizes the relationships between the orderings A * 
