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This paper presents a study that uses ﬁnite element method (FEM) to simulate deformation behaviour of high-density
polyethylene (HDPE) when subjected to tensile loading, either without or with the presence of pre-cracks. For the former,
dog-bone-shaped model of HDPE was deformed under uni-axial tensile (UT) loading beyond the initial yielding, to gen-
erate stable necking in the gauge section. The paper proposes a simple correction factor to determine the equivalent von
Mises stress that is needed for the input to the FEM model, in order to generate the same loading level as that observed
experimentally for neck propagation. The paper points out that such consistency in the loading level could not be gener-
ated in the past mainly because of a misconception that axial stress in the neck was regarded as the equivalent of the von
Mises stress. The study also explored the consideration of crack growth in double-edge-notched tensile (DENT) specimen,
and showed that the conventional von Mises yield function, with the assumption of isotropic work hardening, cannot be
directly applied to simulate the deformation behaviour of DENT specimen. Instead, empirical parameters were employed
to reﬂect the polymer orientation during the necking process. The paper shows that FEM models for both UT and DENT
tests can reproduce the experimental load–displacement curves quite accurately, and concludes that with a proper yield
function to reﬂect the deformation involved in the mechanical tests, the deformation behaviour observed experimentally
can be accurately mimicked using the FEM simulation.
 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
It is well known that the criterion for plastic deformation can be expressed as:0020-7
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4768; f
E-mf ðrijÞ ¼ Y ð1Þwhere f represents the yield surface that is a function of stresses and Y the yield stress as a function of strain. The
function f is known to be aﬀected mainly by the second principal stress invariant J2, which for isotropic materials is:683/$ - see front matter  2008 Elsevier Ltd. All rights reserved.
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ð2ÞOnce the correct yield stress Y is known, the above equation can be used to determine the stress states for
yielding. Value of Y is usually determined using uni-axial tensile test, with the assumption that the stress state
in the gauge section is uni-axial, thus the true axial stress is equivalent to the eﬀective stress. This paper will
show that this assumption is not applicable to large deformation, especially when work hardening is involved.
This is because the corresponding yield stress Y may not be increased uniformly by diﬀerent stress compo-
nents. This paper will also show that the yield function f in Eq. (2) should be changed to accommodate the
anisotropy developed during the large deformation process.
This paper is focused on deformation in high-density polyethylene (HDPE) that often generates stable
necking when subjected to tensile stress. Stable necking has been commonly observed in uni-axial tensile
(UT) test of HDPE (G’Sell and Jonas, 1979; Kwon and Jar, 2007a; Neale and Tugcu, 1985), which is a
result of suﬃcient compensation for cross section reduction by the work-hardening-induced strength
increase. The behaviour has been extensively studied at both microscopic and macroscopic levels (Buckley
and Costas, 2004; Coates and Ward, 1978, 1980; G’Sell and Jonas, 1979; G’sell et al., 1983, 1992; Gau-
cher-Miri et al., 1996; Ginzburg, 2005; Haward and Thackray, 1968; Haward, 1987, 1993; Hiss et al.,
1999; Hutchinson and Neale, 1983; Marquez-Lucero et al., 1989; Mimaroglu, 1995; Neale and Tugcu,
1985; Peterlin, 1971, 1987; Seguela and Darras, 1994; Tugcu and Neale, 1987a,b, 1988; Van Dommelen
et al., 2003, 2004). The true axial stress–strain curve for the stable necking is usually determined using
curve-ﬁtting techniques, such as Gaussian (Haward, 1987, 1993) or exponential functions (G’Sell and
Jonas, 1979; G’sell et al., 1983, 1992), and has been used as the input for ﬁnite element method
(FEM) to simulate the ductile deformation process (G’sell et al., 1992; Marquez-Lucero et al., 1989; Neale
and Tugcu, 1985; Tugcu and Neale, 1987a,b, 1988). However, necking often generates a tri-axial stress
state (G’sell et al., 1983; Neale and Tugcu, 1985), with the possibility that stress along the loading direc-
tion being very diﬀerent from the eﬀective stress. As a result, FEM simulation based on the conventional
approach in which the axial stress is treated as an approximation of the eﬀective stress cannot reproduce
the observed deformation behaviour. This problem was pointed out by Tomita and Hayashi (1993) by
showing the presence of shear strain distribution within the necked region. Results from this paper will
support this suggestion. In addition, this paper will point out that in order to simulate large deformation
behaviour of HDPE, the isotropic yield function given in Eq. (2) should be modiﬁed. The modiﬁcation is
to reﬂect the anisotropic yielding behaviour, caused by the orientation of the polymer chains during the
neck development.
The ﬁrst part of this paper is to describe a new approach to determine yield stress Y, in order to reconcile
the diﬀerence between simulation and experimental results. Literature review on relevant studies will be pro-
vided, followed by a study that compares FEM simulation of HDPE deformation with the experimental obser-
vation from the UT test, and points out the source of inconsistency generated by the conventional approach.
That is, the axial yield stress is used as the approximation for the eﬀective yield stress in the FEM simulation.
A simple correction factor for which values can change in an iterative process will be described to determine
the eﬀective yield stress for the FEM simulation of the UT test. It should be pointed out that a hybrid iden-
tiﬁcation procedure was proposed by Tomita and Hayashi (1993) to determine the unknown parameters in the
constitutive equations for molecular chain network model (Arruda and Boyce, 1993; Boyce et al., 1988; Wu
and van der Giessen, 1993), which was also based on comparison of nominal stress–strain curve between
results from experiment and computational simulation. However, their procedure required more than 300 iter-
ations to achieve less than 103 in the relative diﬀerence between experimental results and computer simula-
tion. The process described in the current work, however, needs less than 5 iterations to achieve the same level
of accuracy.
The second part of this paper will propose an approach to determine the anisotropic expansion of the yield
surface (f in Eq. (1)) in the necking process. The approach will be veriﬁed by simulating deformation behav-
iour of HDPE in double-edge-notched tensile (DENT) test, in which necking is accompanied by crack prop-
agation. The veriﬁcation will be based on previous experimental results, and show that the proposed
anisotropic yield function can successfully simulate the load–displacement curve and the experimentally
observed deformation behaviour.
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but using a two-dimensional model (Chen et al., 1999). Since nature of the necking process involves inhomo-
geneous variation in the 3rd dimension, the 2-D model could never mimic the necking process that has been
achieved in this paper.2. Literature review
2.1. Large deformation of materials and its constitutive equations
Mechanisms for large deformation of semi-crystalline polymers like HDPE have been studied extensively in the
past. Peterlin (1971) proposed a three-stage deformation process that involves plastic deformation of the original
spherulitic structure, transformation of the spherulites to ﬁbril structures by micro-necking, and plastic deforma-
tion of the ﬁbril structure; but all three stages may contribute to the global necking phenomenon. Hiss et al. (1999)
studied the true stress–strain behaviour of various polyethylenes and related copolymers, and found that deforma-
tion at small strain mainly occurred in the amorphous inter-crystalline layers through inter-lamellar shear slips.
Deformation at large strains, on the other hand, is due to crystallite fragmentation and chain disentanglement.
Increase of work-hardening was observed with the increase of the strain rates, crystallinity and network density.
With an appropriate combination of temperature and strain rate the neck development can become a stable
process, that is, it propagates to the neighboring region in a steady fashion. This process is also known as
‘‘cold drawing” (Carothers and Hill, 1932) as the intrinsic deformation behaviour is the basis of ﬁlm and ﬁbre
processing industries. Haward and Thackray (1968) proposed a micro-mechanical model to represent the large
deformation of glassy thermoplastic polymers. Based on this model, Argon (1973a) proposed a relationship
between true stress and extension ratio in the large deformation:r ¼ Y 0 þ Gpðk2  1=kÞ ð3Þ
where Y0 is the initial tensile yield stress, k the extension ratio, and Gp the strain hardening modulus. The same
equation was also derived by Cross and Haward (1978), and showed good agreement with the experimental
results for several thermoplastic polymers (Haward, 1987, 1993, 1995).
In a slightly diﬀerent approach by G’Sell and Jonas (1979), an empirical constitutive equation was proposed
to separate the eﬀect of strain hardening from that of visco-elasticity when deformation occurs at a constant
strain rate. The equation was later modiﬁed by Hutchinson and Neale (1983), in which the part relevant to the
strain hardening can be expressed as:r ¼ ake
N for e 6 e0 ð4aÞ
k expðMebÞ eP e0 ð4bÞ

ð4Þwhere k, e0 and M are material constants. Value of b is suggested to be 2 for HDPE at a constant strain rate,
and values of N and a determined by imposing stress continuity at e0. Based on the above equations, true
stress–strain curves have been reported for several thermoplastic polymers, including polyethylene of diﬀerent
grades (Buckley and Costas, 2004; G’sell et al., 1983, 1992; Marquez-Lucero et al., 1989; Tugcu and Neale,
1987a,b, 1988). It should be noted that all expressions in Eqs. (3) and (4) are based on strain measurement
using the change of cross section where neck initiation occurs.
2.2. Numerical simulation on cold drawing of semi-crystalline polymers
Simulation of large deformation in polymers has been attempted by many researchers in the past. Neale
and Tugcu (1985) carried out FEM analysis for neck initiation and steady-state neck propagation in a cylin-
drical tensile specimen. The stress–strain relationship given in Eq. (4) was adopted for plastic deformation,
combined with a polynomial stress–strain relationship in the elastic region. Isotropic-hardening J2 ﬂow theory
was employed, with the assumption that elastic–plastic deformation is independent of the strain rate. They
presented a relationship between the loading curve and the change of specimen proﬁle, but the computed load
was not compared with the experimental data.
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ory, assuming isotropic, rate-independent plastic deformation. They presented the load–elongation curve,
deformation shape and tri-axial stress distribution generated by the FEM model. Again, the load was not
compared with the experimental values, only stating that they are ‘‘qualitatively in close agreement”.
Since then, many FEM studies have been carried out for axi-symmetric (Tomita et al., 1990) and plane-
strain neck propagation (Tugcu and Neale, 1987b). Strain rate sensitivity (Tugcu and Neale, 1987a, 1988,
1987b) and kinematic hardening (Tugcu and Neale, 1987b) were also investigated. In addition, Tugcu
(1995) considered the eﬀect of heat conduction during the cold drawing process on the deformation behaviour
of elastic-thermo-visco-plastic materials. Unfortunately, none of these studies showed a clear consistency in
the load–elongation curve between the simulation and the experiment. As to be discussed later in detail, source
for the inconsistency is that these studies ignored the tri-axial stress state in the necked region and assumed
isotropic yielding during the neck development.
Very recently, Masud (2005) used a 3-D FEM model to simulate neck propagation in ductile deformation
of polymers. The study compared the strain variation with the simulation results published in references Neale
and Tugcu (1985) and Tomita and Hayashi (1993), but again not compared with any experimental data.
2.3. Molecular network chain model
The constitutive equation for the glassy polymers by the application of macromolecular network chain
model has been developed to simulate the large deformation behaviour with the variation of strain rate
and temperature, and to predict pressure-dependent yielding, and strain-softening or strain-hardening after
yield. The physical aspects of plastic ﬂow and anisotropy in polymers were modeled by Argon (1973b), and
later extended to include the eﬀects of pressure, strain-softening and strain-rate sensitivity by Boyce et al.
(1988). The thermo-mechanical coupling in cold drawing of glassy polymers was investigated Boyce et al.
(1991), using the model developed by Boyce et al. (1988) for an axi-symmetric specimen. The predictive capa-
bility was shown to improve considerably by replacing the three-chain network model (Boyce et al., 1988) by
an eight-chain model (Arruda and Boyce, 1993). A full network model accounting for the actual spatial dis-
tribution of molecular chains was developed by Wu and van der Giessen (1993), which was later applied in an
approximate manner to the isothermal neck propagation in a plane-strain specimen (Wu and Van Der Gies-
sen, 1995). However, while the contribution of these studies to the understanding of the physical mechanism of
plastic ﬂow in polymers is evident, the constitutive modeling of polymers at ﬁnite strains is yet to be considered
in full satisfaction. For instance, it was shown by Wu and van der Giessen (1993) that the three-chain model
overestimates the stiﬀness of the network at a large strain, while eight-chain model underestimates the stiﬀness.
Another problem of the above models is on determining the parameters in the constitutive equations. The
conventional procedure to identify the parameters in the constitutive equation is limited to the condition of
uniformity of the stress and strain ﬁelds (Tomita and Hayashi, 1993). As pointed out in reference Tomita
and Hayashi (1993), the non-uniform deformation behaviour may lead to incorrect values for these parame-
ters. To resolve this problem, a hybrid identiﬁcation procedure was proposed to determine the unknown
parameters in the constitutive equations, through an iteration process based on nominal stress–strain curves
(Tomita and Hayashi, 1993). The iteration process stopped when the stress values agreed well with the exper-
imental results. However, the procedure required more than 300 iterations to achieve an acceptable accuracy.
To our knowledge, most of the published work using FEM has not been validated using experimental data,
though such validation is critical for applications that rely on FEM for the deformation analysis and predic-
tion. In this paper, experimental results and numerical simulation are compared for two types of deformation
scenarios, to conﬁrm that the modiﬁed input material parameters for the FEM models can generate the behav-
iour observed from the experiments.
2.4. Pressure-dependent and anisotropic yielding of oriented polymers
The J2 ﬂow theory that has been frequently employed for numerical simulation of plastic deformation
assumes that yielding is not inﬂuenced by the hydrostatic stress, and yield stresses are the same in tension
and in compression. However, for many polymers the compressive yield stress is higher than the tensile coun-
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ponent of the applied stress may inﬂuence the yield process, thus needs to be considered in the yield criterion
(Stassi-D’Alia, 1967; Caddell et al., 1973). Raghava and Caddell (1973) examined the variation of yield surface
of various polymers (PVC, PC, PMMA and PS) under various loading conditions. They proposed pressure-
modiﬁed yield criterion, and showed good agreement with the experimental results.
Studies on the yield behaviour of anisotropic polymers have also been carried out by several researchers
(Shinozaki and Groves, 1973; Caddell et al., 1973) on the basis of Hill’s anisotropic yield criterion (Hill,
1950). Caddell and Woodliﬀ (1977) measured the tensile and compressive yield stresses after necking in both
extension and contraction directions for three polymers (polycarbonate, high-density polyethylene and poly-
propylene). Because the polymers were oriented during the necking process, the yield stresses in diﬀerent direc-
tions were found to be very diﬀerent. They suggest that anisotropy caused by orientation of the polymer chains
should be considered in the study of yielding behaviour in large deformation region.
3. Uni-axial tensile test
Experimental method used in this study to determine the true stress–strain curve is identical to that used
before (Kwon and Jar, 2007a), i.e., through the measurement of the change of axial load and specimen width
at the neck initiation section. A typical engineering stress–elongation curve from the UT test is presented in
Fig. 1(a). The peak load at which neck is initiated corresponds to 25 MPa (point A) and the stable load for
neck propagation 16.3 MPa (point B). Since many papers are available in the literature to describe the neck
development process in relation to the load–elongation curve (G’Sell and Jonas, 1979; G’sell et al., 1983;
Kwon and Jar, 2007a; Marquez-Lucero et al., 1989), its details for HDPE are omitted here.
3.1. Determination of yield stress based on the traditional approach
Most studies in the past assume that gauge section of a UT specimen is subjected to a uni-axial stress state
and that distribution of stress and strain is uniform on the cross section. Therefore, the true axial stress deter-
mined based on the change of the cross section is often regarded as equivalent to the von Mises stress (also
known as the eﬀective stress which has been widely used as a criterion for yielding of ductile materials (Hill,
1952)). Traditionally, functions that ﬁt the true stress–strain curve so determined, such as that shown in
Fig. 1(b), are used as the input yield stress, Y(e), for the FEM analysis. This paper will show that such yield
stress does not represent the true yield stress for HDPE when necking occurs. In this section, we will demon-
strate the use of the traditional approach to determine the yield stress Y(e) for HDPE from our own UT test
data, to quantify the discrepancy between the simulation results and the experimental data.
In the traditional approach, stress–strain curve in Fig. 1(b) after the neck was initiated was ﬁtted using Eqs.
(4a) and (4b). For the section before the neck was initiated, the Hookean equation was used for the linear partFig. 1. Typical UT test results for HDPE. (a) Nominal stress–elongation curve and (b) true stress–strain curve: test data ( ) and
trend line from Eq. (4) with b = 1.8 ( ).
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(Ogden, 1972) for the following non-linear part but before the neck initiation. Therefore, the input yield stress
function Y(e) for the FEM model in the whole strain range is expressed as:Table
Consta
Consta
Value
Table
Consta
Consta
ValueY ðeÞ ¼
Ee ðe 6 eyÞ
d aðeþ bÞðc1Þ  aðeþ bÞc
h i
þ e ðey 6 e 6 enÞ
akeN ðen 6 e 6 etÞ
k exp Mebð Þ ðeP etÞ
8>>><
>>:
ð5Þwhere the constants are presented in Tables 1 and 2, for e 6 en and eP en, respectively.
It should be noted that although b value in Eq. (5) was suggested to be 2 for constant strain rate by G’Sell
and Jonas (1979), we found it to be 1.8 to best ﬁt the test results of this study for the constant cross-head speed
of 5 mm/min, especially in the strain range larger than 1.0. Fig. 1(b) also suggests that when the axial strain in
the neck, determined from the width change of the cross section, reached around 1.8, neck propagation com-
menced. At this stage, the necked section became very stiﬀ, due to the formation of ﬁbrils in the loading direc-
tion. The ﬁnal fracture occurred in a brittle manner after the neck has been fully developed in the whole gauge
length, but often at a location away from the neck initiation region.
3.2. Numerical simulation based on the traditional approach
Using a 3-D FEM model (ABAQUS 6.5 Standard), neck initiation and propagation was simulated as a
rate-independent deformation process, following the traditional approach for the input of material properties.
The model is shown on the left of Fig. 2(a), consisting of 2660 20-node brick elements, in which Cartesian
coordinates are used with 1-, 2- and 3-axes in the directions of width, length and thickness, respectively. Incre-
mental J2 plasticity theory was employed, assuming that plastic deformation was isotropic. The yield stress
Y(e) followed the expressions given by Eq. (5), with the constants determined by best ﬁtting the curve from
Eq. (5) to the axial stress–strain curve from the UT test.
Note that rate dependency was not considered in this study because of the following reasons:
(i) The eﬀect of strain rate on the material deformation process is signiﬁcant at a high loading rate at which
adiabatic deformation occurs. However, at the low cross-head speed of 5 mm/min that was used in this
study, the deformation is close to the isothermal drawing in which the eﬀect of strain rate has been
reported to be relatively small (Dasani and Misra, 2003).
(ii) The maximum strength for ductile polymers is known to increase with the increase of the strain rate but
the amount of change is small, about 8% for the increase of the strain-rate by 10 times. With the increase
of the strain-rate, the stress–elongation curve shifts mainly vertically upwards without the change of its
shape (Wu and Van Der Giessen, 1995). Therefore, the critical displacements for the neck initiation and
the neck propagation are not sensitive to the range of the strain-rate variation that has possibly occurred
in the tests conducted in our study.2
nts in Eq. (5) after the neck initiation, eP en
nt ak N k M b et
35 0.1 29.525 0.427 1.8 0.32
1
nts in Eq. (5) before the neck initiation, e 6 en
nt ey en a b c d e
0.015 0.09 40.053 0.01 0.156 12.506 14.5
Fig. 2. FEM simulation of UT test. (a) The un-deformed model and deformed model at elongation of 50 mm, (b) load–elongation curve
and (c) true stress–strain curve: the experimental data ( ) and the FEM simulation with b = 1.8 ( ).
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Necking in the FEM model was initiated by reducing the cross-sectional area in the middle of the gauge
section (bottom of Fig. 2(a)) by 0.04%, as suggested by Neale and Tugcu (1985). Because of the geometrical
symmetry, the model only considers half of a specimen with a quarter of the cross section. The overall defor-
mation of the model, as shown on the right of Fig. 2(a) taken at elongation of 50 mm, is very close to the
deformed shape observed in the experiments.
The nominal stresses determined from the tensile test and those generated by the FEM simulation are plot-
ted as functions of elongation in Fig. 2(b). Section of the curve that corresponds to the elongation up to the
neck initiation is very similar to the experimental data, particularly in terms of the peak load and the trend of
load drop during the initial neck formation. However, the FEM model generated the neck propagation at the
loading level around 18 MPa that is about 10% higher than the experimental value, 16.3 MPa. By setting b
value in Eq. (5) to be 2, as suggested by G’Sell and Jonas (1979), the loading level for the neck propagation
raised to 19.25 MPa, moving further away from the experimental data.
To reconcile the above diﬀerence in the loading level, possibility of the rate-dependent deformation process
was considered, but later ruled out because it had been shown in the previous studies that this factor could not
lower the steady loading level (Tugcu and Neale, 1987c, 1988). Possibility of the inﬂuence from visco-plasticity
was also considered. However, this has already been factored into Y(e), as the timeframe for the simulation
was similar to that for the experiment. Therefore, neither should be a major factor for the discrepancy shown
in Fig. 2(b).
It is worth mentioning that the above discrepancy is common in the literature. For convenience in the fol-
lowing discussion, load drop ratio (DR), deﬁned as the ratio of the steady load for the neck propagation to the
peak load, is used to compare results reported in the literature. The DR value from our experimental data in
Table 3
Summary of load drop ratio (DR) from the FEM simulation
Literature DR (%) Conditions
From FEM in this study 72 Rate independent (b = 1.8)
Neale and Tugcu (1985)) 86 Rate independent
Fager and Bassani (1986) 82 Rate independent, plane strain
Tugcu and Neale (1987a) 90 Rate independent, plane strain
Tugcu and Neale (1987b) 83–86 Plane strain visco-plasticity
Tomita and Hayashi (1993) 80 Thermo-elastic-visco-plastic
Table 4
Summary of load drop ratio (DR) from the experiment
Literature DR (%) Conditions
From experiment in this study 65 Constant cross-head speed
G’Sell and Jonas (1979) 66 Constant strain rate
G’sell et al. (1983) 72 Constant strain rate
Marquez-Lucero et al. (1989) 68 Constant cross-head speed
Hiss et al. (1999) 78 Constant strain rate
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and 4, from FEM and experimental studies, respectively. The two tables clearly show that the DR values from
the FEM simulation, ranging from 72% to 90% (Fager and Bassani, 1986; Neale and Tugcu, 1985; Tomita and
Hayashi, 1993; Tugcu and Neale, 1987a,c), are generally higher than those from the experiments, from 66% to
78% (G’Sell and Jonas, 1979; G’sell et al., 1983; Hiss et al., 1999; Marquez-Lucero et al., 1989). Note that the
highest experimental DR value in Table 4 (78%) corresponds to a load–displacement curve determined at a
constant strain rate. If the test were conducted at constant cross-head speed, the DR value would have been
lowered, increasing its diﬀerence from the FEM simulation.
It should also be noted that the FEM studies in references Neale and Tugcu (1985) and Tugcu and Neale
(1987a,c) referred to the same experimental data provided in reference G’Sell and Jonas (1979). Ideally, the
FEM studies should have generated a DR value similar to that determined from the experiment provided that
a correct FEM model were used. Since the DR values between Tables 3 and 4 are clearly diﬀerent, we believe
that the traditional approach for the FEM simulations must have had some misconception.
The potential misconception in the above approach for the FEM simulation was investigated by construct-
ing the axial (true) stress–strain curve based on load and width changes of the FEM model. In a way, this is a
virtual UT test using the FEM model to determine the true stress and strain values in the deformed specimen.
The true stress–strain curve generated in this way is presented in Fig. 2(c) using open circles, compared to the
experimental data presented by the solid line. The ﬁgure suggests that the two sets of data are consistent in the
low strain range, up to a strain value of about 1.8 that corresponds to about 60% of the width reduction. Note
that this was the maximum width reduction observed in the experimental UT tests, but the maximum width
reduction achieved in the FEMmodel was around 70%, corresponding to a strain value nearly 2.3. The highest
axial stress generated in the neck before its propagation to the neighboring regions was also diﬀerent between
the experiments and the simulation, 105 and 190 MPa, respectively. Such signiﬁcant diﬀerence is believed to be
the cause of high steady load from the FEM model, possibly originated from the assumption of the uni-axial
stress state in the neck. We believe that if transverse normal and shear stresses were also considered to deter-
mine the eﬀective stress values, the FEM simulation should generate a loading curve that is consistent with the
experimental data. This idea has been examined, as presented in the next section.
3.3. Uni-axial tensile tests
To understand the diﬀerence between the two curves in Fig. 2(c), and the associated diﬀerence in width
reduction and the loading level for the neck propagation, additional experimental UT tests were conducted
with a special attention to the width change in the cross sections at diﬀerent distances from the neck initiation
Fig. 3. UT test results: the plots of (a) axial strain, (b) axial stress and (c) stress–strain curves at distance from the neck initiation of 0 mm
( ), 2 mm ( ), 4 mm ( ), 6 mm ( ), 8 mm ( ) and 10 mm ( ). Arrows in the plots indicate the
direction of the distance increase from the neck initiation section.
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based on the width change at various cross sections of the specimen. Arrow in each ﬁgure indicates the direc-
tion for the increase of the distance from the neck initiation section. By combining Fig. 3(a) and (b) axial
stress–strain relationships at various sections were established, as shown in Fig. 3(c). The ﬁgure suggests that
all axial stress–strain curves from locations away from the neck initiation section converge into one eventually,
except the initial ‘‘hump” that represents the transition period from the neck initiation to its propagation to
the cross section where the strain was measured. Fig. 3(c) shows that all lower curves (from cross sections
away from the neck initiation section) merge with the upper curve (from the neck initiation section) at the
axial strain around 1.5.
Strain variation similar to that shown in Fig. 3(a) was also reported in references G’sell et al. (1983) and
Peterlin (1971) but without further discussion, except stating that the axial stress–strain relationships for sec-
tions at diﬀerent distances from the neck initiation section are not identical (Peterlin, 1971). Our explanation
for such variation is presented in the following section.3.4. Stress distribution inside the specimen
Validity of the assumption of uni-axial stress state has been examined using the FEM model. Since strain
distribution is no longer uniform along the gauge length after the neck is initiated, the stress distribution on
the cross section needs to be examined in the necked and un-necked sections. Fig. 3(a) shows that before the
neck reaches a speciﬁc cross section, axial strain (based on the change of its width) at that cross section
remained relatively constant, at a value as low as 0.26. Figs. 4–6 present the corresponding stress distribution
in two locations (at neck initiation and 3-mm away), at this strain level as well as at two higher strain levels,
0.5 and 0.75. The following stress components were considered for the comparison: axial stress (S2), eﬀective
Fig. 4. Stress distribution at axial strain of 0.26 in the thickness and the width directions. (a) At the neck initiation and (b) at 3 mm away.
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stress (S12 and S23), according to the coordinates deﬁned in Fig. 2(a). Note that all strain values presented
in the discussion were determined based on the width change at the section of interest. Thus, (a) and (b) in
Figs. 4–6 were determined at diﬀerent overall elongation of the specimen, but at the same ratio of the width
change in the corresponding cross section.
Variation of the above stresses at the strain of 0.26 at the two locations, the neck initiation and 3 mm away,
is presented in Fig. 4(a) and (b), respectively, as functions of the distance from the centre of the cross section in
the thickness (axis 3) and width (axis 1) directions. Fig. 4(a) shows that the stress distribution at the neck ini-
tiation is close to the assumption of uni-axial stress state. The very small values of S1 and S3 result in Se being
only slightly lower than S2. However, at 3 mm away, due to the presence of negative S1 and S3, Se becomes
much higher than S2, which we believe has caused the generation of the lower curves in Fig. 3(c) that were
measured at sections away from the neck initiation. Provided that the eﬀective stress–strain relationship
remains the same at diﬀerent cross sections, the diﬀerence between S2 and Se shown in Fig. 4(b) suggests that
even at a low axial strain level of 0.26, the stress distribution on a cross section may not be uniform, with the
possibility of signiﬁcant stress variation from the centre towards the edges. This phenomenon will be further
discussed later using triaxiality factor (FT).
Fig. 5 shows the stress distribution on a cross section at the axial strain of 0.5. In the neck initiation section,
Fig. 5(a), diﬀerence between S2 and Se increased slightly from that at the axial strain of 0.26, Fig. 4(a). How-
ever, at 3 mm away, Fig. 5(b), the trend of Se > S2 no longer exists. Rather, S2 can be signiﬁcantly higher than
Se in the central part of the cross section. The data in Fig. 5 also suggest that the average S2 on the cross
section is higher than Se. This illustrates clearly the invalidity of the assumption that uni-axial stress state
is still applicable when the neck is developed. Therefore, S2 cannot represent Se as the input to the FEM
Fig. 5. Stress distribution at axial strain of 0.5 in the thickness and the width directions. (a) At the neck initiation and (b) at 3 mm away.
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of the work hardening involved in the deformation. This explains why the two curves in Fig. 2(c) are very dif-
ferent, especially in terms of the maximum stress and strain developed at a given cross section.
It is worth mentioning that the general trend of S2 decreasing from the centre to the edges on the cross
section is reversed at about 3.7 mm along the width direction in Fig. 5(b). This is consistent with the trend
of S2 change between Fig. 4(a) and (b). The increase of S2 towards the edge is believed to be caused by
the drawing involved in the neck forming process, which could stretch the surface layer much more than
the core, thus raising the S2 value near the edge.
Stress distribution for axial strain of 0.75 is presented in Fig. 6. It should be noted that at this
stage the front of the neck growth has passed by the 3-mm-away section, resulting in its stress distri-
bution being close to that at the neck initiation. This supports the phenomenon shown in Fig. 3(c)
that the lower curves eventually merge with the upper curve after the neck growth passes through that
section.
The above FEM analysis clearly indicates that when necking occurs, the stress state is no longer uni-axial,
but in a complex tri-axial state with the stress values varying signiﬁcantly in the necking process.
It should be noted that the phenomena shown in Figs. 4–6 are consistent with that reported by
G’Sell et al. for cylindrical specimens (G’sell et al., 1983). As shown in these ﬁgures, at low strain
level of 0.26, Fig. 4(b), the cross section at 3-mm away from the neck initiation was subjected com-
pressive transverse stress, resulting in Se > S2. With the increase of the axial deformation, as shown in
Fig. 5(b), the transverse stress in this region changed to tensile stress, resulting in Se < S2. Neverthe-
less, even after the neck is fully developed, as shown in Fig. 6(b), Se cannot be approximated by S2
due to the signiﬁcant presence of the transverse stresses.
Fig. 6. Stress distribution at axial strain of 0.75 in the thickness and the width directions. (a) At the neck initiation and (b) at 3 mm away.
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Factor triaxiality (FT) is known as the ratio of the eﬀective stress to the axial stress (Se/S2) (Dieter, 1961).
For a tensile specimen subjected to uniform axial stress, FT should be equal to 1. However, if local plastic
deformation occurs, FT value deviates from 1. G’sell et al. (1983) showed that in the neck forming process
in the cylindrical, dog-bone-shaped tensile specimen, FT changes from a value of greater than 1 in the section
with a convex external proﬁle, to a value of less than 1 in a section with a concave proﬁle. Although several
attempts have been made to express the proﬁle of the deformed axi-symmetric specimen as an analytical func-
tion of FT (Bridgman, 1944; Davidenkov and Spiridonova, 1946), the equivalent expression for a rectangular
specimen is not available. Nevertheless, the FT value itself still serves as a qualitative illustration of the stress
state and the shape proﬁle of the specimen in the necking process. Therefore, variation of FT on the cross
section at diﬀerent axial strain levels, from 0.26 to 1.5, was investigated at the same locations discussed above,
where the neck was initiated and at 3 mm away from the neck initiation. Note that similar to Figs. 4–6, the two
curves in each of Fig. 7(a–d) were taken at diﬀerent overall elongation of the specimen, but at the same ratio of
the width change for the corresponding cross section.
Fig. 7(a) shows variation of FT at the strain level of 0.26 as a function of the distance from the cross section
centre in the thickness direction, at the neck initiation (dashed line) and 3 mm away (solid line). The ﬁgure
shows that the FT value is much greater than 1 at 3-mm-away, suggesting that the specimen proﬁle around
that cross section should be highly convex, which is an indication of an early stage of the necking process.
The 3-mm-away curve also shows that FT value varies signiﬁcantly across the thickness. Thus, the stress dis-
tribution on the cross section is far from being uniform. With the axial strain increasing to 0.5, Fig. 7(b), the
FT value at 3 mm away becomes close to that at the neck initiation. However, the FT values for both curves
Fig. 7. Distribution of triaxiality factor (FT) in the thickness direction at the neck initiation ( ) and 3 mm away ( ), when the
eﬀective strain of the cross section is: (a) 0.26, (b) 0.5, (c) 1.0 and (d) 1.5.
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uni-axial state. At the axial strain of 1.0, Fig. 7(c), FT becomes almost uniform at the neck initiation, while it
shows some variation at 3 mm away, suggesting that the necking is close but yet to be fully developed on either
cross section at this strain level. At the axial strain of 1.5, Fig. 7(d), FT value becomes nearly uniform on both
cross sections, indicating that the neck is close to be fully developed at this stage. It should be pointed out that
even though FT is almost uniform, its value is not the same on the two cross sections, possibly because the
strain hardening that is known to depend on the deformation history is diﬀerent in these two sections.
Results in Fig. 7 clearly suggest that the stress state is not uniform on the cross section during the necking
process, and that the eﬀective yield stress involved cannot be approximated by the axial stress. In the following
section, a method is described to use stresses from the FEM model to determine the eﬀective yield stress for the
necking process.3.6. Determine the eﬀective yield stress
The proposed remedy for the inconsistency between the simulation and the experimental results, as shown
in Fig. 2, is through the use of a correction factor that is deﬁned in a way similar to FT, to modify the input
stress function for the FEM model. The modiﬁcation can be applied repetitively until the results from the
FEM simulation are as close as desired to the experimental results. The modiﬁcation can be described using
the following equation:SeðiÞ ¼ Seði1Þ Seði1Þ
S2ði1Þ
ð6Þ
Fig. 8. Stress S2 determined experimentally ( ) and by FEM simulation ( ) after one iteration. Open circles ( ) represent the
eﬀective yield stress used for the FEM simulation to determine S2 ( ).
Fig. 9. Comparison of experimental data ( ) with FEM simulation after one iteration ( ). (a) Nominal stress versus elongation
and (b) axial strain versus elongation.
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axial stresses, respectively, on the ith iteration, determined from the cross section of the FEM model where the
necking is initiated. The process to determine the eﬀective yield stress is as follows. The axial stress (S2) values
from the UT test were assigned as the ﬁrst set of Se, i.e. Se(0). The subsequent eﬀective yield stress Se(i) can be
determined using Eq. (6). As proposed by Tomita and Hayashi (1993), the iteration was terminated when the
relative error between the simulation and the experimental axial stress values of S2 is within 103 for all points
on the eﬀective yield stress–strain curve. It is worth mentioning that in the current study less than 5 iterations
were needed to reach less than 103 for the relative error of S2, as shown in Fig. 8 in which the points marked
by open circles (s) represent the true eﬀective yield stress that should be used as the input to the FEM model.
Fig. 9(a) compares the nominal stress–elongation curve from the FEM simulation, based on the true eﬀec-
tive yield stress (s in Fig. 8), with the experimental curve. Fig. 9(b) shows the corresponding change of axial
strain versus elongation. Compared to the procedure proposed by Tomita and Hayashi (1993) which required
more than 300 iterations to achieve the same accuracy, the proposed process is much more eﬀective. Further
study is being conducted to consider the eﬀects of strain rate and temperature in the iteration process.4. Double-edge-notched tensile test
As mentioned in Introduction, FEM simulation of DENT test was used to investigate the eﬀect of aniso-
tropic expansion of yield surface on the necking process. Previous studies, as discussed in Section 2, suggest
the necessity of the modiﬁcation of J2 deformation theory for orientated polymers. In this paper, the eﬀects of
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Woodliﬀ, 1977) on the necking behaviour were investigated using the FEM simulation. The validity of the
anisotropic yield functions employed in the simulation was examined using the large deformation process that
involved three-dimensional stress state. Previous study on HDPE (Kwon and Jar, 2007a) has shown that
DENT test generates signiﬁcant necking in the ligament section before the fracture, thus its stress state must
be highly complex. For this reason, deformation generated in the DENT test was chosen for the study.
The necking process in the DENT test occurs in two stages. The 1st stage was for the neck inception in which
the neck grew from the two notch tips through the whole ligament length. At the end of this stage, height of the
neck between the two crack tips was relatively constant. The 2nd stage was for the neck growth in the loading
direction, till the two crack tips met at the mid-point of the ligament. Note that crack growth maintained at a
relatively constant speed through the whole fracture process (Kwon and Jar, 2007a). As a result of simultaneous
growth of neck and crack at the 2nd stage, a deformation zone of triangular shape was formed which should
also be generated by the FEM model if a correct yield function was used for the simulation.
4.1. Numerical simulation of the DENT test
There are very few papers in the literature concerning FEM simulation of DENT test. Knockaert et al.
(1996) used a 3-D FEM model, based on classical J2 plasticity theory with isotropic work hardening, to inves-
tigate the deformation behaviour of low carbon steel. Due to the limited ductility of steel, the simulation was
conducted only up to the peak load without any involvement of the crack initiation or growth. As mentioned
earlier, Chen et al. (1999) also attempted to simulate deformation of HDPE in the DENT test, with the con-
sideration of crack growth based on the criterion of crack tip opening angle (CTOA). A two-dimensional,
plane-stress 2-D model was used to generate load–displacement curve of various ligament lengths. However,
as pointed out by Knockaert et al. (1996), the 2-D model could not take into account the signiﬁcant variation
of the through-thickness stress near the crack tip. In addition, the 2-D model could not generate the necking
behaviour. Therefore, a 3-D model that can cope with large deformation is needed for the simulation of
HDPE deformation in the DENT test.
The FEM model used in this study has a size of quarter of the DENT specimen, and due to symmetry, with
half of the specimen thickness, i.e., 45 mm in width (W), 130 mm in length (B) and 3.125 mm in thickness (t).
Specimens considered for the simulation were with full ligament length (L0) in the range from 16 to 24 mm,
i.e., for plane-stress fracture of HDPE (Kwon and Jar, 2007a). Loading was applied in a similar manner to
that in the experiment, that is, uniform displacement in the specimen length direction along the specimen
width, at a speed of 5 mm/min. The FEM model was developed using ABAQUS 6.5 Standard, as shown in
Fig. 10, consisting of 1056 20-node brick elements with 10 elements along the half ligament length. Yield cri-
teria have been coded using UMAT that is a user-deﬁned module in ABAQUS for material properties. In the
ﬁrst attempt, the axial yield stress determined from the experimental UT test was adopted as the input to the
FEM model, for the use of isotropic yield function J2.
Crack growth in the FEM model was set at a constant speed starting at the maximum load, following that
observed in the experiment (Kwon and Jar, 2007a). Crack growth was simulated by freeing the boundary con-
dition from the notch tip along the half ligament length, to generate an average crack growth speed that was
consistent with the experimental observation. Fig. 11 shows an example of the deformed DENT specimen
after the crack has grown a distance of 40% of the original ligament length.
Fig. 12 compares the experimental data (solid line) with the normalized load–displacement curve generated
by the above FEM model (s), using the yield stress determined from the UT test. Although the 10 divisions
for the half ligament length might be insuﬃcient to generate smooth crack growth and stress contours, the
resulting load–displacement curve appears to be smooth. In Fig. 12, Dy and Df represent the displacements
at the commencement of the crack growth from the notch tip and that at the ﬁnal fracture, respectively. Note
that value of Dy was initially determined from the experimental data, but was later assigned to be the displace-
ment at which the load drop occurred in the FEM model. This change, however, did not cause any diﬀerence
in the load–displacement curves.
Although the load–displacement curve generated by the FEM model based on the yield stress from the
tensile test, shows a transition from the ﬁrst to the 2nd stage of the neck development, as shown in
Fig. 11. The deformation behaviour of DENT specimen after debonding of 40% of the ligament length.
Fig. 10. The FEM model of DENT specimen with the original ligament length of 20 mm.
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above approach overestimated the loading level at the 2nd stage of the neck development at which the
neck propagated in the loading direction. The inconsistency was possibly caused by the higher resistance
to deformation in the FEM model than that in the experiment, which suggests that the J2-based yield cri-
terion should be modiﬁed.4.2. Pressure sensitive yield criterion
The yield criterion based on the J2 plasticity theory (Neale and Tugcu, 1985; Tugcu and Neale, 1987a, 1988,
1987c) can be expressed in terms of normal and shear stresses as:
Fig. 12. Load–displacement curve for the DENT specimen with original ligament length of 20 mm: from the test ( ) and FEM
simulation ( ).
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2
p ðr11  r22Þ2 þ ðr22  r33Þ2 þ ðr33  r11Þ2 þ 6 r212 þ r223 þ r231
 h i1=2 ¼ Y ð7Þwhere Y is the eﬀective yield stress. The above yield criterion is based on the assumption that: (i) the material is
isotropic and homogeneous, (ii) hydrostatic pressure does not inﬂuence the yielding and (iii) tensile and com-
pressive yield stresses have the same value. Raghava and Caddell (1973) proposed a criterion for isotropic,
pressure sensitive materials, which is:ðr11  r22Þ2 þ ðr22  r33Þ2 þ ðr33  r11Þ2 þ 6ðr212 þ r223 þ r231Þ þ 2ðC  T Þðr11 þ r22 þ r33Þ ¼ CT ð8Þ
where C and T are compressive and tensile yield stresses, respectively. It should be noted that if C and T have
the same value, there is no inﬂuence of hydrostatic pressure on the yielding, thus Eq. (8) reduces to Eq. (7).
Other researchers, instead of including the hydrostatic pressure term within the yield function, modiﬁed the
yield stress to generate the same eﬀect (Carapellucci and Yee, 1986):f ðHijrijÞ ¼ Y  lP ð9Þ
where f(Hijrij) is a yield function with anisotropy constants Hij, Y the yield stress, P the hydrostatic pressure,
and l pressure constant.
In this study, the eﬀect of hydrostatic pressure was examined by employing isotropic, pressure sensitive
yield criterion which is slightly modiﬁed from Eq. (8) as:1ﬃﬃﬃ
2
p ðr11  r22Þ2 þ ðr22  r33Þ2 þ ðr33  r11Þ2 þ 6ðr212 þ r223 þ r231Þ þ kP
h i1=2
¼ Y ð10ÞThe eﬀect of hydrostatic pressure on the yielding can be changed in the FEM simulation by the pressure sen-
sitivity factor k in the above equation. The normalized load–displacement curves generated by a FEM model
of DENT specimen with ligament length equal to 20 mm, for k = 0 (dashed line), 0.1 (thin solid line) and 0.25
(dotted line) are shown in Fig. 13, along with the experimental data (thick solid line). Even though the loading
level in the 2nd stage of the neck development decreased by the introduction of the pressure-dependent term in
the yield function, the load is still far above the experimental data. The eﬀect of the hydrostatic pressure on the
yielding was further examined based on the yield function given in Eq. (9), i.e., using the modiﬁed yield stress
by subtracting the hydrostatic pressure term from the isotropic yield stress. Fig. 14 compares the experimental
data (thick solid line) with the results of FEM simulation using diﬀerent values of l, i.e., 0 (dashed line), 0.1
(thin solid line) and 0.25 (dotted line). Even though overall loading level decreased by increasing the l value,
the loading level at the 2nd stage is still much higher than the experimental data. In fact, the loading level at
the 1st stage (neck inception) was aﬀected more signiﬁcantly by the change of l value than that at the 2nd
stage (neck growth). This is consistent with the suggestion by Raghava and Caddell (1973) that eﬀect of
Fig. 13. Load–displacement curve for the DENT specimen (L0 = 20 mm): from the test ( ), and FEM simulation by employing J2
ﬂow theory ( ), and isotropic pressure sensitive yield function with the pressure sensitivity factor of 0.1 ( ) and 0.25
( ). The thick solid line represents experimental data.
Fig. 14. Load–displacement curve for the DENT specimen (L0 = 20 mm) from the FEM simulation based on isotropic yield stress
( ), and the modiﬁed yield stress by subtracting the hydrostatic pressure component multiplied by the factor k of 0.1 ( ) and
0.25 ( ) from the isotropic yield stress. The thick solid line represents experimental data.
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yield stresses is greater than 1.5. Information available in the literature (Raghava and Caddell, 1973; Caddell
and Woodliﬀ, 1977) shows that this ratio is always less than 1.5 for polymers at the atmospheric pressure.
Therefore, we conclude that the hydrostatic pressure should not be the main cause of the higher loading level
at the 2nd stage of the neck development in the FEM simulation of the DENT test.4.3. Anisotropic yield criterion
For semi-crystalline polymers such as HDPE, it is known that polymer chains are disentangled and re-ori-
ented during the stable necking process (Peterlin, 1987). Consequently, the polymer becomes anisotropic, thus
the yield criterion given in Eq. (7) should be modiﬁed to reﬂect the anisotropy.
Hill’s approach (Hill, 1950) to dealing with the anisotropy was to use the following form for the yield
function:f ¼ F ðr22  r33Þ2 þ Gðr33  r11Þ2 þ Hðr11  r22Þ2 þ 2 Lr223 þMr231 þ Nr212
 h i1=2 ð11Þ
H.J. Kwon, P.-Y.B. Jar / International Journal of Solids and Structures 45 (2008) 3521–3543 3539where F, G, H, L, M and N are parameters to characterize the state of anisotropy. These parameters can be
expressed in terms of yield stress ratioRij, deﬁned as the ratio of the non-zero stress component at non-isotro-
pic yielding, rij, to the equivalent stress component in the isotropic yielding. For example, R11 for simple ten-
sile loading is r11=Y , and R12 for pure shear loading is r12=sY ð¼
ﬃﬃﬃ
3
p
r12
Y Þ, where Y is the normal stress and sY the
shear stress for the isotropic yielding. Therefore, F, G, H, L, M and N can be expressed as:Fig. 15
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ð12ÞCaddell and Woodliﬀ (1977) carried out a study to evaluate the anisotropic parameters for three diﬀerent
polymers (polycarbonate, HDPE and polypropylene) after necking. They ﬁrst applied the uni-axial loading to
the cylindrical specimen to generate the stable necking, and then machined the necked specimen to a tubular
shape. By applying the internal pressure and axial force to the tubular specimen, r11 and r22 were measured for
yielding in tension and compression. They observed that R22 and R33 have values of about 0.6. Since shear
stresses are not generated in their tests, R12, R23 and R31 were not evaluated. Similar results were also reported
by Semeliss et al. (1990).
In our study, it was ﬁrst assumed that R22 and R33 had values decreasing gradually from 1 to 0.65 with the
necking development, which is deemed to be a reasonable assumption as the value of 1 representing isotropic
material and its decrease reﬂecting the increase of anisotropy in the properties. Choosing 0.65 for the end value
of R22 and R33 is because it gave the best ﬁtting to the experimental curve at the 1st stage of the neck devel-
opment. The FEM simulation was performed using the DENT model with the original ligament length equal
to 20 mm. The anisotropic yield function was implemented using UMAT, with R22 and R33 values decreasing
from 1 at e ¼ 1:0 to 0.65 at e ¼ 1:8, which corresponds to the maximum strain in the UT test, Fig. 1. All other
Rij values in Eq. (12) were kept at 1.0. The load–displacement curve generated in this simulation (M) is com-
pared with the experimental curve (solid line) in Fig. 15. The loading level in the 2nd stage of the neck devel-
opment has been lowered signiﬁcantly, and the post-fractured geometry from the simulation is very close to
that for the fractured specimen. However, some diﬀerence still exists between the experimental loading level
and the simulation, which could not be resolved by adjusting the range of R22 and R33 values. It should be. Load–displacement curve for the DENT specimen (L0 = 20 mm) from the FEM simulation, by considering anisotropy for normal
s only ( ) and anisotropy for both normal and shear stresses ( ). The solid line represents the experimental data.
3540 H.J. Kwon, P.-Y.B. Jar / International Journal of Solids and Structures 45 (2008) 3521–3543noted that if R22 and R33 values were further decreased from 0.65, the loading level at the 1st stage of the neck
development would be deviated from the experimental data. Therefore, the possibility of further reducing R22
and R33 values was excluded.
In the previous study (Kwon and Jar, 2007b), we have shown that the yield stress under shear loading
ðr12; r23 and r31Þ in the large deformation regime did not increase as rapidly as that under tensile loading;
therefore, values of R12, R23 and R31 should also decrease with the deformation development. In this study,
we assume that the trend of variation for R12, R23 and R31 during the DENT test is the same as that for
R22 and R33, i.e., decreasing gradually from 1 to 0.65. With this included in the yield function, the FEM sim-
ulation generated the load–displacement curve that is very close to the experimental data, as shown by the
open circles (s) in Fig. 15.
4.4. Simulation scheme for DENT test
Based on the anisotropic yield function discussed above, a simple simulation scheme was established. In this
scheme, the displacement at the load drop was assigned to be Dy and crack was set to grow from the notch tip
at this point, at a constant speed to allow the crack growth to reach the centre of the specimen at the displace-
ment Df. Since the load drop in the FEM simulation was mainly caused by the neck initiation at the notch tip,
and to a much less degree by the onset of the crack growth, slight variation of Dy was not found to aﬀect the
load–displacement curve. Therefore, the assumption that crack growth starts at the peak load should be
acceptable. Value of Df for a given ligament length was determined by linear regression using previous exper-
imental data, as its value showed a linear relationship with the initial ligament length (Kwon and Jar, 2007a).
Load–displacement curves generated by the above simulation scheme, for ligament lengths of 16, 20 and
24 mm, are presented in Fig. 16. The curves are compared with the corresponding experimental curves
obtained previously (Kwon and Jar, 2007a). All curves show relatively good agreement.
Fig. 17 presents a deformed FEM model with half ligament length of 10 mm, after Df was reached. The
deformation behaviour is very similar to that observed experimentally (Kwon and Jar, 2007a), with a distinct
triangular shape formed by simultaneous growth of neck and crack during the test.
The above approach of using simple anisotropic function with variation of Rij values enabled us to simulate
the deformation behaviour of HDPE in the DENT test. In this model, the hydrostatic pressure caused by the
diﬀerence between tensile and compressive yield stresses was found to have insigniﬁcant eﬀect on the yield cri-
terion for the DENT test, thus ignored in the simulation.
5. Conclusions
FEM simulation of large deformation of HDPE in UT and DENT tests has been conducted. The study
showed that the conventional approach based on data from the UT test overestimated the stress and strainFig. 16. Comparison of experimental curves (solid lines) with the FEM simulation for DENT tests using diﬀerent ligament lengths (L0):
24 mm ( ), 20 mm ( ) and 16 mm ( ).
Fig. 17. FEM model of fractured DENT specimen. The original ligament length was 20 mm.
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process determines the true eﬀective yield stress function for the FEM simulation of the UT test. The study
shows that by using this eﬀective yield stress function, the ﬂow stress required for neck propagation can be
predicted accurately. Compared to the hybrid identiﬁcation procedure proposed by Tomita and Hayashi
(1993), the proposed process requires much fewer iteration steps to achieve the same accuracy. However,
strain rate and temperature dependency were not considered in this process, which needs to be further
investigated.
The study also showed that the isotropic yield function, based on the J2 plasticity deformation theory, can-
not be used to simulate large deformation involved in the HDPE during the DENT test. A FEM simulation
scheme is proposed that uses an anisotropic yield function that contains variation of parameters in the necking
process. Based on the proposed function and experimentally observed constant crack growth speed, the study
showed that large deformation in the DENT test can be simulated by the FEM model. The study successfully
demonstrated the use of true eﬀective yield stress and yield function for FEM simulation of large deformation
in HDPE, in both UT and DENT tests. The technique will be further investigated, which may lead to the
development of fracture criterion for HDPE in large deformation.
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