Abstract: We consider a spectral stability estimate by Burenkov and Lamberti concerning the variation of the eigenvalues of second order uniformly elliptic operators on variable open sets in the N-dimensional euclidean space, and we prove that it is sharp for any dimension N. This is done by studying the eigenvalue problem for the Dirichlet Laplacian on special open sets inscribed in suitable spherical cones.
Introduction
Let Ω be a bounded open set in R N . We consider the eigenvalue problem for the Dirichlet Laplacian −∆u = λu, in Ω, u = 0, on ∂Ω.
As is well known, problem (1.1) has a non-decreasing divergent sequence of positive eigenvalues of finite multiplicity
Here each eigenvalue is repeated according to its multiplicity. The dependence of λ n [Ω] on Ω has been studied by many authors. We refer to Burenkov, Lamberti and Lanza de Cristoforis [4] for a survey paper on this topic. In particular, several papers have been devoted to the problem of finding explicit estimates for the variation of λ n [Ω] upon variation of Ω, see e.g., Davies [7] , Burenkov and Lamberti [2, 3] . As a consequence of a general result proved in Burenkov and Lamberti [2, Cor. 5 .16] for second order uniformly elliptic operators, we have that if Ω 1 is a fixed open set and p ∈]2, ∞] is such that all the eigenfunctions u of the Dirichlet Laplacian on Ω 1 satisfy the condition ∇u ∈ L p (Ω 1 ), (1.2) * Published in Eurasian Mathematical Journal, Volume 1, Number 1 (2010), 111-122. Available also at the web page http://www.enu.kz/en/emj.php then for each n ∈ N there exists c n > 0 such that It is clearly of interest to know whether the exponent in the right-hand side of (1.3) is sharp. An example confirming that the exponent is sharp when N = 2 has been given in [3] . In this paper we develop an idea used in [3] and we prove the sharpness of the exponent 1 − 2/p for any dimension N.
To do so, we consider a spherical cone Ω β of angle β ∈ [0, π[ and a perturbation Ω β (ǫ), ǫ > 0 obtained by removing a ball of radius ǫ centered at the vertex of the cone. In this case, we find the exact asymptotic behavior of the eigenvalues λ[Ω β (ǫ)] as ǫ → 0 and the range of exponents p for which condition (1.2) is satisfied in Ω β . These explicit computations have been performed in Section 2 and confirm the sharpness of estimate (1.3) as explained in Remark 2.26.
We 
An example
In this section we consider the eigenvalue problem (1.1) on a spherical cone Ω β in R N with angle β, and we study the variation of the eigenvalues upon suitable deformations Ω β (ǫ) of Ω β depending on the scalar parameter ǫ > 0. As mentioned in the introduction, the open sets Ω β (ǫ) are obtained by removing from Ω β a ball of radius ǫ centered at the vertex of the cone.
To do so, it is convenient to use the spherical coordinates (r, θ 1 , . . . , θ N −1 ) and the corresponding transformation of coordinates
. .
for all β ∈]0, π[. In both cases, β is fixed and the perturbation Ω β (ǫ) of Ω under consideration is defined by 
is the Laplace-Beltrami operator on the unit sphere S N −1 of R N and
As is well known, problem (1.1) can be solved by separation of variables. Namely, by setting u(r, θ 1 , . . . , θ N −1 ) = R(r)Θ(θ 1 , . . . , θ N −1 ) and using l(l + N − 2) as separation constant, one reduces the study of equation −∆u = λu to the study of the equations
The function Θ is defined on the spherical cap
and has to satisfy the Dirichlet boundary condition
where ∂C β denotes the boundary of C β in the sphere S N −1 (here Ω β denotes the closure of Ω β in R N ). We denote by Σ β the set of positive real numbers l such that there exists a nontrivial solution to equation (2.5) satisfying the boundary condition (2.7). As is known Σ β consists of an increasing sequence of positive real numbers. We set l β = min Σ β and we recall that l β is the so-called characteristic value of the spherical cap C β , see e.g., Cámera [5] .
The following lemma is probably well known. For the convenience of the reader, we include a proof.
Proof. By the monotonicity of the eigenvalues of the Laplace-Beltrami operator with Dirichlet boundary conditions it follows that if β 1 < β 2 then l β 1 > l β 2 . Thus, in order to prove the lemma it is enough to prove that l π/2 = 1. To do so, we recall that l β is the smallest positive zero of the function l → P −µ l+µ (cos β) with µ = (N − 3)/2, where P −µ l+µ denotes the Legendre function of the first kind, order −µ and degree l + µ, see Cámera [5, p. 75] . If β = π/2 we have to study the function l → P −µ l+µ (0). It is well known that
(see e.g., Abramowitz and Stegun [1, p. 334]) hence the smallest positive zero of P −µ
Remark 2.9 If N = 2 it is straightforward to prove that l β = π/(2β). It is also known that l β = (π − β)/β if N = 4. Moreover, the asymptotic behavior of l β as β → π is known. Namely, as β → π we have
We refer to Cámera [5] for details and proofs.
For N = 2 the following result can be found e.g., in Davies [6, p. 132].
Theorem 2.10 If β ∈]0, π/2] then the gradients of the eigenfunctions of the
[ then the gradient of any nonzero eigenfunction corresponding to the first eigenvalue does not belong to
Proof. The eigenfunctions of the Dirichlet Laplacian on Ω β are of the form R(r)Θ(θ 1 , . . . , θ N −1 ) where, for some l > 0, R satisfies equation (2.4) subject to the boundary condition R(1) = 0 and Θ satisfies (2.5) subject to condition (2.7) By setting R (r) = r 1− N 2 u (r) and
it follows that u satisfies the Bessel equation
Taking into account that the eigenfunctions of the Dirichlet Laplacian are well known to be bounded, it follows that u is a multiple of the function
where J ν l denotes the Bessel function of the first kind and order ν l . Moreover, it follows that ∂R ∂r ∼ r
The proof easily follows by Lemma 2.8, formula (2.13), by observing that Θ is a smooth function and that the eigenfunctions corresponding to the first eigenvalue are obtained for l = l β (this can be proved by recalling that the eigenfunctions of the Laplace operator corresponding to the first eigenvalue are the only eigenfunctions which do not change sign and by observing that if l = l β then any solution to problem (2.5) subject to the boundary conditions (2.7) does not change sign in C β ).
2
Remark 2.14 In Theorem 2.10 it is in fact proved that if u = RΘ is an eigenfunction of the Dirichlet Laplacian in Ω β with Θ satisfying equation (2.5) for some
Given l ∈ Σ β , in order to solve problem (1.1) on the open set Ω β (ǫ), one has to solve equation (2.4) subject to the boundary conditions R(ǫ) = R(1) = 0. This leads to the linear system
in the unknowns C 1 , C 2 ∈ R, which admits nontrivial solutions if and only if
As is well known, the set of all the eigenvalues of the Dirichlet Laplacian on Ω β (ǫ) is given by the union of the sets of zeros of the cross-product equations (2.15).
On the other hand, by similar considerations the eigenvalues of the Dirichlet Laplacian on Ω β are given by the zeros of the equations 
for some constant a > 0. In particular
19) for some constant b > 0.
Proof. Note that 2ν l > 1 and 
is defined for all (ǫ, λ) in a suitable neighborhood of (0, 
, 
Taking into account that |Ω β \ Ω β (ǫ)| = σ β ǫ N /N where σ β denotes the (N − 1)-dimensional measure of the spherical cap C β , it follows that the zeros of the function F in a neighborhood of (0, λ * ) are given by the graph of a function ǫ → λ(ǫ) such that λ(0) = λ * and such that (2.18) is satisfied with
. 
which is exactly the exponent of the leading term in (2.19). As it is proved in Theorem 3.9, this implies that in estimate (1.3) one cannot replace the exponent 1 − 2/p by a better exponent of the type 1 − 2/p + δ(p) where δ(p) > 0 depends with continuity on p.
3 Sharpness of the stability estimate in open sets of class C 0,1
The stability estimates in [2] are proved for open sets of class C 0,1
We recall the definition of this class.
For any set V in R N and δ > 0 we denote by V δ the set {x ∈ V : d(x, ∂V ) > δ}. Moreover, by a rotation in R N we mean a N × N-orthogonal matrix with real entries which we identify with the corresponding linear operator acting in R N . 
and
.., N} and g j is a continuous real-valued function defined on W j (it is meant that if s ′ < j ≤ s then g j (x) = b 1j for allx ∈ W j ); moreover for j = 1, . . . , s
for allx ∈ W j and the Lipschitz constant of g j satisfies
We say that an open set is of class C 0,1 if there exists an atlas A and M > 0 such that Ω is of class C 0,1
In Theorem 3.9 we prove that the following result is sharp (see [2, Cor. 5.16] for the original statement concerning a general class of second order uniformly elliptic operators). 
n .
In Theorem 3.9 we shall also prove that for N = 2, 3, in Corollary 3.3 one cannot choose r to be independent of M. For all ǫ ∈ [0, 1[ we set
if |x| ≤ ǫ sin β, and g(x) = |x| cot β if |x| > ǫ sin β.
We note that
for all ǫ ∈ [0, 1[, where A = sin β/ 2(1 − cos β) (see the figure) . The first inclusion in (3.5) can be proved by observing that if (x 1 ,x) ∈ Ω β (ǫ) then x 1 = r cos θ 1 and |x| = r sin θ 1 where ǫ < r < 1 and θ 1 is as in (2.1), (2.2). Then one can easily verify that x 1 > g(x) for all (x 1 ,x) ∈ Ω β (ǫ) which implies that (x 1 ,x) ∈Ω β (ǫ). The second inclusion in (3.5) can be proved in a similar way. Indeed, by means of a simple computation one can prove that if x = (x 1 ,x) ∈Ω β (ǫ) then r = |x| > ǫ sin β/ 2(1 − cos β); moreover, the spherical coordinate θ 1 of the point x satisfies the appropriate inequalities in (2.1), (2.2), since cot θ 1 = x 1 /|x|; thus x ∈ Ω β (Aǫ). Note that in particularΩ β (0) = Ω β .
Also, it is clear that there exists an atlas A and M > 0 such that
for all ǫ > 0 sufficiently small.
Proof. By the monotonicity of the eigenvalues of the Dirichlet Laplacian and inclusions (3.5), it follows that
Thus, by Theorem 2.17 it follows that there existd 1 ,d 2 > 0 such that
Inequality ( Finally, we can prove the main result of this section. Thus by applying Theorem 3.2 with the exponent 1 − 2/p + δ(p) in (1.3), we would obtain that the second inequality in (3.7) holds with an exponent larger than
, which contradicts the validity of the first inequality in (3.7) for ǫ sufficiently small.
The second part of the statement follows in a similar way by choosing Ω 1 = Ω β and by observing that by Remark 2. 
