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ABSTRACT 
Ontologies are a useful tool for knowledge representation, sharing and reuse. Their 
potential has been recognised in a variety of domains and the number of publicly 
available ontologies, more than 10,000 as shown by dedicated search engines 
(Swoogle 2009), is a good indicator of the scale of development and use of 
ontologies across disciplines.  
Developing an ontology is a time consuming process which requires a high level of 
domain specific expertise. Ontologies are by definition designed to be shared and 
reused. Ontology reuse is a paramount activity for knowledge engineers who, in turn, 
are expected to reduce the cost of development and to promote interoperability 
between applications. This is further amplified by the fact that many of existing 
ontologies cover complementary and/or overlapping domains. 
The aim of this work is to investigate the practical aspects of ontology reuse and 
development and devise a framework for these tasks with a focus on the domain of 
Process Systems Engineering. This is achieved by investigating a number of practical 
aspects of reusing ontologies with a focus in the domain of Process Systems 
Engineering, during the process of developing a full-scale ontology for the domain of 
Industrial Symbiosis – the eSymbiosis ontology. The practical aspects of reusing 
ontologies have been addressed throughout the lifecycle of ontology development. 
The proposed methodology – called MetROn – is focusing on reusing ontologies as 
well as making an ontology reusable. Also, a high level framework for evaluating 
existing ontology for potential reuse has also been devised. Both the proposed 
methodology and the proposed framework for ontology evaluation have been 
validated with the case study of eSymbiosis ontology. 
The work presented in this thesis is a result of the eSymbiosis project (Grant LIFE09 
ENV/GR/000300) and EPSRC funding.  
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  Chapter 1
 
Introduction 
 
This chapter is an introduction to this thesis, outlining the aim and objectives 
 
 Problem statement 1.1.
Ontologies are a useful tool for knowledge representation, sharing and reuse. Their 
potential has been recognised in a variety of domains and the number of publicly 
available ontologies, more than 10,000 as shown by dedicated search engines 
(Swoogle 2009), is a good indicator of the scale of development and use of 
ontologies across disciplines.  
Developing an ontology is a time consuming process which requires a high level of 
domain specific expertise. Ontologies are by definition designed to be shared and 
reused. Ontology reuse is a paramount activity for knowledge engineers who, in turn, 
are expected to reduce the cost of development and to promote interoperability 
between applications. This is further amplified by the fact that many of existing 
ontologies cover complementary and/or overlapping domains. 
Still, as frequently reported since the early attempts to review existing cases of 
ontology reuse, it is not a frequently exercised activity in practice. This scarcity stems 
from the lack of a specific framework on ontology reuse in addition to the lack of 
awareness of the process, benefits, but also shortcomings of reusing ontologies. 
These issues span across different domains and the domain of Chemical and Process 
Systems Engineering (CPE) is one of them. As in many areas, the numbers of 
available ontologies and ontology development efforts have grown during the past 
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decade. This work focuses on a specific area of CPE, the Industrial Symbiosis 
domain, which is an interesting area that can be advanced by the use of ontologies.  
Regarding Industrial Symbiosis (IS) in particular, there are many ontologies that 
describe not IS per se, but concepts and domains that are part of IS practice such as 
chemical substances, materials and products among others. The problem with 
reusing these ontologies, and other available ontologies in general, is that in many 
cases they have not followed the “good practice” for sharing and reusing ontologies. 
It is a fact that there are many existing methods for matching and aligning ontologies 
(Ehrig 2006, Shvaiko, Euzenat 2012, Euzenat, Shvaiko 2007). However, these 
techniques are time consuming and also require a high level of expertise in software 
development and graph theory. It is also a fact that with the spread of ontologies to 
areas which do not commonly involve computer experts, this required expertise on 
software development and graph theory is lacking.  
These issues underline the need for a framework for developing ontologies that can 
be reused easier as well as a framework for evaluating/comparing ontologies that are 
to be reused.      
 Aims and objectives 1.2.
1.2.1. Aim 
The aim of this work is to investigate the practical aspects of ontology reuse and 
development and devise a framework for these tasks with a focus on the domain of 
Process Systems Engineering. 
1.2.2. Objectives 
˗ Review the domain of ontologies and ontology engineering. 
˗ Review state of the art in ontology matching and alignment. 
˗ Identify and formulate practical steps during the ontology development process 
that can help towards building reusable ontologies. 
˗ Identify and formulate a method for evaluating the reusability degree between 
ontologies. 
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˗ Identify the requirements for developing and designing an ontology for the 
domain of IS. 
˗ Develop a framework for ontology reuse particularly suitable for process 
engineering. 
˗ Identify the effect that ontology components have in similarity calculation. 
˗ Identify a suitable algorithm/tool for ontology matching and merging. 
˗ Verify findings with the use case in the domain of Industrial Symbiosis and the 
eSymbiosis ontology. 
 eSymbiosis Project 1.3.
The eSymbiosis project aimed at developing a web-platform to support, promote and 
automate Industrial Symbiosis practice. Ontology engineering is a key component 
that enables this project output to be delivered. The project introduced a new 
paradigm pioneering the use of ontology engineering in the development of IS 
networks. Ontologies, as explained in detail in Section 2.3, are introduced as 
technologies to model flows and to capture various forms of tacit and explicit 
knowledge. The complexity of the domain and the availability of existing ontologies 
in the domain, makes eSymbiosis a good case study for the framework presented in 
this thesis. The work is an EU collaborative project, the eSymbiosis (LIFE09 
ENV/GR/000300), that combines expertise by IS practitioners, developers and 
academics familiar with Industrial Ecology in general and IS and ontology 
engineering in particular. The paradigm is demonstrated as a Web service using real-
life data from a prefecture in Greece (Viotia). 
 Basic definitions 1.4.
Ontology is a framework for knowledge modelling and is defined in detail in Section 
2.3. 
Ontology reuse is a process of using existing ontologies as the input to 
development of new ontologies or to expand existing ontologies (further defined in 
Section 5.2. 
Ontology similarity is the measure defined as the comparison between two or more 
ontologies returning a value ranging between 0 and 1 and which indicates the level of 
4 
 
feature correspondence between them (Ehrig 2006). This measure is called 
Similarity score. 
Ontology Matching as defined by (Euzenat, Shvaiko 2007), given two ontologies 
𝑂1 and 𝑂2, is the task of identifying an alignment 𝐴’ between these ontologies. 
Ontology Alignment is the task of identifying correspondences between two 
concepts of two ontologies. 
 Structure 1.5.
Chapter 1 is an introduction to the problem and the main concepts that are used later 
in the thesis. Chapter 2 constitutes a literature review of ontologies with definitions 
and different types of ontologies and a review of the tools and methodologies used 
for ontology engineering. Chapter 3 constitutes a literature review of ontology 
alignment techniques. Chapter 4 introduces the concept of Industrial Symbiosis 
which is used as the case study domain. Chapter 5 proposes a methodology for 
ontology engineering that focuses on developing ontologies that can be reused. 
Chapter 6 presents a framework for evaluating ontologies for reuse. Chapter 7 
presents some experiments with different ontology alignment techniques. Finally, 
Chapter 8 presents the resulting eSymbiosis ontology with a number of use cases. 
 Contribution to knowledge 1.6.
˗ This work presents a framework for ontology evaluation and reuse. This 
framework spans from the initial steps of designing an ontology that will be 
reused, to evaluation of existing ontologies and to ontology matching and 
merging, using high level techniques and tools that in their majority do not 
require any expertise. 
˗ This work introduces a methodology for designing ontologies that are easy to 
reuse. The main points of this methodology are modularisation and reuse of 
existing structured and unstructured knowledge. 
˗ Another contribution is the framework for high level evaluation and 
comparison of ontologies for the purpose of reuse. This framework employs 
existing tools and uses high level information about ontologies in an effort to 
simplify the process for non-expert users. 
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˗ Another contribution is the ontologies developed in this work. The reusable 
ontology for waste and IS (eSymbiosis) and the ontology for Biomass and 
Bio-refineries (BiOnto). 
˗ Another side contribution is the development of a lexical similarity algorithm 
for the domain of CPE. 
˗ Finally another important contribution is the identification of the effect that 
components such as restrictions have on the ontology matching process. In 
addition to that, this work presents a detailed section on how restrictions can 
be modelled using different techniques. 
 Published work 1.7.
1.7.1. Journal Publications 
1. Nikolaos Trokanas, Franjo Cecelja – Ontology evaluation for reuse in the domain 
of Process Systems Engineering, Computers & Chemical Engineering, Volume 85, 
2 February 2016, Pages177-187. 
2. Franjo Cecelja, Nikolaos Trokanas, Tara Raafat, Mingyen Yu – Semantic 
Algorithm for Industrial Symbiosis Network Synthesis, Computers & Chemical 
Engineering, http://dx.doi.org/10.1016/j.compchemeng.2015.04.031 
3. Nikolaos Trokanas, Franjo Cecelja, Tara Raafat - Semantic approach for pre-
assessment of environmental indicators in Industrial Symbiosis, Journal of Cleaner 
Production, Volume 96, 1 June 2015, Pages 349-
361, http://dx.doi.org/10.1016/j.jclepro.2013.12.046 
4. Franjo Cecelja, Tara Raafat, Nikolaos Trokanas, Sue Innes, Mark Smith, Aidong 
Yang, Yannis Zorgios, Antonis Korkofygas, Antonis Kokossis, e-Symbiosis: 
technology-enabled support for Industrial Symbiosis targeting Small and Medium 
Enterprises and innovation, Journal of Cleaner Production, Available online 16 
September 2014, ISSN 0959-6526, 
http://dx.doi.org/10.1016/j.jclepro.2014.08.051. 
5. Nikolaos Trokanas, Franjo Cecelja, Tara Raafat - Semantic Input/Output 
Matching for Waste Processing in Industrial Symbiosis, Computers and Chemical 
Engineering Journal, Computers & Chemical Engineering, Volume 66, 4 July 
2014, Pages 259-268, ISSN 0098-1354, 
http://dx.doi.org/10.1016/j.compchemeng.2014.02.010. 
6. Tara Raafat, Nikolaos Trokanas, Franjo Cecelja, Chrysa Bymi – An ontological 
approach towards enabling processing technologies participation in Industrial 
Symbiosis, Computers & Chemical Engineering, Volume 59, 5 December 2013, 
Pages 33–46, http://dx.doi.org/10.1016/j.compchemeng.2013.03.022 
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  Chapter 2
 
Ontologies and Ontological 
Engineering 
 
 
This chapter presents a review of the definitions and types of ontologies as well as different 
methodologies and tools used for ontology development 
 
 
 Semantic Web Definition 2.1.
Several definitions for the semantic web exist in literature. The evolution of the web 
is well-known; from the Web (now called Web 1.0) to Web 2.0, to the Semantic Web 
or Web 3.0 according to (Hendler 2010), one cannot help to wonder what «makes» 
those new versions of the web. Tim Berners-Lee, the inventor of the Web, argues 
(Berners-Lee, Hendler & Lassila 2001) that semantic web is not an application but an 
infrastructure. In the same article the author defines semantic web stating that the 
objective of the semantic web is to “make web content meaningful to computers” (Berners-
Lee, Hendler & Lassila 2001). The World Wide Web Consortium1 (W3C) labels the 
semantic web as “the web of data” and compares it with the current web of documents. 
Other researchers define it as a vision of a web that can be understood or interpreted 
by machines (Ni, Zhao & Zhu 2007). Numerous definitions exist and all of them are 
coloured by the perspective of the researcher. 
                                                 
1 http://www.w3.org/2013/data 
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Whatever the definition semantic web is designed to add meaning to all the 
information stored on the web, a meaning that must be understandable by computers 
so that they can search and discover data on the web, as well as represent and 
process that data to facilitate exchange, sharing and reuse of the knowledge derived 
by that data (Ni, Zhao & Zhu 2007).   
 Semantic Web Technologies 2.2.
There are several technologies facilitating the semantic web. A structure of these 
technologies along with some other important elements has been proposed by the 
W3C as the architecture of the semantic web. This structure, known as the layer cake 
of semantic web (Passin 2004), is shown in Figure 2-1. Two of enabling technologies 
of the Semantic Web, XML and RDF, have been in place for almost a decade.  
 
Figure 2-1 The Semantic Web layer cake 
As presented in Figure 2-1, eXtensible Mark-up Language (XML) is a free and open 
language framework recommended by the World Wide Web Consortium (W3C). It is 
used for sharing information among different systems and mainly over the internet. 
The term extensible is derived from the fact that the users can define their own tags 
(Bray et al. 1998). The term mark-up is used to link the information to additional 
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resources while making this information readable by humans. The structure of XML 
is defined by the XML Schema (Passin 2004). 
Resource Description Framework (RDF) (Klyne, Carroll 2006) is a specification that 
is also recommended by the World Wide Web Consortium (W3C). It is used for 
representing data and meta-data about resources on the web. RDF is machine 
interpretable and facilitates interoperability between systems and applications. RDF is 
based on using predicate calculus, in the form of triples (subject – predicate – object). 
For the identification of the resources RDF uses Uniform Resource Identifiers 
(URI). 
The method used for the identification of the resources is the Uniform Resource 
Identifier (URI). URIs reference to those web resources. Another part of the layer 
cake is SPARQL (Prud’Hommeaux, Seaborne 2008), which is developed from query 
principle in databases and presented as a specification for a query language in RDF 
used to express queries for data stored in RDF. 
Ontologies (Gruber 1993, Gomez-Perez, Fernández-López & Corcho 2004) are an 
integral part of the semantic web. Several definitions exist for ontologies. A timeline 
of the evolution of ontology definitions is provided in Section 2.3. 
Web Ontology Language (OWL) (McGuinness, Van Harmelen 2004c) is a language 
recommended by W3C and it is used for building ontologies (Taye 2010). OWL 
offers greater interoperability than XML and RDF and it is considered to be an 
evolution of DAML + OIL (DARPA Agent Markup Language and Ontology 
Inference Layer) (Passin 2004). OWL has been developed in three identifiable 
versions (Taye 2010): 
 OWL Lite (McGuinness, Van Harmelen 2004c) is the “lightest” or simplest 
and least expressive version. It offers classification hierarchy and simple 
constraints. It uses only some of the features of OWL. In more detail, 
restrictions can only be defined between named classes and cardinality 
restrictions are restricted to 0 and 1. 
 OWL DL (McGuinness, Van Harmelen 2004c) uses Description Logic for 
the representation of the relations. It offers maximum expressiveness and 
completeness.  
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 OWL (McGuinness, Van Harmelen 2004c) Full is the complete version and 
offers maximum expressiveness without restrictions. To explain, a class in 
OWL Full can also be an instance of another class or a property. 
Logic and proof and trust are the two elements of the layer cake are not pure 
technologies although technologies are used to achieve them. Logic and proof 
refers to the establishment of the consistency, the reasoning and the conclusions 
drawn as well as the proof for the inferred conclusions. The systems must follow a 
logic structure. Reasoners are used to check consistency and redundancy. Trust is a 
very important aspect in semantic web and web services. Systems must provide 
authentication of identity, guarantee the trustworthiness of the data and the services 
and provide an assurance of the quality of the information. Trust is the final layer of 
the semantic web cake.   
 Ontology Definition 2.3.
Several definitions exist for ontology. Originating from Philosophy, meaning the 
explanation (λόγος - logos) of being (ον - on). The term ontology is today used in 
computer science and knowledge engineering. The definition of ontology has 
evolved since the definition of Gruber in (Gruber 1991). In this section, we provide a 
timeline of the evolution of ontology definitions (Figure 2-2). 
 
Figure 2-2 Ontology Definition Timeline 
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Definition 1 
Proposed by (Gruber 1991), who defined ontologies as “vocabularies of 
representational terms – classes, relations, functions, object constants – with agreed-
upon definitions, in the form of human readable text and machine enforceable, 
declarative constraints on their well-formed use.” This definition is the basis of some 
of the most commonly used definitions for ontologies. 
Definition 2  
Given by (Neches et al. 1991), who envisioned a future where “knowledge sharing is a 
commonplace” and knowledge bases are easily reused. In detail, the authors defined 
ontologies as “top-declarative abstraction hierarchies represented with enough information to lay 
down the ground rules for modelling a domain”. The authors went on to explain that an 
ontology “…defines basic terms and relations comprising the vocabulary of a topic area…” 
Definition 3 
Coined by (Musen 1992), who in this work recognises that knowledge sharing 
requires much more than common vocabularies and in specific claims that one needs 
not only to define relationships between terms but also to understand how to create 
classes and how to populate them. Ontologies are defined as “standardised lexicons that 
include additional information that defines how objects can be classified and related to one another.” 
Definition 4  
This definition is one of the most commonly used. Stated by Gruber in (Gruber 
1993) who defined ontology as “an explicit specification of a conceptualisation”. This 
definition is derived from Definition 1. 
Definition 5  
In 1995, (Giaretta, Guarino 1995), claimed that existing ontology definitions were 
vague and attempted to clear it by identifying several different notions of the term 
ontology. They concluded on the following definitions. 
1. Ontology as a philosophical discipline 
2. Ontology as a an informal conceptual system 
3. Ontology as a formal semantic account 
4. Ontology as a specification of a conceptualization 
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5. Ontology as a representation of a conceptual system via a logical theory 
5.1 characterised by specific formal properties 
5.2 characterised only by its specific purposes 
6. Ontology as the vocabulary used by a logical theory 
7. Ontology as a (meta-level) specification of a logical theory 
In the same work the authors defined ontology as “a logical theory which gives an 
explicit, partial account of a conceptualisation.” 
Definition 6  
In (Van Heijst 1995), the author devised a term that combined most of the previous 
definitions. In specific, they defined ontology as “an explicit knowledge level specification of 
a conceptualisation.” 
Definition 7  
In (Uschold, Gruninger 1996), the authors tried to give a definition that covers all 
uses of the term ontology. They first defined conceptualisation as a world view that 
corresponds to a way of thinking about a domain. Ontology in this work was defined 
as “an explicit account or representation of some part of a conceptualisation.” 
Definition 8  
In 1997, Borst (Benjamin et al. 1996, Borst 1997), provided a commonly used 
definition for ontologies by paraphrasing Definition 4. The author defined ontology 
as “a formal specification of a shared conceptualisation.” This definition took its current form 
from (Studer, Benjamins & Fensel 1998) who defined ontologies as in Definition 9. 
Definition 9  
(Studer, Benjamins & Fensel 1998) defined ontology as “a formal explicit specification of a 
shared conceptualisation.” The authors explicate this definition by analysing each term. 
In detail, conceptualisation is an abstract view of some phenomenon, explicit refers to 
the fact that all aspects of the ontology are explicitly defined, formal means that the 
information of the ontology can be interpreted by computers and the term shared 
refers to one aspect that has been identified by most of the presented definitions, 
which is that the represented knowledge must be shared by a community. 
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Definition 10  
In (Ehrig 2006), Ehrig defined ontology in mathematical terms. In detail, an ontology 
(𝑂) is specified as follows:  
                                                        𝑂 = {𝐶, 𝐻𝐶 , 𝑅𝐶 , 𝐻𝑟, 𝐼, 𝑅𝐼 , 𝐴}                      (2.1) 
Where: 
 𝐶  is a set of classes sharing common properties Rc. Classes are organised in a 
hierarchical manner Hc. In ontology engineering (Gomez-Perez, Fernández-
López & Corcho 2004), classes are also called concepts (Corcho, Gómez-
Pérez 2000), representing uniquely identifiable subsets of the classes. 
 𝑅𝐶  is a set of relationships between all instances of domain and range classes 
which are members of C. There are two types of properties in ontologies 
(Bermejo 2007), the data properties and the object properties. Data 
properties take data values (such as strings, integers etc.) while the object 
properties provide links between concepts of the ontology and are used for 
navigation during the registration process supported by the e-symbiosis 
system. 
 𝐻𝑟 is the subsumption of relationships Rc organised in a property-
subproperty manner. 
 𝐼 is a set of instances (Gruber 1993). Every class can contain instances. 
Classes without instances, empty classes, contain only properties and they are 
used to enhance the semantic aspect of ontology. Attaching instance to a 
class is the process known as instantiation. 
 𝑅𝐼  is a set of values that fill the relations attached to the class that an instance 
is member of. 
 𝐴 are axioms in the form of a set of restrictions (Morbach, Wiesner & 
Marquardt 2009) defined on classes which act over certain properties. 
Axioms,  also known as restrictions, can act in three different ways: 
 Restrict the range of an object property; 
 Define the cardinality over an object or datatype property; 
 Define the exact value over a property, instances for object properties 
and data values for datatype properties. 
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It becomes obvious that the meaning of ontology is highly dependent on the point of 
view as well as on the use of the ontology. Definition, however, is not the most 
important aspect of the ontology. The respective use, the capabilities, potential, 
challenges and the benefits related to it are far more important. In few words, an 
ontology, provides a common vocabulary (terms) for a domain of interest as well as 
the properties of those terms and the relation among them. Ontologies in computer 
science have spurred all of these – and many more – definitions because of their 
“philosophical” nature. As any other tool in engineering and computer science, it is 
what it consists of and what it does that defines it. 
There are five main components in any ontology. These are the classes which are 
organised in taxonomies (hierarchies), the relations which represent the type of 
association between the concepts and attributes or properties characterising those 
classes. Other components identified in the literature are the restrictions on 
properties (also called facets), the functions which are some special cases of relations 
(Gómez-Péréz et al. 2004), formal axioms (Gruber 1993a) used to represent 
knowledge that is hard or impossible to represent using the other components and 
instances which represent elements or individuals of the ontology.  
 Types of Ontologies 2.4.
Similar to other aspect of ontologies the categorisation of them is highly dependent 
on the point of view and the use. Several different approaches of ontology 
classification exist in literature. Mizoguchi and colleagues (Mizoguchi, 
Vanwelkenhuysen & Ikeda 1995, Mizoguchi, Tijerino & Ikeda 1995), proposed the 
following four types of ontologies according to the respective use of them (Gomez-
Perez, Fernández-López & Corcho 2004).  
1. Content Ontologies used for knowledge reuse. This category includes task, 
domain and general ontologies.  
2. Communication Ontologies used for knowledge sharing. 
3. Indexing Ontologies used for case retrieval. 
4. Meta-ontologies also known as Knowledge Representation Ontologies.  
Van Heijst and colleagues (Van Heijst 1995, Van Heijst, Schreiber & Wielinga 1997) 
categorised ontologies towards two dimensions: the amount and type of the structure 
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and the issue of conceptualisation. As for the structure in (Gomez-Perez, Fernández-
López & Corcho 2004), we have; 
1. Terminological Ontologies which specify the terms used for knowledge 
representation. 
2. Information Ontologies which specify storage structure data. 
3. Knowledge Modeling Ontologies which specify the conceptualization of 
knowledge. 
Regarding the issue of the conceptualisation, there are four types of ontologies; 1) 
representation, 2) generic, 3) domain and 4) application ontologies. Another widely 
used categorisation is that by Guarino in (Guarino 1998) who categorised ontologies 
according their dependence on particular tasks or points of view. He identified the 
following four types of ontologies: 
1. Top-level Ontologies which are general ontologies. 
2. Domain Ontologies which represent knowledge of a specific domain. 
3. Task Ontologies which are dependent on certain tasks. 
4. Application Ontologies which are dependent on particular applications. 
Finally, a classification of ontologies focused on their design was proposed in 
(Gomez-Perez, Fernández-López & Corcho 2004). They proposed two types of 
ontologies: 
1. Lightweight ontologies which include concepts organized in taxonomies, the 
relationships between those concepts and properties that describe the 
concepts and 
2. Heavyweight ontologies which add axioms and constraints to lightweight 
ontologies. 
 Purpose of ontologies 2.5.
Ontologies are primarily used for knowledge modelling. Ontologies also enable 
sharing and reusing of knowledge. Combined with other semantic technologies, 
ontologies can be inferred to generate new knowledge (Gomez-Perez, Fernández-
López & Corcho 2004, Chandrasekaran, Josephson & Benjamins 1999). They have 
also been demonstrated as tools for overcoming language barriers since they provide 
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a shared common understanding for a given knowledge domain (Noy, McGuinness 
2001). 
The expansion of ontology engineering field has led to a number of ontologies being 
created for similar or identical domains (d'Aquin et al. 2007). Varieties of languages, 
terms and jargon still remain a problem. Ever growing number of ontologies makes it 
difficult for humans to actually reuse existing ontologies and therefore preventing 
ontologies from fulfilling their full potential. Ontology alignment and matching have 
been identified as the solution to this problem (Ehrig 2006, Euzenat, Shvaiko 2007, 
Noy, Musen 2000). 
 Ontological Engineering 2.6.
2.6.1. Ontology Engineering Definition 
Ontology Engineering is the study of the different methodologies, methods and tools 
for designing and developing ontologies. 
The most commonly adopted principles of the design of ontologies have been 
introduced by Gruber (Gruber 1995) and accepted by many other researchers 
(Gomez-Perez, Fernández-López & Corcho 2004). Gruber identified the following 
five principles.   
1. Clarity: the meaning must be effectively communicated and the definitions 
must be objective, independent of the context and documented in a natural 
way.  
2. Coherence: inferences should be consistent to both the formal and informal 
definitions of ontology. 
3. Extendibility: “an ontology should be designed to anticipate the uses of the shared 
vocabulary.” This is a very important aspect for knowledge reuse. A user, along 
with the designer, should be able to add new terms on the existing vocabulary 
without the need to process the existing ones. 
4. Minimal Encoding Bias: the conceptualisation should not be dependent on 
a particular symbol-level encoding. This is seen as an important aspect for 
knowledge sharing 
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5. Minimal Ontological Commitment: “an ontology should require the 
minimal ontological commitment sufficient to support the intended 
knowledge sharing activities. An ontology should make as few claims as 
possible about the world being modelled, allowing the parties committed to 
the ontology freedom to specialize and instantiate the ontology as needed.” 
2.6.2. Methodologies for Ontology Development 
Several methods and methodologies for ontology development and design have been 
suggested. Most of them are based on specific projects that have been developed by 
researchers. It is important to mention that in a survey conducted by Cardoso in 
2007 among ontology developers, by University of Madeira (Cardoso 2007b), 60% of 
the respondents replied that they don’t use any methodology when developing an 
ontology. (Gomez-Perez, Fernández-López & Corcho 2004) suggest a general 
framework based on the software development process identified by IEEE2. They 
defined three different types of activities; i) the management activities such as 
scheduling, control and quality assurance, ii) development oriented activities such as 
implementation and maintenance, and iii) support activities such as evaluation, 
documentation and knowledge acquisition. The timeline of the evolution of different 
methodologies for ontology engineering is presented in Figure 2-3. The presented 
methodologies are explained in chronological order below. 
                                                 
2 http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=25325 
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Figure 2-3 Methodology Timeline 
Methodology 1 (Lenat, Guha 1989) 
The Cyc was one of the early approaches of ontology development methodology 
suggested by (Lenat, Guha 1989) based on the Cyc project. Most of the enabling 
technologies for ontologies, such as OWL and Protégé, were not in place at that time 
and as a result their method included the following three processes: 
1. Manual coding of common sense knowledge. 
2. Computer aided extraction of common sense knowledge. 
3. Computer managed extraction of common sense knowledge. 
Methodology 2 (Grüninger, Fox 1995) 
Another methodology derived from a project related to the development of an 
enterprise ontology (Toronto Virtual Enterprise - TOVE) and proposed by 
Gruninger and Fox in (Grüninger, Fox 1995) includes the following steps: 
1. Identify motivating scenarios (purpose and respective use). 
2. Elaborate informal competency questions (questions written in natural 
language used to specify requirements and evaluate the ontology). 
3. Specify the terminology of the ontology using first order logic (identify 
objects and predicates). 
4. Write competency questions in a formal way using formal terminology 
defined in the previous step. 
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5. Specify axioms using first order logic. 
6. Specify completeness theorems. 
Methodology 3 (Uschold, Gruninger 1996) 
Uschold in (Uschold, Gruninger 1996, Uschold et al. 1998b), proposed the 
methodology based on the Enterprise Ontology project. This methodology consists 
of four straightforward and high-level steps: 
1. Identify the purpose of the ontology. 
2. Build the ontology. 
3. Evaluate the ontology. 
4. Document the ontology. 
Those general steps are either explicitly or implicitly part of every methodology. 
Methodology 4 (Bernaras et al. 1996) 
The KACTUS methodology is a result of the experience from the development of 
an ontology for fault diagnosis in electrical networks (Bernaras et al. 1996). It focuses 
on the development of ontologies for applications, considering the reuse of existing 
ontologies, with the aim of representing the knowledge required by the application. It 
consists of the following three steps: 
1. Specification of the application. 
2. Design of the top-level ontology. 
3. Refining and structuring the ontology. 
Methodology 5 (Swartout et al. 1996b) 
SENSUS method (Swartout et al. 1996b) attempts to promote knowledge sharing as 
it uses a base ontology on which it builds new domain ontologies. SENSUS method 
includes the following steps: 
1. Identification of the seed terms (key terms of the domain). 
2. Establish the links between those terms and the base (SENSUS) ontology. 
3. Add paths to the root. 
4. Add new domain terms. 
5. Add complete subtrees. 
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Methodology 6 (López et al. 1999) 
An approach developed by the Ontology group at Universidad Politéchnica de 
Madrid, METHONTOLOGY (Fernández-López, Gómez-Pérez & Juristo 1997, 
López et al. 1999, Corcho et al. 2005), focuses on the knowledge level of the 
ontology. It is based on a software development process, which means that it divides 
the processes into three categories, Management, Development and Support, and on 
knowledge engineering methodologies. The management activities involve 
scheduling, control and quality assurance, the development activities involve the 
specification, conceptualisation, formalisation, implementation and maintenance of 
the ontology and finally, the support activities involve knowledge acquisition, 
integration, evaluation, documentation and configuration management. Gomez-
Perez et al. (Gomez-Perez, Fernández-López & Corcho 2004) divide the above 
activities in eight tasks: 
1. Building the glossary of the terms (concepts, instances and attributes and 
their synonyms and acronyms). 
2. Building concept taxonomies to classify concepts (Top-down, Bottom-up, 
Middle-out).  
3. Building ad hoc binary relation diagrams to identify ad hoc relations (e.g. 
inverse relations) between concepts of the same or different taxonomies.  
4. Building the concept dictionary (mainly including instances of concepts). 
5. Describing the binary ad hoc relations in detail. 
6. Defining instance attributes in detail. 
7. Defining class attributes in detail. 
8. Defining constants in detail. 
Methodology 7 (Noy, McGuinness 2001) 
As mentioned before, 60% of the ontology developers do not follow a specific 
methodology. A possible reason for that is that the requirements for each project 
affect the selected strategy. Having said that, ontology developers are very likely to 
follow at least some of the generic steps described in these methodologies. Another 
issue arises from the fact that some of the methodologies are very technical while 
ontology development has reached areas where software development expertise is 
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not available. As a result of that a combination of all the above methodologies is 
recommended by (Noy, McGuinness 2001) explained in in self-explanatory steps.  
1. Determine the domain and the scope of the ontology. 
2. Consider reusing existing ontologies. 
3. Enumerate important terms in the ontology. 
4. Define the classes and the class hierarchy (Top-down. Bottom-up, 
Combination). 
5. Define the properties of classes – slots. 
6. Define the facets of the slots.  
7. Create instances.  
Methodology 8 (Sure et al. 2002) 
On-To-Knowledge method focuses on the introduction of knowledge management 
concepts in enterprises (Sure et al. 2002, Sure, Staab & Studer 2004, Sure, Studer 
2003a, Sure, Studer 2003b, Sure et al. 1999). It suggests a method for ontology 
learning aiming to reduce the effort of developing an ontology and provides the 
tools, methods and techniques to achieve this.  
1. Feasibility Study. 
2. Define the goal and the requirements (includes competency questions). 
3. Refinement (produce a target ontology). 
4. Evaluation (evaluate the ontology against requirement and competency 
questions). 
5. Maintenance (determine the details about it – who and how). 
Methodology 9 (Jarrar, Meersman 2009) 
The DOGMA (Jarrar, Meersman 2009, Spyns, Tang & Meersman 2008, Spyns, Tang 
& Meersman 2008) approach claims to guide ontology developers “…towards building 
ontologies that are both highly reusable and usable…” It differentiates between domain and 
application axiomatisation which refers to the definition of the intended meaning and 
intended use of the concepts. 
Methodology 10 (Suárez-Figueroa, Gómez-Pérez & Fernández-López 2012) 
NeOn methodology (Suárez-Figueroa, Gómez-Pérez & Fernández-López 2012) 
does not provide concrete steps for developing ontologies but instead uses nine 
23 
 
scenarios to cover a variety of possibilities including re-engineering and re-use of 
ontologies as well as collaborative ontology development. The presented scenarios 
(Suárez-Figueroa, Gómez-Pérez & Fernández-López 2012), contain a mixture of 
reusing existing ontological and non-ontological resources and localisation or 
modularisation activities.  
The list of presented methodologies is merely an overview of the evolution of 
proposed methodologies and is not intended to be an exhaustive documentation of 
existing methodologies. There are several other methodologies available in literature 
(Gomez-Perez, Fernández-López & Corcho 2004, Corcho, Fernández-López & 
Gómez-Pérez 2003), (Bernaras 1994, Visser et al. 1999, Spyns, Meersman & Jarrar 
2002, Pinto, Martins 2004, Domingue, Motta & Garcia 1999) 
2.6.3. Methodologies in CPE domain 
Ontology engineering in the Chemical and Process Systems Engineering follows the 
same pattern as in other domains. Most reported efforts in ontology engineering do 
not follow an established methodology (Lin, Harding 2007, Jing Ni, Jiu Yi & Suping 
Ni 2011). Instead they follow a bespoke methodology (Morbach, Yang & Marquardt 
2007, Muñoz, Espuña & Puigjaner 2010a)(Muñoz, Espuña & Puigjaner 2010b) and 
only a few have followed an established methodology (Fernández-López, Gómez-
Pérez & Juristo 1997, Venkatasubramanian et al. 2006). In more detail, Fernandez-
Lopez et al. in 1997, devised the “Methontology”, as a result from their efforts of 
building an ontology. Venkatasubramanian et al. in 2006, developed an ontology for 
the pharmaceutical domain, following the core of the methodology suggested by 
(Noy, McGuinness 2001) 
2.6.4. Ontology Development Tools 
Most of the existing developing tools are based on RDF(S) and OWL as ontology 
development tools. They support, however, other languages as well (Table 2-1). A 
survey conducted by the University of Madeira (Cardoso 2007b) among knowledge 
engineers regarding the use of ontology editors shows that Protégé is by far the most 
commonly used editor with more than 68% of the respondents using it. This comes 
as no surprise as Protégé was one of the first editors and is expected to remain a 
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leading editor. Other editors used by the respondents were Swoop (with 13.6%) and 
OntoEdit (12.2%) as well as others with lower portions of acceptance.  
Protégé (latest version 5) was developed by the Stanford Medical Informatics group 
of Stanford University (Noy et al. 2001). It is an open source and standalone 
application that is based on Java and supports the use of RDF and OWL files (Ding 
et al. 2007, Hepp 2006). Ontologies can be exported as RDF(S), OWL and XML 
Schema. It also offers visualisation of the ontology and supports reasoning tasks such 
as checking consistency. 
Altova® Semantic Works® (latest version 2012) is a RDF and OWL commercial 
editor developed by Altova. It is a pure editor and does not support reasoning tasks. 
Ontologies can be exported in RDL/XML or N-triples format (Cardoso 2007a). It 
also offers an advanced graphical interface (Hepp 2008). 
TopBraid Composer (latest version 4.5) is part of a wider suite of applications 
(COMPOSER 2007) developed by TopQuadrant. It is based on Eclipse platform. 
The free version supports RDF and OWL files but does not include support and 
maintenance (Gomez-Perez, Fernández-López & Corcho 2004, Corcho, Gómez-
Pérez 2000). More capabilities like exporting and importing different formats and 
reasoning tasks are offered by the higher versions (Standard and Maestro). 
SWOOP (latest version 2.3) is a hypermedia-based ontology editor developed by the 
MIND lab in University of Maryland (Kalyanpur et al. 2006). The development 
process continues by a group of organisations formed by Clark & Parsia, IBM 
Watson Research and the University of Manchester. It supports OWL files and 
provides a browser-like environment. SWOOP also supports reasoning tasks. 
(http://code.google.com/p/swoop/, http://semanticweb.org/wiki/Swoop) 
OntoStudio (Weiten 2009) is a commercial product for creating and maintaining 
ontologies developed by Ontoprise. OntoStudio was developed to support F-logic 
but in its latest version it also supports OWL, RDF(S) and RIF. It also supports 
collaborative ontology development.  (http://semanticweb.org/wiki/OntoStudio,  
http://www.ontoprise.de/en/home/products/ontostudio/) 
These may be the most widely used ontology editors there are however many others 
like Ontolingua Server which was the first ontology editor created. Other ontology 
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editors exist, supporting different ontology types. OntoSaurus (Swartout et al. 
1996a) supporting LOOM ontologies, WebOnto (Domingue, Motta & Garcia 1999) 
supporting OCML ontologies, OilEd (Bechhofer et al. 2001) supporting OIL 
ontologies and many other supporting several different ontology types such as 
SemTalk (Fillies, Weichhardt 2001) (RDF(S) and OWL), COBra (Aitken et al. 2005) 
(OWL, GO) as well as others.  
Table 2-1 Main Ontology Developing Tools 
Tool Language Licence Status 
Protégé OWL, RDF Free 
TobBraid  OWL, RDF Free 
(restricted)/Commercial 
Altova OWL, RDF Commercial 
SWOOP OWL, RDF Free 
OntoStudio OWL, RDF Commercial 
 
2.6.5. Ontology Languages 
The layer cake of the semantic web suggested by the W3 Consortium, presented in 
Figure 2-1, includes some of the main languages used in ontology development 
(XML, RDF and OWL). Taye (Taye 2010) has identified three types of languages for 
ontology development; i) Vocabularies for ontologies developed using natural 
language, ii) frame-based languages used for building the structure of an ontology 
and iii) logic-based languages. 
eXtensible Markup Language (XML) (Bray et al. 1998) is a general purpose 
language (Hepp 2008). The fact that the user can define his own tags classifies it as 
an extensible language. XML has been the base for development of other later 
languages such as RDF, DAML-OIL and others. 
Resource Description Framework (RDF) (Klyne, Carroll 2006) is another 
language recommended by the W3C. Based on XML, it is used for representing 
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resources on the web in a standardised with the use of URIs (Hepp 2008). This way 
it facilitates information and knowledge exchange. RDF is organised in triples in 
order to define relationships between concepts.  
RDF Schema (Brickley, Guha 2004) is a specification of the RDF vocabulary 
description language. It is the second most common language for ontology 
development according to (Cardoso 2007b) it defines the classes (e.g. rdfs:Class, 
rdfs:Resource) and properties (e.g. rdfs:Domain, rdfs:subClassOf) that can be used in 
RDF in order to describe classes and properties in a machine understandable way 
(Taye 2010). 
DARPA Agent Markup Language + Ontology Inference Layer (DAML+OIL) 
(Hendler, McGuinness 2000) was built on RDF and RDFS in the early 2000. It is a 
web language for describing web resources. The DAML program was terminated in 
2006 as DAML+OIL was succeeded by OWL.   
Web Ontology Language (OWL) (McGuinness, Van Harmelen 2004b) is built on 
RDFS and derived from DAML+OIL. It is the newest standard recommended and 
created by W3C. OWL offers greater interoperability than other languages. 
According to a survey conducted by the University of Madeira (Cardoso 2007b), 
OWL is the most common used ontology language (75.9%). It has three versions 
based on the expressiveness offered. OWL Lite is the simplest one that uses the 
most common features of OWL and is suitable for building taxonomies. OWL DL is 
based on Description Logics. It offers more logical constructs such as negation, 
disjunction and conjunction as well as inference facilities and it includes the complete 
OWL vocabulary. Finally, OWL Full is the most flexible and most expressive of all 
three versions and has no restrictions.   
 Ontology Projects 2.7.
2.7.1. Upper Ontologies 
OpenCyc (Sicilia, Salvador 2004) (open source version of Cyc ontology) is an upper 
ontology that contains hundreds of thousands of terms and relations of common 
sense knowledge. It also provides a link between Cyc and Wordnet.  
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The Suggested Upper Merged Ontology (SUMO) (Pease, Niles & Li 2002) 
(Figure 2-4) is the largest formal public ontology (http://www.ontologyportal.org/). 
It is also connected with Wordnet offering a large number of terms (Niles, Pease 
2001). SUMO also includes several domain ontologies for Finance, Economy, 
Military, Communications and others as shown in the following figure. 
 
Figure 2-4 SUMO Ontology 
[Source: http://www.ontologyportal.org/] 
Other upper level ontologies include the General Formal Ontology (GFO) (Herre 
et al. 2006) which is an upper or top-level ontology developed by Onto-Med. GFO 
provides a taxonomic tree that describes objects and processes. It consists of three 
layers, the top level, the abstract core level and the basic level. Dublin Core 
Metadata Initiative (DMCI) (Weibel et al. 1998) is a set of metadata elements. 
2.7.2. Domain Ontologies 
Besides the top level ontologies there have been some efforts to create ontologies 
with commercial orientation. Some of them are providing us with a framework of 
how to describe products and services. E-cl@ss (Hepp 2006) consists of 51,327 
keywords divided into segments, main groups, groups and subgroups with more than 
half of them having a complete set of properties.  The United Nations Standard 
Products and Services Code® (UNSPSC®) is another standard that classifies products 
and services. To make that more clear, in an effort to find the classification for 
software products, UNSPSC returns 186 results from procurement software and 
inventory management software to maintenance for every type of software. The 
Standard Industrial Classification (SIC) developed by NAICS is a similar 
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standard. It is a more abstract standard. To compare those two standards, the term 
“software” returns only 36 results dividing them however in packaged and custom 
software.  
Apart from products and services ontologies that describe the enterprise domain 
have also been developed. TOVE ontology project developed by the Enterprise 
Integration Laboratory of the University of Toronto consists of a small group of 
ontologies that combined can describe public and commercial enterprises. The two 
foundational ontologies are the Activity and Resource ontologies which are 
supplemented by four business ontologies (Organisation, Product & Requirements, 
ISO9000 Quality and Activity-Based Costing). It is important, however, to point out that 
the product ontology has been mainly designed to describe physical products (Lin, 
Fox & Bilgic 1996). 
Another to standardise the presentation of products and services this time on the 
web has been done by Hepp in (Hepp 2006). GoodRelations is an ontology that 
describes products and services using details like properties of the product or service 
(e.g. Unit of Measurement) and commercial properties of the offering such as price, delivery 
method, currency and payment method.  
The Enterprise Ontology (Uschold et al. 1998b) is a similar project developed by 
the Artificial Intelligence Applications Institute at the University of Edinburgh, IBM, 
Lloyd's Register, Logica UK and Unilever. It is divided into four sections: Activities 
and Processes, Organisation, Strategy and Marketing. It does not include information about 
products or services as it is focused on the strategic view of an organisation.  
Another kind of domain ontologies that have been developed are ontologies for 
website management and design. OntoWebber (Jin, Decker & Wiederhold 2001) 
offers six different models for ontology-based website management. The six models 
are: Domain model, Navigation Model, Content Model, Presentation Model, Personilisation Model 
and Maintenance Model. OntoWeaver (Lei, Motta & Domingue 2005) and 
OntoWeaver-S (Lei, Motta & Domingue 2004) focus on the design of data intensive 
websites suggesting three layers: data layer, site view layer, presentation layer, customisation 
layer and user interface layer. The OntoWeaver-S adds access to web services by adding 
a few constructs such as DataComponent and KAComponent they describe the user 
interface of a web service in terms of input and output.  
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Finally, Fly-By-OWL (Jassal, Bell 2009) provides a framework for ecommerce 
websites. Fly-By-OWL consists of three layers: the bottom, middle and top layer which 
include the knowledge base, the data model generator and the template engine 
respectively.  
2.7.3. Ontology Projects in CPE 
As mentioned before, this work focuses on the domain of Chemical and Process 
Systems Engineering (CPE) in general and on the Industrial Symbiosis (IS) domain in 
specific. This section provides an overview of some of the main efforts for ontology 
development in those two domains. 
One of the first ontology engineering efforts was reported by (López et al. 1999). 
This work developed two chemical ontologies representing chemical elements and 
chemical crystals. It focuses mainly on the followed methodology (“Methontology”) 
previously developed by the authors (Fernández-López, Gómez-Pérez & Juristo 
1997).  
The first ontology engineering effort to address the process and systems engineering 
domain was reported by (Ceccaroni, Cortés & Sànchez-Marrè 2000). This work 
presents an ontology for waste water treatment. It provides a shared vocabulary and 
reasoning capabilities for problems related to water treatment efficiency, energy 
consumption and by-products production. After these initial attempts, efforts on 
ontology engineering in CPE domain increased along with the development of tools 
such as Web Ontology Language (OWL) and Protégé ontology editor. In 2006 
(Venkatasubramanian et al. 2006), a team in Purdue University published an ontology 
about pharmaceutical product development and manufacturing. A year later, a team 
in RWTH Aachen University, published OntoCAPE (Morbach, Yang & Marquardt 
2007). It is described as a large-scale ontology for chemical process engineering. The 
purpose of OntoCAPE was to share knowledge of the domain. Reported 
applications of OntoCAPE include, “automatic selection of software components for process 
modelling”, “Ontology-based process modelling” (Morbach, Wiesner & Marquardt 2009) and 
“semantic annotation of the ontology contents” – which is reported as a potential application. 
The potential of ontologies was recognised (Kraines et al. 2005) and many ontology 
engineering efforts have been reported since. Efforts focusing on knowledge sharing 
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for design processes (Brandt et al. 2008), knowledge sharing for data integration (Lin, 
Harding 2007), development of shared common vocabularies for mathematical 
modelling (Suresh et al. 2008), knowledge representation for chemical batch process 
management (Muñoz, Espuña & Puigjaner 2010a) and many other applications after 
that (Wang, Wong & Fan 2013, Wiesner, Morbach & Marquardt 2011, Singh, 
Gernaey & Gani 2010, Bock et al. 2010, Chourabi, Pollet & Ahmed 2010, Fernandes 
et al. 2011, Giménez et al. 2008, Grubic, Fan 2010, Gwo, Finin 2005, Borsato 2013). 
Finally, the eSymbiosis project, described in Chapter 7.3, involved the developed of 
an ontology-based platform for the automation of Industrial Symbiosis. 
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  Chapter 3
 
Ontology Alignment & Matching 
Literature 
 
This chapter presents the state of the art in ontology alignment/matching. 
 
 
 Ontology alignment 3.1.
Ontology alignment is defined in (Ehrig 2006) as “Given two ontologies, aligning one 
ontology with another means that for each entity (concept, relation or instance) in the first ontology, 
we try to find a corresponding entity, which has the same intended meaning in the second ontology. 
An alignment therefore is a one-to-one equality relation. Obviously, for some entities no 
corresponding entity might exist.” This definition can be expanded to include not only 
equality relations but also hierarchical and inequalities relations. 
As defined by (Euzenat, Shvaiko 2007), given two ontologies 𝑂1 and 𝑂2 matching is 
the task of identifying an alignment 𝐴’ between these ontologies (Figure 3-1). 
Matching process also involves other inputs such as an input alignment 𝐴, which acts 
as a starting point or previously identified alignments, parameters (the need for 
human input or  training with a sample ontology)  and resources with lexicons  and 
web search being the most widely used. 
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Figure 3-1 Matching process (Euzenat, Shvaiko 2007) 
 Semantic Similarity 3.2.
Similarity is defined (Little et al. 1959) as “the state or fact of being similar; likeness, 
resemblance.” It is a fact that similarity is a wide term that can be interpreted in many 
ways depending on the context and the compared entities – i.e. a football is similar to 
a basketball in geometrical context as they are both spheres, but very different in 
sports context as they are both sports balls but cannot be used in the same way. 
Rugby ball on the other hand is not similar in geometry terms as it is shaped to 
resemble a pig’s bladder but it can be considered to be “more” similar or “less” 
dissimilar in sports terms as it is still a sports ball. The definition of similarity is a 
research area on its own closely related to psychology and philosophy (Larkey, 
Markman 2005, Tversky 1977). 
Most ontology alignment techniques are using graph modelling (other techniques 
include lexical similarity, machine learning and data mining) for the calculation of the 
semantic similarity between ontologies. Ontologies are translated into graphs and 
then well-established techniques for graph matching are used to identify structural 
similarity.  
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 State of the art in similarity calculation 3.3.
3.3.1. Terminological Methods for similarity calculation 
3.3.1.1. String-based similarity calculation  
String based methods (Cohen, Ravikumar & Fienberg 2003) consist of several 
different steps that aim in creating a universal representation of terms in an ontology 
– usually the labels of the concepts. These steps (Euzenat et al. 2004) include: 
a. case normalisation which converts all characters in the strings into their down 
case equivalent;  
b. diacritics suppression (Huza, Harzallah & Trichet 2007) which replaces 
characters with diacritic3 signs with their most common replacement (e.g. 
replacing Protégé with Protege); 
c. blank normalisation which normalises all blank characters; 
d. link stripping which normalises links between words (hyphens, apostrophes); 
e. digit suppression which suppresses digits; 
f.  punctuation elimination which is useful when only words are considered and 
not sentences, and 
g. stopword elimination which eliminates words that can be found in a list (usually 
articles or other commonly used words). 
After some or all of the steps described above are performed, a string equality 
algorithm is employed. A number of such algorithms are available. The most 
commonly used are: 
a. Hamming distance (Hamming 1950) calculates the number of changes that 
are required in order to have two identical strings; 
b. 𝑁-gram distance (Kondrak 2005) converts the string into 𝑛-grams where 𝑛 
is the length of the substrings used for the calculations. This method 
performs well in cases where letters are missing from a string; 
c. Edit distance (Ristad, Yianilos 1998) is the minimal cost of operations 
necessary to be applied to one object in order to obtain the other. There are 
                                                 
3 The term diacritic sign refers to accents (é), dots (ë), curls (ñ) and other marks (ê, Å) that are used to 
create special characters in certain languages. 
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several versions for calculating the edit distance (variation on the costs 
assigned to each operation). Some of them are Needleman-Wunch (Smith, 
Waterman 1981), Monge-Elkan (Monge, Elkan 1997)  and Levenhstein 
(Levenshtein 1966b); 
d. Token-based distances are used for comparing pieces of text. Jaccard 
(Niwattanakul et al. 2013) similarity, cosine similarity (usually not a similarity 
measure, it is used to calculate the relevance of a term to a document), 
Jensen-Shannon distance and Fellegi and Sunter (Fellegi, Sunter 1969) 
method extended to a token distance. 
e. Probably the most wide-spread string metric specifically developed for 
ontology alignment, the String metric (Stoilos, Stamou & Kollias 2005), takes 
into account many different aspects such as the common characters, 
common substrings and it accounts for the similarities as well as differences 
between strings. 
3.3.1.2. Language-based similarity calculation 
These methods rely on Natural Language Processing (NLP) techniques. They are 
intrinsic (using the internal linguistic properties of the instances) or extrinsic 
(requiring external sources such as lexicons etc.). Extrinsic methods consider 
synonyms as equivalent and hyponyms as subsumed. Typically WordNet lexicon 
(Fellbaum 2010) is used by these methods. Euro WordNet (Vossen 1998) and 
GlobalWordNet (Vossen 2002) lexicons are the equivalents used for multilingual 
alignments, currently supporting a large number of languages. However, many of the 
branches of the global initiative have been discontinued without being completed 
(e.g. BalkaNet) (Tufis, Cristea & Stamou 2004). Besides lexicons, such techniques 
also employ translators such as Google and Bing Translate. 
3.3.2. Structural methods for similarity calculation 
3.3.2.1. Internal Structure Similarity Calculation 
These methods use criteria including the range and domains of the properties and 
information about the properties such as cardinality, transitivity, symmetry etc. 
(Shvaiko, Euzenat 2005). They are usually used to create clusters of alignments rather 
than find alignments (Rahm, Bernstein 2001). 
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3.3.2.2. External Structure Similarity Calculation 
The idea behind external structure is that if two entities are similar then their 
similarity is propagated to their neighbours. Several criteria have been established on 
when two entities are considered to be similar. Similarity is propagated (transferred) 
through super-classes (Dieng, Hug 1998) and sub-classes (Maedche, Staab 2002). 
This means that when the superclass, subclasses or sibling classes of two concepts 
are similar then the classes themselves must be similar as well. This approach has 
been adopted by (Melnik, Garcia-Molina & Rahm 2002) as explained in Similarity 
flooding section. 
3.3.3. Instance based methods (extensional) 
These methods compare the common instances of two entities and are called 
common extension comparison methods (Isaac et al. 2007, Kirsten, Thor & Rahm 
2007). They return 0 if the two classes do not share any instances and they do not 
take into account the distance of the two elements.  
3.3.4. Global Methods 
Global methods (Euzenat et al. 2004) are used in order to calculate a “global” 
similarity for the ontology by aggregating the similarities calculated by local methods. 
The aggregation can come in many different forms. The most common are described 
below.  
Compound Similarity 
Compound similarity identified by (Euzenat et al. 2004) as the “…aggregation of local 
(and compound) similarities.” This means that the similarity of a pair is affected by the 
similarity of its neighbouring pairs. 
Global Similarity Calculation 
Global similarity calculation is a means of propagating the similarity of neighbouring 
concepts to the whole ontology. The technique for global similarity calculation that 
stands out in literature is similarity flooding. 
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 The Fundamentals of graph theory 3.4.
As defined by (Christofides 1975), “… a graph (G) is a collection of points or vertices 
𝑥1, 𝑥2, … , 𝑥𝑛 (denoted by the set 𝑋), and a collection of lines 𝑎1, 𝑎2, … , 𝑎𝑚 (denoted by the set 
𝐴) joining some or all of these points. The graph G is then fully described and denoted by the doublet 
(𝑋, 𝐴).” Lines are also called arcs or edges while points or vertices can also be found 
as nodes. For the rest of this work we will refer to lines as edges and to the points as 
nodes. 
The use of conceptual graphs for ontology modelling is very common practice 
(Melnik, Garcia-Molina & Rahm 2002, Hu et al. 2005, Tous, Delgado 2006, Blondel 
et al. 2004) as it enables the calculation of the structural similarity. Resource 
Description Framework (RDF) has an inherent graph structure, as recognised by 
W3C4. According to the same recommendation, Web Ontology Language (OWL) 
(McGuinness, Van Harmelen 2004a) can be mapped to RDF graphs.  
The use of graph modelling allows the inclusion of all ontology components as these 
have been defined in Section 2.3. Specifically, it enables the modelling of restrictions 
on properties an issue that is further discussed later in Appendix A – Section 9. 
Distance measurement techniques (Cha 2007, Zhong et al. 2002)(Little et al. 1959) 
calculate the distance, translated into dissimilarity, of the two concepts using the path 
between them or their distance to a common ancestor. The similarity is then derived 
by subtracting the dissimilarity from 1.   
 Similarity flooding 3.5.
Similarity flooding (Melnik, Garcia-Molina & Rahm 2002) is a structural algorithm 
based on directed labelled graphs (Figure 3-2). A directed labelled graph 𝐺 = (𝑉, 𝐸), 
where 𝑉 represents the nodes and 𝐸 represents the edges, is a graph in which the 
edges 𝑒 ∈ 𝐸 are associated with a direction. The edges are represented by arcs 
(𝑒1, 𝑒2, 𝑒3). The edges of the graph can be labelled in which case we have a directed 
labelled graph.  
                                                 
4 http://www.w3.org/TR/owl-semantics/ 
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e1
e2
e3
 
Figure 3-2 Directed graph 
Similarity flooding operates under the assumption that when two nodes are similar, 
then their adjacent nodes are somehow similar too. The algorithm follows this 
principle to spread the similarity across the two models. The term flooding is derived 
from the principle of similarity propagation. Human intervention is integral part in 
this procedure/algorithm. This algorithm consists of two steps: i) similarity 
propagation graph creation and ii) fix point computation.  
3.5.1. Similarity Propagation Graph Creation 
The creation of the similarity propagation graph occurs in two phases: i) creation of 
the pairwise connectivity graph and the ii) creation of the induced propagation graph. 
The two graphs to be aligned are given in Figure 3-3. These graphs represent two 
ontologies 𝐴 and 𝐵. The nodes 𝑎, 𝑎1 , 𝑎2 , 𝑏1 and 𝑏2  represent the concepts of the 
ontology. The edges 𝑒1  and  𝑒2  represent properties of the ontology. 
a
a1 a2
e1 e1
e2
b
b1 b2
e1 e1
e2  
Figure 3-3 Graphs to be aligned 
Ontologies 𝐴 and 𝐵 are combined for the creation of the propagation graph. In 
more detail, every edge (𝐸) in the graph is represented as a triple of subject, predicate 
and object <𝑠, 𝑝, 𝑜>, where 𝑠 is the source node, 𝑜 is the target node and 𝑝 is the 
label of the edge. At first, the two models are combined in a pairwise connectivity 
graph (Figure 3-4). For every node 𝑥 of graph 𝐴 linked to a node 𝑥′ of the same 
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graph through a predicate 𝑝 and a node 𝑦 of graph 𝐵 linked to a node 𝑦′ from the 
same graph, then the pair node (𝑥, 𝑦) is linked to pair node (𝑥’, 𝑦’) through 
predicate 𝑝 in the pairwise connectivity graph (Eq. 3.1). This process is formulated 
as:                 
((𝑥, 𝑦), 𝑝, (𝑥′, 𝑦′)) ∈ 𝑃𝐶𝐺(𝐴, 𝐵) ⇔ (𝑥, 𝑝, 𝑥′) ∈ 𝐴 𝑎𝑛𝑑 (𝑦, 𝑝, 𝑦′) ∈ 𝐵 (3.1) 
a, b
a1,b1 a2,b1
e1 e1
e2
a1,b2
a1,b
e2
a2,b2
 
Figure 3-4 Pairwise connectivity graph 
 
The next step is creation of an induced propagation graph (Figure 3-5). In this graph, 
there is a symmetric edge for each existing edge. Edges are characterised by a 
weighting factor called the propagation coefficients. These coefficients represent the 
contribution that a pair’s similarity has on the similarity of its neighbouring pairs and 
they range from 0 to 1. Basic intuition for the calculation of the coefficients is that 
each type of edge contributes a total of 1 for each pair of entities. This means that if 
a node has two outgoing arcs of the same predicate, then the propagation 
coefficients of the two arcs is 1 2 = 0.5⁄ . 
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Figure 3-5 Induced propagation graph 
 
3.5.2. Fix point Similarity Computation 
The next step is the fix point similarity computation where the pairwise similarity 
𝜎𝑖 (𝑥, 𝑦) is calculated using Eq. (3.2), where 𝜎𝑖 (𝑥, 𝑦) is the similarity of nodes 
𝑥 ∈ 𝐴 and 𝑦 ∈ 𝐵 at 𝑖𝑡ℎ iteration. The similarity 𝜎𝑖+1 is calculated recursively. It is 
calculated as the similarity of the pair at the previous iteration (𝜎𝑖 (𝑥, 𝑦)) 
incremented by the similarity values (𝜎𝑖 ) of the neighbouring pairs of (𝑥, 𝑦), 
multiplied by the propagation coeffients on the edges which go from the 
neighbouring node to (𝑥, 𝑦). The initial similarity is denoted as 𝜎0 .  The two pairs 
(𝑎, 𝑏) represent the neighbouring pairs of (𝑥, 𝑦) as modelled in the induced 
propagation graph (Figure 3-5). 
 
𝜎𝑖+1 (𝑥, 𝑦) =  𝜎𝑖 (𝑥, 𝑦) +  ∑ 𝜎𝑖 (𝑎𝑢,
(𝑎𝑢,𝑝,𝑥)∈𝐴,(𝑏𝑢,𝑝,𝑦)∈𝐵
𝑏𝑢)
∗ 𝑤((𝑎𝑢, 𝑏𝑢), (𝑥, 𝑦))  
+                  ∑ 𝜎𝑖 (𝑎𝑣,
(𝑥,𝑝,𝑎𝑣)∈𝐴,(𝑦,𝑝,𝑏𝑣)∈𝐵
𝑏𝑣)
∗ 𝑤((𝑎𝑣, 𝑏𝑣), (𝑥, 𝑦))              
(3.2) 
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After the calculation of the fixpoint similarity 𝜎, the results are normalised to range 
between 0 and 1. Normalisation is common practice, hence makes it is easier to 
compare results among different ontology alignment methods. In practical terms, 
normalisation makes the results more “human readable”. Normalisation is not 
included in the equation (3.2) for clarity. The similarity scores are normalised using 
the maximum value of all calculated 𝜎. Final results are shown in Figure 3-6.  
a, b a1,b1
a2,b1
a1,b2
a1,b
a2,b2
1.0
0.91
0.69
0.39
0.33
0.33
 
Figure 3-6 Similarity values 
The results suggest that 𝑎 and 𝑏 are identical (similarity equal to 1) while the 
similarity for the other pairs ranges from 0.33 to 0.91.  Some of the limitations 
identified in (Melnik, Garcia-Molina & Rahm 2002) are the unexpected performance 
when adjacency information is not preserved and when aspects such as value ranges, 
cardinalities or classifiers are missing. Other issues are the fact that the root pair 
always yields similarity equal to 1 and that similarity is not calculated for nodes that 
are not paired in the pairwise connectivity graph. 
 Vector Space Model (VSM) 3.6.
Vector space model (VSM) (Tous, Delgado 2006) is another structure based semantic 
similarity calculation approach. This approach focuses on RDF labelled directed 
graphs, an intuitive representation of OWL ontologies. RDF labelled directed (Figure 
3-7) graphs are an extension of the previously described labelled graphs. 
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Figure 3-7 RDF labelled directed graph 
Entities are compared based on the relationships they have with all other entities of 
the ontology. The dimensions of this method take into consideration all internal 
(RDF Schema) properties and external properties. Internal RDF properties include 
rdfs:subClassOf, rdfs:domain and  rdfs:range.  
The creation of the graph is closely related to the ontology structure. The internal 
properties are modelled as edges and classes and external properties as nodes. The 
idea behind that approach is that every concept of the ontology is described as a 
vector in relation to other concepts. 
After the graph is created, it is represented by an adjacency matrix which represents 
the vertices (nodes) and their adjacent vertices. The formula used for similarity 
calculation (Eq. 3.3), is a recursive process that is calculated from the product of 
matrix 𝐴, matrix 𝐵 and matrix 𝑆𝑘 (Blondel et al. 2004). 𝐴 and 𝐵 are the adjacency 
matrices representing the two graphs based on the chosen predicates and 𝑆𝑘 is the 
similarity matrix of entries 𝑠𝑖𝑗 at iteration 𝑘.  
 𝑆𝑘+1 = 𝐵𝑆𝑘𝐴
𝑇 +  𝐵𝑇𝑆𝑘𝐴 (3.3) 
Similarity calculation is a recursive process. The algorithm iterates until it converges. 
For the first iteration (𝑘 = 0) the similarity matrix 𝑆0 is set to some initial values, 
usually 1. The calculated similarity is normalised using the Frobenius norm (Eq. 3.4), 
which is defined as the square root of the sum of the absolute squares of the 
elements 𝑠𝑖𝑗 of the matrix 𝑆. 
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𝑓𝑟𝑜𝑏𝑒𝑛𝑖𝑢𝑠 𝑛𝑜𝑟𝑚 =  √∑ ∑|𝑠𝑖𝑗|
2
𝑛
𝑗=1
𝑚
𝑖=1
 (3.4) 
This approach was firstly developed for fixed structure similarity and was later 
applied in different models (ontologies). This method is based on the adjacency 
matrices of the two models which are combined with an initial similarity matrix in 
order to allow for the multiplication of the two matrices. In the following example 
(Figure 3-8), we have two graphs 𝐴 and 𝐵. The nodes/vertices 𝑎, 𝑏, 𝑐, 𝑎′, 𝑏′and 𝑐′ 
represent the concepts of the ontology.The edges 𝑒1  and  𝑒2  represent RDF 
properties of the ontology (Tous, Delgado 2006).  
a
b c
e2e1
a’
b’ c’
e2e1
 
Figure 3-8 VSM example (Tous, Delgado 2006) 
For these two graphs we create the adjacency matrices based on the two predicates e1 
and e2.  
 
 
(3.5) 
𝐴 = (
(0,0)
(0,0)
(0,0)
(1,0)
(0,0)
(0,0)
(0,1)
(0,0)
(0,0)
) , 𝐵 =  (
(0,0)
(0,0)
(0,0)
(1,0)
(0,0)
(0,0)
(0,1)
(0,0)
(0,0)
) , 𝑆0 = (
1
1
1
1
1
1
1
1
1
) 
 
Therefore, 
 𝑆1 = 𝐵𝑆0𝐴
𝑇 +  𝐵𝑇𝑆0𝐴 =  (
2
0
0
0
1
0
0
0
1
) (3.6) 
 a         b         c 
 (e1, e2)  (e1, e2)  (e1, e2)  (e1, e2)  (e1, e2)  (e1, e2) 
 a’        b’       c’ 
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And the normalised matrix is  
𝑆1 =
𝑆1
𝑓𝑟𝑜𝑏𝑒𝑛𝑖𝑢𝑠 𝑛𝑜𝑟𝑚(𝑆1)
⁄ =  (
0.816
0
0
0
0.418
0
0
0
0.408
)   (3.7) 
 Bipartite graph method 3.7.
A bipartite graph 𝐺 = (𝑉, 𝐸) is a graph in which the vertex set 𝑉 can be 
decomposed into two disjoint sets 𝑋 and 𝑌 (Figure 3-9) such that no vertices of the 
same subset are adjacent. A matching 𝑀 is a subset of edges such that each node in 
𝑉 appears in at most one edge in 𝑀. 
X Y
 
Figure 3-9 Bipartite graph 
This method of graph modelling includes the modelling of internal and external 
entities of the ontology along with statements and their connections. The external 
entities are those defined in the predefined standards such as the RDFS, OWL, 
FOAF (Brickley, Miller 2012) and Dublin Core (Weibel et al. 1998). An example of 
such a graph is given in Figure 3-10. This graph represents a plastic waste ontology. 
The concepts of the ontology are the ex1:Plastics, ex1:Materials, ex1:Waste and 
ex1:PlasticWaste. ex1:hasComposite is an external property of the ontology. The 
internal rdfs properties (rdfs:subClassOf, rdfs:range and rdfs:domain) define the 
relations among the concepts and properties. 
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Figure 3-10 An ontology directed bipartite graph 
The representation of an ontology (graph) in a matrix form in bipartite graph 
matching is more complex than other graph matching techniques. It includes sub-
matrices representing the links from external entities to statements (𝐴𝐸𝑆), links from 
ontology entities to statements (𝐴𝑆), links from statements to internal entities (𝐴𝐸) 
and links from statements to internal entities (𝐴𝑂𝑃) (Eq. 3.8). 
𝐴 = (
0
0
𝐴𝐸
0
0
𝐴𝑂𝑃
𝐴𝐸𝑆
𝐴𝑆
0
) (3.8) 
Authors in (Blondel et al. 2004), use the following updating recursive equation for 
the similarity matrix. A recursive equation is one that is operating in iterations and is 
using the values it produces in one iteration (𝑘) to feed the next (𝑘 + 1). This 
approach makes the calculation simpler. 
𝑋𝑘+1 = 𝐵𝑋𝑘𝐴
𝑇 +  𝐵𝑇𝑋𝑘𝐴, 𝑘 = 0, 1, …  (3.9) 
where 𝑋𝑘 is a 𝑛𝐴 ∗ 𝑛𝐵 matrix of entries 𝑥𝑖𝑗 at iteration 𝑘 and 𝐴 and 𝐵 are the 
adjacency matrices of ontologies A and B. An adjacency matrix is a matrix that 
represents the nodes of a graph that are adjacent. When two nodes are adjacent a 1 is 
added in the matrix. When they are not adjacent the value of the matrix is 0. 
Building on that, (Hu et al. 2005) calculate the similarity between two ontologies 𝑂𝐴 
and  𝑂𝐵 – using their matrix representations 𝐴 and 𝐵 as well as the similarity matrix 
at iteration 𝑘 - 𝑋𝑘. 𝐸𝐵𝐴 represents the similarity of external entities between the two 
ontologies 𝐴 and 𝐵. 
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𝐴 = (
0
0
𝐴𝐸
0
0
𝐴𝑂𝑃
𝐴𝐸𝑆
𝐴𝑆
0
) (3.10) 
𝐵 = (
0
0
𝐵𝐸
0
0
𝐵𝑂𝑃
𝐵𝐸𝑆
𝐵𝑆
0
) (3.11) 
𝑋𝑘 = (
𝐸𝐵𝐴
0
0
0
𝑂𝑘
0
0
0
𝑆𝑘
) (3.12) 
Similarity matrices for entities (𝑂𝑘+1) and statements (𝑆𝑘+1) are updated using the 
following equations. 
𝑂𝑘+1 =  𝐵𝑆𝑆𝑘𝐴𝑆
𝑇 + 𝐵𝑂𝑃
𝑇 𝑆𝑘𝐴𝑂𝑃 (3.13) 
𝑆𝑘+1 = 𝐵𝐸𝐸𝐵𝐴𝐴𝐸
𝑇 + 𝐵𝐸𝑆
𝑇 𝐸𝐵𝐴𝐴𝐸𝑆 + 𝐵𝑂𝑃𝑂𝑘𝐴𝑂𝑃
𝑇 + 𝐵𝑆
𝑇𝑂𝑘𝐴𝑆 (3.14) 
This method differentiates between external and internal entities. The term external 
refers to entities that are built in the ontology and defined by OWL or RDFS, while 
internal refers to the entities defined in the examined ontologies. 
 Alignment Algorithms 3.8.
3.8.1. Falcon-AO 
One of the top performers in early Ontology Alignment Evaluation Initiative 
(OAEI), Falcon-AO has been developed by the South East University (Jian et al. 
2005). This system uses both a linguistic and structural matcher. The employment of 
bipartite graphs enhances the structural similarity facility, making Falcon-AO 
performing well with ontologies with low lexical similarity but high structural 
similarity. The performance drops when the ontologies have low structural similarity. 
Initial versions of this algorithm struggled to cope with large ontologies leading to 
the adoption of a “divide and conquer” approach (Hu, Qu & Cheng 2008). Falcon-AO 
has not participated in any of the OAEI since 2010. 
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3.8.2. ALIMO 
ALIMO (Alignment of Multimedia Ontologies) is using both terminological and 
structural matching. For the terminological or lexical matching it computes the 
similarities based on the strings of class and property names. Structural matching is 
divided into internal and external. Internal matching in this method refers to 
refinement of the terminological similarity by a portion of the similarities between 
the names of their properties. Structural external matching on the other hand is 
refined by the super-classes of the concepts. This method employs the I-Sub 
algorithm for string matching. 
3.8.3. FOAM++ 
FOAM++ is a composite matcher that offers a learning facility for the weights of the 
alignment process in an effort to automate the process (Haddad, Selah 2011). This 
algorithm is implemented in 6 steps; 
1. Feature Engineering - identify the features for the matching, such as labels or 
concept names.  
2. Search Step Selection - choose two initial entities from the two ontologies to 
be compared.  
3. Similarity Assessment - calculating the similarity for the two entities. 
4. Similarity Aggregation - aggregate multiple similarity assessment for one pair 
of entities into a single measure. 
5. Interpretation - use the aggregated similarity to propose the possible 
alignment. 
6. Iteration - as the similarity of one entity pair influences the similarity of 
neighbouring entity pairs, the equality is propagated through the ontologies. 
3.8.4. OLA 
OLA (Owl Lite Alignment) (Euzenat, Guégan & Valtchev 2005) enables visual 
support in the alignment process. User input is required in terms of the weighting 
and thresholds. OLA employs the following two techniques: 
˗ OL-Graphs: labelled graphs in which vertices represent OWL entities and 
edges represent relationships among entities. 
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˗ Lexical similarity: For lexical similarity OLA uses Wordnet or a default string 
measure provided by Alignment API.  
The fact that there is no optimal matching algorithm allows the possibility of a bad 
alignment negatively affecting the whole chain. 
3.8.5. LILY 
Lily (Wang, Xu 2008) process consists of three steps: i) extraction of semantic 
subgraphs, ii) computation of subgraph similarity, and iii) propagation of that 
similarity across subgraphs (Wang, Xu 2007). It also uses hybrid matching 
approaches, including multiple functions for large-scale matching and semantic 
matching. 
3.8.6. ASMOV 
ASMOV (Jean-Mary, Shironoshita & Kabuka 2009) is an automatic approach 
targeting the bioinformatics area. This approach has two steps: i) Similarity 
calculation and ii) semantic verification. It uses lexical, structural and extensional 
similarity by employing external resources such as WordNet and UMLS. Each 
feature area is weighted. ASMOV also supports optional feedback from the user. 
3.8.7. AgreementMaker 
AgreementMaker (Cruz, Antonelli & Stroe 2009) is a commercial system, developed 
by the University of Illinois at Chicago. This system includes several automated 
matchers. The matching process is carried out in three phases, lexical matching, 
structural matching and aggregation of the results of the first two phases. Due to the 
commercial nature of the system, the information about the detailed algorithms is 
scarce. 
3.8.8. PROMPT 
PROMPT is an “algorithm and tool for automated ontology merging and alignment” 
developed in Stanford University (Noy, Musen 2000). Its significant advantage over 
other tools is that it has been developed as a plugin for Protégé, the most widely used 
ontology development tool (Noy, Musen 2003). PROMPT takes two ontologies as 
input and produces a single ontology out of them. The user can add the lexical 
similarity metric they prefer given their domain. 
48 
 
PROMPT algorithm has the advantage of distinguishing between hierarchical 
relations (is-a) and other object properties by giving is-a relations a higher importance 
factor. The algorithm is not explicitly described in literature but it provides the 
general principles for similarity calculation. PROMPT suite is freely available to use 
as a plugin with Protégé (up to version 3.x). 
PROMPT algorithm needs a minimum of two anchors (concepts that are similar). 
These are defined by the user and/or identified automatically using a syntactic 
similarity algorithm. The user also defines the maximum length of the paths between 
concepts that will be considered. 
The main reported limitation is the low performance of the algorithm when dealing 
with ontologies that have been developed differently. This refers to the approach 
followed, the conventions followed and type of the ontology (top-level, domain). 
 Metrics for ontology alignment 3.9.
There are two well established metrics used for evaluating the resulting alignments 
and matches; Precision and Recall (Do, Melnik & Rahm 2003). Precision and Recall 
have been used for years in the field of information retrieval before being introduced 
to the semantic matching field. 
Precision (Eq. 7.15) accounts for the ratio of the correctly found alignments (𝑐𝑓𝑎) 
over the total number of the found alignments (𝑓𝑎). 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑐𝑓𝑎
𝑓𝑎
 (3.15) 
Recall (Eq. 7.16) accounts for the ratio of the correctly found alignments (𝑐𝑓𝑎) over 
the number of existing alignments (𝑒𝑎). 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑐𝑓𝑎
𝑒𝑎
 (3.16) 
The two metrics measure the completeness and the correctness of the 
alignment/matching method respectively. These measures are combined to produce 
the f-measure (Eq 7.17), a mean value of the two, as 
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𝑓 = 2 ∗ 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑟𝑒𝑐𝑎𝑙𝑙
 (3.17) 
Efforts have been made to improve these two metrics by generalising or relaxing the 
metrics (Ehrig, Euzenat 2005). That is because although these metrics are established 
and offer a good benchmark, they do not offer any information on the reasoning 
behind the score. For example, one has to give an answer to questions such as which 
correspondences are considered correct and how correct each correspondence is. 
These metrics are very useful for benchmarking the different techniques of ontology 
alignment and matching. However, there is a more fundamental issue that needs to 
be answered and this is what exactly the term similar means. Similarity depends on the 
context of the alignment and this makes it difficult to accurately define it. 
 Multilingual Alignment 3.10.
The alignment of multilingual ontologies is a research topic that has recently received 
a lot of attention. A benchmark for multilingual ontology matching has been 
included in the last Ontology Alignment Evaluation Initiative (Meilicke et al. 2012a, 
Meilicke et al. 2012b). Ontologies that use languages other have been identified as an 
important knowledge source (Fu, Brennan & O'Sullivan 2010). This benchmark 
identifies the most important characteristics of such cases. These include: 
˗ The characters used and their diacritics (such as ѐ, ñ, and ã). 
˗ The language tags – these are important in order to identify the language. 
˗ Word separation techniques (i.e. white space, hyphen, CamelCase). 
˗ Capitalisation. 
˗ Punctuation. 
˗ Labels and annotation properties – their content and intended use. 
All these aspects are important for the alignment process but also for the preliminary 
stage where the approach is selected. 
The benchmark test for the multilingual ontology alignment test, as defined in the 
OAEI, consists of two tasks: i) alignment of two different ontologies that are 
modelled in two different language and ii) alignment of two structurally identical 
ontologies that are modelled in two different languages. Under these two tasks the 
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matchers that have been using multilingual resources scored for the first (different 
ontologies) an average f-measure of 0.30 while the ones that have not been using any 
multilingual facilities an average of less than 0.05. For the second task (same 
ontologies) the average f-measures are 0.33 and 0.17 respectively. Remarkably, only 2 
matchers of those using multilingual facilities (such as translators and lexicons) 
managed to perform well in the second task. The reason behind these results is that 
very few matching algorithms favour the models that have very similar structure and 
most of them heavily rely on the lexical similarity. 
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  Chapter 4
 
Designing Reusable Ontologies 
 
This chapter presents a methodology (MetROn) for ontology design that focuses on developing re-
usable ontologies 
 
 
 Introduction 4.1.
Existing methodologies for ontology design, as presented in 2.6, focus on the good 
practice of ontology development. Their main aim is to develop an ontology that is 
consistent following certain principles and also ensuring that the described domain is 
complete. To our knowledge none of the existing methodologies focus on 
developing ontologies that are easy to reuse. Although the aim of this chapter is to 
propose an ontology design methodology that supports reusability of ontologies, this 
methodology should not conflict with the main target of ontology design  to create 
ontologies that are useful before being reusable. The proposed methodology is to 
great extend result of the experience during the design of eSymbiosis ontology 
(Cecelja et al. 2013, Trokanas et al. 2013b, Trokanas et al. 2012). 
The name of the proposed methodology, the MetROn, has been inspired by the 
ancient Greek saying “παν μέτρον άριστον”, meaning “all in moderation”. As in life where 
extremes are not often the solution, in ontology design there is not a single solution, 
not a single method and not a single way to develop an ontology. This methodology 
does not attempt to dictate how a correct ontology is developed but rather how to 
correctly develop an ontology. 
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 Ontology Reusability Attributes 4.2.
The represented knowledge is undoubtedly the most important aspect of any 
ontology. There is no point in reusing an ontology that is irrelevant. In consequence, 
all of existing systems for ontology matching, alignment and evaluation work under 
the assumption that the ontologies in question are somehow suitable for the task at 
hand. Apart from representing the appropriate knowledge, there are other aspects of 
an ontology that can help towards facilitating reusability, i.e. naming conventions 
used during the ontology design process, the modularisation of concepts and 
properties, the use of annotations and the use of restrictions. 
 Ontology Modularisation 4.3.
Ontology modularisation (Morbach, Wiesner & Marquardt 2009, Doran, Tamma & 
Iannone 2007) extends in three dimensions of the ontology: i) domain, ii) level and 
iii) properties. 
4.3.1. Level Modularisation 
Level modularisation serves similar purpose as domain modularisation. It is used to 
differentiate a whole level of abstraction. It is more useful for the reuse of top-level 
and meta-level ontologies. Its principle is demonstrated using the eSymbiosis 
example (Figure 4-1), where the ontology is divided into four levels. The detail of 
knowledge is increased moving from higher to lower levels. The meta-level, which is 
the highest level, includes generic concepts, top-level includes more specific 
concepts, i.e. Resources and Solutions, the domain level contains knowledge about 
specific Resources and Solutions and finally, the instantiation level contains instances 
(specific entities of the knowledge described in the domain level). 
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Figure 4-1 eSymbiosis Ontology Level Modularisation 
4.3.2. Domain Modularisation 
Domain modularisation refers to the creation of different modules at the domain 
level of an ontology. The main criteria for this are the domain knowledge itself and 
the intended use of the ontology. By organising ontology into different and more 
importantly distinct modules at the domain level, the ontology can be reused either 
as a whole or in part, depending on the needs of the re-user. The domain 
modularisation is demonstrated using the eSymbiosis ontology as an example (Figure 
4-2). The concepts at the domain level are grouped given the knowledge they 
represent. To explain, processing technologies are grouped under the Solution 
module. Materials, including Products and Waste are modelled under the Resource 
module materials. Industrial Symbiosis participants are modelled under the Role 
module and peripheral information describing attributes of other modules are 
modelled under the Attributes module. 
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Figure 4-2 eSymbiosis Ontology Domain Modularisation 
4.3.3. Properties Modularisation 
As with concepts, modularisation is also useful for the properties of the ontology. 
Properties can be grouped given their range, the type of information they represent 
or both. Grouping by range supports reusability of separate modules of the ontology 
while grouping by function, supports the reusability of the ontology as a whole and it 
also supplements the represented knowledge. Property modularisation is 
demonstrated with the example of the eSymbiosis ontology (Figure 4-3). The two 
tables demonstrate the grouping of properties based on their range (properties of the 
Waste concept on the left and properties of the ProcessingTechnologies on the right).  
 
Figure 4-3 Property Modularisation 
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 Naming Conventions 4.4.
Although ontologies are means for semantic representation, syntactic information 
still plays an important role in comparing, reusing and generally handling ontologies. 
It is therefore important for the ontology developer to use consistent terminology 
and natural language in general. For example, using both English and US typing 
interchangeably can cause discrepancies to a great extent. Moreover, conventions or 
good practices such as the capitalisation between words and the use of “has” for 
properties can both help towards more accurate similarity calculation and most 
importantly make the ontology more comprehensible to external users (Noy, 
McGuinness 2001). 
For the eSymbiosis ontology, in specific, two naming conventions were followed: 
i. Concept Names: No whitespaces CamelCase. (e.g. ResourceProducer); 
ii. Property Names: No whitespaces, starting with a lower case (usually for the 
prefix) and capitalising every word after that (e.g. hasQuantityType). 
 Coherent Ontology Design 4.5.
Coherent ontology design (Fernández-López, Gómez-Pérez & Juristo 1997) has a 
certain overlap with naming conventions. Besides the language used for modelling, it 
is also important to be consistent with the ontology encoding. Encoding refers to the 
use of data types (integers, floats etc.), use of external resources, the use or not of 
inverse properties, and also the modelling of restrictions on properties. For example, 
an ontology will be inconsistent, if a float is given in a property that has been defined 
as integer. The use of external resources which are not important limits similarity 
calculations. 
 Detailed Annotations 4.6.
Annotations on concepts and properties are the key to manual reuse of an ontology 
(Trokanas, Cecelja & Raafat 2014b). They are very helpful to provide definitions, 
comments and explanations and they can also provide synonyms helping towards 
better syntactic similarity without the use of external lexicons and vocabularies. 
Annotations are particularly useful for multilingual ontologies.  
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 Minimum Restrictions 4.7.
Restrictions on properties are application specific. It is therefore good practice to 
keep them to a minimum when publishing an ontology for reuse. By only defining 
restrictions at a high level, each module of the ontology is easier to reuse.  
 MetROn: Methodology for Designing Reusable Ontologies 4.8.
The proposed methodology for reusable ontology design (Figure 4-4) combines steps 
from existing methodologies for reusable ontology design and adds to them the 
experience gained through the developing the eSymbiosis ontology (Trokanas et al. 
2013b, Trokanas, Cecelja & Raafat 2014b). 
 
Figure 4-4 MetROn Steps 
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4.8.1. Defining domain and application of the ontology 
Most existing methodologies share the first step. The ontology engineer needs to 
define the domain and application of the ontology. This might include competency 
questions, market research, and user interaction or simply input from domain experts 
and stakeholders. Competency questions are useful for ontology design, especially in 
cases where the ontology designer is not a domain expert. However, when the 
ontology is developed with a specific application in mind, competency questions 
overlap with user requirements. 
For the developed eSymbiosis ontology in specific, this step involved definition of 
the aim of the ontology, which is to represent the knowledge of IS domain. This  
includes knowledge required to register the resources or the solutions available, 
details of the participants and also compare them and explore the possibility of 
establishing a symbiotic link. Competency questions specify the requirements and 
should be easy to understand. Moreover, they can be used as a guide for validation of 
the ontology after it has been developed. Some generic competency questions can be 
as follows: 
i. What is the domain of the ontology? 
ii. What will be the exact use of the ontology? 
iii. Who will use the ontology? 
iv. Is it a standalone ontology or part of a wider semantic 
application? 
These general questions determine the domain of the ontology. The following 
questions are more specific and their purpose is to define some, if not all, of the 
requirements of the ontology. 
v. What types of participants are there? 
vi. What kind of information is necessary for the establishment 
of a symbiotic synergy? 
vii. What types of resources/solutions should the ontology 
include? 
viii. Which part of the information is already known to us and 
which part should be provided by the participants? 
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4.8.2. Consider reusing existing ontologies 
As a second step, it is important to identify existing ontologies that define the same 
or complementary domains. Existing ontologies are normally available from the 
literature and in libraries such as Watson (d'Aquin et al. 2007) and Swoogle (Swoogle 
2009). One problem, in reusing ontologies, is that available ontologies are often 
inconsistent making reusing them almost impossible. Finally, ontologies that are not 
updated, mainly in terms of URIs of imported ontologies, become hard to reuse due 
to the unavailable repositories (external resources). To explain, some ontologies that 
are available online become unavailable or change location and as a result the 
ontologies that import them need to be updated. 
Several existing ontologies were considered during the development of the 
eSymbiosis ontology, including products and services ontologies, the UNSPSC,  
industry classifications such as NAICS (NAICS-Association 2003), NACE 
(European Commission 2008) and SIC (Bhojraj, Lee & Oler 2003), as well as 
ontologies representing the units of measurement, processes and materials which 
were also considered.  
4.8.3. Identify existing classifications, vocabularies and standards 
Even if there is not any available ontology for reuse, there are other sources of 
information that represent useful and most importantly structured information. 
These are existing classifications, domain vocabularies, industrial standards and 
mark-up language specifications. 
For the case of the eSymbiosis ontology, several existing classifications were used; i) 
the waste classification from the European Waste Catalogue (EWC) (European 
Commission 2000) and the EWC Stat, the classifications which are further enhanced 
by the addition of links to materials which define the composition of the waste along 
with the characterisation of the wastes, ii) classifications of the industrial sectors 
(NACE), and iii) customised version of the Central Product Classification (CPC) 
(UN 2008) product classification. In addition, some material classifications have also 
been extracted from literature.  
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4.8.4. Identify terminology 
Another step that most of existing methodologies share is the identification of the 
terminology of the domain. Terminology is identified from the sources described in 
Section 4.8.3 but also from other sources such as literature, reports, white papers etc. 
Term identification (Figure 4-5) is performed either manually or automatically with 
the use of term extraction software such as TerMine (Frantzi, Ananiadou & Mima 
2000) which also provide interface to ontology editors such as Protégé (Noy et al. 
2001). Figure 4-5 demonstrates a terminology graph extracted from documents 
regarding Industrial Symbiosis. Bolder and larger terms indicate higher frequency. 
 
Figure 4-5 Terminology Graph 
4.8.5. Define the classes 
Once terminology has been defined, terms representing classes should be organised 
into groups and also in a hierarchical manner (Section 2.3). A simple and high level 
example for Industrial Symbiosis domain is given in Figure 4-6. This step forms the 
skeleton of the ontology. 
 
Figure 4-6 Organising Taxonomical Structure 
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There are four suggested approaches for this step: 
Top-down 
The top-down approach begins with the modelling of the high-level concepts (more 
general), i.e. Materials, Concepts, and then moving on to the more detailed concepts, i.e. 
specific type of waste and materials. 
Bottom-up 
The bottom-up approach is the opposite of top-down. It begins with the modelling 
of the more specific concepts, i.e. different types of materials and waste, which are 
subsequently organised in more general concepts, i.e. Materials, Waste.  
Middle-out 
This approach begins from the middle with modelling concepts that are not 
categorised as top level or domain level concepts. Following this approach at the first 
stages of modelling is problematic, since it requires knowledge of the ontology 
structure. 
Hybrid 
The most realistic approach in ontology development is the combination of all three 
approaches.  
The actual approach used is dictated by the available domain knowledge. Modelling 
begins from the concepts that are supported by established knowledge and expertise 
and moves to either more detailed or more general concepts. 
4.8.6. Define properties 
Properties are derived from the identified terms and their selection is dictated by the 
application requirements and the represented domain in general. The selection of 
properties should start from the top level of the ontology taking advantage of 
inheritance (Section 2.3, equation 2.1), therefore reducing the required effort for 
ontology design, by reducing the need to add more concepts as ranges and/or 
domains, while following good practice of ontology design. 
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Sub-properties are a useful tool for the organisation of all properties. Sub-properties 
refer to the hierarchical organisation of properties, in the same manner that concepts 
are organised (Section 2.3). Object and datatype properties are grouped under a 
super-property and they inherit the range and domain of the super-property. 
Grouping properties (both object and data type) can be very helpful for sharing and 
re-using ontologies, but also for developing ontologies for specific applications. 
Groups of properties could be created based on whether the properties refer to the 
user, their purpose in an application (i.e. informative, synonyms) or to any other use 
that serve specific domain and problem. 
4.8.7. Consider reusing existing ontologies 
At this stage, reusing existing ontologies step is revisited. This time the aim is not to 
find ontologies that represent the domain in question, but to identify additional 
knowledge that is useful the domain modelled. Once an initial structure has been 
developed, it becomes easier for the knowledge engineer to identify ontologies that 
might be useful for the domain and/or application that is being developed. For the 
case of eSymbiosis ontology, this refer to ontologies representing units of 
measurement, geographical information etc. Identified ontologies are evaluated, 
following the algorithm presented in Chapter 5. 
After this reiteration, the methodology proceeds with the definition of the 
namespaces of the ontology. 
4.8.8. Create namespaces 
Ontologies to be reused should have meaningful namespaces and the same principle 
applies to modules of the ontology. The use of meaningful namespaces makes the 
ontology more comprehensible. In addition, meaningful namespaces serve the very 
practical purpose of modelling; the ontology designer will avoid redundant tasks such 
as typing concept names extensively while modelling properties and restrictions on 
properties. Using meaningful namespaces reduces significantly the required effort for 
ontology design. 
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4.8.9. Define restrictions 
Restrictions on properties are application specific. Restrictions are essential in 
applications that require inference of the ontology. Modelling restrictions at the 
highest level possible is not only good practice. Facets or restrictions or axioms are 
the core part of ontology design. Moving from taxonomy to heavy weight ontology, 
restrictions are a useful tool in the hands of the ontology designer by enabling the 
“enrichment” of the ontology and the inference of new knowledge.  
4.8.10. Annotate the ontology 
Annotation is application specific, i.e. concept names and application information, 
but it can also be very helpful for reuse, i.e. by providing synonyms and explanations 
for concepts. 
The use of annotations in eSymbiosis ontology spans from informative labels, to 
problem specific custom user defined annotations. 
 Case Study: the BiOnto Biomass Ontology 4.9.
BiOnto ontology, expands on already developed and implemented processing 
technology ontology eSymbiosis (Raafat et al. 2013) and represents knowledge on 
biomass types and composition, as well as on biorefining technologies. As such, the 
BiOnto ontology provides a reference model  for classification of biomass in 5 
different ways: i) processing characteristics, ii) chemical composition, iii) physical 
properties, iv) existing standards such as CEN/TC 335, and v) waste and residue 
based classification. The functionality of the BiOnto ontology formulated from 
various practical scenarios, including screening of processing technologies for 
particular type of biomass, screening the alternative technologies to target material or 
energy output or production pathway, selecting the best technology to satisfy a set 
economic, environmental and/or social targets, and screening biomass types to 
supplement another one. In addition, the BiOnto ontology has been demonstrated 
useful for searching and indexing of biomass information, enabling interoperability 
between applications, data integration and enabling and enhancing decision-making 
in relation to biomass and biomass processing selection. 
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The BiOnto ontology (Figure 4-7) is structured around two distinct 
streams/ontologies including the biomass types and the type of biorefining 
technologies. Both ontologies have been designed to form separate sub-modules 
which in turn increase its spectrum of use and make the ontology independent of the 
application. Figure 4-7 presents an excerpt of the biorefining technologies module. 
Each biorefining technology in BiOnto, has been modelled in terms of feedstock 
materials, output products and by-products. The expanded sub-module (ByType) 
models processing technologies based on the type of the conversion.  
 
Figure 4-7 Excerpt of BiOnto Ontology 
The BiOnto ontology consists of two main modules: i) biomass and ii) biorefining 
technologies. 
4.9.1. The Biomass Module 
Biomass is modelled more generally as materials (Figure 4-8) and includes five 
identifiable sub-modules:  
Products sub-module classifies energy and material products such as biofuels, 
electricity and bio-chemicals. Concepts under this sub-module are dominantly used 
to describe inputs and outputs of biorefining technologies, i.e. materials and energy. 
PlatformMaterial sub-module classifies platform materials in biorefining, such as 
syngas, lignin and H2. These are the intermediate products of biorefining that can act 
either as a work-in-progress or as products in cases where biochemical production is 
the aim.  
MaterialByPhysicalForm sub-module classifies all types of materials (biomass) based on 
their physical form.  
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FeedstockMaterials sub-module classifies biomass as input to the biorefining processes 
such as animal biomass, herbaceous biomass and aqueous biomass.  
OtherMaterials module, classifies all other types of biomass or materials that are not 
classified previously. OtherMaterials are re-classified in one of the other modules, 
given restrictions of concepts, under other sub-modules. 
 
Figure 4-8 Biomass (Materials) Module 
4.9.2. Processes Module 
Processes module refers to the Biorefining technologies and consist of 3 sub-
modules (Figure 4-9): i) ByProcessType, ii) ByProcessStage and iii) ByProductHeatingValue. 
ByProcessType sub-module classifies technologies based on the type of conversion 
which takes place, such as chemical, biochemical, mechanical, thermochemical. 
ByProcessStage sub-module classifies processing technologies based on the stage they 
occur. Pre-processing technologies include pre-treatment processes such as Chipping 
and Milling. Main processing technologies include main conversion technologies such 
as Pyrolysis and Gasification. Post-processing technologies include processed such as 
SteamReforming and WaterGasShift. 
ByProductHeatingValue sub-module classifies processing technologies based on the 
heating value of their product. The three ranges of heating values are defined as low 
(>=3, <=10), medium (>10, <=20) and high (>20, <=35). Heating value is 
modelled in MJ/kg. 
Figure 4-9 presents the high level of the biorefining technologies module and its 3 
main sub-modules. 
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Figure 4-9 Biorefining Processing Technologies Module 
All processing technologies have been classified based on their type during the 
modelling process and are consequently reclassified under different sub-modules. 
Reclassification of classes is enabled by the inference capabilities that ontologies 
offer. Reclassification of processing technologies is demonstrated in Figure 4-10. To 
explain, reclassification is apparent for gasification technologies such as 
FixedBedGasifier and PlasmaGasificication which have been reclassified as 
LowHeatingValue technologies. This inference is triggered by the specified values of 
product heating value for each technology. 
 
Figure 4-10 Inferred Ontology Excerpt 
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4.9.3. Properties 
The properties used in BiOnto (both object and data type) focus on the operational 
characteristics of technologies and the compositional (chemical) characteristics of 
biomass. To name a few, technologies are characterised by their conversion rate 
(hasConversionRate), output (hasOutput), input (hasInput) and moisture content they can 
handle (hasMoistureContent). Biomass is characterised by its heating content 
(hasHeatingValue), moisture content (hasMoistureContent) and composition (hasLignin, 
hasCelluloce, hasHemicelluloce). Some of the properties are presented in the restrictions 
of the fixed-bed gasifier in Figure 4-11. 
Operational characteristics have also been modelled for each technology. These 
include conversion rate, required moisture content, operating temperature and 
product heating value. This information has been modelled using restrictions on 
properties. The example of a fixed bed gasifier is presented in Figure 4-11. The 
restrictions in Figure 4-11, describe FixedBedGasifier technologies, which is defined 
having a conversion rate between 60-80%. The same technology has a defined range 
of product heating value (<=5) that leads to the reclassification of this technology as 
a low heating value technology. 
 
Figure 4-11 Fixed-bed Gasifier Restrictions 
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 Conclusion 4.10.
In this chapter, a detailed methodology for ontology design (entitled MetROn) has 
been presented. The presented methodology focuses on developing ontologies that 
are easy to reuse. The main two pillars are modularisation of the described 
knowledge – therefore enabling part-reuse – and the reuse of existing ontologies – 
therefore minimising effort and disseminating existing works. This methodology also 
focuses on other more practical aspects such as naming of concepts and properties. 
The use of this methodology is presented through two case studies, the eSymbiosis 
ontology – representing knowledge of Industrial Symbiosis – and BiOnto – an 
ontology for biomass and biorefining technologies. 
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  Chapter 5
 
Ontology Evaluation for Reuse 
 
This chapter presents a framework for the evaluation of ontologies with the purpose of reuse  
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Nomenclature (Chapter 5) 
𝑇 Primary ontology 
𝐶 Set of candidate ontologies 
𝐶𝑆 Compatibility score between primary and candidate ontologies 
A 
Subset of C, containing all candidate ontologies whose CS score is higher 
than the defined threshold 
Θ Threshold of CS for candidate ontologies that will be considered 
𝐿𝑖 Vector of natural language for ontology 𝑖 
𝐸𝑖 Vector of encoding (datatypes) for ontology 𝑖 
𝑅𝑖 Vector of external resources (imports) for ontology 𝑖 
𝑇𝑖 Vector of terminology for ontology 𝑖 
𝐿𝑒𝑥𝑆𝑖𝑚(𝑠𝑡𝑟1, 𝑠𝑡𝑟2) Lexical similarity between strings  𝑠𝑡𝑟1 and 𝑠𝑡𝑟2 
𝐶𝐶 Number of common characters between  𝑠𝑡𝑟1 and 𝑠𝑡𝑟2 
𝐿𝐶𝑆 Length of the least common substring between  𝑠𝑡𝑟1 and 𝑠𝑡𝑟2 
𝑙1 Length of   𝑠𝑡𝑟1  
𝑙2 Length of   𝑠𝑡𝑟2  
𝑀𝑆𝑃 Maximum of Levenshtein distances of suffix/prefix of 𝑠𝑡𝑟1 and 𝑠𝑡𝑟2 
𝑑𝑜𝑐 Degree of confidence between two ontologies (primary and candidate) 
𝑂𝐶 Number of concepts 
𝑂𝐿 Number of levels 
𝑑𝑜𝑐𝑛𝑜𝑟𝑚 Normalised value of 𝑑𝑜𝑐, ranging between [0,1] 
𝐶𝑜𝑆𝑖𝑚 Cosine similarity of two vectors 𝑎 and 𝑏 
𝐸𝑢𝑐𝑙 Euclidean distance of two vectors 𝑎 and 𝑏 
𝑁𝑜𝑟𝑚𝐸𝑢𝑐𝑙 Normalised Euclidean distance, ranging between [0,1] 
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𝐸𝑢𝑆𝑖𝑚 Euclidean similarity of two vectors 𝑎 and 𝑏 
𝑆𝑖𝑚 
Similarity score between two vectors 𝑎 and 𝑏, calculated as the average of 
𝐶𝑜𝑆𝑖𝑚 and 𝐸𝑢𝑆𝑖𝑚 
𝑆𝐴𝐵 Aggregated similarity of 𝑆𝑖𝑚 scores 
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 Introduction 5.1.
The number of publicly available ontologies, more than 10,000 as shown by 
dedicated search engines (Swoogle 2009), is a good indicator of the scale of 
development and use of ontologies across disciplines. As evident, ontologies are 
developed for and used in several areas ranging from knowledge representation (Lee, 
Suh 2007), knowledge and information sharing (Kraines et al. 2005), as a tool for 
process modelling (Morbach, Yang & Marquardt 2007) up to semantic search 
(Trokanas et al. 2013a), data integration (Muñoz et al. 2013) and web service 
discovery (Raafat et al. 2013). In the domain of CPE efforts in designing ontologies 
are directed to: 
i) process systems design and more specifically, to collaborative modelling 
(Zhang, Yin 2008)and design (Bock et al. 2010); 
ii) supply chain modelling and design (Muñoz, Espuña & Puigjaner 2010a, 
Muñoz et al. 2012) decision-making (Raafat et al. 2013) related to 
environmental effects and causes (Trokanas et al. 2013b, Raafat et al. 
2013, Trokanas, Cecelja & Raafat 2014a) and  
iii) computer-aided process engineering (Morbach, Wiesner & Marquardt 
2009), specific engineering (Abanda, Tah & Duce 2013) and data 
management applications (Panetto, Dassisti & Tursi 2012). 
In addition, a number of specific ontology applications have been reported, including 
knowledge sharing (Morbach, Wiesner & Marquardt 2009, Marquardt et al. 2010), 
enterprise information integration (Brandt et al. 2008, Muñoz et al. 2011) 
standardisation of vocabularies for chemical, pharmaceutical (Venkatasubramanian et 
al. 2006) and petrochemical processes (Jing Ni, Jiu Yi & Suping Ni 2011) and 
mathematical modelling (Suresh et al. 2008) supporting process integration and 
interoperability (Muñoz et al. 2013). 
Developing an ontology is a time consuming process which requires a high level of 
domain specific expertise (Alani, Brewster & Shadbolt 2006). Ontology reuse is 
expected to be a paramount activity for knowledge engineers which is expected to 
reduce the cost of development (Alani, Brewster 2005) and to promote 
interoperability between applications. This is further amplified by the fact that many 
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of existing ontologies cover complementary and/or overlapping domains (Lonsdale 
et al. 2010). Still, as frequently reported since the early attempts to review existing 
cases of ontology reuse (Lonsdale et al. 2010, Uschold et al. 1998a, Pinto, Martins 
2000, Cantador, Fernández & Castells 2007), it is not a frequently exercised activity 
in practice perhaps because of the absence of robust and pragmatic methods for 
evaluating and identifying ontologies for reuse (Alani, Brewster 2005). This scarcity 
stems from the lack of a specific framework on ontology reuse in addition to the lack 
of awareness of the process, benefits and shortcomings of reusing ontologies. 
This chapter presents a framework in the form of a set of metrics and a step by step 
procedure for evaluating compatibility of ontologies for reuse. Quantification of 
semantic similarity between ontologies is used for ontology matching, aligning, 
merging and integrating. In contrast to existing methodology of calculating semantic 
similarity from pairwise similarity between concepts aggregated into a single measure 
(David, Euzenat 2008), we propose a method of calculating similarity by using high-
level information describing ontologies, such as size, terminology, external resources 
and data types. The concomitant compatibility measure indicates levels of granularity 
differences, encoding and coverage of ontologies needed for a full assessment of 
their compatibility for reuse. 
 Ontology reuse: fundamental definitions 5.2.
Ontology is a framework for knowledge modelling and is defined in detail in Section 
2.3. 
Ontology reuse is a process of using existing ontologies as the input to 
development of new ontologies or to expand existing ontologies. 
Ontology evaluation is a process of assessment of ontology quality and adequacy 
for reuse in a specific context and for a specific goal (Cantador, Fernández & Castells 
2007). 
Ontology ranking is a process of estimating relative standing of a set of ontologies 
for given evaluation criteria. 
Ontology similarity is the measure defined as the comparison between two or more 
ontologies returning a value ranging between 0 and 1 and which indicates the level of 
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feature correspondence between them (Ehrig 2006). This measure is called 
Similarity score. 
Ontology compatibility is the measure indicating the level at which two separate 
ontologies are suitable to integrate into a single without a conflict or inconsistency. 
This measure is called Compatibility score. 
Primary ontology is an ontology which is the basis of reuse.  Or, it refers to existing 
or a new ontology that the user decides to expand by using candidate ontologies. 
Candidate ontology is an ontology which is considered for reuse. After the 
ontology evaluation process is complete, the candidate ontology is merged with the 
primary ontology. 
 Ontology evaluation 5.3.
5.3.1. Problem statement 
Given a primary ontology (T) and a set of 𝑛 candidate ontologies 𝐶 = {𝑐1,…,𝑐𝑛}, 
calculate compatibility score 𝐶𝑆(𝑇, 𝐶) which identifies a set 
𝐴 =  {𝑐|𝑐 ∈ 𝐶, 𝐶𝑆(𝑇, 𝑐) > 𝜃}, where 𝐶𝑆 is the measure of compatibility as defined 
in Section 5.2 and 𝜃 is the compatibility threshold defined by the user (default value 
0.5). The threshold value has been obtained through experimentation with the 
Conference set ontologies which are well documented and an established benchmark 
for ontology matching and the MultiFarm set of ontologies, a multilingual version of 
the Conference ontologies. 
5.3.2. Ontology evaluation methodology 
All 𝑛 candidate ontologies are evaluated for compatibility for reuse using the 
ontology metadata, which includes terminology, language, encoding, external 
resources and size. Figure 5-1 demonstrates the framework architecture where the 
candidate and primary ontologies are the main input, metadata such as terminology, 
natural language, encoding information, external resources and size of the ontologies 
are the parameters taken into account and compatibility score is the output. More 
precisely, the respective framework approach accounts for the following: 
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i) Terminology used in the ontologies: refers to all terms used in the 
ontology irrespectively of whether they describe concepts, properties or 
instances. The reason behind is in the fact that when two ontologies 
share common terms, they are more likely to describe similar domains. 
Also, it is easier to combine and integrate them by using common terms 
as a starting premise. 
ii) Natural language of the ontologies: refers to the languages used 
during ontology design. Currently, most of existing ontologies are 
designed in English with possible annotation in other languages.  
However, some reported ontologies are developed in other languages 
(Zhang et al. 2011), and some even using more than one language (Raafat 
et al. 2013, Tudorache 2008). We argue that the use of one or more 
common languages improves the ontology reusability potential. 
iii) Encoding information of the ontologies: refers to the data types used 
during the ontology design. This category can cover wider aspects of 
ontology engineering, i.e. the use of integer as the range of a data type 
property can cause inconsistencies, if merged with an ontology which 
uses float data type for the same property. This aspect reflects the need 
for minimised encoding bias during ontology engineering, as defined by 
(Gruber 1995). 
iv) External resources: refer to resources used by ontologies. Two 
ontologies which use the same external resources are more likely to 
describe the same domain(s). In addition, the use of imports, already 
developed ontologies, provide a level of modularisation that facilitates 
reuse. On the other hand, when two ontologies use different imported 
ontologies to describe similar domains, e.g. units of measurement, the 
risk for inconsistencies when integration increases.  
v) Size and breadth of the ontologies: This aspect accounts for different 
types of ontologies, taking into account the number of concepts and 
levels. The term level is defined in Section 4.3.1. The number of levels 
and concepts of ontology provides an outlook of whether an ontology is 
detailed, top-level etc. 
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Figure 5-1 Structure of Measure 
 Acquisition of ontology metadata 5.4.
For the calculation of the metrics, each ontology is represented by a set of vectors 
representing the ontology metadata5. Following the ‘good practice’ in ontology 
design (Schulz et al. 2012), we assume that metadata specify the terms used in the 
ontology, the natural language, the data types and the external resources of the 
ontology. Each type of metadata is translated into a vector and is used to calculate a 
similarity score as an average of cosine similarity and Euclidean distance (Figure 5-1). 
Similarity scores of the same metadata are aggregated into a single semantic similarity 
measure. Finally, the similarity measures of all types of metadata (terminology, 
language, encoding, external resources and size) are combined to form a single 
similarity score. 
5.4.1. Natural Language 
The use of different natural languages is perhaps the biggest obstacle in ontology 
matching (Hawalah, Fasli 2011). Most of existing matching and alignment 
approaches and techniques rely on lexical similarity between ontologies and hence 
perform poorly when the two ontologies do not share a common language. Still, the 
                                                 
5 Metadata is defined as data describing data. In this case metadata of ontologies refers to data 
describing the ontology such as the size, external resources used etc. 
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same natural language indicates better suitability for reuse. To this end, we define the 
vector of natural languages 𝐿𝐴 of ontology A as 
𝐿𝐴 = (𝑙1, 𝑙2, … , 𝑙𝑖, … , 𝑙𝑛) (5.1) 
here 𝑙𝑖 is a boolean value representing the existence of language 𝑖 ϵ (0, 𝑛). A vector is 
created for each of ontologies participating in the comparison process. Length 𝑛 of 
vector is defined by the number of elements each representing a distinct language 
and occurring as the union of languages used in the primary ontology 𝐿𝑇 and in the 
candidate ontology  𝐿𝐶 as 𝐿𝑇 ⋃ 𝐿𝐶 .  
5.4.2. Data types 
We argue that the modelling conventions adopted during the ontology development 
process could be beneficially used for ontology matching. Modelling conventions 
include aspects ranging from level of details (granularity of the ontology) and the 
ontology instantiation, up to practical aspects such as the choice of data types, e.g. 
float, integers or undefined. Similar or identical concepts can be modelled in different 
ways. For example, distance can be represented in miles or kilometres. In this work 
we use only low level convention of data types, as defined by the XML Schema 
standard (Bray et al. 1998). Hence, the vector of data types 𝐸𝐴 in ontology A is 
defined as 
𝐸𝐴 = (𝑒1, 𝑒2, … , 𝑒𝑖, … , 𝑒𝑛) (5.2) 
where 𝑒𝑖 is a value representing the frequency of occurrence of each data type 𝑖 ϵ 
(0, 𝑛). Length 𝑛 of vector is defined by the number of distinct data type elements 
resulting by the union 𝐸𝑇 ⋃ 𝐸𝐶  of data types used in the primary ontology 𝐸𝑇 and in 
the candidate ontology 𝐸𝐶 .  
5.4.3. External Resources 
External resources give an indication of the scope of the ontology. When two 
ontologies use the same external resources, e.g. the same units or geographic 
namespace, then they share some similarities. The vector representing the external 
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resources of an ontology A, 𝑅𝐴, is formed from the ontologies which are imported in 
each case and is given as  
𝑅𝐴 = (𝑟1, 𝑟2, … , 𝑟𝑖, … , 𝑟𝑛) (5.3) 
where 𝑟𝑖 is a Boolean value which represents the existence of external resource 𝑖 ϵ 
(0, 𝑛). Length 𝑛 of vector is defined by the number of distinct external resources 
occurring by the union 𝑅𝑇 ⋃ 𝑅𝐶 of external resources used in the primary ontology 
𝑅𝑇 and in the candidate ontology 𝑅𝐶 . All Web Ontology Language (OWL) 
ontologies have some default external resources which are used to define 
information such as the data types (xsd imports) and basic ontology structure (owl 
and rdf imports). These external resources are disregarded because they do not 
contribute to additional useful information for matching. 
5.4.4. Terminology 
The terminological obstacles arise from the use of different terms to describe similar 
or the same concepts, the synonyms, as well as from the use of same terms to 
describe different concepts, the homonyms. As at present, ontology is considered as 
a group of terms including concept and property names, annotations and instances 
and for that reason alone terminology is of vital significance for ontology matching. 
Most existing matching techniques rely on terminological information for the 
identification of initial mappings between two ontologies. As such, the vector of 
terms 𝑇𝐴 representing the terminology of ontology A is defined as 
𝑇𝐴 = (𝑡1, 𝑡2, … , 𝑡𝑖 , … , 𝑡𝑛) (5.4) 
where 𝑡𝑖  represents the frequency that each term 𝑖 ϵ (0, 𝑛) appears in ontology A.  
Length 𝑛 of vector 𝑇𝐴 is defined by the number of distinct terms of the two 
ontologies occurring by the union 𝑇𝑇 ⋃ 𝑇𝐶 of the two terminology sets used in the 
primary ontology 𝑇𝑇 and in the candidate ontology 𝑇𝐶 . 
In contrast to natural language, data types and external resource information which is 
comparatively easy to extract from any ontology, the information on terminology is 
much more complex because of the scale and disparity. We propose to extract the 
terminology from whole ontology file (.owl) by an existing terminology extraction 
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software tools which identifies the key terms and generates a list with the frequency 
of their appearance. The tool also allows for the user to define thresholds, i.e. 
minimum/maximum number of times a term must appear to be considered (Frantzi, 
Ananiadou & Mima 2000, Anchovy 2013). 
5.4.5. Lexical Similarity  
There are two ways of addressing lexical similarity when creating vectors representing 
terminology (Section 5.4.4); i) using only identical terms which is faster and less 
complex but liable to inaccuracies, i.e. in cases where the two ontologies use both 
plural and singular for concept names, these will not be accounted for, and ii) to 
employ some lexical similarity algorithm and/or external resources such as lexicons, 
the process which would go beyond the focus of this work. As a compromise, we 
employ a hybrid algorithm based on established methods for lexical similarity for 
which the similarity of 60% is adopted as a threshold above which two terms are 
considered identical. More precisely, an existing and established lexical similarity 
algorithm is adopted which has been proven to perform well with terminology in the 
domain of chemical engineering and industrial symbiosis. The algorithm uses 
Levenshtein distance (Levenshtein 1966a) to compare the prefixes and suffixes of the 
compared terms and uses a modified version of the String Metric presented in ref. 
(Stoilos, Stamou & Kollias 2005) to calculate similarity 𝐿𝑒𝑥𝑆𝑖𝑚 between two terms 
𝑠𝑡𝑟1 and 𝑠𝑡𝑟2 as 
𝐿𝑒𝑥𝑆𝑖𝑚(𝑠𝑡𝑟1, 𝑠𝑡𝑟2) =  (
𝐶𝐶 + (2 ∗ 𝐿𝐶𝑆(𝑠𝑡𝑟1, 𝑠𝑡𝑟2))
𝑙1 +  𝑙2
)
𝑀𝑆𝑃
 (5.5) 
where 𝐶𝐶 is the number of common characters between the two strings, 𝐿𝐶𝑆 is the 
least common substring, 𝑙𝑖 is the length of term 𝑖 and 𝑀𝑆𝑃 is the maximum of the 
Levenshtein distances of the suffixes and prefixes of the two terms. The 𝑀𝑆𝑃 takes 
into account the suffixes and prefixes, which are very common occurrence in 
technical terms in the engineering domain. This way the possibility of a very high 
similarity for concepts with different suffixes or prefixes is reduced. As such, not 
only identical terms are taken into account but also terms that score above a certain 
threshold. For this specific application, threshold has been set to 0.60. Some 
indicative results of lexical comparison are given in Table 5-1, which demonstrate the 
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performance of the lexical similarity algorithm. It is apparent that the use of letter “s” 
to denote plural in English does not affect the similarity score. This is because the 
use of plural or singular is a mainly dictated by the knowledge engineer’s preference 
and intuition. Another important aspect of that algorithm is that similarity is not 
vastly affected by the different suffixes, e.g. PET_1, PET_2, which are a very 
common phenomenon in the domain of Process Systems Engineering. Finally, the 
last pair, Article - Particle is a pair of terms commonly used in tests for lexical 
similarity algorithms to test performance for two strings that are almost identical and, 
at the same time, semantically unrelated. In this case, it is apparent that the algorithm 
performs well in that aspect as well. 
Table 5-1 Lexical Similarity 
Pair Score 
Acid – Acids 1.00 
HDPE – LDPE 0.88 
PET_1 – PET_2 0.83 
Industrial – Industry 0.82 
Article - Particle 0.51 
 Structural information 5.5.
Structure of ontologies represent tacit knowledge in respective domains and hence it 
is a fingerprint which can be used to assess the similarity between them. Although two 
ontologies can describe the same domain using the same terms, they are still not 
considered identical unless they share the same structure. This aspect is more closely 
associated with the ontology similarity rather than the ontology compatibility because 
reusing ontology does not require similar structure. In consequence, structural 
information is used to assess the relative degree of confidence. 
The degree of confidence 𝑑𝑜𝑐 is a metric quantifying the structural compatibility of 
two or more ontologies. To this end, the structural compatibility is defined as the 
level at which two ontologies are considered well-suited for each other, i.e. a top level 
ontology is not appropriate to be a subset of a domain ontology. In order to identify 
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the set - subset relation between two ontologies, the domain of each ontology has to 
be defined, the process which currently attracts numerous research activities. Instead, 
we assume that the primary ontology is a set and the candidate ontologies are 
possible subsets. In consequence, 𝑑𝑜𝑐 is calculated by following 3 steps which we 
demonstrate through an experiment using the Conference6 (Šváb et al. 2005) set of 
ontologies as presented in Table 5-2. The assumption is that the Conference 
ontology is the primary ontology and also the set for which compatible ontologies 
are aimed to be found in order to extend the described knowledge. Table 5-2 
contains information about the elements of each ontology, i.e. object properties, data 
type properties, instances, external resources/imports, languages used and number of 
concepts and number of levels (ontology hierarchy). 
The Conference set of ontologies, is a well-established benchmark for ontology 
matching tasks. It has been identified as a “suitable for ontology matching task because of 
their heterogenous character of origin” (Šváb et al. 2005). In addition to that, the results of 
the ontology matching of the Conference ontologies are well documented allowing 
for easier comparison. 
Table 5-2 Candidate ontologies representing conference domain 
Ontology 
Object 
Properties 
Data type 
Properties 
Instances Imports Languages 
Number 
of 
Concepts 
Number 
of Levels 
confOf yes yes no no en 38 3 
conference yes yes no no en 59 7 
confious yes yes yes no en 56 3 
crs_dr yes yes no no en 14 2 
edas yes yes yes no en, ru, 
nl 
103 4 
ekaw yes no no yes en, fr, 
cn 
73 6 
iasted yes yes yes no en 140 6 
                                                 
6 The Conference Set of ontologies has been used for two reasons. The first is that it is a well-
established benchmark case for ontology matching tasks. The second is that it demonstrates the 
performance of our framework outside PSE domain, attempting to generalise the framework. 
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Step 1: extract the number of levels 𝑂𝐿 and the number of concepts 𝑂𝐶 for each of 
considered ontologies which accounts for two dimensions of the size of an ontology. 
Information regarding the conference set ontologies is presented in Table 5-2. 
Step 2: calculate the degree of confidence 𝑑𝑜𝑐, which accounts for size of the 
primary ontology and each of the candidate ontologies as 
𝑑𝑜𝑐 = 𝑙𝑜𝑔10 [‖
𝑂𝐶𝑝𝑟𝑖𝑚𝑎𝑟𝑦 −  𝑂𝐶𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒
𝑂𝐿𝑝𝑟𝑖𝑚𝑎𝑟𝑦
‖] (5.6) 
The results of calculated confidence 𝑑𝑜𝑐 for the conference ontology are 
shown in Table 5-3. 
 
Table 5-3 Results for conference ontologies (doc) and normalised doc 
 doc Normalised 
doc 
confious -0.37 0.00 
confOf 0.48 0.59 
crd_rs 0.81 0.82 
edas 0.80 0.81 
iasted 1.06 1.00 
ekaw 0.43 0.56 
As such, the metric 𝑑𝑜𝑐 accounts for the variability of granularity between the 
primary ontology and candidate ontologies. The resulting values vary and also 
include negative values, hence creating the need for normalisation.  
Step 3: Normalise the degree of confidence as;  
𝑑𝑜𝑐𝑛𝑜𝑟𝑚 =  
𝑑𝑜𝑐𝑖 − 𝑑𝑜𝑐𝑚𝑖𝑛
𝑑𝑜𝑐𝑚𝑎𝑥 − 𝑑𝑜𝑐𝑚𝑖𝑛
 (5.7) 
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 Ontology similarity  5.6.
A combination of cosine similarity and Euclidean distance are used for calculating 
similarity between primary and candidate ontologies and which is calculated for all 
vectors representing language, terminology, data types and external resources. The 
results are then aggregated into a single similarity measure 𝑆𝑖𝑚. 
Cosine similarity 𝐶𝑜𝑆𝑖𝑚 accounts for the correlation of the values of two or more 
vectors. Cosine similarity calculates the cosine of the angle between the two vectors. 
When cosine equal to 0 means that the two vectors are orthogonal and the two 
vectors are considered non-similar. When cosine is equal to 1 the two vectors are 
parallel and are considered identical. Cosine similarity offers an accurate 
measurement of similarity between the two vectors but it disregards the magnitude of 
the two vectors, taking into account only their direction, and for that reason a scale 
sensitive measure, the Euclidean distance, is also employed. 
For two vectors 𝑎 and 𝑏, cosine similarity is calculated as: 
𝐶𝑜𝑆𝑖𝑚(𝑎, 𝑏) =  
∑ 𝑎𝑖 ∗ 𝑏𝑖
𝑛
𝑖=1
√∑ (𝑎𝑖)2
𝑛
𝑖=1  ∗ √∑ (𝑏𝑖)
2𝑛
𝑖=1  
 (5.8) 
where 𝑛 is the number of elements in each vector; the vectors must have the same 
size. For example, for the language vectors of ontologies ekaw and iasted given as: 
𝐿𝑒𝑘𝑎𝑤 = (1,1,1) 
𝐿𝑖𝑎𝑠𝑡𝑒𝑑 = (1,0,0) 
where the three dimensions of the vectors represent the three languages (en, ru, cn), 
the resulting score ranges between 0 and 1.  
Euclidean distance 𝐸𝑢𝑐𝑙 is sensitive to the magnitude of vectors. It represents the 
magnitude of difference between the two vectors and needs to be normalised to 
represent similarity. For two vectors a and b, Euclidean distance is calculated as; 
𝐸𝑢𝑐𝑙(𝑎, 𝑏) = √∑(𝑎𝑖 − 𝑏𝑖)2
𝑛
𝑖=1
 (5.9) 
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where 𝑛 is the number of elements in each vector. Again, the vectors must have the 
same size. For normalisation 𝑁𝑜𝑟𝑚𝐸𝑢𝑐𝑙, Euclidean distance of a vector is divided 
by the maximum value of the calculated Euclidean distances as:  
𝑁𝑜𝑟𝑚𝐸𝑢𝑐𝑙𝑖 =
𝐸𝑢𝑐𝑙𝑖
𝐸𝑢𝑐𝑙𝑚𝑎𝑥
 (5.10) 
Finally, this is subtracted from 1 to be converted to a similarity measure 𝐸𝑢𝑆𝑖𝑚 as; 
𝐸𝑢𝑆𝑖𝑚𝑖 = 1 − 𝑁𝑜𝑟𝑚𝐸𝑢𝑐𝑙𝑖  (5.11) 
The two similarity scores, namely the cosine similarity and the Euclidean similarity 
are aggregated into a single measure 𝑆𝑖𝑚 as 
𝑆𝑖𝑚𝑖 =  
𝐶𝑜𝑆𝑖𝑚𝑖+𝐸𝑢𝑆𝑖𝑚𝑖
2
 ,  𝑖 𝜖 𝑂 (5.12) 
where 𝑂 is the set of candidate ontologies. 
For used Conference ontologies Table 5-4 presents the similarity 𝑆𝑖𝑚 calculated by 
observing equations (5.8) – (5.12), between the language vectors (Eq. 5.1) of primary 
ontology (conference) and candidate ontologies. 
Table 5-4 Similarity for conference ontologies 
Similarity Type confOf confious crs_dr Edas ekaw iasted 
Natural language  1.00 1.00 1.00 0.2887 0.2887 1.00 
Terminology 0.2818 0.1182 0.2859 0.0896 0.2697 0.2191 
Encoding 
(datatypes) 
0.5516 0.6445 0.2110 0.5526 0.00 0.4560 
External 
resources 
(imports) 
1.00 1.00 1.00 1.00 0.3536 1.00 
1st Aggregation 
step 
0.70835 0.690675 0.624225 0.482725 0.228 0.668775 
2nd Aggregation 
step 
0.672845 0.483473 0.682958 0.580908 0.3276 0.768143 
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For the terminology similarity measure, all the terms have been extracted, converted 
into vectors, as described by eq. (5.4), and by observing the equations (5.8) – (5.12), 
which yields the results presented in Table 5-4. The same approach is followed for 
the calculation of data type similarity (eq. 5.2). Next, the similarity of external 
resources is calculated from the vectors that represent the external resources used in 
each ontology (eq. 5.3). The limited variations on external resources used, is apparent 
in the similarity results presented in Table 5-4. 
 Aggregating similarity 5.7.
Finally, the similarity measures of each aspect, the 𝑆𝑖𝑚 metric for each of the 
elements presented in eq. (5.1) – (5.4), are aggregated (Table 5-4) into a single 
measure 𝑆 between two ontologies A and B as:  
𝑆𝐴𝐵 =  
∑ 𝑆𝑖𝑚𝑖
𝑂
𝑖
∑ 𝑤𝑖
𝑂
𝑖
 (5.13) 
where 𝑖 ∈ 𝑂, and 𝑂 is the set of candidate ontologies, represents the ontology 
features as described in Section 5.4, 𝑆𝑖𝑚 is the similarity measure from eq. (5.12) and 
𝑤 the weighting factor of each feature 𝑖. At present, weighting factors are set to 1 for 
all elements; natural language 𝐿, terminology 𝑇, data types 𝐸 and external resources 
𝑅. Setting all weighting factors equal to 1 follows the assumption that all elements 
contribute equally. This part of this work is open to further research to establish the 
contribution that each element has on the similarity. 
Most of the high scoring ontologies are general ontologies with granularity level 
ranging from very generic, e.g. person, event ontologies, to very specific, e.g.. 
early_paid_applicant, workshop ontologies. On the other hand, low scoring ontologies, 
are mainly ontologies that represent specific conferences. These ontologies contain 
scientific specific terminology, e.g. MultimediaTopic ontology, different natural 
languages and instances of conference details, e.g. place of conference and currency. 
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 Aggregating Similarity and Degree of Confidence       5.8.
Finally, the degree of confidence 𝑑𝑜𝑐 is aggregated with the similarity score 𝑆 to give 
the compatibility score 𝐶𝑆 of the ontologies as: 
𝐶𝑆𝑖𝑗 = α ∗ 𝑆𝑖𝑗 + β ∗ 𝑑𝑜𝑐𝑖𝑗  (5.14) 
where 𝑆𝑖𝑗 is the similarity between ontologies 𝑖 and 𝑗 and 𝑑𝑜𝑐𝑖𝑗, is the degree of 
confidence between ontologies 𝑖 and 𝑗. The weighting coefficients α and β are set to 
0.7 and 0.3 respectively. It is evident from eq. (5.14) that the similarity 𝑆 carries a 
higher weight than the degree of confidence 𝑑𝑜𝑐. These values have been 
determined from practical observation and have been experimentally verified 
through a number of case studies including the set of conference ontologies, the case 
study of eSymbiosis ontology, units of measurement ontology and a set of 
Biochemistry ontologies. The conference set of ontologies has been used as 
benchmark as the expected results are clearly identified in literature. 
The results of aggregated values for the conference ontology in Table 5-4, show that 
the most compatible ontology for the primary ontology conference, is iasted ontology 
and the second highest is crs_dr ontology. It is apparent that general ontologies with 
granularity level ranging from very generic, i.e. person, event, to very specific i.e. 
early_paid_applicant, workshop, are considered more suitable for reuse. On the other 
hand, low scoring ontologies, are mainly ontologies that represent specific 
conferences. These ontologies contain scientific specific terminology, i.e. 
MultimediaTopic, different natural languages and instances of conference details (place 
of conference and currency). 
 The Compatibility for Reuse Metrics Framework Outlined 5.9.
The ontology compatibility framework presented in Figure 5-1, is outlined in the 
following steps. 
Step R.1: Extract ontology metadata such as terminology, languages, datatypes, 
imports and size and form vectors observing as defined by eq. (5.1) - (5.4); 
Step R.2: Calculate compatibility measure 𝐶𝑆 by using eq. (5.6) and (5.14); 
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Step R.3: Rank results obtained from Step R.2 by their values;  
The process of ontology development affects its reusability potential. Observing the 
following guidelines can improve the reuse process: 
Step D.1: Modularise the ontology given your needs by e.g. domain, level, property. 
Step D.2: Follow “good practice” conventions by considering naming conventions, 
minimised bias, consistent encoding, and annotations. 
Step D.3: Reuse existing ontologies and existing vocabularies, lexicons etc. 
 Case study 1 - eSymbiosis Ontology Experiment 5.10.
The experiment with eSymbiosis ontology is presented to demonstrate the 
framework of reusing ontologies. It involves ontologies developed for materials and 
chemical substances. 
Three candidate ontologies have been considered for the integration and reuse; the 
chemElem ontology, the substance ontology both part of the SWEET (Raskin, Pan 
2005, Raskin, Pan 2003) ontologies developed by NASA and the substance_class 
ontology which is part of the OntoCAPE ontology (Morbach, Yang & Marquardt 
2007, Marquardt et al. 2010), all denoted as 𝐶1, 𝐶2 and 𝐶3, respectively. The 
eSymbiosis ontology is the primary ontology, denoted as 𝑇. 
The chemElem ontology represents chemical elements which are defined as “pure 
chemical substances consisting of one type of atom distinguished by its atomic number”. In terms of 
number of concepts, chemElem is the largest of all the candidate ontologies, consisting 
of 2363 concepts. Substance ontology represents non-living building blocks of nature 
including particles and chemical compounds (Raskin, Pan 2003). Finally, 
substance_class of OntoCAPE ontology (Wiesner, Morbach & Marquardt 2007), a 
subclass of Material class, represents pure substances and mixtures. 
The first step involves the extraction of the metadata from each ontology (Step R.1), 
as described in Section 5.4 with focus on extraction of the terminology. As 
mentioned earlier, this work attempts to overcome this challenge with the use of 
existing term extraction software. This, however, requires a certain trade-off between 
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accuracy and simplicity. For demonstration purposes, we only present the creation 
and calculations for the datatype vectors which are relatively short. 
As described in Section 5.4, the datatype vectors are created from the frequency of 
each datatype. Also, the length of the vector is defined by the union of each primary 
– candidate ontology pair. The datatypes of each ontology are given in Table 5-5. 
Table 5-5 Datatypes and their frequency 
Ontology Datatype (frequency) 
eSymbiosis float (8), boolean (12), string (5), date (2) 
substance_class string (4) 
chemElement integer (6), boolean (1), double (4), string (1) 
substance boolean (8), integer (4), double (4), string (1), date (1), dateTime (1) 
From the values given in Table 5-5, we get the pairs of vectors given in Table 5-6. 
From these vectors, we calculate the cosine and Euclidean distance, as described in 
Section 0 (Step R.2). Consequently, Euclidean distance is normalised (Eq. 5.10) and 
converted to Euclidean similarity (Eq. 5.11). Finally, the cosine and Euclidean 
similarity scores are averaged yielding the following values (Eq. 5.12). All the values 
for these calculations are provided in Table 5-6. 
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Table 5-6 Datatype vectors 
Ontology pair 
Vectors 
[float, boolean, string, 
date, integer, double, 
dateTime] 
Cosine 
similarity 
Euclidean 
distance 
Normalised 
Euclidean 
distance 
Euclidean 
similarity 
Sim 
eSymbiosis - 
substance_class 
eSymbiosis = [8, 12, 
5, 2] 
0.328 15.0997 0.9419 0.0581 0.1931 
substance_class = [0, 
0, 1, 0] 
eSymbiosis - 
chemElement 
eSymbiosis = [8, 12, 
5, 2, 0, 0] 
0.1503 16.0312 1 0 0.0751 
chemElement = [0, 1, 
1, 0, 6, 4] 
eSymbiosis - 
substance 
eSymbiosis = [8, 12, 
5, 2, 0, 0, 0] 
0.6724 11.4018 0.7112 0.2888 0.4806 
substance = [0, 8, 1, 
1, 4, 4, 1] 
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The same approach is followed for the other types of metadata. These examples are not 
presented due to the large size of the vectors. 
The similarity scores for all types of metadata are presented in Table 5-8, which contains 
aggregated similarity score 𝑆, for each candidate ontology, obtained by using  Eq. (6.13). This 
aggregated metric 𝑆 consists of the similarity of all types of metadata including terminology, data 
types, languages and external resources. 
The second step involves the extraction of the structural information from each ontology (Step 
R.2), required for the calculation of the degree of confidence (Section 5.3). Information extracted 
in Step R.2 information is presented in Table 5-7. By observing eq. (5.6), the number of levels OL 
of the primary ontology and the number of concepts OC for the primary and candidate 
ontologies are extracted. 
Table 5-7 Structural information for candidate ontologies 
Ontology Number of Concepts Number of Levels 
eSymbiosis 2250 10 
Substance 2363 N/A 
chemElem 483 N/A 
substance_class 94 N/A 
The degree of confidence is calculated for each of the candidate ontologies by using Eq. (5.6) – 
(5.7), yielding the results presented in Table 5-8. The results in this table present the normalised 
𝑑𝑜𝑐 values for each of the candidate ontologies. 
Finally, the two scores are aggregated by using the eq. (5.14) (Step R.3). The final results of the 
compatibility 𝐶𝑆 between the primary and candidate ontologies are also presented in Table 5-8. 
In specific, chemElem ontology is identified as the most compatible between the three candidates, 
while the Substance ontology is the least compatible. Substance ontology scored low in both 𝑑𝑜𝑐 
and 𝑆 measures. It does not share many commonalities in terms of terminology or other 
metadata with the primary ontology, but it is also bigger than the primary ontology thus scoring 
low in 𝑑𝑜𝑐. Although substance_class ontology had the highest 𝑑𝑜𝑐 score, its low metadata 
similarity 𝑆 (Table 5-8) affected the final compatibility score 𝐶𝑆.  
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Table 5-8 Compatibility Results 
 
Metadata 
Similarity 
(Sim) 
Degree of 
Confidence 
(𝒅𝒐𝒄) 
Aggregated 
Compatibility 
Score 
Aggregated 
Compatibility 
Score (with 
Lexical 
Similarity) 
Substance 0.3748 0.4513 0.39780 0.4020 
chemElem 0.3801 0.9600 0.55490 0.5616 
substance_class 0.3259 1.0000 0.52810 0.5330 
With the use of lexical similarity for the comparison of terminology (Eq. 5.5), the results are not 
significantly affected (Table 5-8), leading to the conclusion that the extraction of terminology 
using existing software and the identification of only identical terms is sufficient for the high-
level comparison that this work proposes. 
Established validation metrics in ontology matching (precision and recall, further explained in 
Section 3.9) are not helpful in this case as there is a need for a mathematically defined expected 
outcome in order for those metrics to be used. In this framework, the evaluation of the final 
outcome is judged based on the resulting ontology and more specifically from improved 
functionality of the resulting ontology, number and type of inconsistencies caused as well as the 
knowledge covered by the resulting ontology (broader than primary ontology). 
Regarding this case study, integration can be performed using Prompt, a Protégé plugin for 
merging ontologies (Noy, Musen 2003). Merging the eSymbiosis ontology with the highest 
scoring candidate ontology (chemElem) creates an ontology with 2584 concepts, causing no 
inconsistencies (Figure 5-2). 
 
Figure 5-2 Inconsistencies from merging eSymbiosis – Substance ontologies 
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The use of this ontology greatly increases the knowledge described by the eSymbiosis ontology, 
especially regarding chemical substances. This increases the materials covered by eSymbiosis 
ontology for Industrial Symbiosis practice and allows for higher accuracy in input/output 
matching in the eSymbiosis application. 
Merging the primary ontology with the substance_class ontology, is causing conflicts with the 
imports of the candidate ontology. This is in fact caused by the large number of imported 
ontologies used, some of which are not available leading to unassigned concepts (Figure 5-3). 
 
Figure 5-3 Unassigned concepts 
The resulting ontology consists of 2270 concepts and has a large number of inconsistencies 
(Figure 5-4). 
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Figure 5-4 Inconsistencies from merging eSymbiosis – Substance_class ontologies 
 
 Case study 2 – Biochemistry Ontologies Experiment 5.11.
For this experiment, we use a set of ontologies that describe areas of the Biochemistry domain. 
This includes the Chemical Information Ontology (Cheminf) which “includes terms for the descriptors 
commonly used in cheminformatics software applications and the algorithms which generate them.” (Hastings et 
al. 2011). The Chemistry ontology, developed by the Dumontier labs, that describes general 
concepts of chemistry with a focus on biochemistry, and the Biochemical reaction ontology. 
In this experiment, Chemistry ontology is the primary ontology (𝑇) and the other two ontologies 
are the candidate ontologies (𝐶1, 𝐶2) 
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The number of levels and concepts of these ontologies are presented in Table 5-9. 
Table 5-9 Biochemistry ontologies levels and concepts 
Ontology Number of Levels Number of Concepts 
Chemistry 8 158 
Biochemical Reaction 8 52 
ChemInf 12 765 
The data presented in Table 5-9 are used for the calculation of the degree of confidence (Eq. 5.6) 
and yield the results presented in Table 5-10. Following the normalization technique given in Eq. 
5.7, when there are only 2 candidate ontologies the one with the maximum 𝑑𝑜𝑐 will be 
normalised to 1 and the one with the minimum 𝑑𝑜𝑐 will be normalised to 0. 
Table 5-10  𝒅𝒐𝒄 values 
Ontology Chemistry 
Biochemical Reaction 0 
ChemInf 1 
As in the previous experiment, the metadata of the ontologies form large vectors that are not 
suitable for presentation. That applies especially to the terminology vector. For this experiment, 
we present information about import, datatypes and natural languages used. 
For the natural languages, all three ontologies are only modelled in English, therefore their 
similarity is 1. 
For the imports, all ontologies share 4 common imports (Dublin Core, 
ontology.dumontierlab.com, annotation and protégé plugins). The two candidate ontologies have 
more varying imports such as obo1, obo2 and cdk.owl. 
For the datatypes used, the Chemistry ontology (primary) and Biochemical reaction ontology 
have no defined datatypes while ChemInf ontology uses float. All the results are presented in 
Table 5-11. 
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Table 5-11 Similarity scores 
Ontology 
Natural 
Language 
Terminology Datatypes Imports CS 
Biochemical 
Reaction 
1 0.2162 1 0.447 0.46606 
ChemInf 1 0.1292 0.1213 0.2582 0.5640 
The last column (CS) contains the final compatibility scores calculated from Eq. 5.8 – Eq. 5.14. 
 Case study 3 – Units of Measurement Ontologies Experiment 5.12.
For this experiment, we use a set of ontologies describing units of measurement. This includes 
the Unit Ontology7 (uo.owl) developed by the OBO Foundry initiative, the Measurement Units 
Ontology8 (muo.owl) and the Quantities, Units, Dimensions and Data Types Ontologies9 
(qutd.owl), developed by TopQuadrant and NASA. 
In this experiment, eSymbiosis ontology is the primary ontology (𝑇) and the other three 
ontologies are the candidate ontologies (𝐶1, 𝐶2, 𝐶3). 
The number of levels and concepts of these ontologies are presented in Table 5-12. 
Table 5-12 Units of measurement ontologies information 
Ontology Number of Concepts Number of Levels 
eSymbiosis 2250 10 
uo 2755 N/A 
qutd 216 N/A 
muo 10 N/A 
The data presented in Table 5-12 are used for the calculation of the degree of confidence (Eq. 
5.6) and yield the results presented in Table 5-13. Following the normalization technique given in 
Eq. 5.7. 
                                                 
7 http://unit-ontology.googlecode.com/svn/trunk/uo.owl 
8 http://idi.fundacionctic.org/muo/muo-vocab.html 
9 http://www.qudt.org/ 
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Table 5-13  𝒅𝒐𝒄 values 
 doc Normalised 
doc 
uo 1.7032 0 
qutd 2.3083 0.9352 
muo 2.3502 1 
 
As in the previous experiment, the metadata of the ontologies form large vectors that are not 
suitable for presentation. That applies especially to the terminology vector. For this experiment, 
only the resulting scores are presented Table 5-14. These scores are calculated following the 
process described in previous case studies. 
Table 5-14 Similarity scores for units of measurement ontology 
Similarity Type uo qutd muo 
Natural 
language 
0.7071 0.7071 0.7071 
Terminology 0.25 0.45 0.66 
Encoding 
(datatypes) 
0.5 0.1308 0.5245 
External 
resources 
(imports) 
0.5 0.5 0.5 
S 0.4892 0.4469 0.5979 
CS 0.3424 0.5934 0.7185 
The ontology that has the highest compatibility score is the Measurement Units Ontology 
(muo.owl) and it is the ontology that has been selected for reused in the eSymbiosis ontology. 
 Conclusions 5.13.
This chapter presents an algorithm for the evaluation of ontologies for the purpose of reusing. 
The presented algorithm benefits from information about ontologies, such as the terminology of 
ontologies and their structure, to enables calculation of a single compatibility metric. For this, the 
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algorithm relies on the ontology high level information which is readily available, easy to extract 
and does not require any special expertise in ontology matching. It also takes advantage of 
existing terminology extraction tools in an effort to simplify the process. The use and 
performance of the metrics has been demonstrated with four experiments; one, using the 
Conference ontologies set, which is a well-elaborated benchmark for ontology matching and 
alignment, whereas the second experiment is based on the eSymbiosis ontology, which is an 
application ontology that supports an Industrial Symbiosis web service. The third experiment is 
based on a set of chemistry and biochemistry ontologies, which is a relevant domain but not 
linked to eSymbiosis ontology and finally, the fourth experiment which is based on a set of 
ontologies describing units of measurement. 
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  Chapter 6
 
Ontology Alignment & Matching 
Experiments 
 
This chapter presents experiments with some of the presented techniques for ontology alignment  
 
 
 Experiments with hierarchical relations (is-a) 6.1.
In this experiment, Similarity Flooding (directed labelled graph) and VSM (RDF labelled graph) 
methods are compared using only hierarchical relations (is-a) of the test ontologies. 
The Similarity Flooding algorithm, as described in section 3.5, requires an initial similarity that 
“initiates” the process. In many cases, this similarity is set to ones (unit matrix). Here, we use the 
lexical similarity as initial similarity and compare it to the results when using similarity equal to 1 
for all pairs. 
This experiment is performed under the assumption that the existing lexical similarity measures 
can successfully identify equivalent classes and therefore set the value 1 for pairs that have 
identical labels, 0.5 for the classes that have high lexical similarity but are not identical and value 
0 to the rest. This approach makes it easier to comprehend the effect that lexical similarity has to 
the overall results. For the purpose of simplification of presentation, concept names are replaced 
with a different enumeration as shown in Figure 6-1. 
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B
B2B1
B11 B22B21
A
A2A1
A12A11 A21A13
 
Figure 6-1 Ontology models including properties and restrictions on them 
The detailed process of graph modelling and similarity calculation is presented in Appendix A – 
Section 1. The similarity scores converge after 10 iterations. Some indicative final results are 
presented in Table 6-1. 
Table 6-1 High similarity pairs (Similarity Flooding – hierarchy) 
Pair Score 
Plastics – PlasticResources (A-B) 1 
PlasticProducts – Thermoplastics (B2-A1) 0.409149 
Thermoplastics – PlasticMaterials (A1-B1) 0.349911 
PlasticPackaging – PlasticProducts (A2-B2) 0.336484 
PlasticMaterials – PlasticPackaging (B1-A2) 0.32024 
Thermoplastics – WaterBottles (B11-A21) 0.216772 
Thermoplastics – Thermoplastics (A1-B11) 0.024366 
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 Experiments with hierarchical relations and object properties 6.2.
In this experiment, Similarity Flooding (directed labelled graph), VSM (RDF labelled graph) and 
GMO (Bipartite graph) methods are compared using hierarchical relations (is-a) and the object 
properties (hasComposite and hasComposition) of the test ontologies. In some cases, alignment 
techniques require an initial similarity matrix in order to initiate the similarity calculation process. 
Common practice in such cases involves the use of a matrix of ones. In order to identify the 
effect of syntactic similarity in the presented techniques, syntactic similarity has also been used as 
initial similarity. Some demonstrative results of the Similarity Flooding algorithm are presented in 
Table 6-2. More detailed results are presented in Appendix A – Section 1.    
Table 6-2 Demonstrative results for Similarity Flooding with object property 
Pair 
Scores (no lexical – 
no object property) 
Scores (no lexical 
–with object 
property) 
Scores (with 
lexical – with 
object property) 
Plastics – PlasticResources (A-B) 1 1 1 
PlasticProducts – Thermoplastics (B2-
A1) 
0.409149 0.327229 0.292901 
Thermoplastics – PlasticMaterials (A1-
B1) 
0.349911 0.28729 0.286589 
PlasticPackaging – PlasticProducts 
(A2-B2) 
0.336484 0.682565 0.699064 
PlasticMaterials – PlasticPackaging 
(B1-A2) 
0.32024 0.267591 0.288671 
Thermoplastics – WaterBottles (B11-
A21) 
0.216772 0.169907 0.191077 
PlasticMaterials - Plastics (B1-A) 0.1824 0.032553 0.122707 
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Thermoplastics – Thermoplastics (A1-
B11) 
0.024366 0.016277 0.061383 
PlasticMaterials – PET (B1A12) 0.019944 0.458207 0.467018 
The main effect of the introduction of the object property is that the similarity score of the 
involved concepts has increased significantly. In more detail, PlasticPackaging – PlasticProducts (A2-
B2) and PlasticMaterials – PET (B1A12) similarity scores have increased. 
Regarding the use of lexical (syntactic) similarity as initial similarity it is noted that the similarity 
of the two high scoring pairs is also propagated to other related pairs such as the (Thermoplastics – 
PlasticResources) and also the root concept which is still normalised to 1. The effect of the use of 
syntactic similarity apparent on pairs of concepts that are identical (Thermoplastics – Thermoplastics) 
or have identical substrings (PlasticMaterials – Plastics). It should be noted that syntactic similarity 
can yield better results when used as a way to identify identical pairs of concepts as a starting 
point (e.g. AnchorPROMPT). 
Regarding the object properties, it can be said the existence of an object property between two 
concepts (domain and range) does not automatically  imply similarity although a link is created in 
the graph. Graph matching techniques have no way of identifying the semantics of the object 
property. Examining the development of real-life ontologies, object properties can have a variety 
of meanings from equivalency to non-equivalency. There are two types of relations that 
inherently imply similarity. The first is the hierarchy (is-a) relation and the second is the general 
category of annotation properties that describe similarity e.g. rdfs:seeAlso. The problem with the 
latter is that they are rarely used. It is therefore important for an alignment technique to 
differentiate between hierarchical relations and all other object properties. 
Analogous comments can be made for the VSM algorithm. Its results are presented in Table 6-3 
and the detailed calculation process is presented in Appendix A – Section 2, along with detailed 
results. 
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Table 6-3 Highlights of VSM with object property 
Pair 
Scores (no 
lexical 
similarity) 
Scores 
(with 
lexical 
similarity) 
Plastics – PlasticResources (A-B) 0.3478 0.541032 
PlasticProducts – Thermoplastics (B2-A1) 0.2839 0.366898 
Thermoplastics – PlasticMaterials (A1-B1) 0.2263 0.171306 
PlasticPackaging – PlasticProducts (A2-B2) 0.3892 0.205202 
PlasticMaterials - Plastics (B1-A) 0.0000 0.00045 
Thermoplastics – Thermoplastics (A1-B11) 0.0000 0.00015 
PackagingProducts – WaterBottles (B22-A21) 0.2809 0.112056 
Thermoplastics – PET (B11-A12) 0.2294 0.107676 
hasComposite – hasComposition (Property A 
– Property B) 
0.4667 0.135206 
Some results stand out in this step. In more detail, the identical pair Thermoplastics – Thermoplastics 
(A1-B11) and the similar pair PlasticMaterials - Plastics (B1-A) yield zero similarity. To explain, the 
subsumption relations of the two ontologies are the main source of similarity. Concepts that are 
in different levels of the taxonomy yield very low similarities unless they are domain or range of 
the object property (i.e. PlasticMaterials – PET (B1-A12)). It is evident that more semantic 
information must be included in the process of graph modelling and similarity calculation.  
The use of syntactic (lexical) similarity as the initial similarity in VSM produces similar results to 
those of the Similarity Flooding algorithm. It also observed that the similarity of syntactically 
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similar (PlasticMaterials - Plastics) or identical pairs of concepts (Thermoplastics – Thermoplastics) is 
not sustained through the iterations. It is therefore imperative for an ontology alignment method 
to use syntactic similarity measures in order to identify identical concepts and use them as the 
starting point for similarity calculation.  
Some demonstrative results of the GMO (Bipartite graph matching) algorithm are presented in 
Table 6-4. It should be noted that GMO does not require an initial similarity and consequently 
no syntactic similarity has been used. 
Table 6-4 Highlights of GMO with object property 
Pair 
Scores (no 
lexical 
similarity) 
Plastics – PlasticResources (A-B) 0.32 
PlasticProducts – Thermoplastics (B2-A1) 0.17 
Thermoplastics – PlasticMaterials (A1-B1) 0.34 
PlasticPackaging – PlasticProducts (A2-B2) 0.23 
PlasticMaterials - Plastics (B1-A) 0.45 
Thermoplastics – Thermoplastics (A1-B11) 0.07 
PlasticMaterials – PlasticPackaging (B1-A2) 0.58 
PlasticProducts – PlasticPackaging (B-A2) 0.26 
hasComposite – hasComposition (Property A 
– Property B) 
0 
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It is apparent that the pairs of concepts that have the highest scores are those that include 
concepts that are either the range of the domain of the object property. As mentioned before, 
the object property does not always inherently imply similarity. This leads to the aforementioned 
conclusion that the selected ontology alignment method should allow the differentiation between 
hierarchical (is-a) relations and object properties. To elaborate, hierarchical relations should be 
favoured as they inherently invoke similarity. Table 6-5 presents a comparison of the results 
using the three different techniques with no syntactic similarity and including object properties. 
Table 6-5 Comparison of the three techniques with object properties 
Pair 
Similarity 
Flooding 
VSM GMO 
Plastics – PlasticResources (A-B) 1 0.3478 0.32 
PlasticProducts – Thermoplastics (B2-A1) 0.327229 0.2839 0.17 
Thermoplastics – PlasticMaterials (A1-B1) 0.28729 0.2263 0.34 
PlasticPackaging – PlasticProducts (A2-B2) 0.682565 0.3892 0.23 
PlasticMaterials - Plastics (B1-A) 0.032553 0.0000 0.45 
Thermoplastics – Thermoplastics (A1-B11) 0.016277 0.0000 0.07 
PlasticMaterials – PlasticPackaging (B1-A2) 0.267591 0.2809 0.58 
PlasticProducts – PlasticPackaging (B-A2) 0.682565 0.2294 0.26 
hasComposite – hasComposition (Property A 
– Property B) 
N/A 0.4667 0 
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 Experiments with restrictions on object properties 6.3.
In this experiment, Similarity Flooding (directed labelled graph), VSM (RDF labelled graph) and 
GMO (Bipartite graph) methods are compared using hierarchical relations (is-a), the object 
properties (hasComposite and hasComposition) and the restrictions on those object properties of the 
test ontologies. 
In the directed labelled graph, adopted by Similarity Flooding algorithm, restrictions can only be 
modelled as object properties, with a domain concept and a range concept. It is therefore logical 
to have the same effects on the results. The new induced propagation graph and the detailed 
results are presented in Appendix A - Section 0. Some demonstrative results are presented in 
Table 6-6. 
Table 6-6 Highlights of Similarity Flooding using restrictions 
Pair 
Scores 
(without 
restriction) 
Scores 
(with 
restriction) 
Plastics – PlasticResources (A-B) 1 1 
PlasticProducts – Thermoplastics (B2-A1) 0.292901 0.261173 
Thermoplastics – PlasticMaterials (A1-B1) 0.286589 0.409045 
PlasticPackaging – PlasticProducts (A2-B2) 0.699064 0.75143 
PlasticMaterials – PlasticPackaging (B1-A2) 0.288671 0.257672 
Thermoplastics – WaterBottles (B11-A21) 0.191077 0.163987 
PlasticMaterials - Plastics (B1-A) 0.122707 0.099976 
Thermoplastics – Thermoplastics (A1-B11) 0.061383 0.050013 
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PlasticMaterials – PET (B1-A12) 0.467018 0.466036 
Thermoplastics – PlasticResources (A1-B) 0.407402 0.371886 
PackagingProducts – WaterBottles (B22-A21) 0.212676 0.379066 
Thermoplastics – PET (B11-A12) 0.062619 0.29211 
Indeed, the entities that are part of the restriction are affected (PackagingProducts – WaterBottles, 
Thermoplastics – PET). This is explained by the introduction of more links between those 
concepts which leads to higher contribution to each pair’s similarity. Their similarity increases 
considerably and high similarity scores are propagated to their neighbouring pairs. In addition to 
that, the increase of some similarity scores leads to the reduction of similarity scores for pairs 
that are not in close proximity to the affected pairs. This is a direct effect of the normalisation 
process. 
As demonstrated with Similarity Flooding, a way to improve the similarity scores, is to model as 
many ontology components as possible. Restrictions in RDF labelled graphs are modelled as 
object properties with a domain concept and a range concept. Details on modelling restrictions 
in RDF labelled graphs are provided in Appendix A – Section 5. Some demonstrative results of 
VSM are presented in Table 6-7. Detailed results are provided in Appendix A - Section 5. 
Table 6-7 Highlights from VSM with restrictions 
Pair Scores (without restrictions) Scores (with restrictions) 
Plastics – PlasticResources (A-
B) 
0.541032 0.335 
PlasticProducts – 
Thermoplastics (B2-A1) 
0.366898 0.331 
Thermoplastics – 
PlasticMaterials (A1-B1) 
0.171306 0.245 
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PlasticPackaging – 
PlasticProducts (A2-B2) 
0.205202 0.3809 
PlasticMaterials - Plastics (B1-A) 0.00045 0 
Thermoplastics – 
Thermoplastics (A1-B11) 
0.00015 0 
PackagingProducts – 
WaterBottles (B22-A21) 
0.112056 0.267 
Thermoplastics – PET (B11-A12) 0.107676 0.214 
hasComposite – 
hasComposition (Property A – 
Property B) 
0.135206 0.469 
As with Similarity Flooding, the concept pairs that are either the range or domain of the 
restriction have increased similarity scores in VSM as well. In this method, the syntactic similarity 
is not propagated as effectively as in the case of similarity flooding. This is apparent from the 
identical pair Thermoplastics – Thermoplastics (A1-B11), which yields zero similarity. However the 
results without the restrictions on object properties was also very close to zero (0.00015). In both 
cases, the syntactic similarity is not sustained leading the same conclusion as before, that 
syntactic similarity measures are a vital tool for the initiation of the ontology alignment process. 
Moving to the GMO algorithm and bipartite graphs, restrictions can be modelled differently 
than in previous cases. The nature of bipartite graphs allows for restrictions on properties to be 
modelled as separate nodes. Details on restriction modelling is provided in Appendix A – 
Section 8. The detailed results of these calculation are presented in Appendix A – Section 8 and 
some indicative results are presented in Table 6-8. 
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Table 6-8 Highlights of GMO with object property 
Pair 
Scores 
(without 
restrictions) 
Scores 
(with 
restrictions) 
Plastics – PlasticResources (A-B) 0.32 0.26 
PlasticProducts – Thermoplastics (B2-A1) 0.17 0.30 
Thermoplastics – PlasticMaterials (A1-B1) 0.34 0.63 
PlasticPackaging – PlasticProducts (A2-B2) 0.23 0.08 
PlasticMaterials - Plastics (B1-A) 0.45 0.24 
Thermoplastics – Thermoplastics (A1-B11) 0.07 0.06 
PlasticMaterials – PlasticPackaging (B1-A2) 0.58 0.14 
PlasticProducts – PlasticPackaging (B-A2) 0.26 0.00 
hasComposite – hasComposition (Property A 
– Property B) 
0 0 
It becomes apparent from these results that concepts with incoming edges from the restrictions 
increase the similarity scores. This behaviour leads to decreasing scores for concept pais that do 
not have any new incoming edges. However, as with object properties, the existence of a 
restriction between two concepts does not inherently imply that these concepts are somehow 
more similar. Contrary to properties where one can differentiate between hierarchical and object 
properties, restrictions have to be treated in a unified way. The comparative results of the three 
methods are presented in Table 6-9. 
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Table 6-9 Comparison of the three techniques with restrictions on properties 
Pair 
Similarity 
Flooding 
VSM GMO 
Plastics – PlasticResources (A-B) 1 0.335 0.26 
PlasticProducts – Thermoplastics (B2-A1) 0.261173 0.331 0.30 
Thermoplastics – PlasticMaterials (A1-B1) 0.409045 0.245 0.63 
PlasticPackaging – PlasticProducts (A2-B2) 0.75143 0.3809 0.08 
PlasticMaterials - Plastics (B1-A) 0.099976 0 0.24 
Thermoplastics – Thermoplastics (A1-B11) 0.050013 0 0.06 
PlasticMaterials – PlasticPackaging (B1-A2) 0.257672 0.267 0.14 
PlasticProducts – PlasticPackaging (B-A2) 0.257672 0.214 0.00 
hasComposite – hasComposition (Property A 
– Property B) 
N/A 0.469 0 
Another drawback of using restrictions is the complexity of modelling them in a graph form, as 
described in Appendix A – Section 10. This leads to the conclusion that modelling restriction for 
ontology alignment could be of value in cases where ontologies have large numbers of 
restrictions. However, the more the restrictions the higher the complexity. That is probably the 
reason why restrictions are not used in any of the published methods for ontology alignment.  
The above experiments lead to the conclusion that all examined techniques have their downsides 
and advantages. Directed labelled graphs (Similarity Flooding) do not take into account 
properties which are an important part of any ontology but they have the most efficient 
mechanism for propagation of similarity. Bipartite graphs (GMO) are very complex but provide 
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the capability to accurately model restrictions. Finally, to RDF labelled graphs (VSM) do not 
propagate similarity very effectively but are simple to understand and also allow for restrictions 
to be modelled in a simple way. RDF labelled graphs are also closer to the nature of OWL and 
are used in many ontology alignment tools. One of those tools is PROMPT, which is part of the 
Protégé platform. The alignment tool of PROMPT suite (AnchorPROMPT) does not detail the 
exact calculation method. However, it provides the generic framework. This framework will be 
used for an initial evaluation and the actual plugin will be used in order to evaluate its 
performance. Before that, some more tests will be performed with VSM and RDF labelled 
graphs in order to identify how they affect its performance. 
 Experiments with inverse properties to VSM 6.4.
Object properties have a direction from domain to range. In many cases it is useful to also define  
properties that go on the opposite direction, from range to domain. These properties are called 
inverse properties. For example, the inverse property of PlasticProducts hasComposite Plastics 
property would be Plastics isCompositeOf PlasticProducts. The use of inverse properties would 
add extra edges with the opposite direction in the RDF labelled graph and therefore affect the 
similarity scores. One way to increase the edges of the graph is to take into account the inverse 
properties of the is-a hierarchical relationship. This will allow examination of the effect that the 
number of edges has to results and it will also provide a means to potentially favour is-a relations 
compared to other object properties as identified in Section 0. Using the inverse property of is-a 
property comes at a low cost as described in Section 3.6. The new edges are represented by the 
number 1 for the is-a dimension of the matrix. Some highlights of the results are presented in 
Table 6-10, while more detailed results are presented in Appendix A - Section 6. The presented 
results oscillate between two values after the 10th iteration and eventually converge after the 950th 
iteration. Therefore, although this addition comes at a low cost in terms of modelling, it comes at 
a high cost in computation time. 
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Table 6-10 Results of VSM in inverse is-a properties 
Pair Scores (with restrictions) 
Scores (with inverse is-a 
relationships) 
Plastics – PlasticResources (A-B) 0.335 0.2200 
PlasticProducts – Thermoplastics (B2-
A1) 
0.331 0.3749 
Thermoplastics – PlasticMaterials (A1-
B1) 
0.245 0.2342 
PlasticPackaging – PlasticProducts 
(A2-B2) 
0.3809 0.1722 
PlasticMaterials - Plastics (B1-A) 0 0.1665 
Thermoplastics – Thermoplastics (A1-
B11) 
0 0.1313 
PackagingProducts – WaterBottles 
(B22-A21) 
0.267 0.0526 
Thermoplastics – PET (B11-A12) 0.214 0.0681 
hasComposite – hasComposition 
(Property A – Property B) 
0.469 0.0763 
The use of the frobenius norm, which is defined as the square root of the sum of the absolute 
squares of its elements, for the normalisation process is causing problems to the scaling of the 
results, causing very low results for most of the concept pairs. One way to address this problem 
is to employ a different normalisation technique. Assuming that compared ontologies are being 
compared because they are somehow similar, frobenius normalisation can be replaced by the 
more straightforward max normalisation. This way it is guaranteed to have the highest scoring 
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pair of concepts with a normalised similarity score of 1 and the lowest scoring pair of concepts 
with a similarity score of 0. The results with max normalisation are presented in Table 6-11. 
Table 6-11 Results of VSM in inverse is-a properties 
Pair Scores (frobenius) Scores (max) 
Plastics – PlasticResources (A-B) 0.2200 0.6903 
PlasticProducts – Thermoplastics 
(B2-A1) 
0.3749 1 
Thermoplastics – PlasticMaterials 
(A1-B1) 
0.2342 0.6259 
PlasticPackaging – PlasticProducts 
(A2-B2) 
0.1722 0.4603 
PlasticMaterials - Plastics (B1-A) 0.1665 0.4382 
Thermoplastics – Thermoplastics 
(A1-B11) 
0.1313 0.1642 
PackagingProducts – WaterBottles 
(B22-A21) 
0.0526 0.1580 
Thermoplastics – PET (B11-A12) 0.0681 0.2080 
hasComposite – hasComposition 
(Property A – Property B) 
0.0763 0.1749 
The results for the pairs of concepts that are at the first level of the hierarchy (A, B, A1, B1, A2, 
B2) increased significantly, leading to more realistic results. These concepts are generally similar 
and some of them could be considered identical. The same is not observed for concepts that are 
at lower levels of the hierarchy. Using small ontologies, the large amount of required iterations 
(around 1000) does not affect the performance. It will inevitably cause difficulties when larger 
ontologies are used. 
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 Experiment with AnchorPrompt algorithm 6.5.
As mentioned in Section 3.8.8, PROMPT algorithm has the advantage of distinguishing between 
hierarchical relations (is-a) and other object properties by giving is-a relations a higher importance 
factor. The ontology alignment feature (AnchorPROMPT) is using RDF labelled graphs. It 
requires at least two anchors, which are pairs of concepts considered identical. Anchors are 
defined by the user of identified automatically with the use of a syntactic similarity algorithm. For 
this experiment, the two anchors are Plastics – PlasticResources, which is defined by the user and 
Thermoplastics – Thermoplastics which is automatically identified. The maximum length is equal to 2 
and the maximum size of equivalency groups is 3. These values have been obtained 
experimentally in [(Noy, Musen 2003) 
Although the process is not clearly elaborated upon in the literature the following steps describe 
the process at a high level. First, the paths between the concepts defined as anchors are 
identified. There are two paths from concept Plastics to concept Thermoplastics and three paths 
from PlasticResources to Thermoplastics. The brackets indicate that an is-a property is involved as 
described in (Noy, Musen 2003). 
[Plastics – Thermoplastics] 
[Plastics – PlasticPackaging – PET] – Thermoplastics 
[PlasticResources – PlasticMaterials – Thermoplastics] 
[PlasticResources – PlasticProducts – PlasticMaterials] – Thermoplastics 
PlasticResources – [PlasticProducts – PlasticMaterials – Thermoplastics] 
The concepts that appear at the same location (order) in different paths will have their similarity 
increased. As mentioned earlier, this method does not provide an explicit algorithm for the 
calculation of similarity score. However, it allows us to identify the pairs of concepts that will 
have increased similarity. Two pairs that will evidently have increased similarity are 
PlasticPackaging – PlasticProducts and PlasticPackaging – PlasticMaterials. 
The actual results are going to be validated using the PROMPT plug-in in the Protégé 
environment. The resulting merged ontology using PROMPT suite is demonstrated in Figure 
6-2. The PlasticPackaging and PackagingProducts concepts have been merged into a single concept. 
Following the process of AnchorPROMPT algorithm, the two concepts are merged into one of 
the two concepts. In this case, PlasticResources and Plastics concepts have also been merged. 
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Figure 6-2 Merging result (PROMPT) 
6.5.1. Conclusions 
From the experiments presented in this chapter, it becomes apparent that the high complexity of 
some of the methods makes it hard for people without expertise to perform the required tasks. It 
also becomes apparent that all methods, no matter how well developed, require the use of 
syntactic measures and in many cases also require a “starting point” as initial similarity is not 
sustained through the calculation process. The effort to add other components such as the 
restrictions on properties did not yield significantly different results while required significant 
effort (bipartite graphs) or increased computation time (rdf labelled graph) leading to the 
conclusion that the complexity of modelling restrictions in the form of a graph simply 
overshadow any improvement in the final results. It seems that future work needs to focus on 
how to develop context-aware techniques or generally techniques that are independent of the 
syntactic information of ontologies. In addition to that, in order for ontology alignment, 
matching or merging – reuse in general – to flourish in areas where such expertise is not present, 
one needs to identify/devise simple and high level techniques. Finally, it appears that automated 
ontology alignment and matching have attracted all the limelight of the research community 
while it seems imperative to first develop tools to perform more basic and high level tasks such 
114 
 
as ontology evaluation and comparison. For these reasons, a tool that is simple to use and 
performs well has been selected. The PROMPT algorithm not only performs well but is also part 
of the Protégé 3.x platform making ontology alignment and merging more straightforward.  
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  Chapter 7
 
 
Developing an Ontology for the Domain 
of Industrial Symbiosis 
 
 
This chapter presents the resulting eSymbiosis ontology and its uses 
 
 Introduction 7.1.
Industrial symbiosis (IS) (Figure 7-1) is a sub discipline of Industrial Ecology that aims to bring 
together companies from different sectors to share resources, namely energy, materials and water 
(Chertow 2004, Jacobsen 2006a). The main goal of IS is to improve resource (materials, waste, 
energy) utilisation and provide mutual environmental, financial and social benefits to participants 
(Van Berkel 2010). Benefits are generated by the reduced intake of virgin materials, reduced 
amount of waste landfill (Chertow 2007), reduced emissions, job creation and/or innovation 
stemming for the identification of new uses for waste materials of processing technologies. 
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Figure 7-1 Industrial Symbiosis concept 
Industrial Symbiosis is a knowledge-intensive discipline (Davis, Nikolic & Dijkema 2010). On 
one side waste materials and energy are characterised by their volatile nature and diverse 
characteristics; while processing technologies are defined by a number of conditions that depend 
on many factors such as the input and intended output.  
One of the key barriers in promoting IS is the difficulty in identifying new uses of waste 
(Chertow 2007). Other pieces of information required in promoting IS are the information about 
the composition of waste streams and the identification of material flows (Allen 2004). 
Consequently, the input/output matching is a significant process in IS practice referring to 
formation of symbiotic networks (Chertow 2000). 
Tacit and explicit knowledge in a knowledge base about IS have been identified as a pre-requisite 
for the thriving evolution of IS into common practice (Grant et al. 2010). Tacit knowledge is 
defined as the knowledge that is difficult to formalise. Explicit knowledge is formal and is easily 
communicated and described. Semantics and hence the opportunities offered by web 
technologies have been identified as potential solutions to mentioned barriers (Kraines et al. 
2005, Davis, Nikolic & Dijkema 2010, Grant et al. 2010). 
Decision-making in IS domain is heavily dependent on the knowledge available and the 
reasoning skills of the people involved. These two aspects make knowledge modelling in general 
and ontology applications in particular an attractive tool to address these problems. 
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This chapter presents the requirements for IS network formation. The approach is based on 
knowledge modelling and ontology engineering as defined in Chapter 2 (Gruber 1993, Trokanas 
et al. 2013b).  
The use of ontologies allows for modelling of both tacit and explicit knowledge. Along with an 
appreciated comfort in using the service, automation also aims in motivating the participation of 
more industries and especially SMEs. 
More specifically, ontologies are used to model the resources, i.e. waste, water, energy, along with 
details about their composition, properties (chemical and physical) and tacit knowledge about 
respective flows. Here, tacit knowledge is referred to as the knowledge captured from experience 
and professional intuition in waste treatment and industrial symbiosis by IS professionals. 
Material flows are identified from previous experience and domain expertise including IS, 
chemical engineering and process engineering, among others. Ontologies are also used for 
integrating processing technologies into a IS process in the form of the symbiotic network 
(Raafat et al. 2013). Knowledge modelling also allows for the pre-assessment of some of the 
environmental indicators of IS, hence enabling better screening and serving as a useful decision-
making tool that further motivates participation (Trokanas, Cecelja & Raafat 2015). 
 Industrial Symbiosis definition 7.2.
Industrial symbiosis (IS) is one of the most successful and convincing applications of Industrial 
Ecology, a science advancing sustainable industrial ecosystems through paradigms that support 
interactions and exchanges between industrial flows and their surrounding environment. The 
purpose of an IS network is to build collective flows among actors leveraging the exchange of 
materials to benefit the environment by reducing carbon footprints, minimising landfill waste, 
and saving virgin resources. IS networks exchange resources, i.e. by-products, assets and 
services, through closed and sustainable lifecycles.  
The well-known case of Kalundborg (Chertow 2000)(Jacobsen 2006b)  introduced IS in the 
form of a closed model which succeeded in connecting pre-selected industries and included, 
among others, fish farms, power plants, refineries, pharmaceuticals plants, and construction 
companies. Kalundborg not only created   benefits   for   the   individual   industries   but   
further   provided   significant   and   measurable environmental and social gains bringing the 
region closer to Industrial Ecology standards. Motivated by the example, IS networks are being 
set up to trade material, energy, and water and reporting similar economic, environmental and 
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social gains (Lehtoranta et al. 2011). Such examples constitute shorter-term consumer- supplier 
relationships to trade materials, energy and water between neighbouring industries (Chertow 
2004). Off-market prices generate economic gains and cost savings for the participating 
partners. The reuse,  or  the  alternative  use  of  waste,  energy  and  water  inherently  leads  to  
environmental  credits, diversion from landfills, the reduction in greenhouse gases (GHG), and 
improved efficiencies in the use of virgin resources (Chertow 2007, Mirata, Emtairah 2005). 
Instead of closed models, the development of open models stands consistent with the dynamic 
nature of IS networks. Open models enable unrestricted and wider participation of partners 
as well as competitive terms in exchanging materials and energy. In open models there is an 
increasing interest to measure and monitor IS flows so that to monitor and measure 
sustainability indicators which relate to the amount and the type of material exchanged, the 
environmental benefits created from the exchange, social gains, costs savings and profits. 
Measured gains could be interpreted by planners, real estate developers and agencies (Chertow 
2004) to monitor the progress and the success that is accomplished by the municipalities 
(Lehtoranta et al. 2011, Mattila et al. 2012). Provision of government support in the development 
of open model networks has proved vital.  
Many cases of open models have been reported in literature. High profile case studies include 
programmes in UK in the form of   National Industrial Symbiosis Programme (NISP)(Boons, 
Spekkink & Mouzakitis 2011, Jensen et al. 2011), in Brazil (Elabras Veiga, Magrini 2009)and 
several other places around the world (Jacobsen 2006b, Mirata, Emtairah 2005). 
Unpredictability of waste availability sets Industrial Symbiosis into a category of opportunistic 
networks set on an ad-hoc principle which operate within confined geographical and 
environmental boundaries.  An IS network can have a long life-time, but then it would normally 
go through variability in trading. The key to establishing a network is the discovery of matching 
participants, the process known as input/output (I/O) matching (Trokanas et al. 2014), which 
fully or partially satisfy a set of technological, economic and environmental conditions and 
perhaps local or otherwise specified requirements. Practice suggests that full I/O matching 
between participants is rare and in majority of cases some adaptations are needed to satisfy 
partial matches (Chertow 2000). Here the term participant does not refer to an individual or a 
company as entity; instead it refers to the resource or solution they commit to IS. The same 
company can commit more than one but different resource or solution and then each of them is 
treated as a separate participant in IS. 
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I/O matching between participants, the resource (waste) providers 𝑥𝑖 and solution (processing 
technology) providers 𝑦𝑖, is established by matching the properties 𝑝1,𝑗 describing resource with 
the properties 𝑝2,𝑗 describing the input of the solution, as shown for a direct matching between 
two participants in Figure 7-2. The properties 𝑝𝑖,𝑗 used for matching are either descriptive, (i.e. 
type of material or waste composition), numerical (i.e. quantity or availability period), or even 
composite (i.e. pattern of availability from date to date). Still, the level of match is expected to be 
quantified by a single value, the similarity, which represents a measure of IS process and which is 
easier for comprehension by humans and for further processing merely by decision support 
agents. 
 
Figure 7-2 Principle of IS single matching 
The current matching practice is manual and mediated by trained practitioners. Complex 
networks involving more than two partners are rare. Detailed analysis, however, shows that 
better cumulative IS benefits are possible with more complex IS networks where solution 
provider output and/or by-product become resource (input) to another solution provider (Raafat 
et al. 2013). One way of expanding the direct matching in Figure 7-2 to a chained network is by 
recursively repeating the direct matching process with each of the last solution provider in the 
network, 𝑦2 in Figure 7-2, switching the role to a resource provider, 𝑥2 in Figure 7-3 (Trokanas et 
al. 2014). The whole process is repeated until all possible matches are exhausted. A cumulative 
measure of match, the similarity, is then calculated for comparison. Note that in this case, the 
match between only two participants is also considered a network. With chained matching the 
number of options increases exponentially with the number of participants involved. 
 
Figure 7-3 Principle of chained matching 
The third and most complex matching scenario relies on property decomposition. Several criteria 
for decomposing properties could be followed: i) to utilise resources characterised by 
decomposed property to the highest level, i.e. to maximise quantities or utilisation of availability 
period committed to IS; ii) to satisfy the need of most follow-on solution providers, and iii) to 
maximise/minimise specified cost function, i.e. to maximise aggregated economies or to 
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maximise aggregated environmental performance of the whole network. The approach of 
decomposition of properties proposed in this paper is based on maximising the environmental 
performance. For this, we propose an ontological representation of the process of IS to 
orchestrate the process of property decomposition and mix-integer linear programming to 
optimise property decomposition for achieving the targets.   
 
Figure 7-4 Chained matching by property decomposition 
Systems available to support the process of IS are reviewed by (Grant et al. 2010). Used to 
support manual intermediation by trained practitioners, existing support systems are primarily 
helpful at the second stage of IS operation, namely where a selected match is monitored towards 
completion. The matching stage, however, remains entirely empirical either because the suppliers 
are fixed (closed systems) or because the practitioners are biased towards their own expertise 
(tacit knowledge) or particular industries they wish to serve. As confirmed in (Grant et al. 2010), 
the only known system to address the challenge of tacit knowledge is the DIET system 
introduced by the U.S. Environmental Protection Agency. DIET system models tacit knowledge 
by using production  rules  that  constitute  an  expert  system. Although the operational 
efficiencies of DIET are not known, the limitations in the use of production rules are well 
elaborated. Limitations are pronounced in the use of higher level tacit knowledge and the reuse 
and share of knowledge (Gruber 1995, Aronson, Liang & Turban 2005). 
Despite their increased popularity, the IS networks have to make a long progress before they 
match Industrial Ecology expectations. Networks should build capabilities to progress 
dynamically and to integrate surrounding flows, especially flows related to SMEs and 
municipal activities. SMEs are characterised by small flows and have difficulties to regularly 
exchange information and data or to handle overheads and costs associated with participating 
practitioners. The participation of SMEs in symbiotic networks is accordingly limited and 
practically excluded. In addition and unlike the description of virgin resources, waste 
material and waste energy both lack specifications as products. More pronounced in the case of 
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municipal flows, the emphasis in waste characterisation is to distinguish them from other waste, 
much less to define them as useful products or resources. Modelling and the use of tacit 
knowledge offers tremendous opportunities to enable IS networks (Chertow 2004).  
Modelling of waste streams is a daunting task because concomitant material and energy streams 
are dominantly characterised by tacit knowledge based on associations, know-how expertise and 
engineering intuition. Although rarely measured explicitly, environmental and social benefits of 
IS are inherently presumed, which inevitably increases the number of options to consider, 
especially at the early stage of symbiosis. Substandard and non-market transactions add further 
to complexity. The use of knowledge is currently restricted to manual interpretation of best 
practice and extensive reference to case studies worked in the past. 
Symbiotic links admittedly constitute a complex task that involves background knowledge from a 
variety of disciplines, i.e. chemical engineering, mechanical engineering, electrical   engineering, 
chemistry. Information and Communication Technologies (ICT) are  particularly  useful  to 
integrate  disciplines  and shape up IS into a powerful service with capabilities i) to organise 
symbiotic data (resources, actors, flows) in taxonomies and catalogues (Hepp 2006), and ii) to 
store data into repositories for querying and retrieval (Phillips et al. 2005). Unless equipped with 
semantically enabled features to trace and match resources, as already proven by recent research 
(Kra ines  e t  a l .  2005 ,  Ph i l l i ps  e t  a l .  2 005) , basic database models, e.g. Crisp model 
used by NISP, will remain unable to include SMEs, consolidate tacit knowledge, and/or invite 
innovation and the inclusion of new processing technologies. 
 eSymbiosis Project 7.3.
eSymbiosis project introduces a new paradigm pioneering the use of ontology engineering in the 
development of IS networks. Ontologies, as explained in detail in Section 2.3, are introduced as 
technologies to model flows and to capture various forms of tacit and explicit knowledge. The 
approach is able to simplify the inclusion of SMEs offering technology to advance existing IS 
networks towards systems aligned with Industrial Ecology standards. Moreover, the 
systematisation of the approach builds capabilities to support and scope for innovative solutions. 
The work is an EU collaborative project, the eSymbiosis, that combines expertise by IS 
practitioners, developers and academics familiar with Industrial Ecology in general and IS and 
ontology engineering in particular. The paradigm is demonstrated as a Web service using real-life 
data from a prefecture in Greece (Viotia). 
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IS practice currently relies on manual interpretation of data in the course of face-to-face 
communication and case-by-case analysis by IS practitioners assigned to assist in projects. In the 
course of their service, practitioners access and interpret data collected from industry combining 
them with other data stored in proprietary databases built to monitor the activity of industry, 
including industrial sectors, industrial volumes, planning and marketing datasets, and occasional 
project management technologies, e.g. environmental records, quality management practices, or 
custom-made databases that offer access to case studies, e.g. Crisp system (Grant et al. 2010). 
When available, databases contain a combination of primary and secondary data to mine and 
extract for relevant features. Custom-made databases contain explicit data gathered by 
participants, case studies and best practice. Such data adds value to most stages of IS, including 
those for monitoring and managing the symbiotic matches. However, data are backward-
oriented and unable to assist innovation (Grant et al. 2010).  
In both proprietary and custom-made databases, data have to be exploited in the context of 
specific knowledge domains, the description of which can be rather complex and daunting. The 
complexity increases as the network and the number of material streams increase. Quite 
apparently, the systematic and thorough analysis is impossible with a manual manipulation of 
data (Mirata, Emtairah 2005, Boons, Spekkink & Mouzakitis 2011, Jensen et al. 2011, Elabras 
Veiga, Magrini 2009) because of the complexity involved; the size of the problem as 
compounded by the different industrial streams, e.g. plastics, metals, technologies, and 
objectives, e.g. environmental effects, economies and social benefits; the representation of the 
trading region (supply and demand as available at different locations); the complexity added in 
considering innovation, i.e. complex networks, inclusion of new technologies, inclusion of 
additional stages for waste pre-processing, pre-treatment, transportation and storage; the 
complexity added in building up scale, e.g. partial matching by merging smaller flows of SMEs 
into single input/output streams; the analysis of dynamics as they are related to material, energy 
and information flows. 
The intention of eSymbiosis was to develop a web-based platform which will enable users 
initially in a Greek prefecture (Viotia), and potentially in other parts of the EU, to participate in 
industrial symbiosis (IS) activities which will improve resource efficiency across the economy. 
The project particularly aimed in engaging SMEs.  
The aim was to develop a web-platform, rather than a resource-intensive practitioner-led 
approach, and therefore delivered at a much lower cost. This will therefore support its 
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replicability elsewhere. Ontology engineering is a key component which will enable this project 
output to be delivered. 
One of the main strategic objectives of the project was to help reducing the natural resource 
consumption (raw materials, energy, utilities) reducing waste streams to landfill (a major problem 
in the region, in Greece and across Europe). 
eSymbiosis aimed at achieving its purpose by accomplishing two main (general) objectives : 
 Reviewing waste streams and industrial cases, to develop knowledge models capable of 
capturing and processing knowledge in IS;  
 Developing a web platform to enable communication between partners and to automate 
matching partners (ontology based semantic web service and service matchmaker) and 
rate matches according to economic and environmental objectives; 
 eSymbiosis Platform Architecture 7.4.
The main functionality of eSymbiosis was delivered in the form of a web service fully accessible 
on the Internet which allows the users together with the IS practitioners to register their interest 
and to describe their provisions.  
The eSymbiosis platform provides following functions: 
Registration. The waste stream providers are navigated by the waste knowledge model (ontology) 
to provide details necessary for the full description: waste composition, availability, geographical 
location, pattern of supply and hazardousness.  
Solution Registration. Processing technology providers are navigated by the solution knowledge 
model to help users to provide necessary for the full description: solution description, 
technological, economic and environmental characteristics, geographical location etc.  
Matching. eSymbiosis performs automatic matching of the waste stream providers and solution 
providers and match ranking according to the semantic relevance. Matching also uses ranking 
based on economic and environmental relevance with priorities set by the IS practitioners; 
Communications. eSymbiosis supports partners’ information exchange. The process may be guided 
/ monitored by IS Practitioners.  
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Operational Support. Once the symbiotic chain is set and operating, all the participants are able to 
introduce: quantities and type processed, volume of outputs, timing and changes, specific 
benefits and shortfalls. 
The above functions are Knowledge driven, and are supported through core technology 
components of eSymbiosis, namely the ontology model and matching algorithm. 
 The role of ontologies in eSymbiosis 7.5.
The ontologies are used for the formalisation and the modelling of the knowledge of the 
technology and waste domains. The eSymbiosis ontology serves a threefold purpose: 
(i) Navigate the user through the registration process 
During the process of registration, the ontology navigates the user and indicates requests for 
input. The eSymbiosis system dictates the path that the user follows during the registration 
process by parsing the taxonomy of the ontology. During this process, the users are prompted to 
give information about the resource or technology they are registering. For this purpose, labels 
and other annotation properties are used with an aim to improve the readability of the ontology 
and hence the user experience. The use of labels not only improves the user friendliness but also 
allows multilingual modelling for the ontology, an issue to be discussed further in the next 
section. 
(ii) Provide a common vocabulary for IS domain 
The ontology provides a standardised vocabulary for the given domain and helps in tackling 
heterogeneity. It also facilitates the use of synonyms hence removing the jargon barrier and any 
latent syntactic issues by the use of an industry specific terminology. 
(iii) Support the input – output matching for synergy identification 
The vocabulary described above is used as a common reference for the match making process. 
The Resource concept plays a key role in this process as it is used as the reference for calculating 
similarity between inputs and outputs. The use of semantics allows the identification of partial 
matches. This feature is further described in the matching section. 
The use of ontologies in the Web Ontology language (OWL) format facilitates the use of 
synonyms (hence removing the jargon barrier), sharing and reasoning that can automatically 
generate new knowledge. Ontologies also provide a standardised vocabulary for the given 
domain and help in eliminating any syntactic issues. Moreover, ontologies allow to informally 
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expressing the given knowledge which makes them attractive to all audiences no matter the level 
of coding skills and background (Trokanas et al. 2012). 
Ontological engineering is employed to model and formalise the knowledge in the domain of IS. 
The proposed ontology consists of three high level modules (Figure 7-5); i) IS Matching Process 
Ontology, ii) IS Domain Ontology and iii) IS Service Description Ontology. The three modules 
form the IS Meta-Ontology. This work proposes a fully functional IS domain ontology adjusted 
to description of respective resources participating in IS as well as matching of resources to form 
IS networks. 
 
Figure 7-5 IS Process Ontology Design 
The IS Domain Ontology has four levels of abstraction (Singh et al. 2007, Sokka 2011), as 
illustrated in Figure 7-6. These levels contribute to ontology design levels as defined in (Ratafia-
Brown et al. 2002) and include i) meta-level which defines general purpose concepts of the 
ontology that can be applied universally and have no dependence on specific domains, ii) top 
level providing abstract concepts of the domain as well as the top-level relationships between 
these concepts, iii) domain level which specifies the domain of IS, and iv) instantiation level 
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which is application specific level with the user profile instances linked directly to the IS 
semantic service description ontology. 
 I/O Matching in eSymbiosis 7.6.
The identification of potential synergies between different industries, namely the input/output 
matching, is translated into an ontology matching process. The matching is performed using i) 
the explicit knowledge provided by the user in the course of the registration, and ii) the tacit 
knowledge captured by the domain ontology. Inference and matchmaker engines relate user 
description ontology of requestor to user description ontologies of all other registered users 
(Trokanas et al., 2014). In the present implementation of the eSymbiosis service matching 
process is reviewed on the basis of the metrics defined within the user description ontologies 
(Table 7-1). The use of ontologies also allows for a partial matching in cases where the registered 
industries satisfy the request only partially.  
Table 7-1 Matching Metrics 
Matching metrics Description 
Type of Resource  Refers to the knowledge classification in the 
domain ontology 
Quantity of Resource  The matching industry should be able to process 
not only the type but also the amount. This might 
result in multiple matches which can be 
combined to match the requested amount 
Pattern of supply  Whether it is supplied in batches or continuously 
Availability  The availability period of a resource 
Location  The location of each participant 
 High level structure of eSymbiosis Ontology 7.7.
The eSymbiosis ontology consists of four levels of abstraction (Figure 7-6): i) meta-level, ii) top-
level, iii) domain level and iv) instantiation level, starting from the universal meta-level and 
leading to the detailed instantiation level. This structure reflects the level modularisation 
approach described in Section 4.3.1. 
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Figure 7-6 Design of the IS ontology 
Meta-Level: This level consists of general concepts that are independent of the domain and can 
be applied universally. It also provides a better understanding for users outside the domain 
(Grant et al. 2010). The eSymbiosis meta-level consists of the concepts Object and Property. 
Objects (Trokanas et al. 2012) are all the physical assets associated with the domain. Properties 
are the attributes that describe the objects defined in the ontology. In terms of reusability, this 
level acts as an initial anchor given the fact that it describes very general concepts and is 
therefore very likely to have similarities with meta-levels of other ontologies. To explain, if two 
ontologies share a meta-level concept such as Object, one can assume that its subconcepts will be 
of the same type. 
Top Level: The top level of the ontology contains abstract concepts of the IS domain which can 
also be applied in similar domains. These concepts are: 
 Role - the different types of participants that can be part of a symbiotic synergy. 
 Solution - processing technologies that can process resources (inputs) and produce some 
others (outputs). 
 Resource - materials, waste, energy, products, water and expertise that a user might have 
to offer or require. 
 Attributes – information used to describe the other three top level concepts. 
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Besides the top level concepts, top-level properties have also been defined at this level. These 
properties provide the relationships between the four concepts. These properties are shown in  
Figure 7-6. As with the meta-level, top-level also plays an important role in sharing and reusing 
an ontology. On one hand the top-level should cover the minimum of knowledge that is 
represented by the ontology. On the other hand, it enables reusing available ontologies to 
complete or supplement the knowledge of the ontology. For example, in the case of eSymbiosis, 
ontologies representing Resources or Solutions could be merged to the top-level ontology create a 
detailed domain effort with relatively little effort. 
Domain Level: The top level concepts are presented as ontology modules at the domain level. 
Four ontology modules are described in this section. Modularisation at this level represents the 
domain modularisation as described in Section 4.3.2. 
Role. Represents the different types of users of the system. It is the “entry point” of the system 
– where the user navigation begins. Our system supports three different types of users, 
ResourceProducer, ResourceConsumer and SolutionProvider (Figure 7-7). 
 
Figure 7-7. Role subsumption. 
Resource. The resource module is based on the integration of multiple sources such as the 
general knowledge about process industry, existing classifications and expert knowledge. In the 
eSymbiosis ontology, resources are classified in four different ways: 
 Resource by source. Based on the European Waste Catalogue (EWC) (EC 2002) which 
is the classification currently in use by the IS practitioners. EWC is a six digit code based 
on the source that the resource is derived from. Combined with EWC STAT (EC 2010)  
(statistical version), this allows the broad classification of almost all types of waste. 
A taxonomy representing EWC has been reused. However, evaluation was not necessary 
as it only consists of is-a relationships and also the represented knowledge is 
standardised. 
 Resource by characteristic. Resources are classified based on key characteristics. 
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 Products classification. Based on existing product classifications, this aims at allowing 
users with all levels of expertise to classify their resource. (i.e. a restaurant chain having 
plastic water bottles, not knowing their composition). 
As with resources by source, a product taxonomy has been reused in this case. 
 Resource by type.  This sub-module of the ontology is the core sub-module because it 
has been designed to intrinsically invoke similarity for classes that are close to each other 
in the subsumption tree – unless otherwise stated. It is used as the common reference for 
all other sub-modules including the solutions which are linked to it by object properties 
such as hasComposition, hasProduct etc. This classification is used in the process of semantic 
matching. 
A number of different ontologies were considered for reuse for this sub-module. The 
evaluation for reuse has been presented as a case study in Section 5.10. Also the use of 
existing classifications reflects the steps described in Section 4.8.3. 
Solution. For this sub-module, extensive input has been extracted from prior experience in the 
fields of IS and process engineering. Solutions have been classified in 4 different ways, following 
a principle similar to that for resource classification in an effort to provide an intuitive user 
registration process. 
 Solution by input.  Classified based on the resources the solution can process. This is 
the most straightforward classification that assumes the expert knowledge of the user. 
 Solution by characteristic. Classified based on key characteristics. 
 Solutions by Industry. Classification based on the industry sector a solution can be 
found in. This classification requires a lower level of expertise from the person who 
registers the solution. 
 Solution by Type. Classified based on the type of the technology as defined in the 
literature. Some of the categories are Thermochemical, Mechanical, Biochemical etc. 
Attributes. This module contains all the peripheral information that describes and defines the 
main concepts. The use of concepts for the modelling of an attribute has been chosen over the 
use of properties in cases where it allows more flexibility in the design. In some cases, this 
approach has been followed in order to enable the use of more than one language. In cases, such 
as the location, concepts have been favoured in order to follow established approaches such as 
the ontology for geographical locations. 
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Some of concepts that form the Attributes module are: 
 PatternOfSupply 
 UnitOfMeasurement 
 Location 
 QuantityType 
The top 4 levels of the ontology are presented in Table 7-2. Concept names are presented in the 
first column and a description of each concept is presented in the second column. 
Table 7-2 Top level concepts of the ontology 
Concepts Description 
Role The participants of IS process. 
ResourceProducer Participants who have a resource available. 
SolutionProvider Participants who have some solution available. 
Resource Resource in IS contains materials, wastes, water, energy etc. 
ResourceByType Resources that can be naturally classified by their type 
Materials The substance or substances out of which a thing is or can be made 
Polymers This concept ranges from synthetic plastics and elastomers to natural 
biopolymers. 
Metals Solid materials which are typically hard, shiny, malleable, fusible, and 
ductile, with good electrical and thermal conductivity. Includes 
ferrous and non-ferrous metals and alloys. 
Ceramics Inorganic, non-metallic materials generally made using clay and other 
earthen materials through heat and cooling. 
Chemicals Any material with a definite chemical composition. 
Minerals A mineral is a naturally occurring inorganic solid, with a definite 
chemical composition, and an ordered atomic arrangement. 
Composites Naturally occurring or engineered materials made from two or more 
constituents. 
OrganicMatter Matter that comes from a once living organism such as plants and 
animals. 
Rocks The solid mineral materials forming part of the surface of the earth 
and other planets. 
Energy Usable heat or power. 
Electricity The supply of electric current to a house or other building for heating, 
lighting, or powering appliances. 
Heat 
The transfer of energy from one body to another as a 
131 
 
result of a difference in temperature or a change in phase. 
Water A clear, colourless, odourless, and tasteless liquid, H2O. 
ResourceBySource(EWC) Based on EWC – waste classification based on the source process. 
Products The totality of goods that can be made available by industries. 
EnergyProducts Goods that can be used for the generation of energy. 
Biomass Organic matter used as a fuel. 
Biofuels Fuels derived directly from living matter. 
Coal A combustible black or dark brown rock consisting mainly of 
carbonized plant matter, found mainly in underground deposits and 
widely used as fuel. 
NaturalGas Flammable gas, consisting largely of methane and other 
hydrocarbons. 
Oil A viscous liquid derived from petroleum. 
OilShale Fine-grained sedimentary rock from which oil can be extracted 
Peat A brown, soil-like material, consisting of partly decomposed vegetable 
matter. 
MaterialProducts All other goods, not included in class EnergyProducts. 
ResourceByCharacteristic Resources classified based on important physical or chemical 
properties 
BiodegradableResource Resources that are capable of decaying through the action of living 
organisms. 
Solution Any technological process that can convert an input to a different 
output under certain circumstances and with a specific result. 
SolutionByType Technologies classified by their type. 
SolutionByIndustry Technologies classified based on the industry they can be applied in 
SolutionByInput Technologies classified based on their input. 
Solution ByCharacteristic Technologies classified based on important physical or chemical 
requirements they have. 
Attributes Information used to describe and define all the concepts of the 
ontology. 
geo:SpatialThing Imported concept which links to the latitude and longitude 
information. 
Location Linked to the above concept, the lat and long of the participant. 
NACE Statistical classification of economic activities 
in the European Community. 
QuantityType The physical form of a resource. 
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PatternOfSupply The pattern that a resource is produced or required. 
Region Linked to location, embracing the local aspect of IS. 
UnitOfMeasurement Units of measurement. 
 
The high level of the solutions classification is given in Table 7-3. The table contains two 
different classifications of the same solutions (processing technologies). The classification based 
on the product that each solution can produce is presented in the first column. The classification 
based on the type of solution, as extracted from literature and expertise, is presented in the 
second column. 
Table 7-3 Solutions (high level) 
By Product By Type 
Energy Products Production Thermochemical 
 Biofuels Production  Combustion 
 Biogases Production   Stoker boilers 
  Fuel Gas Production   Fluidised bed 
boiler 
 Liquid Biofuels Production  Incineration 
  Biodiesel Production   Rotary Kiln 
  Bio Oil Production   Direct flame 
Material Products Production  Gasification 
 Metal Production   Moving bed 
 Aluminium Products Production   Fluidised bed 
  Primary Aluminium 
Production 
 Pyrolysis 
  Aluminium Foil Production   Fast Pyrolysis 
 Rubber & Plastic Production   Slow Pyrolysis 
 Plastics Production Mechanical 
  PET Production  Separation 
  PVC Production   Adsorption 
 Rubber Production   Distillation 
  Latex Rubber Production  Crushing 
 Paper Production   Grinder 
Machines 
  Copypaper Production   Mills 
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 Object and data type properties 7.8.
Object properties (Table 7-4) have a twofold purpose in the eSymbiosis ontology. The names of 
the object properties are presented in the first column of Table 7-4, while their description is 
presented in the second column of the same table. The most straightforward use is to provide 
links between concepts and being used as the path of navigation outside the strict limits of the 
taxonomy. Object properties are meant to facilitate the smooth navigation of the user and 
enhance the functionality of the information collection during the navigation of the user. 
Object properties and restrictions on object properties are used to infer “new” knowledge and 
help in minimising the user’s effort in providing input in the system, e.g. reclassification of waste 
materials. 
In the case of eSymbiosis ontology, the knowledge should be there (modelled in the ontology) 
but only the necessary (in terms of collecting information) knowledge should be addressed to the 
user. That means that some knowledge can be used only for reasoning and inference purposes. 
Table 7-4 Object Properties 
Relationship  Description 
geo:location Term of a basic RDF vocabulary that provides the Semantic Web 
community with a namespace for representing lat(itude), long(itude) 
and other information about spatially-located things, using WGS84 as 
a reference datum. 
belongsToIndustry Link between participants and the industry sector code (NACE) they 
belong to. 
hasResource Link between a resource provider and the type of resource they have 
 Ceramics Production  Biological 
 Glass Production  Anaerobic Digestion 
  Glassworks   Wet AD 
  Glass Wool Production   Mesophilic AD 
 Cement Production  Composting 
 Portland Cement Production   Aerobic 
Composting 
 Calcium Aluminate Cement 
Production 
  Anaerobic 
Composting 
 Supersulfated cement Production  
 Vermicomposting 
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available. 
hasTechnology Link between a solution provider and the type of solution they have 
available. 
hasPatternOfSupply Links resources to the PatternOfSupply attribute concept. The concept 
is about the pattern of the demand or availability (Continuous, Batch). 
hasApplicationIn Link between resources and industry sectors for the integration of 
tacit knowledge about the use of resources in different industries. 
canUse Inverse relation of hasApplicationIn, used for intelligent 
recommendations.  
hasQuantityType Links resources to the QuantityType attribute concept. The concept is 
about the physical form of the resource (Solid, Liquid etc.). 
hasUnitOfMeasurement Links resources and solutions to the UnitOfMeasurement attribute 
concept. The concept is about the unit of measurement of the 
resource (Kg,Tonnes etc.). 
hasComposite Relation used to provide information about the composition of 
products and waste types. 
isCompositeOf The inverse of the above. 
hasInput Relation used to link solutions to their inputs. 
canProcess Relation used to link solutions to their main inputs. 
needsWater Relation used to link solutions to their water inputs. 
needsEnergy Relation used to link solutions to their energy inputs. 
canBeprocessedBy Inverse relation of canProcess. Used for tacit knowledge modelling for 
resource processing. 
hasOutput Relation used to link solutions to their outputs. 
hasProduct Relation used to link solutions to their products. 
hasStorageMethod Relation used to link resources to the storage methods used for their 
storage. 
hasDeliveryMethod Relation used to link resources to the current method of delivery for 
resources. 
hasInterval Links resources to the interval related to the amount of resource 
produced.  
Data type properties are presented in the first column of Table 7-5 and their description is 
presented in the second column of the same table. Such properties are used for the collection of 
information regarding quantities, names, address details, phone numbers, geographic 
information, cost related information and dates.  
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Table 7-5 Data type Properties 
Property Description 
confidentialityFlag Boolean property used to flag confidential information. 
hasQuantity The amount of resource available or required. 
hasProcessingPrice 
 
Addressing solution providers – the cost for the resource currently in use.  
hasAnnualCost Addressing solution providers – the annual cost of a resource as feedstock. 
isValidFrom The date the resource/solution becomes available. 
isValidUntil The date the resource/solution stops being available. 
hasName Free text entry for the user to specify the name of the resource/solution. 
isBiodegradable Boolean property used to identify resources that are biodegradable. 
isHazardous Boolean property used to identify resources that are hazardous (contaminated 
etc.) as defined in the European Waste Catalogue (EWC). 
deliveryCapability Boolean property used to identify whether the user can deliver the resource on 
offer. 
hasStorageCapacity The amount of resource the user can store when requesting or producing a 
resource. 
Both object and data type properties follow the principle of property modularisation described in 
Section 4.3.3. An example of property modularisation is also presented in Figure 7-8. A property 
module including properties that are mandatory is presented on the left hand side. The module 
on the right hand side of Figure 7-8, presents properties that pertain to solutions (processing 
technologies). 
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Figure 7-8 Property modularisation 
 
 Restrictions on properties 7.9.
owl:onProperty. Limiting which values can be used for the respective property, restrictions or 
axioms are vital for the information of the ontology to become knowledge. The three types of 
property restrictions and their role in information collection ontologies are described below. 
 
Figure 7-9 Restriction example 
allValuesFrom. The allValuesFrom restriction is applied on object properties and links classes. 
It indicates that “…the particular class has a local range restriction associated with it…” (McGuinness, 
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Van Harmelen 2004a). For the purposes of the information collection process the “only” 
restriction can help creating a more efficient and personalised experience for the user by 
controlling the classes that an object property can take values from. This means that the user will 
be prompted with values that belong to these certain classes. This is a way of validating user 
input and assuring that the right information is acquired. Moreover, redundant information is 
eliminated. 
Consider a user entering information about a technology which is capable of processing non-
ferrous metals. Through the information collection process instead of providing a list with all 
possible materials the system should provide a list of the non-ferrous materials following the 
Non-FerrousTechnology canProcess allValuesFrom Non-FerrousMaterials. Although useful the 
allValuesFrom restriction must be carefully used as it can cause inconsistency problems when 
used as an equivalent class (necessary & sufficient condition). 
someValuesFrom. The someValuesFrom is a less constricting restriction that can be used as a 
guideline for the user navigation. It is also useful when multiple choices are allowed. E.g. the 
someValuesFrom restriction could be used if the processing technology could process several 
materials such as consumables (e.g. oil and water). In this case, the technology should have some 
values from the non-ferrous metals and also some other materials. This restriction can also be 
used as a means of input validation. For example, in the case mentioned before, the user must 
include at least one non-ferrous metal no matter what her other choices are. Restrictions can be 
also applied in data type properties which is very helpful for input validation (i.e. certain 
properties must have a float or integer value). 
hasValue. HasValue restriction specifies the value of the property. Their main use in 
information collection ontologies is for cases where the value of a certain field is fixed. As a 
result of that, the user will not need to fill in such fields as the information will be automatically 
inferred from the ontology using the hasValue restriction. Although useful, hasValue restriction 
can cause problems with the reasoning process as it is not supported by DIG reasoners and also 
causes problems with direct reasoners when the size of the ontology is large. 
Cardinalities. Cardinalities allow more flexibility in controlling the number of values that a 
property is allowed to have, going further than property characteristics like functional. 
Min & Max and Exactly. Cardinalities can be used to control the number of possible answers a 
user could give. Whether they are applied on object or data type properties, they control the 
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number of values each property can link to for each individual not taking into account the range 
of the property. 
Besides defining the knowledge about concepts by restricting the values that are allowed for each 
object or data property, restrictions are very important for the inference process. Some of the 
restrictions of eSymbiosis ontology are presented in Table 7-6. This table presents the domain 
class, the property upon which the restriction is defined, the type (as defined above) and the 
range/value. 
Table 7-6 Restrictions on properties 
Domain Class  Property  Type Value Range 
Role confidentialityFlag Cardinality =1 
Role geo:location Cardinality =1 
Role belongsToIndustry Range NACE 
ResourceProducer hasResource Range  & Cardinality Resource(>1) 
SolutionProvider hasSolution Range & Cardinality Technology (>1) 
Resource hasQuantity Cardinality =1 
Resource hasPatternOfSupply Cardinality =1 
Resource validFrom Cardinality =1 
Resource validTo Cardinality =1 
Resource isBiodegradable Cardinality <1 
BiodegradableResource isBiodegradable Value true 
Products, 
ResourceBySource 
hasComposite Range Materials 
Materials isCompositeOf Range Products, 
ResourceBySource 
Technology canProcess Range & Cardinality Resource (>1) 
Technology hasProduct Range & Cardinality Resource (>1) 
Technology needsEnergy Range & Cardinality Energy or Energy 
Products 
Technology needsWater Range & Cardinality Water (<1) 
 Annotations of eSymbiosis Ontology 7.10.
As described in Section 4.6, detailed annotations are helpful for understanding the domain 
described by the ontology. In the case of eSymbiosis ontology, annotations are also used for 
specific application purposes. In more detail, rdfs:label annotations contain all the information 
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that is addressed to the user. This includes the names of the concepts, properties, questions or 
comments that aim in helping the user during the registration process. The combined use of 
labels and xml:lang tags not only allows the multilingual annotation of the ontology but also the 
“multi-user” annotation. This applies when different type of users might be involved in the 
registration process. In such cases, some of the properties might be user-specific or some others 
might have different meanings for different types of users. One relevant example (with both 
multi-lingual and multi-user annotations) is demonstrated in Figure 7-10. 
 
Figure 7-10 The use of xml:lang tag 
User defined annotations. Because the registration process is problem specific, more 
annotations – other than the defined ones – are required. For that, custom annotation properties 
have been defined. These annotations can be used for addressing the user (questions), providing 
guidance to the user (help) or for application specific causes such as numbering the concepts or 
properties in ascending or descending order, giving weights to object properties or serve any 
other issue. 
 Semantic description and classification of materials and waste 7.11.
Within IS practice the Resource concept acts as the point of reference for all semantic service 
profile descriptions and Synergy Identification activities. Resource refers to materials, waste, 
energy, product and water that a user provides or requires. The resource concept consists of four 
different classification streams; i) classification bySource, ii) classification byType, iii) classification 
byProduct and iv) classification byCharacteristic. The Resource module is presented in Figure 7-11. 
Sub-modules that have been reused are highlighted by a red frame. All other sub-modules have 
been manually developed. 
 
Figure 7-11 Resource module 
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Classification bySource has been expanded by reusing an existing ontology representing the 
European Waste Catalogue (EWC) (European Commission 2000), which has been enhanced by 
the use of object properties. These classifications are used for the registration of a waste as a 
resource or by-products of a processing technology. The nonstandard nature of waste makes it 
difficult to compare different types, hence imposing the use of a more standardized classification 
defining the composition of the waste. Classification byType itself includes three categorizations, 
i) materials, ii) energy and iii) water.  Materials category is used to address the problem of 
standardization. This classification has been developed such that it inherently invokes similarity 
for concepts that have structural proximity.  Materials are also used to define the composition of 
wastes and products as well as to define process inputs, by-products and in some cases, products 
of the processing technologies. 
As described in Section 5.10, the chemElem ontology had the highest compatibility score. 
Following that, the chemElem ontology has been merged using the PROMPT suite, which is 
available in Protégé. The chemElem ontology was merged under the concept Chemicals of the 
materials classification (Figure 7-12). 
 
Figure 7-12 Merged chemElem 
The concepts of the chemElem ontology have been merged with similar concepts while others 
have been simply copied (Figure 7-13). 
 
Figure 7-13 Merged concepts 
Most of the other materials have been developed manually. In the case of Plastic materials, an 
ontology that has been previously developed has been reused.  
All other models, i.e. products, EWC, characteristics and technologies by their input(s) and 
output(s) are related to the material ontology through respective relationships. Energy is 
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classified as a resource but is also used to define the energy requirements for processing 
technologies. Water category is also used to define input or pre-operating conditions of the 
processing technologies. The third classification named as classification byProduct, is used to 
define the final outcome of processing technologies but is also used by resource producers 
allowing classifying their resource as a product when composition of the product is not known. 
This classification is based either on existing product classifications such as the United Nations 
Standard Products and Services Code® (UNSPSC®), Central Product Classification (CPC) (UN 
2008) or on bespoke product classifications dependant on application. As with waste 
classifications, product classifications do not provide composition information and for that 
reason the composition of products is defined through the referenced materials classification. 
Although ontologies representing product classifications were available at the time of 
development they were not entirely reused as they were based on previous versions of the 
classification. Instead, existing ontologies were used as the basis for development. 
The final category presenting classification byCharacteristics refers to groups of concepts which 
share similar characteristics at a higher level. This concept is designed to fulfil the benefits 
provided by the inference ability of ontology models.  
The classification of resources offers a common reference for comparing resources and 
identifying similarities. Following the same principles as in (Raafat et al. 2013), regarding the 
development of the classification, the goal was to create an exhaustive, relevant, easy to use and 
homogenous classification (Cherubini et al. 2009, McCarthy 1995). There are four classification 
streams for resources. Because of the large size of the ontology (more than 1600 concepts for 
resources) only the first two levels of the ByType and ByProduct streams are demonstrated (Table 
7-7). ByCharacteristic stream is relatively small and is not presented at this stage while BySource is 
solely based on EWC classification (European Commission 2000). 
Table 7-7 The first two levels of the resource classification 
By Type By Product 
Energy Emissions 
Cooling CO 
Electricity CO2 
FuelGas NOx 
Heat Particles 
LiquidFuel SO2 
SolidFuel EnergyProducts 
ThermalEnergy Biofuels 
Material Biomass 
Ceramic Coal 
Chemical NaturalGas 
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Composite Oil 
Metal OilShale 
Mineral Peat 
OrganicMatterAndBiomass MaterialProducts 
Plastic AgricultureForestyAndFishingProducts 
Rock ConstructionProducts 
Water FoodProductsBeveragesTobaccoTextiles 
RainSurfaceWater MetalProductsMachineryAndEquipment 
SpringWater OresMineralsElectricityGasAndWater 
TapWater OtherTrasportableGoods 
UndergroundWater  
WasteWater  
Even more important than the classification, is the characterisation of the resources. Each 
resource is characterised in terms of its economic, environmental and operational attributes 
(Trokanas et al. 2013b). For the characterisation of resources we use both object and data type 
properties. Object properties are used for the modelling of the tacit knowledge about the 
resources such as their composition (hasComposite) and industrial sectors (European Commission 
2008) that traditionally produce it (wasteProducedByIndustry). Data type properties are used for the 
modelling of explicit information that describe resources. Data type properties have a twofold 
purpose in our application; i) Collecting information from the participant and ii) Modelling the 
default values for known cases. Restrictions on properties are used to enable the latter (Figure 
7-14).   
 
Figure 7-14 Restrictions used to define default values 
More details on the use of restrictions and their modelling are available in (Trokanas et al. 2012) 
and (Raafat et al. 2013). Some indicative data type and object properties along with their values10 
are given in Table 7-8. Information for resources has been taken from (Hammond, Jones 2008, 
Alcorn, Wood 1998), (letsrecycle.com 2013). 
 
 
                                                 
10  http://www.recycleinme.com/scrapresources/PriceHome.aspx 
   http://www.letsrecycle.com/prices 
   http://www.pricesofscrapmetal.co.uk/ 
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Table 7-8 Indicative properties of resources 
Resource 
Datatype Properties Object Properties 
FeedstockPri
ce (£/ton) 
RecyclatePric
e (£/ton) 
EmbodiedCar
bon 
(kgCO2/kg) 
isBiodegradable 
(boolean) 
hasComposite wasteProduce
dByIndustry 
T
yp
e 
Plastics       
Thermoplastics    False   
Polypropylene 1810 600 3.9 
False 
- - 
Polyethylene 965 230 1.94 
False 
- - 
PVC 1360 700 2.41 
False 
- - 
Metals    
False 
  
NonFerrousMetals    False   
Aluminium 1092 500 8.24 False - - 
Copper 4400 1800 3 False - - 
P
ro
d
u
ct
 PetroleumGases    False   
Propylene 1000 845 1.35 False - - 
Butadiene 1120 - - False - - 
Ethylene 950 - - False - - 
 EWC0201       
W
as
te
11
 EWC020102 - - - True AnimalBiomass  
EWC020103 - - - True HerbaceousBiomass  
EWC0303      16, 17, 31 
EWC030301 - 15 0.2 True Wood, Bark 16, 17, 31 
 EWC030307 - 55 1.00 True Paper, Cardboard 16, 17, 31 
 Semantic description of processing technologies 7.12.
For IS, the term technology is expanded beyond usual understanding as a conversion from one 
material or energy form or state into another, and it is called the solution. Hence, the term 
solution refers to all technologies providing material and energy conversion, but also those 
enabling geographical dislocation, the transportation, as well as the time dislocation, the storage. 
Combination of all three is possible. 
                                                 
11  EWC 02 01 02 - Animal-tissue waste 
    EWC 02 01 03 - Plant-tissue waste 
    EWC 03 03 01 - Waste bark and wood 
    EWC 03 03 07 - Mechanically separated rejects from pulping of waste paper and cardboard 
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The solution concept consists of three different classification streams; i) classification byProduct ii) 
classification byType and iii) classification byInput. In the classification byProduct, solutions are 
classified based on their end product. Solutions are linked to the Product classification through 
the hasProduct object property.  In the classification byType, solutions are classified based on the 
type of the technology. In the classification byInput, solutions are classified based on their input 
(the material they can process). Solutions in this classification are related to the Material 
classification through the canProcess object property. Some example concepts of solutions under 
the three different classification streams are presented in Table 7-9. 
Table 7-9 The first three levels of IS related processing technology classification 
By Product By Type By Input 
Energy Products Production Thermochemical Metal Processing 
 Biofuels Production  Combustion  Ferrous Processing 
 Biogases Production   Stoker boilers   Iron Processing 
  Fuel Gas Production   Fluidised bed boiler   Steel Processing 
 Liquid Biofuels Production  Incineration  Non Ferrous Processing 
  Biodiesel Production   Rotary Kiln   Aluminium Processing 
  Bio Oil Production   Direct flame   Copper Processing 
Material Products Production  Gasification Ceramic Processing 
 Metal Production   Moving bed  Glass Processing 
 Aluminium Products Production   Fluidised bed  Cement processing 
  Primary Aluminium Production  Pyrolysis Chemical processing 
  Aluminium Foil Production   Fast Pyrolysis  Nitrogen Processing 
 Rubber & Plastic Production   Slow Pyrolysis  Sulfur Processing 
 Plastics Production Mechanical Mineral Processing 
  PET Production  Separation  Asbestos Processing 
  PVC Production   Adsorption  Cobalt Processing 
 Rubber Production   Distillation Plastic processing 
  Latex Rubber Production  Crushing  Thermoplastics Processing 
 Paper Production   Grinder Machines   PVC Processing 
  Copypaper Production   Mills   PET Processing 
 Ceramics Production  Biological  Thermosets Processing 
 Glass Production  Anaerobic Digestion   Polyurethane Processing 
  Glassworks   Wet AD Rock Processing 
  Glass Wool Production   Mesophilic AD  Sedimentary Rock Processing 
 Cement Production  Composting   Bauxite Processing 
 Portland Cement Production   Aerobic Composting   Limestone Processing 
Calcium Aluminate Cement 
Production 
  Anaerobic Composting  Igneous Rock Processing 
 Supersulfated Cement Production   Vermicomposting   Granite Processing 
The main purpose of a classification is to clarify and communicate its content, to serve as a tool 
for planning (McCarthy 1995), to provide a common reference using established vocabulary and 
to enable the discovery of the object it classifies. Based on previous experience (Cherubini et al. 
2009, Schmoch 2008)(Schmoch 2008), a classification must be exhaustive, balanced, 
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homogenous and easy to use, based on essential attributes and have relevant and intuitive 
naming. 
Table 7-10 Characteristics of processing technologies 
  Properties(1) 
 
Technologies Conver
sion 
Rate 
(%/t) 
Processing 
Price ($/t) 
CO2 
emissions 
(tCO2/t) 
Water  
(m3/t) 
Energy  
(MJ/t) 
Tempera
ture (oC) 
Product 
Calorific 
Value 
(MJ/t) 
T
e
c
h
n
o
lo
g
ie
s 
c
la
ss
if
ie
d
 b
y
 i
n
p
u
t 
Metals Processing        
 Virgin Steel Production 30 – 40 - 2 – 3 - 1 – 2 - - 
 Sinter Plant Process 50 – 60 - 0.4 – 0.7 - 2,330 - - 
 Aluminium Recycling 75 – 80 - 1.5 – 2.0 - 450 - 550 - - 
Ceramic Processing        
 Crushing and Cleaning 100 -   10 – 12 - - 
 Glassworks - - - - 1000 - - 
Mineral Processing        
 Dolomite Grinding 100 - - - 165 - - 
Plastic Processing        
 Polyethylene Recycling 85 - 500 – 1000 - 3000 – 
5000 
- - 
Rock Processing        
 Primary Aluminium 
Production 
20 – 25 1000 - 2000 5 – 20 - 1000 – 
1300 
- - 
 Cement Production 70 – 80 65 – 130 0.25 – 1.00 - 4000 – 
5000 
- - 
Organic Processing        
 Glulam Wood Production 80 170 – 630  10 – 17  3000 900 – 1200 - - 
T
e
c
h
n
o
lo
g
ie
s 
c
la
ss
if
ie
d
 b
y
 o
u
tp
u
t 
 
p
ro
d
u
c
t 
Metal Products Production        
 Primary Aluminium 
Production 
20 – 25 1000 - 2000 5 – 20 15 – 20 1000 – 
1300 
- - 
 Scrap Based Aluminium 
Production 
80 - 90 - 1 – 2 - 15 – 20 - - 
 Aluminium Foil Production >90 - 10 – 12 100 2000 – 
2500 
- - 
Rubber & Plastic Production        
 LDPE  Production 80 – 85 - 2 – 2.5 - 25000 – 
30000 
- - 
 PVC Production 70 – 80 - - - 10000 - 
45000 
- - 
 Latex Rubber Production 70 - 0.02 - 45000 – 
50000 
- - 
B
y
 t
y
p
e
 
Thermochemical        
 Fast Pyrolysis 60 – 75 12 – 50 
(cents/KWh) 
0.07 - - 580 – 980 10 – 20 
 Slow Pyrolysis 15 – 25 12 – 50 
(cents/KWh) 
- - - 280 – 680 1 – 5 
 Moving bed Gasification 75 – 85 - - - - >2000 8 – 27 
Biological    - -   
 Thermophilic AD 80 – 85 40 – 50  0.3 – 0.4 - - 50 – 65 20 – 37 
 Mesophilic AD 70 – 75 40 – 50  0.3 – 0.4 - - 20 – 45 20 – 37 
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Existing technology classifications follow several streams including industrial activity, patent 
classifications (Schmoch 2008), type of manufacturing processes (McCarthy 1995) or domain 
specific. Based on existing classification and in response to the need of IS for easier identification 
and discovery of processing technologies to form symbiotic networks, we propose classification 
based on three distinct streams: by the targeted product or the output, by the technology type 
and by the technology input, as shown in Table 7-9. In Table 7-9 only first three levels of 
classifications are presented with subcategories identified by the indentation in the respective 
columns. In each stream the classification is homogeneous because it satisfies strict criteria. 
Although we argue that presented classifications are sufficient for the application of IS, as 
proven by numerous testing with participants, we are aware that in many ways, not necessarily IS 
related, these classifications are at too high level of abstraction with limited number of generic 
types formulated into which each technology must fit. Further testing with larger participant 
population may trace the way towards expanding and further granulation of these classifications. 
One attempt considered is response to rapidly growing biofuel production which is attractive IS 
processing technology for i.e. agricultural waste and hence more detailed classification may be 
needed, as suggested by (Cherubini et al. 2009). 
To reflect IS practice and formations of symbiotic networks (Jensen et al. 2011, Cecelja et al. 
2014, Khalid et al. 2011, Lombardi, Laybourn 2012), processing technologies are characterized to 
enable partial input–output matching by type of input and output, as well as other properties 
specified in Table 7-11, i.e. quantity, hazardousness, pattern of supply and demand etc. Some 
properties are used only for assessment of economic and environmental benefits, i.e. processing 
price, annual cost, and CO2 and outputs described by the SWS ontology are related to by the 
relationship hasComposite. In consequence, semantic matching is possible, as described in Section 
3.2, allowing for partial matching. For example, if a technology is capable of processing 
biodegradable materials, and the resource is the corn stover, the match is high because the corn 
stover is a subcategory of biodegradable materials and technology is supposed to process it. If 
the technology output is a final product not classified as waste, then this technology is assumed 
as not having IS suitable output and it can only be the last technology in the network along 
material flow. 
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Table 7-11 List of properties characterising technologies 
 Property  Ontology Description 
In
p
u
t 
–
 o
u
tp
u
t 
m
a
tc
h
in
g
 
C
h
a
ra
c
te
ri
st
ic
s 
Type of input/output canProcess/hasProduct (hasType 
for SWS) 
The preferred type of inputs and the 
associated outputs. 
Quantity/Capacity hasQuantity The amount of feedstock required by the 
technology. 
By-Product hasByProduct The by-products (waste, energy) produced 
by the technology. 
CO2 emissions hasCO2Emissions Volumetric percentage of CO2 production. 
Availability isValidFrom, isValidTo The period of time that the technology is 
available for use. 
Hazardousness isHazardous (referring to the 
feedstock) 
Whether a material can be hazardous. 
Pattern of 
supply/demand 
hasPatternOfSupply  Batch or continuous operation of the 
technology. 
G
e
n
e
ra
l 
In
fo
rm
a
ti
o
n
 
Location geo:Lat, geo:Long The geographic location of the industry. 
Industry Category(1) belongsToIndustry The industrial activity. 
Storage Capacity(1) hasStorageCapacity The available storage. 
Storage Method(1) hasStorageMethod Current storage method of the 
input/output. 
Delivery Method(1) hasDeliveryMethod Current delivery method of the 
input/output. 
P
re
-
c
o
n
d
i
ti
o
n
s Energy Required
(1) needsEnergy The type and amount of energy required. 
Water Required(1)  needsWater The amount of water required. 
E
c
o
n
o
m
ic
 a
n
d
 
e
n
vi
ro
n
m
e
n
ta
l 
p
e
rf
o
rm
a
n
c
e
 Conversion Rate hasConversionRate Conversion rate between inputs and 
outputs. 
Processing Price hasCost The cost for processing a ton of feedstock.  
Annual Cost hasAnnualCost The annual cost of the feedstock. 
CO emissions hasCOEmissions Volumetric percentage of CO production. 
CH4 emissions hasCH4Emissions Volumetric percentage of CH4 production. 
 Semantic description of attributes 7.13.
Most of the attributes concepts and properties have been manually developed. The Attribute 
module is presented in Figure 7-15. Sub-modules that have been reused are highlighted by a red 
frame. 
 
Figure 7-15 Attributes module 
In more detail, the Region sub-module represents the geographic information. This information is 
represented by the Basic Geo (WDS84) vocabulary. Three existing ontologies were considered 
for reuse for the UnitOfMeasurement sub-module. The process of evaluation is described in 
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Section 5.12. The merging result of the highest scoring ontology is presented in Figure 7-16, 
where the muo ontology has been merged with the UnitsOfMeasurement concept causing no 
inconsistencies. 
 
Figure 7-16 Unit of measurement merging 
Attempting to merge uo ontology that had the lowest score in Section 5.12 proves unsuccessful 
as no alignments are discovered from PROMPT algorithm (Figure 7-17). 
 
Figure 7-17 Merging uo.owl 
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 Case study 7.14.
The eSymbiosis ontology has been validated in the domain of Industrial Symbiosis (IS) while 
operating in the area of Viotia, Greece. Here, validation is presented through an IS related 
scenario. 
EnviD ltd is a solution provider, an enterprise that produces chemicals for a wider market. It has 
an anaerobic digestion process facility which is planned to be free in foreseeable future. The 
company wishes to fill in free capacities and to explore the opportunities for new partnerships. 
Through the registration process EnviD ltd registers as a solution provider and provides other 
information essential for the matching process, as shown in Table 7-12. 
Table 7-12 EnviD ltd. solution information 
Process Required 
resources 
Quantity 
(t/w) 
Pattern of 
supply 
Availability Geographical 
location 
From To Latitude Longitude 
Anaerobic 
digestion 
Lignocelluloses 150 continuous 09/08/2012 08/12/2015 38.339 23.61278 
Note that the properties which have been filled to describe the resource and the company itself 
are those marked as mandatory properties. These properties serve as minimum requirement for 
identifying potential matches and are implemented as a must be field property in the ontology. 
Hartex ltd is a cardboard production company producing various heavy machinery packaging 
products through pulping pine chips. The company has a production plan for the coming four 
year period and expects to generate a large quantity of waste. Hartex ltd has engaged a waste 
manager who identified waste as EWC type EWC30308 – the waste produced from paper and 
cardboard production. The company registers as a resource provider with details given Table 
7-13. 
Table 7-13 Hartex ltd resource information 
Resource Quantity 
(t/w) 
Pattern of 
supply 
Availability Geographical location 
From To Latitude Longitude 
EWC30308 90 continuous 04/07/2012 03/06/2016 38.34567 23.63116 
A high number of other companies have already been registered and hence instantiated the 
ontology either as solution providers or as resource providers. Note that each solution provider 
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also provides a product which can be treated as a resource for other solution providers, the 
chaining criterion in IS sense. 
After the matching request by EnviD ltd has been placed, the matching process starts in stages. 
The elimination stage eliminates all the instances i) which are instantiated in the domain ontology  
as a solution provider  role,  ii) which have different type of hazardousness and iii) which have 
no overlap of time availability. The remaining companies that could potentially provide matches 
with similarity in addition to Hartex ltd are listed in Table 7-14. SP stands for Pattern of Supply 
and 1 shows a continuous pattern while 2 presents a batch production. Q stands for Quantity. 
Table 7-14 Profile of registered industries offering potential matches with EnviD ltd 
ID Company Resource 
type(output) 
Q SP§ Availability Location 
Valid From Valid to Lat Long 
27 Timberium Wood 230 2 14/11/2014 14/12/2015 38.325 23.600 
22 WoodSol MDF 50 2 07/08/2013 17/10/2015 38.326 23.581 
187 GrePack Cardboard 450 2 07/08/2013 17/12/2014 38.329 23.612 
144 Farmex EWC020103 80 1 07/08/2012 14/12/2015 38.325 23.631 
44 The Fishery EWC020705 70 2 09/08/2012 09/09/2016 38.342 23.581 
1 Municipality EWC030301 90 1 06/11/2012 05/07/2016 38.345 23.611 
19 Furnumil Lignocellulosic 200 1 04/07/2012 17/10/2015 38.378 23.631 
The distance measurement similarity ℎ𝑘
𝐶 between requesting and other instances in the domain 
ontology is used as the measure of input/output resource type match. The measurement starts 
by presenting the resource cluster of the ontology which is enriched with the qualitative 
attributes of the semantic objects and numerical data, as a directed graph.  
The excerpt of the domain ontology illustrating the input–output matching between EnviD ltd 
and Hartex ltd. is shown in Figure 7-18. This part of the ontology also has associated two 
restrictions along the relationship hasComposite: 𝑓𝐷 =  ∃ ℎ𝑎𝑠𝐶𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒 Paper on the concept 
EWC030308 with semantic that EWC030308 type of waste can be composed of paper and 
𝑓𝐷 =  ∃ ℎ𝑎𝑠𝐶𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒 Ligno − cellulosesProducts  also on the concept EWC030308 with 
semantic that EWC030308 could also be composed of lignocelluloses.  
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Figure 7-18 Excerpt of the domain ontology used for input-output matching 
The shortest distance between the two concepts "EWC030308" and “Lingo-cellulosicProducts” are 
recovered by two edges through the concept Paper with the total value 0.9, as shown in Figure 
7-19, which normalised to the longest path between them in the ontology gives 𝛿′ =
(𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒) 𝐷𝑐⁄ = 0.9 4.5⁄ = 0.2 and then the similarity is 
 ℎ𝑘
𝐶  = (1 − 0.2) = 0.8 (= 80%) (31) 
 
EWC030308 Paper Lignocellulosic Product
hasComposite Is-a
W=0.5 W=0.4
 
Figure 7-19  Distance measurement example 
The property similarity is calculated between the two companies using properties  𝑃𝑖
4 =
{𝑣( 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦), 𝑣( 𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦), 𝑣(𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑂𝑓𝑆𝑢𝑝𝑝𝑙𝑦), 𝑣( 𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛)}. Since the requestor 
has not provided any information for the other matching metrics properties and regarding that 
has
Co
mp
osi
te
hasCom
posite
Hartex ltd
EnviD ltd
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their importance in the matching is non-critical, they have been eliminated as a matching 
dimension. The Availability is calculated as the overlap period 𝑇𝑜 = 1216 days which results in 
100% overlap between the two companies. The property Location is calculated as the distance 
between the two companies using Haversine formula which in normalised form gives 
𝐿𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 1.7.  The quantity is also calculated in relevance to the required quantity indicating a 
60% coverage of the required quantity by EnviD. Hence, 𝑃𝑖
4 is modelled as 4-dimensional 
vectors which for EnviD ltd and Hartex ltd are 𝐩1 = (100, 100, 100, 0) and 𝐩2 =
(60, 100, 100, 37.36), respectively. 
The similarity measurement provides a cosine similarity ℎ𝑘
𝑉,𝑐 = 0.949 and Euclidean similarity 
ℎ𝑘
𝑉,𝐸 = 0.65. When combined together as the final result of property similarity (PM) phase of 
the matching of t between the two companies calculated as ℎ𝑘
𝑉 = (ℎ𝑘
𝑉,𝑐 + ℎ𝑘
𝑉,𝐸) 2⁄ = 0.64  they 
present a 64% similarity. 
Having measured the two phases, the aggregated similarity between the two companies EnviD 
ltd and Hartex ltd from eq. (4.19) is ℎ𝑘 = (𝛼ℎ𝑘
𝐶 + 𝛽ℎ𝑘
𝑉) (𝛼 + 𝛽)⁄ = 0.74 (= 74%) where 
𝛼 = 0.6 and 𝛽 = 0.4 reflecting that the type of resource of the companies has a greater effect 
on the possibility of the establishment of a synergy. 
Following the same procedure, the matches with other companies are determined and the final 
results are summarised in Table 7-15. 
Table 7-15 Complete set of results 
Company Semantic 
distance 
Similarity 
Average 
property 
similarity 
Aggregated  
results 
Similarity 
percentage 
Furnumil 1 0.487325 0.79493016 79% 
Timberium 0.89 0.221338 0.622535374 62% 
Municipality 0.87 0.909041 0.885616538 89% 
GrePack 0.78 0.239821 0.56392828 56% 
Hartex 0.80 0.64 0.743529759 74% 
WoodSol 0.67 0.283113 0.51524522 52% 
Farmex 0.44 0.764722 0.569888781 57% 
The Fishery 0.44 0.398214 0.423285785 42% 
 Conclusions 7.15.
This chapter has presented the eSymbiosis ontology and the rationale behind the development 
and requirements of the ontology. The design and development process has also been presented. 
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This process also includes the evaluation, reuse and merging of certain ontologies that enhanced 
the described knowledge of eSymbiosis ontology. The ontologies identified as the most suitable 
for reuse in Chapter 5, have been merged using the principles described in Chapter 6. In addition 
to that, the principles for developing an ontology that can be reused, as presented in Chapter 4, 
have been followed and demonstrated as well. 
The presented ontology has been mainly used as a tool for input/output matching in a web 
platform supporting industrial symbiosis practice. All the aspects of the ontology have been 
presented. The ontology has been verified a case studies of ontology matching in the context of 
Industrial Symbiosis. However, these are not the only cases where the eSymbiosis ontology has 
been used. In fact, eSymbiosis ontology has been used in other applications such as the 
optimisation and synthesis of industrial symbiosis networks (Cecelja et al. 2015) and the 
environmental assessment of industrial symbiosis networks (Trokanas, Cecelja & Raafat 2015). 
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  Chapter 8
 
 
Conclusions and Future Work 
 
 
This chapter presents the conclusions and contributions of this work and discusses the need for future work 
 
 
 Conclusions 8.1.
This thesis has investigated a number of practical aspects of reusing ontologies with a focus in 
the domain of Process Systems Engineering, during the process of developing a full-scale 
ontology for the domain of Industrial Symbiosis – the eSymbiosis ontology. The practical aspects 
of reusing ontologies have been addressed throughout the lifecycle of ontology development. 
As a starting point, ontologies and ontology engineering methodologies and tools have been 
reviewed and a devised methodology has been proposed. The proposed methodology – called 
MetROn – is focusing on reusing ontologies as well as making an ontology reusable. Part of this 
methodology  - how to evaluate ontologies that are being considered for reuse – has been further 
addressed. In fact, a high level framework for evaluating existing ontology for potential reuse has 
also been devised. The purpose of this task was to develop a simple methodology that does not 
require expertise from the user and hence does not go into detailed ontology matching or 
alignment. Both the proposed methodology and the proposed framework for ontology 
evaluation have been validated with the case study of eSymbiosis ontology. 
In order to achieve that, ontology matching and alignment were also reviewed. In addition to the 
review the performance of existing matching/alignment methods was investigated under several 
scenarios – including with and without lexical information, combination of different techniques 
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and others. Investigation also focused on modelling of restrictions for the purpose of ontology 
matching, an aspect that – to our knowledge – no existing technique takes into account. This 
aspect has not been addressed in the literature and we have concluded that the nature of 
restrictions in OWL (as blank nodes) makes modelling them a difficult task that does not yield 
significant results. However, restrictions should be taken into consideration in cases where the 
ontologies to be matched contain a large number of restrictions. Following the experiments on 
ontology alignment and matching, an existing tool (PROMPT), using one of the examined 
techniques (RDF labelled graphs) was selected and used for the development of the eSymbiosis 
ontology. 
Finally, the design and development of eSymbiosis ontology was presented. This ontology has 
been developed for the domain of Industrial Symbiosis and has also been used under different 
scenarios. The eSymbiosis ontology has been presented in detail and a case studies was used for 
its validation. The presentation of the eSymbiosis ontology was also used in order to 
demonstrate the principles described in this work.  
 Future Work 8.2.
This thesis offers a number of possibilities for further research. These potential paths of further 
research are described in this section. 
8.2.1. Automate the process of ontology evaluation 
The proposed framework for ontology evaluation for reuse consists, at present, from mainly 
manual tasks. Further work could focus on automating this tasks creating a tool that would be 
easy and straightforward to use. Such an implementation would take the ontologies (primary and 
candidates) as input and perform the described steps in order to calculate the compatibility score. 
Such a tool, would of great interest in many areas, including the area of Process Systems 
Engineering where the use and development of ontologies is growing but the expertise in 
ontology matching and alignment is absent. 
8.2.2. Develop matching methods using restrictions 
Another aspect that could be further investigated is the development of new matching and 
alignment tools which take into account the restrictions on properties as described in this work. 
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8.2.3. Further develop the eSymbiosis ontology to cover other domains 
Ontologies are supposed to be shared and reused. The eSymbiosis ontology will be published 
and shared with the community with the hope to find more applications. The ontology could be 
expanded to cover other domains or simply to increase the existing granularity for certain 
aspects. Besides using the eSymbiosis ontology “as-is”, people interested in parts of the ontology 
could choose to reuse only the parts (modules) that are relevant to their work. 
8.2.4. Use the eSymbiosis ontology to develop tools for IS or other domains 
Finally, the ontology could be used itself as a tool for the development of semantic application. 
The eSymbiosis ontology was developed in the context of the eSymbiosis project, aiming to 
enable a portal that supports Industrial Symbiosis practice. However, we have demonstrated the 
usefulness of the ontology with other uses such as “a priori” environmental assessment of 
symbiotic networks(Trokanas, Cecelja & Raafat 2015) and also the synthesis of symbiotic 
networks with optimised environmental performance(Cecelja et al. 2015). 
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Appendix A  
 
 
1. Experiments with similarity flooding method (subsumption) 
The Similarity Flooding is demonstrated using a simple experiment taking into account only 
subsumption relations (is-a). This way the method is demonstrated clearly. More ontology 
components are demonstrated at a later stage when Similarity Flooding is compared to other 
techniques. Similarity Flooding requires an initial similarity that “initiates” the process. In many 
cases, this similarity is set to ones (unit matrix). Two cases are considered in the following 
experiments. The first uses the unit matrix (a matrix of ones) and the second is using syntactic 
similarity as the initial similarity. Given the small size of the ontologies and in order to be able to 
identify the effect of the two scenarios it is assumed that the existing lexical similarity measures 
can successfully identify equivalent classes and therefore set the value 1 for pairs that have 
identical labels, 0.5 for the classes that have high lexical similarity but are not identical and value 
0 to the rest. Using a calculated syntactic similarity would lead to similarity scores that are very 
close to each other, making it hard to identify the effect on the final results. For the purpose of 
simplification of presentation the concept names have been replaced with a different 
enumeration as shown in Figure A-1. 
B
B2B1
B11 B22B21
A
A2A1
A12A11 A21A13
 
Figure A-1 Ontology models including properties and restrictions on them 
Given the graphs in Figure A-1 and observing equation (3.1) the pairwise connectivity graph is 
being developed (Figure A-2).  Every edge (𝐸) in the graph is represented as a triple of subject, 
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predicate and object <𝑠, 𝑝, 𝑜>, where 𝑠 is the source node, 𝑜 is the target node and 𝑝 is the label 
of the edge. For every node 𝑥 of graph 𝐴 linked to a node 𝑥′ of the same graph through a 
predicate 𝑝 and a node 𝑦 of graph 𝐵 linked to a node 𝑦′ from the same graph, then the pair 
node (𝑥, 𝑦) is linked to pair node (𝑥’, 𝑦’) through predicate 𝑝 in the pairwise connectivity graph. 
A,B
A1,B1
A12,B11A11,B11 A13,B11
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B1,A11
B1,A12B2,A11 B2,A12
B1,A21 B2,A21
A13,B21
A13,B22
B1,A13
B2,A13
Figure A-2 Pairwise connectivity graph 
The induced propagation graph (Figure A-3) is derived from the previous graph. In this graph, 
there is a symmetric edge for each existing edge. Edges are characterised by a weighting factor 
called the propagation coefficients. These coefficients represent the contribution that a pair’s 
similarity has on the similarity of its neighbouring pairs and they range from 0 to 1. Basic 
intuition for the calculation of the coefficients is that each type of edge contributes a total of 1 
for each pair of entities. This means that if a node has two outgoing arcs of the same predicate, 
then the propagation coefficients of the two arcs is 1 2 = 0.5⁄ . 
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Figure A-3 Induced propagation graph 
From this graph (Figure A-3) and observing equation (3.2), the pairwise similarity – that is the 
similarity of each formed pair calculated. The results before normalisation converge after 10 
iterations. After this calculation the values are being normalised. Each value is divided by the 
maximum value of the table (in this case 2.416).  The normalisation process yields the results 
given in Table A-1. 
Table A-1 Similarity flooding using only subsumption (after normalisation) 
 A A1 A2 A11 A12 A13 A21 
B 1 0.118484 0.048732 0 0 0 0 
B1 0.048732 0.349911 0.32024 0.019944 0.019944 0.019944 0.024366 
B2 0.081219 0.409149 0.336484 0.019944 0.019944 0.019944 0.024366 
B11 0 0.024366 0.024366 0.081665 0.081665 0.081665 0.216772 
B21 0 0.020305 0.020305 0.051525 0.051525 0.051525 0.116508 
B22 0 0.020305 0.020305 0.051525 0.051525 0.051525 0.116508 
The pairs that yield the highest similarity are given in Table A-2. 
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Table A-2 High similarity pairs 
Pair Score 
Plastics – PlasticResources (A-B) 1 
PlasticProducts – Thermoplastics (B2-A1) 0.409149 
Thermoplastics – PlasticMaterials (A1-B1) 0.349911 
PlasticPackaging – PlasticProducts (A2-B2) 0.336484 
PlasticMaterials – PlasticPackaging (B1-A2) 0.32024 
Thermoplastics – WaterBottles (B11-A21) 0.216772 
Thermoplastics – Thermoplastics (A1-B11) 0.024366 
The root pair (𝐴 − 𝐵) has high similarity score (equal to 1) because of the structure of the 
algorithm. In more detail, all its sub-pairs contribute at the highest degree (given the coefficients 
calculation) leading always to the highest similarity. This similarity score is subsequently used in 
the normalisation process, hence giving the root pair a similarity score equal to 1. Relatively high 
scores are given to concepts that are located in the same level of abstraction. This is caused by 
the small scale of the ontologies.  
It is evident that without using linguistic techniques, concepts that have the same or very similar 
name might have very low similarity scores because of their very different place in the structure 
of the ontology. On the other hand, concepts with low or no lexical similarity at all might have 
high similarity because of their very similar place in the structure of the ontology. 
The following calculations are made under the assumption that lexical similarity is effectively 
calculated by existing techniques (described in Section 3.3.1) as described at the beginning of this 
appendix. These values are given in Table A-3. This approach makes it easier to comprehend the 
effect that lexical similarity has to the overall results. For this reason, discrete values for lexical 
similarity are given, in an effort to identify changes in the results. 
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Table A-3 Assumed similarity scores for demonstration purposes 
  A A1 A2 A11 A12 A13 A21 
B 0.5 0.5 0.5 0 0 0 0 
B1 0.5 0.5 0.5 0 0 0 0 
B2 0.5 0.5 0.5 0 0 0 0 
B11 0 1 0.5 0 0 0 0 
B21 0 0 0 0 0 0 0 
B22 0 0 0.5 0 0 0 0 
Using the lexical similarities from Table A-3 as initial similarity for similarity flooding yields the 
results given in Table A-4. Results converge to the values given in Table A-4 after 10 iterations. 
Table A-4 Similarity flooding with lexical similarity (normalised results) 
  A A1 A2 A11 A12 A13 A21 
B 1 0.0479 0.0456 0 0 0 0 
B1 0.1824 0.3501 0.353 0.0081 0.0081 0.0081 0.0228 
B2 0.0912 0.359 0.353 0.0081 0.0081 0.0081 0.0228 
B11 0 0.0912 0.0912 0.0817 0.0817 0.0817 0.2495 
B21 0 0.0228 0.0228 0.0431 0.0431 0.0431 0.1247 
B22 0 0.0229 0.0228 0.0431 0.0431 0.0431 0.1247 
The pairs that yield the highest similarity are given in Table A-5. 
Table A-5 Highest similarity scores compared 
Pair Scores Previous Scores 
Plastics – PlasticResources (A-B) 1 1 
PlasticProducts – Thermoplastics (B2-A1) 0.359 0.409149 
Thermoplastics – PlasticMaterials (A1-B1) 0.3501 0.349911 
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PlasticPackaging – PlasticProducts (A2-B2) 0.353 0.336484 
PlasticMaterials – PlasticPackaging (B1-A2) 0.353 0.32024 
Thermoplastics – WaterBottles (B11-A21) 0.2495 0.216772 
PlasticMaterials - Plastics (B1-A) 0.1824 N/A 
Thermoplastics – Thermoplastics (A1-B11) 0.0912 0.024366 
From the results in Table A-4, it is evident that the high lexical similarity (used as initial 
similarity) is not sustained through the iterations of the algorithm. The results are very similar 
with those that did not use lexical similarity at all (Table A-1). However, the lexical similarity 
does affect the scores. In fact, as shown in Table A-5, the similarity scores of the identical 
concepts (Thermoplastics – Thermoplastics (A1-B11)) and (PlasticMaterials - Plastics (B1-A)) have 
increased. The similarity of the two high scoring pairs is also propagated to other related pairs 
such as the (Thermoplastics – PlasticResources) and also the root concept which is still normalised to 
1. The effect of the use of syntactic similarity apparent on pairs of concepts that are identical 
(Thermoplastics – Thermoplastics) or have identical substrings (PlasticMaterials – Plastics). It should be 
noted that syntactic similarity can yield better results when used as a way to identify identical 
pairs of concepts as a starting point (e.g. AnchorPROMPT). 
In both cases, with and without using syntactic similarity, the normalised scores are highly 
affected by the high similarity (before normalisation) of the root pair (Plastics – PlasticResources (A-
B)). This is mainly caused due to the coefficients used in the induced propagation graph. This, 
however, is not the only result affected by the coefficients. It is apparent that when the number 
of iterations is increased, the values converge to low similarity scores. This is a direct result of the 
normalisation process where all similarity scores are divided by the highest score in order to yield 
results between 0 and 1. Although a very common approach in normalisation, it leads to 
distorted results as the root pair (in our case Plastics – PlasticResources) has high similarity scores as 
all its sub-pairs contribute the most (𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 =  1) to its similarity score. Melnik et al. 
(2002), give a number of different methods for the calculation of the coefficients. The method 
used in these examples has been identified to have the best performance in their work. 
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2. Introducing object properties in similarity flooding 
Taking into account the object properties of the two models, the graphs for similarity flooding 
will be as shown in Figure A-4. The only difference to Figure A-3, being the added onject 
property highlighted in red.  
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Figure A-4 Induced Propagation graph with object property 
The final results of the fixpoint similarity 𝜎, normalised and converged after 10 iterations are 
presented in Table A-6. 
Table A-6 Similarity flooding with object properties (normalised) 
  A A1 A2 A11 A12 A13 A21 
B 1 0.427005 0.032553 0 0 0 0 
B1 0.032553 0.28729 0.267591 0.045952 0.458207 0.045952 0.016277 
/B2 0.054256 0.327229 0.682565 0.045952 0.045952 0.045952 0.016277 
B11 0 0.016277 0.016277 0.062822 0.062822 0.062822 0.169907 
B21 0 0.013564 0.013564 0.038702 0.038702 0.038702 0.206149 
B22 0 0.013564 0.013564 0.038702 0.038702 0.038702 0.206149 
Some  indicative results including high scoring pairs (Plastics – PlasticResources) and pairs that are 
identical (Thermoplastics – Thermoplastics) are presented in Table A-7. 
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Table A-7 Demonstrative results for SimFlood with object property 
Pair Scores Scores (no lexical – no 
object property) 
Plastics – PlasticResources (A-B) 1 1 
PlasticProducts – Thermoplastics (B2-
A1) 
0.327229 0.409149 
Thermoplastics – PlasticMaterials (A1-
B1) 
0.28729 0.349911 
PlasticPackaging – PlasticProducts 
(A2-B2) 
0.682565 0.336484 
PlasticMaterials – PlasticPackaging 
(B1-A2) 
0.267591 0.32024 
Thermoplastics – WaterBottles (B11-
A21) 
0.169907 0.216772 
PlasticMaterials - Plastics (B1-A) 0.032553 N/A 
Thermoplastics – Thermoplastics (A1-
B11) 
0.016277 0.024366 
PlasticMaterials – PET (B1A12) 0.458207 N/A 
Using the lexical similarity from Table A-3 for 10 iterations yields the scores given in Table A-8. 
Table A-8 Similarity flooding with object properties (including lexical similarity) 
  A A1 A2 A11 A12 A13 A21 
B 1 0.407402 0.030677 0 0 0 0 
B1 0.122707 0.286589 0.288671 0.041665 0.467018 0.041665 0.015338 
B2 0.061353 0.292901 0.699064 0.041665 0.041665 0.041665 0.015338 
B11 0 0.061383 0.061323 0.062619 0.062619 0.062619 0.191077 
B21 0 0.015323 0.015323 0.032939 0.032939 0.032939 0.212676 
B22 0 0.015383 0.015323 0.032939 0.032939 0.032939 0.212676 
165 
 
A comparison of results with and without the lexical similarity is presented in Table A-9. 
Table A-9 Demonstrative results for SimFlood with object property and lexical similarity 
Pair Scores Scores (object property – 
no lexical) 
Plastics – PlasticResources (A-B) 1 1 
PlasticProducts – Thermoplastics (B2-A1) 0.292901 0.327229 
Thermoplastics – PlasticMaterials (A1-B1) 0.286589 0.28729 
PlasticPackaging – PlasticProducts (A2-B2) 0.699064 0.682565 
PlasticMaterials – PlasticPackaging (B1-A2) 0.288671 0.267591 
Thermoplastics – WaterBottles (B11-A21) 0.191077 0.169907 
PlasticMaterials - Plastics (B1-A) 0.122707 0.032553 
Thermoplastics – Thermoplastics (A1-B11) 0.061383 0.016277 
PlasticMaterials – PET (B1A12) 0.467018 0.458207 
Thermoplastics – PlasticResources (A1-B) 0.407402 0.427005 
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3. Introducing restrictions in Similarity Flooding 
The introduced restriction is depicted by the dash-dot-dot line (Figure A-5).   
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Figure A-5 Induced propagation graph with restriction 
These results derived from this graph are demonstrated in Table A-10. 
Table A-10 Similarity flooding with restriction 
  A A1 A2 A11 A12 A13 A21 
B 1 0.371886 0.024994 0 0 0 0 
B1 0.099976 0.409045 0.257672 0.036432 0.466036 0.036432 0.012497 
B2 0.049988 0.261173 0.75143 0.036432 0.036432 0.036432 0.012497 
B11 0 0.050013 0.049964 0.079258 0.29211 0.079258 0.163987 
B21 0 0.012485 0.012485 0.028251 0.028251 0.028251 0.214802 
B22 0 0.012534 0.012485 0.028251 0.028251 0.028251 0.379066 
The introduction of the restriction has the same effects as the object property. Pairs that are part 
of the restriction are affected (Table A-11).  
 
 
167 
 
Table A-11 Highlights of Similarity Flooding using restrictions 
Pair Scores 
(with 
restriction) 
Scores 
(without 
restriction) 
Plastics – PlasticResources (A-B) 1 1 
PlasticProducts – Thermoplastics (B2-A1) 0.261173 0.292901 
Thermoplastics – PlasticMaterials (A1-B1) 0.409045 0.286589 
PlasticPackaging – PlasticProducts (A2-B2) 0.75143 0.699064 
PlasticMaterials – PlasticPackaging (B1-A2) 0.257672 0.288671 
Thermoplastics – WaterBottles (B11-A21) 0.163987 0.191077 
PlasticMaterials - Plastics (B1-A) 0.099976 0.122707 
Thermoplastics – Thermoplastics (A1-B11) 0.050013 0.061383 
PlasticMaterials – PET (B1-A12) 0.466036 0.467018 
Thermoplastics – PlasticResources (A1-B) 0.371886 0.407402 
PackagingProducts – WaterBottles (B22-A21) 0.379066 0.212676 
Thermoplastics – PET (B11-A12) 0.29211 0.062619 
 
4. VSM Experiments with object properties 
The next steps involve the examination of the Vector Space Model (VSM) technique. It RDF 
labelled directed graphs, an intuitive representation of OWL ontologies (Figure A-6, Figure A-7). 
Entities are compared based on the relationships they have with all other entities of the ontology. 
The dimensions of this method take into consideration all internal (RDF Schema) properties and 
external properties. Internal RDF properties include rdfs:subClassOf, rdfs:domain and  
rdfs:range.  
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The creation of the graph is closely related to the ontology structure. The internal properties are 
modelled as edges and classes and external properties as nodes. The idea behind that approach is 
that every concept of the ontology is described as a vector in relation to other concepts. 
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Figure A-6 RDF labelled graphs with object property (ontology A) 
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Figure A-7 RDF labelled graph (ontology B) 
The object properties hasComposition and hasComposite (which are considered identical) are 
taken into account. After the graph is created, it is represented by an adjacency matrix (Eq. 3.5) 
which represents the vertices (nodes) and their adjacent vertices. Similarity is calculated 
observing Eq. 3.3. For the first iteration (𝑘 = 0) the similarity matrix 𝑆0 is set to some 1. Results 
are presented in Table A-12. Final results have been normalised observing Eq. 3.7. 
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Table A-12 Vector Space Model (initial similarity 1) including object properties 
 A A1 A2 A11 A12 A13 A21 Property 
B 0.3478 0.1311 0.0619 0.0000 0.0000 0.0000 0.0000 0.0000 
B1 0.0000 0.2263 0.1188 0.0439 0.1962 0.0439 0.0203 0.0000 
B2 0.0841 0.2839 0.3892 0.0439 0.0439 0.0439 0.1725 0.0000 
B11 0.0000 0.0000 0.0000 0.0772 0.2294 0.0772 0.0410 0.0000 
B21 0.0000 0.0277 0.0277 0.1009 0.1009 0.1009 0.1287 0.0000 
B22 0.0000 0.0277 0.1799 0.1009 0.1009 0.1009 0.2809 0.0000 
Property 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.4667 
The only scores that are significantly different are those of the pairs that are either range or 
domain of the property (Table A-13). 
Table A-13 Highlights of VSM with object property 
Pair Scores 
Plastics – PlasticResources (A-B) 0.3478 
PlasticProducts – Thermoplastics (B2-A1) 0.2839 
Thermoplastics – PlasticMaterials (A1-B1) 0.2263 
PlasticPackaging – PlasticProducts (A2-B2) 0.3892 
PlasticMaterials - Plastics (B1-A) 0.0000 
Thermoplastics – Thermoplastics (A1-B11) 0.0000 
PackagingProducts – WaterBottles (B22-A21) 0.2809 
Thermoplastics – PET (B11-A12) 0.2294 
hasComposite – hasComposition (Property A 
– Property B) 
0.4667 
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Replacing the random (equal to 1) similarity with the lexical similarity as initial similarity, the 
results converge after 10 iterations. The results are presented in Table A-14. 
Table A-14 Vector Space Model (lexical similarity) including object properties 
  A A1 A2 A11 A12 A13 A21 Property 
B 0.541032 0.054199 0 0 0 0 0 0 
B1 0.00045 0.171306 0.122238 0.072031 0.072031 0.072031 0.00015 0 
B2 0.004803 0.366898 0.205202 0.116268 0.072031 0.072031 0.00015 0 
B11 0 0.00015 0.00015 0.107676 0.107676 0.107676 0.076439 0 
B21 0 0.004803 0.004803 0.244861 0.244861 0.244861 0.112056 0 
B22 0 0.004803 0.004803 0.244861 0.244861 0.244861 0.112056 0 
Property 0 0 0 0 0 0 0 0.135206 
Some of the indicative results are presented in Table A-15.  
Table A-15 Highlights from VSM with lexical similarity and object property 
Pair Scores (with 
lexical similarity) 
Scores (with initial 
similarity 1) 
Plastics – PlasticResources (A-B) 0.541032 0.3478 
PlasticProducts – Thermoplastics (B2-
A1) 
0.366898 0.2839 
Thermoplastics – PlasticMaterials (A1-
B1) 
0.171306 0.2263 
PlasticPackaging – PlasticProducts 
(A2-B2) 
0.205202 0.3892 
PlasticMaterials - Plastics (B1-A) 0.00045 0.0000 
Thermoplastics – Thermoplastics (A1-
B11) 
0.00015 0.0000 
PackagingProducts – WaterBottles 0.112056 0.2809 
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(B22-A21) 
Thermoplastics – PET (B11-A12) 0.107676 0.2294 
hasComposite – hasComposition 
(Property A – Property B) 
0.135206 0.4667 
5. Introducing restrictions to VSM 
As demonstrated with similarity flooding, a way to improve the similarity scores, is to model as 
many ontology components as possible. Restrictions are modelled as simple object properties 
(Figure A-8 and Figure A-9). The node of the object property is used and the concepts that are 
restricted are modelled as the domain and the range of the property.  
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Figure A-8 RDF labelled graph with restriction on properties (ontology A) 
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Figure A-9 RDF labelled graph with restriction on properties (ontology B) 
Following calculations as in Section 3.6, leads to the results presented in Table A-16. 
Table A-16 Vector Space Model with restrictions on object properties 
  A A1 A2 A11 A12 A13 A21 Property 
B 0.335 0.139 0.063 0 0 0 0 0 
B1 0 0.245 0.13 0.042 0.042 0.042 0.018 0 
B2 0.084 0.331 0.3809 0.184 0.042 0.042 0.16 0 
B11 0 0 0 0.072 0.214 0.072 0.039 0 
B21 0 0.023 0.023 0.098 0.098 0.098 0.125 0 
B22 0 0.023 0.165 0.098 0.098 0.098 0.267 0 
Property 0 0 0 0 0 0 0 0.469 
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The highlights of this step are presented in Table 6-7. 
Table A-17 Highlights from VSM with lexical similarity, object property and restrictions 
Pair Scores (restrictions on object 
properties) 
Scores (no restrictions) 
Plastics – PlasticResources (A-
B) 
0.335 0.541032 
PlasticProducts – 
Thermoplastics (B2-A1) 
0.331 0.366898 
Thermoplastics – 
PlasticMaterials (A1-B1) 
0.245 0.171306 
PlasticPackaging – 
PlasticProducts (A2-B2) 
0.3809 0.205202 
PlasticMaterials - Plastics (B1-A) 0 0.00045 
Thermoplastics – 
Thermoplastics (A1-B11) 
0 0.00015 
PackagingProducts – 
WaterBottles (B22-A21) 
0.267 0.112056 
Thermoplastics – PET (B11-A12) 0.214 0.107676 
hasComposite – 
hasComposition (Property A – 
Property B) 
0.469 0.135206 
6. Introducing inverse properties to VSM 
Including the inverse (is-a) properties and after 950 iterations the results presented in Table A-18 
are obtained. 
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Table A-18 Introducing inverse properties to VSM (frobenius norm) 
 A A1 A2 A11 A12 A13 A21 Property 
B 0.2200 0.3393 0.1445 0.1524 0.1524 0.1524 0.0676 0.0000 
B1 0.1665 0.2342 0.0979 0.1171 0.1266 0.1171 0.0493 0.0000 
B2 0.2715 0.3749 0.1722 0.1880 0.1880 0.1880 0.0930 0.0000 
B11 0.0831 0.1313 0.0537 0.0586 0.0681 0.0586 0.0245 0.0000 
B21 0.1369 0.2080 0.0907 0.0938 0.0938 0.0938 0.0431 0.0000 
B22 0.1369 0.2080 0.1002 0.0938 0.0938 0.0938 0.0526 0.0000 
Property 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0763 
Using Max normalisation instead of frobenius norm (Eq 3.7) leads to the results presented in 
Table A-19. 
Table A-19 Introducing inverse properties to VSM (max normalisation) 
 A A1 A2 A11 A12 A13 A21 Property 
B 0.6903 0.4159 0.1818 0.4786 0.4786 0.4786 0.2117 0.0000 
B1 0.4382 0.6259 0.2639 0.3088 0.3328 0.3088 0.1294 0.0000 
B2 0.7037 1.0000 0.4603 0.4884 0.4884 0.4884 0.2393 0.0000 
B11 0.2617 0.1642 0.0665 0.1839 0.2080 0.1839 0.0778 0.0000 
B21 0.4286 0.2517 0.1153 0.2946 0.2946 0.2946 0.1340 0.0000 
B22 0.4286 0.2517 0.1394 0.2946 0.2946 0.2946 0.1580 0.0000 
Property 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1749 
7. Ontology alignment with identical graphs 
In multilingual alignment it is the structural similarity that plays an important role in the whole 
process. Although existing ontology alignment techniques employ external translators, there is 
no guarantee that the translation is accurate or relevant to the context. In addition to that, the 
Wordnet set that is being used as both a thesaurus and a lexicon has only been translated in a 
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few languages other than English. Not only that but it does not include scientific terms such as 
PVC, Polypropylene and other materials that are very important for the domain of industrial 
symbiosis. 
For all the above reasons, the proposed algorithm must also be able to successfully align 
ontologies based solely on their structure and not their labels or names. In fact, this is one of the 
benchmark tests for multilingual alignment in OAEI. The models used for the test are given in 
Figure A-10. The names of the concepts at this stage are disregarded. 
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Figure A-10 Identical Models for testing 
 Similarity flooding for identical graphs 7.1.
Working in the same manner as in Section 1, the induced propagation graphs for the two 
ontology models are designed. The first step takes into account only the subsumption (is-a) 
properties (Figure A-11). 
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Figure A-11 Induced propagation graph for identical graphs 
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Given the induced propagation graph in Figure A-11 and observing Eq. 3.3, leads to the results 
given in Table A-20. 
Table A-20 Similarity flooding results for identical graphs 
 A A1 A2 A11 A12 A21 A22 
B 1 0.067209 0.067209 0 0 0 0 
B1 0.067209 0.353623 0.353623 0.016802 0.016802 0.016802 0.016802 
B2 0.067209 0.353623 0.353623 0.016802 0.016802 0.016802 0.016802 
B11 0 0.016802 0.016802 0.062525 0.062525 0.062525 0.062525 
B12 0 0.016802 0.016802 0.062525 0.062525 0.062525 0.062525 
B21 0 0.016802 0.016802 0.062525 0.062525 0.062525 0.062525 
B22 0 0.016802 0.016802 0.062525 0.062525 0.062525 0.062525 
It is evident that because of the identical structure the relevance scores are equal for the concepts 
that are in the same level of abstraction. The use of the coefficients, after a number of iterations 
escalates the difference in similarity scores before normalisation between the root concepts (𝐴 
and 𝐵) and the rest concepts. This leads to very low similarity scores for the sub-pairs of the root 
pair. This problem is addressed by changing the way the coefficients are allocated or by altering 
the normalisation process. At this point the effects of including more ontology components in 
the process of similarity calculation are investigated. It should be noted that in these test 
concepts of the two graphs with the same index number are equivalent and therefore their 
similarity should be either 1 or close to that value. 
 Introducing object properties in similarity flooding with identical graphs 7.2.
Taking object properties into account, results to the induced propagation graph given in Figure 
A-12. Only the part of the graph that has changed is demonstrated. The rest of the graph 
remains as in Figure A-11. 
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Figure A-12 Induced propagation graph – identical models with object property 
Following the same procedure, given the induced propagation graph (Figure A-12) and 
observing Eq. 3.3, calculate the similarity scores for each pair (Table A-21) are calculated. 
Table A-21 Similarity flooding results for identical graphs including object property 
  A A1 A2 A11 A12 A21 A22 
B 1 0.025486 0.025486 0 0 0 0 
B1 0.025486 0.857293 0.336964 0.009011 0.009011 0.009011 0.009011 
B2 0.025486 0.336964 0.857293 0.009011 0.009011 0.009011 0.009011 
B11 0 0.009011 0.009011 0.177394 0.177394 0.072609 0.072609 
B12 0 0.009011 0.009011 0.177394 0.177394 0.072609 0.072609 
B21 0 0.009011 0.009011 0.072609 0.072609 0.177394 0.177394 
B22 0 0.009011 0.009011 0.072609 0.072609 0.177394 0.177394 
The addition of the object property increases the similarity score of the two pairs that are the 
domain and range of the object property. Since the two graphs are identical the domains and the 
ranges will always be formed from entities that are identical and therefore should have similarity 
equal to one (= 1).  
 Introducing the restrictions in Similarity Flooding for identical graphs 7.3.
The introduction of the restrictions leads to the changes given in Figure A-13. The part of the 
graph that is not displayed remains unaffected.  
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Figure A-13 Induced propagation graph – identical models with object property and restriction 
Given this graph and observing Eq. 3.2, the following similarity scores (Table A-22) for the two 
ontologies are yielded. 
Table A-22 Similarity flooding for identical graphs with restrictions 
 A A1 A2 A11 A12 A21 A22 
B 1 0.021806 0.021806 0 0 0 0 
B1 0.021806 0.912723 0.317793 0.007709 0.007709 0.007709 0.007709 
B2 0.021806 0.317793 0.912723 0.007709 0.007709 0.007709 0.007709 
B11 0 0.007709 0.007709 0.183312 0.183312 0.066691 0.066691 
B12 0 0.007709 0.007709 0.183312 0.305393 0.066691 0.066691 
B21 0 0.007709 0.007709 0.066691 0.066691 0.183312 0.183312 
B22 0 0.007709 0.007709 0.066691 0.066691 0.183312 0.305393 
As expected, the introduction of the restriction (modelled as a property) increases the results of 
the domain and range pairs and also of those neighbouring them (B12 – A12, B22 – A22) . One can 
assume that modelling a real-life ontology that will certainly include more restrictions and 
properties will give better results. Results will be affected by the introduction of other ontology 
components such as data type properties and disjointness of classes. These components, 
however, are easily modelled using the vector space model method. This method is tested in 
section 7.4. 
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 Vector Space Model for identical graphs 7.4.
Following the approach described in Section 3.6, the RDF labelled graph for the two ontology 
models is designed. Since the two graphs are identical, only one of them is demonstrated for 
clarity. 
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Figure A-14 RDF labelled graph for identical models 
Taking into account only the subsumption and the object property and observing equations Eq. 
3.3 and Eq. 3.4, the results given in Table A-23, are derived. 
Table A-23 VSM for identical graphs (frobenius norm) 
  A A1 A2 A11 A12 A21 A22 Property 
B 0.3053 0.0049 0.0049 0.0000 0.0000 0.0000 0.0000 0.0000 
B1 0.0049 0.5273 0.3297 0.0012 0.0012 0.0012 0.0012 0.0000 
B2 0.0049 0.3297 0.5273 0.0012 0.0012 0.0012 0.0012 0.0000 
B11 0.0000 0.0012 0.0012 0.0937 0.0937 0.0590 0.0590 0.0000 
B12 0.0000 0.0012 0.0012 0.0937 0.0937 0.0590 0.0590 0.0000 
B21 0.0000 0.0012 0.0012 0.0590 0.0590 0.0937 0.0937 0.0000 
B22 0.0000 0.0012 0.0012 0.0590 0.0590 0.0937 0.0937 0.0000 
Property 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1873 
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Again, as in all other cases of the VSM, the results are massively affected by the use of frobenius 
norm for the normalisation process. However, using a max normalisation for the same number 
of iterations yields different results (Table A-24). 
Table A-24 VSM for identical graphs (max normalisation) 
  A A1 A2 A11 A12 A21 A22 Property 
B 1.00 0.08 0.08 0.00 0.00 0.00 0.00 0.00 
B1 0.08 0.48 0.34 0.08 0.08 0.08 0.08 0.00 
B2 0.08 0.34 0.48 0.08 0.08 0.08 0.08 0.00 
B11 0.00 0.08 0.08 0.29 0.29 0.21 0.21 0.00 
B12 0.00 0.08 0.08 0.29 0.29 0.21 0.21 0.00 
B21 0.00 0.08 0.08 0.21 0.21 0.29 0.29 0.00 
B22 0.00 0.08 0.08 0.21 0.21 0.29 0.29 0.00 
Property 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.58 
The change of the normalisation approach does not affect most of the values, but it allows the 
values of the initial matrices to be carried throughout the process without being annihilated by 
the normalisation process. The similarity scores for the identical pairs (those that have same 
index number), are increased but they are affected by the level of the taxonomy they are in. 
Concepts that lay in the lower level of abstraction of our ontologies have lower similarity. In 
addition to that, the similarity scores for concepts that are not identical but are in the same level 
of the taxonomy are similar to those that are identical (e.g. B21 – A12, B22 – A21). This is caused by 
the fact that there is no much information about the lower level concepts, hence the 
uncharacteristic results. 
 Introducing restrictions to VSM for identical graphs 7.5.
Modelling the restriction as an object property (domain and range) leads to the graph in Figure 
A-15. Again, only one of the two identical graphs is presented. 
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Figure A-15 RDF labelled graph for identical models – with restriction on object property 
Following the process for VSM similarity calculation by observing Eq. 3.3  and Eq. 3.4, yields the 
similarity scores presented in Table A-25. 
Table A-25 VSM with restrictions for identical graphs 
  A A1 A2 A11 A12 A21 A22 Property 
B 0.27 0.06 0.06 0.00 0.00 0.00 0.00 0.00 
B1 0.06 0.38 0.11 0.02 0.16 0.02 0.02 0.00 
B2 0.06 0.11 0.38 0.02 0.02 0.16 0.02 0.00 
B11 0.00 0.02 0.02 0.10 0.10 0.03 0.03 0.00 
B12 0.00 0.16 0.02 0.10 0.25 0.03 0.03 0.00 
B21 0.00 0.02 0.16 0.03 0.03 0.25 0.10 0.00 
B22 0.00 0.02 0.02 0.03 0.03 0.10 0.10 0.00 
Property 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.53 
These results are extremely low for the structural similarity of two identical graphs. This 
approach yields a similarity only for the concepts that are somehow related through a 
subsumption or other relation. Therefore, it can be assumed that the more components used in 
this technique the higher the similarity scores will be for identical ontologies.  
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For example, the similarity between 𝐴12 and 𝐵12 is the same as the similarity of 𝐴21 and 𝐵21. The 
introduction of the restriction leads to the increase of the similarity scores for these two pairs 
from 0.0937 to 0.25. This increase is caused from the fact that both pairs have a domain and 
range member in the restriction. The use of max normalisation yields more reasonable results 
although they are still far from being considered successful (Table A-26). 
Table A-26 VSM with restrictions for identical graphs (max normalisation) 
  A A1 A2 A11 A12 A21 A22 Property 
B 0.49 0.12 0.12 0.00 0.00 0.00 0.00 0.00 
B1 0.12 0.72 0.25 0.03 0.29 0.03 0.03 0.00 
B2 0.12 0.25 0.72 0.03 0.03 0.29 0.03 0.00 
B11 0.00 0.03 0.03 0.19 0.19 0.06 0.06 0.00 
B12 0.00 0.29 0.03 0.19 0.45 0.06 0.06 0.00 
B21 0.00 0.03 0.29 0.06 0.06 0.45 0.19 0.00 
B22 0.00 0.03 0.03 0.06 0.06 0.19 0.19 0.00 
Property 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
Using the maximum normalisation gives more realistic results compared to the frobenius norm. 
This however primarily applies to the high levels of abstraction and concepts that participate in 
object properties or restrictions on them. 
To test the behaviour of this technique one extra dimension is introduced to the matrices. This 
dimension could represent any RDF Schema relation such as disjoint classes or even an 
annotation property that all concepts share. This would give a matrix where all values are 1 (unit 
matrix). Following this approach in combination with the max normalisation yields high 
similarity scores (close to 0.95). These results are not presented as they require further testing. 
8. Bipartite Graph Matching 
A bipartite graph 𝐺 = (𝑉, 𝐸) is a graph in which the vertex set 𝑉 can be decomposed into two 
disjoint sets 𝑋 and 𝑌 such that no vertices of the same subset are adjacent. A matching 𝑀 is a 
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subset of edges such that each node in 𝑉 appears in at most one edge in 𝑀. The graphs derived 
from the two ontologies are given in Figure A-16 and Figure A-17. 
 
Figure A-16 Bipartite Graph - Ontology A 
 
 
Figure A-17 Bipartite Graph - Ontology B 
Creating the matrices described in Eq. 3.8 – Eq. 3.14 and observing the updating equation 3.9 
and after 10 iterations the following results are obtained (Table A-27). 
Table A-27 Bipartite matching results 
  A A1 A2 A11 A12 A21 A22 Property 
B 0.32 0.13 0.26 0.00 0.00 0.00 0.01 0.32 
B1 0.45 0.34 0.58 0.06 0.06 0.06 0.01 0.45 
B2 0.13 0.17 0.23 0.06 0.06 0.06 0.08 0.13 
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B11 0.00 0.07 0.07 0.07 0.08 0.08 0.02 0.00 
B12 0.00 0.15 0.09 0.07 0.08 0.08 0.03 0.00 
B21 0.00 0.07 0.07 0.07 0.08 0.08 0.02 0.00 
B22 0.00 0.06 0.06 0.06 0.06 0.06 0.01 0.00 
Property 0.00 0.01 0.01 0.02 0.02 0.02 0.15 0.00 
9. Modelling Restrictions 
 Restrictions in OWL 9.1.
Restrictions in OWL are modelled in two ways: 
a. As anonymous superclasses of the class they define. 
This method is used for the necessary restrictions of the defined class. For example, in the 
following code snippet, the class AluminiumScrap is defined to have composite Aluminium 
through the hasComposite object property. 
<owl:Class rdf:ID="AluminiumScrap"> 
    <rdfs:subClassOf> 
      <owl:Restriction> 
        <owl:onProperty> 
          <owl:ObjectProperty rdf:ID="hasComposite"/> 
        </owl:onProperty> 
        <owl:someValuesFrom> 
          <owl:Class rdf:ID="Aluminium"/> 
        </owl:someValuesFrom> 
      </owl:Restriction> 
    </rdfs:subClassOf> 
</owl:Class> 
As anonymous equivalent classes of the class they define. 
This method is used for the necessary and sufficient restrictions of the defined class. In the 
following example, the class of technologies BiodegradableInput  is defined to be able to process 
any resource that is BiodegradableResource through the canProcess object property. The fact 
that this restriction is defined as necessary & sufficient, means that if a technology is a subclass 
of the BiodegradableInput class then it can process any resource that is defined as biodegradable. 
In addition, if a processing technology can process a resource that is biodegradable then it must 
be a subclass of the BiodegradableInput class. 
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<owl:Class rdf:ID="BiodegradableInput"> 
    <owl:equivalentClass> 
      <owl:Restriction> 
        <owl:onProperty> 
          <owl:ObjectProperty rdf:about="#canProcess"/> 
        </owl:onProperty> 
        <owl:someValuesFrom> 
          <owl:Class rdf:ID="BiodegradableResource"/> 
        </owl:someValuesFrom> 
      </owl:Restriction> 
    </owl:equivalentClass> 
</owl:Class> 
A restriction is defined by some components as seen in the previous examples. In more detail, a 
restriction is defined by the following features: 
i. Cardinality Constraints 
a. owl:maxCardinality 
b. owl:minCardinality 
c. owl:cardinality 
ii. Value Constraints 
a. owl:allValuesFrom 
b. owl:someValuesFrom 
c. owl:hasValue 
iii. Universal Features 
a. owl:onProperty 
 Directed Labeled Graph 9.2.
Directed labelled graphs (Figure 3-2) take into account the links between the concepts in order 
to form a single graph. This does not allow for the complicated owl syntax to be represented 
appropriately. Restrictions in this case can be modelled as simple properties with domain and 
range concepts. 
 RDF Labeled Directed Graph 9.3.
As suggested by its name, the RDF labelled directed graph, uses rdf syntax to create a graph for 
an ontology. In this case, the modelling of the restrictions, can again be modelled in the form of 
an object property as the one in Figure 3-7.  
The restriction cannot be modelled using only the rdf syntax. A way forward is to use 
OWL/RDF labelled graphs. In such a case, a restriction is modelled as in Figure A-18. 
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Figure A-18 An OWL/RDF labelled directed graph 
 Bipartite Graph 9.4.
Bipartite graph differentiates between internal and external entities thus allowing the modelling 
of owl and rdf syntax. The restriction is modelled in detail but the effort required to model a 
single restriction is not insignificant Figure A-19. 
 
Figure A-19 Bipartite Restriction Example 
10. Calculating Similarity with Restrictions using bipartite graph modelling 
The test ontologies presented in Figure 6-1,  are modelled following the principles described in 
Sections 3.7 and Appendix A – 9.4, to get the bipartite graphs that include the restrictions for 
both ontologies 𝐴 (Figure A-20) and 𝐵 (Figure A-21). 
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Figure A-20 Bipartite Graph with Restrictions - Ontology A 
 
 
Figure A-21 Bipartite Graph with Restrictions - Ontology B 
Given the two graphs and following the method described in Section 3.7 yields the results 
presented in Table A-28. 
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Table A-28 Results for bipartite with restrictions  
  A A1 A2 A11 A12 A21 A22 Property 
B 0.26 0.37 0.00 0.00 0.01 0.00 0.11 0.00 
B1 0.24 0.63 0.14 0.08 0.13 0.08 0.28 0.10 
B2 0.15 0.30 0.08 0.06 0.15 0.06 0.18 0.00 
B11 0.00 0.06 0.05 0.06 0.16 0.06 0.10 0.06 
B12 0.00 0.05 0.05 0.07 0.07 0.07 0.10 0.01 
B21 0.00 0.05 0.05 0.07 0.07 0.07 0.10 0.01 
B22 0.00 0.05 0.03 0.05 0.10 0.05 0.05 0.25 
Property 0.26 0.37 0.00 0.00 0.01 0.00 0.11 0.00 
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