This study deals with Bayesian analysis of shifted Gompertz mixture model under type-I censored samples assuming both informative and noninformative priors. We have discussed the Bayesian estimation of parameters of shifted Gompertz mixture model under the uniform, and gamma priors assuming three loss functions. Further, some properties of the model with some graphs of the mixture density are discussed. These properties include Bayes estimators, posterior risks and reliability function under simulation scheme. Bayes estimates are obtained considering two cases: (a) when the shape parameter is known and (b) when all parameters are unknown. We analyzed some simulated sets in order to investigate the effect of prior belief, loss functions, and performance of the proposed set of estimators of the mixture model parameters.
Introduction
Mixture distributions are quite popular when modeling populations containing two or more subgroups. These probability models represent non-homogenous behavoiurs and may be utilized in manufacturing and non-manufacturing applications for the characteristic(s) of interest that exhibit mixture patterns. These types of mixtures offer a more valuable analysis that leads to more meaningful results. It is important to properly model the variable of interest by using simple or mixture models and to estimate their parameters with the assistance of accessible information. The estimation of parameters may be carried out using classical and Bayesian methods of estimation. Gosh and Ebrahimi (2001) have been studied the Bayesian analysis of the mixing function in a mixture of two exponential distributions. Sultan et al. (2007) analysis of the mixture of Power function distribution using the complete and the censored sample. has considered the Bayesian inference for mixture Burr type II distribution under type-I censoring.
In life testing experiments, it often occurs that experimenter may not be in a position to observe the life times of all items put on test because of time limitations and other restrictions on the data collection. Type-I and Type-II censoring schemes are the two most common censoring schemes. In Type-I censoring scheme, the experiment pursue up to a predetermined fixed time T but the number of failures is random, whereas in Type-II censoring scheme, the experimental time is random but the number of failures is preselected, r. have studied the cumulative charting technique based on simple and the mixture of Rayleigh models. have considered a new methodology for Bayesian analysis of mixture models under doubly censored samples.
The modeling and forecasting of the diffusion of modernization has been a topic of increasing research interest in marketing and other fields of life. A good number of models on the acceptance and diffusion of new products and technologies have been presented over time, since the basic article of Bass (1969) . Later models have integrated greater adaptability modifying and extending the Bass model in different ways. The model of Bass has been one of the main references in models of adopting timing of innovations. From this model, Bemmaor (1999) formulated a derivation for which the individual-level model of adopting timing of a new product is randomly distributed according to the shifted Gompertz distribution. Some statistical properties of the shifted Gompertz distribution are shown in Bemmaor (1999) . Bemmaor and Lee (2002) studied that the Bass model results from the mixing of shifted Gompertz and exponential distributions. More recently, Jimenez and Jodra (2009) have contributed to the study of this distribution, providing explicit expressions for the expectation and variance, deriving a closed-form expression for the quantile function and considering the limit distributions of extreme order statistics.
Gompertz distribution is used as a survival model in reliability and survival analysis. It has an increasing hazard rate for the life of the systems. This distribution does not seem to have received enough attention. Saracoglu et al. (2009) compared the maximum likelihood, uniformly minimum variance unbiased and Bayes estimators for the parameter of the Gompertz distribution. Ismail (2010) considered the Gompertz distribution as a lifetime model for applying the Bayesian approach to the estimation problem in the case of step stress partially accelerated life tests with two stress levels and type-I censoring. Ismail (2011) discussed the point and interval estimations of a twoparameters Gompertz distribution under partially accelerated life tests with Type-II censoring. Kiani et al. (2012) studied the performance of the Gompertz model with timedependent covariate in the presence of right censored data. Torres (2014) proposed nonlinear least squares procedures for estimating the parameters of the shifted Gompertz distribution. studied Bayesian analysis of the shape parameter of the mixture of Burr type X distribution using the censored data. 
Graphical representations for different selected parametric values for the mixture model are shown in Fig. 1 . The mean median and mode of the two-component mixture of the shifted Gompertz distribution are obtained and shown in Table 1 . 
The Parametric values 1 
Hence (3) can be simplified to: 
Bayesian estimation of parameters (case a: shape parameter known)
In this section, we discuss prior distributions for unknown parameters, loss functions and Bayes estimators and their posterior risks. 
Bayesian estimation using gamma prior
The Bayesian analysis requires the choice of suitable priors for the unknown parameters in addition to the experimental data. There is no well-defined way in which one can say that one prior is better than other see Arnold and Press (1983) . The main thing in this bond is the relationship between the prior distribution and the loss function. The mixture model under consideration has two shape parameters, two scale parameters and one mixing proportion parameter. We consider both the informative and noninformative priors and observed the results. First, we assume that scale parameter , 1, 2, i i   has independent gamma prior with the shape and scale parameters as a and b respectively,
and uniform prior for 1 . p By combining the likelihood function given in (3) leads towards the following joint posterior distribution of 
 is simply the probability distribution of 1  that neglects other nuisance information about 21 and , p  which is obtained by integrating the joint probability distribution with respect to other parameters as:
Similarly, the marginal posterior distribution of 21 and p  are derived as: 
Bayesian estimation of the mixture model assuming the noninformative prior
The noninformative priors are significant part of Bayesian tool kit. The noninformative priors have a least effect on the ultimate inference comparative to the data. Bernardo (1979) contended that a noninformative prior should be considered as a reference prior, i.e., a prior that is favourable for use as a standard when scrutinize statistical data. The most common example of noninformative prior is uniform prior and is employed when no conventional prior information is available. The uniform prior for the unknown parameter i  can be written as 
where , and are already defined.
Marginal
Bayesian estimators under different loss functions
In order to select a best decision in decision theory, a suitable loss function must be specified. The preference of loss function is a difficult job, and its selection is often formed for the reasons of mathematical convenience without any particular decision problem of ongoing interest excluding cost effect. As in the risk analysis, the potentiality of undesired event and its consequences both are explored. This potentiality is usually measured by failure rate. The Bayesian approach is extensively applied to failure rate. In disastrous outcomes, it can be terrible to underestimate the potentiality of an event rather than to overestimate. This is significant when the risk level is the basis of risk reducing initiative, either by reducing the potentiality or the consequences. An inappropriately low estimate of the risk level can lead to the lack of necessary steps to reduce the risk level. Hence, it is unreasonable to use a loss function that allows the estimation of a failure probability of zero. A positive loss at the origin allows the estimation of zero and in risk analyses estimating a zero failure probability simply means that no risk is expected for further detail see Norstrom (1996) . Three loss functions are used to obtain the Bayes estimators along with posterior risks, i.e., the squared error (SE) loss function, weighted squared error (WSE) loss function and quadratic (Q) loss function. The most commonly ,,
Up  can be written as:
, ,
However, it is not possible to evaluate (5) in closed-form. We obtain the Bayes estimates using the curvature method.
Simulation study
In this section, we perform a Monte Carlo simulation to observe the behavior of the proposed estimator of the parameters and respective posterior risks for different sample sizes 
 
Samples of size n = 30, 60 and 100 were generated from the two component mixture of the shifted Gompertz distribution. A well-known procedure in simulation for computer generation of random variables is the inverse transform method. This method provides the most straightforward procedure to generate samples of a given distribution when its quantile function exists in closed-form. The quantile function of the shifted Gompertz distribution can be expressed in closed-form in terms of the Lambert W function. As a consequence, simulation studies involving the shifted Gompertz distribution can easily be carried out for theoretical and practical purposes. From a computational point of view, since the Lambert W function is efficiently implemented in various computer algebra systems Matlab and Mathematica. Therefore, the inverse transform method can directly be applied to generate samples of the shifted Gompertz distribution. Probabilistic mixing is used to generate the mixture data. To generate the mixture model, a random number 'u' is generated from the uniform distribution on (0, 1).
If u < p 1 the observation is taken randomly from (6, 2, 10, 2), (1, 2, 3, 2) and (8, 2, 4, 2). All observations that exceeded T were treated as censored. For each of the combinations of parameters, sample sizes, we generated 1000 samples using Mathematica. For each of 1000 samples, the Bayes estimates and posterior risks are not in closed form and calculated by using the curvature integration method. There are two main reasons for one to need to do numerical integration: analytical integration may be impossible or infeasible, or one wishes to integrate tabulated data rather than known functions. In general, we derive numerical integration methods by splitting the interval [a, b] into small subintervals, approximate f by a polynomial on each subinterval, integrate this polynomial rather than f, and then add together the contributions from each subinterval. This is the strategy we follow for deriving numerical integration methods, and this works as long as f can be approximated well by polynomials on each subinterval. The average of these estimates and corresponding posterior risks are reported in Table 2 -7. Table 2 -7, some results are very obvious. The foremost point that requires attention is that posterior risk decreases as we increase sample size and Bayesian estimates become very close to the true values of the parameters as we increase the sample size. The posterior risk of the Bayes estimator is a notable criterion for computing the performance of the different estimators. The amount of the posterior risk is directly proportional to true parametric values and is inversely proportional to the sample size.
It can be seen that Bayes estimators performed well under quadratic loss function than the squared error loss function and weighted squared error loss function. Bayes estimates are found to be under estimated under weighted squared error loss function based on all both priors. Bayes estimators are efficient under quadratic loss function; In fact the use of quadratic loss function unveiled the smallest posterior risk, which is really an advantageous property. Furthermore, we obtain efficient results using the gamma prior than the uniform prior. Posterior risks for the Bayes estimates assuming uniform prior is also little high. Hence, gamma prior has a clear edge over uniform prior. The selection of the best prior and loss function does not depend on sample sizes. Whereas, it is to be noted that selection of the best prior/loss function for a given loss function/prior is made on the basis of minimum posterior risks associated with it. Therefore we can easily make a selection of preferable prior and loss function. Effect of the changing in shape parameters The expressions of the estimators show that an analytic comparison of these estimators is not possible. To compare the different estimators of the reliability function of the shifted Gompertz mixture distribution obtained in this paper, probability mixing random sample of various sample sizes are generated as the procedure defined in previous section. Bayesian reliability estimates      ˆ, 
