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第2章  関連技術 
 
2.1 まえがき 











んだ分散表現に変換できる．以下の図 2.1 に T5 の概要図を⽰す． 
 















事前学習の⽬的関数として，B E R T[2]と同様Masked language modelingが採⽤されてい




事前学習を⾼速化する⼯夫として Random spans が採⽤されている．これは，Masked 
language modeling の学習時に，伏せ字の間隔をランダムにするために⽤いる⼯夫である． 
また，T5 は事前学習のデータセットとして， Colossal Clean Crawled Corpus（C４）[3]
を採⽤している．これは，世界中のウェブサーバーから集められたデータ Common Crawl
のクエスチョンマーク・ビックリマーク・ピリオドで終わる⽂章のみを使⽤し，スラングや




は，Recurrent Neural Network (RNN) や Convolutional Neural Network (CNN) を使⽤し
ないモデルである．Attention 機構は，⽂字列における単語の間に存在する⽂脈的な関係を学





また，Transformerは，Positional Encoding，Attention機構，Feed Forward Neural Network
で構成されている．Positional Encoding は，⼊⼒した単語に位置情報を付与する役割を持





























Positional Encoding Positional Encoding 
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表 2.1 SentencePieceによる⽂章の分割例 
元の⽂ 分割した⽂章 
このアホ⽝! ['この', 'ア', 'ホ', '⽝', '!'] 
とてもいいよ ['とても', 'いい', 'よ'] 
待たせてごめんね ['待', 'た', 'せて', 'ご', 'めん', 'ね'] 
ネコぎらいなんです ['ネコ', 'ぎ', 'らい', 'な', 'んです'] 
みんなロータリーで何するんですか，先
輩? 
['みんな', 'ロータリー', 'で', '何', 'する', 'んで
す', 'か', ',', '先輩', '?'] 
おすわり! ['お', 'す', 'わり', '!'] 
学校での集まりにおくれてるんだ ['学校で', 'の', '集まり', 'にお', 'くれ', 'てる', '
んだ'] 
明⽇は何してますか？ ['明⽇', 'は何', 'して', 'ます', 'か', '?'] 
明⽇の天気を教えてください ['明⽇', 'の', '天気', 'を教え', 'て', 'ください
'] 
好きな⾷べ物はなんですか？ ['好きな', '⾷べ物', 'は', 'なん', 'ですか', '?'] 
年はいくつですか？ ['年', 'は', 'いく', 'つ', 'ですか', '?'] 
好きな⾊を教えてください ['好きな', '⾊', 'を教え', 'て', 'ください'] 
それで全部？ ['それ', 'で', '全部', '?'] 
世界的に有名なホッケー選⼿が⼤試合にの
ぞむ 
['世界的に', '有名な', 'ホッケー', '選⼿が', '
⼤', '試合', 'に', 'の', 'ぞ', 'む'] 
⼭の頂上を⽬指した ['⼭の', '頂上', 'を⽬指した'] 
 
2.5 むすび 














































3.3 SentencePiece の事前学習データ 
 ⼊⼒⽂章をトークン化するため，⽇本語の⽂章をあらかじめ SentencePieceに学習させる
必要 が あ る ． 学 習 に は ，Tensorflow Datasets の公開 デ ー タ セ ッ ト で あ る ⽇ 本 語版
wikipedia2020[8]を使⽤する．なお，データサイズは 5.61GiBである．データセットの例を




ことが多く，本⼤会に出場したのは第 13 回⼤会（1939 年）の⻘森林友 1 チームだけで
ある 




（第 89 回⼤会まで．中⽌となった第 15 回⼤会を除く．以下本項において同じ） 
延べ出場回数 1 回 
優勝回数 なし 
準優勝回数 なし 








図 3.2 ⽇本語版 wikipedia2020の例 
 
3.4 T5 の事前学習データ 
⽇本語の⽂章に対応した⾃然⾔語処理タスクを解くため，T5 に⽇本語の⽂章を学習させ

































ただし，n-gram とは，任意の⽂章における連続した n 個の単語や⽂字のまとまりを表し
ている．𝑃!は，翻訳⽂中における全ての n-gram に対する参照訳で⼀致した n-gram の割合で
ある．これにより翻訳⽂と参照訳の連続したフレーズが⽐較され，類似度を参照できる．ま
た，⼀般的に⾃然⾔語処理のタスクを評価する際は，n=4 が⽤いられる場合が多い． 
BP は，翻訳⽂の⻑さが参照訳より短い場合に 1 より⼩さくなり，翻訳⽂が参照訳より⻑い
場合に１となるペナルティである．翻訳⽂が参照訳より短い場合は，機械翻訳の精度が悪い
とみなされ，BLEU のスコアは低くなる．また，BLEU スコアの⼤まかな評価指標として，






































本語訳で構成されている．英語原⽂を機械翻訳で⽇本語に翻訳した⽂章を T5 の Encoderに
学習させる．⾕川俊太郎による⽇本語訳をDecoderに学習させる．なお，総データ数は 2750
ペア，最⼩の⽂字数は１⽂字，最⼤の⽂字数は 103 ⽂字，平均⽂字数は約 27.5 ⽂字である．
また，題材データの⽂字数は，30⽂字以内の⽂章が 70％を占めている．題材データの例を






























































4.3 実験 1 
 題材データ 2750ペアを⽤いて T５に学習を⾏った．学習させた T５モデルの Encoderに
任意の⽂章を⼊⼒し，Decoderで⽂章の⽣成を⾏った．その結果を以下の表 4.2 に⽰す． 
 







































データ数は 5500となった．以下の表 4.3 に，実験２で使⽤したデータの例を⽰す． 
 


































表 4.3 のデータセットを⽤い，T5 に学習を⾏った．学習させた T５モデルの Encoderに
任意の⽂章を⼊⼒し，Decoderで⽂章の⽣成を⾏った．その結果を以下の表 4.4 に⽰す． 
 









































り除き T5 に学習を⾏った．取り除いたデータ量は 512 ペアであり，元データの約 81%を
実験３のデータとして⽤いる．以下の図 4.2 に題材データの⽂字数の差の散布図を⽰す．ま
た，データ処理を施し学習を⾏った T５モデルの Encoderに任意の⽂章を⼊⼒し，Decoder
で⽂章の⽣成を⾏った．その結果を以下の表 4.5 に⽰す． 
 
 








































4.6 BLEU による評価および考察 
 4.3，4.4，4.5 節で学習し作成した各 T5 モデルに対する BLEU のスコアを以下の表 4.6
に⽰す． 
 
表 4.6  各 T5 モデルに対する B L E Uスコア 
 実験１ 実験２ 実験３ 
BLEU 21.70 15.84 25.09 
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