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In this work we carry out an exhaustive analysis of the generalized
inverses of singular irreducible symmetricM-matrices. Thekey idea
in our approach is to identify any symmetricM-matrix with a pos-
itive semi-deﬁnite Schrödinger operator on a connected network
whose conductances are given by the off-diagonal elements of the
M-matrix. Moreover, the potential of the operator is determined
by the positive eigenvector of the M-matrix. We prove that any
generalized inverse can be obtained throughout aGreen kernel plus
some projection operators related to the positive eigenfunction.
Moreover, we use the discrete Potential Theory associated with
any positive semi-deﬁnite Schrödinger operator to get an explicit
expression for anygeneralized inverse, in termsof equilibriummea-
sures. Finally, we particularize the obtained result to the cases of
tridiagonal matrices and circulant matrices.
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1. Statement of the problem
Given
(
n
2
)
nonnegative real numbers, cij  0, 1 i < j n, we are interested in determining those
values d1, . . . , dn for which
M =
⎡⎢⎢⎢⎣
d1 −c12 · · · −c1n−c12 d2 · · · −c2n
...
...
. . .
...
−c1n −c2n · · · dn
⎤⎥⎥⎥⎦
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is a singular M-matrix. Moreover, for each n-tuple satisfying this property we would wish to charac-
terize all generalized inverses of M. Throughout the paper we will assume that the coefﬁcients cij are
such that M is an irreducible matrix.
Although these are algebraicproblems,we shall tackle thembyapplyingmethods fromtheOperator
Theory on ﬁnite networks. To do this we take into account that the off-diagonal entries of M can
be identiﬁed with the conductance function of a network whose order equals n. Speciﬁcally, if V =
{x1, . . . , xn}, then we can consider the network Γ = (V , E, c) with edge set E, where the conductance
c: V × V −→ R is deﬁnedby c(xi, xj) = cij andhence {x, y} ∈ E iff c(x, y) > 0. So,Γ is a ﬁnite network
without loops nor multiple edges in which each edge {x, y} has been assigned a conductance c(x, y).
Moreover, it is well-known that M is an irreducible matrix iff the network is connected.
Each real function on V can be identiﬁed with a (column) vector of Rn and hence each endomor-
phism of the space of real functions on V can be identiﬁed with a matrix of order n and conversely. In
particular, the Identitymatrixof ordern, I, is identiﬁedwith the Identity endomorphism,I,whereas the
matrix obtainedby choosing di = ∑nj=1
j /=i
cij is nothing but the combinatorial Laplacian of thenetworkΓ .
Therefore, anymatrixwith off-diagonal values given by−cij can be considered as a perturbed Laplacian
of Γ in the sense of [1] and then we ask which perturbed Laplacians of Γ are singular and positive
semi-deﬁnite.
From the Operator Theory point of view, the perturbed Laplacians are identiﬁed with the so-called
discrete Schrödinger operators of Γ , see for instance [8] and references therein for several physical
interpretations. Throughout the paper we mainly use this terminology, since it suggests some sort
of relationship with the differential operators with the same name. In fact, many of our techniques
and results appear as the discrete counterpart of the standard treatment of the resolvent of elliptic
operators on Riemannian manifolds.
The paper is organized as follows: First we establish themain deﬁnitions concerning functions and
endomorphisms on the network and then we raise the problems within this framework. The third
section is devoted to introduce the fundamental properties of generalized inverses of the operators
that are the discrete analogue of semi-elliptic differential operators on Riemannian manifolds. In the
fourth sectionwepresent themain result of the paper,which consists of developing a discrete Potential
Theory for a given singular Schrödinger operator. As a consequence, we obtain a full description of all
the generalized inverses of the Schrödinger operator in terms of the so-called equilibriummeasures. In
the realm of Riemannian manifolds, to build a Potential Theory with respect to the resolvent kernel of
an elliptic operator is a fruitful technique. In the discrete setting, the kernel of such a Potential Theory
can be associated with the operator but not with its inverse. Therefore, this point of view seems to be
characteristic of the discrete context.
In the last two sections we apply the obtained results to the cases when M is either a tridiagonal
matrix or a circulant matrix, since in these examples the equilibrium measures can be calculated by
hand, and hence we obtain an explicit expression for each generalized inverse. Both cases correspond
to a singular and positive semi-deﬁnite Schrödinger operator on either a path or a circulant network.
WhenM coincideswith the combinatorial Laplacianof either apathor analternating circulantnetwork,
the propose problem has been widely studied, see for instance [9–12].
2. Preliminaries
Given the ﬁnite and connected network Γ = (V , E, c), the sets of real valued functions and of
nonnegative real functions are denoted by C(V) andby C+(V), respectively. The standard inner product
on C(V) is denoted by 〈·, ·〉; that is, 〈u, v〉 = ∑x∈V u(x)v(x) for each u, v ∈ C(V). If u ∈ C(V)we denote
by u⊥ the subspace orthogonal to u.
For any x ∈ V , εx ∈ C(V) stands for the Dirac function at x, whereas ω ∈ C(V) is called a weight if
it is unitary and veriﬁes that ω(x) > 0 for any x ∈ V . If ω is a unitary function, we deﬁne Cω(V) ={σ ∈ C(V) : 〈σ ,ω〉 = 1}. Clearly,ω ∈ Cω(V) and for any x ∈ V such thatω(x) /= 0 the functionωx =
ω(x)−1εx also veriﬁes thatωx ∈ Cω(V). Observe thatω⊥x is the subspace of functions that vanish at x.
IfK is an endomorphism of C(V), its adjoint is denoted byK∗ and thenK is called self-adjointwhen
K∗ = K. A self-adjoint operatorK is named elliptic iff it is positive semi-deﬁnite and either it is positive
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deﬁnite, and hence invertible, or has 0 as a simple eigenvalue. Therefore, ifK is an elliptic and singular
operator there exists, up to sign, a unique unitary ω ∈ C(V) such that K(ω) = 0.
A function K: V × V −→ R is called a kernel on V and it determines an endomorphism of C(V) by
assigning to any u ∈ C(V) the function K(u)(x) = ∑y∈VK(x, y)u(y). Conversely, each endomorphism
K of C(V) is determined by the kernel given for any x, y ∈ V by K(x, y) = 〈K(εy), εx〉. Therefore K is
self-adjoint iff its kernel is a symmetric function.
Given σ , τ ∈ C(V), we denote by Pσ ,τ the endomorphism of C(V) that assigns to each u ∈ C(V)
the functionPσ ,τ (u) = 〈τ , u〉σ and hence, its kernel is (σ ⊗ τ)(x, y) = σ(x)τ (y). In particular, when
ω /= 0 the endomorphism Pω,ω is simply denoted by Pω . According with the terminology of [2],
the operators Pσ ,τ are named projectors, since when 〈σ , τ 〉 = 1 the subspaces τ⊥ and span(σ ) are
complementary andPσ ,τ assigns to any u ∈ C(V) its projection on σ along τ . Next, we summarize the
main properties of these operators, which we widely use throughout the paper.
Lemma 2.1. Given σ , τ , ρ ∈ C(V) then P∗σ ,τ = Pτ ,σ and Pσ ,τ = Pρ ,σ iff either σ = 0 or τ = ρ = aσ
for some a ∈ R. In particular, Pσ ,τ is self-adjoint iff either σ = 0 or τ = aσ with a ∈ R and positive
semi-deﬁnite iff, in addition, a 0. Moreover, if K is an endomorphism of C(V) then K ◦ Pω,τ = PK(ω),τ
and Pω,τ ◦ K = Pω,K∗(τ ).
The combinatorial Laplacian, or simply the Laplacian, of the networkΓ is the endomorphismof C(V)
that assigns to each u ∈ C(V) the function
L(u)(x) = ∑
y∈V
c(x, y) (u(x) − u(y)) , x ∈ V . (1)
Given q ∈ C(V), the Schrödinger operator on Γ with potential q is the endomorphism of C(V) that
assigns to each u ∈ C(V) the function Lq(u) = L(u) + qu, see for instance [5].
It is well-known that any Schrödinger operator, and hence the combinatorial Laplacian, is self-
adjoint. The properties of the matrices identiﬁed with Schrödinger operators are described in the
following result, whose proof is straightforward.
Proposition 2.2. The set of irreducible symmetric Z-matriceswhose off-diagonal elements are describedby
−c is identiﬁed with the set of Schrödinger operators onΓ .Moreover, one of these matrices is anM-matrix
iff the corresponding Schrödinger operator is positive semi-deﬁnite.
Since we are interested in irreducible, symmetric and singular M-matrices, we must characterize
the Schrödinger operators that are positive semi-deﬁnite and singular. To do this, if ω is a weight, we
call the potential determined by ω the function qω = −ω−1L(ω). With this terminology, the claimed
characterization is given by the following result, see [5, Proposition 3.3].
Proposition 2.3. The Schrödinger operator Lq is elliptic and singular iff there exists a weight ω such that
q = qω and then Lq(v) = 0 iff v = aω, a ∈ R.
3. Generalized inverses of singular elliptic operators
In this section we characterize all the generalized inverses of a given elliptic operator. Although
there exists some standard treatments for the analysis of this kind of problems, see for instance [2,
Chapters 1–2], we obtain the same properties through a direct and simple analysis. In this way, we
get some other results that are not usual in the literature on the subject as, for instance, the obtention
of the inverse of any non singular generalized inverses. Since most of the results in this section are
well-known, we only show the key results and refer the interested readers to [2] or [7] for the proofs.
Throughout this section we consider a ﬁxed singular elliptic operator F and we denote by ω a
unitary function such that F(ω) = 0. Under these assumptions, we are concerned with the so-called
Poisson equation for F on V
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Given f ∈ C(V) ﬁnd u ∈ C(V) such that F(u) = f . (2)
The general facts about the Poisson equation are given in the following well-known result.
Proposition 3.1 (FredholmAlternative). The Poisson equationwith data f ∈ C(V)has solution iff f ∈ ω⊥
and moreover the solution is unique up to a multiple of ω. In particular, given σ ∈ Cω(V), there exists a
unique solution belonging to σ⊥.
Our interest is focussed on the resolvent operators that help us to solve the Poisson equation (2)
for any data f ∈ ω⊥. This condition and the property F(ω) = 0, can be formulated as
Pω ◦ F = F ◦ Pω = 0, (3)
that also implies Pτ ,ω ◦ F = F ◦ Pω,τ = 0, for any τ ∈ C(V). In fact, we get the following characteri-
zation that is relevant to obtain all the generalized inverses.
Lemma 3.2. If K is an endomorphism of C(V), then F ◦ K = 0, respectively K ◦ F = 0, iff K = Pω,τ ,
respectively K = Pτ ,ω , for some τ ∈ C(V).
Any endomorphism of C(V) that assigns to any f ∈ ω⊥ a solution of the Poisson equationF(u) = f
is called generalized inverse of F or simply generalized inverse. Therefore, due to the multiplicity of
solutions for any Poisson equation, there exist inﬁnitely many generalized inverses of F and it is well-
known, see for instance [2, Theorem 2.2], that an endomorphism K is one of them iff it satisﬁes the
identity
F ◦ K ◦ F = F. (4)
Therefore, any generalized inverse is either invertible or has 0 as a simple eigenvalue. Moreover, as
(F ◦ K − I) ◦ F = 0, fromLemma3.2 there exits auniqueσ ∈ Cω(V) such thatF ◦ K = I − Pσ ,ω . In
this case,K is singular iffK(σ ) = 0, which is equivalent to the identityK ◦ F ◦ K = K, a well-known
result about generalized inverses, see for instance [2, Theorem 1.2]. In addition, Fredholm Alternative
implies that for any σ ∈ Cω(V) there exists a unique generalized inverse, that we denoted byKσ , such
that F ◦ Kσ = I − Pσ ,ω and Pω,σ ◦ Kσ = 0. In particular, Kσ (σ ) = 0 and hence Kσ is a singular
operator.
The notion of generalized inverses of the elliptic operator F includes a special type of endomor-
phismsofC(V) that are thediscreteanalogueof the so-calledcalledGreenoperators for a (semi)-elliptic
differential operator. Speciﬁcally, any endomorphism of C(V), denoted by G, such that
F ◦ G = I − Pω , (5)
is called Green operator. This corresponds to take σ = ω in the above reasoning. In particular, the
unique Green operator, Gω , such that Pω ◦ Gω = 0 is called orthogonal Green operator. The kernel of
a Green operator is called Green kernel and it is denoted generically by G, whereas the Green kernel
associated with Gω is called orthogonal Green kernel and it is denoted by Gω .
Weuse the orthogonal Green operator to obtain a friendly description of all the generalized inverses
of F by adding suitable projectors to Gω .
Theorem 3.3. Let K be an endomorphism of C(V). Then, K is a generalized inverse of F iff there exist
σ ∈ Cω(V) and τ ∈ C(V) such that
K = Gω − Pω,τ − PGω(σ ),ω.
The functions σ and τ are uniquely determined and the following properties hold:
(i) K is a generalized inverse iff, for any y ∈ V , the functionK(εy) is a solution of the Poisson equation
F(u) = εy − ω(y)σ. In particular, Kσ (εy) is the unique solution belonging to σ⊥.
(ii) Gω = K − 〈τ ,ω〉Pω − Pω ◦ K − K ◦ Pω.
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(iii) K is a Green operator iff ω is an eigenfunction of K and hence, Gω = (I − Pω) ◦ K.
(iv) K is invertible iff τ /∈ σ⊥ and then K−1 = F − 〈τ , σ 〉−1Pσ ,θ , where θ = ω + F(τ ).
(v) K is self-adjoint iff there exists a ∈ R such that τ = Gω(σ ) − aω; that is, iff K = Gω + aPω −
Pω,Gω(σ ) − PGω(σ ),ω. In addition,K is non singular iff a /= 〈Gω(σ ), σ 〉, in which caseK−1 = F +
(a − 〈Gω(σ ), σ 〉)−1Pσ .
(vi) K is elliptic iff K = Gω + aPω − Pω,Gω(σ ) − PGω(σ ),ω , where a〈Gω(σ ), σ 〉.
(vii) Kσ = Gω + 〈Gω(σ ), σ 〉Pω − Pω,Gω(σ ) − PGω(σ ),ω and hence, Kσ is the unique self-adjoint
generalized inverse that assigns the null function to σ.
Another special type of generalized inverses areKωz whenω(z) /= 0.Weknow thatKωz determines
an automorphismof the subspace of functions that vanish at z. In fact, if we denote by Gz the restriction
of Kωz to this subspace, Gz is nothing but the Green operator associated with the Dirichlet boundary
value problem on V \ {z}, see [4] where this operator was named z-Green operator.
Corollary 3.4. For any z ∈ V such that ω(z) /= 0,Kωz is the unique elliptic generalized inverse of F that
assigns the null function to εz , or equivalently Kωz (·, z) = 0. Moreover,
Kωz = Gω + aPω − Pω,τ − Pτ ,ω ,
where a = Gω(z,z)
ω(z)2
and τ = Gω(·,z)
ω(z)
and conversely, Gω = Kωz − aPω − Pω ◦ Kωz − Kωz ◦ Pω.
In the literature, the generalized inverses of F are classiﬁed, see for instance [2], according to the
so-called Penrose equations:
F ◦ K ◦ F = F , (1)
K ◦ F ◦ K = K, (2)
(F ◦ K)∗ = F ◦ K, (3)
(K ◦ F)∗ = K ◦ F. (4)
Speciﬁcally, ifH ⊂ {1, 2, 3, 4} and K is an endomorphism of C(V), then K is calledH-inverse of F iff it
satisﬁes those Penrose equations whose numbers are elements of H. Therefore, the above concept of
generalized inverse corresponds to the {1}-inverse notion. From Theorem 3.3, we are ready to char-
acterize allH-inverses such that 1 ∈ H. The reader can compare this characterization with Theorems
2.3 and 2.4 and Corollaries 2.3 and 2.4 in [2].
Proposition 3.5. If K is a {1}-inverse of F the following properties hold:
(i) K is a {1, 2}-inverse iff it is singular.
(ii)K is a {1, 3}-inverse iff it is a Green operator.
(iii)K is a {1, 4}-inverse iff K∗ is a Green operator.
(iv)K is a {1, 3, 4}-inverse iff K is a self-adjoint Green operator.
Corollary 3.6. Gω is the unique generalized inverse of F satisfying all Penrose equations.
We ﬁnish this section by giving the matrix version of some of the above results that generalize
some well-known properties of generalized inverses of M-matrices. We denote by M the singular
matrix identiﬁedwithF and byM† theMoore–Penrose inverse ofM. Moreover, for any z ∈ V such that
ω(z) /= 0, the matrices of order n − 1 obtained by removing the row and column corresponding to z
fromM and from thematrix identiﬁed withKωz , are denoted byMz andGz respectively. Following the
terminology of [15],Gz is called the Bottleneckmatrix ofM based at z. Finally, we denote byP thematrix
identiﬁed with Pω , by w the vector identiﬁed with ω and for any z ∈ V , Pz and wz are the matrix and
the vector obtained respectively from P and from ω by removing the row and column and the entry
corresponding to z.
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Proposition 3.7. The matrix identiﬁed with the orthogonal Green operator Gω is M† and for any z ∈ V
such thatω(z) /= 0, thematricesMz andGz are inverses each other. In addition, if we suppose that z = xn,
then
M† = (wz)TGzwzP +
⎡⎣Gz − GzPz − PzGz −Gzwz
−(wz)TGz 0
⎤⎦ .
4. Potential Theory for singular elliptic Schrödinger operators
Aswe have shown, elliptic operators onΓ are difference operators that verify analogous properties
to those satisﬁed by self-adjoint second order elliptic differential operators on Riemannianmanifolds.
In particular, they have associated the so-called Green operators. In this section, we are interested in
obtaining an explicit expression for all the generalized inverses of any singular elliptic Schrödinger
operator. From Proposition 2.2, we obtain all the generalized inverses of any symmetric, singular and
irreducibleM-matrix. To achieve this goal, we treat these discrete operators fromapoint of viewwhich
does not seem to have a differentiable counterpart. Speciﬁcally, whereas in the continuous case the
Potential Theory is built with respect to Green kernels, here it is built through the kernel associated
with the Schrödinger operator.
Throughout this section we consider a ﬁxed weight ω, its corresponding potential qω and the
elliptic Schrödinger operator Lqω . Clearly, Lqω is the endomorphism of C(V) determined by the ker-
nel Lω(x, y) = Lqω(εy)(x) for all x, y ∈ V . Therefore, Lω(x, y) = −c(x, y) if x /= y, Lω(x, x) = ω(x)−1∑
y∈V c(x, y)ω(y) and hence,
Lqω(u)(x) =
∑
y∈V
Lω(x, y)u(y) = u(x)
ω(x)
∑
y∈V
c(x, y)ω(y) − ∑
y∈V
c(x, y)u(y), (6)
for any x ∈ V and any u ∈ C(V).
By considering the kernel Lω , we build a Potential Theory with respect to it. In particular, the
principles satisﬁed by Lω will allowus to consider the so-called equilibriummeasures. The fundamental
result of this section consists of obtaining explicit expressions for the kernels associated with the
generalized inverses of Lqω by means of equilibrium measures. Therefore, we adapt to this scenario
themain techniques of the last section of [5]. Although all properties and principles we show here can
be stated in a more general setting, we only establish them in the speciﬁc case we are considering.
Weuse the natural identiﬁcation between nonnegative functions and nonnegative Radonmeasures
on V , since the underlying space is ﬁnite. So, C+ω (V) denotes the convex and compact set formed by all
nonnegative measures with unit mass, with respect to ω. In addition, for any x ∈ V , we also consider
C+x (V), the convex and compact subset of all nonnegative measures with unit mass, with respect toω,
that vanished at x; that is, C+x (V) = C+ω (V) ∩ ω⊥x .
Moreover, if μ ∈ C+(V), the function Lqω(μ) is called the potential of μ, whereas the nonnegative
value 〈Lqω(μ),μ〉 is named the energy of μ. Now we investigate the properties satisﬁed by potentials
and their energy.
Lemma 4.1 (Energy Principle). The energy is a strictly convex functional on C+ω (V).
Proof. This property is equivalent to the positive deﬁniteness of the energy on the subspace C+ω (V) −
C+ω (V) = ω⊥, which is a consequence of Proposition 2.3. 
Lemma 4.2 (Frostman’s Maximum Principle). Given μ ∈ C+(V), we have
max
x∈V {Lqω(μ)(x)} = maxx∈V
μ(x) /=0
{Lqω(μ)(x)}.
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Proof. First note Lqω(μ)(y) 0 for some y ∈ V since 〈Lqω(μ),μ〉 0. To conclude, it sufﬁces to take
into account that Lqω(μ)(x) = L(μ)(x) 0 for any x ∈ V such that μ(x) = 0. 
In the framework of Potential Theory, the so-called Equilibrium Principle is often obtained as a
consequence of the Energy and Frostman’sMaximumPrinciples.Moreover, both principles can beused
to obtain the equilibrium measures from the solution of either a quadratic and convex programming
problem or a linear programming problem. Speciﬁcally, we have the following result whose proof is an
adaptation of that given in [3, Proposition 2.1]. We remark that the existence of equilibriummeasures
can be also obtained as a consequence of another useful principle in the framework of Potential Theory,
namely the Minimum Principle, which is equivalent to the monotonicity of the Schrödinger operator,
see for instance [5].
Theorem 4.3 (Equilibrium Principle). For any x ∈ V , there exists a unique nonnegative measure μx ∈
C+x (V) whose potential is a multiple of ω on V \ {x}. Moreover, μx(y) > 0 for any y ∈ V \ {x} and it is
the unique solution of the following optimization problems
min
μ∈C+x (V)
{〈Lqω(μ),μ〉} = min
μ ∈ C+x (V)
Lqω (μ) aω
{a}.
Proof. First, considerμ ∈ C+x (V). IfLqω(μ) = aω on V \ {x}, where a ∈ R, then 〈Lqω(μ),μ〉 = a and
hence a 0.
Conversely, if Lqω(μ)〈Lqω(μ),μ〉ω on V \ {x}, then
0
〈
Lqω(μ) − 〈Lqω(μ),μ〉ω,μ
〉
= 〈Lqω(μ),μ〉 − 〈Lqω(μ),μ〉〈ω,μ〉 = 0,
and hence Lqω(μ)(y) = 〈Lqω(μ),μ〉ω(y) for any y ∈ V such that μ(y) /= 0. Therefore, Lqω(μ) =〈Lqω(μ),μ〉ω on V \ {x}, since Lqω(μ)(y) 0 when μ(y) = 0.
On the other hand, the inequality Lqω(μ)〈Lqω(μ),μ〉ω on V \ {x} is equivalent to the inequality〈Lqω(μ),ωy − μ〉 0 for any y /= x and hence to 〈Lqω(μ), τ − μ〉 0 for any τ ∈ C+x (V), that is
nothing but Euler’s Inequality relative to theminimization problemminτ∈C+x (V){〈Lqω(τ ), τ 〉}. So, as the
energy is a strictly convex functional on C+x (V), μ satisﬁes Euler’s inequality iff the energy attains its
minimum value atμ and, in addition, the extremal measure is unique. Ifμx is such extremal measure,
let I(x) = maxy∈V {ω(y)−1Lqω(μx)(y)}minμ∈C+x (V)maxy∈V {ω(y)−1Lqω(μ)(y)}. Conversely, given
μ ∈ C+x (V) if b = maxy∈V {ω(y)−1Lqω(μ)(y)}, then I(x)〈Lqω(μ),μ〉 b and hence
I(x) min
μ∈C+x (V)
max
y∈V {ω(y)
−1Lqω(μ)(y)}.
The last claim follows taking into account that
min
μ∈C+x (V)
max
y∈V {ω(y)
−1Lqω(μ)(y)} = min
μ ∈ C+x (V)
Lqω (μ) aω
{a}. 
Clearly, 〈Lqω(μx),μx〉 > 0 for any x ∈ V andmoreoverLqω(μx) = 〈Lqω(μx),μx〉ω on V \ {x}. The
value cap(x) = 〈Lqω(μx),μx〉−1 is known as theWiener capacity, with respect toω, or simply capacity,
of the set V \ {x}. On the other hand, the nonnegative measure νx = cap(x)μx is named Equilibrium
Measure of the set V \ {x}.
Next we summarize the main properties of the equilibrium measures that follow from the above
Theorem.
Proposition 4.4. Foranyx ∈ V it is satisﬁed thatνx(x) = 0, νx(y) > 0 foranyy /= x, cap(x) = 〈νx ,ω〉 =
〈Lqω(νx), νx〉 and moreover Lqω(νx) = ω − ωx.
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Proof. The ﬁrst equalities are direct consequences of the properties of the measure μx . Moreover,
Lqω(νx) = cap(x)Lqω(μx) = cap(x)〈Lqω(μx),μx〉ω = ω on V \ {x}
and hence Lqω(νx)(x) = ω(x) − ω(x)−1 since
0 = 〈Lqω(ω), νx〉 = 〈Lqω(νx),ω〉 = 1 − ω(x)2 + Lqω(νx)(x)ω(x). 
We ﬁnish this section by obtaining the relation between equilibrium measures and generalized
inverses of the Schrödinger operator Lqω .
Theorem 4.5. The orthogonal Green kernel is given by
Gω(x, y) = ω(x) (cap(x)ω(y) − νx(y)) , for any x, y ∈ V .
Therefore, K: V × V −→ R is the kernel of a generalized inverse of Lqω iff there exist σ ∈ Cω(V) and
τ ∈ C(V) such that
K(x, y) = ω(x) (ω(y)〈σ , νx〉 − νx(y) − τ(y)) , for any x, y ∈ V .
Moreover, the generalized inverse determined by K is invertible iff 〈σ , τ 〉 /= 0 and in this case, the kernel
of the inverse operator is given by
K−1(x, y) = Lω(x, y) + σ(x)〈σ , τ 〉
⎡⎣ω(y) + ∑
z∈V
c(y, z)τ (z) − τ(y)
ω(y)
∑
z∈V
c(y, z)ω(z)
⎤⎦ , x, y ∈ V .
Proof. If we consider the kernel deﬁned as G(x, y) = −ω(y)νy(x) for any x, y ∈ V , then G is a Green
kernel, since the function u = G(·, y) veriﬁes that Lqω(u) = εy − ω(y)ω. In addition, part (iii) of
Theorem 3.3 establishes that Gω = (I − Pω) ◦ G, which expressed in terms of kernels, gives us the
equality
Gω(x, y) = −ω(y)νy(x) + ω(x)ω(y)〈νy,ω〉 = ω(x)ω(y)cap(y) − ω(y)νy(x).
Therefore, we obtain the claimed expression for Gω(x, y) since it is a symmetric kernel.
Theorem 3.3 also establishes that if K is the kernel of a generalized inverse of Lqω , then there exist
σ ∈ Cω(V) and τ ∈ C(V) such that
K(x, y) = ω(x)ω(y)cap(x) − ω(x) (νx(y) + τ(y))− Gω(σ )(x)ω(y)
and the expression for K follows taking into account that
Gω(σ )(x) = ω(x)cap(x) − ω(x)〈νx , σ 〉.
Moreover part (iv) of the referred theorem says that K is invertible iff 〈τ , σ , 〉 /= 0 and that the
kernel of K−1 is given by
K−1(x, y) = Lω(x, y) − σ(x)θ(y)〈τ , σ 〉 , where θ = ω + Lqω(τ ).
The expression for K−1 follows taking now into account the identity (6) that gives the value of
Lqω(τ )(y). 
Corollary 4.6. A function K: V × V −→ R is the kernel of a self-adjoint generalized inverse of Lqω iff
there exist σ ∈ Cω(V) and a ∈ R such that
K(x, y) = ω(x)ω(y)
(
a + 〈σ , νx〉 + 〈σ , νy〉 − cap(y) − ν
x(y)
ω(y)
)
, for any x, y ∈ V .
Moreover, if k = ∑x,y∈Vω(y)σ (y)νy(x) (ω(x) − σ(x)) , then the generalized inverse determined by K is
elliptic iff a k and invertible iff a /= k and, in this case, the kernel of the inverse operator is given by
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K−1(x, y) = Lω(x, y) + σ(x)σ (y)
a − k , for any x, y ∈ V .
In particular,
Kσ (x, y) = ω(x)ω(y)
(
k + 〈σ , νx〉 + 〈σ , νy〉 − cap(y) − ν
x(y)
ω(y)
)
, for any x, y ∈ V
and
Kωz (x, y) = ω(x)ω(y)
(
νx(z)
ω(z)
+ ν
z(y)
ω(y)
− ν
x(y)
ω(y)
)
, for any z ∈ V .
Proof. From the above theorem K(x, y) = ω(x) (ω(y)〈σ , νx〉 − νx(y) − τ(y)) and as Gω(σ )(y) =
ω(y) [cap(y) − 〈νy, σ 〉], part (v) of Theorem 3.3 implies that K is symmetric iff there exists a ∈ R
such that τ(y) = ω(y) [cap(y) − a − 〈νy, σ 〉] .
On the other hand, k = 〈Gω(σ ), σ 〉 and hence, the generalized inverse determined by K is elliptic
iff a k and invertible iff a /= k, inwhich case K−1 and Kσ fulﬁll the claimed expressions. Finally, when
σ = ωz , then 〈σ , νx〉 = νx(z)ω(z) for any x ∈ V , k = cap(z) and hence
Kωz (x, y) = ω(x)ω(y)
(
νx(z)
ω(z)
+ ν
y(z)
ω(z)
− ν
x(y)
ω(y)
+ cap(z) − cap(y)
)
.
The proposed expression for Kωz follows bearing in mind that
cap(z) = Gω(z, y)
ω(z)ω(y)
+ ν
z(y)
ω(y)
, for any y ∈ V
and hence cap(z) − cap(y) = νz(y)
ω(y)
− νy(z)
ω(z)
, since Gω is symmetric. 
The above results encompass those obtained in [6]. When ω is constant; that is, ω(x) = (√n)−1
for any x ∈ V , then Lqω = L the combinatorial Laplacian of the network and hence, K = L† + 1n J is
a non-singular generalized inverse of the combinatorial Laplacian matrix L such that K−1 = L + 1
n
J.
This result was previously obtained in [14].
5. Tridiagonal symmetricM-matrices
In this section we ﬁx c1, . . . , cn−1 > 0 and we look for the values d1, . . . , dn  0 such that the
tridiagonal matrix
M =
⎡⎢⎢⎢⎢⎢⎢⎣
d1 −c1−c1 d2 −c2
. . .
. . .
. . .
−cn−2 dn−1 −cn−1−cn−1 dn
⎤⎥⎥⎥⎥⎥⎥⎦
is a singular M-matrix. Moreover, if d1, . . . , dn satisfy the above condition we are also interested in
characterizingall thegeneralized inversesofMand, inparticular, those identiﬁedwithGreenoperators.
We remark that the non-singular case was studied in [17] where a concise formula for the inverse of
M was given.
We consider Γ the weighted path on n vertices, V = {x1, . . . , xn}, whose conductance function
is given by c(xi, xi+1) = ci for any i = 1, . . . , n − 1. If we deﬁne c0 = cn = ω0 = ωn+1 = 0, from
Proposition 2.3, we obtain that M is a singularM-matrix iff there exist ω1, . . . ,ωn > 0 such that
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dj = 1
ωj
(cjωj+1 + cj−1ωj−1), j = 1, . . . , n, (7)
which answers the ﬁrst question. In the sequel, we assume thatω1, . . . ,ωn > 0 such thatω
2
1 + · · · +
ω2n = 1 have been ﬁxed and we consider the the values d1, . . . , dn given in (7). Then, we obtain the
equilibrium measures corresponding to the weight identiﬁed with (ω1, . . . ,ωn)
T which allows us to
get all the generalized inverses of M by applying Theorem 4.5. We use the convention
∑j
l=i al = 0
when j < i and we omit the proof of the following result since it is a simple veriﬁcation.
Proposition 5.1. For any j = 1, . . . , n, the equilibrium measure of the set V \ {xj} is given by
νxj(xi) = ωi
j−1∑
k=i
(∑k
l=1 ω2l
)
ckωkωk+1
+ ωi
i−1∑
k=j
(∑n
l=k+1 ω2l
)
ckωkωk+1
and hence for any σ1, . . . , σn ∈ R it holds
n∑
i=1
σiν
xj(xi) =
j−1∑
k=1
(∑k
l=1 ω2l
) (∑k
l=1 ωlσl
)
ckωkωk+1
+
n−1∑
k=j
(∑n
l=k+1 ωlσl
) (∑n
l=k+1 ω2l
)
ckωkωk+1
.
In particular, for any j = 1, . . . , n, it holds
cap(xj) =
j−1∑
k=1
(∑k
l=1 ω2l
)2
ckωkωk+1
+
n−1∑
k=j
(∑n
l=k+1 ω2l
)2
ckωkωk+1
.
Corollary 5.2. The Moore–Penrose inverse of M is M† = (gij), where
gji = gij = ωiωj
⎡⎢⎣ i−1∑
k=1
(∑k
l=1 ω2l
)2
ckωkωk+1
+
n−1∑
k=i
(∑n
l=k+1 ω2l
)2
ckωkωk+1
−
j−1∑
k=i
(∑n
l=k+1 ω2l
)
ckωkωk+1
⎤⎥⎦
for any 1 i j n.
The above result for the normalized Laplacian; that is, whenω is the square root of the generalized
degree, was obtained in [12, Theorem 9] and for ω constant in [9, Lemma 3.1]. Moreover, from the
above corollary we obtain that ifω is constant, thenM† is anM-matrix iff n 4 and either 2c1  c2 and
2c2  c1 when n = 3 or c1 = c3 and c2 = 2c1 when n = 4. This result was also obtained in [9].
The following result is a particularization of Theorem 4.5, where by abuse of notation we take σi
instead of σiωi and τi instead of
τi
ωi
.
Corollary 5.3. K = (kij) is a generalized inverse of M iff there exist τ1, . . . , τn ∈ R and σ1, . . . , σn ∈ R
such that σ1 + · · · + σn = 1 and
kij = ωiωj
⎛⎝ i−1∑
k=1
(∑k
l=1 ω2l
) (∑k
l=1 σl
)
ckωkωk+1
+
n−1∑
k=i
(∑n
l=k+1 σl
) (∑n
l=k+1 ω2l
)
ckωkωk+1
−
j−1∑
k=i
(∑n
l=k+1 ω2l
)
ckωkωk+1
− τj
⎞⎠
when 1 i j n and
kij = ωiωj
⎛⎝ i−1∑
k=1
(∑k
l=1 ω2l
) (∑k
l=1 σl
)
ckωkωk+1
+
n−1∑
k=i
(∑n
l=k+1 σl
) (∑n
l=k+1 ω2l
)
ckωkωk+1
−
i−1∑
k=j
(∑k
l=1 ω2l
)
ckωkωk+1
− τj
⎞⎠
when 1 j i n.
Moreover if α = σ1τ1 + · · · + σnτn and we deﬁne τ0 = τn+1 = 0, then K is invertible iff α /= 0 and
then
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K−1 = M + σˆ ⊗ θ
α
,
where σˆj = σjωj and θj = ωj + cjωj+1(τj+1 − τj) + cj−1ωj−1(τj−1 − τj), for any 1 j n.
For a ﬁxed valuem, 1m n, the choice σm = 1, σj = 0 otherwise and
τi = ∑m−1k=i (∑nl=k+1 ω2l )ckωkωk+1 − γi, 1 im n,
τi = ∑i−1k=m
(∑k
l=1 ω2l
)
ckωkωk+1 − γi, 1m i n,
for arbitrary γi, i = 1, . . . , n, provides a class of generalized inverse of M. In the following result we
study when one of these matrices is also an M-matrix by applying the fact that a Z-matrix is an
M-matrix iff all its principal minors are nonnegative.
Corollary 5.4. Given 1m n, the matrix K = (kij) given by
kij = ωiωj
(
γj −∑j−1k=max{i,m} 1ckωkωk+1 ) ,
kji = ωiωj
(
γi −∑min{j,m}−1k=i 1ckωkωk+1 ) , 1 i j n
is a singular generalized inverse of M iff γm = 0. Moreover, K is a singular M-matrix iff
0 γ1 
1
c1ω1ω2
, γj = 0, j = 2, . . . , n − 1 and 0 γn  1
cn−1ωn−1ωn
.
Note that whenω is constant,m = 1 and γn = 0 the above result coincides with the one obtained
in [11, Theorem 3.5].
Corollary 5.5. K = (kij) is a symmetric generalized inverse ofM iff there exist a ∈ R and σ1, . . . , σn ∈ R
such that σ1 + · · · + σn = 1 and
kij = ωiωj
⎛⎝ i−1∑
k=1
(∑k
l=1 ω2l
) (∑k
l=1 σl
)
ckωkωk+1
+
n−1∑
k=i
(∑n
l=k+1 σl
) (∑n
l=k+1 ω2l
)
ckωkωk+1
−
j−1∑
k=i
(∑n
l=k+1 ω2l
)
ckωkωk+1
+ τj
⎞⎠
for any 1 i j n where τj = a +∑n−1k=j
(∑k
l=1(ω2l −σl)
)
ckωkωk+1 −
∑n−1
k=1
(∑k
l=1 ω2l
)(∑k
l=1(ω2l −σl)
)
ckωkωk+1 .
Moreover if α = ∑n−1k=1
(∑k
l=1(ω2l −σl)
)2
ckωkωk+1 and σˆj =
σj
ωj
for any 1 j n, then K is positive semi-deﬁnite
iff aα and invertible iff a /= α in which case
K−1 = M + σˆ ⊗ σˆ
a − α .
Corollary 5.6. TheBottleneckMatrix ofMbasedat vertex xm isGxm =
[A 0
0 B
]
,whereA = (aij) ∈ Mm−1,
B = (bij) ∈ Mn−m are given by
aji = aij = ∑m−1s=j ωiωjcsωsωs+1
and
blk = bkl = ∑m+l−1s=m ωm+kωm+lcsωsωs+1
for any 1 i jm − 1 and 1 k l n − m.
When ω is constant andm = n the above result was obtained in [11, Lemma 3.3].
E. Bendito et al. / Linear Algebra and its Applications 432 (2010) 2438–2454 2449
6. Circulant symmetricM-matrices
In this section we tackle the main problem in the case of circulant symmetricM-matrices. Speciﬁ-
cally, given n 2, we consider a ﬁxed set of values c0  0, c1, . . . , c n
2
  0 andwe deﬁne the associated
circulant symmetricM-matrix, M = (mij), where
mij =
⎧⎨⎩−c|i−j|, 0 |i − j|
⌊
n
2
⌋
,
−cn−|i−j|,
⌊
n
2
⌋
< |i − j| < n.
For the sake of simplicitywe deﬁne cj = cn−j , j =  n2 + 1, . . . , n − 1 and hencemij = −c|i−j|. We
assume thatM is an irreduciblematrix andwe look for the value c0 such that thematrixM is a singular
circulant symmetric M-matrix. Moreover, if c0 satisfy the above condition we are also interested in
characterizing all the generalized inverses of M.
We consider Γ a weighted circulant network on n vertices, V = {x1, . . . , xn}, whose conductance
function is given by c(xi, xj) = c|i−j| for any i /= j. Applying Proposition 2.3, we obtain that M is a
singularM-matrix iff there exist ω1, . . . ,ωn > 0 such that
− c0 = 1
ωj
n∑
i=1
c|i−j|ωi, j = 1, . . . , n. (8)
Therefore, −c0 is an eigenvalue of the adjacency matrix of Γ whose associated eigenfunction is ω.
Then, from Perron–Fröbenius’ Theorem we get c0 = −∑n−1j=1 cj and ω = 1√n , which answers the ﬁrst
question and shows that M is the matrix associated with the combinatorial Laplacian of the network.
To get all the generalized inverses ofM, wemust obtain the equilibriummeasures corresponding to
theconstantweight. Before to tackle thegeneral case,westudy twoparticular cases thathave receiveda
particular attention in the literature on the subject and forwhichdetermining the equilibriummeasure
follows straightforwardly.
6.1. Cycle network
If Γ is the n-cycle then c1 = cn−1 = c > 0 and cj = 0, for j = 2, . . . , n − 2. Hence, it is easy to
verify that
νxi(xj) = |i − j|(n − |i − j|)
2c
√
n
and cap(xi) = n
2 − 1
12c
, i, j = 1, . . . , n.
The expression of the Moore–Penrose inverse of M is well-known, see for instance [4,9,13]. More-
over, it can be seen as a very particular case of the results obtained in [3], since a n-cycle is a distance-
regular graph.
Corollary 6.1. The Moore–Penrose inverse of M is M† = (gij) where
gij = 1
12cn
(
n2 − 1 − 6|i − j|(n − |i − j|)
)
, i, j = 1, . . . , n
andK = (kij) is ageneralized inverseofM iff thereexistτ = (τ1, . . . , τn)T ∈ Rn andσ = (σ1, . . . , σn)T ∈
Rn such that σ1 + · · · + σn = 1 and
kij = 1
2nc
⎛⎝|i − j|(|i − j| − n) − τj + n∑
l=1
σl|i − l|(n − |i − l|)
⎞⎠ .
Moreover if α = σ1τ1 + · · · + σnτn and we deﬁne τ0 = τn+1 = 0, then K is invertible iff α /= 0 and
then
K−1 = M + c
α
(σ ⊗ θ),
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where θ ∈ Rn is deﬁned by θi = 2(1 + τi) − τi−1 − τi+1, i = 1 . . . , n.
Observe that from the above corollary we can deduce that M† is an M-matrix iff n 5, see also [9,
Corollary 5.2]].
In the sequel, J and 1 denote the all ones matrix and vector, respectively.
Corollary 6.2. K = (kij) is a symmetric generalized inverse ofM iff there exist a ∈ R and σ1, . . . , σn ∈ R
such that σ1 + · · · + σn = 1 and
K = aJ + 1
nc
n∑
l=1
σl
[Al Dl
DTl Bl
]
,
where Al = (alij) ∈ Ml , Bl = (blij) ∈ Mn−l , Dl = (dlij) ∈ Ml×(n−l) are given by
alij = alji = (l − j)(n − l + i), blrs = blrs = r(n − s) and dlir = dlri = r(l − i)
for any 1 i jm − 1, and 1 r  s n − l. Moreover, if
α = − 1
2nc
n∑
i,l=1
σiσl|i − l|(n − |i − l|)
K is invertible iff a /= α and then
K−1 = M + σ ⊗ σ
a − α .
Corollary 6.3. The Bottleneck Matrix of M based at vertex xm is Gxm = 1nc
[
A D
DT B
]
, where A = (aij) ∈
Mm−1, B = (bij) ∈ Mn−m, D = (dij) ∈ M(m−1)×(n−m) are given by
aji = aij = (m − j)(n − m + i), blk = bkl = k(n − l) and dik = k(m − i),
for any 1 i jm − 1, and 1 k l n − m.
6.2. Alternating circulant network
ThenetworkΓ is analternating circulant network if c2j−1 = c and c2j = b, j = 1, . . . ,  n2. Therefore,
if c = b, Γ is a complete network with constant conductance, whereas if c /= b, necessarily n is even.
In any case, c > 0 since M is irreducible and hence, for any i = 1, . . . , n, the equilibrium measure of
the set V \ {xi} is given for each j /= i by
νxi(xj) = 2√
n(c + b) +
(b − c)[1 − (−1)i−j]
n
√
nc(c + b)
whereas
cap(xi) = (2n − 3)c + b
c(c + b)n .
Corollary 6.4. The Moore–Penrose inverse of M is
M† = 2
(c + b)n2 [nI − J] +
(b − c)
c(c + b)n2 A
where A = ((−1)i−j). Therefore, M† is a singular M-matrix iff b 3c and in this case, M† is the com-
binatorial Laplacian of a circulant alternating network whose conductance is given by ĉ2j−1 = 1cn2 and
ĉ2j = 3c−bc(c+b)n2 , for any j = 1, . . . ,  n2.
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Corollary 6.5. K is a generalized inverse of M iff there exist τ = (τ1, . . . , τn)T ∈ Rn and σ = (σ1, . . . ,
σn)
T ∈ Rn such that σ1 + · · · + σn = 1 and
K = 2
(c + b)n [I − σ ⊗ 1] +
1
c(c + b)n2 A,
where A = (aij) is given by
aij = (b − c)(−1)i
⎡⎢⎣1 + (−1)j − 2 
n
2∑
l=1
σ2l
⎤⎥⎦− τj.
Moreover if α = σ1τ1 + · · · + σnτn, β = τ1 + · · · + τn andμ = (μ1, . . . ,μn)T ∈ Rn whereμj =
1 + β
2
[
b + c + (−1)j(b − c)
]
+ (−1)j(b − c)∑ n2 l=1 τ2l , then K is invertible iff α /= 0 and then
K−1 = M + σ ⊗ μ
α
.
Corollary 6.6. K is a symmetric generalized inverse of M iff there exist a ∈ R and σ1, . . . , σn ∈ R such
that σ1 + · · · + σn = 1 and
K = 2
(c + b)n [I + aJ − σ ⊗ 1 − 1 ⊗ σ ] +
(b − c)
c(c + b)n2 A
where A = (aij) is given by
aij =
[
1 + (−1)i
] [
1 + (−1)j
]
− 2
[
(−1)i + (−1)j
]  n2∑
l=1
σ2l.
Moreover, if
α = 2cn
n∑
l=1
σ 2l − 4(b − c)
⎛⎜⎝1 − 
n
2∑
l=1
σ2l
⎞⎟⎠ 
n
2∑
l=1
σ2l ,
then K is invertible iff a /= α and then
K−1 = M + c(c + b)n
2
a − α (σ ⊗ σ).
Corollary 6.7. The Bottleneck Matrix of M based at vertex xm is
Gxm = 2
(c + b)n (I + J) +
(b − c)
c(c + b)n2
[
A D
DT B
]
,
where A = (aij) ∈ Mm−1, B = (bij) ∈ Mn−m, D = (dij) ∈ M(m−1)×(n−m) are given by
aij =
[
1 + (−1)m+i+1
] [
1 + (−1)m+j+1
]
,
bij =
[
1 − (−1)i
] [
1 − (−1)j
]
,
dij =
[
1 + (−1)m+i+1
] [
1 − (−1)j
]
.
If we take c = 2(1−α)
n
and b = 2α
n
whereα ∈ [0, 1), the expression forM† obtained in Corollary 6.4
coincideswith the one given in [10, Theorem2.3]. Moreover, when n is even, the choiceσn = 1, σj = 0
otherwise, and τj = (b − c)[1 − (−1)j], j = 1, . . . , n, in Corollary 6.5 leads to the result obtained in
[11, Proposition 3.6] where we can also ﬁnd the expression for Gxn given in Corollary 6.7.
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6.3. The general case
In this section we consider the general case of circulant matrices. To get the equilibriummeasures,
we use standard techniques for solving systems whose coefﬁcient matrix is circulant, see [16].
Proposition 6.8. For any j = 1, . . . , n, the equilibrium measure of the set V \ {xj} is given by
νxj(xi) = 2√
n
 n2∑
l=1
sin2
(
π l(i−j)
n
)
∑n−1
r=1 cr sin2
(
π rl
n
) − [1 + (−1)n]
[
1 − (−1)i−j
]
4
√
n
∑ n2
r=1 c2r−1
and
cap(xj) =
 n2∑
i=1
1∑n−1
r=1 cr sin2
(
π ri
n
) − [1 + (−1)n]
4
∑ n2
r=1 c2r−1
.
If we compare the above result with the one obtained in Section 6.1we get the following non-trivial
equalities
8
 n2∑
j=1
sin2
(
π jk
n
)
sin2
(
π j
n
) = 4k(n − k) + [1 + (−1)n] [1 − (−1)k] , for any 0 k n
and
4
 n2∑
j=1
1
sin2
(
π j
n
) = 2(n2 − 1)
3
+ [1 + (−1)n] .
The following results display the expressions for the different type of generalized inverses in the
case of circulant symmetric matrices.
Corollary 6.9. The Moore–Penrose inverse of M is M† = (gij), where
gji = gij = 1
n
 n2∑
l=1
cos
(
2π l(i−j)
n
)
∑n−1
r=1 cr sin2
(
π rl
n
) − (−1)i−j [1 + (−1)n]
4n
∑ n2
r=1 c2r−1
.
for any 1 i j n. In particular, M† is a circulant symmetric matrix.
Corollary 6.10. K = (kij) is a generalized inverse of M iff there exist τ1, . . . , τn ∈ R and σ1, . . . , σn ∈ R
such that σ1 + · · · + σn = 1 and
kij = 2n
∑ n2
l=1 1∑n−1
r=1 cr sin2
(
π rl
n
) ∑n
s=1 σs sin
(
π l(2i−s−j)
n
)
sin
(
π l(j−s)
n
)
− [1+(−1)n]
n
∑ n2
r=1 c2r−1
(−1)i
[
1 + (−1)j − 2∑ n2l=1 σ2l]− τj.
Moreover if α = σ1τ1 + · · · + σnτn and μ = (μ1, . . . ,μn)T ∈ Rn where μj = 1 +∑nl=1 c|j−l|τl ,
then K is invertible iff α /= 0 and then
K−1 = M + σ ⊗ μ
α
.
Corollary 6.11. K = (kij) is a symmetric generalized inverse ofM iff there exist a ∈ R andσ1, . . . , σn ∈ R
such that σ1 + · · · + σn = 1 and
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kij = a +∑ns=1 σs ∑ n2l=1 cos
(
2π l(i−j)
n
)
− cos
(
2π l(i−s)
n
)
− cos
(
2π l(j−s)
n
)
n
∑n−1
r=1 cr sin2
(
π rl
n
)
− [1+(−1)n]
4n
∑ n2
r=1 c2r−1
(−1)i−j
(
1 + [(−1)i + (−1)j]
[
1 − 2∑ n2l=1 σ2l]) .
Moreover, if
α =
n∑
s,j=1
 n2∑
l=1
σsσj cos
(
2π l(s−j)
n
)
∑n−1
r=1 cr sin2
(
π rl
n
) − [1 + (−1)n]
4
∑ n2
r=1 c2r−1
⎛⎜⎝2 
n
2∑
l=1
σ2l − 1
⎞⎟⎠
2
then K is invertible iff a /= α and then
K−1 = M + n
a − α (σ ⊗ σ).
Corollary 6.12. The Bottleneck Matrix of M based at vertex xm is
Gxm =
 n2∑
l=1
1
n
∑n−1
r=1 cr sin2
(
π rl
n
) [Al Dl
DTl Bl
]
− [1 + (−1)
n]
4n
∑ n2
r=1 c2r−1
[A n2 D n2
DT n2 B n2
]
,
where Al = (alij) ∈ Mm−1, Bl = (blij) ∈ Mn−m, Dl = (dlij) ∈ M(m−1)×(n−m) are given by
alij = 1 + cos
(
2π l(i−j)
n
)
− cos
(
2π l(i−s)
n
)
− cos
(
2π l(j−s)
n
)
,
blij = 1 + cos
(
2π l(i−j)
n
)
− cos
(
2π li
n
)
− cos
(
2π lj
n
)
,
dlij = 1 + cos
(
2π l(i−j−m)
n
)
− cos
(
2π l(i−m)
n
)
− cos
(
2π lj
n
)
.
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